The emergent collective intelligence of groups of simple agents known as swarm intelligence is a new exiting way of achieving a form of artificial intelligence. This paper studies a formal model for swarm intelligence inspired by biological swarms found in nature. Software agents are used to model the individuals of a swarm. Each agent is controlled by a neural network that processes position data from the others in its visible zone given by a compound eye and in this way navigates in 3D space. An additional input parameter is used to represent the agent's motivation to form a swarm. Simulations with different motivation parameters exhibit remarkable agent formations that can be considered as biologically plausable. Several ways to improve the model are discussed. 
Introduction
The aggregate motion of a school of fish, a flock of birds, or a herd of land animals is beautiful to watch and intriguing to contemplate. Swarming is a prominent example of emergent behavior: A number of simple entities (agents) operate in an environment forming a more complex behavior as a collective. This complex behavior is not a property of any single such agent, nor can it easily be predicted or deduced from the behavior of these agents. The emergent property of swarming provides qualities that are not directly traceable from the swarm's individual agents and is referred to as strong emergence [4] . In a biological sense, swarming, flocking or shoaling may be adaptive for the participating individuals because of reduced predator risk [5, 9] , increased foraging success [34] , reduced competition for resources [16] , and increased rates of social learning [32, 34] . primitive species. Eric R. Kandel [19] has shown in his work concerning Aplysia californica, also known as the California sea slug, that a nervous system needs only a few neurons for controlling the essential life system. E.g., Aplysia requires only four neurons for regulating its heart beat. One of our goals has been to keep the agent's control system as simple as possible just like Occam's razor. In contrast to this, one can find large neural networks which have to reproduce a reaction to a predictive signal. In our approach the precision of a reaction is of smaller importance. The more important issue has been to build the swarming behavior principles in a simple neural net based agent. Swarm simulations have eventually to take in account a huge population of individuals. Simulations of fish schools use 10.000 and more individuals to study their behavior. In our simulations we deal with a smaller number of individuals but we are convinced that our results will scale up well to larger populations. In 1987, C. Reynolds presented a computer model of coordinated animal motion such as bird flocks and fish schools [27] . His flocking model is based on three simple steering rules that describe the movement of flockmates: separation (i.e., steer to avoid crowding local flockmates), alignment (i.e., steer towards the average heading of local flockmates), and cohesion (i.e., steer to move towards the centre position of local flockmates). This model of computer animated flying objects has been considered, modified and extended by behavioural biologists in order to analyse and understand the complex mechanisms of natural animal behaviour [18, 36] . Couzin et al. [6] reproduced the three behavioural patterns introduced by Reynolds on spherical areas, which can be captured by the agent located in the centre of the sphere. A founding object (an obstacle or another agent), detected in one of the three areas, triggers off a different behavioural reaction in the agent system for interact with the environment. They defined three zones: the inner zone of repulsion where objects avoid each other, the middle zone orientation where the moving direction is adapted to other objects and the outer zone of attraction where the object steers towards other flockmates. The overall behaviour of this approach is defined by a set of the three "zone equations" and the influence of each equation is given by the detection of objects in the zones. Two significant swarm characteristics are shown: a torus shape where all swarm members move around in a circle at an empty centre point and a parallel configuration where all members move in the same direction in a compact group. Modelling behaviour in this way is a substantial step to model swarming from a physical view as particle motion in a fluid media [24, 33] . A further step of modelling swarm behaviour is to leave the spherical zones and find a shape more adapted to the physiognomy of sensory apparatus. Hemelrijk et al. [11] defined non-spherical zones and took into account that dead areas behind an animal do not contribute any information. Also the steering forces were extensively studied. Seven single steering forces build the behaviour reaction including a weighting factor for all of them to scale or inhibit the influence of every steering force [11] . They discussed some weaknesses of the model two which will be considered later on. In the following a single member of a virtual swarm will be denoted as software agent or simply as agent. An agent exhibits a behavioural reaction to the presence of objects in its visible area. This area may be divided into distinct spaces like the three zones of Couzin's model. Each agent records the space around it, whereby a small section behind the agent is not considered. One can imagine an agent as a virtual bird or fish.
Methods

Software agent model
In the agent model suggested, the agents move in open three-dimensional space. The agent has a main propulsion from which it can move sideways in all directions. For this purpose the agent knows its own direction and speed. In the concept of the software agent, the agent is understood as an object with the attributes of position, location, and speed. In this way, the model based on software agents differs from those models in which swarm objects are merely elements of a global representation matrix. Two concepts of our swarm model differ significantly from existing models that are based on the Reynolds' principles: the sensoric recording of the environment through virtual compound eyes and the implementation of behavioural attributes through a neuron network. Both concepts will be explained in detail further on. Our software is written in C++ and we use the Qt framework 2 as a library for the abstraction layer to the operating system. Using Qt makes it possible to port the software easily on all the usual operating systems. However the software was only tested on Windows and Linux. We also implement the agents and the neural network directly in our program, because none of the checked libraries and frameworks were suitable for our purposes. For instance, an agent library is given in Swarm Development Group 3 but the development ended in 2005. Other libraries do not fit either in programming language, operating system or age of project.
The simulation system depicts all agents as three-dimensional objects. After creating a number of agents (at least three) at distributed randomly positions in space the session will start. In an iterative manner the objects visible to each agent are determined and these data are given to a socalled behavioural control system. This system provides in turn a behavioural reaction which affects the position, direction, and speed of the agents. This leads to a new configuration of the virtual swarm and completes one step of simulation. The simulation program enables the observation point given by the swarm centre to move along with the swarm itself, as if a "flying observer" were travelling with the swarm. The centre of the swarm is also the fixed focus point in the centre of the screen. This centre is marked with a red cross. The agent's shape depicted in Figure 6 has no relevance whatsoever to the recognition of other agents. Each agent comes with the following data:
1. The absolute position p ∈ R 3 in an unbounded 3D space, 2. the current orientation which is the present moving direction d ∈ R 3 , where d = 1, 3. and the current agent velocity v ∈ R.
These individual movement characteristics make each agent a unique object in the swarm. Every update to these parameters also updates a global log file where every direction step of each agent is recorded. The analysis of these data allows to create the trajectories such as those depicted in Figure 7 . Table 1 summarises the model parameters. We used 20 agents to verify the behavioural attributes. In order to investigate our model with a greater number of simulation objects, we increased the number to 2,000. The runtimes of one simulation step for various sizes of the swarm are illustrated in table 3. It appears that the runtime increases linearly with the size of the swarm. 
Detection using virtual compound eye
As stated in the introduction, we use a model in which the agent records its environment visually. We believe that modelling the sensory information is necessary in order to make the swarm simulation more biologically plausible and hence to reproduce the inherent mechanisms in a more realistic way. The biological example can be explained with help of the principle of the compound eye of arthropods [31] . Figure 1a shows a cross-section of a compound eye. It consists of a variety of rod-shaped single eyes, the ommatidia. The number of these single eyes varies from 700 (the fruit fly Drosophilia) to 28, 000 (the American dragonfly Anax junius) [23] . Every single ommatidium is an optical device, consisting of a lens for focusing the light, the cornea; the crystalline cells found beneath it; through to the rhabdom, connected at the lower end which in turn is surrounded by a hem of photoreceptors (Fig. 1a) .
The light coming in through the lens is concentrated there and travels via the crystalline cells to the rhabdom, where the attached photoreceptors are stimulated. Every ommatidium thereby transmits a pixel in the same intensity as the light entering its optical axis.
In order for the insect to see a complete image, several single eyes must be arranged in a way that their respective optical axes depict a section of the image without overlapping. A complete picture is comprised of single images fitting together like a mosaic. The definition of the compound eye is thus dependent on the number of single eyes. The corneas form a regular domed hexagonal shape on the surface which is described as a compound eye. Some types of insects have a differentiated eye system in which the single eyes are summarised or in which the dispersion of the optical axes of neighbouring ommatidia are taken into account. This is irrelevant as far as the compound eye serves solely as inspiration for the sensor system. In our method the agent has a virtual compound eye with which it can record a section of its immediate environment. Due to practical considerations and limitations of the arithmetical complexity available for calculations, during each step in the sequence of an agent, it is not possible to implement hundreds or even thousands of single eyes. In order to keep the complexity of the compound-eye based neural networks within reasonable bounds, we restricted the consideration to fewhere 29single eyes. Figure 1b shows the semicircular arrangement of the virtual compound eye. It provides an 180 • field of vision in two directions. Due to the chosen number of single eyes, each sensor records, as depicted in Figure 1c , a section of ±15 • . The arrangement is located in the middle at the front of the agent on its principal axis with a central front sensor a1. In this way it records all possible areas in which it can manoeuvre but not those areas which are directly behind it or at its sides towards the rear. A realistic copy of the light entering the cornea should sum up the angle dependent light strengths in order to create an intensity value [23] . We have decided to do without this and have implemented a simplified process which draws the eye to the nearest object in the area of the virtual ommatidium. That means that ray tracing from a virtual light source does not take place, rather a sensor merely records objects along its optical axis including those in an area ±15 • of this axis. In our method the closest object is used, all other are ignored for object recording. Since recorded objects can be far away and very close, we have limited the maximum visual area to D max and calculate an intensity value
where δ with 0 ≤ δ ≤ D max is the distance to the object. Hence distant objects lead to d → 0 and close ones to d → 1.
The intensity values of all sensors are then transmitted to the behavioural control system. Hence the sensors are able to detect other agents within a limited distance (we set this distance to D max = 100). d1 0.00 1.00 1.00 0.00 0.00 1.00 27 d2 1.00 0.00 1.00 0.00 0.00 1.00 28 d3 0.00 -1.00 1.00 0.00 0.00 1.00 29 d4 -1.00 0.00 1.00 0.00 0.00 1.00 
Neural behavioural control system
For the implementation of the behavioural control system we chose a neural network in order to increase the biological plausibility and because we believe that this aspect of existing models has not been considered sufficiently [8] .
If one looks at Fig. 1a more closely, one can see how the cutout of retinular cell, in which the photoreceptors are embedded, leads to the lower end of the first optical ganglion, the Lamina ganglionaris. Further neuron clusters are connected there, first the Medulla externa and then the Medulla interna. Thus it seems plausable to formulate the behavioural reaction of the agent to optical stimulation, if one accepts artificial neural networks as a model, in order to thereby depict natural neurons. Our neural network has 29 inputs given by the virtual photoreceptors. In addition we have allowed for a further input in order to be able to control the behavioural function. The agent can thus exhibit a search and an avoidance behaviour. The type of its basic motivation is set by a motivation signal via this input. The output of the neural network directly impacts the directional controls of the agent. The output provides signals for meridian (up/down) and azimuthal (left/right) control. A third output signal sets the speed of the agent. In this way, the external dimensions of the network are defined. When one designs a neural network, one or more intermediate levels are introduced internally which play an important role in modelling of the behavioural function. These intermediate levels give the network a certain depth and enable greater plasticity of the behavioural function. When dimensioning one is unfortunately dependent on trial and error in order to determine the optimum network size, as there is no process known which allows to determine an optimum network size from the problem size a priori. The network structure determined is shown in Figure 3 . Here we have defined a feed forward network in which the information flow is led from the input neurons (depicted as red squares on the left in this figure) to an intermediate level (neurons in a cross-shaped arrangement) and from there to three output neurons. The figure shows a window of the program with which the network is parameterised. For this purpose we used the SNNS 4 . The figure also shows that all input neurons are connected with all neurons of the intermediate level and these are then connected with all three output neurons. As these connections are already fixed, the desired transmission behaviour of the network cannot be based in this structure. Rather it lies hidden in the scaling values of the connectionssocalled weightsand the parameters of the activation function, which every artificial neuron has and which must be determined as a whole. The behaviour of a neural network is determined by learning until the desired behaviour has been reached. The corresponding behavioural function is listed by a so-called learning table in which input and desired output values are given. The search for a behavioural function that fulfils the learning table exactly or approximately is described as training [37] . This implementation of the behavioural function cannot be based on equations or physical constructions such as the "centre of gravity" of the swarm. To create the learning table one must consider various behavioural reactions and define them as control values of the agent. Table 2 shows these values. One can clearly recognise that it is possible to differentiate between two motivational conditions: avoidance (d m = 0) and search (d m = 1). The learning table provides sampling points of a behavioural function which will be interpolated by the learning process. This will be due to the network's internal layerprovided that no errors (e.g., over-training, inappropriately selected intermediate level) have been made [37] . The intuitive definition of a behavioural function may appear strange at first, which is why we would like to expand upon this point. The diagrams in Figure 4 should help to further illustrate this issue. An intensity value of 0 means that the sensor has not detected anything and a value of 1 means an immediate collision with an object. Increasing intensity for all boids B i do 3: if there is no boid visible to B i then 4: 
{s nv is the free running speed, default value is unit speed s v } 6: else {there are boids visible to B i } 7:
for all boids B j visible to B i do 10 :
end for 14: 
{compute averages; N it is the number of boids B j visible to B i } 15:
end if 17: end for 18: end for values therefore imply the approach of an object. Evasive action therefore requires a movement in the opposite direction to the incoming stimulus. This is depicted in the two diagrams above in Figure 4 . The controlling signal possesses a positive and a negative level for both drive directions (a positive drive direction is represented by a bar pointing upwards and a negative drive direction by a bar pointing downwards). In particular, a level 0 means no movement. A search reaction requires the opposite behaviour. The drive movement must be made towards the approaching object. The two diagrams below depict this in Figure 4 . In our implementation every agent has the same parameterstheir behavioural responses do not differ in principle. This made it possible to create the network only once, as a static entity, and enabled each agent to use it to calculate the iterative steps. Table 2 also reveals that a modulation of the velocity does not occur. Variations in speed had no visible effect on the swarm behaviour. Therefore, we did not model it and set the value of s v to 1.
Swarm simulation
A swarm consists of a finite set of boids located in three-dimensional Euclidean space. Each boid is described by three parameters: absolute position p ∈ R 3 , orientation d ∈ R 3 with normalized value |d| = 1, and propulsion v ∈ R; for simplicity, all boids move with unit speed of v = 1 m/sec. The orientation vector points into the boid's moving direction and thus determines the boid's visual zone (blue arrow in Fig. 1c) . We assume that all boids are aware of a (virtual) geotaxis such that the movement along the positive y-axis is considered to be on the top; this axis is the top direction of the OpenGL reference coordinate system [30] . Furthermore, we assume that each boid is equipped with the sensor apparatus introduced above. More specifically, all boids are furnished with identically trained neural networks (i.e., networks with the same weights). The algorithm for swarm simulation called S S is illustrated in Alg. 2.1. It is time-discrete and parametrized by the number of boids N, the number of time steps T for simulating the swarm, the maximal distance D max up to which objects can be detected within the boid's visual hemisphere, and the motivation parameter d m . Initially, at time step t = 0, the boids are randomly distributed in space. In each time step t ≥ 0, the current location of the swarm is used to compute the new location at the next time step t + 1. For this, the boids are considered one after the other at time step t. For each boid at time step t, it is first determined whether there is another boid in its visible zone which is not farther away than D max ; these boids are visible to the boid considered. If not, the boid changes only its position by using the free running speed s nv , whose default value is given by the unit speed s v (lines 4 and 5). Otherwise, the boid changes its orientation and position according to its neural network (lines 7 to 15). This is accomplished by the procedure newData (line 10) that works as follows:
1. Compute the meridional and azimuthal tilting angles ϕ and ψ, respectively, in dependence of the orientation of B i and the location of B j (Fig. 5 ).
2. Determine the rectangular section and thus the sensor on the hemisphere of B i that corresponds to the location of boid B j by using the tilting angles.
Use the distance
between the boids to provide an input to B i 's neural network: The value for the sensor (input neuron) determined in step 2 is
, while all other sensor input values are set to zero. This function increases the boid's sensibility for narrower objects (Fig. 2b ).
4. The boid's neural network provides the response values s a , s m , and s v , where s v is set to unit speed of 1 m/sec.
i . Compute the respective azimuthal and meridional tilting vectors
and where in view of the virtual geotaxis, the tilting axis is given by the vector product
6. Compute the boid's new direction depending on the tilting vectors,
and the new position with respect to orientation and propulsion value,
Note that the new orientation and position of a boid is calculated by averaging over all boids in its visual hemisphere (lines 14 and 15). In particular, the new position of the boid B i is given by the former position, the new orientation and the unit speed as follows, 
Results
At first it was of interest for us to find out whether the values 0 and 1 at the motivational input of the network achieved the desired behavioural patterns in the agents. In order to check this, every test sequence begins with 20 agents, which are randomly distributed in 2D space. This allows the basic behavioural forms to be better observed. Figure 6 shows a screen shot of the simulation program with such an initial distribution. The agents are depicted as expanded geometrical objects, however only the geometrical midpoint of the agentits position valueis actually relevant for object recognition. Everything else would require a complicated ray tracing method of all geometrical bodies and would greatly increase the amount of calculations required. If the signal d m = 0 is set, avoidance behaviour occurs in the agent. From the initial distribution all agents strive to move apart radially. Each agent strives to put the greatest possible distance between itself and the others ( The plasticity of the neural network makes it possible to vary the motivational parameters and to change the behavioural characteristics of the network seamlessly. Thus the behaviour can be controlled by the domain of the signal d m . We are aware of the fact that these short sequences do not in themselves lead to conclusions on the real swarm formation. Yet we have shown:
1. that our model masters principal swarm mechanisms, such as contraction and rapid expansion, 2. that an arrangement of 29 virtual sensors is sufficient to detect other objects and initiate simple behavioural reactions, 3 . and finally that a neural controlling behaviour is capable of implementing these two basic behavioural states and that all intermediate states can eventually be realized.
Our model requires greater differentiation for more extensive simulation studies. Therefore, we consider this approach rather as a "proof of concept" so that the principles we have introduced may be helpful for such modelling.
Of course we were interested in how large simulated swarms can be in order to still be moved fluidly on a standard PC. We have therefore increased the number of agent configurations and determined the time the system requires for an interval step of all agents. In one interval step all agents are considered one after another. The objects in view are determined and the resulting sensory input values are given to the agent. The resulting network reaction is stored in an intermediate variable. The agent is then reset and the same process takes place for the next agent. We have tested this on a relatively new PC with an Intel Core i5 CPU with 2.67 GHz on a system with Windows 7 (Windows Performance Index 5.9). The runtimes specified in Table 3 must be considered as approximate values, since Windows 7 is not a real-time system and therefore execution times are not guaranteed. The runtime indications stated were determined by the function QueryPerformanceCounter() where at least 200 cycles were recorded. The data indicate that at 500 agents the realtime display starts to falter. However we were not striving for a high real-time performance, otherwise we would have connected the tasks in parallel, i.e. have put every agent into a separate thread, for example, and hence taken advantage of modern multi-core processors. By that alone one could have increased the speed by a factor of 4. Figure 8 shows a swarm with 2,000 agents, which are moving freely in space. Here the motivational signal d m = 0.5 is selected and the agents form a vortex in which they circle one another. All simulation results are provided at our web site 5 . This includes the source code of the simulation program, a binary installer for Windows, the SNNS setup files and screen shots of running simulations.
Prospects
Naturally it is essential to increase the number of sensors in order to conduct a more differentiated examination of swarms. In addition the visible area must be expanded and conducted partly to the rear. It is also questionable whether capturing the closest object only is really sufficiently plausible. Objects which are further away along the same optical axis represents a useful piece of information, that should not be ignored. However, a compound eye does not have a lens mechanism which allows it to transmit information regarding the relative displacement of the object in focus whilst focussing. Typical swarm animals like fish or birds have a lens eye and can differentiate between the distances of objects in the same line of sight. Naturally a differentiated behavioural model also requires an extensive neural control system. The two conditions we implemented are insufficient for this purpose. The cross section of a compound eye in Figure 1a shows the visual processing steps in the lower right part of the image. The optical information is transmitted from the photoreceptors via neuron clusters which are positioned one after another. We could imagine a model with a cascade of neural networks, which transmit the optical sensor information to the connecting level, depending on controlling input neurons. Every processing level in this cascade model would react to certain visual patterns and initiate behavioural reactions accordingly. Such a separate processing unit would also implement the motivational signal, which was controlled by the user in our model. This network would for example, detect the presence of an enemy or an attacker. If the attacker is far away, it would emit a lower value of d m and the agent would circle this value in large radii, however on approach of the attacker this value would swell, leading to contraction. Thus the swarm model would simulate an attacker-prey situation. With a differentiated behavioural control system, avoidance behaviour as observed in nature might be possible.
