Introduction and main results
A sequence {X n , n ≥ 1} is said to be a ρ-mixing sequence, if n → ∞, we have
where F m n is a σ-field that is generated by the random variables X n ,X n+1 ,...,X m . Here X p = (E|X| p ) 1/p .
We assume that {Y i , 0 ≤ i < ∞} is a ρ-mixing sequence. Let X t be a linear process generated by Y t , that is, 
For the linear process, Ho and Hsing [1] , Phillips and Solo [2] and Wang et al. [3] got central limit theorems (functional central limit theorems) for linear process under independent assumptions. Kim and Baek [4] got a central limit theorem (functional central limit theorem) for strongly stationary linear process under linear positive quadrantdependent assumptions.
As for NA random variable, Liang et al. [5] obtained the following result. (1.4) holds, and let {Y n , n ≥ 0} be a linear process defined by (1.2) . Suppose that (1.3) holds, then
(1.5)
We are inspired by Wang et al. [3] and Salvadori [6] . Salvadori [3] have obtained Linear combinations of order statistics to estimate the quantiles of generalized Pareto and extreme values distributions. In this paper, we obtain a central limit theorem (functional central limit theorem) for linear process under ρ-mixing sequence assumptions. The results obtained generalize the results of Liang et al. [5] to ρ-mixing sequences. More precisely, we will prove the following theorem.
is uniformly integrable, (1.4) holds, and let {Y n , n ≥ 0} be a linear process defined by (1.2) 
The weak convergence of Theorem 1.2 is quite useful in characterizing the limit distribution of various statistics arising from the inference of econometric theory, when the economic time series {y t } defined as
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where y 0 is a constant with probability one. The least squares estimator of α is given by
To test α = 1 against α < 1, that is, the unit root test, a key step is to derive the limit distribution of the DF (Dickey-Feller) test statistic
As shown by Phillips [7] and Wang et al. [3] obtained the limit distribution of n( α n − 1) when {X t } is a linear process generated by an i.i.d. sequence under some conditions. In this paper, we obtained the limit distribution of n( α n − 1) when {X t } is a linear process under ρ-mixing random variables assumptions.
Proof of main theorem
In order to proof Theorem 1.2, we need the following lemmas.
Lemma 2.1 (see [8] 
uniformly integrable, and (1.4)holds, then
2)
n and {W (t); t ≥ 0} is a standard Brownian motion.
Proof of Theorem 1.2
It is clear that
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First we proof
In order to proof (3.3), we need only to show
Using the Minkowsky inequality, Lemma 2.1 with p = 2 and the dominated convergence theorem, then
By (3.6), we have (3.4). Because
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(3.8)
Using Lemma 2.1 with p = 2, we have
(3.9)
(3.10) By (3.8), (3.9) , and (3.10), when n → ∞, we have
Next, when n → ∞, we want to proof
For each m ≥ 1, let
where
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for all ε > 0, by Lemma 2.1, we have 
