In this study, we investigated a pattern-recognition technique based on an artificial neural network ͑ANN͒, which is called a massive training artificial neural network ͑MTANN͒, for reduction of false positives in computerized detection of lung nodules in low-dose computed tomography ͑CT͒ images. The MTANN consists of a modified multilayer ANN, which is capable of operating on image data directly. The MTANN is trained by use of a large number of subregions extracted from input images together with the teacher images containing the distribution for the ''likelihood of being a nodule.'' The output image is obtained by scanning an input image with the MTANN. The distinction between a nodule and a non-nodule is made by use of a score which is defined from the output image of the trained MTANN. In order to eliminate various types of non-nodules, we extended the capability of a single MTANN, and developed a multiple MTANN ͑Multi-MTANN͒. The Multi-MTANN consists of plural MTANNs that are arranged in parallel. Each MTANN is trained by using the same nodules, but with a different type of non-nodule. Each MTANN acts as an expert for a specific type of non-nodule, e.g., five different MTANNs were trained to distinguish nodules from various-sized vessels; four other MTANNs were applied to eliminate some other opacities. The outputs of the MTANNs were combined by using the logical AND operation such that each of the trained MTANNs eliminated none of the nodules, but removed the specific type of non-nodule with which the MTANN was trained, and thus removed various types of non-nodules. The Multi-MTANN consisting of nine MTANNs was trained with 10 typical nodules and 10 non-nodules representing each of nine different non-nodule types ͑90 training non-nodules overall͒ in a training set. The trained Multi-MTANN was applied to the reduction of false positives reported by our current computerized scheme for lung nodule detection based on a database of 63 low-dose CT scans ͑1765 sections͒, which contained 71 confirmed nodules including 66 biopsy-confirmed primary cancers, from a lung cancer screening program. The Multi-MTANN was applied to 58 true positives ͑nodules from 54 patients͒ and 1726 false positives ͑non-nodules͒ reported by our current scheme in a validation test; these were different from the training set. The results indicated that 83% ͑1424/1726͒ of non-nodules were removed with a reduction of one true positive ͑nodule͒, i.e., a classification sensitivity of 98.3% ͑57 of 58 nodules͒. By using the Multi-MTANN, the falsepositive rate of our current scheme was improved from 0.98 to 0.18 false positives per section ͑from 27.4 to 4.8 per patient͒ at an overall sensitivity of 80.3% ͑57/71͒.
I. INTRODUCTION
Lung cancer continues to rank as the leading cause of cancer death among Americans and is expected to cause 154 900 deaths in the United States in 2002. 1 Some evidence suggests that early detection of lung cancer may allow more timely therapeutic intervention and thus a more favorable prognosis for the patient. 2, 3 Accordingly, lung cancer screening programs are being conducted in the United States and Japan 4, 5 with low-dose helical computed tomography ͑CT͒ as the screening modality. Helical CT, however, generates a large number of images that must be read by radiologists. This may lead to ''information overload'' for the radiologists. Furthermore, radiologists may miss some cancers during interpretation of CT images. 6, 7 Therefore, a computer-aided diagnostic ͑CAD͒ scheme for detection of lung nodules in lowdose CT images has been investigated as a useful tool for lung cancer screening.
Many investigators have developed a number of methods for the automated detection of lung nodules in CT scans, based on morphological filtering, 8, 9 geometric modeling, 10 fuzzy clustering, 11 and gray-level thresholding. [12] [13] [14] [15] [16] [17] Giger et al., 12 for example, developed an automated detection scheme based on multiple gray-level thresholding and geometric feature analysis. Armato et al. [13] [14] [15] [16] extended the method to include a three-dimensional approach combined with linear discriminant analysis.
A major problem with our current CAD scheme for lung nodule detection is a relatively large number of false positives, which could cause difficulty in the clinical application of the CAD scheme. A large number of false positives is likely to confound the radiologist's task of image interpretation, thus lowering the radiologist's efficiency with the CAD scheme. In addition, radiologists may lose their confidence in CAD as a useful tool. Therefore, it is important to reduce the number of false positives as much as possible, while maintaining a high sensitivity.
Our purpose in this study is to develop a patternrecognition technique based on an artificial neural network ͑ANN͒, which is called a massive training artificial neural network ͑MTANN͒, for reduction of false positives in computerized detection of lung nodules in low-dose CT images.
II. MATERIALS A. Database of low-dose CT images
The database used in this study consisted of 101 noninfused, low-dose thoracic helical CT ͑LDCT͒ scans acquired from 71 different patients who participated voluntarily in a lung cancer screening program between 1996 and 1999 in Nagano, Japan. 3, 18, 7 The CT examinations were performed on a mobile CT scanner ͑CT-W950SR; Hitachi Medical, Tokyo, Japan͒. The scans used for this study were acquired with a low-dose protocol of 120 kVp, 25 mA ͑54 scans͒ or 50 mA ͑47 scans͒, 10-mm collimation, and a 10-mm reconstruction interval at a helical pitch of two. 18 The pixel size was 0.586 mm for 83 scans and 0.684 mm for 18 scans. Each reconstructed CT section had an image matrix size of 512ϫ512 pixels. We used 38 of 101 LDCT scans which were acquired from 31 patients as a training set for our CAD scheme. The 38 scans consisted of 1057 sections and contained 50 nodules, including 38 ''missed'' nodules that represented biopsyconfirmed lung cancers and were not reported or misreported during the initial clinical interpretation. 7 The remaining 12 nodules in the scans were classified as ''confirmed benign'' (nϭ8), ''suspected benign'' (nϭ3), or ''suspected malignant'' (nϭ1). The confirmed benign nodules were determined by biopsy or by follow-up over a period of 2 years. The suspected benign nodules were determined by follow-up less than 2 years. The suspected malignant nodule was determined on the basis of results of follow-up diagnostic CT studies; no biopsy results were available. We used 63 of 101 LDCT scans which were acquired from 63 patients as a test set. The 63 scans consisted of 1765 sections and contained 71 nodules, including 66 primary cancers that were determined by biopsy and five confirmed benign nodules that were determined by biopsy or by follow-up over a period of 2 years. The scans included 23 scans from the same 23 patients as those in the training set, which were acquired at a different time ͑the interval was about 1 year or 2 years͒. Thus, the training set consisted of 38 LDCT scans including 50 nodules, and the test set consisted of 63 LDCT scans including 71 confirmed nodules. Figure 1 shows the distributions of nodule sizes for the training set and the test set in our database. The nodule size was determined by an experienced chest radiologist ͑F.L.͒, and ranged from 4 mm to 27 mm. When the nodule was present in more than one section, the greatest size was used as the nodule size. Note that the nodules were present in a maximum of three sections. The mean diameter of the 50 nodules in the training set was 12.7Ϯ6.1 mm, and that of the 71 nodules in the test set was 13.5Ϯ4.7 mm. In the training set, 38% of nodules were attached to the pleura, 22% of nodules were attached to vessels, and 10% of nodules were in the hilum. As to the test set, 30% of nodules were attached to the pleura, 34% of nodules were attached to vessels, and 7% of nodules were in the hilum. Three radiologists ͑F.L. and two other experienced chest radiologists͒ determined the nodules in the training set as three categories such as pure ground-glass opacity ͑pure GGO; 40% of nodules͒, mixed GGO ͑28%͒, and solid nodule ͑32%͒; the nodules in the test set were determined as pure GGO ͑24%͒, mixed GGO ͑30%͒, and solid nodule ͑46%͒.
B. Current scheme for lung nodule detection in lowdose CT
Technical details of our current scheme have been published previously. [13] [14] [15] [16] To summarize the methodology, lung nodule identification proceeds in three phases: twodimensional ͑2D͒ processing, followed by three-dimensional ͑3D͒ analysis, and then the application of classifiers. A graylevel-thresholding technique is applied to a 2D section of a CT scan for automated lung segmentation. A multiple graylevel-thresholding technique is applied to the segmented lung volume. Individual structures are identified by grouping of spatially contiguous pixels that remain in the volume at each of 36 gray-level thresholds. A structure is identified as a nodule candidate if the volume of the structure is less than that of a 3-cm-diameter sphere. The categorization of nodule candidates as ''nodule'' or ''non-nodule'' is based on a combination of a rule-based classifier and a series of two linear discriminant classifiers applied to a set of nine 2D and 3D features extracted from each nodule candidate. These features include ͑1͒ the mean gray level of the candidate, ͑2͒ the FIG. 1. Distributions of nodule sizes for our database. The training set contained 50 nodules including 38 ''missed'' cancers, and the test set contained 71 confirmed nodules including 66 biopsy-confirmed primary cancers. Ten of the 50 nodules were used for training the MTANN.
gray-level standard deviation, ͑3͒ the gray-level threshold at which the candidate was identified, ͑4͒ volume, ͑5͒ sphericity, ͑6͒ radius of the sphere of equivalent volume, ͑7͒ eccentricity, ͑8͒ circularity, and ͑9͒ compactness.
With our current CAD scheme, the multiple gray-levelthresholding technique initially identified 20 743 nodule candidates in 1057 sections of LDCT images in the training set. 19 Forty-five of 50 nodules were correctly detected. Then a rule-based classifier followed by a series of two linear discriminant classifiers was applied for removal of some false positives, thus yielding a detection of 40 ͑80.0%͒ of 50 nodules ͑from 22 patients͒ together with 1078 ͑1.02 per section͒ false positives. 19 The sizes of the 10 false negative nodules ranged from 5 mm to 25 mm, and the mean diameter was 13.2Ϯ6.1 mm. In this study, we used all 50 nodules, the locations of which were identified by the radiologist, and all 1078 false positives generated by our CAD scheme in the training set, for investigating the characteristics of the MTANN and training the MTANN. The use of radiologistextracted true nodules with computer-generated false positives was intended to anticipate future improvements in the nodule detection sensitivity of our CAD scheme. When a nodule was present in more than one section, the section that included the largest nodule was used. When we applied our current CAD scheme to the test set, a sensitivity of 81.7% ͑58 of 71 nodules͒ with 0.98 false positives per section ͑1726/1765͒ was achieved. We used the 58 true positives ͑nodules from 54 patients͒ and 1726 false positives ͑non-nodules͒ for testing the MTANN in a validation test.
III. METHODS

A. Background of ANN and image processing
Recently, in the field of signal processing, nonlinear filters based on a multilayer ANN, called ''neural filters,'' have been studied. In the neural filter, the multilayer ANN is employed as like a convolution kernel. The neural filters can acquire the functions of various linear and nonlinear filters through training. It has been demonstrated that the neural filters can represent an averaging filter, weighted averaging filters, weighted median filters, morphological filters, microstatistic filters, generalized-weighted-order statistical filters, an epsilon filter, and generalized stack filters. [20] [21] [22] [23] Suzuki et al. 24 -30 developed the neural filters for reduction of the quantum mottle in x-ray fluoroscopic and radiographic images, and they reported that the performance of the neural filter was superior to that of the nonlinear filters utilized in medical systems and to that of another, well-known nonlinear filter.
On the other hand, in the field of computer vision, Suzuki et al. [31] [32] [33] [34] developed a supervised edge detector based on a multilayer ANN, called a ''neural edge detector.'' The neural edge detector can acquire the function of a desired edge detector through training. It has been reported that the performance of the neural edge detector in the detection of edges from noisy images was far superior to that of conventional edge detectors such as the Canny edge detector, the MarrHildreth edge detector, and the Huckel edge detector. 31, 32 In its application to the contour extraction of the left ventricular cavity in digital angiography, it has been reported that the neural edge detector can accurately replicate the subjective edges traced by cardiologists. 33, 34 B. Architecture of massive training artificial neural network "MTANN… We are extending the neural filters and the neural edge detector to accommodate various image-processing and pattern-recognition tasks, and we shall call this technique a massive training artificial neural network ͑MTANN͒. The architecture and the training method of the MTANN are shown in Fig. 2 . The MTANN consists of a modified multilayer ANN, which can directly handle input gray levels and output gray levels. In the MTANN, image processing or pattern recognition is performed by scanning of an image with the modified ANN in which the activation functions of the units in the input, hidden, and output layers are a linear, a sigmoid, and a linear function, respectively. The MTANN employs a linear function as the activation function of the unit in the output layer because the characteristics of an ANN were significantly improved with a linear function when applied to the continuous mapping of values in image processing, 35, 36, 32 for example ͑see Appendix for theoretical consideration͒.
The pixel values of the original images are normalized first such that Ϫ1000 HU ͑Hounsfield units͒ is zero and 1000 HU is one. The pixel values in a local window R S are input to the MTANN so that the inputs to the MTANN are a normalized pixel value g(x,y) of an original image, and spatially adjacent normalized pixel values. The output of the MTANN is a continuous value, which corresponds to the center pixel in the local window, represented by
where f (x,y) denotes the estimate for the teacher value, x and y are the indices of coordinates, NN͕•͖ is the output of the modified multilayer ANN, I(x,y) is the input vector to the modified multilayer ANN, the elements of which are the normalized pixel values in the local window R S , g(x,y) is the normalized pixel value, and R S is the local window of the modified multilayer ANN. Note that only one unit is employed in the output layer. The teacher values and thus the outputs of the MTANN need to be changed according to its application. When the task is the distinction between nodules and non-nodules, the output would be interpreted as the ''likelihood of being a nodule.' ' All pixels in an image may be entered as input by scanning of the entire image with the MTANN. The local window of the MTANN must be shifted pixel-by-pixel throughout the image. The MTANN can be designed by training such that the input images are converted to the teacher images. The universal approximation property of a multilayer ANN 37, 38 guarantees diverse capabilities of the MTANN; i.e., because it has been shown theoretically that a multilayer ANN can realize any continuous mapping approximately, the MTANN can realize through a filtering operation some imageprocessing and pattern-recognition techniques, including high-pass, low-pass, and band-pass filtering, noise reduction, edge enhancement, edge detection, interpolation, pattern matching, object enhancement, object recognition, aspects of the wavelet transform, aspects of Fourier-based texture analysis, and segmentation. For example, the modified multilayer ANN-based kernel can act as an averaging operation, gradient operation, Laplacian operation, linear and nonlinear interpolation functions, a wavelet function, part of a sinusoidal function, etc. Thus, the MTANN would have a high potential for solving existing problems in CAD as well as image processing and pattern recognition.
In order to distinguish between nodules and various types of non-nodules, we extended the capability of the single MTANN and developed a multiple MTANN ͑Multi-MTANN͒. The architecture of the Multi-MTANN is shown in Fig. 3 . The Multi-MTANN consists of plural MTANNs that are arranged in parallel. Each MTANN is trained by using a different type of non-nodule, but with the same nodules. Each MTANN acts as an expert for distinction between nodules and a specific type of non-nodule, e.g., MTANN No. 1 is trained to distinguish nodules from false positives caused by medium-sized vessels; MTANN No. 2 is trained to distinguish nodules from soft-tissue-opacity false positives caused by the diaphragm; and so on. A scoring method is applied to the output of each MTANN, and then thresholding of the score from each MTANN is performed for distinction between nodules and the specific type of non-nodule. The output of each MTANN is then integrated by the logical AND operation. If each MTANN can eliminate the specific type of non-nodule with which the MTANN is trained, then the Multi-MTANN will be able to reduce a larger number of false positives than does a single MTANN.
C. Training of MTANN
In order to learn the relationship between the input image and the teacher image, the MTANN is trained with a set of input images and the teacher images by adjusting the weights between layers. The error to be minimized by training is defined by
where p is a training pixel number, T (p) is the pth training pixel in the teacher images, f (p) is the pth training pixel in the output images, and P is the number of training pixels. The MTANN is trained by the modified back-propagation ͑BP͒ algorithm, 35 which was derived for the structure described above, i.e., a linear function is employed as the activation function of the unit in the output layer, in the same way as the original BP algorithm. 39, 40 In the modified BP algorithm, the correction of the weight between the mth unit in the hidden layer and the unit in the output layer is represented by
where is the learning rate, O m H is the output of the mth unit in the hidden layer, and ␦ is the delta of the delta rule. 39, 40 By use of the delta, the corrections of any weights can be derived in the same way as in the derivation of the BP algorithm.
For distinguishing between nodules and non-nodules, the teacher image is designed to contain the distribution for the likelihood of being a nodule, i.e., the teacher image for nodules should contain a certain distribution, the peak of which is located at the center of the nodule, and that for nonnodules should contain zeros. As the distance increases from the center of the nodule, the likelihood of being a nodule decreases; therefore, we use a two-dimensional Gaussian function with standard deviation T at the center of the nodule as the distribution for the likelihood of being a nodule, where T may be determined as a measure representing the size of nodules. Figure 2 illustrates the training for an input image that contains a nodule near the center. First, the input image is divided pixel-by-pixel into a large number of overlapping subregions. The centers of consecutive subregions in Fig. 2 differ by just one pixel. The size of the subregion corresponds to that of the local window R S of the MTANN. All pixel values in each of the subregions are entered as input to the MTANN, whereas one pixel from the teacher image is entered into the output unit in the MTANN as the teacher value. This single pixel is chosen at the location in the teacher image that corresponds to the center of the input subregion. By presenting each of the input subregions together with each of the teacher single pixels, the MTANN is trained. The training set for each nodule or non-nodule image is represented by the following equations:
where s is the image number, R T is the training region, q is the pair number of the input subregion and the teacher pixel, N T is the number of pixels in R T , I s (x,y) is the input vector representing the subregion extracted from the sth input image, and T s (x,y) is the sth teacher image. Thus, a large number of input subregions overlap each other, and the corresponding teacher pixels in the teacher image are used for training. The MTANN is trained with massive training samples to achieve high generalization ability. The MTANN would be robust against variation in patterns, especially shifted patterns, because it is trained with numerous shifted patterns. The MTANN would be able to learn the essential features of nodules without dependence on spatial shift. After training, the MTANN is expected to output the highest value when a nodule is located at the center of the local window of the MTANN, a lower value as the distance from the center increases, and zero when the input region is a non-nodule.
In the Multi-MTANN, each MTANN is trained independently by use of the same nodules and a different set of non-nodules. First, the false positives ͑non-nodules͒ reported by the CAD scheme for lung nodule detection in CT are classified into a number of groups. The number of groups may be determined by the number of different kinds of false positives. Typical non-nodules in each group are selected as training samples for each MTANN separately, whereas typical nodules are selected as training samples for all MTANNs. The input images and the teacher images are used to train each MTANN in the same way as a single MTANN is trained, based on the modified BP algorithm. 35 The individual MTANNs are expected to act as experts for the specific type of non-nodule after training.
D. Scoring of the MTANN output for testing
When an original image for the sth nodule candidate is entered into the nth trained MTANN for testing, the output image for the sth nodule candidate is obtained by scanning of the original image with the trained MTANN. The distinction between a nodule and a non-nodule is determined by use of a score defined from the output image of the nth trained MTANN, described as follows:
where S ns is the score of the nth trained MTANN for the sth nodule candidate, R E is the region for evaluation, f ns (x,y) is the output image of the nth trained MTANN for the sth nodule candidate where its center corresponds to the center of R E , f G ( n ;x,y) is a two-dimensional Gaussian function with standard deviation n where its center corresponds to the center of R E , and n is the MTANN number in the Multi-MTANN. This score represents the weighted sum of the estimate for the likelihood of the image containing a nodule near the center, i.e., a higher score would indicate a nodule, and a lower score would indicate a non-nodule.
In the Multi-MTANN, the distribution in the output image of each trained MTANN may be different according to the type of non-nodule trained. The output from each trained MTANN is scored independently by use of a twodimensional Gaussian function with a different standard deviation n . The standard deviations n were determined by use of a training set. The distinction between nodules and the specific type of non-nodule is determined by thresholding the score with a different threshold n for each trained MTANN, because the appropriate threshold for each trained MTANN may be different according to the type of non-nodule trained. The threshold n may be determined by use of a training set so as not to remove any nodules, but eliminate non-nodules as much as possible. The outputs of the expert MTANNs are combined by use of the logical AND operation such that each of the trained MTANNs eliminates none of the nodules, but removes some of the specific type of non-nodule for which the MTANN was trained.
IV. RESULTS
The training set in our database consisted of 38 LDCT scans ͑a total of 1057 LDCT 512ϫ512-pixel images͒ which included 50 nodules. The 10 nodules and 10 false positives were used as the training samples for the MTANN. Examples of the training samples ͑a region of 40ϫ40 pixels is displayed as an example͒ are shown in Fig. 4 . One of the coauthors ͑K.S.͒ selected 10 typical nodules as training samples from the three categories ͑pure GGO, mixed GGO, and solid nodule͒ determined by three radiologists ͑F.L. and two other experienced chest radiologists͒ on the basis of the visual appearance of these patterns. The distribution of nodule sizes of training samples is shown in Fig. 1 . Six of the 10 nodules were present in one section, two nodules were present in two sections, and two nodules were present in three sections. When a nodule was present in more than one section, the section that included the largest nodule was used. Note that eight of the 10 training nodules were included in 40 nodules detected by our current CAD scheme. Three of the 10 nodules were attached to the pleura, three nodules were attached to vessels, and one nodule was in the hilum. A radiologist ͑F.L.͒ classified the false positives reported by our current CAD scheme as four major groups such as small ͑including peripheral͒ vessels ͑40% of false positives͒, medium-sized vessels ͑30%͒, soft-tissue opacities including opacities caused by the partial volume effect between the lung region and the diaphragm ͑20%͒, and part of normal structures in the mediastinum, including large vessels in the hilum ͑10%͒. Because small ͑including peripheral͒ vessels were included in the medium-sized vessel images, we selected medium-sized vessels as the group used for training samples. The radiologist selected 10 vessels with relatively high contrast from the group of the medium-sized vessels, because they are dominant over all medium-sized vessels.
A three-layer structure was employed as the structure of the modified multilayer ANN, because any continuous mapping can be approximately realized by three-layer ANNs. 37, 38 The parameters such as the size of the local window of the MTANN R S , the standard deviation of the two-dimensional Gaussian function T , and the size of the training region in the teacher image R T were determined empirically based on the training set ͑see details in the Discussion section͒. R S was selected to be 9ϫ9 pixels. The number of units in the hidden layer was set at 25. Thus, the numbers of units in the input, hidden, and output layers were 81, 25, and one, respectively. T was determined as 5.0 pixels, which corresponds approximately to the average diameter of the nodules. R T was selected to be 19ϫ19 pixels. With the parameters above, the training of the MTANN was performed on 500 000 epochs-one epoch means one training run for one training data set-and converged with a mean absolute error of 11.2%. The training was stopped at 500 000 epochs, because the performance did not increase ͑see details in the Discussion section͒. The training took CPU time of 29.8 hours on a PC-based workstation ͑CPU: Pentium IV, 1.7 GHz͒, and the time for applying the trained MTANN to nodule candidates was negligibly small. The results of applying the trained MTANN to the nodules used for training are shown in Fig. 5 . Before we applied the trained MTANN, pixels outside the segmented lung regions reported by our current lung nodule detection scheme [13] [14] [15] [16] were set to Ϫ1000 HU. The nodules in the output images of the MTANN are represented by light distributions near the center, whereas the output images for false positives ͑non-nodules͒ are almost uniformly dark. It is apparent that the distinction between nodules and non-nodules in the output images of the MTANN is superior to that in the original images. Therefore, the MTANN was able to learn important features related to the input images and the teacher images. FIG. 7 . Illustration of ͑a͒ false positives ͑non-nodules͒ and ͑b͒ the corresponding output images of the MTANN for nontraining cases. The top, second, third, and fourth rows show typical examples of very small ͑includ-ing peripheral͒ vessels, medium-sized vessels with relatively high contrast, some other vessels, and some other opacities, respectively. In the third row, the images are medium-sized vessels ͑relatively large fuzzy vessels͒, medium-sized vessels ͑relatively small branching vessels͒, small ͑including peripheral͒ vessels, and peripheral vessels with a light background. In the fourth row, the images are large vessels in the hilum, relatively large vessels with some opacities, soft-tissue opacities caused by the partial volume effect, and some abnormal opacities ͑focal interstitial opacities͒, respectively. In the output image of the MTANN for nodules ͑Fig. 6͒, the nodules are represented by light distributions as expected. The output images for very small ͑including peripheral͒ vessels and medium-sized vessels ͑with relatively high contrast͒ are almost uniformly dark, as shown in Fig. 7 . Because 70% of false positives are small ͑including peripheral͒ and medium-sized vessels, we can reduce a large number of false positives by using the output images of the MTANN. However, the output images for other vessels and other opacities such as medium-sized vessels ͑relatively large fuzzy vessels͒, medium-sized vessels ͑relatively small branching vessels͒, small ͑including peripheral͒ vessels, peripheral vessels with a light background, large vessels in the hilum, relatively large vessels with some opacities, soft-tissue opacities caused by the partial volume effect between peripheral vessels and the diaphragm, and some abnormal opacities ͑focal interstitial opacities͒ are relatively light. Thus, this trained MTANN was not effective for those false positives, because they are quite different from the vessels used for training in terms of the appearance of patterns such as the contrast, size, gray-level shape, geometric shape, the background gray level, and texture.
The scoring method was applied to the output images of the MTANN. The standard deviation of the Gaussian function for scoring was determined as 1 ϭ4.0 by use of empirical analysis based on the training set ͑see details in the Discussion section͒. We used an R E of 25ϫ25 pixels. Figure 8 shows the distribution of the scores for the 40 nodules and 1068 non-nodules used for testing; these were different from the 10 nodules and 10 non-nodules used for training. Although the two distributions overlap, it is possible to distinguish a large number of non-nodules from nodules. We determined the threshold so as not to eliminate any nodules, but to remove non-nodules as much as possible. We could remove 66% ͑706/1068͒ of false positives ͑non-nodules͒.
In order to eliminate the remaining false positives, we prepared training samples for the Multi-MTANN. The radiologist ͑F.L.͒ classified the remaining false positives ͑non- nodules͒ reported by the single MTANN into seven groups such as medium-sized vessels, small ͑including peripheral͒ vessels, parts of normal structures including large vessels in the hilum, vessels with some opacities, opacities caused by the partial volume effect, abnormal opacities, and other opacities. Two major groups were divided into subgroups based on the visual appearance of patterns. The group of medium-sized vessels was divided into two subgroups such as relatively large fuzzy vessels and relatively small branching vessels. The group of small vessels was divided into two subgroups such as small ͑including peripheral͒ vessels and peripheral vessels with a light background. One of the coauthors ͑K.S.͒ selected 10 representative non-nodules from each of the groups or the subgroups except the group of other opacities as the training samples for each MTANN; thus, the Multi-MTANN employed nine MTANNs. The same 10 nodules were used as training samples for all nine MTANNs. Therefore, 10 nodules and 90 non-nodules were used for training the Multi-MTANN. Examples of the training samples are shown in Figs. 9 ͑top row͒ and 10͑a͒. The single MTANN trained with medium-sized vessels ͑with relatively high contrast͒ was used as MTANN No. 1. Non-nodules for the training of MTANN from No. 1 to No. 5 ranged from medium-sized vessels to small ͑peripheral͒ vessels. Nonnodules for the training of MTANN from No. 6 to No. 9 were large vessels in the hilum, relatively large vessels with some opacities, soft-tissue opacities caused by the partial volume effect between peripheral vessels and the diaphragm, and some abnormal opacities ͑focal interstitial opacities͒, respectively. Each MTANN was trained in the same way as a single MTANN.
The results of applying each of the trained MTANNs to the false-positive nodule candidates and the nodules used as training samples are shown in Figs. 9 and 10͑b͒ . The output images of the MTANNs corresponding to nodules demonstrate light distributions near the center, whereas the output images corresponding to false positives ͑non-nodules͒ are relatively dark.
The trained Multi-MTANN was applied to the 988 falsepositive nodule candidates and 40 nodules not used during training ͑i.e., the cases were different from the training cases of 10 nodules and 90 non-nodules͒. The results for nontraining cases are shown in Figs. 11 and 12͑b͒. As shown in Fig.  11 , the output images of MTANNs for nodules are represented by light distributions. The output images for false positives are relatively dark around the center, as shown in Fig. 12͑b͒ . The output images for large vessels in the hilum ͑sixth row͒, soft-tissue opacities ͑eights and ninth rows͒, and abnormal opacities ͑ninth row͒ are also dark, whereas the individual MTANNs trained for vessels ͑MTANN from No. 1 to No. 5͒ were not effective for these false positives.
The scoring method was applied to the output images of the individually trained MTANNs, where n was determined empirically based on the training set to be within the range from 0.5 to 5.5 for the different MTANNs. The performance of the individual MTANNs was evaluated by free-response receiver operating characteristic ͑FROC͒ curves, 41 as shown in Fig. 13 . The FROC curve expresses a classification sensitivity as a function of the number of false positives per section at a specific operating point, which is determined by the threshold n . With the single MTANN ͑MTANN No. 1͒, we can achieve a classification sensitivity of 100% ͑40/40͒ with 0.36 false positives per section. The number of false positives per section is defined by
where RFP is the number of remaining false positives after application of a false-positive reduction method, SEC is the number of section images in the complete database of CT scans, TFP is the total number of false positives reported by the CAD scheme, and FPT is the number of false positives used as training samples, so that the fact that some false positives were used to train the MTANN does not artificially lower the overall false-positive rate. With the single MTANN ͑MTANN No. 1͒, the false-positive rate of our current scheme could be improved from 1.02 to 0.36 false positives per section, while maintaining the current sensitivity. Note that 38 out of 50 nodules used in this study were missed by radiologists. The performance of the MTANNs varied considerably, because the FROC curves were obtained by testing the MTANNs with all nontraining false positives including various types of non-nodules. The MTANNs trained with dominant false positives such as medium-sized and small ͑includ-ing peripheral͒ vessels seem to have a better overall performance for all false positives, because the number of medium-sized and small ͑including͒ peripheral vessels was the largest of all false positives. The performance of MTANN No. 2 trained with relatively large fuzzy mediumsized vessels was lower among the MTANNs trained with medium-sized vessels ͑Nos. 1-3͒, because MTANN No. 2 was not effective for the vessels with high contrast and small vessels, which were dominant over all vessels. The performance of MTANN No. 5 trained with peripheral vessels with a light background was lower than that of MTANN No. 4 trained with small ͑including peripheral͒ vessels, because MTANN No. 5 was not effective for small vessels without a light background, which were dominant over all small vessels.
FROC curves of Multi-MTANNs obtained with various numbers of the individual MTANNs are shown in Fig. 14 . The FROC curve was the optimized curve where the threshold n of each MTANN in the Multi-MTANN was determined such that the highest performance was obtained, i.e., the threshold n was determined so as not to remove any nodules in the training set, but to remove non-nodules as much as possible. First, the threshold with which none of the nodules was eliminated was calculated for each MTANN. The threshold with the largest number of eliminating nonnodules among all thresholds was used for plotting the FROC curve first. After each of the thresholds was used once for plotting the FROC curve, the second threshold with which only one nodule was eliminated was calculated. Then, each of the second thresholds was used for plotting the FROC curve in the same manner. These procedures were performed repeatedly, and then the entire FROC curve was obtained by use of the sequences of thresholds n (t).
We used MTANN No. 1 as the dominant MTANN because MTANN No. 1 had the highest single performance, as shown in Fig. 13 . When the Multi-MTANN employed nine MTANNs, 91% ͑902/988͒ of false positives ͑non-nodules͒ were removed without eliminating any true positives, i.e., we can achieve a classification sensitivity of 100% ͑40/40͒ with 0.08 false positives per section. Figure 15 shows the number of false positives that remain after application of the Multi-MTANN at a classification sensitivity of 100% obtained with various numbers of MTANNs.
The test set in our database consisted of 63 LDCT scans ͑a total of 1765 LDCT images͒, and contained 71 nodules including 66 biopsy-confirmed primary cancers. The single Fig. 16 . The FROC curve of the Multi-MTANN was plotted by use of the sequences of thresholds n (t), which were obtained by generating the optimized FROC curve for the training set. By using the single MTANN, we can remove 54% ͑938/1726͒ of false positives ͑non-nodules͒ without eliminating any true positives ͑nod-ules͒, i.e., a classification sensitivity of 100% ͑58/58͒. The number of eliminated non-nodules increased as the number of MTANNs in the Multi-MTANN increased. When we used the Multi-MTANN including nine MTANNs, 83% ͑1424/ 1726͒ of non-nodules were removed with a reduction of one true positive, i.e., a classification sensitivity of 98.3% ͑57 of 58 nodules͒. Note that the performance for the cases in which 23 cases from the same patients as those in the training set were excluded was almost the same, i.e., one true positive was missed at 0.17 false positive per section. Therefore, by using the Multi-MTANN, the false-positive rate of our current CAD scheme was improved from 0.98 to 0.18 false positives per section ͑from 27.4 to 4.8 per patient͒ at an overall sensitivity of 80.3% ͑57/71͒.
V. DISCUSSION
In order to gain insight into the MTANN, we conducted some experiments with the single MTANN ͑corresponds to MTANN No. 1͒. Figure 17͑a͒ shows the effect of the number of training samples on the performance for nontraining cases. The performance was evaluated by using receiver operating characteristic ͑ROC͒ analysis. 42, 43 One of the authors ͑K.S.͒ selected nodules and non-nodules as training samples from the training set. The non-nodules were selected from the group of medium-sized vessels ͑with relatively high contrast͒. Note that a set with a larger number of training samples included a set with a smaller number of training samples. There was little increase in the Az value ͑the area under the ROC curves͒ 44 when the number of training samples was greater than 20 ͑10 nodules and 10 nonnodules͒. This is the reason for using 20 training samples for the MTANN.
Because diagnostic radiology is progressing rapidly as technology advances, a timely development of CAD schemes for diagnostic radiology is important. However, it is difficult for us to obtain a large number of training abnormal cases, particularly for a CAD scheme for diagnosis with a new modality such as a lung cancer screening with CT. The MTANN was able to be trained with such a small number of training samples. The key of this high generalization ability might be due to the division of one nodule image into a large number of subregions. We treated the distinction between nodules and non-nodules as an image-processing task, in other words, as a highly nonlinear filter that performs both nodule enhancement and non-nodule suppression. This allowed us to train the MTANN not on a case basis, but on a subregion basis. The results might suggest that there are some consistent features of nodules in the local window.
In order to gain insight into such a high generalization ability of the MTANN, we investigated the effect of the number of training subregions, i.e., the size of the training region R T , on the performance for nontraining cases consisting of 40 nodules and 1068 non-nodules. Figure 17͑b͒ shows the Az value when the number of training subregions is varied. The results show that the performance of the MTANN decreased as the number of training subregions decreased. However, there was no increase in Az value when the size of the training region R T was increased from 19ϫ19 to 25ϫ25. This is the reason for employing 19ϫ19 as the size of the training region R T . This result suggests that the reason for the high generalization ability of the MTANN is related to the large number of training subregions used. It should be noted that the low performance with a small number of train- ing subregions was not caused by a large training error, as shown in Fig. 17͑b͒ . Figure 17͑c͒ shows the effect of the number of training epochs on the performance. There was little increase in Az value when the number of training epochs was greater than 500 000. This is the reason for determining the condition for stopping the training. Note that overtraining was not seen over 500 000 epochs.
We investigated the effect of the parameter change on the performance. The parameters of the MTANN such as the matrix size of the subregion ͑local window͒ R S , the standard deviation T of the two-dimensional Gaussian function in the teacher image, and the standard deviation 1 of the twodimensional Gaussian function for scoring ͑for MTANN No. 1͒ were changed, and the performance for nontraining cases in the training set was obtained, as shown in Fig. 18 .
In order to estimate roughly the number of units in the hidden layer required, a method for designing the optimal structure of an ANN [45] [46] [47] was applied to the trained MTANN. The method is a sensitivity-based pruning method, i.e., the sensitivity to the training error was calculated when a certain unit was removed virtually, and the unit with the minimum training error was removed first. The redundant units in the hidden layer were removed on the basis of the effect of removing each unit on the training error, and then the MTANN was retrained to recover the potential loss due to this removal. Each process was performed alternately, resulting in a reduced structure where redundant units were removed. As a result, the optimal number of units in the hidden layer was determined as 22 units.
In order to compare the capability of the single MTANN with that of the Multi-MTANN, we conducted experiments to train the MTANN with various types of non-nodules. We trained the MTANN with the same training samples as used by the Multi-MTANN, i.e., 10 nodules and 90 non-nodules representing nine different non-nodule types. In addition, we trained the MTANN with 10 nodules and nine non-nodules from each of nine non-nodule types ͑i.e., nine left images in Fig. 10 were used͒. The results are shown in Fig. 13͑a͒ . The performance of the Mulit-MTANN was higher than that of both MTANNs. This result suggests that the capability of the Multi-MTANN was superior to that of the single MTANN.
We examined the performance of the MTANN which is directly applied to the false positives reported by the multiple gray-level-thresholding technique in our current CAD scheme, instead of a combination of the rule-based and linear discriminant classifiers and the MTANN in this study. The majority of the false positives reported by the multiple graylevel-thresholding technique were relatively large vessels whose contrast was relatively high, compared to those reported by our current CAD scheme including rule-based and linear discriminant classifiers. We applied MTANN No. 1 to 20,743 nodule candidates including 45 nodules identified by the multiple gray-level-thresholding technique. We achieved 5.87 false positives per section at a classification sensitivity of 100%, i.e., an overall sensitivity of 90%. At an overall sensitivity of 80%, 1.85 false positives per section were achieved. The false positives eliminated by the rule-based and linear discriminant classifiers were different from those eliminated by the MTANN, although some of them overlapped. A combination of the rule-based and linear discriminant classifiers and the MTANN rather than the MTANN alone might be useful for distinction between nodules and non-nodules in a CAD scheme.
VI. CONCLUSION
We developed a pattern-recognition technique based on an artificial neural network, called a massive training artificial neural network ͑MTANN͒, and developed an extended version of the MTANN, called a multiple MTANN ͑Multi-MTANN͒, for reduction of false positives in the computerized detection of lung nodules in low-dose CT images. The MTANN and the Multi-MTANN will be useful for substantially reducing the number of false positives in CAD schemes for lung nodule detection.
When the training proceeds, the output of the original multilayer ANN O O should approach the teacher value T. Therefore, the learning rate of the original BP algorithm can be approximated by
This equation shows that the learning rate of the original BP algorithm is modulated by the derivative of a sigmoid function, which is 0.5 when the teacher value is 0.5, and is zero when the teacher value is zero or one. In other words, the learning rate of the modified BP algorithm corresponds to that of the original BP algorithm before the modulation. Therefore, in the original BP algorithm, the teacher values of zero and one are never trained, and the training for the teacher value near zero and one converges more slowly. This would affect the convergence characteristic and the output characteristic. Therefore, the modified multilayer ANN with the modified BP algorithm would be suitable for image processing where the teacher values may be continuous values ranging from zero to one, whereas the multilayer ANN is suitable for a classification task where the teacher signal is assigned to a class.
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