Abstract
Introduction
Advances in technology have provided the ability to equip home environment with different types of sensors, to provide improved living conditions and levels of independence for disabled and elderly people. One of the main supporting features of these homes is the ability to monitor the human activity. The information recorded from the sensors can be used to infer certain elements of health, well-being, and behavioral status [1, 2] . Considerable studies have been done toward the activity recognition by using a variety of different sensors such as audio, visual sensors and binary sensors. Simple, small and low cost binary sensors such as contact switches, temperature sensors, motion detectors unlike complex sensors such as cameras and microphones makes fewer interruptions for residents, and ensure privacy and comfort of the inhabitants in their homes.
The sensors may not always provide reliable information due to either faults, operational tolerance levels or corrupted data [3] . Thus, a data fusion technique is required to combine gathered data and manages uncertainty in sensor data to improve accuracies of results in the activity recognition process. Until now, many different methods such as based on fuzzy logic [4] , neural networks [5] , Bayesian network [6] , hidden Markov models [7] are presented which may be used in the activity recognition within smart home. However, in these methods managing uncertainty does not consider as a key issue in the decision making process. Among data fusion techniques, Dempster-Shafer theory (DST) is an effective method that commonly used to manage uncertainty. Examples of applying the DST for activity recognition in smart homes have been previously reported in [3, 8, 9] . In [3] a general ontology generated for activities of daily living and used DST to infer about 'making drink'. In [10] a method for analyzing uncertainty and defining sensors reliability introduced.
In this paper aims to use historical data and activity patterns in order to assign a weight for each sensor to improve the reasoning performance. Section II represents DS theory and evidential operations. Section III represents details of proposed method for the toileting activity and finally in section IV simulations and conclusions are presented.
Dempster-Shafer Theory
DST is a mathematical theory of evidence. The seminal work on the subject is [11] , which is an expansion of [12] . The core concepts in DST are the frame of discernment, mass functions and combination rule. The frame of discernment is used to present all possible states of a system, denoted by a set Ω .The DS fusion process is based on 2 Ω elements called propositions. Mass function represented by m, defines a mapping of the power set to the interval [0, 1] with two conditions:
Which Ω 2 is set of all subset of Ω and ϕ is the empty set.
Belief function and plausibility function are the most important functions in evidence theory which represent lower and upper bounds of belief level of interest proposition.
The interval between belief and plausibility values in a proposition represents the confidence and the width of the interval represents the amount of uncertainty.
For combining different pieces of evidence from various sources which have different levels of reliability, a discounting operator is required to represent levels of reliability of the evidence.
Where r ∈ [0, 1] is the discoun while r = 1 indicates the source is totally unreliable. For combining two pieces of evidence Dempster's rule of combination is used.
is interpreted as a measure of conflict among the various sources [13] . More than two piece of evidence, can be combined by Dempster's rule of combination.
Within smart homes, some activities have alternative sub-activities, then a maximum operation can be used to calculate the amount of belief and plausibility.
Proposed Method
In this paper, a weight is considered for each sensor which represents the similarity between signal sensor and signals in the training phase. As shown in Figure 1 , in the training stage, using a feature window with length L and extracts features in each window. The feature window is positioned at the first of each activity label and for next time is shifted t ∆ . Using the extracted features, 10 models are built for each sensor. In the testing stage, similar to training step a feature window is positioned at time t and features are calculated. These features are applied to models and a weight for each sensor is obtained. the proposed method is named "weighted DST" (WDST). More details of proposed method will describe in the following. Different activities have different mean lengths of time. Here, a feature window is used to extract features, and the length of the window is corresponded to mean of the activity length as carried out by the inhabitant within smart home. The feature window is positioned at the first of training sample and shift t ∆ (which was half of the duration of the quickest activity) for next time [14] .
B) Feature extraction:
Features could be defined as primary and useful information on data collected by sensors. These features are considered as a feature vector. Here, using FFT [15] for feature extraction as represented in (9).
For feature extraction, first training samples of each sensor is transformed to the frequency domain and then the first 10 Fourier coefficients are considered as primary features of that example. Feature matrix F is defined as: 
S i c c j
represents the first 10 Fourier coefficients for sensor i in j'th times of occurring activity. m is the number of associated sensors which used during activity and k is the number of training samples.
C) Build models for each of sensors:
According to the extracted feature from training phase, for each sensor 10 Gaussian probability density function corresponding to each set of 10 Fourier coefficients are calculated. For example, from matrix F for k first coefficients (c1) for S1 has built a model and as for the rest. Finally for each sensor 10 models are built. Each density function is calculated using mean and variance of coefficients as shown is membership degree of each signal sensor to its models. To calculate the weight of each sensor, the features applied to models and membership degree of each feature is calculated. Finally, the sensor's weight is calculated as (11). 
Copyright ⓒ 2013 SERSC E) Activity recognition Process: Activity recognition of daily living could be identified by the inhabitant's interaction with objects within smart home [14] . The associated sensors with attached on everyday objects can be used to detect interaction with objects and movement associated with activity. The interrelationships between the sensors and the activities can be represented by a hierarchical sketch [3] . In this paper, an ontology is considered for toileting activity and then used DST and calculated weights for inferring about the activity.
For example, consider the toileting activity. Consider the bathroom environment is equipped with 5 sensors is attached on 5 objects: light, Hot tap, cold tap, flush tank and bathroom cabinet. five contact sensors are attached to these objects from the database examined [14] : toilet light sensor (ID 101), bathroom hot tap sensor (ID 68), bathroom cold tap sensor (ID 88), bathroom cabinet sensor (ID 57), and flush sensor (ID 100).
In Figure 6 the ontology for toileting activity is shown. The information that could be used to characterize the activity of the inhabitant, including the room that the inhabitant is in, objects that the inhabitant interacts with, is referred as context [3] . In the Figure 6 the sensors, the object contexts and the activity are represented by circular, square and rectangular nodes respectively. The context is divided into two groups: core and accessory. Core contexts are the compulsory contexts, which must be interacted with when performing a certain activity. Accessory contexts could be considered as optional and may or may not be interacted within a specific activity. In the Figure 6 the sensors, the object contexts and the activity are represented by circle, square and rectangular nodes respectively. Any accessory contexts are connected to the activity node by the dash line. A diamond arrow with dash square represents contexts that are not directly associated with a sensor but rather deduced from a sensed context. Composite node is the composite of all core contexts related to the activity and shown as an eclipse node in the network [3] .
Figure 6. Ontology for Toileting Activity
To further explain the proposed method, a simple scenario is used [10] : A man who walks into the bedroom. In the first instance the bedroom door sensor is triggered and the bathroom motion sensor is active. Then the system detects 3 sensors: bathroom light, flush and hot top becoming active. After about three minutes the door sensor and motion sensor are triggered again and turn inactive. During the 3 minute period the system didn't detect any other sensor activations. What really happened in the bathroom during this 3 minute period?
The bathroom door and motion sensors help to understand that activity happened in the bathroom. Within the bathroom, there are various activities related to these sensors such as "washing", "grooming" and "Toileting". In this paper aims to recognize toileting activity according to the ontology in Figure 6 . First, the frame of discernment is defined for each node. Table I presents an example of the frame of discernment for each type of node. 
Activity toileting
The process of reasoning about the daily activities included the following steps: 
4-Translating mass function to contexts:
When a sensor activated, it means that inhabitant interacts with the associated context of that sensor. A sensor and its associated context have a compatibility relation which can be represented by a multivalued mapping. Therefore, mass function from sensor node can be translated to a context node by the multivalued mapping as follows: 
5-Calculating mass function for composite node:
In Figure 6 "light, tap, cabinet" node is a composite node of core context light, tap and cabinet. For calculating mass function of composite node, the equally weighted sum operator is used: 6-Combining mass function on activity node: Mass function m1, m2 on activity node from two different independent evidence sources are combined by Dempster' combination rule to achieve consensus: As a consequence of the aforementioned, the belief value of the toileting activity is obtained: 
Simulation and results analyzing
The Proposed method has applied on a dataset collected from MIT Laboratory [14] . In their experiment, 77 sensors were installed in single-person apartment to collect data about human activity for two weeks. These sensors were installed in everyday objects such as drawers, refrigerators, containers, etc., to record opening-closing events (activation deactivation events) as the subject carried out everyday activities [14] . Here, the first apartment is used to investigate the proposed method. The evaluation was carried out by the leave-one-out cross-validation, i.e., 13 days of data were used for training and one day of data was used for testing. The evaluated performance was measured by accuracy detection rate of activity. Which T Toilet is The number of windows that toileting activity have occurred and system is correctly recognized. F Toilet is The number of windows that toileting activity has occurred and the system is incorrectly recognized. T Toilet ¬ is the number of windows that toileting has not occurred and the system is correctly recognized. F Toilet ¬ is The number of windows that toileting activity has not occurred and the system is incorrectly recognized. Using the dataset, the results attained are presented in Table II . The results show that the proposed method is improved compared to the DST. 
Conclusion
In this paper, a new method introduced for activity recognition within the smart home which named WDST. In the training phase, features extracted for each feature window with length L, which positioned at the first of activity label and shifted t ∆ for the next time. In each feature window Fourier transform used to extract features. These features are first 10 Fourier coefficients and used to build models for each sensor. In the testing phase, each feature window positioned at the current time t to analyze. The features calculated from time i t L − to time t for each sensor and next time t t + ∆ . The features applied to obtain models from training step. A weight calculated for each sensor, which represented similarity of signal sensor to training samples of the sensor. These weights used to determine more precisely the sensor reliability. Finally, the ontology and DST used for the decision making. The results have been based on an analysis of a component of the MIT dataset [14] and have shown the proposed method improved compare to DST.
