In this paper a time-splitting technique for the two dimensional advectiondispersion equation is proposed. A high resolution in space Godunov method for advection is combined with the RT0 Mixed Finite Element for the discretization of the dispersion term. Numerical tests on an analytical one dimensional example ascertain the convergence properties of the scheme. At di erent Peclet numbers, the choice of optimal time step size used for the two equations is discussed, showing that with accurate selection of the time step sizes, the overall CPU time required by the simulations can be drastically reduced. Results on a realistic test case of groundwater contaminant transport con rm that the proposed scheme does not su er from Peclet limitations, and always displays only small amounts of numerical di usion across the entire range of Peclet numbers.
INTRODUCTION
In this paper we concentrate on the advection-dispersion equation, which, for example, can be used to describe solute transport in two dimensional porous media. This equation is di cult to approximate when advection dominates because sharp concentration fronts tend to develop and move without changing form. It is well known that standard nite di erence and nite element methods may not work well for problems with sharp fronts, showing non-physical oscillations. To overcome this phenomena, numerical schemes try to combine numerical stability with minimal arti cial di usion. Two approaches are generally used in these situations. One is based on the de nition of a proper control volume where upwind techniques can be used for approximating the advective ux. In this case the stability of the scheme is obtained by adding an amount of numerical di usion that is dependent on the approach used 15]. The other class of methods originates from the splitting of the dispersion and advection uxes into two separate partial di erential equations (PDEs) containing one the dispersive and the other the advective term, respectively. These two equations are then discretized, each with the technique deemed most appropriate. Splitting allows the combination of explicit time-stepping for advective uxes with implicit time-stepping for dispersive uxes. This approach lessens the stability constraint connected with explicit discretization of the dispersion term but maintains the possibility of using e cient explicit schemes for advection. Belonging to this class are the Eulerian-Lagrangian schemes 14, 3] or the fully Eulerian Godunov-Mixed Methods (GMM) 4, 5, 6, 7] . In this latter approach, a time-explicit, spatially second-order accurate Godunov method is used to treat advection, and a time-implicit, spatially second order accurate Mixed Finite Element method is used for modeling dispersion.
In this work we investigate the numerical behavior of a time-splitting technique in two spatial dimensions, similar in spirit to the GMM approach. Using Euler time-stepping, the advective term is discretized by a triangle-based, high resolution Finite Volume (FV) scheme 16, 9, 13] , while the dispersive ux is discretized using a Mixed Hybrid Finite Element (MHFE) technique. The choice of these two schemes is dictated, on one hand by their accuracy, robustness and e ciency in handling nonuniform meshes and highly variable coe cients. On the other hand, both FV and MHFE are based on the weak formulation of the governing equation and use similar functional spaces for the approximation of the dependent variable, making them ideally suited for combination in a time-splitting approach. The main di erence between the GMM approach and the proposed one lies in the unstructured character of the spatial discretizations of the latter. This implies, in contrast with the original GMM approach, the use of triangular meshes together with fully multidimensional slope limiters in the FV phase. More precisely, the time splitting scheme employs explicit and implicit Euler time-stepping for FV and MHFE, respectively, while piecewise constant basis functions are used by both techniques to approximate concentration. Second order accuracy in space is obtained by MHFE at special superconvergence points (the centroids of the triangles) 8]. The FV approach achieves spatial second order accuracy (away from sharp fronts) by employing linear reconstruction plus slope limiting, combined in such a way as to locally satisfy the maximum principle 13]. The resulting numerical scheme is rst order accurate in time and second order accurate in space. Both MHFE and FV are locally (at the element level) conservative and monotone. The combination of the two methods in the time splitting approach should maintain these two properties as long as stability requirements are met, as con rmed also by numerical results. In principle there are no di culties in extending our technique to three dimensions. This is done by merely employing three dimensional versions of MHFE and FV. Proper implementation of FV requires the development of tetrahedra based slope limiters, a eld that is still subject of active research.
Numerical tests on a one dimensional sample problem (movement of a tracer in a semi in nite column) are used to validate theoretical results for di erent Peclet numbers. A heuristic analysis on the relative role of the two discretization schemes in the convergence behavior of the proposed approach is aimed at determining the best time-stepping strategy for the explicit and the implicit schemes. At each implicit step, a number of explicit time steps can be performed, according to accuracy and stability requirements. In this way the proposed approach can be viewed also as a sub-stepping technique for the solution of the advective phase. In addition, we present a realistic test case -the Gureghian test -and compare the numerical results obtained by the proposed scheme with those available in the literature 10]. These test cases show that the proposed approach does not su er from Peclet limitations and always displays small amounts of numerical di usion, maintaining high order of accuracy across the entire spectrum of Peclet numbers and high computational e ciency. 
THE NUMERICAL SCHEME
where c is the concentration of the solute, (t) is the porosity of the medium,ṽ(x; t) is Darcy's velocity, D = D(ṽ) is the tensor accounting for mechanical dispersion and molecular di usion, and f is a source or sink term ( 2 R 2 and = @ ).
Denoting byF andG the advective and dispersive uxes, respectively, equation (1) may be written as:
F =ṽc
As the geometry of the physical domain is often complex when dealing with real world applications, we choose to work with unstructured meshes, and thus is discretized into m triangles, T l , l = 1; : : : ; m. Concentration jT l j ; (7) jT l j is the area of T l , is considered constant within each triangle, and a weighted scheme is used for the time quadrature with weighting parameter 2 0:5; 1] and c k+ = c( ; t k+1 ) + (1 )c( ; t k ) = c k+1 + (1 )c k .
Denoting by L d the spatial discretization operator for dispersion, where we also include the source term f, and by L a the spatial discretization operator for advection, the fully discretized equations become: can also be resolved without iteration. This can be seen as a disadvantage of the time-splitting method with respect to fully implicit schemes, which are not impaired by stability constraints. However, in many problems of practical importance, CFL numbers less than unity are required to maintain accuracy. Thus stability constraints are automatically satis ed and do not pose limitations. The dispersive ux is discretized by an implicit MHFE method. This approach has been chosen because of its intrinsic compatibility with the FV method. Since it is implicit in time, there is no stability restriction on the time-step connected with MHFE.
In the following we describe rst the splitting scheme and then the two space discretization methods.
The time-splitting technique
The time-splitting technique can be viewed as a predictor-corrector approach and can be described by the following algorithm:
For each time step do:
advection step: for each T l solve n a times with the explicit FV scheme, with t a as the time step, determining the predictor concentrationĉ k+1 
with t d = n a t a , obtaining the nal approximation c k+1 l . Because the stability of the advection step is determined by the CFL constraint, while the dispersive time step is not subject to stability restrictions, we use two di erent time steps for advection and di usion, t a and t d respectively. Therefore a ner advection time step together with a coarser di usive time step can be employed. The convergence rate of the scheme is in uenced by the convergence rates of the two spatial discretization methods employed. Namely, rst order accuracy in time and second order accuracy in space is expected at the centroids of the triangles, as both FV and MHFE are spatially second order accurate. Accuracy is also in uenced by the di erent time step sizes that can be used in the advection and dispersion discretizations. A heuristic analysis trying to nd the optimal n a in di erent situations will be reported in a later section.
Finite Volume discretization
In the advection step, equation (9) can be explicitly written as: and is solved using as initial condition the solution calculated at the end of the previous time step. The discretization of (11) is obtained by means of the Finite Volume scheme on unstructured triangular grid, as developed by 9] and then modi ed by 13]. The technique can be described as follows. Application of the divergence theorem to the right-hand side of (11), yields Once the three interpolants are calculated, the magnitude of the gradient of L j l can be expressed as: 
l (x lr )) If no interpolant satis es these inequalities, we chose as interpolant a piecewise constant reconstruction, that is L l assumes a constant value equal to c k l .
Once the linear interpolation L l is obtained, the reconstructed values at the midpoints of each edge of T l from inside and outside the triangle, i.e. L l (x in lj ) and L l (x out lj ), respectively, are the boundary conditions for the local Riemann problem.
The line integral Z e ljF (c k l ) ñ lj d is approximated using the midpoint formula by h j (L l (x in lj ); L l (x out lj ))je j j, where h j is the Godunov ux, and je j j is the length of e lj .
The spatially second order accurate discrete approximation to (11) is then:
2.1.2. MHFE discretization In the dispersion step, our implementation of the MHFE applied to the discretization of (10) 
where j are piecewise constant basis functions de ned on edge e j and j represents the trace of the concentration on e j .
In the above system, equation (15) is the MHFE discretization of the dispersive ux (4); equation (16) represents the discretized version of (2) without advective terms, as required by the time-splitting approach; equation (17) guarantees continuity of the normal ux across interelement edges, while equations (18-19) are the explicitly imposed Neumann and Dirichlet boundary conditions, respectively.
The nal hybrid formulation can be written in matrix notation as: 
Boundary conditions
The intrinsic nature of the time-splitting approach requires careful implementation of boundary conditions. In this respect, however, we are facilitated by the fact that in groundwater contaminant transport problems only a limited variety of boundary conditions is physically admissible (e.g. in general no boundary layers occur). To better describe how the boundary conditions are implemented in the proposed approach we distinguish between in ow and out ow boundaries.
In Other type of conditions that may occur concern the presence of internal injection or extraction wells. Also in this case in ow or out ow are governed by the ow eld and possible boundary conditions are easily implemented by Dirichlet plus zero Neumann and by zero Neumann conditions for injection and extraction wells, respectively.
NUMERICAL RESULTS
The behavior of the proposed numerical scheme can be characterized as a function of two grid related dimensionless numbers, the Courant-Friedrichs-Lewy (CFL) number and the Peclet (Pe) number. The CFL number can be de ned for each triangle T l as 13] CFL = t a sup T l jT l j sup j dF dc j
where T l and jT l j denote the perimeter and the area of T l , respectively. Stability of the FV scheme requires that CFL 1 3 . The Peclet number represents the ratio between the advective and the dispersive term and can be de ned in our case as 16] Pe = CFL : (33) where the dispersion number is given by:
= jDj t a sup 1 jT l j
and jDj is the norm of tensor D. Low Peclet numbers indicate that dispersion is predominant over advection, and vice versa.
One dimensional tests
The numerical convergence rate of the time-splitting technique is tested on a one dimensional model problem solved in a two dimensional grid system. We consider the partial di erential equation describing the movement of a tracer in a semiin nite column and simulate it on a rectangular domain of unit length, withṽ = 
The numerical convergence behavior of the scheme is evaluated by calculating errors at di erent grid levels. For a given level`, the error norm is calculated as: Five grid levels are used and de ned as follows. At the coarsest level (`= 1) the rectangular domain is discretized into three layers of rectangular elements that are further subdivided into two triangles. The re ned triangulations (`= 2; : : : ; 5) are obtained by connecting the midpoints of the three edges of each triangle. To reduce the dimensionality of the mesh, the height of the domain is always halved in passing from a coarser to the next ner level, in such a way that the shape of the triangles at the di erent levels is preserved. The coarsest mesh is de ned on the rectangle 0; 1] 0; 0:1] and is characterized by 300 triangles and 204 edges, while the nest level (`= 5) is de ned on the rectangle 0; 1] 0; 6:25 10 3 ] and is characterized by 4800 triangles and 3204 edges. In the case of constant coe cients, Pe decreases by a factor of 2 in passing from a coarser to a ner level. The rst set of simulations is aimed at numerically verifying the theoretical convergence rate of the time splitting scheme under di erent Pe and CFL numbers. Second order convergence rate can be observed on a problem with smooth solution (small Pe number) employing t d = t a = x 2 . Table 1 Table 2 reports the results to the same problem obtained with constant CFL numbers (0:28 and 0:14, respectively) using a constant t d = t a . Convergence is still superlinear but seems to tend asymptotically to rst order, as predicted by the theory. The second set of simulations is aimed at determining the best time stepping strategy, i.e. the number n a of advective time steps per dispersive time step, for which the error remains reasonably small and CPU time is minimal. It is intuitive to think that the behavior of the time splitting approach depends on the given Peclet number. For small Pe, i.e. dominant dispersion, one expects convergence to be mainly driven by the MHFE technique discretizing the dispersion terms.
The transient behavior of the solution should be well captured even for n a = 1, i.e. t a = t d . On the other hand, for large Pe, the advective terms become important and thus the advective transient has to be accurately captured. We expect for When dispersion dominates, i. e. Pe = 0:28, the accuracy of the scheme is mainly in uenced by the size of t d , as can be seen in Table 3 . First order convergence rate can be seen in every row where the values increase linearly with t d . It is worth noting that the relative error signi cantly decreases from the case with n a = 1 to Relative accuracy vs CPU time for di erent t d and xed Peclet number = 2:88.
n a = 4 (by about 30 %), whereas the CPU time increases only by 15% on the average. This fact suggests using n a > 1 also for very small Peclet numbers.
At Pe = 2:88, an intermediate value of the Peclet number, (Table 4) , we still recognize rst order convergence rate along the rows. However, the error decrease along the diagonals is now much less pronounced, indicating that in this case small t a are needed to maintain accuracy. These results are exempli ed graphically in Figure 2 where four plots of j e 3 j vs CPU time corresponding to four values of t d are reported. For each curve, the data points refer to the n a values of Table 4 . Hence, the optimal ( t d ; n a ) combination can be found on the intersection of the envelope of the curves with the horizontal line corresponding to the desired accuracy. Obviously, there is no unique strategy to choose the optimal t values, however a few observations can be helpful for this purpose. E ciency reasons demands that t d be not too small, so as to minimize the number of linear system solutions. On the other hand, accuracy at this level of Peclet numbers already requires small t a , and thus large n a (> 4). For example, a reasonable choice for our test case could be t d = 10 3 and n a = 16.
At Pe = 28:8 advection starts to dominate over dispersion. The value of n a is now important, as can be seen from the signi cant error decrease in the columns of 3.2. Two dimensional in ltration of chloride ion in a surface aquifer
The applicability of the proposed approach is shown on a realistic two dimensional problem of in ltration of a conservative contaminant into a saturated-unsaturated surface aquifer. The test case considers a ditched-drained aquifer with incident steady rainfall and trickle in ltration of chloride ion 11]. The geometry of the domain and the boundary conditions employed in the solution of the ow and transport problems are described in Figure 3 . The boundary conditions imposed along face AG correspond to the presence of a seepage face and thus to an out ow condition from which the aquifer is drained. In Figures 5 and 6 the solute concentration contours at 14.7, 45.2, 90.2, and 120 days of simulation are shown. At the beginning the concentration plume in ltrates downwards with the unsaturated ow. Once it reaches the water table, it nds a more pronounced horizontal velocity in the saturated zone, starts moving towards the seepage face, and exits the domain.
A few observations from the numerical standpoint are worth mentioning. The solution obtained with the proposed approach does not present oscillations in any part of the domain and at any time. This veri es that the property of the FV scheme of being TVD is retained in the time-splitting algorithm, which maintains monotonicity in all our simulations. The plume shape in Figures 5 and 6 shows a front that is slightly steeper than the corresponding front calculated by standard Galerkin Finite Elements (GFE) with no upwind, as can be seen from Figure 7 Two dimensional test-case: concentration contours at 14.7 days (top) and 45.2 days (bottom). Two dimensional test case: concentration contours at 90.2 days (top) and 120 days (bottom). Two dimensional test-case: concentration contours at 45.2 days as obtained by standard Galerkin FEM scheme.
that shows the solution to the same problem at 45.2 days as obtained by GFE 10] . This con rms the fact that the combination of MHFE and FV introduces less numerical di usion than standard FE. Finally, the mass balance in all simulations is satis ed within the accuracy of the linear system solution in the dispersive phase (i.e. 10 10 ), in contrasts with FE applications where mass balance errors of few percents are commonly observed. These characteristic features of the time-splitting algorithm developed in this paper do not change at larger Peclet numbers as long as the stability criteria for the advection step are satis ed.
CONCLUSIONS
We have presented and studied a rst order accurate in time, second order accurate in space, time-splitting approach for the numerical solution of the two dimensional advection-dispersion equation typically arising in groundwater contaminant transport simulations. The technique is based on the separate discretization of the dispersive and advective terms of the governing equation by means of the discontinuous RT0 Mixed Hybrid Finite Element technique and a high resolution Godunovtype nite volume method, respectively. Both these techniques are de ned on triangles and use consistent functional approximations of concentrations. Thenal solution is obtained by means of a two-step time-splitting procedure employing explicit in time nite di erences for the FV scheme and implicit time stepping for MHFE. The system of linear equations resulting from the implicit time stepping of the MHFE scheme is solved using a Schur complement decomposition to reduce the original system to a smaller positive de nite linear system. The explicit character of the Godunov-type method is well suited for capturing sharp fronts with introduction of minimal arti cial di usion. Di erent time stepping strategies can be used for the two steps. In the dispersion step, the most computationally demanding, the time step size is not limited by stability constraints and its choice is dictated only by accuracy considerations. On the other hand, the advective step has to satisfy a typical CFL stability condition but remains stable across the entire range of Peclet numbers. To minimize the di erences in the computational costs, several advective time steps can be performed in one single dispersive step.
Numerical tests on a one dimensional sample problem are used to verify the theoretical properties of the proposed scheme and to experiment di erent timestepping strategies for various Peclet numbers. The results show that the scheme is rst order accurate in time while global second order accuracy in space is achieved for reasonably smooth solutions. Test cases run at di erent Peclet numbers show that an e ective compromise between accuracy and computing time can be achieved when the ratio between the number of advective time steps per dispersive time step is always larger than one. This ratio increases at larger Peclet numbers.
A two dimensional advection-dominated groundwater transport problem is presented to show the applicability of the proposed approach to realistic problems. The results of the simulation con rm that the time-splitting approach does not su er from Peclet limitations, displaying only small amounts of numerical di usion.
