In order to solve the Hadoop Yarn scheduling problem, improve the efficiency of cluster job, by considering the advantages of ant colony algorithm and simulated annealing algorithm; we proposed a Hadoop resource scheduling algorithm ACOSA. In ACOSA, we initialize the pheromone matrix of ACOSA by using the attribute information of load, memory, and CPU speed obtained through the heartbeat message transfer mechanism. After getting a group of optimal solution, the path was optimized, and the pheromone of solution was updated by the simulated annealing algorithm. Finally, the simulation experiment on CloudSim platform shows that the efficiency of job execution is improved by adopting ACOSA algorithm for resource scheduling.
Introduction
With the rapid development of the Internet and the rise of the era of big data [1] , Hadoop [2] has been widely used in the field of data processing. As the Hadoop cluster size increases, resource scheduling becomes an important factor that affects the performance of cluster. In order to improve the resource utilization, scalability and reliability of Hadoop cluster, Hadoop 2 proposed an independent and universal resource management system (Yarn [3] ). This system can separate resource management and task lifecycle management. The Resource Manager (RM) of Yarn is responsible for the entire cluster resource management; while the core of RM is the resource scheduler (RS). Yarn has implemented three scheduling strategies: FIFO, Capacity Scheduler [4] and Fair Scheduler [5] . However, there are many problems while in the specific scheduling process, such as waste of resources and long response time, which cannot meet the needs of the users.
Hadoop job scheduling problem is a multi-objective problem, and is also a typical application of NP hard problem. Although this scheduling problem is a new research topic, but because of its importance in the industrial production, in the past few years, much attention has been paid to [6] [7] [8] [9] [10] . Compared with the traditional algorithm of non-intelligence, the intelligent optimization algorithm is based on the simulation and application of biological activity or neural behavior. These algorithms are more efficient in solving combinatorial optimization problems in massive data, and have been widely used [11] [12] [13] [14] [15] . Based on this, in order to get the optimal resource allocation problem solution, this paper proposes a resource scheduling algorithm called ACOSA, which is based on ant colony algorithm (ACA) and simulated annealing (SA) for the widely used Hadoop Yarn. This algorithm overcomes the shortcomings of slow convergence speed of ACA and low precision of SA, and improves the quality of the solution. Resource Manager schedules jobs according to the needs of operating resources. And resource types include: CPU, memory, disk, network, etc. Because of the different types and quantity of the resource requirements for the operation of each job, the required container types are different. Therefore, in order to allocate the jobs reasonably, to ensure the load balancing and the shortest completion time of each node, and it is the problem which needs to be solved in Hadoop cluster.
Hadoop Scheduling Problem
This paper defines the Hadoop cluster environment as follows:
}is the job i. is the amount of resources needs, is the actual amount of resources allocated to , represents the progress of .
Definition 2:
, , , , , means the resource of node j: the number of CPU is denoted by , is the rate of CPU on node j, is the IO rate of the disk, indicates the bandwidth, is the load, the total amount of resource in node j is denoted by , and the idle resource is denoted by , ≤ . Definition 3: = { , , ⋯ , } is a collection of s containers. = , , is the container k. , is the job that belongs to, is the applied resources of . Definition 4: the goal of task scheduling in Hadoop environment is to achieve the optimal scheduling and progress accelerating of the jobs submitted by users. Therefore, the subject function is defined as Eq. 1.
is the progress weight of job i. The equation of calculation is shown as Eq. 2
Simulated Annealing -Ant Colony Scheduling Algorithm
Ant colony algorithm (ACA) is a heuristic bionic optimization algorithm, which was simulated by Italy scholar M. Dorigo and others in 1990s [16] . Ant colony algorithm is used to simulate the real ant to communicate with the ants and the path by releasing pheromone. The algorithm has the advantages of distributed parallel computer system and strong robustness. It is also easy to combine with other methods.
Algorithm Implementation

1) Initialization Pheromone
In Figure 1 , in the Hadoop framework, Resource Manager can obtain the node through the heartbeat mechanism of Node Manager CPU speed, memory capacity, disk IO speed, network bandwidth, load and operation failure records etc. The expression of initial pheromone ℎ , is shown in Eq. 3 
= { − } indicates the resource nodes ant l can select in the + 1 moment, is the tabu table which saves the resources the ant l has been searching for and represent the importance of pheromone concentrations and matching factors, respectively.
3) Update Pheromone After calculating the load balance and the objective function value and recording the ant colony optimal solution X. It is necessary to use simulated annealing algorithm to optimize path and update pheromone because that the traditional ant colony algorithm (ACO) algorithm for each ant generation sequence traversal without any processing loops until the final convergence or maximum ant algebra, exit and return the results of the algorithm, which reduces the search performance.
In this paper, the Boltzmann mechanism is introduced to optimize the path and update pheromone. To obtain the optimal solution, simulated annealing algorithm selects a task randomly from the best solution obtained by one ant search. And according to the state selection of other tasks in the solution, the optional state of the task can be calculated by using the tabu criterion, thus generating another solution, which is defined as X'. Then, it needs to calculate the optimal solution and local search of the value of the objective function, respectively F(X) and F(X'), and accept the new X' for the current optimal solution with the probability shown as Eq. 5:
T is the temperature control parameter as Eq. 6: represents the initial temperature, is an adjustment parameter for adjusting the rate of temperature drop.
IfT < , simulate annealing continues iteratively, otherwise it ends. The optimal solution of the simulated annealing algorithm is updated, and the pheromone formula is released as Eq. 7:
is the pheromone evaporation coefficient. ∆ ℎ( )is the pheromone increment, and it represents the amount of information left by ants in the resource allocation in this iterative search.
Simulation Experiment
In this paper, an extended cloud computing simulation platform(CloudSim) is used to validate the algorithm, and the scheduling strategy proposed in this paper is compared with the scheduling strategy based on the basic ant colony system (ACO) and Capacity algorithm.
Parameter Setting
In the algorithm, , , , and indicates the impact of different resource types on node performance. According to different influence, these weights are set to 0.3, 0.2, 0.2, 0.2, and 0.1. In this paper; we consider the global search ability and convergence speed of two indexes and the pheromone volatilization coefficient as 0.5. The number of ants is 20, pheromone influence factor = 1 and heuristic pheromone influencing factor = 2. The task execution failure factor on the node indicates the failure of the task in the same job, which is limited by the number of tasks and the number of attempts to start, we set = 10.
Experimental Results and Analysis
The experimental evaluation is performed with Matrix Multiplication and the Sort Benchmark from Hadoop distribution. Fig.2 and Fig. 3 shows job execution time for different types of job based on simulated annealing ant colony algorithm, ant colony algorithm and Capacity algorithm separately.
The simulated clusters are used to schedule 600 jobs with the three algorithms respectively. And data sampling is performed for each additional 100 jobs. The performance comparison of Sort and MM is shown in Fig. 2 and Fig. 3 . Compared with ACO and Capacity algorithm, the execution time of each type of job set with ACOSA is shorter. When the workload is small, the difference between ACOSA and ACO and Capacity is not significant. This is because the small job execution time is short, and in this case, the cluster memory is not completely consumed. However, with the increase in the amount of tasks, the advantage of ACOSA is gradually reflected. At the same time, the load of the cluster is over state, and the competition of the cluster resources is intense, and the reasonable allocation strategy can effectively reduce the execution time of the work.
Therefore, the use of ACOSA algorithm in Hadoop environment for task scheduling is more in line with the needs of large-scale Hadoop cluster. In order to make the optimal ant colony algorithm that solution is a global optimal solution, simulated annealing algorithm is combined with ant colony algorithm later. It effectively enhances the global search ability of the algorithm and avoids the shortcomings of ant colony algorithm. 
Conclusion
In order to overcome the disadvantage of ant colony algorithm in the large Hadoop cluster environment. Such as the task scheduling is slow and easy to fall into local optimal solution. This paper proposes a resource scheduling strategy based on ant colony simulated annealing algorithm (ACOSA). This algorithm optimizes the scheduling by improving the matching degree between the container and the optimizing the global optimal solution to ensure users to quickly find the appropriate node resources and assign jobs. The experimental results show that the improved algorithm has better performance than the basic ant colony algorithm (ACO) and Capacity algorithm in resource scheduling. In addition, the Hadoop resource scheduling goals also involve other aspects, such as such as reducing carbon dioxide emissions of clusters, which will be the direction of future research.
