The Funk-Radon transform assigns to a function on the two-sphere its mean values along all great circles. We consider the following generalization: we replace the great circles by the small circles being the intersection of the sphere with planes containing a common point ζ inside the sphere. If ζ is the origin, this is just the classical FunkRadon transform. We find two mappings from the sphere to itself that enable us to represent the generalized Radon transform in terms of the Funk-Radon transform. This representation is utilized to characterize the nullspace and range as well as to prove an inversion formula of the generalized Radon transform.
Definitions
We denote with R and C the fields of real and complex numbers, respectively. We define the twodimensional sphere S 2 = {ξ ∈ R 3 | ξ = 1} as the set of unit vectors ξ = (ξ 1 , ξ 2 , ξ 3 ) ∈ R 3 in the three-dimensional Euclidean space R 3 equipped with the scalar product ξ, η = ξ 1 η 1 + ξ 2 η 2 + ξ 3 η 3 and the norm ξ = ξ, ξ 1/2 . We make use of the sphere's parametrization in terms of cylindrical coordinates, ξ(ϕ, t) = cos ϕ 1 − t 2 , sin ϕ 1 − t 2 , t , ϕ ∈ [0, 2π), t ∈ [−1, 1], (2.1)
where we assume that the longitude ϕ is 2π-periodic. Let f : S 2 → C be some measurable function. With respect to cylindrical coordinates, the surface measure dξ on the sphere reads
The Hilbert space L 2 (S 2 ) is defined as the space of all measurable functions f : S 2 → C, whose norm f L 2 (S 2 ) = f, f 1/2 is finite, where
is the usual L 2 -inner product. Furthermore, we denote with C(S 2 ) the set of continuous, complexvalued functions defined on the sphere. Let γ : [0, 1] → S 2 , s → γ(ϕ(s), t(s)) be a regular path on the sphere parameterized in cylindrical coordinates. The line integral of a function f ∈ C(S 2 ) along the path γ with respect to the arc-length d is given by The spherical transform. Every circle on the sphere can be described as the intersection of the sphere with a plane, i.e. C (ξ, x) = η ∈ S 2 | ξ, η = x , where ξ ∈ S 2 is the normal vector of the plane and x ∈ [−1, 1] is the signed distance of the plane to the origin. We consider circles whose planes contain a common point ζ ∈ R 3 located in the interior of the unit ball, i.e. ζ < 1. We say that a circle passes through ζ if its respective plane contains ζ. By rotational symmetry, we can assume that the point ζ lies on the positive ξ 3 axis. For z ∈ [0, 1), we set ζ z = (0, 0, z) .
The circles passing through ζ z can be described by C (ξ, x) with x = ξ, ζ z = zξ 3 . For a function f ∈ C(S 2 ), we define the spherical transform
which computes the mean values of f along all circles passing through ζ z . Note that the denominator in (2.3) is equal to the circumference of the circle C (ξ, zξ 3 ).
The Funk-Radon transform. Setting the parameter z = 0, the point ζ 0 = (0, 0, 0) is the center of the sphere. Hence, the spherical transform U 0 integrates along all great circles of the sphere. This special case is the Funk-Radon transform 4) which is also known by the terms Funk transform, Minkowski-Funk transform or spherical Radon transform, where the latter term is occasionally also refers to means over spheres in R 3 , cf. [16] .
Relation with the Funk-Radon transform
Let z ∈ [0, 1) and f ∈ C(S 2 ). We define the two transformations
and
. Then the factorization of the spherical transform
holds, where F is the Funk-Radon transform (2.4).
Proof. Let f ∈ C(S 2 ) and ξ ∈ S 2 . By the definition of U z in (2.3), we have
where d is the arc-length. We are going to use cylindrical coordinates η(ψ, u) ∈ S 2 , see (2.1). Let
be some parameterization of the circle C (ξ, zξ 3 ), which acts as domain of integration in (3.4). Then we have by (2.2)
We perform the substitution u(s) → v(s), where
By the chain rule, du ds = du dv
Thus, we have
Plugging (3.2) into the last equation, we obtain by (2.2)
where
In the second part of the proof, we are going to show that
which is a great circle on the sphere. The point η(ψ, v) ∈ S 2 lies in the set D z (ξ(ϕ, t)) if and only if
By the definition of the cylindrical coordinates (2.1), this equation can be rewritten as
By the addition formula for the cosine, this is equivalent to
Now we multiply the last equation
which is exactly the equation of the great circle
This shows (3.8) . Combining (3.7) and (3.8), we obtain The red arrows indicate the transformation h z : S 2 → S 2 , which was defined in (3.9) and maps the equator (blue) to the circle of latitude z (green), for z = 0.33.
The proof of the decomposition of the spherical transform U z in Theorem 3.1 is based on the substitution (3.5), which can be expressed as the transformation
. By (3.6), the map h z is conformal, i.e., it preserves angles. The transformation h z moves the points on the sphere northwards while leaving the north and south pole unchanged. It maps the equator t = 0 to the circle of latitude t = z, see Figure 3 .1. Moreover, h z maps all great circles to circles passing through ζ z . An interpretation of h z in terms of the stereographic projection will be given in Section 6. In the following two lemmas, we investigate the two transformations M z and N z from Theorem 3.1 as operators L 2 (S 2 ) → L 2 (S 2 ) and compute their inverses.
Proof. Let f ∈ C(S 2 ). In order to proof that M z is unitary, we are going to show first that
we substitute
and obtain
For the inversion formula (4.1), we apply the substitution (4.2) to (3.1) and obtain
This equality implies that M z is surjective and hence unitary.
Lemma 4.2. The operator N z given in (3.2) can be extended to a bijective and continuous operator
for all f ∈ L 2 (S 2 ). Its inverse is given by
(4.4)
Since the weight (1 − z 2 + u 2 z 2 ) −1/2 in the integrand of (4.5) for u ∈ [−1, 1] attains its maximum value of (1−z 2 ) −1/2 at u = 0 and its minimum 1 at u = ±1, we can conclude (4.3). For the inversion formula (4.4), we apply the substitution from the first part of the proof to (3.2) and obtain
Nullspace
Lemma 4.3. Let z ∈ [0, 1). We define
Then R z is the point reflection of the sphere across the point ζ z = (0, 0, z) , i.e., for every ξ ∈ S 2 the three points ξ, R z ξ and ζ z are located on one line.
Proof. We are going to show that R z ξ can be written as an affine combination of ξ and ζ z . We assume that ϕ = 0, the general case then follows by rotation about the north-south axis. We have
The following theorem shows that the functions in the nullspace of the spherical transform U z can be imagined as the set of functions that are odd with respect to the point reflection R z and the multiplication with some weight.
Theorem 4.4. Let z ∈ [0, 1). The nullspace of the spherical transform U z consists of all functions f ∈ L 2 (S 2 ) for which M z f is odd. The latter is equivalent to the condition that for almost every
It is well-known that the nullspace of the Funk-Radon transform F consists of the odd functions, cf. [6] . It follows that U z f = 0 if and only if M z f is odd. That is, for almost every ξ ∈ S 2 , we have
and hence in cylindrical coordinates
By setting
which is equivalent to
Range
In order to obtain a description of the range of the spherical transform U z , we introduce Sobolev spaces on the sphere. For more details on such Sobolev spaces, we refer the reader to [12] . We start by defining the associated Legendre polynomials
for all (n, k) ∈ I, where
and N 0 denotes the set of non-negative integers. The spherical harmonics
form an orthonormal basis in the Hilbert space L 2 (S 2 ). Accordingly, any function f ∈ L 2 (S 2 ) can be expressed by its Fourier series
For s ≥ 0, the Sobolev space H s (S 2 ) is defined as the space of all functions f ∈ L 2 (S 2 ) with finite Sobolev norm
Obviously,
. Furthermore, we set L 2 e (S 2 ) and H s e (S 2 ) as the respective spaces restricted to even functions.
Before we give the theorem about the range of U z , we need the following technical lemma.
Lemma 4.5. Let z ∈ [0, 1). The restriction of N z , which was defined in (3.2), to an operator
is continuous and bijective with
Proof. The structure of this proof is as follows. At first, we consider the Sobolev space H 1 (S 2 ), where we compute the norms of f and N z f , from which we subsequently derive that N z is continuous on the Sobolev space H 1 (S 2 ). Afterwards, we see the continuity of the inverse N −1 z . Hence,
is a continuous bijection. In the last part, we utilize interpolation theory to transfer the obtained continuity to the space H 1/2 e (S 2 ). The Sobolev norm in H 1 . Let f ∈ C ∞ (S 2 ). In order to show that N z is continuous on H 1 (S 2 ), we use a different characterization of the Sobolev norm (see [12, Theorems 4.12 and 6.12 
with the surface gradient
where e ϕ = (− sin ϕ, cos ϕ, 0) and e t = (−t cos ϕ, −t sin ϕ, √ 1 − t 2 ) are the orthonormal tangent vectors of the sphere with respect to the cylindrical coordinates (ϕ, t). Let f ∈ C ∞ (S 2 ). Then we have
(4.10) As in the proof of Lemma 4.2, we define
Hence,
Furthermore, we set
and we have ∂v ∂t
Hence, we can write
By
(4.11)
Boundedness on H 1 . By Lemma 4.2, we know that N z is bounded on
. In order to prove the boundedness N z of in H 1 (S 2 ), we still have to show
is bounded by a multiple of f H 1 (S 2 ) . By (4.11) and the inequality |a + b| 2 ≤ 2 |a| 2 + 2 |b| 2 for all a, b ∈ C, we have the upper bound
We denote the coefficients of f and its derivatives in the integrand of the last equation with α z (u), β z (u) and γ z (u), such that
(4.12)
Comparing (4.12) with (4.10), we obtain
Thus, if the arguments of the maximum in the previous equation are bounded uniformly with respect to u ∈ (−1, 1), it follows that the operator N z is bounded on H 1 (S 2 ), since the space
. We see that the three terms
are bounded independently of u ∈ (−1, 1). Putting together the maximum of the three terms with Lemma 4.2, we obtain
(4.14)
Surjectivity on H 1 . Lemma 4.2 implies that N z is injective. For proving that N z :
is surjective, it is sufficient to show that the inverse operator N −1 z restricted to H 1 (S 2 ) is continuous on H 1 (S 2 ). Let g ∈ C ∞ (S 2 ), which is dense in H 1 (S 2 ). With a computation that is similar to the first part of the proof and therefore skipped, we can obtain
which is bounded by
We proceed as in the previous part and denote the coefficients of g and its derivatives withα z (t), β z (t) andγ z (t). We have analogously to (4.13)
Interpolation to H 1/2 . Every function f in the Sobolev spaces H s (S 2 ) can be identified with the sequence of its Fourier coefficientsf (n, k), (n, k) ∈ I. Hence, the Sobolev space H s (S 2 ) is isometrically isomorphic to a weighted L 2 -space on the set I with the counting measure µ and the weight w s (n, k) = (n + 1 2 ) s , i.e.
see [25, Theorem 1.18.5]. So, for s = 0, t = 1 and θ = 1/2, the space H 1/2 (S 2 ) is an interpolation space between H 0 (S 2 ) and H 1 (S 2 ). By Lemma 4.2 and the first part of this proof, the operator N z is continuous on both H 0 (S 2 ) → H 0 (S 2 ) and H 1 (S 2 ) → H 1 (S 2 ) with norms given in (4.3) and (4.14), respectively. Hence, it is also continuous H 1/2 (S 2 ) → H 1/2 (S 2 ) with
which shows (4.8). Also by interpolation between L 2 and H 1 and the respective norms from (4.3) and (4.15), the inverse operator N −1 z is continuous with
which shows (4.9). In order to obtain the claimed result on H 1/2 e (S 2 ), it is left to show that N z is invariant for even functions. This follows from the fact that an even function plugged into (3.2) and (4.4) for N z and N −1 z , respectively, yields again an even function.
is linear, continuous and bijective.
Proof. This proof is based on the decomposition U z = N z FM z derived in Theorem 3.1. Analogously to the proof of Theorem 4.4, we see that 
An inversion formula
In the following theorem, we give an inversion formula for the spherical transform U z . This formula is based on the work of Helgason [8, Section III.1.C], who proved that every even function f can be reconstructed from its Funk-Radon transform Ff via
where d is the arc-length on the circle
Proof. We set g = U z f . By the decomposition from Theorem 3.1 together with Lemma 4.1, we have
By Helgason's formula (5.1), we obtain
.
Plugging (4.4) into the above equation, we conclude that
The inversion of the Funk-Radon transform F is a well-studied problem. Instead of Helgason's formula we used for Theorem 5.1, other inversion schemes of F could also be applied to (5.2), like the reconstruction formulas in [7, 18, 14, 4] . For the numerical inversion of the Funk-Radon transform, Louis et al. [11] proposed the mollifier method, which was used with locally supported mollifiers in [17] . The mollifier method was combined with the spherical Fourier transform leading to fast algorithms in [9] . Variational splines were suggested by Pesenson [15] .
Relation with the stereographic projection
In this section, we take a closer look at the inversion method of the spherical transform used by Salman [21] and describe its connection with our approach. His proof relies on the stereographic projection π : S 2 → R 2 . In cylindrical coordinates (2.1) on the sphere and polar coordinates x(r, φ) = (r cos φ, r sin φ) ∈ R 2 in the plane R 2 , the stereographic projection is expressed by π(ξ(ϕ, t)) = x 1 + t 1 − t , ϕ and conversely
Let f ∈ C ∞ (S 2 ) be a smooth function supported strictly inside the spherical cap {ξ ∈ S 2 | ξ 3 < z}. Then f can be reconstructed from U z f via
is the Laplacian with respect to
The inversion formula (6.2) was derived in [21] by considering the function f • π −1 • σ z , where σ z : R 2 → R 2 is the uniform scaling in the plane defined by σ z x = σ z x with the scaling factor σ z given in (6.1). By the transformation
every circle in the plane that intersects the unit circle {x ∈ R 2 | x 2 1 + x 2 2 = 1} in two antipodal points of the unit circle is mapped to a circle on the sphere passing through ζ z and vice versa. Afterwards, an inversion formula is applied to the function f •π −1 •σ z for the Radon-like transform that integrates a function along the circles intersecting the unit circle in antipodal points.
In this light, we can look in a different way at proof of Theorem 3.1. There we have considered f • h z . The transformation h z from (3.9) can be written in terms of the stereographic projection as
Indeed, we have for any ξ(ϕ, t) ∈ S 2
So, like Salman, we first perform the stereographic projection π followed by the scaling σ −1 z in the plane. But then, we use the inverse stereographic projection π −1 to come back to the sphere.
Both the stereographic projection π and the scaling σ z map circles onto circles. Therefore, h z also maps circles to circles. Furthermore, the stereographic projection maps great circles on the sphere to circles that intersect the unit circle in two antipodal points. This way, we have found another way to prove that the transformation h z maps great circles onto circles through ζ z .
Continuity results
In our previous considerations, we have left out z = 1. The spherical slice transform U 1 computes the mean values along all circles passing through the north pole (0, 0, 1) . In this section, we look at the continuity of U z with respect to z and use this continuity to give an injectivity result for U 1 .
Continuity on C(S
2 )
Lemma 7.1 (Parametrization of the circles of integration). Let z ∈ [0, 1] and ξ(ϕ, t) ∈ S 2 . Then
where for
Proof. We derive a parametric representation of the circles
If ξ = e 3 is the north pole, C (e 3 , x) is the circle of latitude x, which can be parameterized in Cartesian coordinates by
We rotate C e 3 x about the ξ 2 -axis with the angle arccos(t) by multiplication with the respective rotation matrix and obtain
Switching back to cylindrical coordinates, we rotate C ξ(0,t) x about the north-south axis with the angle ϕ and obtain (7.1).
In the following theorem, we show the continuity of the spherical transform U z with respect to z on the set of continuous functions C(S 2 ). The geodesic distance of two points ξ, η ∈ S 2 is given by
Proof. By Lemma 7.1,
Since f is uniformly continuous on S 2 , there exists a µ > 0 such that
The circles C ξ zξ 3
and C ξ wξ 3
can be rotated to circles of latitude as in the proof of Lemma 7.1, so (α)) < µ whenever |z − w| < ν.
Injectivity of U 1
We have seen that the spherical transform U z is continuous with respect to z ∈ [0, 1] and injective for z < 1 on functions vanishing in a certain neighborhood of the north pole. Therefore, it would be natural to assume that also U 1 is injective for functions vanishing around the north pole. In order to show the injectivity of U 1 , we restrict ourselves to Lipschitz continuous functions vanishing around the north pole, which enables us to obtain a bound of
This corresponds to a more general result from [5] , where it was shown in a different way that the spherical slice transform U 1 is injective for functions in L 2 (S 2 ) vanishing around the north pole.
For > 0, denote with C (S 2 ) and L 2 (S 2 ) the subspace of functions in C(S 2 ) or L 2 (S 2 ), respectively, that vanish on the spherical cap {η ∈ S 2 | η 3 > 1 − }.
be Lipschitz continuous and
The proof of Theorem 7.3 relies on the following observation. For z ∈ (1 − /2, 1), Theorem 4.6 shows that U z is injective on L 2 (S 2 ) and we have
(7.6)
Before we come to the proof that f = 0, we derive a bound of U z f − U 1 f H 1/2 (S 2 ) by a power of (1 − z).
The following lemma shows that U z f vanishes around the north pole if f ∈ C (S 2 ) and z > 1 − .
Particularly, the spherical slice transform
Proof. By the parametrization (7.1), the southmost point of the circle C (ξ, zξ 3 ) has the latitude
Expanding and collecting terms yields (7.7).
Lemma 7.5. Let ∈ (0, 1) and f ∈ C (S 2 ) be Lipschitz continuous with constant L f . Then for all z ∈ [1 − /2, 1]
Collecting the previous calculations, we have By Lemma 7.7 and because U 1 f = 0, there exists a constant K such that
Hence, by (7.6),
Computing the limit z → 1 shows that f = 0.
Continuity on
Theorem 7.2 shows the strong continuity of the spherical transform U z on C(S 2 ). In order to extend that result to L 2 (S 2 ), we first prove the boundedness of U z .
Theorem 7.8. Let ∈ (0, 1). Then the operator U z :
Proof. We first show the boundedness of U z on L 1 (S 2 ). Let f ∈ L 1 (S 2 ). By Lemma 7.1, The term (1 − 2xz + z 2 ) −1/2 is increasing with respect to x and thus attains its maximum at x = 1 − . Hence,
The right hand side of the last equation attains its maximum with respect to z at z = 1 − , so
For f ∈ L ∞ (S 2 ),
The Riesz-Thorin interpolation theorem (cf. [25] ) yields
In the following theorem, we conclude the strong continuity of U z on L 2 (S 2 ) with a density argument.
Theorem 7.9. Let > 0. The map [0, 1] → L(L 2 (S 2 ), L 2 (S 2 )), z → U z is strongly continuous, i.e., for every f ∈ L 2 (S 2 ) lim
Proof. Let f ∈ L 2 (S 2 ). Since the continuous functions are dense in L 2 (S 2 ), for every δ > 0 there exists a continuous function g ∈ C (S 2 ) such that f − g L 2 (S 2 ) < δ. Then by (7.11)
By Theorem 7.2, we have lim sup
The claim follows because the last equation is valid for all δ > 0.
