and if f(x) = 'Y(x)jn, then f is an idempotent in KG. ( We recall that K denotes the complex field.)
The origin of the present paper lies in the following result [7] The existing proofs of this theorem deal with a more general situation (namely with idempotent measures on locally compact abelian groups; the conclusion is that every measure of this kind has a compact support group) and depend on the Pontryagin duality theory and on Fourier-Stieltjes transforms.
In the present paper we give very simple proofs of an extension of Theorem A (K is replaced by any commutative Banach algebra B) and of a purely algebraic analogue (Theorems 2.3 and 3.4.). We also give a fairly complete description (for any G) of the idempotents in B\G) whose norm is 1. §IV contains examples which show to what extent commutativity is really needed in the preceding results. § § V and VI contain results which are motivated by the proof of Theorem 3.4.
1. Preliminaries. We begin by assembling some facts which will be useful later.
If R has a unit element 1 and if u t RG is defined by (1.1) u(l) = 1, u(x) = 0 for x 7'" 1, then it is clear that u is the unit element of RG. The converse is also true:
THEOREM. If G is a group and R is a ring, and if RG has a unit element, then so does R.
Proof. Suppose e is the unit in RG. Fix a t R, define f(l) = a, f(x) = 0 if x 7'" 1, X t G. Since f * e = f = e * f, and since the definition of convolution shows that (f * e)(l) = ae(l), (e * f)(l) = e(l)a, we see that R has e(l) as unit element.
THEOREM. Suppose G is a group, 1/1 is a homomorphism of a ring R onto . a ring fl, J is the kernel of 1/1, and lJi is the mapping of RG into flG defined by (1.2) (lJif)(x) = 1/I(f(x))
ex t G).
Then lJi is a homomorphism of RG onto flG with kernel JG.
In particular, (Rj J)G and RGj JG are isomorphic. The proof is a matter of straightforward verification. We turn to the characterization of the center of RGj recall that the center of a ring consists of those elements which commute with every element of the ring.
We let C R be the center of R (this is a commutative subring of R) and we let N R be the annihilator ideal of R, i.e., the set of those i\ t R for which (1.3) )..a = a).. = 0 for all a t R. Note that NR C C R • A function f I: RG is called a class function if f is constant on each conjugacy class of G. This means that (1.4) f(xy) = f (yx) for all x, y I: G. 
It is easily seen that the convolution of two class functions is again a class function. Since f2 = fl * fl -11 , f2 is a class function, and so is 1.
This completes the proof. 
for any x (: Proof. Since every infinite commutative group has infinitely many complex characters, and since distinct characters of H / H' give rise to distinct characters of Ii, it is sufficient to prove that H has only finitely many complex characters.
Suppose f ¢ O. Then H is generated by the support S of f, and we may regard f as an element of B'(H).
Let l' be a complex character of H, and put 
Assume now that H has infinitely many complex characters. Since S is at most countable, the diagonal process yields a sequence hi l of distinct characters
Hence H has only finitely many complex characters, and the proof is complete. 2.4. We can complete the information contained in Theorem 2.3 by explicitly determining all idempotents in RG, if G is a finite commutative group and if R is a linear algebra over the complex field K; we do not require that R is normed, nor that R is commutative. The Fourier transform furnishes the natural tool for this purpose.
The following facts about characters are needed: The set r of all complex characters of G is a group (the dual group of G) under pointwise multiplication:
If G has n elements, so does r, and if x c G and x ;:C 1, then 1'0 (x) 7"" 1 for some 1'0 c r. Since, for any x c G and any 1'0 c r,
we obtain the orthogonality relation 
and (2.4) gives the inversion formula (2.7)
shows how f is determined by its Fourier transform. Combining these facts,_we have a proof of the following result:
THEOREM. If G is a commutative group of order n, and if R is a linear algebra over the complex field, then the idempotents in RG are the functions of the form
where each e'Y is an idempotent in R, and where r is the dual group of G.
We conclude this section with a theorem [9] about idempotents of norm 1. Note that no non-zero idempotent in a Banach algebra can have norm less than 1, by Lemma 2.1. 
THEOREM. Suppose G is a group, B is a Banach algebra, f
Strict convexity of the unit ball of B means that the surface of the ball contains no straight line segment.
It is clear that every function which satisfies (2.10) is an idempotent; if (2.10) holds, the function nf is a homomorphism of G into a multiplicative subgroup of B. We do not know whether the additional conditions imposed on B are really needed to ensure (2.10).
Proof. Suppose f ~ 0, let S be the support of f, let M be the largest of the numbers If(x) I, for x c G, and let H be the set of all x c G at which If(x) I = M. 
.,H has norm at most n-2 j there are n summands, and their sum has norm n-
•
It follows that each summand has norm exactly n-2 , and if we assume that the unit ball of B is strictly convex, then the n summands must all be equal (otherwise their sum would have norm less than n- 1 ).
Hence (2.13)
which is equivalent to (2.10). Finally, let 'P be a homomorphism of B into the complex field K, and put g(x) = 'P(f(x)). By Lemma 1.2, 9 is an idempotent in KH. Since complex homomorphisms of Banach algebra have norm at most 1 (as linear functionals), we have Ig(x)1 ::; If(x)l. If strict inequality holds for some x, then Ilgll < 1, hence 9 = 0, since 9 is idempotent. Otherwise, Ilgll = 1, and since the unit ball of K is strictly convex, 9 satisfies (2.10). Since 'P is a homomorphism, this says that (2.14)
for all x, y cHand for all complex homomorphisms 'P of B.
If now B is commutative and semi-simple, then 0 is the only element of B which is annihilated by every complex homomorphism of B. Thus (2.14) implies (2.10), and the proof is complete.
III. Group rings over commutative rings. The main result of this section is Theorem 3.4. Part of its proof can be given in a more general context and leads to Theorem 3.3. We begin by defining some relevant classes of groups.
Definition. (a)
A group G is an ID-group if the absence of zero-divisors in a ring R implies that RG has no zero-divisors. (The letters "ID" stand for "integral domain.") (b) A group G is an Q-group if it has the following property: if A and Bare nonempty finite subsets of G, then there exists at least one x l: G which has a unique representation in the form x = ab with a l: A and b £ B.
(c) A group G is an a-group (ordered group) if it admits a linear ordering < such that x < y implies xz < yz and zx < zy for all z l: G. The best-known example of an a-group is of course the additive group Z of the rational integers.
(d) A group is called torsion-free if it has no elements of finite order (except, of course, the identity).
All torsion-free commutative groups are a-groups ( [8; 194] ; we have made no attempt to ascertain to whom this observation is originally due), and so are many non-commutative ones [6] , for instance all free groups ( [6] , [4] ) and all locally nilpotent torsion-free groups (Graham; unpublished).
It is trivial that every a-group is an Q-group (simply take the largest elements of A and B for a and b); the converse is false, as we will see in § VI. It is easy to prove (see below) that every Q-group is an ID-group and that every ID-group is torsion-free. It is conceivably true that every torsion-free group is an Q-group. If so, then the results of §VI lose any interest which they may possess.
THEOREM. Every Q-group is an ID-group and every ID-group is torsionfree.
Proof. Let G be an Q-group and let R be a ring without zero-divisors. Suppose f £ RG, g £ RG, f ;F 0, g ;F 0, and let A, B be the supports of f, g. There
, and since f(a) ;F 0, g(b) ;F ° and R has no zero-divisors, we see that (f * g) (x) ;F 0. Thus f * g ;F 0, and we have proved that RG has no zero-divisors.
On the other hand, if G contains a finite non-trivial group H, and if R is any ring with at least two elements, let f £ RH be a non-zero constant function and More explicitly, the conclusion is that f(x) = ° if x ;F 1, x £ G, and that f (1) is an idempotent in R.
Proof. Suppose f ;F 0, S is the support of f, and Rl is the subring of R which is generated by the elements f(x), for x l: S. Since S is finite, Rl is finitely generated, and since f E RiG, we may assume without loss of generality that R is finitely generated. We also lose no generality by assuming that R has a unit.
Every finitely generated commutative ring with unit is a homomorphic image of a ring of polynomials in finitely many indeterminates, with integral coefficients, and hence satisfies the ascending chain condition on ideals [10; 20,21] . It follows that every primary ideal Q in R is contained in a prime ideal P such that p k C Q for some positive integer lc (depending on Q) [10; 29J and that every ideal of R is an intersection of primary ideals [10; 32] . In particular, the intersection of all primary ideals of R consists of 0 alone.
Fix a primary ideal Q of R, let P be the corresponding prime ideal. Since P is prime, RIP has no zero-divisors; since G is an ID-group, (RIP)G has no zerodivisors, and Theorem In either case, we have proved that 1(x) E Q for all x ;;'" 1. This is true for every primary ideal Q in R. Hence f(x) = 0 for all x ;;'" 1, and this proves the theorem.
THEOREM. 1/ R is a commutative ring and G is a commutative group, then every idempotent in RG has finite support group.
Proof. Suppose f ERG and f * f = f· Since f has finite support, we may assume, without loss of generality, that G is finitely generated. But every finitely generated commutative group G is the direct product of a finite group H and the group Z', for some non-negative integer r. (Z' denotes the direct product of r copies of the infinite cyclic group Z.) Let 1f be the isomorphism of RG onto (RH)zr described by Theorem 104. Then 1ft is an idempotent in (RH)Z' (i.e., 1fi is a function defined on zr, with values in RH) and since Z' can be ordered (lexicographically, for instance), Z' is an IDgroup and hence 1ff has trivial support group. The definition of 1f shows that this is equivalent to the statement that 1 has its support in H, and the proof is complete.
Remark. The proof shows that Theorem 3.4 actually holds for any group which is a direct product of a commutative group and an ID-group.
IV. Examples. In this section we exhibit some noncommutative situations in which RG has idempotents with more or less arbitrary supports. It is convenient to begin with a ring-theoretic lemma. Proof. Since e is not in the center of R, there exists x I:: R such that ex 7'" xe, hence exe cannot be equal to both ex and xe.
If exe 7'" ex, put a = exe -ex. If exe 7'" xe, put b = exe -xe. Since e 2 = e, these elements have the desired properties.
Note that both e + a and e + bare idempotents, and that e + a 7'" 0, e + a 7'" e if (a) holds, e + b 7'" 0, e + b 7'" e if (b) holds. This gives the following.
COROLLARY. If a ring R has a unique non-zero idempotent, then this idempotent lies in the center of R.
An example is furnished by the 2 X 2 matrices b = (~ ~). Suppose next that R is a Banach algebra with a non-central idempotent (for instance, the algebra of all complex 2 X 2 matrices) and that G is any infinite group. Let Xl, x 2 , Xa, ••• be distinct elements of G, choose complex numbers Ci such that 1: Ie; I < co, and define Then f is an idempotent in R1(G), with infinite support.
Example. Suppose R is a ring with a non-central idempotent
Thus Theorem 2.3 cannot be extended to arbitrary Banach algebras, nor can Theorems 3.3 and 3.4 be extended to arbitrary rings. Our next aim is to show that the commutativity of G also cannot be omitted from Theorems 2.3 and 3.4. In fact, we can prove this for a rather large class of non-commutative groups.
(A simple example, which is a special case of the theorem which follows, was given in [9] (4.8) and define (4.9) H, i = 1, 2, 3, . .. ).
Since u is not the identity mapping on H, there exists a complex character,), of H such that')' 0 u ;;L ,)" where,), 0 u is the character defined by (')' o 0") (x) = ')' (O"(x) 
e * 0, * e = 0, * (e 00") * e = 0, by (4.13). It follows from these relations that f is an idempotent in Kl(G), with infinite support.
Remarks. (a) If G/H contains a finitely generated infinite subgroup, the preceding construction can be modified so as to yield idempotents in KG with infinite support groups.
(b) Instead of the complex field K, other fields could have been used, provided they contain enough roots of unity to construct characters. However, Theorem 5.6 shows that some conditions (relating K and H) are needed. .9) and (4.14) are 1 + 2; !Ci\ Ila!1 and 1 + 2; !ci !, respectively. They can be arbitrarily close to 1. Hence the norm-condition imposed in Theorem 2.6 cannot be relaxed.
V. Group rings of ID-Groups. Although Example 4.2 shows that Theorem 3.3 cannot be extended to any ring R which has a non-central idempotent, there nevertheless is a class of rings which includes some non-commutative ones and for which the conclusion does hold. Theorem 5.2 gives the precise result; 5.4 and 5.5 are applications of it.
All ideals mentioned below will be two-sided ideals. A ring R (or an ideal) is said to be nil if to each X E R there corresponds a positive integer n(x) such that xn(x) = 0; R is nilpotent if there is a fixed n such that the product of any n elements of R is 0; and R is locally nilpotent if every finitely generated subring of R is nilpotent.
THEOREM. (a) If a ring R without zero-divisors has an idempotent e 7'" 0, then e is the unit element of R, and R has no other idempotents except O. (b) Suppose N is a nil-ideal in a ring R and R/N has no zero-divisors. Then no two non-zero idem patents in R commute. Hence R has a unique non-zero idempotent if and only if R has a non-zero central idempotent. (c) If N is a nil-ideal in a ring R and if there exists r E R such that r2 -r EN, then R has an idempotent e such that e -r EN.
Proof. (a) For every x E R we have Since R/N has no zero divisors, (a) shows that a and (3 are in the same coset of N, a -(3)2n-l for n = 1, 2, 3, . .. , and since N is nil, this is 0 for large enough n. Thus a = (3. The second part of (b) now follows immediately from the Corollary to Lemma 4.1.
(c) We paraphrase the argument used in [2; 161] in a slightly different context. Put
Then zEN, r 1 -r EN, z is a polynomial in r and so is r 1 , hence r, r 1 , z commute, and computation shows that (5.2) Thus ri -rl is divisible by l. Continuing this process, with r 1 in place of r, etc., we obtain elements rk such that rk -r t Nand rz -r k is divisible by Z2'.
Since z t Nand N is nil, it follows that r~ -rk = 0 if k is large enough.
It may be of some interest that the above proof actually yields an idempotent which is a polynomial in r, with integral coefficients. Example 4.2 shows that the conclusions of (c) are false whenever R has a non-central idempotent.
THEOREM. Suppose G is an ID-group and R is a ring which contains
Proof. Since every member of NG has finite support, its range lies in a finitely generated subring of N, and this subring is nilpotent by assumption. On the other hand, if a regular ring R has a nilpotent element different from 0 then R has a non-central idempotent [3] , and so the second half of the theorem follows from Example 4.2.
We conclude this section with a more special result, which should be compared with Theorem 4.3. We recall that a p-group is one in which the order of every element is a power of p. H is an Q-group, there exist Xi and Yi such that XiYi "'" XTY. if r "'" i or s "'" j.
Then aXiYib is an element of G which is uniquely represented as a product of an element of A and an element of B. Hence G is an Q-group.
Remark
. A very similar proof shows that G is an ID-group if H is an IDgroup and GIH is a Q-group. Also, the direct product of two ID-groups is an ID-group; this follows trivially from Theorem 1.4.
The following example shows that Theorem 6.1 cannot be stated for O-groups, and that there are Q-groups which are not O-groups. 6.2. EXAMPLE. Let G be the set of all ordered pairs (m, n) with m t Z, n t Z (recall that Z is the additive group of the rational integers) and multiplication defined by Thus G contains two elements which do not commute but whose squares do commute, and this cannot happen in an O-group [6] . Theorem 3.2 showed that every Q-group is an ID-group. We conclude with a stronger result, modeled after a theorem of Higman [4] ; he uses Z where we use Q-groups: 6.3. THEOREM. Let G be a group in which every non-trivial finitely generated subgroup can be mapped homomorphically onto a non-trivial Q-group. Then G is an ID-gro1ip.
Proof. Let R be a ring without zero-divisors. If 1 t RG, let v(f) be the number of elements in the support of f. If there exist 1, g t RG such that 1 ~ 0, g ~ 0, but 1 * g = 0, then there is such a pair for which v(f) + v(g) is minimal.
Suppose 1 and g are so chosen-; let-A-a-nd-B--be their supports.
Replacing 1(x) by 1(ax) and g(x) by g(xb) affects none of the above properties. We can therefore assume, without loss of generality, that 1 t A and 1 t B. Since R has no zero-divisors, it is clear that both A and B must have at least two elements. Let Go be the group generated by A and B. By assumption, there is a homomorphism TJ of Go onto a non-trivial Q-group H, and therefore TJ(A) con- Thus 11 ~ 0, gl ~ 0, 11 * gl = 0.
But TJ(A) and TJ(B) generate H, hence they cannot both reduce to the identity of H, hence either Al is a proper subset of A or Bl is a proper subset of B (or both). This shows that (6.4) in contradiction to the assumed minimal property of the pair 1, g.
