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Ramsey goodness of bounded degree trees
Igor Balla ∗ Alexey Pokrovskiy † Benny Sudakov ‡
Abstract
Given a pair of graphs G and H , the Ramsey number R(G,H) is the smallest N such
that every red-blue coloring of the edges of the complete graph KN contains a red copy of
G or a blue copy of H . If a graph G is connected, it is well known and easy to show that
R(G,H) ≥ (|G| − 1)(χ(H) − 1) + σ(H), where χ(H) is the chromatic number of H and σ(H)
is the size of the smallest color class in a χ(H)-coloring of H . A graph G is called H-good if
R(G,H) = (|G| − 1)(χ(H) − 1) + σ(H). The notion of Ramsey goodness was introduced by
Burr and Erdo˝s in 1983 and has been extensively studied since then.
In this paper we show that if n ≥ Ω(|H | log4 |H |) then every n-vertex bounded degree tree
T is H-good. The dependency between n and |H | is tight up to log factors. This substantially
improves a result of Erdo˝s, Faudree, Rousseau, and Schelp from 1985, who proved that n-vertex
bounded degree trees are H-good when when n ≥ Ω(|H |4).
1 Introduction
For a pair of graphs G and H, the Ramsey number R(G,H) is defined to be the minimum N such
that every red-blue coloring of the edges of the complete graph KN contains a red copy of G or a
blue copy of H. An old theorem of Ramsey states that R(Kn,Kn) is finite and therefore R(G,H) is
well-defined for any G,H. It is sometimes quite difficult to compute the Ramsey number. Indeed,
the inequalities
2n/2 ≤ R(Kn,Kn) ≤ 4
n
were proven by Erdo˝s and Szekeres [11] in 1935, and Erdo˝s [7] in 1947, and there have not been
any improvements to the constant in the exponent for either bound since then.
However, there are graphs for which we can compute the Ramsey number exactly. Erdo˝s [7]
showed that for a path Pn on n vertices, we have R(Pn,Km) = (n−1)(m−1)+1. The lower bound
comes from considering the graph composed of m−1 disjoint red cliques of size n−1, with all edges
between them blue. This lower bound construction was generalized by Burr [2], who observed that
for any connected graph G and any graph H,
R(G,H) ≥ (|G| − 1)(χ(H)− 1) + σ(H). (1)
where χ(H) is the chromatic number of H and σ(H) is the size of the smallest color class in a
χ(H)-coloring of H. To see that eq. (1) holds, consider the graph composed of χ(H) − 1 disjoint
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red cliques of size |G|− 1 and one additional red clique of size σ(H)− 1, with all edges between the
cliques blue. This graph has no red copy of G because every red connected component has size at
most |G| − 1, and it has no blue copy of H because otherwise this copy would be partitioned, via
the red cliques, into χ(H) parts with one part having size σ(H)− 1, contradicting the minimality
of σ(H).
We say that G is H-good when equality holds in eq. (1). The notion of Ramsey goodness was
introduced by Burr and Erdo˝s [3] in 1983, and has been studied extensively since then, see e.g.,
[1, 6, 12, 17, 18] and their references. Note that Erdo˝s’ argument which gives a lower bound on
R(Kn,Kn) can be used to show that if we have relatively dense graphs G,H, then the Ramsey
number is super-polynomial in |G| and hence G is not H-good. Thus we restrict our attention
to sparse and connected G. In 1977, Chva´tal [4] showed that any tree is Km-good. Recently,
Pokrovskiy and Sudakov [19] showed that any path P with |P | ≥ 4|H| is H-good, verifying a
conjecture of Allen, Brightwell, and Skokan [1] in a strong sense.
Since paths are a special case of bounded degree trees, it is natural to consider whether trees
are Ramsey good for all graphs H. In [8] Erdo˝s, Faudree, Rousseau and Schelp ask “What is the
behavior of R(T,K(n, n)) when T has bounded degree?” Erdo˝s, Faudree, Rousseau and Schelp
[8, 9, 10] wrote several papers on this topic. The result in their 1985 paper [9] implies that for any
H, all sufficiently large bounded degree trees T are H-good. Though they do not give an explicit
dependency between |T | and |H|, their proof method can be used to show that any bounded degree
tree T with |T | ≥ Ω(|H|4), is H-good. In this paper, we improve their result as follows.
Theorem 1.1. For all ∆ and k there exists a constant C∆,k such for any tree T with max degree
at most ∆ and any H with χ(H) = k satisfying |T | ≥ C∆,k|H| log
4 |H|, T is H-good.
The dependency between |T | and |H| in the above theorem is tight up to the log |H| factors.
Indeed for |T | ≤ m = |Kkm|/k, no tree T is K
k
m-good for the balanced complete multipartite graph
Kkm. To see this, consider, an edge colouring of a complete graph on (2k − 1)(|T | − 1) + 1 vertices
consisting of 2k − 1 red cliques of size |T | − 1, with all other edges blue. It is easy to check
that this graph has no red T and no blue Kkm showing that R(T,K
k
m) ≥ (2k − 1)(|T | − 1) + 1 >
(k − 1)(|T | − 1) +m.
In the proof of Theorem 1.1, we first consider the case where our tree T has many leaves. In
this case, we are able to obtain the following stronger result.
Theorem 1.2. Let T be a tree with l leaves and maximum degree at most ∆, and let H be a graph
satisfying l ≥ 13∆|H| + 1. Then T is H-good.
Remark 1.3. The condition l ≥ 13∆|H| + 1 can be replaced with l ≥ 13∆m + 1 where m is the
size of the largest color class in a χ(H) coloring of H. Indeed, this is what we actually prove in
Lemma 3.4.
2 Overview
Notation
For a graph G, we let E(G) denote the set of edges of G. We defineKkm to be the complete k-partite
graph with each part having size m, where we let K1m denote the empty graph on m vertices. Also
let Km1,...,mk be the complete multipartite graph with parts of size m1, . . . ,mk. For a graph G
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and vertex x, we let N(x) = NG(x) = {y ∈ G : xy ∈ E(G)} denote the neighborhood of x. We
analogously let dG(x) = |NG(x)| denote the degree of x and ∆(G) denote the maximum degree of a
vertex in G. For any subset S ⊆ G, we define the neighborhood N(S) = NG(S) =
⋃
x∈S NG(x)\S.
Proof outline
We are given a tree T with n vertices and a graph H with χ(H) = k and σ(H) = m1, and we
would like to show that any graph G on (n− 1)(k − 1) +m1 vertices either has a copy of T , or G
c
has a copy of H. Note that as long as k and m1 are fixed, adding more edges to H only makes the
problem more difficult. Indeed, if we let m1 ≤ . . . ≤ mk be the sizes of the parts in a k-coloring of
H, then a graph not containing H also doesn’t contain Km1,...,mk . Because of this we will actually
prove the following slightly stronger version of Theorem 1.1.
Theorem 2.1. For all ∆ and k there exists a constant C∆,k such for any tree T with max degree at
most ∆ and numbers m1 ≤ m2 ≤ · · · ≤ mk with |T | ≥ C∆,kmk log
4mk, the tree T is Km1,m2,...,mk-
good.
Assume that we are given a graph G on (n− 1)(k − 1) +m1 vertices such that G
c has no copy
of Km1,...,mk . To prove Theorem 2.1 we need to show that G has a copy of T . Notice that since G
c
has no copy of Km1,...,mk , we have that G
c has no copy of Kkmk and most of the time we will only
use this weaker assumption.
A bare path in a graph is a path such that all interior vertices have degree 2. It is a well known
result (see eg. Lemma 2.1 in [15]) that a tree either has many leaves or many long bare paths.
Lemma 2.2. For any integers n, r > 2, a tree on n vertices either has at least n/4r leaves or a
collection of at least n/4r vertex disjoint bare paths of length r each.
So we structure our paper into two parts. In section 3, we suppose our tree T has many leaves.
We first describe the case k = 2, i.e. so that H = Km1,m2 is a complete bipartite graph. Then
we observe, as in [19, 20], that a graph whose complement does not contain a complete bipartite
graph has the property that large sets expand. After removing a small number of vertices, we
obtain a graph which is an expander. We then make use of a theorem of Haxell [14] in order to
embed the tree without leaves in our expander, and a generalization of Hall’s theorem to connect
the leaves and complete the embedding. We then proceed by induction on k. In particular, we
prove Theorem 1.2 as a corollary.
In section 4, we consider instead the case where our tree has few leaves, and therefore many
long bare paths by Lemma 2.2. In section 4.1 we consider the case k = 2, and again obtain an
expander as above. We will often need to find disjoint paths of prescribed length between pairs of
vertices, so we make the following definition.
Definition 2.3. For two sets X and W in a graph, we say that (X,W ) is (s, d−, d+)-linked system
if the following holds. Suppose that we have distinct vertices x1, y1, . . . , xs, ys ∈ X, and integers
d1, . . . , ds with d
− ≤ di ≤ d
+ for all i. Then there are disjoint paths P1, . . . , Ps with Pi going from
xi to yi, Pi internally contained in W , and Pi having length di.
We then follow the approach of Montgomery [16], who shows that an expander is a (s, d−, d+)-
linked system for some appropriate choices of s, d−, d+ (Lemma 4.5 and Theorem 4.7.) Thus
we first apply Haxell’s theorem in order to embed the tree with the paths removed and then
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apply Montgomery’s result to find the required bare paths, completing the embedding. We finish
section 4.1 by combining the results for trees with many leaves and few leaves, thereby verifying
Theorem 2.1 for k = 2.
In section 4.2 we consider the case k ≥ 3. We first find k − 1 disjoint subsets in G so that they
are sufficiently large and there are no edges between any 2 parts, and then make each of the parts
an expander by removing a few vertices. Next we look for sufficiently many short (length at most
3) paths between the k − 1 parts and create an auxiliary graph on [k − 1] where there is an edge
between i and j iff there are sufficiently many short paths between parts i and j.
If the auxiliary graph is nonempty, we take any nonempty connected component of it and
consider the subgraph consisting of the parts of our original graph corresponding to that component,
together with the short paths between them. Since each part is an expander and therefore a linked
system by Montgomery [16] and there are many short paths connecting the linked systems, we
can conclude that the whole subgraph is a linked system (Lemma 4.13.) By also considering the
neighborhoods of the parts, we are able to find a copy of our tree with the paths removed, as well
as the forest of those paths. We then use the linked system in order to connect the required paths,
completing the embedding (Lemma 4.11.)
Otherwise if the auxiliary graph is empty, then the neighborhoods of the k − 1 parts in our
original graph are sets that have no edges between them and have size at least .9n, so that our
graph is close to the extremal construction. This case is dealt with separately in Lemma 4.15. By
removing a few vertices from each set, we make each set an expander. Now if there is a vertex
v outside of the sets that has at least ∆ neighbors to at least 2 sets, then because we can find a
vertex that separates the tree into 2 forests with size at most 2n/3, we can apply a generalization
of Haxell’s theorem (Lemma 3.1) to find the 2 forests in those 2 sets with roots being exactly the
neighbors of v, thus finding a copy of T .
Otherwise if all vertices outside the sets have at least ∆ neighbors to at most 1 set, then we
can place them in the set in which they have the most neighbors. This creates a partition of G
into k− 1 parts with the property that no vertex in a part has more than ∆ neighbors to any other
part. Finally, we remove a few vertices from each part to make them expanders. If all the parts
have at most n − 1 vertices, then we must have removed at least m1 vertices, and so we can take
these vertices together with appropriate subsets of size m2, . . . ,mk of the k− 1 parts to get a copy
of Km1,...,mk in G
c, a contradiction. Hence there must be some part with at least n vertices. Since
this part is also an expander and has no copy of K2mk , we can apply the result for k = 2 to obtain
a copy of T .
3 Embedding a tree with many leaves
To deal with the case where where our tree has many leaves, we will need a result of Haxell
[14], which lets us embed a bounded degree tree with prescribed root into a graph with sufficient
expansion. In section 4.2, we will actually need a generalization of this result to forests, so we state
the more general version in the following lemma. For a proof of Lemma 3.1, we refer the reader to
the appendix.
Lemma 3.1. Let ∆,M, t and m be given. Let X = {x1, . . . , xt} be a set of vertices in a graph G.
Suppose that we have rooted trees Tx1 , . . . , Txt satisfying
∑t
i=1 |Txi | ≤M and ∆(Txi) ≤ ∆ for all i.
Suppose that for all S with m ≤ |S| ≤ 2m we have |N(S)| ≥ M + 10∆m, and for S with |S| ≤ m
we have |N(S) \X| ≥ 4∆|S|.
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Then we can find disjoint copies of the trees Tx1 , . . . , Txt in G such that for each i, Txi is rooted
at xi. In addition for all S ⊆ Tx1 ∪ . . . ∪ Txt with |S| ≤ m, we have∣∣N(S) \ (Tx1 ∪ · · · ∪ Txt)∣∣ ≥ ∆|S|.
As a corollary, we can embed a large bounded degree tree into a graph whose complement does
not contain Km1,m2 .
Corollary 3.2. Let ∆,m1,m2 be integers, T be a forest with ∆(T ) ≤ ∆, and G a graph with
|G| ≥ |T | + 13∆m1 + m2 such that G
c does not contain Km1,m2. Then G contains a copy of T .
Additionally, for all S ⊆ T with |S| ≤ m1, we have
|N(S)\T | ≥ ∆|S|.
Proof. Since every forest F is a subgraph of some tree on |F | vertices, without loss of generality
we may suppose that T is a tree.
Since Gc does not contain Km1,m2 , we have that for any S ⊆ G withm1 ≤ |S| ≤ 2m1, |NG(S)| ≥
|G|− 2m1−m2. Now if we choose |X| ≤ m1− 1 maximal so that |NG(X)| ≤ 4∆|X|, then we claim
thatG′ = G\X satisfies that for all S ⊆ G′ with 1 ≤ |S| ≤ m1, |NG′(S)| ≥ 4∆|S|+1. Indeed, for any
S ⊆ G′ with 1 ≤ |S| ≤ m1, if |NG′(S)| ≤ 4∆|S| then |NG(X∪S)| ≤ |NG(X)∪NG(S)| ≤ 4∆|X ∪S|,
so we must have m1 ≤ |X ∪ S| ≤ 2m1 by maximality of X. But then
8∆m1 ≥ 4∆|X ∪ S| ≥ |NG(X ∪ S)| ≥ |G| − 2m1 −m2,
contradicting the assumption of the lemma. For any S ⊂ G′ with m1 ≤ |S| ≤ 2m1 we have
|NG′(S)| ≥ |NG(S)| − |X| ≥ |NG(S)| −m1 ≥ |G| − 3m1 −m2 ≥ |T |+ 10∆m1.
Thus we may apply Lemma 3.1 with the graph G′, m = m1, X = {x} for any vertex x, and the
tree Tx = T , to obtain that G
′ contains a copy of T . Moreover, for all S ⊆ T with |S| ≤ m1, we
have
|NG(S)\T | ≥ |NG′(S)\T | ≥ ∆|S|.
We will also need the following extension of Hall’s theorem.
Lemma 3.3. Given a bipartite graph (A,B) and a function l : A→ N, if |N(S)| ≥
∑
v∈S l(v) for
all S ⊆ A then the graph contains a forest F such that dF (v) = l(v) for all v ∈ A and dF (v) ≤ 1
for all v ∈ B.
We are now ready to prove that a bounded degree tree with sufficiently many leaves is Km1,...,mk -
good.
Lemma 3.4. Let l,∆, k ∈ N and m1 ≤ . . . ≤ mk be given with l ≥ 13∆mk + 1. Then any tree T
with l leaves and ∆(T ) ≤ ∆ is Km1,...,mk good.
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Proof. Let n = |T |. We proceed by induction on k. For k = 1, any graph on m1 vertices trivially
contains K1m1 as a subgraph (since K
1
m is the graph with m vertices and no edges.) Now suppose
k ≥ 2 and let G be a graph with (k−1)(n−1)+m1 vertices such that G
c does not contain Km1,...,mk .
First suppose there exists S ⊆ G with |S| ≥ mk, such that |NG(S)| ≤ n − |S| − 1. Then
|NGc(S)| ≥ (k − 2)(n − 1) +m1 and NGc(S) does not contain a Km1,...,mk−1 , or else we could take
it together with an mk vertex subset of S to get a Km1,...,mk in G
c. Thus we may apply induction
to NGc(S) to conclude that it contains a copy of T .
Otherwise, we have that for all S ⊆ G with |S| ≥ mk, |NG(S)| ≥ n − |S|. For sets S with
|S| = mk, this is equivalent to G
c not containing Kmk ,m′ for m
′ = (k − 2)(n− 1) +m1. Now let T
′
be the subtree of T with all leaves removed and fix x1 ∈ G to be any vertex. Using l ≥ 13∆mk +1
we have
(k − 1)(n − 1) +m1 ≥ n− l + 13∆mk + (k − 2)(n − 1) +m1 = n− l + 13∆mk +m
′.
Combining this with |T ′| = n − l, we can apply Corollary 3.2 to conclude that G contains a copy
of T ′ rooted at x1. Now let P be the vertices of T
′ to which we need to connect leaves in order
to get T , and let l(v) be the number of leaves to attach for each v ∈ P . From the last part of
Corollary 3.2, we have that for any S ⊆ P with |S| ≤ mk,
|NG(S)\T
′| ≥ ∆|S| ≥
∑
v∈S
l(v).
Moreover, for any S ⊆ P with |S| ≥ mk, we have |NG(S)| ≥ n− |S| which implies
|NG(S)\T
′| ≥ |NG(S)| − |T
′\S| = |NG(S)|+ |S| − n+ l ≥ l =
∑
v∈P
l(v) ≥
∑
v∈S
l(v).
Thus we may apply Lemma 3.3 to complete the embedding of T .
Theorem 1.2 now follows immediately.
Proof of Theorem 1.2. Let n = |T |, k = χ(H) andm1 ≤ . . . ≤ mk be the sizes of the color classes in
a k-coloring of H, so that m1 = σ(H). Let G be a graph on (n−1)(k−1)+m1 vertices such that G
c
has no copy of H. Then Gc has no copy of Km1,...,mk , and we have that ℓ ≥ 13∆|H|+1 ≥ 13∆mk+1,
so by Lemma 3.4 G must contain a copy of T .
4 Embedding a tree with few leaves
If a bounded degree tree doesn’t have many leaves, then it has many long bare paths by Lemma 2.2,
so it remains to embed such trees. We will need the following definitions and lemmas of Montgomery
[16]. First we define a notion of expansion into a subset of a graph.
Definition 4.1. For a graph G and a set W ⊆ G, we say G d-expands into W if
1. |N(X) ∩W | ≥ d|X| for all X ⊆ G with 1 ≤ |X| <
⌈
|W |
2d
⌉
.
2. e(X,Y ) > 0 for all disjoint X,Y ⊆ G with |X| = |Y | =
⌈
|W |
2d
⌉
.
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Definition 4.2. We call G an (n, d)-expander if |G| = n and it d-expands into G.
We state some basic properties of expansion.
Lemma 4.3. Let W ⊆ Z ⊆ G and suppose that G d-expands into W .
(i) Z d-expands into W .
(ii) If d ≥ 2 then G d-expands into Z.
(iii) If d > 1 and d/(d− 1) ≤ c ≤ d then G c-expands into W .
Proof. (i) follows directly from the definition.
For (ii), condition 2 follows immediately. For condition 1, let X ⊆ G with 1 ≤ |X| <
⌈
|Z|
2d
⌉
be
given. If |X| <
⌈
|W |
2d
⌉
then we have |N(X)∩Z| ≥ |N(X)∩W | ≥ d|X|. Otherwise if
⌈
|W |
2d
⌉
≤ |X| <⌈
|Z|
2d
⌉
then we know that |Z\(N(X) ∪X)| <
⌈
|W |
2d
⌉
by condition 2 of d-expansion. It follows that
|N(X) ∩ Z| ≥ |Z| − |X| −
|W |
2d
≥ |Z| −
|Z|
2d
−
|W |
2d
≥
|Z|
2
≥ d|X|.
The proof of (iii) is similar to that of (ii). The interesting case to check is when
⌈
|W |
2d
⌉
≤
|X| <
⌈
|W |
2c
⌉
, which implies |W\(N(X) ∪X)| <
⌈
|W |
2d
⌉
by condition 2 of d-expansion. Notice that
d/(d − 1) ≤ c is equivalent to c−1 + d−1 ≤ 1. Combining these gives
|N(X) ∩W | ≥ |W | − |X| −
|W |
2d
≥ |W | −
|W |
2c
−
|W |
2d
≥
|W |
2
≥ c|X|.
We will also need a useful decomposing property of this expansion.
Lemma 4.4 (Lemma 2.3 of Montgomery [16]). There exists n0 such that for k, n ∈ N with n ≥ n0
and k ≤ log n, if we have m1, . . . ,mk ∈ N with m = m1 + . . . +mk and di =
mi
5md ≥ 2 log n, then
for any graph G with n vertices which d-expands into W with |W | = m, we can partition W into k
disjoint sets W1, . . . ,Wk of sizes m1, . . . ,mk respectively, so that G di-expands into Wi.
The following lemma will be crucial for section 4.2. It allows us to simultaneously find many
paths of prescribed lengths between endpoints in an expander graph.
Lemma 4.5 (Lemma 3.2 of Montgomery [16]). Let G be a graph with n vertices, where n is suffi-
ciently large, and let d = 160 log n/ log log n. Suppose r, k1, . . . , kr are integers with 4⌈log n/ log log n⌉ ≤
ki ≤ n/40, for each i, and
∑
i ki ≤ 3|W |/4. Suppose G contains disjoint vertex pairs (xi, yi), 1 ≤
i ≤ r, and let W ⊂ G be disjoint from these vertex pairs.
If G d-expands into W , then we can find disjoint paths Pi, 1 ≤ i ≤ r,with interior vertices in
W , so that each path Pi is an xi, yi-path with length ki.
It will be convenient for us to restate the previous lemma using the definition of a linked system.
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Corollary 4.6. Let n, s ∈ N and c = 160 log n/ log log n. Suppose that G is a graph on n vertices
and W ⊆ G such that n ≥ |W |+2s and G c-expands into W . Then (G\W,W ) is (s, d−, d+)-linked
system, for d− = 4
⌈
logn
log logn
⌉
and d+ = |W |40s .
Proof. This follows immediately from Lemma 4.5 and the definition of (s, d−, d+)-linked system.
Lemma 4.5 shows that if a graph G expands into a setW , then it is possible to cover 3/4 ofW by
disjoint paths of prescribed length. The following theorem shows that, under similar assumptions
to Lemma 4.5, it is possible to cover all of W by such paths.
Theorem 4.7 (Theorem 4.3 of Montgomery [16]). Let n be sufficiently large and let l ∈ N satisfy
l ≥ 103 log2 n and l|n. Let a graph G contain n/l disjoint vertex pairs (xi, yi) and let W =
G\(∪i{xi, yi}). Suppose G d-expands into W , where d = 10
10 log4 n/ log log n. Then we can cover
G with n/l disjoint paths Pi of length l − 1, so that Pi is an xi, yi-path.
Montgomery uses the above theorem to embed a spanning tree with many long bare paths in
an expander. The idea is to first find a copy of the tree with the bare paths removed, and then
apply Theorem 4.7 to find the paths. We will use this theorem for the same purpose in section 4.1.
4.1 The case k = 2
If we have a graph with at least n vertices for which small sets expand and whose complement does
not contain K2m, then we can find an embedding of the tree via Theorem 4.7, as in Montgomery
[16].
Lemma 4.8. Let n,m,∆ ∈ N with n sufficiently large relative to ∆ and let d = 4 · 1012 log
4 n
log logn ,
r = ⌈103 log2 n⌉, such that n ≥ 2(d+ 1)m. Let T be a tree with n vertices, ∆(T ) ≤ ∆, and at least
n/(4r) disjoint bare paths of length r. If G is a graph with n′ vertices such that n′ ≥ n, Gc does
not contain K2m, and for all S ⊂ G with |S| ≤ m, |N(S)| ≥ d|S|, then G contains a copy of T .
Proof. If n′ ≥ n + 13∆m +m then G contains a copy of T by Corollary 3.2. Otherwise we have
n ≤ n′ < n+ 13∆m+m = n(1 + o(1)).
We first note that G is an (n′, d)-expander. Indeed, for any S ⊆ G with 1 ≤ |S| ≤ m we have
|N(S)| ≥ d|S| by assumption. For S ⊆ G with m ≤ |S| < ⌈n′/(2d)⌉, using n′ ≥ 2(d+ 1)m and the
K2m-freeness of G
c we have
|N(S)| ≥ n′ − |S| −m ≥ d|S|,
so the first condition holds. Moreover, since Gc does not have K2m and ⌈n
′/(2d)⌉ ≥ m, the second
condition holds as well.
Now let T ′ be T with the interior vertices of the n/4r bare paths of length r deleted. Then
|T ′| = 3n/4 + n/(4r). Let n1 = n
′ − n/8 and n2 = n/8. Then if we let di =
ni
5n′ d, we can apply
Lemma 4.4 to partition G into G1 and G2 such that |Gi| = ni and G di-expands into Gi. Note that
m = o(n) and hence
n1 = n
′ − n/8 ≥
7n
8
≥
3n
4
+
n
4r
+ 13∆m+m = |T ′|+ 13∆m+m.
Morever, Gc1 has no K
2
m so we conclude by Corollary 3.2 that G1 contains a copy of T
′. Let (xi, yi)
be the disjoint vertex pairs in the copy of T ′ that need to be connected by paths to get T .
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Let G′ be any subgraph of G of size (r + 1)n/4r containing G2 ∪ (
⋃
i {xi, yi}), and let W =
G′ \ (
⋃
i {xi, yi}). Since G2 ⊆W , we may apply Lemma 4.3 (i), (ii) to conclude that G
′ d2-expands
into W . We have
d2 = dn/40n
′ ≥ d/41 ≥ 1010 log4 n/ log log n ≥ 1010 log4 |G′|/ log log |G′|.
By Lemma 4.3 (iii), G′ 1010 log4 |G′|/ log log |G′|-expands into W . Since |G′| ≤ n, we have and
r + 1 ≥ 103 log2 |G′|. Combining these, we can apply Theorem 4.7 with l = r + 1, G = G′, and
d = 1010 log4 |G′|/ log log |G′| to conclude that the pairs (xi, yi) can be connected by disjoint paths
of length r in G′, completing the embedding of T .
Putting Lemma 3.4 and Lemma 4.8 together, we may conclude the case k = 2 for all bounded
degree trees as follows.
Proof of Theorem 2.1 for k = 2. Let d = 4 · 1012 log
4 n
log logn and r = ⌈10
3 log2 n⌉. We can choose C∆,k
such that n is sufficiently large relative to ∆, k and n ≥ (2d + 3)m2. Now let G be a graph
with n + m1 − 1 vertices such that G
c does not contain Km1,m2 . Notice that in particular, G
c
doesn’t contain K2m2 . If T has at least n/4r ≥ 13∆m2 +1 leaves, then by Lemma 3.4 we are done.
Otherwise, by Lemma 2.2 T has at least n/4r disjoint bare paths of length r. Note that since Gc has
no Km1,m2 , we have that for any S ⊆ G with |S| ≥ m1, |N(S)| ≥ n−m2− |S|. Now choose X ⊆ G
with |X| ≤ m1 − 1 maximal so that |N(X)| < d|X| and let G
′ = G\X. Then we claim that for all
S ⊆ G′ with |S| ≤ m1, |NG′(S)| ≥ d|S|. Indeed, otherwise we would have |N(X ∪ S)| < d|X ∪ S|,
so by maximality of X this would imply m1 ≤ |X ∪ S| ≤ 2m1. But then
2dm1 ≥ d|X ∪ S| > |N(X ∪ S)| ≥ n−m2 − |X ∪ S| ≥ n− 2m1 −m2,
a contradiction. For S with m1 ≤ |S| ≤ m2 we have |N(S)| ≥ n − 2m2 ≥ dm2 ≥ d|S|. Since
|X| ≤ m1 − 1, we have |G
′| ≥ n. Thus we may apply Lemma 4.8 to G′ with m = m2 to conclude
that G′ contains a copy of T .
4.2 The case k ≥ 3
We first extend Corollary 3.2 to show that we can embed a large bounded degree tree into a graph
whose complement does not contain Kkm.
Lemma 4.9. Let ∆, k,m ∈ N be given, T a tree with ∆(T ) ≤ ∆, and G a graph with |G| ≥
(k − 1)(|T |+ 13∆m) +m such that Gc does not contain Kkm. Then G contains a copy of T .
Proof. We proceed by induction on k. For k = 1, any graph on m vertices trivially contains K1m.
Now suppose k ≥ 2 and let m′ = (k − 2)(|T |+ 13∆m) +m. If Gc does not contain Km,m′ then by
Corollary 3.2, G contains a copy of T .
Otherwise G contains disjoint A,B with |A| = m, |B| = m′ and no edges between A and B.
Then Bc does not contain a copy of Kk−1m or else taking this copy together with A would give a
copy of Kkm in G
c. But then by induction, B contains a copy of T .
Moreover, for k ≥ 3, we observe that we can embed much larger bounded degree forests than
trees. This makes sense in view of the Burr’s construction showing (1) – it does not have a tree on
n vertices, but it has a forest made of k − 1 trees each of size n− 1.
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Corollary 4.10. Let k,m,∆ ∈ N be given with k ≥ 3, and let Ta, Tb be trees with |Ta| ≤ |Tb| and
∆(Ta),∆(Tb) ≤ ∆. Let G be a graph with G
c not containing Kkm. If
|G| ≥ |Ta|+ (k − 1)(|Tb|+ 13∆m) +m,
then G contains a copy of the forest Ta ∪ Tb.
Proof. We first apply Lemma 4.9 to obtain a copy of Ta in G. Now we let G
′ = G\Ta and apply
Lemma 4.9 to G′ to obtain a copy of Tb in G
′.
The following lemma lets us find a copy of T in a sufficiently large graph which contains a linked
system and whose complement is Kkm-free, but does contain K
k−1
u , for a sufficiently large u. The
idea of the proof is to break up our tree into three parts—two forests Ta, Tb, and a collection of
bare paths joining the forests. Then the forests Ta and Tb are found using Corollary 4.10, while the
bare paths are found using the linked system.
Lemma 4.11. Let n,m, k,∆ ∈ N with k ≥ 3 and n sufficiently large relative to ∆, k and let
d = 4 · 1012 log
4 n
log logn , r = ⌈10
3 log2 n⌉ and y = ⌈log n⌉, such that n ≥ 2(d + 1)m. Let X,W,Z be
disjoint subsets of a graph such that (Z ∪X)c is Kkm-free with |Z| ≥ 0.99(k − 1)n. Let T be a tree
on n vertices with ∆(T ) ≤ ∆, and at least n/4r bare paths of length r. Suppose that Xc contains
Kk−1u for u ≥ 2n/r. Suppose that (X,W ) is a (n/2r, d
−, d+)-linked system for d− ≤ y ≤ d+. Then
Z ∪X ∪W contains a copy of T .
Proof. We first find a subset of Z with appropriate expansion properties.
Claim. There exists Z ′ ⊆ Z with |Z ′| ≥ 0.9(k − 1)n such that |N(S) ∩X| ≥ |S| for any S ⊆ Z ′
with |S| ≤ n/r.
Proof. Let U1, . . . , Uk−1 be the parts of the K
k−1
u in X
c. If there exists S ⊆ Z with |S| ≥ m and
|NGc(S)∩Ui| ≥ m for all i, then we can take subsets of sizem from S,NGc(S)∩U1, . . . , NGc(S)∩Uk−1
to obtain a Kkm in (X ∪ Z)
c, a contradiction. Thus for all S ⊆ Z with n/r ≥ |S| ≥ m, we have
that |NG(S) ∩X| ≥ u−m ≥ n/r ≥ |S| (using m = o(n).)
Now let A ⊂ Z with |A| ≤ m− 1 be maximal such that |NG(A) ∩X| < |A|, and let Z
′ = Z\A.
We claim that for all S ⊆ Z ′ with |S| ≤ m, |NG(S)∩X| ≥ |S|. Indeed, otherwise |NG(A∪S)∩X| <
|A ∪ S|, so we must have m ≤ |A ∪ S| ≤ 2m by maximality of A. But then
2m ≥ |A ∪ S| > |NG(A ∪ S)| ≥ n/r,
a contradiction to n ≥ 2(d+ 1)m.
Now let Ta be a collection of n/4r disjoint paths of length r− 2y− 4, so that |Ta| = n(r− 2y−
3)/(4r) ≤ n/4 and let Tb be T without the interior vertices of the n/4r bare paths of length r, so
that |Tb| = n− n(r− 1)/4r = 3n/4 + n/(4r). Since we can always add edges to Ta and Tb to make
them trees without increasing the maximum degree, and
|Z ′| ≥ 0.9(k − 1)n ≥
n
4
+ (k − 1)
(
3n
4
+
n
4r
+ 13∆m
)
+m,
we may apply Corollary 4.10 to conclude that Z ′ has a copy of Ta and Tb. Let xa, ya ∈ Z
′ for
1 ≤ a ≤ n/2r be the endpoints of those copies so that if we connect xa with ya by disjoint paths
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of length y + 2 for all i, we obtain an embedding of T . By Lemma 3.3 and the claim, there is a
matching from {xa : 1 ≤ a ≤ n/2r} ∪ {ya : 1 ≤ a ≤ n/2r} to some set {x
′
a : 1 ≤ a ≤ n/2r} ∪ {y
′
a :
1 ≤ a ≤ n/2r} contained in X. Since (X,W ) is a (n/2r, d−, d+)-linked system for d− ≤ y ≤ d+,
there are disjoint x′a to y
′
a paths of length y in W as required.
Next we prove two lemmas which help us construct linked systems. Lemma 4.12 lets us combine
2 linked systems into a bigger linked system, provided that there are sufficiently many short paths
between them. In Lemma 4.13, we combine several linked systems with many short paths between
them into a big linked system, by making repeated use of Lemma 4.12.
Lemma 4.12. Suppose that we have sets of vertices X1,X2,W1,W2 with (X1∪W1)∩(X2∪W2) = ∅,
such that (X1,W1) is a (s1, d
−
1 , d
+
1 )-linked system and (X2,W2) is a (s2, d
−
2 , d
+
2 )-linked system.
Suppose that there are disjoint paths P1, . . . , Pt of length ≤ 3 from X1 to X2 internally outside
X1 ∪X2 ∪W1 ∪W2. Then
(
X1 ∪X2,W1 ∪W2 ∪
⋃t
i=1 Pt
)
is a (s, d−, d+)-linked system for d− =
d−1 + d
−
2 + 3, d
+ = min(d+1 , d
+
2 ), and s = min(s1, s2, t/3).
Proof. Let x1, y1, . . . , xs, ys be vertices in X1 ∪ X2 and d1, . . . ds ∈ [d
−, d+] as in the definition of
(s, d−, d+)-linked system. To prove the lemma we need to find disjoint paths Q1, . . . , Qs with Qi
a length di path from xi to yi. Without loss of generality x1, y1, . . . , xs, ys are labeled so that
x1, y1, . . . , xa, ya ∈ X1, xa+1, ya+1, . . . , xb, yb ∈ X2, xb+1, . . . , xs ∈ X1, and yb+1, . . . , ys ∈ X2 for
some a and b.
Since the paths P1, . . . , Pt are disjoint and have only 2 vertices each in X1 ∪ X2, we have
that ≤ 2s of the paths P1, . . . , Pt intersect {x1, . . . , xs, y1, . . . , ys}. Since t ≥ 3s, without loss of
generality, we can suppose that the paths Pb+1, . . . , Ps are disjoint from {x1, . . . , xs, y1, . . . , ys}. For
each i = b + 1, . . . , s, let y′i be the endpoint of Pi in X1, and x
′
i the endpoint of Pi in X2. For
each i = b + 1, . . . , s, let d1i = d
−
1 and d
2
i = di − d
−
1 − |E(Pi)|. Notice that by assumption we
have d−1 + d
−
2 + 3 = d
− ≤ di ≤ d
+ = min(d+1 , d
+
2 ) which combined with |E(Pi)| ≤ 3 implies that
d−1 ≤ d
1
i ≤ d
+
1 and d
−
2 ≤ d
2
i ≤ d
+
2 .
Apply the definition of (X1,W1) being a (s1, d
−
1 , d
+
1 )-linked system in order to find paths
Q1, . . . , Qa, Q
1
b+1, . . . , Q
1
s with Qi a length di path from xi to yi internally contained in W1, and Q
1
i
a length d1i path from xi to y
′
i internally contained inW1. Similarly, apply the definition of (X2,W2)
being a (s2, d
−
2 , d
+
2 )-linked system to find paths Qa+1, . . . , Qb, Q
2
b+1, . . . , Q
2
s with Qi a length di path
from xi to yi internally contained in W2, and Q
2
i a length d
2
i path from x
′
i to yi internally contained
in W2. For i = b+1, . . . , s, let Qi = Q
1
i +Pi+Q
2
i to get a length di = d
1
i + d
2
i + |E(Pi)| path going
from xi to yi. Now the paths Q1, . . . , Qs are paths from x1, . . . , xs to y1, . . . , ys internally contained
in W1 ∪W2 ∪
⋃t
i=1 Pt as in the definition of (s, d
−, d+)-linked system.
Lemma 4.13. Let G be a graph and k, s, d−, d+ ∈ N. For i = 1, . . . , k suppose that we have a
(s, d−, d+)-linked system (Xi,Wi) with (Xi ∪Wi) ∩ (Xj ∪Wj) = ∅ for i 6= j. Suppose that we have
a connected graph F with vertex set {1, . . . , k} such that for all uv ∈ E(F ) there is a family Puv of
t disjoint paths of length ≤ 3 from Xu to Xv internally outside
⋃k
i=1Xi ∪Wi with t ≥ 15ks. Then
(X,W ) is a (s, k(d−+3), d+)-linked system for X = X1∪· · ·∪Xk and W =W1∪· · ·∪Wk∪
⋃
e∈H Pe.
Proof. Without loss of generality we can suppose that F is a tree with edges e2, . . . , ek, and that
the vertices of F are ordered so that for each i, the edge ei goes from vertex i to some vertex in
{1, . . . , i−1}. Notice that this ensures that the induced subgraph F [{1, . . . , i}] is a tree for every i.
For all ei ∈ E(F ), choose a subfamily P
′
ei ⊆ Pei with |P
′
ei | = 3s such that the paths in
P ′ei are disjoint from those in P
′
ej for i 6= j. This is done by choosing the paths in P
′
ei one by
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one for each i always choosing them to be disjoint from
⋃i−1
j=2
⋃
P∈P ′ej
P . This is possible since
|
⋃i−1
j=2
⋃
P∈P ′ej
P | ≤ 12is (using the fact that the paths in all Pej have length ≤ 3), and since there
are t ≥ 15ks > 12is + 3s paths in Pei which are all disjoint.
We will use induction on i to prove that “(X1 ∪ · · · ∪ Xi, W1 ∪ · · · ∪ Wi ∪
⋃i
j=2P
′
ej ) is a
(s, i(d−+3), d+)-linked system.” The initial case “i = 1” follows from (X1,W1) being a (s, d
−, d+)-
linked system. Suppose that i ≥ 2, and (X ′,W ′) is a (s, (i − 1)(d− + 3), d+)-linked system for
X ′ = X1 ∪ · · · ∪Xi−1 and W
′ =W1 ∪ · · · ∪Wi−1 ∪
⋃i−1
j=2P
′
ej .
By construction of P ′ei and the initial assumption that paths in Pei are internally disjoint from⋃k
j=1Xj ∪Wj we have that paths in P
′
ei are internally disjoint from X
′ ∪W ′ and Xi ∪Wi. From
the lemma’s assumptions, for a < b we have (Xa ∪Wa) ∩ (Xb ∪Wb) = ∅ and we know that paths
in Pea are disjoint from Xb ∪Wb. These imply (X
′ ∪W ′) ∩ (Xi ∪Wi) = ∅. Also, since ei ∈ E(F ),
we have that every path in P ′ei goes from X
′ to Xi and has length ≤ 3. By Lemma 4.12, we have
that (X ′ ∪Xi,W
′ ∪Wi∪
⋃i
j=1P
′
ej) is a (min(s, |P
′
ei |/3), (i− 1)(d
− +3)+ d−+3, d+)-linked system.
Since |P ′ei |/3 = s, this completes the induction step.
We will need the well known folklore result that every tree T can be separated into two parts
of size ≤ 2|T |/3 with one vertex (see e.g. [5], Corollary 2.1.)
Lemma 4.14. The vertices of any tree T can be partitioned into a vertex u and two disjoint sets
Ta and Tb such that |Ta|, |Tb| ≤ 2n/3 and there are no edges between Ta and Tb.
The following lemma shows that if we have a 2-edge-coloured complete graph on (k − 1)(n −
1) +m1 vertices whose colouring is close to Burr’s extremal construction, then it either contains a
red copy of T or a blue copy of Km1,...,mk
Lemma 4.15. Suppose that we have numbers n, k,∆,m1, . . . ,mk ∈ N with k ≥ 3, m1 ≤ m2 ≤
. . . ≤ mk, n large enough relative to ∆, k and n ≥ 2(d+ 1)mk where d = 4 · 10
12 log
4 n
log logn .
Let T be a tree with |T | = n and ∆(T ) ≤ ∆. Let G be a graph with (k− 1)(n− 1) +m1 vertices
that has disjoint vertex sets H1, . . . ,Hk−1 with |Hi| ≥ 0.9n, such that there are no edges between
Hi and Hj for all i 6= j. If G
c has no Km1,...,mk , then G contains a copy of T .
Proof. Fix m = mk and r = ⌈10
3 log2 n⌉. Notice that we have n ≥ 2(d+1)m and Gc has no Kkm. If
T has ≥ n/4r leaves, then since n/4r ≥ 13∆|Km1,...,mk |+1 we are done by Theorem 1.2. Therefore,
by Lemma 2.2, we may assume that T has at least n/4r bare paths of length r.
We first need the following claim.
Claim. There exist H ′i ⊆ Hi with |H
′
i| ≥ 0.8n such that for all S ⊆ H
′
i with |S| ≤ m, we have
|NH′i(S)| ≥ 5∆|S| and for all S ⊆ H
′
i with m ≤ |S| ≤ 2m, we have |NH′i(S)| ≥ 2n/3 + 10∆m.
Proof. First observe that for each i, Hci has no copy of K
2
m, or else we could take such a copy
together with m vertices from each Hj : j 6= i, to obtain a K
k
m in G
c, a contradiction. Thus for any
S ⊆ Hi with m ≤ |S| ≤ 2m we have |NHi(S)| ≥ |Hi| − |S| −m ≥ |Hi| − 3m ≥ 0.8n.
Now for each i, choose a maximal Xi ⊆ Hi with |Xi| ≤ m − 1 such that |NHi(Xi)| < 5∆|Xi|,
and let H ′i = Hi\Xi. Notice that we have |H
′
i| ≥ |Hi| −m ≥ 0.8n as required by the claim. Using
n ≥ 2(d + 1)m and the fact that n is sufficiently large relative to ∆, we have that for any S ⊆ H ′i
with m ≤ |S| ≤ 2m
|NH′
i
(S)| ≥ |NHi(S)| −m ≥ 0.8n −m ≥
2
3
n+ 10∆m.
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Finally, suppose for sake of contradiction that there exists S ⊆ H ′i with |S| ≤ m such that
|NH′
i
(S)| < 5∆|S|. Then we have |NHi(Xi ∪ S)| < 5∆|Xi ∪ S| so that m ≤ |Xi ∪ S| ≤ 2m by
maximality of Xi and hence
10∆m ≥ 5∆|Xi ∪ S| > |NHi(Xi ∪ S)| ≥ 0.8n,
a contradiction to n ≥ 2(d+ 1)m and n being sufficiently large relative to ∆.
Let Z = G\
⋃k−1
i=1 H
′
i. Suppose there exists v ∈ Z and a 6= b such that dH′a(v), dH′b(v) ≥ ∆.
Apply Lemma 4.14 to T in order to get a vertex u and two forests Ta and Tb with no edges between
them and |Ta|, |Tb| ≤ 2n/3. We think of the trees in the forests Ta and Tb as being rooted at the
neighbours of u. Let ta, tb ≤ ∆ be the number of neighbors of u in Ta and Tb respectively. Now
choose Xa ⊆ H
′
a ∩N(v) so that |Xa| = ta and Xb ⊆ H
′
b ∩N(v) so that |Xb| = b. We observe that
for i ∈ {a, b}, for all S ⊆ H ′i with 1 ≤ |S| ≤ m, we have
|NH′i(S)\Xi| ≥ |NH′i(S)| − |Xi| ≥ 5∆|S| − ti ≥ 4∆|S|. (2)
Because of the claim and (2), H ′a satisfies the assumptions of Lemma 3.1 with G = Ha, M = 2n/3,
t = ta, X = Xa, and {Tx1 , . . . , Txt} the collection of trees in the forest Ta. Therefore we can apply
Lemma 3.1 to Ha in order to find a copy of Ta with its trees rooted in Xa. By the same argument,
Hb has a copy of Tb with its trees rooted in Xb. These copies of Ta and Tb together with the vertex
v give a copy of T in G, so we are done.
Otherwise, for all v ∈ Z there exists iv such that for all j 6= iv, dH′
j
(v) < ∆. We partition
G into k − 1 parts via Gi = H
′
i ∪ {v ∈ Z : iv = i}. Observe that for any i 6= j and S ⊆ Gi,
we have |N(S) ∩ H ′j| < ∆|S|. We claim that therefore G
c
i has no K
2
m. Indeed suppose without
loss of generality that S1 was a copy of K
2
m in G
c
1. Then for j = 2, . . . , k − 1, observing that
|H ′j\N(S1)| ≥ |H
′
j| − |N(S) ∩H
′
j| ≥ 0.8n − 2∆m ≥ m, we can choose a set Sj ⊆ H
′
j\N(S1) of size
m. Then
⋃k−1
i=1 Si is a copy of K
k
m in G
c, a contradiction.
Now fix i and observe that since Gci has no K
2
m, we have that for any S ⊆ Gi with |S| ≥ m,
|NGi(S)| ≥ |Gi|−|S|−m. Now choose Zi ⊆ Gi with |Zi| ≤ m−1 maximal so that |NGi(Zi)| < d|Zi|
and let G′i = Gi\Zi. Then we claim that for all S ⊆ G
′
i with |S| ≤ m, |NG′i(S)| ≥ d|S|. Indeed,
otherwise we would have |NGi(Zi ∪ S)| < d|Zi ∪ S|, so by maximality of X this would imply
m ≤ |Zi ∪ S| ≤ 2m. But then
2dm ≥ d|Zi ∪ S| > |N(Zi ∪ S)| ≥ n− |Zi ∪ S| −m ≥ n− 3m,
a contradiction.
Now let n′i = |G
′
i|. If for some i, n
′
i ≥ n then we can apply Lemma 4.8 to conclude that
G′i has a copy of T . Otherwise we have that n
′
i ≤ n − 1 for all i ∈ [k − 1], and therefore using
|G| = (n− 1)(k − 1) +m1 we conclude
∑k−1
i=1 |Zi| ≥ m1. For each j = 1, . . . , k − 1, we observe that∣∣∣∣∣N
(
k−1⋃
i=1
Zi
)
∩H ′j
∣∣∣∣∣ ≤ |N(Zj) ∩H ′j|+
∑
i 6=j
|N(Zi) ∩H
′
j| ≤ dm+ k∆m,
and hence ∣∣∣∣∣H ′j\N
(
k−1⋃
i=1
Zi
)∣∣∣∣∣ ≥ 0.8n − k∆m− dm ≥ m.
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Thus for each j = 1, . . . , k − 1 we can choose a set Sj ⊆ H
′
j\N
(⋃k−1
i=1 Zi
)
of size mj+1 ≤ m. But
then by taking a subset X ⊆
⋃k−1
i=1 Zi of size m1, we obtain that X ∪
⋃k−1
i=1 Si is a copy of Km1,...,mk
in Gc, a contradiction.
We can now complete the case k ≥ 3 by using either Lemma 4.11 or Lemma 4.15.
Proof of Theorem 2.1 for k ≥ 3. Fix m = mk, d = 4 · 10
12 log
4 n
log logn , r = ⌈10
3 log2 n⌉ and y = ⌈log n⌉.
We can choose C∆,k such that n is sufficiently large relative to ∆, k and n ≥ 2(d + 1)m. Let G be
a graph with (k − 1)(n − 1) +m1 vertices such that G
c has no copy of Km1,...,mk . Notice that in
particular Gc has no Kkm. If T has at least n/4r ≥ 13∆m + 1 leaves, then by Lemma 3.4 we are
done. Otherwise, by Lemma 2.2 T has at least n/4r disjoint bare paths of length r.
Claim. There are disjoint sets Q′1, . . . , Q
′
k−1 of size ∈ [22yn/r, 23yn/r], and W
′
1, . . . ,W
′
k−1 of size
∈ [20yn/r, 21yn/r] such that for all i, W ′i ⊆ Q
′
i, Q
′
i y-expands into W
′
i , and there are no edges
between Q′i and Q
′
j for i 6= j.
Proof. Let q = 23yn/r and w = 21yn/r. Since n is sufficiently large relative to k,∆ and r =
⌈103 log2 n⌉ we have (n−1)(k−1)+m1 ≥ (k−2)(n+13∆q)+q. Therefore we can apply Lemma 4.9
to conclude that either G contains a copy of T so that we are done, or else there exists a copy of
Kk−1q in G
c. Label the parts of Kk−1q by Q1, . . . , Qk−1. Observe that clearly Q
c
i has no copy of K
2
m.
For each i, let Wi ⊆ Qi be a set of size w. Now choose Xi ⊆ Qi with |Xi| ≤ m− 1 maximal so that
|NQi(Xi) ∩Wi| < y|Xi| and let Q
′
i = Qi\Xi, and W
′
i =Wi\Xi. We claim that for all S ⊆ Q
′
i with
|S| ≤ m, |NQ′i(S) ∩W
′
i | ≥ y|S|. Indeed, otherwise we would have |NQi(Xi ∪ S) ∩Wi| < y|Xi ∪ S|
so that m ≤ |Xi ∪ S| ≤ 2m by maximality of Xi. But then since Q
c
i has no K
2
m,
2ym ≥ y|Xi ∪ S| > |NQi(Xi ∪ S) ∩Wi| ≥ w − |Xi ∪ S| −m ≥ w − 3m,
a contradiction to n ≥ 2(d+ 1)m. Note that since m ≤ yn/r, we have |Q′i| ≥ q −m ≥ 22yn/r and
|W ′i | ≥ w −m ≥ 20yn/r. We further conclude that Q
′
i y-expands into W
′
i . Indeed, since Q
′c
i does
not have K2m we have that for any S ⊆ Q
′
i with m ≤ |S| <
⌈
w
2y
⌉
,
|NQ′i(S) ∩W
′
i | ≥ |W
′
i | − |S| −m ≥ w − 2m−
w
2y
≥
w
2
≥ y|S|,
so the first condition holds. Moreover, since Q′ci does not have K
2
m and ⌈w/2y⌉ ≥ m, the second
condition holds as well.
Now let Mi = Q
′
i \W
′
i and note that yn/r ≤ |Mi| ≤ 3yn/r. For i 6= j, fix a maximal family Pi,j
of ≤ 8kn/r vertex-disjoint paths of length ≤ 3 from Mi to Mj internally outside R1 =
⋃k−1
i=1 Q
′
i.
Let F be an auxiliary graph on [k−1] with ij an edge whenever |Pi,j | = 8kn/r. Let R2 =
⋃
i 6=j Pi,j
and R = R1 ∪ R2. Note that |R1| ≤ 23kyn/r and |R2| ≤ 8k
3n/r so that |R| ≤ 24kyn/r (since
y ≥ 8k2 as a consequence of n being sufficeintly large relative to k.) Now let M ′i =Mi\R2 and note
that |M ′i | ≤ |Mi| ≤ 3yn/r and
|M ′i | ≥ |Mi| − |R2| ≥ yn/r − 8k
3n/r ≥ 2n/r ≥ m.
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Note that |Q′i| ≤ 23yn/r, so 160 log |Q
′
i|/ log log |Q
′
i| ≤ log n ≤ y and hence by Lemma 4.3 (iii),
we have that Q′i 160 log |Q
′
i|/ log log |Q
′
i|-expands into W
′
i . Moreover
|Q′i| ≥ 22
yn
r
≥ 21
yn
r
+
n
r
≥ |W ′i |+ 2
n
2r
,
so we may apply Corollary 4.6 with s = n/2r. Since
y ≤
|W ′i |
40(n/2r)
and 4
⌈
log |Q′i|
log log |Q′i|
⌉
≤ 4
⌈
log n
log log n
⌉
≤
y
k
− 3,
we conclude that (Mi,W
′
i ) is a (n/2r, y/k − 3, y)-linked system and hence so is (M
′
i ,W
′
i ). We now
consider two cases depending on whether F is empty or not.
Case 1: Suppose that F is not empty. Let F ′ be the largest connected component of F and
let k′ = |F ′|+ 1. Since F is not empty we have k′ ≥ 3. Let G′ = G\
⋃
i∈F ′ (M
′
i ∪N(M
′
i)).
Case 1.1: Suppose that |G′| ≥ (k − k′)(n + 13∆m) +m. Then G′c has no Kk−k
′+1
m or else we
could take it together with subsets of M ′i : i ∈ F
′ of size m to obtain a Kkm in G
c, a contradiction.
But then G′ contains a copy of T by Lemma 4.9.
Case 1.2: Suppose that |G′| < (k − k′)(n+ 13∆m) +m. Then since m = o(n), we have∣∣∣∣∣
⋃
i∈F ′
M ′i ∪N(M
′
i)
∣∣∣∣∣ > (k − 1)(n− 1) +m1 − (k − k′)(n+ 13∆m)−m = (k′ − 1)(n − 1)(1 − o(1)).
So if we let Z =
⋃
i∈F ′ N(M
′
i)\R, we obtain
|Z| ≥
∣∣∣∣∣
⋃
i∈F ′
N(M ′i)
∣∣∣∣∣− |R| ≥
∣∣∣∣∣
⋃
i∈F ′
M ′i ∪N(M
′
i)
∣∣∣∣∣−
∣∣∣∣∣
⋃
i∈F ′
M ′i
∣∣∣∣∣− |R|
≥ (k′ − 1)(n − 1)(1 − o(1)) − 3
kyn
r
− 24
kyn
r
≥ 0.99(k′ − 1)n.
Moreover, if we let X =
⋃
i∈F ′ M
′
i then we claim (Z ∪ X)
c has no Kk
′
m . Indeed, since ij /∈ E(F )
for any i ∈ F ′, j /∈ F ′, we could take subsets of M ′i : i /∈ F
′ of size m, together with a copy of
Kk
′
m in (Z ∪ X)
c to obtain a copy of Kkm in G. Since F
′ is connected, Lemma 4.13 applied with
d− = y/k − 3, d+ = y, s = n/2r, and k = k′ implies that (X,W ) is a (n/2r, y, y)-linked system for
W = R2 ∪
⋃
i∈F ′ W
′
i . Thus we may apply Lemma 4.11 to conclude that G contains a copy of T .
Case 2: Suppose that F is empty. Note that if ij /∈ E(F ) then we must have no edges between
M ′i ∪ (N(M
′
i)\R) and M
′
j ∪ (N(M
′
j)\R) by the maximality of the family of paths Pi,j . Thus if we
define Hi = N(M
′
i)\R, then H1, . . . ,Hk−1 are disjoint and there are no edges between Hi and Hj,
for all i 6= j. Fix some i ∈ {1, . . . , k − 1}. Since |M ′i | ≥ m, we have that (G\(N(M
′
i ) ∪M
′
i))
c does
not contain Kk−1m or else we could take it together with a subset of M
′
i of size m to obtain a K
k
m in
Gc, a contradiction. Thus if |G\(N(M ′i ) ∪M
′
i)| ≥ (k − 2)(n + 13∆m) +m, then G\(N(M
′
i ) ∪M
′
i)
has a copy of T by Lemma 4.9, so we are done. Otherwise we have
|N(M ′i)∪M
′
i | ≥ (n−1)(k−1)+m1−((k−2)(n+13∆m)+m = n−(k−2)(13∆m+1)+m1−m = n(1−o(1)),
so that |N(M ′i)| ≥ n(1− o(1)) − 3yn/r = n(1− o(1)) and hence
|Hi| ≥ |N(M
′
i)| − |R| ≥ n(1− o(1)) − 24kyn/r ≥ 0.9n.
This holds for all i, so we can apply Lemma 4.15 to conclude that G contains a copy of T .
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5 Concluding Remarks
In this paper we determined the range in which bounded degree trees are H-good, up to logarithmic
factors. However, we conjecture that these factors can be removed to obtain the following.
Conjecture 5.1. For all ∆ and k there exists a constant C∆,k such for any tree T with max degree
at most ∆ and any H with χ(H) = k satisfying |T | ≥ C∆,k|H|, T is H-good.
Pokrovskiy and Sudakov [19] showed that 5.1 holds for paths, and our Theorem 1.2 shows that
5.1 holds for trees with linearly (in |H|) many leaves.
Finally, we note that 5.1 is best possible up to a constant factor. Indeed, consider the graph
consisting of 2k − 1 red cliques of size n − 1, with all other edges blue. It clearly has no red
tree T on n vertices and if m = n, then it is not hard to see that it has no copy of Kkm. Thus
R(T,Kkm) ≥ (2k − 1)(n − 1) + 1 > (k − 1)(n − 1) +m, so that T is not K
k
m-good.
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Appendix
Our goal will be to prove Lemma 3.1. This is a generalization of Haxell’s theorem [14], and the
proof follows the method of Friedman and Pippenger [13]. The idea is to prove a stronger statement
from which Lemma 3.1 will follow as a corollary. For this, we will also need a slightly different
definition of neighborhood. For a vertex x in a graph G, let Γ(x) = N(x) be the neighborhood of x
and for a set of vertices S in G, define Γ(S) =
⋃
x∈S Γ(x). Also, for a tree T rooted at v, we define
droot(T ) = dT (v).
Lemma 5.2. Let ∆,M, t and m be given. Let X = {x1, . . . , xt} be a set of vertices in a graph G.
Suppose that we have rooted trees Tx1 , . . . , Txt satisfying
∑t
i=1 |Txi | ≤ M and ∆(Txi) ≤ ∆ for all
i. Suppose that for all S with m ≤ |S| ≤ 2m we have |Γ(S)| ≥M +10∆m, and for S with |S| ≤ m
we have
|Γ(S) \X| ≥ 4∆|S \X|+
∑
x∈S∩X
(
droot
(
Tx
)
+∆
)
. (3)
Then we find disjoint copies of the trees Tx1 , . . . , Txt in G such that for each i, Txi is rooted at xi.
In addition for all S ⊆ G with |S| ≤ m, we have∣∣Γ(S) \ (Tx1 ∪ · · · ∪ Txt)∣∣ ≥ ∆|S|. (4)
Proof. The proof is by induction on
∑t
i=1 e(Txi). The initial case is when each tree is just a single
vertex which holds by embedding Txi to xi. Then (4) holds as a consequence of (3). Now suppose
that the lemma holds for all families of trees with
∑t
i=1 e(Txi) < e and we have a family with∑t
i=1 e(Txi) = e > 0. Without loss of generality, we may assume that e(Tx1) ≥ 1. Let r be the
root of Tx1 and c one of its children. For every v ∈ Γ(x1) we define a set X
v = X ∪ {v} and a
corresponding family of rooted trees {T vx : x ∈ X
v} as follows. Let T vx1 be the subtree of Tx1 rooted
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at r formed by deleting c and its children. Let T vv be the subtree of Tx1 rooted at c formed by c
and its children. For all x ∈ Xv − x1 − v, let T
v
x = Tx.
Suppose that there is a vertex v ∈ Γ(x1) \X such that the set X
v together with the family of
trees {T vx : x ∈ X
v} satisfy the following for every C ⊆ G with |C| ≤ m.
|Γ(C) \Xv | ≥ 4∆|C \Xv|+
∑
x∈C∩Xv
(
droot
(
T vx
)
+∆
)
.
Then, by induction we have an embedding of T vx1 , . . . , T
v
xt , T
v
v into G which satisfies (4). By adding
the edge x1v, we can join the trees T
v
x1 and T
v
v in order to obtain a copy of Tx1 rooted at x1. This
gives an embedding of Tx1 , . . . , Txt into G which satisfies (4).
Otherwise, for every v ∈ Γ(x1)\X, there is a set Cv with |Cv | ≤ m and
|Γ(Cv) \X
v| ≤ 4∆|Cv \X
v|+
∑
x∈Cv∩Xv
(
droot
(
T vx
)
+∆
)
− 1. (5)
Notice that taking S = {x1}, (3) implies that x1 has at least one neighbour outside of X. Define a
set of vertices S to be critical if it has order ≤ m and equality holds in (3).
Claim. For every v ∈ Γ(x1)\X, the set Cv is critical, and also v ∈ Γ(Cv) and x1 6∈ Cv.
Proof. Notice that the following hold.
|Γ(Cv) \X| − 1 ≤ |Γ(Cv) \X
v|, (6)
4∆|Cv \X
v|+
∑
x∈Cv∩Xv
(
droot
(
T v(x)
)
+∆
)
≤ 4∆|Cv \X|+
∑
x∈Cv∩X
(
droot
(
T (x)
)
+∆
)
. (7)
Adding (5), (6), (7), and (3) applied with S = Cv gives “0 ≤ 0” which implies that equality holds
in each of these inequalities. In particular equality holds in (3), which implies that Cv is critical.
For equality in (6) to hold, we must have v ∈ Γ(Cv). For equality in (7) to hold, we must have
x1 6∈ Cv (since droot
(
T vx1
)
= droot
(
Tx1
)
− 1.)
We remark that the above proof also gives v 6∈ Cv, although this will not be needed in the proof.
We’ll also need the following claim.
Claim. For two critical sets S and T , the union S ∪ T is critical.
Proof. First we show that the reverse of the inequality (3) holds for S ∪ T . We have the following
|Γ(S) \X| = 4∆|S \X|+
∑
x∈S∩X
(
droot
(
T (x)
)
+∆
)
. (8)
|Γ(T ) \X| = 4∆|T \X|+
∑
x∈T∩X
(
droot
(
T (x)
)
+∆
)
. (9)
|Γ(S ∩ T ) \X| ≥ 4∆|S ∩ T \X|+
∑
x∈S∩T∩X
(
droot
(
T (x)
)
+∆
)
. (10)
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Equations (8) and (9) come from S and T being critical, whereas (10) is just (3) applied to S ∩ T
(which is smaller than m since S is critical.) Also, note that by inclusion-exclusion, we have
|S ∪ T \X| = |S \X|+ |T \X| − |S ∩ T \X|, (11)∑
x∈(S∪T )∩X
(
droot
(
T (x)
)
+∆
)
=
∑
x∈S∩X
(
droot
(
T (x)
)
+∆
)
+
∑
x∈T∩X
(
droot
(
T (x)
)
+∆
)
−
∑
x∈S∩T∩X
(
droot
(
T (x)
)
+∆
)
.
(12)
Moreover, we observe that
|Γ(S ∪ T )\X| = |(Γ(S) ∪ Γ(T ))\X|,
|Γ(S ∩ T )\X| ≤ |(Γ(S) ∩ Γ(T ))\X|,
which together with inclusion-exclusion implies
|Γ(S ∪ T )\X| ≤ |Γ(S)\X| + |Γ(T )\X| − |Γ(S ∩ T )\X|. (13)
Plugging (8), (9), and (10) into (13), and then using (11) and (12) gives
|Γ(S ∪ T ) \X| ≤ 4∆|S ∪ T \X|+
∑
x∈(S∪T )∩X
(
droot
(
T (x)
)
+∆
)
. (14)
Since both S and T are critical we have |S ∪ T | ≤ 2m, which together with (14) implies that
|Γ(S ∪ T )| ≤ |X| + |Γ(S ∪ T ) \X| ≤ |X| + 8∆m < M + 10∆m. By the assumption of the lemma
we have |S ∪ T | ≤ m. Therefore (3) holds for the set S ∪ T which together with (14) implies that
S ∪ T is critical.
Let C =
⋃
v∈Γ(x1)\X
Cv. By the two claims, we have that C is critical. Since from the first
claim Γ(x1)\X ⊆ Γ(C) and x1 6∈ C, we have that
|Γ(C ∪ {x1}) \X| = |Γ(C) \X|
= 4∆|C \X|+
∑
x∈C∩X
(
droot
(
T (x)
)
+∆
)
< 4∆|C \X|+
∑
x∈C∩X
(
droot
(
T (x)
)
+∆
)
+ droot(T (x1)) + ∆
= 4∆|(C ∪ {x1}) \X|+
∑
x∈(C∪{x1})∩X
(
droot
(
T (x)
)
+∆
)
.
By (3) we have that |C∪{x1}| > m, which combined with C being critical means that |C∪{x1}| =
m+1. But then |Γ(C ∪{x1})| ≤ |X|+ |Γ(C ∪ {x1}) \X| ≤ |X|+8∆m contradicts the assumption
of the lemma that |Γ(C ∪ {x1})| ≥M + 10∆m.
Proof of Lemma 3.1. Note that since |Γ(S)| ≥ |N(S)| and
∑
x∈S∩X (droot(Tx) + ∆) ≤ 4∆|S ∩ X|
for all S, we may apply Lemma 5.2 to obtain copies of Tx1 , . . . , Txt rooted at x1, . . . , xt respectively
so that (4) holds for all S with |S| ≤ m. In particular, if S ⊆ Tx1 ∪ . . . ∪ Txt and |S| ≤ m then
|N(S)\ (Tx1 ∪ . . . ∪ Txt)| = |Γ(S)\ (Tx1 ∪ . . . ∪ Txt)| ≥ ∆|S|.
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