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GENERAL INTRODUCTION 
The structure of the boundary layer during stable and unstable 
conditions has been recognized to be of importance in describing 
pollutant plume movements over complex terrain. Terrain inhomogeneities 
introduce horizontal variations in temperature, especially near the 
surface, that cause changes in the dynamics of the boundary layer. 
Pollutant plumes that exist over complex terrain will respond to these 
dynamic changes. Depending on the nature of the underlying terrain and 
the atmospheric stability, certain geographical regions may be exposed to 
greater pollutant concentrations than others. It is of vital importance 
to understand how the boundary-layer structure over complex terrain 
affects this process. Many studies, both field and numerical, have been 
conducted over the past fifteen years and have dealt with examining 
atmospheric mean quantities over complex terrain. The importance of the 
turbulence structure of the boundary layer over complex terrain has been 
emphasized more recently. The complete description of plume movement and 
dispersion over complex terrain is not possible without an understanding 
of turbulence processes. This is the motivation for the present 
numerical study . 
Numerical Model Development 
The numerical model used in this study for examining turbulence 
characteristics over a two-dimensional terrain feature was developed from 
the theoretical work of Mellor (1973) and Mellor and Yamada (1974, 1982). 
Mellor (1973) used the hypotheses of Kolmogoroff (1942), Prandtl and 
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Wieghardt (1945), and Rotta (1951) to derive the full mean Reynolds 
stress model equations. This set of equations is comprised of ten 
partial differential equations for the turbulence moments, as well as the 
equations for temperature and the mean velocity components. Mellor and 
Yamada (1974) took the set of Reynolds stress equations and 
systematically simplified them according to the degree of turbulence 
anisotropy allowed. A four-level hierarchy of turbulence closure was 
developed from this simplification, with level four being the most 
complicated. The simplification procedure involved the parameterization 
of Reynolds stresses and turbulent kinetic energy components through the 
use of a nondimensional departure from isotropy factor. Each level of 
the hierarchy is obtained by making assumptions about the magnitudes of 
the anisotropy factor and the advection and diffusion terms. Level three 
of the hierarchy is used in this numerical study. This level is 
comprised of prognostic equations for the total turbulent kinetic energy, 
virtual potential temperature variance, and covariance of specific 
humidity and virtual potential temperature. All other turbulent 
quantities are determined diagnostically. 
Level three of the turbulence hierarchy has been used by Dobosy 
(1979) for examining pollutant dispersion over the shoreline of a large 
body of water. Heilman (1984) modified the model of Dobosy (1979) to 
include canopy and slope effects for the purpose of investigating 
nocturnal drainage flows over simple slopes covered with vegetation. 
This one-dimensional numerical model provided the framework for the model 
used in this study. In order to make the model more applicable to 
realistic terrain and drainage-flow conditions (Manins and Sawford, 
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1979b), it was expanded to two dimensions. An alternating-direction-
implicit numerical scheme was incorporated for solving the governing 
equations. Improvements on the one-dimensional model also include the 
introduction of a prognostic equation for the turbulent length scale 
(Yamada, 1981), and the inclusion of canopy effects on the Reynolds 
stresses and derived turbulent diffusivities. 
The second-order turbulence closure model was used to investigate 
the turbulence characteristics over a two-dimensional asymmetric mountain 
during two different atmospheric conditions. The first condition 
involves radiational cooling of the ground surface, resulting in the 
development of drainage flows over the mountain slopes. The second 
condition involves early morning heating of the ground surface, resulting 
in the erosion of the surface-based inversion and the development of a 
convective boundary layer. 
Stable Boundary Layer Over Complex Terrain 
The first paper of this study addresses the boundary-layer features 
over Rattlesnake Mountain, a two-dimensional asymmetric mountain, during 
stable conditions. Terrain irregularities during such conditions produce 
horizontal variations in temperature near the surface due to radiational 
cooling processes. Drainage flows may develop in response to the 
created horizontal perturbation-pressure gradients. 
The structure of slope flows has been examined by numerous 
investigators . One of the earliest attempts to describe nocturnal slope 
flow was done by Prandtl (1942). He simplified the horizontal momentum 
equation and solved it analytically for the flow over an inclined surface 
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during stable conditions. Defant (1951) extended the theory of Prandtl 
(1942) to predict diurnal variations of slope flows. More recently, 
Manins and Sawford (1979a) used a hydraulic model to examine the effect 
of interfacial mixing between the drainage layer and the ambient in the 
spatial growth of drainage layers. Rao and Snodgrass (1981) presented a 
nonstationary one-dimensional model that included a prognostic equation 
for turbulent kinetic energy to study the evolution of an idealized 
nocturnal drainage flow over a uniformly sloping surface. More 
complicated models have been used by Yamada (1981, 1983), Garrett 
(1983), Garrett and Smith (1884), McNider and Pielke (1984), Nappo and 
Rao (1987), and Bader et al. (1987) to study drainage flows over various 
complex terrain features. 
There have been several field studies of nocturnal conditions over 
nonhomogeneous terrain. Manins and Sawford (1979b) conducted a field 
case study of katabatic winds, and found that the use of one-dimensional 
models for simulating these winds is inappropriate. The development and 
growth of downslope winds were found to be very dependent on the 
interfacial stress between the drainage winds and the ambient air. 
Surface stress was shown to play a minor role in retarding downslope 
flow. Measurements of drainage flow over Rattlesnake Mountain have been 
reported by Horst and Doran (1982, 1986) and Doran and Horst (1983). The 
nearly two-dimensional nature of Rattlesnake Mountain made it an ideal 
site for drainage-flow measurements. The results indicated a definite 
change in slope flow depth, wind speed, and temperature deficit with 
downslope distance. This correlates well with the conclusions of Manins 
and Sawford (1979b). More complicated drainage flow phenomena over 
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three-dimensional terrain features have been reported by Gudiksen (1983) 
and \.lhiteman and Barr (1986) 
The previous studies, both numerical and field, have provided great 
insight into the structure of mean fields during drainage-flow 
conditions . Most numerical models reported thus far are able to predict 
or reproduce the development of nocturnal slope flow quite adequately . 
The abundance of mean field data has aided in model verifications. 
Unfortunately, numerical and field studies of nocturnal turbulence 
characteristics over complex terrain are not abundant. Most of the 
turbulence results from numerical simulations can only be analyzed 
qualitatively or else compared with results from other numerical 
simulations. Future field experiments dealing with the nocturnal 
turbulence characteristics (particularly anisotropy) over sloping terrain 
are essential. 
Unstable Boundary Layer Over Complex Terrain 
The second paper of this study addresses the boundary-layer features 
over Rattlesnake Mountain during the early morning hours when the 
convective boundary layer begins to develop. This period is 
characterized by surface heating and the destruction of the surface based 
inversion. Depending on the strength of the inversion and the ambient 
flow, upslope flow may develop over sloping terrain. Turbulence 
characteristics over such terrain also change in response to the changing 
stability and generated flow . In particular, energy is redistributed 
among the three components of turbulent kinetic energy during the 
transition period from stable to unstable atmospheric conditions . These 
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turbulence adjustments play a role in the diffusion of atmospheric 
pollutants that may exist over the sloping terrain. 
Previous investigations of the unstable planetary boundary layer 
over complex terrain have focused on the evolution of mean field 
variables. Modeling studies of airflow over mountains during unstable 
conditions have been done by Mahrer and Pielke (1975, 1977) and Banta 
(1984, 1986). Mannouji (1982) conducted a modeling study of mean field 
characteristics over a plain, slope, and plateau region. Valley winds 
and temperatures have been modeled by Bader and McKee (1983, 1985) and 
Carlson and Foster (1986). Sensitivity analyses were done by Ye et al. 
(1987) to determine the effect of background atmospheric stability and 
slope steepness on the intensity of upslope flows during periods of no 
ambient wind. 
Observations of atmospheric mean field variables over South Park in 
the Colorado Rockies during the morning and afternoon have been presented 
by Banta and Cotton (1981). They observed the transition from downslope 
flow to upslope flow during the morning hours, followed by a late morning 
or afternoon flow resulting from the downward mixing of upper-level 
winds. A tank study was done by Deardorff and Willis (1987) for the 
purpose of examining the mean flow and turbulence characteristics over a 
heated, tilted plane. Anisotropy in the turbulence field due to 
variations in shear and buoyancy production of turbulent kinetic energy 
was observed. 
Except for the tank study of Deardorff and Willis (1987), little has 
been reported about turbulence over complex terrain, especially during 
the early morning hours. As with the nocturnal studies, most models are 
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able to reproduce or predict the development of the convective boundary 
layer and its assoc i ated flow f iel d . However , measurements and 
simulations of turbulence ov er c omplex t errain are needed in order to 
better understand the behavior of turbulence during the transition from 
stable to unstable conditions . The turbulence results from the second 
paper are qualitatively compared with previous field measurement s . 
Conclusions are made based on the tendencies of the turbulence field 
during the development of the convective boundary layer . Before definite 
conclusions can be made about the behavior of turbulence over complex 
terrain during such conditions, more modeling studies and field 
experiments on sloping terrain are needed . 
Explanation of Dissertation Format 
The numerical study of the turbulence characteristics over the 
asymmetric terrain feature , Rattlesnake Mountain, was written in the 
alternate dissertation format . Two papers have been written that will be 
submitted to professional atmospheric science journals. The first paper 
deals with the numerical simulation of the nocturnal turbulence 
characteristics over Rattlesnake Mountain during a period of developed 
drainage flow . Mean velocity and potential temperature fields were 
compared to data obtained over the mountain by Horst and Doran (1982 ). 
Qualitative analyses were made of the simulated mean and turbulence 
fields . The first paper examines , in detail . the development of 
turbulence anisotropy and the effect this has on turbulent diffusion 
during episodes of nocturnal drainage flow. The second paper deals with 
t he numerical simulation of mean and turbulence characteristics over t he 
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same terrain feature during the early morning hours when the surface-
based inversion is gradually destroyed, mainly by buoyancy generated 
turbulence. The development of upslope flows and the associated 
turbulence fields during conditions of light to no ambient winds and 
slightly stable initial conditions was investigated. In addition, the 
early morning turbulence anisotropy that develops over the asymmetric 
mountain from imposed initial dynamic and thermodynamic conditions 
associated with drainage flows was examined. Qualitative comparisons of 
the results with similar studies of flow over complex terrain during 
unstable conditions were made. After the two papers, a summary and 
discussion of the study is presented. 
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PAPER 1. 
NUMERICAL SIMULATION OF THE NOCTURNAL TURBULENCE 
CHARACTERISTICS OVER RATTLESNAKE MOUNTAIN 
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NUMERICAL SIMULATION OF THE NOCTURNAL TURBULENCE 
CHARACTERISTICS OVER RATTLESNAKE MOUNTAIN 
Warren E. Heilman 
Iowa State University 
Ames, Iowa 50011 
(to be submitted to the Journal of the Atmospheric Sciences) 
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ABSTRACT 
A two-dimensional model based on Mellor-Yamada level three second-
order turbulence closure is developed and used to examine the nocturnal 
turbulence characteristics over Rattlesnake Mountain in Washington. The 
model incorporates radiation and soil parameterizations for calculating 
surface temperature and moisture variations. Model equations are 
transformed to a nonorthogonal terrain-following coordinate system. 
Simulations of mean horizontal velocities and potential 
temperatures show good agreement with data. Qualitative analysis of 
simulated turbulence fields indicates significant variations over the 
windward and leeward slopes. Turbulence anisotropy is seen to develop in 
the katabatic flow region where vertical wind shears and atmospheric 
stability are large. An enhancement of the vertical component of 
turbulent kinetic energy takes place over the leeward slope as the 
downslope distance increases. The buoyancy portion of the turbulent heat 
flux plays an important role in producing regions of anisotropy. Derived 
heat, moisture, and momentum diffusivity profiles reflect anisotropic 
conditions, with the momentum diffusivity being most affected. 
Limitations of the Mellor-Yamada level three scheme for simulating 
katabatic flow conditions are discussed. The characterization of eddy 
sizes with one master length scale also is discussed in relation to 
recent velocity spectral data obtained over complex terrain. 
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I. INTRODUCTION 
Terrain in£luences on the mean airflow in the boundary layer have 
been recognized to be of vital importance in pollutant plume movement 
(Start et al., 1975; Nappo, 1977; USEPA, 1978; Van Valin and Pueschel, 
1981). Plume guidance by underlying complex terrain may cause certain 
geographical regions to be exposed to greater pollutant concentrations 
than others. The turbulence structure of the atmospheric boundary layer 
in response to underlying terrain also can affect plume characteristics. 
Pollutant dispersion is highly dependent on the behavior of the 
turbulence field. Understanding turbulence-field evolution over complex 
terrain will aid in the development of better parameterizations for 
terrain effects in mesoscale models. 
There have been numerous studies, both field and numerical, that 
examine boundary-layer variables over nonhomogeneous terrain under stable 
conditions. Manins and Sawford (1979a) used a hydraulic model to show 
the importance of interfacial mixing in the growth of katabatic flow. 
Rao and Snodgrass (1981) presented a nonstationary one-dimensional model 
to study the equilibrium structure of katabatic flow. Garrett (1983) and 
Heilman and Dobosy (1985) incorporated canopy, soil, and radiation 
parameterizations in one-dimensional models to study katabatic flow. 
Two- and three-dimensional models have been used by Yamada (1981, 1983), 
Garrett and Smith (1984), McNider and Pielke (1984), Nappo and Rao 
(1987), and Bader et al. (1987) to study drainage flows over various 
complex terrain features. Field studies of nocturnal conditions over 
complex terrain have been reported by Manins and Sawford (1979b), Doran 
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and Horst ( 1983), Gudi ksen (1983), Horst and Doran (1982 , 1986), and 
Whiteman and Barr (1986 ) . 
Previous studies have concentrated on simulating and measuring mean 
fie l ds . Most model s are abl e to simulate mean fields adequately . 
However , the turbulence structure over nonhomogeneous terrain in stable 
conditions has not been extensively reported in the literature. 
Unfortunately , field measurements of turbulence structure over 
nonhomogeneous terrain are lacking . This does not allow for model 
verification. Nevertheless , turbulence modeling should at least 
qualitatively provide some insight into how terrain features affect the 
turbulence structure under stable conditions . 
The level-three turbulence scheme of Mellor and Yamada (1974) is 
used to simulate the mean and turbulence field over Rattlesnake Mountain . 
This scheme is relatively simple but does allow for a limited degree of 
anisotropy . Yamada (1983) used level 2.5 to simulate conditions at 
Rattlesnake Mountain. We have extended his work and evaluated the 
t urbulence structure at this site . 
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II. TWO-DIMENSIONAL MODEL DEVELOPMENT 
A. Mellor-Yamada Level-Three Turbulence Scheme 
Mellor and Yamada (1974) presented a four-level hierarchy for 
turbulence closure applicable to boundary-layer processes . The four 
levels differ from each other in the degree of anisotropy allowed in the 
turbulence field. The level-four model is the most complicated and 
includes the full mean Reynolds stress equations . Triple correlations 
and pressure-velocity correlations are parameterized to achieve closure . 
The level-four model can be simplified in a systematic way to derive the 
remaining levels of the hierarchy. By expressing the components of the 
Reynolds stress and turbulent heat flux in terms of small nondimensional 
departures from isotropy, the Reynolds stress equations can be simplified 
by eliminating higher-order terms containing these departure quantities. 
The level-three model consists of prognostic equations for turbulent 
kinetic energy (TKE), virtual potential temperature variance, and 
covariance of specific humidity and virtual potential temperature 
(Dobosy, 1979; Mellor and Yamada, 1982). The TKE components, Reynolds 
stresses, and turbulent heat and moisture fluxes are determined from 
diagnostic equations (Mellor and Yamada, 1974). 
The attractiveness of the level-three scheme is that some departure 
from isotropy is allowed, and yet the scheme is significantly less 
complicated than the level-four scheme. Heilman and Dobosy (1985) used 
the level-three scheme to simulate nocturnal drainage flow over a uniform 
slope and found departures from isotropy to be significant in regions of 
large vertical wind shear . Thus, this scheme has limited accuracy when 
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applied to severe anisot ropic conditions . Any quantitative results 
regarding the turbulence structure must be interpreted in the context of 
this limited accuracy . 
B. Radiation and Soil Parameterizations 
Radiation processes play an important role in the development of 
katabatic flow over complex terrain. Long-wave radiative flux cools the 
ground surface and air in immediate contact with it, thereby inducing 
horizontal pressure gradients which lead to slope flows over the 
nonhomogeneous terrain. The long-wave radiative flux is dependent on the 
ground surface temperature. The force-restore method of Deardorff 
(1978) is used to calculate surface temperatures. This method requires a 
determination of the energy balance at the ground surface. Sensible heat 
flux, latent heat flux, and net radiation calculations are performed to 
obtain the necessary energy-balance values. In addition, a restoring 
force involving a mean soil temperature is included. The accurate 
predictive capabilities and relative simplicity of the force-restore 
method make it an attractive equation for surface temperature 
prediction. 
Because soil moisture affects the energy balance at the surface 
through latent heat fluxes and altered radiation fluxes, the force-
restore method also includes a prognostic equation for the soil 
volumetric moisture concentration. This equation involves forcings that 
include evaporation, transpiration (if a canopy is present), and 
precipitation. A restoring force involving a mean soil moisture 
concentration is included in a manner similar to the surface temperature 
16 
equation. A summary of t he necessary calculations for the force-restore 
method is given by Heilman (1984). 
C. Transformation of Equations to Terrain-Following Coordinates 
The boundary-layer equations used in the present model are 
transformed to a nonorthogonal terrain-following coordinate system with 
the modified height coordinate given by 
s -
Z - Zg(x,y) 
H - zg(x,y) 
(1) 
where z is the Cartesian height, zg(x,y) is the height of the ground 
above some reference height, and H is the height of the model top. The 
slopes of the constant s surfaces decrease as the model top is 
approached, with s - 1 being a horizontal surface. The general 
transformation equations of Kasahara (1974) are employed. Only 
variations in the s and x directions are allowed, producing the two-
dimensional form of the equations. The process of transforming the 
governing equations into the nonorthogonal terrain-following coordinate 
system is explained in detail by Heilman (1984). A summary of the 
equations used in this simulation follow. 
D. Summary of Model Equations 
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§:;1 -~2[ u <1[ -4Pxx + 2Pyy - 2Pgw'8y' ] 2Pxx - 4Pyy - 2Pgw'8y' 2Pxx + 2Pyy + 4Pgw' 8v' 
[U'V'l [ u'w' - 3i1 
v'w' q 
[ u
1 8'] [ v' s:· -3i2 
w' Ov' q 
[U'q'l [ v'q' - 3i2 
w'q' q 
-P~- Pxy 
-(w'2 - C1q2)(aU/as)(H -
-(w 1 2 - C1q2)(aV/as)(H -
Zg)-1 + pgu' 8v' ] 
Zg)-1 + pgv' 8v' 
-(u'w')(aev/as)(H-zg)-1 - (w'Oy')(au;as)(H-zg)-l l 
-(v'w')(aSv/as)(H-zg)-1 - (~')(av;as)(H-zg)-1 
-(w'2)(a9v/as)(H-zg)-l + pg8v' 2 
-(u'w')(aQ/as)(H-zg) -1 - (w'q')(au;as)(H-zg)-l l 
-(v 1 w1 )(aQ1as)(H-zg)-l (w'q')(av;as)(H-zg)-1 
-(w'2)(aQ!as)(H-zg)-l + pgq'Ov' 
(9) 
(10) 
(11) 
(12) 
(13) 
(14) 
(15) 
(16) 
(17) 
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(18) 
e 1 aev-1 9v 
Vg - (Vg)top + ..::cH - Zg)g J ( ) ds - -( 
f s ax s f 
azg ) gfl ev-1 ds (19) 
ax s s 
A complete list of symbols can be found in the appendix. 
(Ug)top and (Vg)top are the geostrophic wind components at the model 
top . Ug and Vg are calculated in a similar manner to Yamada (1981), by 
assuming horizontal homogeneity in the y-direction. The horizontal 
diffusivities, Kx and Kxy, are given by Yamada (1979) and are dependent 
on the horizontal grid spacing. 
The various length scales, which in the level-three equations are 
proportional to the master length scale, are calculated from Eq. (8). 
The prognostic equation for q2..e is derived from the integral of the 
equation for the two-point velocity correlation function (Wolfstein, 
1970). It is difficult to characterize eddy sizes over complex terrain 
with a single length scale. Because the spectra of horizontal velocity 
components have larger spectral densities at lower frequencies than the 
vertical components (Panofsky and Dutton, 1984), horizontal and vertical 
eddies should be characterized by different length scales. Furthermore, 
velocity spectra show horizontal and vertical components to behave 
differently over changes in surface conditions (H¢jstrup, 1981; Panofsky 
et al., 1982). The spectra of vertical motion are generally in 
equilibrium with the underlying terrain, whereas the low-frequency 
portions of the spectra of horizontal motion change very slowly in 
response to terrain modifications . Thus, the use of one characteristic 
20 
length scale to describe both horizontal and vertical eddies over complex 
terrain is a crude approximation. 
Heilman and Dobosy (1985) point out that the "boundary layer" 
approximation of Mellor and Yamada (1974) does not take into account 
directional derivatives in directions other than those perpendicular to 
the boundary. Coordinate dependence, which can be determined from the 
general tensor equations, results from this. This dependence manifests 
itself in extra terms derived from the metric tensor and the Christoffel 
symbols and is due in part to the use of curvilinear coordinate axes. 
The neglect of the extra terms can cause significant errors in 
simulations over steep terrain. 
Eq. (13) describes the effect of vertical wind shear on turbulence 
isotropy. Large shears under stable conditions force the suppression of 
the vertical component of TKE. Nocturnal drainage flows are prime 
examples of anisotropic conditions. The suppression of w'2 also forces 
the vertical fluxes of momentum, heat, and moisture to be less than would 
be expected if diffusivities were parameterized in terms of the total TKE 
(e.g., Garrett, 1983; Bader et al., 1987). 
The level-three scheme of Mellor-Yamada also allows for 
countergradient heat and moisture fluxes. Eqs. (15) and (16) include 
buoyancy terms pg8v'2 and pgq'Ov', which can alter the vertical turbulent 
fluxes. 
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III . BOUNDARY AND INITIAL CONDITIONS 
Calculations of lateral boundary conditions are based on specified 
inflow and outflow boundaries . At the inflow boundary, horizontal 
homogeneity is assumed, and the one-dimensional forms of the governing 
equations are solved. After the inflow boundary conditions are 
determined, values at the interior grid points are computed. At the 
outflow boundary, a linear extrapolation is performed by using 
information from the two nearest interior grid points. 
At the top boundary, constraints are given by 
fill 
as 
Q::l.. 
as 
aev 
as 
Q - 0.005 
ag 2£ 
- 0 ' as 
q2 - 0.0001 I 
and 
The boundary condition on specific humidity corresponds to the data 
obtained on the night of 1 July 1980. 
The geostrophic wind components, Ug and Vg, at the model top are 
given values of 2.8 m s-1 and 0.0 m s-1, respectively. These values are 
in accordance with the 1 July 1980 data and the values used by Yamada 
(1983). Implied in these values is the alignment of the x-axis with the 
geostrophic wind direction of 225°. 
Bottom boundary conditions for the model are based on the work of 
Paulson (1970), Businger et al. (1971), Mellor and Yamada (1974), and 
Deardorff (1978). 
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Initial conditions for the mean quantities are obtained from the 1 
July 1980 tethersonde data centered at 2000 PST . The initial wind field 
at the tethersonde site is assumed to be logarithmic from the ground up 
to the level where it matches the geostrophic wind. Initially, 
Uok - 0 . 2 m s-1 , and z 0 - 0.03 m. The wind speeds at the other locations 
are scaled to conserve mass. The initial virtual potential temperature 
field is assumed constant; 9v - 305.3 K. The specific humidity is set at 
0.005 everywhere and is held constant throughout the numerical 
simulation for simplicity. Initial conditions for q2, q21, 8v' 2 , and 
q'Bv' are obtained from level two of the Mellor-Yamada hierarchy (Yamada, 
1975; Yamada, 1983). Only diagnostic equations appear at this level, 
which simplifies the calculations of initial conditions. 
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IV. COMPUTATIONAL PROCESSES 
Rattlesnake Mountain, located in south-central Washington, is a 
nearly two-dimensional ridge oriented from northwest to southeast . The 
ridge characteristics and experimental data have been compiled by Horst 
and Doran (1982) . Data were collected on the nights of 19 June and 1 
July 1980 from three meteorological towers and a tethersonde , all located 
on the northeastern face of the ridge. The slope of the terrain varied 
from 21 degrees at towers A and B to 8 degrees at tower C ( see Fig . 1). 
The computational domain spans a 5 . 58 km x 1.1 km region. The horizontal 
grid spacing is set at 180 m, and the vertical grid spacing is constant 
near the surface and log-linear above. Near the surface, the vertical 
grid spacing is approximately 2 m. A total of 32 x 42 grid points are 
used in the numerical model . The grid is staggered in the vertical, with 
the velocity components calculated at grid points between those used for 
calculating all other variables (Heilman, 1984). 
An alternating-direction- implicit method is used to solve the 
atmospheric governing equations at the interior grid points. This method 
is unconditionally stable for the linear case and is first-order 
accurate . Inflow and outflow lateral boundaries are specified . The one-
dimensional version of the model equations is used at the inflow 
boundary. A time step of 10 s is used , in contrast to the 30-s time 
step used by Yamada (1983) . The small time step was required for 
numerical stability in solving the nonlinear governing equations . Eqs . 
(10) and (11) are solved by using the Adams-Bashforth two-step me t hod , 
which is second-order accurate (Burden et al ., 1981). 
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The vertical turbul ent f l uxes of momentum , heat , and moisture can be 
written as functions of corresponding momentum , heat , and moisture 
diffusivities, respectivel y (Mellor and Yamada , 1974 ; Dobosy , 1979). 
This allows for the monitoring of these coefficients and the setting of 
minimum values when large vertical wind shears and strong stabili ties are 
present . Such conditions may force the derived diffusivities to become 
negative , or alternatively , suppress the vertical component of TICE to the 
extent that severe anisotropy is prevalent. 
Under stable conditions and negligible vertical wind shear , TKE can 
be destroyed through buoyant and nonbuoyant dissipation . A 
computational problem can arise in this model if the TKE goes to zero 
because of numerous divisions by factors involving TKE. Thus, a minimum 
value of 10-5 m2s-2 is imposed . 
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V. NUMERICAL RESULTS 
Rattlesnake Mountain data collected on the night of 1-2 July 1980 
were used for the present study. The numerical model simulated the flow 
for a 3-h period beginning at 2000 PST. Results presented correspond to 
2300 PST. 
A. Mean Velocities 
Figure 1 shows the entire simulated velocity field over Rattlesnake 
Mountain . A very shallow drainage layer exists on both sides of the 
ridge, with flow reversal occurring on the windward side. The vertical 
velocities are calculated from the transformed continuity equation. In 
contrast to the procedure of Yamada (1983), who adjusted the velocity 
field near the top boundary to insure s - 0 at the top, no boundary 
condition on s is specified. 
Profiles of horizontal velocity within the drainage layer are shown 
in Fig. 2. On the windward side of the ridge, negative velocities occur 
at horizontal locations of x < 2.34 km. Above this region of negative 
velocities, the vertical shears are large as the u velocities increase 
with height toward the ambient conditions . On the leeward side of the 
ridge, a maximum speed of approximately 3.4 m s-1 occurs at x - 4.50 km. 
The depth of the drainage layer and the levels of the speed maxima 
increase with increasing distance from the ridgetop. The structure of 
the induced katabatic flow on both sides of the ridge is in agreement 
with the results of Arritt and Pielke (1986). They found induced 
katabatic flow to be stronger and exist at a lower height with an 
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Fig. 1. Simulated velocities over Rattlesnake Mountain on 1 July 1980 
at 2300 PST. Tower locations are indicated by A, B, and C, 
and tethersonde location is indicated by T 
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opposing ambient wind than with a following ambient wind . On the 
windward side of the ridge, the drainage-layer depth is quite uniform, 
and the maxima always occur very close to the surface. On the other 
hand, the leeward drainage depth does not remain uniform but increases 
with increasing downslope distance. The difference between the induced 
katabatic flow and the ambient flow is much stronger on the windward side 
of the ridge. As a result, mechanical production of turbulence above the 
drainage layer should be much larger on the windward side. 
Comparisons of the simulated velocities with the measured velocities 
at towers B and C are shown in Fig . 3. The tower data, reported every 10 
min, have been averaged over a 1-h period from 2230 to 2330 PST. Both 
profiles compare quite favorably with the data. 
B. Mean Potential Temperature 
The potential-temperature profiles are shown in Fig. 4. Radiational 
cooling of the surface produces a low-level inversion layer. All 
windward profiles are very similar. The light wind speeds in the 
drainage layer prohibit the pooling of cold air at the bottom of the 
windward slope. On the leeward side, pooling does occur, with the 
coldest air existing at large distances from the ridgetop . There is 
enhanced stability on the leeward side in comparison with the windward 
side. This increased stability affects the turbulence structure by 
increasing the buoyant dissipation. The vertical extent of the enhanced 
stability increases with x on the leeward side, with the strongest 
stability occurring over the steepest portion of the leeward slope . The 
increased downward vertical velocity over the steep leeward slope near 
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the surface causes significant adiabatic warming which, coupled with 
surface cooling, increases the stability near the surface. Further 
downstream from the ridgetop, the increased depth of the drainage layer 
and the smaller vertical velocities act to decrease the maximum 
potential-temperature gradient. 
Figure 5 shows the computed horizontal variation of the inversion-
layer depth. There is a striking difference between windward and leeward 
depths. The decreased depths on the leeward side reflect the decreased 
turbulence in this region. Any pollutant plume existing over Rattlesnake 
Mountain under these conditions would tend to be vertically mixed through 
turbulent activity to a much greater extent over the windward slope. The 
low inversion layer over the leeward slope would tend to confine 
pollutant plumes to a region close to the surface. 
C. Turbulent Kinetic Energy 
The TKE profiles given in Fig. 6 also show marked differences over 
the windward and leeward slopes. The induced katabatic flow over the 
windward slope produces a region of enhanced vertical wind shear above 
the reversed-flow maximum. Maximum TKE exists over the maximum flow 
reversal. It is noteworthy that TKE maxima are elevated and do not exist 
at precisely the same height as the vertical wind-shear maxima. The TKE-
budget profiles shown in Fig. 7 show that mechanical production has a 
relative maximum at the same height as the TKE maximum. This maximum 
indicates that both the Reynolds stress and vertical wind shear play a 
role in determining the structure of mechanical production. The Reynolds 
stress may not necessarily reach a maximum at the point of aximum wind 
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shear; mechanical production of turbulence is the product of Reynolds 
stress and vertical wind shear Second-order and higher-order closure 
models allow for the calculation of Reynolds stresses independent of any 
constraints of prescribed eddy diffusivities. If the Reynolds stress is 
parameterized in terms of the vertical wind shear and an eddy diffusivity 
that does not reflect the anisotropic behavior of turbulence (see Eq. 
(14)), the proper simulation of mechanical production of turbulence will 
be difficult to achieve. On the leeward side of the ridge, TKE maxima 
exist just above the surface where, in this case, the vertical wind shear 
is the strongest. Above the drainage-flow maxima, the TKE is about 50% 
less than the TKE over the windward slope at the same height above the 
surface. Figure 7 shows negligible mechanical production above the 
drainage flow at x - 4.50 km. The suppression of TKE in this region is 
related to the reduced vertical wind shear and Reynolds stress in this 
region. Because the ambient flow does not oppose the drainage flow over 
the leeward slope, there is a reduction in the product of Reynolds stress 
and vertical wind shear above the drainage layer. This prevents 
mechanical production from playing a major role in this region. The 
different turbulence structures over the windward and leeward slopes are 
consistent with the potential-temperature structures shown in Fig. 4. 
The strongest turbulence exists in the region of weakest stability. 
Pollutant-dispersion differences certainly can be expected over the two 
slopes under such conditions. 
The TKE-budget profiles in Fig. 7 indicate that nonbuoyant 
dissipation is the primary mechanism for destroying turbulence close to 
the surface. However, the buoyancy portion of the vertical heat flux 
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tends to enhance turbulence between 10 and 20 m above the ground on the 
windward slope. Vertical diffusion of turbulence plays a minor role in 
producing TKE temporal changes under these stable conditions. Horizontal 
and vertical advection effects nearly cancel on both sides of the ridge, 
but are significantly larger on the leeward side where the strong 
drainage flow exists. The imbalance between mechanical production and 
nonbuoyant dissipation of TKE is the primary reason for nonsteady 
conditions over the windward slope. Over the leeward slope, the time 
tendency of TKE is nearly zero, with strong production and dissipation 
effects near the surface nearly canceling each other. 
A useful tool for examining the effect of mechanical production of 
TKE over the modeled region is the formulation of a mechanical production 
velocity scale (Deardorff and Willis, 1987). This scale is given by 
3 -Jz2 --au u* - u'w'~ dz ' z1 az 
where z1 and z2 in this case are the top of the drainage layer and the 
model top, respectively. Figure 8 shows this scale plotted as a function 
of horizontal position. The velocity scale depicts the lower mechanical 
production of turbulence over the leeward slope where turbulence itself 
is suppressed. The largest velocity scales appear over the windward 
slope where Reynolds stresses and vertical wind shears are large above 
the flow-reversal layer. The slight increase in the velocity scale for x 
values greater than 4.0 lan represents spatial growth of the drainage 
layer over this region. A larger drainage layer increases the spatial 
extent of significant turbulent stresses and vertical wind shears and, 
therefore, the extent of significant mechanical production. 
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D. Reynolds Stress 
The profiles of Reynolds stresses , shown in Fig . 9 , reflect the 
presence of drainage layers on both sides of the ridge top . Large 
negative values of u'w' occur over the windward slope at heights 
corresponding to the locations of the elevated TKE maxima . Over the 
leeward slope, the variation with height of u'w' is much smoother above 
the drainage layer. Near the ridge top, the Reynolds stress nearly 
vanishes at a height of 6 m above the surface. This indicates a region 
of weak vertical wind shear. Zeman and Jensen (1987) have shown that 
streamline curvature effects also decrease Reynolds stresses for neutral 
flow over hills . Such curvature effects are not included in this 
simulation. 
E. Anisotropy 
As noted in the discussion of the TKE structure, the product of u'w' 
and 8U/8z determines the mechanical production of TKE. The spatial 
variation of large Reynolds stresses is crucial to the development of 
anisotropy in the turbulence field. Large stresses in the inversion 
layer tend to suppress w'2 and enhance u'2 . The anisotropic conditions 
near the surface over the windward slope are shown in Fig. 10 . The 
minima in the w'2/q2 profiles occur at the same heights as maxima in the 
mechanical-production profiles. The extreme nature of the anisotropy 
draws into question the applicability of level three of the Mellor-Yamada 
hierarchy in drainage-flow conditions (Heilman and Dobosy, 1985). In 
addition, the correlation of pressure with the mean velocity gradient is 
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parameterized by using the me thod of Rotta (1951), which assumes small 
departures from isotropy (Mellor, 1973). Quantitatively , the profiles of 
w'2/q2 are thus questionable . Nevertheless, the tendency of large 
stresses in the inversion layer to suppress w'2 is clear . Over the 
leeward slope, the suppression of w'2 also is observed near the surface . 
Even though the Reynolds stress is relatively weak at that level, the 
increased stability over the leeward slope is sufficient to force 
significant anisotropy. Above the drainage layer, w'2/q2 increases as x 
increases . The mechanism responsible for this growth is the buoyancy 
portion of the heat flux, 312Pg8v'2/q. The profiles of virtual-
potential-temperature variance, 8v'2, shown in Fig. 11, indicate larger 
values in locations where larger w•2;q2 values are observed in the 
simulation. The buoyancy portion of the heat flux allows for 
countergradient heat fluxes in stable conditions. This process, if 
strong enough, can lead to an enhancement of w'2 and significant 
anisotropy . In this case, 8v'2 is sufficiently large above the drainage 
layer over the leeward slope to cause such an effect. The 
countergradient heat-flux process is strongest at the bottom of the 
leeward slope above the drainage layer. Large w'2 values in this region 
indicate significant vertical mixing. Any pollutant plumes existing 
above the inversion layer and moving over the ridgetop toward the 
leeward slope would tend to undergo increased dispersion vertically 
upward and downward toward the inversion top. Of course, any pollutant 
plumes released in the inversion layer close to the surface would tend to 
be confined to a region close to the surface because of the suppression 
of vertical turbulence there . 
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F Turbulent Diffusivities 
The turbulent fluxes of heat and momentum can be written in terms of 
heat and momentum diffusivities, Ktt and l<ti• respectively (Mellor and 
Yamada, 1974) . These diffusivities should characterize the anisotropic 
effects over the modeled region. Any anisotropy differences over the 
windward and leeward slopes should cause alterations in the diffusivity 
profiles over the corresponding slopes. This is indeed the case, as can 
be seen in Fig. 12. The lowering of the momentum diffusivity as x 
increases over both the windward and leeward slopes can be attributed to 
anisotropic effects. At heights above 20 m, variations in w'2/q2 affect 
the vertical locations of momentum-diffusivity maxima. Over the leeward 
slope, the magnitudes of the maxima also increase as x increases, 
indicating regions where the anisotropy is most effective in increasing 
the diffusion of momentum. The region of large diffusivities above the 
inversion top is known as the internal-mixing region where diffusion 
processes dominate. The height of maximum momentum diffusion in this 
region should tend to follow the height of maximum momentum diffusivity. 
This height variation is closely correlated with the height variation of 
the inversion top shown in Fig. 5. 
The heat-diffusivity profiles shown in Fig. 13 have the same general 
characteristics as the momentum-diffusivity profiles. The heights of the 
diffusivity maxima generally decrease as x increases on both sides of the 
ridge . The heat diffusivities in the internal-mixing region are 
considerably smaller than the momentum diffusivities. A maximum Prandtl 
number of approximately 3 appears at a height of 25 mat x - 5.22 km. 
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The behavior of KH also is closely tied to the behavior of w'2 , but the 
spatial variations in KH are significantly less than the corresponding 
variations in ~· This indicates that anisotropy has a stronger 
influence on vertical turbulent momentum fluxes than do heat fluxes in 
the internal-mixing region . Parameterizations of momentum and heat 
diffusivities that do not allow for anisotropic effects or variations in 
the Prandtl number would seem to be inadequate under such conditions, 
especially in the internal-mixing region . Within the inversion layer, 
the heat-diffusivity profiles indicate the formation of smaller secondary 
maxima. As a result, downward vertical turbulent heat fluxes would tend 
to be slightly enhanced in this region. Above the secondary maxima, the 
heat diffusivities decrease with height to the bottom of the internal-
mixing region. This structure tends to uncouple the surface layer and 
internal-mixing region. Heilman (1984) also observed this behavior under 
katabatic flow conditions. 
The size of turbulent diffusivities of other passive scalars, such 
as moisture (see Fig. 14), depends on the magnitude of the vertical 
turbulent heat flux (Dobosy, 1979). The buoyancy portion of the heat 
flux, which depends on the virtual-potential-temperature variance, 
provides the mechanism for increasing the anisotropy and the 
diffusivities of other passive scalars in regions of small vertical wind 
shear and temperature gradient. Thus, profiles of these diffusivities 
may be significantly different from the heat-diffusivity profile in the 
internal-mixing region. In the inversion layer where the vertical wind 
shears are larger, the development of anisotropy due to suppression of 
the vertical component of TKE is somewhat counteracted by the buoyancy 
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portion of the heat flux . Any effect that tends to create upward 
turbulent heat fluxes will tend to increase the diffusivities of other 
passive scalars. Consequently, these diffusivities are very dependent on 
the virtual potential-temperature variance field . This is clearly the 
case for the derived moisture diffusivities in this simulation. 
The anisotropic effects are not captured by often-used diffusivity 
formulations of the form 
K - clq , (20) 
where c is a constant. Profiles of momentum diffusivity, with c - 0 . 5, 
are shown in Fig. 15, using q and 1 values from the model simulation. In 
the internal-mixing region, this momentum-diffusivity formulation 
produces much less spatial variability. Because only the total TKE 
affects the diffusivity structure, anisotropic effects due to the 
behavior of the virtual potential-temperature variance are absent. 
Consequently, over the leeward slope far from the ridgetop, the 
diffusivities do not increase to the extent that they do in the level-
three simulation. Naturally, turbulent momentum fluxes in the internal-
mixing region should behave differently for the two diffusivity 
formulations. In the inversion layer, the momentum diffusivities 
calculated from Eq. (20) are significantly larger than the level-three 
formulation. This is attributable to not taking into account the 
suppression of the vertical component of TKE and should produce enhanced 
momentum fluxes near the surface. 
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G. Vertical Turbulent Heat Flux 
The vertical turbulent heat-flux profiles in Fig. 16 show erratic 
behavior in the drainage layer. The inclusion of a countergradient heat-
flux component results in regions within the inversion layer having 
upward fluxes. All the windward profiles are very similar; however, the 
leeward profiles show much more spatial variability. The reason for this 
variability is that the virtual potential-temperature variances are 
nearly twice as large over the leeward slope in the drainage layer. The 
large variances increase sufficiently the buoyancy portion of the 
turbulent heat flux to cause the heat fluxes to be quite variable and 
certainly more positive than if the gradient portion acted alone. Models 
that do not take into account the buoyancy portion of the heat flux would 
tend to predict downward heat fluxes that are too large in such 
conditions . 
H. Length Scale 
Figure 17 shows the simulated length-scale field after 3 h. The 
effect of vertical advection clearly is evident. The vertical gradient 
of length scale is largest near the surface where the last term in Eq. 
(8) becomes significant. Over the steepest portion of the leeward slope, 
the vertical length-scale gradient reaches a maximum. This is due to the 
relatively large vertical velocities in this region. Above the surface 
between approximately 100 m and 500 m, the length-scale field becomes 
much less variable. Obviously, diffusion is acting to smooth any 
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variations. This region is within the internal-mixing region where 
diffusional processes dominate . 
Many different length-scale formulations have been used in the 
numerical simulation of boundary-layer characteristics. It is quite 
probable that characterizing the length scales of turbulent eddies is 
the weakest closure assumption in turbulence models (Mellor and Yamada, 
1974, 1982). The problem becomes more critical for complex-terrain 
simulations. Lacser and Arya (1986) have shown that different length-
scale parameterizations have a significant effect on computed values of 
turbulent fluxes and TKE over homogeneous terrain under stable 
conditions . One would expect these different parameterizations to have 
an even greater effect for complex-terrain simulations. Incorporating a 
prognostic equation for length scale allows for advective effects, which 
can be large over nonhomogeneous terrain. This makes prognostic length-
scale equations more appealing. However, as turbulence simulations over 
complex terrain with higher-order closure models become more refined, the 
length-scale issue must be addressed. Spectral data from Dutton et al. 
(1980) and Panofsky et al. (1982) show horizontal- and vertical-velocity 
spectra behave differently over terrain irregularities. Peak energies 
for horizontal-velocity spectra occur at lower frequencies than the 
vertical spectra. Because only the high-frequency portions of the 
spectra tend to be in equilibrium with the underlying terrain, 
horizontal and vertical velocity variances behave differently when 
terrain irregularities are encountered . Turbulence models of the type 
used in this study characterize the higher-frequency portion of the 
velocity spectra. The lower-frequency portion is not modeled, and yet 
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large low-frequency horizontal eddies not attributable to turbulence 
certainly can affect the movement and dispersion of pollutant plumes. 
This certainly is another limitation of length-scale closure in 
attempting to simulate velocity variances. Results from this study and 
similar models do not characterize the relatively low-frequency 
nonturbulent effects on the velocity variances. 
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VI. SUMMA.RY AND CONCLUSIONS 
A two-dimensional second-order closure model based on level three of 
the Mellor-Yamada turbulence hierarchy has been developed and applied to 
the Rattlesnake Mountain data for 1 July 1980 as an extension of the work 
of Yamada (1983). Radiation and soil parameterizations (Deardorff, 1978) 
also are included. The governing equations are transformed to a 
nonorthogonal terrain-following coordinate system. Mean velocities and 
potential temperatures are examined for purposes of model verification 
and mean effects. Turbulence characteristics are examined in terms of 
stability variations, TI<.E, mechanical production of TI<.E, anisotropy, and 
turbulent fluxes of heat and momentum. The limitations of length-scale 
closure for simulating velocity variances over complex terrain also are 
discussed. 
The mean-velocity profiles indicate the development of drainage 
layers over both the windward and leeward slopes of Rattlesnake Mountain. 
The ambient flow affects the strength and positions of the katabatic-flow 
maxima. The drainage layer grows with increasing distance from the 
ridgetop over the leeward slope, indicating significant interfacial 
entrainment. 
Simulated potential temperatures suggest enhanced stability over the 
leeward slope and increased turbulence over the windward slope where 
vertical mean wind shears are large. Inversion-layer depths are smaller 
over the leeward slope because of adiabatic warming of descending air and 
suppressed turbulence in this region. Pollutant plumes would tend to be 
confined much closer to the surface over the leeward slope . TKE profiles 
56 
reflect regions of increased mechanical production. Turbulence is 
reduced by about 50% over the leeward slope at a height where turbulence 
is at a maximum over the windward slope. The interaction of the vertical 
mean wind shear and the associated Reynolds stresses produces differences 
in the mechanical production of TKE over windward and leeward slopes. 
The turbulence field develops significant anisotropy near the 
surface where vertical wind shears and stability are large. Over the 
leeward slope above the drainage layer, anisotropy increases with 
increasing down-slope distance. The vertical component of TKE is 
enhanced in this region due to the buoyancy portion of the heat flux. 
This countergradient process in stable conditions is dependent on the 
evolution of the virtual-potential-temperature variance field. The 
present simulation produces variances that are significantly larger and 
more variable above the drainage layer over the leeward slope. As a 
result, the anisotropy in the turbulence field is larger over the leeward 
slope. One would expect more turbulent vertical mixing in comparison 
with horizontal mixing in this region even though the total TKE is less 
there than over the windward slope. The dispersion of pollutant plumes 
over the windward and leeward slopes certainly would tend to be 
different on the basis of anisotropic effects. 
The anisotropy in the turbulence field affects the turbulent fluxes 
of momentum, heat, and other passive scalars. Derived momentum, heat, 
and moisture diffusivities indicated that an increase in the vertical 
component of TKE increases all diffusivities, but increases in the 
momentum and moisture diffusivities are larger. The associated increase 
in anisotropy with this TKE vertical component increase has a stronger 
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influence on the turbulent fluxes of momentum and moisture than on the 
heat flux . The turbulent Prandtl number increases to nearly 3 near the 
bottom of the leeward slope abov e the drai nage layer . Internal mixing 
regions develop over both slopes above the inversion layer . The surface 
layer is characterized by s i gnificant anisotropy due to suppression of 
the vertical component of TKE , but the buoyancy portion of the heat flux 
tends to counteract this suppression and increase the diffusivities of 
passive scalars such as moisture. Diffusivity formulations that depend 
on the total TKE produce much less variability in the diffusivities 
because anisotropic effects are ignored . 
The weakest closure assumption in the present model probably is the 
length-scale parameterization . The prognostic length-scale equation used 
in this simulation produces a length-scale field showing large vertical 
gradients near the surface and relatively homogeneous conditions in the 
internal-mixing region. The characterization of eddy sizes with a single 
master length-scale equation is a limitation of the model. Spectral data 
show that horizontal and vertical velocity variances behave differently 
over complex terrain. The model has no way of discriminating between 
large, low-frequency, horizontal eddies and small, high-frequency , 
vertical eddies . Pollutant-dispersion models that rely solely on 
turbulence information for characterizing the velocity variances do not 
take into account dispersive effects associated with the large, low-
frequency eddies . 
The results from the present study should be observed qualitatively 
i n r e gi ons of strong turbulence anisotropy . The use of level three of 
t he Mel lor-Yamada hierarchy impl i es small departures from isotropy . 
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However, the departures in this simulation are not small. This stretches 
Rotta's (1951) parameterization of pressure-velocity gradient 
correlations to the limit of validity . Simultaneous conditions of strong 
vertical wind shear and strong stability are not handled entirely 
correctly by level three of the hierarchy . Nevertheless, qualitative 
analysis of the results indicate anisotropic tendencies that should not 
be ignored in characterizing complex-terrain effects on the turbulence 
structure . 
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IX. APPENDIX: LIST OF SYMBOLS 
Constants of proportionality in Mellor-Yamada scheme 
Specific heat of air at constant pressure 
Specific heat of soil 
Soil-moisture-dependent coefficients used in prediction 
of surface moisture concentration (Deardorff, 1978) 
Ground evaporation rate per unit horizontal ground area 
Empirical constants in prognostic length-scale equation 
(Yamada, 1981) 
Coriolis parameter 
Acceleration of gravity 
Height of model top 
Sum of radiation and heat fluxes at the ground 
Horizontal diffusion coefficients 
von Karman constant 
Monin-Obukhov length 
Master length scale for Mellor-Yamada scheme 
Length scales for tendency toward isotropy in Mellor-
Yamada scheme 
Precipitation rate per unit area felt at the ground 
surf ace 
Turbulent Prandtl number 
Mean specific humidity 
Turbulent kinetic energy 
q' 
s 
s 
Tg 
T2 
t 
u 
Ug 
u' 
u* 
v 
Vg 
v' 
Wg 
"12 
w' 
x,y 
z 
Zg 
Zo 
fJ 
9v 
8v' 
>-1 - 0.231 ) >-2 0.231 
A1 B11 ) 
A2 B21 
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Perturbation specific humidity 
Height coordinate in terrain-following-coordinate system 
Vertical velocity in terrain-following-coordinate system 
Ground-surface temperature 
Bulk mean soil temperature 
Time 
Mean horizontal velocity in x direction 
Geostrophic velocity in x direction 
Horizontal perturbation velocity in x direction 
Friction velocity 
Mean horizontal velocity in y direction 
Geostrophic velocity in y direction 
Horizontal perturbation velocity in y direction 
Ground-surface volumetric moisture concentration 
Bulk mean soil volumetric moisture concentration 
Vertical perturbation velocity in z direction 
Horizontal Cartesian coordinates 
Vertical Cartesian coordinate 
Height of the ground above some reference height 
Roughness length 
Coefficient of thermal expansion 
Mean virtual potential temperature 
Perturbation virtual potential temperature 
Length scales for turbulent transport in Mellor-Yamada 
scheme 
Length scales for dissipation in Mellor-Yamada scheme 
Ps 
Pw 
1'1 
Soil density 
Water density 
Diurnal period 
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ABSTRACT 
A two-dimensional second-order turbulence closure model based on 
level three of the Mellor-Yamada hierarchy is used to examine the 
turbulence characteristics over Rattlesnake Mountain in Washington during 
the early morning hours. The effect of altering the ambient geostrophic 
wind over the asymmetric mountain, when the initial ambient atmospheric 
stability is very weak, is investigated. The growth of the convective 
boundary layer is significant after 90 min of early morning heating under 
the imposed initial stability conditions. Spatial variations in the 
turbulent kinetic energy (Tl{E) develop over the mountain, although they 
are less than the variations during nocturnal drainage-flow conditions. 
Turbulence anisotropy is significant; simulations indicate that the 
vertical component of T1{E accounts for about 60% of the energy in the 
convective boundary layer. However, anisotropy plays a minor role in 
affecting diffusivity magnitudes. 
Simulation of the turbulence anisotropy during the early morning 
transition from nocturnal drainage-flow conditions to convective 
conditions indicates a period of energy adjustment. Mechanical and 
buoyant effects contribute to the temporal variability of the 
anisotropy, and they produce differences in the variability over the 
windward and leeward slopes of the mountain. 
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I. INTRODUCTION 
The presence of terrain irregularities can have a significant effect 
on atmospheric mean and turbulent characteristics in the planetary 
boundary layer. Nocturnal radiative cooling of surfaces that are not 
flat produces horizontal perturbation-pressure gradients that create 
shallow drainage flows over the surfaces. The turbulence fields that 
develop in response to these drainage-flow regimes are beginning to be 
reported in the literature (Yamada, 1981, 1983; Heilman and Dobosy, 1985 ; 
Heilman, 1988; Horst and Doran, 1988). These turbulence fields play an 
important role in pollutant-dispersion processes . The initial 
development of turbulence fields over nonhomogeneous terrain in response 
to solar heating also is of significant interest in pollutant-dispersion 
processes, particularly if surface-based inversions initially are 
present . The erosion of the surface-based inversion due to solar heating 
and the shear- and buoyancy-generated turbulence allows for the 
development of a well-mixed layer beneath the inversion base. Depending 
on the strength of the turbulence in the mixed layer and the ambient flow 
above the mixed layer, upslope flows may develop, due to horizontal 
perturbation-pressure gradients . If the terrain is asymmetric, the 
possibility exists for convergence or divergence zones to develop, which 
would tend to increase vertical velocities. These phenomena have 
implications for pollutant-plume dispersion over complex terrain. 
Understanding how the turbulence structure initially evolves in response 
to the onset of daytime heating should aid in the development of better 
turbulence parameterizations for mesoscale dispersion models . 
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There have been numerous investigations of boundary-layer features 
over nonhomogeneous terrain under unstable conditions. Mahrer and Pielke 
(1975, 1977) used two- and three-dimensional first-order closure models 
to investigate the airflow over mountains during periods of solar 
heating. Banta and Cotton (1981) observed three types of boundary-layer 
wind fields during the morning and afternoon in South Park in the 
Colorado Rockies: a downslope flow, an upslope flow, and a late morning 
or afternoon flow resulting from a downward mixing of upper-level winds 
in the convective boundary layer. The presence of the morning inversion 
played a key role in preventing upper-level winds from mixing downward, 
allowing for upslope flows to develop. A two-dimensional first-order 
closure model was used by Mannouji (1982) to examine the characteristic 
mean field features over a region comprised of a plain, slope, and 
plateau. Bader and McKee (1983, 1985) used a two-dimensional version of 
the Colorado State CloudjMesoscale model to study the morning wind and 
temperature evolution over deep mountain valleys. Upslope flows 
developed beneath an inversion layer that was gradually destroyed by a 
growing surface-based neutral layer and by the recirculation and 
transport of warmed air over the slopes. Substantial mixing in the 
mountain valley prevented the development of large horizontal potential-
temperature gradients. Banta (1984, 1986) used observations and 
numerical simulations to examine the importance of the inversion layer 
and weak upper-level winds for the development of upslope flows over 
mountainous terrain. Carlson and Foster (1986) used a two-dimensional 
first-order closure model to study the boundary-layer flows over a valley 
under conditions producing a bulk Richardson number near minus one . 
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Upslope flows never developed in their simulations because of downward 
mixing of the ambient momentum of the geostrophic wind. A tank study of 
a baroclinic mixed layer over a tilted surface by Deardorff and ~illis 
(1987) indicated the presence of anisotropy in the turbulence field. The 
degree of anisotropy was a result of the magnitude of the buoyancy-
generated turbulence in relation to the mechanically generated turbulence 
within the tank. Ye et al. (1987) used the analytic solutions to the 
equations of Prandtl (1942) and the numerical model of Pielke (1974) to 
examine the effect of background atmospheric thermal stability and slope 
steepness on upslope flow development with no ambient winds. Although 
increases in the surface temperature and slope steepness affected the 
intensity of upslope flows, the background atmospheric stability had 
little effect on the upslope flow intensity. 
The present study also investigates the mean-field characteristics 
over nonhomogeneous terrain under unstable conditions. A second-order 
turbulence closure model based on the level-three turbulence scheme of 
Mellor and Yamada (1974) is used to simulate the initial development of 
upslope flows over Rattlesnake Mountain, an asymmetric mountain located 
in south-central ~ashington, during the early morning hours. This 
mountain is a nearly two-dimensional ridge that is oriented in a 
northwest to southeast direction . The nocturnal atmospheric conditions 
over this particular terrain feature have been measured and simulated by 
numerous investigators (Horst and Doran, 1982; Doran and Horst , 1983 ; 
Yamada, 1983; Heilman, 1988) . The daytime atmospheric conditions over 
Rattlesnake Mountain, however , have not been investigated. In addition 
to the mean-field characteristics, the turbulence characteristics 
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associated with the initial development of upslope flows over the 
mountain also are simulated . The effects of an ambient wind on these 
flows and on the resulting turbulence fields are examined. In 
particular, the effect of anisotropy on turbulent mixing over the 
asymmetric hill is investigated. A lack of turbulence data over 
asymmetric hills during early morning hours limits quantitative 
comparisons of model results with data. However, an attempt is made for 
qualitative comparisons with previous studies under similar conditions. 
The goal of this study is to provide qualitative insight into how an 
asymmetric hill affects the turbulence structure during early morning 
hours when upslope flows may develop. 
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II. T\.10-DIMENSIONAL MODEL OVERVIEW 
Heilman (1988) described a hydrostatic second-order turbulence 
closure model based on level three of the Mellor and Yamada (1974) 
turbulence hierarchy for examining the nocturnal mean and turbulence 
characteristics over Rattlesnake Mountain in Washington. This model is 
used in the present study and contains the following features. 
1. Triple correlations and pressure-velocity correlations are 
parameterized to achieve closure. 
2. The turbulent kinetic energy (TKE), virtual potential 
temperature variance, length scale, and specific humidity-
virtual potential temperature covariance are determined 
prognostically. 
3. The TKE components, Reynolds stresses, and turbulent heat and 
moisture fluxes are determined diagnostically. 
4. Net radiation and energy-balance calculations are performed for 
the ground surface. 
5. The surface temperature and moisture content are determined 
prognostically by use of the force-restore method of Deardorff 
(1978). 
6. The model equations are transformed to a nonorthogonal terrain-
following coordinate system, with the transformed height 
coordinate given by 
s -
Z - Zg(x,y) 
(1) 
H - Zg(x,y) 
where z is the Cartesian height, zg(x,y) is the height of the 
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ground above some reference height, and H is the height of the 
model top . 
7 . The horizontal pressure gradients that develop due to horizontal 
temperature gradients are expressed in terms of a geostrophic 
wind in a manner similar to Yamada (1981). 
8 . The vertical velocities are diagnosed from the incompressible 
form of the continuity equation. 
9 . Only variations of the atmospheric variables in the x and s 
directions are allowed . 
The details of the model and a thorough discussion of the model 
development can be found in Heilman (1984), Heilman and Dobosy (1985), 
and Heilman (1988). 
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III . BOUNDARY AND INITIAL CONDITIONS 
The boundary conditions used in this study are similar to those 
used by Heilman (1988). At the specified lateral inflow boundary, 
horizontal homogeneity is assumed, and the governing equations are solved 
accordingly . Linear extrapolation is used for computing values at the 
lateral outflow boundary once the values at the interior grid points have 
been computed . Neumann conditions for all variables except virtual 
potential temperature are imposed at the top boundary. A stable virtual-
potential-temperature lapse rate of 0.001 K m-1 is assumed at the model 
top. Inherent in this boundary condition for virtual potential 
temperature is the requirement of a convective boundary layer that does 
not exceed the model top. The simulations performed in this study were 
terminated before the top of the convective boundary layer reached the 
model top. 
The geostrophic wind component, Ug, at the model top is given values 
of -2.8 m s-1, 0 . 0 m s-1, and 2.8 m s-1 in order to test the effect of 
opposite ambient flows over the asymmetric ridge on the mean and 
turbulence structure during the early morning hours. Because of the 
alignment of the y-axis with the ridge orientation, Ug always has a 
direction perpendicular to the ridge. Vg at the model top is given a 
value of 0.0 m s-1. 
Bottom boundary conditions for the velocity components, virtual 
potential temperature, and specific humidity are calculated from Monin-
Obukhov similarity theory and are based on the work of Paulson (1970) and 
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Businger et al . (1971). Boundary conditions for the turbulence variables 
are given by Mellor and Yamada (1974, 1982 ). 
The initial velocity f i e l d is assumed to be logarithmic everywhere 
from the surface up t o the he i ght where the veloci ty components match the 
specified geostrophic components . Initially , the geostrophic wind 
components are set equal to the values at the model top . The evolving 
temperature structure changes Vg throughout each simulation. However , 
the assumed homogeneity in the y direction leaves Ug unaffected 
throughout each simulation . The roughness length, z 0 , is set at 0 . 03 m, 
and the friction velocity, u*, is set at 0.2 m s-1 when Ug is specified 
as ±2 . 8 m s-1 . 
The virtual-potential-temperature profiles at each location over the 
asymmetric hill initially are given by 
0v - 305.33 K + (0.001 K m-l)(zR - 300 m), 
where ZR> 300 m is the height above some reference level. The effects 
of atmospheric moisture variations are neglected in each simulation for 
simplicity . Thus, the specific humidity is held constant at 0 . 005 at all 
locations. 
The initial conditions for the turbulence variables q2 , q21, Ov'2, 
and q'Ov' are obtained from level two of the Mellor-Yamada hierarchy 
(Yamada, 1975, 1983) , which uses only diagnostic relations . Turbulence 
variables are diagnosed from only mean field variables in this level . 
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IV. COMPUTATIONAL PROCESSES 
Previous simulations of the daytime boundary-layer features (e.g., 
Mahrer and Pielke, 1975, 1977; Mannouji, 1982; Bader and McKee, 1983, 
1985; Banta, 1986; Carlson and Foster, 1986; Ye et al., 1987) used 
finite-difference models with relatively large horizontal and vertical 
grid spacings. Much smaller grid spacings are used in the present 
simulations to resolve the boundary-layer features near the surface that 
are associated with the rapidly changing early morning transition flow. 
The computational domain consists of 32 x 42 grid points, with the 
horizontal grid spacing set at 180 m and the vertical grid spacing being 
log-linear, increasing from about 2 m near the surface. The area covered 
by the grid system is a 5.58 km x 1.1 km region. To improve the accuracy 
of the finite- difference approximations to the model equations, the grid 
system is staggered in the vertical. Velocity components are calculated 
at grid points between those at which all other variables are calculated 
(Heilman, 1984). The nonorthogonal coordinate axes are rotated so that 
the y-axis is aligned parallel to the ridge. 
The two-dimensional prognostic equations governing the atmospheric 
variables at the interior grid points are solved by using an alternating-
direction-implicit method (Polezhaev, 1967). At the specified lateral 
inflow boundary, horizontal homogeneity is assumed, and the model 
equations are solved by using the one-dimensional versions of the 
equations. Numerical stability requirements forced the use of a 10 s 
time step. The second-order accurate Adams-Bashforth two-step method 
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(Burden et al., 1981) is used to solve the equations for surface 
temperature and soil-moisture content . 
The presence of inversion layers can reduce the turbulence through 
buoyant dissipation. If the TKE becomes too small during the course of 
the numerical computations, a numerical problem can arise due to possible 
divisions by factors involving the TKE. In order to alleviate this 
problem, a minimum value of lo-5 m2 s-2 is imposed. This minimum value 
criterion is repeatedly imposed if the ambient atmospheric conditions are 
stable. Buoyant dissipation rapidly suppresses the turbulence when the 
mechanical production of turbulence is negligible. 
The presence of inversion layers also affects the magnitude of the 
turbulent length scale. Stable conditions in the atmosphere tend to 
decrease the size of turbulent eddies. If buoyant dissipation of TKE 
and q21 (see Eqs. (6) and (8) in Heilman (1988)) is sufficiently large, 
very small values of both quantities are possible, and numerical problems 
can arise. Because a minimum value of TKE is imposed, the length scale 
also is not allowed to fall below a minimum value. Yamada (1983) forced 
the length scale to never be less than kz or 2 m, whichever is smaller. 
This criterion also is imposed here. 
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V. NUMERICAL RESULTS 
The numerical simulations are started at a time corresponding to 
0600 PST and allowed to proceed for 90 min. Incoming solar radiative 
flux on the inclined ground surface is calculated for 1 July by using the 
method of Kondratyev (1969). 
A. Simulation 1: Ug - 0.0 m s-1 
Figure 1 shows the velocity field over Rattlesnake Mountain after 90 
min of heating . The asymmetric nature of the terrain has a definite 
effect on the flow generated by horizontal temperature gradients. The 
maximum vertical velocities occur over the top of the ridge where 
maximum convergence of opposing upslope flows from both sides of the 
ridgetop occurs. The relative steepness of the mountain at 3.19 km< x < 
3 . 99 km provides the mechanism for generating strong upslope flow in this 
region near the surface. The strength of this flow and the asymmetric 
nature of the mountain produces a downslope flow near the surface at 2.39 
km< x < 3 . 19 km. Over the steepest portion of the terrain, a 
recirculation zone is created. Downward vertical velocities occur at x 
> 3.99 km because of the divergence generated by the developing upslope 
flow in response to enhanced horizontal temperature gradients near the 
surface . No recirculation zone develops on the other side of the 
ridgetop . The terrain in this area is not sufficiently steep and 
variable to produce strong upslope flow and associated divergence 
regions . The vertical velocities, calculated from the transformed 
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continuity equation, are not adjusted near the model top to force s - 0 
there. Yamada (1983) adjusted the horizontal velocities near the top of 
his simulated region, forcing s to approach zero at the model top. 
Profiles of the simulated horizontal velocity at eight locations 
over Rattlesnake Mountain are shown in Fig. 2. Upslope flow over the 
left side of the ridgetop is weak and quite uniform. As the ridgetop is 
approached (x increases), the upslope flow decreases and actually becomes 
a downslope flow near the surface at x - 2.70 km. Over the right side of 
the ridgetop, however, the upslope flow is much stronger, especially at x 
- 3.78 km where the terrain is relatively steep. Above the surface 
layer, the horizontal velocities are quite uniform. This is the result 
of the development of a well-mixed convective boundary layer below the 
inversion base where any maxima in the velocity profiles that develop are 
quickly destroyed. 
The potential-temperature profiles (not shown) over both sides of 
the ridgetop were very similar. This is in contrast to the potential-
temperature structure that can develop over asymmetric hills in stable 
conditions (Yamada, 1983; Heilman, 1988). The increased atmospheric 
turbulence below the inversion base during the daytime tends to reduce 
the spatial variability of the temperature structure. 
The TKE profiles, shown in Fig. 3, indicate maximum turbulence at 
approximately 200 m above the surface over the entire region. TKE 
increases in magnitude at the 200-m level as the top of the ridge is 
approached. A comparison of the 200-m TKE values at the top of the ridge 
and at x - 0 . 18 km and x - 5.22 km indicates about 15% and 20% larger TKE 
Fig. 2. 
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values above the ridgetop , respectively . Near the top to the modeled 
region, the largest TKE values are found near the center of the simulated 
recirculation region. Close to the surface, there is very little 
variation in TKE over the entire terrain feature . Even though the 
velocity profiles show spatial variations near the surface , mechanical 
production of turbulence near the surface is much less than the buoyant 
production (see Fig. 4) . With no ambient wind present, velocity shears 
of sufficient magnitude to produce significant turbulence never develop . 
As a result, the turbulence structure is determined almost exclusively by 
the balance (or imbalance) of nonbuoyant dissipation and buoyant 
production. Figure 4 shows the TKE budget profiles at x - 1.62 km and x 
- 3.78 km . The asymmetric nature of the terrain has little effect on the 
buoyant production of turbulence in this case. At both locations 
throughout almost the entire depth of the modeled region, buoyant 
production exceeds nonbuoyant dissipation, resulting in unsteady 
conditions. At x - 3.78 km, the increased mechanical production just 
above the surf ace is balanced by an increase in the nonbuoyant 
dissipation. Therefore, the time tendencies for TKE at x - 1.62 km and x 
- 3.78 km are very similar. Comparisons made at other locations yield 
similar TKE tendency profiles . At both locations, the horizontal and 
vertical advections of TKE nearly balance. In the case with no ambient 
wind, the large buoyant production governs the growth of turbulence in 
the convective boundary layer. 
In the convective boundary layer, turbulence anisotropy can be 
significant . Upward turbulent heat fluxes have the effect of increasing 
the vertical component of TKE so that w'2/ q2 is significantly larger than 
Fig . 3. 
t-
:r: 
c..:> 0 -w rn 
:r: 
0 -* 
......... 
:E 
t-
:r: 
c..:> -w 
::r: 
lf') -
0 
0 
en 
lf') 
r--
0 
c.o 
lf') 
~ 
0 
('T') 
lf') -
0 
84 
0 . 0 o. 3 o. 6 
TKE X2 
u.o o. 3 o. 6 
TKE X2 
l!l X • 0. 18 KH 
(!) x • 0.90 l{H 
~X • 1.62 KH 
TX - 2.311 KH 
l!J X • 3.06 Kl1 
(!) x • 3. 78 Kl1 
.t. X • II. SO KH 
+X • 5.22 KH 
. 5 
1. s 
Simulated turbulent-kinetic-energy profiles after 90 min of 
heating with Ug - 0 . 0 m s-1 
85 
n 
0 
-:;r--~~~~~~~~~-,:-~~~~~__, 
"' 
CJ ... 
IO 
"' ,,
0 .. .. ... .. 
"' ,, 
Wo 
I -.. 
C> ,.. 
0 
"' "' ,,
0 
!!l OFllZ. 'lOV 
(!) ERT. qov 
• HOFIJZ. Olff 
VERT. OIFF. 
X 11ECH. P900. 
~ BUOY. PROO. 
+ DISS. 
~ TIHE TEMO • 
-.__~~ ......... ~~---'~~~-'-~~___._~~---' 
-0 . 03 -0. 02 -0. 01 0 . 00 0 . 01 0. 02 
a (M 2 ; 53) 
,........ 
:L 
~ 
f-
::r:. 
CJ 
........ 
.. .. ,.. 
ID 
"' ,,
n 
"' 
"' 0 -.. .. ,.. 
"' 
"' ,, 
n 
WO ::r:. ....... .. ... ,.. 
"' "' 
(!] HORIZ. 'lOV. 
B 
(!) VERT. 'lOV. 
.t. HORIZ. OlFF. 
+ VERT. OIFF. 
X HECH. PROO. 
~ auor . PROO. 
+ DISS. 
~ TIHE TOO . 
-0 . 03 -0. 02 -0. 01 0. 00 0 . 01 0. 02 
(M2;53) 
Fig. 4. Simulated profiles of com~onents in the TKE equation at (A) 
x - 1.62 km and (B) x - 3.78 km after 90 min of heating with 
Ug - 0.0 m s-1 
86 
0.33, the isotropic condition . Figure 5 indicates this behavior . The 
proportion of the total TKE accounted for by w' 2 increases rapidly in the 
surface layer and then much more gradually above. The rapid increase and 
then decrease with height of w1 2;q2 above 500 mat most locations 
probably is due to limitations of level three of the Mellor and Yamada 
hierarchy near inversion bases above convective boundary layers . The 
anisotropy just below and above the inversion base is significant, which 
is a violation of the assumption used to derive level three (Heilman, 
1988). The tendency for w'2 to be suppressed above the inversion base is 
due to negative turbulent heat fluxes in the inversion layer . All 
profiles of w'2/q2 are quite similar, except the profile at x - 3.78 km. 
The anisotropy is somewhat less at this location because the vertical 
wind shear is sufficiently large to cause the mechanical production of 
turbulence to offset, to some degree, the enhancement of w'2 in the 
convective boundary layer caused by positive heat fluxes (see Fig. 1 and 
Eq. (13) in Heilman (1988)). 
When w'2 is normalized by a convective velocity scale given by 
w* - (.8gw'8s'h)l/3, 
where w'8s' is an integrated turbulent heat flux over the depth of the 
convective layer and h is the planetary boundary-layer height, the 
results are similar to the profiles obtained by Willis and Deardorff 
(1974), Kaimal et al . (1976), and Deardorff and Willis (1987). Profiles 
of w'2/w*2 are shown in Fig . 6. In the present simulation, maximum 
vertical turbulence occurs between 100 m and 120 m above the surface over 
the entire modeled region. This level is below the maximum turbulence 
height of approximately 200 m. In the surface layer, w'2/ w*2 increases 
Fig. 5. 
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with height at a rate somewhat less than (z/h)2/3, which is the free 
convection criterion (Panofsky and Dutton, 1984). Similar results were 
obtained by H!Z1jstrup (1982) in his integrated model of the energy 
spectrum over all f~equencies. The presence of the asymmetric terrain 
did not significantly alter the vertical turbulence structure from what 
is expected over flat terrain during unstable conditions. 
Derived momentum-diffusivity profiles (Mellor and Yamada, 1974) are 
shown in Fig. 7. There is a tendency for the diffusivity maxima to be 
larger in the region above the ridgetop. However, all maxima occur at 
nearly the same height above the surface. The similar anisotropic 
turbulence structure at all locations over the mountain results in 
diffusivity profiles that are quite similar, in contrast to the simulated 
diffusivity profiles during nocturnal drainage-flow conditions (Heilman, 
1988). Diffusivity maxima occur at 300 m < z < 350 m, which is about 
0.4h. The Reynolds stresses associated with these diffusivities have the 
. 
largest values at these heights. Deardorff and Willis (1987) observed 
similar conditions for Reynolds stresses in a tilted convection tank 
containing a convective boundary layer. 
B. Simulations 2 and 3: Ug - ±2.8 m s-1 
The development of upslope flows and the associated turbulence 
fields with an imposed ambient geostrophic wind of ±2.8 m s-1 was 
investigated to determine the effect of such winds in destroying upslope 
flow development. Banta (1986) numerically studied upslope flow 
development over a mountain slope with ambient winds present and found 
that such flows did not develop without an inversion layer present. 
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Similar results were found i n this study . Figures 8 and 9 show the 
simulated velocity field after 90 min of heating with an ambient 
geostrophic wind of 2 . 8 m s-1 and -2.8 m s-1, respectively . Both 
figures show that the effect of heating the asymmetric mountain is not 
strong enough to overcome the downward turbulent mixing of momentum from 
above. As a result, the imposed ambient flow "washes out" any locally 
generated flow due to horizontal temperature gradients. The weak ambient 
inversion layer did not prevent this downward mixing. The hydrostatic 
model produces an airflow that follows the terrain over the entire 
modeled region. Because no adjustments to the horizontal velocity field 
are made near the model top, the vertical velocities calculated from the 
continuity equation are unrealistically large there. 
The velocity profiles at eight locations near the surface over the 
asymmetric mountain for the two ambient wind conditions are shown in 
Figs. 10 and 11. The velocity profiles show more variability over the 
region x > 3.0 km where baroclinic effects are larger. However, the 
profiles show no relative maxima, and they vary quite smoothly from a 
height of about 20 m up to the level where the flow matches the ambient 
wind speed. The presence of an ambient wind allows for vertical wind 
shears to exist over a relatively large depth of the modeled region. A 
comparison of Figs. 2, 10, and 11 shows vertical wind shears to be larger 
in the surface layer, and to some extent in the mixed layer, when there 
is an ambient wind. 
The turbulence fields resulting from ambient flows of ±2 . 8 m s - 1 are 
shown in Figs. 12 and 13 . The additional mechanical production of 
turbulence due to increased vertical wind shear is apparent in the TKE 
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profiles . Near the surface , large vertical wi nd shears produce l arge 
turbulence . Above the surface layer , TKE maxi ma exi st at about 200 m 
above the surface , as t hey di d i n t he no ambient wind case . However , the 
additional wind shears t end t o enhance the turbulenc e i n the region of 
the maxima. Above the TKE maxi ma , larger turbulence resul t s when Ug 
2. 8 m s - 1 than when Ug - 0.0 m s-1 or -2.8 m s-1 , especially i n t he 
region x < 3 . 06 km . Figure 14 shows that the planetary boundary-layer 
depth over this region is considerably larger when Ug - 2 . 8 m s-1 than 
when Ug - -2 . 8 m s-1 . This allows for the increase in turbulence at 
higher levels. As the inversion base is approached and atmospheric 
stability increases , the turbulent length scale decreases . Nonbuoyant 
dissipation is then enhanced , resulting in a suppression of TKE . The 
lower the inversion base , the lower the level at which the length scale 
is diminished due to buoyant effects . Over the region x > 3.06 km, the 
differences in planetary boundary-layer depths between the two nonzero 
ambient wind cases are smaller , resulting in TKE and length-scale 
profiles (see Figs . 15 and 16) above the TKE maxima that are more 
similar . 
Differences in the turbulence structure when different ambient winds 
are present also can be observed in derived heat-diffusivity profiles , as 
shown in Fi gs . 17 and 18 . At locations where x > 3 . 06 km , heat 
diffusivities are only slightly larger above the level where TKE maxima 
exist when Ug - 2.8 m s-1 However, at locations where x < 3 . 06 km , the 
presence of an ambient wind of Ug - -2 . 8 m s-1 produces much small er 
heat diffusivities above the locations of the TKE maxima . The momentum-
diffusivity profiles behave in a similar manner . One would expec t t he 
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turbulent diffusion of pollutant plumes also to be different over such an 
asymmetric terrain feature for opposite ambient flows. The structures of 
the momentum- and heat-diffusivity profiles are very closely related to 
the structure of the total TKE. This is in contrast to the behavior of 
heat and momentum diffusivities during nocturnal drainage-flow conditions 
when turbulence anisotropy plays a key role in determining the 
diffusivity magnitudes. Turbulence anisotropy, reflected in the factor 
w'2/q2, was found to have a value of about 0.6 in the region above the 
TKE maxima and below the inversion base for all simulations. The 
enhanced vertical component of TKE, nevertheless, played a secondary role 
in enhancing the diffusivities. The larger TKE values and their spatial 
variations associated with the convective boundary layer controlled the 
sizes of the diffusivities. This suggests that parameterizations of heat 
and momentum diffusivities based on the total TKE are more applicable 
during unstable conditions than during nocturnal periods. TKE is smaller 
at night, and the effects of anisotropy play a larger role in affecting 
diffusivity magnitudes. 
C. Simulation 4: Turbulence Anisotropy Development From 
Initial Drainage-Flow Conditions 
The numerical simulations described in the previous two sections 
were initialized with virtual-potential-temperature profiles exhibiting 
very weak stability. The growth of the convective boundary layer was 
substantial after just 90 min of early morning surface heating. The weak 
ambient stability had very little effect in inhibiting the growth of the 
mixed layer. The initial thermal conditions used in the previous 
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simulations were more appropriate for the early morning hours following 
a night of significant turbulent mixing and cloud cover that both 
diminish at sunrise . When the ambient wind is calm and the atmospheric 
specific humidity is low, a much stronger inversion layer develops near 
the surface, leading to drainage flows over complex terrain. The 
turbulence structure associated with nocturnal drainage flows undergoes a 
transition during the early morning hours when the surface based 
inversion is gradually destroyed. Depending on the strength of the 
inversion and the drainage and ambient winds, upslope flows may develop . 
The production of TKE in the convective boundary layer under the 
inversion base is accomplished predominantly through buoyant effects, as 
opposed to mechanical effects during nocturnal drainage-flow conditions . 
The decrease in atmospheric stability near the surface not only increases 
the buoyancy-generated turbulence, but it also redistributes energy among 
the three components of TKE . The anisotropic behavior of turbulence 
during nocturnal drainage-flow conditions changes soon after early 
morning heating begins. It is this anisotropic behavior which is 
examined and discussed in this section. 
The development of initial drainage-flow conditions by the numerical 
model required the use of a higher resolution grid near the surface than 
that used in the previous simulations. The grid of Heilman (1988) used 
herein has equal spacing of about 2 m near the surface and increases 
above about 16 m according to a log-linear relation. The model was 
unable to develop drainage flows with coarser grids. 
The initial drainage-flow conditions over Rattlesnake Mountain were 
106 
developed by letting the model run for a simulated time period of 3 h 
during the night , starting from the following initial conditions: 
Ug - 1.0 m s-1 
Vg - 0.0 m s-1 
0v - 305.33 K 
Q - 0.005 
The initial U, V, q2 , q2i , 8v'2, and q'Ov' profiles were calculated in 
the same manner as done by Heilman (1988). 
The horizontal velocity and potential-temperature profiles resulting 
from the 3-h simulation are shown in Figs. 19 and 20. A drainage flow of 
nearly 2.5 m s-1 developed over the leeward slope . Only a slight 
increase in drainage-layer depth with downslope distance from the 
ridgetop is observed in the velocity profiles over the leeward slope . 
Stronger ambient winds would tend to increase the entrainment and allow 
for increased drainage-layer growth as the downslope distance increases . 
Over the windward slope, flow reversal has taken place near the surface . 
The potential-temperature profiles over the mountain indicate an 
increased depth of cool air as downslope distance increases over the 
leeward slope, and quite uniform profiles over the windward slope . 
Profiles similar to these were obtained by Heilman (1988) with an ambient 
geostrophic wind of 2.8 m s -1 in the same direction as Ug here . A 
complete discussion of the turbulence characteristics associated with 
similar mean fields is given by Heilman (1988). 
The model was run from the initial drainage-flow conditions for a 
simulated time period of 2 h , corresponding to the time 0500-0700 LT on 1 
July. Sunrise times over the various positions on the mountain were 
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calculated from Kondratyev (1969), and were found to be near 0445 LT . 
The steady increase in the solar radiation during the 2-h period caused a 
complete destruction of the drainage flow at all locations by 0645 LT. 
The transition from stable to unstable conditions near the surface 
occurred between 0600 LT and 0630 LT. At 0700 LT, a well-mixed layer had 
developed, with very smoothly varying velocity profiles existing over the 
entire modeled region (see Fig . 21) . The potential-temperature profiles , 
shown in Fig. 22, indicate the formation of a convective boundary layer. 
Significant turbulent mixing from buoyancy effects results from this and 
inhibits the formation of large velocity maxima in the unstable region. 
Figure 23 shows the time evolution of anisotropy, described by 
w'2/q2 and u'2/q2, at x - 1.62 km, which is over the windward slope. The 
time variations of w'2/q2 and u'2/q2 at other locations over the windward 
slope were quite similar. For the first 60 min of heating, the vertical 
component of TKE is suppressed at levels near the surface where the 
atmospheric stability and vertical wind shears are large. As z 
increases, w'2/q2 approaches values associated with nearly isotropic 
turbulence. At z - 1.7 m, w•2;q2 increases slowly during the first 60 
min and then increases dramatically to a value approaching 0.38. The 
gradual increase in w'2/q2 at z - 1.7 m is associated with the slow 
decrease in atmospheric stability near the surface, as early morning 
heating increases. The rapid increase after 60 min of heating is due to 
the transition from stable to unstable conditions in the surface layer . 
Also , shear effects decrease substantially between 0600 LT and 0630 LT at 
x - 1 . 62 km because of flow reversal in this region. The growth of the 
convective boundary layer is evident in the time variations of w'2/q2 at 
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levels above z - 1.7 m. The rap i d i ncreases in the vertical component of 
TKE at these levels occur after 90 mi n of heating , with w'2/ q2 at z -
110.S m increasing the latest . The t ime vari ation of w'2/ q2 at z 30 .7 
m exhibits an interesti ng t rend duri ng the first 60 min of heating . The 
slight decrease can be attributed to enhanced buoyant production effects 
as well as mechanical effects . Similar elevated maxima of TKE 
mechanical production over the windward slope of Rattlesnake Mountain 
during drainage-flow conditions were found by Heilman (1988 ). At the end 
of the 2-h period, w'2/q2 values at the two highest levels approach 0 . 6 , 
which corresponds to the results obtained in simulations 1-3 . The 
increased variability in the w'2/ q2 values after 90 min of heating can be 
attributed to the enhanced simulated mechanical production of TKE that 
results when derived momentum diffusivities increase substantially after 
unstable conditions develop . An increase in mechanical production of TKE 
not only increases the total turbulence, but it also increases the 
horizontal component of TKE to a much greater extent than the vertical 
component . Any slight vertical wind shears, whether real or numerical, 
that exist when momentum diffusivities are relatively large will tend to 
decrease the modeled value of w'2/ q2. Thus, initial increases in w1 2;q2 
associated with buoyant effects can be offset, to some degree, by any 
mechanical effects associated with wind shears in unstable regions . 
In contrast to the vertical component of TKE in the inversion layer , 
u'2/ q2 is enhanced. Values of u'2/ q2 at the lowest levels are greater 
t han 0 . 45 during the first 60 min of heating . It would be expected that 
the largest u'2/ q2 values exist near the surface where vertical wind 
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shears are relatively l arge . However , the largest values occur between 
8 . 5 m and 30 .7 m abov e the surface, i ndicating enhanced mechanical 
production of TKE above the dr a i nage l ayer . As with the vertical 
component of TKE , the hori zontal component at z - 110 . 5 m shows nearly 
isotropic conditions for a substantial period of time . The variation of 
u'2/ q2 at z - 30 . 7 m during t he i nitial 60 min of heating corresponds t o 
the variation of w'2/ q2 at the same height . It should be noted , however , 
that mechanical production variations have a larger impact on u'2 than on 
w'2 (see Eq. (13)). Because of this, the increase in u'2/ q2 is larger 
than the decrease in w'2/q2 for the same time period. At the lowest 
level , u'2/q2 begins to decrease immediately in response to surface 
heating, which destroys the drainage flow over the windward slope . After 
90 min of heating, u'2/q2 values respond to the development of an 
unstable layer and the reversal of flow over the windward slope. At z -
110 . 5 m, TKE is still quite small . Vertical wind shears can have a large 
impact on turbulence anisotropy in regions of little turbulence . The 
rapid increase and then decrease in u'2/q2 after 90 min of heating, at z 
- 110.5 m, can be attributed t o slight vertical wind shears in a region 
of weak turbulence, followed by an upward penetration of the convective 
boundary layer . At the end of the simulated time period, u•2; q2 at all 
levels approach values between 0 . 2 and 0 . 4 . Continued heating would tend 
to suppress u'2/ q2 values even further , as long as substantial vertical 
wind shears are never allowed to develop . 
Fi gure 24 shows the time evolution of turbulence anisotropy over t he 
leeward slope at x - 3 .78 km . Near the surface , w'2/ q2 values are 
l arger than those over the windward slope during the first 60 min 
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because the simulated surface layer stability is less over the leeward 
slope (see Fig. 20) . The variations of w'2/q2 at all levels are similar 
to the variations over the windward slope , although the magnitudes of the 
changes are less at x - 3 . 78 km . Over the leeward slope, no flow 
reversal takes place, so the mechanical production of TKE is much less 
variable there. This is clearly evident when comparing the u'2/ q2 values 
over the windward and leeward slopes. At x - 3.78 lan, the horizontal 
components of TKE at all levels undergo smooth transitions during the 
breakdown of the drainage flow. After 120 min of heating, both w'2/q2 
and u'2/q2 values show much less vertical variability than over the 
windward slope. Values of w•2;q2 approach 0.35-0.50, while u'2/q2 values 
approach 0.30. During the first 90 min of the simulation, mechanical 
production effects, which enhance u'2, are stronger near the surface at x 
- 3.78 1an than at x - 1.62 km. The ambient wind enhances downslope flow 
over the leeward slope during stable conditions, and it keeps the 
vertical wind shear near the surface relatively large. 
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VI . SUMMARY AND CONCLUSIONS 
A two-dimensional second-order closure model based on level three of 
the Mellor and Yamada (1974) turbulence-closure hierarchy has been used 
to simulate the development of the convective boundary layer during the 
early morning hours over Rattlesnake Mountain. The turbulence 
characteristics that develop in response to early morning heating and 
different ambient winds have been examined. 
When an initial ambient virtual-potential-temperature lapse rate of 
only 0.001 K m- 1 was imposed, the growth of the convective boundary layer 
was substantial after just 90 min of heating. The buoyancy-generated 
turbulence in this layer prohibited the development of large velocity 
maxima. 
The asymmetric nature of Rattlesnake Mountain had a definite effect 
on flow development in the absence of an ambient wind. Stronger upslope 
flow developed over the steepest portion of the terrain. This flow 
overshot the ridgetop, producing a limited downslope flow region on the 
other side of the ridgetop. The hydrostatic model simulated a 
recirculation zone over the steepest portion of the terrain, in response 
to the low-level divergence of the generated upslope flow. Largest TKE 
values were simulated over the ridgetop at an elevation of about 200 m, 
with a 15-20% decrease in magnitude at the same elevation near the 
lateral boundaries of the modeled region. Buoyant production of TKE 
exceeded mechanical production and nonbuoyant dissipation at all levels. 
Thus, buoyant production governed the growth of TKE in the convective 
boundary layer. The asymmetric nature of the terrain had little effect 
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on the spatial variability of the buoyant production over the modeled 
region. 
Turbulence anisotropy was found to be significant in the convective 
boundary layer. Positive turbulent heat fluxes were sufficiently large 
to cause an enhancement of w'2 so that, above the surface layer, values 
of w• 2;q2 were about 0.6. Variations in the profiles of w•2;q2 over the 
modeled region were minimal, except in the center of the simulated 
recirculation zone. Vertical wind shears decreased the proportion of 
total TKE taken up by the vertical component there. Normalizing w'2 by a 
convective velocity scale produced profiles similar to those found by 
Willis and Deardorff (1974), Kaimal et al. (1976), and Deardorff and 
Willis (1987). Within the surface layer, w'2/w*2 varied with height at a 
rate somewhat less than (z/h)2/3, the free convection criterion. 
Diffusivities over the modeled region also were quite similar. 
There was a tendency for the diffusivities to be somewhat larger over the 
ridgetop, thus behaving in a similar manner to the total TKE. 
Anisotropic effects played a minor role in affecting the magnitudes of 
the diffusivities in the convective boundary layer. Resulting Reynolds 
stresses over the steepest portion of the terrain were largest at a 
height of about 0.4h, which compares well with the tank study of 
Deardorff and Willis (1987). 
The ambient geostrophic winds altered the mean and turbulence 
variables, and their effect depended on the direction of the wind over 
the two-dimensional ridge. With ambient geostrophic winds of 2.8 m s- 1 
from the southwest or northeast, upslope flows never developed over the 
asymmetric mountain. Even though baroclinic effects were stronger over 
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the steepest portion of t he t errai n , and vel ocity profiles showed more 
variability there , downward turbul ent mixing of momentum f rom above 
prevented the development of veloci ty maxima i nduced by locally generated 
horizontal temperature gradi ent s . The TKE that deve l oped when Ug - ±2 . 8 
m s-1 was somewhat larger than the TKE that developed when Ug - 0 . 0 
m s-1 . This was attributabl e t o additional wind shear effects . TKE 
maxima developed at approximately 200 m above the surf ace at all 
locations over the mountain . Above the TKE maxima, more turbulence was 
generated over the southwest-facing slope when Ug was 2.8 m s-1 than when 
Ug was 0.0 m s-1 or -2 . 8 m s-1 . Differences in planetary boundary-layer 
depths for the different ambient wind conditions corresponded to the TKE 
variations above the TKE maxima . The turbulent diffusivities again were 
observed to behave in a manner similar to the total TKE, indicating 
turbulence anisotropy played a minor role in determining the magnitudes 
of the diffusivities. 
The early morning growth of the convective boundary layer depends on 
the initial thermal structure of the atmosphere . Significant nocturnal 
cooling of the surface may take place , producing a strong, shallow 
inversion layer in which drainage flows can develop over complex terrain . 
A simulation using initial drainage-flow conditions over Rattlesnake 
Mountain was done to investigate the evolution of turbulence anisotropy 
during the early morning transition period when the atmosphere goes from 
initially very stable conditions to unstable conditions at low levels . 
The initial nocturnal drainage-flow conditions forced the suppression of 
w' 2 and the enhancement of u'2 near the surface over the entire modeled 
region . After about 60 min of heating , during which the stability and 
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strength of the drainage flow decreased, the vertical component of TKE 
near the surface at all locations increased substantially as local 
conditions became unstable. The horizontal component of TKE 
correspondingly decreased. At levels between 8.5 m and 32.4 m, increases 
in w'2 did not begin until about 30 min later. The imposed ambient 
geostrophic wind (Ug - 1.0 m s-1) forced significantly more temporal 
variations in w' 2/q2 and u'2/q2 near the surface over the windward slope, 
where the low-level flow changed direction. Enhanced mechanical 
production of TKE, associated with an increase in momentum diffusivities 
after unstable conditions developed, tended to suppress the vertical 
component of TKE by distributing a larger proportion of the total TKE to 
the horizontal component. Thus, buoyant effects were somewhat offset by 
mechanical effects during the transition period, especially over the 
windward slope. 
Results from this numerical study indicate the importance of 
atmospheric stability and ambient winds in the development of the early 
morning turbulence structure over a two-dimensional asymmetric mountain. 
An initial weak ambient inversion layer allows for the rapid development 
of the convective boundary layer. The presence of an ambient wind 
essentially destroys velocity maxima associated with upslope flows when 
the ambient stability is weak. The growth of the convective boundary 
layer is initially much slower when drainage-flow conditions exist. 
Before the convective boundary layer can develop, the surface-based 
inversion must be destroyed at low levels. Turbulence anisotropy, which 
is important in determining magnitudes of diffusivities during nocturnal 
drainage-flow conditions, undergoes a transition during the early morning 
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hours. Mechanical and buoyant effects contribute to the temporal 
variability in the turbulence anisotropy. A strong initial stability 
creates a transition period marked by a redistribution of energy among 
the TKE components. This redistribution was found to occur over a period 
of about 1 h, but was much smoother over the leeward slope of the 
mountain. One would expect the turbulent diffusion of pollutant plumes 
existing over such a two-dimensional terrain feature during the early 
morning transition period to reflect this energy redistribution. 
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IX . APPENDIX: LIST OF SYMBOLS 
Accelerat ion of gravity 
Height of model top 
Master length scale for Mellor-Yamada scheme 
Mean specific humidity 
Turbulent kinetic energy 
Perturbation specific humidity 
Height coordinate in terrain-following-coordinate system 
Mean horizontal velocity in x direction 
Geostrophic velocity in x direction 
Horizontal perturbation velocity in x direction 
Friction velocity 
Geostrophic velocity in y direction 
Horizontal perturbation velocity in y direction 
Vertical perturbation velocity in z direction 
Horizontal Cartesian coordinates 
Vertical Cartesian coordinate 
Height of the ground above some reference height 
Roughness length 
Coefficient of thermal expansion 
Mean virtual potential temperature 
Perturbation virtual potential temperature 
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SUMMARY AND CONCLUSIONS 
The purpose of this dissertation was to examine some of the 
turbulence characteristics over a two-dimensional mountain during 
nocturnal and early morning hours. A hydrostatic, two-dimensional 
second-order turbulence-closure model based on level three of the Mellor 
and Yamada (1974) turbulence-closure hierarchy was developed and applied 
to Rattlesnake Mountain, Washington. The model includes soil, 
vegetation, radiation, and slope parameterizations. Prognostic equations 
are used for predicting the horizontal velocity components, virtual 
potential temperature, specific humidity, turbulent kinetic energy , 
turbulent length scale, virtual potential-temperature variance, virtual 
potential temperature-specific humidity covariance, ground temperature, 
soil moisture, and dew concentration. All momentum fluxes, turbulent 
heat and moisture fluxes, and TI<E components are calculated 
diagnostically. The model equations were transformed to a terrain-
following coordinate system. 
In the first paper, the numerical model was used to simulate the 
nocturnal drainage flow over Rattlesnake Mountain on 1 July 1980. 
Measurements were taken on this night as part of the Atmospheric Studies 
in Complex Terrain (ASCOT) field project, and the data were used to 
verify the mean velocity and potential temperature results from the model 
simulation. The model reproduced the velocities and potential 
temperatures measured over the leeward slope of the mountain. The 
ambient flow affected the modeled strength and positions of the 
katabatic-flow maxima. Significant interfacial entrainment was simulated 
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over the leeward slope, as demonstrated by the growth of the drainage 
layer with distance downslope from the ridgetop . Enhanced stability over 
the leeward slope of the asymmetric mountain caused a reduction in 
turbulent kinetic energy above the drainage layer. Maxima in the 
profiles of mechanical production of turbulent kinetic energy were 
simulated over the windward slope about 15 m above the drainage-flow 
maxima, thereby producing localized turbulence maxima. No such maxima 
were simulated over the leeward slope. Significant anisotropy developed 
near the surface over both slopes, where vertical wind shears and 
stability were large. Above the drainage layer, anisotropy increased 
with increasing downslope distance over the leeward slope. The vertical 
component of turbulent kinetic energy was enhanced in this region due to 
the buoyancy portion of the turbulent heat flux. Anisotropic conditions 
affected the momentum, heat, and moisture diffusivities. Diffusivities 
increased when the vertical component of the turbulent kinetic energy 
increased. 
Results from the first paper qualitatively indicate the importance 
of asymmetric terrain features during nocturnal drainage-flow conditions . 
Furthermore, the presence of an ambient wind affects the locations of the 
strongest turbulence. Spatial variations in the potential temperature 
variance produce variations in the turbulence anisotropy above the 
drainage layer. Turbulence anisotropy plays a major role in determining 
the turbulent diffusion during periods of weak turbulence. It has been a 
common practice for turbulent diffusivities to be parameterized in terms 
of the total turbulent kinetic energy . Qualitative analysis of the 
results from this paper indicates that anisotropic tendencies should not 
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be neglected in characterizing noc turnal turbul ent diffusion over an 
asymmetric mountain . 
In the second paper , the numerical model was used t o simulate the 
early morning hours over Rattl esnake Mountain during four different 
atmospheric conditions . The first simulation dealt wi t h the development 
of upslope flow during conditions of no ambient wind and very weak 
atmospheric stability . The asymmetric nature of the mountain produced 
sufficiently strong upslope flow over the steepest portion of the 
terrain, to cause the flow to overshoot the ridgetop and continue as a 
downslope flow for a short distance on the other side. A recirculation 
region developed over the steepest portion of the terrain due to 
divergence at low levels. Very little variability was observed in the 
potential-temperature profiles, indicating the development of a well-
mixed layer during the early morning hours. The largest TKE at each 
horizontal location was simulated at approximately 200 m above the 
surface, with maximum turbulence over the ridgetop . The mechanism 
responsible for producing the relative uniformity in the turbulence 
structure was buoyant production, which exhibited very little horizontal 
variability over the asymmetric mountain. Turbulence anisotropy was 
significant in the convective boundary layer; the vertical component of 
turbulent kinetic energy accounted for about 60% of the total turbulence 
above the surface layer. However, the horizontal variability of the 
anisotropy was small . Diffusivity profiles reflected more the total 
turbulent - kinetic-energy variability than any anisotropy variability . 
The second and third simulations were done to test the effect of 
varyi ng the ambient wind on the turbulence structure over the asymmetric 
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mountain. The growth and strength of the convective boundary layer 
during conditions of weak ambient stability inhibited the development of 
upslope flow maxima. Turbulence was larger at the height of turbulent 
kinetic energy maxima than for the no ambient wind case because of the 
mechanical production associated with larger vertical wind shears. Over 
the southwest facing slope, larger turbulence was simulated above the 
turbulent-kinetic-energy maxima when the ambient flow was from the 
southwest. Planetary boundary-layer depths and turbulent diffusivities 
were correspondingly larger in the region. As with the no ambient wind 
case, turbulence anisotropy did not play a major role in affecting 
turbulent diffusion. 
The purpose of the fourth simulation was to examine the temporal 
variations in turbulence anisotropy during the early morning hours, when 
the boundary layer undergoes a transition from stable drainage-flow 
conditions to unstable conditions associated with the development of the 
convective boundary layer. Before the inversion layer was destroyed by 
surface heating, turbulence anisotropy characteristic of drainage-flow 
conditions was prevalent. Near the surface, vertical wind shears and 
strong stability suppressed the vertical component of turbulent kinetic 
energy . The degree of suppression was larger over the windward slope 
because stronger stability near the surface . Values of w'2/q2 began to 
increase slowly just above the surface with the onset of early morning 
heating. At higher levels, w'2/q2 values increased later in response to 
the growth of the convective boundary layer. After 60 min of heating, 
rapid increases in the vertical component of turbulent kinetic energy 
near the surface were simulated, in response to unstable conditions . At 
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higher levels, these rapid changes did not occur until after 90 min of 
heating. The asymmetric nature of the mountain caused temporal 
variations in the mechanical production of turbulence because of the 
breakdown of the drainage flows over both slopes. These variations 
produced some additional temporal variability in the anisotropy, 
especially over the windward slope where flow reversal took place . Much 
smoother variations in w'2/q2 and u'2/q2 were simulated over the leeward 
slope . After 2 h of heating, turbulence anisotropy at all locations was 
similar to the anisotropy simulated in the first three cases. 
Conclusions that have been made in these two papers are largely 
qualitative. Turbulence measurements during nocturnal drainage-flow 
conditions and early morning hours are needed to make quantitative 
comparisons and conclusions. Nevertheless, results from these 
simulations indicate the importance of turbulence anisotropy during 
periods nocturnal drainage flow, and the diminished importance after the 
convective boundary layer has developed. During the early morning 
transition period, turbulence anisotropy over an asymmetric mountain 
undergoes changes according to variations in buoyant and mechanical 
productions of turbulent kinetic energy. The transition from stable to 
unstable conditions is not identical over the windward and leeward 
slopes. 
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