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Abstract
We address the speaker-independent acoustic inversion (AI)
problem, also referred to as acoustic-to-articulatory mapping.
The scarce availability of multi-speaker articulatory data makes
it difficult to learn a mapping which generalizes from a limited
number of training speakers and reliably reconstructs the artic-
ulatory movements of unseen speakers. In this paper, we pro-
pose a Multi-task Learning (MTL)-based approach that explic-
itly separates the modeling of each training speaker AI peculiar-
ities from the modeling of AI characteristics that are shared by
all speakers. Our approach stems from the well known Reg-
ularized MTL approach and extends it to feed-forward deep
neural networks (DNNs). Given multiple training speakers,
we learn for each an acoustic-to-articulatory mapping repre-
sented by a DNN. Then, through an iterative procedure, we
search for a canonical speaker-independent DNN that is “sim-
ilar” to all speaker-dependent DNNs. The degree of similar-
ity is controlled by a regularization parameter. We report ex-
periments on the University of Wisconsin X-ray Microbeam
Database under different training/testing experimental settings.
The results obtained indicate that our MTL-trained canonical
DNN largely outperforms a standardly trained (i.e., single task
learning-based) speaker independent DNN.
Index Terms: acoustic inversion, acoustic-to-articulatory map-
ping, multi-task learning, XRMB
1. Introduction
Measured vocal tract movements, i.e., articulatory features
(AFs), can be beneficial for several speech technology applica-
tions, including speech synthesis [1], automatic speech recogni-
tion (ASR) [2, 3], pronunciation training [4] and speech-driven
computer animation [5]. Techniques for measuring AFs range
from electromagnetic articulography (EMA) to ultrasound and
functional magnetic resonance imaging (fMRI).
Typically, AFs are much more difficult to collect than au-
dio, require extensive preprocessing steps to reduce noise and
interpolate missing data, and, in real-usage scenarios, are often
only available at training time. For most of the aforementioned
applications (e.g., articulatory ASR [3]), an acoustic inversion
(AI) mapping is necessary to recover AFs from the acoustic sig-
nal.
In this paper we address speaker-independent AI and pro-
pose a speaker adaptive training approach for deep neural net-
work (DNN)-based AI.
Given the scarce availability of multi-speaker articulatory
datasets and the limited number of speakers per dataset, pre-
vious work has mainly focused on speaker-dependent AI, e.g.,
[6, 7, 8, 9].
Studies on speaker-dependent AI have proposed methods
to appropriately address the non-uniqueness of AI [6, 10, 8].
Non-uniqueness means that identical sounds can be produced
by posing the articulators in a range of different positions [11].
As a consequence the conditional probability density function
of the position of an articulator given a speech sound can ex-
hibit more than one mode [12]. In other words, AI can be a
one-to-many mapping. However, Qin and Carreira-Perpiñán
[13] showed that, although the non-uniqueness of AI occurs in
human speech, most of the time the vocal tract has a unique con-
figuration when producing a given phone. Non-linearity seems
to be a more relevant aspect to address. Indeed, DNNs, which
cannot straightforwardly implement one-to-many mappings but
are universal approximators of non-linear functions, are often
successfully employed to address AI [7, 14].
Most of the existing studies on speaker-independent AI ac-
tually consider a cross-speaker setting [4, 15], where simulta-
neous recordings of acoustic and articulatory data are available
for one speaker only (training speaker). A speaker-dependent
AI is first learned for the training speaker. Subsequently, AI
for a new speaker (the target speaker) is learned by first map-
ping, e.g., through voice conversion techniques [4], the acoustic
space of the target speaker into that of the training speaker and
then applying the speaker-dependent AI learned on the training
speaker. This approach does not actually recover the AFs of the
target speaker but that of the training speaker. However, in [15]
the subset of the recovered AFs can still well correlate with the
target speaker actual AFs.
Speaker-independent AI learning from multi-speaker ar-
ticulatory data is carried out in [2] where a DNN is trained
and evaluated on data from the Wisconsin X-ray Microbeam
Database [16] consisting of 47 speakers. A strong tendency to
over-fitting after few training epochs and a relative poor gener-
alization performance are reported. Poor generalization perfor-
mance is intrinsic to a DNN training based on a pool of data
from few speakers. When the number of training speakers is
small, the speaker-independent DNN learning can be largely bi-
ased by strong speaker-specific AI characteristics.
In this paper, we propose an approach that prevents the
speaker-independent DNN, trained on the concatenation of all
speakers’ data, from deviating from an average model, and
thus, from modeling strong speaker peculiarities. We ad-
dress the AI problem from a multi-task learning (MTL) per-
spective, where the problem of learning a speaker-dependent
AI map for each training speaker is considered as a specific
task. Through an iterative procedure, we search for a canoni-
cal speaker-independent DNN that is “similar” to all speaker-
dependent DNNs and, at the same time, for speaker-dependent
DNNs that are similar to the canonical DNN. The degree of
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similarity is controlled by a regularization hyper-parameter.
The proposed approach stems from the well known regular-
ized MTL approach [17, 18] and extends it to DNNs. Its ratio-
nale is close in spirit to the Speaker Adaptive Training method
proposed for Gaussian Mixture Model-Hidden Markov Model-
based ASR, which performs speaker-adaptation of a canonical
acoustic model during training [19] .
We evaluate our MTL strategy on the XRMB dataset. We
experiment different training settings to assess the benefits of
our approach over different numbers of speakers per training
set and of data per training speaker.
2. Method
In this section, we discuss two methods to train a speaker inde-
pendent AI function, using data from multiple speakers.
We let S be the number of training speakers. For each s ∈
{1, . . . , S} we consider a speaker-dependent AI function
fs : X → Y
that maps acoustic features (elements of X , e.g., MFCCs) into
AFs (elements of Y ). For each speaker s we have a training set
Ds = {(x1s,y1s), (x2s,y2s), . . . , (xnss ,ynss )} ⊂ X × Y , where
ns is the number of training frames of speaker s. We also con-
sider the canonical speaker-independent AI function f0, which
is trained from the multiple-speaker dataset D = ∪Ss=1Ds.
Each function is implemented by a DNN with learning param-
eter vector w. In its more general formulation the proposed
approach aims at finding the learning parameters w1, . . . ,wS
(for each speaker-dependent DNN) and w0 (for the canonical
DNN) that minimizes the objective function
S∑
s=1
Es(ws) + E(w0) +R(w0,w1, . . . ,wS) (1)
where, for every s ∈ {1, . . . , S}, we defined
Es(ws) =
ns∑
i=1
‖fs(xis,ws)− yis‖22,
E0(w0) =
S∑
s=1
ns∑
i=1
‖f0(xis,ws)− yis‖22,
and R(w0,w1, . . . ,wS) is a multi-task regularization term
which leverages commonalities between the different speakers.
Notice that the objective function (1) contains both the reg-
ularized loss of the speaker-dependent DNNs and that of the
canonical DNN
S∑
s=1
ns∑
i=1
‖f0(xi,s,w0)− yi,s‖22 + λ2‖w0‖22. (2)
In the rest of the paper we will refer to the DNN trained by
minimizing the objective (2) as the single task learning (STL)
DNN. In our approach below this DNN is used to “pretrain” the
canonical DNN in the MTL framework.
2.1. Network Weight Regularization
The first approach is identical to that proposed in [17, 18] and
is based on the variance regularizer
R(w0,w1, . . . ,wS) =
λ1
S
S∑
s=1
‖ws−w0‖22+λ2‖w0‖22 (3)
where λ1 and λ2 are hyper-parameters that controls the sim-
ilarity between all the ws and w0 and the size of the vector
w0 respectively. We refer to this first strategy as W-MTL, to
emphasize the fact the weights of the networks are being regu-
larized. That is, the difference between the speaker-dependent
DNNs and the canonical DNN is represented by the differences
between their learning parameters. Note that, because of the
weight-space symmetries of neural networks (see, e.g., [20]),
many different choices of weight vectors can generate the same
AI function, so defining the similarity between two DNNs in
terms of the similarity of their learning parameters may be mis-
leading. To circumvent this problem, the multi-task regular-
izer (3) is only applied to the parameters of the last layer of the
DNNs.
W-MTL approach is based on the following procedure:
1. Learn the weight vectors w0 by running stochastic gra-
dient descent on the objective function (2).
2. With w0 fixed, minimize the objective function (1) w.r.t.
all the weights ws, using standard back-prop for a de-
fined number of training epochs.
3. With all ws fixed, update w0 by the formula
w0 =
λ1
λ1 + λ2
w (4)
where w is the average of the vectors w1, . . . ,wS .
4. Repeat from Step 2 until an early-stopping criterion is
met.
Note that Step 3 consists in minimizing the regularizer (3) over
w0 while keeping ws fixed. We choose this step as it is compu-
tationally more efficient than the minimization of the full objec-
tive function (Eq. 1), which also involves the error term E(w0)
for the speaker-independent DNN.
2.2. Network Output Regularization
The second approach, named O-MTL, solves the optimization
problem (1) with the regularizer
R(w0,w1, . . . ,wS) = λ1‖fs(xis,ws)− f0(xis,w0)‖22
+λ2‖w0‖22 + λ3‖ws‖22. (5)
Here, the speaker-dependent DNNs and the canonical DNN are
compared in terms of their outputs. Notice also that in this case
weight-space symmetries are not relevant.
The O-MTL approach is given by the following procedure:
1. Learn the weight vectors w0 by running stochastic gra-
dient descent on the objective function (2).
2. Initialize each ws by setting ws = w0.
3. Update the weights ws by running stochastic gradient
descent on the objective function (1) for a defined num-
ber of training epochs.
4. With all ws fixed, update w0 by approximately minimiz-
ing objective (1) by running standard back-prop for one
training epoch.
5. Repeat from Step 3 until an early-stopping criterion is
met.
Finally, note that, unlike for W-MTL, the architectures of
the speaker-dependent DNNs used in O-MTL can be different
from that of the canonical DNN. For example they may be cho-
sen to be significantly smaller. In this case, it is possible, in
principle, to use a model compression technique [21] at Step 2
of the training procedure.
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3. Experimental Setup
3.1. Dataset
All experiments were carried out on data from the XRMB cor-
pus [22], consisting of simultaneous recordings of audio and
articulatory movements of American English speakers. The
dataset and the extracted acoustic and articulatory features are
those reported in [2] with the only difference being one less test-
ing speaker (JW58). JW58 was removed as we observed outlier
AI results of the STL DNN (Eq. 2) on a subset of JW58’s utter-
ances.
Each speaker’s recording consists of approximately 20 min-
utes of read speech divided into a maximum of 53 utterances.
The 46-speaker dataset is divided into disjoint subsets of 35/8/3
speakers for AI training/validation/testing respectively as in [2].
The acoustic features are the first 13 MFCCs, plus deltas
and delta-deltas, computed every 10ms from 25ms Hamming
windows. AFs were obtained after down-sampling to 100Hz
(equal to the acoustic frame rate) and missing data recovering
[22]. AFs refer to the x-y positions in the sagittal plane of 8
pellets on tongue, lips and jaw.
3.2. DNNs, STL- and MTL-based training
Speaker-dependent and canonical DNNs were all 3-hidden
layer feed-forward neural networks with 300 units each. As
reported in previous work [2, 8] we did not observe significant
improvements when increasing the number of nodes or hidden
layers of the STL DNN.
The input to the DNNs consisted of 5 concatenated MFCC
vectors (a context size used in all our previous work [3]) used
to estimate a vector of 16 AFs. The 39 MFCCs were previ-
ously normalized to have 0 mean and 1 standard deviation. The
16 AFs were first per-speaker normalized and then normalized
after pooling all training speakers.
All DNNs were implemented and trained using TensorFlow
[23]. Optimizer and hyper-parameters shared by the canoni-
cal and the speaker-dependent DNNs were tuned according to
the STL-trained canonical DNN performance on the validation
set. After random search we found that stochastic gradient de-
scent with 0.01 learning rate and 0.9 momentum (Tensorflow’s
MomentumOptimizer) and λ2 = 0.001 gave the best results.
The parameter λ3 is assumed to be equal to λ2 if not stated
differently. The batch size was fixed to 200 training exam-
ples. The SLT-trained DNNs (also used to ”pre-train” the MTL-
trained canonical DNNs, see Step 1 of W-MTL and O-MTL
procedures) were trained for 25 epochs. In both MTL strate-
gies, speaker-dependent DNNs were trained for 3 epochs per
each MTL iteration. We did not experiment with different num-
bers of epochs. The maximum number of MTL iterations were
fixed to 20 but could be early stopped if no improvement in the
AFs reconstruction error, measured as root mean squared error
(RMSE) of the canonical DNN, was observed in the validation
set over 3 consecutive iterations. In O-MTL, we set λ2 = 0
after Step 1. At each O-MTL iteration, the w0 parameters of
the canonical DNN were update for one epoch.
4. Results
Figures 1 and 2 show the reconstruction RMSE for the normal-
ized AFs (i.e., Normalized RMSE in both figures, shortened to
RMSE in the text) of the W-MTL and O-MTL strategies respec-
tively on the validation set for some λ1 values. As a reminder,
λ1 is the regularization hyperparameter that controls the simi-
λ1 = 20
λ1 = 12
λ1 = 1
Figure 1: Normalized Root Mean Square Error on the valida-
tion set of W-MTL at different λ1 values. When STL stops and
W-MTL starts, epochs are actually iterations of the last three
steps in the procedure described in section 2.1.
larity between the canonical DNN and the speaker-dependent
DNNs (cf. Eqs. (3) and (5) for W-MTL and O-MTL, re-
spectively). During STL training, the validation RMSE does
not significantly decrease and stabilizes after approximately 15
epochs.
When W-MTL follows STL, it usually produces a slight
RMSE reduction for a couple of iterations and then keeps re-
ducing the error, but reductions are tiny (and barely visible in
the figure).
On the other hand, O-MTL significantly reduces the vali-
dation RMSE over a few iterations. The error reductions over
the validation and test set are largely correlated, as it is shown
in the example of Figure 3 for λ1 = 12. Given the much better
performance of O-MTL w.r.t. W-MTL, all the next results will
refer to the O-MTL method only.
λ1 = 20
λ1 = 12
λ1 = 1
Figure 2: Normalized Root Mean Square Error on the valida-
tion set of O-MTL at different λ1 values. When STL stops and
O-MTL starts, epochs are actually iterations of the last three
steps in the procedure described in section 2.2.
Figure 4 shows the dependency of the validation and test
RMSE on λ1. As expected, this dependency tends to be U-
shaped. Very small and very large λ1 values make O-MTL very
close to STL. When λ1 is very small the training of the canoni-
cal DNN (Step 4) is barely affected by the multi-task regulariza-
986
Figure 3: Normalized RMSE of O-MTL on validation and test
data with λ1 = 12. Iteration 0 corresponds to the last STL
training epoch.
tion term λ1‖fs(x,ws)−f0(x,w0)‖22, which becomes close to
0. When λ1 is large the multi-task regularization term forces all
fs(x,ws) to be almost identical to f0(x,w0), thus the multi-
task regularization term is again very small.
Finally, we studied the benefits of O-MTL over two new
training conditions: (i) reduced number of training speakers
(first 13 speakers); (ii) reduced number of utterances (10) per
training speaker. We kept the same validation and test sets of the
full XRMB. Results of the best O-MTL systems (determined by
the λ1 value that produced the lowest RMSE on the validation
set) are shown in Table 1 along with results on the full XRMB
training set. In the second condition, we increased λ3 to 0.005,
as the DNNs where trained on ≈ 80% smaller datasets.
O-MTL improves results in both the new training settings.
However, the relative improvement over STL is smaller than
that produced on the full XRMB training set. That may due to
the fact that we did not thoroughly tune optimizer hyperparam-
eters and L2 weight penalties (λ2 and λ3) on these two new
conditions.
Results in terms of r Pearson’s correlation and “real” (i.e.,
not normalized) RMSE reported in Table 1 show that the perfor-
mance increase due to MTL (i) allows an MTL DNN trained on
less than half the training speakers to almost match the perfor-
mance of a STL DNN trained on the full training set (r = 0.679
vs. r = 0.682 on the test set); (ii) is comparable to AF recon-
struction improvements over STL DNNs produced by recently
proposed alternative machine learning techniques for speaker-
dependent AI, e.g., trajectory mixture density networks [8] and
general regression neural networks [14]. Note that our SLT
baseline performs worse than the SLT DNN reported in [2] in
terms of validation RMSE (2.00mm vs 1.96mm), but it uses a
smaller context (5 vs. 7 frame window) and a different output.
Future work will include automatic MTL hyperparameter
optimization [24], study of the effect of O-MTL on critical vs.
non-critical AFs [25], application of O-MTL to ASR with hun-
dreds of training speakers, and use of O-MTL-based speaker-
independent AI for “articulatory” ASR [2, 3].
5. Conclusions
We have proposed a regularized multi-task learning approach
for deep neural networks to learn a speaker-independent acous-
tic inversion. Given multiple training speakers we considered
λ1
λ1 = 0.1
λ1 = 0
λ1 = 0.1
λ1 = 0
validation
test
Figure 4: O-MTL Normalized RMSE on the on validation and
test set vs. λ1. λ1 = 0 correspond to STL training. The RMSE
values reported correspond to the 0-MTL iteration where the
normalized RMSE was lowest on the validation set. The opti-
mization procedure diverged for λ1 > 34, most probably be-
cause of numerical computation issues.
each speaker-dependent AI as a separate task and trained a DNN
for each task. Then, we explicitly searched for a canonical
speaker-independent DNN that shares commonalities with each
speaker-dependent DNN. Results on the XRMB dataset and dif-
ferent training settings shows significant AI improvements over
standard DNN training.
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Table 1: STL (baseline) and O-MTL results over 3 different
training sets: (i) the full XRMB training set, (ii) a reduced
XRMB training set with 10 utterances per training speaker, and
(iii) a reduced XRMB training set with 13 speakers (with no
reduced number of utterances). r refers to the Pearson’s corre-
lation coefficient. In this table RMSE is computed on not nor-
malized AFs and is in millimeters
Full XRMB Training set
Validation Test
Approach r RMSE r RMSE λ1
STL 0.665 2.00 0.682 2.19
O-MTL 0.684 1.93 0.700 2.14 8
10-utterance x speaker Training set
Validation Test
Approach r RMSE r RMSE λ1
STL 0.637 2.08 0.658 2.29
O-MTL 0.646 2.05 0.667 2.26 12
13-speaker Training set
Validation Test
Approach r RMSE r RMSE λ1
STL 0.642 2.07 0.662 2.28
O-MTL 0.654 2.04 0.679 2.23 20
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