Objectives. Although numerous studies have examined health-related quality of life (HRQOL) longitudinally, little is known about the impact of seasonality on HRQOL. We examined trend and seasonal variations of population HRQOL.
Measures of health-related quality of life (HRQOL) have been used with greater frequency to assess relevant outcomes for populations. [1] [2] [3] [4] [5] Like mortality and morbidity statistics, population HRQOL data are collected regularly from national and local health surveys, 1, 6, 7 and summary statistics of HRQOL scores are used as community health indicators to track health needs for target subgroups and elucidate health disparities. 1, 4, 8, 9 Longitudinal data of HRQOL measures may be used to monitor progress with regard to the Healthy People goals and assist in analyzing the effectiveness of interventions to improve health in selected groups. 1, [3] [4] [5] Although numerous studies have examined HRQOL longitudinally, little is known about the impact of seasonality on HRQOL. 4, 5 By contrast, seasonal variations in mortality and morbidity statistics have been reported in the literature for conditions impacting both physical and mental health. [10] [11] [12] Health statistics measured at multiple time points include time-series variations and cross-sectional variations. Estimating time-series variations, such as trend and seasonality, can enable the exploration of causal effects. 13 However, when analyzing data from continuous surveys or longitudinal studies, trend and seasonal variations may be large enough to conceal true patterns of data.
When comparing data from different communities and years, the time of year during which data are collected can affect respondents' health status. For example, changes of season and, in particular, the shortening hours of sunlight may be associated with changes in mood and behavior. 14, 15 Additionally, substantial seasonal variation of self-reported leisure time physical activity has been noted, and seasonal variation in activity levels may play a role in the relationship between physical activity and cardiovascular disease. 16 Therefore, analysis of HRQOL data without adjusting for such effects may not be accurate and appropriate adjustment may be necessary. 12 Since 1993, the Behavioral Risk Factor Surveillance System (BRFSS), a monthly population-based health survey of the U.S. adult population, has incorporated a set of HRQOL survey instruments called the Healthy Days measures. 1 Data from the BRFSS have been used to track trends of population HRQOL over time and provide estimates for all states and some substate areas. 17 A recent examination of monthly mean unhealthy days from 1998 to 2001 among U.S. adults using BRFSS data found an annual recurrence of worse physically unhealthy days during winter after random disturbance was smoothed out using a three-month moving average. 4 However, no clear periodic pattern was observed in mentally unhealthy days. Further removal of random disturbance by combining mul-tiple years' data to obtain the mean monthly score for each year still yielded inconclusive results. 4, 5 However, direct estimates of seasonality that fail to adjust for the time trend effect can be biased. For example, if data had an upward trend, monthly estimates of HRQOL scores would be too low in January and too high in December. Additionally, because the seasonal patterns may change from year to year, using the mean seasonal effect from combining multiple years of data would be inaccurate. 4, 5, [18] [19] [20] [21] [22] Furthermore, estimating trend and seasonality should adjust for changes in population demographics over time.
This study examined some time-varying variations, including the trend or the long-term upward or downward tendency, seasonality or the periodic recurring annually, and correlations with time-varying factors of HRQOL data. If the variables of interest are cross-sectional alone, a conventional approach is the hierarchic longitudinal models. 18 When the variables of interest are time-series effects, such an approach is difficult because effect sizes are stochastic and extensive time index parameters would be required in the hierarchic longitudinal models. 18, 19 By contrast, the time-series analysis methods provide a flexible alternative for estimating trend and seasonality, allowing these time-series effects to vary stochastically over time using only a few parameters. One of the time-series methods, the structural time-series model, decomposes observed data series into interpretable, unobserved components, such as trend, seasonality, and random disturbance. This model-based approach is particularly relevant because it can capture the feature of each decomposed component. 20, 21 It also has the flexibility to examine the impact of additional time-varying variables on HRQOL. 18, 20, 21, 23 In this study, we examined the trend and seasonality of population physically and mentally unhealthy days to calculate season-adjusted HRQOL scores for tracking changes in population health and making comparisons between subgroups (e.g., communityto-community or peer comparisons). We applied the structural time-series models to the monthly mean unhealthy days. We also examined the model's ability to capture factors and interventions that might affect HRQOL scores.
METHODS

Data sources and measures
We used monthly HRQOL data from the 1993-2006 BRFSS, the largest continuously conducted health survey of noninstitutional civilian residents in the U.S. The survey generates population-based samples from each of the 50 states and the District of Columbia. 17, 24 Respondents were asked about the number of days in the past 30 days that their physical and mental health were not good, respectively (physically and mentally unhealthy days). 1 Although the BRFSS data were designed to be collected on a monthly basis in each state, there are some month-to-month differences in sample sizes for some sub-state areas due to the multistage stratified design of the BRFSS. Even at the state level, there is evidence of such differences. For example, in 2004, Connecticut interviewed only 6.8% of respondents during the first quarter but nearly half of total respondents (43.3%) during the second quarter. At the sub-state level, such variation is even larger.
Statistical analysis
Our analyses examined the observed mean physically and mentally unhealthy days during a period of 168 months from January 1993 to December 2006 ( Figure  1 ). The structural time-series model decomposed the observed mean physically and mentally unhealthy days at month t, y t , into trend (m t ), season (g t ), regression (
, a n d r a n d o m d i s t u r b a n c e ( e t ) components: 20, 21 
The trend component m t is fitted as a locally linear trend model, in which the current value equals the previous value plus a time-varying slope k t and an independent random normal disturbance h t :
is the independent random normal disturbance of slope.
The regression component
b t x it is used to examine for correlations between time-varying covariates. 20, 21 Here, x t 5 (x 1t , x 2t ,…,x kt ) is a set of k number of time-varying independent variables and is fitted into a multiple linear regression. We used the regression for two purposes. First, the regression adjusted for some potential confounders for estimating trend and seasonality. In this analysis, we included the monthly proportion of the population in each age, race/ethnicity, and gender category in the model to adjust for population demographic changes over time. Second, the regression estimated the impact of an intervention at time t 0 on observed scores, adjusting for trend and seasonality. We estimated the short-and long-term impacts of the intervention by introducing two dummy intervention variables: 
We used the intervention variable x 1 to estimate the short-term effect from time t 0 to t 0 1 L and the intervention variable x 2 to estimate the long-term effect and possible delayed effect (d  0) after time t 0 1 d. As an example of this application, we estimated the short-and long-term impacts of the September 11, 2001, attacks on mentally unhealthy days.
The variances of the disturbance terms (s e 2 , s h 2 , s x 2 , and s w 2 ) were estimated using the algorithms by maximizing likelihood function numerically. Each component of the structure time-series model was estimated using the Kilman filter, a recursive algorithm that minimizes the mean square error. 20, 21 We calculated the season-adjusted HRQOL scores by subtracting the seasonal effect from the observed monthly data.
RESULTS
We estimated trend and seasonal effects of physically and mentally unhealthy days from 1993 to 2006 and adjusted all estimates for demographics (age, race/ethnicity, and gender). Figure 1 presents the monthly mean physically and mentally unhealthy days during this time period. Because our analysis showed that the seasonal effects were stable over the years, we reported the seasonal effect only in the final cycle of the series (Figure 2) .
The results showed a strong and significant seasonal impact on physically unhealthy days. In particular, the worst physical health occurred during the winter and the best physical health occurred during the summer. The mean number of physically unhealthy days in the worst month was 0.63 days higher than for the best month (p0.0001; range: 20.30 to 10.33 days; standard error [SE] 5 0.039 days). Regarding mentally unhealthy days, we found a significant but different seasonal pattern. The worst mental health occurred during the spring and fall and the best mental health occurred during the summer. However, the magnitude of seasonal variations of mentally unhealthy days was smaller compared with the seasonal effect on physical health. The difference between the best and the worst months for mentally unhealthy days was approximately 0.23 days (p 5 0.0269; range: 20.16 to 10.07 days; SE 5 0.039 days). Figure 3 illustrates the trends of mean physically and mentally unhealthy days. The results showed significant increases in both physically and mentally unhealthy days from 1993 to 2006, with the mean number of physically unhealthy days increasing by 14.5% (p0.0001; range: 3.07 to 3.51 days) and the mean number of mentally unhealthy days increasing by 22.0% (p0.0001; range: 2.85 to 3.47 days). Of note, the rates of increase were not the same over time, as the increases occurred at the fastest rate from 1998 to 2001, with the mean annual rate of increase being 2.5% and 3.0% for physically and mentally unhealthy days, respectively. Figure 3 also presents the estimated monthly mean unhealthy days along with trend estimates. The plots of estimates show a much larger annual periodic fluctuation of both mean physically and mentally unhealthy days compared with the worsening trend since 1993.
We calculated the season-adjusted mean unhealthy days of counties and compared them with unadjusted scores. Of the 672 counties with sample sizes 100 from the 2006 BRFSS, 166 counties (24.7%) had a relative difference of more than 10.0% for either physically or mentally unhealthy days and 43 counties (6.4%) had a relative difference of more than 20.0% for either physically or mentally unhealthy days. Table 1 presents these 43 counties. Table 2 shows some model fitting and diagnostic statistics. The variances of model residuals were 0.011 and 0.013 for the physically and mentally unhealthy days, respectively. We calculated some goodness-of-fit statistics, including the R-square and root of mean square error. We also tested for normality and correlations of residuals. The normality test did not reject the normality assumption for both models (p0.05 for both models). Because we assumed the residuals (i.e., disturbance) of the structure time-series models to be uncorrelated, we examined the first-order autoregressive of residuals to examine correlations between successive months. Using the Durbin-Watson statistics, our analysis did not reject the uncorrelated assumption of residuals between consecutive months (p0.05 for all values). Further analysis of higher order autoregressive (up to 11th order) also failed to find any autocorrelations.
To demonstrate the model's ability to capture factors and interventions that might affect HRQOL scores, we included two intervention dummy variables in the regression component of the model to examine the short-and long-term impacts of the 9/11 attacks on mentally unhealthy days. The short-term effect is defined as the effect during September and October of 2001, and the long-term effect is defined as September 2001 and beyond. The results showed that the 9/11 attacks only had a significant short-term impact on mentally unhealthy days ( Table 3 ). The magnitude of impact for the U.S. for September and October 2001 was approximately a 0.3-day increase in mentally unhealthy days (p50.0113) and the impact was much larger in the Eastern region, especially for the New York City metropolitan area, while the impact was negligible in other parts of the U.S. In the New York City metropolitan areas, the impact of 9/11 was nearly 1.4 additional mentally unhealthy days (p50.0019), or approximately a 41.0% increase.
DISCUSSION
The BRFSS, which includes the Healthy Days measures, is the only representative data of the U.S. adult population that provides sufficient data to estimate trend and seasonal patterns of HRQOL. 1, 4 Other nationwide health surveys, such as the Medical Expenditure Panel Survey, administered HRQOL instruments during a shorter time period and/or during only a few months of the year. 6, 25 Our analyses found significant but different seasonal patterns in physical and mental health. The best physical health was during the summer and the worst was during the winter. Such findings were consistent with previous studies of the general population 4, 5, 23 and clinical data. 10, 26 With regard to mental health, we found a biannual peak of the worst mentally unhealthy days during the spring and fall, but at a smaller scale compared with the seasonal effect on physical health. Previous population-based studies did not find this seasonal variation in mental health, 4,5 but it has been reported in some clinical data. 27, 28 Moreover, the trend estimates of mean unhealthy days showed a worsening HRQOL in U.S. adults since 1993. However, the pattern of increasing mean unhealthy days has slowed down in recent years. The magnitude of seasonal variations in HRQOL was much larger than the annual trend ( Figure 3 ) and masked many traditional relationships between sociodemographics and HRQOL. After adjusting for age, race/ethnicity, and gender, the relative difference between the worst and best month in a given year was approximately 21.0% and 8.0% for physically and mentally unhealthy days, respectively. By contrast, the mean annual variation was approximately 1.0% and 1.4% for physically and mentally unhealthy days, respectively.
Comparing the magnitude of the seasonal differences and the differences by selected sociodemographics, the size of seasonal effects was similar to the differences between black/Hispanic and white respondents (as compared with white respondents, black/Hispanic respondents had 18.0% and 9.0% more physically and mentally unhealthy days, respectively). Yet, the impact of seasonal effects was smaller than the difference between people with and without a high school education (where people without a high school education had mean physically and mentally unhealthy days that were 89.0% and 40.0% higher, respectively) and between people whose annual household income was $35,000 and $35,000 (where people with an income of $35,000 had mean physically and mentally unhealthy days that were 99.0% and 56.0% higher, respectively). The size of seasonal effects also was similar to the difference between men and women for physically unhealthy days (women were 19.0% higher), but much smaller for mentally unhealthy days (women were 44.0% higher). Therefore, examinations of HRQOL can be obscured by seasonal variation, and measures of population HRQOL are more clearly shown in seasonal-adjusted data.
When seasonal and trend variation are present, analyses of longitudinal data should account for both effects. In particular, the accurate estimation of an intervention's impact, such as a change in policy, should adjust for both trend and periodic patterns when testing the intervention on the tendency of the data rather than making a comparison of pre-and postintervention differences. In the example of the impact of the 9/11 attacks on mental health, we compared the observed values after the 9/11 attacks with the expected values, which included trend and seasonal effects. By contrast, a direct comparison of mean scores before and after the event-for example, September/ October 2001 vs. July/August 2001-can be inaccurate. The mean number of mentally unhealthy days in September/October 2001 was expected to be 0.17 days higher than in July/August 2001 and, therefore, direct comparison of mean scores will overestimate the impact of the attacks on mental health. Also, comparing September/October 2001 with September/ October 2000 would also overestimate the impact, given that the mean score in September/October 2001 was expected to be 0.13 days higher than the mean score in September/October 2000.
Although seasonal adjustment for longitudinal statistics has been commonly applied in economic data, 20, 29 few health data are season adjusted, despite the seasonality of morbidity and mortality being well-reported. Health statistics are commonly compiled annually instead of monthly or quarterly. Seasonal adjustment of annual data is not necessary if data are collected evenly throughout the entire year. However, health data are commonly collected through continuous surveys where the data may be collected during a few months of the year and, therefore, observed data may be biased, particularly in different regions. Our analysis found some differences between season-adjusted and observed data, particularly at the sub-state level. We found differences between season-adjusted values and observed values in many counties, even in counties with sufficient sample sizes. Of the 1,132 counties with at least 50 respondents, 66 (5.8%) counties had observed mean physically unhealthy days that were more than ±0.1 day different from the season-adjusted values. We found a similar number (64 counties or 5.7%) for mentally unhealthy days.
For the longitudinal data, adjustment of trends has been more commonly performed using segmented linear regressions. 30 Although regressions have the flexibility to examine both time-series and cross-sectional variations, using explicit regression function to estimate seasonal effect is known to be faulty. 18, 20, 31 The regression method has difficulty in drawing inferences from the model, and interpreting extensive time indexes and regression estimates is subject to the effect of outliers and usually is unstable because minor changes in past values or updating future observations may cause significant changes in current estimates. 18 Instead, the moving mean and, in particular, the time-series approaches, are the most appropriate methods. 18, [20] [21] [22] 23, 32 Our analysis used the structural time-series model, which has the advantage of estimating several interpretable components of interest simultaneously. With the inclusion of the regression component, the structural time-series model was particularly useful in estimating interventions and time-varying effects on HRQOL.
Limitations
In addition to the inherent weaknesses from the BRFSS and the Healthy Days measures, 1, 17, 24 our analysis had other notable limitations. First, different population subgroups, particularly different regions, may have different trend and seasonal patterns of HRQOL scores. Analyses of such patterns showed slightly different patterns of trend and seasonality in different regions; these findings will be reported separately. Second, analysis of trend and seasonality requires data from many years. Our analysis used data from 14 years, so the overall trend and seasonality estimates would be accurate even if data from a few months were unreliable or missing.
Third, because the random time-series disturbances may arise from different sources, the homogenous assumption of the variance of disturbance term may not be valid. To deal with this problem, we applied various logarithm and trigonometric transformations of scores to minimize the effects of varying the variance of disturbance. The results were consistent, indicating that homogenous assumption was acceptable.
Fourth, 29 states did not ask Healthy Days questions in 2002. This might have caused bias in estimates, particularly the trend near 2002. However, sensitive studies showed that this potential bias was too small to have any noticeable impact on trend and seasonality estimates in months that were at least six months away from 2002.
