Recent subgrid models for LES of turbulent flows are evaluated, particularly the dynamic-Smagorinsky combination, with emphasis on identifying the reasons for their success and the limits of their applicability. It is argued that they reproduce the turbulent dissipation relatively well, but that their main advantage is that they are robust to errors, in that they have a built-in mechanism to adjust the dissipation without substantially modifying the larger scales. The question of the stresses is considered next. It is found that it is an intrinsic property of subgrid models that the stresses are essentially unpredictable, and the models considered are indeed found not to reproduce them correctly, even on the average. In particular it is noted that the stress-strain correlation is low in real turbulence and that, since eddy viscosity models assume that both are proportional, they always result in either the wrong energy spectrum or the wrong stresses. This is confirmed by simulations of shear flows, where it is shown that the error of the mean flow can only be made small if the subgrid stresses are negligible. Stresses are however large-scale quantities which are carried by the resolved scales if the resolution is fine enough. Explicit limits are given.
Introduction
Large eddy simulations have been shown in the last decade to predict remarkably well the mean properties of turbulent flows of moderate complication. Recent reviews can be found in 1, 2, 3, 4, 5 , and will not be repeated here. Dynamic models were introduced in 6 , after earlier related work in 7 , and have proved especially successful. Much of the modern work in the reviews cited above is loosely based on the dynamic idea. Their theoretical basis and practical applications are summarized in 8, 9 . Part of the reasons for their success are well understood. It is known, for instance, that their behavior as the flow becomes smooth, such as near walls or during transition, is better than that of other 'hand-tuned' models. Since they are constructed to generate an effective viscosity which is proportional to some measure of the turbulent energy at the small-scale end of the spectrum, their eddy viscosity vanishes as the flow becomes laminar. This alone would justify their use over simpler models.
But beyond this obvious advantage, which is confined to inhomogeneous and evolving flows, the reason why they also work better in simpler homogeneous, or fully turbulent, cases, and of how they do it without any obvious adjustable parameter, is not clear. It is also surprising that they, together with other models, work well in shear flows, even though it has been known for a long time that the correlation between the predicted and the 'true' subgrid stresses is very poor 10, 7 . Further, it is not known whether this poor prediction of subgrid stresses can be improved upon, or what is required of a subgrid model for an LES to predict the statistical quantities of interest. This lack of understanding of a useful tool is disturbing. Not only as an intellectual challenge, but because it raises doubts as to whether it will work in new situations.
In this paper we attempt to clarify these questions; why and how subgrid models based on an eddy viscosity work. This will give us a better idea of the situations in which they can be expected to be useful and of what is needed to improve them. It will also provide us with explicit estimates of the resolution that they require. Isotropic flows are treated first, including limits on the veracity of LES models. This is followed by shear flows, and by general conclusions.
Isotropic turbulence

-Numerical experiments.
We will restrict ourselves in this section to temporal isotropic decay, as a model for grid generated turbulence 11 , and we will discuss a series of experiments 12 intended to clarify the behavior of the simplest formulation of the dynamic model 13 . We establish the notation first. Consider two filters with characteristic widths δ and ∆ = 2δ. In all our experiments the filters are spectrally sharp, the code is spectral on a triply periodic cubic box 14 with 32 3 Fourier modes before de-aliasing, and the narrower filter coincides with the grid.
The initial conditions are obtained by filtering a higher resolution flow field which had been left to decay to an energy and spectrum closely resembling those at their first experimental section in 11 . Because the field is disturbed by the initial filtering operation it takes a few time steps for the cascade to recover, but the decay is approximately self-similar after that.
For the grid-and test-filtered velocity fields we compute Reynolds stresses and rate of strain tensors which we will call τ ij , σ ij , and T ij , S ij , respectively. The test-filtering operation will be denoted by [·] , while an overbar will be reserved for averaging over the whole flow field. Because of our choice of the narrow filter, there is no explicit grid-filtering operation, although our numerical results should be compared to experiments filtered at width δ.
Inner products and norms are defined as L 2 , so that |S| 2 = S ij S ij . Bold-faced variables will be used from now on for vector or tensor quantities, while the same variables in regular typescript represent norms. We introduce the Smagorinsky weighted strains
and the differences
The Smagorinsky assumption at both filter levels is that
leading to the tensor equation
where
tr(L)I is the traceless projection. This equation is solved for c by contracting (4) with the tensor g, which minimizes the L 2 norm of the residual 13 . When this is done locally numerical instabilities arise because of artificially high back-scatter at those points at which c becomes negative, and this is cured by averaging c over the whole flow field,
where the unit factor f is introduced for later convenience. Other strategies have been proposed, and in particular the original formulation of the model used S as the contracting tensor
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. We will not discuss that formulation here, but other experiments indicate that its performance is similar to (5) .
The final step of the model is to apply (3) for the calculation of τ in the equations of motion.
-Robustness.
To understand the response of (5) to artificial perturbations a series of numerical experiments was undertaken in 12 in which errors were purposefully introduced by changing the arbitrary factor f .
As expected, the initial rates of decay were changed proportionally to the change of f but, somewhat surprisingly, the effect was only temporary and the logarithmic rate of decay soon recovered to a value very close to the undisturbed case and to the experiments. The only lasting effect of the prefactor was an offset in the initial conditions (upper set of curves in figure 1 ).
The reason for this is clear once the spectra of the decaying turbulence are examined (figure 2). The spectrum computed with f = 0.5 has too much energy in the small scales, while the one computed with f = 2 is damped in that region. The large scales, on the other hand, are very similar in the three cases, even if the total energy in the flow has decayed from the initial condition by more than a factor of two. The energy differences seen in figure 1 are almost totally due to the differences in the high wavenumbers of the spectra, while the large scales are unaffected by the change of the subgrid model.
In fact, if the energy of the flow is measured by filtering at the test level, which could be argued to be a more natural measure of performance, the three runs are indistinguishable (lower set of curves in figure 1), although they are separated by a factor of four in the definition of the model. This is consistent with the classical idea that the rate of energy decay is fixed by the large scales of the flow (the production), while the small scales adjust themselves to dissipate whatever energy is fed to them by the cascade.
The way in which the adjustment occurs in this particular case is also clear. Consider first the classical Smagorinsky model in which c is a predetermined constant. The dissipation of the model is then τ · σ ∼ c|σ| 3 . If c is chosen too low, not enough energy is dissipated at the small scales to absorb the flux cascading from the larger ones, and energy accumulates in the high wavenumbers. This in turn raises |σ|, and increases the dissipation, until both rates are again in equilibrium. Because, for a k −5/3 spectrum, the strain depends mainly on the high wavenumbers, which contain little energy, the adjustment can be accomplished with relatively little effect on the total energy of the flow, and the model is robust to mistuning of the constant c. The Smagorinsky model is in this sense slightly superior to regular viscosity because it makes the dissipation proportional to the cube of |σ|, rather than to the square, and is therefore able to adjust itself with milder effects on the total energy.
If, in addition, we accept the last octave of the spectrum as a 'sacrificial' range of scales, available as a buffer for the model, the effect of the errors in c is minimal, as is the case for the lower set of lines in figure 1 .
Robust subgrid models should, from this point of view, contain a 'sensor' of the state of the small scales, which in the present case is |σ|, and a feed-back 'actuator' to counter the deviation of the results of the sensor from some local equilibrium. In the models analyzed in this paper, the actuator is almost invariably an eddy viscosity with an adjustable coefficient. The robustness of the model to inaccuracies of its physical assumptions is equivalent to the efficiency of this feed-back loop.
-Hyper-Smagorinsky models.
This analysis suggests that subgrid models could be made more robust than Smagorinsky by making their dissipation dependent on measures which are more concentrated towards the high wavenumber end of the spectrum, in such a way that they can be adjusted with even smaller effects on the total energy.
This was illustrated in
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by considering a family of 'hyper-Smagorinsky' models,
The case n = 1 is a 'global' Smagorinsky scheme, in which |σ| is computed over the whole field rather than locally. Because of the higher powers of k inside the integral (6), the hyper-strain σ n depends more locally on the tail of the spectrum when n > 1, and the models should be able to adjust the dissipation on the basis of information local to the high-wavenumber end of the spectrum, before it affects the total energy. This is confirmed by figure 3 , where the prefactor technique is applied to several hyper-Smagorinsky models. For each value of n the optimal constant c n was determined empirically to make the energy decay approximately as in the experiment, and was then modified by substituting it by f c n , with f = 0.5 and f = 2. The ratio between the energies obtained using the two prefactors is a measure of the sensitivity of the model to errors, and would be unity for an ideal scheme. It is clear from the figure that the hyper-Smagorinsky models approach the ideal behavior as n increases, but they never reach it because they use an eddy viscosity, which cannot change the total dissipation without affecting broad ranges of the spectrum. A still better family of models would have a hyperviscosity component, but such models are numerically inconvenient and are not explored here. The dynamic model is also included in the figure and is shown to behave best of all, with a sensitivity that is roughly half that of Smagorinsky. This is easy to understand, since the effect of large n's is to concentrate the model feed-back sensor near the end of the spectrum, and the dynamic model uses exclusively information from the last octave to compute its constant, through the effect of the two filters. It should therefore be nearly optimal among eddy viscosity models with respect to robustness.
In all these cases the initial jump of the energy ratio corresponds to a transient in which the spectrum adjusts itself to the incorrect dissipation, and accumulates or loses energy at the small scales.
-Why does the dynamic model work better?
We have shown above one of the reasons why a dynamic model would work reasonably well, even if its formulation were considerably in error with respect to the true dynamics of turbulence. However, a simple inspection of the spectra in figure 2 shows that the standard formulation (5), with f = 1, is very close to the 'truth', since the tail of its spectrum matches the experimental measurements much better than any of the modified models.
The classical explanations for this good performance are, first, that the two Smagorinsky assumptions in (3) enforce a scale similarity between the two filter levels, which mimics the scale invariance in the inertial range 6 and, second, that the least squares approximation of (4) (5) ensures that the original Smagorinsky assumptions are reasonably well satisfied inertial range requires choosing a prefactor f ≈ 1.5. Next, the original stress-similarity argument requires that the constant c obtained from (5) satisfies the tensor equation (4) in some approximate way. But an approximation can be optimum, and still be a very bad model for the data. This is unfortunately the case in (4) . A good approximation would require that |λ| 
after an initial transient, saturates around 20%. Since |λ| 2 /|L *
, this implies that 95% of the magnitude of the stresses remain unexplained by their dynamic Smagorinsky approximation, as already noted in 7 for simpler Smagorinsky models. The correlation quoted above is in fact high, since it is easy to estimate that, for isotropic turbulence in the inertial range, and under fairly mild approximations, the correlation between the subgrid stress and the strain tensor at the same filter width is of the order of 20%-30% (see appendix A). Since the subgrid stress decreases with the filter width, while the strain increases, L is essentially the stress at the test level, while g is essentially the strain at the grid level. The correlation in (7) therefore tests tensors whose scales are separated by a factor ∆/δ, and should in principle be expected to be smaller than that between tensors at the same width. That an LES flow shows higher correlations than a natural one is probably due to the fact that the former is being driven at the smallest scales by stresses which are, by design, fully correlated with the strains.
Note that the poor correlation of the stress and strain tensors is related to energy backscatter. It is for example easy to show that, if τ and S were scalar variables with a joint-normal distribution and with correlation coefficient γ, the fraction of points with negative energy dissipation, τ S < 0, would be
For γ ≈ 0.2, this amounts to approximately 40% of the points, which is in rough agreement with observed values
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.
These results show that the Leonard stress L * and the Germano strain g are far from being coaxial, and that any attempt to model one as proportional to the other is doomed to failure. On the other hand, the fact that the method works proves that something is being modelled. Bardina et al. 7 noted that the correlation between the model and flow dissipations was much higher than that for the stresses, and it is easy to see that (5) is actually a dissipation formula. The least square approximation results in an exact cancellation of the projection of the tensor over one of its summands, and the projection of the stress on the strain is the dissipation. In fact (5) can be rewritten as
which says that the 'dissipation' generated by the Smagorinsky stresses τ g , is the same as the 'production' of the Leonard stresses. Since L = T in any numerical flow without an explicit grid filter, the Leonard production can be used as a surrogate for the production at the test level. While this argument is suggestive, it is difficult to go much further. Direct computation shows that none of the actual productions and dissipations really match in the dynamic approximation. The numerical production −T · S remains about twice smaller than the dissipation of the Smagorinsky stresses, mainly because a substantial amount of energy is dissipated by the subgrid model on the flow scales between the test and grid filters. Other combinations can be tested with similar lack of success. While there is qualitative agreement in all the obvious balances, the quantitative details are always masked by the broad support of the second order dissipation. Equation (9), while indicative, does not correspond directly to any physical property of the flow.
Predictability of the subgrid stress
In the experiments above, we showed that eddy viscosity models, such as Smagorinsky and the dynamic model, work by manipulating the dissipation, but that they are otherwise not representative of the subgrid stresses. However, this was in the context of a restricted class of models (eddy viscosity models), so we ask here whether a more general class of models could be more realistic. In particular, consider the general problem of estimating the subgrid stress term µ i = ∂τ ij /∂x j that appears in the LES equations. The only information available is the large-scale field being simulated in the LES. There are presumable many small-scale (subgrid) fields that could occur with the same large-scales, which would give rise to different µ. Thus µ is essentially stochastic, and we should ask how much variation there can be in µ for a given large-scale field, and how good a deterministic estimate of it could possibly be.
The best possible deterministic estimate µ of µ is sought in the mean-square sense. That is we seek µ such that the residue ρ = |µ − µ| 2 is minimized, where · is the ensemble average, in this case over all turbulent fields with the same large-scale field. The solution to this minimization problem is well known 16, 17 and is given by the conditional average conditioned on the large-scale field u,
If one were able to use the conditional average as a model for µ in an LES, as suggested by Adrian
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, the instantaneous error in the evolution of the large scales would be minimized. In addition, as was privately pointed out by S. Pope, the multi-point statistics of the simulated large-scale fields would match those of the large-scales of the actual turbulence. This feature arises due to the role the conditional average plays in the evolution equation for the probability density function. In particular, it can be shown 19, 20, 21 that if one has two stochastic evolution equations
where N and O are stochastic operators, then if
the evolution equations for the probability density functions P (u) and P (v) will be identical. Thus by choosing the conditional average as our model, we are assured that, in a certain sense, the pdf of the simulated LES field evolves like the pdf of the large-scale turbulence.
Since these are the multi-point pdf's, this implies that the multi-point statistics of the LES and real turbulence also evolve together. Note that there are subtleties of ergodicity associated with the implication of these results for a single LES simulation. A trivial special case of this result is that the conditional average model has the correct dissipation. Unfortunately, since the conditional average in (10) is conditioned on the entire largescale field, these averages cannot be practically computed, but they can be estimated and approximated. Since the conditional average as a model of µ is essentially an ideal model, one can think of the problem of developing a deterministic LES model as developing an approximation to the conditional average.
-Estimating the Conditional Average
There is a well-established technique for estimating conditional averages, known as stochastic estimation 16, 17 . In this technique one seeks the best approximation to the conditional average (in the mean-square sense), with a given functional dependence on the conditions. For example, in linear estimation, one seeks an approximation that is linearly dependent on the condition data. Thus, we estimate our conditional average of the model term as
where the kernel Λ ij can be determined from the integral equation
assuming that the two-point correlations of the velocity with itself and with the model term are known. Similarly, in a quadratic estimate in which one considers one-point quadratic functions of the velocity, the estimator can be found from two-point correlations of quadratic products of the velocity. The linear estimate can also be considered to be the first term in a generalized Taylor expansion, the next term is then based on two-point quadratic functions of the velocity. In this case, the estimator is determined from two-, three-and four-point correlations.
In addition to being the best mean-square estimates of the conditional average, stochastic estimates also minimize the mean square error of the term being estimated (i.e. the model term). As a consequence, a subset of the results on statistics discussed above applies; for example, using a one-point quadratic estimator as a model, all quadratic and cubic one-point statistics of the large-scales (e.g. the Reynolds stress tensor) of the large-scale field evolve as in the actual turbulent flow. In particular, this includes the dissipation.
-Predictability of µ
A good measure of the predictability of µ is just the mean-square error, which can be easily determined once an estimate of the conditional average is available. This is the error between the estimate of the conditional average and the true subgrid stress in a DNS (as in an a-priori test). Thus, the error includes two parts: the error between the conditional average and the true term, which is the minimum error possible, and the error between the stochastic estimate and the conditional average. Experience has shown that stochastic estimates are very good approximations to the conditional average 23 , so we expect the error to be dominated by the irreducible error between conditional average and the real term. We obtained the estimates and measured the errors using correlation data from a direct numerical simulation of a forced isotropic turbulence
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. The simulations were done at Re λ = 267 and used 256 3 Fourier spectral modes. Both linear and quadratic estimates were developed for large-scale fields defined using three different Fourier cut-off filters. Spatial averages were used instead of ensemble statistics, but the notation of the latter will be kept here.
As discussed above, the conditional average and its estimates assure that the dissipation is represented correctly, that is τ · σ = u · µ = u · µ . The orthogonality of the Fourier functions assures that this is true for each individual Fourier mode, not just for the overall flow as written here. Thus, the component of µ that is statistically aligned with u is perfectly predicted, and the question is how well can the rest be represented. Define
to be the component of µ that is statistically orthogonal to u. The mean square error ρ, normalized by | µ| 2 , is shown as a function of wavenumber in figure 4 for the three cut-off filters discussed here. When normalized in this way the error is (trivially) identically one for linear estimation and no better than 97% for one-point quadratic estimation. The error is so large because the magnitude of the estimates is much smaller than | µ|. When normalized by the magnitude of the whole term µ(k) (not shown), the error varies from 80% to 98% in the the high wavenumber range, where the model term is significant. These values are consistent with the overall 95% of the subgrid stress that is not predicted by Smagorinsky, as discussed in section 2.4. The fact that the quadratic estimates have only minutely reduced the error, when they should be significantly better estimates, suggests that the estimates are indeed good approximations to the conditional average, as expected from previous experience 17 .
If the estimates are indeed good approximations to the conditional average as our results suggest, then the orthogonal component µ is essentially unpredictable given information about just the resolved scales. Furthermore, the predictable component of µ, i.e. that statistically aligned with u, is small compared to µ as a whole, accounting for as much as 20% of the magnitude of the total term for the widest filter, and as little as 2% for the narrowest. These measures are related to the correlation coefficient γ estimated in Appendix A, though the normalization is different here (|u| and |µ| here rather that |τ | and |σ|).
While, the substantial unpredictability of the subgrid term in the LES equations seems disappointing, the dissipation by the subgrid term is perfectly predictable, and that appears to be enough. These results suggest that, in isotropic turbulence, subgrid models that reproduce the subgrid dissipation are doing as well as is possible. Notice however, that it is not just the overall dissipation that can be predicted, but the dissipation at each wavenumber as well. This has not yet been demonstrated for subgrid models in current use. Furthermore, despite very poor predictions of the actual subgrid stress in a-priori tests, there is good reason to expect an LES based on such models to produce reasonable resolved-scale statistics, as has indeed been observed. All of this suggests that setting the constant in (5) by what amounts to a dissipation matching condition is a sensible approach.
Shear flows
-Isotropic subgrid stresses
The results in §2.4 regarding the lack of correlation between the stresses and the rate of strain tensor raise the question of how models based on an eddy (hyper)viscosity may work in shear flows, where the stresses control the mean flow and are the main quantities to be predicted. Note that the problem is independent of how efficient the model is in adjusting the proportionality coefficient to provide the right dissipation, or on the form of the viscosity term. Since, as we note in appendix A, the correlation between the stress and the strain is directly related to the dissipation τ · σ, if the correlation level of a particular model is chosen incorrectly and the coefficient in (3) is adjusted to obtain the right dissipation, the resulting stresses would be wrong, and vice versa.
In models based on an eddy viscosity, the stress and the strain are, by definition, fully correlated at the grid level, and, since we have shown that the correlation in real flows is lower, the stresses that the model needs to generate the right dissipation will be too low. The isotropic analysis in the appendix suggests that the correct correlation is of the order of 20%-30%, which would imply that either the predicted stresses are too low by a factor of three to five, or the strains too high by the same factor. The consequence is that it is impossible to get both the right spectrum and the right stresses from an eddy viscosity.
It is an intriguing possibility that some of the mixed models 7, 24 which report improved stress prediction by adding extra terms to the basic eddy viscosity may be doing so by decreasing the strain-stress correlation to more natural levels, especially since similar improvements have been reported in models in which the extra terms are essentially a random force 25, 26 .
-A-priori versus a-posteriori testing
Before we explore the implications of this apparently discouraging conclusion some words are needed on the testing of LES models. The obvious test, usually called a-posteriori, is to define a figure of merit, such as the mean velocity profile, and to compare the result of the computation with a suitably filtered experimental value. This method has come under attack on the grounds that it characterizes complete codes, and does not distinguish numerical from modelling errors so that, if the results agree, it may be due to compensating errors while, if they do not, it is usually difficult to isolate the cause.
An a-priori method for testing LES models, independently of the numerical factors, was introduced in 10 . Assume that the full flow field in a given situation is known. It is then possible to compute exactly the grid-filtered field {u} and the subgrid stresses. From {u}, using only information that would be available to the LES code in a real situation, one computes the stresses that would be predicted by the proposed model, and compares them to the ones derived from the filtered data.
Although this way of testing appears to be an improvement over the previous one, its results have been disappointing. The subgrid stresses predicted by most models turn out to be only poorly correlated with those measured from the filtered fields 10, 7 , in spite of which some of those models work well a-posteriori. This is often interpreted as meaning that a-priori testing is unduly pessimistic, but it is probably closer to the truth to say that the results of standard a-priori tests are only weakly related to the performance of subgrid models. Indeed, the results of §3 suggest that good performance in a-priori tests are neither possible nor required for a good LES model.
In general, all that can be said of the usual a-priori testing is that, if its results are perfect, the model would certainly reproduce exactly the flow, but, in the more common case in which the results are poor, nothing can be said about performance in a real situation.
Another difficulty with interpreting a-priori tests is that they test how the model represents the effects of subgrid turbulence, but they do it in the wrong flow, since the model acts on a different field in the LES simulation than in the test. While the former is the result of the accumulated dynamic effect of the model itself, and of the numerics, the latter is just the static application of the model to predict the stresses in a real turbulent flow. Thus a 'bad' model can produce 'good' results because it is acting on a 'bad' flow, but is designed to compensate for it. A good example of this is the surprising good performance of the modified dynamic model discussed in §2.2.
But the main reason why a-priori testing is restrictive is because many of the desired results of the simulations are large scale quantities, which reside in flow structures which are being simulated directly, and which do not have to be modelled at all. This was clear in the above discussion of figures 1 and 2, where gross errors in the behavior of the small-scale end of the energy spectrum had only minor effects on the evolution of the total energy. A-priori testing of the dissipation generated by the small scales in the modified models would show gross errors, but they only have a small effect on the energy because the desired and the modelled quantities are different. We will next illustrate this point by coming back to the question of the shear stresses.
-Anisotropic stresses
It is well known that turbulence becomes more isotropic at smaller scales, and it is generally believed that it is essentially isotropic in the inertial range. In shear flows, the classical Kolmogorov theory predicts that the spectrum of the normal stresses behaves as
while, at least for weak shear S, the cospectrum of the off-diagonal components behaves
. The consequence is that the subgrid stresses, which are proportional to k E(k) dk, decrease like
where the length
is, for equilibrium flows, proportional to the usual integral scale L ε = q 3 /ε. It follows that, as the scale of the filter becomes smaller with respect to the integral length, the subgrid shear stress that has to be carried by the model decays even faster than the subgrid energy, and even gross errors in its estimation become negligible for the mean flow. The experimental evidence for this behavior is surveyed in
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, and a review of some older experiments, seen from the point of view of LES, can be found in
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The latter paper presents a series of LES of a plane channel (Re τ ≈ 1000) at different resolutions, using a standard dynamic-Smagorinsky model averaged over wall-parallel planes, and compares the subgrid shear stress provided by the model with the one derived by filtering a direct simulation at roughly similar Reynolds number
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. The LES code uses Fourier expansions in the two wall-parallel directions, and B-splines across the channel 31 . Its multiblock character allows different resolutions in the center of the channel and near the wall, where no good subgrid model is known. The grid below y + ≈ 200 is always the same, and it essentially resolves the flow. The maximum subgrid fraction of τ 12 in this region is 8% very near the wall, but falls quickly below 1%. The grid in the central block is coarsened by factors of 1-3 in the Fourier directions. The wall-normal grid is stretched smoothly across the channel and is identical in all cases. The velocity profile is compared to an independent simulation on a grid refined in all three directions, and which agrees with the result of the LES with the finest grid within ≈ 1% (figure 6).
The direct simulation is fully resolved. Subgrid stresses are derived by filtering the correlation tensor 32 with a box filter of the same dimensions as the LES grid, and are shown as dots in figure 5 . Gaussian filters with standard deviations equal to the half-widths of the box gave essentially the same results. Since those filters are very anisotropic, an equivalent length is needed to present the results. It was found that the geometric mean (
, which is often used for Smagorinsky modelling 33 , and which can be justified on the grounds of equivalent dissipation, is not a good choice to collapse the stresses. Much better results are obtained with quadratic combinations of the filter widths, which are different for the different stress components and, in some measure, for the different flows. They can be justified as parabolic approximations to the correlation tensor. For τ 12 in the channel the best combination was found by Baggett 29 to be
which is used in figure 5 for a wide range of filter shapes. The collapse is good and most of the scatter is among different locations in the channel, rather than due to filter anisotropy. The same length is used to reduce the LES results. It is clear from the figure that the shear stresses predicted by the model are only a fraction of the 'true' ones, and it is interesting that the deficit is close to the factor of five predicted above on isotropic grounds. Note that this is a-posteriori testing, in that the effect of the model on its flow field is being compared with experimental results, but that we are using it to test directly the behavior of the model, i.e. the stresses, rather than its overall effect on the velocity profile. This comparison can never be precise, since it is unclear which is the filtering operation implicit in the use of the grid, and what to use as an equivalent resolution for the simulation. But the latter can in no case be finer than the grid and, since the fraction of the stresses carried by the resolved scales in an LES increases as the resolution improves, using the width of the grid as an equivalent filter should in any case lead to an overestimation of the predicted stresses. The deficit in the figure is a genuine underprediction. This is confirmed by figure 6 which compares the modelled shear stress fraction, averaged over the central part of the channel, with the resulting fractional error of the predicted velocity profile. The two quantities are roughly proportional, and of the same order. It is clear that the modelling of the stresses is grossly in error, and that the only way to get good results is to adjust the resolution so that the subgrid stresses are negligible. It is seen from figure 6 that this implies, at the 1% error level, filter widths of the order of 5-10% of the integral length. Note that this is, for flows away from walls, an inviscid limit, independent of Reynolds number, and therefore equally valid for laboratory flows and for industrial applications. It implies ≈ 10 3 grid points per cubic integral length.
Conclusions
We have reviewed the physical basis for the good a-posteriori performance of dynamicSmagorinsky subgrid models in LES, and have shown that it appears to be only weakly related to their ability to correctly represent the subgrid physics. We have argued more generally that simulating the correct subgrid physics is not always required to simulate some aspects of the flow, and indeed that our ability to model the detailed effects of the subgrid scales may be severely limited by their inherent unpredictability. Thus, it is more important than ever that a fundamental understanding of the physics of the flow, and of the limitations on the models, be an integral part of any decision regarding their applicability and their resolution requirements.
Because of this distinction between physics and modelling we have suggested that careful a-posteriori testing of selected quantities is the best approach to testing and characterizing subgrid models, even from the fundamental point of view. This should in general be done with due consideration of numerical and other effects, but we have tried in this paper to restrict ourselves to the influence of the subgrid model by using high-order or spectral numerical schemes.
We have shown that, apart from their known ability to generate vanishing eddy viscosi-ties in smooth flows, much of the good behavior of dynamic models is due to their robustness to errors in the physics. The reason is that the formula for their eddy viscosity contains a sensor which responds to the accumulation of energy in the high wavenumbers of the spectrum before it contaminates the energy containing range. This is shared by other schemes, and we have suggested that any model with this feed-back property, and with roughly correct physics, is likely to represent well the energy of the flow. By defining an 'ideal' LES model, and estimating its properties using DNS data, we showed that there are severe limitations to how well the details of the subgrid term can be modelled. In isotropic turbulence, the only quantity that can be exactly predicted is the subgrid dissipation. We also indicated that despite the poor prediction of the subgrid term, a model that predicts the predictable part of the subgrid term will results in an LES that reproduces the large-scale statistics of the real turbulence.
The classical justification of the dynamic model in terms of scale similarity and optimal approximation of the stresses has been examined and found weak. The main problem is that any eddy viscosity model assumes that subgrid stresses are perfectly correlated to the strain, while this correlation is poor in real flows. This makes it impossible to accurately predict at the same time the stresses and the energy spectrum. The classical dynamic models are adjusted to predict the latter, and their stresses are low by a substantial factor. We have shown by direct testing in a turbulent channel that this is true even for the mean shear stresses.
We have noted that this poor prediction of the stresses, worrying at first sight for shear flows, can be reduced to a limit on the resolution needed for the application of eddy viscosity models, which should be high enough for most of the stresses to be carried by the resolved scales. The same is true for the flow energy, and in both cases the required grid spacing is of the order of a fraction (≈ 0.1) of the integral flow scale. Although the resulting grids can be large for complex flows, the requirement is independent of the Reynolds number, and should therefore be equally applicable to academic and industrial flows. The exception to this optimistic assessment is the flow near walls where the integral scale goes to zero, and the grid spacing becomes again dependent of viscosity 34, 8 . This problem of wall boundary conditions, although beyond the scope of this review, continues therefore to be the main roadblock to the practical application of LES, and will not be solved until a way is found of applying conditions at distances from the wall that do not scale on viscous wall units. The arguments that we have presented suggest that this might be possible without a full consideration of the near-wall flow physics.
The results in this paper lead in fact to the question of whether it may be possible to simulate turbulence without subgrid models, trusting the numerical method to provide the required dissipation 35 . This possibility must however be carefully qualified. Not all numerical dampers are good feed-back mechanisms, and most numerical schemes lack the small-scale sensor that we have seen to be a necessary ingredient for robustness. Our discussion of the dynamic model also shows that a certain amount of physics is a desirable property of subgrid models, resulting not only in robustness but in lowest-order accuracy. This is specially true whenever the flow becomes locally laminar, since most numerical methods have trouble separating large laminar gradients from turbulent fluctuations. The discussions in this paper, however, suggest that incorporating very detailed physics in subgrid models may only result in moderate savings in computational work, and that rather simple approximations might be sufficient in some cases. the subgrid stresses can be interpreted as the result of a double filtering operation
where H(y, z) = F (y)δ(y − z) − F (y)F (z).
The computation of |τ * | 2 leads to integrals of multi-point combinations of the type u i u j u k u m , which can be expressed in terms of two-point correlations using the standard quasi-normal approximation
36
. The resulting integral can then be transformed to Fourier space, and written in terms of products of the spectral tensor, of the type
where H(k, q) is the double Fourier transform of H. For a dealiased sharp cutoff filter in one space dimension, H = 1 in the strip |k + q| < k 0 , except where |k| < k 0 and |q| < k 0 , and vanishes otherwise. The vanishing of this filter below k = k 0 , which is a consequence of subtracting the second term in (19) , is what makes the subgrid stresses an essentially, although not exactly, high-pass filtered quantity, and justifies the estimates made in (16) . In three dimensions, the corresponding domain of the six-dimensional integral (25) extends over the whole Fourier space k, but is weighted at each point by an integral over q. If |k| ≥ k 0 , the latter extends over the sphere |q + k| < k0 while, if |k| < k 0 , it only extends over the spherical crescent bounded on the outside by |q + k| = k0 and on the inside by |q| = k0. The result is that the dominant contribution to the norm of the stresses comes from the neighborhood of k = k 0 , which can be assumed to be in the inertial range, and that the integrals can be evaluated using the inertial form of the energy spectrum
with corrections which are of the order of (k 0 L ε ) −1/3
. After substantial, but straightforward, algebraic manipulation, |τ * | 2 1/2 ≈ 4.6 ε
and γ ≈ 0.2 − 0.28. , initial numerical spectrum at t = 42; , experimental data at the same time 11 ; all other symbols as in figure 1 , at t ≈ 98. , from LES at Re τ ≈ 1000 using a Smagorinsky-dynamic model. Only points above y/h ≈ 0.3 are plotted (adapted from 29 ). 
