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Abstract
Theoptimal solutionof initial-value problems inODEs iswell studied for smooth right-hand side functions.
Much less is knownabout the optimality of algorithms for singular problems. In this paper,we study the (worst
case) solution of scalar problems with a right-hand side function having r continuous bounded derivatives
in R, except for an unknown singular point. We establish the minimal worst case error for such problems
(which depends on r similarly as in the smooth case), and deﬁne optimal adaptive algorithms. The crucial
point is locating an unknown singularity of the solution by properly adapting the grid. We also study lower
bounds on the error of an algorithm for classes of singular problems. In the case of a single singularity with
nonadaptive information, or in the case of two or more singularities, the error of any algorithm is shown to
be independent of r.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Optimal algorithms for solving initial-value problems are well studied for smooth right-hand
side functions. Various computational settings have been considered, starting from the worst case
setting [4] and the asymptotic setting, up to recent results on the randomized and quantum settings
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[5,3]. A core of these results lies in establishing a relation between regularity of the right-hand
side function and the minimal error of an algorithm for solving the problem.
Much less is known about the optimal solution of initial-value problems in the presence of
singularities. There are many papers on solving singular ODEs in various settings and under
various assumptions, see e.g. [1,2,6,7] or [11] and the papers cited there, to mention only a
part of the literature. Algorithms proposed for singular problems often have heuristic elements,
or use some external information which may be supplied, for instance, by a procedure solving
an auxiliary numerical problem. The goal of these papers is always to solve singular problems
in efﬁcient way. However, the efﬁciency (or optimality) of proposed algorithms is usually not
precisely deﬁned and established. A precise complexity analysis of a piecewise regular problem,
a linear two-point boundary-value problem with piecewise analytic data, was presented in [13].
Rigorous optimality results were obtained for the scalar integration problem with singularities in
[8]. Optimal quadratureswere deﬁned in [8], based on detecting a singularity and using an adaptive
sampling of the integrand. Recently, the optimal approximation of scalar singular functions was
studied under various assumptions in [9] and [10].
In the present paper, we study the solution of scalar initial-value problems with a singular
right-hand side function. We work in the worst case setting of information-based complexity, as
described in [12]. Our aim is not adding another practically efﬁcient method to the collection of
existing ones. It is establishing the optimal error for a singular problem with prescribed regularity
properties away from a singularity. For a given regularity parameter r1, we consider a class
Fr of right-hand side functions f that have continuous bounded derivatives up to the order r in
R, except for at most one unknown singular point uf . Certain derivatives of f of order between
1 and r have jumps at uf ; both the order of discontinuous derivatives and sizes of the jumps are
unknown (for the precise deﬁnition see Section 2).
We deal with algorithms based on standard information given by evaluations of f or its deriva-
tives, or on linear information given by evaluations of arbitrary linear functionals at f. Our aim is
to establish the minimal worst case error in the class Fr that can be achieved using a given number
of information evaluations, and to design optimal algorithms. We wish to discuss the dependence
of the minimal error on r, the inﬂuence of the number of singularities of f, and the strength of
nonadaptive information versus adaptive one. We also wish to estimate the combinatory cost,
which is important for nonlinear problems such as (1).
The results of the paper can be summarized as follows. Denote by F regr the class of smooth
functions having r continuous bounded derivatives in R, with Lipschitz rth derivative. It is known
that the minimal worst case error in F regr of algorithms using n information evaluations, is of
order n−(r+1) for standard information, and n−(r+2) for linear information. Optimal algorithms in
the class F regr are known (Section 3). In the class Fr of singular functions, these algorithms have
errors O(n−2) for standard or linear information, no matter how large the regularity parameter r
is (Lemma 1). The upper bound of Lemma 1, expressed in terms of the jumps of derivatives of
f, is used to design modiﬁed algorithms for singular problems. We deﬁne algorithms that achieve
in Fr the minimal error known for smooth functions from F
reg
r (Sections 4 and 5, see Theorem 1
for upper bounds). The crucial point is locating a singularity of the solution corresponding to a
singularity of the right-hand side function. Since F regr ⊂ Fr , the upper bounds of Theorem 1 are
order optimal.
In order to understand the difﬁculty of singular problems, we deal in Section 6 with lower
bounds on the minimal error of an algorithm. We consider three cases depending on the class
of algorithms, information, and the number of singularities. We ﬁrst consider problems with at
most one singularity, and a restricted class of algorithms. We next study standard nonadaptive
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information for problems with at most one singularity. Finally, we deal with functions with two
or more singularities. In all these cases the error of an algorithm is shown to be independent of
the regularity parameter r. This means for instance that adaption is crucial for singular problems,
and that the number of singularities plays an important role. Details are shown in Propositions
1–3.
The results of the paper are summarized in Section 7. Numerical experiments for standard
information, not reported in the paper, conﬁrm the bound of Lemma 1, and illustrate the bound
of Theorem 1. Appendix contains proofs of Lemmas 1 and 2.
2. Problem formulation
Our aim is to approximate the solution z : [a, b] → R of an initial-value problem
z′(t) = f (z(t)), t ∈ [a, b], z(a) = , (1)
where a < b, f : R → R, and  ∈ R. We shall study optimal algorithms for solving (1) in the
presence of an unknown singularity (singularities) in the right-hand side f.
Let Fr be a class of functions f = f (y) that satisfy the following conditions (2)–(6). For an
integer r1 and positive constants L, Dj (j = 0, 1, . . . , r), Lr and d0 (d0 < D0), we assume
that:
• Function f is Lipschitz with a constant L,
|f (y1) − f (y2)|L|y1 − y2| for all y1, y2 ∈ R. (2)
This assures that (1) has a unique solution.
• Function f has r continuous derivatives in R, except for at most one (unknown) singular point
uf ,
f ∈ C(r)((−∞, uf )) ∩ C(r)([uf ,+∞)). (3)
Hence, f (j)(uf ) = f (j)(u+f ). We assume the existence of ﬁnite limits f (j)(u−f ) = limy→u−f
f (j)(y), j = 1, 2, . . . , r .
We shall also discuss the case of two or more singularities.
• The derivatives of f are bounded in R (at the singular point, both left- and right-hand side values
are bounded),
|f (j)(y)|Dj for y ∈ R, (4)
for j = 0, 1, . . . , r .
• The rth derivative of f is a Lipschitz function in subintervals (−∞, uf ) and [uf ,+∞),
|f (r)(y1) − f (r)(y2)|Lr |y1 − y2| (5)
for all y1, y2 ∈ (−∞, uf ) and all y1, y2 ∈ [uf ,+∞).
• Function f satisﬁes
f (y)d0, (6)
(d0 > 0), for all y ∈ R. (Problems with f (y) − d0 can be reduced to those satisfying (6).)
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Hence, Fr is a Lipschitz class of functions that have at most one unknown singular point. The
numbers r, L,D0, . . . , Dr, Lr and d0 will be called parameters of the class Fr . Unless otherwise
stated, all constants appearing in this paper (including those in the “O’’, “’’ and “’’ notation)
will only depend on the parameters of Fr , and possibly on a and b. The same symbol may be
used for different constants. Statements of the type “for sufﬁciently large n’’ or “for sufﬁciently
small h’’ will mean “for nn0’’ or “for hh0’’, where n0 and h0 depend on parameters as
above.
Since f () > 0, the solution is an increasing function, z′(t) > 0, t ∈ [a, b].
Let jf denote a jump of jth derivative at uf ,
jf = f (j)(u+f ) − f (j)(u−f ), (7)
for j = 0, 1, . . . , r .
Obviously, since f is continuous, we have 0f = 0. Problem (1) is regular if there are no
singularities, i.e., jf = 0 for all j = 0, 1, . . . , r .
Given an integer n, an approximation to the solution z is provided by an algorithm n that
computes a bounded function l : [a, b] → R, l = n(f ). More precisely, let F∞r denote a
linear space of piecewise r-smooth functions deﬁned on R, with a ﬁnite number of singular-
ities. Function f ∈ F∞r iff f is Lipschitz in R, and there exists an integer s = sf 0 and
points −∞ < u1f < · · · < usf < ∞, such that f has r continuous bounded derivatives in
(−∞, u1f ), [u1f , u2f ), . . . , [usf ,∞). We assume that the condition from (3) holds, concerning left-
hand side derivatives at each upf , p = 1, 2, . . . , s. (If sf = 0, then f does not have singularities.)
Furthermore, f (r) is a Lipschitz function in all these subintervals.
AmappingNn : F∞r → Rn is called the information operator (information) with n evaluations.
Vector Nn(f ) provides information about f that is used by an algorithm. We consider two classes
of information. Standard information Nn(f ) is given by n values of f or its derivatives of order
0, 1, . . . , r at some (possibly adaptively chosen) points. We assume that if the argument coincides
with a singular point uf = upf , then the procedure computing f (j)(uf ) returns both left- and
right-hand side values f (j)(u−f ) and f (j)(u
+
f ), j = 0, 1, . . . , r . More generally, linear (in general
adaptive) information is given by values yi = Li(f ; y1, . . . , yi−1), where Li( · ; y1, . . . , yi−1) is
a linear functional on F∞r , i = 1, 2, . . . , n.
We shall consider the solution of (1) for classes F ⊂ F∞r of singular right-hand side functions
(the class F = Fr will be studied in the next sections). By an algorithm n using information
Nn we mean a mapping deﬁned on F by formula n(f ) = (Nn(f )), where  maps Rn into the
space of bounded functions on [a, b]. We denote the class of all algorithms using any standard or
linear information with n evaluations by stn or linn , respectively.
We study the worst case model of computation. The error of an algorithm n in the class F is
deﬁned by
e(n, F ) = sup
f∈F
e(n, f ), (8)
where
e(n, f ) = sup
t∈[a,b]
|z(t) − n(f )(t)|. (9)
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A basic quantity is the nth minimal error en(F ) of an algorithm in the class F given by
en(F ) = inf
n∈n
e(n, F ), (10)
where the inﬁmum is taken among all possible algorithms from the classes n = stn or n =
linn .
We are interested in ﬁnding sharp bounds on en(F ), as n → ∞, for F = Fr , and deﬁning
algorithms for which the inﬁmum in (10) is attained. Bounds on en(F ) for other classes F of
singular functions will also be given.
3. Errors of classical methods in the presence of a singularity
Optimal algorithms for solving (1) are well known for smooth functions f (i.e., when jf = 0
for j = 0, 1, . . . , r), see [4]. We denote a class of such functions by F regr . Although a slightly









for standard information, and
en(F
reg





for linear information, as n → ∞.
We now recall for the future use algorithms stn ∈ stn and linn ∈ linn for which the inﬁmum
is attained in the two cases above [4].
Let m1 be a discretization parameter (which will be related to n in a moment). Consider the
uniform partition of [a, b] with points xi = a + ih, i = 0, 1, . . . , m, where h = (b − a)/m.
Let y0 = , and suppose that yi is given (yi ≈ z(xi)). Consider the problem
z′i (t) = f (zi(t)), t ∈ [xi, xi+1], zi(xi) = yi. (13)






i (xi)/j !(t − xi)j , t ∈ [xi, xi+1]. (14)









f (li(t)) dt for linear information,
(15)
and we deﬁne approximations l = l(t) by l(t) = li (t) for t ∈ [xi, xi+1), i = 0, 1, . . . , m − 1,
and l(b) = lm−1(b).
The number of information evaluations used for computing l is proportional to the number
of grid points, and is at most k(r)m, with constant k(r) = r + 1 for standard information and
k(r) = r + 2 for linear information.
460 B. Kacewicz, P. Przybyłowicz / Journal of Complexity 24 (2008) 455–476
Given nk(r), the algorithms stn ∈ stn and linn ∈ linn are deﬁned by approximations l
described above, with the discretization parameter m = 
n/k(r).
Note thatstn uses information that consists of the values of derivatives of f of order 0, 1, . . . , r ,
while linn additionally makes use of integrals of f.
Algorithms stn and linn are optimal for smooth functions, that is, their errors in the class F
reg
r
are of order (11) and (12), respectively. The following lemma shows how they perform in the
class Fr . The error bound obtained will be next used to distinguish between mild and difﬁcult
singularities, which consequently will allow us to deﬁne algorithms that preserve in the singular
case the order known for smooth functions.
Lemma 1. There exist positive constants C and n0 dependent only on the parameters of the class
Fr , a and b such that for f ∈ Fr and nn0 we have








where p = 0 for standard information and p = 1 for linear information.
Proof. See Appendix.
Lemma 1 shows how (the upper bound on) the error of st(lin)n depends on the regularity r and
jumps kf . For instance, for functions f with discontinuous ﬁrst derivative (1f = 0), the error of
st(lin)n is of order |1f | n−2. For f having j continuous derivatives with 1jr − 1, the error is
of order n−(j+2), and for j = r of order n−(r+1+p), where p is given in (16).
By Lemma 1, the worst case error in the class Fr satisﬁes





Sharpness of this bound for stn follows from Proposition 1 in Section 6.
Let K be a positive constant which may only depend on the parameters of the class Fr . For any
h > 0, we deﬁne a subclass MK(h) of Fr by
MK(h) =
{






Class MK(h) contains functions with singularities that are “small’’ for a given step size h. Note
that MK(h) ⊂ MK(h¯) for h h¯. The intersection of the family {MK(h)}h>0 is equal to the class
F
reg
r . For sufﬁciently large h, we have MK(h) = Fr , so that the sum of the family gives the class
Fr .
By Lemma 1, the error bound from the regular case is preserved for f ∈ MK(h) with h =
(n−1) (up to constant K), since then
e(st(lin)n , f )C(K + 1)n−(r+1+p). (19)
Singularities uf for functions f ∈ MK(h) will be called mild for a given h (with constant K).
Otherwise they will be referred to as difﬁcult for h. Obviously, a mild singularity for a given h
(with at least one nonzero jump) becomes difﬁcult for h sufﬁciently small.
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4. Locating the singularity
We show in this section how the singularity of f (in the y-domain) can be located. This is only
the ﬁrst step for our problem—the next step will be locating the singularity of the solution in the
t-domain. This will allow us to properly adapt the grid and to deﬁne the optimal algorithms.
In [8], where the integration problem was considered, a singularity of f was detected by the use
of divided differences. Our criterion will be based on derivatives of f.
For c < d, we deﬁne
Af (c, d) = max
0 j r
|f (j)(d) − w(j)c (d)|
(d − c)r−j+1 , (20)
where wc(y) = ∑rj=0 (1/j !)f (j)(c)(y − c)j . Note that if [c, d] does not contain the singularity,
then Af (c, d) is bounded by constant Cr+1 = Lr :
if uf /∈ [c, d] then Af (c, d)Cr+1, (21)
which can be seen from Taylor’s remainder formula.
To locate the singularity we need the following lemma. It shows bounds on unknown jumps
jf for singularities from (c, d), expressed in terms of a computable quantity Af (c, d).
Lemma 2. There exist positive constantsKj , j = 0, 1, . . . , r , dependent only on j, r andLr such
that for all c, d (c < d) the following holds:
if uf ∈ (c, d) then
|jf |
(d − c)r−j+1 Kj
(
Af (c, d) + 1
)
, j = 0, 1, . . . , r. (22)
Proof. See Appendix.
From Lemma 2 we have the following sufﬁcient condition for the singularity to be mild.
Lemma 3. LetD,M > 0 andK = (D+1)M Mr−1
M−1 max1 j r Kj ,whereKj are the constantsfrom Lemma 2 (the convention 0/0 = r is used). For any h > 0 and f ∈ Fr the following holds:
if uf ∈ (c, d), where d − cMh, and Af (c, d)D, then f ∈ MK(h)
(i.e., the singularity uf is mild for h with constant K).
A procedure of locating a difﬁcult singularity uf in the y-domain is essentially similar to that
used in [8]. We use here a criterion based on evaluations of Af (c, d) instead of a criterion based
on divided differences.
Take D > 0. Let m1 and h = (b − a)/m. Let {ai} be the sequence from Euler’s method:
a0 = , ai+1 = ai + hf (ai), i = 0, 1, . . . , m − 1, (23)
and let am+1 = am + 1. Points a0, . . . , am+1 deﬁne a partition of a subset of the y-domain. The
error bound for Euler’s method shows that z(t) ∈ [a0, am+1], t ∈ [a, b], for all f ∈ Fr and
sufﬁciently small h, where the bound on h only depends on the Lipschitz constant L, D0, a and b.
Moreover, 0 < ai+1 − aiD0h.




Af (ai, ai+1). (24)
If uf = ai for some i, then the procedure evaluating f (j)(ai) tells us that the singularity is
found. Hence, we assume that the singularity (if it exists) lies in some open interval
(al, al+1).
If A is attained for two different intervals (ak, ak+1) and (ai, ai+1), then ACr+1, where Cr+1
is the constant from (21). Otherwise, due to (21), uf would belong to both intervals (ak, ak+1)
and (ai, ai+1). Hence, in this case the interval [a0, am+1] contains either no singularity, or a mild
one, see Lemma 3. We can use a classical method to solve (1), for which (19) holds.
We now assume that A = Af (ak, ak+1) for a single index k. We check whether AD. If YES,
then again either there is no singularity in [a0, am+1], or the singularity is mild for a current h,
see Lemma 3. Again, we can use a classical method for solving (1).
If NO, then a difﬁcult singularity uf must be in (ak, ak+1). Indeed, if uf ∈ (ai, ai+1) for some
i = k, then Af (ai, ai+1)Cr+1. (Otherwise, as above, Af (ak, ak+1)Af (ai, ai+1) > Cr+1,
and, due to (21), uf would lie in both disjoint intervals (ak, ak+1) and (ai, ai+1).) Hence, uf is
mild due to Lemma 3. Consequently, the only interval that may contain a difﬁcult singularity is
(ak, ak+1).
The length of this interval will now be reduced by the bisectionmethod. Take v = (ak+ak+1)/2
and compute f (v), f ′(v), . . . , f (r)(v). If v is the singular point then we stop. Otherwise, we
compute Af (ak, v) and Af (v, ak+1). If Af (ak, v) = Af (v, ak+1), then this value must be at
most Cr+1, since otherwise uf would lie in both disjoint open intervals. Hence, the singularity is
mild in this case.
If Af (ak, v) = Af (v, ak+1), then we choose the subinterval (ak, v) or (v, ak+1) for which the
criterion is larger. If singularity uf lies in the neglected part of the interval, then it must be mild
due to the same arguments as above. Hence, again, if a difﬁcult singularity exists, then it must
remain in the subinterval that has been chosen by the bisection.
Consequently, the bisection gives us a sequence of intervals (c, d) containing a difﬁcult singu-
larity (if it exists). After O(log2 m) steps, we get an interval with length d − chr+2.
The algorithm described above can be summarized as follows. Take D > 0.
L1 Compute sequence {ai} given by (23).
L2 Compute f (j)(ai) for i = 0, 1, . . . , m + 1, j = 0, 1, . . . , r . If uf = ai for some i, then go
to STOP.
L3 Compute A given by (24). If A = Af (ak, ak+1) = Af (ai, ai+1) for some distinct k and i,
then go to STOP and use a classical method to approximate z.
L4 Check if AD. If YES, go to STOP and use a classical method to approximate z. If NO,
choose interval (c, d) = (ak, ak+1) for which the maximum in (24) is achieved. Set s = 0
and smax = log2 (ak+1 − ak)/hr+2.
L5 Set s := s + 1. Compute v = (c + d)/2 and f (j)(v) for j = 0, 1, . . . , r . If v = uf then go
to STOP.
L6 Compute the values Af (c, v) and Af (v, d) and check if Af (c, v) = Af (v, d). If YES, go
to STOP and use a classical method to approximate z. If NO, choose the next (c, d) to be
subinterval (c, v) or (v, d) for which the value is larger.
If s < smax, then go to L5.
STOP
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The output is the interval (c, d) containing a difﬁcult singularity uf (if such a singularity
exists), with length d − chr+2, or the singular point uf itself. (The latter case can be treated as
a special case of the former one with an arbitrarily small interval (c, d).) The procedure assures
the following: if uf ∈ [a0, am+1], but uf is not contained in the output interval (c, d), then there
exists an interval (c¯, d¯) of length O(h) containing uf such that Af (c¯, d¯)Cr+1. This yields that
such uf is mild.
The number of evaluations of f and its derivatives used for computing (c, d) consists of at most
(m + 2)(r + 1) evaluations in steps L1 and L2, and at most (r + 1) log2 m + log2 D0/(b −
a)r+1(r+1) evaluations in the (repeated) steps L5 and L6. Hence, the total number of evaluations
for ﬁnding (c, d) is bounded by 3(r + 1)m, for mm0, where m0 depends only on D0, r, a
and b.
5. Algorithms with adaptive grid
Based on the knowledge of the interval (c, d) that contains a difﬁcult singularity in the y-
domain, we now show how to adapt the grid to locate the related singularity in the t-domain.
Resulting algorithms for solving (1) will preserve optimal order known from the regular case.
We denote them by ¯stn and ¯
lin
n for standard and linear information, respectively. Let m1 and
h = (b − a)/m. Let (c, d) be the interval obtained from L1–L6. We denote by ysti+1 or ylini+1
approximations deﬁned by (15) for standard and linear information, respectively.
The idea of grid adaption is based on using (the approximation of) the identity






in step A3 below. The algorithms are deﬁned as follows.
A0 yst(lin)0 = , i := −1.
A1 i := i + 1. Let yi = ysti in ¯stn or yi = ylini in ¯linn . If xi+1 > b then go to STOP. In both ¯stn
or ¯
lin
n , compute ysti+1 from (15).
A2 If ysti+1c − h, then go to A1 in ¯
st




A3 If ysti+1 > c − h, then the mesh point xi+1 is not accepted. Compute






where wyi is given in (20), with accuracy O(hr+2).
Set x¯i+1 = tˆc + hr+1.
A4 If x¯i+1b then x¯i+1 := b. Compute y¯i+1 = y¯sti+1 in ¯
st
n or y¯i+1 = y¯lini+1 in ¯
lin
n using (15),
with xi+1 replaced by x¯i+1. If x¯i+1 = b then go to STOP.
A5 Set x¯i+1 := x¯i+1 + h and go to A4
STOP
The number of subintervals of [a, b] deﬁned above is at most m + 1. Approximation l = l(t)
is deﬁned in the same way as in the classical algorithms, by using Taylor’s expansions li at xi
or x¯i .
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The number of information evaluations used for computing l consists of evaluations needed to
compute coefﬁcients of li (at most (r +1)(m+1) evaluations) and, in the linear case, evaluations
of integrals (at mostm+1 of them). No additional evaluations are needed to compute coefﬁcients
ofwyi in A3. Also, for a givenwyi , no additional information about f is needed to compute tˆc. The
number of evaluations in steps L1–L6 and A1–A5 is thus bounded by k(r)m, with k(r) = 4(r+2)
(a rough bound) in both standard and linear cases , for mm0, where m0 only depends on r, D0,
a and b.
For nk(r), we set m = 
n/k(r) and compute functions l for standard or linear information,
as described above. The number of information evaluations used for computing l is at most n, for
nk(r)m0. We then deﬁne algorithms ¯
st(lin)
n by setting ¯
st(lin)
n (f ) = l.
The combinatory cost of computing l = l(t) is also bounded by k1(r)m arithmetic operations,





in step A3 can be computed with the desired accuracy by integrating the (r + 1)-term Taylor
expansion of 1/wyi at yi . Since |c− yi | = O(h), the number of arithmetic operations needed for
that depends only on r.
The following result gives error bounds for algorithms ¯stn and ¯
lin





achieve in the singular case the optimal error known for smooth functions.
Theorem 1. There exist positive constants C and n0, depending only on the parameters of the
class Fr , a and b, such that for nn0 we have that ¯st(lin)n ∈ st(lin)n , and
e(¯
st(lin)
n , Fr)C n−(r+1+p), (25)
where p = 0 for standard information and p = 1 for linear information.
Proof. Let f ∈ Fr . For nk(r), letm = 
n/k(r) and h = (b−a)/m. Let yi = ysti or yi = ylini .
Assume that yic (this holds for i = 0). If ysti+1c − h, then zi(xi+1)c − h/2 for sufﬁciently
small h (where the bound on h only depends on the parameters of the class Fr ). This follows
from the Lipschitz condition for f, which yields that |zi(xi+1)− li (xi+1)|C˜h2 for h h˜0, where
positive constants C˜ and h˜0 depend only on the parameters of Fr . Since zi(xi+1)c−h/2, there
is no difﬁcult singularity in [yi, zi(xi+1)]. From (53) in the proof of Lemma 1 we have that
|zi(t) − li (t)| = O(hr+2) for t ∈ [xi, xi+1]. (26)
This means that the current step from xi to xi+1 performed by classical methods using standard
or linear information can be accepted. Note that in this case ylini+1zi(xi+1) + O(hr+3)c for
sufﬁciently small h, so that we are ready for the next step.
Consider now the case ysti+1 > c − h. Let tc be the solution of zi(tc) = c, i.e.,






Note that |yi − c| = O(h). We now show that
|f (y) − wyi (y)| = O(hr+1) for all y ∈ [yi, c], (27)
no matter whether uf belongs to [yi, c] or not.
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If uf /∈ [yi, c], then f is smooth in the interval, and (27) holds. Let uf ∈ [yi, c]. By L1–L6, we
can assume that uf < c. Furthermore, there exists an interval (c¯, d¯) containing uf with length
O(h) such that Af (c¯, d¯)Cr+1. Hence, due to Lemma 2, we have that |kf | = O(hr−k+1) for
k = 1, 2, . . . , r . For yuf , which is the case when singularity matters in (27), we express the
difference f (y)−wyi (y) by Taylor’s expansion at uf , in terms of the jumpskf . Using the bounds
on |kf |, we get (27).
Since f (y) and wyi (y) are bounded from below by positive constants, we have that |tc − tˆc| =
O(hr+2).
We aim at bounding |zi(t) − li (t)| in the successive intervals. Assume ﬁrst that uf ∈ (c, d).
Let tf (tf > xi) be the solution of zi(t) = uf , i.e.,






Note that |tf − tc| = O(hr+2), which yields that |tf − tˆc| = O(hr+2). Hence, tf belongs to
[xi, x¯i+1] for sufﬁciently small h.
We now show that
|zi(t) − li (t)| = O(hr+2) for t ∈ [xi, x¯i+1]. (28)
Obviously, (28) holds for t ∈ [xi, tf ]. Consider t ∈ (tf , x¯i+1]. Then
zi(t) − li (t) = zi(tf ) − li (tf ) + (z′i () − l′i ())(t − tf ),
for some  ∈ [tf , t]. Since z′i and l′i are Lipschitz functions, we have
|z′i () − l′i ()| |z′i () − z′i (xi)| + |l′i (xi) − l′i ()| = O(h).
Taking into account that
|x¯i+1 − tf | = O(hr+1) and |zi(tf ) − li (tf )| = O(hr+2),
we get
|zi(t) − li (t)| = O(hr+2) for t ∈ (tf , x¯i+1].
This proves (28).
Note that there is no singularity related to uf in the t-domain for t > x¯i+1. Indeed, we have
x¯i+1−tf  12hr+1 for sufﬁciently small h, so that zi(x¯i+1)−uf  12d0 hr+1. From (28), the starting
value for the next step computed at x¯i+1 , y¯st(lin)i+1 , is already greater than uf , and the statement
follows. This yields that
|zj (t) − lj (t)| = O(hr+2) (29)
for t ∈ [x¯j , x¯j+1] and j i + 1 (the maximal number of such subintervals is at most m − i).
Assume ﬁnally that uf /∈ (c, d). Then uf is mild for h and (28) and (29) again hold.
For convenience, we denote new mesh points x0, . . . , xi, x¯i+1, x¯i+2 · · · (there is at most m+ 2
of them), again by xi . Bounds (26), (28) and (29) state that in all subintervals [xi, xi+1] we have
|zi(t) − li (t)| = O(hr+2).
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Hence, for all xi+1 and for approximations yi+1 from (15) in the standard or linear case we have
that
|zi(xi+1) − yi+1| = O(hr+2+p). (30)
Relation (30) is crucial for showing the desired error bound. The rest of the analysis goes as in the
regular case. We perform steps starting from (60) in the proof of Lemma 1, with kf = 0 (which
yields that B ′′ = B ′ = O(hr+2+p)). Since h = (n−1), inequality (25) follows. 
It follows from Theorem 1 that the nth minimal error in the class Fr satisﬁes
en(Fr) = O(n−(r+1+p)).
Since the class of regular functions is a subclass of Fr , F regr ⊂ Fr , the lower bound known for
F
reg
r applies to Fr . This yields the following two-sided bounds on en(Fr).
Corollary 1. The nth minimal error in class Fr satisﬁes
en(Fr) = (n−(r+1+p)),
with p given in Theorem 1. Hence, algorithms ¯stn and ¯
lin
n are optimal in the class Fr .
Consequently, minimal errors in the class Fr are of the same order as in the class of regu-
lar functions F regr . We shall show in the next section that this is not the case for two or more
singularities.
Remark. Recently, related results on the optimal approximation of scalar singular functions
were established independently in [9] and [10]. These results can be used to get upper bounds for
problem (1) by applying the well-known procedure. We can ﬁrst approximate f by f˜ using the
optimal algorithms from [9] or [10]. Next, we can compute the solution z˜ of (1) with right-hand
side f˜ (the computation of z˜ does not require new information about f). Function z˜ provides an
approximation to z. The upper bound on the error (in the supremum norms on suitable intervals)
is given by ‖z˜ − z‖ = O(‖f˜ − f ‖), so that the results from [9] or [10] can be used. (The
same general idea applies, under proper assumptions, to a general problem z = S(f ) with input
element f.)
A limitation of this approach lies in neglecting the combinatory cost, which may be signif-
icant for nonlinear problems such as (1). To deal with the combinatory cost one has to deﬁne
an algorithm for solving (1) with (singular) right-hand side f˜ , and analyze its cost. For algo-
rithms ¯stn and ¯
lin
n deﬁned in the present paper, upper bounds on the combinatory cost were
given above, before the statement of Theorem 1. Also, for linear information, optimal approx-
imation results do not lead to optimal results for (1). The reason is that the minimal error for
solving (1) with linear information depends on the increased regularity of the solution z. The
minimal error for approximating f, being dependent on the regularity of f, does not take that into
account.
6. Lower bounds
For functions with a single singularity, the minimal error depends on r in a similar way as for
regular functions (Corollary 1). In this section we deal with problems for which such a result
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cannot be obtained. We prove lower estimates on the error with exponents independent of r in
three cases.
• Case 1. We consider a restricted class of algorithms and a single singularity. Roughly speaking,
the class consists of algorithms that compute an approximation to z(xi+1) without referring to
the behavior of f in a “sufﬁciently small’’ neighborhood of z(xi+1). Simple argument shows
that the error in Fr of any algorithm from that class is (n−2), where the constant in the “’’
notation depends on the class of algorithms (Proposition 1).
• Case 2.We consider nonadaptive standard information for problemswith atmost one singularity.
We show that the error of any algorithm is then (n−3) (Proposition 2).
• Case 3. We deal with functions with two or more singularities. We prove lower bounds for
standard information of order n−2 or n−3 in Proposition 3 (i) and (ii), and of order n−1 or n−2
for standard or linear information, respectively, in Proposition 3 (iii).
Case 1: Let q ∈ (0, 1] and k1 be an integer, both possibly dependent only on parameters
of the class Fr , a and b. Let n be an algorithm for solving (1) based on information with
n evaluations, where nk. We restrict ourselves to a class (q, k) containing algorithms n
having the following properties. Let m = 
n/k. We assume that n successively computes an
increasing sequence of discretization points xi , a = x0 < x1 < · · · < xm−1 < xm = b (not
necessarily equidistant), and a sequence of approximations yi to z(xi), i = 0, 1, . . . , m, with
y0 = . Given xj and yj for j i, the next xi+1 and yi+1 are computed using some information
about f. Information used here may be standard, linear or nonlinear, and possibly adaptive. The
number of information evaluations used at such step is equal to k. We point out the dependence
on f by writing xi+1 = xi+1(f ) and yi+1 = yi+1(f ).
We assume that algorithms have the following property (31). Let f ∈ Fr be any constant
function, f (y) = A for y ∈ R (d0AD0), with solution z(t) =  + A(t − a). (Most rea-
sonable methods recover exactly the solution for such f.) Let {xi}mi=0 be computed for f, and
ci = (1 − q)z(xi+1) + qz(xi). Then for each i = 0, 1, . . . , m − 1 and any f˜ ∈ Fr the following
holds:
if f˜ (y) = f (y) for yci then xi+1(f˜ ) = xi+1(f ) and yi+1(f˜ ) = yi+1(f ). (31)
Condition (31) is related to the behavior of the algorithm for functions f that are constant in some
intervals. It says that the algorithm does not refer to any information about f outside the interval
yci to compute xi+1(f ) and yi+1(f ).
For instance, algorithms stn belong to (1, r + 1) for all nr + 1. For classical consistent
explicit linear s-stepmethodswith constant step size,with exact initial conditionsy0, y1, . . . , ys−1,
we have k = 1. Then, (31) holds with q = 1 starting from i = s − 1 (which sufﬁces to prove
the lower bound below). Other initial conditions can also be considered by changing parameter




n . For classical explicit Runge
Kutta methods (for which k is equal to the number of stages), (31) may hold or not, depending
on a particular selection of the coefﬁcients. For instance, modiﬁed Euler’s method belongs to
(1/2, 2).
We now consider a slightly weaker notion of the error of n, deﬁned on the ﬁnite set of mesh
points only. For any nk, we set m = 
n/k and deﬁne




|z(xi) − yi |. (32)
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The following lower bound shows that methods satisfying (31) cannot have error whose exponent
depends on r.
Proposition 1. Let q and k be as above. There exist positive constants C and n0k, depending
on q, k, parameters of Fr , a and b, such that for all nn0 and all n using information with n
evaluations, if n ∈ (q, k) then
emesh(n, Fr)C n−2. (33)
Proof. Let nk and n ∈ (q, k). Let m = 
n/k. Take f (y) = d0, y ∈ R, with solution
z(t) = + d0(t − a). Obviously, f ∈ Fr . We compute mesh points x0 = a, . . . , xi, . . . , xm = b
for f, and select interval [xi, xi+1] with maximal length. (For equidistant mesh points, interval
[xi, xi+1] can be chosen arbitrarily, accordingly to our needs.) Then z(xi+1)−z(xi)d0(b−a)/m.
We now construct a function f˜ whose ﬁrst derivative has a single discontinuity, such that xi+1
and yi+1 given by n are the same for f˜ and f.
Let G ∈ C(r)(R) be a B-spline with support [z(xi+1), z(xi+1) + 1] with derivatives of order









G(p) dp ds, yz(xi+1) .





(y − ci), ciyz(xi+1),
(z(xi+1) − ci) − (y), yz(xi+1).
(34)
Function f˜ coincides with f for yci and is constant for yz(xi+1) + 1. It belongs to Fr for
sufﬁciently small  > 0 depending only on the parameters of the class Fr , a and b, and has
discontinuous ﬁrst derivative at u
f˜
= ci , with jump 1f˜ = . Since n ∈ (q, k), points xi+1
and yi+1 are the same for f˜ and f.
Denote by z˜ the solution for f˜ . To prove (33), it sufﬁces to bound |z˜(xi+1) − z(xi+1)| from
below. We can use here the explicit formula for z˜(xi+1) or, without referring to it, proceed as
follows. Since z˜(xi) = z(xi), we have







f˜ (z˜(s)) − f˜ (z(s))
)
ds, t ∈ [xi, xi+1]. (35)
This yields that
|z˜(xi+1) − z(xi+1)| = sup
s∈[xi ,xi+1]
|z˜(s) − z(s)| 1





2(1 + L(xi+1 − xi))d0 (z(xi+1) − ci)
2. (36)
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Hence,
max {|z˜(xi+1) − yi+1|, |z(xi+1) − yi+1|}  4(1 + L(xi+1 − xi))d0 (z(xi+1) − ci)
2,
which leads to (33). 
Case 2: We assume that standard nonadaptive information is available for f ∈ Fr . That is, the
values of f or its derivatives up to order r are computed at nonadaptive (independent of f) points.
The following lower bound holds in this case.
Proposition 2. There exist positive constants C and n0, depending only on the parameters of Fr ,
a and b, such that for all nn0, any standard information with n evaluations with nonadaptive
points, and any algorithm n we have
e(n, Fr)C n−min{r+1,3}. (37)
Proof. For r = 1, lower bound (n−2) follows from the smooth case, see (11).
Let r2. We shall construct functions f1, f2 ∈ Fr that share the same information, which
yields that the output of n for f1 and f2 is the same. The statement of the theorem will follow
from bounding from below the distance between solutions for f1 and f2.
Denote by y¯1, y¯2, . . . information points at which values of the right-hand side function or
its derivatives are computed (the total number of evaluations is n). We deﬁne k + 1 (kn + 1)
points yi as follows. Let y0 = , yk =  + d0(b − a), and let y1 < · · · < yk−1 be those
information points y¯i that belong to (,  + d0(b − a)). Denote by [yi, yi+1] the interval of
maximal length, for which yi+1 − yid0(b − a)/k. Let [vi, vi+1] be a subinterval of (yi, yi+1)
such that vi+1 − vid0(b − a)/(2k).
Functions f1 and f2 will be constant in (−∞, vi] and [vi+1 + 2,∞), they will only differ in
(vi, vi+1), and will have singularities at vi and vi+1, respectively. To deﬁne f1 and f2 we need





2(y − vi)(y − vi+1) for y ∈ [vi, vi+1],
0 otherwise.
(38)
Let b1 = vi+1 + 1 and b2 = b1 + 1. By G1 and G2 we denote B-splines of the class Cr(R) with









G1(p) dp dt ds for yvi+1,




and 2 = −
⎛
















Such a choice of the parameters will assure a proper smoothness of f1 and f2.
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We deﬁne for yvi+1
H¯ (y) =
{ 1
2(vi+1 − vi)(y − vi+1) + 1(y) for vi+1yb1
1





G2(p) dp ds for yb1.
(39)
Finally, functions f1 and f2 are given by
f1(y) = 12 (D0 + d0) +
{
H(y) for yvi+1
H¯ (y) for yvi+1,
(40)
and f2(y) = f1(y) − H(y).
By construction, functions f1 and f2 are in the class Fr for suitably chosen (sufﬁciently small)
positive parameter  depending only on the parameters of Fr , a and b. Each function of f1 and
f2 has the single singular point, at vi and vi+1, respectively. Since f1 and f2 differ only in the
interval (vi, vi+1), they share the same information.
We now ﬁnd a lower bound on the distance between the solutions for f1 and f2. Let zi be the
solution of (1) for fi . We have
sup
t∈[a,b]
































|z2(t) − z1(t)| d
3
0 (b − a)3
96D0(1 + L(b − a)) k
−3. (42)
Since algorithm n outputs the same approximation for f1 and f2, it holds
e(n, Fr) 12 sup
t∈[a,b]
|z2(t) − z1(t)|.
The desired bound (37) follows from (42), as kn + 1, where n is the number of information
pieces. 
Proposition 2 states that adaption is necessary, even in case of a single singularity, in order to
get the error that depends on regularity r.
Case 3: We show for functions f with two or more singularities that the error is independent of
r, even for adaptive information. Denote by F sr a class of functions contained in the space F∞r ,
deﬁned similarly asFr by conditions (2)–(6), but admitting in conditions (3) and (5) functionswith
at most s (distinct) singular points. By F∞r we mean a class contained in F∞r , deﬁned similarly
but admitting functions with an arbitrary ﬁnite number of singularities. Let F Lip denote the class
of functions bounded by D0 and satisfying (2). Note that Fr ⊂ F 2r ⊂ F 3r ⊂ · · · ⊂ F∞r ⊂ F Lip.
The following lower bounds hold in the classes F sr with s2. Note that any lower bound for
a smaller class also holds true for a larger class.
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Proposition 3. There exist positive constants C and n0, depending only on the parameters of the
class, a and b, such that for all nn0:
(i) For any standard information with n evaluations with possibly adaptive points, and any
algorithm n we have
e(n, F
2
r )C n−min{r+1,3}, (43)
e(n, F
3
r )C n−2. (44)
(ii) For any nonadaptive standard information with n evaluations and any algorithmn we have
e(n, F
2
r )C n−2. (45)




r )C n−(1+p), (46)
where p = 0 for standard information and p = 1 for linear information.
Proof. (i) To show (43), we proceed similarly as in the proof of Proposition 2. We construct
functions f1 and f2 from F 2r for which information is the same as follows. We set f1(y) ≡ d0,
and compute information points y¯i for f1. The points y0, y1, . . . , yk , intervals [yi, yi+1] and
[vi, vi+1] are deﬁned in the same way as in the proof of Proposition 2. We set f2 = f1 − H ,
where H is given by (38). Functions f1 and f2 belong to F 2r for sufﬁciently small , and they have
the same information. Note that function f1 has no singularities, while f2 has two singular points
at vi and vi+1. The rest of the proof consists of showing a lower bound on the distance between
the solutions for f1 and f2. We do this in the same way as in the proof of Proposition 2.




(y − vi) for y ∈ [vi, 12 (vi + vi+1)],−(y − vi+1) for y ∈ [ 12 (vi + vi+1), vi+1],
0 otherwise.
(47)
Then, function f2 has singularities at vi , 12 (vi + vi+1) and vi+1, and
∫ vi+1
vi
H(y) dy = (k−2).
Taking this into account, the rest of the proof goes as above.






(y − vi) for y ∈ [vi, 12 (vi + vi+1)],
1
2(vi+1 − vi) for y 12 (vi + vi+1),
(48)
and f2(y) = f1(y − 12 (vi+1 − vi)). Then f1 has singular points at vi and 12 (vi + vi+1), and
f2 at 12 (vi + vi+1) and vi+1. Taking into account that
∫ vi+1
vi
(f1(y) − f2(y)) dy = (k−2), the
remaining part of the proof is the same as the corresponding part of the proof of Proposition 2.
(iii) We skip the proof of lower bounds in the class F∞r , since it goes in a similar way as the
proof of lower bounds in the smooth case, see [4]. The essential point is to construct a function
H with support [vi, vi+1], positive in (vi, vi+1), where [vi, vi+1] are properly chosen intervals,
such that 12 (d0 + D0) + H ∈ F∞r . The difference with respect to the smooth case is that we can
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now select H to be a roof function with discontinuous ﬁrst derivative given by (47). This leads to
the desired bounds in the standard and linear cases. 
The well-known fact is that for the class F Lip (where standard information may be given only
by function evaluations) it holds
en(F
Lip) = O(n−(1+p)), (49)
where p is given in Theorem 1. Since algorithms for which this upper bound is achieved also work




r ) = (n−(1+p)). (50)
7. Summary and ﬁnal comments
Results obtained in this paper are summarized in the following table.
Class F en(F )
Standard information
Fr Adaptive: (n−(r+1)) Corollary 1
Nonadaptive: (n−min{r+1,3}) Proposition 2
F 2r Adaptive: (n−min{r+1,3}) Proposition 3 (i)
Nonadaptive: (n−2) Proposition 3 (ii)
F 3r Adaptive: (n−2) Proposition 3 (i)
F∞r Adaptive: (n−1) (50)
Linear information
Fr Adaptive: (n−(r+2)) Corollary 1
F∞r Adaptive: (n−2) (50)
Additionally, emesh(n, Fr) = (n−2) for the restricted class of algorithms (see Case 1 and
Proposition 1). This bound is sharp, since emesh(stn , Fr) = O(n−2) (Lemma 1).
In the table above, lower bounds stated in the “’’ notation show the independence of the error
of regularity r. In these cases results of the kind given in Theorem 1 cannot be obtained. Matching
upper bounds in these cases remain, however, an open problem.
Let usmention someof the possible problems to be considered in the future. Itmay be interesting
to study a potential of linear (integral) information for singular problems in cases not considered
above. The asymptotic setting is of interest, for which results may be different than those obtained
in the worst case setting. Finally, we have considered in this paper scalar equations. Singular
systems of equations are of course important and their optimal solution should be investigated.
Appendix A
We give proofs of Lemma 1 and Lemma 2.
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Proof of Lemma 1. For nk(r), let m = 
n/k(r), h = (b − a)/m and ei = z(xi) − yi for










, i = 0, 1, . . . , m, (51)
where Cˆ is a positive constant dependent only on the parameters of the class Fr , a and b. Suppose
that there exists i0 (0 i0m − 1) and tf ∈ [xi0 , xi0+1) such that zi0(tf ) = uf (otherwise the
error analysis goes exactly as in the regular case). Using (13) to express z(k)i0 (t
−





|z(k)i0 (t+f ) − z
(k)
i0
(t−f )|Dˆk max1 sk−1 |
s
f | (52)










for t ∈ [xi0 , xi0+1) andh h˜0, with positive constants C˜ and h˜0 that only depend on the parameters
of the class Fr (they are independent of xi0 , xi0+1 and yi0 ).
To prove (53), assume ﬁrst that tf > xi0 and consider t ∈ [xi0 , tf ). Since zi0 is regular in this
interval, we have







(t + (1 − )xi0) − z(r+1)i0 (xi0)
)
(t − xi0)r+1(1 − )r/r! d.
(54)
Hence,
|zi0(t) − li0(t)|M(tf − xi0)r+2Mhr+2, (55)
where M depends only on the parameters of Fr .
















(t + (1 − )tf ) − z(r+1)i0 (t+f )
)








(tf )/j !(t − tf )j . (57)
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Subtracting (57) from (56), we get




(∣∣∣z(j)i0 (t+f ) − z(j)i0 (t−f )
∣∣∣+ ∣∣∣z(j)i0 (t−f ) − l(j)i0 (tf )
∣∣∣) (t − tf )j
+|R(t)|. (58)
Since ∣∣∣z(j)i0 (t−f ) − l(j)i0 (tf )
∣∣∣ Njhr+2−j











(Constants Nj and N only depend on the parameters of the class Fr .) Finally, for tf = xi0 , the
analysis is similar to that in the regular case, which leads to the bound |zi0(t)− li0(t)| = O(hr+2).
Bounds (55) and (59) imply (53).
We now show that singularity in the t-domain may appear at most in two intervals [xi, xi+1).
Let [xi0 , xi0+1) be an interval in which singularity exists (i.e., zi0(t) = uf has the solution in[xi0 , xi0+1)). Then zi0(xi0+1) > uf . By deﬁnition of the starting values yi+1 in successive intervals
and (53), we have that |zi(xi+1)− yi+1| = O(h2) for standard information, and O(h3) for linear
information, for all i. On the other hand, we have that zi+1(xi+2) − yi+1d0h.
Suppose that yi0+1uf , i.e., uf ∈ [yi0+1, zi0(xi0+1)). Then zi0+1(xi0+2) − uf C1h, and
consequently yi0+2 − uf C2h (for sufﬁciently small h), with positive constants C1 and C2
depending only on the parameters of Fr . Hence yi0+2 > uf and, since zi is increasing for all
i, there is no singularity in [xi0+2, xi0+3). By similar arguments, we conclude that there is no
singularity in all successive intervals. The case yi0+1 > uf is obviously similar.
Concluding, if a singularity exists in some interval [xi0 , xi0+1), then the only interval that may
also contain singularity is the next one [xi0+1, xi0+2).
We now show the bound for |ei | = |z(xi) − yi |. By triangle inequality,
|ei+1| |z(xi+1) − zi(xi+1)| + |zi(xi+1) − yi+1|eLh|ei | + |zi(xi+1) − yi+1|.
We now use the bounds on |zi(t) − li (t)| to estimate |zi(xi+1) − yi+1|. We consider two cases.
If there is no singularity in [xi, xi+1), then |zi(t) − li (t)| = O(hr+2) for t ∈ [xi, xi+1), which
yields that
|zi(xi+1) − yi+1| = O(hr+2+p), (60)
where p = 0 for standard information and p = 1 for linear information.
If there is a singularity in [xi, xi+1) (only two such intervals may exist), then we have by (53)
that










Denote by Bi upper bounds from (60) or (61). Note that bounds Bi from (60) are independent
of i, Bi = B ′, and only depend on h and the parameters of Fr . Bounds Bi from (61) are also
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independent of i, and additionally depend on kf , Bi = B ′′. We thus have a recursive inequality
|ei+1|eLh|ei | + Bi, i = 0, 1, . . . , m − 1,
with e0 = 0, in which Bi = B ′′ for at most two values of i, and Bi = B ′ for remaining values of
i. Obviously, we can assume that B ′′B ′. We solve the recursion in a standard way to get
|ei | e
Lhi − 1
eLh − 1 B
′ + 2eLh(i−1)(B ′′ − B ′)
for i = 1, 2, . . . , m. This yields (51).
We now pass to the error in [a, b]. For t ∈ [xi, xi+1) we have
|z(t) − l(t)| |z(t) − zi(t)| + |zi(t) − li (t)|eLh|ei | + |zi(t) − li (t)|.
Using bound (51) on |ei | and (53) we get that
sup
t∈[a,b]

















Since h = (n−1), the lemma follows. 
Proof of Lemma 2. We proceed by induction. For j = r , we have
|f (r)(d) − w(r)c (d)|  |rf | − |f (r)(d) − f (r)(u+f )| − |f (r)(u−f ) − f (r)(c)|
 |rf | − Lr |d − uf | − Lr |uf − c|.
Since |f (r)(d)−w(r)c (d)|Af (c, d)(d − c), the statement follows. Suppose that bounds on |jf |
from (22) hold for j = r, r − 1, . . . , k + 1 (0kr − 1). Denote h(y) = f (y) − wc(y).












d + (1 − )uf
)− f (r)(u+f )) (d − uf )r−k × (1 − )r−k−1/(r − k − 1)! d.
We have







|k+jf | + |h(k+j)(u−f )|
)
(d − uf )j + |R¯(d)|
⎞
⎠ .
Since there is no singularity in [c, uf ) ∪ (uf , d], there exists a constant C¯ that only depends




)r−l+1 for l = 0, 1, . . . , r (62)
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and
|R¯(d)|C¯(d − uf )r−k+1. (63)
From (62), (63) and the inductive assumption we get
|h(k)(d)| |kf | − C˜
(
Af (c, d) + 1
)
(d − c)r−k+1 ,
where C˜ only depends on r andLr . Since |h(k)(d)|Af (c, d)(d−c)r−k+1, bound (22) for j = k
follows. Inductive proof of the lemma is completed. 
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