Abstract. We consider non-colliding Brownian motions with two starting points and two endpoints. The points are chosen so that the two groups of Brownian motions just touch each other, a situation that is referred to as a tacnode. The extended kernel for the determinantal point process at the tacnode point is computed using new methods and given in a different form from that obtained for a single time in previous work by Delvaux, Kuijlaars and Zhang. The form of the extended kernel is also different from that obtained for the extended tacnode kernel in another model by Adler, Ferrari and van Moerbeke. We also obtain the correlation kernel for a finite number of non-colliding Brownian motions starting at two points and ending at arbitrary points.
Introduction and results

1.1.
Introduction. Non-colliding Brownian motions have been much studied since they give rise to interesting classes of determinantal point processes, see e.g. [25] , [27] , [22] , [24] and [26] . Scaling limits of these point processes lead to universal limiting determinantal point processes which also occur in other contexts, e.g. random matrix theory, random growth models and certain random tiling (dimer) models. In the latter cases, though we are typically dealing with non-colliding discrete random walk type models, we can expect continuum scaling limits for the discrete models to be the same as those for non-colliding Brownian motions. Therefore this serves as a natural test model. The basic point processes obtained are the sine-kernel process (see e.g. [11] , [22] , [28] ), the Airy kernel process (see e.g. [20] , [30] , [28] , [23] , [19] , [2] ), and the Pearcey kernel process (see e.g. [12] , [1] , [29] , [33] , [6] ), and their extended versions. If we consider a global asymptotic regime in which the Brownian paths are confined to a certain geometrical shape, the sine kernel process appears in the bulk (i.e. in the interior of the shape), the Airy kernel process appears at a typical boundary point of the shape, and the Pearcey process appears when we have a cusp. In this paper we investigate a new limiting determinantal point process that has only been studied recently called the tacnode point process. This type of process can be obtained in situations where we have several starting and several endpoints for non-colliding Brownian motions, see [14] , [15] , [3] , [7] .
Consider n Brownian motions starting at 0 at time t = 0 and ending at 0 at time t = 1. At time t they will lie approximately between ± 4nt(1 − t). Thus, if we have two groups of non-colliding Brownian motions in the time interval 0 ≤ t ≤ 1, one group of n particles starting and ending at √ n and the other, also with n particles, starting and ending at − √ n, then at time t = 1/2 the two groups will just touch each other at the origin. If we rescale by √ n in the vertical direction, then for large n the two groups of non-colliding Brownian motions will form ellipses which are tangent at the origin. We can think of this as two colliding Airy processes and we can expect the same scalings as for the Airy process. This situation is called a tacnode and the new limiting determinantal point process that we expect to see in a neighbourhood of the origin is called the tacnode point process. This point process is determinantal with a kernel that is more complicated than the sine, Airy and Pearcey kernels. It is not expressible as a single or double contour integral with elementary functions. For Brownian motions the tacnode process has been analyzed recently at a single time by Delvaux, Kuijlaars and Zhang, [16] , using a 4 × 4 Riemann-Hilbert problem. In another type of model, which involves, instead of Brownian motions, Markov chains with discrete space and continuous time, similar to those that occur for the polynuclear growth model, [30] , Adler, Ferrari and van Moerbeke, [4] have obtained an extended tacnode kernel. If we consider this kernel at a single time we expect it, by universality, to be the same as that obtained in [16] . However the expressions obtaained are quite different and it is not immediate that they give rise to the same correlation kernels, although we expect this to be the case. In this paper we obtain the extended tacnode kernel for the Brownian motion model. The approach is not the same as those in [16] or in [4] . It does not use the Riemann-Hilbert method or orthogonal polynomials, but just as in [4] Toeplitz determinants and the GeronimoCase/Borodin-Okounkov identity enter into the computations. The formula found for the extended tacnode kernel, see (1.29) below, has similarities with that obtained in [4] , but we have not so far been able to show directly that they give rise to the same correlation functions. Indirectly, that follows from the analysis in [5] . Although the formulas involve similar objects, the structure of the expressions is different. Also, for a single time we cannot directly relate the kernel to that obtained in [16] , although, since they concern the same model, we know that they must define the same correlation functions.
As in previously obtained scaling limits from non-colliding Brownian motions we expect the tacnode process to be a natural, universal, scaling limit that should occur also in other contexts. In joint work in progress with Adler and van Moerbeke we will show that the tacnode process can be obtained in a random domino model called the double Aztec diamond, [5] , a certain extension of the classical Aztec diamond random tiling model. Note that there is also another type of tacnode limit that has been studied, see [9] . In this paper we furthermore obtain formulas for the correlation kernel, see (1.16) , when the non-colliding Brownian motions can be divided into two groups, n starting at a point a 1 and ending at arbitrary points, and m starting at a point a 2 and ending at arbitrary points. This generalizes the much studied case when we have a single starting point and arbitrary endpoints, which has found interesting applications in random matrix theory, see e.g. [11] , [22] , [17] .
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1.2.
Results. Consider N non-colliding Brownian particles starting at µ 1 , . . . , µ N at time 0 and ending at ν 1 , . . . , ν N at time 1. We assume that
be the configuration of the particles at times t 1 < t 2 < · · · < t ℓ , i.e. at time t r the particles are at the positions x N . This forms an (extended) determinantal point process with kernel, [18] , [23] , [24] ,
if t > 0, p t (x, y) = 0 if t ≤ 0, and
Fix a 1 < a 2 and set a = a 2 − a 1 . Also fix a large integer K. Choose the starting points
where N = n + m. If we let K → ∞ this will approach two starting points at a 1 and a 2 . We assume that we have chosen our coordinate system so that
LetL K,m,n (s, u, t, v; ν) denote the kernel (1.1) with this choice of initial and final points. We will instead consider the kernel
which gives the same correlation functions. Set
We want to take the limit of L K,m,n (s, u, t, v; ν) as K → ∞. This will give the correlation kernel for a process that we can interpret as n Brownian particles starting at a 1 at time 0 and ending at ν 1 , . . . , ν m at time 1, together with m Brownian particles starting at a 2 at time 0 and ending at ν n+1 , . . . , ν n+m at time 1, conditioned not to collide during the time interval (0, 1). The asymptotic result is given in theorem 1.4 and the limiting kernel, L m,n (s, u, t, v; ν) is defined by (1.16).
Remark 1.1. (Notation for contours of integration)
In this paper we will need various contours of integration. We collect the definitions here for reference. Given c ∈ R let Γ c denote the contour t → c + it, t ∈ R, i.e. a vertical line through c. Let C s denote a circle with radius s and center at the origin, and let D 1 and D −1 denote circles with radii < 1 and centers at 1 and −1 respectively. Also, let γ 1 denote a simple closed contour in the left half plane, Re z < 0, that contains ν 1 , . . . , ν n in its interior, and let γ 2 denote a simple closed contour in the right half plane, Re z > 0, that contains ν n+1 , . . . , ν n+m in its interior. Furthermore, given w with Re w < 0, let γ 1,w denote a simple closed contour in the left half plane that contains ν 1 , . . . , ν n and w in its interior. Similarly, given w with Re w > 0, let γ 2,w be a simple closed contour in the right half plane that contains ν n+1 , . . . , ν n+m and w in its interior.
Let us first give the precise definition of the limiting kernel L m,n (s, u, t, v; ν) that we will obtain. Before we can do that we have to define some functions that we need in the definition. Fix two numbers d 1 and d 2 that can depend on the parameters of the problem. They will be chosen appropriately when we take scaling limits, see (1.21) . Set
where c ≥ 0, and
(1 − w/ν n+j ).
Also set,
Furthermore, we definê
where c ≤ 0, and
To see that the expressions below are well defined we need the following lemma, which will be proved in section 4.
We can now define L m,n (s, u, t, v; ν) by
Similarly, we defineL m,n (s, u, t, v; ν) by
As discussed above this is the kernel for non-colliding Brownian motions with two starting points and arbitrary endpoints. Before stating our first main result we note that when a 2 = −a 1 reflection in the time axis gives a simple relation between L n,m andL m,n . Proposition 1.3. Assume that a 2 = −a 1 and setν
Proof. Using the definitions we see that in this caseM
If we use these identities in (1.15) we see from (1.14) that (1.17) holds.
We can now formulate our first main result. Theorem 1.4. We have the following pointwise limit,
The proof of this theorem is rather involved and will be given in section 2.
We want to use the formula for L m,n (s, u, v, t; ν) to investigate the scaling limit of the determinantal point processes defined by this kernel in a case where we have a tacnode. A tacnode situation can be obtained when we have two groups of non-colliding Brownian motions starting at two points and ending at two points. The starting and ending points are chosen in such a way that in the limit n, m → ∞ the global picture of the paths consists of two tangent ellipses. With appropriate scaling near the point of tangency, the tacnode determinantal point process is obtained in the limit. We do not consider the most general possible geometry. Instead we consider a symmetric case.
Consider the case when n = m, a 1 = −a/2, a 2 = a/2, ν j = b 1 = −a/2, ν n+j = b 2 = a/2 for 1 ≤ j ≤ n with a > 0. Call this choice ν * . Though we initially assumed that ν 1 < · · · < ν N , we can let points coincide by taking a limit and using continuity. The determinantal point process with kernel L m,n (s, u, v, t; ν) is still well-defined. Write
and similarly for L andL. It follows from (1.17) that
Consider n Brownian motions starting at 0 at time 0 and ending at 0 at time 1 and conditioned not to intersect. At time 1/2 the particles are distributed as the eigenvalues of an n × n GUE matrix, and hence are approximately distributed as the semi circle law for large n. Therefore particles approximately lie between − √ n and √ n. Hence if we choose a = 2 √ n we expect that the two groups of Brownian motions just touch at time 1/2 in a region around the origin. The fluctuations of the largest eigenvalue of a GUE matrix are of order n −1/6 . These considerations motivate the following choice of scaling limit,
The parameter σ measures how much the two groups of Brownian motions press against each other, and the scaling in the time direction is such that we have the standard Brownian space-time relation. The numbers d 1 , d 2 in (1.14) and (1.15) will be chosen as
That d 1 d 2 should contain the factor n −1/6 can be seen from the volume element in (1.20) . That n −1/12 is the right choice for d 1 and d 2 individually is something that comes out of the asymptotic analysis. The choice of the other factors is somewhat arbitrary and different conjugations will lead to minor modifications in the formulas below, e.g. we could make the formula (1.29) more symmetric by a different choice. Set 22) and
Also, let
be the Airy kernel. The Tracy-Widom distribution F 2 (s) is given by
Writeσ = 2 2/3 σ to simplify the notation. Define
and the extended tacnode kernel,
Note that the kernel in the Fredholm determinant in (1.28) is a perturbation of the Airy kernel operator with a rank one operator and hence is a trace class operator. Our second main result is Theorem 1.5. With the scalings (1.20) and (1.21) we have the following pointwise limit
We will prove the theorem in section 3. In the asymptotic analysis we use the fact that the objects that appear in L n (s, u, t, v) can be expressed using Laguerre and Hermite polynomials, and we use their known asymptotics.
The formula (1.28) can be written in different ways. Let us give another, somewhat more explicit, version. It suffices to give a formula for L tac .
Let R(x, y) be the resolvent operator for the restriction of the Airy kernel to [σ, ∞), i.e. the kernel of the operator
Proposition 1.6. We have the following formula,
The proof is a computation and is given in section 3. An alternative tacnode kernel is given in [4] . This kernel also contains Airy-like objects just like (1.32) but we have not been able to show that they are equivalent, i.e. give rise to the same correlation functions. Remark 1.7. It follows from the estimates (4.6), (4.7) and (4.8) that for u, v in a compact subset of R we have a uniform bound |L K,m,n (s, u, t, v; ν)| ≤ C. A similar statement holds forL K,m,n . Together with the pointwise convergence result in theorem 1.4 this can be used to show that there actually is a point process with determinantal correlation functions and correlation kernel L m,n (s, u, t, v; ν). This follows from a theorem of Lenard, see [32] , and the fact that L K,m,n is the correlation kernel for a determinantal point process. An analysis of the argument used to prove theorem 1.5 gives a uniform bound of d 1 d 2 L n (s, u, t, v) for ξ 1 , ξ 2 in a compact subset of R, and this can similarly be used to show that there is a determinantal point process with kernel L tac .
2.
The kernel for two starting points and arbitrary endpoints 2.1. Formula for the kernel. Let us first recall some results about Schur polynomials and Toeplitz determinants that we need. For a partition λ = (λ 1 , . . . , λ N ) and x = (x 1 , . . . , x N ) we set
is the Vandermonde determinant. The Schur polynomial s λ (x) is given by
see e.g. [31] . Let e r (x) be the r:th elementary symmetric polynomial with generating function
The Schur polynomial is also given by the Jacobi-Trudi identity
The right side of (2.4) is a Toeplitz determinant. Recall that if f ∈ L 1 (T), where T is the unit circle, the Toeplitz determinant
where f k is the k:th Fourier coefficient of f . The generating function for the Toeplitz determinant in the right side of (2.4) is, by (2.2),
where N = n + m and we have assumed that x n+1 , . . . , x N = 0. Thus,
Let us now turn to the problem of rewriting the kernel (1.1) in a way that is suitable for our problem. The initial steps are similar to those in [22] . Let p denote the column vector p = (p t (µ 1 , v) . . . p(µ n , v)) t and (A|p) k the matrix A with column k replaced by p. By Cramer's rule and (1.1) we then have
Note that
Inserting this into (2.7) and using the definition of p t (x, y) we find
Hence, by (1.4) and (1.5) with the choice (
Note that, by (1.2), (2.12) 
Using (2.12) we see that
where
Recall that N = n + m, and set (2.14)
Hence, by (2.6),
Also, note that by the definition of a δ ,
If we insert (2.15) and (2.16) into (2.13) and use (2.11) we obtain
This representation is useful for the analysis of the limit K → ∞.
2.2.
Proof of theorem 1.4. We want to take the limit K → ∞ in (2.21) and (2.22). Before we can do that we rewrite the Toeplitz determinants in (2.19) and (2.20) using the Geronimo-Case/Borodin-Okounkov (GCBO) identity, [21] , [10] . Consider first the kernel L K,m,n (s, u, t, v; ν). To simplify the notation we write
We assume that Re z < 0 and Re w < 0 so that all numbers have absolute value less than 1. This means that we assume that c < 0 in Γ c in (2.21).
The function g K in (2.14) can now be written
We want to express
using the GCBO identity. We use the formulation given in [8] . Let
Note that φ + is analytic and non-zero in |ζ| < 1, and φ − is analytic and non-zero in |ζ| > 1. Also,
Then the GCBO identity states that
where we have introduced the notationl
We also get (2.28)
where C s denotes a circle of radius s around 0. We have to assume that
(2.29)
where we require |βs 2 | < 1 and |δs
Inserting (2.28) and (2.30) into (2.25) we obtain (after changing ζ to −ζ and ω to −ω), (2.32)
provided that also (2.33)
Here,
Hence, by (2.26) and (2.27),
with K given by (2.32), and where s 1 , s 2 satisfy (2.29), (2.31) and (2.33).
We can take w = z so that α = β. This gives
where (2.37)
From (2.29), (2.31) and (2.33) we can summarize the restrictions on s 1 , s 2 ,
there are no conditions related to z and w so we get instead
The factor (−1) r−s in (2.32) and (2.37) can be removed without changing the Fredholm determinant. The change of variables ω → 1/ω then gives the following kernel, which we denote by K (z,w) (r, s; K) to indicate the dependence on z, w and K, 
In the ω variable we have poles at ω = 0, ω = 1/ζ, ω = β ≈ 1 + az/K and
where γ 1,w and γ 2 are as defined in Remark 1.1. We obtain
.
We can expand the determinant det(I − K (z,w) )l (K) in a Fredholm expansion and use (2.43) to obtain
In (2.43) we can take the limit K → ∞. Note that
as K → ∞, where
as K → ∞. The other parts of the integrand in (2.42 ) are easy to analyze as K → ∞ and it is not hard to see that for any fixed x, y, z, w all the limits hold uniformly for ζ ′ ∈ γ 1,w and ω ′ ∈ γ 2 . In this way we see that pointwise in x, y, z, w,
where (2.47)
for Re z < 0, Re w < 0, x, y ≥ 1. Note that
for ζ ′ ∈ γ 1,w and large enough K. Since γ 1,w lies in the open left half plane there is an ǫ > 0 such that Re ζ ′ ≤ −ǫ < 0 for all ζ ′ ∈ γ 1,w . Hence,
for all ζ ′ ∈ γ 1,w and large K. In this way we see from (2.42) that there is a constant C independent of K such that
for all x, y ≥ 1, K sufficiently large. It follows from (2.44), (2.46), (2.48), the Hadamard inequality and the dominated convergence theorem that
where K (z,w) is given by (2.40) and M (z,w) by (2.47). By lemma 4.1 (a) M (z,w) is a finite rank operator and hence the Fredholm determinant exists and equals its Fredholm expansion. We obtain (2.50) lim 
and we know from lemma 4.1 (b) that the right hand side is positive. If we combine (2.19), (2.35) and (2.36) we see that
we see from (2.50) and (2.51) that, pointwise in w, Re w < 0,
We can now use (2.52), the estimates (4.6), (4.8), which will be proved in section 4, and the dominated convergence theorem to conclude that, pointwise in s, u, t, v,
for c < 0.
The argument used above to analyze L m,n,K (s, u, v, t; ν) can also be applied toL m,n,K (s, u, v, t; ν). If we look at (2.20) we see that we can perform exactly the same argument with the changes n ↔ m, ν 1 , . . . , ν n → −ν n+1 , . . . , −ν n+m and ν n+1 , . . . , ν n+m → −ν 1 , . . . , −ν n , as well as w → −w and z → −z. Define, (2.54)
for x, y ≥ 1, Re z > 0, Re w > 0. Also, setM 0 =M (z,z) so thatM 0 is given by (1.13). We get,
pointwise in w for Re w > 0, n < k ≤ n + m. Similarly to above we obtain, pointwise in s, u, t, v,
for c > 0. It follows from the residue theorem that the right hand side of (2.53) can be written as
and similarly for the right hand side of (2.56) we obtain
Here c 1 < 0 is chosen so that Γ c 1 lies to the right of γ 1 and c 2 > 0 is chosen so that Γ c 2 lies to the left of γ 2 . To prove theorem 1.4 it remains to show that these expressions agree with those given in (1.14) and (1.15) respectively. Since
we see that
From (2.57) we now obtain
Next we use the following lemma that will be proved in section 4.
Lemma 2.1. The following identity holds
where C u,s (y) is given by (1.8). Also,
We can move γ 1,w to a contour γ ′ 1,w in the left half plane that contains ν 1 , . . . , ν n but does not contain w. This gives,
(1 − w/ν j+n ).
(2.67)
In the first integral in the right hand side of (2.67) we can choose c 1 > b 2 , where b 2 is defined in (1.3), and then deform γ ′ 1,w to γ 1 . We see that
where B v,t is given by (1.6) and β v,t by (1.7). It follows that the right hand side of (1.14) agrees with the right hand side of (2.64).
For the rewriting ofL m,n we obtain instead of (2.59) the kernel 
Also, instead of (2.62) and (2.63) we need
From (2.58) we obtain
Using lemma 2.1 again we get given by (1.12) . Also,
We can move γ 2,w to a contour γ ′ 2,w in the right half plane that contains ν n+1 , . . . , ν n+m but does not contain w in its interior. This gives,
In the first integral in the right hand side of (2.76) we can choose c 2 < b 2 and then deform γ ′ 2,w to γ 2 . We see that
whereB v,t is given by (1.10) andβ v,t by (1.11). We conclude that the right hand side of (2.73) agrees with the right hand side of (1.15) . This completes the proof of theorem 1.4
Asymptotics and the extended tacnode kernel
In this section we will prove theorem 1.5 by analyzing the asymptotics of the kernel L n (s, u, t, v) which we get from L m,n (s, u, t, v; ν) when we make the special choice m = n,
, where a > 0. By (1.19) it is enough to investigate the asymptotics of L n (s, u, t, v) and q(s, u, t, v) under the scaling given by (1.20) . Note that, by (1.14),
In this case, .4) and (3.5)
Here γ 1 can be taken to be a circle of radius < a/2 around −a/2 and γ 2 a circle of radius < a/2 around a/2. The functions B v,t , β v,t , C u,s and M 0 can all be expressed in terms of Hermite and Laguerre polynomials. This means that we can use known asymptotic results for these polynomials in our asymptotic analysis. It would also be possible to use the above formulas directly in a saddle-point analysis. In (3.2) we make the change of variables ζ → −aζ/2 and w → aw/2. Let D 1 be a circle with radius < 1 around 1. Then,
In (3.3) we make the change of variables w → −aw/2, which gives
Furthermore, in (3.4) we make the change of variables ω → aω/2, z → az/2. Let D −1 be a circle around −1 with radius < 1. Then,
Finally, in (3.5), we make the change of variables ω → aω/2, ζ → −aζ/2, which gives (3.9)
We will use the following formulas for the Hermite and Laguerre polynomials. Let h n (x) denote the normalized Hermite polynomials w.r.t. the weight e −x 2 on R. Then
These formulas follow from the classical integral representations of the Hermite polynomials. Let ℓ 1 n (x) denote the normalized Laguerre polynomial with weight xe −x on [0, ∞) and with positive leading coefficient. Then,
as can be derived from the contour integral formula for Laguerre polynomials. In (3.6) we can write
since Re (ζ + w) > 0. Hence, by (3.10) and (3.12),
In (3.7) we can use (3.10) directly and obtain
Next, in (3.8) we use (3.11), (3.12) and
Finally, in (3.9) we use (ζ + ω)
We would now like to insert the scalings (1.20) into (3.1) and take the limit as n → ∞. For this we use the following asymptotic results for the Hermite and Laguerre polynomials.
Lemma 3.1. Uniformly for ξ in a compact set we have the limit
as n → ∞. Also, there are constants c, C > 0 so that
for all ξ ≥ 0, and
for all ξ ≥ n 2/3 . Furthermore, uniformly for ξ in a compact set,
as n → ∞. There are constants c, C > 0, so that
Proof. Fix δ > 0 small and let
From [13] , theorem 2.2, we have the following asymptotic formulas for the normalized Hermite polynomials
for x ≥ 1 + δ. These asymptotic formulas and estimates together with asymptotics for the Airy function and its derivative can be used to prove (3.17) to (3.19) . Let us give the proof of (3.19) . If ξ ≥ n 2/3 , then x = 1 + ξ/n 2/3 ≥ 2 so we can use the estimate (3.24). We obtain
if ξ ≥ n 2/3 . This proves (3.19) . In [34] formulas similar to (3.22) to (3.24) are given for generalized Laguerre polynomials and specializing to the Laguerre polynomilas we are considering we can use the results of [34] to prove (3.20) and (3.21) . (In the notation of [34] we are considering the case when α = 1, Q(x) = x, which gives h n (x) = 4, dµ n (x) = 2π −1 (1 − x)/x, β n = 4n and ψ n (z) = 2(πi) −1 (z − 1) 1/2 /z 1/2 . We can then use Theorem 2.4 in [34] .)
These asymptotic results and estimates can be used to prove the next lemma, which contains the essential asymptotic results that we need. 
We also have the following estimates. There are constants c, C > 0 so that, for all x, y ≥ 0,
Proof. Set
and
Then, by (3.13), 
pointwise as n → ∞. Furthermore it follows from (3.21) and (3.36) that there are constants c, C > 0 so that
We now make the change of variables λ → λn 1/3 in (3.37) and use (1.20), (1.22 ) to get
Using (3.38) to (3.41) and the dominated convergence theorem we see that
which proves (3.25). If we use the estimates (3.39) and (3.41) in (3.42) we obtain the estimate (3.29) . Consider now β v,t (x). Note that
If we setλ = a 2 x/2n + o(n −1 ), then we see from (3.14) that (3.43)
We can now use (3.38) and the definition of d 2 to get the following limit. Note that changing v to −v corresponds to changing ξ 2 to −ξ 2 in (3.38). This gives
which proves (3.26). The estimate (3.30) follows from (3.39) and (3.43).
Next, we turn to C u,s . We proceed similarly to the analysis of B v,t . Set
Now, similarly to (3.38) and using (3.17), we obtain (3.47) Z n eŶ n(λn
1 +σ+λ), pointwise as n → ∞. We can also get the estimate analogous to (3.39) (3.48) Ẑ n eŶ n(λn
for some constants c, C > 0. The added difficulty in proving this compared to (3.39) is that we now have a factor exp((1 − s)λ 2 n 2/3 /a 2 s) instead of exp(−(1 − t)λ 2 n 2/3 /a 2 t). For large λ we cannot ignore this factor. We have that (1 − s)λ 2 n 2/3 /a 2 s ∼ λ 2 /4n 1/3 for large n. Hence we can use (3.19) instead of (3.18) when λ ≥ c 0 n 2/3 with an appropriate c 0 . Now, by (3.15) and (3.44) to (3.46),
It follows from (3.40), (3.41),(3.47), (3.48) and the dominated convergence theorem that
pointwise. This proves (3.27 
whereŴ n is the same as W n but with x replaced by y. The limit (3.28) and the estimate (3.32) now follow from (3.40), (3.41) and the dominated convergence theorem.
We are now ready for the proof of theorem 1.5.
Proof. (of theorem 1.5). Note that by (1.19) it is enough to show that
and (3.51) lim
under the scaling limit (1.20), (1.21). If we accept these limits we can complete the proof. Setd
Then, by (3.50),
By (1.16) and (1.19),
and (1.30) follows. It is straightforward to show (3.51) from the definitions of d 1 , d 2 , q and p, so we omit the proof. To prove (3.50) we will use (3.1). Consider the first integral in (3.1). This is actually an extended Hermite kernel so we could use known results but since we have all the ingredients we give a proof. In this integral we make the change of variables z → az/2, w → aw/2, which gives
Here we have have used (3.10), (3.11) and the notation in the proof of lemma 3.2. We can now use (1.20), (1.21), (3.38), (3.39), (3.47), (3.48) and the dominated convergence theorem to see that the last expression in (3.52) converges to (3.53)
It remains to show that
and consider the Fredholm expansion of the numerator in the left hand side of (3.54),
Here we make the change of variables ρ j = 1 + x j n −2/3 to get
Using lemma 3.2, Hadamard's inequality and the dominated convergence theorem we see that, as n → ∞, this converges to (3.55)
If we make the change of variables x i = 2 −2/3 (y i −σ) in (3.55) we see that (3.55) is the Fredholm expansion of
A similar argument shows that
as n → ∞. This completes the proof of theorem 1.5.
We turn now to the proof of the alternative form of L tac , i.e. proposition 1.6.
Proof. (of proposition 1.6). All operators are operators on the space L 2 [σ, ∞). We have that 1
Then,
. The last expression in (3.57) can then be written
If we addÃ(τ 1 , ξ 1 + τ 2 1 + σ, τ 2 , ξ 2 + τ 2 2 + σ) to this we get exactly the right hand side of (1.32).
Auxiliary results
In this section we will prove some results used in the previous sections. Proof. We will prove the statements for M (z,w) and M 0 . The proofs for M (z,w) andM 0 are analogous. (a) We see from (2.59) that it is enough to prove that M 0 has finite rank. If we use the residue theorem in (2.47) with (z, w) = (0, 0) we see that In order to prove the estimates we need for F (w, k) we will use the following lemma. Inserting (4.4) into (4.3) and using this estimate we obtain (4.2).
We can now establish the estimates that were used in section 2.2. From (4.2) and (2.15) we obtain for n < k ≤ N . Let us also note the following estimate. Using the inequality |e z − 1| ≤ |z|e |Re z| for z ∈ C we see that there is a constant C independent of K such that (4.8) n+m j=1,j =k e aw/K − e aν j /K e aν k /K − e aν j /K ≤ C n+m j=1,j =k |w − ν j |e a|Re w| .
Finally we give the proof of lemma 2.1.
Proof. (of lemma 2.1). We know by lemma 4.1 that M 0 is finite rank operator so we can write
for some p, where φ j , ψ j ∈ L 2 [1, ∞). Write Here the determinants are of size (p + 1) × (p + 1). It follows that
Combining this with (4.9) proves the formula (2.65).
