Abstract. Let G be a reductive group over an algebraically closed field k, H a subgroup normalised by a maximal torus, and X an affine k-variety acted on by G. The Popov-Pommerening conjecture from 1985 says that the invariant ring k [X] H is finitely generated. We prove the conjecture for linear algebraic groups G over k = C and give a geometric description of a generating set of C [X] H .
Introduction
Let k be an algebraically closed field, G an affine algebraic group over k, and X an affine k-variety on which G acts rationally. There is an induced action of G on the coordinate ring k [X] given by (g · f )(x) = f (g −1 x) for g ∈ G, f ∈ k[X] and x ∈ X. The invariant subalgebra is k [X] 
Invariant theory studies the structure of this algebra and its most fundamental question is now known as Hilbert's Fourteen's problem: for which actions are k [X] G finitely generated? When G is reductive k [X] G is finitely generated, due to Mumford [22] , Nagata [23] and Haboush [16] . Since Nagata's counterexample from 1958 [23] we know that for non-reductive groups the invariant ring is not necessarily finitely generated. In fact Popov [29] proved that finite generation for arbitrary ring k [X] G implies that G is reductive.
The invariant rings for non-reductive group actions have been extensively studied over the last 60 years. Finite generation has been proved in many interesting situations; however, characterisation of those actions with finitely generated invariant rings is still far away. Weitzenböck in [36] proved that finite generation is true if G is the additive group k + of an algebraically closed field k of characteristic 0 and X is an affine k-space. Later Hochschild, Mostow and Grosshans generalised this result by showing that if G is reductive, H is the unipotent radical of some parabolic subgroup of G and G acts rationally on X, then k [X] G is finitely generated (see [17, 13] ). The above results led Popov and Pommerening to formulate (independently) the following: Conjecture 1.1. [Popov,Pommerening, 1985 ] Let G be a reductive group over k, and let H be a subgroup normalised by a maximal torus. Then for any affine G-variety X, k [X] H is finitely generated. Note that H = U ⋊ R is the semidirect product of its unipotent radical U and a reductive group R, and U ≤ H is a characteristic subgroup, and therefore if the maximal torus normalises H then it normalises U as well. Since
R holds for any H-variety X, we can restrict our study to the unipotent part U and the corresponding invariant ring k [X] U . Moreover, if G is a reductive group, U ⊂ G a closed unipotent subgroup and X is an affine G-variety, then
holds for the invariant rings. This is called the transfer principle (or Grosshans' principle), which goes back to Grosshans [14] . If particular, if G is reductive, then finite generation of k [G] U implies finite generation of k [X] U , and we can further reduce our attention to prove finite generation of k [G] U . In [34] Tan reduces the question to connected, simply connected, simple reductive groups G. Unipotent subgroups of G normalised by a maximal torus T can be parametrized by '(quasi)closed' subsets S ⊂ R + of the set R + of positive roots of G relative to some Borel subgroup containing T . If char(k) = 0 then quasi-closed and closed subsets are the same: a subset S ⊂ R + is closed if the subgroup U α : α ∈ S generated by the root subgroups in S does not contain any U β with β ∈ R \ S . Then the unipotent group U S = U α : α ∈ S is normalised by the maximal torus T , and all unipotent subgroups of G with this property have this form for some closed subset S . (cf. [33, 34] )
When G = SL n (k) we can assume that U is unipotent upper triangular subgroup normalised by the diagonal maximal torus. Let B ⊂ SL n (k) be the upper Borel then R + = {L i − L j : i < j}, where L i is the dual of the matrix E ii ∈ sl n with 1 in the entry (i, i) and 0 elsewhere. Then S ⊂ R + is closed if and only if it is the incidence matrix of a strict ordering of the set {1, . . . , n}, that is,
The corresponding subgroup U S is upper triangular with zeros at those entries (i, j)
Note that a minor det j 1 ,..., j m i 1 ,...,i m in the intersection of columns i 1 , . . . , i m and rows j 1 , . . . , j m of SL n (k) is invariant under the right multiplication action of U S on SL n (C) if and only if S j ⊂ {i 1 , . . . , i m } whenever j ∈ {i 1 , . . . , i m }. We call these invariant minors. Pommerening in [28] conjectured Conjecture 1.2. [Pommerening,1987] 
Let U be a unipotent subgroup of SL n (k) normalized by a maximal torus. The invariant ring k[SL n (k)]
U is generated by the (finitely many) invariant minors of SL n (k).
In this paper we prove the Popov-Pommerening conjecture for complex linear reductive groups. We restrict our attention to the k = C case, but our argument works for any algebraically closed field k of characteristic zero which is a subfield of C. We use the notation O(X) for the ring of regular functions on the complex variety X.
Let U be a unipotent subgroup of the complex linear algebraic group G ⊂ SL n (C), normalised by a maximal torus T of G. Then the semi-direct product of U and T is a solvable subgroup of G and hence is contained in a Borel subgroup B of G. Now B is contained in a Borel subgroup B SL of SL n (C), let T SL ⊂ B SL denote a maximal torus such that T ⊂ T SL . By conjugating by a suitable element of SL n (C) we can assume that T SL is diagonal, and therefore B SL preserves a flag
for some permutation σ ∈ S n . We call an embedding U ⊂ G ⊂ SL n (C) with these properties compatible with B SL , and will prove finite generation of O(G) U by fixing such an embedding.
Machinery for proving finite generation of algebras of invariants is quite limited. However, there exists a standard criterion, called the Grosshans criterion [14, 12] for proving the finite generation of an algebra of invariants O(G) H , where G is a complex reductive group and H ⊂ G is observable in the sense that
In this case the finite generation of O(G) H is equivalent to the existence of a finitedimensional G-module V and some v ∈ V such that H = G v is the stabiliser of v and
Such a subgroup H is called a Grosshans subgroup of G, and then any linear action of H which extends to a linear action of G has a finitely generated algebra of invariants. We prove the following Theorem 1.3. Let G be a complex linear reductive group and U ⊂ G a unipotent subgroup normalised by a maximal torus of G. Then U S is a Grosshans subgroup of G therefore every linear action of U S which extends to a linear action of G has a finitely generated algebra of invariants. In particular this gives an affirmative answer to the Popov-Pommerening conjecture for complex linear reductive groups.
The Popov-Pommerening conjecture has been proved before only in special cases. In a series of papers [32, 33, 34] L. Tan proved it for all simple groups of Dynkin type A n with n ≤ 4, and for groups of type B 2 and G 2 . Pommerening proved the conjecture for a large class of subgroups of GL n (k) by giving a generating set of the invariant ring k[GL n (k)] U S . In [15] Grosshans proved the validity of the conjecture when S ⊂ R + is subset with R + \ S is a linearly independent set over Q. For more details on the history of the problem see the survey papers [34] , [28] and [11] .
In the proof of Theorem 1.3 we choose a compatible embedding U ⊂ G ⊂ SL n (C) and use the Grosshans criterion by constructing a G-equivariant affine embedding of G/U S in an affine space W S ,α depending on integer parameters α = (α 1 , . . . , α n ), where S ⊂ R + is a closed subset and U S is the product of the root subgroups of G corresponding to roots in S . The main technical theorems of this paper, Theorem 3.5 and its generalisation Theorem 8.4, tell us that the complement of G/U S in its closure G/U S in W S ,α has codimension at least two. This gives an explicit description of a finite set of generators for the algebra of invariants O(G) The linear coordinates on W S ,α can be described using the compatible embedding U ⊂ G ⊂ SL n (C) with respect to the Borel B SL ⊂ SL n (C) preserving the flag (2) for some σ ∈ S n . Let S j = {i : g i j 0 for some g ∈ G} ⊂ {1, . . . , n} denote the (possibly) nonzero entries of G in the ith column. We call the minor det
The linear coordinates on W S ,α are given by (products of) these minors, which will imply Theorem 1.
The invariant ring O(G)
U S is generated by the principal invariant minors. In particular, for G = SL n (C) we get a stronger version of Conjecture 1.2.
When X is a complex projective variety with an action of U S the transfer principle and Theorem 1.5 allows us to give a geometric description of O(X) U S as follows. There is a G-equivariant surjective homomorphism of algebras from the polynomial algebra
U S , and therefore if X is any complex projective variety with an action of U S which is linear with respect to an ample line bundle L on X and extends to a linear action of G, then the algebra of invariants
is finitely generated. Indeed it is a quotient of the algebra of invariants
and so is generated by the coordinates on the reductive GIT quotient (X ×W S ,α )//G. This can be then determined using the representation theory of G from the decompositions of m≥0 H 0 (X, L ⊗m ) and W S ,α as sums of irreducible representations of G. Similarly if X is affine with a linear action of U which extends to a linear action of G then O(X) U S is finitely generated. In each case the associated GIT quotient can be identified with the GIT quotient of the product of X and G//U S by the reductive group G:
The layout of this paper is the following. We start with the construction of W S ,α and the proof of the theorems for G = SL n (C). This serves as good motivation for the more involved argument for orthogonal, symplectic and finally linear algebraic groups in general. §2 contains a short summary of what is needed from the theory of Grosshans subgroups. In §3- §6 we study regular subgroups U S of G = SL n (C). In §3 we define an affine SL n (C)-module W S ,α and the point p S ,α ∈ W S ,α , such that the stabiliser of p S ,α in SL n (C) is U S . §4 is a concise summary of configuration varieties and Bott-Samelson varieties, and the proof of the main technical result, Theorem 1.4, follows in §5. In §6 we describe the invariant ring O(SL n (C)) U S . We explain how to modify this argument for orthogonal groups in §7 and for symplectic groups in §8. Finally, in §9, based on our developed argument in previous sections we prove Theorem 1.3 in full generality. Acknowledgments The author warmly thanks Frances Kirwan the useful long discussions and her unlimited patience. This work has grown parallel to [2] , and her support was crucial on the long way. We would also like to thank Brent Doran for helpful discussions on the topic.
The author is indebted to András Szenes, his former PhD advisor, for his patience and their joint work [3] , which has become the foundation of the author's work since.
Grosshans subgroups
Let G be reductive algebraic group over an algebraically closed field k. 
H . Then the following conditions are equivalent: 
3. The construction for G = SL n (C)
For G = SL n (C) let T ⊂ SL n (C) be the diagonal maximal torus and t ⊂ sl n (C) be the Cartan subalgebra of diagonal matrices. Let L i ∈ t * be the dual of E ii ∈ t where E ii is the matrix of the endomorphism which fixes the ith basis vector and sends all other basis vectors to 0. Let R + = {L i − L j : i < j} be the set of positive roots, and B n ⊂ SL n (C) be the corresponding upper Borel subgroup. A subset S ⊂ R + of the root system is closed if and only if the following conditions hold:
generated by the unipotent root subgroups U L i −L j with only nonzero off-diagonal entry in (i, j). Then U S is unipotent with independent parameters at the entries indexed by S and it is normalised by the maximal diagonal torus in SL n (C), and all unipotent subgroups normalised by this torus have this form.
. . , n} collect the positions of the (possibly) nonzero entries in the jth column of U S . In the example (1) of the Introduction
Let {e 1 , . . . e n } be the basis of C n compatible with B n , that is, B n preserves the subspace Span(e 1 , . . . , e i ) for 1 ≤ i ≤ n, and define the point
In the example (1)
Proof. The stabiliser of p S is the intersection of the stabilisers of its direct summands.
denote the corresponding unipotent root subgroup, and T S j ⊂ SL n (C) the diagonal torus
Now j ∈ S j for 1 ≤ j ≤ n and by (3) the intersection is
Since j ∈ S j and S j ⊂ {1, . . . , j} for all 1 ≤ j ≤ n we have by induction on n that 
S on the set of U S -orbits is injective and SL n (C)-equivariant with respect to the left multiplication action of SL
The following example shows that the image of ρ S , that is p S · SL n (C) might have codimension 1 boundary components in C S . Take
corresponding to the group
one plus the dimension of U S , and therefore this boundary orbit has codimension 1.
To make things even worse, we show an example where we have infinitely many boundary orbits, which means that it is not enough to study the boundary orbits and their stabilisers to prove the Grosshans property. Take n = 2, U S = {1}, the trivial subgroup with S = ∅, then p S = e 1 ⊕ e 2 and X a = {v 1 ⊕ av 1 : v 1 ∈ C 2 } is a boundary orbit for any a ∈ C.
To overcome these problems we contract all codimension-1 boundary components into one point by taking a certain "weighted sum" of the original embedding for all i < n. Before we describe this weighted embedding, let us give a brief motivation. Let B n ⊂ SL n (C) be the upper Borel. Since
it is enough to study the Borel orbit p S · B n and its boundary orbits. Assume that
. . .
is a boundary point.
If there is an index 1 ≤ s ≤ n such that lim m→∞ b ii e i would not exist, which is a direct summand in p ∞ , a contradiction. So s < t must hold, and then
ii is the coefficient of e 1 ∧ . . . , ∧e s , so the orbit of
(where l is a parameter to play with) might have boundary orbits which are contracted to a point as m → ∞. Unfortunately, we tensor with a vector depending on s. To overcome this problem we prove the following
Proof. By definition
because the s th term tends to 0, while the other terms are finite by assumption. Similarly,
Here, again, the term corresponding to s tends to 0 and the other terms are finite. Finally, the last equation follows using a similar bracketing:
Let us introduce the shorthand notatioñ
n be an array of positive integers, and replace p S with the following weighted version
where the coefficients are different tensor powers ofẽ n . To force the conditions of Lemma 3.3 we add an extra term 
Then the boundary components of
After a short overview of configuration spaces and Bott-Samelson varieties in the next section we turn to the proof in §5.
Configuration varieties and Bott-Samelson varieties
Configuration varieties are a powerful tool in representation theory and geometry of the reductive group G. If B ⊂ G is a Borel subgroup then these varieties are certain subvarieties in the product of flag varieties (G/B) l . In [19] Magyar describes them as closures of B-orbits in (G/B) l , which is relevant to our construction, and therefore we give a short summary in the special case when G = SL n (C), keeping [19] as the leading reference.
Let B n ⊂ SL n (C) denote the Borel of upper triangular matrices. Define a subset family to be a collection
The order is irrevelant in the family, and we do not allow repetitions. Let C n have the standard basis {e 1 , . . . , e n } and for any subset C ⊂ [n] define the subspace
This point is fixed by the diagonal torus T ⊂ SL n (C), and so we can associate a T -fixed point to the subset family in the product of Grassmannaians:
The configuration variety of D is the closure of the SL n (C)-orbit of z D :
and the flagged configuration variety is the closure of the Borel orbit:
There is an important class of subset families associated to subsets of the Weyl group W of the reductive group. In the case of SL n (C) to a list of permutations w = (w 1 , . . . , w l ), w k ∈ W, and a list of indices j = ( j 1 , . . . , j l ), 1 ≤ j k ≤ n, we associate a subset family: Very little is known about general configuration varieties. They can be badly singular, however, certain of them are well understood because they can be desingularized by Bott-Samelson varieties, which are always smooth.
The link to our construction is straightforward; if S = {S 1 , . . . , S n } denotes the subset family formed from the columns of the star pattern S corresponding the regular subgroup U S ⊂ SL n (C), then there is a natural map
This map does not extend to the closure, but the boundary has a finite stratification and on each stratum there is a similar map as we will see in the next section. In short, our space p S ,α · SL n (C) is a weighted affine configuration space where the weights are different tensor powers ofẽ n . Unfortunately, the subset family S = {S 1 , . . . , S n } is not necessarily strongly separated and therefore not a chamber subfamily in general. This leaves the question of desingularisation of p S ,α · SL n (C) open.
Proof of Theorem 3.5
We devote this section to the proof of Theorem 3.5. Since
we first study the Borel orbit p S ,α · B n and its boundary orbits in W S ,α . Assume that
We will use the notation
nn ∈ C as before for the weighted product of the diagonal entries of b (m) . Since the entries of U S indexed by S can be chosen independently, there is a decomposition
is not a boundary point, therefore we can assume that we are in one of the following two situations:
ii = c ii ∈ C \ {0} is a nonzero constant for all 1 ≤ i ≤ n. Then at least one off-diagonal entry is unbounded, that is, ∃1 ≤ s < t ≤ n such that (due to (7) ii , 1 ≤ i ≤ n in the second direct summand of p ∞ ensures the conditions of Lemma 3.3, and therefore lim m→∞ C m = 0. This is the harder case. Before going on, we state an important technical lemma which will be repeatedly used in the course of the proof.
ii . Proof. Let S t = {1 ≤ a 1 < . . . < a r = t}. By definition this coefficient is equal to
Now due to (7) only one term is nonzero in this sum, when
giving us the result. Now we quickly rule out Situation 1 above. Let
be the limit of the weighted diagonal product, then
ii )e 1 ∧ . . . ∧ e i .
Now if lim m→∞ b
(m) st = ∞, then according to Lemma 5.1 the coefficient of (e s ∧∧ i∈S t \{t} e i )⊗ (ẽ n )
ii = ∞, which is a contradiction. It remains to study Situation 2, where the strategy is the following. Let
be the boundary. Similarly, let ∂Y S ,α ⊂ V S ,α and ∂Z n ⊂ W n be the boundaries of the corresponding components. In Situation 2 for any boundary point p ∞ = q ∞ ⊕ r ∞ we have r ∞ ∈ ∂Z n and q ∞ ∈ ∂Y n , that is,
We will prove the following to Lemmas (8) give Theorem 3.5.
We start with the proof of Lemma 5.3, that is, we prove that dim(r n · SL n (C) \ r n · SL n (C)) ≤ n − 3. Recall that with the notation 
0}
Note that b 
and therefore
holds for any H ⊆ SL n (C) subgroup which maps F s,t · B n to itself. But F s,t · B n ⊆ F s,t , and the dimension of F s,t is at most n − 2, as it sits in the boundary of r n · B n = r n · T n where T n ⊂ SL n (C) is the maximal torus of dimension n − 1. As F s,t · B n is stabilised by both B n and T s→t ,
as required. To prove Lemma 5.2, it is enough to prove the same for the Borel orbits, that is, assuming that α = (α 1 , . . . , α n ) satisfies the conditions of Theorem 3.5, we prove (10) The codimension of q ∞ · B n in q S ,α · B n is at least n − 1.
We use the notation Y 
Recall from the previous section that we can assign a configuration variety A S and a flagged configuration variety A B S to the subset family S = {S 1 , . . . , S n }. For a subset t ⊂ {1, . . . , n} let π t denote the natural projection which keeps the subspaces indexed by t, that is π t : Gr(S ) → Π t∈t Gr(|S t |))
denotes the boundary points with nonzero components indexed by t then
gives a filtration of Y B S ,α . By keeping the coordinates in t we can define (11) and (12) imply that
. . , n determines q i up to a scalar in q S ,α · SL n (C) and therefore (14) dim (13) and (14) give (10) 
Therefore a generic point (Q t 1 , . . . ,
On the other hand, we now prove that for all points in (Q
Assume there is a t ∈ t such that Q ∞ t
ii e i + b Since s < t, by (6) we have 
which contradicts to (19) , proving (16) .
We can rephrase (16) as follows. For t ⊂ {1, . . . , n} define 
Splitting the term corresponding to t k+1 ∈ S t k+1 this can be rewritten as ].
By increasing b (m)
t k+1 ,t k+1 we can achieve a limit with nonzero first part, that is, for any ρ ∈ C we can define a sequence a
. for some w ∈ C n nonzero unit vector. Define the corresponding matrix b
ρ , which differs from b (m) at the main diagonal entry indexed by t k+1 which we substitute by a
ρ is not necessarily in SL n (C), but we can normalise it by multiplying the t k+1 th column with a nonzero constant without changing Q
. That is, if n t k+1 denotes the number of nonzero entries in the t k+1 th column of b (m) then we define
ρ ] which proves (20) and therefore Lemma 5.4.
The invariant ring O(SL n (C))
U S . We have constructed an embedding
into the affine space W S ,α with the property that the image has boundary components of codimension at least 2, and therefore holomorphic functions on the image extend to the closure. This means that O(SL n (C)
, so the invariant ring is generated by the pull-backs of the linear coordinate functions on
But the pull-back of each individual tensor term is invariant under U S , and therefore O(SL n (C)) U S is generated by these: the pull-back functions from ∧ |S i | C n are the principal minors det 
Orthogonal groups
Let V be an n-dimensional complex vector space and Q : V×V → C a non-degenerate, symmetric bilinear form on V. The orthogonal Lie group is then
and the corresponding symplectic Lie algebra is
The non-degenerate Q gives us an identification of V and V * , and so n (V) is the Lie algebra of skew-symmetric endomophisms of V, that is,
as representations of so n (C). To get a compatible embedding of SO n (C) ⊂ SL n (C) with diagonal maximal torus, we take a basis e 1 , . . . , e n of V such that Q satisfies (with n = 2l or 2n + 1)
The Cartan subalgebra h ⊂ so n is n-dimensional if n = 2l, spanned by the diagonal matrices E ii − E l+i,l+i and l + 1 dimensional if n = 2l + 1 with an additional eigenvector E 2l+1,2l+1 . The positive roots are n = 2l :
Let S ⊂ R + be a (quasi)closed subset of the positive roots, and U S = U α : α ∈ S be the corresponding unipotent subgroup normalised by the maximal diagonal torus in SO n (C). We introduce
Note that S j contains the (possibly) nonzero entries in the jth column of U S sitting in SL n (C) when n = 2l, 2l + 1, in other words U i j = 0 unless i ∈ S j , and moreover,
Now for n = 2l, 2l + 1 we define the point
Note that all entries (i, j) ∈ S with i j, j−n are free parameters of the group U S , and we have 1's on the main diagonal and polynomials in the parameters on the nth diagonal
An important corollary of this is the following property of U S : For any u i j ∈ U S (26) if
Theorem 6.2. The maximal unipotent subgroup of the stabiliser of p S in
Proof. The stabiliser of p S is the intersection of the stabilisers of its direct summands. For a (not necessarily positive) root α let U α ⊂ SL n (C) denote the corresponding unipotent root subgroup, and T S j ⊂ SL n (C) the diagonal torus
Now j ∈ S j for 1 ≤ j ≤ n and by (25) the intersection of these is
by the definition of S j in (24).
Remark 6.3. Note that the point n j=1
∧ i∈S j e i has stabiliser U S in SO n (V) but for our purposes it is more convenient to take the sum for the last n − l columns in the definition of p S .
For the same reason as in the SL n (C) case, it is enough to study the Borel orbit of p S , and in order to get rid of codimension 1 boundary components of the orbit p n · SO n (V) in C S we define a weighted version of p S , where the weights are different tensor powers ofẽ n , which for n = 2l, 2l + 1 is defined as
3 remains true with n replaced by l. Now for n = 2l or 2l + 1 let α = (α l+1 , . . . , α n ) be an array of positive integers, and replace p S with the following weighted version
To force the condition (29) of Lemma 3.3 we add again the extra term
and take the point
Proof. By Theorem 6.2 the maximal unipotent subgroup of the stabiliser of p S is U S and since the stabiliser of r n in SO n (C) is the maximal unipotent of the Borel B corresponding to R + , the intersection of these stabilisers is unipotent, contains no diagonal torus.
Theorem 3.5 remains true with SL n (C) replaced by SO n (V):
The proof is identical to that of Theorem 3.5 with minor changes which we point out here. We start by studying the Borel orbit
is the Borel generated by the positive root subgroups.
We choose a sequence b (m) ∈ B and then we look at the limit point lim m→∞ p S ,α · b (m) ∈ W S ,α . A crucial property of our chosen sequence b (m) was (7), which remains valid.
Indeed, the entries of U S indexed by S \ {(i, i), (i, i + l) : 1 ≤ i ≤ l} can be chosen independently, so there is a decomposition i,i+l = 0 holds for all 1 ≤ i ≤ l. Since p S · c (m) = p S , we can assume that (7) holds for b (m) , that is ii ) −1 for any 1 ≤ i ≤ n, so if this limit was ∞, the sth term of r n would tend to ∞.
The crucial Lemma 5.1 and its proof works without change in the orthogonal case, so Situation 1 leads to a contradiction the same way as in the SL n (C) case, and we can focus on Situation 2.
Using the same notations X S ,α , Y S ,α , Z S ,α for the closures, Lemma 5.2 and Lemma 5.3 change as follows
Lemma 6.7. For n = 2l or 2l + 1 the dimension of ∂Z n is at most l − 2. Lemma 6.6 and Lemma 6.7 together with (8) again prove Theorem 6.5. The proof of Lemma 6.7 remains the same but for n = 2l or 2l + 1 the maximal torus T ⊂ SO n (C) has dimension l, and therefore dim r n · B = dim r n · T = l. As F s,t sits in the boundary of r n · B, we have dim F s,t ≤ l − 1 to substitute into (9) .
The proof of Lemma 6.6 is the same as the proof of Lemma 5.2 with minor changes. We modify (10) to (30) The codimension of q ∞ · B in q S ,α · B is at least l.
Define the configuration variety A S and flagged configuration variety A B S the same way, then for t ⊂ {l + 1, . . . , n} we define π t , Y (11) and (12) remain the same but in (14) the dimension of the maximal torus T ⊂ SO n (C) is l instead of n − 1, which gives us (30) and Lemma 6.6. Finally the proof of (12) is based on the technical statement (16) and Lemma 5.4 both remaining true for both even and odd orthogonal groups without change.
The argument in 5.1 cn be repeated identically, giving Theorem 1.5 for orthogonal groups.
Symplectic groups
Let V be a n = 2l-dimensional complex vector space and Q : V × V → C a nondegenerate skew-symmetric bilinear form on V. The symplectic Lie group is then Sp n (V) = {A ∈ SL n (C) : Q(Av, Aw) = Q(v, w) for all v, w ∈ V}, and the corresponding symplectic Lie algebra is
The non-degenerate Q gives us an identification of V and V * , and sp n (V) is the Lie algebra of symmetric endomophisms of V, that is,
as representations of Sp n (V). We, again, use the eigenbasis e 1 , . . . , e n of V where
The Cartan subalgebra h ⊂ sp n is l-dimensional, spanned by the diagonal matrices E ii + E n+i,n+i . The positive roots are
For S ⊂ R + be a (quasi)closed subset of the positive roots, let U S = U α : α ∈ S ⊂ Sp n (C) be the corresponding unipotent subgroup generated by the roots groups in S , normalised by the maximal diagonal torus in Sp n (C). We can define again
Here (25) holds again.
For
+ is not closed, we have to add the root 2L 1 to get a
where we have Proof.
TS j
by the definition of S j in (24) . So the maximal unipotent subgroup in Sp
Then defineẽ n , q S ,α , r n and finally p S ,α as for SO n (C) and the same proof shows that Theorem 3.5 remains true with SL n (C) replaced by Sp n (V), and the argument in 5.1 gives again Theorem 1.5 for symplectic groups.
Linear algebraic groups
Let G be a connected, simply connected, simple linear algebraic group, and U ⊂ G a unipotent subgroup normalised by a maximal torus T of G. Fix a compatible embedding U ⊂ G ⊂ SL n (C) with respect to a Borel B SL ⊂ SL n (C) where B SL preserves the flag (2) for some σ ∈ S n . Recall form the introduction that this means an embedding G ⊂ SL n (C) such that the semidirect product of U and T sits in a Borel B of G such that there is a Borel B SL ⊂ SL n (C) with the following properties:
• The maximal diagonal torus T SL ⊂ SL n (C) sits in B SL . Therefore B SL preserves a flag of the form (2) for some σ ∈ S n .
• B ⊂ B SL and T ⊂ T SL .
Let R denote the set of roots and R + the positive roots of G relative to T . Let g ⊂ sl n denote the Lie algebra of G, and
the decomposition of the adjoint representation into root subspaces (Cartan decomposition), with t ⊂ sl n diagonal. Let
be the Borel subalgebra, and for α ∈ R let G α = exp(g α ) ⊂ G denote the unipotent root subgroup. Let h ⊂ sl n (C) denote the Cartan subalgebra of diagonal matrices in sl n (C). Then the embedding ρ : t ⊂ h induces a surjective map ρ * : h * → t * of the duals, and let L i = ρ * (L i ) denote the image of L i , the dual of E ii ∈ h which takes e i to itself and kills e j for j i. For i j let sl i j ⊂ sl n (C) denote the root subspace of sl n (C) with only off-diagonal nonzero entry in position (i, j), and E i j ⊂ SL n (C) the corresponding root subgroup. Then by the embedding g ⊂ sl n (C) we have
and for any α ∈ R
For a closed subset S ⊂ R + we denote by u S = α∈S g α ⊂ g the subalgebra and U S = G α : α ∈ S ⊂ G the unipotent subgroup generated by the root subgroups in S . Then U S is normalised by the maximal torus T = exp(t), and all unipotent subgroups normalised by T have this form. Now for 1 ≤ j ≤ n defineS (25) does not necessarily hold, see Example 6.1, wherẽ
So we define the transitive closure
and therefore by (33)
We call an r-tuple {i 1 , . . . , i r } ⊂ {1, . . . , n} generating subset if the linear forms in the columns indexed by i 1 , . . . , i r in g generate g. Then all entries of g outside these columns are linear combinations of the forms in these columns. In particular, the diagonal elements {L i ∈ t * : i ∈ B} indexed by B span t * . Define Proof. The stabiliser of p S is the intersection of the stabilisers of its direct summands. For a (not necessarily positive) root α ∈ R let G α = exp(g α ) ⊂ G denote the corresponding unipotent root subgroup, and T S j ⊂ SL n (C) the diagonal torus in SL n (C):
Now for j ∈ B the stabiliser U j S in G of ∧ i∈S j e i is the intersection of its stabiliser in SL n (C) and G, that is,
Now j ∈ S j and by (25) the intersection is given as The entries of g outside the columns indexed by B are generated by entries inside these columns, so (36) can be rewritten as
Then there is a permutation σ ∈ S n such that the full flag
is preserved by exp(b sl ). Then
We have the following modification of Lemma 3.3, whose proof is the same:
and there is 1 ≤ s ≤ n with lim m→∞ b Then the boundary components of p S ,α · G S have codimension at least 2 in W S ,α , that is
The proof is again similar to that of Theorem 3.5 with minor changes which we point out here. We start by studying the Borel orbit p S ,α · B, where B = exp(t ⊕ g + ) is the Borel generated by the positive root subgroups.
We choose a sequence b (m) ∈ B ⊂ G and then we look at the limit point lim m→∞ p S ,α · b σ(i)σ(i) in the proof and note that the maximal torus T ⊂ G has dimension rank(G), and therefore dim r n · B = dim r n · T = rank(G). As F s,t sits in the boundary of r n · B, we have dim(F s,t · B) ≤ rank(G) − 1 to substitute into (9) .
The proof of Lemma 8.5 is the same as the proof of Lemma 5.2 with minor changes. We modify (10) to For SL n , SO n , Sp n dim(t) = |t| held as the diagonal forms were linearly independent. Each subspace Q ) − dim(t). to get (13) . Then in (14) the dimension of the maximal torus T ⊂ G is rank(G) instead of n − 1, which gives us (40) and Lemma 6.6.
The proof of (42) t 1 ) , . . . , L σ(t k ) ), which implies Lemma 8.7. Note that in the proof of Lemma 5.4 we increased b t k+1 ,t k+1 in an appropriate way, and left the diagonal entries indexed by t of b (m) unchanged. We can repeat the same argument here whenever b σ(t k+1 ),σ(t k+1 ) is independent of the rest of the diagonal entries in t.
Finally, repeating the argument of 5.1 gives us Theorem 1.5 for any complex linear algebraic group G.
