






Berdasarkan penelitian mengenai Face Mask Detector Menggunakan 
Metode Convolutional Neural Network yang dilakukan oleh penulis dengan 
mengimplementasikan arsitektur MobileNetV2 dan jumlah dataset sebanyak 
1100 citra yang terbagi menjadi 2 kelas, penulis menyimpulkan ada tiga hal 
yang dijadikan sebagai kesimpulan dalam penelitian, yaitu: 
a. Implementasi model CNN dengan arsitektur MobileNetV2 berhasil 
dilakukan. Pada penelitian ini, penulis menggunakan bagian Convolutional 
base dari arsitektur MobileNetV2 dan bagian Classifier sesuai dengan 
kebutuhan. Proses percobaan dilakukan sebanyak 5 kali terhadap dataset 
dengan jumlah epoch sebagai faktor pembeda untuk setiap percobaan. 
b. Tingkat akurasi yang terbaik dari model yang telah dibangun merupakan 
hasil dari model pada percobaan 5 yang menghasilkan training accuracy 
sebesar 0.9987 dan validation accuracy sebesar 1.000. Pada proses testing, 
klasifikasi label NoMask memperoleh rata-rata akurasi sebesar 
0.963531562 dan WithMask memperoleh rata-rata akurasi sebesar 
0.982656159. 
c. Implementasi model yang telah dibangun untuk sistem video real-time dan 
sistem berbasis Arduino berhasil dilakukan. Dalam membangun sistem 
berbasis video real-time, penulis menggunakan apilikasi Spyder dengan 
mengimplementasikan model untuk deteksi objek wajah dan masker. 
Sedangkan pada sistem berbasis Arduino, penulis menggunakan apilikasi 
IDE Arduino untuk memprogam jalannya beberapa komponen pada 
prototype yang telah dirancang. Dalam proses pengujian sistem, penulis 
mendapat akurasi rata-rata lebih dari 85% di beberapa kasus pada kondisi 




Berdasarkan pada penelitian yang telah dilakukan oleh penulis mengenai 
Face Mask Detector Menggunakan Convolutional Neural Network, terdapat 
beberapa saran untuk pengembangan dan penelitian selanjutnya, yaitu: 
a. Diharapkan untuk mencoba menggunakan arsitektur CNN lainnya selain 
arsitektur MobileNetV2, yaitu VGGNet, AlexNet, GoogLeNet, ResNet, dan 
lain-lain. 
b. Diharapkan untuk mencoba menambahkan kuantitas citra sebagai dataset 
utama yang digunakan. Sebaiknya, ukuran dan ratio pada citra bervariasi 
supaya model yang dibangun dapat melakukan proses klasifikasi dengan 
tepat dan akurat terhadap kondisi yang belum pernah dilihat oleh model. 
c. Diharapakan untuk mencoba menambahkan beberapa komponen pada 
prototype yang dapat membuat prototype menjadi lebih handal dalam 
melakukan berbagai tugas dalam kondisi tertentu. Beberapa komponen 
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Gambar L 1. Rangkaian Schematic Komponen pada Prototype. 
 
 




Gambar L 3. Hasil Pengujian Sistem Terhadap Indikator Mask pada Kondisi Wajah 
Menghadap Kanan dan Kiri. 
 
 



























Gambar L 10. Hasil Pengujian Sistem Terhadap Indikator Mask pada Kondisi Jarak <50 cm 
 
 













Gambar L 14. Hasil Pengujian Sistem Terhadap Indikator NoMask pada Kondisi Wajah 
Menghadap Kanan dan Kiri. 
 
 


















Gambar L 19. Hasil Pengujian Sistem Terhadap Indikator NoMask pada Kondisi Menutup 
Mulut Menggunakan Baju. 
 
 








Gambar L 22. Hasil Pengujian Sistem Terhadap Indikator NoMask pada Kondisi Jarak > 50 
cm. 
