Abstract-A plane-wave integral representation is used to derive spatial correlation functions for the complex electric and magnetic field components, and the results agree with previously published results derived by volume averaging of a mode sum. Results are also presented for the correlation functions of squared electric and magnetic field components and electric, magnetic, and total energy densities. The theory for the spatial correlation function of the squared transverse electric field is shown to agree well with published measurements of the power received by transverse monopole antennas.
I. INTRODUCTION
T HE first author of this paper began working on reverberation chambers (also called mode-stirred chambers) with Dr. Kanda in 1993 when we analyzed and measured aperture coupling into a coaxial air line in a reverberation chamber [1] . At that time, Dr. Kanda had characterized fields in anechoic chambers [2] , but it was clear that different methods would be required to characterize statistical fields in reverberation chambers. The subject of this paper is the spatial properties of reverberation-chamber fields. This paper is dedicated to the memory of Dr. Kanda. Both electromagnetic [3] , [4] and statistical [5] - [7] theories are useful in the interpretation of measurements in reverberation chambers and have shown good agreement with experimental results. For test objects or reference antennas of significant extent (not electrically small), the spatial correlations [8] - [12] of the fields are important in interpreting and predicting the response for measurements in reverberation chambers.
The purpose of this paper is to present spatial correlation functions for electric and magnetic fields and energy density in a reverberation chamber. Section II presents correlation functions for complex electric and magnetic fields and for squared field magnitudes. Section III presents correlation functions for electric and magnetic energy density and for total energy density. Section IV presents results for power density, even though it is less relevant than energy density in reverberation chambers. Conclusions and possible extensions are given in Section V.
All of the results in this paper are based on a plane-wave spectrum theory that has been shown to provide a good simulation of the properties of well-stirred fields [3] and the responses of test objects and test antennas in reverberation chambers [4] . A typical geometry for immunity testing in a reverberation chamber is shown in Fig. 1 . In the plane-wave theory, the electric field at location in the source-free test volume is represented by an integral of plane waves over all real angles [3] , [4] (1)
where the solid angle is shorthand for the elevation and azimuth angles and , respectively, and . The time dependence is suppressed. The vector wavenumber is (2) where free-space wavenumber; free-space permeability; free-space permittivity. The angular spectrum can be written as
where and are unit vectors that are orthogonal to each other and to . The geometry for a single plane-wave component is U. S. Government work not protected by U. S. copyright. shown in Fig. 2 . For a statistical field, as generated in a reverberation chamber, the angular spectrum is taken to be a random variable (which depends on stirrer position). The statistical properties of that provide a good reverberation-chamber field are discussed in [3] and [4] . The theory presented here applies to single-frequency continuous wave (CW) fields that are mechanically stirred; so it is not directly applicable to frequency stirring [13] .
II. FIELD CORRELATIONS

A. Complex Electric or Magnetic Field
We begin by reviewing the spatial correlation function for the total complex electric field in a reverberation chamber. Without loss of generality, we can locate at the origin and on the axis and (
Now we can write the correlation function as a function of the separation of the two field points [10] 
where indicates ensemble average (expectation) and indicates complex conjugate. The expectations in (5) can be evaluated by substituting the plane-wave field representation from (1) and utilizing the statistical properties of the plane-wave spectrum [3] and (6) where is the Dirac delta function and is the mean-square electric field (which is independent of position). From (1), (5), and (6), we can derive the following expression for the correlation function [3] , [10] :
The correlation function in (7) for the total electrical field is well known [8] - [10] , but we can also derive correlation functions for the linear components of the electric field. For example, the correlation function for the longitudinal electric field can be defined as (8) This expression has been evaluated in [12] , and the result is (9) Similarly, a correlation function for the transverse electric field, such as or , can be defined as (10) The expression for can be evaluated by using (1) and (6) in (10) . As shown in Appendix A, the result is
We can show that the three correlation functions satisfy the following consistency check:
All three correlation functions equal 1 for and decay in an oscillatory manner for large . Our results for and are consistent with results in [14] derived by a volume average of a mode sum.
Although the correlation functions were defined for field points at the origin and on the axis, the results are invariant to translation and rotation. The general results are a function of the separation , the longitudinal correlation function is a function of the longitudinal field component , and the transverse correlation function is a function of the transverse electric field. The geometry is shown in Fig. 3 .
The magnetic field can be derived by applying Maxwell's curl equation to (1) (13) where is the free-space impedance. The spatial correlation functions for the electric field components also apply to the corresponding magnetic field components [3] , [4] . 
B. Mixed Electric and Magnetic Field Components
Most of the electric and magnetic field components are uncorrelated. Without loss of generality, we can consider the correlations of electric field components at the origin and magnetic field components on the axis. For example, the following correlations are all zero:
The results in (14) indicate that most of the electric and magnetic field components are uncorrelated at all separations .
However, the orthogonal transverse components of and are correlated for . For this case, we define the following correlation function: (15) This expression can be evaluated by substituting (1), (6) , and (13) into (15) , and the result is derived in Appendix B (16) For small , the leading term in (16) is (17) Equation (17) shows that . Hence, the following two correlations are zero: (18) Equations (14) and (18) show that all electric and magnetic field components are uncorrelated when evaluated at the same point.
C. Squared Field Components
In this section, we consider correlations of squared field quantities [11] , [14] . These quantities are of interest because they appear in expressions for power and energy. The simplest way to handle squared field quantities is to write them in terms of the squares of the real and imaginary parts. For example, the square of the magnitude of the electric field at an arbitrary point can be written (19) where the subscripts and indicate real and imaginary parts, respectively. It has been shown theoretically via the central-limit theorem or the maximum-entropy method [3] , [4] , and has been verified experimentally [7] that the real and imaginary parts of the electric field components in a well-stirred reverberation chamber are independent Gaussian random variables with zero means and equal variances.
This allows us to determine the probability density function (pdf) of several quantities of interest. For example, the magnitude of the electric field is chi distributed with six degrees of freedom [3] , [15] . Fig. 4 shows good agreement for a comparison of the theoretical chi 6 distribution with measured electric field data taken with field probes at a frequency of 1 GHz [7] . Similarly, the square of the magnitude of the electric field is chi-squared distributed with six degrees of freedom [3] , [15] . The ratio of the standard deviation to the mean (coefficient of variation) is for this distribution, and this has been verified experimentally for a large number of probe locations and a large frequency range [7] , as shown in Fig. 5 . The experimental data in Fig. 5 represent the average from a large number of field probes. The scatter in the data below 100 MHz is due to an insufficient density of cavity modes. The ratios for fewer degrees of freedom are also shown in Fig. 5 , but the fit is clearly best for six degrees of freedom. The six degrees of freedom are a result of the independent real and imaginary parts of the three orthogonal electric field components. The electric field probes that were used to generate the experimental data in Fig. 5 were of the type developed by Kanda [16] .
The correlation function for the square of the longitudinal field component is defined as (20) In (20) , the mean values of the squares of the fields are subtracted according to the usual definition of correlation function [15] . This was not necessary in (8) , (10) , and (15) parts, then the evaluation of (20) involves expectations of terms of the type , where and represent real or imaginary parts of . Since the real and imaginary parts of the field components are Gaussian variables with zero mean, the expectations can all be evaluated by using the following relationship [15] :
The result for is (22) where is given in (9) . Thus, has the same nulls as , but is never negative.
The correlation function for the square of the transverse field component is similarly defined as (23) The expectations can again be evaluated by using (21), and the result is (24) where is given in (11) .
The correlation function of the square of the magnitude of the electric field can be defined as
The expectations can be evaluated by using (21), and the result is The result for in [14] includes a combination of and plus a constant term. The constant arises because the mean value of the square of the electric field was not subtracted out in the definition as it is in (25). There are some other differences in the results of [14] because those results were based on real, single-mode fields of an unstirred cavity. Our results are for complex, multi-mode fields that result from stirring and ensemble averaging. Hence, our electric field has six degrees of freedom, as shown in Figs. 4 and 5, rather than three degrees of freedom as found in [14] . All of the correlations in this section are valid for magnetic fields as well as electric fields.
There is a shortage of measured correlations in three-dimensional cavities, but some correlation results have been reported with monopole receiving antennas [11] , [17] . The experiment was done by measuring received power with short monopoles in a transverse geometry, and the range of values was obtained by varying the frequency for a fixed separation . Since the received power is proportional to the square of the magnitude of the transverse electric field, the relevant correlation function is . Mitra and Trost [11] , [17] compared their experimental data with the square of the correlation function given in (7) because the transverse correlation functions and were not known at that time. A comparison of measurements with both and is given in Fig. 6 . Even though there is a good deal of scatter in the experimental data, two important features (the slope for and the maximum near ) agree better with than with . The experimental data were taken for cm with frequency varying from 1.0 to 13.5 GHz, but more data is available in [17] .
III. ENERGY DENSITY
The energy density can be written as the sum of electric and magnetic energy densities [18] (27) where and
The spatial properties of the electric energy density are of interest in applications such as heating of electric conductors. Similarly, the spatial properties of magnetic energy density are of interest in applications such as heating of materials with magnetic loss (such as ferrites). Without loss of generality, we again perform our derivations for locations on the axis.
A. Electric or Magnetic Energy Density Correlation
The correlation function of the electric energy density is defined as (29) When the definition of is substituted into (29), the result turns out to be equal to that for the square of the electric field in (26) (30) The result for the correlation function of the magnetic energy density is the same as (31)
B. Correlation Function for Total Energy Density
The correlation function of the total energy density is defined as (32) When (27) and (28) are substituted into (32), the result for is (33) where is given by (16) . The first term on the right side is the same as the correlation function for and , and the second term is a result of the correlation of the orthogonal transverse components of and . Since and , we have the necessary result that . The mean values of the electric, magnetic, and total energies are also of interest and are given by and (34)
The mean energy values in (34) are independent of position, and is the mean-square electric field, as indicated in (6).
IV. POWER DENSITY
A. Mean Value
The power density or Poynting vector can be written as [18] (35)
From (1), (6), (13), and (35), we can show that the mean value of the Poynting vector or power density is zero [3] (36)
This result is important because it shows that power density is not the best quantity for characterizing field strength in reverberation chambers. The mean value of the energy density as given in (34) is a positive, real quantity that is more appropriate.
B. Variance
The real part of the Poynting vector, , gives the real power flow, and can be written as (37) Although the mean value of is zero, the variance of the rectangular components is of interest. For example, can be written in terms of the real and imaginary parts of electric and magnetic field components
The variance of is equal to the variances of and , and can be determined because the field components in (38) are Gaussian. The result is (39) where is the mean-square electric field, which is independent of position. The factor of 3 in the denominator of (39) is a result of variance being distributed between three components. The spatial correlation of the Poynting vector is difficult to derive and is generally of little interest. Therefore, we will not consider it here.
V. CONCLUSION
A plane-wave integral representation for fields in reverberation chambers [3] has been used to derive spatial correlation functions for transverse and longitudinal field components, and the results are in agreement with results from volume averaging of cavity modes [14] . The electric and magnetic field components are generally uncorrelated, except for orthogonal transverse components, as shown in Section II-B. Corresponding correlation functions have also been derived for the square of the magnitude of electric or magnetic field components.
The correlation results for the field components are independent of the particular pdf of field components, but the results for the square of the field components depend on the Gaussian pdf of the real and imaginary parts of the field components. Experimental results confirm this pdf and the chi and chi-square pdfs for the magnitude and magnitude squared of the electric and magnitude fields. A comparison with the measured correlation function for the square of the transverse electric field [11] , [17] shows good agreement. The results for the squared field (B2) components are used to derive correlation functions for electric, magnetic, and total energy density in Section III. The energy density is shown to be a more useful quantity than the power density (Poynting vector) because the mean value of the power density is zero.
The theory in this paper represents the well-stirred case, but some extensions would be useful. Imperfect stirring has been analyzed [19] , and the impact on spatial correlation could be important. Experimental results for correlation functions of electric, magnetic, and total energy density could be obtained with arrays of electric and magnetic field probes [7] , [20] for comparison with theory. The longitudinal correlation function could also be checked experimentally with electric dipole antennas or loop antennas. The validity of the plane-wave integral representation in (1) has been established only for a spherical volume [3] . Other test volume shapes are of practical interest, and the validity of the various spatial correlation functions outside a spherical volume needs to be studied.
APPENDIX A EVALUATION OF
The denominator of (10) has been evaluated in [3] (A1)
The numerator of (10) can be written as (A2)
The expectation in the integrand can be evaluated using (6) . Then the integration can be done by using the sampling property of the delta function so that (A2) reduces to (A3)
The integration (0 to ) and integration (0 to ) can be done analytically to obtain (A4) Substitution of (A1) and (A4) into (10) yields the desired result for in (11) .
APPENDIX B EVALUATION OF
The denominator in (15) can be evaluated from the known mean-square values of the electric and magnetic field components [3] (B1)
The numerator of (15) can be written as (B2), shown at the top of the page. The expectation in the integrand can be evaluated using (6) . Then the integration can be done by using the sampling property of the delta function so that (B2) reduces to (B3)
The and integrations can be done analytically to obtain (B4) Substitution of (B1) and (B4) into (15) yields the desired result for in (16) .
