For an inclusion B A of operator algebras we introduce the B-nil cohomology groups H n (AjB), which can be easier to compute than the standard cohomology groups H n (A). We then develop two long exact sequences, the rst linking H n (AjB), H n (A) and H n (B), the second corresponding to the Mayer-Vietoris sequence of algebraic topology. These sequences provide powerful computational tools, as illustrated by the examples in the last two sections of the paper.
Introduction
In this paper we introduce two computational techniques in the context of bounded and completely bounded Hochschild cohomology for operator algebras. These take the form of two long exact sequences of cohomology groups, involving both the groups for the algebra under consideration and the groups for appropriately chosen subalgebras. As part of our theory, we de ne cohomology groups H n (AjB), where B A, by requiring cocycles to vanish on B (we call these B-nil cohomology groups), and these are often easier to determine than the standard cohomology groups. The relevant de nitions are given in the rst section. This is the third of a series 5, 6 ] in which we explore the relationship between algebraic topology and operator algebras, originally motivated by the work of Kraus and Schack 12] . These authors established a close connection between the cohomology of nite dimensional CSL-algebras and simplicial cohomology which, in principle, suggests how to transfer the constructions and theorems of topology to general operator algebras. In 5,6] we showed how to develop the ideas of cones, suspensions and joins for operator algebras, allowing us to determine the cohomology groups of many algebras. In this work we present an appropriate analog of topological excision, a powerful tool in algebraic topology, and we establish the existence of the Mayer-Vietoris exact sequence for it. Recently, cohomology for operator algebras has split into two parallel, but closely related, theories: the bounded and completely bounded cases 1, 2, 3, 8, 10, 11, 16, 19, 20] . Our results (with slight modi cations) apply to both settings. However, we point out that we work for the most part with B(H) as the coe cient module. We could have replaced B(H) by any injective C -algebra, but more general modules are not possible; we make essential use of the multilinear Hahn-Banach theorem for completely bounded maps 14] and this requires an injective range. Nevertheless, as we observe in the nal section, our results for B(H) \accidentally" imply corresponding results for other modules in certain cases.
In the rst section we introduce the B-nil cohomology groups H n cb (AjB) and H n (AjB) for an inclusion B A B(H), and we establish the long exact sequence and there is again a corresponding version for H n ( ). Here X 1 and X 2 are subalgebras of X and (X 1 ; X 2 ; X) form an exact triad, de ned in Section 2. The third section is devoted to giving su cient conditions for a triad to be exact, with the examples of Section 5 in mind.
The sequence (0.1) can determine H n ( ) for n 1, but (0.2) can only be used for n 2, due to the starting points of the long exact sequences in Theorem 2.2. This di culty for n = 1 can be traced to the fact that 0-cochains are essentially di erent from n-cochains (n 1), and this leads to essential di erences between H 1 ( ) and H n ( ) for n 2 (see, for example, Remark 3.2, and Theorem 3.1 where the restriction n 2 is necessary in the proof). Thus we include in the fourth section a separate discussion of rst cohomology groups. We conclude the paper with some illustrative examples of computing cohomology, using (0.1) and (0.2).
Throughout, we assume that all algebras are unital and norm closed. However, for an inclusion B A, we require only that the identity of B be a self-adjoint projection in A, rather than the identity of A (unless explicitly stated to the contrary). This additional exibility will be important for applications. We have already referred to the seminal work of Kraus and Schack 12] ; two other approaches should be mentioned. In 17, 18] Power recently developed new techniques in spectral homology and its connection with simplicial homology. In a di erent direction, Kadison 9] has obtained important results in the relative theory for cyclic cohomology.
We conclude by thanking Professor S.D. Schack for his comments on an earlier draft of the paper, previously entitled \Relative completely bounded cohomology for operator algebras." His remarks have led to substantial improvements in the manuscript.
x1. The long exact sequence Let A B(H) be an operator algebra, and let M be a Banach A-bimodule. We denote by C n (A; M), n 1, the space of n-linear bounded maps (also called n-cochains) of c (x 1 ; : : : ; x n ) = (cx 1 ; : : : ; x n ); (: : : ; x i c; x i+1 ; : : :) = (: : : ; x i ; cx i+1 ; : : :); (x 1 ; : : :; x n )c = (x 1 ; : : :; x n c): The possibility of working with multimodular maps and cocycles will be important in later sections. For our purposes, it su ces that C be nite dimensional and abelian.
Our rst lemma deals with a technical problem which arises subsequently. If A B(H), we do not always want the identity of A to coincide with the identity of B(H). Thus we regard the identity of A as a projection p 2 B(H) with range K H, and we may also regard A as represented in B(K). This gives rise to two sets of cohomology groups H n (A; B(H)) and H n (A; B(K)). We will show that these are identical, and will revert to the notation H n (A) subsequently without ambiguity. Lemma 1.1. For n 1,
Proof. The proof is identical in both cases so we consider only (i Suppose that 2 Z n (A; B(H)). Let A + denote the algebra generated by A and the identity I of B(H), and let C be the two dimensional abelian C -subalgebra of A + spanned by I and p. It is routine to check that extends to an n-cocycle^ on A + de ned bŷ (a 1 + 1 I; : : :; a n + n I) = (a 1 ; : : :; a n ) for a i 2 A, i 2 C. By 8],^ is equivalent to a cocycle which is multimodular with respect to C. let the restriction of to A. Then is equivalent to , and (a 1 ; a 2 ; : : :; a n?1 ; a n ) = (pa 1 ; a 2 ; : : :; a n?1 ; a n p) = p (a 1 ; a 2 ; : : :; a n?1 ; a n )p 2 B(K) for a i 2 A. This proves (a).
To prove (b) we must distinguish the cases n = 1 and n 2. Now suppose that B A B(H) are operator algebras. We introduce the B-nil cohomology groups of A as follows. We de ne C n (AjB) = f 2 C n (A): j B = 0g; n 1; C 0 (AjB) = B 0 ; Z n (AjB) = f 2 C n (AjB): @ = 0g; n 1; B n (AjB) = f@ : 2 C n?1 (AjB)g; n 1; H n (AjB) = Z n (AjB)=B n (AjB); n 1; where we have again suppressed the module B(H). We may append the subscript \cb" to these spaces (leaving C 0 (AjB) unchanged) to obtain the completely bounded cohomology groups H n cb (AjB). We can now state the main result of this section. If there exists a bounded projection P: A ! B, then there exists a long exact sequence
Proof. There is a short exact sequence
where i is inclusion and is restriction. The only non-trivial veri cation is that is surjective, but this is the Hahn-Banach extension theorem for n-linear completely bounded maps into B(H) ( 21] for n = 1, 14] for n 2). The long exact sequence (1.1) is then an immediate consequence of standard results in homological algebra (see 13]). We note that the maps n , n and n are de ned as follows: n and n are induced by i and respectively, while given a completely bounded n-cocycle on B, we extend it to a completely bounded n-linear map^ on A and set n ] = @^ ]: The long exact sequence (1.2) is constructed in exactly the same way from the short exact sequence
However, there is no Hahn-Banach theorem for bounded n-linear maps, and the surjectivity of is established instead by using the projection P: A ! B. If 2 C n (B) then we may de ne an extension^ 2 C n (A) bŷ (a 1 ; : : :; a n ) = (P(a 1 ); : : :; P(a n )); a i 2 A:
x2. The Mayer-Vietoris sequence
In this section we introduce a long exact sequence of cohomology groups which, in special circumstances, allows us to express the cohomology of an algebra in terms of that of certain subalgebras. In the last section we will show how to make use of this in computations. The sequence is suggested by, and modeled on, the Mayer-Vietoris sequence of topology.
We consider the following situation: X B(H) is an operator algebra with two subalgebras X 1 and X 2 such that X = X 1 + X 2 . The inclusions X 1 , X 2 , ! X induce maps h n : H n (X jX 2 ) ! H n (X 1 jX 1 \ X 2 ), k n : H n (X jX 1 ) ! H n (X 2 jX 1 \ X 2 ), each of which is given by restriction of cocycles. We say that the triple (X 1 ; X 2 ; X) is an exact triad if h n and k n are isomorphisms of cohomology groups for n 2 (as noted in the introduction, it is desirable to omit n = 1). If these maps are isomorphisms of the completely bounded cohomology groups, then we say that (X 1 ; X 2 ; X) is a cb-exact triad. We note that it is not obvious whether exactness in one sense is related to exactness in the other.
The rst lemma is a standard result in homological algebra, which we include for the convenience of the reader. We refer to 13] for the proof. 
(2:5) where the horizontal maps are those of Theorem 1.2, and each vertical map is induced by an inclusion of algebras. From Theorem 1.2 (i), the rows in (2.5) are exact, and commutativity is a routine veri cation. By hypothesis, each h n (n 2) is an isomorphism, and the exact sequence (2.3) is obtained by applying Lemma 2.1 to (2.5).
If (X 1 ; X 2 ; X) is an exact triad, then the hypothesis of Theorem 1.2 (ii) is satis ed, and there is an analogous diagram to (2.5) for the bounded cohomology groups. Lemma 2.1 then leads to the exact sequence (2.4). Remark 2.3. For later work it is worthwhile to identify the maps p n ; q n and r n of the preceding theorem. The map q n takes a cocycle to j X 1 j X 2 , while r n takes a pair of cocycles on X 1 and X 2 to j X 1 \X 2 ? j X 1 \X 2 . The third map is less transparent: start with an (n ? 1)-cocycle on X 1 \ X 2 , extend it to an (n ? 1)-linear map on X 1 , form @ 2 Z n (X 1 jX 1 \ X 2 ), choose 2 Z n (X jX 2 ) whose restriction to X 1 is equivalent to @ (possible by exactness), and nally de ne p n ( ]) = ].
x3. Exact triads
In order to apply the Mayer-Vietoris sequence of the previous section, we must be able to recognize a triad (X 1 ; X 2 ; X) as being exact. In this section we give a su cient condition for exactness. Although complicated, these hypotheses can be easily checked in many situations (see Section 5) . We denote the center of an algebra by Z(A). Theorem 3.1. Let X 1 ; X 2 X B(H) be operator algebras satisfying the following conditions:
(i) the identities of X 1 ; X 2 ; X and B(H) coincide; (ii) there exist closed subspaces V 1 ; V 2 of X such that
; (iii) the induced projections P: X ! X 1 and Q: X ! X 2 are homomorphisms; (iv) there exist three projections e 1 ; e 2 ; e 3 2 Z(X 1 \ X 2 ) satisfying the relations (a) e 1 V 2 = 0, V 1 e ?
Fix n 2, and let h n : H n (X jX 2 ) ! H n (X 1 jX 1 \ X 2 ) be the map induced by the inclusion X 1 , ! X. We will show that h n is both surjective and injective.
Let be an (X 1 \ X 2 )-nil C-multimodular n-cocycle on X 1 and de ne a bounded n-linear map on X by (x 1 ; : : :; x n ) = (P(x 1 ); : : :; P(x n )):
Consider an operator of the form (t 1 ; : : :; t k?1 ; w; : : :); (3:2) where t i 2 X 1 \X 2 , w 2 V 2 and the remaining entries are arbitrary. Using multimodularity
since P is a homomorphism.
If x 1 ; : : : ; x n 2 X 2 then P(x 1 ); : : :; P(x n ) 2 X 1 \ X 2 so is X 2 -nil, and it is clear that is C-multimodular. The restriction of to X 1 is and we have shown surjectivity of h n .
Now consider a C-multimodular element 2 Z n (X jX 2 ) whose restriction to X 1 is in B n (X 1 jX 1 \ X 2 ). Then there exists a C-multimodular 2 C n?1 (X 1 jX 1 \ X 2 ) so that j X 1 = @ . Extend to X by de ning b (x 1 ; : : :; x n?1 ) = (P(x 1 ); : : :; P(x n?1 ));
x i 2 X. Then b is C-multimodular and is X 2 -nil since P maps X 2 to X 1 \ X 2 . We will show that = @ b , implying that h n is injective.
Each x i 2 X may be written as a sum v i + P(x i ), v i 2 V 1 , so (x 1 ; : : :; x n ) ? (P(x 1 ); : : :; P(x n ))
is a sum of terms (y 1 ; : : :; y n ) where at least one y i is in V 1 and the remaining variables are in V 1 or X 1 . Since V 1 X 2 and vanishes on X 2 , we may make the further stipulation that at least one of the y i 's is in X 1 . Those y i 's in X 1 may be decomposed as z i + w i with z i 2 X 1 \ X 2 , w i 2 V 2 and so (3.4) may be expressed as a sum of terms (y 1 ; : : :; y n ) where at least one y i is in V 1 and the remaining variables are in X 1 \ X 2 or V 2 . Since X 2 = V 1 X 1 \ X 2 and is X 2 -nil, we may further assume that one of the y i 's is in V 2 .
We may consider the closest pair of such elements (which may be adjacent), so there are two forms: The second is similar: replace w by we ? 3 . We conclude that (x 1 ; : : :x n ) = (P(x 1 ); : : :; P(x n )): (3:6)
If v 1 ; v n 2 V 1 , then arguing as before, v 1 (P(x 2 ); : : :P(x n )) = (P(x 1 ); : : :; P(x n?1 ))v n = 0 (3:7)
since is X 1 \ X 2 -nil. Thus @ b (x 1 ; : : :; x n ) = @ (P(x 1 ); : : :; P(x n )) (3:8) since in the terms x 1 (P(x 2 ); : : :; P(x n )) and (P(x 1 ); : : :; P(x n?1 ))x n we may replace x 1 and x n by P(x 1 ) and P(x n ), by (3.7). From (3.6) and (3.8), (x 1 ; : : :; x n ) = (P(x 1 ); : : :; P(x n )) = @ (P(x 1 ); : : :; P(x n )) = @ b (x 1 ; : : :; x n ) and so = @ b , concluding the proof that h n is injective. The proof of the isomorphism H n (X ; X 1 ) = H n (X 2 ; X 1 \ X 2 ) is similar.
Finally note that the above proof carries over without change to the completely bounded case, if P and Q are completely bounded. Remark 3.2. In the proof of Theorem 3.1, surjectivity of h 1 can be established in the same way, but the argument for injectivity fails; (3.5) is meaningless in the case n = 1. In Remark 5.6 we will give an example for which h 1 is not injective. where s i 2 A 0 , t i 2 B 0 , and i and " i are derivations. We may suppose that fs i gì =1 and ft i g k i=1 are linearly independent, so we may extend ft i g k i=1 to a basis ft i g n 2 i=1 for B(C n ). If D is inner then there exists an operator The rst of these sums is an inner derivation implemented by 2) and some manipulations of cocycles. The rst isomorphism is achieved similarly, using (1.1) in place of (1.2) and observing that our calculations for bounded cocycles apply equally well to the completely bounded case. We will prove inductively on m that H n (T m (A)) = H n (A); n 1; (5:2) and since T 1 (A) = A, the case m = 1 is a triviality. To accomplish the inductive step in We will inductively remove n ; n?1 ; : : :; 2 (changing the lower i 's at each step) to obtain that is equivalent to a cocycle of the form I m (a 1 t 1 ; : : :; a n t n ) = (a 1 ; : : : ; a n ) t 1 t 2 : : : t n ; Thus the Mayer-Vietoris sequence exists for this triad (X 1 ; X 2 ; X), and we will use the portion H n?1 (X 1 ) H n?1 (X 2 ) I 3 ] : 2 Z n (A)g and so ker r n = H n (A). From the exactness of (5.16), we have H n (X ) = Im q n ker q n = ker r n Im p n = ker r n H n?1 (X 1 \ X 2 )= ker p n = ker r n H n?1 (X 1 \ X 2 )=Im r n?1 : (ii) If A is a CSL-algebra, then Pitts 15] has observed that the natural map of H n (A; A) into H n (A; B(H)) is an isomorphism. We sketch his argument. The C -algebra generated by the core projections from the lattice is abelian and so attention may be restricted to cocycles which are multimodular with respect to it. For a 2-cocycle into B(H), we 
