ABSTRACT Network attack behavior detection using deep learning is an important research topic in the field of network security. Currently, there are still many challenges in detecting multi-class imbalanced abnormal traffic data. This paper proposed a new intrusion detection network based on deep learning, named parallel cross convolutional neural network (PCCN), to improve the detection performance of imbalanced abnormal flows. By fusing the flow features learned from the two branch convolutional neural networks (CNN), PCCN can better learn the flow features with fewer samples, to improve the detection results of the imbalanced abnormal flows. We proposed an improved feature extraction method of the original flow to extract multi-class flow features at the same time. The proposed algorithm not only reduces the number of useless elements for network learning, but also accelerates network convergence. In addition, we proposed four improved versions of the PCCN network structure to meet the real-time requirements of network intrusion detection in the current big data computing. These networks can achieve almost the same detection results as the PCCN, but greatly reduce the detection time of data. Through the analysis of highorder evaluation metrics, the proposed PCCN algorithm is significantly better than the traditional machine learning algorithms. Compared with the current hierarchical network model, PCCN can also achieve better performance in term of overall accuracy.
I. INTRODUCTION
In recent years, with the rapid development of the Internet and the increase in the number of users, the network security and management have suffered great threats. Lawbreakers use various methods of attack to launch attacks on the network, which not only causes huge economic losses but also brings privacy problems to users. Network security has been concerned by many organizations. People hope to detect attacks in time through effective tools or systems and take corresponding measures to reduce the losses. Intrusion detection technology is an effective attack detection method. The attack behavior can be detected by analyzing the traffic data generated by network users. The key challenge is how to effectively identify traffic data with aggressive behaviors. At present,
The associate editor coordinating the review of this article and approving it for publication was Haiyong Zheng. many researchers have made great efforts to improve the classification and recognition of abnormal traffic. However, there are several problems with previous work. First, researchers pay too much attention to the overall accuracy of abnormal traffic classification and ignore the classification accuracy of imbalanced samples. Second, the datasets used by researchers are relatively old, with fewer diverseness and quantities. Third, the researchers do not consider the efficiency of the algorithm in the context of big data.
Imbalanced data learning [1] has always been a serious problem in the field of machine learning, and the problem of data imbalance seriously affects the performance of algorithms [2] . In the field of network intrusion detection, the data imbalance problem also exists. Specifically, the amount of traffic attack data varies greatly among different categories. For example, samples of PortScan [3] and DoS [4] attacks are relatively easy to collect, and a large number of data samples can be obtained, while data samples similar to APT [5] attacks are difficult to collect. In order to effectively detect abnormal traffic, the traffic data is usually divided into flow [6] according to the five-tuple information. The abnormal traffic with attack behavior is the most commonly used method by detecting and analyzing the flow. The data classification and recognition for imbalanced network traffic mainly include the methods based on feature selection [7] , the methods based on data resampling [8] and the methods based on cost sensitive learning [9] .
Feature selection-based methods usually select a subset of features with better classification performance from flow data, so that redundant features can be removed and those flow features with stronger distinguishing ability can be retained. However, feature selection methods are mainly used in the data preprocessing steps of machine learnings, and usually do not consider the correlation between features and categories [10] . In addition, the feature selection methods have a serious problem that the selected feature subset is usually biased towards the category with a large number of abnormal traffic.
Data resampling is the most commonly used method to deal with imbalanced data classification. It is an effective method originally used to detect imbalanced abnormal flow data. However, due to the variety of network attack categories, massive traffic data will be generated every day, so the method based on data resampling is no longer suitable for detecting imbalanced abnormal traffic data. There are two serious drawbacks to data resampling: One drawback is that the data resampling will change the original distribution of data by introducing new sample instances, whereas our proposed method does not introduce new sample instances which maintains the original distribution and still produces a better result as will be presented in the ''ABLATION STUDIES'' section. Furthermore, data resampling is often very timeconsuming, and the kind of algorithm with high time complexity cannot meet the requirements of the current big data computing. In ''Analysis of Test time'' section, we gave the SMOTE resampling method time in the dataset (about 7.8h).
The cost-sensitive method learns better features by calculating a cost matrix for misclassified samples. Due to the large difference in the number of different samples of imbalanced abnormal traffic data, the weight of various samples can be learned through cost sensitivity. It has been shown in many fields [11] , [12] that the cost-sensitive learning method is superior to the sampling-based method in dealing with imbalanced data sample classification. In the field of imbalanced data learning, the algorithm combining cost-sensitive learning and deep neural network [2] , [13] has gradually become an effective alternative to the data resampling method. Network traffic data is gradually encapsulated and composed according to the network protocols, and each layer of the protocols have fixed field information. Usually, researchers will extract various fields from the flow data to effectively detect traffic data with abnormal behaviors. However, there is no uniform standard for how to extract features and what kind of features to extract. Anderson and McGrew [14] extracts several hundred-dimensional features from flow data for malware traffic recognition, while Lopez-Martin et al. [15] only extracts six dimensional flow features, which can achieve 96% accuracy in abnormal flow detection. However, for the detection of imbalanced abnormal traffic data, manually designed features cannot achieve a better detection effect for categories with small data volume. In view of the above problems, we propose the following principles to the problem of imbalanced abnormal traffic data classification: 1) Preserve the original feature distribution of flows, remove the complex manual feature design process and use the original data of flow to perform feature learning.
2) We propose an improved flow original feature extraction algorithm. This algorithm avoids introducing too many 0 elements that are not helpful for network learning, and can speed up the convergence of the network.
3) The detect network model should have low test time cost to meet the requirements of big data computing.
In this paper, we propose a new parallel cross convolutional neural network(PCCN) based on feature fusion, which uses the original features of flows to improve the detection results of imbalanced abnormal traffic data. The experimental results show that the proposed method can effectively improve the detection performance of imbalanced abnormal flow data and only cause a little detection delay. Code has been released at https://github.com/chenxu93/abnormal-traffic. The main contributions of this paper are as follows:
(1) We propose a new network model, named PCCN, to improve the detection performance of highly imbalanced abnormal flow through feature fusion.
(2) We propose an improved flow original feature extraction algorithm. This algorithm avoids introducing too many 0 elements that are not helpful for network learning, and can speed up the convergence of the network.
(3) For our proposed new network model, we propose four improved versions to reduce detection time and meet the requirements of attacks detection in big data computing.
The remainder of this paper is organized as follows. The second section reviews the relevant work of the imbalanced data detection methods in network intrusion detection. The third section describes in detail the network model used in this paper to solve highly imbalanced abnormal flow data. In section four, we conduct ablation experiments on the CICIDS2017 dataset to evaluate the effectiveness of our proposed model. Finally, we summarize our paper in the fifth section.
II. RELATED WORKS
Although the method of imbalanced data classification learning has attracted extensive attention in academia and industry [1] , [13] , it has not received sufficient attention in the field of intrusion detection. Considering a large amount of traffic data, the general method to solve the imbalanced data classification is difficult to be used to solve the imbalanced abnormal traffic data classification detection. At present, most methods VOLUME 7, 2019 for dealing with imbalanced abnormal traffic detection are mainly based on the data level and combined with traditional machine learning algorithms to improve the detection performance of multi-class imbalanced abnormal traffic data.
Parsaei et al. [16] proposed a joint method of SMOTE, cluster center and nearest neighbor, and conducted experiments on the NSL KDD dataset, achieving the classification accuracy of 94% and 50% for U2R and R2L attack samples respectively. Although classification accuracy is improved, the joint method proposed by them is relatively complex, and only accuracy, detection rate and false alarm are considered. Yan et al. [17] proposed a SMOTE and feature selection method to improve the detection rates of U2R and R2L in the NSL KDD dataset. Since SMOTE and feature selection will change the original distribution of the data set and bring additional time consumption, this does not suitable for network intrusion detection in big data environments. Shi et al. [18] considered that high-dimensional traffic data has redundant features, which affect the detection performance of imbalanced abnormal traffic data. Therefore, they proposed a feature generation and feature selection method based on deep learning to improve the detection performance of imbalanced abnormal flow. Shen et al. [19] proposed a method of second feature extraction and feature sampling to reduce the dimensions of imbalanced network traffic data. They use the multidimensional assessment algorithm to perform second feature extraction on the sub-datasets. The experimental results show the effectiveness of their method for the detection of imbalanced abnormal traffic data on the NSL KDD dataset. Peng et al. [20] improved from the model and proposed a new gravitation-based classification model. They constructed six imbalanced flow sub-datasets using the original traffic dataset. The experimental results show that the gravitation-based classification model has higher accuracy than the traditional machine learning algorithm for the classification of imbalanced traffic data. Peng et al. [20] improved the loss function and proposed the Ramp-KSVCR model. This model can solve highly imbalanced attack data and requires less training time, which is suitable for largescale datasets. The classification false alarm rate of highly imbalanced abnormal traffic data is reduced on NSL KDD and unsw-nb15 [21] dataset. Liu et al. [22] proposed a new class-oriented feature selection (COFS) method and adopts ensemble learning mechanism to enhance the generalization ability of abnormal traffic data detection. Their method can effectively overcome the negative impact of data drift on the classifier, and achieves more than 96% flow classification accuracy and more than 93% average byte classification accuracy on real-world network traffic data. Cui et al. [23] proposed a bat algorithm and used deep learning methods to detect imbalanced malicious code. By converting malicious codes into grayscale images and sending them to a neural network for automatic recognition, high detection accuracy of malicious codes can be achieved and the detection speed is very fast.
However, there are some problems with the above methods. First, the researchers focus on the final overall classification metrics, while ignoring the classification metrics of each type of abnormal traffic in the dataset. Second, features of KDD and NSL KDD datasets are fixed and feature dimensions are not high. It is unreasonable to select features on these nonoriginal distributed datasets. Third, many algorithms do not consider time cost, although they can improve the detection of imbalanced abnormal traffic data but can not meet the requirements of big data computing.
In this paper, we improve the original flow data feature extraction method [24] and reduces the 0 elements that are useless for learning, which not only reduces the time for feature extraction, but also greatly reduces the storage space. Then we propose a new parallel cross convolutional neural network (PCCN) to improve the evaluation metrics of imbalanced abnormal traffic data classification in intrusion detection. Finally, in order to consider the time efficiency of the algorithm, we propose some improved versions of the PCCN, which can balance the detection efficiency and time efficiency. In the experimental part, we pay more attention to improving each category of evaluation metrics of imbalanced abnormal flow data, rather than the overall evaluation metrics. Compared with our previous work [24] , the proposed algorithm has a lower test time with more data. In particular, we compared the methods proposed by Abdulhammed [25] in the experiment section. Similarly, on the CICIDS2017 dataset, they adopted Features Dimensionality Reduction Approaches to improve the over accuracy of imbalanced categories, but our method achieves better experimental results.
III. SYSTEM MODEL
In this section, we design a new network named PCCN to improve the detection performance of imbalanced abnormal traffic data. PCCN mainly consists of two parallel convolutional neural networks, and uses the idea of feature fusion to make the network pay more attention to the categories with fewer data samples. Using the original features of flows, the network can automatically learn and improve the classification metrics of imbalanced abnormal traffic. In order to enable the network to use traffic data for training, we need to convert each flow into a two-dimensional grayscale diagram. The flow generation process will be first described below.
A. DATA PREPROCESSING
This paper inherits the method of using original flow data in [24] , [26] and improves the method of preprocessing previous data, so that the proposed method can better express the features of flows. Based on the five-tuple information of the traffic packets, we divide them into flows. According to our statistical analysis, we find that the number of traffic packets in each flow is from three to several thousand. However, most flows contain only five traffic packets, so we limit the number of traffic packets in a timestamp to five. The specific flow feature extraction process is as follows:
Algorithm 1 Original Flow Data Extraction
Input: network traffic pcap files. Output: Header, Payload, Header&Payload features of the original flows and theirs labels.
Step 1 for each package do 1, get 1st to 50th hexadecimal bytes to generate header features. 2, get 51st to 100th hexadecimal bytes to generate payload features. 3, get 1st to 96th hexadecimal bytes to generate header&payload features. if the number of bytes in the package less than the target feature do: fill to the target feature with 0 if package >= 5 do label the three types feature base on five-tuple information, then add to last dimension update flow_feature, payload_feature and header_payload_feature vectors add above vectors to flows, flows_payload and flows_head_payload respectively else do:
fill to 5 packages with 0. end end (1) The traffic packets are divided into flows according to the five-tuple information, which is different from the previous method [24] . Considering the real-world network environment, we reserve the header fields of MAC layer. In addition, each flow uses five traffic packets. There are two advantages to doing this. On the one hand, it reduces redundant features, which mainly come from the top layer. On the other hand, the features of the flows are more compact. Although the previous method in [24] reduces the 0 element in the flows features as much as possible, the features of flows are still very sparse, which has no positive effect on network learning.
(2) For the flows of more than 5 traffic packets, we take the extra traffic packet as a new flow. Because the traffic packets with the same five-tuple do not regard the timestamp information as a flow feature, the division method considering the timestamp is too inaccurate. Because the time span of traffic packets in a flow is very large, it is unreasonable to ignore the timestamp information.
(3) In the flow features, we use the hexadecimal number 'FF' to distinguish each traffic packet, instead of the number 0. We use the number 0 to fill in the insufficient features of flows and the number of traffic packets that are missing in a flow (assuming at least three traffic packets in a flow).
The new flow features generation algorithm has the following advantages. First, more flow samples can be obtained from the original dataset. Second, avoid introducing too many 0 elements, and the features of the flow become more compact. Third, the Header, Payload and Header&Payload features of the flow can be extracted simultaneously. The original feature extraction method of flows is shown in algorithm 1.
B. MODEL DESCRIPTION
In order to improve the classification metrics of imbalanced abnormal traffic data, we adopt CNN for feature learning. CNN has good spatial perception ability and good feature learning ability for image-related tasks. Many CNN-based feature extraction networks are developed and validated for computer vision tasks. In this paper, PCCN is proposed to improve the classification metrics of multi-class imbalanced abnormal traffic data. The PCCN mainly includes two branch networks for feature learning which is shown in Figure 1 . The proposed model of PCCN combines features extracted from the two branch networks, in which the top branch uses fully convolutional networks (FCN) and bottom branch uses ordinary CNN. The feature fusion by the two branches makes the features of network learning more distinguishable and robust. Below we detail the PCCN model. 
1) TOP BRANCH
The basic idea of PCCN is mainly inspired by the semantic segmentation algorithm FCN [27] . FCN is first used to handle image segmentation tasks that can handle pixel-level classification. Generally, the sample number of highly imbalanced traffic data is less than its feature number. So in order to make the algorithm better learn the features with fewer samples, the top branch network of parallel cross convolutional neural network adopts FCN. Pooling layers are abandoned in our FCN, the key of which is to use convolution operation instead of pooling operation for down-sampling. Using FCN can bring two gains. First, there are more convolution layers in FCN, so that richer semantic information can be obtained from flow data. Second, FCN can be used to flexibly control network parameters, so that the network will not be too complex to prevent the risk of overfitting.
2) BOTTOM BRANCH
For imbalanced abnormal traffic data, we need to consider that the algorithm should not to learn too many redundancy features. Since the convolution kernel has a large number of overlapping computational regions on the feature map when doing the sliding convolution, we should avoid the network learning too many redundant features. A large number of redundant features make the model biased toward samples with large data volume during detection, thus reducing the detection metrics of abnormal flow data with few samples. Pooling operation reduces redundant features by calculating values in a small region, then it outputs only one value as a feature. Because each traffic packet in a flow has different information, attack traffic of the same category often contains very little information. We need to consider the invariance of different traffic packets in the same flow, while the pooling layer has the translation, rotation, and scale invariance. Therefore, our second branch adopts conventional CNN and uses pooling layer for down-sampling. In addition, pooling layer is adopted for down-sampling, which can not only reduce the size of the feature map but also reduce the parameters of network learning.
3) FEATURE CROSS FUSION
In the field of computer vision, many networks are proposed to solve the classification detection performance of small objects or blurry objects. These networks are mainly improved from the feature level to make network learning more expressive features. Feature pyramid networks (FPN) [28] combines the rich semantic features of the top layer with the high-resolution features of the lower layers to improve the detection results of small objects. In order to further enhance the feature learning of flow with less sample size, the feature cross fusion is performed in PCCN.
Specifically, our proposed PCCN performs three feature fusion operations. First, after the first down-sampling of the two branch networks, the output feature maps adopt channel cascade. The channel cascade operation does not change the size of the feature map, only doubles the number of channels. Second, the first fused feature maps are passed through a 3*3 sliding convolution window respectively, and then the output feature maps perform channel cascade again. After the second channel cascade operation, we perform downsampling operations on the two branch networks respectively to reduce the size of the feature maps. Finally, we perform channel cascade operation on feature maps of the second down-sampling of the two branches, and then fuse the features of each channel through a global convolution operation and further increase the nonlinearity of the network. After three times of feature fusion, we adopt a global average pooling layer to reduce the size of feature map and reduce the redundancy of features, so as to prevent the features learned from the model being biased to the abnormal flow categories with large sample size. The output of the network uses the dense layer and the softmax layer to perform multi-class imbalanced abnormal flow classification detection. In addition, a batch normalization (BN) layer is added after each convolutional layer, and all activation functions use ReLU.
4) CONVOLUTION AND BATCH NORMALIZE
In the PCCN, all convolution kernels are 3*3 size, because the smaller convolution kernel can effectively reduce the complexity of the model. In addition, the stacking of multilayer 3*3 convolution kernels can also obtain the equivalent receptive field of the larger convolution kernel. For the convolution operation, assuming that χ i−1 is the input feature map of the current layer and the input size of the convolution kernel ω i is 3*3, then the output feature map χ i−1 of the current layer is expressed as:
where b i denotes the bias term. Due to the large difference in the distribution of flow data samples of different categories, for highly imbalanced abnormal flow data, the network adapts well to the abnormal flow categories with large sample size, while the detection effect is often poor for flows with few samples. To prevent overfitting, the batch normalization (BN) is introduced [29] . The batch normalization accelerates the convergence of the training depth network model by reducing the internal covariate shift of the input data. For imbalanced data, the introduction of batch normalization reduces the correlation of each feature dimension and enables the network to fit the categories with small sample size as quickly as possible. For an input mini-batch, the data is normalized by calculating the mean and variance of the samples in this minibatch. The process of Batch normalize transformation [29] is as follows: For m input samples, the mean µ B and variance σ 2 B of the mini-batch are calculated respectively, and then normalized according to the mean and variance. The specific process is as follows:
µ B represents the mean of the feature dimensions of all samples in a mini-batch, σ 2 B representing the variance of all samples in the mini-batch. The sample x i is normalized by µ B and σ 2 B to obtain x i . Each input layer uses the normalize operation to make all input data get the same distribution without sample diversity. In order to make the network learning more robust, the features are scaled and shifted by introducing two learnable parameters and enforce the model learn the original samples distribution to enhance the generalization of different data.
After the data perform batch normalize, the nonlinearity is introduced through an activation function. In our network structure, in order to speed up the convergence of the network and solve the effects of gradient explosion and gradient disappearance, all activation functions use the ReLU function. So the final output feature map is expressed as:
where g denotes the activation function. Finally, softmax function is used for our classification, and the sample output of each category is expressed as:
IV. EXPERIMENT ANALYSIS
In this section, we conduct a large number of ablation studies of the proposed PCCN model. The effectiveness of our proposed method is illustrated by a large number of ablation experiments. All of our experiments are conducted on CICIDS2017 dataset [30] . Our experimental environment is as follows: CPU: Intel(R) Xeon(R) CPU E5-2620 v4 @ 2.10GHz GPU: 2*GTX1080ti 11GB RAM: 32GB OS: Ubuntu 16.04
A. DATASET
Although there are many data sets available for research in the field of intrusion detection, most of the datasets lack species diversity and sample size, and some of them are quite old and different from the current attack categories. In addition, many datasets contain only header information but lack of payload information, which can not reflect the current attack trend well. A new dataset named CICIDS2017 [30] is used in this paper, which can better meet the current attack trend. The CICIDS2017 dataset is an open source network intrusion detection and prevention dataset collected by the Canadian network security research institute in 2017. Sharafaldin et al. [30] extracted 84-dimensional flow features with the CICFlowMeter-V3 tool and made accurate and reliable labeling. The dataset provides CSV files and pcap files containing flow data collected from Monday through Friday. Statistical analysis shows that there are 14 attack categories in total, but we combine Web Attack Brute Force, Web Attack XSS and Web Attack SQL Injection into Web Attack category. This is because they are both Web Attack categories and SQL Injection and XSS samples are very few.
Using Algorithm 1, we extract twelve categories of attack flows from CICIDS2017 dataset. Compared with the previous work [24] , the new original flow feature extraction method not only saves time and space costs, but also obtains more attack samples. The distribution of all attack flows in our experiment is shown in Table 1 .
We extract a total of 1168,671 flow data from CICIDS2017 dataset, including 12 categories of attacks. According to the statistical results in table 1, we can find that DDoS, DoS Hulk and PortScan attacks account for a large percentage in the data set. The number of attack samples varies greatly, and the number of attack samples of Dos Hulk and BotNet differs by about 229 times. To evaluate our model performance, we randomly selected 80% from the CICIDS2017 dataset as the training set and the remaining 20% as the test set. Specifically, we do not divide them from the entire dataset, but divide them by the number of each category. The purpose of this is to ensure that the abnormal traffic categories with fewer samples can also appear in the test set, so that the classification metrics of each category of the sample can be reasonably analyzed.
Using our improved original flow feature extraction algorithm, we visualize 12 categories of attack flow samples, and the result is shown in figure 2 . According to the visualization result, it can be found that the features of some flows are obviously different, while the features of some flows are similar. 
B. EVALUATION METRICS
In order to analyze the classification detection performance of our proposed model for each category of abnormal flows, our classification metrics are similar to [7] , [31] , mainly to investigate the accuracy, precision, recall, and F1-measure. For a given category c i , the following four metrics can be calculated:
True Based on the above definitions, we use the most effective and commonly used metrics [32] , [33] for the evaluation of imbalanced abnormal flow data in intrusion detection, and define several high-order metrics to measure the proposed model.
EA c i (13)
The used symbols and notations are summarized in Table 2 . Overall accuracy (OA) represents the overall effectiveness of the classifier, which is the most concerned evaluation metric of most researchers. For the imbalanced abnormal flow samples in this paper, we hope to pay more attention to the accuracy of each category (EA c i ), that is, the detection rate of each category of abnormal flow, which is also called the recall rate (ER c i ) of each category. Similarly, we propose the precision rate (EP c i ) and F1-Measure (EF c i ) for each category of abnormal flows. Specifically, we evaluated the overall detection results of the model on the dataset by using a weighted average of each metric of each category of samples to obtain their corresponding high-order metrics. Here, AA denotes average accuracy, which is also equal to AR and ADR respectively. AR denotes average recall and ADR denotes average detection rate. AP denotes average precision, and AF denotes average F1-Measure. The advantage of this is that we can effectively evaluate the detection effect of our model on each category of abnormal flows.
Usually, when the model can obtain better overall detection metric, it does not mean that it has good detection effect for each category. If the model classifies the test samples into one category with a large number of samples, it often gets good overall evaluation metrics. In addition, in order to more reasonably represent the detection performance of our proposed model for imbalanced abnormal flow data, we adopt the G-Mean metric. G-mean is a geometric mean that measures the recall rate for each category separately, and is calculated as shown in Eq. 16. We borrow the concept from the idea of calculating mAP in object detection tasks in computer vision. To evaluate the precision and recall simultaneously, a new metric PR is introduced, which represents the product of the precision and recall weighted average of each category of abnormal flow in the dataset. In the experiment N is 12, which represent 12 different abnormal flow categories.
C. ABLATION STUDIES
In order to study the detection performance and generalization ability of our model for imbalanced abnormal flow data, we compared the performance of the model with other common neural network models. In order to investigate the generalization capability of the model for the features we extracted, we experiment with the three types features of flow header, payload and header&payload to verify the contributions of different features to the detection effect. In addition, we compare the performance of traditional machine learning algorithms. Finally, we evaluate the test time performance of these models.
1) EXPERIMENTS DETAILS
First, we show the implementation details of the proposed network. We train all networks in an end-to-end manner. We take three features to validate our proposed model, namely, header, payload and header&payload features. For the header and payload features, we extract 256-dimensional features from each flow and then resize them into a 16*16-scale grayscale image and sent it to the network for training. Adam is used as an optimizer to speed up the convergence, and the weight decay is set to 0.0005 to prevent overfitting. For the first 5 epoches, the learning rate is set to 0.0001. For the next 3 epoches, we decay it to 0.00001, and for the last 2 epoches, we decay it to 0.000001. All experiments are performed on two 1080ti GPUs with the batch size set to 256.
In the test phase, we set the batch size to 512. It is worth noting that in order to effectively verify the performance of our proposed model, we do not use additional data augmentations during the testing phase and the training phase.
2) ANALYSIS OF PCCN
We use PCCN as the baseline and compare the performance with other network models. First, we compare the performance of PCCN and the existing hierarchical network model. In addition, we compare the experimental performance of PCCN and its improved version. Specifically, we compared the commonly used network models in the style of CNN [34] , [35] and LSTM [36] , [37] . Then we compared the popular hierarchical network models of the joint CNN and LSTM networks [24] , [26] , [38] .
Considering the model complexity, four improved versions of the PCCN model are proposed. The first improved version is the Parallel Convolutional Neural Network (PCN). The feature fusion is performed only once, that is, the features are extracted separately by FCN and CNN, and then conduct feature fusion on the output of the two branch networks. Channel cascade operation is still adopted for the fusion of the two output features. The network structure is shown in figure 3(a) . The second improved version is the parallel cross convolutional neural network with point convolution (PPCCN). Three feature fusions are performed, considering that the number of channels will double after each feature fusion, we use a set of 1*1 convolution kernels for channel compression. In addition, the 1*1 convolution kernel also has two functions: First, cross-channel information fusion. Second, increase the nonlinearity of the network. The PPCCN network structure is shown in figure 3(b) . The third improved version is the parallel cross convolutional neural network with dilated convolution (DPCCN), which has the same network structure as PPCCN, but we put the top branch of the third convolution layer, the two convolution layers of the bottom branch and the third feature fusion layer are replaced with dilated convolution. The reason is that the dilated convolution can obtain a larger receptive field without introducing additional parameters, and it has a strong perception of background information and small objects [39] . For imbalanced anomalous flow data, we want to use dilated convolution to make the model do not learn the information about the redundant features. The fourth improved version is the parallel cross convolutional neural network by element sum (APCCN), whose network structure is the same as that of the PCCN, except that in each feature fusion, the corresponding element sum operation is adopted instead of the channel cascade operation. The use of element sum does not double the network's channels and can effectively reduce the parameters of the model. In addition, since the number of channels output by the bottom branch is half that of top branch channels, we need to unify the final number of channels. In this paper, we fill the number of channels missing in the bottom branch output feature map with 0 to fill the same number of channels as the top branch. The APCCN network structure is shown in Figure 3 table 3 to table 6 , we can find that there are significant differences in the four metrics of DR c i , EP c i , EF c i and EPR c i for different categories of abnormal flows. For category 3, 5, and 12 abnormal flows, the detection effect of each model is worse than other categories. For other abnormal flow categories with small samples, the model can still achieve considerable detection performance. In addition, we expect the model to achieve better precision and recall for all kinds of imbalanced abnormal flow data at the same time. Table 6 shows that the proposed PCCN model is significantly better than the current hierarchical network model. In addition, based on the experimental results in Table 3 to  table 6 , we can further obtain the corresponding highorder metrics to better measure our model. Specifically, the weighted average of the detection results of each category of flow in each model in table 7 to obtain 4 high-order metrics of AA(AR), AP, AF and APR. The purpose of the weighted average is to make the model assign the same weight to each category of flow detection to avoid biasing the model to with larger samples, because the weighted average can more reasonably evaluate the detection performance of the model for imbalanced abnormal flows. In addition, we also calculate the geometric mean of ERci to obtain the G-mean metric to further evaluate the performance of the model. The corresponding high-order metrics detection results are shown in Table 7 .
The OA in Table 7 is the overall accuracy that most researchers focus on. It reflects the overall detection performance of the model on the entire dataset. However, by comparing the average accuracy AA metric, we can find that the result of each category of abnormal flows is about 3 percentage points worse than that of the PCCN model. Through the analysis of the results in Table 7 , we can find that the hierarchical network model [24] , [26] , [38] commonly used at present based on CNN&LSTM can indeed achieve better gain than the CNN or LSTM alone. However, the performance improvement of individual CNN and CNN&LSTM is not obvious in each metric, which means that the network model of LSTM in the hierarchical network model brings few gains. In addition, by comparing CCN and FCN networks, we can find that the detection performance of FCN is better than CNN. Therefore, the gains obtained by our proposed PCCN network model come mainly from the FCN network of the top branch.
Overall, our proposed PCCN model is superior to the previous network model. For both AP and APR metrics, although the PCCN model does not provide the best detection performance, it is very close to the best performance, and those models are the improved versions of PCCN. Finally, the best detection performance of G − Mean is obtained in the FCN model, which also shows that the top branch can bring huge gain to the detection performance of our proposed PCCN.
3) ANALYSIS ON FEATURES
In this section we study the detection performance of different features for imbalanced abnormal flows. We use algorithm 1 to extract the payload feature of flows and the joint feature of header and payload, called header&payload. We used the same model in the last section to evaluate the detection performance of payload and header&payload features on different models. In order to evaluate the detection results of imbalanced abnormal flow data by different features in a fair and reasonable manner, all the parameters in the experiment are set to the same as the previous section. For convenience, we only calculate the detection results of highorder metrics. Tables 4 and 5 show the detection performance of the payload and header&payload features on different models respectively.
By analyzing the experimental results in table 8, we can find that our proposed model of PCCN achieves the best results in various high-order metrics by using the payload features of imbalanced abnormal flows. Using the payload feature for detection, the gain obtained by PCCN compared with the previous models are obvious, which also proves that it is feasible to use only payload for intrusion detection and can achieve good detection results. The experimental data in Table 9 still shows that the PCCN we proposed can obtain the best test results in all metrics. In addition, comparing the detection results of each model in Tables 4 and 5 , we can find that the simultaneous extraction of header and payload features for imbalanced abnormal flow data detection can further improve the detection performance and achieve state of the art detection results. This is the same as the conclusion of the previous work [24] , indicating that the simultaneous use of header and payload features can better express the information features of flows. In order to demonstrate the effectiveness and stability of our method, we compared the method proposed by Abdulhammed et al. [25] , who also conducted experiments on the CICIDS2017 dataset to improve the experimental results of imbalanced categories. Their method can achieve 0.997 accuracy, 0.997 f1-score and 0.988 CM MC . They respectively use Auto Encoder and PCA to carry out feature dimensionality reduction, and then use traditional classifier models to classify samples. However, these results are not achieved on the same feature dimensionality reduction method, feature quantity and classifier, which indicates that their method lacks stability to different classification metrics. In addition, feature dimensionality reduction and classification models are not performed simultaneously so the model cannot be end-to-end trained.
4) ANALYSIS OF OVERSAMPLING AND FEATURE SELECTION
We further compare PCCN with oversampling [40] , [41] and feature selection algorithm [7] . First, we perform experiments with KNN, Naive Bayes (NB) and Logistic Regression (LR) algorithms. Then, we use SMOTE random oversampling algorithm to preprocess the imbalanced flow data and then use these algorithms for training, and respectively obtain three models of KNN+, NB+, and LR+. In addition, we use feature selection methods similar to [7] and obtain three feature selection algorithm models: KNN++, NB++ and LR++. Header feature is used in all the models for experiments, and the experimental results are shown in table 10. of table 7 and  table 10 , we can find that the performance of traditional machine learning algorithms is not very stable. KNN and LR are far more effective than the NB test results, but the performance is not as good as the proposed PCCN. In addition, SMOTE algorithm can be used to achieve partial performance improvement after sample balancing of the data, but the performance is still inferior to PCCN.
By comparing the experimental results

5) ANALYSIS OF TEST TIME
In order to evaluate the time performance of the model, we examine the test time of each model in the inference phase. To be fair, all our models are run on the same machine, and all the neural network models are tested with the same parameters. We experiment with the header feature, and the test time for each model is shown in table 11. From the experimental results in table 11, we can find that the proposed PCCN model in the test phase is only a little more than the commonly used hierarchical network model. In contrast to the previous algorithm, PCCN can not only achieve almost the same performance with a large number of test samples, but also save about 50% of the test time. This gain is mainly due to the fact that the original flow features we extract become more compact. In addition, compare with the traditional machine learning algorithm, the test time of each algorithm is very different. What's worse, the training time of traditional machine learning algorithms is far greater than the deep learning algorithms, resulting in SVM, random forest and other better performance algorithms are difficult to meet the training requirements of our big data computing. In table 10, although SMOTE algorithm can further improve the performance, it requires an additional 28143s (about 7.8h) of preprocessing time for oversampling of our data.
V. CONCLUSION
Since the original flow feature extraction method introduces a large number of 0 elements that are useless for learning, we propose an improved original flow feature extraction algorithm. The new original flow feature extraction algorithm greatly reduces the feature dimension, speeds up the convergence of the model, and still achieves good detection results. We propose a parallel cross convolutional neural network to perform three feature fusions to improve the detection results of highly imbalanced abnormal flow samples. The experimental results on the CICIDS2017 dataset show that the proposed model not only can detect the abnormal flow with a small number of samples but also has a good generalization ability for various features. Finally, different from most researchers, we analyze the detection results of models on each metric of each abnormal flow category and adopt higher-metrics metrics to illustrate the effectiveness of the proposed model.
In the future work, we will try to use the deep learning algorithms to detect the novelty of flows and improve the detection performance. Specifically, we hope that the algorithm can detect the attack categories that do not appear in the dataset, which is very important for network security under the current big data environment. 
