Abstract: This research work investigates the derivation of a fixed upper matrix bound for the solution of one class of parameter-dependent Continuous Algebraic Lyapunov Equations (CALE). It is supposed that the nominal coefficient matrix is
Introduction
The problem of deriving bounds for the solution of the Continuous Algebraic Lyapunov Equations (CALE) has attracted the interest for more than half a century. This is due to both theoretical and practical reasons. In some cases, due to the high order, the direct solution of this equation is impossible, and in other ones, it is sufficient to have at disposal only some estimates for it. The main difficulty arises from the fact, that the available upper bounds are valid under some assumed restrictions imposed on the coefficient matrix. Due to this, valid solution bounds are possible only for some special subsets of negative stable (Hurwitz) coefficient matrices. All significant results in the area are summarized and discussed in [9] .
The robustness of a linear system, subjected to structured real parametric uncertainty, belonging to some compact vector set (e.g., the unit simplex), has been recognised as a key issue in the analysis of control systems [1] [2] [3] [4] [5] [6] . The main purpose of this research is to derive a fixed upper matrix bound for the solution of one class of parameter-dependent CALEs. Such bounds help to analyze the uncertain system with respect to stability and a quadratic performance index. A state space model with real data of a single area power system is used as a test example.
The following notations will be used: A > 0 (A ≥ 0) indicates that A is a positive (semi-positive) definite matrix; The identity matrix is denoted as I. Define also the set of n×n uncertain matrix polynomials:
are some fixed matrices.
Preliminaries
Consider the state space model of a linear continuous-time uncertain system: (1) 
is the unique positive definite solution of (2) for any given positive definite matrix Q. In this case, the performance of the system can be evaluated by the index:
It is desired to determine parameter independent bounds for the:
in (4) . Before that, the following simple results will be presented. Lemma 1. A symmetric uncertain polynomial P ∈ ) (α X is positive definite if and only if it is positive definite at N + 1 vertices, i.e., (5) . ,...,
In this case, for the positive scalar (6)
is a positive definite polynomial for all α . Then, the matrix inequalities in (5) must hold, by necessity, which proves the necessity part. Now, let the set of matrix inequalities (5) This proves the sufficiency part and completes the proof of the first statement. Let ) (α X be a positive definite polynomial for all α and consider the scalar defined in (6) . Obviously, its choice guarantees that: . ,...,
The application of the same arguments used to prove the first statement, results in inequality (7).
Lemma 2. Let ) (α A be a Hurwitz matrix for all α . If there exists a fixed symmetric matrix U P , such that
P is an upper parameter independent matrix bound for the solution
If the above inequality holds, having in mind (2), one has:
in accordance with Lyapunov's stability Theorem. Corollary 1. If the assumptions of Lemma 2 hold, then having in mind the scalars in (3) and (4), one gets the following parameter independent bounds for the distance from instability and the performance index of the uncertain system (1):
corresponding to the eigenvalue λ with the largest real part for all uncertain vectors α , i.e., λγ γ α = ) ( A . Consider the matrix inequality (8) and the associated with it scalar inequality:
Note that U P must be a positive definite matrix by necessity. Finally, denoting γ ϕ This proves the bound in (9) . The upper bound (10) is obvious.
The power system model
The purpose of operating load-frequency control is to keep the frequency changes during the load sharing in some desired limits. The main change parameters of a power system are the rotor angle, the change in frequency and the active power flow between the connection lines. The linear model given below is taken from [7] and is sufficient to express the dynamic behavior of the system around the working point [8] :
where the respective parameters have the following physical meanings: 
The close loop system with a state feedback control law , 
&
This puts the uncertain system in the form (1) for any given s. A sufficient condition for its stability is due to Lyapunov's stability theorem, which in the case when a fixed Lyapunov function is required, is given by the matrix inequality:
, having in mind (12), and in accordance with Lemma 1, this equality has a simple parameter independent solution: (13) A is affected by two independent uncertain parameters, which perturb one entry each, in cases 1 and 3. The number of perturbed entries in case 2 is two for each parameter. The results obtained in case 3 show clearly that the close loop nominal system is subjected to the largest (in sense of spectral norm) perturbation, the control energy expense is the smallest one, and the distance from instability of the uncertain system is the largest in comparison with cases 1 and 3. Also, since , 1 U 3 U 2 U P P P < < it follows that the upper matrix estimate 2 U P is the tightest one. An upper estimate for the performance index in (10) can be easily computed for any given initial state vector.
