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Abstract
This work presents the research conducted on Nitrogen Vacancy (NV) defects
in diamonds for the nEDM experiment which has an operating temperature of
0.5 K. NV defects have been investigated as metrological sensors for measuring
both, electric and magnetic fields at room temperature and also at 4 K.
This thesis discusses different techniques used to probe the NV centers elec-
tronic structure. The first, Optically Detected Magnetic Resonance (ODMR)
allows us to probe the Zeeman and Stark induced shifts in the ground state
through resonant microwave spectroscopy. This technnique has helped us study
and characterize the response of the NV center to electromagnetic fields. The
use of the NV center ensemble as a vector field sensor is also studied using
ODMR.
The second technique allows us to build a sensor which also measures the
ground state resonances but without the need for microwaves. Instead the
quantum phenomenon of electromagnetically induced transparency (EIT) was
used. This all-optical method makes diamonds containing NV centers a suitable
sensor of the nEDM experiment.
The driven and free spin dynamics of the NV center are also investigated
in this work. Studying the evolution of the NV center spin gives us important
clues about its spin bath environment and the characterisitic time constants
over which the NV spin states decay. These time constants set the fundamental
limit of the sensitivity for measuring magnetic and electric fields.
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Chapter 1
Introduction
1.1 nEDM
One of the greatest puzzles in cosmology is the matter-anti-matter asymmetry
in the universe. Why is there such a preponderance of matter in the universe
while anti-matter is largely confined to high energy particle accelerators and
cosmic rays? One possible explanation to this problem is linked to the potential
existence of an electric dipole moment on the neutron. The nEDM collaboration
seeks to measure this charge separation of a neutron through an experiment
which measures changes in the spin precession frequency of neutrons in the
presence of electric and magnetic fields. Precise measurements of the properties
of the neutron can help us test the violations of fundamental symmetries and
push the boundaries of the Standard Model.
1.1.1 Symmetries
The idea of symmetry has played a crucial role in the world of modern physics.
We can start to think about symmetry as a transformation performed on a
physical system, object or law under which it remains invariant. Perhaps the
most intuitive object to imagine here is an idealized sphere, which we can rotate
about any axis without modifying it. Thus we can conclude the sphere must
possess rotational symmetry. However the idea of symmetry can be extended
beyond physical space, to transformations that can be applied to physical laws.
Figure 1.1: Three symmetries of interest in particle physics - charge (C), parity
(P) and time (T)
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Figure 1.2: The Wu experiment demonstrated the violation of P symmetry.
The 60Co atoms aligned in a magnetic field were shown to have a preferential
direction for beta decay.
In particle physics, there are three significant symmetries of interest - charge
conjugation (C), parity (P) and time reversal (T). Charge conjugation substi-
tutes all particles with their corresponding anti-particles, thus switching their
charge (electron vs positron), lepton number and baryon number. Parity simply
flips the system through the origin, thus switching all three co-ordinate axes.
A system that preserves time reversal symmetry would appear invariant if we
could record it and play it backwards. These symmetries are illustrated in Fig.
1.1.
1.1.2 Symmetry violation
Intuitively, it appears that the universe and physical laws should preserve the
these symmetries. In confidence of the parity symmetry, Wolfgang Pauli wrote
in 1957, “I do not believe that God is a weak left hander”[1].
However, the parity symmetry was soon shown to be decidedly broken. In an
experiment designed to test parity conservation[2], nuclei of cobalt-60 were po-
larized in a strong magnetic field at a low temperature (3 mK). The radioactive
cobalt decayed into nickel-60 by giving off an electron, an electron anti-neutrino
and two photons
60
27Co→6028 Ni+ e− + ν¯e + 2γ (1.1)
The emitted electrons were counted with the use of scintillators. This beta
decay occurs under the weak force, and if the parity of the weak interaction is to
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Figure 1.3: A hypothetical neutron which carries both, electric and magnetic
dipole moments. P and T operations do not conserve the symmetry of this
particle. Time reversal causes the neutron to spin backwards, reversing the
direction of spin. The parity operation flips the direction of its electric dipole
moment
be conserved, electrons emitted parallel and anti-parallel to the aligned cobalt
spin must be equal in number. But the experiment revealed a preferential
direction for the electrons to be emitted: it was opposite to the alignment of
the nuclear spin. To see how this breaks parity, we can imagine an identical
but mirrored experiment in which the cobalt-60 nucleus is still spinning in the
same direction, hence its spin also points towards the right as shown in Fig. 1.2.
But now the electrons are preferentially emitted in a direction parallel to the
nuclear spin. This means we cannot neatly map the original experiment on to
its mirrored version and its symmetry is not conserved.
This unexpected result of parity violation was a watershed moment. The
universe was found to be playing favorites when it came to symmetries that were
previously thought immutable. This led to several other experiments that were
designed to test the conservation of other symmetries. In 1964, the violation of
stronger, combined CP symmetry was discovered in the decay of neutral kaons
[3]. A plethora of other experiments like BaBar experiment at SLAC, LHC
at CERN and the Belle collaboration have confirmed the limited role of CP
violation in the Standard Model.
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Figure 1.4: The upper bound on the neutron EDM through the years as estab-
lished by different experiments, adapted from [6]. The standard model predicts
a value of the neutron EDM that is too low for the baryon asymmetry. The
sensitivity goal for the new nEDM experiments is shown in blue.
1.1.3 Baryon Asymmetry
Baryon asymmetry addresses the fundamental question of why the universe ex-
ists. Based on our current understanding of the Big Bang, fourteen billion years
ago, the universe had equal number of matter and anti-matter pairs. As the
universe cooled, the pair-wise annihilation of matter and anti-matter particles
took place. But there was a difference in the way that the laws of physics treated
matter and anti-matter. A little bit of matter (one part in ten billion) survived
and formed the universe we see today [4]. It has also been shown that a neces-
sary condition for this asymmetry is the violation of C and CP symmetry[5].
The degree of CP violation that been measured so far cannot solve the baryon
asymmetry puzzle. Thus we must search for the missing CP violation in other
systems.
1.1.4 Symmetry violation in the neutron
The neutron is electrically neutral on the whole but it is comprised of charge
carrying constituents: one ‘up’ and two ‘down’ quarks. So the neutron could
have distributions of positive and negative charges that do not perfectly eclipse
each other. This would lead to the neutron possessing an electric dipole moment.
To understand how the existence of a neutron electric dipole moment could
be problematic for symmetry, let us start with the supposition that the neutron
does carry a non-zero electric dipole moment, ~d as shown in Fig. 1.6. The neu-
4
tron’s magnetic moment has already been measured, and it has a corresponding
vector, ~µ. Now we perform symmetry operations on this hypothetical neutron.
A time reversal operation, as shown in the bottom of Fig. 1.6 will cause
the spin to be reversed and hence the spin vector will now be parallel to the
electric dipole moment. This new neutron has spin ~µ parallel to the electric
dipole moment, ~d and hence cannot be rotated back to its original state. This
indicates that time reversal symmetry is not conserved.
In another test for symmetry, we can apply the parity operation which will
flip the electric charge distribution, changing the direction of ~d. Being the cross
product of two polar vectors(~r and ~v), the pseudovector, ~µ is invariant under this
transformation, we again end up with parallel spin and electric dipole moment
vectors.
According to the CPT theorem[7], a violation of time reversal also violates
CP symmetry(and vice-versa). So the existence of a neutron EDM would lead
us to some degree of CP violation and it might help solve the baryon asymmetry
puzzle.
The first experiment to measure the neutron EDM was carried out by Smith,
Purcell and Ramsey [8] in 1950 at the Oak Ridge reactor. Their efforts con-
strained the neutron electric dipole moment to |dn| < 5× 10−20 e cm.
Since 1950, there have been several efforts to detect neutron EDM. The
successive experiments have tightened the constraints by reducing the maximum
possible value (see Fig. 1.4). The current best upper limit for the nEDM,
measured at the Institut Laue-Langevin (ILL), Grenoble[9] stands at
|dn| < 3× 10−26e cm [90% C.I.] (1.2)
1.1.5 nEDM Experiment at SNS
The operating principle behind the nEDM experiment is based upon the change
in Larmor precession frequency under reversal of electric and magnetic fields.
Assuming a non-zero electric dipole moment ~dn, we can write the neutron Hamil-
tonian as
H = −(~µn. ~B + ~dn. ~E). (1.3)
We can re-write this as
H = −(µn~I. ~B + dn~I. ~E)/I. (1.4)
The electric dipole moment must align itself with ~I since the ground state
can be completely characterized by the nuclear spin projection[10]. We can now
calculate the energy shifts associated with the electric and magnetic fields
∆Eelec = ~ωB = 2µBB
∆Emag = ~ωE = 2dnE.
(1.5)
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These energies can either add or subtract depending on if the electric and mag-
netic fields are parallel or anti-parallel. Here, we assume ~d and ~µ are parallel:
E↑↑ = ~ω↑↑ = 2(µnB + dnE)
E↑↓ = ~ω↑↓ = 2(µnB − dnE).
(1.6)
Subtracting these two equations, we get
~∆ω = ~(ω↑↑ − ω↑↓) = 4dnE. (1.7)
So if we can track this change in precession frequency as a function of parallel
and anti-parallel electric fields, we have a measure of the neutron EDM
dn =
~∆ω
4E
. (1.8)
Ultra cold neutrons
The first nEDM experiment was performed with a beam of neutrons which have
a very limited measurement time. The current generation of nEDM experiments
instead use slow-moving ultra cold neutrons (UCNs) which provide a sensitivity
that is orders of magnitude higher. The measurement time with UCNs is ex-
pected to be around 500 seconds[11]. The systematic effects of inhomogeneous
fields(e.g. motional) would also be reduced with UCNs[10].
3He co-magnetometer
The nEDM experiment at SNS will be carried out in a bath of superfluid liquid
helium where cold neutrons are slowed down and converted into UCNs via a
downscattering process. The small nuclear cross section of the helium nucleus
allows the UCNs to be stored until they β-decay. Another purpose of using a
liquid helium bath is its large dielectric strength which allows a large electric
field to be established over the measurement region. The helium in this bath
would be isotopically purified 4He.
The helium bath will also contain an admixture of dissolved polarised 3He
which plays two important roles - as a co-magnetometer and a neutron spin
analyzer.
Since the 3He shares the same volume with the neutrons and has a non-zero
(nuclear) magnetic moment, it can serve as a sensitive magnetometer that can
correct for drifts in magnetic fields. Importantly, it would be largely insensitive
to electric field changes since the electric dipole moment of 3He is negligible.
This is because the electron cloud shields the helium nucleus from external
electric fields. This is called the Schiff effect[12] and it reduces the atomic EDM
of most bare nuclei by several orders of magnitude[13].
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Figure 1.5: A drawing of the proposed nEDM experiment at the Spallation
Neutron Source (SNS) at Oakridge National Laboratory (ORNL)
The second role of 3He is as a neutron spin analyzer. The helium nucleus
can capture a neutron via the following process
n+3 He→3 H + p+ 764 keV (1.9)
This process is highly spin-dependent. Here the cross-section ratio for parallel
and anti-parallel spins is about 1:200[10]. The scintillation produced from the
charged protons and tritium in the liquid helium can be detected with photo-
multiplier tubes.
The gyromagnetic ratio(ratio of magnetic moment to angular momentum)
of helium-3 is about 10% larger than that of the neutron. The scintillation light
then reflects the relative precession rate of the 3He and the neutrons.
A CAD drawing of the nEDM apparatus is shown in Fig. 1.5. µ-metal
shielding has a high permeability and protects the experiment from static and
slowly varying magnetic fields. The neutron beam on the right is delivered from
the spallation neutron source (SNS)[14].
The cryostat is divided into two parts. The upper cryostat consists of the
dilution refrigerators and the polarised helium-3 source. The lower cryostat
contains the magnetic shielding, measurement cells, the HV electrodes and the
entrance port for the neutrons.
The projected sensitivity of the nEDM experiment is a few times x 10−28
e cm, a hundred times lower than the current limit. At an electric field of
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50 kV/cm, averaged over the entire experiment, the differential shift would be
≈ 2 nHz which corresponds to a sub-femtoTesla magnetic field. The nEDM
has requirements for both high-sensitivity electric and magnetic field sensors.
(Despite the canceling out of B in the expression for the neutron electric dipole
moment, a temporal shift in B over the measurement period could lead to a
false measurement.)
The sensors designed must be able to function at the nEDM operating tem-
perature of 0.5 K and must also themselves be magnetically inert. The latter re-
quirement precludes sensing techniques that require alternating magnetic fields
and wires needed to deliver them. Thus nEDM needs an all-optical method for
electric and magnetic field sensing.
Alkali vapor cells can be used as optical probes for magnetic fields but they
cannot be used in the cryogenic regions of the nEDM. SQUID devices consist of
wire leads and must be treated very carefully. Fluxgate sensors are themselves
magnetic.
The NV center in diamond offers a robust solid-state method with a small
electric and magnetic field signature. The feasibility of an all-optical diamond
magnetic field sensor at 4 K has already been demonstrated [15]. The diamond
project for nEDM has taken that work further and investigated the electric field
sensing capabilities of the NV center using both, all-optical and more generally
RF induced electron spin resonance techniques.
1.2 The NV Center
Diamonds are comprised of carbon atoms arranged in a tetrahedral lattice. Di-
amonds with few impurities are clear while a colored diamond is generally an
indication of substitutional or interstitial impurities in the carbon lattice. Hun-
dreds of naturally occurring and artificially created defect centers in diamonds
have been identified [17].
The NV center in diamond is one such defect where a nitrogen atom sits
adjacent to a vacancy center. Depending upon the electric charge, three species
of NV centers exist - NV0, NV− and NV+ [18, 19]. However, only the negatively
charged, NV− center is magneto-optically active. The NV center can switch
between its charge states under optical illumination[20] and, as will be shown
later, with application of static electric fields as well.
The NV center acts as a paramagnetic (spin-1) pseudo-atom which sits se-
curely in a largely inert and transparent diamond lattice. It has its own elec-
tronic structure which turns out to be very practical with optical transitions
in the visible range and magnetic sublevels that are easily addressable. In
isoptically pure, 12C samples, the ground state has long lived coherence times,
exceeding 1 second in certain decoupling regimes [21]. The free evolution time is
typically in the microseconds range, depending upon the concentration of other
magnetic impurities.
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Figure 1.6: An NV center in a host diamond lattice marked by grey spheres. The
axis connecting the vacancy to the nitrogen atom determines the quantization
axis of the NV center, zˆ.
Figure 1.7: Comparison of different magnetic field sensing techniques. Diamond
magnetometers offer high sensitivity at nanoscale resolutions. Adapted from
[16].
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Figure 1.8: Energy levels of the NV center. Optical transitions are seen on the
left, the phonon-free zero phonon line is at 637 nm. The defect can also be
excited with off-resonant optical radiation. The figure on the right shows the
ground state structure which is an orbital singlet state. Hyperfine interactions
lead to a total of nine energy levels. Transitions between these nine states can
be driven with microwaves that preserve the nuclear spin projection (∆mI = 0)
The easiest way to probe these ground state transitions is through a tech-
nique called optically induced magnetic resonance (ODMR) which reveals nar-
row resonance lines, about 500 kHz wide that can be easily observed in dia-
monds containing NV centers. For sharp optical transitions the diamond must
be cooled to cryogenic temperatures as will be shown later.
For higher sensitivity applications, ensembles of NV centers are usually em-
ployed while single NV centers are used as probes with high spatial sensitivity[22].
The high photo-stability of NV centers makes single defects easy to locate in
sparse diamonds [23].
These properties make the NV center an attractive tool for many appli-
cations. NV defects have proved to be useful sensors for detecting magnetic
fields[24, 25, 26], electric fields[27] and temperature[28, 29]. In comparison to
other magnetometer technologies, NV centers offer very high, close to atomic,
spatial resolutions as shown in Fig. 1.7. The non-cytotoxicity of diamond lends
itself to use in biomedical imaging as biomarkers[30]. NV defects have also
served as a playground for testing esoteric quantum phenomena like entangle-
ment [31], slow light[32] and coherent population trapping (CPT)[33] .
1.2.1 Electronic Structure
The NV center is host to six electrons - two are from the dangling nitrogen
bond, three from the adjacent carbon atoms and one is captured from the lattice,
usually from another nitrogen site[34]. (Hence the NV production yield is always
less than half that of the nitrogen concentration we begin with). An NV center
without the extra captured electron is in the NV0 state. These six electrons form
ground and excited state spin-triplets that are split by an optical transition of
1.945 eV (637 nm). Apart from spatial isolation, the wide bandgap of diamond
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Figure 1.9: a) The fluorescence spectrum of NV center at room temperature
(300 K) and with liquid nitrogen (77 K) where sharp zero phonon lines for the
NV0 and NV− center can be observed. b) Absorption spectrum for the NV
center at 300 K. An additional unknown absorption feature is observed at 595
nm which has been attributed to radiation damage in nitrogen-containing dia-
monds [17]. c) A HPHT(high pressure high temperature) diamond with a high
NV concentration emits a pinkish-red fluorescence under a confocal microscope.
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(5.5eV) also offers a large electronic buffer to the NV center electronic structure
which lies well below diamond’s conduction band [35]. The energy structure is
illustrated in Fig. 1.8.
The 1.945 eV optical transition can be resonantly driven with a red laser (637
nm) but more conveniently it can also be driven off-resonantly by the ubiquitous
green laser. Since the spin-orbit coupling is very weak[36], optical transitions are
generally spin conserving, ∆ms = 0. Owing to broad phonon-induced sidebands,
illumination of the NV center results in broad features extending out to 800
nm. Phonon sidebands in the emission and absorption spectrum are suppressed
at cryogenic temperatures[37]. Absorption and emission spectra of a low NV
concentration diamond are shown in Fig. 1.9. Both, NV− and NV0 features
can be identified along with a host of other impurities which have not yet been
assigned. Differences in observed concentrations of the two NV charged states
generally depend on the wavelength of the illumination. Shorter wavelengths
lead to a higher transition rate from NV0 to NV−[18].
A side-channel also exists as a mechanism for relaxation from the excited
state. The intermediate singlet states associated with this transition selectively
shelve the excited state ms = ±1 sublevels into the ms = 0 ground state. An
infrared transition at 1046 nm, between two singlet states has been identified
with this intersystem crossing (ISC)[38].
The mechanism of the ISC is a useful way to polarize the ground state of the
NV center. Since the decay from the ms = ±1 excited states is partially non-
radiative, the emitted fluorescence also lets us measure the degree of polarization
of the ground state[26]. This trick is used to detect the evolution of the ground
state spin as it lets us extract the ms = 0 character of a prepared coherent state
as it moves under driving pulses and decohering processes. This is discussed
further in chapter 4.
The total ground state Hamiltonian can be written as
Hˆgs = Hˆhfs + Hˆes . (1.10)
Hˆhfs is the hyperfine coupling interaction with the adjacent nitrogen nucleus
(14N, spin-1). The hyperfine interaction can also include contributions from
spin-1/2 13C and other nitrogen nuclei (P1 centers) but these magnetic inter-
actions are averaged out in the ensemble and can be estimated as a random
dipolar field, δBz [39]. The nitrogen hyperfine interactions are usually resolv-
able in CVD (Chemical Vapor Deposition) diamonds through ODMR (Optically
Detected Magnetic Resonance). The inhomogeneous broadening is typically too
broad in HPHT (High Pressure High Temperature) diamonds to discern hyper-
fine sublevels. Despite having a much lower concentration of nitrogen impurities
than magnetic carbon impurities (13C), nitrogen impurities can be the source
of a much greater magnetic noise because of the larger gyromagnetic ratio(1.08
kHz/G for 13C vs 2.8 MHz/G for nitrogen). In some experiments[40], spin-1/2
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15N ions are implanted in diamond which result in a simpler hyperfine structure
of four spectral lines.
The hyperfine component of the Hamiltonian, Hˆhfs can be written as[41]
Hˆhfs =
1
~2
[DgsS
2
z +A‖SzIz +A⊥(SxIx + SyIy) + PI
2
z ] . (1.11)
At room temperature, Dgs = 2870 MHz and increases to Dgs = 2878 MHz at
77 K, this splitting is because of the spin-spin interaction between the parallel
and anti-parallel pair of electrons. I and S are the Pauli spin matrices for the
nuclear and electronic spin, respectively. A is the magnetic hyperfine coupling
parameter and P is quadrupole coupling parameter. The parallel and perpen-
dicular components are taken with respect to the NV quantization axis (line
connecting the nitrogen atom to the vacancy).
The hyperfine coupling splits ground state transitions into triplets, separated
by about 2 MHz. This structure is revealed by driving the ground state transi-
tions and is helpful for simultaneous electrometry and magnetometry as shown
in the next chapter. The same high-resolution information can be obtained
with nonlinear optical spectroscopy, such as coherent population trapping[33]
or electromagnetically induced transparency (EIT)[15], discussed in Chapter 4.
The electronic part of the Hamiltonian can be written as
Hˆes =
1
~2
d‖ΠzS2z +
µB
~
~S.g¯. ~B − 1
~2
d⊥Πy(S2x − S2y)
− 1
~2
d⊥Πx(SxSy + SySx). (1.12)
Here d is the electric dipole moment of the ground state. As can be seen in the
Hamiltonian, the parallel component of d, d‖ produces an effective shift in Dgs
while the perpendicular component, d⊥ produces an equal and opposite shift in
the ms = ±1 sublevels causing them to repel near an avoided crossing. Since
the Stark shift is only appreciable near avoided crossings, sensitive electrometry
using the ground state can only be performed at certain axial magnetic fields.
Even in the absence of an externally applied electric field, we observe that
the resonance lines appear to be Stark shifted. This is because the inherent
strain in the diamond which manifests as an apparent electric field[27]. To
accommodate the strain induced Stark shift in the Hamiltonian, ~Π = ~E + ~σ
represents the sum of the strain field, ~σ and the electric field, ~E.
The Zeeman interaction is encapsulated in the ~S.g¯. ~B term where g¯ is effective
g-factor tensor which has longitudinal component g¯‖ and transverse component,
g¯⊥. A very small anisotropy for the two components of the g-factor has been
observed[42]. ~B is the magnetic field vector.
To compare our experimental results with theory, the complete Hamiltonian
was simulated in MATLAB[43](see Appendix). The values and sources for the
parameters used in the simulation that resulted in the best agreement with
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Figure 1.10: Simulated magnetic field induced Zeeman shifts of the ground
state energy levels, ms = +1 (solid) and ms = −1 (dashed) for a) no strain
b) with a strain equivalent to 15 kV/cm. Strain induced avoided crossing
between the |ms = ±1,mI = 0〉 sublevels (blue) occurs at 0 µT, between the
|ms = ±1,mI = +1〉 sublevels (red) at 77 µT and |ms = ±1,mI = −1〉 sub-
levels (green) at -77 µT.
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experimental data are listed in table 1.1.
Table 1.1: Parameters used to model the ground state Hamiltonian of the NV
center
Parameter Value Source
Dgs (300K) 2871.2 MHz Experiment
Dgs(4K) 2878 MHz Experiment
g⊥ 2.0028 [44]
g‖ 2.0023 [44]
A⊥/h 2.7 MHz [45]
A‖/h 2.166 MHz [46]
P/h 4.945 MHz [47]
d⊥ 17 Hz cm/V [48]
d‖ 0.35 Hz cm/V [48]
The solution to the electronic part of the Hamilton reveals three eigenstates,
corresponding to the magnetic levels, ms = 0 and ms = ±1. Spin-spin interac-
tion lifts the ms = ±1 states above the ms = 0 level by the zero-field splitting
(ZFS), Dgs ≈ 2.8 GHz. Upon including the hyperfine interaction with the ad-
jacent spin-1 nitrogen nucleus, the electronic levels split into a total of nine
sublevels.
Under an axial magnetic field(along the NV quantization axis, zˆ), the ms =
±1 energy levels are Zeeman shifted. The simulated tuning of these sublevels
along with the hyperfine components is plotted Fig. 1.10. For a zero axial
magnetic field, the two ms = ±1 sublevels are degenerate but the hyperfine
splitting results in three distinct energy levels corresponding to the nuclear
spins, mI = 0 and mI = ±1. In the absence of strain or an electric field, the
levels tune linearly with an applied magnetic field over the entire range.
But most diamonds come with varying levels of strain, ranging from low
strain in ultrapure CVD diamonds to very high strain in HPHT and nanodia-
monds [49]. At low magnetic fields (< 50 µT), the strain mixes the magnetic
sublevels with mI = 0 nuclear spin projection, creating an avoided crossing.
The Zeeman tuning of an NV center’s ground state with a strain of 15 kV/cm,
typical for a CVD diamond is also shown in Fig. 1.10.
The mixed states at zero magnetic field can be written in terms of the eigen-
states of the spin-triplet, Sz(|0〉 and |±1〉) (ignoring the hyperfine interaction)
[27]
|S±〉 = 1√
2
(e−iφσ/2 |1〉 ± eiφσ/2 |−1〉), (1.13)
σ is the magnitude of the strain and φ is the phase between the two states. The
expectation value of the spin operator for both these states is zero
〈S±| ~S |S±〉 = 0. (1.14)
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Hence these states do not tune linearly with an applied magnetic field but
instead are more sensitive to the strain or electric field. This has important
implications for the free evolution of such states: they become immune to the
magnetic field induced decoherence effects, while at the same time becoming
more susceptible to strain inhomogeneities or fluctuating electric fields created
by the charge conversion of nearby defects[50].
Photo-ionization of neighboring defects is also thought to explain the sudden
changes in the wavelength of the 3A-3E optical transition, a phenomenon known
as spectral diffusion[51]. Recent work has shown that applied electric fields can
be used to stabilize the absorption/emission wavelength of single NV centers[52].
Stability helps in coupling multiple NV centers as qubits.
Another pair of features worth noting in Fig. 1.10 are the avoided crossings
occuring at a non-zero axial magnetic field of B = ±77 µT, where the levels
with nuclear spin projection mI = ±1 would be degenerate in the absence of
strain. Since the strain is non-zero, these levels also undergo avoided crossings
and become sensitive to electric fields. The electric field measurements in this
work are performed at these non-zero magnetic fields since this allows us to
easily resolve all six hyperfine transitions and get a better measure of the axial
magnetic field, which also influences the magnitude of the Stark shift.
The excited state of the NV center is an orbital doublet. It has a similar g-
factor to the ground state and is more sensitive to electric fields on account of a
permanent electric dipole moment[27]. The magnetic transitions in the excited
state can also be driven with microwaves[53]. We do not use these states for
electrometry because of the much shorter lived lifetimes (T1 ≈ 10 ns) and the
consequent broad resonance lines.
The excited states do help us establish Λ systems which allow for spin non-
conserving transitions. This is a prerequisite for electromagnetically induced
transparency (EIT) which we use to probe the ground state with a resonant red
laser. This work is discussed in chapter 4.
1.2.2 Fabrication
Diamonds for the NV centers were purchased from different vendors with differ-
ent stated purities of nitrogen and other impurities like boron. Diamonds grown
with two different techniques - chemical vapor deposition (CVD) and high pres-
sure high temperature (HPHT) have been investigated. CVD diamonds are
slowly grown on a substrate from a specific gas mixture while the growth of
HPHT diamonds is done in small volumes of extreme pressure and temperature
- akin to the process of natural diamond growth.
All diamonds are roughly the same size - 4.5x4.5x0.4 mm, except for one
smaller, high purity electronic grade diamond (E6-EG-SM-1) which 2x2x0.4
mm in size. This diamond has a very low NV concentration and was purchased
for single NV experiments.
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Table 1.2: Diamonds used in the diamond project for nEDM. The production
steps are described in the text.
Name Electron Neutral Anneal Post-anneal
Fluence Vacancies Temp Vacancies
[V0] (C◦) [V0] [V−] [NV-]
ppb ppb ppb ppb
E6-CVD-1 1016 - 1000 <1 <1 7.7
E6-CVD-3 1016 29 925 <1 2 6
E6-CVD-5 1017 719 925 <1 <1 10
E6-CVD-4 1016 38 875 <1 <1 19
ME-OG-1 1017 736 875 <1 <1 180
WD-CVD-1 5x1017 3550 875 <1 <1 84
WD-CVD-2 1018 6430 875 <1 <1 65.5
WD-CVD-3a 1018 6430 750 290 100 80
WD-CVD-3b 1018 6430 - - - < 1
E6-HPHT-1 5x1018 - 875 <1 <1 21x103
E6-HPHT-2 1019 - 875 <1 <1 20x103
ME-HN-1 5x1018 7000 875 <1 <1 <1
ME-OG-2 5x1017 3480 925 32 <1 21
ME-HN-2 1019 9600 875 17.5 <1 <1
The diamonds were purchased from three different vendors - Element 6 (E6),
Microwave Enterprises (ME) and Washington Diamonds (WD). The names of
the vendors are encoded in the diamond names, as shown in Table 1.2. All
diamonds used in this experiment were single crystals. The diamonds from
Element-6 were listed with varying levels of nitrogen impurities. The HPHT di-
amonds were estimated to carry less than 200 ppm of nitrogen dopants while the
CVD grown optical and high purity electronic grade had tolerances of [N ] < 150
ppb and [N ] < 5 ppb respectively. The diamonds with a high nitrogen content
carried a brown tint while the other diamonds were mostly clear. All CVD dia-
monds were type IIa which means that nitrogen is the majority impurity donor.
Type IIb diamonds have boron as the typical impurity donor [54].
FTIR To estimate the radiation dose required for optimal NV generation,
it was first useful to measure the nitrogen content of the diamonds. For this
purpose we used the Nicolet Nexus 670 FTIR (Fourier-transform infrared spec-
troscopy) instrument[55] to see the infrared absorption spectrum of the diamond
samples. Unfortunately the nitrogen content of most of our samples was too low
to show up on the FTIR spectrum. We were only able to calculate the nitrogen
content of the two nitrogen-rich HPHT diamonds.
The nitrogen concentration in the two HPHT diamonds was calculated us-
ing the nitrogen defect associated broad absorption feature at 1130 cm−1 in the
FTIR spectrum. The calibration constant used was 22 ppm of nitrogen nuclei
for every cm−1 of absorption[26]. The linear background seen in the spectrum
was subtracted to calculate the peak strengths. This led to our nitrogen concen-
tration estimates of 126 ppm and 130 ppm, for E6-HPHT-1 and E6-HPHT-2,
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Figure 1.11: FTIR spectrum of E6-HPHT-1 diamond. Both marked spectral
lines are associated with the nitrogen defect.
respectively. These estimates were well within the bounds specified by the ven-
dor, [N ] < 200 ppm. The sharp feature at 1144 cm−1 is also assigned to the
nitrogen impurity [56]. The FTIR spectra of the CVD diamonds is analyzed
and an upper limit of 0.3 cm−1 is placed on a possible absorbance feature at
1130 cm−1. This sets a limit on their nitrogen concentrations: [N ] < 5 ppm. For
these diamonds we used the manufacturer’s specifications which ranged from <
5 ppb to < 1 ppm.
As we will see in later chapters, nitrogen impurities and spin-1/2 13C nuclei
are the two main sources of spin dephasing in the NV spin-bath. The thermal
noise associated with these impurities can be extracted via dynamic decoupling
sequences like the Hahn spin-echo. But to achieve a long free evolution time
(T ∗2 ) which sets the limit on our DC sensitivity, it is important to minimize
these impurities.
Irradiation In order to form NV centers, the nitrogen atoms need adjacent
vacancies in the diamond lattice to couple with. We use electron irradiation at
different doses to create these vacancies. The diamonds were sent to an irradia-
tion facility[57] for this process. As shown in Table 1.2, the diamonds received
a varying fluence of 2-MeV electrons roughly commensurate with their nitrogen
content. After irradiation, the diamonds were spectroscopically examined for
the vacancies generated.
The vacancy comes in two different types - the electrically neutral, and
the negatively charged[58]. We can distinguish these vacancies in the visible
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Figure 1.12: The visible absorption graph of diamond WD-CVD-3a before an-
nealing (blue), after annealing at 600 C (green) and finally after annealing at
750 C (red). Four defect centers are identified here - the ND1, NV−, NV0 and
the GR1 center, these are associated with the negatively charged vacancy, the
negatively and positively NV center and the neutral vacancy respectively. A de-
crease (increase) in the vacancy (NV center) absorption lines is observed after
each annealing step.
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absorption spectrum. These are labelled as GR1 (neutral) and ND1 (negatively
charged). Integrating these absorption lines and using the parameters listed in
[58], we can estimate their concentrations.
The calculated vacancy yields are listed in Table 1.2. The absorption feature
of the negatively charged vacancy at 396 nm was not visible for all diamonds,
because of high background absorption from other features. No vacancy features
were observed in the optically dense HPHT samples.
Under ion irradiation, the NVs are usually generated in a very narrow region
of the diamond [59]. This can be useful for near field sensing applications.
But high energy electrons are expected to traverse 1 mm of diamond without
serious attenuation[60]. Thus we can expect an even distribution of vacancies
and subsequent NV centers in our samples.
Annealing It is believed that vacancies become mobile when diamond is
heated[61]. This encourages coupling to the nitrogen atoms and the subsequent
formation of NV centers.
Annealing of diamonds was either performed in vacuum or in the presence of
an inert gas like argon. Annealing in air led to the graphtization of the diamond
surface which was removed with some difficulty using a refluxing mixture (1:1:1)
of nitric acid, perchloric acid and sulfuric acid.
Fig. 1.12 shows the absorption lines associated with the vacancies before and
after annealing. The diamond was first annealed at 600 C◦. After remaining va-
cancies were found, the diamond was annealed again at 750 C◦. The absorption
spectrum, recorded before each annealing shows a reduction in the absorption
lines associated with the vacancies. After the final annealing step, zero phonon
lines attributed to the NV− and NV0 center can be observed.
Yield estimation We were able to produce NV centers in samples with dif-
ferent defect densities, ranging from a few ppb in the CVD diamonds to over 20
ppm in the HPHT diamonds. For quick comparisons, we can observe the dif-
ferences in spectrally filtered fluorescence between the different diamonds. To
get an absolute measure of the NV concentration, we calculate the area under
the absorption feature at the 637 nm ZPL and use the parameters in [58]. The
concentration of NV0 can be estimated with a similar method. However, it
should be noted that the relative concentration NV0 and NV− changes under
illumination with different laser wavelengths, power and also electric fields.
As we will see later, the differences in NV and nitrogen densities lead to
differences in detection sensitivities. Since the behavior of a spin is influenced
by its magnetic environment, we also observe differences in the driven and free
evolution dynamics as a function of the defect concentrations.
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Chapter 2
Optically Detected
Magnetic Resonance
2.1 Theory
The NV center’s ground state responds to both electric and magnetic fields.
Ensembles of NV centers, as well as single NV centers, have been demonstrated
as magnetic sensors. The first paper to discuss electrometry using NV centers
derived the ground state electric dipole moment using an oscillating electric field
and the spin echo technique. The electric field applied over part of the pulse
sequence allowed a sensitive measurement of the electric field induced phase
shift[48]. Subsequently, low DC electric fields were shown to induce a Stark
shift in single NV centers[27]. We discussed our electric field measurements
using ensembles of NV centers at an SPIE conference[62]. Since then, other
work has also shown electrometry using NV center ensembles[63].
In this chapter I discuss how we have used ensembles of NV centers in CVD
diamonds to measure electric fields and also characterize the magnitude and
direction of the internal strain field. The even distribution of NV centers in our
samples has also helped us image the distribution of electric fields across the
entire volume of the diamond.
The NV center can absorb off-resonant, 532 nm radiation and decay by
fluorescing in the red or via a side channel called intersystem-crossing (ISC).
This non-radiative pathway is stronger for the ms=±1 excited state sublevels.
Because of this non-radiative pathway, the overall fluorescence from the excited
state varies with the excited state sublevel occupancy. The optical transitions
from the ground state are mostly spin preserving, thus the emission in turn
depends on the spin orientation of the ground state.
The selective relaxation into the ground state therefore allows the ground
state spin projection to be measured by monitoring the brightness of the emitted
fluorescence; this measurement scheme also simultaneously polarizes the ground
state into the ms = 0 sublevel. The population created with this method is non-
Boltzmann and has a sub-Kelvin spin temperature.
Either CW or pulsed microwave techniques can be used to drive magnetic
dipole transitions from the ms = 0 to ms = ±1 levels in the ground state with
high spectral resolution[64]. This technique of resolving the ground state elec-
tronic structure is called optically detected magnetic resonance (ODMR). The
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Figure 2.1: The mechanism for optically detected magnetic resonance (ODMR).
a) The ground state sublevels are equally populated (unless the temperature is
< 1 K or exceptionally high magnetic fields are being used (B> 1 T); neither
condition applies for the work discussed here. A green laser pulse drives tran-
sitions to the excited state via spin preserving optical optical transitions. b)
The excited state, ms = ±1 sublevels decay preferentially via the ISC into the
ground state ms = 0 sublevel. The excited state ms = 0 sublevel only decays
radiatively. c) The ground state is now polarized in the ms = 0 sublevel. d)
Resonant microwaves are applied to the ground state, driving electrons from
the ms = 0 to the ms = ±1 sublevels. e) Green laser again drives optical
transitions to the excited state. Since these transitions are spin conserving, the
excited state sublevels ms = ±1 are more heavily populated. e) The excited
state decays to the ground state but now there are fewer electrons occupying
the ms = 0 state. The visible fluorescence is attenuated because more electrons
decay through the non-radiative pathway.
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process is illustrated in Fig. 2.1. In this chapter we show that the ground state
resonances resolved through ODMR can be used to detect electric field induced
Stark shifts. It also serves as a useful secondary temperature gauge along with
a silicon diode, when performing experiments at cryogenic temperatures.
The selection rules for the magnetic dipole transitions are
∆ms = ±1 and ∆mI = 0. (2.1)
This leads to six possible transitions within the ground state of the NV center.
We can drive these transitions using a microwave source while simultaneously
illuminating the diamond with a green laser which serves as a pump beam as
well as a readout. As the frequency of the source matches the energy splitting
in an allowed transition, we observe a dip in the emitted fluorescence spectrum.
This reduction in fluorescence upon resonant microwave excitation is because
the population of electrons driven from the ground state ms = 0 state to the
ms = ±1 state is now more likely to decay via the non-radiative intersystem
crossing. The magnitude of this observed change in contrast in the emitted
fluorescence is a few percent.
A typical ODMR spectrum is shown in Fig. 2.2. The linewidth of an ODMR
resonance line in CVD diamonds is around 500 kHz. This increases for diamonds
with a higher NV concentration and also scales with other impurities. In HPHT
diamonds the linewidths are typically around 5 MHz, making it hard the dis-
tinguish the hyperfine sublevels.
The resonance lines are centered at 2870 MHz which is the room temperature
zero-field splitting (ZFS), denoted as Dgs in the ground state Hamiltonian(see
Equation 1.11). The ZFS depends on temperature, changing by about 10 MHz
over temperatures between 4 K and 300 K [28]. However, the ZFS is not of
great importance to us since we always use the difference between the ms = ±1
resonance frequencies to extract magnetic and electric field data, for which the
ZFS cancels out.
2.2 Experimental Details
A confocal microscope was built to probe the ground state resonances within
a small NV ensemble. The setup is shown schematically in in Fig. 2.3. Light
from a 30-mW frequency-doubled Nd:YAG laser[66] was adjusted in power with
a continuously variable neutral density filter. The angle of the linear polarization
was adjusted with a half-wave plate, allowing selective excitation of NV centers
within the ensemble.
The light beam was brought onto the optical axis of the confocal microscope
by means of a dichroic mirror[67]. The light was focused on the diamond using a
glass-thickness compensated, 50x microscope objective (Mitutoyo 50x, 0.55 NA,
long-working-distance(LWD))[68] located outside the cryostat. The relatively
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Figure 2.2: Magnetic transitions observed in the ground state of the NV center,
as per the selection rules (2.1). As the microwave frequency is swept across the
ms = ±1 ↔ ms = 0 transitions, six dips in the fluorescence are observed on
resonant excitation. The width of these transitions is about 0.5 MHz and is
typically larger for samples with higher NV concentrations.
Figure 2.3: Experimental setup for ODMR experiments. The confocal micro-
scope allows a small volume to investigated to minimize the magnetic and elec-
tric inhomogeneities in the investigated region. This figure has been adapted
from [65].
24
long working distance of this objective (13 mm) accommodated the cryostat
window (3.175 mm thick synthetic fused silica, AR coated) and the stand-off
from the window to the diamond.
The emitted fluorescence from the NV ensembles was collimated by the mi-
croscope objective and filtered through an optical long-pass filter (Andover 590
FG05)[69] which provided additional spectral selectivity after the dichroic mir-
ror. The infinity-corrected objective allowed a long beam path in which addi-
tional colored filters like the notch filter (centered around the excitation laser
line, 532 nm) could be introduced. This helped to maximize ODMR contrast
at different operating temperatures.
The pinhole served as a spatial filter and gave us the resolution required for
electrometry. Without a pinhole, the region we sample would be too large and
the recorded spectrum would reflect the electric field inhomogeneities across the
whole thickness of the diamond, about 400 µm. The 100-µm sized pinhole re-
stricted the confocal volume to a few airy units and reduced the inhomogeneous
broadening. The filtered fluorescence was collected by an avalanche photodiode
(Thorlabs APD 410A)[70]. For ease of alignment and adjustments, all optical
components were mounted in an optical cage system.
The microwave source was a programmable, digitally-synthesized oscillator[71]
with a maximum output power of 18 dBm. Additionally, the microwaves were
amplified to about 25 dBm[72]. To enable lock-in detection, the microwaves
were digitally modulated with a switch[73], typically at a few kHz.
A resonant loop antenna, 3.4 cm in diameter, was used to couple the mi-
crowaves to the diamond, placed about 1 cm away. This ensured that the NV
centers were in the near field region. The loop’s symmetry axis was aligned
with the optical axis. Given the [100] geometry of all our diamonds, the rotat-
ing magnetic field was degenerate on all four NV axes.
2.2.1 Resolution of confocal microscope
Most of the experiments mentioned in this chapter were carried out in a cryostat
which limited us to microscope objectives with a long working distance and a low
numerical aperture. The microscope objective that gave us the best resolution
was the Mitutoyo Glass Thickness-Compensated Infinity Corrected Objective
(working distance = 13.89 mm and NA = 0.5) which is ideal for imaging into
vacuum systems through an optical window.
The axial resolution of a confocal microscope is much poorer when compared
to its lateral resolution, this disparity is enhanced for microscope objectives with
a low numerical aperture like ours. This is because of the ellipsoidal shape of
the point spread function.
The axial and lateral resolution of our confocal microscope can be estimated
with the following formulae[74]
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Figure 2.4: Reflection observed from the front and rear face of the diamond.
This allows us to estimate the axial resolution of our confocal microscope. The
two peaks are separated by the width of the diamond (400 µm). Our axial
resolution is estimated to be about 80 microns using this method. The red
curve is recorded without a pinhole before the detector.
raxial =
√[ 0.88λex
n−√n2 −NA2
]2
+
[√2 n PH
NA
]2
= 128 µm, (2.2)
rlateral =
0.51λex
NA
= 0.5 µm, (2.3)
λ is the wavelength of the excitation laser (532 nm), PH is the pinhole diam-
eter (100 um), NA is the numerical aperture of the objective lens (0.5) and n
is the index of refraction of vacuum (1). Constricting the diaphragm of the
pinhole blocks more of the light coming from above and below the focal plane.
This results in better optical sectioning but also leads to a reduction in the
signal-to-noise by limiting the number of photons reaching the detector. To
experimentally test our axial resolution, we can move the diamond in and out
of focal plane. As the focal plane coincides with the front and back face of the
diamond, we observe a spike in light that reaches the detector as it is reflected
off the diamond surfaces. The spectral filters are removed for this test. Fig. 2.4
shows the magnitude of light as the diamond is moved in the z direction. We
use the widths of these features, about 80 microns as estimates for our axial
resolution.
The estimated count of NV centers within our probed ensemble can be cal-
culated since we know the concentration of NV centers through spectroscopic
techniques. In a diamond carrying a concentration of NV centers that is a
few parts per billion, we are investigating an ensemble composed of about ten
thousand NV centers.
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Figure 2.5: a)By rotating the polarization of the green laser, we can select
pairs of NV centers from the four found in the ensemble. b) The measured
ODMR contrast observed for pairs of NV axes as a function of the green lasers
polarization angle. We can turn off the resonances from NV centers 1 and 2
if the polarization of the green laser is horizontal in the lab frame. c) ODMR
spectrum for horizontally polarized light (orange) and vertically polarized light
(blue). We see two sets of twelve resonances, corresponding to pairs of NV axes.
2.2.2 Polarization-dependent excitation
Since there are four possible crystallographic orientations of NV axes, we see four
different sets of resonances within the spectrum for a non-degenerate magnetic
field. The magnetic dipole transition rules allow for six ground state transitions.
Hence we observe a total of (4x6=) 24 resonances in the ODMR spectrum. It
can be challenging to interpret these resonances without a way to assign these
resonance lines to NV centers oriented along the different axes. We can introduce
some selectivity in our spectrum by modulating the polarization of the exciting
green laser[75].
The dipole moment associated with the NV optical transitions, ~d, is oriented
perpendicular to the NV axis, while the electric field component ~E of the green
laser can be rotated with a half-wave plate. The optical transition rate R, has
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the following relation[76]
R ∝ (~d. ~E)2 ∝ cos2(θ), (2.4)
θ is the angle between the polarization of the laser and ~d, the dipole moment
associated with optical transitions. Since all our diamonds are grown in the
[100] plane, this method allows us to selectively drive transitions of NV centers
in pairs by rotating the polarization of the laser.
The ODMR spectrum can serve as a measure for how efficiently we are
driving the optical transitions. As the microwave frequency is tuned across the
hyperfine transitions, we can monitor the contrast (measured as the height of
the resonance features) in these resonances as a function of the green laser’s
polarization. We find that we can effectively turn off pairs of resonance lines by
turning the polarization of the laser parallel to the NV axis(as it is projected in
the plane perpendicular to the laser beam). The resonances are not completely
turned off because of small misalignment in the diamond with respect to the
angle of the half-wave plate. This is illustrated in Fig. 2.5.
In principle the NV centers can be further distinguished between paral-
lel(NV) and anti-parallel(VN) orientations. However, the only term that lifts
this degeneracy in the Hamiltonian is the longitudinal Stark shift component,
dgsΠz (see equation 1.12). Πz is the electric or strain field along the axis joining
the nitrogen and the vacancy. For the largest electric field magnitudes discussed
here, we can expect the NV-VN resonances to split by d
‖
gs × 30 kV/cm = 10
kHz. This is below our typical measurement sensitivity and hence we ignore the
difference between NV and VN centers.
2.3 Strain measurements
Since the total electric field measured in these experiments is the sum of the
externally applied electric and effective electric field produced by the intrinsic
strain, it is important to characterize the strain magnitude and direction.
2.3.1 Lineshape
A Stark shifted ODMR spectrum is shown in Fig. 2.6. Here an axial mag-
netic field of 77 µT along one of the NV axes, brings the |ms = 1,mI = 1〉 and
|ms = −1,mI = 1〉 ground state sublevels near an avoided crossing. A moder-
ate transverse magnetic field of B⊥=200 µT keeps the ODMR resonances from
NV’s oriented along the other three axes out of our scanning range.
These are the six hyperfine resonances of the ground state. The outer four
can be fit to Lorentzians with a width of about 400 kHz. These outer four reso-
nances do not tune appreciably with strain and hence can be used as unbiased
measures of magnetic fields.
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Figure 2.6: Strain-induced Stark shift observed near a magnetic field of about
−77µT . The outer four resonance lines have been fit to Lorentzian lineshapes
while the inner peaks have been fit to asymmetric Doniach-Sunjic[77] profiles
with an asymmetry parameter, α ≈ 0.2.
The inner resonances repel near the ZFS because of the non-zero strain. The
strain in this diamond is equivalent to an electric field of 21 ± 4 kV/cm. The
degenerate microwave field projection onto the NV axis makes the magnitude of
the four outer peaks roughly equal. However, since the transitions near Dgs are
from spin mixed states (|±〉 = α |ms = 1〉 ± β |ms = −1〉), there is a trade-off
in contrast between these two resonances. The inner Stark-shifted resonances
also deviate from a Lorentzian lineshape and become asymmetric. This can
be explained in light of the magnetic field induced inhomogeneous broadening.
The observed line shape is comprised of contributions from many NV centers
in the ensemble. The NV centers that experience a smaller net magnetic field
are closer to the ZFS, are more strongly mixed and thus experience a larger
Stark-shift. The NV centers that experience a larger net magnetic field are
farther away from the avoided crossing and do not tune as much with strain.
This inhomogeneity is the result of the difference in proximal impurities for
individual NV centers within the ensemble. A Stark shift induced crowding
effect away from the avoided crossing results in asymmetric resonance lines.
This effect is also seen in simulations where the magnetic field noise is modeled
as a random dipolar field.
Fitting these inner peaks to Lorentzians leads to large residuals and un-
certainties associated with the fit parameters. Hence we instead fit to the
Doniach-Sunjic function which is used to fit X-ray induced fast photoelectron
distributions[77]. This function has an asymmetric lineshape
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Figure 2.7: The asymmetry parameter, α, as a function of the magnetic field.
The lineshape becomes more asymmetric as the resonances approach the avoided
crossing and the strain mixes the ms = ±1 sublevels.
I(α, ν, ν0,∆ν) =
cos[piα/2 + (1− α)tan−1(ν − ν0)]
[∆ν2 + (ν − ν0)2](1−α)/2 , (2.5)
where ν is the frequency of the microwaves, ν0 is the center of the lineshape, ∆ν
is the inhomogeneously broadened linewidth and α is the asymmetry parameter.
At α = 0, this equation represents a regular Lorentzian. The parameter α in-
creases as the resonances approach the zero-field crossing, reaching a maximum
α ≈ 0.5 in most CVD samples when the ms = ±1 states are maximally mixed.
The relationship between α and the axial magnetic field is shown in Fig. 2.7.
2.3.2 Strain magnitude
Once we have good fit parameters for our ODMR spectrum, we can use the
ground state Hamiltonian to extract values for strain. As shown in Ref. [27], by
solving the ground state electronic Hamiltonian in Eq. (1.4), we can calculate
the magnetic transition frequencies, ω±, between the states ms = 0 and ms =
±1
~ω± = Dgs + d‖gsΠz ± [(µBgeBz)2 + (d⊥gsΠ⊥)2
− (µBgeB⊥)
2
Dgs
d⊥gsΠ⊥cos(2θB + θΠ) +
(µBgeB⊥)4
4D2gs
]1/2. (2.6)
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Figure 2.8: The green curve shows the magnitude of the laser light that is
reflected from the top and bottom faces of the diamond. The red curves rep-
resent the intensity of the 637-nm ZPL. Applying an electric field increases the
observed fluorescence at the NV center ZPL. Curves are rescaled for clarity.
The blue data points show the strain measured as a function of depth in the
diamond. This figure has been adapted from [65].
Here, θΠ and θB are the polar angles for the transverse electric and magnetic
fields, respectively. Note that this excludes the hyperfine interaction with the
nitrogen nucleus.
We begin our experiments with a value of B⊥ < 200 µT. In this case, we
can use
(µBgeB⊥)2
Dgs
<< d⊥gsΠ⊥, this allows us to ignore the last two terms in
the square root. We can also ignore the effect of the longitudinal strain since
d⊥gs >> d
‖
gs. This simplifies our expression to
~ω± = Dgs ± [(µBgeBz)2 + (d⊥gsΠ⊥)2]1/2. (2.7)
Now the Stark shift is independent of the polar angle of the perpendicular
electric and magnetic fields and in the absence of an externally applied electric
field, we only get a measure of the magnitude of the transverse component of
the strain field, Π⊥ = σ⊥.
As shown in Fig. 2.8, the axial variation in the strain magnitude was mea-
sured by scanning the confocal microscope in the (100) crystallographic direc-
tion. The collected fluorescence from the NV centers was also mapped during
these measurements; this served as a rough measure for changes in NV con-
centration in the sample. No significant change in fluorescence or strain was
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Figure 2.9: Three degenerate [100] directions with respect to the four equivalent
[111] NV center axis. The diamond is grown in the [100] direction.
observed. The green fluorescence lets us track the front and back faces of the
diamond as it is being scanned. A similar transverse map was also produced by
moving the diamond laterally. No significant changes in strain or NV concen-
tration were observed.
The perpendicular strain component, σ⊥ of all four NV axes was calcu-
lated by applying small orthogonal magnetic fields and sequentially isolating
resonances near Dgs from the four different [111] crystal directions. It was
discovered that all four projections of strain were equal(within uncertainty pa-
rameters), σ1⊥ = σ
2
⊥ = σ
3
⊥ = σ
4
⊥. This leaves us with two possibilities for the
direction of the strain field:
1. The strain field is isotropic, hence it maps equally onto all four NV axes.
2. The strain field points along one of the three degenerate crystal directions
- (100), (010) or (001). These directions are drawn in Fig. 2.9.
To figure out which of the above two cases holds, we need to revert to Eq.
(2.7) and use a larger transverse magnetic field. This allows us to use the
Stark shift dependence on the polar angle of the transverse magnetic field and
determine a strain field direction in the plane transverse to the NV axis.
2.3.3 Strain Direction
A suitably large orthogonal magnetic field (B >1 mT) is generated by a pair
of Helmholtz coils and ceramic magnets. The diamond was rotated inside the
Helmholtz coils with the NV center axis under investigation aligned perpendic-
ular to the magnetic field.
As the diamond was rotated, changes in the strain-induced Stark shift were
recorded. The magnetic field vector was calculated by fitting all twenty four
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Figure 2.10: a) Schematic illustrating the two NV orientations used to measure
the strain direction. The white ellipses represent the plane in which the trans-
verse magnetic field (B⊥ ≈ 1 mT) is rotated. Strain direction as determined
by the polar plots of the Stark shift is drawn in orange. The green arrows rep-
resent the initial direction of the magnetic field (θ = 0◦ in the graphs below).
b) Change in strain-induced Stark shift as a function of the polar angle of the
transverse magnetic field for the two NV orientations. Dashed black lines show
the lines connecting the vacancy to the three adjacent carbon atoms. Here the
strain-induced Stark shifts are measured in kV/cm. The orange vector repre-
sents the strain as it projects on the transverse plane and the shaded region
represents the uncertainty associated with the strain measurements. Simulated
data is shown as a the blue curve. This figure has been adapted from [65].
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Figure 2.11: Chromium electrodes printed on a CVD diamond. a) In this
geometry, the applied electric field is degenerate on pairs of NV axis. b) A second
electrode geometry allowed arbitrary electric field direction to be established in
the center by applying different voltages on the four pads. Fig.a) has been
adapted from [62].
resonances from the four NV axes. A triple axis magneto resistive sensor con-
nected to an Arduino board was also used for rough alignment of the ceramic
magnets.
The polar plot from this experiment is shown in Fig. 2.10. Fitting the graph
to the energy shifts predicted by the Hamiltonian shows that the strain points
in the [100] direction, out of the large face of the diamond. This direction is
also parallel to the crystal growth direction. The total strain was determined
to be σ = 21 ± 4 kV/cm. The degenerate direction of the strain field explains
why NV centers aligned along all four crystallographic directions experience the
same transverse component of strain.
All diamonds are known to carry some strain and as we have already dis-
cussed in the previous chapter, strain induces a mixing of the magnetic sublevels
which in turn prohibits linear Zeeman shifts near the avoided crossing. This
method allows us to observe a near linear Zeeman shift for small axial magnetic
fields despite a large strain component, as long as we are permitted to apply a
large transverse magnetic field in the correct direction. As an example, in Fig.
2.10(b), we can see that the strain-induced Stark shift is nulled in NV1 when
the transverse magnetic field is oriented at 120◦ in the non-axial plane. In this
configuration of magnetic field and internal strain, our sensitivity to small axial
magnetic fields will increase.
2.3.4 Electrometry
In order to apply large electric fields, two chromium electrodes, a few hundred
nanometers in thickness, were photolithographically deposited on the top surface
of the diamond, E6-CVD-3 (from Table 1.2). A thin layer of titanium was first
sputtered on the diamond to promote adhesion to the diamond surface. The
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Figure 2.12: COMSOL simulation of electric fields within diamond. The elec-
trodes (white) are separated by the distance of 80 microns. An electric potential
of 2500 V is applied on the right electrode. The bottom face of the diamond
and the left electrode are grounded. A high region of electric fields is observed
near the electrodes and it drops off quickly with depth in the diamond. The
white arrows represent the electric field vector.
electrodes were patterned, starting out narrow at a separation of 80 microns in
the middle and growing apart to 350 microns near the edges of the diamond.
This work was done at Texas A&M University by Dr. Phil Hemmer and his
graduate student, Fahad Alghannam. Two different electrode geometries are
shown in Fig. 2.11. 1
The shorting between the electrodes was avoided by careful cleaning the
diamond in an ultrasonic bath sequentially with acetone, ethanol and isopro-
nanol. Plasma cleaning was also occasionally performed. Before mounting the
diamond in the cryostat, the gap between the electrodes was examined under a
microscope for dirt.
If the experiment were to be carried out at ambient pressure, the maximum
electric field we could apply would be limited because of electrical breakdown
in air. For this purpose, the diamond was mounted in a cryostat which allowed
the sample to be held in vacuum at about 10−8 Torr. This greatly increased
the magnitude of electric field that can be applied between electrodes.
To estimate expected electric field shifts, a simulation of the first pair of
electrodes was done in COMSOL[78]. In the simulation(see Fig. 2.12), one of
the electrodes is held at 2500 V while the other is grounded. The diamond is
typically placed on a copper mount which grounds the rear face of the diamond.
The simulation shows a high electric field gradient within the sample; therefore
to perform electrometry with some spatial resolution, it becomes necessary to
1A second electrode configuration consisting of four chromium pads was also experimented
with (Fig 2.11(b)). This configuration let us generate electric fields in the middle by applying
different voltages on the four pads. Unfortunately the electrodes were accidently shorted with
a large voltage. This led to them being splintered before useful electrometry data could be
recorded.
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Figure 2.13: Electric field-induced Stark shift observed near a magnetic field
of about −77µT . a) This data is recorded with a pinhole; the Stark-shifted
resonance lines do not broaden appreciably b) The pinhole is removed for this
data. The Stark-shifted lines broaden when the electric field is applied because
of the large electric field inhomogeneity in the probed region of the diamond.
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spatially filter the collected fluorescence with our confocal microscope.
In the experiment one electrode is grounded at the same potential as the
cryostat, and the voltage on the other electrode is varied from 0 to ±3000 V
DC with a regulated high voltage supply, connected via a high voltage electrical
feedthrough on one side of the cryostat.
The ODMR transitions are shifted by the component of the electric field in
the plane perpendicular to the NV axis. An axial Stark shift is also predicted
by the Hamiltonian but the small axial component of the ground state’s electric
dipole moment, d
‖
gs = 0.35± 0.02 Hz cm V−1 makes it is too small to be mea-
sured in our experiment. The Stark shift from orthogonal electric fields is also
typically small but the shift is enhanced when the magnetic field is adjusted so
that levels of the appropriate symmetry are nearly degenerate. Fig. 2.13 shows
levels |ms = −1,mI = −1〉 and |ms = +1,mI − 1〉 near an avoided crossing.
When the electric field is applied across the electrodes, it induces a Stark shift
of about 200 kHz.
Fig. 2.13 also illustrates the importance of using a pinhole in our experiment.
Without a pinhole, the resonances tend to smear out because there is a large
electric field- induced inhomogeneity in the interrogated ensemble. A pinhole
permits optical sectioning which narrows our probed region and subsequently
reduces the electric field gradient within our sampled ensemble.
The ODMR peak positions of one of the four NV centers at a range of electric
fields and a constant magnetic field are plotted in Fig. 2.14. The peak positions
have been determined with a global fit of six Lorentzians. The data have been
fit to the differences in eigenvalues between hyperfine sublevels of the ms = ±1
and ms = 0 states by solving the full ground state Hamiltonian. The parameters
used in the Hamiltonian are listed in Table 1.1.
As can be seen in the figure, the pairs of lines that experience the largest
Stark shift are the ones closest to the Dgs and hence maximally mixed. Small
detuning of the outer resonances can also be observed.
Stark shifts described for single NV centers in other work[27], are enhanced
when the |mS = +1,mI = 0〉 and |mS = −1,mI = 0〉 states are near an avoided
crossing, this occurs at an axial magnetic field that is close to zero. From the
Hamiltonian given by Doherty[41], we can expect similar enhancements near
Bz = 77 µT where the | − 1,−1〉 and | + 1,−1〉 levels cross. Likewise, the
| − 1,+1〉 and | + 1,+1〉 levels cross at Bz = −77 µT. The data are compared
to theory in Fig. 2.15 by solving the complete 9x9 ground state Hamiltonian
which includes the hyperfine interaction.
Electrometry in this work was usually performed at an axial magnetic field
Bz = ±77 µT because this allowed us to measure the axial magnetic field with
the least uncertainty using the outer resonances. At B = 0 µT, the outer
resonances overlap and only the inner resonances are split because of strain or
electric fields.
The sensitivity of the innermost splitting can be found by evaluating the
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Figure 2.14: Stark shifts for six hyperfine transitions for different electric fields.
The blue lines represent the values derived from the ground state Hamiltonian.
The inner resonances tune the most as a function of an applied electric field.
This figure has been adapted from [62].
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Figure 2.15: Stark shift as a function of axial magnetic field. Solid lines are
the three predicted Stark shifts derived from the ground state Hamiltonian. An
increase in electric field sensitivity is observed at magnetic fields of B=0 µT and
B = ±77 µT. This figure has been adapted from [62].
Figure 2.16: Difference in fluorescence at 0 V (blue), 2500 V (red) and their
difference (yellow). There is an almost 100% increase in fluorescence from the
NV− ZPL when an electric field is applied. This figure has been adapted from
[65].
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Hamiltonian at a number of electric fields, or, far from the avoided crossing,
by taking the derivative of Eq. 2.7 with respect to the electric field. At each
avoided crossing, the splitting has a maximum value of 34 Hz/(V/cm). For
an uncertainty in the splitting of about 5 kHz and perfect knowledge of the
magnetic field, the corresponding uncertainty in the electric field is 147 V/cm .
Far from the crossings, the sensitivity scales as E⊥/Bz , with a numeric value
of 0.68Hz/(V/cm) at E⊥ = 30 kV/cm and Bz = 1mT (and Bx = By = 0).
By measuring the fluorescence intensity at the NV− (637 nm) and NV0 (575
nm) ZPL, we can measure changes in their relative concentrations(see Fig. 2.16).
Closer to the surface, in regions of large electric field (E > 40 kV/cm), there
was marked decrease in the concentration of NV0 centers with a simultaneous
increase in NV− centers (up to 100%). This effect was attenuated as we moved
towards the grounded face of the diamond (with lower electric fields). We believe
this effect is related to the charge state conversion observed in single NV centers
because of field induced band-bending[79]. This effect explains the observed
increase in contrast of the ODMR spectra as an electric field is applied.
2.3.5 Electric field imaging
The electrodes were patterned to produce variations in the electric field. A
map of the electric field was produced by moving the focal spot across the
diamond and measuring the Stark shift for the same voltage difference across
the electrodes, as shown in Fig. 2.17 . The resolution of the image produced
can be improved by using a tighter pinhole or using a microscope objective with
a higher numerical aperture.
Another map of the electric field was produced by moving the focal spot of
the microscope objective axially into the diamond and measuring the Stark shift
for the same voltage difference across the electrodes, as shown in Fig. 2.18. The
results were found to be in good agreement with the simulations performed in
COMSOL.
The largest contributor to the systematic uncertainty in this figure comes
from the transverse electric dipole moment, dgs = 17 Hz cm/V which has a
large associated uncertainty of ±3 Hz cm/V. With just statistical errors, the
typical uncertainty in the electric field measurement was σ = ± 2 kV/cm. After
including systematic uncertainties, the cumulative error was ± 5 kV/cm.
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Figure 2.17: Electric field measured between electrodes, about 200 µm inside the
diamond. The gap at its minimum is about 80 µm. The electric field magnitude
has been color coded. This figure has been adapted from [62].
Figure 2.18: Electric field measured as a function of depth the diamond. The
simulated data is obtained from finite element analysis done in COMSOL[78].
This figure has been adapted from [65].
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Chapter 3
Spin Dynamics
3.1 Introduction
The NV center in diamond has long been considered to be an interesting can-
didate for quantum information processing (QIP)[80], coherent spintronics, and
quantum communication[81]. The long lived spin coherence times, easy state
initialization and addressability, photostability and well resolved room temper-
ature transitions make it an attractive candidate for the exploration of quantum
phenomenon.
Significant work has been done on the topic of driven and free evolution
dynamics of single NV centers in diamond under different surrounding bath
configurations and decoupling schemes [82, 83, 84, 85, 86, 87]. However, the
progress made on ensembles of NV centers has been limited [88, 89, 90].
Spin dynamics and the resulting decoherence curves can reveal the NV cen-
ter’s bath environment. The decoherence lifetimes calculated from these meth-
ods also set the fundamental limits on the achievable AC and DC sensitivities
for electric and magnetic field sensing[16].
Metrological applications like magnetometry, electrometry and temperature
sensing benefit greatly from using ensembles of spins because the sensitivity,
η scales as η ∝ √N where N is the number of spins. However, in especially
dense samples, this gain in sensitivity generally comes with an increase in spin-
spin coupling which in turn can lead to a loss in coherence lifetimes. With
typical nitrogen(≈ 1 ppm) and 13C concentrations(≈ 1.1%), the dipolar coupling
between NV centers becomes significant above a level of few ppb. Most of our
diamonds are near this limit(see table 1.2).
Simulations of NV systems have shown differences in the spin dynamics of
single spins versus spin ensembles[91]. We compare our experimental results
with this work and other simulations[39, 92, 93] which describe NV spin evolu-
tion under different regimes.
To investigate spin dynamics, we use resonant, timed microwave pulses and
drive transitions within the ground state manifold of the NV center. This chap-
ter will discuss the different microwave pulse sequences we used to study the
evolution and decoherence of prepared spin states.
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Figure 3.1: Energy level scheme for the two ground states used in the NV center.
Coherent microwave radiation is applied to prepare the state in a particular
superposition of the two states.
3.1.1 Two-level excitation
For most of this discussion, we ignore the hyperfine coupling with the nitrogen
nucleus and also the excited state sublevels. Within the ground state triplet
sublevels, |ms = 0〉 and |ms = ±1〉, we arbitrarily choose the |ms = 0〉, |ms = 1〉
sublevels. Their coupling with the driving microwave field and a decohering
magnetic noise will be sufficient to explain the phenomena described here.
However, the splitting of the resonance condition between the hyperfine sub-
levels does cause a beating effect in the free induction decay(FID) curve(see Sec-
tion 3.4). The third magnetic sublevel in the ground state triplet, |ms = −1〉 is
typically Zeeman shifted by tens of MHz and does not participate in the spin
dynamics of the other two sublevels. The level diagram is illustrated in Fig.
3.1.
3.1.2 The Bloch Sphere
It can be difficult to understand the evolution of even a simple two-level quantum
system. We can use a helpful visualization tool called the Bloch sphere which
maps the state vector onto points on a sphere. The pseudo-spin vector drawn
in the Bloch sphere points to a set of co-ordinates that represent a quantum
state. In our two-level case, we can write any state in the following form
|ψ〉 = c0 |0〉+ c1 |1〉 (3.1)
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Figure 3.2: An arbitrary state on the Bloch sphere with the polar, φ and az-
imuthal angle, θ. Purely coherent states lie in the x-y plane. Statistical dis-
tributions with no coherence are restricted to the z-axis and have no x or y
components.
The states correspond to the magnetic sublevels of the ground state, |ms = 0〉
and |ms = +1〉 separated by the zero-field splitting of 2.9 GHz, plus a small
Zeeman contribution (< 10 MHz). This arbitrary state can be mapped on to
the Bloch sphere by converting the wave function amplitude coefficients, c0 and
c1 to angles θ and φ using the following relations
c0 = sin(θ/2) (3.2)
c1 = e
iφcos(θ/2) (3.3)
The Bloch sphere helps us visualize operations on the two-state system for
both, pure and mixed states. All pure states lie on the surface of the sphere,
while states representing statistical mixtures are interior to the sphere. The
state representing a completely unpolarized distribution is represented by the
point at the center of the sphere.
3.1.3 Density Matrix
The density matrix formalism presented in this chapter has been borrowed from
textbooks[94, 95] and the results are compared with some recent numerical
simulations on NV spin dynamics [96, 97, 98].
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The density matrix lets us describe pure coherent states, statistical mixtures
and also statistical mixtures of coherent states in an ensemble. We use the
density matrix to describe the phenomena discussed in this chapter. The above
generic state, |ψ〉 can be expressed in the form of a density matrix as
ρ =
[
〈|c0|2〉 〈c0c∗1〉
〈c∗0c1〉 〈|c1|2〉
]
(3.4)
The diagonal components of the density matrix represent the populations
of the two energy levels, c0 and c1. The brackets 〈...〉 indicate that the values
are averaged over an ensemble. The off-diagonal components represent the
coherence between the two states, as the coherence decays because of relaxation,
we end up with a classical, product state. The off-diagonal matrix elements of
the density matrix vanish for such a state.
3.1.4 Decoherence
Quantum coherences are transient; there are a number of processes that de-
stroy coherence. These processes can be broadly divided by their respective
characteristic times, T1 and T2.
T1 decay, also called spin-lattice decay is easier to understand - it is simply
the spontaneous transfer of populations from the excited state to the lower state
and is thus the excited state lifetime. After an amount of time t > T1 has passed,
the density matrix will start to describe a population distribution dictated by
the Boltzmann factor associated with the energy level. This type of damping
is also called longitudinal relaxation because it causes the z component of the
pseudo-spin in the Bloch sphere to relax towards the state representing thermal
equilibrium.
For NV centers at temperatures above 1 K, thermal equilibrium populates
the ground state energy levels equally (unless a considerably high magnetic field,
B > 1 T is applied). In our case, this state is represented by the center of the
Bloch sphere. Typical T1 time at room temperature for NV center is a couple
of milliseconds and it scales strongly with temperature [21, 99, 100].
T2 decay is the relaxation of the transverse component of the Bloch vector;
hence it is also called transverse relaxation. T2 decay is a population-conserving
decoherence effect which only operates on the coherences (off-diagonal compo-
nents of the density matrix).
This type of decoherence works via two mechanisms and hence has two dis-
tinct characteristic time scales - T ∗2 and T2. The former is a classical process
wherein the spin bath creates a random magnetic field at the central NV spin.
This leads to the phenomena of inhomogeneous broadening[101] and a fast decay
time of around 1 µs in our CVD samples. Fortunately, these thermal fluctua-
tions are reversible and can be removed by decoupling sequences like Hahn-Echo.
T ∗2 sets the limits on DC magnetic and electric field sensitivity.
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Figure 3.3: Approximate coupling strengths between different impurities. The
NV centers(red) are drawn along the same [111] direction. 13C nuclei(black) are
oriented randomly and form the spin-bath for the NV center. Given the low
intra-bath coupling between the NV centers, the ensemble can be modelled as
an aggregate of non-interacting NV-13C bath spin systems.
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The second noise source of transverse relaxation is quantum in nature. It
arises because of the evolution of the nuclear spins into superpositions of them-
selves. These superpositions do not commute with the bath Hamiltonian and
hence are not reversible with decoupling sequences. This time constant, T2 is
revealed using decoupling sequences and is typically a few hundred microsec-
onds for NV centers at room temperature. T2 sets the limit on AC magnetic
and electric field sensitivity.
In type Ib diamonds(E6-HPHT-1 and E6-HPHT-2), the high nitrogen con-
tent is the largest source of NV decoherence. These are called P1 centers and
are paramagnetic impurities that have a concentration greater than 100 ppm.
These form an electronic spin-bath that induces decoherence in the NV center
at a characteristic time scale, T ∗2 ≈ 0.2µs.
The data presented in this chapter have been recorded with type IIa CVD
diamonds that carry a much lower nitrogen content ([N ] < 1 ppm). Conse-
quently, the main source of transverse spin relaxation is from the 13C nuclei
which are dispersed in the carbon lattice at a natural concentration of about
1.1 %. To get a rough picture of the interaction strengths between the cen-
tral NV spin and the surrounding spin-bath we can use our knowledge of the
concentration of impurities and the dipole-dipole coupling Hamiltonian
Hdip =
µ0γxγy~2
4pir3
(~Sx.~Sy − 3(~Sx.~r)(~Sy.~r)), (3.5)
where γx and γy are the gyromagnetic ratios for the two impurities, x and y, ~r
is the vector between them and Sx and Sy are their respective spin operators.
Using the pre-factor in the above equation we can get an approximate scale
of the interactions. Fig. 3.3 shows the expected interaction strengths between
the different impurities in type IIa CVD diamonds calculated using this method.
If the spin-bath were just comprised of nitrogen impurities, we could expect a
T2 time as long as a few milliseconds in high purity, type IIa diamonds. However,
the decoherence in these samples is dominated by the 13C isotropic impurities
which limits our decoherence time to a few microseconds.
On average, a 13C nucleus will be found 0.5 nm from an NV center and
thus will have an interaction strength of about 200 kHz. Despite the small
gryomagnetic ratio associated with the 13C nucleus, γ13C = 6.7x10
7 T−1s−1, it
is the strongest source of decoherence because of its abundance and restricts
our characteristic time constant, T ∗2 ≈ 5 µs
Next, the interaction between γ13C nuclei is expected to be about 1 kHz.
The spin dynamics between pairs of these nuclei causes imperfect revival of spin-
echoes which are revealed through dynamic decoupling sequences. This inter-
action limits our T2 decoherence time to a few hundred microseconds(discussed
in Section 3.5).
Finally, since we are observing ensembles of NV centers, we also have to
consider the dipolar interaction between them. The CVD diamonds have a
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sparse distribution of NV centers; at a few ppb, the average NV-NV distance
is 100 nm. Therefore, the coupling strength is limited to about 100 Hz. Over
the timescales observed in this chapter, this interaction can be neglected and
we can treat our ensemble as a collection of non-interacting NV centers, in their
own individual spin-baths.
This is a very simplified picture since it ignores the presence of other in-
frequent impurities like unpaired vacancies and boron. However, it gives us a
rough scale of the spin-bath dynamics we can expect and as we shall see, it is
consistent with the experimental results.
The randomly aligned 13C nuclei(at temperatures greater than 1 K) generate
a dipolar magnetic field at the NV center which can be modelled as an Over-
hauser field[102]. Since these dipoles are scattered irregularly throughout our
ensemble, each NV center is in a different configuration with the surrounding
13C nuclei and experiences a distinct dipolar field. The Overhauser field can be
modeled as a Gaussian and stationary (zero mean) process [92]
C(t) = 〈δBz(0)δBz(t)〉 = b2e−|t|/τC , (3.6)
C is the correlation function, τC is the correlation time and b is spectral width
of the noise. Both of these parameters depend on the specifics of the bath
spin. The correlation time is typically hundreds of microseconds for a 13C spin
bath[103]. With b >> 1/τC , A spin bath of this nature is hence called a ‘slow
bath’. A bath with shorter correlation times is called a ‘fast bath’ and, for NV
defects, is usually comprised of nitrogen atoms[104].
The parameter b depends on the coupling strength between the bath spins
and the central NV spin and can be calculated by evaluating the Gaussian decay
curve of the free induction decay[92] as will be shown in Section 3.4. We can
use the Hahn-echo technique to derive τC which is discussed in Section 3.5.
This magnetic noise is considered to be thermal noise, and the decoherence
induced by it is reversible with dynamic decoupling sequences, the simplest of
which is the Hahn-Echo sequence (discussed in Section 3.5). Thermal noise can
also be attenuated by polarizing the spin bath[105].
Unlike thermal noise, the quantum noise cannot be compensated via decou-
pling protocols. This noise arises because of the evolution of the 13C nuclei
under their internal Hamiltonian[87].
3.2 Experimental Details
3.2.1 Detection Scheme
The experimental setup for measuring spin dynamics is similar to that used for
ODMR except now the illuminating green laser is modulated at a frequency 2f
while the microwaves are turned on and off at a frequency, f (see Fig. 3.4).
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Figure 3.4: Detection scheme used for observing spin dynamics of NV centers.
The laser is modulated at twice the detection frequency. The lock-in amplifier
effectively measures the emitted fluorescence signal with microwaves and green
laser minus the fluorescence induced from the undriven spin system.
In the first cycle of the 2f signal, we polarize the NV center’s ground state
into the ms = 0 state and then apply microwave pulse sequences, allowing the
spin state to rotate in the dark in case of FID or Hahn-echo sequences.
In the second half of the 2f cycle, the microwaves are switched off. The
lock-in amplifier thus subtracts the fluorescence from the first part of the cycle
where the NV center is modulated with microwaves from the second part where
it is only polarized by the green laser. This differential technique allows us to
observe the spin evolution as a function of the applied microwaves without the
need for a special signal gating mechanism.
A commercial delay generator (Stanford Research Systems DG645)[106] is
used to generate pulses of different lengths which drive the microwave switch[73]
and also the Pockels cell[107] through a high voltage relay switch. Since the
Pockels cell controls the width of the green laser, we can also use this setup to
drive optical Rabi oscillations with a resonant red laser[108].
The green pulse serves a dual purpose - first, it polarizes the state into
the ms = 0 sublevel, and after the spin evolves as a result of the microwave
perturbation, it measures the ms = 0 content of the spin state through the
same mechanism discussed in the previous chapter.
3.2.2 The Antenna
Early measurements of the ground state spin dynamics were carried out using
an antenna composed of a wire carrying the microwave current. For room
temperature experiments, the loop of wire was placed adjacent to the diamond.
When used with the cryostat, the wire was wrapped around the microscope
objective. This approach worked for ODMR since the magnitude of the Rabi
frequency was not important; the contrast was always sufficient to observe the
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Figure 3.5: a) Antenna design used to observe spin dynamics. A 50 Ohm
impedance matched line is used to feed the microwaves. The diamond is placed
in the center region which is about 1 mm in diameter. b) Antenna with shorter
feed line so it could be placed in the cryostat buffer window. c) and d) Half
and full-wavelength loop antennae. e) Patch antenna with half-wavelength sides
(10.4 cm)
ground state resonances.
However, for observing spin dynamics, the Rabi frequency was found to be
too low even with a +30 dB microwave amplifier. Specifically, the maximum
Rabi rate achieved with this method was 0.5 MHz. This was not acceptable for
experiments like free induction decay (FID) where our decoherence time, T ∗2 was
a few microseconds which is comparable to the period of one Rabi cycle. This
meant that a significant number of NV centers in our ensemble had decohered
before a single pi/2 rotation could be completed.
In order to increase the Rabi frequency, we borrowed an antenna design
[109] which has a resonance frequency at 2.87 GHz(see Fig. 3.5a). The antenna
bandwidth of 400 MHz allowed us to study Zeeman shifted sublevels upto a
large magnetic field of 14 mT. In the small, 1 mm area in the middle of the
antenna, the Rabi frequency measured was close to 20 MHz. This antenna,
along with some other antennae that we experimented with are shown in Fig.
3.5.
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Figure 3.6: Pulse scheme used for Rabi oscillations. The green laser first pre-
pares the state into the ms = 0 state. Resonant microwaves are then applied
for a variable time τ . The final green pulse projects the ms = 0 component on
the vertical axis.
3.3 Rabi Oscillations
3.3.1 Theory
What can we expect when we apply a resonant driving field to energy levels split
as shown in Fig. 3.1? We might intuit that the electrons in the ground state will
be driven to the excited state until the ground state is vacant. But instead we
observe a cyclical phenomenon - the energy from the photons is first absorbed
and the electrons are driven to the excited state, but subsequently, the driving
field stimulates the excited level to release the energy and the electrons return
to the ground state. This is called stimulated emission and is the operating
principle behind lasers.
As we extend the duration of the driving field, the pseudo-spin vector keeps
rotating in the Bloch sphere, alternatively pointing along +zˆ and −zˆ directions
at a frequency proportional to the strength of the driving field. This motion
describes a cyclical transfer of populations between the ms = 0 and ms =
+1 sublevels and is called Rabi flopping or Rabi oscillation. Rabi oscillations
are coherently driven rotations between two states. In our case, these are the
magnetically coupled, ground state sublevels, ms = 0 and ms = 1, as shown in
Fig. 3.1.
Using the semi-classical approach presented in [94], we can approximate the
total Hamiltonian of the system as
H = H0 +Hint, (3.7)
H0 is the internal Hamiltonian of the spin-system and Hint represents the in-
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teraction between the atom and an oscillating field with magnitude B1, this is
our microwave field. In the spin basis, these two parts of the Hamiltonian can
be written as
H0 = −ω0Sz, (3.8)
Hint = −2ωxcos(ωLt)Sx, (3.9)
where 2piω0 is the splitting of the two energy levels, about 2.9 GHz for the two
levels we address in the NV center’s ground state. Sz and Sx are the Pauli spin
matrices, ωx = ~ΩR = geµBB1 is the Rabi frequency, ωL is the frequency of the
microwaves and B1 is the magnitude of the oscillating magnetic field.
To get rid of the time dependence in our equations, we transform the lab
frame into a rotating frame using the following operator
U(t) = eiωLtSz . (3.10)
This generates rotations about the zˆ axis, matching the oscillation of the mi-
crowave field, ωL.
We use the equation, HR = U
−1HlabU+iU˙−1U to calculate the Hamiltonian
in the rotating frame and use the rotating wave approximation to remove the
remaining time dependent terms. The rotating wave approximation has been
shown to break down in NV centers in the presence of a strong-driving field
which exceeds the spin precession frequency(ωx > ω0) [110], but with ω0 ≈ 2.8
GHz and ω1 ≈ 2 MHz, we are far from that regime in our experiments.
Now, the Hamiltonian becomes more tractable
HR = ∆ω0Sz − ωxSx, (3.11)
where ∆ω0 = ω0−ωL is the detuning of the microwave frequency from resonance.
Ignoring relaxation processes (both T1 and T2) and also assuming the driv-
ing field to perfectly match the energy level splitting, ∆ω = 0, we solve the
Liousville-Von Neumann equation which describes the evolution of the density
matrix, ρ under the rotating frame Hamiltonian, HR
ρ˙ = −i[HR, ρ] = −i[−ωx, sx(t)Sx + sy(t)Sy + sz(t)Sz] (3.12)
The time-dependent coefficients, sx, sy and sz, describe the motion of the
pseudo-spin in the Bloch sphere.
It is now trivial to solve the above differential equation
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Figure 3.7: a) Simulated evolution of the spin-vector in the Bloch sphere with
time constants, T1 = 1 ms and T2 = 1 µs. b) Rabi curve obtained from an
ensemble of NV centers. The spin oscillates coherently between the ms = 0
and ms = 1 states. The Rabi frequency is 0.62 MHz. The bright and dark
states are distinguishable because of the preferential non-radiative intersystem
crossing from the |ms = 1〉 excited state.
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sx(t) = 0,
sy(t) = sz(0)sin(ωxt),
sz(t) = sz(0)cos(ωxt).
(3.13)
Since in our case, we are initializing the spins into ms = 0 state, the initial co-
efficients are sz(0) = 1 and sx(0) = 0, sy(0) = 0. That is, the spin vector points
up, along the zˆ-axis. These equations describe a simple oscillatory behavior of
the spin - around the xˆ-axis, in the y − z plane.
So far we have ignored the interaction of the NV center with the environment.
Including the phenomenological decoherence rates, Γ1 = 1/T1 and Γ2 = 1/T2,
we get
s˙x = 0,
s˙y = ωxsz − Γ2sy,
s˙z = −ωxsy + Γ1(1− sz),
(3.14)
For typical characteristic times, T1 = 1 ms and T2 = 1 µs and a Rabi frequency
of 0.5 MHz, the evolution of this spin vector is plotted in Fig. 3.7a along with
experimental data with similar characteristics.
3.3.2 Results
We now analyze the Rabi oscillations recorded with ensembles of NV centers
(Fig. 3.7b). The state is first prepared in the |ms = 0〉 ground state sub-level
with an off-resonant, green laser pulse. The typical duration of this pulse is 50
µs. This aligns the spin vector in the Bloch sphere along the zˆ direction. If
we did not apply any microwaves between subsequent green laser pulses, the
fluorescence observed with the second green pulse would be maximal since the
electrons remain in the |ms = 0〉 sub-level. Thus, this is the ‘bright’ state in our
ground state triplet.
Once the laser is turned off, we turn on the microwaves. Given the compari-
tively long time constant of longitudinal decay (T1 ≈ ms)[111], the timing of the
delay between the laser turning off and the microwave pulse is not vital(as long
as it is less than a millisecond). The microwaves then start to apply a torque on
the spin which makes the spin rotate about the xˆ-axis. The axis around which
the spin rotates is determined by the phase of the driving microwave field. At
that point, the phase corresponds to an arbitrary rotation around the zˆ-axis.
The relative phase in multiple pulse sequences becomes important and will be
discussed in the next section. The state evolves coherently on the Bloch sphere
and its final location is determined by the duration of the applied microwaves.
To understand the modulation of the emitted fluorescence as a function of the
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Figure 3.8: Rabi frequency plotted against the input microwave power. We can
see that the Rabi frequency scales as the square root of the microwave power or
linearly with the magnetic field component of the microwaves.
microwave pulse duration we first imagine a microwave pulse of infinitesimally
small width. This pulse does not alter the ms = 0 spin state by a significant
amount and we get a large amount of emitted fluorescence since this is our
‘bright’ state. As the pulse length is increased, the pseudo-spin vector starts
to tip away from the zˆ axis and after a pulse of duration pi/2 = pi/2ωx, the
spin lies in the xˆ − yˆ plane and is in a coherent superposition of ms = 1 and
ms = 0. After a pulse that is twice as long, the population has been transferred
completely to the ms = 1 level. When this state is illuminated with the second
green laser pulse, the fluorescence is attenuated because the excited state now
decays preferentially via the ISC. Therefore, this state is called the ‘dark state’
and the corresponding microwave pulse is called a pi-pulse.
The second green laser pulse acts as a read-out, it measures the ms = 0 spin
content of the state after it has evolved under microwaves. It also initializes the
spin state onto the ms = 0 axis of the Bloch sphere, ready for the next sequence
of microwaves.
We can think of the driving field as a coherent rotation operation which tips
the spin vector but preserves its length. We also have other processes, however,
that cause decoherence of the spin-state on the time scale of a few microseconds.
This causes the exponential decay of the Rabi curve. The decay time constant
for the experimental data in Fig. 3.7b is, τ = 4.1± 0.1 µs.
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Figure 3.9: a) The diamond is mounted on the right edge of a circular antenna.
b) Rabi frequency of the ensembles within the diamond as it is scanned under
the confocal microscope. There is a sharp dip in the Rabi frequency at the edge
of the printed trace.
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3.3.3 Microwave intensity map
We know that the oscillating magnetic field, B1, has the following relationship
with the microwave source power, Pmw and the Rabi frequency ωx
B1 =
ωx
geµB
∝
√
Pmw, (3.15)
where ge is the gyromagnetic ratio of the electron and µB is the Bohr magneton.
Experimentally, we can see this behavior in Fig. 3.8.
Thus we can use the Rabi frequency to build up a map of the microwave
field distribution. To detect microwaves at a specific frequency, we can tune the
Zeeman sublevels using a static axial magnetic field, Bz. Fig. 3.9 shows the
microwave field distribution of a printed loop as measured by one NV axis in the
CVD diamond ensemble. The microwave B-field component that is measured is
projected in the plane perpendicular to the NV axis. We can observe a sharp
drop in the Rabi frequency, and hence the microwave power at the edge of the
trace suggesting that the microwaves must be near parallel to the NV axis.
Since there are four NV axes within the ensemble, we can iteratively measure
the different microwave field components as they map on to the NV axes, thus
building up a complete vector image of the microwave field.
3.4 Free Induction Decay
3.4.1 Theory
Rabi oscillations exhibit the driven dynamics of the ground state. Using infor-
mation from the Rabi decay curve, we can now observe free, or undriven spin
dynamics.
Fig. 3.10 shows the pulse sequence used to observe free induction de-
cay(FID). As in the Rabi procedure, we first prepare the spin in the ms = 0
ground state. From the Rabi curve, we know how to create arbitrary super-
positions of the two states, ms = 0 and ms = 1. Specifically, if we apply a
pi/2 pulse, the spin is rotated onto the xˆ− yˆ plane in the Bloch sphere and we
create a 50:50 superposition state: |ψ〉 = (|0〉 + |1〉)/√2. After the pi/2 pulse,
the system is left to evolve freely under its internal Hamiltonian for a period, τ .
After being tilted into the coherent superposition, the spin state is vulnerable
to the noise from the surrounding spin bath. In the idealistic, magnetic noise-
free environment, the spin would remain stationary on the Bloch sphere (in the
rotating frame). However, because there is thermal noise from the surrounding
spin-bath, the spin starts the dephase on account of a randomly fluctuating
magnetic field, δBz (parallel to the NV axis). The transverse noise components,
δBx and δBy are ignored because of the large zero-field splitting of the NV
center which deters any hyperfine interaction induced spin-flips.
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Figure 3.10: Pulse sequence used for free induction decay (FID) measurements.
The spin is first prepared in the ms = 0 state. It is then irradiated with a
resonant microwave pulse of duration pi/2. The created superposition is allowed
to evolve under its internal Hamiltonian. The coherence is lost primarily through
the thermal noise of the surrounding bath spins. The spin is then coherently
projected on the ms = 1 state with a second pi/2 pulse. The phase accumulated
in the FID is converted into a population difference between the ms = 0 and
ms ± 1 levels with the green laser.
The Gaussian width of the Overhauser field is given by[87]
b =
√
〈δB2z 〉 − 〈δBz〉2 =
1
2
(
∑
j
A2j )
1/2 (3.16)
Each NV center in our ensemble experiences a magnetic noise field that
is dictated by its bath environment. Thus, there could be NV centers which
are relatively free of 13C in their vicinity and thus experience a long coherence
time. An NV center with a large number of impurities nearby could have a
significantly shorter coherence time. An NV center close to a 13C −13 C dimer
will also exhibit unique dynamics[112]. Experiments on single NV centers within
the same diamond have revealed T ∗2 decay times ranging from 0.8 to 7.5 µs[87],
suggesting a wide variation in Overhauser fields, δBz at each NV center.
As discussed earlier, b is the spectral width of the magnetic noise and Aj is
the hyperfine coupling with the jth nuclear spin in the spin bath. This interaction
results in a gaussian decay of the NV center with a decay constant, T ∗2
〈sz〉 ∝ −e−b2τ2/2 = −e−t2/T∗2 , (3.17)
thus the dephasing time, T ∗2 =
√
2/b. The free induction decay envelope hence
allows us to calculate the spectral width of the spin bath. The internal dynamics
of the spin bath occur on a much longer scale (> 100 µs) and do not manifest
in FID.
On the Bloch sphere, this decoherence can be seen as the fanning out of
the individual spin vectors, reducing the length of the net spin vector. After
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a period, τ , a second pi-pulse is applied which flips the spin onto the -zˆ axis,
representing the |ms = 1〉 state.
The phase of the oscillating driving field determines the vector in the xˆ− yˆ
plane in the Bloch sphere around which the spin-vector is rotated. Since FID
requires the two rotation operations to occur around the same axis, the two pi/2
pulses must be phase coherent. With our apparatus, we are simply gating the
microwaves applied to the antenna using a TTL signal. This method ensures
that the two pulses always remain phase coherent [113]. The same applies for
the three pulses used for the Hahn echo sequence in the following section.
Finally, a green laser pulse assess the population difference between the
|ms = 0〉 and |ms = 1〉 sublevels.
3.4.2 Results
The measured free induction decay curves are shown in Fig. 3.11. The shapes of
these curves depend on which hyperfine transition we are driving with resonant
pi/2 pulses. If we drive the middle resonance with mI = 0 we observe a beating
at about 2 MHz. This is because we are detuned from the mI = ±1 resonances
by this amount. See Section 2.1 for more details on the hyperfine structure of
the NV center ground state.
If we park the microwave frequency at either of the side resonances with
mI = ±1, we see that the FID curve is comprised of two beat frequencies.
These correspond to the distinct detunings from the other two peaks (2 MHz
and 4 MHz).
We can now use the expression, T ∗2 =
√
2/b to calculate the spectral width
of our bath. Since our time constant is 1.2 ± 0.02 µs, we get b = 1.18 ± 0.02
MHz. This is the spectral width of the distribution of dipolar magnetic fields
that the NV centers experience in our ensembles.
In fast baths, the decoherence time is generally longer because the spins
experience from a large sample of Markovian(memory-less) Overhauser fields,
δBz. The time integral of this rapid process then quickly approaches zero. This
phenomenon is called motional narrowing[113]. Conversely, for slow baths, the
memory time (τC) is longer and thus the magnetic noise at the central spin does
not average out to zero. This quasi-static environment leads to a shorter decay
constant, T ∗2 . However, the slow bath has its own advantage - it allows us to
perform spin-echo sequences which can dramatically extend the coherence time.
Spin echoes are less effective for faster spin baths.
Using the time constant, T ∗2 , we can now estimate the minimum detectable
magnetic field, δB using a typical CVD diamond[114]
δB =
~
gsµB
1
R
√
η
1√
NtT ∗2
, (3.18)
where gs ≈ 2 is the Lande g-factor, µB is the Bohr magneton, R = 0.3 is the op-
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Figure 3.11: Free induction decay curves observed in the ground state. The
top curve represents the free induction decay between the magnetic sublevels
|ms = 0,mI = 0〉 and |ms = −1,mI = 0〉. The adjacent resonances are also be-
ing driven and since they are detuned by a frequency of about 2.1 MHz, a
beating at the same frequency is observed. The bottom curve shows FID when
the microwave frequency is parked at the other resonance (mI = −1). Here two
frequencies can be observed, 4.09 MHz and 1.95 MHz. These frequencies match
the hyperfine splittings shown in Fig. 2.2.
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tical contrast between the ms = 1 and ms = 0 states, η is the photon collection
efficiency and t is the measurement time. We use the supplemental information
in [115] to estimate our collection efficiency to be 2%. The poor collection ef-
ficiency can be remedied with a microscope objective with a higher numerical
aperture (NA) and also using diamond geometries that limit the numbers of
photons lost to total internal reflection[116].
Using these parameters the sensitivity in our 80 µm3 ensemble containing
≈ 10, 000 NV centers is δB = 1 nT/√Hz. Experiments outside the cryostat
can be performed with an oil-immersion objective with a high NA, this would
increase our sensitivity to δB = 400 pT/
√
Hz.
These sensitivities apply to the ODMR detection scheme already discussed in
Chapter 2. The sensitivity for electromagnetically induced transparency (EIT)
is discussed in Chapter 4.
3.5 Hahn Echo
3.5.1 Theory
The phenomenon of spin echo was first discovered by Erwin Hahn in 1950 at the
University of Illinois[117]. Since then it has been a staple in the NMR physicist’s
toolbox. It has also been adapted to laser spectroscopy and ESR (electron spin
resonance) experiments.
The Hahn echo sequence is illustrated in Fig. 3.12. The microwave pulse
sequence used here is: pi/2→ τ → pi → τ → pi/2. Just as in FID, the first pulse
sequence tips the pseudo-spin vector into the xˆ − yˆ plane creating a coherent
state which then evolves for a time, τ . Here the coherence decays quickly over
the span a few microseconds but then a pi pulse rotates all the spins that have
fanned out (because of magnetic field inhomogeneities) by 180 degrees. This
reverses the directions in which the slow and fast spins were moving. We again
wait for a time, τ , over which the spins start to come together and form an
‘echo’. At the precise moment of the echo, the second pi/2 pulse rotates the
state back on to the ms = 0 axis.
Large spin echoes are possible for the slowly evolving 13C bath. Let us
examine this by taking an extreme case - the noise is not only quasi-static but
constant over the period of the echo sequence. The correlation time τC of the
bath noise is effectively infinite. Here all the spins experience a distinct non-
zero magnetic field noise, δBz that varies spatially over individual spins but not
temporally. Now when we tip the spin and create a coherence with a pi/2 pulse,
the net spin vector will decohere on account of the different Larmor precession
rates. But now if we apply the pi pulse after time τ , the 180 degree reversal will
rearrange the spins such that they now experience a noise field of -δBz(t). The
spins will thus recohere perfectly after a time, τ .
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Figure 3.13: Hahn-echo decay curve. The recurrence rate for the echoes matches
the Larmor frequency of the 13C spin bath. After t > T2, the echoes cannot be
revived because of nuclear pair spin dynamics in the spin bath.
3.5.2 Results
The result from a Hahn echo sequence performed on a CVD diamond is shown
in Fig. 3.13. The 13C spin bath is not static as in the scenario discussed above
but it is slow enough to extend T2 over T
∗
2 by two orders of magnitude. The
Hahn echo curve has a decay time of, T2 = 154±3 µs. This means that the
variance in δBz(t) between the first τ period and the second must be small over
this time scale. In fast baths containing ppm densities of nitrogen, the increase
in T2 is not as pronounced[118]. This is because of a short correlation time, τC
of the magnetic noise; the magnetic field noise at the NV center has changed
significantly enough to render the pi pulse ineffective.
After a time t >> T2, the dipole-dipole coupling between the
13C nuclei,
spin flip interactions and other nuclear spin-pair dynamics become significant.
Since these processes are not reversible by the pi-pulse, the coherence begins to
be lost.
Our classical bath noise model predicts a spin echo for every delay interval,
τ . As shown in Fig. 3.13, we instead observe spin echo revivals and collapses at
regular intervals. The recurrence rate of these echoes closely matches the Larmor
precession frequency of 13C, γC = 1.071 kHz/G. This discrepancy arises because
our bath noise model does not account for the back-action of the central NV
spin on the 13C nuclei.
The 13C nuclei are precessing at their Larmor frequencies which are dictated
by the spin state of the of central NV spin. Once the pi/2 pulse creates the
coherent state |ms = 1〉+ |ms = 0〉, the motion of the 13C spin on its own Bloch
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Figure 3.14: Multiple Hahn-echo curves plotted vs magnetic field. The darker
blue colorings indicates a spin revival. As the magnetic field increases, the
spacing between the echo revivals is reduced. This interval is equal to the
Larmor period of the 13C nuclei. The red line represents the T 2 time, it was
obtained by fitting individual Hahn echo curves to Eq. (3.21). It can be seen
that the T2 time increases with an increasing magnetic field, as suggested by
numerical simulations[39]
.
sphere is conditional on the spin state of the NV center. When the NV center is
in the ms = 1 state, total magnetic field at the
13C nucleus is sum of the external
magnetic field and the magnetic field produced via hyperfine interaction with
the NV center. The effective magnetic field at the 13C nucleus is the external
magnetic field alone when the NV spin is in the ms = 0 state. Thus, there
is a universal revival of spin echoes when the pulse sequence matches the time
required for the nuclear spins to complete a multiple of a Larmor cycle[39, 119].
The data in Fig. 3.13 has been fit to the following form:
〈sz〉 = A+Be−(t/T )n
n∑
j
e(t−jTr)/T
2
w , (3.19)
where N revival peaks occur at regularly spaced intervals of Tr. The width of
each peak is Tw and the decay profile is given by e
−t/T2 .
For these experiments, the magnetic field was carefully aligned parallel to
the NV axis using the ODMR spectrum from all four axes. A perpendicular
magnetic field component causes faster decoherence of the spin echoes because
the Larmor precession rate of the individual 13C nuclei is modulated by its
relative position with the NV center. The decay exponent n varies between
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0.5 and 3, changing with the angle that the magnetic field makes with the NV
axis[88].
We can use the following expression to estimate the correlation time for our
spin bath noise[92]:
τC =
T 32 b
2
12
(3.20)
where b is the spectral width of the noise, determined from the FID decay rate
and T2 is our Hahn echo decay time. This gives us, τC = 400± 30ms. We can
compare this to the 100 Hz homogeneous linewidth of 13C nuclei in type IIa
diamonds[120], suggesting an average correlation time of 10 ms. In contrast,
the correlation time for a nitrogen-rich spin bath with a comparable spectral
width(b = 1 MHz) is τ = 10± 5 µs[121].
Fig. 3.15 shows multiple Hahn echo curves for a range of magnetic fields.
We see that the decoherence time T2 increases with the magnetic field. This
result matches the simulations presented in [39]. At weak magnetic fields, the
conservation of Zeeman energies between spins is not a strong requirement. As
the magnetic field is increased, the Zeeman energy becomes larger than the spin-
flip dipolar interaction energy and this mechanism for decoherence is suppressed.
The revival period TR of the coherence peaks matches the Larmor precession
frequency of the 13C atoms. This shows that the NV center can be used a
probe for its spin environment. In high nitrogen content samples, however, the
dipolar field from NV centers is comparable to the intrabath dipolar field from
the paramagnetic nitrogen. Thus, the NV center cannot significantly modulate
the behavior of a nitrogen-rich bath.
The width of the peaks, Tw represents the decay time for the individual
coherences. This has the magnetic field dependence
Tw ∝ B−k, (3.21)
From analytical solutions, the proportionality constant, k, is 0.5. But numerical
solutions with a natural frequency of 13C in the spin bath indicate k = 0.63[39].
This difference is because of single 13C nuclear spins lying close to the NV spin
which create a large dipolar field, thus not satisfying the short time condition,
T  B−1[122]. The experimental results presented in Fig. 3.15 correspond to
k = 0.61± 0.04.
We can apply alternating electric or magnetic fields over Hahn echo or
other decoupling sequences to achieve higher sensitivities. Using Eq. (3.20)
to determine our sensitivity to AC magnetic fields with T2 = 154 µs, we get
δB = 50 pT/
√
Hz.
Another interesting figure-of-merit(FOM) is the product of T2 and the qubit
density, n:
FOM = nT2, (3.22)
This serves as a measure of qubit ensembles’ utility for quantum applications for
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Figure 3.15: The behavior of the different time constants in the Hahn Echo
sequence. TR is the spin echo revival period and is inversely proportional to the
Larmor precession rate of the 13C nuclei. T2 is the decoherence time of the spin
echoes and Tw is the half-width of all coherence peaks within a single Hahn echo
curve.
our CVD diamond, E6-CVD-3 with n ≈ 10 ppb, under Hahn-echo decoupling,
FOM = 2.5x1014 ms cm−3. This is comparable to other works with more
complicated decoupling schemes with isotopically pure, 12C-diamonds[121].
We can further extend the coherence times of our diamond by using more pi
pulses; this technique is called the CPMG decoupling sequence[123]. Operating
at cryogenic temperatures has also been shown to decrease decoherence rates[21,
124].
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Chapter 4
Electromagnetically
Induced Transparency
The experiments discussed hitherto are useful for electric and magnetic field
sensing and have given us a clear idea of the ground state’s response under such
fields. However, given the stringent requirement of magnetic cleanliness in the
interaction region of the nEDM, it is not feasible to use an apparatus which
has its own magnetic signature. This rules out wires and antennae that deliver
microwaves required for ODMR sensing.
Thus, we use an all optical approach called electromagnetically induced
transparency (EIT), which allows us to measure the ground state energy shifts
by coherently driving optical transitions from the ground state sublevels to the
spin-mixed excited state.
4.1 Theory
In order to study the light-atom interactions we can observe the changes in the
medium itself or in the transmitted light after it has interacted with the medium
through some reciprocal action. But upon excitation through an optically thick
medium, most of the light is lost when it is tuned on resonance. A way to remedy
this loss of signal is to induce a transparency window using electromagnetically
induced transparency (EIT).
The three possible configurations that permit EIT[125] are shown in Fig. 4.1.
In each of these, there must be two transitions between pairs of levels that are
dipole allowed, and the third transition must be dipole forbidden. These may be
either magnetic[126] or optical dipole transitions[127]. One of the transitions is
driven weakly by a probe field while the other transition is driven by a stronger,
coupling field.
EIT is a quantum phenomena which allows a normally opaque medium to
become completely transparent through the destructive interference of excita-
tion pathways within a three-level system. The first experiment to demonstrate
EIT was performed with strontium atoms in 1991[128]. Here the absorption
of a resonant probe laser was reduced by factor of e19 when a coupling laser
field was applied to an adjacent transition. The Sr energy levels are arranged
in a Λ-configuration(see Fig. 4.1a). EIT was subsequently demonstrated in
lead vapor[129] where the three energy levels are arranged in a ladder configu-
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Figure 4.1: Three possible level schemes for EIT - a) Λ-system b) ladder system
c) V-system. The allowed dipole transitions are drawn with red arrows. We
realize the Λ system in the NV center to demonstrate EIT.
ration(see Fig. 4.1b).
There are a host of associated non-linear optical phenomena that have emerged
since the discovery of EIT. One such effect is called ‘slow light’. The Kramers-
Kronig relations establish the dependence between the absorption coefficient of
a medium and its refractive index. Since we observe sharp changes in absorp-
tion due to EIT, we must also be inducing a change in the medium’s refractive
index. This in turn slows the group velocity of light, vg << c [130]. Slow
light was first discovered in simple, resonant systems[131] but these results were
limited because of strong absorption on resonance. The phenomenon of EIT
solved this problem on account of the induced transparency on resonance. EIT
in a Bose-Einstein condensate was shown to slow light down to 60 mph[132].
Novel applications of slow light like optical storage, optical delay lines and light
buffers have garnered interest in recent years.
Lasing without inversion (LWI) is another technique made possible with
EIT. The necessary condition of population inversion for lasing is removed under
LWI via the cancellation of absorption. This allows lasing to occur despite the
electrons being in the ground states[133].
4.1.1 Mathematical Model for EIT
The following density matrix formalism has been developed from other work
[125, 133, 134]; we subsequently simulated this MATLAB for qualitative com-
parison with experiments performed on CVD diamonds.
We will use the toy model illustrated in Fig. 4.1a, since the level structure
used for EIT in the NV center is also the Λ system. The two lower levels are
coupled to the excited state, |3〉 while |1〉 and |2〉 are isolated from each other.
The Hamiltonian of this system can be written as
H = H0 +H1 (4.1)
68
where H0 is the internal, unperturbed Hamiltonian of the three non-degenerate
sub-levels |1〉, |2〉 and |3〉
H0 =

~ω1 0 0
0 ~ω2 0
0 0 ~ω3
 , (4.2)
and perturbation from a laser field is written as the interaction Hamiltonian
H1 = −d. ~E = − ~E

0 0 d13
0 0 d23
d13 d23 0
 . (4.3)
Here ~E is the electric field and d is the dipole moment tensor (with d12 = d21 = 0
because of the dipole forbidden transition). To move to the appropriate rotating
frame, we use the following operator
U(t) = eiH0t/~ = −E

eiω1t 0 0
0 eiω2t 0
0 0 eiω3t
 . (4.4)
Making the transformation, Hrint = UH1U
†
Hrint =
~
2

0 0 −Ω1
0 2(∆1 −∆2) −Ω2
Ω1 Ω2 2∆2
 , (4.5)
where Ω1 and Ω2 are the Rabi frequencies for the two driving fields and ∆1
and ∆2 are the detunings from resonance. With two-photon detuning, where
∆1 = ∆2 = 0, we get
Hrint =
~
2

0 0 −Ω1
0 0 −Ω2
Ω1 Ω2 0
 . (4.6)
We observe that this Hamiltonian has a 0-value eigenstate D (which means it
is decoupled from the Hamiltonian)
D = 1√
Ω21 + Ω
2
2
(Ω2|1〉 − Ω1|2〉). (4.7)
This state also has no content from the excited state. This ensures there is no
possibility of excitation from it to |3〉 and hence this is called the ‘dark’ state.
In the absorption spectrum, this leads to transparency window, the width of
69
Figure 4.2: Ground and excited state energy levels as a function of strain. The
Ex excited states make possible the non-cycling transitions required for a Λ-
system while the Ey states displays only spin-conserving transitions on account
of the unmixed (Sx,y) ↔ Sz spin character.
which is limited by the decoherence rate of this dark state.
4.1.2 EIT in Diamond
We can realize multiple Λ systems in diamond owing to the rich hyperfine struc-
ture. The excited state orbital doublet consists of two triplets, Ex and Ey. We
can drive optical transitions to both of these levels. We can realize both spin-
preserving and spin-flipping optical transitions in the excited state. This is
shown in experiments with single NV centers that reveal the structure of their
excited states [135].
At the average strain of our CVD diamonds (20 kV/cm), the excited state
orbitals are split by 24 GHz. The ground state sublevels Sx and Sy are split by
about 500 kHz. The higher energy orbital, Ey is responsible for spin preserving
transitions while the lower orbital Ex has a mixed spin state character and
thus allows spin-flipping transitions. The energy levels are illustrated in Fig.
4.2. The Ex orbital is maximally mixed at low but non-zero strains. It is
possible to tune through these transitions by applying an external electric field
or modulating the strain[51].
Driving resonant optical transitions using a 637 nm laser (with sidebands)
allows us to establish Λ-type systems between the ground state hyperfine mani-
fold and the excited state, Ex. The hyperfine coupling with the spin-1 nitrogen
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nucleus leads to six possible Λ schemes for each of the four different species
of NV centers. Hence, the EIT spectrum looks much like the ground state
structure revealed in ODMR, except now, instead of using microwaves, we are
probing the ground state all-optically using resonant optical transitions.
EIT in NV centers was first demonstrated in a high density sample ([NV] =
30 ppm)[127]. A large magnetic field of 0.1 T was used to bring the ground state
sublevels, ms = 0 and ms = −1 near their avoided crossing. A Λ-system was
created between these two sublevels and the excited state. An EIT feature was
observed as an increase in transparency of 17%. However, since that experiment
was performed with an optically thick, inhomogeneously broadened crystal, the
ground state splitting could not be resolved.
Experiments at HP Labs[15] demonstrated that EIT in NV centers could be
used to resolve the ground state structure. With some modifications, we recreate
their experiment and demonstrate how EIT can be used for electrometry.
4.2 Experimental Setup
A necessary condition for EIT is to have a long optical depth [136]. For this
purpose, it is important to choose a diamond with a sufficient concentration of
NV centers with minimal inhomogeneous broadening. We used a high-purity
CVD diamond, E6-CVD-1, with [NV−]≈ 8 ppb and strain (determined from
ODMR spectroscopy), σ ≈ 20 kV/cm. The direction of the strain is in the [100]
direction (see Fig. 2.9).
To achieve a high optical depth, a corner of the 4x4x0.4 mm diamond was
cleaved[137] as shown in Fig. 4.3. The cleaved edge was AR coated to minimize
reflection losses. This configuration works as a waveguide which allows mulitple
passes through the diamond through total internal reflection. After traversing
the diamond about 17 times, the beam exits through the same cleaved edge.
An optical depth of 4.5 (99% absorption) was reached at a temperature of
77 K. The full-width-half-max of the zero phonon line (ZPL) was measured
to be about 130 GHz; out of this, 50 GHz[138] can be attributed to thermal
broadening.
The experimental setup for the EIT experiment is illustrated in Fig. 4.4. A
tunable diode laser from New Focus[139] is coupled into a fiberized electro-optic
modulator (EOM) [140]. The EOM generates side-bands on the input laser
if it is supplied with a sinusoidal voltage. The sideband strength varies with
the amplitude of the voltage signal. The SynthNV microwave source is used to
deliver a 2.87 GHz signal at 18 dBm[71]. This generates sidebands at an intensity
ratio of about 0.7:1, this is measured using a scanning Fabry-Perot[141] with a
10- GHz free spectral range. The microwave source is connected to a switch[73]
which modulates the microwaves at a few kHz to facilitate lock-in detection.
Continuous excitation with the red laser tends to bleach the NV centers by
photoionizing them into neutral, NV0 centers[20, 142]. To offset this effect, a
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Figure 4.3: a) The diamond is cleaved on one corner to create a waveguide which
allows multiple passes of the green and red lasers through total internal reflec-
tion. A red filter is used to track the optical path traced inside the diamond. b)
Zero phonon line observed at 77 K. An optical depth of 4.5 (99% absorption) is
achieved in this configuration.
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Figure 4.4: Experimental setup for EIT experiments with diamond. The green
and red laser beams are combined with a dichroic mirror and alternatively
chopped at 500 Hz. The diamond is held in a liquid helium cryostat which
has a quartz window for optical access.
co-linear 30-mW green laser was also used in this experiment. The green laser
was also useful for alignment purposes, since it allowed us to trace the optical
path with the red fluorescence.
The green and red laser beams were alternated at about 500 Hz with an
optical chopper in the red lasers’ path and a phase-shifted TTL signal routed
to the driver of the green laser. The power of the incoming green and red laser
beams was 20 mW and 0.5 mW, respectively. After traversing the diamond,
about 5 µW of red power returned to the photodetector.
If the experiment was being performed with optical fibers, a fiberized beam
combiner was used to combine the red and green laser beams[143]. The input
glass fiber had a 2-mm GRIN lens which delivered a collimated beam, 200 µm
in diameter. A multimode fiber was used to collect the light after it left the
diamond. The fibers were delivered to the diamond through optical feedthroughs
on the cryostat.
In free space, a dichroic[144] mirror was used instead and the fiber optic
feedthroughs on the cryostat were replaced with an AR coated, 4.5-mm thick
quartz glass window.
The diamond was mounted in a cryostat[145] and cooled down to 77 K for
measuring the optical depth and subsequently to 8 K for EIT measurements.
For the fiberized version, the diamond was mounted on a quartz mount. Quartz
was chosen because its coefficient of thermal expansion (0.6 K−1) matched that
of diamond (K−1). Silver epoxy was used to glue the diamond to the mount.
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Figure 4.5: EIT features observed in diamond. The top figure shows a broad
anti-hole which is a result of optical pumping. The width of this feature is about
80 MHz. The bottom graph shows the narrow EIT resonances at the bottom of
the anti-hole. These are increases in transmission and have a narrow spectral
width of νEIT = 350 kHz.
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Figure 4.6: Difference in EIT contrast when the green laser is turned off and
when it is turned on. The green laser is thought to undo the bleaching effect
from the red laser[15]
The mount was laser milled with a CO2 laser cutting system. Grooves for the
GRIN lens as well the outgoing multi-mode fiber were machined into the quartz
mount.
To apply magnetic fields, permanent magnets were used in conjunction with
magnet wire wrapped around the cryostat in a Helmholtz configuration, driven
by a stable current source. The coils generated a magnetic field in the [100]
crystallographic direction, this is ideal for maximizing contrast in the EIT spec-
trum since the EIT resonances from the four crystal axes are degenerate for this
magnetic field.
Upon exiting the diamond, the outgoing beam was typically a less than a
millimeter from the incoming beam. This separation grew to about 2 millimeters
as the beam reached the cryostat window. This deviation was likely because
of the imperfect geometry of the crystal (e.g. the adjacent diamond walls not
being exactly at 90 degrees to each other). The beams were separated with a
D-shaped pickoff mirror and directed to a photodiode[146]. The signal from the
photodiode is routed to a lock-in amplifier which was connected to a computer
via a USB DAQ[147].
4.3 Results
The frequency of the coupling field was parked to the red side of the zero-
phonon-line (637 nm). This ensured coupling to the spin-flipping excited state
orbital, Ex. The side bands (probe fields) were scanned around the zero field
splitting (ZFS) of the ground state, Dgs = 2.877 GHz.
As the probe field frequency approaches the ZFS, there is a decrease in
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transparency. The coupling field is pumping the electrons out from the ms = 0
state to the ms = ±1 state. As the probe field matches the frequency of the
ms = ±1↔ Ex transition, the pumping effect is undone and there is an increase
in absorption. The width of this anti-hole is about 80 MHz.
When the sideband frequency exactly matches the two photon resonance
condition, a sharp window of transparency (EIT) is created. The width of this
feature is about 0.5 MHz. Six hyperfine resonances can be seen nestled in the
middle of the anti-hole. These represent all four NV axes since the projection
of the magnetic field is equal.
Over time the red laser photoionizes the NV centers and a green laser is
needed to ‘reset’ the population of the negatively charged NV centers. For this
purpose, the red and green laser pulses are alternated at 500 Hz. The difference
in EIT contrast between when the green laser is used and when it is turned off
can be seen in Fig. 4.6. The contrast is seen to increase by almost 100% when
the green laser is used.
The EIT transparency achieved can be calculated using the method de-
scribed in [15]. The EIT contrast for the inner peaks shown in Fig. 4.5 can be
calculated as:
R =
A1
A1/2 + C
= 7% (4.8)
where the magnitudes for A1 and C are drawn in Fig. 4.5. Similarly, the
contrast for the outer peaks is, R = 3.5%. This is comparable to the contrast
seen in the experiment performed at HP labs, where R = 6%.
4.3.1 Magnetometry
We can use the Zeeman splitting of the ground state EIT features in Fig. 4.5
to calculate the magnitude of the magnetic field (just like we would in ODMR)
B = ∆ν/γ = 1.10 MHz/(28 GHz/T ) = 39 ± 1 µT (4.9)
where γ is the NV center’s gyromagnetic ratio and ∆ν is the separation of the
inner two peaks. The uncertainty is calculated using the confidence intervals
obtained from the fitting procedure.
The EIT spectra for three different magnetic fields is shown in Fig. 4.7.
The bottom spectrum in this figure was recorded with just the earth’s magnetic
field, B ≈ 50 µT . This unaligned magnetic field causes the EIT features from
the different NV axes to be indistinguishable. Once a magnetic field created by
the Helmholtz coils is applied to the (100) crystal directions, the EIT features
overlap and distinct peaks can be observed.
To measure shot-noise limited sensitivity for magnetic fields in the (100)
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Figure 4.7: EIT spectra for three different magnetic fields. The bottom spec-
trum was recorded for earth’s magnetic field, B ≈ 50 µT . The other two were
taken with magnetic fields aligned in the (100) diamond direction.
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Figure 4.8: Illustration of the diamond mounted in the cryostat. An ITO coated
glass slides is used to apply an electric field across the diamond. The electric
field is degenerate across all four NV axes.
direction, we can use[15]
δBmin ≈ 1
gµBcos(θ)
∆νEIT
R
√
Ep
Ptm
(4.10)
where θ = 57◦ is the angle of the magnetic field with respect to all four NV
axes, νEIT is the EIT linewidth, R is the contrast of the EIT features, Ep is
the red photon energy, P is the power at the photodetector, and tm is the
measurement time. Using this equation, we calculate our sensitivity to be,
δBmin ≈ 50 pT/
√
Hz.
4.3.2 Electrometry
For electric field measurements, the diamond was sandwiched between the gold-
coated mount and an ITO-coated coverslip suspended about 200 µm from the
top of the diamond. The transparent coverslip aided the alignment of the multi-
pass configuration. The coverslip was connected to a high voltage power supply
through electric feedthroughs on the cryostat. As with ODMR experiments, the
high vacuum environment allowed us to apply large electric fields without elec-
trical breakdown. The electric field was degenerate for the NV centers oriented
along the four crystal directions, pointing in the [100] direction. A drawing of
the mount with the diamond and electrode is shown in Fig. 4.8. Simulations
of this configuration also showed that the electric field inside the diamond was
mostly homogeneous. Results of the COMSOL simulation are shown in Fig.
4.9.
The electric field induced Stark shifts are shown in Fig. 4.10a. At positive
voltages, we are applying an electric field anti-parallel to the strain direction
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Figure 4.9: COMSOL simulation of the diamond with the electrodes configura-
tion described in the text. The bottom of the diamond is grounded and there
is an ITO coated coverslip about 200 µm from the top of the diamond. The
coverslip is held at V = 3000 V in this simulation. The electric field within the
diamond is largely homogeneous.
which allows us to ‘cancel’ the strain induced Stark shift. At a negative voltage
of 3000 V, the total electric field measured is Π = 36 ± 5 kV/cm. Subtracting
the strain field( ≈ 20 kV/cm), we get E = 16 ± 5 kV/cm. The EIT spectra
recorded at V = 2750 V and V = -3000 V is shown in Fig. 4.10b. The magnetic
field for this data was close zero(B ≈ 5µT ), we have therefore, extracted the
electric field information from the splitting of the states |ms = 1,mI = 0〉 and
|ms = −1,mI = 0〉.
As the electric field was changed, there was a corresponding change in con-
trast of the EIT features. We believe this is because of the tuning of the excited
state orbitals with electric fields (see Fig. 4.2). Since the wavelength of the
central pump beam is constant over this experiment and the excited state or-
bital, Ex is being modulated with the electric field, we could apply a sufficiently
large electric field and tune away from the EIT system. To compensate, the
wavelength of the red laser would need to be readjusted.
The COMSOL simulation (Fig. 4.9) predicts an electric field of E = 21
kV/cm. Since we are only sensitive to the orthogonal component of this field(d⊥gs 
d
‖
gs), we must multiply this by cos(33◦) which gives us an effective electric field
of 17.6 kV/cm. This is within our experimental uncertainties.
Since diamond is a dielectric, the NV centers inside the diamond are ‘shielded’
from the external electric field by a factor proportional to the dielectric constant,
κ = 5.68± 0.15[148]. The geometry of the diamond and its orientation also in-
fluences the dielectric screening as can be seen from COMSOL[78] simulations
in Fig. 4.11. The largest electric field in the diamond is achieved by operating
with the electric field across the long dimension of the diamond.
In order to estimate our electric field sensitivity we can again use Eq. (4.10)
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Figure 4.10: a) Electric field induced Stark shifts in the EIT spectrum. The
Stark shift of the inner resonances is plotted vs the applied voltage at the ITO
electrode. b) EIT data recorded at V = - 3000 V and V = 2750 V.
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Figure 4.11: COMSOL simulation of two diamonds oriented parallel and per-
pendicular to an electric field. The dielectric screening effect is enhanced when
the diamond is oriented perpendicular to the electric field.
by replacing gµB by d
⊥
gs[15]
δEmin ≈ 1
d⊥gscos(θ)
∆νEIT
R
√
Ep
Ptm
, (4.11)
with typical values for νEIT , P , R and θ = 33
◦, we get δEmin ≈ 1 V/cm.
Thus we have demonstrated all-optical sensing of electric and mangetic field
with NV centers in diamond using EIT. Further improvements in this method
could be made by using isotopically pure diamonds, which would reduce the 13C
induced inhomogeneous broadening. Other diamond geometries could also be
employed to increase the optical depth and thus improve the EIT contrast.
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Chapter 5
Conclusion
In this thesis, I have discussed our work with the NV diamond project for
nEDM at the University of Illinois. This work has involved different techniques
for probing the ground state sublevels of the NV center and studying their
response to electric fields.
Microwave induced (ODMR) techniques have helped us characterize the re-
sponse of the NV ensembles to electromagnetic fields. This has allowed us to
realize different regimes where electric and magnetic field sensitivities are max-
imized. Diamonds containing ensembles of NV centers, with printed electrodes,
have also been used as electric and RF field imaging devices. The DC magnetic
sensitivity for this method was about 100 nT and the DC electric field sensitivity
is about 5 kV/cm.
All-optical (EIT) techniques have been demonstrated as effective ways to
measure Zeeman and Stark shifts within the ground state of the NV center. A
diamond sensor probed with this technique is magnetically inert and satisfies
the requirements of the nEDM experiment. The DC magnetic field sensitivity
achieved with this method is about 100 nT and the sensitivity to DC electric
fields is about 10 kV/cm.
Free and driven spin dynamics of NV centers have also been studied. These
techniques have helped us establish the spin bath environment of the NV en-
sembles and determine the DC and AC sensitivities to magnetic fields.
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Appendix : MATLAB Code
1 % The f o l l o w i n g code s imu la t e s the ground s t a t e s u b l e v e l s
o f a l l f our NV axes in a t e t r a h e d r a l diamond l a t t i c e
2 f unc t i on varargout = NVCenter ( vararg in )
3 g u i S i n g l e t o n = 1 ;
4 g u i S t a t e = s t r u c t ( ’ gui Name ’ , mfilename , . . .
5 ’ g u i S i n g l e t o n ’ , gu i S ing l e t on , . . .
6 ’ gui OpeningFcn ’ , @NVCenter OpeningFcn , . . .
7 ’ gui OutputFcn ’ , @NVCenter OutputFcn , . . .
8 ’ gui LayoutFcn ’ , [ ] , . . .
9 ’ gu i Ca l lback ’ , [ ] ) ;
10 i f narg in && i s c h a r ( vararg in {1})
11 g u i S t a t e . gu i Ca l lback = s t r 2 f u n c ( vararg in {1}) ;
12 end
13
14 i f nargout
15 [ varargout {1 : nargou5t } ] = gui main fcn ( gu i S ta te ,
vara rg in { :} ) ;
16 e l s e
17 gui main fcn ( gu i S ta te , vara rg in { :} ) ;
18 end
19 f unc t i on NVCenter OpeningFcn ( hObject , eventdata , handles ,
va ra rg in )
20 g l o b a l Bx Bz By mub g D x p iz dpar dperp pix piy aperp
apar P gpar gperp planck ;
21
22 syms Bx Bz By mub g h D x p iz dpar dperp pix piy aperp
apar P gpar gperp planck r e a l ;
23 rotate3d on ;
24 handles . NVAxis = ze ro s (3 , 4 ) ;
25
26 handles . NVAxis ( : , 1 ) = [ 0 , 0 , 1 ] ;
27 handles . NVAxis ( : , 2 ) = [0 .94280904178 ,0 , −0 .33333333276 ] ;
28 handles . NVAxis ( : , 3 ) =
95
[−0.47140452133 ,0 .81649658085 ,−0.33333333276] ;
29 handles . NVAxis ( : , 4 ) =
[−0.47140452133 ,−0.81649658085 ,−0.33333333276] ;
30 theta = −29.963∗ pi /180 ;
31 rotat ionMat1 = [ cos ( theta ) ,− s i n ( theta ) , 0 ; s i n ( theta ) , cos (
theta ) , 0 ; 0 , 0 , 1 ] ;
32 rotat ionMat1 = eye (3 ) ;
33
34 handles . NVAxis ( : , 1 ) = ( rotat ionMat1 ∗ handles . NVAxis ( : , 1 )
) ’ ;
35 handles . NVAxis ( : , 2 ) = ( rotat ionMat1 ∗ handles . NVAxis ( : , 2 )
) ’ ;
36 handles . NVAxis ( : , 3 ) = ( rotat ionMat1 ∗ handles . NVAxis ( : , 3 )
) ’ ;
37 handles . NVAxis ( : , 4 ) = ( rotat ionMat1 ∗ handles . NVAxis ( : , 4 )
) ’ ;
38
39 theta = (90−54.735610310247) ∗ pi /180 ;
40
41 rotat ionMat = [ cos ( theta ) , 0 , s i n ( theta ) ; 0 , 1 , 0 ; −s i n (
theta ) ,0 , cos ( theta ) ] ;
42
43 ninetyDegRot = [ 0 , 0 , 1 ; 0 , 1 , 0 ; −1 , 0 , 0 ] ;
44 rotat ionMat =rotat ionMat ;
45
46 %comment the f o l l o w i n g to change to 100 geometry
47 rotat ionMat = eye (3 ) ;
48 handles . NVAxis ( : , 1 ) = ( rotat ionMat ∗ handles . NVAxis ( : , 1 ) )
’ ;
49 handles . NVAxis ( : , 2 ) = ( rotat ionMat ∗ handles . NVAxis ( : , 2 ) )
’ ;
50 handles . NVAxis ( : , 3 ) = ( rotat ionMat ∗ handles . NVAxis ( : , 3 ) )
’ ;
51 handles . NVAxis ( : , 4 ) = ( rotat ionMat ∗ handles . NVAxis ( : , 4 ) )
’ ;
52 rotat ionMat
53 handles . NVAxis ( : , 1 )
54 pr intLatex ( handles . NVAxesTag , l a t e x ( vpa ( handles . NVAxis , 2 )
) ) ;
55
56 handles . Sx=[0 ,1/ s q r t (2 ) , 0 ; 1/ s q r t (2 ) ,0 ,1/ s q r t (2 ) ; 0 , 1/ s q r t
(2 ) , 0 ] ;
57 handles . Sy =[0 ,1/( j ∗ s q r t (2 ) ) ,0 ;−(1/( j ∗ s q r t (2 ) ) ) , 0 , 1/ ( j ∗
96
s q r t (2 ) ) ;0 ,−(1/( j ∗ s q r t (2 ) ) ) , 0 ] ;
58 handles . Sz = [1 , 0 , 0 ; 0 , 0 , 0 ; 0 , 0 , −1 ] ;
59 handles . I z = handles . Sz ; handles . Ix = handles . Sx ; handles
. Iy = handles . Sy ;
60 I = eye (3 ) ;
61 handles . Sxgrave = kron ( handles . Sx , I ) ;
62 handles . Sygrave = kron ( handles . Sy , I ) ;
63 handles . Szgrave = kron ( handles . Sz , I ) ;
64 handles . SzSq = handles . Sz∗handles . Sz ;
65 handles . SxSq = handles . Sx∗handles . Sx ;
66 handles . SySq = handles . Sy∗handles . Sy ;
67 handles . SxSy = handles . Sx∗handles . Sy ;
68 handles . SySx = handles . Sy∗handles . Sx ;
69
70 handles . SxSyGrave = kron ( handles . SxSy , I ) ;
71 handles . SySxGrave = kron ( handles . SySx , I ) ;
72
73 handles . SxSqGrave = kron ( handles . SxSq , I ) ;
74 handles . SySqGrave = kron ( handles . SySq , I ) ;
75 handles . SzSqGrave = kron ( handles . SzSq , I ) ;
76 handles . IzSqAcute = kron ( I , handles . I z ∗handles . I z ) ;
77
78 Bvec = [ Bx , By , Bz ] ;
79
80 H0 = D∗handles . SzSqGrave + P∗handles . IzSqAcute+apar∗kron (
handles . Sz , handles . I z ) + aperp ∗( kron ( handles . Sx ,
handles . Ix ) + kron ( handles . Sy , handles . Iy ) ) ;
81 Hmag = mub ∗ g ∗( handles . Sxgrave∗Bvec (1 )+handles . Sygrave∗
Bvec (2 )+handles . Szgrave ∗Bvec (3 ) ) / planck ;
82 Helec = dpar ∗ p i z ∗ handles . SzSqGrave − dperp ∗( pix
∗ ( handles . SxSyGrave+handles . SySxGrave ) + piy ∗ (
handles . SxSqGrave−handles . SySqGrave ) ) ;
83 handles .H = s i m p l i f y (H0 +Hmag+Helec , ’ s t ep s ’ , 5 ) ;
84 handles . Htemp = subs ( handles .H, h , 1 ) ;
85
86 %have to p r in t the Hamiltonian in 3 b i t s because Latex
i n t e r p r e t e r can not
87 %handle l a r g e matrix dimensions
88
89 l a t e x ( Helec ( 1 : 9 , 1 : 9 ) )
90
91 l a t e x t =l a t e x ( Helec ( 1 : 9 , 1 : 9 ) ) ;
92 l a t e x t = s t r r e p ( l a t ex t , ’ \ l e f t (\ begin { array } ’ , ’ \begin {
97
array } ’ ) ;
93 l a t e x t = s t r r e p ( l a t ex t , ’ \ r i g h t ’ , ’ ’ ) ;
94 l a t e x t 2 =l a t e x ( handles . Htemp ( 1 : 9 , 4 : 5 ) ) ;
95 l a t e x t 2 = s t r r e p ( l a t ex t2 , ’ \ l e f t ( ’ , ’ ’ ) ;
96 l a t e x t 2 = s t r r e p ( l a t ex t2 , ’ \ r i g h t ’ , ’ ’ ) ;
97 l a t e x t 3 =l a t e x ( handles . Htemp ( 1 : 9 , 6 : 7 ) ) ;
98 l a t e x t 3 = s t r r e p ( l a t ex t3 , ’ \ l e f t ( ’ , ’ ’ ) ;
99 l a t e x t 3 = s t r r e p ( l a t ex t3 , ’ \ r i g h t ’ , ’ ’ ) ;
100 l a t e x t 4 =l a t e x ( handles . Htemp ( 1 : 9 , 8 : 9 ) ) ;
101 l a t e x t 4 = s t r r e p ( l a t ex t4 , ’ \ l e f t ( ’ , ’ ’ ) ;
102 l a t e x t 4 = s t r r e p ( l a t ex t4 , ’ \ r i g h t ’ , ’ ’ ) ;
103 s = s t r c a t ( ’ \mathcal{H} = ’ , l a t e x t ) ;
104 pr intLatex ( handles . hamiltonian1Axes , s ) ;
105 pr intLatex ( handles . hamiltonian2Axes , l a t e x t 2 ) ;
106 pr intLatex ( handles . hamiltonian3Axes , l a t e x t 3 ) ;
107 pr intLatex ( handles . hamiltonian4Axes , l a t e x t 4 ) ;
108
109 handles . output = hObject ;
110 guidata ( hObject , handles ) ;
111
112 ca l cu la t eHami l ton ian ( handles , hObject )
113
114
115 f unc t i on [ e i g e n v a l u e s e i g e n v e c t o r s ] =
c a l c u l a t e E i g e n v a l u e s ( Hamiltonian , B, PI )
116 g l o b a l Bx By Bz mub g h D rat dpar dperp pix piy p i z
aperp planck ;
117
118 e i g e n v a l u e s = [ 0 , 0 , 0 ] ;
119 e i g e n v e c t o r s = [ 0 , 0 , 0 ] ;
120
121 Hamiltonian=subs ( Hamiltonian , Bx ,B(1) ) ;
122 Hamiltonian=subs ( Hamiltonian , By ,B(2) ) ;
123 Hamiltonian=subs ( Hamiltonian , Bz ,B(3) ) ;
124 Hamiltonian=subs ( Hamiltonian , pix , PI (1 ) ) ;
125 Hamiltonian=subs ( Hamiltonian , piy , PI (2 ) ) ;
126 Hamiltonian=subs ( Hamiltonian , piz , PI (3 ) ) ;
127 [ e i g enva lue s , e i g e n v e c t o r s ] = e i g ( Hamiltonian ) ;
128
129
130 f unc t i on ca l cu la t eHami l ton ian ( handles , hObject )
131 s e t ( handles . statusText , ’ S t r ing ’ , ’ Ca l cu l a t ing . . . ’ )
132
98
133 d i g i t s (7 )
134 format long
135 g l o b a l Bx By Bz mub g h D dpar dperp pix piy p i z apar
aperp P gpar gperp planck ;
136 handles . hval = 6.62607004 ∗ 10ˆ−34;
137 handles .mub = 9.27400968∗10ˆ−24;
138 handles . p i = [ 0 , 0 , 0 ] ;
139 handles . Bx = (10ˆ−7)∗ str2num ( get ( handles . Bxedit , ’ S t r ing ’ )
) ;
140 handles . By = (10ˆ−7)∗ str2num ( get ( handles . Byedit , ’ S t r ing ’ )
) ;
141 handles . Bz = (10ˆ−7)∗ str2num ( get ( handles . Bzedit , ’ S t r ing ’ )
) ;
142 handles .P = (−4.945 ∗ 10ˆ6) ;
143 handles . apar = (−2.166 ∗ 10ˆ6) ;
144 handles . aperp = (−2.70 ∗ 10ˆ6) ;
145 handles . b a s i s = { ’ |m S = 1 ; m I = 1> ’ , ’ |m S = 1 ; m I = 0>
’ , ’ |m S = 1 ; m I = −1> ’ , ’ |m S = 0 ; m I = 1> ’ , ’ |m S =
0 ; m I = 0> ’ , ’ |m S = 0 ; m I = −1> ’ , ’ |m S = −1; m I =
1> ’ , ’ |m S = −1; m I = 0> ’ , ’ |m S = −1; m I = −1> ’ } ;
146
147 handles .E(1 ) = str2num ( get ( handles . Extext , ’ S t r ing ’ ) )
∗10ˆ5 ;% convert kV/cm to V/m
148 handles .E(2 ) = str2num ( get ( handles . Eytext , ’ S t r ing ’ ) )
∗10ˆ5 ;
149 handles .E(3 ) = str2num ( get ( handles . Eztext , ’ S t r ing ’ ) )
∗10ˆ5 ;
150 handles . S t ra in (1 ) = str2num ( get ( handles . s t ra inXtext , ’
S t r ing ’ ) ) ∗10ˆ5 ;
151 handles . S t ra in (2 ) = str2num ( get ( handles . s t ra inYtext , ’
S t r ing ’ ) ) ∗10ˆ5 ;
152 handles . S t ra in (3 ) = str2num ( get ( handles . s t r a inZtex t , ’
S t r ing ’ ) ) ∗10ˆ5 ;
153
154 txt = [ ’ Total E l e c t r i c F i e ld (kV/cm) = ’ num2str ( ( handles .
E(1 ) + handles . S t ra in (1 ) ) /10ˆ5) ’ x + ’ num2str ( (
handles .E(2 ) + handles . S t ra in (2 ) ) /10ˆ5) ’ y +’ num2str
( ( handles .E(3 ) + handles . S t ra in (3 ) ) /10ˆ5) ’ z kV/cm ’ ] ;
155 s e t ( handles . piText , ’ S t r ing ’ , txt ) ;
156
157
158 hval = 6.626070040∗10ˆ−34;
159
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160 handles .H=subs ( handles .H,D, str2num ( get ( handles . Dgstext , ’
S t r ing ’ ) ) ∗10ˆ6) ;
161 handles .H=subs ( handles .H, g ,−2.00231930436) ;
162 handles .H=subs ( handles .H,mub,9.27400968∗10ˆ−24) ;
163 handles .H=subs ( handles .H, planck , hval ) ;
164 handles .H=subs ( handles .H, dpar , 0 . 0 0 3 5 ) ;
165 handles .H=subs ( handles .H, dperp , 0 . 1 7 ) ;
166 handles .H=subs ( handles .H, apar , handles . apar ) ;
167 handles .H=subs ( handles .H, aperp , handles . aperp ) ;
168 handles .H=subs ( handles .H,P, handles .P ) ;
169
170 DrawNV( handles ) ;
171
172 handles .H = vpa ( handles .H) ;
173 handles . a l l E i g e n v a l u e s = ze ro s (9 , 4 ) ;
174 handles . a l l E i g e n v e c t o r s = ze ro s (9 , 9 , 4 ) ;
175
176 f o r i = 1 :4
177 % f o r i = 1 :1
178 [ e i g e n v a l u e s , e i g e n v e c t o r s ] = so lveHami l ton ian (
handles , i ) ;
179 handles . a l l E i g e n v a l u e s ( : , i ) = vpa ( e i g e n v a l u e s ) ;
180 handles . a l l E i g e n v e c t o r s ( : , : , i ) = vpa ( e i g e n v e c t o r s ) ;
181 end
182
183 handles . a l lE igenvec to r sAbs = abs ( handles . a l l E i g e n v e c t o r s )
;
184 pr intLatex ( handles . e igenvectors1Axes , l a t e x ( vpa ( handles .
a l lE igenvec to r sAbs ( : , : , 1 ) ) ) ) ;
185 pr intLatex ( handles . e igenvectors2Axes , l a t e x ( vpa ( handles .
a l lE igenvec to r sAbs ( : , : , 2 ) ) ) ) ;
186 pr intLatex ( handles . e igenvectors3Axes , l a t e x ( vpa ( handles .
a l lE igenvec to r sAbs ( : , : , 3 ) ) ) ) ;
187 pr intLatex ( handles . e igenvectors4Axes , l a t e x ( vpa ( handles .
a l lE igenvec to r sAbs ( : , : , 4 ) ) ) ) ;
188 PlotSpect ra ( handles ) ;
189 loadODMRFile ( handles , ’ f i leName . dat ’ , ’ b ’ )
190
191 %Both o f the f o l l o w i n g r o u t i n e s are f o r NV a x i s 1
192 i f handles . BPolarScanButton . Value
193 % phiRange = 0 ;
194 phiRange = [ 0 : 1 0 : 3 6 0 ] ;
195
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196 %r o t a t e around NV a x i s 1 by phi range
197
198 f o r i =1: l ength ( phiRange )
199 % handles . NVAxis ( : , 1 )
200
201 phi = degtorad ( phiRange ( i ) ) ;
202 B = [ handles . Bx , handles . By , handles . Bz ] ;
203 NV1Axis = handles . NVAxis ( : , 1 ) ;
204 %Rotate B about NV a x i s by po la r ang le phi
205 BRot = B + c r o s s (NV1Axis ,B) ∗ s i n ( phi )+ c r o s s (
NV1Axis , c r o s s (NV1Axis ,B) )∗(1− cos ( phi ) ) ;
206 handles . Bx = BRot (1 ) ;
207 handles . By = BRot (2 ) ;
208 handles . Bz = BRot (3 ) ;
209
210 PI (1 ) = ( str2num ( get ( handles . Extext , ’ S t r ing ’ ) ) +
str2num ( get ( handles . s t ra inXtext , ’ S t r ing ’ ) ) )
∗10ˆ5 ;% convert kV/cm to V/m
211 PI (2 ) = ( str2num ( get ( handles . Eytext , ’ S t r ing ’ ) ) +
str2num ( get ( handles . s t ra inYtext , ’ S t r ing ’ ) ) )
∗10ˆ5 ;% convert kV/cm to V/m
212 PI (3 ) = ( str2num ( get ( handles . Eztext , ’ S t r ing ’ ) ) +
str2num ( get ( handles . s t r a inZtex t , ’ S t r ing ’ ) ) )
∗10ˆ5 ;% convert kV/cm to V/m
213 %[ eigenvaluesEOn , eigenvectorsEOn ] =
so lveHami l ton ian ( handles , 1) ;
214 EzProj = dot ( PI , ( handles . NVAxis ( : , 1 ) ) ) ;
215 BzProj = dot (BRot , handles . NVAxis ( : , 1 ) ) ;
216 orthoVecs = ca l cu la t eOrtho ( handles , handles . NVAxis
( : , 1 ) ) ;
217 ortho1 = orthoVecs ( : , 1 ) ;
218 ortho2 = orthoVecs ( : , 2 ) ;
219 ExProj = dot ( PI , ortho1 ) ;
220 EyProj = dot ( PI , ortho2 ) ;
221 EProject ion = [ ExProj , EyProj , EzProj ] ;
222 BxProj = dot (BRot , ortho1 ) ;
223 ByProj = dot (BRot , ortho2 ) ;
224 BProject ion = [ BxProj , ByProj , BzProj ] ;
225
226 [ e igenvectorsEOn , eigenvaluesEOn ] =
c a l c u l a t e E i g e n v a l u e s ( handles .H, BProject ion ,
EProject ion ) ;
227 f o r k = 1 :9
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228 eigvalEOn ( k ) = ( eigenvaluesEOn (k , k ) ) ;
229 end
230 energyDif fOn = s o r t ( Ca l cu l a t eEne rgyDi f fL i s t (
handles , eigvalEOn , eigenvectorsEOn ) ) ;
231
232 EzProj = dot ( handles . Stra in , handles . NVAxis ( : , 1 ) ) ;
233 ExProj = dot ( handles . Stra in , ortho1 ) ;
234 EyProj = dot ( handles . Stra in , ortho2 ) ;
235 S t r a i n P r o j e c t i o n = [ ExProj , EyProj , EzProj ] ;
236
237 [ e i genvectorsEOf f , e i genva luesEOf f ] =
c a l c u l a t e E i g e n v a l u e s ( handles .H, BProject ion ,
S t r a i n P r o j e c t i o n ) ;
238
239
240
241 f o r k = 1 :9
242 e igva lEOf f ( k ) = ( e igenva luesEOf f (k , k ) ) ;
243 end
244
245 ene rgyDi f fO f f = s o r t ( Ca l cu l a t eEne rgyDi f fL i s t (
handles , e igva lEOff , e i g envec to r sEOf f ) ) ;
246
247
248 e i g e n v a l u e s S h i f t = energyDif fOn − ene rgyDi f fO f f ;
249 handles . e i g e n v a l u e s S h i f t L i s t ( i , : ) =
e i g e n v a l u e s S h i f t ;
250 % e i g e n v a l u e s S h i f t
251
252
253 axes ( handles . axes1 ) ;
254 hold on ;
255 BShow = 1.2∗ BProject ion /norm( BProject ion ) ;
256
257 p lo t3 ( [ 0 BShow(1) ] , [ 0 BShow(2) ] , [ 0 BShow(3) ] , ’
c o l o r ’ , [ rand ( ) , rand ( ) , rand ( ) ] , ’ LineWidth ’ , 2 )
258 p lo t3 ( [ 0 NV1Axis (1 ) ] , [ 0 NV1Axis (2 ) ] , [ 0 NV1Axis (3 )
] , ’ c o l o r ’ , ’ ye l low ’ , ’ LineWidth ’ , 2 )
259
260 end
261
262
263
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264 s i m u l a t e d S t a r k S h i f t s = ( handles . e i g e n v a l u e s S h i f t L i s t
( : , 3 ) ) ;
265
266 f i g u r e ;
267 p lo t ( phiRange , s i m u l a t e d S t a r k S h i f t s ) ;
268 f i g u r e ;
269
270
271 po la r ( degtorad ( phiRange ) , abs ( t ranspose (
s i m u l a t e d S t a r k S h i f t s ) ) , ’−−r ’ )
272
273 end
274
275 i f handles . BzScanEnable . Value
276 bzRange = [ −1000 : 50 : 1000 ] ; %Scan range f o r a x i a l
magnetic f i e l d
277 handles . e i g e n v a l u e s S h i f t L i s t = ze ro s ( l ength ( bzRange )
,6 ) ;
278 handles . e i g e n v a l u e s L i s t = ze ro s ( l ength ( bzRange )
,9 ) ;
279
280 f o r i = 1 : l ength ( bzRange )
281 % bzRange ( i )
282 PI (1 ) = ( str2num ( get ( handles . Extext , ’ S t r ing ’ ) ) +
str2num ( get ( handles . s t ra inXtext , ’ S t r ing ’ ) ) )
∗10ˆ5 ;% convert kV/cm to V/m
283 PI (2 ) = ( str2num ( get ( handles . Eytext , ’ S t r ing ’ ) ) +
str2num ( get ( handles . s t ra inYtext , ’ S t r ing ’ ) ) )
∗10ˆ5 ;% convert kV/cm to V/m
284 PI (3 ) = ( str2num ( get ( handles . Eztext , ’ S t r ing ’ ) ) +
str2num ( get ( handles . s t r a inZtex t , ’ S t r ing ’ ) ) )
∗10ˆ5 ;% convert kV/cm to V/m
285 BProject ion = [−0.0∗bzRange ( i ) ∗10ˆ−7 ,−0.0∗bzRange
( i ) ∗10ˆ−7 ,1∗bzRange ( i ) ∗10ˆ−7];
286 EzProj = dot ( ( PI ) , ( handles . NVAxis ( : , 1 ) ) ) ;
287 orthoVecs = ca l cu la t eOrtho ( handles , handles . NVAxis
( : , 1 ) ) ;
288
289 ortho1 = orthoVecs ( : , 1 ) ;
290 ortho2 = orthoVecs ( : , 2 ) ;
291 ExProj = dot ( PI , ortho1 ) ;
292 EyProj = dot ( PI , ortho2 ) ;
293 EProject ion = [ ExProj , EyProj , EzProj ] ;
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294 [ e igenvectorsEOn , eigenvaluesEOn ] =
c a l c u l a t e E i g e n v a l u e s ( handles .H, BProject ion ,
EProject ion ) ;
295 f o r k = 1 :9
296 eigvalEOn ( k ) = vpa ( eigenvaluesEOn (k , k ) ) ;
297 end
298
299 energyDif fOn = s o r t ( Ca l cu l a t eEne rgyDi f fL i s t (
handles , eigvalEOn , eigenvectorsEOn ) ) ;
300
301
302 St ra in (1 ) = ( str2num ( get ( handles . s t ra inXtext , ’
S t r ing ’ ) ) ) ∗10ˆ5 ;% convert kV/cm to V/m
303 St ra in (2 ) = ( str2num ( get ( handles . s t ra inYtext , ’
S t r ing ’ ) ) ) ∗10ˆ5 ;% convert kV/cm to V/m
304 St ra in (3 ) = ( str2num ( get ( handles . s t r a inZtex t , ’
S t r ing ’ ) ) ) ∗10ˆ5 ;% convert kV/cm to V/m
305 St ra inzPro j = dot ( Stra in , ( handles . NVAxis ( : , 1 ) ) ) ;
306 Stra inxPro j = dot ( Stra in , ortho1 ) ;
307 Stra inyPro j = dot ( Stra in , ortho2 ) ;
308 S t r a i n P r o j e c t i o n = [ Stra inxProj , Stra inyProj ,
S t ra inzPro j ] ;
309
310
311
312
313 [ e i genvectorsEOf f , e i genva luesEOf f ] =
c a l c u l a t e E i g e n v a l u e s ( handles .H, BProject ion ,
S t r a i n P r o j e c t i o n ) ;
314 f o r k = 1 :9
315 e igva lEOf f ( k ) = vpa ( e igenva luesEOf f (k , k ) ) ;
316 end
317 ene rgyDi f fO f f = s o r t ( Ca l cu l a t eEne rgyDi f fL i s t (
handles , e igva lEOff , e i g envec to r sEOf f ) ) ;
318 handles . e i g e n v a l u e s L i s t ( i , : ) = diag (
eigenvaluesEOn ) ;
319
320 end
321
322 f i g u r e
323 hold on ;
324 handles . e i g e n v a l u e s L i s t = handles . e i g e n v a l u e s L i s t /
10ˆ6 ;
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325 bzRange = bzRange / 10ˆ1 ;
326 handles . e i g e n v a l u e s L i s t
327 p lo t ( bzRange , handles . e i g e n v a l u e s L i s t ( : , 1 ) ) ;
328 p lo t ( bzRange , handles . e i g e n v a l u e s L i s t ( : , 2 ) ) ;
329
330 p lo t ( bzRange , handles . e i g e n v a l u e s L i s t ( : , 3 )
) ;
331
332 p lo t ( bzRange , handles . e i g e n v a l u e s L i s t ( : , 4 ) ) ;
333 p lo t ( bzRange , handles . e i g e n v a l u e s L i s t ( : , 5 ) ) ;
334 p lo t ( bzRange , handles . e i g e n v a l u e s L i s t ( : , 6 ) ) ;
335 handles . e i g e n v a l u e s L i s t
336 FormatFigure ( g c f ) ;
337
338 x l a b e l ( ’ Magnetic F i e ld (\mu Tesla ) ’ )
339
340 y l a b e l ( ’ Energy (MHz) ’ )
341 end
342
343 s e t ( handles . statusText , ’ S t r ing ’ , ’ I d l e ’ ) ;
344
345
346
347 f unc t i on [ e i g e n v a l u e s e i g e n v e c t o r s ] = so lveHami l ton ian (
handles , a x i s I d )
348 handles . p i (1 ) = handles .E(1 ) + handles . S t ra in (1 ) ;
349 handles . p i (2 ) = handles .E(2 ) + handles . S t ra in (2 ) ;
350 handles . p i (3 ) = handles .E(3 ) + handles . S t ra in (3 ) ;
351
352 handles .B = [ handles . Bx , handles . By , handles . Bz ] ;
353 BzProj = dot ( handles .B, handles . NVAxis ( : , a x i s I d ) ) ;
354 EzProj = dot ( handles . pi , handles . NVAxis ( : , a x i s I d ) ) ;
355 orthoVecs = ca l cu la t eOrtho ( handles , handles . NVAxis ( : ,
a x i s I d ) ) ;
356 ortho1 = orthoVecs ( : , 1 ) ;
357 ortho2 = orthoVecs ( : , 2 ) ;
358 BxProj = dot ( handles .B, ortho1 ) ;
359 ByProj = dot ( handles .B, ortho2 ) ;
360 ExProj = dot ( handles . pi , ortho1 ) ;
361 EyProj = dot ( handles . pi , ortho2 ) ;
362
363 % ortho1
364 % ortho2
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365
366 BProject ion = [ BxProj , ByProj , BzProj ] ;
367 PIPro j ec t i on = [ ExProj , EyProj , EzProj ] ;
368 [ eigVec , e igVal ] = c a l c u l a t e E i g e n v a l u e s ( handles .H,
BProject ion , PIPro j ec t i on ) ;
369
370 e igVal=vpa ( e igVal ) ;
371
372
373
374 f o r i = 1 :9
375 e i g e n v a l u e s ( i ) = e igVal ( i , i ) ;
376 end
377 e i g e n v a l u e s = vpa ( e i g e n v a l u e s ) ;
378
379
380 f o r i = 1 :9
381 f o r k = 1 :9
382 i f abs ( eigVec ( i , k ) ) < 0 .0001
383 eigVec ( i , k ) = 0 ;
384 end
385 end
386 end
387
388 eigVec = sym( vpa ( round ( double ( e igVec ) ,2 ) ) ) ; % change
number o f rounding d i g i t s i f Latex f a i l s
389 e i g e n v e c t o r s = eigVec ;
390
391
392
393 f unc t i on orthoVectors = ca l cu la t eOrtho ( handles , ax i s 1 )
394 randomVector = [ 0 , 0 . 1 , 0 . 5 ] ;
395 orthoVectors = ze ro s (3 , 2 ) ;
396
397 orthoVectors ( : , 1 ) = c r o s s ( randomVector , ax i s 1 ) ;
398 orthoVectors ( : , 2 ) = c r o s s ( orthoVectors ( : , 1 ) , ax i s 1 ) ;
399 orthoVectors ( : , 1 ) = 1∗ orthoVectors ( : , 1 ) /norm( orthoVectors
( : , 1 ) ) ;
400 orthoVectors ( : , 2 ) = 1∗ orthoVectors ( : , 2 ) /norm( orthoVectors
( : , 2 ) ) ;
401
402 f unc t i on e n e r g y D i f f L i s t = Ca l cu l a t eEne rgyDi f fL i s t ( handles
, eva l s , evecs )
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403 e n e r g y D i f f L i s t = [ ] ;
404 f o r i = 0 :2 % loop through ms = 0 energy l e v e l s ( lowest
3)
405 energyOfGroundState = e v a l s (9− i ) /(10ˆ6) ;
406 eigvecGS = ( evecs (: ,9− i ) ) ;
407 mI = [1 ,0 ,−1 ,1 ,0 ,−1 ,1 ,0 ,−1] ;
408 [M, I ] = max( eigvecGS ) ;
409 mIGroundState = mI( I ) ;
410
411 f o r i = 1 :6 % loop through ms = +/− 1 energy l e v e l s (
h i ghe s t 6 e n e r g i e s )
412 energyOfExc i tedState = e v a l s ( i ) /(10ˆ6) ;
413 eigvecES = ( evecs ( : , i ) ) ;
414 [M, I ] = max( eigvecES ) ;
415 mIExcitedState = mI( I ) ;
416 i f mIExcitedState == mIGroundState
417 ene rgyDi f f = energyOfExc i tedState −
energyOfGroundState ;
418 e n e r g y D i f f L i s t= [ ene rgyD i f fL i s t , ene rgyDi f f ] ;
419 end
420 end
421 end
422 f unc t i on PlotSpectra ( handles )
423
424
425 axes ( handles . spectraAxes ) ;
426 %c l a ;
427 hold on ;
428 y l a b e l ( ’ Amplitude ’ , ’ FontSize ’ , 7 ) ;
429 x l a b e l ( ’ Frequency (MHz) ’ , ’ FontSize ’ , 7 ) ;
430 box o f f ;
431 s e t ( gca , ’ FontSize ’ , 6 . 5 )
432 t o ta lLo r = [ ] ;
433 exc i t edS ta t eEva l s = ( handles . a l l E i g e n v a l u e s ( 1 : 6 , 1 : 4 ) ) ;
434 topLim = max( exc i t edS ta t eEva l s ( : ) ) ;
435 botLim = min ( exc i t edSta t eEva l s ( : ) ) ;
436 range = [ ( botLim /10ˆ6) −4 : . 01 : ( topLim /10ˆ6) +5] ;
437 range = [ 2 8 6 5 : . 0 1 : 2 8 7 8 ] ;
438
439 t o ta lLo r = ze ro s (1 , numel ( range ) ) ;
440 % f o r axisNum = 1:4
441 f o r axisNum = 1:4
442 e n e r g y D i f f L i s t = Ca l cu l a t eEne rgyDi f fL i s t ( handles ,
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handles . a l l E i g e n v a l u e s ( : , axisNum ) , handles .
a l l E i g e n v e c t o r s ( : , : , axisNum ) ) ;
443 handles .E(2 ) /10ˆ5
444 vpa ( e n e r g y D i f f L i s t )
445
446
447 l o r e n t z 1 = l o r e n t z i a n ( range , str2num ( get ( handles .
l inewidthText , ’ S t r ing ’ ) ) , e n e r g y D i f f L i s t (1 ) ,1 ) ;
448 l o r e n t z 2 = l o r e n t z i a n ( range , str2num ( get ( handles .
l inewidthText , ’ S t r ing ’ ) ) , e n e r g y D i f f L i s t (2 ) ,1 ) ;
449 l o r e n t z 3 = l o r e n t z i a n ( range , str2num ( get ( handles .
l inewidthText , ’ S t r ing ’ ) ) , e n e r g y D i f f L i s t (3 ) ,1 ) ;
450 l o r e n t z 4 = l o r e n t z i a n ( range , str2num ( get ( handles .
l inewidthText , ’ S t r ing ’ ) ) , e n e r g y D i f f L i s t (4 ) ,1 ) ;
451 l o r e n t z 5 = l o r e n t z i a n ( range , str2num ( get ( handles .
l inewidthText , ’ S t r ing ’ ) ) , e n e r g y D i f f L i s t (5 ) ,1 ) ;
452 l o r e n t z 6 = l o r e n t z i a n ( range , str2num ( get ( handles .
l inewidthText , ’ S t r ing ’ ) ) , e n e r g y D i f f L i s t (6 ) ,1 ) ;
453 e n e r g y D i f f L i s t = s o r t ( e n e r g y D i f f L i s t ) ;
454
455 i f axisNum ==1
456 s = s t r c a t ( ’ Resonances = ’ , l a t e x ( vpa (
e n e r g y D i f f L i s t (1 ) ) ) , ’ , \ ; ’ , l a t e x ( vpa (
e n e r g y D i f f L i s t (2 ) ) ) , ’ ,\ ; ’ , l a t e x ( vpa (
e n e r g y D i f f L i s t (3 ) ) ) , ’ , \ ; ’ , l a t e x ( vpa (
e n e r g y D i f f L i s t (4 ) ) ) , ’ , \ ; ’ , l a t e x ( vpa (
e n e r g y D i f f L i s t (5 ) ) ) , ’ , \ ; ’ , l a t e x ( vpa (
e n e r g y D i f f L i s t (6 ) ) ) , ’ , \ ; ’ , l a t e x ( vpa (
e n e r g y D i f f L i s t (4 )−e n e r g y D i f f L i s t (3 ) ) ) , ’ , \ ;
’ , l a t e x ( vpa ( e n e r g y D i f f L i s t (5 )−e n e r g y D i f f L i s t
(2 ) ) ) , ’ , \ ; ’ , l a t e x ( vpa ( e n e r g y D i f f L i s t (6 )−
e n e r g y D i f f L i s t (1 ) ) ) , ’ , \ ; MHz ’ ) ;
457 pr intLatex ( handles . e igenvaluesAxes1 , s ) ;
458 s = s t r c a t ( l a t e x ( vpa ( e n e r g y D i f f L i s t (4 )−
e n e r g y D i f f L i s t (3 ) ) ) , ’ , ’ , l a t e x ( vpa (
e n e r g y D i f f L i s t (5 )−e n e r g y D i f f L i s t (2 ) ) ) , ’ , ’
, l a t e x ( vpa ( e n e r g y D i f f L i s t (6 )−e n e r g y D i f f L i s t
(1 ) ) ) ) ;
459 s
460 e l s e i f axisNum==2
461 s = s t r c a t ( ’ Resonances = ’ , l a t e x ( vpa (
e n e r g y D i f f L i s t (1 ) ) ) , ’ , \ ; ’ , l a t e x ( vpa (
e n e r g y D i f f L i s t (2 ) ) ) , ’ ,\ ; ’ , l a t e x ( vpa (
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e n e r g y D i f f L i s t (3 ) ) ) , ’ , \ ; ’ , l a t e x ( vpa (
e n e r g y D i f f L i s t (4 ) ) ) , ’ , \ ; ’ , l a t e x ( vpa (
e n e r g y D i f f L i s t (5 ) ) ) , ’ , \ ; ’ , l a t e x ( vpa (
e n e r g y D i f f L i s t (4 )−e n e r g y D i f f L i s t (3 ) ) ) , ’ , \ ;
’ , l a t e x ( vpa ( e n e r g y D i f f L i s t (5 )−e n e r g y D i f f L i s t
(2 ) ) ) , ’ , \ ; ’ , l a t e x ( vpa ( e n e r g y D i f f L i s t (6 )−
e n e r g y D i f f L i s t (1 ) ) ) , ’ , \ ; MHz ’ ) ;
462
463 pr intLatex ( handles . e igenvaluesAxes2 , s ) ;
464 e l s e i f axisNum==3
465 s = s t r c a t ( ’ Resonances = ’ , l a t e x ( vpa (
e n e r g y D i f f L i s t (1 ) ) ) , ’ , \ ; ’ , l a t e x ( vpa (
e n e r g y D i f f L i s t (2 ) ) ) , ’ ,\ ; ’ , l a t e x ( vpa (
e n e r g y D i f f L i s t (3 ) ) ) , ’ , \ ; ’ , l a t e x ( vpa (
e n e r g y D i f f L i s t (4 ) ) ) , ’ , \ ; ’ , l a t e x ( vpa (
e n e r g y D i f f L i s t (5 ) ) ) , ’ , \ ; ’ , l a t e x ( vpa (
e n e r g y D i f f L i s t (4 )−e n e r g y D i f f L i s t (3 ) ) ) , ’ , \ ;
’ , l a t e x ( vpa ( e n e r g y D i f f L i s t (5 )−e n e r g y D i f f L i s t
(2 ) ) ) , ’ , \ ; ’ , l a t e x ( vpa ( e n e r g y D i f f L i s t (6 )−
e n e r g y D i f f L i s t (1 ) ) ) , ’ , \ ; MHz ’ ) ;
466
467 pr intLatex ( handles . e igenvaluesAxes3 , s ) ;
468 e l s e i f axisNum==4
469 s = s t r c a t ( ’ Resonances = ’ , l a t e x ( vpa (
e n e r g y D i f f L i s t (1 ) ) ) , ’ , \ ; ’ , l a t e x ( vpa (
e n e r g y D i f f L i s t (2 ) ) ) , ’ ,\ ; ’ , l a t e x ( vpa (
e n e r g y D i f f L i s t (3 ) ) ) , ’ , \ ; ’ , l a t e x ( vpa (
e n e r g y D i f f L i s t (4 ) ) ) , ’ , \ ; ’ , l a t e x ( vpa (
e n e r g y D i f f L i s t (5 ) ) ) , ’ , \ ; ’ , l a t e x ( vpa (
e n e r g y D i f f L i s t (4 )−e n e r g y D i f f L i s t (3 ) ) ) , ’ , \ ;
’ , l a t e x ( vpa ( e n e r g y D i f f L i s t (5 )−e n e r g y D i f f L i s t
(2 ) ) ) , ’ , \ ; ’ , l a t e x ( vpa ( e n e r g y D i f f L i s t (6 )−
e n e r g y D i f f L i s t (1 ) ) ) , ’ , \ ; MHz ’ ) ;
470
471 pr intLatex ( handles . e igenvaluesAxes4 , s ) ;
472 end
473
474
475 l o r = l o r e n t z 1 + l o r e n t z 2 + l o r e n t z 3 + l o r e n t z 4 +
l o r e n t z 5 + l o r e n t z 6 ;
476 totalRange = range ;
477
478 i f axisNum == 1 && handles . NVAxis1Enable . Value
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479 t o ta lLo r = to ta lLo r+ l o r ;
480 e l s e i f axisNum == 2 && handles . NVAxis2Enable . Value
481 t o ta lLo r = to ta lLo r+ l o r ;
482 e l s e i f axisNum == 3 && handles . NVAxis3Enable . Value
483 t o ta lLo r = to ta lLo r+ l o r ;
484 e l s e i f axisNum == 4 && handles . NVAxis4Enable . Value
485 t o ta lLo r = to ta lLo r+ l o r ;
486
487 end
488
489 axes ( handles . spectraAxes )
490
491
492
493 p lo t ( range , axisNum−1+( l o r ∗4) ) ;
494 l b l = s t r c a t ( ’NV Axis ’ , num2str ( axisNum ) ) ;
495 t= text ( range (1 ) , axisNum−1+0.2 , l b l ) ;
496 t . FontSize = 6 ;
497
498 end
499
500 axes ( handles . to ta lSpect raAxes )
501 hold on ;
502 y l a b e l ( ’ Amplitude ’ , ’ FontSize ’ , 7 ) ;
503 x l a b e l ( ’ Frequency (MHz) ’ , ’ FontSize ’ , 7 ) ;
504 box o f f ;
505 s e t ( gca , ’ FontSize ’ , 6 . 5 ) ;
506 t o ta lLo r=to ta lLo r /max( to ta lLo r ) ;
507 p lo t ( range , tota lLor , ’−− ’ ) ;
508 % datacursormode on
509
510 f unc t i on PlotEnerg i e s ( handles , a x i s I d )
511 axes ( handles . energyAxes )
512 c l a ;
513 hold on ;
514 f o r i = 0 :2 % loop through ms = 0 energy l e v e l s ( lowest
3)
515 energyInMHz = handles . a l l E i g e n v a l u e s (9− i , a x i s I d )
/(10ˆ6) ;
516 l i n e ( [ 5 , 1 0 ] , [ energyInMHz , energyInMHz ] ) ;
517 e i gve c = ( handles . a l l E i g e n v e c t o r s (: ,9− i , a x i s I d ) ) ;
518
519 s = ’ ’ ;
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520
521 f o r k = 1 :9
522 i f abs ( e i gve c ( k ) ) >0.01
523 %eigvec ( k )
524 s = s t r c a t ( s , ’+ ’ , char ( abs (sym( vpa ( round (
double ( e i gve c ( k ) ) ,3 ) ) ) ) ) , ’ x ’ ) ;
525
526 s = s t r c a t ( s , handles . b a s i s ( k ) ) ;
527 end
528 end
529 t = text ( 4 . 3 , double ( energyInMHz+0.25+(mod( i , 2 ) ∗0 . 8 ) ) ,
s ) ;
530 t . FontSize = 6 ;
531 y l a b e l ( ’ Energy (MHz) ’ , ’ FontSize ’ , 7 ) ;
532 s e t ( gca , ’ FontSize ’ , 6 . 5 )
533 end
534 y l i m i t s = get ( gca , ’ yl im ’ ) ;
535 %maxEnergy = double ( handles . a l l E i g e n v a l u e s (7 , a x i s ) /(10ˆ6)
) ;
536 %a x i s ( [ 4 11 y l i m i t s (1 ) 2+maxEnergy ] ) ;
537
538 maxEnergy = double ( handles . a l l E i g e n v a l u e s (7 , a x i s I d )
/(10ˆ6) ) ;
539 minEnergy = double ( handles . a l l E i g e n v a l u e s (9 , a x i s I d )
/(10ˆ6) ) ;
540
541 a x i s ( [ 4 11 minEnergy−1 maxEnergy+2]) ;
542
543 box o f f ;
544 s e t ( gca , ’ x co l o r ’ , get ( gcf , ’ c o l o r ’ ) ) ;
545 s e t ( gca , ’ x t i c k ’ , [ ] ) ;
546
547 axes ( handles . energy2Axes )
548 c l a ;
549 hold on ;
550 f o r i = 1 :6 % loop through ms = +/− 1 energy l e v e l s (
h i ghe s t 6 e n e r g i e s )
551 energyInMHz = handles . a l l E i g e n v a l u e s ( i , a x i s I d ) /(10ˆ6)
;
552
553 l i n e ( [ 5 , 1 0 ] , [ energyInMHz , energyInMHz ] ) ;
554 e i gve c = ( handles . a l l E i g e n v e c t o r s ( : , i , a x i s I d ) ) ;
555 s = ’ ’ ;
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556
557 f o r k = 1 :9
558 i f abs ( e i gve c ( k ) ) >0.01
559 %eigvec ( k )
560
561 s = s t r c a t ( s , ’+ ’ , char (sym( abs ( vpa ( round (
double ( e i gve c ( k ) ) ,3 ) ) ) ) ) , ’ x ’ ) ;
562
563 s = s t r c a t ( s , handles . b a s i s ( k ) ) ;
564 end
565 end
566 i f i == 1
567 t = text ( 4 . 3 , double ( energyInMHz +0.25) , s ) ;
568 e l s e
569 i f abs ( energyInMHz − handles . a l l E i g e n v a l u e s ( i −1,
a x i s I d ) /(10ˆ6) ) < 0 .05
570 t = text ( 4 . 3 , double ( energyInMHz +0.25+(0.5) ) , s
) ;
571 e l s e
572 t = text ( 4 . 3 , double ( energyInMHz +0.25) , s ) ;
573
574 end
575 end
576
577 t . FontSize = 6 ;
578 y l a b e l ( ’ Energy (MHz) ’ , ’ FontSize ’ , 5 ) ;
579 s e t ( gca , ’ FontSize ’ , 6 . 5 )
580 end
581 maxEnergy = double ( handles . a l l E i g e n v a l u e s (1 , a x i s I d )
/(10ˆ6) ) ;
582 minEnergy = double ( handles . a l l E i g e n v a l u e s (6 , a x i s I d )
/(10ˆ6) ) ;
583
584 a x i s ( [ 4 11 minEnergy maxEnergy+2]) ;
585 box o f f ;
586 s e t ( gca , ’ x co l o r ’ , get ( gcf , ’ c o l o r ’ ) ) ;
587 s e t ( gca , ’ x t i c k ’ , [ ] ) ;
588
589 %}
590 f unc t i on loadODMRFile ( handles , f i leName , c o l o r )
591
592 ODMRData = dlmread ( f i leName ) ;
593 f r e q u e n c i e s = ODMRData( : , 1 ) ;
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594
595 xODMR = ODMRData( : , 2 ) ;
596 yODMR = ODMRData( : , 3 ) ;
597 RODMR = xODMR.∗xODMR + yODMR.∗yODMR;
598 RODMR = s q r t (RODMR) ;
599 maxR = max(RODMR) ;
600 RODMR = 8∗RODMR/norm(RODMR) ;
601
602 axes ( handles . to ta lSpect raAxes )
603 hold on ;
604 p lo t ( f r e q u e n c i e s ,RODMR, . . .
605 ’ L ineSty l e ’ , ’− ’ , . . .
606 ’ MarkerSize ’ , 0 . 1 , . . .
607 ’ MarkerEdgeColor ’ , co lo r , . . .
608 ’ MarkerFaceColor ’ , c o l o r )
609
610
611 f unc t i on DrawNV( handles )
612 axes ( handles . axes1 ) ;
613 %c l a ;
614 rotate3d on ;
615
616 [ x , y , z ] = sphere (20) ;
617 hold on
618
619 handles . Bx = (10ˆ−7)∗ str2num ( get ( handles . Bxedit , ’ S t r ing ’ )
) ; %Convert from mi l i gaus to Tesla
620 handles . By = (10ˆ−7)∗ str2num ( get ( handles . Byedit , ’ S t r ing ’ )
) ;
621 handles . Bz = (10ˆ−7)∗ str2num ( get ( handles . Bzedit , ’ S t r ing ’ )
) ;
622 BVector = [ handles . Bx , handles . By , handles . Bz ] ;
623 BVector = 1.2∗BVector/norm( BVector ) ;
624
625
626 EVector = [ ( ( handles .E(1 ) + handles . S t ra in (1 ) ) /10ˆ5) , ( (
handles .E(2 ) + handles . S t ra in (2 ) ) /10ˆ5) , ( ( handles .E
(3 ) + handles . S t ra in (3 ) ) /10ˆ5) ] ;
627 i f max( EVector ) ˜=0
628 EVector = 1.2∗EVector/max( abs ( EVector ) ) ;
629 end
630 EVector = 1.2∗EVector/max( abs ( EVector ) ) ;
631 %
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632 p lo t3 ( [ 0 BVector (1 ) ] , [ 0 BVector (2 ) ] , [ 0 BVector (3 ) ] , ’ c o l o r
’ , ’ green ’ , ’ LineWidth ’ , 2 ) % f o r magnetic f i e l d
633 t ex t ( BVector (1 ) , BVector (2 ) , BVector (3 ) , ’B ’ ) ;
634
635
636 p lo t3 ( [ 0 EVector (1 ) ] , [ 0 EVector (2 ) ] , [ 0 EVector (3 ) ] , ’ c o l o r
’ , ’ ye l low ’ , ’ LineWidth ’ , 2 ) % f o r e l e c t r i c f i e l d
637 t ex t ( EVector (1 ) , EVector (2 ) , EVector (3 ) , ’E ’ ) ;
638
639 % plot3 ( [ − 1 , 1 ] , [ 0 , 0 ] , [ 0 , 0 ] , ’ r ’ , ’ LineWidth ’ , 2 ) ;
640 % plot3 ( [ 0 , 0 ] , [ −1 , 1 ] , [ −1 , 1 ] , ’ g ’ , ’ LineWidth ’ , 2 ) ;
641 % plot3 ( [ 0 , 0 ] , [ 1 , −1 ] , [ −1 , 1 ] , ’ b ’ , ’ LineWidth ’ , 2 ) ;
642
643 p lo t3 ( [ 0 , 0 ] , [ 2 , −2 ] , [ 2 , −2 ] , ’ k ’ , ’ LineWidth ’ , 4 ) ;
644
645
646 p lo t3 ( [ 0 , − 1 2 . 2 / 5 ] , [ 0 , 0 / 5 ] , [ 0 , 8 . 6 6 / 5 ] ) ;
647 o f f s e t = 1 . 5 ;
648 p lo t3 ([1+ o f f s e t 2+ o f f s e t ] , [ 1+ o f f s e t 1+ o f f s e t ] , [ 1+ o f f s e t
1+ o f f s e t ] ) ; % f o r x−a x i s
649 p lo t3 ([1+ o f f s e t 1+ o f f s e t ] , [ 1+ o f f s e t 2+ o f f s e t ] , [ 1+ o f f s e t
1+ o f f s e t ] ) ;% f o r y−a x i s
650 p lo t3 ([1+ o f f s e t 1+ o f f s e t ] , [ 1+ o f f s e t 1+ o f f s e t ] , [ 1+ o f f s e t
2+ o f f s e t ] ) ;% f o r z−a x i s
651 t ex t (2+ o f f s e t ,1+ o f f s e t ,1+ o f f s e t , ’ x ’ ) ;
652 t ex t (1+ o f f s e t ,2+ o f f s e t ,1+ o f f s e t , ’ y ’ ) ;
653 t ex t (1+ o f f s e t ,1+ o f f s e t ,2+ o f f s e t , ’ z ’ ) ;
654 %
655 t ex t ( handles . NVAxis (1 , 1 ) +.1 , handles . NVAxis (2 , 1 ) , handles .
NVAxis (3 , 1 ) , ’NV1 ’ ) ;
656 t ex t ( handles . NVAxis (1 , 2 ) +.1 , handles . NVAxis (2 , 2 ) , handles .
NVAxis (3 , 2 ) , ’NV2 ’ ) ;
657 t ex t ( handles . NVAxis (1 , 3 ) +.1 , handles . NVAxis (2 , 3 ) , handles .
NVAxis (3 , 3 ) , ’NV3 ’ ) ;
658 t ex t ( handles . NVAxis (1 , 4 ) +.1 , handles . NVAxis (2 , 4 ) , handles .
NVAxis (3 , 4 ) , ’NV4 ’ ) ;
659
660
661 o r i g i n = [ 0 , 0 , 0 ] ;
662 NAtomPts = handles . NVAxis ( : , 1 ) ;
663 VAtomPts = [ 0 , 0 , 0 ] ;
664 C1AtomPts = handles . NVAxis ( : , 2 ) ;
665 C2AtomPts = handles . NVAxis ( : , 3 ) ;
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666 C3AtomPts = handles . NVAxis ( : , 4 ) ;
667
668
669 l i n e ( [ o r i g i n (1 ) ,NAtomPts (1 ) ] ’ , [ o r i g i n (1 ) ,NAtomPts (2 ) ] ’ , [
o r i g i n (1 ) ,NAtomPts (3 ) ] ’ )
670 l i n e ( [ o r i g i n (1 ) ,C1AtomPts (1 ) ] ’ , [ o r i g i n (1 ) ,C1AtomPts (2 ) ] ’ ,
[ o r i g i n (1 ) ,C1AtomPts (3 ) ] ’ )
671 l i n e ( [ o r i g i n (1 ) ,C2AtomPts (1 ) ] ’ , [ o r i g i n (1 ) ,C2AtomPts (2 ) ] ’ ,
[ o r i g i n (1 ) ,C2AtomPts (3 ) ] ’ )
672 l i n e ( [ o r i g i n (1 ) ,C3AtomPts (1 ) ] ’ , [ o r i g i n (1 ) ,C3AtomPts (2 ) ] ’ ,
[ o r i g i n (1 ) ,C3AtomPts (3 ) ] ’ )
673
674 s =1;
675 x=([0 1 1 0 0 0 ;1 1 0 0 1 1 ;1 1 0 0 1 1 ;0 1 1 0 0 0]−0.5)
∗ s ;
676 y=([0 0 1 1 0 0 ;0 1 1 0 0 0 ;0 1 1 0 1 1 ;0 0 1 1 1 1]−0.5)
∗ s ∗4 ;
677 z =([0 0 0 0 0 1 ;0 0 0 0 0 1 ;1 1 1 1 0 1 ;1 1 1 1 0 1]−0.5)
∗4∗ s ;
678
679 f o r i =1:6
680 h=patch ( x ( : , i ) , y ( : , i ) , z ( : , i ) , ’w ’ ) ;
681 h . FaceAlpha = 0 . 2 ;
682 s e t (h , ’ edgeco l o r ’ , ’ k ’ )
683 s e t (h , ’ l i n e S t y l e ’ , ’ : ’ )
684
685 end
686
687 [ x , y , z ] = sphere (25) ;
688 rad iu s = . 1 ;
689 Natom = s u r f ( rad iu s ∗x+NAtomPts (1 ) , r ad iu s ∗y+NAtomPts (2 ) ,
r ad iu s ∗z+NAtomPts (3 ) , ’ FaceColor ’ , ’ b lue ’ , ’ EdgeColor ’ , ’
none ’ ) ;
690 Natom = s u r f ( rad iu s ∗x+VAtomPts (1 ) , r ad iu s ∗y+VAtomPts (2 ) ,
r ad iu s ∗z+VAtomPts (3 ) , ’ FaceColor ’ , ’ red ’ , ’ EdgeColor ’ , ’
none ’ ) ;
691 Natom = s u r f ( rad iu s ∗x+C1AtomPts (1 ) , r ad iu s ∗y+C1AtomPts (2 ) ,
r ad iu s ∗z+C1AtomPts (3 ) , ’ FaceColor ’ , ’ red ’ , ’ EdgeColor ’ , ’
none ’ ) ;
692 Natom = s u r f ( rad iu s ∗x+C2AtomPts (1 ) , r ad iu s ∗y+C2AtomPts (2 ) ,
r ad iu s ∗z+C2AtomPts (3 ) , ’ FaceColor ’ , ’ red ’ , ’ EdgeColor ’ , ’
none ’ ) ;
693 Natom = s u r f ( rad iu s ∗x+C3AtomPts (1 ) , r ad iu s ∗y+C3AtomPts (2 ) ,
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rad iu s ∗z+C3AtomPts (3 ) , ’ FaceColor ’ , ’ red ’ , ’ EdgeColor ’ , ’
none ’ ) ;
694
695 camproj ( ’ o r thograph ic ’ )
696 az = 10 ;
697 e l = (90−54.735610310247) ;
698 view ( az , e l ) ;
699 g r id on
700 a x i s equal o f f % make the axes equal and i n v i s i b l e
701 s e t ( gcf , ’ c o l o r ’ , ’w ’ ) ;
702
703
704
705
706 f unc t i on va l = l o r e n t z i a n ( range , fwhm , center , he ight )
707 va l = ze ro s ( s i z e ( range ) , ’ double ’ ) ;
708 f o r i = 1 : l ength ( range )
709 va l ( i ) = (1/ p i ) ∗ (fwhm/2) / ( ( range ( i )−cente r ) ˆ2 +
(fwhm/2) ˆ2) ;
710 end
711 va l = va l /norm( va l ) ;
712
713
714
715
716 f unc t i on pr intLatex ( haxes , Latext )
717
718 axes ( haxes ) ;
719 c l a
720
721 s = s t r c a t ( ’ $ ’ , Latext , ’ $ ’ ) ;
722
723 s = s t r r e p ( s , ’mub ’ , ’ \mu b ’ ) ;
724 s = s t r r e p ( s , ’Bz ’ , ’ B z ’ ) ;
725 s = s t r r e p ( s , ’By ’ , ’ B y ’ ) ;
726 s = s t r r e p ( s , ’Bx ’ , ’ B x ’ ) ;
727
728 s = s t r r e p ( s , ’ p i z ’ , ’ \ p i z ’ ) ;
729 s = s t r r e p ( s , ’ p iy ’ , ’ \ p i y ’ ) ;
730 s = s t r r e p ( s , ’ p ix ’ , ’ \ p i x ’ ) ;
731
732 s = s t r r e p ( s , ’ dpar ’ , ’ d \ p a r a l l e l ’ ) ;
733 s = s t r r e p ( s , ’ dperp ’ , ’ d \perp ’ ) ;
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734 s = s t r r e p ( s , ’ aperp ’ , ’A \perp ’ ) ;
735 s = s t r r e p ( s , ’ apar ’ , ’A \ p a r a l l e l ’ ) ;
736 s = s t r r e p ( s , ’ gpar ’ , ’ g \ p a r a l l e l ’ ) ;
737 s = s t r r e p ( s , ’ gperp ’ , ’ g \perp ’ ) ;
738 s = s t r r e p ( s , ’ planck ’ , ’h ’ ) ;
739
740
741 t ex t ( ’ I n t e r p r e t e r ’ , ’ LaTex ’ , . . .
742 ’ s t r i n g ’ , s , . . .
743 ’ FontSize ’ ,10)
744 a x i s o f f
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