Abstract: An uncalibrated approach to visual servoing with respect to non planar targets modeled through a pair of coaxial circles plus one point is discussed. Full calibration data (fixed internal parameters) are obtained from two views, and used to recover Euclidean target structure and camera relative pose. Pose disambiguation is achieved without requiring any real third view of the target. The approach benefits of an off-line planning strategy by which the camera follows a 3D helicoidal path around the target axis. Simulations results demonstrate that the approach is robust with respect to a noisy calibration.
INTRODUCTION
Thanks to its nice stability and convergence properties even in the presence of modeling and calibration errors, image-based visual servoing has become a popular paradigm for robot control (Espiau et al., 1992; Hutchinson et al., 1996) . Pure image-based control schemes may have problems of singularities and local minima in the absence of 2D feature trajectory planning, especially when the initial and final views are very different (Chaumette, 1998) . To overcome these problems, two different extensions to the basic "pure image-based/no planning" control scheme have been proposed recently. The first one, referred to as "2-1/2-D visual servoing," adopts a hybrid state vector composed by both 2D and 3D visual measurements (Malis et al., 1999) . This scheme, while ensuring global control stability, has the drawbacks of being sensitive to noise close to convergence, and unable to compute in advance target visibility conditions. The second solution 1 [fioravanti@mapp1.de,colombo@dsi,ben@mapp1.de].unifi.it is that of performing 2D trajectory planning and introducing a feedforward term in the control law (Allotta and Colombo, 1999; Mezouar and Chaumette, 2002) . Although unable to ensure a global control stability, trajectory planning has the advantage of letting constraints such as those on camera velocity profiles and target visibility be met, while keeping the robustness of pure imagebased control.
Visual servoing methods typically require the a priori knowledge of internal calibration data. A recent research trend is that of the development of strategies that relax this requirement, thus allowing to work with uncalibrated settings. In the approach proposed in (Malis, 2004) a control error invariant with respect to camera intrinsics is obtained, yet calibration errors are not prevented from affecting the stability of the control law. A second way to avoid off-line calibration is to rely on self-calibration techniques-see e.g. (Hartley and Zisserman, 2003) . The main limitation of selfcalibration approaches is that they require a priori information that may not be available. In this paper, an uncalibrated approach to visual servoing with respect to a wide class of non planar targets is presented. Valid targets are those that can be modeled through a pair of coaxial circles plus one point on either circle plane. This a priori assumption on target shape makes it possible to self-calibrate a full perspective camera (fixed internal parameters) from two views. The special target structure also allows the reformulation of the servoing problem in terms of camera positioning with respect to a virtual planar target. Calibration data are used to recover the scaled Euclidean structure of the virtual plane, together with scaled camera relative pose. The approach includes an off-line 2D trajectory planning strategy by which the camera follows a 3D helicoidal path around the target axis, which appears to be a natural way the execute the positioning task.
Simulations results demonstrate the feasibility of the approach, and its robustness with respect to noisy calibration data.
THE APPROACH

Modeling
The visual servoing approach proposed in this paper works for a class of targets which can be modeled through a pair of coaxial circles. An additional requirement for targets is the existence of a well detectable point different from a circle center, and placed anywhere on either circle planes: this point (referred to in this work as reference point P r ) can be related either to the visual texture of the object, or to special artifacts on it-e.g., the handle of a cup. Fig. 1 (a) provides an example of valid target (a solid of revolution).
Only two views of the target, referred to as initial and desired view, are required in the proposed approach. Moreover, the approach is uncalibrated, the sole condition on the camera internal parameters being that they remain unchanged during task execution. For any target, the plane π r through the circles' axis and the reference point can be defined. Consequently, the servoing task can be reformulated in terms of initial and final visual appearance of a reference quadrangle on π r , with vertexes
Vision
At any time step during task execution, perspective projection of the 3D object onto the image plane gives rise to the two ellipses C 1 and C 2 (i.e., the images of the two coaxial circles, represented as 3 × 3 symmetric homogeneous matrices), and the imaged reference point p r (represented as a homogeneous 3-vector).
The axial symmetry properties of the 3D target induce a projectively symmetric 2D configuration of the ellipses, which is completely described by the imaged symmetry axis l s and the vanishing point v ∞ of the normal direction of the plane passing through l s and the camera center. These two image entities are strictly related to the calibration matrix K embedding information about the internal camera parameters (Wong et al., 2003) :
where ω = (KK t ) −1 . Other two constraints on K, induced by the special structure of the target, are (Hartley and Zisserman, 2003) :
where the complex conjugate points i and j belong to the vanishing line l ∞ of the circles' planes. As shown in (Colombo et al., 2005) , (i) the image entities l s , v ∞ , i and j can all be computed from the knowledge of the ellipses C 1 and C 2 and their visibility conditions; (ii) for each view, the system composed by eqs. 1 and 2 provides three independent constraints on the five entries of K. Therefore, under the hypothesis of unchanged intrinsics, a full camera calibration can be obtained from the image data of both the initial and final target views. Fig. 2 . Construction of the imaged target geometry from an uncalibrated view.
Given C 1 , C 2 and p r (which without loss of generality will be assumed to be on C 1 ), the vanishing line l ∞ = i×j is used at any time during task execution to compute the remaining imaged vertexes o 1 , o 2 , and q r of the reference quadrangle-see Fig. 2 . Explicitly, the imaged circle centers are easily computed from the pole-polar relationships
Once these are known, the vanishing point of the line O 1 × P r is computed as v r = o 1 × p r × l ∞ , and finally the fourth vertex is arbitrarily chosen as one of the two possible intersections q r = (o 2 × v r ) ∩ C 2 of the line o 2 × v r with the ellipse C 2 .
During task execution, the position of the imaged vertexes of the reference quadrangle must be estimated from image data at each frame, by tracking the two ellipses and the reference point using robust methods.
For the purpose of trajectory planning (see Subsection 2.3), estimates of the 3D structure of the reference quadrangle and the relative camera displacement are required. These can be obtained from K and an estimate of the planar homography H-see (Hartley and Zisserman, 2003) -mapping the vertexes of the initial quadrangle onto the corresponding vertexes of the final quadrangle. This allows the construction of the so called "Euclidean homography" G = K −1 HK, and its decomposition (Ma et al., 2003) 
where ("∼" denotes inhomogeneous vectors) i R f is the rotation matrix between the initial (F i ) and final (F f ) camera frames, i τ f is the scaled translation between F i and F f , and i n r is the unit normal to π r . (Notice that all the elements are expressed with respect to F i .) The inherent twofold ambiguity of the planar homography decomposition problem can be removed by a third view of the plane. However, a real third view is actually not needed here, being it sufficient to exploit target symmetry and generate a synthetic view of the quadrangle, obtained by arbitrarily choosing, in the final image, a new point p v ∈ C 1 other than p r (Fig. 3) . Fig. 3 . Construction of the synthetic view for homography decomposition disambiguation.
Control
Given a generic image point x = [x y 1] t in homogeneous pixel coordinates, the vector K −1 x = [x t 1] t represents an image point viewed by an ideal camera with calibration matrix diag(1, 1, 1). This said, let ϕ = [p t rȏ t 1ȏ t 2q t r ] t be the 8-vector constructed using, in a generic view, the imaged vertexes of the reference quadrangle.
The system kinematics can be expressed aṡ
where
is the twist velocity screw of the camera expressed in the camera frame. The generic block
it depends on both the ideal image coordinates (x k ,y k ) and depth c Z k (camera coordinates) of the associated k-th 3D point.
A control law for the above system that exhibits nice robustness properties with respect to modeling errors and a fast convergence rate (Mezouar and Chaumette, 2002 ) is
whereĴ † is the pseudo-inverse of the estimated Jacobian obtained through the on-line adaptive depth estimation law defined in (Conticelli and Allotta, 2001) , λ is a positive gain, e = ϕ d −φ is the image error (difference between the desired and estimated imaged quadrangle vertexes), anḋ ϕ d is the desired evolution of quadrangle appearance resulting from path planning.
The off-line path planning strategy is inspired by the one presented in (Allotta and Fioravanti, 2005) . At each time step t a desired Euclidean homography G d (t) is generated, such that the asso-
between the initial and current camera frames gives rise to a helicoidal trajectory around the target axis, thus resulting in natural way to combine translations and rotations by exploiting the special structure of the target. The general expression for the planning homography is
where the planned rotation i R d (t) can be easily determined as shown in (Allotta and Fioravanti, 2005) . Concerning the planned scaled translation i τ d (t), this can be computed by the following algorithm.
i) Let π si and π s f be the planes through the target axis L s and the initial and final camera centers, respectively. Compute the angle α if between the two planes from K and the imaged axes l si and l s f in the two views. ii) Reconstruct (up to scale) L s as the intersection of π si and π s f . Set the direction of the axis as the unit vector u s parallel to O 1 −O 2 . Define the (scaled) pitch of the planned helix as
iii) Compute the (scaled) distances r i and r f between L s and the initial and final camera centers. iv) Define the right-handed coordinate frame F h with the following characteristics: (a) (scaled) origin on L s , at the point at minimum distance from the initial camera center; (b) x-axis orthogonal to L s and directed towards the initial camera center; (c) z-axis parallel to u s . The planned (scaled) helix equations in this frame are
with r(t) = r i + (r f − r i ) ξ(t)/α if , where ξ(t) is any smooth monotonic function such that ξ(t i ) = 0 and ξ(t f ) = α if . v) Finally, compute the planned scaled translation i τ d (t) with respect to the initial camera frame by a change of frame transformation. Notice that, as i τ f is defined up to a scale factor, the lack of knowledge about the real distance between the initial and final camera centers does not affect the planning in any way.
RESULTS
To gain an insight into the proposed approach, Matlab simulations have been carried out. Results refer to the general servoing task illustrated in Fig. 4 . Synthetic images have been generated using a perspective camera with 640 × 480 pixels, and a camera calibration matrix 
Two series of tests have been performed. In the first series, image data are assumed to be known exactly, and the goal of the tests is to observe the behavior of the relevant parameters of the visual servoing system. In this noise-free case, camera calibration is estimated with negligible error. The second series addresses instead the case of noisy image estimates in the initial and final images, and its effects on camera calibration and hence on system behavior. Due to image noise, the estimated calibration matrix is, in this case, The evolution of target appearance is summarized in Fig. 6 for the noisy case. Inspection of Fig. 7 , reporting the time evolution of the eight components of the image error e for the noisy case, gives an insight into task accuracy. Camera velocities during task execution are shown in Fig. 8 . Velocity profiles are smooth and physically feasible (in particular, with zero velocity at the initial and final task times), thanks to the choice of an appropriate quintic polynomial for the planning function ξ(t). Fig. 10 . Planned vs actual 3D camera trajectories (noisy case). Fig. 9 reports on adaptive depth estimation errors during task execution for the four quadrangle vertexes (noisy case). Depth values have been initialized by arbitrarily fixing to unity the unknown scale factor of camera translation. Notice that, even if the depth error for all vertexes is initially quite large, it quickly decreases until reaching a very small value at task completion time. Fig. 10 shows the planned and actual trajectories of the camera in the noisy case. Regardless of the noisy planning trajectory due to gross errors in the estimate of the scaled target axis, the final camera position attained at the end of the actual trajectory has been found to exactly correspond to the one reached in the noise-free case.
CONCLUSIONS AND FUTURE WORK
An uncalibrated approach to visual servoing with respect to non planar targets modeled through a pair of coaxial circles plus one point on either of them has been discussed. Simulations results have demonstrated that the approach is robust with respect to a noisy calibration.
Future work will address (i) the study of the influence of image noise on feature extraction during task execution, (ii) the treatment of possible singular and degenerate configurations occurring either in vision or control, (iii) the extension of the self-calibration theory to a zooming camera, and (iv) experiments with a real robot.
