Data Stacking Beyond Cmp by Hertweck T. et al.
Stacking has been used in seismic
data processing for a long time. In fact,
stacked sections (or volumes in 3D) are
standard deliverables in the industry,
and the concepts of common-mid-
point (CMP) gathers and normal
moveout (NMO) correction are men-
tioned in almost every textbook on
seismic processing. Although the gen-
eral trend is toward prestack imaging
(either in time or in depth), the con-
struction of stacked sections remains
an important step within the seismic
processing flow, since they are almost
always the first available interpretable
images of the subsurface.
Thus, work continues on tech-
niques to improve the stacks by trying to take more of the
subsurface complexity into account. Recent developments
include, for instance, stacking methods that allow nonhy-
perbolic moveout caused by anisotropy. Another of these
developments is the common-reflection-surface (CRS) stack,
first presented in two talks at the 1998 EAGE convention
(Hubral et al. and Müller). The CRS stack is based on the
same ideas and principles as the conventional CMP stack.
The basic difference is that a CRS stack uses far more traces
than those present in a CMP gather. For this reason, already
the first CRS stack examples showed a significant increase
in signal-to-noise ratio as compared to a conventional stack.
Therefore, the CRS stack technology was, at least in the
beginning, regarded in the industry as a radically new con-
cept of stacking data beyond CMP. Meanwhile, the main focus
of the CRS development has shifted and is now on the appli-
cation of the generalized stacking parameters. Figure 1 is
an example of a CRS stacked section. Unfortunately, some
of the original publications did not draw a clear distinction
between concepts in the model and data space which led to
a general lack of clarity. As a consequence, the process was
often regarded as a black box. Many applied geophysicists
still have doubts about the CRS stack or related generalized
stacking methods or lack an intuitive understanding of this
technology.
In this article, we want to address some of these issues
by showing the basic ideas that led to the development of
the CRS stack technology. The article is not meant to pro-
vide all the theoretical details and formulas but rather a
descriptive explanation. For theoretical details, we refer to
Höcht et al. (1999), Jäger et al. (2001), Höcht (2002), and
Bergler (2004). We are going to show that the CRS stack tech-
nology is neither a radically new concept nor a black box
but nothing more than an extension of the well-known CMP
stack. First, we are going to give a historical overview of
how the concept of stacking seismic data has developed over
the last 70 years. We then introduce the CRS stack technol-
ogy as an extension to conventional stacking methods,
address some important and frequently asked questions
concerning the practice of CRS stacking like dip handling
and the choice of the aperture size, show some data exam-
ples, and discuss the application of the generalized stack-
ing parameters.
Historical overview. When seismic data are acquired over
a horizontal reflector below a homogeneous overburden, the
primary reflection arrivals in the common-shot section are
aligned along a traveltime function that is a perfect hyper-
bola with the only medium-dependent parameter being the
velocity of the reflector overburden. This velocity parame-
ter determines the curvature of the hyperbola. However, as
soon as the medium is less simple, the shape of the com-
mon-shot traveltime function becomes more complicated
and depends on more than one parameter. For example, for
a dipping planar interface, there are two independent para-
meters, one defining the local slope of the traveltime func-
tion and the other describing its curvature. The first
parameter depends on the reflector dip only, while the sec-
ond is a combined parameter that depends on the medium
velocity as well as on the reflector dip.
For a curved reflector in a homogeneous background,
the situation becomes even more complicated. The travel-
time function still depends on only two parameters, but
while the first is the same as for the case of the dipping reflec-
tor, the second parameter is now a sum of a curvature-
dependent and a curvature-independent part.
The inversion of such a common-shot traveltime func-
tion for the medium velocity, reflector dip, and the reflec-
tor curvature becomes impossible. Even under the
assumption of a planar reflector, the joint detection of reflec-
tor dip and medium velocity from common-shot travel-
times would be a tedious task. Fortunately, as recognized
by Green (1938), the number of parameters that the travel-
time function depends on in a homogeneous medium
reduces to one, and the traveltime function again becomes
a simple hyperbola, if we sort our data into common-mid-
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Figure 1. Comparison of a conventional stack (a) and a CRS stack (b) extracted from a complete
stacked section. No postprocessing after stack has been applied.
point (CMP) gathers. For a horizontal reflector below a
homogeneous overburden, this parameter is still the medium
velocity. For a dipping reflector, however, it is a combined
parameter with the unit of a velocity, known as the normal-
moveout (NMO) velocity vNMO. It depends on both the reflec-
tor dip and the medium velocity itself. As is well known,
the traveltime function in a CMP gather can, hence, be rep-
resented in symbols as
t2=t20+x2/v2NMO (1)
where t0 is the zero-offset (ZO) traveltime and x is the source-
receiver offset.
The beauty of this formula consists in its generality. As
demonstrated by Krey (1976), Chernjak and Gritsenko (1979),
and Hubral (1983) in the so-called NIP-wave theorem (NIP
= normal incidence point), the hyperbolic formula remains
approximately valid up to second order in arbitrarily inho-
mogeneous media and, moreover, the velocity parameter
remains independent of the reflector curvature.
Of course, for suffciently inhomogeneous media the rela-
tionship between the NMO velocity and the true medium
velocity can be quite obscured. Locally, the square of the
NMO velocity, which is actually just a measure of the cur-
vature of the approximate traveltime hyperbola, may even
be negative. Of course, a negative v2NMO leads to an imagi-
nary and thus unphysical mean velocity. Its interpretation
is that the seismic waves reach geophones at larger offsets
earlier than those at smaller offsets, which makes the deter-
mination of a mean velocity meaningless. Since such situa-
tions are rare, most conventional stacking tools ignore this
possibility.
Note that the 3D version of Equation 1 already depends
on three parameters, since the NMO velocity becomes
azimuth dependent. Therefore, a thorough 3D velocity analy-
sis needs to determine its minimum and maximum values
as well as their orientation in space (Levin, 1971).
As pointed out by Mayne (1962), the stacking of the
CMP data after a hyperbolic correction with the NMO veloc-
ity improves the signal-to-noise ratio. Mayne quantified this
observation stating that “the average theoretical enhance-
ment will be proportional to the square root of the number
of signals.” Even before Mayne’s work, stacking procedures
with this objective were in use. However, these techniques
were problematic, because they used reflections from por-
tions of the reflectors that were too large. This, according to
Mayne, “tends to obscure the very detail which is being
sought.” Sorting to CMP gathers “was devised to provide
a practical means of increasing multiplicity without this
limitation.”
It is to be stressed, however, that Mayne thought of
actual “common-reflection point”
(CRP) gathers rather than CMP gath-
ers. Only for a horizontal reflector
below an overburden with purely ver-
tical velocity variations are these two
concepts equivalent. For a planar dip-
ping reflector below a homogeneous
overburden, there is the so-called
reflection-point smear (also called
reflection-point dispersal). It describes
the fact that the data within one sin-
gle CMP gather do not belong to one
and the same reflection point. In this
simple case, the equivalence can be
recovered by the application of a dip-
moveout (DMO) correction (see, e.g.,
Deregowski, 1986) to the data. Then, the corrected CMP
gather contains only reflections from a single reflection
point. However, as soon as the reflector becomes curved or
the medium inhomogeneous, the correction is not exact and
must be considered an approximation. A residual reflec-
tion-point smear will remain. This effect grows the stronger
the reflector curvature and/or the medium inhomogeneities
in the reflector overburden become. Figure 2a illustrates
this effect. It shows the ray families of a few neighboring
CMP gathers over a curved reflector together with their
respective range of reflection points. Rays with the same
color belong to the same CMP family. If no DMO correction
is applied, the reflection events from the different reflection
points of, say, the red ray family along the reflector are col-
lected into a single CMP gather (see detail in Figure 2b).
Thus, for a CMP stack to be successful, the reflector has to
be continuous over at least that range of reflection points
(this also includes the case of a diffraction point, which can
be seen as a reflector with infinite curvature associated with
a continuous reflection event in the prestack data).
This same assumption also underlies the application of
a DMO correction, which will correct that part of the reflec-
tion-point smear that is due to reflector dip (it will not cor-
rect for the part caused by the reflector curvature or
overburden). Of course, for this to work successfully, the
reflector has to be continuous over that range of reflection
points, too.
From CMP to CRS. Let us now consider the neighboring
CMPs in Figure 2, where each CMP is 100 m from the pre-
vious one. We see that the reflections collected into these
neighboring CMP gathers have many of their reflection
points in the very same part of the reflector as the central
(red) one. The horizontal bars in the respective colors indi-
cate the part of the reflector covered by the reflection points
of a certain CMP ray family. Looking at ray families like the
ones depicted, it should be possible to use the information
about the same part of the reflector contained in the traces
of neighboring CMP gathers to further improve the final
stacked trace of the central CMP gather. If the correspond-
ing traces could be stacked along with those in the central
CMP gather, such an improvement might be possible since,
as Mayne observed, “the more traces are stacked together,
the better will be the enhancement of the signal-to-noise
ratio.” At the same time, the restriction of reflection points
to the same range of the central CMP avoids a return to the
obscuring of detail inherent in pre-1962 stacking techniques.
In other words, such a procedure can increase the stack fold
beyond the CMP fold without sacrificing the resolution in
the stack section.
The use of events that are reflected in the vicinity of a
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Figure 2. (a) Ray families (in color) for five CMP gathers. (b) Detail showing the regions covered
by reflection points.
reflection point under consideration does not violate the
principles underlying the CMP stack. As we have seen
above, even when restricting our stack and our thinking to
single CMP gathers, we are already using events that are
reflected in a certain vicinity of a central reflection points;
i.e., we are already making use of the reflector continuity.
Therefore, the most natural question arises: Why are we
restricting our stack to only selected events in this vicinity?
Why shouldn’t we use all the data reflected in that part of
the reflector? Or, to state it differently, if we do not actually
stack data belonging to a common-reflection point, but we
already make use of the reflector continuity in its vicinity,
why shouldn’t we stack any reflection event that was
reflected on a common-reflection surface?
The answer is simply because it’s easier that way. There
is no physical reason why such an extension of the stack-
ing zone could not be done. The only actual reason is that
in order to stack over all contributions from a common
reflection surface (CRS), we must leave the single CMP
gather. When doing so, we are losing the beauty of the one-
parameter second-order traveltime approximation given by
Equation 1. By making use of the additional data dimen-
sion in the off-CMP (or relative midpoint coordinate) direc-
tion, we reintroduce the other traveltime parameters
mentioned above, i.e., the one related to the local slope of
the traveltime curve at zero-offset and the one that depends
on the reflector curvature. However, instead of combining
with the NMO velocity into a single parameter like in a com-
mon-shot section, there is now a separate curvature-depen-
dent parameter. Therefore, the general traveltime function
in the midpoint-offset domain depends now on three inde-
pendent parameters and represents a whole surface in a
block of adjacent CMP gathers instead of a one-parameter
curve within a single CMP gather or a two-parameter curve
within a single shot gather. In addition to the slope para-
meter and the NMO velocity, there is a second velocity-type
parameter. However, while the NMO velocity is indepen-
dent of the reflector curvature, the second velocity parameter
strongly depends on this property. For this reason, we refer
to this second velocity parameter as the curvature-moveout
(CMO) velocity vCMO. With these new parameters, the gen-
eral traveltime formula reads
(2)
Here, x again represents the source-receiver offset and
∆m is the relative midpoint coordinate or midpoint dis-
placement from the central CMP gather under considera-
tion. Moreover, the slope parameter has been expressed as
the horizontal slowness p. Note that for ∆m = 0, i.e., within
the central CMP gather, Equation 2 reduces to the well-
known CMP traveltime (Equation 1).
It is easy to recognize that the formula given above does
not provide a new stacking concept but is in fact just an
extension of the conventional hyperbolic CMP stack into the
off-CMP direction, thus also assuming continuity of the
reflection event in this direction. Particularly, the CRS for-
mula is still a second-order approximation of traveltime.
Since Equation 2 describes the reflection traveltime for all
points on a common reflection surface, it is referred to as
the CRS traveltime. Due to the fact that it is used to stack
the data, it is also referred to as the CRS stacking surface or
CRS stacking operator. 
Like the conventional CMP traveltime (Equation 1), the
generalized Equation 2 can also be extended to 3D. Then
the three stacking parameters become eight, as for each of
the velocity parameters we need to determine its minimum
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Figure 3. Different views of the CRS stacking operator for a selected location (blue dot in left figure). The top side of the operator is shown in pale
green, its lower side in green. The prestack data are represented by the central CMP gather and the common-offset section at offset 500 m. The
displayed midpoint range covers 5000 m, traveltime ranges from 1 to 2.5 s, and offsets reach 3.5 km. The parameters that locally describe the
reflection event around the location at t0 = 1.5 s are p= 1.5  10-5 s/m (almost horizontal), vNMO = 2015 m/s, and vCMO = i  9812 m/s. The
latter is purely imaginary for the slightly concave reflection event, i.e., the square of the curvature-moveout velocity is negative. The operator
spreads over offsets up to 3000 m and midpoint displacements up to ±1250 m.
value, maximum value, and orientation, while the dip gen-
eralizes to dip and strike (Höcht, 2002). Figure 3 is an exam-
ple of a CRS operator according to Equation 2, superimposed
on the seismic data and restricted to an elliptical shape.
Let us briefly comment on the curvature dependence of
the CMO velocity. For a diffraction point (which is equiva-
lent to a reflector with infinite curvature), both velocity
parameters are equal, i.e., vCMO = vNMO. For a planar reflec-
tor in a homogeneous medium, the CMO velocity is infi-
nitely large. In practice, this means that for reflectors with
small or no curvature, the corresponding term in the trav-
eltime (Equation 2) generally can be neglected. As the square
of its counterpart NMO velocity, so the square of the CMO
velocity describes a traveltime curvature and can be nega-
tive. In fact, a negative square of the CMO velocity is much
more common than that of the NMO velocity. For example,
upward curved reflectors in homogeneous media usually
exhibit a negative square of the CMO velocity (see also
Figure 3). Note that a CRS stack treats the squares of the
velocities simply as stacking parameters and leaves a phys-
ical interpretation to a later stage. Therefore, it can handle
a negative square of the NMO or CMO velocities in the same
way as a positive one. As mentioned earlier, conventional
stacking tools usually deal only with positive v2NMO (i.e., pos-
itive curvatures).
From the above observations follows that explicitly set-
ting vCMO = vNMO in Equation 2 yields the second-order
approximation of the diffraction traveltime of the central
ray’s reflection point. This already points to one possible
application of the CRS parameters (other applications are
mentioned in a later section): after detection of p and vNMO,
a stack using Equation 2 with vCMO = vNMO realizes an approx-
imate prestack time migration (Mann, 2002). This approach
does not replace a standard PSTM but can give a first impres-
sion of a time-migrated section with minimal computational
overhead.
Large offsets. It is well known that Equation 1 is generally
inadequate for large source-receiver offsets in inhomoge-
neous or even anisotropic media. To attain better accuracy
and provide a more relevant basis for far-offset velocity
analysis with today’s streamer lengths of more than 8 km,
Equation 1 is often expanded to include higher-order terms
(see, e.g., Tsvankin and Thomsen, 1994; Alkhalifah and
Tsvankin, 1995). Such approaches, which have been quite
successful in the recent past, can of course also be thought
of for the more general Equation 2. However, to our knowl-
edge, no such extensions have been discussed in the litera-
ture yet. Since the purpose of this paper is to illustrate the
relationship between the CMP and CRS stacking techniques,
we restrict our present discussion to the second-order equa-
tions.
Aperture. Once we accept the idea of including traces from
neighboring CMPs into the stack, a fundamental question
immediately arises: How many neighboring CMPs should
we consider? How far are we supposed to go in the mid-
point displacement ∆m? In other words, we need criteria to
choose the stack aperture. Seismic processors are familiar
with choosing offset apertures and/or mutes within the
CMP gather for conventional stacking velocity analysis and
stack. So, a natural way to limit x, i.e. the offset aperture, is
to stick to the well-known. However, we now also have to
consider an aperture in the off-CMP direction so that a rea-
sonable part of the reflector in depth is illuminated. There
is no guidance from experience with conventional stacking
on how to choose this aperture.
To get a feeling for a reasonable midpoint aperture, let
us start by analyzing how far into the neighboring CMPs
we can go and still find reflections from the reflector part
that is illuminated by the central CMP gather. For this pur-
pose, we refer to Figure 4. In this figure, each cross or dot
stands for one source-receiver pair in the model of Figure
2, with the midpoint and offset indicated by its coordinates.
Red dots indicate pairs with reflections from the reflector
part illuminated by the central CMP gather, while light blue
crosses indicate pairs with reflections from outside that
reflector part. Figure 4 indicates that from the use of all reflec-
tions in the same vicinity of the reflection point under con-
sideration, we can easily multiply the number of
contributions to the final stacked trace.
However, it is clear that for a practical determination of
the midpoint aperture of the stack the procedure used to
construct Figure 4 cannot be used. To construct the aperture
in this way, the reflector has to be known. Instead, we need
a method to determine a reasonable bound for the aperture
in the midpoint direction that can be applied when knowl-
edge of the subsurface is not yet available.
Again, a physical principle comes to our rescue. As men-
tioned above, a CMP stack will only work if the reflector is
continuous in the vicinity of the actual reflection point. Since
the method is based on ray-theoretical principles, the size
of this vicinity is known. It is the Fresnel zone, i.e., the zone
of the reflector from which we can expect constructive con-
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Figure 4. CMP coverage of the reflector part illuminated by the central
CMP gather with midpoint at 1200 m.
Figure 5. Projected Fresnel zone of the rays of the central CMP gather
with midpoint at 1200 m.
tributions to the specular reflection event.
Unfortunately, the Fresnel zone is located at the reflec-
tor in depth rather than at the acquisition surface. Therefore,
it cannot be used directly as an aperture. But a related zone
in the acquisition surface can be constructed from the Fresnel
zone by projecting it along the respective reflection rays into
the measurement surface. Figure 5 shows the offset-depen-
dent projected Fresnel zones of the rays of the central CMP
of Figure 2. As before, source-receiver pairs inside the pro-
jected Fresnel zone are indicated by red dots and those out-
side by light blue crosses.
Of course, because the reflector is unknown, so is the
Fresnel zone. However, it can be shown that the projected
Fresnel zone for the zero-offset ray (represented by the bot-
tom row in Figure 5) can be approximately determined from
the very same traveltime parameters that determine the
traveltime as a function of offset and midpoint (Hubral et
al., 1993). In other words, we can start with an approximate
estimate for the projected Fresnel zone using a constant-
velocity medium and a mean reflector depth. During the
actual determination of the three traveltime parameters, the
projected Fresnel zone for zero offset becomes known and
can then be used as a basis for the aperture of the final gen-
eralized stack. Strategies of how to detect the optimal stack-
ing parameters will be discussed in a later section.
We see in Figure 5 that the true projected Fresnel zone
for zero offset is not symmetric around the central CMP. This
asymmetry is a consequence of the reflector dip. The approx-
imation obtained from the traveltime parameters, however,
is symmetric. While this might be a problem in other appli-
cations, it is quite a fortunate coinci-
dence for the purposes of the intended
stack. It turns out that this symmetry
is a desired property of the aperture
as it guarantees the inclusion of all
traces that contain reflection events
from the reflector part under consid-
eration, independently of its actual
position, dip, curvature, or overbur-
den.
Dip handling. The last observation
leads us to the next question: How
does a CRS stack handle dips? In other
words, does the CRS method include
a DMO correction? As explained ear-
lier, a DMO correction is necessary in
conventional stacking to allow for any
possible reflector dip and include the
CRP trajectory in the stack. Such a pro-
cedure is unnecessary for the CRS
method because it takes the reflector
dip explicitly into account. The dip
directly influences the value of the
slope parameter, which includes there-
fore an automatic dip correction.
However, the CRS method selects only
one dip at a time instead of summing
over all possible dips like DMO. In
conflicting dip situations, this might
lead to suppression of events, e.g., dif-
fractions, in the CRS stack section
unless the implementation of the algo-
rithm allows for multiple CRS stack-
ing parameter sets at each zero-offset
traveltime. It is to be stressed that the
NMO velocity as obtained from a CRS
stack is still dip dependent and must be corrected using the
slope parameter in order to be compared to conventional
NMO velocities after DMO.
Summary of CRS approach. Since the concept of the gen-
eralized stack described above is the use of all reflections in
neighboring CMP gathers that were reflected from a com-
mon reflection surface, it has been introduced as the com-
mon-reflection-surface (CRS) stack. For details on the theory
and how the parameters relate to physical medium para-
meters, the reader is referred to the literature on the CRS
stack (Müller, 1999; Mann et al., 1999; Jäger et al., 2001).
In almost all publications on CRS stacking, the three
traveltime parameters introduced in Equation 2 (the CRS
traveltime function, sometimes just called the CRS opera-
tor) are expressed as so-called CRS attributes α, RN, and RNIP
(see Hubral, 1983, for details). This is, however, only due to
a different parameterization of the problem. The above-
mentioned attributes were used in the original derivation
of the CRS operator. They are related to the model space
and, thus, they are more suitable for an inversion approach
as is explained later on. In this article, we expressed the CRS
stacking operator in terms of data space stacking parame-
ters. These are actually searched for in the generalized veloc-
ity analysis described in the next section. We also think that
the data space parameters are easier to understand than their
model space counterparts. The relation between model space
and data space parameters is illustrated in Figure 6. Two
hypothetical sources generate two sets of hypothetical wave-
fronts that propagate along the normal ray (blue) with emer-
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Figure 6. (top) Sketch of model space. Two sets of hypothetical wavefronts—NIP wave (red) and
normal wave (green)—propagate along the normal ray (blue). At x0, these wavefronts can be
parameterized by their common emergence angle α and their respective radii of curvature RNIP
and RN. (bottom) Subsets of the data space. Zero-offset section (left) and CMP gather (right).
Point P0(x0,t0) is the location of an event associated with the normal ray shown in the upper part.
In this domain, the CRS stacking parameters are given by the curvature of the CMP event (red,
vNMO) and the slope (blue, 2p) and curvature (green, vCMO) of the selected event.
gence angle α at the surface. An exploding point source at
the normal-incidence point NIP generates the NIP wave-
fronts (red) with radius of curvature RNIP at the surface and
an exploding reflector experiment generates the normal
wavefronts (green) with radius of curvature RN at the sur-
face. The parameters in the different domains are coupled
by the near-surface velocity v0 in the vicinity of the emer-
gence location of the normal ray. Their explicit relationships
are p=sin α/v0, v2NMO = 2v0RNIP/t0 cos2 α, and v2CMO= v0RN/2t0
cos2 α.
In summary, the CRS stack technology is simply based
on
• a parameter which defines the curvature of events with
respect to offset in the central CMP gather (e.g., the well-
known NMO velocity vNMO or the NIP-wave radius RNIP)
• the slope of events at offset zero with respect to the mid-
point coordinate (e.g., given as the horizontal slowness
p or the emergence angle α)
• the curvature of events at offset zero with respect to the
midpoint coordinate (e.g., expressed as the curvature-
moveout velocity vCMO or the N-wave radius RN)
The CRS approach inherently assumes that there actu-
ally are locally contiguous reflectors in the subsurface and
that their kinematic reflection responses can be reasonably
approximated with a second-order stacking operator within
the stacking aperture. The obvious advantages of such stack-
ing beyond CMP are the superior signal-to-noise ratio and
the larger number of stacking parameters available for fur-
ther processing. However, it requires continuity of the reflec-
tion time surface not only within the CMP but also in the
off-CMP direction. Moreover, the additional dimension
implies significantly increased computational costs and
some difficulties to properly detect and handle conflicting
dip situations.
Furthermore, for data with poor signal-to-noise ratio
and in areas lacking reflection events, a weakly constrained
generalized velocity analysis might construct artifacts.
Practical aspects of CRS stacking. From Equation 2 it is obvi-
ous that a CRS stack requires more effort than a CMP stack.
Instead of one parameter, we need to
determine three stacking parameters
or CRS attributes (or, in 3D, instead of
three parameters, we need eight; see,
e.g., Höcht, 2002). This poses a prac-
tical question: How can we solve this
multidimensional optimization prob-
lem of finding the correct stacking
parameters? The cost of such a prob-
lem increases exponentially with the
number of parameters involved. Thus,
we have in principle two options to
solve it: we can either try to dramati-
cally simplify the parameter detection
process to be able to use a conven-
tional interactive analysis, or we can
try to design an automated process
that uses sheer computer power to
find the optimal stacking parameters.
Both options have assets and draw-
backs, but especially in 3D an inter-
active analysis seems to be infeasible
from a practical point of view.
Nevertheless, let us start with a look
at this option in 2D first.
The goal must be to simplify the parameter search in such
a way that a user is able to handle the generalized velocity
analysis in an interactive way. We have already observed
that one of the stacking parameters, the NMO velocity, can
be determined in a conventional CMP stack. Thus, instead
of searching all three CRS parameters simultaneously, we
would like to have a simple way of determining the remain-
ing two. A closer inspection of Equation 2 reveals that, in
the same way as it can be reduced to Equation 1 within the
central CMP gather by setting ∆m to zero, another simpli-
fied expression is obtained by setting x to zero. The corre-
sponding zero-offset traveltime curve reads
(3)
It describes the position of the reflection events in the
stacked section. Since the quadratic term in ∆m only affects
the curvature of the traveltime function, the dip parameter
p can be detected by application of a straight-line velocity-
analysis-type stacking analysis applied to the stacked sec-
tion. In other words, this process is very similar to a slant
stack. Once p is known, a second search using curved oper-
ators can be used to determine the CMO velocity. In this way,
all three stacking parameters are determined by individual
single-parameter searches of identical complexity to a con-
ventional velocity analysis. A CRS stack can be created by
interpolating the CRS attributes to all locations and using
Equation 2 to finally stack up the data. However, as the com-
bined effort of the above procedure is still three times the
effort of a conventional velocity analysis, an interactive gen-
eralized velocity analysis, if actually carried out, would be
very time-consuming, cumbersome, and hardly ever feasi-
ble and cost effective, even for 2D data sets. Furthermore,
p and vCMO represent local properties of the reflection events
and, thus, require more sophisticated interpolation meth-
ods.
Let us now take a look at the second option, a nonin-
teractive, automated process to search for optimal stacking
parameters. A typical solution for such a problem is the use
of a coherence measure which is calculated for a number of
test operators, here for instance defined by different com-
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Figure 7. (left) Smooth interval velocity model for CMP range 2700–4400. The model was
obtained by a tomographic inversion of CRS attributes. The salt intrusions can be identified in
the velocity model. The velocities are in meters per second. (right) Common-image gather at
CMP 2800 after prestack depth migration with the velocity model on the left. Please note that no
velocity update has been performed at this stage; i.e., this is the migration result using the origi-
nal velocity model as output by CRS tomography.
binations of CRS attributes. Thereby, from a theoretical point
of view, the ideal operator (as in conventional velocity analy-
sis) should lead to the highest coherence value and stack
amplitude, defining in this way the searched-for stacking
parameters. Usually, semblance is used as a coherence mea-
sure (Neidell and Taner, 1971) but other correlation or coher-
ence measures could be applied equally well.
The simplest implementation that comes to mind is to
perform coherence scans along CRS operators (Equation 2)
for all reasonable combinations of CRS attributes at each
CMP location and for all traveltimes. While the slowness
values to be scanned can be easily constrained, we have seen
that the square of the curvature-moveout velocity vCMO can
possibly cover a huge range of positive and negative val-
ues. If we now assume a typical 2D line with about 2000
CMPs, a recording time of 8 s at 4-ms sampling interval (i.e.,
2001 samples per trace) and, without further constraints, we
scan for 180 slowness parameters, 200 NMO and 700 CMO
velocity values, then we are facing a total of about 33.6 
1012 semblance calculations. The number of calculations in
3D for eight parameters is yet several magnitudes larger. In
a nutshell: even with present-day computer technology a
simultaneous search of even three parameters (not to men-
tion the 3D case) is infeasible when we want to meet the
usual time targets for seismic data processing. We therefore
need to break down the problem into simpler ones also for
any automated process, not only for an interactive stacking
parameter analysis.
The first suggestion to head into this direction was made
by Müller (1998, 1999) and became known as the “pragmatic
CRS attribute search strategy.” In this approach, the para-
meter searches are carried out individually as outlined
above, however not in an interactive way but using the
automated coherence-based search strategy. Although this
is certainly faster than any interactive procedure, it is also
less reliable. Therefore, the search process was completed
by a subsequent local multiparameter optimization making
use of the previously determined attributes as initial val-
ues. This pragmatic strategy significantly reduces the num-
ber of necessary coherence measure calculations and of
interactive input of the interpreter, but (in most cases) still
leads to a high quality of the final stacked section. In the
case of our simple 2D example mentioned above, the num-
ber of semblance calculations reduces in this way from 33.6
 1012 to about 4.3  109, that is, by four orders of magni-
tude.
The reduction in necessary computations is not the only
advantage provided by the pragmatic search strategy. It
allows the use of conventional results as part of the search
algorithm. For instance, previously picked vNMO velocities
can be used as guide values in the automated dense CRS
attribute search. As some of the searches take place in a pre-
liminary stacked section (see Equation 3), we can also include
our conventional best stack or slope information in the
process. Furthermore, a priori information can be easily
incorporated into the search for attributes, for instance, to
restrict the range of values to scan. Combined with a smart
selection of locations where to perform the attribute search
(which helps to further reduce the number of necessary
computations) and the usage of highly optimized algorithms
to find the coherence maxima, this makes the determina-
tion of CRS attributes and thus the CRS stack technology
itself, feasible and applicable in 2D as well as 3D. However,
despite all efforts to simplify the problem, CRS remains a
computationally intensive task. It should therefore be con-
sidered as an optional processing step to be additionally
applied after conventional stacking velocity analysis, either
if conventional stacked sections don’t achieve the desired
quality or if more parameters are desired, for example to
construct a more reliable laterally varying velocity model.
More recently, other approaches to the multiparametric
search problem have been studied, for example, based on
simultaneous searches for two of the three parameters in
common-shot rather than CMP or stacked sections (Garabito
et al., 2001). Although CRS stacking can in principle be
applied in a fully automatic way, this has some pitfalls.
Since the process heavily relies on coherence measures, any
kind of problem which significantly hampers the correct esti-
mation of coherence values might obscure the attribute
search and, thus, degrade the stack result. Among those are,
for instance, nonideal statics, very low-fold data, wrongly
chosen apertures, or multiple energy present in the prestack
data. Also, automatic stacking in data regions with no coher-
ent energy may lead to spurious events. Moreover, picking
only one coherence maximum at a time will lead to the
destruction of weaker events at conflicting dips. Careful
constraints for the attribute searches, user intervention, and
a watchful quality control of the CRS attributes are required
in those situations to avoid wrong or misleading stack
results.
Applications of CRS attributes. So far, we have mainly
focused on the increased fold and the improved quality of
the resulting stacked section that can be achieved with a com-
mon-reflection-surface stack. However, we have also seen
that as a consequence of the generalization of the
NMO/DMO/stack method, we obtain an increased num-
ber of stacking parameters as compared to a conventional
stacking velocity analysis.
Thus, another question arises: What are these additional
parameters good for? The most important application of
stacking velocity is its use in (interval) velocity model build-
ing, for instance by means of a Dix inversion process. A nat-
ural extension is to incorporate all the additional information
provided by the CRS attributes into the inversion process.
The more information about the wavefield we include in
this step, the less assumptions and artificial constraints need
to be made. In other words, if we apply a stack beyond CMP,
we can also use a multiattribute inversion beyond Dix. A
straightforward generalization of standard Dix inversion on
the basis of the formulas for traveltimes and wavefronts of
Hubral and Krey (1980) has proven feasible (Biloti et al., 2002)
but somewhat unstable (Müller, 2005).
Duveneck and Hubral (2002) and Duveneck (2004) pro-
posed a tomographic inversion scheme using the stacking
velocity together with the horizontal slowness. This leads
to a smooth interval velocity field which is ideal for ray-
based depth migration. An example is given in Figure 7: the
velocity model as obtained by the CRS tomographic inver-
sion is shown on the left while a common-image gather (CIG)
after prestack depth migration using this velocity field is
shown on the right. No migration-based velocity update has
been performed; i.e., the depicted CIG is the result of the
first migration pass using the initial velocity model. The
tomographic inversion is a fast process and has the poten-
tial of yielding high quality initial migration velocity fields
with very few iterations in short turnaround times. The rea-
son is all information it needs has already been extracted
from the prestack data by means of the CRS stack and is
available in form of the CRS parameters. In addition, it can
be combined with the above-mentioned generalized Dix-
type inversion to stabilize the velocity model building
(Müller, 2005). The quality of the resulting model is only lim-
ited by the hyperbolic traveltime approximation.
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As an additional application, there are several auxiliary
quantities that can be estimated from the traveltime parame-
ters determined by the CRS stack. In the previous section, we
have already mentioned that the CRS parameters can be used
to estimate the projected Fresnel zone for zero-offset rays.
With a conventional velocity analysis, such an estimation is
only possible under strict and often inadequate assumptions.
The same is true for the geometrical spreading factor along
the ZO ray, which can also be calculated from the CRS attrib-
utes, thus providing an appropriate gain function to undo the
geometrical wave propagation effects.
It is to be observed that the coherence analysis used to iden-
tify the optimal CRS parameters leads to a valuable byprod-
uct, the coherence section. This section retains the highest
coherence value for each point P0 in the zero-offset section.
Since generally more coherent events
lead to more reliable velocity parame-
ters, it can be employed for quality con-
trol.
Data example. For illustrational pur-
poses, the pragmatic search technique
outlined above has been applied to a
real data set for comparison with con-
ventional processing. We have already
seen different views of a CRS stacking
operator in Figure 3. In comparison,
Figure 8 shows the CMP traveltime of
Equation 1 for the same central CMP
gather as displayed in Figure 3. Please
note that the generalized velocity
analysis has to be performed in a sym-
metric aperture as the common-reflec-
tion-point trajectory is not known a priori. A convenient
choice is to start with an elliptic CRS aperture in the mid-
point/offset plane: it accounts for the approximate nature
of the stacking operator and its half-axes are defined by an
estimate of the projected Fresnel zone for zero offset together
with a user-defined offset aperture as explained above.
Moreover, an elliptic aperture can be easily evaluated, which
makes it easier to apply operations at its boundaries like,
for instance a taper. However, it generally will not fully
cover the actual projected Fresnel zone for all offsets. A
more appropriate aperture following the CRP trajectory can
be used once initial CRS attributes are available, for instance
during a local optimization of the stacking operator and for
the final stack.
In Figure 1, we have already seen a comparison of sub-
sets of stacked sections resulting from a conventional CMP
stack (Figure 1a) and from a CRS stack (Figure 1b). As
expected from the higher fold in the stack, the CRS stack
leads to a better signal-to-noise ratio. Moreover, because of
the denser grid for the automatic stacking parameter analy-
sis, the CRS stack is slightly better focused. The conventional
processing used only selected events at selected CMP loca-
tions. Please note that this is a comparison of raw stack
results with no postprocessing applied. Poststack noise
attenuation techniques can further attenuate the remaining
noise, which will reduce the differences, but may also affect
some of the weaker events.
Figure 9 shows the output of the first step in the prag-
matic CRS attribute search strategy as described in an ear-
lier section, the automatic CMP stack section. Manually
picked coarse reference velocities were used to guide the
dense CRS search for vNMO. The corresponding output high-
density velocity field is on the right side of Figure 9. No post-
processing was applied to the dense velocity field. In order
to use it for interpretation or in conventional processing, it
has to be smoothed in a geologically plausible way, for
instance by means of the geostatistical approach known as
factorial kriging. The automatic CMP stack is used to search
for the slope 2p and the curvature vCMO of events. As
explained earlier, at this point we could in principle incor-
porate an already existing conventional stack in the CRS pro-
cessing flow.
The choice of the midpoint aperture remains a critical
parameter to the CRS stack. This is illustrated in Figure 10,
which depicts results of the very same CRS stack with (from
left to right) increasing apertures. Figure 10a shows the
stack result with a midpoint aperture of zero; i.e., it is the
conventional stack result. Figure 10b displays the CRS stack
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Figure 8. Conventional CMP stacking operator (green) for the same
location (blue dot) in Figure 3. Traveltime again ranges from 1 to 2.5 s
and offsets reach 3.5 km. The stacking velocity for t0 = 1.5 s is
2030 m/s, the operator covers offsets up to 3000 m. The conventional
stacking velocity differs by 15 m/s from vNMO derived by the CRS stack
method.
result with optimum midpoint aperture based on the estimate
of the projected Fresnel zone. Figure 10c shows the CRS stack
result with an artificially enlarged midpoint aperture (five
times the optimal size). We note that the signal-to-noise ratio
increases with increasing aperture, but certain details of the
image begin to get lost when the aperture size is increased
beyond the projected Fresnel zone. In addition, some smear-
ing is introduced. This can be observed, for example, at the
first event at about 0.7 s in Figure 10, where events tend to
lose lateral amplitude variations. The creation of artificial
pseudo-events due to the misalignment of the CRS operator
and the seismic data might lead to wrong interpretations. For
these reasons, we recommend to use larger apertures only
when processing data with a very poor signal-to-noise ratio.
Under these circumstances, CRS stacking can still provide rea-
sonable stacked sections where conventional CMP stacking
might fail completely. The better the signal-to-noise ratio is
in the prestack data, the smaller the aperture should be cho-
sen.
Conclusions. We have discussed the CRS stack method as a
generalization of and an alternative to the well-known CMP-
based stacking velocity analysis and stack. Both concepts rely
on the continuity of reflectors and, thus, share the same model
assumptions. The idea of the CRS stack method is to provide
an extension of the CMP technique to laterally inhomoge-
neous media that makes better use of the data redundancy
and provides additional useful stacking parameters that
include and complement stacking velocity, thus helping to
construct a better macro velocity model. The CRS stack
method achieves this aim by incorporating neighboring CMP
gathers. The main drawback is that in this way, it increases
the complexity of the stacking procedure. Therefore, the CRS
stack should not be understood as a general substitute for
conventional stacking velocity analysis and stack. Instead, it
should be considered as a complement to these methods, pos-
sibly applied to data subsets, in situations where conventional
approaches fail to provide reliable images and/or sufficient
information to solve the inversion problem.
The CRS method provides, in addition to NMO veloci-
ties, further stacking parameters that can be used not only
for a velocity inversion beyond Dix, but also for the estima-
tion of other parameters like geometrical spreading and
Fresnel zones. Valuable byproducts of the analysis are coher-
ence sections that can be employed for quality control.
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Figure 9. (left) Output of the first step in the pragmatic CRS attribute search strategy, the so-called automatic CMP stack. A coarse reference
velocity function was used to guide the dense CRS search for vNMO. (right) The corresponding raw high-density stacking velocity field determined
by the CRS process. No smoothing or any statistical postprocessing step has been applied here. The stacking velocities are in meters per second.
Figure 10. Comparison of CRS stack results using different midpoint apertures. (a) Midpoint aperture is zero (= conventional stack), (b) midpoint
aperture based on an estimate of the projected Fresnel zone (= optimal midpoint aperture), (c) midpoint aperture five times enlarged compared to
the optimal size.
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