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Referat
Die Anwendung von ko¨rperfremden Materialien zur Behandlung verschiedenster Krankheitsbilder,
wie zum Beispiel als Zahnersatz oder Knochenstabilisierung, ist seit Jahrtausenden fester Be-
standteil in der Medizin. Wa¨hrend damals hauptsa¨chlich stabile Materialien genutzt wurden, die
mo¨glichst wenig mit dem menschlichen Ko¨rper interagieren, wird heutzutage ein anderer Ansatz
verfolgt. Intelligente Materialien ko¨nnen nicht nur passiv die Heilung unterstu¨tzen, sondern aktiv
zu ihr beitragen. Ein beru¨hmtes Beispiel hierfu¨r ist das Formgeda¨chtnismaterial Nitinol, das in
Stents zur Behandlung verengter Arterien eingesetzt wird.
Diese Arbeit bescha¨ftigt sich mit Eisen-Palladium, einem neuen Formgeda¨chtnismaterial, bei dem
der Effekt nicht wie bei Nitinol u¨ber eine Temperatura¨nderung sondern durch ein a¨ußeres Magnet-
feld induziert wird. Da man somit ko¨rpertemperaturbedingte Restriktionen in biomedizinischen
Anwendungen umgehen kann, birgt Eisen-Palladium ein hohes Potential fu¨r Drug-Delivery
Systeme oder mikromechanische Pumpen. Da eine optimale Vertra¨glichkeit des Materials mit
seiner biologischen Umgebung absolut unabdingbar ist, untersucht diese Arbeit verschiedene
Mo¨glichkeiten, die Oberfla¨che zu modifizieren und somit die Adha¨sion biologischer Zellen zu
unterstu¨tzen.
Zu diesem Zweck wurden das Peptid RGD als spezifische Zelladha¨sionssequenz, ein Plasmapolymer
auf L-Lysin Basis als unspezifische Beschichtung und die Nanostrukturierung der Eisen-Palladium
Oberfla¨che durch Glanzwinkeldeposition untersucht. Die verwendeten Methoden beinhalten
Immunofluoreszenztests zur Quantifizierung der fokalen Kontakte zwischen Zellen und Material,
theoretische Dichtefunktionaltheorie Rechnungen, sowie Kontraktilita¨tsmessungen mittels eines
selbst entwickelten Biegebalkenaufbaus.
Somit gelingt es in dieser Arbeit, die gegenseitigen Beziehungen des Materials mit der jeweiligen
Oberfla¨chenmodifikation mit den lebenden Zellen aus verschiedenen Blickwinkeln zu analysieren.
Durch eine Kombination aus experimentellen und theoretischen Methoden werden die Sta¨rken
und Schwa¨chen der einzelnen Funktionalisierungsmethoden beleuchtet und die Bildung fokaler
Kontakte fu¨r eine verbesserte Zelladha¨sion wird maßgeblich verbessert.
Contents
1 Introduction 1
2 Background 5
2.1 The Ferromagnetic Shape Memory Alloy Iron-Palladium . . . . . . . . . . . . . . 5
2.2 The Material–Cell Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.1 Cellular Adhesion to Metallic Biomaterials . . . . . . . . . . . . . . . . . 9
2.2.2 Surface Coating Strategies to Improve Cellular Adhesion . . . . . . . . . . 10
2.2.3 Methods for Measuring Cellular Adhesion to Biomaterials . . . . . . . . . 13
2.3 Ab Initio Calculation of Coating–Material Interactions . . . . . . . . . . . . . . . 15
2.3.1 Density Functional Theory . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.2 Specific Implementation by Quantum ESPRESSO . . . . . . . . . . . . . 18
3 Materials and Methods 23
3.1 Sample Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1.1 Fe-Pd Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1.2 Glancing Angle Deposition . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1.3 Cantilevers for Contractility Measurements . . . . . . . . . . . . . . . . . 25
3.1.4 Biofunctionalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.1.5 Cell Culture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2 Data Aquisition: Experimental Techniques and Computer Simulations . . . . . . 29
3.2.1 Substrate Characterization . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2.2 Cell Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2.3 Contractility Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2.4 Density Functional Theory Calculations . . . . . . . . . . . . . . . . . . . 31
3.3 Data Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3.1 Microscopy Image Processing . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3.2 Contractility Calculation from Cantilever Bending . . . . . . . . . . . . . 33
3.3.3 DFT Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3.4 Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
i
Contents
4 Results 37
4.1 Specific Binding through RGD-Functionalization of Fe-Pd . . . . . . . . . . . . . 37
4.2 Unspecific Binding through Plasma-Poly-Lysine on Fe-Pd . . . . . . . . . . . . . 42
4.3 Assessing Binding through Contractility Measurements with a Bending Cantilever
Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3.1 Setup Calibration, Preliminary Experiments and Validation . . . . . . . . 53
4.3.2 From PSD Readout to Contractility . . . . . . . . . . . . . . . . . . . . . 58
4.3.3 Contractility Measurement Results . . . . . . . . . . . . . . . . . . . . . . 64
4.4 Fe-Pd Nanorods using Glancing Angle Deposition . . . . . . . . . . . . . . . . . . 66
5 Discussion 77
5.1 Specific Binding through RGD-Functionalization of Fe-Pd . . . . . . . . . . . . . 77
5.2 Unspecific Binding through Plasma-Poly-L-Lysine on Fe-Pd . . . . . . . . . . . . 81
5.3 Assessing Binding through Contractility Measurements with a Bending Cantilever
Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.4 Surface Nanostructuring of Fe-Pd using Glancing Angle Deposition . . . . . . . . 94
6 Conclusion 101
A Cell Culture Protocols 117
A.1 NIH/3T3 Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
A.2 Immunofluorescent Staining with Millipore’s FAK100 . . . . . . . . . . . . . . . . 118
B Exemplary DFT Input Files 119
B.1 pw.x . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
B.2 dos.x . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
B.3 projwfc.x . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
B.4 pp.x . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
C Bader Net Charges in Lysine Fragments 122
D Contractility Measurements 126
D.1 Setup geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
D.2 LabView Routine for PSD Readout . . . . . . . . . . . . . . . . . . . . . . . . . . 128
D.3 C# Program Front End for Laser Displacement Calculation . . . . . . . . . . . . 130
ii
List of Abbreviations
AFM atomic force microscopy
bcc body centered cubic
bct body centered tetragonal
BDE bond dissociation energy
CLSM confocal laser scanning microscope
CPLL conventional poly-L-lysine
CS calf serum
DMEM Dulbecco’s modified Eagles medium
DMSO dimethyl sulfoxide
ECM extracellular matrix
EDS energy-dispersive X-ray spectroscopy
fcc face centered cubic
FCS fetal calf serum
fct face centered tetragonal
FITC fluorescein isothiocyanate
FN fibronectin
FSMA ferromagnetic shape memory alloy
FTIR fourier transform infrared spectroscopy
GLAD glancing angle deposition
ILDOS integrated local density of states
IOM Leibniz-Institut fu¨r Oberfla¨chenmodifizierung Leipzig
NIH/3T3 mouse embryo fibroblasts
PBS phosphate buffered saline
PDOS projected density of states
PPLL plasma functionalized poly-L-lysine
PS Penicillin - Streptomycin antibiotic solution
PSD position sensitive detector
iii
Contents
PWscf plane wave self consistent field
RGD Arg-Gly-Asp
SEM scanning electron microscopy
SQS special quasirandom structure
TRITC tetramethylrhodamine isothiocyanate
XRD X-ray diffraction
iv
1 Introduction
The application of materials in the human body to treat all kinds of medical conditions, from
cardiovascular diseases over diabetes to fractured bones, dates back thousands of years, for
example to the Mayans using nacre shells as tooth replacement [1]. While back then a material
was mostly chosen because of its ability to induce the least inflammatory response and for
providing passive stability, the discovery of new materials with unique sets of properties enables
a different approach. Nowadays, a good biomaterial often allows an active stimulation of desired
material-tissue interactions. A famous example, where a mechanically active material outperforms
the previously used inactive one, is the utilization of the shape memory alloy Nitinol (Ni-Ti-alloy)
as stent material [2]. Together with the more recently developed Elgiloy (Cu-Cr-Ni-alloy) [3], it
replaced the former used stainless steel in stent surgery due to the ability to self-extend and, in
case of Nitinol, its shape memory and superelasticity [4–6].
The downside of the shape memory effect in Nitinol is the requirement of a temperature gradient
to transform its crystal structure from martensite to austenite. Fe-Pd and Ni-Mn-Ga on the other
hand exhibit shape changes within the martensitic phase at maintained temperatures. Instead,
they require an external magnetic field which is the reason for their designation as ferromagnetic
shape memory alloys. Their face centered tetragonal (fct) crystal structure has a magnetically
preferred axis leading to a strong magnetic anisotropy. Together with easily switchable twin
variants, this results in the possibility to reorient microscopic domains by changing the direction
of the external magnetic field. This in turn results in a macroscopic strain. More detail on the
process will be given in chapter 2.1.
This property opens a perspective to new potential micro-mechanical applications at constant
body temperature, such as drug delivery systems or valves based on the previous demonstration
of the working principle as micropumps [7, 8]. While Ni-Mn-Ga exhibits magnetic-field-induced
strains up to 10 %, it lacks even basic compatibility with biological systems [9]. Fe-Pd has
the advantage of both being biocompatible [10] and fulfilling the prerequisites for magnetic
switchability. From its lattice constants, a strain of up to 5 % can be derived [11]. As such, it is
a material with a promising set of properties and potential applications in the medical sector
and is thus the main subject of this work.
While biocompatibility is a very generic term and can mean many different things depending
on the intended application, it always demands good cell viability and proliferation according
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to Kirkpatrick and Mittermayer [12] as well as Johnson et al. [13]. These prerequisites are
already fulfilled by unmodified Fe-Pd surfaces [10]. However, advanced applications also demand
an advanced treatment of the material, which is why this work focuses on a particular aspect
of biomaterial performance: cellular adhesion and ways to improve it by modifying the Fe-Pd
surface.
The most common practice to modify a biomaterial’s surface is the application of an organic
coating [14] to provide the living cells with an easier access to required chemical features. The
amino acid sequence Arg-Gly-Asp (RGD), which is present in extracellular matrix (ECM) proteins
like fibronectin, plays an important role in this process. It is the most studied recognition motif
for cellular adhesion and serves as ligand for the integrin receptors in cells to establish a firm
contact to an underlying substrate [15].
As described more deeply in chapter 2.2, one can distinguish between a specific coating strategy
that introduces ECM proteins directly to the surface, and an unspecific coating strategy that
supports the cells in secreting their own ECM proteins. These can bind to the surface faster and
at a higher concentration than without the unspecific coating. The first approach is followed in
this thesis by applying a fibronectin coating in comparison to using the isolated RGD peptide
that can reproduce the effect of the whole protein [16].
While this first coating strategy is highly standardized and widely used [17–19], the employed
unspecific coating strategy utilizes a novel plasma assisted functionalization technique on the
basis of l-lysine monomers. It was developed in cooperation with other members of the research
group and assessed within this work for the first time. The setup implementation benefits from a
long tradition of plasma polymerization that was used to produce thin, pinhole-free layers of
organic compounds since 1960 [20] and was hence improved and made available for biomedical
applications [21]. However, the back then used approach is not applicable for amino acids due to a
high risk of destroying their functionality. The newly developed plasma assisted functionalization
technique promises the same advantages as its predecessor, such as robustness and ductility of
the coating, which are of particular importance for a mechanically active material as Fe-Pd,
while adding the desired functionality for increased cellular adhesion.
Since cellular adhesion is not only influenced by chemical features, but also topographical
properties like nanostructures and their spacing have a measurable impact [22], an outlook
towards nanostructuring Fe-Pd using glancing angle deposition (GLAD) is given to round up the
presented work. The GLAD method is well established for producing nanorods with tunable
shapes and dimensions [23, 24], but whether the atomic structure of the Fe-Pd alloy is maintained
and how temperature treatment for reaching the fct phase (required for shape changes) influences
the nanostructures, is yet unknown. These questions will be addressed to provide the groundwork
for further investigations on Fe-Pd nanostructures.
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With this broad spectrum of surface modifications, reaching from specific chemical coatings
to unspecific ones, to topographical changes, also a variety of methods is required to assess
the triangular interaction of material, surface modification and cells. The cell–coating inter-
face is characterized by both a standard method and a newly developed setup for assessing
cellular contractility. As standard method, the quantification of focal contact expression by
immunofluorescent staining and imaging is chosen. It gives information on the formation of
specific integrin-ECM contacts for an accurate estimate of the biochemical processes, as reviewed
in chapter 2.2.3, but lacks physical information on the strength of this connection. At this
point, the previously mentioned contractility setup ties in. It measures the deformation of a
macroscopic cantilever as a result of cells that contract the surface they are seeded on. Thus,
a wide range of materials like the rigid Fe-Pd and the soft coating plasma-poly-l-lysine can
be compared, as the method allows to eliminate influences from substrate rigidity or surface
topography by investigating a thin closed film of the respective material on top of a unified
cantilever. An approach based on the same idea was first proposed 35 years ago by Harris et al.
[25], who measured wrinkles on silicon rubber, and was greatly refined by Tan et al. [26], who
measured the deformation of silicon micro needles.
However, both lack the now presented generalizability with respect to different kinds of materials
with a wide range of elastic properties. In this work, the established procedure is described in
detail based on elastic theory of beam bending and finite element modeling of the cantilever
deformation due to cell induced stresses. The question, how these measured stresses can be
interpreted, will be answered along with a first comparison of the contractility of NIH/3T3 cells
on plasma-poly-l-lysine and Fe-Pd.
These methods are very valuable to characterize the interaction of cells and coatings, but as
important is a deeper understanding of the underlying physics and chemistry at the material–
coating interface. Therefore, in addition to experimental methods, results from ab initio modeling
will be presented to explain or reinforce the experimental findings. With this, it is possible to
address fragmentation of l-lysine in the plasma environment, its recombination and cross-linking
on the Fe-Pd surface, the strength of this bond and other details. These properties of interest can
mostly be derived from the knowledge of the electronic density of states, which is the key quantity
assessed by density functional theory (DFT, see chapter 2.3). Due to continuous improvements
in computational power, a system of up to some 100 atoms can be relaxed in a reasonable
amount of time, bearing the opportunity to illuminate adhesion processes from a new perspective.
Particularly the description of solids and their van der Waals dominated interaction with organic
molecules is subject of ongoing research, such as in the used semi-empirical DFT-D approach
[27].
Conclusively, after giving important background knowledge and information on used methods
in chapters 2 and 3, results of different Fe-Pd functionalization strategies will be presented in
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chapter 4 and discussed in chapter 5. First, the application of a specific coating at the example
of RGD and fibronectin will be addressed in chapters 4.1 and 5.1, followed by an unspecific
coating approach using plasma-poly-l-lysine in chapters 4.2 and 5.2. For quantifying the adhesive
performance of this coating, a new technique to measure contractile cell forces will be elucidated
in chapters 4.3 and 5.3. As an outlook, a complementary functionalization strategy by introducing
topographical features using glancing angle deposition will be demonstrated in chapters 4.4 and
5.4.
The aforementioned example of the Mayans nacre shell, taught us to strive for deeper under-
standing beyond mere quantification. Millennia after its initial use, the underlying reason for its
extraordinary ingrowth potential was found by looking closer at physical and chemical details
[28]. Tying in with that, a dual strategy of experimental and modeling techniques is used and
with this a comprehensive, broad view on surface modification strategies for the ferromagnetic
shape memory alloy Fe-Pd will be presented in the following.
4
2 Background
In this chapter, the reader will be provided with the current state of knowledge on topics of
high relevance for this thesis. The working principles of established microscopy and surface
characterization methods will not be included for the sake of shortness and due to the existence
of detailed descriptions in any related textbook. Instead, the focus will lie on the material Fe-Pd,
its promising properties and the physical explanation of this behavior. Furthermore, important
background on the material–cell interface and ways of chemically strengthening this link, as well
as common methods to assess this strength, will be given. The chapter will be concluded by a
short history of density functional theory followed by a summary of all notable methods utilized
in the employed code.
2.1 The Ferromagnetic Shape Memory Alloy Iron-Palladium
A short look at the metallic components of iron-palladium alloys already tells a story about
why it is such an interesting material to work with. On the one hand we have iron, which is
ferromagnetic. By itself it corrodes rapidly, but only slight additions of other elements can lead
to incredibly hard and corrosion resistant alloys as in the well-known case of stainless steel [29].
Palladium on the other hand is a precious metal and strikes with very good biocompatibility
utilized for example in its application in dentistry [30]. The oxidation resistance can still be
improved by adding more reactive elements like iron [31]. Therefore, the alloy of both unites their
advantages and adds more outstanding properties due to unique structural features. The following
chapter will introduce the material system with special emphasis on the Fe70Pd30 composition
and resulting properties such as superelasticity and magnetically induced reorientation causing a
magnetic shape memory effect, and concludes with its biocompatibility.
From the schematic phase diagram displayed in figure 2.1 one can derive that the high temperature
phase of Fe-Pd is stable in a face centered cubic (fcc) structure regardless of composition. This
crystal structure has a high symmetry and is called austenite in honor of Sir Roberts-Austen.
When slowly cooling the alloy below a composition dependent transition temperature, most
iron-rich compositions become metastable and usually decompose into pure 𝛼-iron and a Fe50Pd50
L10 crystal phase [32]. Since the most interesting properties of iron-palladium are only exhibited
in a small composition regime around 30 at% palladium, such decomposition must be avoided by
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Figure 2.1: Schematic phase diagram of Fe-Pd. Upon slow cooling, Fe70Pd30 will decompose into
an iron phase and an Fe50Pd50 phase (stable phases), while rapid cooling maintains the
composition and allows to reach the desired fct crystal structure (metastable phases).
Exact phase diagrams can be found in [34] and [35].
applying high cooling rates. As many other iron alloys, Fe-Pd will then perform a diffusionless
phase transformation from the austenitic to the martensitic phase (see figure 2.1). The martensite
is a lower symmetry tetragonal phase, which is reached through only slight non-diffusive movement
of the atoms by less than the interatomic distance. By this collective movement, the atoms
maintain their spatial relation, and their position in the martensite is directly correlated to
the one they had before in the austenite. This so called martensitic transformation from fcc
to face centered tetragonal (fct) can be shape invariant and almost volume conserving due to
the formation of twin boundaries [33]. A twin boundary is a line within the crystal, where two
different variants of the martensite meet. The coordination number of the atoms is unchanged,
while their position is mirrored along the boundary. The process of twinning is reversible and
requires much less energy than displacing atoms from their lattice position.
With these structural concepts in mind, one can easily understand the phenomenon of superelas-
ticity. Applying shear stresses to an austenite will first result in the usual linear stress-strain
relation. However upon reaching a certain stress level, it is energetically favorable for the crystal
to partially phase transform to the martensitic structure. The growth of martensitic domains
due to maintained stress results in a more than linear increase of strain, called the pseudoelastic
plateau, where strains up to 10 % can be reached. Once the whole crystal is martensitic, linear
stress-strain behavior will continue.
Materials that perform martensitic transformation also exhibit a thermal shape memory effect.
As stated before, atomic positions in the martensite are strictly linked to those in the austenitic
counterpart. This statement holds true regardless of the specific twin boundary location in the
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martensite. Therefore elastically deforming the martensite at low temperatures by moving its
twin variants does not influence the corresponding position in the austenite. Upon heating the
specimen, the material will readily return to its previous shape. An application of this property
in medicine is well established for the thermal shape memory material Nitinol, which is widely
used as vascular stent material [2]. The device is prepared in a size larger than the vessel of
application. At low temperatures it can then be crimped to fit into the delivery system of a
catheter. Expansion happens after the retraction of the delivery system at body temperature
[36]. Due to its superelasticity, the Nitinol stent continues to impose a radial force on the vessel
wall resulting in a maintained vessel widening and thus outperforming the previously common
approach of balloon angioplasty [37].
Such practical use can only be made of thermal shape memory alloys with a transition temperature
around room temperature. But there is a similar effect that is controlled by magnetic field rather
than temperature. Magnetically induced reorientation of twin variants is a process, where shape
and magnetization of a material is controlled through an external magnetic field. In the absence
of the field, differently oriented twin variants exist in the martensite. The magnetic moment is
strongly coupled and thus oriented along the direction of the easy axis of the crystal in each
respective variant. In an external magnetic field internal moments of the atoms are forced to align.
For most materials, this happens without a structural change, but due to the easily movable twin
boundaries and strong magnetic anisotropy in Fe-Pd [38], it is energetically favorable to grow
domains with the easy axis oriented along the field. Above a critical external field, the material
theoretically reaches its saturation magnetization at a uniform twin orientation. The macroscopic
elongation of the fully aligned material differs from that of the unoriented one by up to 10 %
in case of the first discovered Ni-Mn-Ga [39] and theoretically up to 5 % for Fe-Pd, which is
extrapolated from the (𝑐− 𝑎)/𝑎 ratio of the fct martensite reported in [11]. While experimental
values do not yet reach the predicted reversible strains [40, 41] due to reasons explained by Wada
et al. [42], magnetostriction of up to 3 % could be demonstrated [41].
With these exciting properties one can envision applications in the biomaterial sector including
valves, actuators and prosthetic devices, which is the reason why one main topic of this thesis is
the biofunctionalization of Fe-Pd. However, the best functionalization strategy is in vain as long
as the material itself is harmful to cells or, contradicting to that, if the material is so corrosive
that it suffers in biological environments. Pure iron corrodes intensely into either ferric (Fe2+) or
ferrous (Fe3+) products [43], which can provide for radical formation and thus can pose harm to
living cells [44]. Even though pure iron stents were safely implanted into rabbits [45], corrosion
rates of around 20 𝜇g/(cm2h) measured in simulated body fluids would sooner or later lead to
a complete degradation. Fortunately, similar tests with Fe-Pd showed significantly lower iron
corrosion rates of 0.16 𝜇g/(cm2h) [46]. This passivating effect is caused by the addition of noble
palladium, which makes the whole alloy electrochemically more noble than the pure iron. On
this basis, follow-up in vitro biocompatibility tests showed that both fibroblast and epithelial
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cell lines, as well as primary osteoblast cells, show normal proliferation and adhesion behavior
on Fe-Pd, while maintaining their respective typical morphology [10]. Altogether Fe-Pd thin
films show a good biocompatibility, building the foundation for further improvement by different
functionalization strategies [47].
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2.2 The Material–Cell Interface
2.2.1 Cellular Adhesion to Metallic Biomaterials
One major determining factor for a cell’s survival on rigid substrates is its ability to adhere to
the materials surface. Being in close contact with its surrounding not only influences a cell’s
mechanical stability, but also its proliferation, migration, differentiation and protein expression.
Sensing mechanical and chemical signaling from its environment is important for a cell within a
multicellular organism to survive or even to die in a controlled manner [48].
To establish this required bond in vivo, cells secrete a complex network of numerous proteins.
Together they form the extracellular matrix (ECM). Since many matrix proteins carry specific
amino acid recognition motifs, the way a cell interacts with its ECM depends largely on its
composition and properties. Those can vary depending on tissue type and development stage
[49], while on the other side also proteins covering the cell membrane itself can vary in density
and composition. In some cells, membrane proteins occupy over one third of the surface area
[50]. With respect to cell adhesion, the most important of those membrane proteins are integrins.
These transmembrane receptors can bind to matrix proteins such as fibronectin and vitronectin,
by specifically recognizing the RGD amino acid motif within them [51, 52]. Thus certain parts
of fibronectin serve as ligands for the integrin receptors (see figure 2.2). Once this bond is
established, further receptor-ligand pairs can provide more chemical signaling between the cell
interior and its surrounding and a cell reacts to these sensations with changes in gene expression
and overall behavior [53].
One effect of this signaling is a rearrangement of other proteins close to established integrin
bonds leading to aggregation of tensin and focal adhesion kinase (FAK) [54]. Through this
clustering of up to 300 integrin bonds per 𝜇m2 [55], a larger scale anchoring site of the cell to its
substratum, termed focal contact or adhesion contact, is established. They occur in different
sizes and functions, such as focal adhesions, which are large contacts at the tips of actin stress
fibers, or smaller contacts underneath the lamellipodium of extending protrusions, termed focal
complexes [56]. Focal complexes have a size of around 100 nm in diameter and can mature
into several 𝜇m2 big focal adhesions or disappear [57]. They can thus be regarded as scouting
focal contacts that allow a cell to probe a surface and decide whether to migrate further in that
direction.
Although chemical sensing comprises a large part of this probing, it is not the only information a
cell can gain through a tight adhesion. A large variety of physical surface properties acts on and
influences the adhesive interface as well. Thereby a cell can sense stresses inflicted by a surface
deformation, topological features like roughness of nanostructures, and rigidity or compliance
[57].
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Figure 2.2: Schematic of cell adhesion through integrins that bind the cell interior to the extra-
cellular matrix outside the cell. Adapted from [58] with permissions from Nature
Publishing Group.
While in healthy, natural environments physical and chemical properties are specifically tailored
to fit a cell’s needs, this cannot be taken for granted in foreign environments. Thus understanding
a cell’s preferences is a prerequisite to design biomaterials that invoke minimum foreign body
response while also supporting all naturally ongoing processes at the cell-environment-interface.
Engineering surfaces with fitting mechanical features has thus been a topic of intense research
for decades and continues to pose a big challenge [59]. At least as important is a functional-
ization of the material with surface coatings that both improve chemical features and preserve
mechanical ones. Some of those coatings are so elaborate that they can even be considered a
biomaterial themselves. To understand the considerations in coating design, the most common
functionalization strategies will be summarized in the following chapter.
2.2.2 Surface Coating Strategies to Improve Cellular Adhesion
At this point it is important to remark that not in all applications a good cellular adhesion is the
uppermost goal of a functionalization strategy. On the contrary, the main directive for example
for materials in blood contact is the prevention of coagulation causing thrombotic deposition
and eventually occlusion of the blood vessel [60]. However, in the context of this thesis, only
coatings with adhesion promoting properties will be considered.
A classical way to interface cells with materials is the introduction of extracellular matrix
components to the material surface. In this way, a cell can readily recognize the ligands for
its integrin receptors without the necessity of first secreting the respective proteins itself (see
figure 2.3). Typical proteins of choice would be laminin, fibronectin, vitronectin, or collagen [61]
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Figure 2.3: Coating strategies reach from specifically adding ECM proteins to the surface to
promote integrin/ligand pair formation to unspecific surface functionalization that
utilizes hydrophobic interactions to support the cells in secreting their own adhesion
proteins. Adapted from [57, 64] with permissions from The Royal Society of Chemistry
and Nature Publishing Group.
since they contain the earlier mentioned specific cell binding motifs [62]. However, as Lhoest
et al. showed [63] in the case of fibronectin, the mere adsorption of these proteins does not
guarantee successful cell binding. Instead, the amount of proteins in the right orientation and
conformation is the predicting property. To control this issue, advanced approaches allow to
tailor artificial polymers containing only the short peptide sequences belonging to a specific cell
binding motif, mainly RGD or RGD-containing peptide motifs. The rest of the polymer can be
designed to assure the correct conformation on the respective material. Methods and examples
are extensively reviewed by Delaittre et al. [64] and the respective citations. The fact that these
artificial polymers are not able to reach the receptor specificity of the naturally occurring proteins
is a mere indicator, that the presence of binding motifs is not the single secret to integrin binding
and the actual requirements are not easy to mimic.
An entirely different approach is therefore to support the cells in secreting their own cellular
matrix proteins in sufficient amounts and in the right conformation by providing the right
chemical surface features. Grinnell and Feld [65] found that fibronectin preferably adheres to
hydrophobic over hydrophilic surfaces, but the conformation on hydrophilic surfaces allows for
cellular adhesion, while that on hydrophobic ones does not. Looking at the functional groups
causing the respective hydrophilic or hydrophobic effect, Keselowsky et al. [66] studied the
influence of –CH3, –OH, –COOH and –NH2 groups and found that the accessibility of binding
domains in fibronectin is highest on surfaces with hydrophilic –OH groups, intermediate for
–COOH and –NH2 and lowest on hydrophobic –CH3 rich surfaces. These findings show that
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surfaces with a high amount of hydrophilic functional groups make it easier for ECM proteins to
expose their binding-related ligands to the cell.
Besides engineering the surface, for example with self-assembled monolayers [67], also protein
based polymers like poly-amino-acids are a common way to introduce hydrophilic functionalities
to a surface. Their advantages, such as nontoxicity, nonantigenicity and biocompatibility [68]
are clinically approved and allow for tissue engineering applications [69]. One famous example
of a widely used poly-amino-acid is poly-l-lysine (PLL) [70–72]. It consists of multiple lysine
monomers cross-linked via a peptide bond. The (CH2)4NH2 residue of the monomer contains a
hydrophilic NH2 group reaching out far from the backbone at a distance of a four atoms long
carbon chain. It thus serves as protein glue for ECM components secreted by cells or – in case of
in vitro conditions – for serum proteins from cell culture medium. Unsurprisingly, nature also
makes use of this property in its most adhesive compounds. For example proteins consisting of
20 % lysine are found in mussel attachment pads [73], allowing them to stick to virtually every
surface [74].
Improving and specifying the interaction of surface chemistry and cell adhesion is still in focus of
extensive research, and many strategies are developed to enhance existing approaches. Currently,
polymers are mostly applied via wet preparation techniques, where molecules are immobilized
from solution and attached to the substrate. Simple tools are spin coating or spraying, in contrast
to the more versatile toolbox of polymer grafting. Langmuir-Blodgett deposition describes a
method, where amphiphilic molecules gather at the water-substrate interface to avoid interaction
of the hydrophobic part with water, forming comparably weak physisorbed bonds [75]. Stronger
adhesion is achieved with chemisorbed self-assembled monolayers, where molecules carry a polar
headgroup that lowers the surface energy of the substrate and a tail functionality mediating the
intended surface properties [76]. Another highly interesting approach is the genetical engineering
of proteins that tailors them in such a precise way that molecular recognition supports their
attachment to a certain substrate crystal structure [77].
Concentration and robustness of the polymers can be increased by surface-initiated polymerization.
Initiator molecules are applied to the substrate, where they catalyze the grafting of thin polymer
films [78]. Similarly, plasma treatment of amino acids enhances cross-linking and robustness of
the resulting polymer and will particularly be addressed within this thesis. Using plasma to
polymerize organic compounds has a long tradition. First reports date back to 1796 [79] and
since the 1960s, plasma polymerization was consistently used to synthesize pinhole-free polymer
layers also in biomedical applications [20, 21, 80].
While publications that present the effects of surface treatments repeatedly asses cellular adhesion,
there is not a single simple way to measure this property. Therefore the next chapter will address
existing methods for measuring adhesion and what particular feature they each focus on.
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2.2.3 Methods for Measuring Cellular Adhesion to Biomaterials
Quantification of cellular adhesion comprises different things in different contexts. It can reach
from analyzing the expression of adhesion promoting proteins as prerequisites, to directly counting
cells or focal contacts, up to characterizing further implications of adhesion, such as cell forces
and detachment resistivity.
Earliest methods simply determined, which portion of seeded cells eventually ended up being
adherent to the sample [81], and how much those adherent cells spread [82]. Cell spreading is a
consequence of good adhesion, while non-adherent cells are typically spherical, depending on the
specific cell type. Phase contrast microscopy is sufficient for these investigations since only the
cell as a whole and not smaller compartments needs to be imaged.
Particularly interesting in blood vessels, a different technique investigates a cell’s resistivity
against shear flow [83]. Besides mere adhesion, this assay gives information on the cell’s ability
to perform rolling along a surface, which means that they can be moved by the flow while
maintaining a stable connection towards the surface at all times. A similar principle is used in
the spinning disc method developed by Horbett et al. [84] and for example employed by Garcia
et al. [85], who inflict shear stress on cells by rotating their substratum and quantify cellular
adhesion from the resulting radial distribution of the cells. This method is still used in a modified
version, where both normal and shear stresses can be applied to cells [86, 87].
While these methods investigate the cells’ resistivity to global stresses, more elaborate methods
developed from atomic force microscopy (AFM) setups allow for probing single cell rupture
resistivity. Most groups utilize the Nanowizard and CellHesion Systems by JPK Instruments
AG [88]. Here the conventional AFM is modified by increasing the pulling length of the piezo
drastically and applying tipless cantilevers that are coated with strong adhesives like ConA or
fibronectin. In a study by Selhuber-Unkel et al. [89], the cantilever is lowered towards adherent
cells. After a certain contact time, the cantilever is retracted and rupture forces are determined
with respect to loading rate. Another application of this method uses cells in solution that can
be captured at the tip of the coated cantilever. Pushing the captured cell onto a substrate and
retracting it after a short waiting time gives valuable information on cell-substrate interaction in
multiple ways [90–92]. From the measured force-distance curves, the total work of displacement,
maximum rupturing force and number of rupturing events can be derived. The rupturing events
correspond to individual adhesion plaques.
Zooming in on these plaques, one can also directly look at the expression of focal contacts.
To observe them in a confocal laser scanning microscope (CLSM), ECM proteins are labeled
with fluorescent markers like fluorescein isothiocyanate (FITC). The marker is usually attached
directly or indirectly to an antibody specifically recognizing focal contact locations via the
intracellular protein vinculin, which is located at the termini of stress fibers [93]. Other protocols
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label 𝛼V and 𝛽1 subunits of integrins. In either case, a visualization of cell-substratum contact
plaques is possible and the area of adhesion sites allows conclusions on adhesion strength [94].
Through fluorescence ratio imaging between two differently labeled components, one can even
determine the current maturation stage of a focal contact [95]. These methodologies however lack
the ability to quantify integrin binding. This gap is filled by an immune assay protocol developed
in the group of Keselowsky and Garcia [96], who cross-link integrin/ligand pairs, extract the
components from the cells and determine the amount of bound integrins versus unbound ones
with ELISA and Western blotting.
While fluorescent markers can help visualizing the location of focal contacts, other groups
implemented delicate methods to simultaneously visualize contractile forces exerted by the
cells. Tan et al. [26] seeded cells on elastomeric micro needles and calculated forces from their
bending, while Schwarz et al. [97] used labeled gels to determine contractile forces from substrate
deformation.
All these approaches belong to a field of research that only focuses on the manifestation of cell
adhesion through the ability of exerting mechanical forces on their substrate. Impressively, these
forces not only deform substrates on a nanometer scale. They are also able to deform micro
cantilevers and even – as addressed later in this thesis – macroscopic beams. A homogeneous
beam with cells seeded only on one side experiences a difference in surface stress on the top and
bottom surface. This imbalance results in a measurable bending of the beam [98]. The radius
of curvature is directly related to the stresses induced by contractile cell forces through elastic
theory. Details of this relation will be discussed in chapter 5.3.
This diversity of experimental methods shows not only the complexity but also the high impor-
tance of determining adhesion strength for biomaterials applications. A totally different but
complementing approach will be described in the following chapter on theoretical techniques
to calculate metal-organic matter interactions that fundamentally underlie the adhesion of any
protein to a rigid material.
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2.3 Ab Initio Calculation of Coating–Material Interactions
2.3.1 Density Functional Theory
Due to the vast amount of proteins and macromolecules involved in cellular adhesion, it has long
been a field dominated by experimental work. Only recently, with increasing computer power, it
became possible to investigate the interaction of selected molecules and surfaces using ab initio
approaches. This development is very fortunate since, particularly in the context of adhesion,
a look at the atomic and molecular details opens new perspectives to predict experimental
outcomes and to verify and interpret experiments in a fundamental new way.
While not all basics will be reviewed in depth in this chapter, as it has been done extensively
in literature [99–101], it will give an overview on the quantum mechanical background and the
challenges for applying DFT to biomolecules.
Density functional theory is an ab initio computational method, meaning that it predicts
properties of the ground state of a system from the mere input of atomic species and their
approximate initial coordinates [102]. It emerged to being one of the most powerful computational
tools in chemistry and condensed matter physics, which is reflected by the Nobel prizes awarded
to its founders Walter Kohn [103] and John Anthony Pople [104] in 1998.
The starting point of Kohn’s theory is the non-relativistic, time-independent Schro¨dinger equation
[105], which relates a particle’s wave function Ψ(1) with its energy eigenvalue 𝐸 under the influence
of the Hamiltonian operator ?^?, which contains information on potentials acting on the particle:
?^?|Ψ⟩ = 𝐸|Ψ⟩. (2.1)
While this equation can be solved exactly for a single hydrogen atom, increasing complexity
of the system requires more and more approximations to deal with the calculation. The first
and foremost approximation uses the fact that nuclei are by orders of magnitude heavier than
electrons. As a consequence, the electronic motion occurs much faster, allowing us to consider
them in a time-independent field generated by the (for the moment) static nuclei. This separation
of electronic and nucleic motion is called Born-Oppenheimer approximation [106]. The electronic
part of the Born-Oppenheimer-Hamiltonian is the sum of the electrons’ kinetic energy 𝑇 , the
repulsive potential of pairwise Coulomb interactions with neighboring electrons 𝑉𝑒𝑒 and the
external potential generated by the nuclei 𝑉ext (written in atomic units):
?^? = 𝑇 + 𝑉𝑒𝑒 + 𝑉ext
= −1
2
∑︁
𝑖
∇2𝑖 +
1
2
∑︁
𝑖,𝑗 ̸=𝑖
1
|r𝑖 − r𝑗 | +
∑︁
𝑖
𝑣(r𝑖).
(2.2)
(1)related to the probability of finding it in a certain state P = |Ψ|2
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Initial coordinates and species of nuclei
𝑛test(r)
𝑣KS[𝑛](r) = 𝑣ext(r) + 𝑣H[𝑛](r) + 𝑣XC[𝑛](r)
?^?KS|Ψ𝑖(r)⟩ = 𝜖𝑖|Ψ𝑖(r)⟩
𝑛(r) =
∑︀
𝑖 |Ψ𝑖(r)|2
𝑛(r) self
consistent?
𝑛(r) found! Calculate energies, forces, ...
no
yes
Figure 2.4: Flow-chart for solving self-consistent Kohn-Sham equations for a fixed set of nuclei.
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Determining the ground state thus implies solving a variational problem that finds the minimum
value of the energy eigenvalue 𝐸0 upon varying Ψ (according to the Ritz Variation Method [107,
108]):
𝐸0 = min
Ψ
⟨Ψ|?^?|Ψ⟩. (2.3)
The resulting ground state energy is only an upper estimate since it is limited by the choice of a
basis set, from which trial wave functions Ψ are constructed. Even though this choice implies
another approximation, test wave functions still depend on 3𝑁 positions of 𝑁 electrons and
energy calculations become extremely expensive for larger systems.
In 1964, Hohenberg and Kohn [109] proved the existence of an exact one-on-one ground state
density of electrons 𝑛(r), which represents those 𝑁 electrons in just one scalar. Reformulating
the initial equation 2.2 to a dependence on this scalar 𝑛(r) resulted in the self-consistent,
non-interacting Kohn-sham equations [110], which are now fundamental to all DFT models:
?^?KS|Ψ𝑖(r)⟩ =
(︃
−1
2
∑︁
𝑖
∇2𝑖 + 𝑣KS[𝑛](r)
)︃
|Ψ𝑖(r)⟩ = 𝜖𝑖|Ψ𝑖(r)⟩. (2.4)
While breaking the highly interacting, multi-particle electronic Born-Oppenheimer-Hamiltonian
down to non-interacting equations is a huge achievement, the devil is in the detail of calculating
the Kohn-Sham potential 𝑣KS which is a functional of the electronic ground state density 𝑛(r)
given by the sum over the electron probability density of all ground state wave functions Ψ𝑖(r)
as
𝑛(r) =
∑︁
𝑖
|Ψ𝑖(r)|2. (2.5)
The Kohn-Sham potential similarly to the original Hamiltonian consists of the external potential
from the – approximately static – nuclei 𝑣ext(r), the Hartree term 𝑣H[𝑛](r) and the exchange-
correlation term 𝑣XC[𝑛](r):
𝑣KS[𝑛](r) = 𝑣ext(r) + 𝑣H[𝑛](r) + 𝑣XC[𝑛](r). (2.6)
The interdependence of potentials and wave functions demands an iterative approach to find
a solution. At this point, the computational algorithm displayed in figure 2.4 comes into play.
It describes basic steps that lead from a given set of nuclei with known positions and species
to the electronic density minimizing the energy for that particular system. Each of these steps
comprises its own challenges, which is reflected by the various implementations and extensions of
existing DFT code, each counting hundreds of thousands of lines of code. Within this thesis,
calculations have been performed on the basis of the plane wave self consistent field (PWscf)
package within the open source code Quantum ESPRESSO [111]. It allows calculation of periodic
systems and will be illuminated in more detail in the following section.
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2.3.2 Specific Implementation by Quantum ESPRESSO
The first step in the flow-chart in figure 2.4 denotes calculating the electronic density from the
known coordinates of each nucleus involved in the system, when in truth the starting point lies
before that in finding these initial nuclei coordinates. For ordered metal alloys, this task is easily
solved by using known literature values for lattice constants and crystal structure measured
for example in X-ray diffraction (XRD) measurements. Fe70Pd30 however – as well as other
substitutional random alloys A1−𝑥B𝑥 – has a disordered crystal structure, which DFT is unable to
reflect due to computational limitations to around 100 atoms. A compromise between minimizing
the size of a unit cell on the one hand and an accurate representation of Fe70Pd30 on the other
hand was designed using Zunger et al.’s [112] special quasirandom structure (SQS) approach.
In contrast to earlier approximations like the virtual crystal approximation (VCA) or the site
coherent-potential approximation (SCPA) [113], SQS includes structural relaxation and allows the
combination with organic molecules. It is also superior to completely randomized approaches that
relax huge amounts of possible configurations [114] since it reduces the computational effort by
preselecting structures with the least possible short range periodicity. Thus it already represents
the material properties for cell sizes as small as 𝑁 = 8. Recent publications on Fe70Pd30 SQS
found satisfactory results for a 𝑁 = 32 cell with 22 iron atoms and thus a composition of
Fe68.75Pd31.25 [115, 116]. For the sake of completeness, it should be mentioned that reciprocity
concerns obviously do not exist for non-periodic single biomolecules. An initial guess for the
position of their nuclei is provided by PubChem [117], a database summarizing structural and
experimental data of a vast amount of chemical compounds.
Now that the positions and species of the involved nuclei are known, an initial guess for the wave
functions and thus the electron density can be made. The standard implementation of the PWscf
code does this by superposing atomic orbitals. To avoid ending up in the wrong ground state
due to symmetry effects, a small degree of randomness is imposed. The atomic orbitals can for
example be calculated with the Thomas-Fermi approach [118], which has deficits in expressing
exchange energies correctly but serves as good starting point for further calculations. As given
away by the name of the code, PWscf implements a plane-wave basis set, using Bloch’s theorem,
which states that wave functions in a periodic crystal can be written as Bloch waves:
Ψk(r) =
∑︁
G
𝑐k,G exp (𝑖(k+G) · r), (2.7)
whereG is the reciprocal lattice vector and k the wave vector. Plane waves have great advantages,
like being orthonormal and leading to total energy calculations that converge systematically when
considering a larger number of wave vectors(2)[119]. They were originally designed for periodic
systems, but can also be employed to non-periodic ones by using a supercell technique, meaning
(2)or in other terms, an increased cutoff energy determined by 𝐸cut =
|k+G|2
2
. The value of 𝐸cut has a major
influence on the accuracy of results, while on the other hand leading to increased computing times.
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that the non-periodic system – for example a molecule – is placed in the center of a large unit
cell and a sufficiently large amount of vacuum is inserted to avoid self-interaction. Calculating
system properties transforms from real space integrals over r to infinite reciprocal space sums
over k, which can be approximated by only summing up to the above mentioned wave vector
cutoff. Choosing a special, representative set of k-points is another extensively optimized topic
in DFT. The Monkhorst-Pack grid for example employs a k-point-mesh that is equally spaced in
reciprocal space [120]. For single molecules and other non-periodic structures in supercells, a
Γ-point-only approach is typically used.
Since an accurate representation of metals can be tricky due to a sharp discontinuity between
occupied and unoccupied states at the Fermi surface at zero temperature, additional smearing
can be employed. Stepwise changes, as induced by 𝛿-distributions, are smeared using functions
that converge to the original behavior. The standard method is Gaussian smearing, while in
some cases the implementation by Methfessel and Paxton [121] yields more accurate results.
Regardless of the specific implementation of this step, it leads to a test density functional, which
is denoted as 𝑛test(r) in the flow chart in figure 2.4.
Calculating the Kohn-Sham potential (equation 2.6) from this density functional is a crucial step
and the only one besides the Born-Oppenheimer one, where approximations to the underlying
physics are applied(3). The first component of 𝑣KS[𝑛](r) is the external part 𝑣ext(r) that is imposed
by the nuclei. It can typically be considered as a sum of their individual potentials:
𝑣ext(r) =
∑︁
𝛼
𝑣𝛼(r−R𝛼), (2.8)
where in the simplest case a Coulomb interaction approximation
𝑣𝛼(r) =
𝑍𝛼
𝑟
(2.9)
with the nuclear charge 𝑍𝛼 and position 𝑅𝛼 is feasible. However the diverging behavior close
to the nucleus inflicts computational problems. Within a plane wave basis set, high Fourier
components have a significant impact and thus a large number of wave vectors (equivalent to a
large cutoff energy) is required. To circumvent this problem, pseudopotentials are introduced. The
choice of a pseudopotential depends largely on the respective chemical element and chosen wave
function basis set. A large library of pseudopotentials is available from Quantum ESPRESSO
[111]. The basic approach behind pseudopotentials redefines the electronic system by dividing
it into inner core electrons and valence electrons. Inner electrons have minor contributions to
chemical binding and can thus be included in a now partially screened pseudo core. Consequently,
valence electrons will interact with a new potential consisting of the nucleus plus its core electrons.
For example in potassium, Hellmann [122] suggested a potential of the form
𝑤(𝑟) = −1
𝑟
+
2.74
𝑟
exp(−1.16𝑟), (2.10)
(3)All other approximations are required to reduce computational effort and do not change the underlying physics
of the problem.
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which was further generalized by Phillips and Kleinman [123]. Thus, valence electrons experience
a repulsive interaction when being close to the core due to Pauli repulsion and exchange effects.
This interaction is much more computationally feasible than the diverging Coulomb attraction,
resulting in a smooth pseudo wave function close to the core. A comprehensive overview on
pseudopotential construction is given in reference [100]. For transition metals like Fe and Pd,
ultra-soft potentials [119, 124] are commonly used.
Still, combining nuclei and core-electrons to a united potential is not the only challenge pseudopo-
tentials have to solve. They also have to be consistent with the exchange-correlation potential
𝑣XC[𝑛](r), which contains all non-classical information of many-body electron interactions and is
therefore the most complex part of the Kohn-Sham formalism.
Fermionism demands that wave functions must be antisymmetric under pairwise exchange of
electrons. This is reflected in the Fermi principle stating that two identical electrons (e.g. of the
same spin) must be spatially separated. Thus the exchange term adds to the classical Coulomb
repulsion. On the other hand, the uncorrelated pair density for high distances of electrons
overestimates the actual value and the correlation energy serves to correct this. While up to now
no accurate solution for 𝑣XC[𝑛](r) exists, simple approximations yield surprisingly realistic results
[125]. The Local Density Approximation (LDA) by Perdew and Zunger [126]
𝑣XC[𝑛](r) =
𝛿𝐸XC[𝑛]
𝛿𝑛(r)
𝐸LDAXC [𝑛] =
∫︁
𝑑3r 𝑛(r)𝜖XC(𝑛(r))
(2.11)
for example simply integrates over the exchange-correlation energy per electron of the homoge-
neous electron gas 𝜖XC(𝑛(r)). Taking inhomogeneities into account leads to the General Gradient
Approximation (GGA)
𝐸GGAXC [𝑛] =
∫︁
𝑑3r 𝑛(r)𝜖XC(𝑛(r),∇𝑛(r)). (2.12)
This approach yields major improvements with respect to dissociation energies in systems
containing weak interactions like hydrogen bonds, which is the main reason why its implementation
by Perdew, Burke and Ernzerhof [127] is employed in every pseudopotential used throughout
this thesis.
The Hartree Term 𝑣H[𝑛](r) in equation 2.6 describes the classical electrostatic self interaction
energy of electrons and can – within the plane-wave method – be calculated by solving Poisson’s
equation in Fourier space:
∇2𝑣H[𝑛](r) = −4𝜋𝑛(r). (2.13)
This calculation makes up the last term of the Kohn-Sham potential and thus we are set for
approaching the next – computationally most demanding – step in the algorithm: solving the
Kohn-Sham equation.
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This step comprises a matrix diagonalization, were the matrix dimension increases with the
number of basis wave functions considered. Conventional approaches scale with this number in a
𝑀3 manner. Two standard methods for diagonalization are implemented in the PWscf code.
The first one is the Conjugate Gradient (CG) method, which can be employed on positive definite
matrices [128]. It improves the set of considered basis wave functions by selectively identifying
only the eigenvalues of occupied states. Second, Davidson’s iterative algorithm improves parallel
computing based on existing methods and therefore delivers results faster, but at the cost of an
increased probability to fail [129].
After successful matrix diagonalization and thus eigenstate calculation, the resulting new electron
density can be calculated and compared to the initial guess. In case of differences beyond the
convergence threshold, old and new density are mixed to obtain a new guess that represents
the truth more closely and the whole procedure is repeated. This illustrates why an educated
initial guess is so important to achieve fast convergence. Only after sufficient consistency
of input and output electron density, the algorithm can proceed to calculate other physical
quantities of the system’s ground state and the self consistent calculation concludes. However,
for calculations where the initial coordinates of nuclei do not represent the relaxed state, an
outer loop that iterates nucleic positions has to be added. A commonly employed scheme
for this ion relaxation is the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm. It uses a
quasi-Newtonian method to change nuclei positions according to forces that act on them in the
non-equilibrium state. Convergence is achieved when these forces fall below a set threshold.
It was simultaneously developed by the name giving scientists in 1970 and is also part of the
standard PWscf distribution.
All these readily implemented algorithms show how valuable and robust the standard version of
PWscf is. However, the Kohn-Sham density functional theory exhibits deficits in describing long
range interactions that cannot be described as covalent bonding. For instance, fluctuating dipole
interactions are not represented, but these dispersive interactions are of particular importance for
organic, biophysically interesting molecules. DFT-D is a very recently developed and consistently
improving method to account for van der Waals interactions [27], in which the Kohn-Sham total
energy is extended by an additional dispersion term
𝑣DFT-D[𝑛](r) =
𝛿𝐸DFT-D[𝑛]
𝛿𝑛(r)
𝐸DFT-D = 𝐸KS + 𝐸disp
(2.14)
that is constructed empirically as
𝐸disp = −𝑠
𝑁−1∑︁
𝑖=1
𝑁∑︁
𝑗=𝑖+1
𝐶𝑖𝑗
𝑅6𝑖𝑗
𝑓𝑑𝑚𝑝(𝑅𝑖𝑗). (2.15)
Within this equation, 𝑠 denotes an empirical overall scaling factor and 𝐶𝑖𝑗 are the dispersion
coefficients specific to a pair of atoms 𝑖 and 𝑗 with distance 𝑅𝑖𝑗 from a total of 𝑁 atoms [130].
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Grimme et al. [131] provided values for the dispersion coefficients of 94 elements. The damping
factor 𝑓𝑑𝑚𝑝(𝑅𝑖𝑗) serves to avoid singularities for 𝑅 → 0. Using this implementation, various
problems in organic chemistry have been solved [132, 133]. Ryde et al. [134] recently discussed
the applicability of the DFT-D approach to metal-ligand binding and concluded that accurate
estimates for dispersion energies can be achieved in this specific case. However, these estimates
should be handled with care since the metal-ligand bond is short ranged while the approach was
optimized for the description of long ranged bonds.
Speaking of limitations of density functional theory, it is important to emphasize its limited
applicability to dynamic simulations. Only a time frame of tens of picoseconds can be calculated in
a reasonable amount of time. Adsorption processes usually take place on the scale of nanoseconds,
where a priori molecular dynamics approaches are much more feasible. Despite these drawbacks,
an incredible amount of details on binding can be gained with density functional theory ab
initio calculations that enhance the understanding of metal-biomolecule interactions through a
completely new bottom-up perspective.
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During this work, a large variety of experimental methods and theoretical considerations was
utilized. First, the preparation of all samples for the used experimental approaches will be
illustrated. Consequently, applied measurement techniques will be described along with details
on carrying out computer simulations. The last section will deal with the processing of the
gathered data from each approach.
3.1 Sample Preparation
3.1.1 Fe-Pd Samples
For all measurements, iron-palladium was deposited on an underlying substrate as thin film.
The individual preparation procedure varied depending on the intended application. For cell
morphology assays, 500 nm thick Fe70Pd30 films were deposited on MgO substrates by molecular
beam epitaxy from two independent iron and palladium sources using respective rate-controlled
electron beam evaporators. During deposition, an ultra-high vacuum with base pressure below
10−9 mbar was maintained. The combined deposition rate of both elements added up to 0.15 nm/s.
A more detailed description of the technique was given in references [135, 136].
In case of the contractile force measurements, Fe-Pd films were sputter deposited on underlying
titanium foils (see 3.1.3) from an Fe70Pd30 alloy target (ACI Alloys, Inc., San Jose, California).
The used setup contains a UHV compatible AJA International A300 sputtering gun with a
diameter of 2 inch and was described previously [137]. Prior to sputtering, the chamber was
evacuated and flooded with a high purity argon flow of 3.5 sccm to achieve a sputtering pressure
of 5× 10−3 mbar. An RF input power of 45W was used to ignite the argon plasma. The
sputtering duration was tuned to achieve films with a thickness of 50 nm.
3.1.2 Glancing Angle Deposition
Fe70Pd30 nanorods were fabricated during a research stay in the lab of Prof. Dr. Jan Schroers
(Yale School of Engineering and Applied Sciences) by DC magnetron sputtering in an AJA
Int. ATC 1800 sputtering chamber at glancing incidence onto prestructured surfaces. The base
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pressure of the sputtering chamber was below 10−9 mbar. For deposition, a high purity argon
pressure of 4× 10−3 mbar was used. One kind of prestructures was synthesized by depositing thin
gold films on 500 𝜇m thick silicon or silicon nitride wafers with a diameter of 100 mm, as previously
described in reference [138]. At a deposition rate of around 6.0 nm/min, a sputtering duration
of 50 s or 100 s was used for 5 nm or 10 nm thin gold films, respectively. For homogeneity, the
sample holder was rotated during deposition at a speed of 80 rpm. Afterwards, the as-deposited
gold films were dewetted for 30 min at 500 ∘C, resulting in nano particles with nearest neighbor
distances of approximately 10× the initial film thickness. An SEM micrograph of the prestructure
is displayed in the top right of figure 3.1.
Another template type was produced by shadow nanosphere lithography. A mask of polystyrol
beads (micro particles GmbH PS-R-KM178) with average diameters of 1.59 𝜇m (CV 2.9 %)
was created, where the 10 % aqueous particle solution diluted with equal amounts of ethanol
was arranged in an hcp monolayer and dried by slow water evaporation according to reference
[140]. Subsequently, silicon was deposited on top of the bead lattice. After removing the beads,
triangular silicon islands in a honeycomb lattice remain on the surface. Their nearest neighbor
distance is given by the used bead size as 1√
3
𝑑𝑏𝑒𝑎𝑑 and is theoretically 918 nm in this case. The
templates were fabricated by Christoph Gru¨ner (IOM).
The glancing angle deposition itself was conducted from an Fe70Pd30 or an Fe72Pd28 alloy target
(ACI Alloys, Inc., San Jose, California) at incidence angles of about 85∘. With deposition
rates of around 3.0 nm/min at 50W power and sputtering times of up to 6 h, films of roughly
1 𝜇m thickness were achieved. Due to the long sputtering times, deposition rates were checked
Figure 3.1: Geometry of the sputtering chamber. 𝛼 denotes the glancing angle between flux and
substrate normal. The shadowing effect due to the presence of prestructures on the
substrate surface results in rodlike growth with an angle 𝛽 between rod axis and
substrate normal. The relation between 𝛼 and 𝛽 was derived by Tait et al. [139].
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frequently and deposition was paused on demand. One sputtering target of 18 inch thickness
yields around 5 to 10 samples.
Some of the samples were annealed after nanorod fabrication. After evacuating a closed quartz
glass tube inside a furnace to less then 0.01 mbar base pressure and purging with argon for at
least three times over the course of 15 min, a slight argon overpressure was applied to minimize
oxidation during temperature treatment. Then the furnace was switched on and set to the
respective temperature of 600 ∘C, 750 ∘C or 900 ∘C. The maximum temperature was reached
after 3− 5 min and held for 10 min before switching the furnace off and pulling the quartz tube
out of the furnace. A valve at the tube end was opened to allow cooling at room temperature
under a constant argon flow for at least 2 h before turning the argon flow off.
3.1.3 Cantilevers for Contractility Measurements
Cantilevers for all contractile force measurements were produced from a titanium foil (Advent
Research Materials, Catalogue No. TI228724) with a thickness of 100 𝜇m. Also for measuring cell
forces on other materials, the exact same foil was used and sputter coated with Fe70Pd30 or plasma
functionalized with l-lysine, respectively. This allows to exclude effects of elastic properties or
roughness on the bending and cellular behavior. The foil was cut to precise cantilever dimensions
(in the majority of samples 10 mm × 37 mm) through laser cutting by Martin Ehrhardt (IOM),
resulting in a free bending length of the cantilever after clamping of 25 mm.
3.1.4 Biofunctionalization
Wet Coating with RGD and Poly-L-lysine
Fe-Pd and glass reference samples were partially functionalized with RGD and conventional
poly-l-lysine for cell tests using a wet coating technique, where molecules were applied to the
surface after dissolving them in phosphate buffered saline (PBS) and were subsequently adsorbed
to the surface over time.
RGD peptides from Abbiotec (Cat. No. 350362) were dissolved in Millipore water to a
concentration of 1 𝜇g/𝜇l. From this stock solution, 2 𝜇l where diluted in 68 𝜇l PBS and applied
to a surface of 1 cm2 to achieve a final concentration of 2 𝜇g/cm2. After incubating for 60 min
at 37 ∘C in 5 % CO2 humidified atmosphere, remaining fluid was aspirated from the surface and
cells were immediately seeded to prevent the surface from drying out.
Conventional poly-l-lysine (Sigma-Aldrich, Cat. No. P4832) was applied using an identi-
cal procedure, but with an incubation time of 120 min, as prescribed in the manufacturer’s
protocols.
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Plasma Assisted Coating with L-Lysine
The technique for plasma assisted functionalization of surfaces with peptide monomers was
developed in this lab and first described in reference [141]. All samples were coated using the
setup (see figure 3.2) and parameter set optimized by Florian Szillat during his dissertation
[142]. l-Lysine monomer powder (Sigma-Aldrich, CAS No. L5501) was diluted in pure ethanol
(Merck KGaA, CAS No. 64-17-5) to a final concentration of 0.009 mol/l. This working solution
was injected into a pulsed plasma inside a quartz tube of 3 cm inner diameter at a flow rate of
0.24 ml/min. Plasma was induced by previously evacuating the quartz tube to a base pressure of
0.1 mbar and flooding it with a 200 sccm argon flow equating a 10 mbar argon pressure. Higher
pressures promote the interaction between gas and particles, thus reducing electron energy [143],
which is desirable to leave important functionalities of the l-lysine intact and furthermore for
coating more elaborate surfaces like nanotubes without collapsing them [144]. The downside of
heating is compensated by the cooling effect from ethanol evaporation.
Plasma was excited by a copper coil connected to a 13.56 MHz RF-supply with a self-constructed
matching network. The coil was located about 5 cm before the sample. Prior to adding the
l-lysine solution, the plasma was allowed to stabilize at an input power of 15W and pulsing
with 80 Hz and 8 % duty cycle. During deposition, parameters where changed to 10W and 2 %
duty cycle. A duration of 60 min was chosen to achieve films with a thickness of 50 nm. After
deposition, plasma and lysine flow were turned off, while argon atmosphere was still maintained
for 5 minutes. Subsequently, the sample was removed from the chamber and rinsed with deionized
water to remove residual lysine fragments that were not cross-linked to the coating.
Figure 3.2: Setup for plasma assisted functionalization of surfaces with l-lysine peptide monomers.
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3.1.5 Cell Culture
General Subculturing Protocols
For all cell tests, NIH/3T3 normal Swiss mouse embryo fibroblasts (ATCC) were used. They
were immortalized in 1963 and since then developed to one of the most commonly used fibroblast
cell lines in literature [145]. For the here presented studies, they are particularly insightful due
to their strong secretion of ECM proteins and according adhesion, high contractile forces and
prominent expression of actin stress fibers anchoring in focal contacts.
Full growth medium of the cells consisted of Dulbecco’s modified Eagles medium (DMEM)
(Biochrom, Cat. No. F0435) complemented with 10 % calf serum (CS) (PAA, Cat. No. B15-004)
and 1 % Penicillin - Streptomycin antibiotic solution (PS) (Sigma-Aldrich, Cat. No. P0781).
Cells were incubated at 37 ∘C in 5 % CO2 humidified atmosphere and provided with fresh culture
medium every two to three days. Measurements that require an absence of supplements to avoid
the presence of adhesion influencing serum proteins were carried out in pure DMEM. Detailed
subculturing protocols are given in appendix A.1.
Prior to seeding fibroblasts on the previously described samples, they were counted using a
Neubauer chamber. Cell density was calculated to fit the individual measurement requirements.
For morphology assessment, the density was 500 cells/cm2 or 2000 cells/cm2 for a subsequent
growth period of 4 days or 1 day, respectively. Contractile force measurements used high seeding
densities of 104 cells/cm2 and an overnight incubation time.
Fluorescent Staining
Visualizing cells on intransparent samples like Fe-Pd requires fluorescent staining. Three different
staining procedures were applied for a respective application in viability tests, live cell tracking
or immunostaining of individual functional cell components.
For viability tests, cells were imaged using a calcein AM – propidium iodide (PI) counterstaining.
The calcein solution (life technologies, Cat. No. C3099) was applied for one hour to stain
the cytosol of living cells, followed by a 5 min treatment with PI (life technologies, Cat. No.
P1304MP) that can only pass the membrane of necrotic cells.
Live staining was performed using CellTracker Red. Old culture medium was removed to avoid
contradicting effects from serum proteins and cells were washed with PBS. Then the staining
solution, consisting of 10 𝜇M CellTracker Red (Invitrogen, Cat. No. C34552) in 2 ml DMEM,
was added and incubated at 37 ∘C for 40 min. Subsequently, the medium was aspirated and PBS
or DMEM was added, depending on whether imaging would take place immediately or after
further incubation.
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An immunohistochemical staining procedure was applied to investigate morphology and focal
adhesion expression. Actin cytoskeleton and focal contact sites were visualized using Millipore’s
Actin Cytoskeleton and Focal Adhesion Staining Kit (Cat. No. FAK 100). Prior to staining,
fixation of cells in 4 % paraformaldehyde and treatment with a wash buffer (0.05 % Tween-20
in PBS) and 0.1 % Triton X-100 was required to permeabilize the cell membrane for the large
staining agents. In order to maintain the osmotic pressure within the cells, staining agents
were diluted in a blocking solution (1 %[w/v] bovine serum albumin (BSA) in PBS). TRITC-
conjugated phalloidin recognizes actin filaments, while vinculin monoclonal antibody binds to
focal contact components. To introduce fluorescence to the anti-vinculin, FITC-conjugated goat
anti-mouse IgG (Millipore, Cat. No. AP124F) was applied. Detailed steps of the preparation
were performed according to Millipore’s protocol and can be found in appendix A.2.
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3.2 Data Aquisition: Experimental Techniques and Computer
Simulations
3.2.1 Substrate Characterization
Properties of sample surfaces before cell seeding were determined using various standard techniques
to ensure their suitability for further testing.
Fourier transform infrared spectroscopy (FTIR) with a spectrometer IFS 55 from Bruker Corpo-
ration was used to investigate IR-spectra of plasma polymerized l-lysine coatings for the presence
of functional groups. Measurements were carried out in gracing incidence reflection mode by
Florian Szillat, who also verified the film composition using XPS analysis with an Axis Ultra
DLD from Kratos Analytical Ltd. This measurement also detects whether a film is pinhole free
since it is very surface sensitive(1).
In contrast, energy-dispersive X-ray spectroscopy (EDS) is able to determine composition in a
larger penetration depth. It was carried out on a Quanta 250 (FEI Company). The same device
was utilized for scanning electron microscopy (SEM) to visualize surface structures. It was run in
high vacuum mode at an acceleration voltage of 5 kV up to 25 kV. The instrument was operated
by Alina Bischoff. During a guest research stay at Yale University, a similar instrument (Zeiss
Sigma VP) was used and operated by Ellen Scanley (Southern Connecticut State University).
Investigations of crystal structure properties were carried out with a Rigaku SmartLab X-ray
diffractometer at Yale University, which was operated by Jingbei Liu using 𝜃-2𝜃 scanning
geometry. The X-ray source emitted Cu K𝛼 irradiation with a wavelength of 0.154 nm.
Scratch tests investigated the resistivity of coatings to mechanical disruption. The work of
rupture was estimated by indentation measurements on an UNAT (universal nano-mechanical
tester by ASMEC), where a spherical indenter with 5 𝜇m tip radius is pushed into the surface
to inflict 50 𝜇m long scratches. Normal forces ranged from 3 to 120 mN. After reaching the
desired indentation depth, the indenter was pulled laterally over the film, capturing respective
force-distance curves. Scratch test measurements were performed in the course of the bachelor
thesis of Matthias Sievers [147].
3.2.2 Cell Imaging
Lower resolution images, where it was sufficient to see whole cells, were acquired using a Zeiss Axio
Scope A1 fluorescence microscope with 5× to 10× objective magnification. However, imaging
focal contacts and actin stress fibers requires higher resolutions. These were achieved using a
(1)depending on the X-ray wavelength, about 95 % of the signal result from the first 20 atomic layers [146].
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Leica TCS SP2 confocal laser scanning microscope (CLSM) at 10× and 63× magnification after
immunostaining with Millipore’s Actin Cytoskeleton and Focal Adhesion Staining Kit according
to chapter 3.1.5. TRITC (actin filaments) excitation maximum at 541 nm was triggered using
a 543 nm He-Ne-Laser Emitted photons were detected in the range from 560 to 600 nm. FITC
(focal contacts) is mainly excited at 495 nm, which was approached by a 488 nm argon laser.
Emission was detected around the maximum of 521 nm from 510 to 540 nm. Cross-excitation
was utilized or suppressed depending on the intended imaging.
3.2.3 Contractility Measurements
The self-developed setup for contractility measurements determines the difference in deformation
of a macroscopic cantilever with and without the presence of cells, which induce surface stresses
on one side. Since the development of the setup was a major effort of this work and the routine
was iteratively developed during measurements, this section will only give a broad overview of
the final measurement procedure, while details will be discussed in 4.3.
Figure 3.3 sketches the setup first described in [148], where a laser points towards a clamped
cantilever. To guarantee good reflectivity, a 5 mm × 5 mm glass reflector plate of 0.1 mm
thickness was coated by sputtering 50 nm gold onto it and glued to the bottom side of the
cantilever. The reflection from the plate is captured by a position sensitive detector (PSD) from
Sitek Electro Optics Sweden (Cat. No. PSD 1L20-CP3). The home-built amplifier electronics
described in [149] convert the generated currents on the detector to measurable voltages that
are then read by a self-written LabView (National Instruments) routine and converted into a
Figure 3.3: Schematic drawing of the bending beam setup for contractile cell force measurement.
The change in position of a laser spot deflected on a cantilever gives information on
surface stresses induced by the presence of cells.
30
3.2 Data Aquisition: Experimental Techniques and Computer Simulations
position. The conversion of voltages to position is calibrated for each sample individually to
exclude effects from diffuse light.
All measurements were carried out in a culture dish filled with serum-free DMEM. The clamped
cantilever initially contained cells on its top and was then treated with 2 ml of 10× trypsin/EDTA
solution (Biochrom, Cat. No. L2153) to detach the cells. Additional fluid weight was compensated
by also removing 2 ml of the medium surrounding the cantilever. The setup was given time to
relax from the disturbance of adding the fluid, while changes in laser reflection position were
continuously measured. Complete detachment of the cells from the cantilever was confirmed by
imaging its surface directly after measurement. Samples with more than ten residual cells per
mm2 were discarded from further analysis.
3.2.4 Density Functional Theory Calculations
Density functional theory calculations are based on the PWscf package within the open source
code Quantum ESPRESSO [111] utilizing a plane-wave approach. Long range dispersion forces
were included into the calculation using the DFT-D approach [130]. Specific choices of carrying
out the calculation are reflected in the input file for the pw.x program. Therefore, an exemplary
input file is attached in appendix B.1. Table 3.1 summarizes selected input file fragments and
what kind of implementation they represent according to [150]. Further information on the used
schemes and numerical algorithms was given earlier in chapter 2.3.2.
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3.3 Data Processing
3.3.1 Microscopy Image Processing
Micrographs from both the Zeiss fluorescence microscope and the Leica confocal laser scanning
microscope contain valuable information on cell count, morphology, size and focal contact
formation. To extract quantitative data from the visual impression, images were contrast
enhanced and noise reduced using ImageJ [151]. For overall cell quantity, ImageJ implemented a
function supporting manual counting, which was used in this case.
Analysis on projected cell area, area of focal contacts and perimeter of cells was performed using
a demo version of Perkin Elmer’s Volocity Image Analysis Software. A brightness threshold
was set manually to distinguish cells from background. Holes in identified objects were closed
and perimeters were smoothed using alternating dilatation and erosion. All objects below cell
untypical size thresholds were excluded. In case of focal contacts, objects lying outside of a
recognized cell were discarded. Cell clusters with no clearly visible border between individual
cells were also not included for further analysis. From perimeter 𝑝 and projected cell area 𝐴, the
shape factor as measure of a cell’s elongation was introduced as 𝜎 = 4𝜋 𝐴
p2
. It ranges from 1 for
exactly circular cells to smaller values towards 0 for elongated, protrusion rich cells.
3.3.2 Contractility Calculation from Cantilever Bending
Determining contractility combines the number of cells measured on the cantilever before
detachment through fluorescent imaging after CellTracker staining on the one hand with the
difference in laser spot position from bending beam measurements on the other hand. However,
this calculation is not trivial. A first approximation can be attempted using Stoney’s formula
from 1909. It was developed to calculate the bending of a wafer due to the presence of a thin
film on one side [152]. But this approach results in significant deviations since it neglects two
major facts. First, it is not accurate to assume and determine a thickness for the cell layer, nor
would it be relevant for the calculation, because no vertical linear stress profile can be found
within living cells, which is an assumption of Stoney. Second, the horizontal distribution of cells
is far from homogeneous.
Addressing these issues, an iterative calculation of stresses with finite element simulations on
each individual sample was developed, as described in chapter 4.3.2. In that way, the following
routine was established and used for the results shown in chapter 4.3.3.
Cell numbers and cantilever dimensions were converted into the parameters coverage and spacing,
which stand for the cell populated area per total cantilever area, and the average distance between
cells, if they were evenly distributed across the cantilever. From coverage, spacing and an initial
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guess for the stress amplitude a stress profile on the top side of the cantilever was derived and
applied via COMSOL Multiphysics 4.1. finite element simulations. Cantilever parameters for the
simulation were set to be the following:
∙ Dimensions: 25 mm × 10 mm × 0.1 mm
∙ Elastic properties: 𝜈 = 0.33, E = 105 GPa
These are properties of titanium, meaning that the coating properties are neglected due to
their small thickness of 50 nm compared to 0.1 mm cantilever thickness. The free end of the
resulting deformed cantilever shape was then fitted linearly in the last 5 mm, representing the
reflector plate. Simple ray optics served to determine the expected position on the PSD. The
procedure was repeated with iteratively changing stress amplitudes until coincidence in the
measured deflection value was achieved.
3.3.3 DFT Data Analysis
The standard output file of the pw.x program already contains a number of useful information.
It gives exact coordinates of the nuclei after ionic relaxation, the total free energy of the system
and how much each interaction type contributes to it, a measure for the accuracy of the results,
the Fermi energy of the system and many more. Additionally, wave function files prefix.wfc{N}
are generated for continuing or restarting calculations later on.
To calculate the density of states for the fully relaxed ions, the program dos.x was used. An
exemplary input file can be found in appendix B.2. Despite I/O options it only contains the
energy interval and step width, in which the density of states is calculated. Typical used step
widths were 0.02 eV. Maximum and minimum energy where chosen according to the Fermi
energy. The output file contains an ASCII table of densities of states in each energy interval for
spin-up and spin-down electrons as well as the integrated density. Conclusions on magnetization
and bands in the solid can be drawn. For biomolecules, molecular orbitals can be conceived.
Through the program projwfc.x (input file in appendix B.3) these calculations were extended to
a projection ⟨Ψ|𝜙n,l,m𝛼 ⟩ on the respective orbitals of each individual nucleus. Thus the contribution
to the electron density from each atom can be accessed. This calculation again uses the initially
employed pseudopotentials and thus only calculates the valence electrons, which is anyways the
interesting part for bonding. By plotting projected orbitals of neighbored electrons together,
conclusions on bonding and furthermore on the involved orbitals were drawn. If several orbitals
show a non-zero contribution, statements on hybridization are possible. Furthermore, the output
file includes Lo¨wdin charges [153] by assigning each atom a certain volume and calculating the
expectation value of the number of electrons within that volume.
A more sophisticated approach to locate charges was attempted through Bader analysis [154]. It
determines surfaces of minimal electron density and defines fictive borders of atoms along these.
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Again through calculation of electron number expectation values, one can determine charge
transfer and polarity of the molecules, which gives additional insight on bonding and its causes.
The used Bader charge software requires *.cub files, which among many other file extensions can
be obtained using PWscf’s standard post processing program pp.x. Again a typical input file is
included in appendix B.4. The namelist &INPUTPP defines the usual I/O options and through
the parameter plot_num the property that should be processed, ranging from charges to the
total potential, to the density of states present in a particular spatial position. &PLOT defines the
desired output format.
This post processing is not only helpful for Bader charge analysis, but can also produce files
compatible with the visualization software XCrysDen [155], which was used to visualize crystal
structures and isosurfaces of different properties, such as density of states in a certain energy
interval to illustrate binding.
3.3.4 Statistics
Especially when working with living cells, large variations are rather norm than exception.
Therefore, statistics and sample size are always very important. Detailed information on the
number of prepared samples will be given in the respective result section. Throughout this thesis
and if not stated otherwise, results will be given as arithmetic mean ± standard error of the mean,
which already includes the respective sample size. Significance is denoted by either ”significant
statistical differences” with p-value < 0.05 or ”highly significant statistical differences” with
p-value < 0.01.
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4 Results
This chapter will present results obtained from both experiments and theoretical modeling
to allow a comprehensive view on different surface modification strategies for Fe-Pd. These
reach from specific and unspecific adhesion promoting biomolecule coatings to an outlook on
GLAD induced nanostructures on the surface. The content of this chapter focuses on results
accomplished by the author. Since contributions from collaborations partners, group members or
supervised students are inevitable for a complete picture, they will be mentioned at the beginning
of each section and addressed in detail in the discussion (chapter 5).
4.1 Specific Binding through RGD-Functionalization of Fe-Pd
After earlier biocompatibility studies revealed an inherent effect of adding ECM components to
the surface of Fe-Pd [10], this chapter looks at the results of a more in-depth investigation on
functionalizing Fe-Pd with RGD, which is a highly important recognition amino acid sequence for
specific cellular adhesion and present in many ECM proteins like fibronectin. At this point, the
results of cell tests will be presented in detail, while the respective discussion will take mechanical
delamination tests and contact angle measurements (performed by Florian Szillat) and theoretical
density functional theory calculations (performed by Stefan G. Mayr) into account to paint a
comprehensive picture of the triangular interaction of cells, RGD and Fe-Pd.
Parts of this chapter have been published previously [156].
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Cell Tests
The purpose of the cell tests with NIH/3T3 fibroblasts was to find the influence of RGD, applied
with a wet coating technique, to cellular morphology and adhesion. Special attention was given
to the comparison between the behavior on glass and on Fe-Pd. Since RGD is the specific cell
binding recognition motif of the ECM protein fibronectin, the results are also compared to a
direct fibronectin coating. Figure 4.1 shows 10× magnified CLSM images after immunostaining
of the cells’ actin cytoskeleton after three to four days incubation. The upper micrographs show
cells on glass samples as reference, while the lower ones were taken on 500 nm thick Fe70Pd30
films on top of MgO substrates. From left to right the images display cells on surfaces without
coating, with fibronectin coating and with RGD coating.
Already from the visual impression, major differences become evident. Despite the fact that
cells on Fe-Pd were larger than on glass even without the impact of an additional coating,
both substrates exhibited the same trend when adhesive chemicals were added. A coating with
fibronectin made the fibroblasts visibly more stretched out and bigger, while cells on RGD were
smaller and more circular. This effect was even more pronounced on glass than it was on Fe-Pd.
The extent of these observations is also reflected in the quantitative evaluation of the images
summarized in tables 4.1 and 4.2.
Independent of coating, cells on Fe70Pd30 were on average 34 % larger with respect to their
projected cell area than their equivalents on glass. The shape factor was decreased by 19 %,
indicating more elongated, stretched cell shapes. In addition to these material induced differences,
the average cell size increased by 23 % on fibronectin coated substrates and decreased by 33 %
Figure 4.1: CLSM images of NIH/3T3 fibroblasts magnified 10× on glass and Fe70Pd30 substrates
with different coatings. The displayed red channel captures fluorescence from TRITC
labeled actin fibers.
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Substrate Projected cell area (𝜇m2)
Glass [10, 156] 1070.35 ± 203.53
Glass + FN [10] 1523.74 ± 61.65
Glass + RGD [156] 769.75 ± 30.99
Fe-Pd [10, 156] 1571.57 ± 295.86
Fe-Pd + FN [10] 1735.80 ± 79.38
Fe-Pd + RGD [156] 994.99 ± 23.90
Table 4.1: Projected cell area obtained from 10× CLSM images of NIH/3T3 fibroblasts on glass
or Fe70Pd30 samples that were either uncoated or coated with fibronectin or RGD.
on RGD, both compared to the uncoated conditions. These differences added up to cells being
twice as big on fibronectin coated substrates as on those coated with RGD.
Differences of similar extent were measured for the shape factor 𝜎. Remembering that the biggest
possible shape factor of 1 means a perfect circle, cells on RGD coated glass were most rounded
with 𝜎 = (0.61± 0.01). This value is 17 % higher than on uncoated substrates and even 32 %
higher than on fibronectin. Each value in tables 4.1 and 4.2 represents an average over at least
150 clearly recognizable cells obtained from 10× magnified CLSM images.
While low magnification images provided information on cell morphology and size of a large
amount of cells, at least 20 cells per substrate were imaged more closed up at 63× magnification.
As can be seen in exemplary micrographs in figure 4.2, these high magnification images also
allowed to resolve the FITC labeled vinculin, which corresponds to the position of focal contacts.
The images are contrast enhanced to improve visibility of the comparably small adhesion features.
As before in the 10× magnified images, a clear trend is visible, showing that for either substrate
Substrate Shape factor (𝜎 = 4𝜋 𝐴
p2
)
Glass [10, 156] 0.51 ± 0.03
Glass + FN [10] 0.50 ± 0.02
Glass + RGD [156] 0.61 ± 0.01
Fe-Pd [10, 156] 0.42 ± 0.04
Fe-Pd + FN [10] 0.33 ± 0.02
Fe-Pd + RGD [156] 0.49 ± 0.01
Table 4.2: Shape factor obtained from 10× magnified CLSM images of NIH/3T3 fibroblasts on
glass or Fe-Pd samples that were either uncoated or coated with fibronectin or RGD.
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Figure 4.2: CLSM images of NIH/3T3 fibroblasts, 63× magnified, on glass or Fe-Pd substrates
with different coatings. The displayed red channel captures fluorescence from TRITC
labeled actin fibers. The green emission results from FITC labeled vinculin in focal
contacts.
the amount of focal contacts increased significantly when a fibronectin coating was introduced,
while the presence of pure RGD diminished the area occupied by focal contacts.
Table 4.3 summarizes the results from image analysis determining the area of connected pixels
that were brighter than a set threshold in the green FITC channel and sums them up over a whole
cell. Fibronectin on both glass and Fe-Pd drastically increased the formation of focal contacts by
113 % and 93 %, but RGD decreased it by 25 % and 16 %, respectively. The difference between
Fe-Pd and RGD coated Fe-Pd was not significant. The relatively large error on pure Fe-Pd is
present due to a 23 % discrepancy of focal contact areas reported in [10] and [156] for incubation
after three to four days.
Substrate Focal contact area per cell (𝜇m2)
Glass [10, 156] 106.57 ± 7.79
Glass + FN [10] 227.16 ± 27.95
Glass + RGD [156] 79.97 ± 8.08
Fe-Pd [10, 156] 92.89 ± 45.05
Fe-Pd + FN [10] 179.08 ± 35.34
Fe-Pd + RGD [156] 78.29 ± 12.20
Table 4.3: Focal contact area obtained from 63× CLSM images of NIH/3T3 fibroblasts on glass
or Fe70Pd30 samples that were either uncoated or coated with fibronectin or RGD.
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Another perspective on focal contact expression can be gained by normalizing their area to
the projected area of the respective cell and thus relating the lower focal contact count in
the RGD condition to the also smaller cell size. The resulting values indicate that fibronectin
indeed increased the percentage of cell area occupied by focal contacts from (10.0± 3.6) % to
(14.9± 2.4) % on glass and from (5.9± 4.0) % to (10.3± 2.5) % on Fe-Pd. In contrast to the
decreased absolute focal contact area, a comparison of uncoated and RGD-coated samples showed
a slight increase to (10.4± 1.5) % and (7.9± 1.4) % for glass and Fe-Pd, respectively. These
minor differences between uncoated and RGD-coated substrates were not statistically significant,
but illustrate that only the cell size and not the focal adhesion density was compromised by the
RGD coating.
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4.2 Unspecific Binding through Plasma-Poly-Lysine on Fe-Pd
Complementary to the previous results, which dealt with the specific binding motif RGD, this
section presents enhanced biofunctionalization of Fe-Pd through the use of an unspecific adhesion
promoting agent based on the amino acid l-lysine. The setup to cross-link l-lysine monomers
using a plasma assisted functionalization technique was developed by Florian Szillat [142]. Results
of density functional theory calculations contributed to the understanding of the setup’s working
principle. They unravel insights on the binding within the l-lysine monomer and its fragmentation
in the plasma, as well as the fragments’ deposition on Fe-Pd. These results will be presented
within this chapter along with basic cell viability tests. More in-depth cell adhesion studies by
Astrid Weidt and scratch tests performed by Matthias Sievers will be included in the discussion.
While both these bachelor projects were experimentally supervised and performed within the
present Ph.D. project, the results are not redundantly repeated here. For details please refer to
the corresponding theses [157] and [147].
Parts of this chapter have been published previously [141].
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Total Energy Calculations on L-Lysine
Prior to DFT calculations on the behavior of l-lysine in the plasma environment and in context
with the Fe-Pd surface, systematic convergence and viability checks were performed. This
was important to confirm the suitability of the employed ultrasoft pseudopotentials, which are
based on the electronic reference configurations 1s1 (hydrogen), [He]2s22p2 (carbon), [He]2s22p3
(nitrogen), [He]2s22p4 (oxygen), [Ar]3d74s1 (iron) and [Kr]4d95s1 (palladium)(1). The potential
energy landscape of Fe-Pd special quasirandom structures (SQS) along the Bain path were
investigated previously [116]. The choice of the SQS approach using a 128-atomic supercell is
motivated by its potential to correctly account for structural relaxation of the ionic degrees of
freedom, which prove to be of high relevance for the surface binding of organic molecules and
their fragments.
Convergence tests of the k-point-mesh were performed for all systems involving periodic crystals.
In directions without periodicity (i.e. normal to the Fe-Pd surface), only single k-points
were chosen. For isolated molecules, all directions are non-periodic, resulting in Γ-point-only
calculations. On top of that, convergence tests with respect to the energy cutoff of the plane-wave
basis set and the size of the supercell were performed, as described in the following for the
example of the whole l-lysine molecule.
The size of the supercell for Γ-point-only calculations, or boxsize, is important because the
molecule is repeated periodically as required by the used code. The box must be big enough to
avoid self-interaction of the amino acid with the neighboring cell, but increasing the box size also
increases the computation time. The second tested parameter, the energy cutoff for the wave
function basis set from which the trial wave functions are constructed, is crucial for minimizing
the error of the calculated total energy of the system.
The smallest tested box size was 15 A˚ × 10 A˚ × 8 A˚, while for further tests each direction was
extended by a factor of 1.25, 1.5, 1.75 or 2. The input value for the wave function energy
cutoff (ecutwfc) was varied from 35 Ry over 40 Ry and 45 Ry up to 50 Ry. The resulting total
energy of the fully relaxed configuration is plotted in figure 4.3. For a 35 Ry cutoff, the results
were partially inconsistent. In the first test, London dispersive interactions were switched off
(london=.FALSE.), which is the reason for the variation. In the second case, the convergence
criterion for the total energy was not achieved and thus no value is displayed in the plot. Only
test 3 and 4 yielded matching results. This consistency was maintained for all higher cutoff
values and within one cutoff condition the total energy only varied by 3× 10−4 % of the total
for different box sizes. Its absolute value increased slightly with a larger box size (meaning
that the actual value decreased due to its negative sign). This indicates a marginal effect from
self-interaction of the lysine with its neighbor in the next box.
(1)Ultrasoft pseudopotential files: H.pbe-rrkjus.UPF, C.pbe-rrkjus.UPF, N.pbe-rrkjus.UPF, O.pbe-rrkjus.UPF,
Fe.pbe-nd-rrkjus.UPF and Pd.pbe-rrkjus.UPF, available on www.pwscf.org
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Figure 4.3: Total energy according to DFT calculations of an l-lysine monomer under different
calculation conditions. Box sizes vary within each tested energy cutoff from (15 A˚ ×
10 A˚ × 8 A˚) to (30 A˚ × 20 A˚ × 16 A˚).
The difference for a changed cutoff was slightly higher with 1× 10−3 % of the total energy value.
Also, in this case a trend towards larger absolute total energy values for higher cutoffs was
present, meaning that the total energy converged towards its real value for higher ecutwfc values.
Given that all results within this chapter only rely on differences in total energy between one
and another configuration and never the absolute value, and that errors due to the cutoff choice
have a systematic characteristic, they cancel out as long as the same cutoff parameter is used for
both compared calculations. Still, whenever calculation time allowed it, the 50 Ry cutoff was
used and only in rare cases, when convergence could otherwise not be achieved, a lower cutoff
value was used. On the other hand, the box size was kept small at 15 A˚ × 10 A˚ × 8 A˚ due to its
negligible influence on the total energy and to save computational resources. As a result, the
consistently obtained value for the total energy of a l-lysine monomer from calculations at 50 Ry
cutoff was (−188.4791± 0.0004) Ry or (−2564.3886± 0.0056) eV.
Fragmentation of L-Lysine during Plasma Treatment
For interpreting the processes that occur during plasma assisted functionalization of Fe-Pd with
plasma-poly-l-lysine, one has to understand how the monomer behaves under the energetic
circumstances given by the plasma. Therefore, bond strengths and charge distributions were
calculated from total energy calculations and Bader charge analysis. To achieve this, the total
energy of a complete l-lysine molecule was compared to the sum of total energies of two l-lysine
fragments emerging from the cleavage of one particular bond within the molecule. Figure 4.4
maps the thereby calculated strength of each bond in terms of energy that has to be added to
the system to move the fragments so far apart that they do not interact with each other any
more. The experimental equivalent of this process would be homolysis, as reaction where a single
bond is cleaved and electrons involved in the former bond are distributed among the fragments.
The energy required for this process is called bond dissociation energy (BDE).
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Figure 4.4: Binding energy map of each individual bond within an l-lysine monomer. Bond
strengths were calculated as difference of the total energy of the whole system and
two cleaved subsystems by using the PWscf DFT code.
The image illustrates that the strongest bonds of the molecule were those within the carboxyl
group, particularly between carbon and the two oxygen atoms. The single C-O bond required
4.80 eV to be severed while for the double bond it even took 7.70 eV. Bonds within the amino
group, particularly between nitrogen and the respective hydrogen atom, were of similar strength
with 4.42− 4.50 eV. This means that the functional groups had a higher integrity than the rest
of the molecule. Their BDE was directly followed by that of the connection between hydrogen
and the backbone carbon atoms, which ranged from 3.97 eV to 4.41 eV. Comparably weaker
were the bonds within the backbone and towards the functional groups. The strongest bond here
yielded 3.86 eV, while the weakest ones were those that connect a backbone C-atom to a C-atom
binding one of the functional groups. These are the C5-C6 bond with 3.43 eV and the C2-C3
bond with only 2.75 eV. Consequently, these bonds have the highest probability to break in the
plasma.
One can see that the bond strength not only depends on the particular combination of atoms
but primarily on the context given by their position in the molecule and their further binding
partners. To quantify this effect, Bader analysis of the charge distribution was carried out.
Figure 4.5 shows the net charge of each atom within the neutral lysine molecule. Appendix C
additionally summarizes the exact values for each fragmentation possibility. It is notable that in
every case each fragment was neutral, meaning that the sum over the Bader charges equals zero,
which is a property of homolysis.
It can be seen in figure 4.5 that the most negative charge centers lay within the functional groups.
The amino groups had a net charge of −0.34 e and −0.35 e, while the carboxyl group in total
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Figure 4.5: Net charges of each atom within the lysine molecule calculated by Bader charge
analysis. Atoms with an increased electron density over the neutral atom are marked
in red, while atoms with electron depletion are indicated in green.
had an electron excess of −0.18 e. Within it, the C1 atom compensated for the highly negative
partial charged oxygen atoms and was thus depleted by 2.61 e. Further charges were deduced
from the C2 atom, particularly through the amino group. This can be seen by comparing the
Bader charge before and after cleavage. For example when cleaving the amino group off, the C2
atom had a partial charge of −0.02 e while in the whole lysine case it had a partial charge of
0.43 e. This positive partial charge of the C2 atom in combination with the C3 atom having a
charge of 0.06 e led to a weakened binding between the two of them. Similarly, a bond weakening
occured between the C6 atom right next to the second amino group and its neighboring C5 atom
because the C6 atom had a net charge of 0.39 e, which was −0.13 e without the amino group.
For later binding of the fragments to the substrate, it is also important how polar they are after
they broke at the weak links, which are the carbon-carbon and carbon-nitrogen bonds. Table 4.4
summarizes the Bader charge of the two atoms at the cleavage site before and after separation.
In almost every case, the terminating atom became more negatively charged after fragmentation.
One exception was the cleavage of the carboxyl group, where the carbon atom became even more
electron depleted after cleavage due to the heavy negative charge of the oxygen atoms. The same
was the case at the C6 end, when cleaving it together with the attached amino group from the
rest of the molecule.
The most drastic shift in Bader charge was observed for the cleavage of the amino group from
the C6 atom. Here, the former positively charged carbon with 0.39 e had −0.13 e after cleavage,
while the nitrogen shifted from −1.23 e to −2.00 e. It is also important to note that in most
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Terminating Atom Fragment 1 Terminating Atom Fragment 2
Type 𝑄𝑖(e) 𝑄𝑓 (e) 𝑄𝑓 −𝑄𝑖 Type 𝑄𝑖(e) 𝑄𝑓 (e) 𝑄𝑓 −𝑄𝑖
C6 0.39 -0.13 NH2 -1.23 -2.00
C5 0.03 -0.16 C6 0.39 0.85
C4 0.07 -0.12 C5 0.03 -0.13
C3 0.06 -0.06 C4 0.07 -0.13
C2 0.43 1.02 C3 0.06 -0.1
COOH 2.61 2.85 C2 0.43 0.83
NH2 -1.55 -2 C2 0.43 -0.02
Table 4.4: Bader charges of carbon and nitrogen atoms at the cleavage site before (𝑄𝑖) and after
(𝑄𝑓 ) fragmentation. 𝑄𝑓 − 𝑄𝑖 gives an indication whether the atom becomes more
negative or positive through fragmentation. Left and right hand side of the table
correspond to two fragments that form a whole lysine molecule together.
cases the previously positively charged carbon atoms switched to negative Bader charges, which
will later on play an important role in fragment binding to surfaces.
Another way to assess the reactivity of the fragments is the comparison to the in nature very
common peptide bond. This is the bond that combines amino acids to form peptides and proteins
by removing the OH group from the carboxyl end and one hydrogen atom from the amino group
at the C2 terminus. The peptide bond then forms between the vacant positions at the carbon
and nitrogen of the former functional groups. The bond dissociation energy when forming two
lysine monomers out of a dimer was calculated to be 2.16 kcal/mol.(2) However, when taking
already fragmented pieces and merging them to a lysine dimer, the energy profit was as high
as 48.46 kcal/mol. This means that energy input from the plasma elevated the fragments to
a highly reactive state, promoting a tight binding to the substrate surface. How this binding
looked in combination with Fe-Pd in particular will be described in the following.
Bond Characterization within the PPLL–Fe-Pd Interface
After the previous calculations identified the carbon-carbon bonds and the carbon-nitrogen
bonds as the weakest links within the lysine monomer, the most likely formed fragments were
combined with iron atoms to investigate the energy profit from their bonding. Due to the
low electronegativity of iron compared to the elements present in l-lysine, fragment sites with
negative partial charges were chosen to bring a single iron atom into close proximity of about 2 A˚.
(2)1 kcal/mol is a common textbook unit and will thus be given for easier literature comparison, while all PWscf
results are given in Rydberg or eV. 1 eV = 23.06 kcal/2mol in this case.
47
4 Results
More precisely, these electronegative sites included the oxygen and nitrogen atoms of fragments,
as well as the cleavage sites at the carbon backbone. Figure 4.6 summarizes the energy profit
from binding Fe to five exemplary fragments. Several observations can be drawn from this.
First of all, combining Fe with any fragment at almost any negatively charged terminus yielded
an energetic profit, meaning that a binding interaction was present in each case. One exception
was the single bound oxygen atom of the carboxyl group since its negativity was balanced by its
neighboring hydrogen and carbon atom. For all other possible binding sites, the energy profit
ranged between 0.4 eV and 2.4 eV or 9.4 kcal/mol and 56.5 kcal/mol. Throughout the fragments,
the carbon atoms at the cleavage sites (fragments B and C), which were only electronegative
because of the fragmentation, served as better binding partners than the nitrogen and oxygen
atoms, which were negative in the lysine monomer already. Binding to the nitrogen atom of an
intact amino group within a fragment (fragment E) in fact differed little from the binding to
one inside the complete lysine monomer (D). This means that the adhesive ability of the whole
molecule was at least maintained, if not improved, for the fragments.
To further investigate these differences, the established bonds were characterized in more detail
by looking at the energy levels at which both binding partners showed a non zero projected
density of states in at least one orbital. For the example of fragment E, where the C6 atom
and its adjacent amino group were cleaved from the C5 atom and the rest of the molecule, the
molecular orbitals are displayed in the lower left half of figure 4.6. Binding only occurred in the
E1 condition at energies around −10.2 eV. The major contribution to the non zero integrated
local density of states (ILDOS) came from the p𝑧 orbital of the nitrogen atom, which associated
with electrons mainly from the d𝑧2 orbital of the iron to form a weak covalent bond. The iron
atom in E1 is displayed semitransparent to show the weak density of states of its d orbital more
clearly. Here, the contribution from spin up electrons was zero, while spin down electrons had a
non zero density function value. The projected density of states (PDOS) peak of the equivalent
spin down state lay at an energy close but not identical to the state displayed in E1, which
indicates a spin polarization induced by the iron. Condition E2 showed an anti-binding state,
which is indicated by the zero ILDOS on and around the axis between the iron and nitrogen
atoms. The image also nicely illustrates the 𝜋 bond between nitrogen and carbon, which occurred
at similar energies as the plotted p𝑧 orbital of the nitrogen and the overlapping s and d𝑧2 orbital
of the iron. Overall, these PDOS distributions illustrate the origin of the weak binding between
iron and nitrogen within an intact amino group.
In contrast, part B1 of figure 4.6 shows a strong 𝜎 bond between carbon and iron for fragment B,
where the amino group was cleaved from the C6 terminus. The opened carbon atom shared its p𝑧
and p𝑥 orbital to an extensive amount with a superposition of the irons d orbitals. In the PDOS
graph only the d𝑧𝑥, d𝑧𝑦, d𝑥𝑦 and d𝑥2−𝑦2 contributions are displayed, although the d𝑧2 orbital
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Figure 4.6: Energetic profit from the binding of Fe to lysine (D) or different fragments of it (A, B,
C, E). The red line indicates the strength of the peptide bond as comparison. Images
E1, E2 and B1 display isosurfaces of the integrated local density of states (ILDOS) for
iron binding to fragment E and B at different energy levels. The involved orbitals and
their respective projected density of states (PDOS) are displayed below.
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also had a quantitatively small contribution, which however gave the orbital its characteristic
shape with rotational symmetry around the axis between carbon and iron.
Another observation, which can be seen from fragment A, was the formation of clusters, where
not only a single atom bound to iron but several at once. The energy profit was larger than in the
case of a single atom binding to iron and even lay above that of a peptide bond. The equilibrium
distance between iron and nitrogen was slightly bigger in this cluster case with 2.19 A˚ compared
to the otherwise consistently observed 2.15 A˚. The same effect happened for the iron-carbon
bond, which usually lay at 1.96 A˚ and increased to 2.00 A˚ in clustering conditions.
Together, these examples illustrate the importance of fragmentation for the consequent binding
to iron. But the interaction of lysine with iron can not be generalized towards the behavior of
Fe-Pd. On the other hand, the quasirandom structure of Fe-Pd requires large unit cells and thus
high computational effort to represent the structure appropriately. As compromise, calculations
on an 128 atomic Fe-Pd surface, which was prerelaxed in earlier studies [156], were performed
with the whole lysine monomer and compared to the lysine–Fe interaction. Since the ability of
the lysine to computationally relax on the Fe-Pd depends on the starting configuration, different
initial coordinate sets were used. Figure 4.7 displays isosurfaces of the densities of states for two
particular ones. In the left configuration, a disconnection of the isosurfaces of lysine and Fe-Pd
could be observed, indicating that no bonding happened. Contrarily, the right hand image shows
clear connections between the two compounds. One formed between iron and the double bound
oxygen atom in the carboxyl group and the other one between iron and the nitrogen atom of the
amino group at the C6 terminus.
In the zoomed in sections, an overlap of the contributing orbitals is visible. The highest charge
concentration lay at the more electronegative nitrogen and oxygen atoms. The Bader charge
transfer within the lysine was very similar to when a single iron atom was binding to the respective
Figure 4.7: Isosurfaces of the integrated density of states over the whole energy range up to
the Fermi energy of two relaxed Fe-Pd–lysine configurations. The two displayed
configurations show a non-binding (A) and a binding state (B). The magnified sections
show the integration over a narrow energy range, at which the respective bonds in (B)
are forming.
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end of the lysine monomer. Binding to the Fe-Pd surface yielded only 0.063 eV less charge
redistribution towards the oxygen atom than in the single iron case. For nitrogen, the difference
(0.014 eV) was even less. In total, the overall charge transfer from the Fe-Pd film to the lysine
molecule was only 0.087 eV, whereas it was 0.176 eV for single iron atoms attached to both the
nitrogen and the oxygen.
The energy profit from binding lysine to Fe-Pd at these two sites was 1.1 eV, which equals exactly
the sum of binding two single iron atoms to the respective oxygen (0.4 eV) and nitrogen (0.7 eV).
The bond length however is an aspect that varied between the Fe-Pd and the single-iron condition
since the bulk inflicted more restrictions on the lysine atoms’ coordinates, which is also visible by
a slight bending of the backbone. The Fe–N bond length was 2.16 A˚ on Fe-Pd in contrast to the
unconstrained 2.14 A˚, and the Fe–O bond length was 2.14 A˚ on Fe-Pd in contrast to 1.97 A˚.
Cell Tests
Since the presented results of theoretical considerations suggest an abundant presence of functional
groups in the plasma functionalized Fe-Pd surface, improved bioactivity is a reasonable goal for
the formed coating. However, first the basic survivability of the cells on the substrates needs to
be tested. The results of these first tests are shown in figure 4.8. Displayed are NIH/3T3 mouse
fibroblasts on coated Fe-Pd in fluorescence microscopy after a calcein life staining (left) and a
reference in a regular culturing dish in bright field microscopy (right). The strong expression of
the calcein dye indicates that metabolic processes in the cells were not disturbed by the coating.
From the visual impression, cells adopted their regular stretched out morphology with large
lamellipodia. To deepen these first impressions, much more conclusive tests were performed
together with Astrid Weidt in a similar manner to the experiments in 4.1, as will be discussed in
chapter 5.2.
Figure 4.8: NIH/3T3 cells on Fe-Pd plasma functionalized with a highly cross-linked l-lysine
coating. A: fluorescence image after calcein staining. B: bright field reference on
polystyrene without coating.
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4.3 Assessing Binding through Contractility Measurements with a
Bending Cantilever Setup
In the previous chapters the adhesive performance of a coating was deduced from the expressions
of focal contacts in CLSM images after fluorescent staining. The following results describe
a different kind of adhesion quantification setup that was developed in the course of this
dissertation. The used bending cantilever method determines contractile cell stresses from the
change in macroscopic deflection of a cantilever with known material properties under presence
and absence of cells on one of its surfaces. This surface can be coated with diverse kinds of closed
films with thicknesses small compared to that of the cantilever without influencing the elastic
properties of the overall cantilever. The coating only changes the ability of the cell to exert
stresses, which is exactly the quantity that this setup aims to measure. At first, the calibration
and implementation of the setup is described. Afterwards, details on the results from COMSOL
Multiphysics 4.1. finite element calculations are shown to establish the later on used algorithm
for stress calculation from the cantilever deflections. In the end, exemplary measurements on
uncoated titanium cantilevers will be compared to those on titanium with an additional Fe-Pd
or PPLL thin film.
Parts of this chapter have been published previously [148].
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4.3.1 Setup Calibration, Preliminary Experiments and Validation
Prior to performing any quantitative measurements, calibration and validation experiments had
to be performed to confirm the working principle of the setup.
PSD Linearity: The cantilever deflection, from which contractile forces are eventually calculated,
was measured by determining the difference in position of a reflected laser beam on a position
sensitive detector (PSD) before and after cell detachment. Accuracy and quality of this PSD’s
readout influence the reliability of calculated results and must be addressed with care. The
electric current induced by photons entering the photo diode of the PSD was amplified and
converted to a sum voltage 𝑈1 + 𝑈2 and a difference voltage 𝑈2 − 𝑈1. A self-written LabView
routine, attached in appendix D.2, reads the values every 0.1 s for a predetermined amount of
time and calculates the position 𝑥𝑐𝑎𝑙𝑐 as
𝑥𝑐𝑎𝑙𝑐 =
𝑈2 − 𝑈1
2× (𝑈1 + 𝑈2) + 0.5.
However, this value represents the actual position only in the case that there is no other light
source besides the direct laser light. In reality, scattered light from the petri dish, medium and
other parts of the setup hit the PSD surface and increase the sum signal while the difference
averages out. Therefore, a calibration scheme was established to relate the calculated position
to the real one 𝑥𝑟𝑒𝑎𝑙. Figure 4.9 shows the results of this comparison for different background
illuminations and the different resulting scaling factors. In the first, coarse calibration the laser
was pointed directly onto the PSD. One can see a linear behavior between 0.3 and 0.8 mm. The
slope from the liner fit
𝑥𝑟𝑒𝑎𝑙 = 𝐴𝑥𝑐𝑎𝑙𝑐 + 𝑥0
was 𝐴 = 1.14 in this case.
Figure 4.9: Linearity and scaling calibration of PSD under different background light conditions.
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Figure 4.10: Simulated cantilever curvature (black, deflection from neutral position) and a linear fit
of the last 5 mm at the free end. The inset enlarged the position of largest deviation.
The second, finer calibration tested only this narrowed regime but with the laser beam being
deflected from a test cantilever and thus reduced signal intensity and at the same time higher
impact of diffuse light. The linearity was confirmed, while the slope of 𝐴 = 0.56 was less steep.
Therefore, every further measurement of each individual sample contained a two-point calibration
step to correlate 𝑥𝑐𝑎𝑙𝑐 correctly with the real laser spot position.
Influence of Deflector Plate: The titanium sheet itself is too rough to reflect the incident
laser light without a large impact of scattering. For this reason, a reflector plate was glued
to the bottom side of the cantilever’s free end, which prevents bending of its last 5 mm. For
an exemplary titanium sample, the curvature of a cantilever under the influence of periodic
contractile forces representing cells was simulated using the later described COMSOL procedure.
The result is displayed in figure 4.10 together with a linear fit of the last 5 mm. The largest
deviation of the displacement of the linear curve from the simulated one was 1.4× 10−2 𝜇m, and
the angle between the horizontal and the simulated cantilever differed from the linear slope of
0.040∘ by less than 0.001∘. Considering these largest possible deviation and the dimensions of
the setup, which was 138.5 mm vertical distance and around 160 mm horizontal distance between
the reflector plate on the unbent cantilever and the PSD surface, one gets an error of 0.01 mm in
laser spot position on the PSD. Typical results of laser spot deflections from cell detachment lay
in the range of 0.5 mm. The deflector plate thus induces a systematic error of less than 2 %.
Drift and Noise: A cell free cantilever with reflector plate was clamped into the setup and
surrounded by cell culture medium to test the drift and noise of the signal captured by the PSD.
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Figure 4.11: PSD signal of an undisturbed, cell free cantilever over the course of one hour.
After calibration, the system was left undisturbed for an hour while measuring the corrected
position of the reflected laser spot. The graph in figure 4.11 shows the resulting data. A relaxation
time of 10 min was required before the signal stabilized. After this time, the drift of less than
0.003 mm was two orders of magnitude smaller than the measured signal from cell detachment.
The noise in the measurement had an even smaller influence with only 0.002 mm.
Stability: For the measurement itself, a 10× concentrated trypsin solution must be added to
detach the cells, while the cantilever is clamped and the PSD signal is measured. It is important
to verify that this measurement step does not influence the result substantially by causing a
permanent perturbation of the cantilever. To achieve this, a cell free cantilever was clamped into
Figure 4.12: (A) PSD signal disturbance from adding and removing fluid to the cantilever. (B)
Distinguishing the effect of different application methods: with syringe or pipettor;
aside, above or by directly touching the cantilever.
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the setup and medium was removed and added repeatedly using different instruments and degrees
of caution. Figure 4.12 (A) shows the overall results of the measurement. The influence from
disturbances after a short relaxation time was less than 0.008 mm in its worst case condition,
corresponding to a 1.6 % error. A more detailed analysis in figure 4.12 (B) distinguishes the
different disturbances by their cause. A pipettor and a syringe were used as instruments to add
or remove fluid. The degree of caution ranged from adding the fluid to a region of the petri dish
next to the cantilever (”aside”) over adding it right above the cantilever (”above”) to adding it
on top of the cantilever and touching it during the application (”with touch”). The influence
from using a pipettor was bigger than from using a syringe. It becomes evident that while the
immediate disturbance was much higher when adding the fluid above the cantilever, the position
after a short relaxation time does not differ from the previous one any more than in the ”aside”
condition. Adding fluid generally pushes the cantilever down due to weight effects while removing
fluid relieves it. Consequently, trypsin was applied using a syringe in the following measurements.
It was added directly above the cantilever without touching it, to allow an optimal exposure of
the cells to the chemical while reducing perturbation to a minimum. Furthermore, whenever
trypsin was added, the same amount of fluid was removed from the petri dish to avoid influences
from the fluids weight.
Cell detachment: The calculation of cell induced stresses relies on the assumption that cells
are fully removed from the cantilever by trypsination. A proof of this assumption is shown in
figure 4.13. Before the treatment, cells grew in a monolayer at individually measured densities
around 104 cells/cm2. Imaging the cantilever surface after the measurement revealed that cells
were fully detached and were unable to exert stresses on the cantilever any more. An effect from
the removed cell weight does not need to be considered since the weight density of a cell is very
similar to that of water. Samples, where more than ten residual cells were found per mm2 of the
Figure 4.13: Fluorescence microscopy images of CellTracker stained NIH/3T3 cells on top of a
cantilever before and after trypsin treatment.
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surface, were not considered for further analysis although even in those cases it is very likely that
the cells were only loosely sticking to the material without causing any cantilever deformation.
Inversion: All above described error estimations confirm that the measured laser deflection
results almost exclusively from the detachment of cells, and other influences only have a minor
contribution of less than 5 %. As final and most striking validation, the inversibility of the
experiment was tested, meaning that results from seeding cells on the top side of titanium
cantilevers were compared to those from seeding them on the bottom side. The resulting
deflection of the laser spot is plotted in figure 4.14 without taking cell densities and other factors
into account for now.
In all measurements with cells on the top side of the cantilever, the laser spot shifted its position
towards the center of the setup, showing that the cantilever tip was lowered when cells were
detached. The opposite was the case when cells were detached from the bottom cantilever side,
which results in an elevation of the tip. Consequently, the reflected laser spot position moved away
from the setup center. The average shift was (−0.29± 0.07) mm in the cells-on-top-condition
and (+0.59± 0.30) mm in the cells-at-bottom-condition. Measurements in the second condition
were prone to large errors since trypsin had to be applied directly in the laser path to allow a
decent exposure of the cells. This heavily disturbed the signal due to turbulences in the medium.
Additionally, the cantilever was not fully covered with cells because the reflector plate on the
bottom side had to be uncovered to allow good reflectivity. Due to these high uncertainties,
Figure 4.14: Shift of laser spot on the PSD due to cell detachment. Crosses indicate individual
results; the box shows the mean value with standard error whiskers. Inset: illustration,
how cells on the bottom result in positive shifts while cells on top induce a negative
shift.
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bottom-side measurements were not included into later stress calculations but merely serve as
proof of applicability for the setup.
4.3.2 From PSD Readout to Contractility
The results from the inversion tests confirmed that the shift of the laser spot position on the
PSD was caused by cell detachment. This allows the actual transition from the PSD signal to a
quantification of the cell induced stresses. This section summarizes the results of all considerations
preceding and establishing the eventually used analysis routine described in 3.3.2. The flow
chart in figure 4.15 visualizes all necessary steps, which will be described individually in the
following.
Initial Stress Estimation: The bending of the cantilever results from the presence of stress
on one surface while the opposite side is free of external stresses. This problem was described
repeatedly since 1909, when Stoney proposed a way to calculate spontaneous bending of wafers
after electrolytic deposition of thin metal films [152]. However, using Stoney’s formula
𝜎𝑡𝑓 =
1
3
𝐸𝑡2Δ𝑧
𝐿2
with surface stress 𝜎𝑡𝑓 , Young’s modulus 𝐸, substrate thickness 𝑡, tip deflection Δ𝑧 and cantilever
length 𝐿 results in stresses on the order of several MPa and thus forces per cell of several mN,
which are not realistic in the given context. Clearly, the requirements for Stoney’s formula are
not fulfilled in the case of cell layers for different reasons. On the one hand, Stoney assumed a
homogeneous stress distribution, but here mechanical forces can only act on locations of focal
contacts, which are irregularly distributed. On the other hand, a defined thickness of the film
must be known. Ko¨ser et al. [158] applied Stoney’s formula and measured the maximum height
of cells to be 3.4 𝜇m for use in the equation. They neglect the facts that (i) the height is not
uniform and (ii) the inner structure of the cell clearly does not support a linear stress propagation
as it is the case for thin films with no inner structure. As long as these two restrictions are not
met, this easy estimation of the stress is not applicable.
However, since the magnitude of the stress is monotonously correlated with the laser deflection,
an initial guess could easily be estimated by performing COMSOL test runs. A suitable starting
value was extrapolated to lie around 1000 pN/𝜇m2.(3)
Cell Coverage and Spacing: The physical meaning of the above mentioned stress value will
be discussed more deeply in chapter 5.3. Roughly speaking, it describes a replacement stress
(3)The stress is given in the unconventional unit 1 pN/𝜇m2 = 1 N/m2 for an easier comprehension with typical
cell forces and sizes, which range in the order of several pN and 𝜇m2, respectively.
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Stress 𝜎 (initial guess)
Cell coverage
and spacing
Constructed surface stress profile
COMSOL
Cantilever displacement 𝑧(𝑥) 𝜎new =
Δ𝑙meas
Δ𝑙calc
·𝜎old
Setup Geometry
calculated laser spot shift Δ𝑙calc
measured laser spot
shift Δ𝑙meas
Δ𝑙calc
?
= Δ𝑙meas
𝜎 found!
no
yes
Figure 4.15: Flow-chart for deriving stresses from the measured laser spot shift due to cell
detachment.
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Figure 4.16: Exemplary fluorescence micrographs for determining the covered surface area opposed
to void areas (red) and the cell size and thus spacing between cells. Inset: explanation
of the parameters coverage and spacing.
that is unified for the areas covered with cells in contrast to cell free areas, where the external
stress is zero. For determining a stress profile that can be used for finite element calculations, the
distribution of the cells must be known. Therefore, the CellTracker stained cells on top of the
material were imaged with fluorescence microscopy to determine their confluence and average
size before clamping the cantilever into the setup.
Figure 4.16 shows cells on the surface of two samples. These will serve as examples to demonstrate
the analysis steps throughout this section. One of them was chosen from the PPLL condition
and has a lower confluence of cells. 25.5 % of its surface was covered with cells, opposing to
41.1 % in the second example that belongs to the pure titanium condition. This percentage will
be denoted as coverage.
Within the area per micrograph of 1.21 mm2 an average of 764 cells was counted on titanium and
647 on PPLL. From this, the parameter spacing was derived by asking the hypothetical question
how far the centers of two cells would be apart, if they were lined up in a repetitive manner,
as indicated in the inset of figure 4.16. In the pure titanium example, the spacing was 39.7 𝜇m
compared to 43.2 𝜇m on the PPLL example. This approximation was necessary to perform finite
element calculations since the completely irregular arrangement of cells could otherwise not be
computed.
Surface Stress Profile: The design of a surface stress profile is the most assumption-heavy
part of the analysis. As mentioned above, the distribution of cells was approximated to be
equally spaced in x-direction (long axis of the cantilever), while connected in y-direction (short
axis of the cantilever). It was further assumed that within a cell a constant contractile surface
stress 𝜎(𝑥) in x-direction acted at cell locations, while the space between cells experienced zero
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Figure 4.17: (A) constructed stress profile of periodically aligned cells, and (B) the resulting
surface stress on the top side of the cantilever from finite element simulations.
external stress. For computational reasons, a transition zone between covered and uncovered
areas was introduced where the stress drops from 𝜎max to zero within 10 % of the spacing.
The obtained external stress is displayed in figure 4.17 (A). Part (B) of the image shows the
x-component of the resulting surface stress tensor from COMSOL simulations of the exemplary
titanium cantilever with 𝜎max = 1013 pN/𝜇m
2 as maximum stress. Oscillations in stress along
the x-direction were visible on the size scale of the spacing parameter. They superpose the
general bending behavior of a typical cantilever with one constrained end, where the stress
is largest at the clamping and propagates towards zero when approaching the free end. The
respective stress for the example PPLL coated cantilever was 𝜎max = 1667 pN/𝜇m
2 and, despite
the increased amplitude, gives surface stress distributions with the same general pattern.
COMSOL Calculations and Parametric Studies: To validate the constructed stress profile,
parametric studies of all involved variables were performed for a better comparison with established
beam bending theories. In all cases, the assessed quantity was the displacement in 𝑧-direction
at the far end of the cantilever Δ𝑧 = 𝑧(𝐿) = 𝑧(25 mm) with 𝑧 being the direction of the
cantilever thickness. For the reference parameter set given in table 4.5 the displacement was
Δ𝑧 = 21.1 𝜇m.
The results of the parameter tests are displayed in figure 4.18 (A). By using a double logarithmic
scale, the prevalent power law behavior can be read directly from the graph. The variation of
the internal cantilever parameters (Young’s modulus and thickness) gave the expected and well
known relations Δ𝑧 ∝ 𝐸−1 and Δ𝑧 ∝ 𝑡−2. In contrast, the dependence on the Poisson ratio could
not be described by a power law and is thus much less pronounced in the double logarithmic
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Origin Parameter Value
Cantilever properties width 𝑊 = 10 mm
length 𝐿 = 25 mm
thickness 𝑡 = 0.1 mm
Young’s modulus 𝐸 = 105 GPa
Poisson ratio 𝜈 = 0.33
Cell film properties 𝑠𝑝𝑎𝑐𝑖𝑛𝑔 250 𝜇m
𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 0.75
contractile stress 𝜎max = 1000 N/m
2
Table 4.5: Reference parameters for parametric studies of the cantilever bending behavior using
COMSOL finite element calculations.
plot. It followed a quadratic equation with the coefficients Δ𝑧(𝜈) ∝ 1 + 0.0115 𝜈 − 0.427 𝜈2. The
accuracy of the fit was 𝑅2 > 0.999.
Varying the external parameters that determine the cell–material interaction also gave interesting
insights. The cantilever tip displacement was directly proportional to the coverage as well as to
the maximum value of the contractile stress profile. The spacing parameter did not influence
the outcome of the simulation unless it was above one fourth of the cantilever length. Realistic
spacing parameters lie well below 250 𝜇m and are thus much less than 1 % of the total cantilever
length.
Figure 4.18: (A)Parametric studies from finite element simulations using COMSOL Multiphysics
4.1., assessing the deflection of the free cantilever end in z-direction in dependence of
material and cell properties. (B) Normalized displacement behavior over the whole
cantilever length in dependence of the spacing parameter.
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Cantilever Curvature: While parameter dependencies could be derived from only the tip
displacement, the detailed progression of the displacement over the whole cantilever’s length from
clamping to free end is also interesting to look at. A difference in the shape of the curve was only
found for variation of the spacing parameter, as displayed in figure 4.18 (B). Again, deviations
were only found for practically irrelevant spacing values of 𝐿/2 or 𝐿/4. For smaller spacings,
the curve approached the shape 𝑧(𝑥) ∝ 𝐿𝑥2 − 13𝑥3 with a fitting accuracy of 𝑅2 > 0.9999. This
represents a curvature of 𝑧′′(𝑥) ∝ 𝐿− 𝑥, which decreases linearly from the clamping towards the
free end, where it reaches zero. In the graph, also a normalized parabola 𝑧(𝑥) ∝ 𝑥2 is displayed
since this behavior was expected from Stoney’s formula but not matched here. Instead, the
curvature would be 𝑧′′(𝑥) = 𝑐𝑜𝑛𝑠𝑡 in Stoney’s case. The simulated cantilever shape of each
individual sample was used to calculate the expected laser spot position on the PSD Δ𝑙calc by
taking the setup geometry into account.
Setup Geometry: Most dimensions within the setup were conserved throughout all measure-
ments and are summarized in appendix D.1. The quantities that had to be determined after
adjusting laser and PSD for an optimal signal are the respective slider positions. The left slider
edge of the laser was located at the 89 mm mark for the example titanium sample and at the
70 mm mark for the PPLL sample. The resulting incidence angles 𝛼 were 41.4∘ and 37.9∘,
respectively. The PSD slider was fixed at the 371 mm mark for the titanium and the 381 mm
mark for the PPLL example. These differences resulted mainly from the fact that clamping
induces a certain pre-stress in the cantilever, which was negligible for the measurement since it
had the same influence before and after cell detachment and thus canceled out as systematic
error as explained previously.
Calculated Laser Spot Position: For the conversion of the simulated cantilever displacement to
the expected deflection of the laser spot on the PSD, Δ𝑙calc, a C# routine was written. The front
end of this routine in the case of the titanium example is attached in appendix D.3. From the
laser slider position of 89 mm, a laser angle of 41.4∘ was calculated. The data from the COMSOL
output was read and the last 5 mm were linearly fitted to 𝑧(𝑥) = 0.000697 ·𝑥− 0.00576 in the
coordinate system of the cantilever. Compared to the unbent cantilever, this resulted in a laser
spot deflection of Δ𝑙calc = −0.382 mm. Accordingly, the program calculated Δ𝑙calc = −0.184 mm
for the PPLL coated cantilever.
Measured Laser Spot Position: Two typical curves from measuring the PSD readout before,
during and after cell detachment are displayed in figure 4.19. The values were determined from
the PSD’s sum and difference signal and rescaled as described before in the calibration section.
From linear fits of the signal in the first 100 s compared to the signal after recovering from the
perturbation caused by the trypsin application, the shift in laser spot position was determined.
63
4 Results
Figure 4.19: Typical behavior of the laser spot position before, during and after cell detachment
on different materials and with different initial cell concentrations.
Δl1 was measured from the pure titanium example, while Δl2 results from the titanium cantilever
with an additional PPLL layer. In these specific cases the deflections were −0.382 mm and
−0.184 mm.
Iteration: During the analysis, the two independently achieved Δl values at first deviated from
each other, and the stress value for the finite element calculation had to be adjusted iteratively
until agreement was reached. The perfect match of the given examples of calculated and measured
laser spot deflection appeared because these were the results after iteratively changing the initial
stress value. The previously described linear correlation Δ𝑧 ∝ 𝜎max does not exactly implicate a
linear correlation with the laser deflection but serves as good estimate. Therefore, the new test
stress was calculated from the old one as 𝜎new =
Δ𝑙meas
Δ𝑙calc
·𝜎old and the routine was repeated until
deviations of less than 0.001 mm were reached.
4.3.3 Contractility Measurement Results
After establishing this routine for calculating contractile stresses of NIH/3T3 fibroblasts seeded
on top of cantilevers, this section shows first results of the method for a set of materials that
were discussed earlier in this thesis. More precisely, those are plasma polymerized thin films of
PPLL, as in one of the example conditions, and sputter deposited thin films of Fe70Pd30. The
results are compared to those on titanium cantilevers without additional surface films, as in the
second example condition, and summarized in table 4.6.
From measurements on five samples for each material, NIH/3T3 cells were able to exert higher
average contractility on the coated cantilevers compared to the titanium reference. On Fe-Pd,
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Substrate Contractile surface stress (pN/𝜇m2)
Titanium 610.2 ± 129.5
Fe70Pd30 1733.6 ± 273.5
PPLL 2321.0 ± 247.5
Table 4.6: Contractile surface stress (mean ± std. error) induced by NIH/3T3 cells on titanium
cantilevers under the presence of different closed surface films.
the contractile stress was 2.8 times as strong as on titanium, while on PPLL it was even a factor
of 3.8. Considering the measured mean cell size of (678.7± 49.2) 𝜇m2, (238.6± 12.9) 𝜇m2 and
(427.3± 35.1) 𝜇m2 on titanium, Fe-Pd and PPLL, respectively, one can convert these stresses to
forces per cell. Total forces per cell were (414.1± 117.9) nN on titanium, (413.6± 87.4) nN on
Fe-Pd and (991.8± 187.2) nN on PPLL. The physical meaning of this quantity will be discussed
in more detail in chapter 5.3.
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4.4 Fe-Pd Nanorods using Glancing Angle Deposition
In the previous sections, the approach of modifying the Fe-Pd surface with additional coatings
to trigger biochemical cues within a cell and thereby induce stronger adhesion was investigated.
Another approach, which can also be combined with chemical surface functionalization, is the
structuring of the material on the nanoscale. The nanostructure of a surface has a profound
influence on cellular behavior since cells can sense and adjust to physical properties of their
substrate. While earlier studies on the impact of Fe-Pd surface roughness were performed on
ultra rapidly quenched samples with highly irregular surface roughness profiles [10], this chapter
deals with the optimization of glancing angle deposition (GLAD) to produce surface features
with high regularity and tunable size in the range of several 100 nm. This project was part of a
collaboration with Jan Schroers’ Lab for Mechanical Engineering and Materials Science within
the School of Engineering and Applied Science at Yale University and was funded by a DAAD
Short Term Grant for Doctoral Candidates. Performed towards the end of this Ph.D. work,
results in this chapter are given with no claim to completeness, as it was intended as seed for
future projects and collaborations in the area of nanostructured ferromagnetic shape memory
alloys and their interaction with living matter.
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Template Size and Nanostructure Geometry
The presently employed glancing angle deposition procedure relies on the shadowing effect from
nanoscale prestructures on a template during material deposition [159]. The size of the template
directly determines the geometry of the resulting structures and was modified by two different
synthesis strategies. Slightly irregular prestructures on a smaller size scale were produced by
gold dewetting, while larger ones were created using shadow nanosphere lithography. Figure 4.20
shows SEM images during different phases of the deposition and from different angles. The first
row of images displays the top view of the as-produced templates.
The structures from lithography in the left column of the image were triangular shaped and
appeared periodically on a hexagonal lattice with vacancies on the former position of nanospheres
Figure 4.20: SEM images of nanostructures created with glancing angle deposition. The left side
shows results on prestructures created with shadow nanosphere lithography, the right
side on dewetted gold. Images were taken after different sputtering times and under
different perspectives, as denoted in the image.
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during fabrication (honeycomb lattice). Their nearest neighbor distance was 989 nm and their
height was 350 nm. Due to the vacant positions, the shadowing effect was less pronounced than
in the dewetted-gold condition. As a result, the cross section image reveals practically no regular
rods or directionality. Instead, a film of irregular height formed.
Smaller structures were produced from dewetting 5 nm and 10 nm homogeneous gold films. The
right column of figure 4.20 displays the resulting SEM images. The prestructures were slightly
irregular and had radii around 100 nm, heights of 50 nm and a nearest neighbor distance of
500 nm. In the images taken after a short sputtering time, one can already see the shadowing
effect of the prestructures, on top of which the material predominantly deposited. In particular,
the cross section image shows very directional growth of rodlike structures that grew thicker
towards the top, reaching a radius of 250 nm. Despite growing close together, the individual rods
were still fully separated from each other.
In both cases, finer polycrystals superposed the more coarse GLAD structure. Since optimizing
rod formation on the larger scale templates would require disproportionally more material, further
experiments were carried out on dewetted gold prestructures only.
Flux Angle and Rod Angle
The flux angle 𝛼, which is defined as the angle between the substrate normal and the direction
of incident particles, is one of the most important parameters for glancing angle deposition, as it
increases the impact of the necessary shadowing effect explained in figure 3.1 in section 3.1.2. It
also influences the rod angle 𝛽 between the axis of the resulting rods and the substrate normal.
From the cross section images in figure 4.20, one can see that the left edge of the rods, which
faced towards the incident flux during deposition, was more tilted than the opposite side as a
result of the divergent particle flux from the sputtering source. The tilting angles were assessed
for two different sample distances and thus flux angles, one being 𝛼 = 87.3∘ and 𝑑 = 350 mm
and the other one 𝛼 = 88.1∘ and 𝑑 = 300 mm. In the first case, the left edge of the rods was
tilted by (43.1± 1.7)∘ and the right side by (33.4± 1.0)∘. In the second case, tilting angles of
(31.1± 0.2)∘ and (7.9± 1.3)∘ were measured for the left and the right side, respectively. Due to
the similar incidence angle close to 90∘, rods formed in both cases. Only the divergence of the
beam was larger in the lower-distance condition and rods were thus more cone-like.
To further test the influence of flux angle and source-substrate distance, a full 10 cm diameter
wafer was used as a template in a single production cycle. From this continuous flux angle
spectrum, three regimes could be distinguished. SEM images of the respective top views are
displayed in figure 4.21. In the regime at highest distances 𝑑 = 350 mm and thus high flux angles
of around 𝛼 = 87∘, rods formed in the same manner as on the previously described samples. The
closer the sputtering source got to the sample, the more one observed a merging of the rods.
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Figure 4.21: Morphology of the surface of a full wafer after glancing angle deposition. Different
regions of the wafer received material from the sputtering source from different
distances and angles.
In the intermediate regime at 𝛼 = 86∘ and 𝑑 = 300 mm, some rods were still separated from
the rest of the structure while other parts grew as a rough, polycrystalline film. In the third
regime that occurred at the parts of the sample closest to the source during deposition (𝛼 = 85∘,
𝑑 = 250 mm), a polycrystalline surface with no separate features with sizes comparable to the
prestructures could be found.
Nanorod Annealing
As the cross section image of the condition closest to the sputtering source in the top row in
figure 4.22 reveals, one can still see angled structures within the film. Therefore, the possibility
was tested whether, in these cases, rods can be restored by annealing the samples. Additionally,
the ability to convert the phase to fct martensite was investigated, since this is a requirement
for shape memory in Fe-Pd. Annealing temperatures were varied from 600 ∘C, to 750 ∘C and
900 ∘C. After the 600 ∘C treatment, parts of the material merged and revealed holes between
them. The polycrystalline structure vanished and each island showed a smooth surface profile.
In the cross section in figure 4.22, one can still see a slight angular structure. At larger annealing
temperatures of 750 ∘C, the effect was more pronounced, and larger islands with larger spaces in
between emerged. The cross section image shows that the rods fully collapsed.
When annealing at 900 ∘C, which is above the transition to the high temperature 𝛾-phase, from
which rapid cooling can result in the metastable fct structure, the angular patterns vanished
completely and the cross section image shows a continuous film with an inhomogeneous height
profile. The islands merged and formed step like plateaus that were larger in diameter than the
initial prestructures. In all these cases, the samples were cooled at room temperature under
an argon flow. An attempt of cooling the samples rapidly resulted in the rods flaking off the
substrates.
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Figure 4.22: SEM images of the top view and cross section of as-grown samples and those annealed
at different temperatures.
Composition
The magnetically induced reorientation of twin variants in Fe-Pd requires a composition in a
very narrow regime around 30 at% palladium, where the material crystallizes as fct martensite
upon rapid cooling. The composition of the structures resulting from an Fe70Pd30 and Fe72Pd28
target was assessed to determine whether the correct elemental ratio was met.
First, the EDS system was calibrated with a reference sample produced by arc melting from
1.534 g iron and 1.259 g palladium, resulting in an iron concentration of 54.92 wt% and thus
69.90 at%. EDS measurements at different locations of the reference resulted in (68.4± 0.7) at%
Fe. Therefore, a systematic error of 2.2 % was concluded, and all further iron content values
were corrected by multiplying with a factor of 1.022. With this correction, structures resulting
from the Fe70Pd30 target had an average iron content of (68.2± 1.0) at%. Attempts to add iron
pieces to the surface of the sputtering source did not result in the desired increase in the samples’
iron concentration. Instead, it decreased to 65.4 at%, 65.5 at% and 66.8 at%, when covering
2 %, 5 % and 13 % of the target’s active surface area with additional iron pieces. Since SRIM
simulations [160], which averaged over more than 5000 ions, also suggested a reduced iron content
(69.1 at% Fe) in the sample compared to the target, all further samples were produced using an
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Figure 4.23: Atomic content color map of the top view of iron palladium rods on a silicon substrate
with gold nanoparticles after partial deposition. The top side in the image was facing
towards the incident particles during deposition.
Fe72Pd28 sputtering target. The resulting samples, after sufficient presputtering, had corrected
iron concentrations between 69.1 at% and 69.7 at%. The samples used for annealing experiments
were produced before this equilibrium was reached and had an iron concentration of 73.2 at%
and 71.2 at%.
For analysis of the shadowing effect on dewetted gold nanoparticles, an atomic content map of a
sample after partial sputter deposition was created, as displayed in figure 4.23. The top side of
the image was oriented towards the sputtering source during preparation and thus the incident
particles came from that direction. As a result, a thin seam with no iron or palladium content
formed below each structure. Thus the structures served as seed for future rod growth. The
silicon signal from the wafer was strongest in the shadowed regions. The weak, noisy gold signal
indicates that there were no uncovered gold structures remaining.
A composition map was also created for the annealed samples to check how the distribution
of elements changed due to the temperature treatment. In figure 4.24, one can see that the
substrate below the deposited material was the main source of silicon, while the film itself was
composed of iron and palladium, as intended. The presence of silicon was also measurable in
the lower region of the Fe-Pd structures. For better quantification, the brightness of the silicon
signal was averaged over every line of the respective image and plotted in the bottom right of
figure 4.24. Through this plot, one can see that the fading of the silicon signal was independent
of the annealing temperature.
For the gold signal, which was very weak in all displayed cases, a difference occurred between the
as-grown and the annealed samples. In the as-grown condition, a slight increase of gold content
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Figure 4.24: Atomic content color maps from EDS data for as-grown, 600 ∘C annealed and 750 ∘C
annealed rodlike structures. Each image contains an SEM micrograph transitioning
into an overlay of the color maps, followed by an individual map of each of the
present elements iron, palladium, silicon and gold. For silicon, the progression of the
brightness line average is plotted in the bottom right corner.
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Figure 4.25: Atomic content color map from EDS data for 900 ∘C annealed Fe-Pd nanorods from
the top view. Left and right images show the same region of interest in the sample,
once as SEM image and once as overlay of the elemental compositions.
was visible at the boundary between substrate and film, which vanished in all of the annealed
conditions. Instead, gold was present throughout the film at very low concentrations.
A cross section image of the 900 ∘C condition is not displayed since it was acquired at lower
magnifications and is thus not comparable. Instead, figure 4.25 shows a top view of this sample.
From the electron microscopy image, one can see a monolithic feature piercing through the
strongly merged Fe-Pd layer. The elemental content map reveals that it mainly consisted of gold.
The surrounding areas were still dominated by iron and palladium, as well as silicon that shined
through at regions where the former rods were not fully connected.
Crystal Structure
Since the ratio of iron to palladium is a critical indicator of crystal structure, and EDS data
is only accurate enough to determine the composition within an error of about 1 at%, XRD
measurements were performed to identify X-ray diffraction peaks. Figure 4.26 shows the results
of 𝜃 − 2𝜃 scans of as-grown and annealed samples. Additionally, thin films with an in-plane
composition gradient were sputter deposited by combinatorial sputtering and also annealed under
the same conditions as the GLAD samples. XRD measurements on thin film samples (F for
film) of matching composition to the GLAD samples (R for rod) are displayed in an equivalent,
brighter color.
Each graph contains the measured intensity after background correction and normalization of
the largest peak to 1 above the baseline, which is shifted along the y-axis for each sample for
distinguishability, as semitransparent line. In addition, the solid lines show the fitted peak
distributions identified by the PDXL 2 software with the use of the Crystallography Open
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Figure 4.26: 𝜃 − 2𝜃 XRD measurements of Fe-Pd surfaces with rodlike structures (R) and smooth
thin films (F) after annealing at different temperatures 600 ∘C, 750 ∘C and 900 ∘C
as well as as-grown samples (0). The intensity was normalized so that the largest
peak has a magnitude of 1 above the baseline. Red dotted lines indicate calculated
fcc and bcc peak locations of Fe-Pd.
Database [161]. The corrected composition from EDS of the samples that underwent annealing
at 600 ∘C and 750 ∘C was roughly Fe73Pd27, whereas the samples that were measured as-grown
and annealed at 900 ∘C had a corrected composition of Fe71Pd29. At these compositions, the bcc
phase typically dominates the fcc phase. Positions of the fcc(111), bcc(110), fcc(200), bcc(200),
fcc(220) and bcc(211) peaks are also indicated in the images at 2𝜃 = 41.7∘, 43.6∘, 48.5∘, 63.4∘,
71.0∘ and 80.1∘, respectively. These values resulted from calculations with an fcc lattice constant
of 3.75 A˚ and a bcc lattice constant of 2.93 A˚.
Starting with the bottommost graphs, which correspond to unannealed samples F0 and R0, one
can see that, in the rod samples, the position of the bcc(110) peak and the bcc(211) peak shifted
towards lower angles and thus larger lattice constants compared to the film samples. From the
bcc(110) peak, located at 2𝜃 = 43.1∘, a lattice constant of 2.96 A˚ was calculated for the rod
samples, while in the film the peak location at 2𝜃 = 43.6∘ corresponded to 2.93 A˚. In the thin
film sample, a vague sign of the fcc(111) peak was visible, but was absent in the rod sample.
Signals other than those from Fe-Pd were not present.
This situation changed when looking at the samples that were annealed at 600 ∘C (blue curves
in the left graph). All bcc peaks from the Fe-Pd disappeared and instead the fcc(111) peak was
strongest in both thin film and rod sample. For the rod sample, it lay at 2𝜃 = 41.4∘ (3.77 A˚) and
for the film at 2𝜃 = 41.6∘ (3.76 A˚). This shift was much less pronounced than in the unannealed
condition. In addition to the Fe-Pd peaks, a range of other signals appeared, which were identified
as FeO(111) and FeO(200) at 2𝜃 = 36.3∘ and 2𝜃 = 61.0∘, as well as Fe(110) and Fe(211) at
2𝜃 = 44.6∘ and 2𝜃 = 82.4∘. Despite differing in intensity, they were present in both the thin film
and the rod sample.
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At higher annealing temperatures, the fcc phase dominated the bcc phase and similar peaks for
iron and iron oxide were present. The most prominent peaks in the rod samples at 750 ∘C and
900 ∘C were the Fe-Pd fcc(220) peaks at 2𝜃 = 71.0∘ and 2𝜃 = 71.2∘, respectively. From these
locations and the fcc(311) peak at 2𝜃 = 85.7∘ and 2𝜃 = 86.2∘, one can derive a decreasing lattice
constant of 3.75 A˚ for the at 750 ∘C annealed rods and 3.74 A˚ for the at 900 ∘C annealed rods.
At the highest annealing temperature of 900 ∘C, the thin film expressed a variety of signals,
including some that could be identified as Fe2SiO4 (020), (022), (013) and (210) peaks, resulting
from the Si3N4 substrate on which the films were sputter deposited. These signals were not
present in the rod spectra. More interestingly, new signals appeared around the position of the
fcc(200) peak at 2𝜃 = 48.9∘ for the rods as well as at 2𝜃 = 47.7∘ and 2𝜃 = 48.9∘ for the film.
They replaced the fcc signal, while having lower intensities, which is an indicator for the presence
of the fct phase. More detailed discussion on this matter will be given in chapter 5.4.
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In this chapter the previously presented results will be discussed and set into context with
established literature, as well as with measurements and modeling performed within the group
and by Bachelor students, whose experiments were supervised as part of the Ph.D. project.
Starting with the interpretation of the specific and unspecific functionalization strategies, cell
tests, DFT calculations and further mechanical tests will be correlated and conclusions on
the applicability will be drawn. Afterwards, the development of the self-built contractility
measurement setup and its advantages and disadvantages compared to other adhesion assays will
be debated, and results from these measurements will be compared to those from the priorly used
immunostaining assay. Conclusively, the results of first approaches to created nanostructured
Fe-Pd surfaces will be evaluated to give a perspective for further optimization.
5.1 Specific Binding through RGD-Functionalization of Fe-Pd
According to the results presented in chapter 4.1, the performance of NIH/3T3 cells grown on
Fe-Pd largely depends on the presence and kind of an additional coating. Together with an
uncoated reference sample, the specific binding promoting agent fibronectin and the isolated
RGD, which is an important adhesion recognition motif contained in fibronectin, were applied
to Fe-Pd and glass samples. Comparing the uncoated substrates shows that cells on Fe-Pd
were slightly larger and more elongated than on glass, which confirms a basic biocompatibility
of Fe-Pd, as extensively described in [10]. Since focal contact expression was not significantly
different between the two substrates, mere physical reasons like surface passivation could cause
the better spreading on Fe-Pd. Indeed water contact angles for Fe-Pd were shown to be 104∘
[156] compared to 51∘ for glass [162].
Adding a fibronectin coating reduced the shape factor and increased the average cell size on
both substrates. For glass, the spreading promoting effect of fibronectin has been a known fact
for a long time [163] and as such is not surprising for Fe-Pd either. What indeed is surprising
on first sight is the effect observed from a pure RGD peptide coating. On both substrates,
cells became smaller and more rounded with a highly significant difference to the uncoated
substrate. In literature, different potential causes were discussed for this. One possibility is a
competitive inhibition by the artificial peptide in solution. Not only surface bound peptides
77
5 Discussion
but also those solved in the surrounding medium can block receptors that were intended for
cell–substrate binding. This effect has a strong influence for RGD but not for fibronectin since
the isolated peptide shows a higher solubility [16]. Streeter et al. [164] found that the amount
of RGD peptides required for complete receptor loading is by orders of magnitude lower than
for fibronectin, indicating a much higher specificity. An overdosing with RGD can thus happen
more easily than with fibronectin and could also cause the reduced cell spreading.
Another factor, also discussed in reference [164], is the structural difference of ligand receptor
pairs. Focal contacts from fibronectin coatings are much more elongated, while RGD based
coatings result in tiny accumulations of adhesion centers at the outside of the cell rather than
distributed over the cell–substrate interface. This effect was also observed in the here presented
studies, where focal contact areas on RGD were only 39 % of those on fibronectin coatings. For
the natural, spread out morphology of fibroblasts on rigid substrates however, focal contacts are
required throughout the cell surface as anchoring point for actin stress fibers that give the cell
its typical shape.
A third interpretation that will be addressed in more detail is the importance of the RGD
conformation for its efficacy. Ruoslahti hypothesized that a change in the conformation of RGD
sites results in different integrin specificity [15], meaning that a wrong presentation towards the
cells decreases the ability of the peptide to activate specific integrin receptors. Density functional
theory calculations by Stefan G. Mayr were performed along with the described cell tests to shed
light on the expected conformation of RGD on Fe-Pd [156].
As shown in the left hand image in figure 5.1, the relaxed configuration of RGD without external
influences is a cyclic one. Pfaff et al. [165] showed that in most cases exactly these cyclic
Figure 5.1: Cyclic RGD conformation (left) compared to the slightly stretched geometry when
binding to Fe-Pd at six different locations A-F along the surface (right). Total energy
profit from binding is given below each individual combination. Adapted from [156]
with permission from John Wiley and Sons.
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conformations allow better adhesion activity. In their studies, they aimed for an inhibition
of cancer cell adhesion by changing the RGD conformation, but only one of the tested cyclic
conformations was able to induce stronger inhibition of 𝛼V𝛽3 and 𝛼5𝛽1 receptors than the linear
version. However, the right hand images in figure 5.1 show that RGD is forced to adapt the
arrangement of its carbon backbone to the surface in order to bind firmly. Although the RGD is
placed above the Fe-Pd in its cyclic equilibrium configuration, it straightens out in some cases,
when the atoms previously involved in hydrogen bonding now interact with iron atoms. It is
also possible, that completely linear configurations are energetically more preferable, but are not
found by density functional theory since the algorithm is only able to find local energy minima
lying close to the given starting configuration. Furthermore, physiological conditions in the
experiments include the presence of water molecules and ions that can not be computed with
DFT despite having an important impact on the secondary structure of a protein.
Another fact visible from the simulations is that mainly oxygen and to a slightly less extent
nitrogen atoms are involved in binding to iron atoms of the Fe-Pd, which takes exactly the
potential partners for hydrogen bonding away from the integrins. This however is only a minor
concern since it is also the case when RGD is integrated into a larger sequence of amino acids
via peptide bonds, for example within the fibronectin protein.
Last but not least, one could argue that the attachment of the RGD to Fe-Pd is not even strong
enough to provide for a stable hold of the cells. To address this concern, energetic considerations
from the just mentioned DFT calculations in combination with mechanical delamination tests
performed by Florian Szillat were taken into account [156]. The delamination tests were employed
using a home-built laser beam deflection dilatometer. A flexible Cirlex CL-HN foil was coated
with Fe-Pd on both sides and subsequently with RGD on one side, which was afterwards glued
to a motor. From moving the motor and measuring the work required to fully remove RGD from
Fe-Pd, a peel off stress of (700± 400) pN/𝜇m2 and an adhesion energy of (0.5± 0.3) J/m2 were
derived.
Theoretical calculations of the difference in total energy from binding RGD to Fe-Pd as given in
figure 5.1 yield similar results from a complementary viewpoint. The binding energy as average
over all six combinations of three exemplary RGD starting positions on top of two exemplary
Fe-Pd configurations was 3.95 eV for a single RGD molecule. Putting this value in relation with
the size of the peptide, which is about 1.2 nm × 1.2 nm, one obtains 0.4 J/m2 for a densely
arranged film of peptides across the Fe-Pd surface [156]. Although this value coincides very well
with the result of the delamination test, the reader should still be aware of the methodological
differences. For example in delamination tests dissipative energy contributions are present and
pulling occurs over length scales that are orders of magnitude higher than in single molecule
simulations.
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Nevertheless, one gets valuable information from comparing these values to the typical strength
of the cell–RGD interface. In reference [156] it was argued that a cell can exert up to 0.17 nN
per adhesion unit [55] consisting of five integrins [166], which is less than the calculated strength
of an Fe–O bond (1.03 nN) or an Fe–N bond (1.13 nN) between RGD and Fe-Pd. This finding is
reasonable since ligand–receptor complexes are mostly held together by hydrogen bonds, van der
Waals interactions and ionic interactions, which are weaker than the covalent bonds described in
the more detailed results of the DFT simulations [156]. On the other hand, one needs to consider,
whether DFT calculations and delamination tests describe the relation of the forces accurately
since they were not performed under physiological conditions, as already mentioned. RGD–Fe-Pd
interactions, as well as RGD conformation itself, can change when considering water molecules
and ions present in in vitro cell tests. They can counterbalance occurring forces. Accounting for
this is however only possible with computational methods that can model a much higher number
of atoms, such as molecular dynamics simulations.
The above mentioned value for forces per adhesion unit in cells (0.17 nN) was derived from a
force per area of 105 pN/𝜇m2 averaged over a whole cell [167] and an integrin ligand spacing
of 60 nm [168] and thus an integrin density of 278 integrins/𝜇m2. Furthermore, the fact that
pentameric complexes exhibit a seven times as strong force as single ligand-receptor pairs [169] is
considered. This gives a maximum estimate of the present forces, whereas other reported values
for the force per area of fibroblasts rather lie in the range of 104 pN/𝜇m2 [170] and the here used
RGD is a trimer rather than a pentamer. With these corrections in mind, one can estimate
a tensile stress of 840 pN/𝜇m2 acting on the RGD from the cell’s side. This value lies in the
same order of magnitude as the one derived from delamination tests. Therefore, the interfaces
RGD–cell and RGD–Fe-Pd are of similar strength and detachment of RGD from the substrate is
unlikely to be the predominating cause for inhibited cell adhesion.
Since exact values for forces exerted by cells are discussed very controversially, a clear assignment
of the cause of decreased cell adhesion on RGD is difficult with the current knowledge. It however
becomes clear that interfacing Fe-Pd with cells by applying specific adhesion agents is a valid
option in case of fibronectin and must be handled with caution in the case of short peptide
sequences. Yet, these difficulties were also observed on glass, which consolidates the suitability
of Fe-Pd even further.
80
5.2 Unspecific Binding through Plasma-Poly-L-Lysine on Fe-Pd
5.2 Unspecific Binding through Plasma-Poly-L-Lysine on Fe-Pd
DFT Validation
The unspecific binding agent PPLL (plasma-poly-l-lysine) and its interaction with Fe-Pd was
investigated by ab initio DFT calculations to learn about the processes in the high energetic
plasma environment and about cross-linking and binding on the metallic surface. Before employing
DFT code, it is required to confirm its validity. Therefore, tests with different box sizes and
kinetic energy cutoffs were performed. For the 35 Ry cutoff, convergence could not be reached in
every tested case. Therefore, the used kinetic energy cutoff was always set to 50 Ry, if feasible,
and otherwise to 40 Ry or 45 Ry. It is important that bond dissociation energies as differences
in total energy are always calculated from values resulting from the same cutoff parameter.
Comparing the used cutoff to other groups using ultrasoft pseudopotentials for investigating
amino acid binding to a metal, mostly lower cutoffs in the range of 20 Ry to 30 Ry were used
[171–173]. This indicates a higher accuracy of the present results. Furthermore, the behavior
of increasing absolute values of total energies is expected for increasing cutoffs, which indicates
correctly employed pseudopotentials.
The box size in which the lysine, and later on its fragments in combination with iron, were
simulated is also an important parameter because DFT code is designed for periodical systems.
Completely aperiodic or finite systems are usually modeled by a supercell [174] and by choosing
a single Γ-point as k-point-mesh. The result that the size of this supercell does not influence the
total energy outcome in all tested cases bigger than 15 A˚ × 10 A˚ × 8 A˚ shows that a Γ-point-only
calculation is a valid choice in this case and the neighboring cells do not self-interact.
Another validation strategy is to compare the calculated binding energies with known literature
values. The strength of a peptide bond for instance is a widely reported quantity. It was
calculated to be 2.16 kcal/mol, whereas a common literature value is 2.3− 2.4 kcal/mol [175],
which agrees very well, given that the literature value is not specified for a particular amino
acid.
In table 5.1 all bond dissociation energies from the present calculations are compared to average
bond strengths for the respective pair of atoms from literature [176]. Also in this case, there was
a general agreement in the magnitude of energy values. The minor differences can be explained
by the slightly different physical meaning of the given values. The bond dissociation energy is the
required energy for cleaving a single bond while leaving the rest of the molecule intact, whereas
the standard bond energy gives an averaged value under different circumstances and for complete
dissociation of the molecule into single atoms [176]. This explains, why literature values are
lower than calculated values since cleavage on average costs less energy the more a molecule is
already dismantled. The only cases, in which the calculated energy fell below the literature value
is within the carbon backbone, for the O–H bond and for one of the C–H bonds. The reason here
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Bond Standard Bond Energy [176] Bond Dissociation Energy (DFT)
(eV) (kcal/mol) (eV) (kcal/mol)
C–N 3.1 70 3.5 - 3.8 80 - 88
C–C 3.6 84 2.7 - 3.9 63 - 89
N–H 4.0 92 4.4 - 4.5 101 - 104
C–H 4.2 97 3.2 - 4.4 75 - 102
C–O 4.8 112 4.8 110
O–H 4.9 115 3.7 85
C=O 6.9 - 7.3 160 - 170 7.7 177
Table 5.1: Standard bond energies from literature [176] compared to DFT results of all bonds
present in a lysine monomer.
is that the bonds are indeed weaker than average due to charge transfers throughout the l-lysine.
A validation of the finding that the C–N bonds are stronger than C–C bonds, despite standard
bond energies suggesting otherwise, is given by XPS measurements performed by Florian Szillat.
He found that in the PPLL films a nitrogen content of 4.2 % is present [141] and can be tuned
by changing the preparation parameters with respect to power, on-off-times of the plasma and
argon flow [142]. This means that amino groups are still connected to the carbon backbones
since they would dissociate, if they were isolated [177].
Lysine Fragmentation and Expected Fission Sites
The reason for the previously mentioned weakening of the C–C bonds lies in the charge transfer
within the molecule and is worth looking at in more detail. For a strong covalent bond, a sufficient
charge density between the two involved atoms is required. Looking for instance at the C2–C3
bond, one could see a lack of this charge density between the two of them. The C2 atom donated
a significant amount of its charge towards the C–N bond, as visible by the highly negative Bader
charge of the nitrogen atom. Therefore, it had a more positive Bader charge itself and the C3
was left to be the main contributor to the bond. The same bond weakening due to the amino
group happened between the C5 and C6 atom. After cleavage however, the carbon atoms at the
newly formed termini had negative net Bader charges due to the spare electron density that was
involved in the former bond. As a result, they have the potential to bind to a surface or to other
fragments in new ways to achieve strong adhesion and cross-linking.
Altogether, the bonds within the functional groups are strongest, while the weak spots of l-lysine
are certain C–C bonds and to some extent also the C–N bonds. Electrons within the plasma do
not have a fixed energy but follow a distribution given by the electron energy probability function,
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as for example given in [178] under argon pressure. Therefore, there is no sharp threshold value
for the bond dissociation energy, above which bonds stay intact or below which they are definitely
cleaved within the plasma. There is only a certain probability for a bond to break, which is
higher for weaker bonds but also depends on the plasma conditions. Optical emission spectra
obtained by Florian Szillat revealed that the most influential parameter here is the lysine flow
rate as it controls the amount of collisions of the electrons and thus their ability to reach higher
energies [141]. At low flow rates, mean electron energies higher than 3 eV were calculated, while
in a high flow rate regime only an energy of 1.8 eV was reached. Thus in the low flow rate
regime, a significant amount of electrons is potent to destroy also the more firm bonds. To
prevent destruction of functional groups, while also maintaining high enough energies to avoid
inert plasma, a value at the lower limit of the high flow rate regime had to be used.
Forming a Robust Coating from the Fragments
From these conclusions, the opinion was formed that the plasma environment creates highly
reactive fragments with intact functional groups that have negatively charged termini and thus
the potential to cross-link and bind to Fe-Pd. When thinking about the binding to a binary alloy,
it must be considered that there is usually only one species that forms bonds while the other one
is more inert. In this case, it is expected that this species is the more reactive iron and not the
noble palladium. An enhanced iron concentration at the surface is however not expected since a
redistribution from bulk composition to surface composition is more pronounced the stronger
the enthalpies of vaporization Δ𝐻vap differ for the respective elements [179]. For iron, Δ𝐻vap
equals 83.5 kcal/mol, which is only slightly less than that of Pd with 85.3 kcal/mol [180].
The presented simulations confirmed that only Fe–O and Fe–N bonds established between Fe-Pd
and l-lysine and none including Pd. Beyond that, the bond strength between lysine and Fe-Pd
compared to lysine and a single iron atom coincided, as well as the charge transfer. No delocalized
charge transfer was present and the bond investigations showed the donor–acceptor relation
clearly, which is important to correctly characterize a metal–molecule interface [181, 182]. The
only differing property was the bond length. This can be attributed to the higher flexibility
of the single iron atom compared to that in a bulk, where it is confined by its surrounding
surface atoms. An increased bond length slightly weakens the interaction but does not change
the nature of the established bond. Therefore, the results of the single iron atom calculations are
transferable to draw general conclusions on the binding to the surface.
From simulations of iron in combination with lysine fragments, several properties can be derived.
First of all, fragments that form bonds to Fe at multiple sites were observed. This leads to the
assumption that a high potential for cross-linking is present. Secondly, the energy benefit of the
strongest observed bonds exceeded that of a peptide bond. The third conclusion derives from
the comparison of Fe–O and Fe–N bonds to Fe–C bonds which were only possible because of
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Figure 5.2: SEM images of PPLL (A,C) and CPLL (B,D) coatings before (A,B) and after (C,D)
nanoindentation, confirming the conclusion from DFT simulations that highly cross-
linked, robust films form due to plasma treatment of l-lysine. Reproduced with
permission from [141].
the fragmentation. The strength of the latter ones was much higher, which indicates a versatile
amount of new binding possibilities induced by the plasma. As a fourth point, which is entangled
with the previous one, the comparison of fragment binding and whole lysine binding showed
that in most cases the fragments had higher energy profits. This shows the importance of the
fragmentation process and suggests higher adhesion strength of the emerging coating compared
to a conventional poly-l-lysine coating.
The bottom line is that the presence of radical fragments and a good binding to iron, as well as
the formation of complexes, suggests a high cross-linking within the resulting coating. Proof
of this assumption was given by scratch test results and SEM images provided by Matthias
Sievers [147]. They confirmed that the deformation of PPLL with a nanoindenter experienced
a much higher resistance than in the case of wet coated conventional poly-l-lysine (CPLL).
Thus the integrated force over a 50 𝜇m long scratch and with 250 nm or 430 nm indentation
depth was (5.2± 0.6) kJ/m2 or (7.3± 0.2) kJ/m2 for PPLL opposed to (0.54± 0.03) kJ/m2 or
(0.64± 0.02) kJ/m2 for CPLL. These values differ by a full order of magnitude. Additionally,
one can see from the visual impression in figure 5.2 that the area around the scratch was much
less destroyed for PPLL than for CPLL, which proves the formation of a complex network of
lysine fragments on the Fe-Pd surface. This durability and flexibility is of special relevance for an
application with smart materials and of course Fe-Pd as key example since actuation demands a
resistance against high mechanical strains on the respective coating.
Potential for Biofunctionalization
The idea of designing a more robust, cross-linked, functionality rich version of the established
poly-l-lysine coating is of course its application as bioactive agent. Proving basic survivability in
cell viability tests was a first step towards this goal, but they lack deeper insight on the cellular
adhesion, which is the main factor the coating aims to improve.
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Figure 5.3: CLSM images of NIH/3T3 fibroblasts magnified 63× on PPLL and CPLL coated
Fe70Pd30 substrates after different incubation times. The displayed red channel
captures fluorescence from TRITC labeled actin fibers. Adapted with permission from
[157].
An immunostaining assay performed by Astrid Weidt [157] gave more insights on this question.
She investigated the projected cell area, shape factor and focal contact density in analogy to
chapter 4.1. The visual impression of NIH/3T3 cells on CPLL and PPLL after one day and four
days incubation is displayed in figure 5.3 in 63× magnified CLSM micrographs. According to this,
and to the numbers given in table 5.2, the cells’ area only differed significantly for the different
incubation times but not for the different types of coatings. Their size decreased by about 10 %
after a longer time span. A more drastic change was visible in the shape factor. It increased
for longer incubation periods, but was smaller on PPLL than on CPLL in both incubation time
conditions. Together, these values show that the general morphology of the cell body did not
differ much for the coatings, but PPLL promoted the formation of long, stretched out filopodia,
particularly after longer contact of the cells with the PPLL. From the other perspective, one
could also say that the retraction of filopodia was hindered by the strong adhesive. A look at the
focal adhesion densities verifies this by a very similar trend. Focal adhesions were more expressed
for PPLL coated substrates than for CPLL and their number rose after longer incubation periods.
For the PPLL coating this means that it not only allowed for stronger early adhesion, but even
improved its performance over time.
This superiority of the plasma assisted coating can have different reasons. One would be
the reduced solubility due to better cross-linking, which results in a higher concentration of
functionalities on the surface. Another reason could be a higher density of functional groups
allowing for faster and denser binding of ECM proteins that again maxes out the possibilities to
satisfy integrin receptors. For example, according to Boettiger [183], an average of 105 integrin
receptors are present on K562 leukemia cells, but only between 15 % and 25 % of them actually
bind to ECM proteins for a plain fibronectin coating due to wrong molecular orientation and
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Substrate Projected cell area (𝜇m2)
CPLL 1 day 1750.38 ± 27.05
PPLL 1 day 1718.51 ± 22.98
CPLL 4 days 1532.52 ± 37.30
PPLL 4 days 1635.52 ± 30.55
Shape factor (𝜎 = 4𝜋 𝐴
p2
)
CPLL 1 day 0.243 ± 0.003
PPLL 1 day 0.218 ± 0.003
CPLL 4 days 0.280 ± 0.004
PPLL 4 days 0.238 ± 0.004
Focal contact area (% of cell area)
CPLL 1 day 1.84 ± 0 .09
PPLL 1 day 4.55 ± 0 .13
CPLL 4 days 4.05 ± 0 .28
PPLL 4 days 6.90 ± 0 .25
Table 5.2: Focal contact area obtained from 63× CLSM images of NIH/3T3 fibroblasts on glass or
Fe70Pd30 samples that are either uncoated or coated with fibronectin or RGD. Values
from [157].
protein denaturation on hydrophobic surfaces. An increase of hydrophilic groups through the
PPLL coating can thus improve the occupancy of the receptors and allow more and larger focal
contacts.
Transferability to other Precursors
While l-lysine was used as prototype to prove the working principle of the method, one can
clearly imagine that other amino acids with hydrophilic functional groups or even other monomers
could serve as precursors as well. From what was found during the presented work, the basic
requirements are simple structures with mostly single covalent bonds. Since all secondary
structures like alpha-helices or beta-sheet structures or even the cyclic conformation of RGD
rely on hydrogen bonds, the destruction of these in the plasma environments must be considered
and their usability is thus compromised. The method is therefore not intended to increase the
concentration of specific binding ligands on a surface, but can only be used for unspecific binding
through hydrophilic interactions. Due to an even higher hydrophilicity of OH groups [66], amino
acids like serine or threonine could be considered.
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While losing the secondary structure is a disadvantage that can be compensated by the right
choice of precursor, destruction of functional groups is not at all acceptable. Therefore, the
architecture of the precursor must show bond weakening in the molecules backbone below the
strength within the functional groups. To introduce the precursor into the chamber, also a good
solubility is required. In the used setup, lysine was solved in ethanol to avoid contamination with
other substances since ethanol does not have any compounds that are not already contained in
lysine. As a result, fragmentation of ethanol in the plasma does not state a problem. Upon that,
evaporation of ethanol entailed the pleasant side effect of cooling the substrate in addition to the
applied water cooling.
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5.3 Assessing Binding through Contractility Measurements with a
Bending Cantilever Setup
Confirming the Working Principle and Assessing Error Sources
The setup for measuring contractile cell forces was developed for assessing the adhesion promoting
performance of films and coatings in addition to the previously presented immunofluorescence
microscopy assays, which merely determine the presence and quantity of focal adhesions but not
their ability to promote mechanical interaction of cells and substrate. The technique involves
different steps and assumptions that could cause measurement errors and thus were investigated
carefully.
It was found that the position sensitive detector’s signal was linear, but the position calculated
from sum and difference signal of the PSD and the real laser spot position were prone to an offset
that is not universal for all measured samples. This is expected since background light increases
the sum but not the difference signal. Most of the disturbing light does not result from external
light sources, which could be excluded by a lock-in amplifier, as done in the measurements at
daylight in [156]. Instead, it is deflected and scattered laser light from the medium, the setup
walls and the petri dish bottom and thus has the same wavelength as the direct laser beam.
Therefore, an individual scaling factor must be considered for each measurement. Despite this
different scaling, background light can still fluctuate and be a source of errors. Other possible
errors from the PSD side could result from uncertainties in the calibration and different coherence
of the deflected laser light resulting in a laser spot that is more or less diffuse depending on the
quality of the reflector plate.
Speaking of the reflector plate, one could argue that it confines the free bending of the cantilever
and thus causes systematic errors. However, calculations showed that a systematic error of
only 2 % is expected since the reflector plate only restricts bending of the last 5 mm of the
cantilever, while the strongest curvature was present close to the clamping position. The effect
from this deviation to the end result is even less drastic since the absolute laser spot position
is not relevant for the measurement, but instead the difference in deflections with and without
cells, which were both measured under the influence of the deflector plate to cancel out exactly
these kinds of systematic errors. Therefore, the reduced scattering of the reflected laser beam
due to the improved reflectivity of the plate outweighed the deficit in accuracy due to confining
the cantilever tip bending.
To avoid errors from drift and noise, a waiting time of at least 10 min was required after inserting
the cantilever into the setup. This results mainly from thermal adjustments of the cantilever to
the medium temperature and from a relaxation of the clamping itself. Whiting and Jacobsen
[184] found that for dynamic Young’s modulus measurements with a vibrating reed, the clamping
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can cause systematic errors of up to 15 %, which reinforces the statement that the initial waiting
time is very important for obtaining accurate results by ensuring a static character of the
measurement. Again, the influence of the clamping is much less distinct due to the previously
mentioned cancellation of systematic errors.
After accounting for the initial relaxation time, noise was small enough to not influence the
measured quantities by more than 1 %. However, perturbation from adding trypsin to the system
for cell detachment clearly exceeds the measured deflection. Nevertheless, investigating the
position of the cantilever after recovering from the trypsin addition showed that the permanent
impact was again small compared to the measured quantity. It was found that application with
a syringe was the most gentle technique and the error was less than 1 %. It might be reduced
further through an automated flow chamber, as in reference [158], but at the cost of sample
throughput and measurement simplicity. Additionally, the effect of the shear stress from fluid
flow would have to be considered.
Another factor that increases simplicity in the developed routine lies in the cell imaging. It does
not require fixation of the cells or high magnifications and can thus be performed on living cells
with a life staining right before the measurement, opposing to the method by Tan et al. [26], who
investigated the deformation of micro pillars due to cell induced stresses in high magnification
confocal microscopy.
It is furthermore notable that the use of 10× trypsin is recommended. As shown in the results
section, it caused complete cell detachment within 30 s while 1× trypsin increases this time
and makes the measurement more prone to the influence of drift. Overall, many aspects were
optimized with respect to fast measurement cycles, low microscopy requirements and simplicity.
During this optimization, errors were kept at a moderate level summing up to a total of less than
5 % to ensure reproducible measurements.
While errors are higher, reproducibility is still given when seeding cells on the bottom side of
the cantilever. These inverse tests were performed to eliminate all doubt from the fact that the
changed cantilever bending truly results from cell detachment. Since all other parameters were
unchanged and the measured signal had the opposite sign when seeding cells on the opposite
cantilever side, this holds as the strongest prove of the setup’s working principle.
From PSD Readout to Contractility
As mentioned in the results section, describing cell induced forces with Stoney’s formula [152]
𝜎𝑡𝑓 =
1
3
𝐸𝑡2Δ𝑧
𝐿2
does not give adequate results since prerequisites like a homogeneous stress distribution and a
constant coating thickness were not fulfilled. Still, from parametric studies one could learn that
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most of the relations given by Stoney are maintained. The cantilever tip deflection Δ𝑧 is still
proportional to the stress 𝜎, to the inverse of the cantilever’s Young’s modulus 𝐸 and to the
inverse of the squared cantilever thickness 𝑡:
Δ𝑧 ∝ 𝜎
𝐸𝑡2
The stress in this case corresponds to a maximum stress 𝜎max, which is induced by the contractility
of the cells. Furthermore, the Poisson ratio influences the tip deflection of bending beams with
one free end as studied in detail by Dahmen et al. [185]. They considered the effect of the
bending in the in-plane direction perpendicular to the tensile stress due to a non-zero Poisson
ratio 𝜈, which is more pronounced for a smaller length-to-width ratio of the cantilever. The cause
of this lies in the clamping, which forces the closest parts of the cantilever to only bend in one
dimension, while regions further from the clamping can bend in two dimensions. Consequently
a dimensionality factor 𝐷 was introduced that has values between 𝐷 = 2 in case of very long
cantilevers, where clamping effects are negligible, and values close to 𝐷 = 1, where the cantilever
is so short that basically every part of it feels constrained. Dahmen et al.’s generalized formula
[185]
𝜎𝑡𝑓 =
1
3
𝐸𝑡2Δ𝑧
𝐿2
1
(1− 𝜈)(1 + (2−𝐷)𝜈)
thus gives an additional factor of (1− 𝜈) in the two-dimensional limit and (1− 𝜈) · (1 + 𝜈) in
the one-dimensional limit. While they do not give an analytic relation to calculate 𝐷 from the
cantilever dimensions, one can read a value of 𝐷 = 1.8 from their empiric data for an aspect
ratio of 2.5. With this, deviations from simulated deflections are still as large as 15 %. Fitting
a quadratic curve to the Δ𝑧 − 𝜈 – relation gave Δ𝑧(𝜈) ∝ (1 + 0.0115 𝜈 − 0.427 𝜈2), which does
not fit in the given relation by Dahmen et al. but deviates by an additional linear term of
0.58 𝜈 in case of a dimensionality value of 𝐷 = 1.57. This indicates that the principle quadratic
behavior is confirmed but is prone to deviations that probably result from the inhomogeneous
stress distribution. Areas of zero stress change the relaxation behavior of the transverse strain
and shift the overall relation towards that of a more one-dimensional cantilever.
While the elastic and geometric properties of the cantilever were unchanged and solely investigated
for a deeper understanding of the physical background, the spacing between and coverage with
cells changed from measurement to measurement. The spacing of the cells did not influence the
tip deflection of the cantilever, as long as it lay in a range realistic for cells. At hypothetic cell
sizes above half the cantilever length (12500 𝜇m), the spacing started to influence the overall
curvature of the cantilever and thus the total tip deflection, which however is not of interest
for living cells with diameters on the order of 20 𝜇m. Speaking of the cantilevers curvature, it
was found that it follows a 𝑧(𝑥) ∝ 𝐿𝑥2 − 13𝑥3 behavior, which indicates a linear momentum
increase from the cantilever tip to its clamping. This also consolidates that Stoney’s formula is
not adequate since it is derived from the assumption of a constant radius of curvature and thus,
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in approximation for small curvatures
1
𝑅
=
𝑧′′(𝑥)
(1 + 𝑧′(𝑥)2)3/2
≈ 𝑧′′(𝑥),
a constant second derivative, leading to a 𝑧(𝑥) ∝ 𝑥2 behavior. This deviating behavior presumably
also arises from the influence of the Poisson ratio in combination with the alternating cell covered
and cell free surfaces.
While the spacing between the cells did not influence the cantilever deflection, the density of
cells on the cantilever, denoted as 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒, does so. Since this dependency is linear, one might
as well define a mean stress
𝜎mean =
1
𝐿
𝐿∫︁
0
𝜎(𝑥)𝑑𝑥
in agreement with Schwarz et al.’s statement that for length scales large compared to cell sizes it
is unnecessary to regard individual cells [97]. With the approximation
𝜎(𝑥) =
⎧⎨⎩0, if cell free area.𝜎max, if cell covered area.
this simply results in
𝜎mean = 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 ·𝜎max.
It is important to note that this procedure contains some approximations that influence the
interpretation of the results, as will be considered in the following.
Interpretation of Determined Stress Values
Along with the above approximated stress distribution comes the understanding of the stress
value 𝜎max. Tissue cells like the investigated NIH/3T3 fibroblasts adjust to rigid substrates
by organizing their cytoskeleton in stress fibers, anchoring in focal contacts [186]. Contractile
forces on these stress fibers are induced by myosin II molecular motors, which Besser et al. [187]
modeled as springs with an additional viscous element and found that the displacement 𝑢 of each
spring’s anchoring point in equilibrium is described as
𝑢(𝑡→∞) = −𝐹stall
𝑘
with a constant stalling force 𝐹stall and a spring constant 𝑘. According to this, one could only
conclude a uniform stress along a whole cell, if the stress fibers were all starting at one end of the
cell and ending at the other. While this is clearly not the case, accounting for each individual
stress fiber would exceed computational limits and is thus not applicable for the demonstrated
approach. Therefore, concluding a myosin motor force from the measured values is not possible.
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Stress (pN/𝜇m2) Focal Contact Area Stress (pN/𝜇m2)
on Whole Cell per Cell Area (%) on Focal Contacts
Fe-Pd 1733.6±273.5 2.9 ± 0.3 45600 – 77200
PPLL 2321.0± 247.5 4.55± 0.13 44300 – 58100
Table 5.3: Correlation between the contractile stress from bending cantilever measurements and
focal adhesion densities from immunofluorescent staining assays.
However, a different interpretation as stress, which is transmitted by focal adhesions themselves,
appears feasible since this interpretation was used by Dembo and Wang, who report similar
values of 𝜎 = 2000 pN/𝜇m2 [167]. This assumption finds further confirmation in the fact that
one can relate the focal adhesion density on PPLL given in chapter 5.2 and on Fe-Pd after one
day incubation time from reference [10] to the measured stress values, as given in table 5.3.
The resulting values for stresses normalized on the area occupied by focal contacts is in good
agreement for both substrates within the given error intervals. Since contractility on pure
titanium is much lower, an increased performance of Fe-Pd and PPLL with respect to focal
adhesion formation and thus promotion of contractile forces can be concluded. For more detailed
considerations on reasonable stress values for fibroblast adhesion on rigid substrates, please refer
back to chapter 5.1, where this was discussed more deeply on the matter of RGD peptides as
coating.
Application Limits
As other adhesion methods, this way of assessing contractile stresses has limitations and disad-
vantages. The biggest one is the restriction to cell types that exert large contractile forces as in
the used case of fibroblasts. Assessing the adhesion of blood cells or epithelial cells would be
difficult since a much smaller signal would be measured and the impact of measurement errors
would grow. Tying in with this, the method is not designed to compare different cell types.
The contractility of fibroblasts results from strong stress fiber formation, particularly on rigid
substrates, from which a spring like behavior can be derived [187]. This is not the case for cells,
whose cytoskeleton is distributed at the cell periphery, such as neuronal cells [186].
Regarding measurable materials, it must be ensured that it can be applied as thin, pinhole-free
film to guarantee both the negligibility of the coatings effect to stress and bending and the
homogeneous distribution to promote a uniform cell layer. The support material, which was
titanium in the present case, has to be rigid enough to stay in the linear Hooke’s law regime of
elasticity theory, but soft enough to allow measurable deformations. A Young’s modulus around
100 GPa seems to serve this purpose well.
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Last but not least, this method does not give any information on the biochemistry behind the
contraction. It cannot distinguish whether a coating improves adhesion in a specific or unspecific
way, as it is possible with other methods described earlier in chapter 2.2.3. Considering these
limitations, it becomes evident that the method is strongest, when a quantitative comparison
of cell contractility on different kinds of materials is required since results do not depend on
the mechanical and elastic properties of the thin film. Thereby, very versatile materials can be
compared as it was done for the rigid metal Fe-Pd and the soft polymer PPLL.
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5.4 Surface Nanostructuring of Fe-Pd using Glancing Angle
Deposition
Nanorod Architecture
In order to produce Fe-Pd nanorods, a series of basic tests was performed to validate the method
of glancing angle deposition for this specific application. First, different template types were
compared to determine a suitable prestructure size and for a first proof of applicability. On
triangular prestructures from nanosphere lithography, no rod formation was observed. This can
mainly be attributed to the size and spacing of the individual template features. As demonstrated
in references [188–190], where the template feature distances were about half as big and the
template was rotated during deposition, this type of prestructure can support the formation of
nanorods and nanospirals. In the present case without substrate rotation, templates from gold
dewetting served as better prestructures for rodlike growth.
Rods produced on these templates had different tilting angles as consequence of the individual
growth conditions. In literature, different approaches were presented throughout the decades
to correlate the two quantities of rod tilting angle 𝛽 and flux incidence angle 𝛼, both measured
with respect to the surface normal. The most used equation is Tait et al.’s [139] cosine rule for
large 𝛼 close to 90∘:
𝛽 = 𝛼− arcsin
(︂
1− cos(𝛼)
2
)︂
.
With this formula, the results would be 𝛽(87.3∘) = 58.8∘ and 𝛽(88.1∘) = 59.2∘. For smaller flux
incidence angles, the tangent rule
tan𝛽 =
1
2
tan𝛼
is a more accurate estimate [191]. In our case it would result in 𝛽(87.3∘) = 84.6∘ and 𝛽(88.1∘) =
86.2∘. Compared to the measured values of 𝛽(87.3∘) = 43.1∘ and 𝛽(88.1∘) = 31.1∘, both relations
do not represent the experiment, although the large angle approximation gives results closer to
the measured ones, which is expected for angles slightly below 90∘. A different approach includes
the fan angle 𝜑 and thus takes material properties and processing conditions into account by
Tanto et al. [192]. They provide the relation
𝛽 = 𝛼− arctan
[︂
sin(𝜑)− sin(𝜑− 2𝛼)
cos(𝜑− 2𝛼) + cos(𝜑) + 2
]︂
for 𝛼 ≤ 𝜑 and
𝛽 = 𝛼− 𝜑
2
for 𝛼 ≥ 𝜑.
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Model 𝛽(𝛼 = 87.3∘) 𝛽(𝛼 = 88.1∘)
cosine rule 58.8∘ 59.2∘
tangent rule 84.6∘ 86.2∘
including fan angles 60.4∘ 64.5∘
measured 43.1∘ 33.4∘
Table 5.4: Different approaches to correlate flux incidence angle 𝛼 during rod fabrication with rod
angles 𝛽. Commonly used theories are not able to predict the observed rod angles.
The fan angle is the opening of the rods at their early growth stage, where they are not yet
shadowed by each other. It depends on the geometry of the used chamber, sputtering power,
material and many other properties. For their calculations, Tanto et al. always measured the
fan angle in normal incidence, which is not applicable in the here presented case since too low
incidence angles near normal incidence did not result in nanorod formation. The fan angles
from the presented measurements were 𝜑(87.3∘) = 53.8∘ and 𝜑(88.1∘) = 48.1∘. With these,
the resulting rod angles would be 𝛽(87.3∘) = 60.4∘ and 𝛽(88.1∘) = 64.5∘. The values for the
different theories are summarized in table 5.4. Conclusively, also the fan model does not correlate
measurement and theory well. This can most likely be attributed to an error-prone assessment
of the flux incidence angle and to the high divergence of the incident beam, which is larger for
the second sample produced at lower distances from the sputtering source. This also explains
the larger deviation from the calculated angles in the low distance condition. Altogether, one
has to find a compromise between high distances from sputtering source to substrate and thus
improved rod morphologies but a low sputtering yield, and on the other hand smaller distances
with less reproducible rod shapes but higher sputtering yield.
The geometry of nanorods can also be altered by temperature treatment after deposition. However,
literature gives contradictory results on this matter for different materials. On rods with a TiO2
core and a WO3 shell after annealing for 2 h at 500
∘C in air, almost no morphology change was
observed despite a slight thinning of the rods [193]. Another study on TiO2 nanorods, which
were annealed for 3 h at 500 ∘C in air, also resulted in thinning of the rods and a rougher surface
[194]. WO3 nanorods oxidized heavily under a 5 h treatment at 500
∘C in air and merged to
nanoporous structures [195]. This merging was also observed in the case of Fe-Pd, showing that
inadequate rod formation can not be corrected by annealing, but instead destroys the angular
orientation completely. At 600 ∘C and 750 ∘C, also a formation of nanopores was observed, while
at 900 ∘C, the rods merged completely, which is likely to be attributed to exceeding the transition
temperature to the austenitic phase. This assumption can be consolidated by investigating the
composition and crystal structure of the samples with EDS and XRD measurements.
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Composition and Crystal Structure
EDS measurements showed that the composition of the Fe-Pd nanorods was shifted towards a
higher palladium content compared to the sputtering target. Surprisingly, other groups that
produced Fe-Pd films by sputter deposition from Fe70Pd30 targets report an increased iron
content, such as Fe73.4Pd26.6 from RF magnetron sputtering by Wang et al. [196] or Fe76Pd24
from DC magnetron sputtering by Inoue et al. [197]. Both studies used additional Pd patches or
wires on the arch-melted targets to increase the palladium content. Inoue et al. solved their issues
in later studies by developing a dual source sputtering technique [198], which is not applicable
for glancing angle deposition since the sample holder would have to rotate and the already low
sputtering yield would be reduced further.
The same depletion when sputtering from an alloy target was observed by Ho and Carman
[199] for the comparable Ni-Ti system. Here, the composition is as important to promote phase
transformation around room temperature [200]. They attributed the reduced concentration of Ti
in the film compared to the target to a different angular flux distribution of Ni and Ti and also a
higher oxidation of Ti, which inhibits titanium deposition. These explanations also apply to the
case of Fe-Pd and are even amplified for glancing incidence, while an additional cause could be
microstructural inhomogeneities due to a decomposition into phases of different iron content.
The oxidation argument is very reasonable since iron oxidation can decrease the sputtering yield
dramatically. This fact can also explain the negative effect of additional iron patches on top of
the target since these have an increased surface to volume ratio and thus a higher probability to
oxidize. Additionally, the ferromagnetic iron patches change the path of the magnetic field lines
and therefore the whole geometry of the plasma, which is why they cannot be applied in the
same manner as the paramagnetic palladium patches. Furthermore, the observed shift towards a
less pronounced iron deficit on later sputtering iterations is explained by a change in surface
composition of the target.
Altogether, the composition of a film, or in this case of the nanorods, depends not only on the
target composition but also on the geometry of the sputtering chamber and the used power.
These parameters have to be tuned for each lab individually as it can not be generalized whether
an increase in iron or in palladium is expected [201]. Thus, uncertainties of 1 at% can hardly
be avoided. An increased palladium concentration favors an fcc crystal structure, while an
increased iron concentration results in bcc, which completely shuts down the possibility of an
fcc–fct martensitic transition and is the less desirable option of the two. Therefore, sputter
deposition from the Fe72Pd28 alloy target is preferred only, if it does not result in too high iron
concentrations in the samples.
In addition to measuring an average composition of a certain area, it was also possible to produce
maps indicating the spacial distribution of the elements. In the color map of a prestructured
sample that was removed from the chamber after partial sputtering of only 1 h, one could observe
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a shadowing effect below each structure. This could result from a mere shadowing of emitted EDS
electrons, if the detector was positioned at the top side with respect to the image plane. But since
it was positioned to the right hand side of the image, the observed dark regions really indicate
an absence of iron and palladium and thus confirm the desired working principle of glancing
angle deposition. A further indicator that indeed the shadowing effect of the prestructures was
measured, is the complementary distribution of silicon, which mainly occurs in the gaps between
two Fe-Pd structures. The weak silicon signal at the position of prestructures indicates low
interdiffusion in the as-grown condition, but has to be investigated individually in the annealed
conditions.
Therefore, cross-section images of the annealed samples were characterized by elemental distribu-
tion maps. A clear dominance of the iron and palladium signals over silicon is visible as soon as
the interface is passed. The slow fading of the silicon signal after the transition from substrate
to film could partially be an EDS artifact since silicon is much lighter than the other probed
elements and thus more prone to errors. Electrons can penetrate deeper into the sample and be
scattered many times before reaching the detector [202]. Therefore, EDS data is inherently more
noisy for lighter elements than it already is for heavy elements. This is usually circumvented
by TEM measurements of very thin specimen, which however is only eligible for lamellae that
cannot be produced from nanorod samples. Furthermore the samples were slightly tilted during
data acquisition to allow an impression of the corresponding surface and parts of the silicon
signal could come from deeper within the sample. A diffusion of silicon into the Fe-Pd is a
possible but unlikely cause for the non-sharp composition gradient. If it was a considerable
factor, one would expect a more pronounced effect for higher annealing temperatures. However,
the gradient appears to be temperature independent, which indicates an absence of interdiffusion
or iron-silicide formation.
On the other hand, annealing does seem to influence the gold content of the sample surface since
the gold signal peak observed at the Si–Fe-Pd boundary of as-grown samples smeared out for
annealed ones. This can be attributed to interdiffusion and dewetting of the gold, which already
occurs at temperatures lower than 600 ∘C [203]. Particularly at the 900 ∘C annealing condition,
agglomeration of gold on top of the Fe-Pd surface was visible.
The possibility that gold and silicon might react with Fe-Pd at high annealing temperatures was
also investigated by performing XRD measurements, which give information on crystal structure
and lattice constants and therefore the present compounds. The X-ray diffraction peaks of the
rod samples are summarized in table 5.5 alongside the assigned compound using Rigakus PDXL 2
software together with the Crystallography Open Database [161]. For Fe-Pd, the lattice constant
𝑎 was calculated from the peak location 𝜃 and the lattice plane indices ℎ, 𝑘, 𝑙 using
𝑎 =
1.54 A˚
2 sin(𝜃)
·
√︀
ℎ2 + 𝑘2 + 𝑙2.
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2𝜃 (∘) Rel. Intensity (%) Compound (h,k,l) a (A˚)
as-grown 43.11 100 Iron Palladium (bcc) (1,1,0) 2.96
79.75 18 Iron Palladium (bcc) (2,1,1) 2.94
600 ∘C 36.24 2 Iron Oxide (1,1,1)
41.38 100 Iron Palladium (fcc) (1,1,1) 3.77
Iron Oxide (2,0,0)
44.58 19 Iron (1,1,0)
48.26 15 Iron Palladium (fcc) (2,0,0) 3.77
70.69 2 Iron Palladium (fcc) (2,2,0) 3.76
85.28 16 Iron Palladium (fcc) (3,1,1) 3.77
750 ∘C 41.52 36 Iron Palladium (fcc) (1,1,1) 3.76
42.02 20 Iron (1,1,1)
Iron Oxide (2,0,0)
48.49 35 Iron Palladium (fcc) (2,0,0) 3.75
Iron (2,0,0)
61.11 28 Iron Oxide (2,2,0)
70.91 100 Iron Palladium (fcc) (2,2,0) 3.75
85.67 24 Iron Palladium (fcc) (3,1,1) 3.76
900 ∘C 41.37 27 Iron Palladium (fcc) (1,1,1) 3.78
48.91 31 Iron Palladium (fcc) (2,0,0) 3.72
71.17 100 Iron Palladium (fcc) (2,2,0) 3.74
86.26 29 Iron Palladium (fcc) (3,1,1) 3.74
Table 5.5: X-ray diffraction peak location for annealed Fe-Pd rods, including relative peak intensity,
identified compound and lattice plane and the calculated lattice constant a from the
angle and the lattice plane indices.
The identification of the peaks showed that the rod samples did not contain any other components
than Fe-Pd, iron and iron oxide, irrespective of annealing temperature. This indicates that
iron-silicide does not form, or at least not at the surface of the rods. Close to the Si–Fe-Pd
interface, iron-silicide formation is expected only after 900 ∘C treatment since reference samples
with thin Fe-Pd films only show the according peaks at the highest annealing temperature. The
difference between rod and film sample simply occurred due to a much higher Fe-Pd thickness
for the rods. Furthermore, oxidation and decomposition into pure iron was observed in the
600 ∘C and 750 ∘C annealing condition. The absence of these peaks for the as-grown sample
confirms that this results from the temperature treatment. However, also the slight differences in
Fe-Pd composition and the higher initial iron content in the samples at intermediate annealing
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temperatures could promote the decomposition since equivalent peaks were not observed in the
rods annealed at 900 ∘C. The relative intensities of the iron and iron oxide peaks also show that
oxidation and decomposition were more expressed for 750 ∘C annealing than for 600 ∘C.
A more detailed look at the Fe-Pd peaks reveals that annealing influenced the phase, in which
the alloy crystallizes. This was one of the key goals of the annealing procedure.
The shift from bcc in the as-grown condition towards fcc in all annealed ones can be attributed
to a slight reduction in iron content due to decomposition. With respect to the peak intensity,
one can see that the strongest Fe-Pd peaks resulted from the (111) lattice plane for 600 ∘C
annealing, but from the (220) plane for higher temperatures, which is presumably caused by a
different preferred growth direction and could result from the destruction of a preferred angular
orientation as discussed earlier. This structural change is confirmed when looking at the Fe-Pd
lattice constants. The average fcc lattice constant of 3.75 A˚ and bcc lattice constant of 2.93 A˚
were slightly shifted compared to database values (3.78 A˚ for fcc Fe65Pd35 [204] and 2.96 A˚ for
bcc Fe75Pd25 [205]) since minor composition changes already have an influence on the unit cell
dimension. One could also argue that the lattice constant calculated from the always very well
visible (220) peak experienced a shift to lower values for higher annealing temperatures since the
rodlike structure more and more transitions into a film. However, this interpretation does not
explain the values for the (111) peak.
The expected fcc–fct transition could be another, more reasonable, cause for the maintained
position of the (111) peak throughout the annealing temperatures, while the (200) and (220)
peaks shifted. Annealing of Fe-Pd is commonly performed to induce exactly this transition from
a cubic phase, where all lattice constants 𝑎 = 𝑏 = 𝑐 have the same value, towards the tetragonal
phase, where 𝑎 = 𝑏 are longer than the c-axis. A transition towards the face centered tetragonal
phase is required for exhibiting the magnetic shape memory effect, as described in chapter 2.1.
Typical temperatures to achieve this transition were found by Nakajima et al. [206], who reported
annealing for 30 min at 900 ∘C and subsequent quenching in ice water, while Buschbeck et al.
used 950 ∘C for 10 min with subsequent room temperature cooling [207].
Technically, not only an overall shift in the lattice constant is expected, but a splitting of
the fcc(200) peak into fct(200)/(020) and fct(002) and of the fcc(220) peak into fct(220) and
fct(022)/(202). Due to the slightly different dimensions of the 𝑎-axis and the 𝑐-axis, the location
of the peaks is then calculated as
2𝜃 = 2 · arcsin
⎛⎝1.54 A˚ ·
√︁
(ℎ2+𝑘2)
𝑎2
+ 𝑙
2
𝑐2
2
⎞⎠ .
The measured peaks were shifted towards higher angles, which means that they result from
shorter lattice plane distances and thus involve 𝑙 ̸= 0. Therefore, the former fcc(200) peak now
indicates the fct(002) peak and the calculated lattice constant relates to the 𝑐-axis. With this
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in mind, one can use the fct(022)/(202) peak to calculate the length of the 𝑎-axis. As a result,
one gets 𝑎 = 3.763 A˚ and 𝑐 = 3.767 A˚ for 600 ∘C, 𝑎 = 3.759 A˚ and 𝑐 = 3.750 A˚ for 750 ∘C, and
𝑎 = 3.766 A˚ and 𝑐 = 3.720 A˚ for 900 ∘C. The 𝑎/𝑐 ratio for the 600 ∘C and 750 ∘C conditions was
thus around 1, considering measurement errors, but 0.988 for the highest annealed material. This
value is closer to 1 than that reported by Cui et al. [11], indicating that the tetragonal distortion
is present but only weakly expressed in the here described case. A further indicator for this
fcc–fct transition is the agreement of the fct(002) peak of the 900 ∘C annealed rods (48.91∘) with
the same peak of the 900 ∘C annealed film (48.94∘) and the fact that in the film an additional
fct(200)/(020) peak at 47.70∘ was visible. The overall slightly smaller lattice constants compared
to literature values can result from the use of a different substrate, as well as from the constraints
given by the rodlike structure. Even for the 900 ∘C condition, where the material is not aligned
in the former rod direction any more, internal stresses could remain and cause the shifted peak
positions.
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In the beginning of this thesis, the question was raised how the surface of the ferromagnetic
shape memory alloy Fe-Pd can be modified to improve the already present biocompatibility
and enhance cellular adhesion. In addition to the quantification of cell attachment, insights
on the strength of the coating–material interface were aspired. Through a combined approach
of experimental work and theoretical modeling, it was possible to address these questions and
give a comprehensive view on possible functionalization techniques including on the one hand
chemical approaches with specific and unspecific binding promoting coatings and on the other
hand topographical modifications.
The specific coating strategy was implemented using an RGD coating that was compared to
the reference behavior on fibronectin coated Fe-Pd. NIH/3T3 fibroblast cells were tested by
quantifying their focal adhesion expression through immunofluorescent staining and subsequent
imaging. To explain the experimental finding that RGD, in contrast to fibronectin, reduced cell
spreading, additional investigations on the Fe-Pd–RGD interface were performed using ab initio
density functional theory calculations. It was possible to exclude a failure of this material–coating
interface as predominant reason for the bad performance of the RGD coating by identifying the
binding strength between Fe-Pd and RGD. Iron binds to nitrogen or oxygen similarly strong as
cells pull on the RGD coating. However, results indicate that the conformation and concentration
of the peptide were not suitable for fully unfolding its adhesion enhancing potential. Since
the functionalization with fibronectin doubled the focal adhesion expression, a specific coating
method is generally applicable, while the particular realization needs to be optimized for the
intended application.
Unspecific surface functionalization of Fe-Pd was investigated using the novel organic coating
plasma-poly-l-lysine (PPLL), which was developed recently within the group. First principle
DFT calculations made it possible to understand, what happens to the l-lysine monomer in the
plasma environment and why the chosen operating parameters for the setup allow optimized
coating results. They not only identified the weakest bonds of the monomer in its backbone,
where fragmentation is most likely to happen, but also showed the preferred way to reassemble
on the surface. With this insight, it was possible to understand the presence of amino-groups,
the robustness and the high cross-linking of the coating. As a result of these properties, also
increased focal adhesion expression in NIH/3T3 fibroblasts could be verified experimentally.
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Although the presented results focused on the use of l-lysine, other precursor materials can
also be envisioned, for example to enable electrical or optical coupling. Thus plasma assisted
functionalization not only bears potential for Fe-Pd but for other smart materials as well.
During experimenting with PPLL, the question came up whether the used quantification of
focal contact expression gives comprehensive information on the performance of a biomaterial
or coating. To address this issue, a bending cantilever setup for additionally assessing cell
contractility was developed and a measurement algorithm was established. While it does not
replace conventional cell adhesion assays, it gives a valuable new perspective on the matter, as
demonstrated for the example of PPLL and Fe-Pd. These materials could be compared accurately
despite their highly different elastic properties. Stress values in good agreement with established
literature were obtained, and the former conclusion on the performance of the PPLL coating
was confirmed by finding a contractility on PPLL that was 35 % higher than on uncoated Fe-Pd.
A basic validation of the method was given by assessing potential error sources. These mostly
had a systematic character since they result from cantilever clamping, background light, or
internal cantilever stresses, which all cancel out because the method only requires the difference
in cantilever bending and not its absolute value. Statistical errors due to the setup itself were
kept lower than 5 %.
After improving cellular adhesion with biomolecule coatings, the possibility of modifying topo-
graphical properties of the surface was considered. As preparatory work for further projects based
on Fe-Pd nanorods, first structures were produced using glancing angle deposition. It was shown
that under the correct geometric conditions (flux incidence angles close to 90∘, low particle flux
divergence) and with fitting prestructures (dewetted gold nanoparticles of 50− 100 nm diameter)
rodlike structures emerged. These were narrow at the bottom and grew wider towards the
top. The composition was slightly shifted compared to the used sputtering target. Fe72Pd28
targets turned out to yield compositions close to the desired Fe70Pd30, which is the demanded
composition for crystallization in a face centered tetragonal lattice. The as-grown samples
nevertheless did not show this crystal phase, while after annealing at 900 ∘C, the signals resulting
from X-ray diffraction measurements were located at positions that can best be explained by a
peak splitting of the fcc peaks into two fct peaks. This splitting comes from the different lattice
constants 𝑎 = 𝑏 ̸= 𝑐 in the fct condition, while in fcc all lattice directions have the same dimension.
It was thus possible to establish glancing angle deposition as procedure to create Fe-Pd surfaces
with regularly repeating nanoprofiles. Since they are fully separated features, these rods might
also be used as isolated nanoparticles with a predicted magnetic shape anisotropy.
These investigations conclude the answers to the initially raised questions on the triangular
interaction of the Material Fe-Pd, its modified surface and living cells. They support a continued
consideration of ferromagnetic shape memory alloys in biomedical applications and encourage a
closer look at the underlying physics of the cell–material interface.
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A Cell Culture Protocols
A.1 NIH/3T3 Protocols
Subculturing Cells (25 cm2 culture flask)
∙ subculture at 70 - 90% confluence
∙ remove and discard culture medium
∙ rinse with PBS
∙ add 1ml of 0.25% trypsin-EDTA at 37 ∘C for 2 min until cells detach
∙ add 3ml of growth medium and aspirate cells by gently pipetting
∙ transfer cell suspension into 15ml centrifuge tube and centrifuge at 800 rpm for 4minutes
∙ remove supernatant medium and resuspend cells in 1ml fresh medium
∙ pipette 4ml growth medium in a new dish/flask
∙ add appropriate amount of cell suspension to new culture vessels
∙ incubate at 5% CO2 and 37 ∘C
∙ medium renewal: every two to three days
Thawing Cells
∙ remove cryovial with frozen cells from liquid nitrogen container
∙ thaw cells as fast as possible in 37 ∘C water bath for 90 seconds
∙ sterilize the vial with 70% ethanol
∙ under a laminar flow hood, resuspend cells in growth medium
∙ transfer cell suspension into 15ml centrifuge tube and centrifuge at 800 rpm for 4minutes
∙ remove supernatant medium and resuspend cells in 1ml fresh medium
∙ add appropriate amount of cell suspension to new, medium filled culture vessels
∙ incubate at 5% CO2 and 37 ∘C
∙ replace medium after 24 h
Freezing Cells
∙ follow subcultivation protocol until centrifuging
∙ remove supernatant medium and resuspend cells in 1ml fresh medium
∙ passage about 1.5 · 10−6 cells in medium into each cryovial and add 1 ml freezing medium
∙ freeze at a rate of -1 ∘C/min in -85 ∘C freezer before transferring to liquid nitrogen storage
Growth Medium
∙ 90% DMEM with L-glutamine and 4.5 g/L glucose
∙ 10% CS
∙ 5ml PS on 500ml medium (Sigma P0781)
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Freezing Medium
∙ 95% growth medium
∙ 5%[v/v] dimethyl sulfoxide (DMSO)
A.2 Immunofluorescent Staining with Millipore’s FAK100
∙ passage cells to 50-60% confluence on suitable dish
∙ fix cells with 4% paraformaldehyde for 15-20minutes at room temperature
∙ wash 2x with wash buffer (0.05% Tween-20 in 1xPBS)
∙ permeabilize cells with 1% Triton X-100 for 1-5minutes at room temperature
∙ wash 2x with wash buffer
∙ apply blocking solution (1% [w/v] BSA in 1xPBS) for 30minutes at room temperature
∙ add diluted AB1 (Anti Vinculin in blocking solution, final concentration 20𝜇g/ml) for
1 hour at room temperature
∙ wash 3x with wash buffer (5-10minutes each washing step)
∙ add diluted AB2 (FITC-conjugated Goat Anti-Mouse IgG, final concentration 10𝜇g/ml)
and tetramethylrhodamine isothiocyanate (TRITC)-conjugated Phalloidin (60𝜇g/ml in
methanol diluted 1:250 in secondary antibody) for 30-60minutes at room temperature
∙ wash 3x with wash buffer (5-10minutes each washing step)
∙ mount cells by using antifade mounting solution
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B Exemplary DFT Input Files
B.1 pw.x
This input determines all parameters for the electronic and ionic relaxation and total energy
calculation. The meaning of important parameters is summarized in table 3.1.
&control
calculation=’relax’ ,
title=’LYSIN’ ,
prefix=’lysin’ ,
outdir=’out’ ,
pseudo_dir = ’./PP’ ,
verbosity=’default’ ,
restart_mode=’from_scratch’ ,
nstep = 5000 ,
iprint = 10 ,
tstress=.TRUE. ,
tprnfor=.TRUE. ,
etot_conv_thr=1.0d-8 ,
forc_conv_thr=1.0d-6 ,
disk_io = ’low’
wf_collect=.TRUE. ,
/
&system
ibrav = 8 ,
a = 15.0 ,
b = 10.0 ,
c = 8.0 ,
nat= 24 ,
ntyp= 4 ,
ecutwfc = 50.0 ,
ecutrho = 500.0 ,
occupations=’smearing’ ,
smearing=’mp’,
degauss=0.005 ,
nspin = 1 ,
noncolin=.FALSE. ,
london=.TRUE. ,
/
&electrons
electron_maxstep = 1000 ,
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conv_thr = 1.0D-9 ,
diagonalization = ’david’ ,
mixing_beta = 0.4d0 ,
/
&ions
ion_dynamics = ’bfgs’ ,
/
ATOMIC_SPECIES
O 15.9994 O.pbe-rrkjus.UPF
N 14.0067 N.pbe-rrkjus.UPF
C 12.0107 C.pbe-rrkjus.UPF
H 1.00794 H.pbe-rrkjus.UPF
ATOMIC_POSITIONS angstrom
O -2.7908 -1.6235 -0.3318
O -3.5637 0.2615 0.6609
N -1.5026 1.7690 -0.0718
N 4.8579 -0.3942 0.2918
C 1.1674 0.3292 -0.3051
C -0.1555 -0.2958 0.1586
C 2.4066 -0.3826 0.2435
C -1.4135 0.3533 -0.4323
C 3.6883 0.3006 -0.2331
C -2.6942 -0.3175 0.0195
H 1.2003 1.3818 0.0009
H 1.2016 0.3162 -1.4017
H -0.2045 -0.2620 1.2554
H -0.1479 -1.3614 -0.1051
H 2.3982 -1.4306 -0.0810
H 2.3689 -0.3832 1.3401
H -1.3829 0.2891 -1.5263
H 3.7077 1.3445 0.0985
H 3.7326 0.2970 -1.3275
H -1.5674 1.8676 0.9405
H -2.3525 2.1750 -0.4609
H 4.8417 -0.3724 1.3106
H 5.7014 0.1029 0.0088
H -3.6273 -2.0269 -0.0160
K_POINTS gamma
B.2 dos.x
This distribution uses the wave functions from the output of pw.x to derive the respective density
of states (DOS).
&DOS
prefix=’lysin’ ,
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outdir = ’./out’,
fildos = ’DOS/lysin.dos’,
DeltaE=0.02
/
B.3 projwfc.x
With this program, projected wave functions (PROJWFC) with respect to each atom, orbital
and spin are calculated.
&PROJWFC
prefix = ’lysin’,
outdir = ’./out’,
filpdos = ’DOS/projwfc’,
filproj = ’DOS/proj.out’,
DeltaE=0.02
/
B.4 pp.x
This post processing (PP) tool allows data analysis and plotting in various output formats. It
was used to determine charge densities in preparation for Bader charge analysis and for plotting
of the integrated local density of states for visualization of binding and antibinding states.
&INPUTPP
prefix = ’lysin’
outdir = ’./out’,
filplot = ’lysin_ildos’
plot_num= 10
spin_component = 0
/
&PLOT
nfile = 1
filepp(1) = ’lysin_ildos’
weight(1) = 1.0
iflag = 3
output_format = 5
fileout = ’lysin_ildos.xsf’
/
121
NH2 (#4) NH2 (#3) H (#23) H (#22) H (#19) H (#18) H (#15)
# Type C6 (#9) C2 (#8) N (#4) N (#4) C6 (#9) C6 (#9) C5 (#7)
1 O -1.89 -1.90 -1.89 -1.89 -1.90 -1.90 -1.90 -1.89
2 O -1.90 -1.89 -1.87 -1.90 -1.89 -1.89 -1.89 -1.88
3 N -1.55 -2.29 -2.00 -1.80 -2.33 -1.89 -1.78 -1.23
4 N -1.23 -2.00 -1.36 -0.87 -0.84 -2.90 -2.36 -1.27
5 C4 0.07 0.05 0.02 0.06 0.04 0.00 0.01 0.10
6 C3 0.06 0.05 0.02 0.03 0.09 0.06 0.05 0.08
7 C5 0.03 0.05 0.09 0.05 0.04 -0.01 0.03 -0.13
8 C2 0.43 0.35 -0.02 0.41 0.41 0.40 0.39 0.33
9 C6 0.39 -0.13 0.38 0.41 0.39 0.88 0.87 0.40
10 C1 2.61 2.60 2.56 2.62 2.61 2.61 2.61 2.60
11 H 0.01 0.00 0.01 -0.01 0.04 0.04 0.00 0.02
12 H -0.05 0.00 0.00 0.01 -0.04 -0.01 0.02 -0.04
13 H -0.04 0.00 0.04 -0.04 -0.04 -0.04 -0.04 -0.02
14 H 0.00 -0.03 0.04 0.05 -0.01 0.03 0.05 -0.01
15 H 0.03 -0.03 -0.03 -0.03 -0.02 0.01 -0.02 0.00
16 H -0.05 0.02 -0.04 0.00 0.02 0.01 0.01 0.05
17 H 0.01 0.06 0.08 0.01 0.02 0.04 0.01 0.07
18 H -0.04 0.04 -0.04 0.00 0.01 0.01 0.00 -0.05
19 H -0.01 0.04 -0.01 -0.02 0.00 0.00 0.02 0.02
20 H 0.57 1.00 1.00 0.48 1.00 0.55 1.00 0.44
21 H 0.64 1.00 1.00 1.00 1.00 1.00 0.47 0.48
22 H 0.48 1.00 0.41 0.45 0.00 1.00 1.00 0.46
23 H 0.40 1.00 0.60 0.00 0.40 1.00 0.45 0.46
24 H 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Atom enumeration following PubChem:
SUM
cleaved bond
Atom whole
lysine
C Bader Net Charges in Lysine Fragments
H (#16) H (#12) H (#11) H (#14) H (#13) H (#17) H (#21) H (#20)
# Type C5 (#7) C4 (#5) C4 (#5) C3 (#6) C3 (#6) C2 (#8) N (#3) N (#3)
1 O -1.89 -1.90 -1.89 -1.90 -1.90 -1.89 -1.90 -1.90
2 O -1.88 -1.89 -1.89 -1.88 -1.88 -1.92 -1.88 -1.89
3 N -1.83 -2.35 -2.33 -2.29 -2.29 -2.91 -1.37 -0.84
4 N -1.78 -2.34 -1.83 -1.25 -2.34 -1.78 -1.28 -2.34
5 C4 0.07 -0.08 -0.06 0.03 0.09 0.08 0.07 0.05
6 C3 -0.02 0.00 0.01 -0.03 -0.07 0.05 0.05 -0.01
7 C5 -0.09 -0.01 0.04 0.07 0.03 0.09 0.06 -0.01
8 C2 0.43 0.42 0.35 0.35 0.38 1.08 0.36 0.34
9 C6 0.36 0.38 0.35 0.32 0.36 0.38 0.41 0.35
10 C1 2.59 2.62 2.63 2.61 2.62 2.53 2.64 2.64
11 H 0.03 0.08 0.00 0.02 0.03 -0.06 -0.01 -0.01
12 H -0.03 0.00 0.05 0.00 -0.03 -0.02 -0.01 0.00
13 H 0.01 0.01 0.00 0.03 0.00 0.00 0.01 0.02
14 H 0.05 0.01 0.02 0.00 0.04 0.05 0.00 0.05
15 H 0.04 0.02 0.04 -0.01 -0.01 -0.03 -0.03 0.02
16 H 0.00 0.01 -0.04 -0.03 -0.02 -0.04 -0.03 0.01
17 H 0.02 0.05 0.08 0.04 0.02 0.00 0.02 0.06
18 H -0.03 -0.04 -0.03 0.01 -0.04 -0.06 -0.02 -0.03
19 H 0.03 0.00 0.02 0.01 0.01 0.02 -0.04 0.01
20 H 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.00
21 H 0.51 1.00 1.00 1.00 1.00 1.00 0.00 0.47
22 H 1.00 1.00 1.00 0.50 1.00 0.44 0.48 1.00
23 H 0.44 1.00 0.48 0.40 1.00 1.00 0.46 1.00
24 H 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00SUM
cleaved bond
Atom
H (#24) COOH (#10) C6 (#9) C5 (#7) C4 (#5) C3 (#6) O (#2) OH (#1)
# Type O (#1) C2 (#8) C5 (#7) C4 (#5) C3 (#6) C2 (#8) C1 (#10) C1 (#10)
1 O -2.10 -1.99 -1.90 -1.89 -1.91 -1.90 -1.79 -1.00
2 O -2.10 -1.86 -1.90 -1.89 -1.89 -1.92 0.00 -1.84
3 N -2.95 -2.36 -2.32 -2.33 -1.86 -2.90 -1.71 -1.30
4 N -2.35 -1.21 -2.90 -1.84 -1.37 -1.81 -1.25 -1.22
5 C4 0.04 0.08 0.05 -0.12 -0.13 0.00 0.01 0.05
6 C3 0.05 -0.02 0.04 -0.01 -0.06 -0.10 0.08 0.02
7 C5 0.03 0.05 -0.16 -0.13 0.09 0.09 0.02 0.07
8 C2 1.04 0.83 0.42 0.41 0.40 1.02 0.35 0.40
9 C6 0.38 0.39 0.85 0.34 0.39 0.39 0.35 0.35
10 C1 4.00 2.85 2.60 2.59 2.64 2.58 0.67 1.63
11 H -0.02 -0.04 0.02 0.07 0.03 0.01 0.00 -0.01
12 H 0.00 -0.02 0.01 0.03 0.03 0.02 0.01 -0.01
13 H 0.00 0.00 -0.01 0.05 0.07 0.03 -0.02 0.01
14 H -0.01 0.01 0.02 0.04 0.02 0.03 -0.02 0.00
15 H 0.00 0.00 0.05 0.05 -0.02 -0.03 0.03 -0.03
16 H -0.01 -0.03 0.05 0.05 0.01 -0.03 -0.03 -0.01
17 H 0.05 0.03 0.02 0.06 0.03 0.12 -0.01 0.08
18 H -0.05 -0.06 0.01 -0.01 -0.06 -0.05 -0.02 0.00
19 H 0.01 -0.01 0.04 0.04 0.03 -0.01 -0.01 -0.02
20 H 1.00 1.00 1.00 1.00 0.56 1.00 0.45 0.47
21 H 1.00 0.48 1.00 1.00 1.00 1.00 1.00 0.47
22 H 1.00 0.42 1.00 0.52 0.51 0.45 0.44 0.48
23 H 1.00 0.44 1.00 1.00 0.50 1.00 0.46 0.41
24 H 0.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00SUM
cleaved bond
Atom
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D Contractility Measurements
D.1 Setup geometry
Figure D.1: Photograph of the left hand side of the contractility setup with measured dimensions
and the derived angle between the incident laser beam and the horizontal.
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Figure D.2: Photograph of the right hand side of the contractility setup with measured dimensions
and the derived position of the reflected laser beam.
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:*RST;:STAT:PRES;*CLS 
:INIT:CONT OFF 
:ABORT 
:SYST:CLE 
:TRAC:CLE 
:FORM:ELEM READ 
:SENS:FUNC 'VOLT:DC 
:SENS:VOLT:RANG:AUTO
 OFF 
:SENS:VOLT:RANG: 10 
:SENS:VOLT:NPLC 0.1 
:SENS:VOLT:DIG 6 
:STAT:MEAS:ENAB 512 
:SAMP:COUN 2 
:TRIG:SOUR IMM 
:TRIG:COUN 1 
:TRAC:POIN 10 
:TRAC:FEED SENS 
:ROUT:SCAN (@2:3) 
:ROUT:SCAN:LSEL INT
0
GPIB-ID Voltage
Iterations per Position
Messen
0
500
0
:READ?
0
:TRAC:
200
MARKER
#MARKER 
Markertext
%.;%f ,
0
0,5
create file
create
D.2 LabView Routine for PSD Readout
%s,%s,%s\n
Fehler
Timer
Position
1000
%.;%e
%.;%e
1
cuts of \n
starting time
 TRUE 
stop 2
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