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Abstract
In this paper we identify large classes of directed and undirected graphs, not necessarily
complete, for which every associated distance matrix with the property that all its Hamiltonian
cycles are of equal length takes a particularly simple form. This provides new insights into an
open question raised by Krynski recently and disproves a claim that such graphs are necessarily
strongly Hamiltonian. As a by-product of this result, we have an alternative simple proof of the
characterization of such distance matrices for complete directed and undirected graphs.
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1. Introduction
Let G be a (directed or undirected) graph with node set V (G) = {1; 2; : : : ; n} and
edge set E(G). For each (i; j)∈E(G) a length cij is prescribed. Let C be the distance
matrix associated with G such that the (i; j)th element of C is cij if (i; j)∈E(G) and ∞
if (i; j) ∈ E(G). The traveling salesman problem (TSP) is to =nd a tour (Hamiltonian
cycle) H in G such that
∑
(i; j)∈H cij is as small as possible. TSP is a notoriously
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diIcult problem. However researchers have been able to identify several polynomially
solvable cases of it [4]. A distance matrix C associated with a graph or a digraph G
is said to be a constant length Hamiltonian cycle distance matrix (CHD-matrix) if
and only if every Hamiltonian cycle in G has the same length with respect to C. An
instance of TSP is called a constant TSP if and only if the distance matrix C is a
CHD-matrix. In this case any Hamiltonian cycle in G serves as an optimal solution
to the associated TSP and when G is a complete graph or digraph this gives us the
simplest solvable case of the TSP. (Note that by a complete digraph we mean a digraph
in which each two vertices are joined by two oppositely oriented arcs.) It is easy to
see that for any digraph G and any arbitrary mappings ;  :V (G)→ R, if the distance
matrix C is de=ned as cij=(i)+ (j) for all (i; j)∈E(G) and cij=∞ otherwise then
we get an instance of constant TSP. Gabovich [2] proved that this totally characterizes
the class of constant TSP when G is a complete digraph. It follows easily from this
that in the case of constant TSP on an undirected complete graph, we can choose
(i)= (i) for all i. Independent proofs of the result are reported in [1,3]. Independent
proofs for only the undirected case are also reported in [5–7].
A digraph G, not necessarily complete, is said to be separable constant Hamiltonian
(SC-Hamiltonian) if and only if it is Hamiltonian and for any CHD-matrix associated
with it, there exist mappings ;  :V (G) → R such that cij = (i) + (j) for all (i; j)
in E(G). An undirected graph G is said to be SC-Hamiltonian if and only if it is
Hamiltonian and for any associated CHD-matrix C, there exists a mapping  :V (G)→
R such that cij = (i) + (j) for all (i; j) in E(G). Thus, the result of Gabovich
[2] implies that a complete, directed or undirected graph is SC-Hamiltonian. Krynski
[5] observed that undirected odd cycles are SC-Hamiltonian whereas undirected even
cycles are not SC-Hamiltonian. He then raised the following question: Is it possible to
characterize undirected SC-Hamiltonian graphs? It may be noted that this question
is equally relevant for directed graphs also. It appears that constructing a useful and
elegant characterization of SC-Hamiltonian graphs may not be an easy task and hence
this question is interesting, relevant and worthy of further investigation.
In this paper we identify large classes of graphs, both directed and undirected, that
are SC-Hamiltonian. As a by-product of our results, we have an alternative simple proof
for SC-Hamiltonicity of a complete directed graph. We also provide interesting, new
classes of non-SC-Hamiltonian graphs. It is claimed in [5] that a necessary condition
for an undirected graph G to be SC-Hamiltonian is that every edge in G should lie on
some Hamiltonian cycle in G. We provide a counterexample to this claim.
2. Notation, denitions and some basic results
For a bipartite graph (digraph) G, we denote by V1(G) and V2(G), the partition sets
of V (G). For a subgraph H of G, with distance matrix C, we de=ne C(H)=
∑
(i; j)∈H cij.
A graph (digraph) G is said to be strongly Hamiltonian if and only if for each edge
(i; j) in G there exists a Hamiltonian path in G from j to i.
For disjoint graphs (resp. digraphs) G1 and G2, their join, denoted by G1 + G2, is
formed from their disjoint union by adding an edge (resp. two oppositely oriented arcs)
S. Kabadi, A.P. Punnen /Discrete Mathematics 271 (2003) 129–139 131
between each vertex of G1 and each vertex of G2. If |V (G2)|=1 then G1+G2 is called
a 1-extension of G1.
For disjoint bipartite graphs (resp. digraphs) G1 and G2, their B-join, denoted by
G1 +B G2, is formed from their disjoint union by adding an edge (resp. two oppositely
oriented arcs) between each pair of vertices u; v such that u∈V1(G1) and v∈V2(G2)
or u∈V1(G2) and v∈V2(G1). If G2 is isomorphic to K2 then G1 +B G2 is called a 1–1
extension of G1.
Lemma 1. (a) The join of two strongly Hamiltonian graphs (digraphs) is strongly
Hamiltonian.
(b) The B-join of two strongly Hamiltonian bipartite graphs (digraphs) is strongly
Hamiltonian.
The proof of this lemma is simple and hence we omit it.
De=ne (x) to be x if x is =nite, and de=ne (∞) = 0, so that (x) = 0 if and
only if x is zero or ∞. Two n× n distance matrices C and D will be called reduced
matrices of each other if there exist =nite constants ai; bi(i = 1; : : : ; n) such that (i)
dij = cij − ai − bj for all i and j, and (ii) if C is symmetric then ai = bi for all i,
so that D is also symmetric. For any u∈{1; : : : ; n}; D is called a u-reduced matrix of
C if it is a reduced matrix of C and (diu) = (dui) = 0 for all i. For any r; s; u in
{1; : : : ; n}; D is an (r; s; u)-reduced matrix of C if it is a u-reduced matrix of C and
drs = 0.
Lemma 2. For an n × n distance matrix C, and any r; s; u in {1; : : : ; n} such that
crs =∞, there exists an (r; s; u)-reduced matrix of C.
Proof. Let p= crs− (cru)− (cus). For i; j∈{1; : : : ; n} \ {u}, choose ai= (ciu)+p=2
and bj = (cuj) + p=2, and choose au = bu =−p=2. Then
drs = crs − ar − bs = crs − (cru)− (cus)− p= 0;
diu = ciu − ai − bu = ciu − (ciu) = 0 if ciu =∞
and similarly duj = 0 if cuj = ∞. Moreover, if C is symmetric then ai = bi for all i.
Thus D is an (r; s; u)-reduced matrix of C.
Lemma 3. (a) If D is a reduced matrix of a distance matrix C associated with a
graph (digraph) G, then D is a CHD-matrix if and only if C is a CHD-matrix.
(b) A graph (digraph) G is SC-Hamiltonian if and only if for any CHD-matrix
C associated with G, there exists a reduced matrix D of C such that every element
of D is zero or ∞.
The proof of part (a) of the lemma follows from the fact that if we subtract any
=nite constant  from any row or column of C, the length of every Hamiltonian cycle
in the associated graph (digraph) goes down by the same amount . Part (b) follows
from the de=nition of SC-Hamiltonicity.
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Lemma 4. If G is a strongly Hamiltonian graph (digraph) and distance matrix C is
such that every Hamiltonian path in G has the same length, then every edge in G
has the same length.
Proof. Let the length of every Hamiltonian path in G be . For any edge e =
(i; j)∈E(G), let w(e) = cij. Let H be an arbitrary Hamiltonian cycle in G with
E(H) = {e1; e2; : : : ; en}. For any i∈{1; : : : ; n}; C(H − ei) = . Hence w(ei) = =(n− 1)
for i = 1; : : : ; n. Since H is arbitrary and G is strongly Hamiltonian, w(e) = =(n− 1)
for all e∈E(G).
3. SC-Hamiltonian extensions
In this section, we identify various classes of SC-Hamiltonian graphs. It may be noted
that the behavior of directed and undirected graphs in terms of SC-Hamiltonicity is
diMerent. For example, both even and odd directed cycles are SC-Hamiltonian whereas
undirected even cycles are not SC-Hamiltonian [5]. However a bi-cycle (i.e a directed
graph obtained from a cycle by replacing each edge of the cycle with two arcs in
opposite directions) is SC-Hamiltonian if and only if it contains an odd number of
nodes. We now characterize further classes of graphs and digraphs which are SC-
Hamiltonian.
Theorem 5. A 1-extension of a Hamiltonian graph is SC-Hamiltonian.
Proof. Let G be a Hamiltonian graph with V (G) = {1; 2; : : : ; n}. Without loss of gen-
erality, we assume that H = (1; 2; : : : ; n; 1) is a Hamiltonian cycle in G. Let G∗ be a
1-extension of G generated by a new node u. Let C be a CHD-matrix associated with
G∗. Let D be a (1; 2; u)-reduced matrix of C. By Lemma 3(a), every Hamiltonian cycle
in G∗ has the same length, say , with respect to D. Consider n Hamiltonian cycles
{Hi: i = 1; 2; : : : ; n}, in G∗, where Hi is obtained from H by deleting edge (i; i + 1)
and adding edges {(i; u); (u; i+1)}. (Here, the index (i+1) is taken modulo n.) Since
D(Hi)= for all i=1; : : : ; n, we have 0=d1;2=d2;3= : : :=dn;1. Hence =0. If possible,
let dij = 0 for some (i; j)∈E(G). Let H∗ be the Hamiltonian cycle obtained from H
by deleting edges {(i; i + 1); (j; j + 1)} and adding edges {(i + 1; u); (u; j + 1); (i; j)},
where (i+1) and (j+1) are taken modulo n. Then, D(H∗)=dij = 0, a contradiction.
Hence, all =nite entries in D are zero. The result now follows from Lemma 3(b).
The statement of Theorem 5 does not extend directly to digraphs. For example,
consider the Hamiltonian digraph G in Fig. 1.
Its 1-extension (where the new node being 5) with c1;4 = 1; c2;1 =−1 and all other
arc-lengths zero, has all Hamiltonian cycles of length zero. But in this case, the required
numbers (i); (i); i = 1; : : : ; 5 do not exist.
However, if a digraph G contains a Hamiltonian cycle H such that the reversal of
arcs in H is also present in G, then the proof for the undirected case discussed above
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can be extended to show that its 1-extension is SC-Hamiltonian. Also, by imposing
strong Hamiltonicity, we get the following weaker result:
Theorem 6. A 1-extension of a strongly Hamiltonian digraph is SC-Hamiltonian.
Proof. Let G be a strongly Hamiltonian digraph with V (G) = {1; 2; : : : ; n}. Let G∗ be
a 1-extension of G generated by a new node u. Let C be a CHD-matrix associated
with G∗. Choose an arc (r; s)∈E(G) and let D be an (r; s; u)-reduced matrix of C.
Let the length of every Hamiltonian cycle in G∗ with respect to D be . Then, every
Hamiltonian path in G has length  with respect to the distance matrix D0 obtained
from D by deleting the row and column corresponding to node u. Thus by Lemma 4,
all =nite entries in D0 will be equal to =(n − 1). But we know that drs = 0. Thus
 = 0. The result now follows from Lemma 3(b).
Corollary 7 (Gabovich [2]). The complete digraph
↔
Kn is SC-Hamiltonian for all n¿ 3.
Proof.
↔
K 3 is clearly SC-Hamiltonian. Also for any n¿ 3,
↔
Kn+1 is a 1-extension of
↔
Kn
and
↔
Kn is strongly Hamiltonian. Therefore, the result follows from Theorem 6.
It is easy to show that if a symmetric digraph is SC-Hamiltonian, then the corre-
sponding undirected graph, obtained by dropping the directions on the arcs and remov-
ing multiple edges, is also SC-Hamiltonian. We believe that the converse of this is
also true. That is, if an undirected graph is SC Hamiltonian, then the corresponding
symmetric digraph obtained by replacing each edge by two oppositely oriented arcs is
also SC-Hamiltonian. However, we do not have a proof of this.
Let us now consider another class of SC-Hamiltonian graphs.
Theorem 8. A 1–1 extension of a Hamiltonian bipartite graph is SC-Hamiltonian.
Proof. Let G be a Hamiltonian bipartite graph with V1(G) = {1; : : : ; n} and V2(G) =
{n+1; : : : ; 2n}. Let G∗ be a 1–1 extension of G generated by a K2 with nodes u and v
such that V1(G∗)=V1(G)∪{u} and V2(G∗)=V2(G)∪{v}. Without loss of generality,
we assume that H = (1; n + 1; 2; n + 2; : : : ; 2n; 1) is a Hamiltonian cycle in G. Let C
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be a CHD-matrix associated with G∗. Let D be a u-reduced and v-reduced matrix of
C. (Since G∗ is bipartite, such a matrix D can be formed from a u-reduced matrix D0
of C by subtracting d0iv from every element in row i and column i of D
0; i=1; : : : ; n.)
For any edge (i; j)∈H with i∈V1(G), let (i; j; k; r) be a subpath of H . Let H1 be
the Hamiltonian cycle in G∗ obtained from H by deleting edge (k; r) and adding
edges {(u; r); (k; v); (u; v)}. Let H2 be obtained from H by deleting edges {(i; j); (k; r)}
and adding edges {(k; v); (i; v); (r; u); (j; u)}. Then D(H2) = D(H1) − dij. Since every
Hamiltonian cycle in G∗ has the same length with respect to D, it follows that dij =0
for all (i; j)∈H . Hence D(H) = 0. Now consider an arbitrary edge (i; n+ j) of G not
in H with i∈V1(G). Let H∗ be the Hamiltonian cycle obtained from H by deleting
edges {(n+ j; j); (n+ i− 1; i)} and adding edges {(i; n+ j); (n+ i− 1; u); (j; v); (u; v)}.
Then 0 = D(H∗) = di;n+j. Thus all =nite entries in D are 0. The result now follows
from Lemma 3(b).
In [5] it is claimed that strong Hamiltonicity is a necessary condition for SC-
Hamiltonicity for undirected graphs. The following theorem provides a counterexample
to this statement.
Theorem 9. Let G be an SC-Hamiltonian bipartite graph. For some u; v in V1(G),
let G∗ be the graph with V (G∗) = V (G) and E(G∗) = E(G) ∪ {(u; v)}. Then G∗ is
SC-Hamiltonian.
Proof. Let C be a CHD-matrix associated with G∗. Since the graph G is SC-
Hamiltonian, there exist {(i): i∈V (G)} such that if dij = cij − (i) − (j) then
(dij) = 0, except possibly for duv and dvu. Let duv = dvu = x. De=ne (i) = (i) + x=2
for all i∈V1(G) and (i) = (i)− x=2 for all i∈V2(G). Then cij = (i) + (j) for all
edges (i; j) in G∗. Thus G∗ is SC-Hamiltonian.
The SC-Hamiltonian graph G∗ of Theorem 9 is not strongly Hamiltonian as the edge
(u; v) is not present in any of its Hamiltonian cycles.
As in the case of 1-extension, we do not have an analog of Theorem 8 for digraphs.
However, with an assumption of strong Hamiltonicity, we have the following result:
Theorem 10. A 1–1 extension of a strongly Hamiltonian bipartite digraph is
SC-Hamiltonian.
We omit the proof of this theorem as it can be easily constructed using arguments
similar to those used in proofs of Theorems 6 and 8.
Corollary 11. The complete bipartite digraph
↔
Kn;n is SC-Hamiltonian for all n¿ 3.
Proof.
↔
Kn;n is a 1–1 extension of
↔
Kn−1; n−1. Also
↔
Kn;n is strongly Hamiltonian for all
n¿ 2. The result now follows from Theorem 10.
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4. SC-Hamiltonian joins
Theorem 12. Let G1 and G2 be two digraphs, having at least one edge each, such
that 36 |V (G1)|= |V (G2)|. Then G1 + G2 is SC-Hamiltonian.
Proof. Let the node sets of G1 and G2 be {u1; u2; : : : ; un} and {v1; v2; : : : ; vn}, respec-
tively. Let
C =
[
C1 B2
B1 C2
]
be a CHD-matrix associated with G1 +G2, where the rows/columns of C are indexed
by {u1; u2; : : : ; un; v1; v2; : : : ; vn}. Let G0 be the complete bipartite digraph obtained from
G1 + G2 by deleting the arcs in E(G1) and E(G2) and let
C0 =
[∞ B2
B1 ∞
]
:
Then C0 is a CHD-matrix associated with G0. Hence, by Corollary 11, there exist =nite
numbers {(i); (i): i=1; : : : ; n} such that by subtracting (i) from row i and (i) from
column i of C0, for all i, all the =nite entries in C0 are reduced to 0. By subtracting
(i) from row i and (i) from column i of C, for all i, we get a CHD-matrix
C∗ =
[
C1∗ 0
0 C2∗
]
of G1+G2. Let e1 and f1 be arbitrary arcs in G1 and G2, respectively. For convenience,
let us renumber nodes in V (G1) and V (G2) so that e1 = (u1; u2) and f1 = (v1; v2).
Consider the following Hamiltonian cycles: H1 = (v1; u1; v2; u2; v3; : : : ; un; v1) and H2 =
(v1; v2; u3; v3; u4; v4; : : : ; vn; u1; u2; v1). Now, C∗(H1) = 0 and C∗(H2) = c∗e1 + c
∗
f1 . Since
C∗ is a CHD-matrix of G1 +G2, the above shows that c∗f1 =−c∗e1 . Since e1 and f1 are
arbitrary, c∗e = " for all e∈E(G1) and c∗f = −" for all f∈E(G2) for some ". Now,
subtracting "=2 from the =rst n rows and the =rst n columns of C∗ and adding "=2
to the remaining n rows and the remaining n columns of C∗, the resulting matrix C∗∗
has its (i; j)th entry zero if and only if the (i; j)th entry of C∗, and hence of C, is
=nite. This completes the proof.
If the numbers of nodes in G1 and G2 are diMerent then we do not have an analog
of the above theorem. However, we have the following:
Theorem 13. Let G1 and G2 be two digraphs with 36 |V (G2)|¡ |V (G1)| and |E(G2)|
= ∅. Suppose that, for some k ¡ |V (G2)| − 1; G1 has k node-disjoint paths which
partition V (G1). Then G1 + G2 is SC-Hamiltonian.
Proof. Let V (G1) = {1; 2; : : : ; m} and V (G2) = {m+ 1; m+ 2; : : : ; m+ n}. Let C be a
CHD-matrix associated with G1 +G2. Let P1; P2; : : : ; Pk be k node-disjoint paths which
partition V (G1), and F =
⋃k
i=1 E(Pi). Let Q ⊂ F be such that removal of arcs in Q
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from the paths decomposes them into n paths (1; (2; : : : ; (n. Let us renumber the nodes
in V (G1) so that (i = (ui; ui +1; : : : ; vi) and vi = ui+1− 1. In G∗= [V (G1); F], contract
(1; (2; : : : ; (n to supernodes )1; )2; : : : ; )n to get the graph G∗∗. The arc set E(G∗∗) is
in one-one correspondence with Q. Here and in what follows, the suIxes are taken
modulo the number of nodes in the associated graph. De=ne the distance matrix D on
G∗∗ + G2 as follows: For all (i; j)∈G∗∗ + G2,
dij =


cij ∀(i; j)∈E(G2);
ci;us if i∈V (G2) and j = )s;
cvr ;j if i = )r and j∈V (G2);
cvr ;ur+1 if i = )r and j = )r+1:
Since C is a CHD-matrix corresponding to G1+G2; D is a CHD-matrix corresponding
to G∗∗+G2. Since E(G2) = ∅ = E(G∗∗) and |V (G2)|= |V (G∗∗)|= n, by Theorem 12,
there exist ai; bi; i∈V (G∗∗)∪V (G2) such that dij−ai−bj=0 for all (i; j) in G∗∗+G2.
Choose i = ai and i = bi for all i∈V (G2) and ui = b)i and vi = a)i for i= 1; : : : ; n.
For all i∈V (G2), subtract i and i from row i and column i of C, respectively.
Also, subtract vi from row vi and ui from column ui of C for each i = 1; : : : ; n.
Let the resultant CHD-matrix for G1 + G2 be W . Then, we = 0 for all e∈E(G2) ∪
Q ∪ {(vi; j); (j; ui): i = 1; 2; : : : ; n; j∈V (G2)}. Consider the class H = {H1; : : : ; Hn} of
Hamiltonian cycles in G1 +G2, where Hi =((m+ i); (1; (m+ i+1); (2; : : : ; (m+ i+ n−
1); (n; (m+ i)). Let K=
∑k
i=1
∑
e∈(i we. Then W (Hi)=K for all Hi ∈H. Now consider
an arbitrary arc (x; y)∈ (j for some j∈{1; 2; : : : ; n} and an arbitrary arc (vi; ui+1)∈Q.
De=ne NQ = Q ∪ {(x; y)} − {(vi; ui+1)}. Arc set F − NQ forms n node-disjoint paths
(1; (2; : : : ; (n. De=ne the new class of Hamiltonian cycles H∗ similar to the class H
but with (i replaced with (i for each i. Since every Hamiltonian cycle in H∗∪H has
the same length, wxy = wxt + wty for all t ∈V (G2). Since (x; y) is chosen arbitrarily
from F −Q, wij =wit +wtj for all (i; j)∈F −Q and t ∈V (G2). Hence, if we subtract
wx;m+1 from row x of W for all x∈V (G1)−{vi: i=1; : : : ; n} and wm+1; x from column x
for all x∈V (G1)−{ui: i=1; : : : ; n}, in the updated W (hereafter called W ) additional
elements, corresponding to arcs in the set (F −Q)∪{(m+1; i); (i; m+1)}: i∈V (G1)}
will have zero length. Thus the length of each Hamiltonian cycle in H with respect
to W is zero and hence the length of each Hamiltonian cycle in G1 +G2 with respect
to W is zero. Suppose that for some i∈V (G2) and j∈V (G1); wij = 0. Then j ∈
{u1; : : : ; un}. Select any arc e∈Q. Let Qˆ = Q ∪ {(j − 1; j)} \ {e}. Removal of Qˆ
from F gives us a new set of n node-disjoint paths (ˆ1; (ˆ2; : : : ; (ˆn. Let node j be the
start node of path (ˆp, and let (j − 1) be the end node of path (ˆp−1. Consider the
Hamiltonian cycle - = ((ˆp−1; (m + 1); (ˆp+1; i; (ˆp; (m + 2); : : : ; (ˆp−1). Then, W (-) =
wij = 0, contradicting the fact that every Hamiltonian cycle in G1 + G2 is of zero
length. Hence wij = 0 for all i∈V (G2) and j∈V (Gi). Similarly, it can be shown that
wji =0 for all i∈V (G2) and j∈V (G1). Thus we established so far that we =0 for all
e∈E(G2) ∪ F ∪ {(i; j); (j; i): i∈V (G1); j∈V (G2)}. Now suppose wxy = 0 for some
x; y∈V (G1). Delete from the set F , the arc incident out of x and the arc incident into y
(if they exist) and add to it arc (x; y). If x and y belong to the same path Pr and x¿y,
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then delete also the arc incident into x. The new arc set, Fˆ forms no more than (k+2)
node-disjoint paths in G1. Remove additional arcs from Fˆ (but not the arc (x; y)) to get
n node-disjoint paths /1; : : : ; /n. (Note that this is possible because k ¡ |V (G2)| − 1.)
Now consider the Hamiltonian cycle 0=((m+1); /1; (m+2); /2; : : : ; (m+n); /n; (m+1)).
W (0)=wxy = 0, a contradiction. Hence, all =nite elements of W have value zero. This
completes the proof.
It may be noted that the conditions |V (G2)|¿ 3 and k ¡ |V (G2)| − 1 are required
only in the last part of the proof when x and y belong to the same path Pr and x¿y.
In this case, the arc set Fˆ forms (k+2) paths. If |V (G2)|=2 and k=1, the rest of the
proof is valid. If we require the digraph G1 to be Hamiltonian instead of requiring that
it has a Hamiltonian path, then the set Fˆ forms (k + 1) = 2 node-disjoint paths, and
thus the proof is valid. For the undirected case with |V (G2)|= 2 and k = 1 however,
we can add (x; y) to F and remove appropriate edges from it to get k+1 node-disjoint
paths. Thus, the result holds in this case too. If |V (G2)|= 1 and G1 is required to be
Hamiltonian the result holds for undirected graphs as proved in Theorem 5.
In the preceding discussions, we have seen several examples of graphs which are
SC-Hamiltonian. We now consider a class of graphs which are not SC-Hamiltonian.
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Theorem 14. Let C1;C2; : : : ;Ct be t (¿ 1) odd cycles in a graph G such that every
Hamiltonian cycle in G contains exactly k edges from
⋃t
i=1 E(Ci) for some constant
k. If there exists an edge (u; v) in G such that {u; v} ⊂ ⋃ti=1 V (Ci) and (u; v) ∈⋃t
i=1 E(Ci), then G is not SC-Hamiltonian.
Proof. Choose the length of each of the edges in
⋃t
i=1 E(Ci) to be zero and let the
length of each of the remaining edges be one. Let the resulting distance matrix be D.
Clearly, the length of each Hamiltonian cycle in G is n−k, where V (G)={1; 2; : : : ; n}.
If possible, let numbers (i) (i = 1; : : : ; n) exist such that dij = (i) + (j) for all
(i; j)∈E(G). Since C1;C2; : : : ;Ct are odd cycles, (j) = 0 for all j∈
⋃t
i=1 V (Ci). In
particular, (u) = (v) = 0. But duv = 1 = (u) + (v), a contradiction.
To illustrate the conditions in the above theorem consider the following graphs.
Neither of these graphs is SC-Hamiltonian since for the graph in Fig. 3, one can
choose t = 2;C1 = {1; 2; 3; 4; 5};C2 = {6; 7; 8; 9; 10}; u= 1; v= 6 and k = 8 and for the
graph in Fig. 2 one can choose t=2;C1 ={1; 2; 3};C2 ={6; 7; 8}; u=3; v=8 and k=4.
5. Conclusion
In this paper we have introduced a large class of SC-Hamiltonian graphs and di-
graphs, other than complete graphs (digraphs) and odd cycles. As a by-product, we
have an alternative, simple proof to show that a complete digraph is SC-Hamiltonian.
We also have shown that strong Hamiltonicity is not a necessary condition for SC-
Hamiltonicity, contrary to a claim in [5]. It may be noted that apart from what was
discussed in Sections 2–4, there are other ways to create new SC-Hamiltonian graphs
from given SC-Hamiltonian graphs. For example, if G is SC-Hamiltonian then the
graph G∗ obtained from G by subdividing an arc into three arcs using two new nodes
is an SC-Hamiltonian graph. However,we do not have an exhaustive list of all the
SC-Hamiltonian graphs and a complete characterization of such graphs and digraphs is
an open question.
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