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GLOBAL WELL-POSEDNESS BELOW THE CHARGE NORM
FOR THE DIRAC-KLEIN-GORDON SYSTEM IN ONE SPACE
DIMENSION
SIGMUND SELBERG
Abstract. We prove global well-posedness below the charge norm (i.e., the
L
2 norm of the Dirac spinor) for the Dirac-Klein-Gordon system of equations
(DKG) in one space dimension. Adapting a method due to Bourgain, we
split off the high frequency part of the initial data for the spinor, and exploit
nonlinear smoothing effects to control the evolution of the high frequency part.
To prove the nonlinear smoothing we rely on the null structure of the DKG
system, and bilinear estimates in Bourgain-Klainerman-Machedon spaces.
1. Introduction
We study the Dirac-Klein-Gordon system (DKG) in one space dimension,
(1)
{
Dtψ + αDxψ +Mψ = φβψ, (Dt = −i∂t, Dx = −i∂x)
−φ+m2φ = 〈βψ, ψ 〉
C2
,
(
 = −∂2t + ∂2x
)
with initial data
(2) ψ|t=0 = ψ0 ∈ H−s, φ|t=0 = φ0 ∈ Hr, ∂tφ|t=0 = φ1 ∈ Hr−1,
where r, s ≥ 0 are fixed later. Here φ(t, x) is real-valued and ψ(t, x) ∈ C2 is
the Dirac spinor, regarded as a column vector with components ψ1, ψ2. Further,
M,m ≥ 0 are constants, Hr = (I − ∂2x)−r/2L2 is the standard Sobolev space of
order r on R, 〈 ·, · 〉
C2
is the standard inner product on C2, and we use the following
representation of the Dirac matrices:
α =
(
0 1
1 0
)
, β =
(
1 0
0 −1
)
.
Global well-posedness (GWP) for DKG in 1d was first proved by Chadam [4], for
data
(ψ0, φ0, φ1) ∈ H1 ×H1 × L2.
In recent years, many authors have improved this result, in the sense that the
required regularity on the data has been lowered: see Table 1 for an overview (here
and elsewhere we use the convention that if the regularity of φ1 is not specified, it
is understood to be always one order less than that of φ0).
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Table 1. Global well-posedness for DKG in 1d
ψ0 ∈ φ0 ∈
Chadam [4], 1973 H1 H1
Bournaveas [2], 2000 L2 H1
Fang [6], 2004 L2 Hr, 1/2 < r ≤ 1
Bournaveas and Gibbeson [3], 2006 L2 Hr, 1/4 ≤ r ≤ 1
Machihara [8], Pecher [9], 2006 L2 Hr, 0 < r ≤ 1
All these GWP results rely on the conservation of charge:
(3) ‖ψ(t)‖L2 = ‖ψ(0)‖L2 ,
which holds for smooth solutions decaying sufficiently fast at spatial infinity, hence
also for any solution evolving from initial data for which local well-posedness (LWP)
holds, provided the regularity of the spinor is at least L2, of course.
By combining (3) with a sufficiently strong a priori estimate for φ, one can reduce
the problem of GWP to proving LWP, again provided the regularity of the spinor
is at least L2. In fact, by the energy inequality for the wave equation,
(4)
‖φ(t)‖Hr + ‖∂tφ(t)‖Hr−1 ≤ CT
(
‖φ0‖Hr + ‖φ1‖Hr−1 +
∫ t
0
‖φ(σ)‖Hr−1 dσ
)
,
for 0 ≤ t ≤ T <∞, assuming existence up to time T > 0. If r < 1/2, one can then
apply the product law for Sobolev spaces (in one space dimension):
(5)
‖fg‖H−c ≤ Ca,b,c ‖f‖Ha ‖g‖Hb if
{
a+ b+ c > 1/2,
a+ b ≥ 0, b+ c ≥ 0, a+ c ≥ 0.
Thus, if r < 1/2, combining (5), (4) and (3) gives
(6) ‖φ(t)‖Hr + ‖∂tφ(t)‖Hr−1 ≤ CT
(
‖φ0‖Hr + ‖φ1‖Hr−1 + T ‖ψ0‖2L2
)
,
for 0 ≤ t ≤ T . This together with the conservation of charge (3) shows that if LWP
holds with data ψ0 ∈ L2 and φ0 ∈ Hr, then GWP follows immediately, if r < 1/2.
The same is in fact true if 1/2 ≤ r ≤ 1; we remark on this below.
Concerning LWP, the best result is the following. Note that we use −s to denote
the order of the Sobolev space for the spinor, since we are primarily interested in
spaces of negative order.
Theorem 1. The DKG system (1) is LWP for data ψ0 ∈ H−s, φ0 ∈ Hr provided
s <
1
4
, r > 0, |s| ≤ r ≤ 1− s.
In the most interesting case s ≥ 0 the attributions are as follows: Bournaveas [2]
proved LWP for s = 0 and r = 1; Fang [6] proved the result for 0 ≤ s < 1/4 and
1/2 < r ≤ 1 − 2s; Bournaveas and Gibbeson [3] obtained s = 0 and 1/4 ≤ r ≤ 1;
Machihara [8] proved LWP for 0 ≤ s < 1/4 and 2 |s| ≤ r ≤ 1 − 2s; Pecher [9],
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independently of Machihara, obtained 0 ≤ s < 1/4 and |s| ≤ r < 1 − 2s; finally, it
was shown by A. Tesfahun and the present author in [11] that the upper bound on
r in Pecher’s result can be relaxed to r ≤ 1−s. Moreover, it was shown in [11] that
the conditions in Theorem 1 are optimal (up to, possibly, the endpoint r = s = 0)
if one iterates in Bourgain-Klainerman-Machedon spaces.
As remarked already, LWP implies GWP when the regularity of the spinor is at
least L2, i.e., when s ≤ 0 in Theorem 1, essentially due to the conservation of
charge.
Theorem 2. (Cf. Table 1.) The DKG system (1) is GWP for data ψ0 ∈ H−s,
φ0 ∈ Hr if
s ≤ 0, r > 0, |s| ≤ r ≤ 1− s.
Remark 1. If s = 0, this follows directly from Theorem 1 if 0 < r < 1/2, by
the argument shown above, and the case 1/2 ≤ r ≤ 1 then reduces to the case
0 < r < 1/2 by using the propagation of higher regularity, which is discussed in
the next remark. The case s < 0 can be reduced to s = 0, again by propagation of
higher regularity.
Remark 2. Note that the conditions in Theorem 1 describe a convex region R of the
(s, r)-plane. Suppose that (s, r) and (s′, r′) both belong to R, and that −s′ ≤ −s
and r′ ≤ r. Assume that ψ0 ∈ H−s and φ0 ∈ Hr. Then ψ0 ∈ H−s′ and φ0 ∈ Hr′
also, of course. Now suppose that the solution in the latter data space exists up to
some time 0 < T ′ <∞, so
ψ ∈ C([0, T ′];H−s′), (φ, ∂tφ) ∈ C([0, T ′];Hr′ ×Hr′−1).
Then in fact the solution retains the higher regularity of the initial data throughout
the time interval [0, T ′], so that
ψ ∈ C([0, T ′];H−s), (φ, ∂tφ) ∈ C([0, T ′];Hr ×Hr−1).
This property, known as propagation of higher regularity, is included in the LWP
result of Theorem 1, since it is proved by an iteration scheme using estimates on
the iterates to get a contraction.
In this paper, we shall extend Theorem 2 to a range of negative order Sobolev
exponents for the spinor.
Our main result is the following.
Theorem 3. The DKG system (1) is GWP for data ψ0 ∈ H−s, φ0 ∈ Hr if
0 < s <
1
8
, s+
√
s2 + s < r ≤ 1− s.
Since ψ0 is in a Sobolev space of negative order, the conservation law (3) is not
directly applicable. Bourgain [1] devised a method for dealing with situations where
a PDE has a conservation law, but the initial data are too rough to use it directly.
The essence of Bourgain’s idea is to split the PDE into two parts, a ‘good’ part and
a ‘bad’ part, by separating the low and high frequency parts of the data. For the
good part one can use the conservation law, while for the ‘bad’ part there must be
a nonlinear smoothing effect in order for the method to work, so that the smoothed
out nonlinear part can be fed back into the ‘good’ part at the end of the possibly
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short time interval of existence of the ‘bad’ part. Then this procedure is iterated,
to reach a given, final time. This is the underlying idea, but in order to make it
work, i.e., to close the finite induction, one needs sufficiently good estimates, of
course.
The implementation of Bourgain’s method for DKG requires an additional idea,
since there is no conservation law for the field φ, only for the spinor ψ. We overcome
this difficulty by using the estimate (6) for the inhomogeneous part, together with
an additional induction argument involving a cascade of free waves; see Section
5.
To prove the nonlinear smoothing we rely on the null structure of the DKG system,
which was recently completed by P. D’Ancona, D. Foschi and the present author
in [5], and on bilinear estimates in Bourgain-Klainerman-Machedon spaces.
The rest of this paper is organized as follows: In Section 2 we split the system into
two separate systems, by a frequency cut-off on the spinor data. Then in Sections
3 and 4 we prove the main estimates for the split DKG system. In Section 5 we
put everything together to finish the proof of our main theorem, Theorem 3. In
Section 6 we prove some lemmas that are used in earlier sections.
For simplicity we set M = m = 0 in the rest of the paper, but our proof can be
modified to handle the massive case as well.
The following spaces of Bourgain-Klainerman-Machedon type are used throughout
the paper. For a, b ∈ R, we let Xa,b± , Ha,b and Ha,b be the completions of S(R1+1)
with respect to the norms
(7)
‖u‖Xa,b
±
=
∥∥〈ξ〉a〈τ ± ξ〉bu˜(τ, ξ)∥∥
L2τ,ξ
,
‖u‖Ha,b =
∥∥〈ξ〉a〈|τ | − |ξ|〉bu˜(τ, ξ)∥∥
L2τ,ξ
,
‖u‖Ha,b = ‖u‖Ha,b + ‖∂tu‖Ha−1,b ,
where u˜(τ, ξ) denotes the space-time Fourier transform of u(t, x), and 〈·〉 = 1 + |·|.
The restrictions of these spaces to a time slab
ST = (0, T )× R
are denoted Xa,b± (ST ) etc.; see [5] for more details about these spaces. We shall
need the following basic estimates (see [5] for further references):
Lemma 1. Let 1/2 < b ≤ 1, a ∈ R, 0 < T ≤ 1 and 0 ≤ δ ≤ 1 − b. Then for all
data F ∈ Xa,b−1+δ± (ST ) and f ∈ Ha, the Cauchy problem
(Dt ±Dx)u = F (t, x) in (0, T )× R, u(0, x) = f(x),
has a unique solution u ∈ Xa,b± (ST ). Moreover,
‖u‖Xa,b
±
(ST )
≤ C
(
‖f‖Ha + T δ ‖F‖Xa,b−1+δ
±
(ST )
)
,
where C only depends on b.
Lemma 2. [10, Theorem 12]. Let 1/2 < b < 1, s ∈ R, 0 < T ≤ 1 and 0 ≤ δ ≤ 1−b.
Then for all F ∈ Ha−1,b−1+δ(ST ), f ∈ Ha and g ∈ Ha−1, there exists a unique
u ∈ Ha,b(ST ) solving
u = F (t, x) in (0, T )× R, u(0, x) = f(x), ∂tu(0, x) = g(x).
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Moreover,
‖u‖Ha,b(ST ) ≤ C
(
‖f‖Ha + ‖g‖Ha−1 + T δ/2 ‖F‖Ha−1,b−1+δ(ST )
)
,
where C depends only on b.
We shall also need the fact that (see [5]) if b > 1/2, then
(8) ‖u(t)‖Ha ≤ C ‖u‖Ha,b(ST ) ≤ C ‖u‖Xa,b± (ST ) for 0 ≤ t ≤ T ,
where C only depends on b.
2. Preliminaries
We first observe that by propagation of higher regularity (see Remark 2 in Section
1), it suffices to prove Theorem 3 for r < 1/2. We therefore fix s and r satisfy-
ing
(9) 0 < s <
1
8
, s+
√
s2 + s < r <
1
2
,
and set
(10) b =
1
2
+ ε,
where ε > 0 will be chosen sufficiently small, depending on s and r; b will be used
as the second exponent in the spaces defined by (7).
Fix an arbitrary time 0 < T <∞. We shall split the interval [0, T ] into subintervals
of length ∆T , where the small time ∆T > 0 remains to be chosen, and prove well-
posedness on each subinterval successively. Let M be the number of subintervals,
so M = T/∆T .
Following Bourgain’s idea, we split the data into low and high frequency parts:
ψ0 = ψ
L
0 + ψ
H
0 ,
where
(ψL0 )̂(ξ) = 1|ξ|≤N ψ̂0(ξ),
and the cut-off parameter N ≫ 1 will be chosen later. Then∥∥ψL0 ∥∥H−ζ ≤ CNs−ζ for ζ ≤ s,(11) ∥∥ψH0 ∥∥H−ζ ≤ CNs−ζ for ζ ≥ s,(12)
where the constant C depends on ‖ψ0‖H−s , but is independent of N . Note that we
do not split the data for φ, only for the spinor ψ.
Throughout the paper we use C to denote a constant which can change from line
to line; C may depend on s, r, T and ε, but it is always independent of ∆T and
N .
We shall use o(1) to denote a real-valued function f(ε) such that f(ε)→ 0 as ε→ 0;
these functions f may depend implicitly on s and r.
On each subinterval [(n − 1)∆T, n∆T ] we split the solution of DKG into two
parts:
(13) ψ = un + vn, φ = wn + zn on [(n− 1)∆T, n∆T ]× R,
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where (un, wn) solves DKG:
(14)
{
(Dt + αDx) un = wnβun,
wn = −〈βun, un 〉C2 ,
and hence the remaining part (vn, zn) = (ψ − un, φ− wn) satisfies
(15)
{
(Dt + αDx) vn = φβψ − wnβun ≡ znβvn + znβun + wnβvn,
zn = 〈βun, un 〉C2 − 〈βψ, ψ 〉C2 ≡ −〈βvn, vn 〉C2 − 2Re 〈βun, vn 〉C2 .
For the first subinterval we take initial data
(16)
u(0) = ψL0 ∈ L2, w(0) = φ0 ∈ Hr, ∂tw(0) = φ1 ∈ Hr−1,
v(0) = ψH0 ∈ H−s, z(0) = 0, ∂tz(0) = 0.
Le v(0) denote the free evolution of ψH0 by the Dirac equation:
(17) (Dt + αDx)v
(0) = 0, v(0)(0) = ψH0 ∈ H−s.
By Lemma 1 and the estimate (12),
(18)
∥∥v(0)± ∥∥X−ζ,b
±
(ST )
≤ C
∥∥ψH0 ∥∥H−ζ ≤ CNs−ζ for ζ ≥ s.
Note that this holds on the whole time interval [0, T ], hence for any subinterval
also.
For (vn, zn) we then specify data, at time t = (n− 1)∆T ,
(19)
vn
(
(n− 1)∆T ) = v(0)((n− 1)∆T ), zn((n− 1)∆T ) = ∂tzn((n− 1)∆T ) = 0.
Writing Vn for the inhomogeneous part of vn we then have
(20) vn = v
(0) + Vn on [(n− 1)∆T, n∆T ]× R.
Of course, the free part v(0) just retains the regularity of the data. The inhomoge-
neous part Vn(t), on the other hand, turns out to be smoother than the data, and
in fact has L2 regularity. This nonlinear smoothing effect is due to the null struc-
ture of the system, and it allows us to implement Bourgain’s idea for the present
problem, feeding Vn back into the data for un+1, at time n∆T . We shall also feed
zn into wn+1.
Therefore, we specify the initial data for (un, wn) by the induction scheme
(21)
un+1(n∆T ) = un(n∆T ) + Vn(n∆T ),
wn+1(n∆T ) = wn(n∆T ) + zn(n∆T ), ∂twn+1(n∆T ) = ∂twn(n∆T ) + ∂tzn(n∆T )
for 1 ≤ n < M . Recall that M denotes the number of subintervals.
The main induction hypotheses will be:∥∥un((n− 1)∆T )∥∥L2 ≤ AnNs,(22) ∥∥wn((n− 1)∆T )∥∥Hr + ∥∥∂twn((n− 1)∆T )∥∥Hr−1 ≤ BnN2s,(23)
for all large N , where An and Bn are independent of N . At the first induction
step n = 1, (22) is satisfied in view of (11), whereas the left side of (23) does not
depend on N at all, so (23) is trivially satisfied by choosing B1 large enough. Note
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also that A1 and B1 do not depend ε, but this will not be the case for subsequent
induction steps.
Thus, the underlying idea is simple, but to make it work in practice is not entirely
trivial; we need quite strong estimates on u, V , w and z to close the induction.
These estimates are derived in the next two sections.
3. Estimates for u and w
Here we describe the general induction step from time zero to time ∆T , hence we
drop the subscript n. Thus, we shall derive estimates for (u,w) solving DKG:
(24) (Dt + αDx)u = wβu, w = −〈βu, u 〉C2 ,
with
(25) ‖u(0)‖L2 ≤ ANs, ‖w(0)‖Hr + ‖∂tw(0)‖Hr−1 ≤ BN2s,
for all large N , where A and B are independent of N . In fact, the solution exists
globally, by Theorem 2.
By the conservation of charge (3),
(26) ‖u(t)‖L2 = ‖u(0)‖L2
for all t.
In order to derive sufficiently strong spacetime estimates for the solution, we need
to exploit the null structure inherent in DKG; to reveal this structure we decompose
the spinor ψ using the eigenspace projections of the Dirac operator αDx, following
[5, 11]. The symbol αξ of αDx has eigenvalues ±ξ and corresponding eigenspace
projections
P± =
1
2
(
1 ±1
±1 1
)
.
We then write
u = u+ + u−, where u+ = P+u, u− = P−u.
Applying P± to the first equation in (1), and using the identities α = P+ − P−,
P 2± = P± and P+P− = P−P+ = 0, and the fact that β is hermitian, (24) is rewritten
as
(27)

(Dt +Dx)u+ = P+(wβu) ≡ wβu−,
(Dt −Dx)u− = P−(wβu) ≡ wβu+,
w = −2Re 〈βu+, u− 〉C2 ,
where we also used βP+ = P−β and βP− = P+β. The intrinsic null structure
of DKG manifests itself through the different signs in the right hand side of the
last equation; the same structure is in fact encoded in the first two equations, as
becomes apparent via a duality argument; see [5, 11].
We write
‖u‖ ≡ ‖u+‖X0,b+ (S∆T ) + ‖u−‖X0,b− (S∆T ) .
To estimate w we shall use the following bilinear spacetime estimate for free waves
in 1d, proved in [11]. A related estimate was proved by Bournaveas [2, Lemma 1].
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The null structure, i.e., the difference of signs, is crucial here. In fact, the following
is a 1d version of the null form estimate of Klainerman and Machedon [7].
Lemma 3. [11]. Suppose u, v solve
(Dt +Dx)u = 0, u(0, x) = f(x),
(Dt −Dx)v = 0, v(0, x) = g(x),
where f, g ∈ L2(R). Then
‖uv‖L2(R1+1) ≤
√
2 ‖f‖L2 ‖g‖L2 .
By the transfer principle (see [5, Lemma 4]), Lemma 3 immediately implies:
Corollary 1. For any b > 1/2, the estimate
‖uv‖L2(R1+1) ≤ C ‖u‖X0,b+ ‖v‖X0,b−
holds, where C depends only on b.
By Lemma 2, the induction hypothesis (25) and the above corollary,
(28)
‖w‖Hr,b(S∆T ) ≤ C
(
‖w(0)‖Hr + ‖∂tw(0)‖Hr−1 + ‖w‖L2(S∆T )
)
≤ CBN2s+C ‖u‖2 ,
since w = −2Re 〈βu+, u− 〉 by (27).
To estimate u we need the following lemma, proved in Section 6. Here there is
again a crucial null structure due to the difference of signs between the left and
right sides in the estimate.
Lemma 4. Suppose u solves
(Dt +Dx)u = ΦβU, u(0) = u0,
where Φ is real-valued and U is a 2-spinor. Assume 0 < r < 1/2. Then with
b = 1/2 + ε and ε > 0 sufficiently small, depending on r, we have the estimate
‖u‖X0,b+ (S∆T ) ≤ C ‖u0‖L2 + C(∆T )
2r−7ε ‖Φ‖Hr,b(S∆T ) ‖U‖X0,b− (S∆T )
for all 0 < ∆T ≤ T , where C only depends on r, ε and T .
Applying this lemma to (27) and using (25) and (28), we get
‖u+‖X0,b+ (S∆T ) ≤ C ‖u(0)‖L2 + C(∆T )
2r−7ε ‖w‖Hr,b(S∆T ) ‖u−‖X0,b− (S∆T )
≤ CANs + C(∆T )2r−7εBN2s ‖u‖+ C(∆T )2r−7ε ‖u‖3 .
Of course, the same estimate holds for u− in X
0,b
− (S∆T ), hence
(29) ‖u‖ ≤ CANs + C(∆T )2r−7εBN2s ‖u‖+ C(∆T )2r−7ε ‖u‖3 ,
so if (with the same C)
(30) C(∆T )2r−7εN2s
(
2B + 8C2A2
) ≤ 1,
then it follows by a boot-strap argument outlined below that (again with the same
C)
(31) ‖u‖ ≤ 2CANs.
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Then by (28) we get also (now modifying C)
(32) ‖w‖Hr,b(S∆T ) ≤ C
(
B +A2
)
N2s.
Motivated by the condition (30), we now make the following choice:
(33) ∆T ∼ N−(2s+ε)/(2r−7ε).
Then (∆T )2r−7εN2s ∼ N−ε tends to zero asN tends to infinity, hence (30) holds for
N large enough, provided A and B remain bounded throughout the induction; for
the time being, however, (30) should be considered an induction hypothesis.
Remark 3. For the boot-strap argument referred to above we use the Picard iterates.
Alternatively, one could use a continuity argument, but we want to avoid this since
the continuity of, say, ‖u+‖X0,b+ (S∆T ) as a function of ∆T is not obvious. The
iterates u(n) are defined by setting u(−1) ≡ 0 and then
(Dt ±Dx)u(n+1)± = w(n)βu(n)∓ , u(n+1)± (0) = u±(0), for n = −1, 0, 1, . . . ,
where w(n) = −2Re〈βu(n)+ , u(n)− 〉 with the same data as for w. Then (29) takes
the form
yn+1 ≤ CANs + C(∆T )2r−7εBN2syn + C(∆T )2r−7εy3n,
for n ≥ 0, where yn =
∥∥u(n)∥∥. By Lemma 1 and (25), y0 ≤ CANs, so if (30) holds,
it now follows by induction that yn ≤ 2CANs for all n ≥ 1. Since
∥∥u(n) − u∥∥ tends
to zero as n tends to infinity (see [11]), this proves (31).
4. Estimates for v, z
Again, we drop the subscript n, since we consider the general induction step. We
first reformulate (15) using the splitting v = v+ + v−, where v+ = P+v and
v− = P−v. Thus, we prove estimates on the time interval [0,∆T ] for (v+, v−, z)
solving
(34)

(Dt +Dx)v+ = zβv− + zβu− + wβv−,
(Dt −Dx)v− = zβv+ + zβu+ + wβv+,
z = −2Re 〈βv+, v− 〉C2 − 2Re 〈βu+, v− 〉C2 − 2Re 〈βu−, v+ 〉C2 ,
with z(0) = ∂tz(0) = 0. Here u and w are exactly as in the previous section. From
now on we drop the subscript C2 on the inner product.
We write v = v(0)+V , where v(0) is the free part, which we assume satisfies (recall
(18)),
(35)
∥∥v(0)∥∥
X−ζ,b
±
(S∆T )
≤ CNs−ζ for ζ ≥ s.
Consider now the inhomogeneous part V of v. We write
‖V±‖ ≡ ‖V±‖X0,b
±
(S∆T )
, ‖V ‖ ≡ ‖V+‖+ ‖V−‖ ,
and
V± = V
′
± + V
′′
± + V
′′′
± ,
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where (see (34))
(Dt ±Dx)V ′± = zβv∓,
(Dt ±Dx)V ′′± = wβv∓,
(Dt ±Dx)V ′′′± = zβu∓,
with zero data at time zero.
We need the following null form estimate, proved in Section 6.
Lemma 5. Let b = 1/2 + ε, where 0 < ε ≤ 1/2, and assume 0 ≤ r ≤ b. Then we
have the 2-spinor estimate (note the different signs on the right)
‖〈βU, V 〉‖H−r,−b ≤ C ‖U‖X−r+2ε,b+ ‖V ‖X0,1−b− .
Thus, by duality,
‖ΦβU‖X0,b−1
−
≤ C ‖Φ‖Hr,b ‖U‖X−r+2ε,b+
where Φ is real-valued and U is a 2-spinor. Here C depends only on r and ε.
Using Lemmas 1, 4 and 5, and the estimate (35), we get
(36)
∥∥V ′+∥∥ ≤ C ∥∥∥zβv(0)− ∥∥∥
X0,b−1+ (S∆T )
+ C(∆T )2r−7ε ‖z‖Hr,b(S∆T ) ‖V ‖
≤ C ‖z‖Hr,b(S∆T )
∥∥∥v(0)− ∥∥∥
X−r+2ε,b
−
(S∆T )
+ C(∆T )2r−7ε ‖z‖Hr,b(S∆T ) ‖V ‖
≤ C ‖z‖Hr,b(S∆T )
[
Ns−r+2ε + (∆T )2r−7ε ‖V ‖] .
Note that we are justified in applying (35), since r > s by the assumption (9).
Similarly, using (32),
(37)
∥∥V ′′+∥∥ ≤ C ‖w‖Hr,b(S∆T ) [Ns−r+2ε + (∆T )2r−7ε ‖V ‖]
≤ C (B +A2)N2s [Ns−r+2ε + (∆T )2r−7ε ‖V ‖] .
By Lemma 4 and (31),
(38)
∥∥V ′′′+ ∥∥ ≤ C(∆T )2r−7ε ‖z‖Hr,b(S∆T ) ‖u‖ ≤ CANs(∆T )2r−7ε ‖z‖Hr,b(S∆T ) .
Next, we estimate z. Using (34) and the fact that z has zero data at time zero, we
write
(39) ‖z‖Hr,b(S∆T ) ≤ 2 (I1 + I2 + I3 + I4 + I5) + (· · · ),
where
I1 =
∥∥∥−1〈βv(0)+ , v(0)− 〉∥∥∥
Hr,b(S∆T )
,
I2 =
∥∥∥−1〈βv(0)+ , V− 〉∥∥∥
Hr,b(S∆T )
,
I3 =
∥∥∥−1〈βv(0)+ , u− 〉∥∥∥
Hr,b(S∆T )
,
I4 =
∥∥−1〈βV+, V− 〉∥∥Hr,b(S∆T ) ,
I5 =
∥∥−1〈βV+, u− 〉∥∥Hr,b(S∆T ) ,
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and (· · · ) indicates similar terms for which we have the same estimates as for the
Ij ’s. Here we use the notation 
−1F for the solution of Z = F with zero data at
time zero.
To estimate I1 we need the following, proved in Section 6.
Lemma 6. Assume r ≤ 1/2 and b = 1/2 + ε, where 0 < ε ≤ 1/2. Then
‖〈βU, V 〉‖Hr−1,b−1 ≤ C ‖U‖X−1/4+ε,b+ ‖V ‖X−1/4+ε,b− ,
where C depends only on r and ε.
By Lemmas 1, 6 and the estimate (35),
(40)
I1 ≤ C
∥∥∥〈βv(0)+ , v(0)− 〉∥∥∥
Hr−1,b−1(S∆T )
≤ C∥∥v(0)+ ∥∥X−1/4+ε,b+ (S∆T )∥∥v(0)− ∥∥X−1/4+ε,b− (S∆T )
≤ CN2(s−1/4+ε).
For I2 and I3 we need the following variation of Lemma 6.
Lemma 7. Assume r < 1/2 and b = 1/2 + ε, where 0 < ε ≤ 1/2. Then
‖〈βU, V 〉‖Hr−1,b−1 ≤ C ‖U‖X−1/2+ε,b+ ‖V ‖X0,b− ,
where C depends only on r and ε.
Combining this with Lemma 1, (35) and (31), we get
I2 ≤ C
∥∥v(0)+ ∥∥X−1/2+ε,b+ (S∆T ) ‖V ‖ ≤ CNs−1/2+ε ‖V ‖ ,(41)
I3 ≤ C
∥∥v(0)+ ∥∥X−1/2+ε,b+ (S∆T ) ‖u‖ ≤ CAN2s−1/2+ε.(42)
Finally, to estimate I4 and I5 we need the following. Note that in this estimate the
signs do not matter.
Lemma 8. Suppose u solves
u = 〈βU, V 〉 , u|t=0 = ∂tu|t=0 = 0,
where U, V are 2-spinors. Assume r < 1/2. Then with b = 1/2 + ε and ε > 0
sufficiently small, depending on r, we have
‖u‖Hr,b(S∆T ) ≤ C(∆T )3/4−2ε ‖U‖X0,b+ (S∆T ) ‖V ‖X0,b± (S∆T )
for all 0 < ∆T ≤ T , where C only depends on r, ε and T .
This lemma gives
(43) I4 ≤ C(∆T )3/4−2ε ‖V ‖2 ,
and, using (31),
(44) I5 ≤ C(∆T )3/4−2ε ‖V ‖ ‖u‖ ≤ CANs(∆T )3/4−2ε ‖V ‖ .
From (39)–(44) we conclude that
‖z‖Hr,b(S∆T ) ≤ CAN2s−1/2+2ε+CANs
[
(∆T )3/4−2ε +N−1/2+ε
]
‖V ‖+C(∆T )3/4−2ε ‖V ‖2 .
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However, N−1/2+ε is negligible compared to (∆T )3/4−2ε if ε > 0 is sufficiently
small and N sufficiently large, since by (33), ∆T ∼ N−s/r+o(1), and r > 2s by (9).
Hence,
(45)
‖z‖Hr,b(S∆T ) ≤ CAN2s−1/2+2ε + CANs(∆T )3/4−2ε ‖V ‖+ C(∆T )3/4−2ε ‖V ‖
2 .
Combining this with (36), (37) and (38), we conclude:
(46)
‖V ‖ ≤ C (B +A2)N2s [Ns−r+2ε +Ns−1/2+2ε(∆T )2r−7ε]
+ C
(
B +A2
)
N2s
[
(∆T )2r−7ε + (∆T )3/4+2r−9ε +N−r+2ε(∆T )3/4−2ε
]
‖V ‖
+ CANs(∆T )3/4−2ε
[
(∆T )2r−7ε +N−r+2ε
] ‖V ‖2
+ C(∆T )3/4+2r−9ε ‖V ‖3 .
We want to simplify the right hand side. Consider first the sum inside the paren-
theses in the first line. Clearly, the term Ns−r+2ε dominates, since r < 1/2. Now
look at terms in parentheses in the third line. The term (∆T )2r−7ε dominates,
since (∆T )2r−7ε ∼ N−2s+2ε, by (33), and since r > 2s; the same reasoning applies
for the second line.
Thus,
(47)
‖V ‖ ≤ C (B +A2)N3s−r+2ε + C (B +A2)N2s(∆T )2r−7ε ‖V ‖
+ CANs(∆T )3/4+2r−9ε ‖V ‖2 + C(∆T )3/4+2r−9ε ‖V ‖3 .
But in view of the induction hypothesis (30), the term which is linear in ‖V ‖ can
be moved to the left hand side, yielding
(48)
‖V ‖ ≤ C (B +A2)N3s−r+2ε+CANs(∆T )3/4+2r−9ε ‖V ‖2+C(∆T )3/4+2r−9ε ‖V ‖3 .
A boot-strap argument described below then gives (with the same C as in (48))
(49) ‖V ‖ ≤ 2Γ, where Γ = C (B +A2)N3s−r+2ε,
provided that (still with the same C) the following induction hypothesis holds:
(50) C(∆T )3/4+2r−9ε
[
4ANsΓ + 8Γ2
] ≤ 1.
Remark 4. The above estimates imply local well-posedness of (34) for data v(0) ∈
H−s satisfying ‖v(0)‖H−ζ ≤ CNs−ζ for ζ ≥ s, and zero data for z, with existence
up to the time ∆T > 0 determined by the conditions (30) and (50), by a standard
argument using the iterates. To define the iterates we write v
(n)
± = v
(0)
± + V
(n)
± for
n = 1, 2, . . . , where v(0) is the free part and V
(n)
± for n = 1, 2, . . . are determined
by the scheme
(Dt±Dx)V (n+1)± = z(n)βv(n)∓ +z(n)βu∓+wβv(n)∓ , V (n+1)± (0) = 0, for n ≥ 0,
where
z(n) = −2Re
〈
βv
(n)
+ , v
(n)
−
〉
− 2Re
〈
βu+, v
(n)
−
〉
− 2Re
〈
βv
(n)
+ , u−
〉
with zero initial data. Then our estimates imply that V
(n)
± converges to V± in
X0,b± (S∆T ), as n tends to infinity. The boot-strap procedure referred to above is
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included in this iteration argument; in this setting, (48) becomes
(51) yn+1 ≤ Γ + CANs(∆T )3/4+2r−9εy2n + C(∆T )3/4+2r−9εy3n, for n ≥ 0,
where y0 = 0 and yn =
∥∥V (n)∥∥ for n ≥ 1. So if (50) holds, then by induction we
get yn ≤ 2Γ for all n.
From (45) and (49) we conclude that
‖z‖Hr,b(S∆T ) ≤ CAN2s−1/2+2ε + C(∆T )3/4−2ε
(
ANsΓ + Γ2
)
.
But since r > 2s,
(52) Γ2 ≤ C(B +A2)NsΓ,
so we get
(53) ‖z‖Hr,b(S∆T ) ≤ CAN2s−1/2+2ε + C(B +A2)2N4s−r−3s/4r+o(1),
where we used that ∆T ∼ N−s/r+o(1), by (33).
5. Conclusion of the proof
We now apply the estimates proved in the last two sections to the induction scheme
described in Section 2. Recall that on the n-th subinterval [(n− 1)∆T,∆T ], where
∆T satisfies (33), (un, wn) solves (14) and (vn, zn) solves (15); the data prescribed
at time (n−1)∆T are given by (19) for (vn, zn) and by the induction scheme (21) for
(un, wn). The main induction hypotheses are (22) and (23), involving the constants
An and Bn, which must be independent of the large parameter N . In addition, the
boot-strap conditions (30) and (50) must be satisfied at each step of the induction.
Recall also that M denotes the number of induction steps, so
(54) M =
T
∆T
∼ Ns/r+o(1),
where we used (33).
Note that the boot-strap conditions (30) and (50) reduce to, using (33) and (52),
(55) CN−ε(Bn +A
2
n) ≤ 1 and CN2s−r−(3s)/(4r)+o(1)(Bn +A2n)2 ≤ 1.
The crucial point now is to prove that An and Bn do not grow indefinitely, but
remain bounded for 1 ≤ n ≤ M . Otherwise it would be impossible to satisfy (55)
with N chosen independently of n.
By (21), the conservation of charge (3), the induction hypothesis (22), the embed-
ding (8) and the estimate (49), assuming (55) holds,
(56)
‖un+1(n∆T )‖L2 ≤ ‖un(n∆T )‖L2 + ‖Vn(n∆T )‖L2
=
∥∥un((n− 1)∆T )∥∥L2 + ‖Vn(n∆T )‖L2
≤ AnNs + ‖Vn(n∆T )‖L2
≤ AnNs + C
(
Bn +A
2
n
)
N3s−r+2ε.
Therefore,
(57) An+1 ≤ An + C
(
Bn +A
2
n
)
N2s−r+2ε.
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It will be convenient to use the notation
‖φ[t]‖Hr ≡ ‖φ(t)‖Hr + ‖∂tφ(t)‖Hr−1 .
By (21),
(58) ‖wn+1[n∆T ]‖Hr ≤ ‖wn[n∆T ]‖Hr + ‖zn[n∆T ]‖Hr ,
but the problem is that we have no conservation law for w. Implementing Bour-
gain’s idea for DKG is therefore not so straightforward, and requires an additional
idea.
We first split wn into its free part w
(0)
n and its inhomogeneous part Wn, so
(59) wn = w
(0)
n +Wn,
where Wn = wn and Wn has zero data at time (n− 1)∆T . The inhomogeneous
part is quite favorable. In fact, applying the estimate (6) to Wn on the interval
[(n− 1)∆T,∆T ], and using (22), we get, assuming (55) holds,
(60) ‖Wn[n∆T ]‖Hr ≤ C(∆T )
∥∥un((n− 1)∆T )∥∥2L2 ≤ C(∆T )A2nN2s.
By (8) and (53), assuming (55) holds,
(61)
‖zn[n∆T ]‖Hr ≤ C ‖zn‖Hr,b([(n−1)∆T,n∆T ]×R)
≤ CAnN2s−1/2+2ε + C(Bn +A2n)2N4s−r−3s/4r+o(1).
That leaves us with the free part w
(0)
n . Certainly, by the energy inequality and
(23), ∥∥∥w(0)n [n∆T ]∥∥∥
Hr
≤ C
∥∥∥w(0)n [(n− 1)∆T ]∥∥∥
Hr
≤ CBnN2s,
but this naive estimate is useless, since it gives at best Bn ∼ Cn. However, things
are not as bad as they may seem at a first glance. The important point is to keep
accurately track of what is added to the free part at the end of each induction step.
In fact, by induction, referring to the scheme (21), we have
(62) w(0)n = w
(0)
1 + w˜
(0)
2 + w˜
(0)
3 + · · ·+ w˜(0)n ,
for n ≥ 1, where
w˜(0)n = 0,
w˜(0)n
(
(n− 1)∆T ) =Wn−1((n− 1)∆T )+ zn−1((n− 1)∆T ),
∂tw˜
(0)
n
(
(n− 1)∆T ) = ∂tWn−1((n− 1)∆T )+ ∂tzn−1((n− 1)∆T ).
Thus, we express w
(0)
n as a cascade of free waves. By the energy inequality for the
wave equation, and the estimates (60) and (61),
(63)∥∥w˜(0)n+1[t]∥∥Hr ≤ C(∆T )A2nN2s + CAnN2s−1/2+2ε + C(Bn +A2n)2N4s−r−3s/4r+o(1),
in the entire time interval 0 ≤ t ≤ T .
We now replace the induction hypothesis (23) by the stronger condition
(64) sup
0≤t≤T
∥∥∥w(0)n [t]∥∥∥
Hr
≤ BnN2s.
In fact, by the energy inequality this condition is equivalent to (23), up to multi-
plication by a constant depending only on T .
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Since w
(0)
n+1 = w
(0)
n + w˜
(0)
n+1, we have∥∥w(0)n+1[t]∥∥Hr ≤ ∥∥∥w(0)n [t]∥∥∥Hr + ∥∥w˜(0)n+1[t]∥∥Hr ,
for all 0 ≤ t ≤ T , and we conclude from (63) that
(65) Bn+1 ≤ Bn + C(∆T )A2n + CAnN−1/2+2ε + C(Bn +A2n)2N2s−r−3s/4r+o(1).
We claim that if ε > 0 is chosen small enough, and then N large enough, depending
on ε, then for 1 ≤ n ≤M ,
(66) An ≤ R ≡ 2A1 and Bn ≤ S ≡ 2B1 + 4CTA21
with the same C that appears in the second term of the right hand side of (65).
We proceed by induction. Assume (66) holds for 1 ≤ n < m, for some m ≤ M .
Then (55) reduces to
(67) CSN−ε ≤ 1,
and
(68) CS2N2s−r−(3r)/(4s)+o(1) ≤ 1,
for n < m. Since r > 2s, we can ensure that the exponent of N in (68) is negative
by choosing ε > 0 small enough. Then C, and hence S, may grow, but this is not a
problem, since we can now choose N as large as we need, depending on ε, to ensure
that (67) and (68) are satisfied. Then (57) and (65) are also satisfied for n < m, so
by the assumption that (66) holds for n < m, we get
An+1 ≤ A1 + nCSN2s−r+o(1),
Bn+1 ≤ B1 + n
[
CRN−1/2+o(1) + CS2N2s−r−3s/(4r)+o(1) + CR2∆T
]
,
for n < m. Thus, (66) will hold also for Am and Bm provided that
(m− 1)CSN2s−r+o(1) ≤ A1,
(m− 1)
[
CRN−1/2+o(1) + CS2N2s−r−3s/(4r)+o(1) + CR2(∆T )
]
≤ B1 + 4CTA21.
But m ≤M ≤ CNs/r+o(1), by (54), so it suffices to have
CSN2s−r+s/r+o(1) ≤ A1,(69)
CRN−1/2+s/r+o(1) ≤ B1/2,(70)
CS2N2s−r−3s/(4r)+s/r+o(1) ≤ B1/2,(71)
CTR2 ≤ 4CTA21,(72)
where to get (72) we used the fact thatm∆T ≤M∆T = T , by (54). Note that (72)
holds with equality since R = 2A1. To satisfy (69)–(71) it suffices to have
(73) 2s− r + s
r
< 0, −1
2
+
s
r
< 0, 2s− r − 3s
4r
+
s
r
< 0.
Indeed, if these inequalities hold, then we first choose ε > 0 so small that the
exponents of N in (69)–(71) are also negative. Then the constants C (hence also
S) may grow, since they depend on ε. But by subsequently choosingN large enough
we can ensure that (69)–(71) hold.
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The first inequality in (73) is equivalent to r2 − 2sr − s > 0, i.e., r > s+√s2 + s,
which holds by assumption (9). The last two inequalities in (73) are weaker than
the first one.
Thus, (66) holds for n = 1, . . . ,M , and the proof of Theorem 3 is complete.
6. Proof of Lemmas
6.1. Proof of Lemma 5. This estimate is a variation on an estimate proved in
[11], and we use the same method of proof as in that paper. First, by Plancherel’s
theorem, the estimate is equivalent to
(74) I =
∥∥∥∥∫
R1+1
F (λ, η)G(λ − τ, η − ξ)dλ dη
〈ξ〉r〈η〉−r+2ε〈A〉b〈B+〉b〈C−〉1−b
∥∥∥∥
L2τ,ξ
≤ C ‖F‖L2 ‖G‖L2 ,
for arbitrary F,G ∈ L2(R1+1), where
A = |τ | − |ξ| , B+ = λ+ η, C− = (λ− τ) − (η − ξ).
The null structure, i.e., the fact that there are two different signs, is crucial, since
it allows us to use the following estimate, proved in [11, Lemma 1]:
(75) min (|η|, |η − ξ|) ≤ 3
2
max (|A| , |B+| , |C−|) .
In fact, this estimate is the 1d version of [5, Lemma 7].
Thus, we can reduce to proving (74) with I replaced by one of the following:
I1 =
∥∥∥∥∫
R1+1
F (λ, η)G(λ − τ, η − ξ)dλ dη
〈ξ〉r〈η〉1−b−r+2ε〈A〉θ1〈B+〉θ2〈C−〉θ3
∥∥∥∥
L2τ,ξ
,
I2 =
∥∥∥∥∫
R1+1
F (λ, η)G(λ − τ, η − ξ)dλ dη
〈ξ〉r〈η〉−r+2ε〈η − ξ〉1−b〈A〉θ1〈B+〉θ2〈C−〉θ3
∥∥∥∥
L2τ,ξ
,
where the θj are nonnegative and θ1 + θ2 + θ3 > 1/2. Then we can apply the
following product law for the spaces Hs,b.
Theorem 4. [10, Proposition 10]. Suppose s1, s2, s3 ∈ R, θ1, θ2, θ3 ≥ 0, and
θ1+θ2+θ3 >
1
2
, s1+s2+s3 >
1
2
, s1+s2 ≥ 0, s1+s3 ≥ 0, s2+s3 ≥ 0.
Then (in one space dimension)
‖uv‖H−s1,−θ1 ≤ C ‖u‖Hs2,θ2 ‖v‖Hs3,θ3 ,
where C depends on the sj and the θj.
Remark 5. In [10] only the case s1, s2, s3 ≥ 0 is proved, but the general case reduces
to this by Leibniz’ rule (the triangle inequality in Fourier space).
Applying this to I1 and I2, and recalling that b = 1/2 + ε, we see that it suffices
to have 0 ≤ r ≤ 1/2 + ε = b and 0 < ε ≤ 1/2. This completes the proof of Lemma
5.
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6.2. Proof of Lemma 7. Proceeding as in the proof of Lemma 5, we reduce to
proving (74), but with I replaced by one of the following:
I1 =
∥∥∥∥∫
R1+1
F (λ, η)G(λ − τ, η − ξ)dλ dη
〈ξ〉1−r〈η〉1−b−1/2+ε〈A〉θ1〈B+〉θ2〈C−〉θ3
∥∥∥∥
L2τ,ξ
,
I2 =
∥∥∥∥∫
R1+1
F (λ, η)G(λ − τ, η − ξ)dλ dη
〈ξ〉1−r〈η〉−1/2+ε〈η − ξ〉1−b〈A〉θ1〈B+〉θ2〈C−〉θ3
∥∥∥∥
L2τ,ξ
,
where the θj are nonnegative and θ1 + θ2 + θ3 > 1/2. Applying Theorem 4 and
recalling that b = 1/2 + ε with 0 < ε ≤ 1/2, we get the sufficent condition r <
1/2.
6.3. Proof of Lemma 6. This reduces to (74) with I replaced by
I =
∥∥∥∥∫
R1+1
F (λ, η)G(λ − τ, η − ξ)dλ dη
〈ξ〉1−r〈η〉1−b−1/4+ε〈η − ξ〉−1/4+ε〈A〉θ1〈B+〉θ2〈C−〉θ3
∥∥∥∥
L2
τ,ξ
,
where the θj are nonnegative and θ1 + θ2 + θ3 > 1/2. Since b = 1/2 + ε with
0 < ε ≤ 1/2, Theorem 4 yields the sufficent condition r ≤ 1/2.
6.4. Proof of Lemma 8. Applying Lemma 2, Ho¨lder’s inequality in time, the
Sobolev product law (5), and the embedding (8), we get for all r < 1/2,
‖u‖Hr,b(S∆T ) ≤ C(∆T )(1−b)/2 ‖〈 βU, V 〉‖L2tHr−1(S∆T )
≤ C(∆T )(1−b)/2(∆T )1/2 ‖〈βU, V 〉‖L∞t Hr−1(S∆T )
≤ C(∆T )(1−b)/2(∆T )1/2 ‖U‖L∞t L2x(S∆T ) ‖V ‖L∞t L2x(S∆T )
≤ C(∆T )3/4−ε ‖U‖X0,b+ (S∆T ) ‖V ‖X0,b± (S∆T ) .
6.5. Proof of Lemma 4. It suffices to prove this for u0 = 0, in view of Lemma
1. Then by Lemma 1, Ho¨lder’s inequality in time, the product law (5), and the
embedding (8),
‖u‖X0,b+ (S∆T ) ≤ C(∆T )
1/2−ε(∆T )1/2 ‖ΦβU‖L∞t L2x(S∆T )
≤ C(∆T )1−ε ‖Φ‖H1/2+ε,b(S∆T ) ‖U‖X0,b− (S∆T ) .
On the other hand, by Lemmas 1 and 5,
‖u‖X0,b+ (S∆T ) ≤ C ‖ΦβU‖X0,b−1+ (S∆T ) ≤ C ‖Φ‖H2ε,b(S∆T ) ‖U‖X0,b− (S∆T ) .
Interpolation gives, for 0 ≤ θ ≤ 1,
‖u‖X0,b+ (S∆T ) ≤ C(∆T )
θ(1−ε) ‖Φ‖H(1−θ)2ε+θ(1/2+ε),b(S∆T ) ‖U‖X0,b− (S∆T ) .
If 0 < r < 1/2, then taking θ = 2r − 6ε with ε small enough, we get the desired
result, since then (1−θ)2ε+θ(1/2+ε) ≤ θ/2+3ε = r, and θ(1−ε) ≥ 2r−7ε.
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