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HOCHSCHILD HOMOLOGY AND SEMIORTHOGONAL DECOMPOSITIONS
ALEXANDER KUZNETSOV
Abstract. We investigate Hochschild cohomology and homology of admissible subcategories of derived
categories of coherent sheaves on smooth projective varieties. We show that the Hochschild cohomology
of an admissible subcategory is isomorphic to the derived endomorphisms of the kernel giving the cor-
responding projection functor, and the Hochschild homology is isomorphic to derived morphisms from
this kernel to its convolution with the kernel of the Serre functor. We investigate some basic properties
of Hochschild homology and cohomology of admissible subcategories. In particular, we check that the
Hochschild homology is additive with respect to semiorthogonal decompositions and construct some long
exact sequences relating the Hochschild cohomology of a category and its semiorthogonal components.
We also compute Hochschild homology and cohomology of some interesting admissible subcategories, in
particular of the nontrivial components of derived categories of some Fano threefolds and of the nontrivial
components of the derived categories of conic bundles.
1. Introduction
Cyclic homology and cohomology of schemes was defined by Loday [L], Weibel [W] and Swan [S]. In
the case of a smooth projective variety they coincide with the Hochschild homology and cohomology and
enjoy many pleasant properties which were investigated by Markarian in [Ma1, Ma2]. By definition
HH•(X) = Hom•X×X(∆∗OX ,∆∗OX), HH•(X) = H
•(X ×X,∆∗OX ⊗∆∗OX),
where the tensor product is considered in the derived sense, and H• stands for the hypercohomology.
Also it is very easy to show that HH•(X) = Hom•X×X(∆∗OX ,∆∗ωX [dimX]).
Thus defined, Hochschild homology and cohomology provide an important connection between algebra
and geometry. On one hand, they generalize the notion of Hochschild (co)homology of algebras. On the
other hand, as it was shown in loc. cit. HH•(X) is isomorphic to the Hodge cohomology of X (with a
shifted grading) and HH•(X) is isomorphic to the cohomology of polyvector fields on X. At the same
time it is well known that any equivalence Db(X) ∼= Db(Y ) induces isomorphisms HH•(X) ∼= HH•(Y )
and HH•(X) ∼= HH•(Y ) (see [O2]). Thus the Hochschilid cohomology and homology are invariants of the
derived category of coherent sheaves (the natural categorical interpretation of the Hochschild cohomology
is just (a derived version of) the space of endomorphism of the identity functor of Db(X), while for the
Hochschild homology it is the space of self-Tor’s of the identity functor of Db(X), or alternatively, the
space of maps from the identity functor of Db(X) to its Serre functor).
On the other hand, the Hochschild homology and cohomology is defined for any differential graded cat-
egory (see e.g. [Ke2, Ke4, Ke5]) and hence for any triangulated category which admits a DG-enhancement.
It is also well known that these two definitions agree (for homology it was shown by Keller in [Ke3] and
for the cohomology it follows easily from the results of Toe¨n [T]).
The goal of the present paper is an investigation of Hochschild homology and cohomology of a certain
class of triangulated categories which is very important for the algebraic geometry — admissible subcat-
egories of derived categories of coherent sheaves. These categories arise as components of semiorthogonal
decompositions.
I was partially supported by RFFI grants 08-01-00297, 07-01-00051, and 07-01-92211, INTAS 05-1000008-8118, and the
Russian Science Support Foundation.
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The notions of an admissible subcategory and of a semiorthogonal decomposition were introduced by
Bondal and Kapranov in [BK1]. Roughly speaking, a pair of strictly full triangulated subcategories A,
B of a triangulated category T gives a semiorthogonal decomposition if Hom(B,A) = 0 and each object
T of T can be included in a distinguished triangle of the form B → T → A with A ∈ A, B ∈ B. We
write T = 〈A,B〉 to indicate such a semiorthogonal decomposition. In this case A is left admissible and
B is right admissible. There is a similar notion of a semiorthogonal decomposition with more than two
components, T = 〈A1, . . . ,An〉, see Section 2 for details.
To define the Hochschild homology and cohomology of an admissible subcategory A ⊂ Db(X) we use a
natural DG-enhancement of these categories. We choose a generator E for Db(X) and take its component
EA in A. Then it is easy to see that EA is a generator of A and A is equivalent to the category of perfect
complexes over the DG-algebra C• = RHom•(EA, EA). Thus, the Hochschild homology and cohomology
of A are defined as those of C•.
Our first result is a DG-algebra-free interpretation of Hochschild homology and cohomology in the
spirit of the Swan–Weibel definition for schemes. For this we use the results of [K4], where it is proved
that the projection functor Db(X)→ A is representable by a kernel P ∈ Db(X ×X). We show that
HH•(A) ∼= Hom•X×X(P,P ), HH•(A)
∼= H•(X ×X,P ⊗ PT) ∼= Hom•(P,P ⊗ p∗2ωX [dimX]),
where PT is the transposed projection kernel (the pullback of P under the transposition of factors map
X ×X → X ×X).
Being motivated by these formulas we define the generalized Hochschild cohomology of X with support
in T ∈ Db(X ×X) and coefficients in E ∈ Db(X ×X) as
HH•T (X,E) = Hom
•(E,E ◦ T ),
where E ◦ T is the convolution of E and T considered as kernels. In the particular case of T = ∆∗OX ,
E = P they give the Hochschild cohomology of A, and in the case T = ∆∗ωX [dimX], E = P they
give the Hochschild homology of A. We investigate some general properties of generalized Hochschild
cohomology, especially their functoriality and behavior with respect to changing the coefficients and
supports. In particular, we show that any kernel functor ΦK : D
b(X) → Db(Y ) induces a map on
generalized Hochschild cohomology if the kernel K satisfies some compatibility conditions.
Further, we go back to the Hochshild homology and cohomology of admissible subcategories. As it fol-
lows easily from the definition any equivalence A ∼= B of admissible subcategories A ⊂ Db(X), B ⊂ Db(Y )
should give an isomorphism of their Hochschild (co)homology (certainly, for this the equivalence should
be compatible with DG-enhancements). However, it is not so easy to construct an explicit isomorphism.
We use the formalism and functoriality of generalized Hochschild homology to give explicit isomorphisms.
We also address a question of the relation between the Hochschild (co)homology of a scheme X and
those of semiorthogonal components of Db(X). In case of homology, using the DG-approach it is easy to
argue that whenever Db(X) = 〈A1, . . . ,An〉, there is an isomorphism
HH•(X) ∼=
n⊕
i=1
HH•(Ai).
We show that in this case we have a direct sum decomposition in the most rigid sense — for each
admissible subcategory A ⊂ Db(X) its Hochschild homology can be identified with a canonical vector
subspace HH•(A) ⊂ HH•(X) and for a semiorthogonal decomposition the Hochschild homology of X
decomposes into the direct sum of the corresponding subspaces.
The situation with the Hochschild cohomology is much more complicated. In this case we don’t have
any additivity. Instead, we argue that if A = 〈A1,A2〉 is a 2-term semiorthogonal decomposition then
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there is a long exact sequence
· · · → HHi(A)→ HHi(A1)⊕ HH
i(A2)→ Ext
i(φ, φ)→ HHi+1(A)→ . . . ,
where φ : A1 → A2 is the gluing functor.
Finally, we compute the Hochschild homology and cohomology of some interesting admissible sub-
categories, such as 〈OX〉
⊥ ⊂ Db(X), if OX is an exceptional bundle (e.g. if X is a Fano variety),
〈E,OX 〉
⊥ ⊂ Db(X), if (E,OX ) is an exceptional pair, and (f
∗Db(Y ))⊥ ⊂ Db(X), if f : X → Y is a conic
bundle.
We conclude the paper with a short discussion of a Nonvanishing Conjecture for Hochschild homology.
The paper is organized as follows. In Section 2 we introduce the technical notions used in the paper,
such as Hochschild homology and cohomology of algebraic varieties, semiorthogonal decompositions and
mutations. In Section 3 we remind some standard results on the calculus of kernels, sketch the results
of [K4] on representability of the projection functors and investigate the relations between the projection
kernels for a semiorthogonal decomposition, which are essential for the further treatment. In Section 4
we construct a DG-enhancement for any admissible subcategory A ⊂ Db(X), define the Hochschild
homology and cohomology of A, and compute it in terms of the kernel of the corresponding projection
functor. In Section 5 we define the generalized Hochschild cohomology and investigate its properties
with respect to change of supports and coefficients. In Section 6 we investigate the action of kernel
functors on generalized Hochschild cohomology. In Section 7 we construct explicit isomorphisms between
Hochschild homology and cohomology of equivalent admissible subcategories and establish the additivity
of Hochschild homology and long exact sequences for the Hochschild cohomology of an admissible category
and of its semiorthogonal components. In Section 8 we compute the Hochschild homology and cohomology
of some interesting admissible subcategories. Finally, in Section 9 we discuss the nonvanishing conjecture
for Hochschild homology.
Acknowledgements: I thank A.Bondal, D.Kaledin, and D.Orlov for many useful discussions. I am
very grateful to N.Markarian for careful reading of the draft version of this paper and helpful comments.
2. Preliminaries
2.1. Notations. The base field k is assumed to be of zero characteristic.
Given an algebraic variety X we denote by Db(X) the bounded derived category of coherent sheaves
on X. Given a morphism f : X → Y we denote by f∗ and f
∗ the total derived pushforward and the
total derived pullback functors. The twisted pullback functor is denoted by f ! (it is right adjoint to f∗ if
f is proper). Similarly, ⊗ stands for the derived tensor product, and RHom, RHom stand for the global
and local RHom functors. For an object F ∈ Db(X) we put F∨ := RHom(F,OX ). We denote by ωX the
canonical line bundle of X.
For a functor Φ between triangulated categories we denote by Φ∗ and Φ! the left and the right adjoint
functors to Φ (when they exist).
Given an algebraic variety X we denote by ∆ : X → X ×X the diagonal embedding. We also denote
SX = ∆∗ωX [dimX], S
−1
X = ∆∗ω
−1
X [− dimX] ∈ D
b(X ×X)
For a subcategory A of a triangulated category T we denote by A⊥ and ⊥A the right and the left
orthogonal to A defined by
A⊥ = {T ∈ T | ∀A ∈ A Hom(A[i], T ) = 0}, ⊥A = {T ∈ T | ∀A ∈ A Hom(T,A[i]) = 0}.
These are triangulated subcategories of T closed under taking direct summands.
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2.2. Hochschild cohomology of algebraic varieties. Let X be a smooth projective variety. The
Hochschild cohomology and homology of X are defined by
(1) HH•(X) = Hom•X×X(∆∗OX ,∆∗OX), HH•(X) = H
•(X ×X,∆∗OX ⊗∆∗OX)
(see [S, W, L]). For our purposes another definition of Hochschild homology is more convenient.
Lemma 2.1. There is a canonical isomorphism H•(X ×X,∆∗OX ⊗∆∗OX) ∼= Hom
•
X×X(∆∗OX , SX).
Proof. We have
H•(X ×X,∆∗OX ⊗∆∗OX) ∼= Hom
•
X×X(OX×X ,∆∗OX ⊗∆∗OX)
∼= Hom•X×X((∆∗OX)
∨,∆∗OX).
On the other hand, by Grothedieck duality we have
(∆∗OX)
∨ = RHom(∆∗OX ,OX×X ) ∼= ∆∗ RHom(OX ,∆
!(OX×X)) ∼= ∆∗ω
−1
X [− dimX],
so we conclude that
HH•(X) ∼= Hom
•
X×X(∆∗(ω
−1
X [− dimX]),∆∗OX)
∼= Hom•X×X(∆∗OX , SX),
the last isomorphism is obtained by tensoring with ωX [dimX]. 
So, we will use this as a definition of Hochschild homology
(2) HH•(X) = Hom
•
X×X(∆∗OX , SX).
Remark 2.2. In addition to the canonical isomorphism of Lemma 2.1 there is also a canonical dual-
ity between the spaces H•(X × X,∆∗OX ⊗ ∆∗OX) and Hom
•
X×X(∆∗OX , SX). So, usually the space
Hom•X×X(∆∗OX , SX) is considered as the dual to the Hochschild homology of X. However, we prefer to
use the identification of Lemma 2.1 and consider it as the Hochschild homology of X itself.
2.3. Semiorthogonal decompositions and projection functors.
Definition 2.3 ([BK1, BO1, BO2]). A semiorthogonal decomposition of a triangulated category T is a
sequence of full triangulated subcategories A1, . . . ,Am in T such that Ai ⊂ A
⊥
j for i < j and for every
object T ∈ T there exists a chain of morphisms 0 = Tm → Tm−1 → · · · → T1 → T0 = T such that the
cone of the morphism Tk → Tk−1 is contained in Ak for each k = 1, 2, . . . ,m. In other words, there exists
a diagram
(3)
0 Tm // Tm−1
~~||
||
||
||
// . . . // T2 // T1






// T0






T
Am
__
. . . A2
]]
A1
]]
where all triangles are distinguished (dashed arrows have degree 1) and Ak ∈ Ak.
Thus, every object T ∈ T admits a decreasing “filtration” with factors in A1, . . . , Am respectively.
The following properties of semiorthogonal decompositions are well-known.
Lemma 2.4. If T =
〈
A1, . . . ,Am
〉
is a semiorthogonal decomposition and T ∈ T then the diagram (3)
for T is unique and functorial (for any morphism T → T ′ there exists a unique collection of morphisms
Ti → T
′
i , Ai → A
′
i combining into a morphism of diagram (3) for T into diagram (3) for T
′).
Proof. Note that T1 ∈
〈
A2, . . . ,Am
〉
by (3). It follows from the semiorthogonality property that
Hom(T1, A
′
1[k]) = 0 for all k ∈ Z. Therefore any map T0 = T → T
′ = T ′0 extends in a unique way
to a map of the triangle T1 → T0 → A1 into the triangle T
′
1 → T
′
0 → A
′
1. In particular, we obtain a map
T1 → T ′1 and proceed by induction. 
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We denote by αk : T → T the functor T 7→ Ak and by τi : T → T the functor T 7→ Ti. We call αk the
k-th projection functor and τk the k-th truncation functor of the semiorthogonal decomposition.
Definition 2.5 ([BK1, B]). A full triangulated subcategory A of a triangulated category T is called right
admissible if for the inclusion functor i : A → T there is a right adjoint i! : T → A, and left admissible if
there is a left adjoint i∗ : T → A. Subcategory A is called admissible if it is both right and left admissible.
Lemma 2.6 ([B]). If T =
〈
A,B
〉
is a semiorthogonal decomposition then A is left admissible and B
is right admissible. Conversely, if A ⊂ T is left admissible then T =
〈
A,⊥A
〉
is a semiorthogonal
decomposition, and if B ⊂ T is right admissible then T =
〈
B⊥,B
〉
is a semiorthogonal decomposition.
Lemma 2.7 ([BK1]). If Db(X) =
〈
A1, . . . ,Am
〉
is a semiorthogonal decomposition and X is smooth and
projective then all subcategories Ai ⊂ D
b(X) are admissible.
IfA ⊂ T is an admissible subcategory, the projection functor ontoA with respect to the semiorthogonal
decomposition T = 〈A⊥,A〉 (resp. T =
〈
A,⊥A
〉
) is called the right (resp. the left) projection functor
onto A.
Let X be an algebraic variety over a smooth base scheme S, f : X → S being the structure morphism.
A triangulated subcategory A ⊂ Db(X) is called S-linear if for any objects F ∈ A, G ∈ Db(S) we have
F ⊗ f∗G ∈ A. A semiorthogonal decomposition Db(X) = 〈A1, . . . ,Am〉 is S-linear if all its components
Ai are S-linear.
Lemma 2.8 ([K1]). If A is a left (resp. right) admissible S-linear subcategory in Db(X) then the
subcategory ⊥A (resp. A⊥) is also S-linear.
2.4. Mutations. Given a semiorthogonal decomposition of the derived category of a smooth projective
variety one can produce many other decompositions. Actually, there is an action of the braid group on n
strands on the set of all n-term semiorthogonal decompositions. The action is given by mutations. Here
we remind the necessary constructions.
Let T = 〈A1, . . . ,Am〉 be a semiorthogonal decomposition with all Ai being admissible (the last
condition holds automatically if T = Db(X) for X being smooth and projective). Define
Ri(A•)j =


Aj, if j 6= i− 1, i,
Ai, if j = i− 1,
⊥〈A1, . . . ,Ai−2,Ai〉 ∩ 〈Ai+1, . . . ,Am〉
⊥, if j = i,
Li(A•)j =


Aj, if j 6= i, i+ 1,
⊥〈A1, . . . ,Ai−1〉 ∩ 〈Ai,Ai+2, . . . ,Am〉
⊥, if j = i,
Ai, if j = i+ 1.
Theorem 2.9 ([BK1]). If T = 〈A1, . . . ,Am〉 is a semiorthogonal decomposition with all Ai being admis-
sible then for each i ≥ 2 there is a semiorthogonal decomposition T = 〈Ri(A•)1, . . . ,Ri(A•)m〉 and for
each i ≤ m−1 there is a semiorthogonal decomposition T = 〈Li(A•)1, . . . ,Li(A•)m〉. Moreover, the braid
group relations are satisfied: RiRi+1Ri = Ri+1RiRi+1 and LiLi−1Li = Li−1LiLi−1 for each 2 ≤ i ≤ m−1.
The operations Ri and Li are known as the right and left mutations respectively.
Actually, the components of the decomposition obtained by any mutation don’t change.
Theorem 2.10 ([BK1]). Let Ri be the right projection functor onto the subcategory
⊥Ai and Li be the
left projection functor onto A⊥i . Then Ri and Li induce equivalences
Ri : Ai−1 → Ri(A•)i, Li : Ai+1 → Li(A•)i.
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Moreover, for any object T ∈ Ai−1 there is a distinguished triangle Ri(T ) → T → αα
∗(T ), and for any
T ∈ Ai+1 there is a distinguished triangle αα
!(T ) → T → Li(T ), where α : Ai → T is the embedding
functor.
Consider the following sequence of mutations
D =
m∏
k=2
(Rm . . .Rk+1Rk) = (Rm . . .R2)(Rm . . .R3)(RmRm−1)Rm.
It is easy to see that it takes a semiorthogonal decomposition T = 〈A1, . . . ,Am〉 to the decomposition
T = 〈Bm, . . . ,B1〉, where
(4) Bi :=
⊥〈A1, . . . ,Ai−1,Ai+1, . . . ,Am〉,
and it follows from Theorem 2.10 that the functor Di = RmRm−1 . . .Ri+1 gives an equivalence Ai → Bi.
Lemma 2.11. For any T ∈ Ai we have Hom
•(Di(T ), T ) ∼= Hom
•(T, T ).
Proof. By Theorem 2.10 we have a distinguished triangle
Di(T )→ T → T
′,
where T ′ ∈ 〈Ai+1, . . . ,Am〉. We have Hom
•(T ′, T ) = 0 by semiorthogonality, hence we have an isomor-
phism Hom•(Di(T ), T ) ∼= Hom
•(T, T ). 
The semiorthogonal decomposition T = 〈Bm, . . . ,B1〉 is known as the dual for T = 〈A1, . . . ,Am〉.
Lemma 2.12 ([BK1]). We have D ◦ Li = Lm+1−i ◦D, D ◦ Ri = Rm+1−i ◦D.
It follows in particular that D2 is the central element in the braid group. Actually, it is well known
that D2 acts as the inverse of the Serre functor.
3. The calculus of kernels
3.1. Kernel functors. Most part of the material of this section is standard. Some of the statements we
remind for the convenience of the reader, some we make a little bit more precise than one can find in the
literature.
In this section whenever we consider an algebraic variety X over a base scheme S we always assume
that both X and S are smooth, and the structure map X → S is proper and flat (although the morphism
X → S doesn’t need to be smooth).
For any collection of algebraic varieties X1, . . . , Xn over the same base scheme S and any subset
I = {i1, . . . , im} ⊂ {1, . . . , n} we denote by pI the projection X1 ×S · · · ×S Xn → Xi1 ×S · · · ×S Xim .
Similarly, for any pair of indexes i < j we denote by σij the transposition of the i-th and j-th factors
X1 ×S · · · ×S Xi ×S · · · ×S Xj ×S · · · ×S Xn → X1 ×S · · · ×S Xj ×S · · · ×S Xi ×S · · · ×S Xn.
For each object K ∈ Db(X1 ×S X2) we denote by ΦK the functor defined by
ΦK(F ) = p1∗(K ⊗ p
∗
2(F )),
which is called the kernel functor with kernel K. Note that since X2 is smooth every object F ∈ D
b(X2)
is a perfect complex, so K ⊗ p∗2(F ) has bounded coherent cohomology, and since the map p1 is proper we
have ΦK(F ) ∈ D
b(X1). So, ΦK is a functor D
b(X2)→ D
b(X1).
Note that ∆∗OX is the kernel of the identity functor of D
b(X), and that
SX/S := ∆∗ωX/S [dimX/S]
is the kernel giving the Serre functor of X over S (see [BK1]).
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We always consider the kernel functors acting from right to left, i.e. from the derived category of the
second factor to that of the first. If we need a functor in the opposite direction, we use explicitly the
transposition morphism. We denote the transposed kernel by
KT = σ∗12K ∈ D
b(X2 ×S X1).
Thus we have
(5) p2∗(K ⊗ p
∗
1(F ))
∼= ΦKT(F )
Given two kernels K ∈ Db(X2 ×S X3) and L ∈ D
b(X1 ×S X2) we denote by L ◦K ∈ D
b(X1 ×S X3)
their convolution. It is defined by
L ◦K := p13∗(p
∗
12L⊗ p
∗
23K),
so that ΦL◦K ∼= ΦL ◦ ΦK .
The convolution is associative — there exists a canonical functorial (in each argument) isomorphism
aM,L,K :M ◦ (L ◦K)→ (M ◦ L) ◦K,
such that the pentahedron equality holds,
(aN,M,L ◦ idK)aN,M◦L,K(idN ◦ aM,L,K) = aN,M,L◦KaN◦M,L,K .
In some cases the convolution is easy to compute. We will need the following results
Lemma 3.1. For any E1 ∈ D
b(X1), E2 ∈ D
b(X2), K ∈ D
b(X1 ×S X2) we have
(∆X1∗E1) ◦K
∼= p∗1E1 ⊗K, K ◦ (∆X2∗E2)
∼= K ⊗ p∗2E2.
Proof. Consider the product X1 ×S X1 ×S X2. We have
p13∗(p
∗
12(∆X1∗E1) ⊗ p
∗
23K)
∼= p13∗(∆˜∗p
∗
1E1 ⊗ p
∗
23K)
∼= p13∗∆˜∗(p
∗
1E1 ⊗ ∆˜
∗p∗23K)
∼= p∗1E1 ⊗ ∆˜
∗p∗23K,
where ∆˜ : X1 ×S X2 → X1 ×S X1 ×S X2 is the product of the diagonal and the identity (the first
isomorphism is the base change, the second is the projection formula, and the third uses equalities
p13 ◦ ∆˜ = p23 ◦ ∆˜ = id). The second claim is proved analogously. 
Lemma 3.2. For any E1 ∈ D
b(X1), E2 ∈ D
b(X2), K ∈ D
b(X2 ×S X3) we have
(p∗1E1 ⊗ p
∗
2E2) ◦K
∼= p∗1E1 ⊗ p
∗
2ΦKT(E2).
Proof. Indeed,
p13∗(p
∗
12(p
∗
1E1 ⊗ p
∗
2E2)⊗ p
∗
23K)
∼= p13∗(p
∗
13(p
∗
1E1)⊗ p
∗
23(p
∗
1E2 ⊗K))
∼=
p∗1E1 ⊗ p13∗p
∗
23(p
∗
1E2 ⊗K)
∼= p∗1E1 ⊗ p
∗
2p2∗(p
∗
1E2 ⊗K)
∼= p∗1E1 ⊗ p
∗
2ΦKT(E2)
(the first isomorphism is evident, the second is the projection formula, the third is the base change, and
the last is (5)). 
It is well known that every kernel functor between smooth projective varieties has a left and a right
adjoint functors, which are kernel functors as well. Below we will need a more precise statement.
Lemma 3.3. If K ∈ Db(X1×SX2) and ΦK : D
b(X2)→ D
b(X1) is the corresponding kernel functor then
the adjoint functors of ΦK are kernel functors as well. Explicitly, Φ
∗
K
∼= ΦK∗ and Φ
!
K
∼= ΦK !, where
K∗ = RHom(KT, p∗2ωX1/S [dimX1/S]), K
! = RHom(KT, p∗1ωX2/S [dimX2/S]).
Moreover, the adjunction maps idX1 → ΦKΦ
∗
K and ΦKΦ
!
K → idX1 are induced by some natural maps
λK : ∆∗OX1 → K ◦K
∗ and ρK : K ◦K
! → ∆∗OX1 respectively.
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Proof. The formulas for the kernels of the adjoint functors are well-known (see e.g. [BO1]), so we only
have to construct the morphisms λK and ρK . Let di = dimXi/S. Consider the following base change
diagram
X1 ×S X2
∆˜ //
p1

X1 ×S X2 ×S X1
p13

X1
∆ // X1 ×S X1
where ∆˜ is the product of the diagonal on X1 with the identity on X2. Note that
∆!(K ◦K∗) = ∆!p13∗(p
∗
12K ⊗ p
∗
23 RHom(K
T, p∗2ωX1/S [d1]))
∼=
∼= p1∗∆˜
!(p∗12K ⊗ p
∗
23 RHom(K
T, p∗2ωX1/S [d1]))
∼=
∼= p1∗(∆˜
∗p∗12K ⊗ ∆˜
∗p∗23 RHom(K
T, p∗2ωX1/S [d1])⊗ p
∗
1ω
−1
X1/S
[−d1]) ∼=
∼= p1∗(K ⊗ σ
∗
12 RHom(K
T, p∗2ωX1/S [d1])⊗ p
∗
1ω
−1
X1/S
[−d1]) ∼=
∼= p1∗(K ⊗ RHom(K, p
∗
1ωX1/S [d1])⊗ p
∗
1ω
−1
X1/S
[−d1]) ∼=
∼= p1∗ RHom(K,K ⊗ p
∗
1ωX1/S [d1]⊗ p
∗
1ω
−1
X1/S
[−d1]) ∼= p1∗ RHom(K,K)
(the first isomorphism is the definition of the convolution, the second follows from the faithful base
change theorem [K1], the third is the definition of the twisted pullback). Further, the canonical map
p∗1OX1
∼= OX1×SX2 → RHom(K,K) induces a map OX1 → p1∗ RHom(K,K), and by adjunction we get
a map λK : ∆∗OX1 → K ◦K
∗. The map ρK is constructed analogously. 
We will also need a well-known relation of the Serre functor with the left and the right adjoints,
expressed in terms of kernels. By Lemma 3.1 and Lemma 3.3 we have
SX2 ◦K
∗ ∼= RHom(KT, p∗2ωX1/S [dimX1/S])⊗ p
∗
1ωX2/S [dimX2/S]
∼=
∼= RHom(KT, p∗1ωX2/S [dimX2/S]) ⊗ p
∗
2ωX1/S [dimX1/S]
∼= K ! ◦ SX1 .
Thus we have
Corollary 3.4. For any kernel K we have an isomorphism
SX2 ◦K
∗ ∼= K ! ◦ SX1
which is functorial in K.
A straightforward computation shows that we have the following result.
Lemma 3.5. Assume that K = ∆∗E ∈ D
b(X ×S X) for some E ∈ D
b(X). Then K∗ ∼= K ! ∼= ∆∗(E
∨).
We also will need the following result.
Lemma 3.6. Let K ∈ Db(X1 ×S X2). Then ΦKT(F
∨)∨ ∼= Φ∗K(F ).
Proof. Indeed,
ΦKT(F
∨)∨ = RHom(p2∗(K ⊗ p
∗
1F
∨),OX2)
∼= p2∗ RHom(K ⊗ p
∗
1F
∨, p!2OX2)
∼=
p2∗(K
∨ ⊗ p∗1ωX1/S [dimX1/S]⊗ p
∗
1F )
∼= ΦKT∨⊗p∗
1
ωX1/S [dimX1/S]
(F ) = ΦK∗(F )
and this is precisely what we need. 
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3.2. Kernels of the projection functors. We start with a reminder on some results of [K4].
Let X be an algebraic variety over a base scheme S and assume that Db(X) = 〈A1, . . . ,Am〉 is an
S-linear semiorthogonal decomposition. Let φ : T → S be a base change and denote XT = X ×S T .
Then under some technical conditions it is proved in [K4] that there is a semiorthogonal decomposition
Db(XT ) = 〈A1T , . . . ,AmT 〉 which is compatible with the initial decomposition with respect to the functors
φ∗ and φ
∗. The construction of the subcategories AiT ⊂ D
b(XT ) is rather complicated in general — first
one should consider the induced decomposition of the category of perfect complexes on X, then pull
it back to obtain a decomposition of the category of perfect complexes on XT , then extend it to a
decomposition of D−(XT ), and finally obtain a decomposition of D
b(XT ) by taking the intersection.
However, in the case when both X and T are smooth, one can write down a closed formula for AiT
AiT = 〈〈φ
∗A⊗ p∗F 〉〉A∈Ai, F∈Db(T ),
where 〈〈−〉〉 denotes the extension of a category by adding all homotopy colimits which are bounded and
coherent (note that this includes adding all direct summands).
Below we will need a special case of this result. Assume that X is smooth. Consider the square
X ×S X //

X

X // S
as a base change diagram in two ways — taking either the vertical or the horizontal arrows to be the
base change. This gives two semiorthogonal decompositions for Db(X ×S X)
Db(X ×S X) = 〈A1X , . . . ,AmX〉 = 〈XA1, . . . ,XAm〉,
where
AiX = 〈〈p
∗
1Ai ⊗ p
∗
2F 〉〉Ai∈Ai, F∈Db(X), XAi = 〈〈p
∗
1F ⊗ p
∗
2Ai〉〉Ai∈Ai, F∈Db(X).
These semiorthogonal decompositions allow to prove that the projection and the truncation functors of
a semiorthogonal decomposition can be represented by kernels.
Theorem 3.7 ([K4]). Let X be a quasiprojective variety over S and Db(X) =
〈
A1, . . . ,Am
〉
an S-linear
semiorthogonal decomposition. Let αi : D
b(X) → Db(X) and τi : D
b(X) → Db(X) be the projection and
the truncation functors of the semiorthogonal decomposition. Then for every i ∈ {1, . . . ,m} there are
objects Pi,Di ∈ D
b(X×SX), unique up to an isomorphism, such that αi ∼= ΦPi and τi
∼= ΦDi. Moreover,
the triangles of functors τi → τi−1 → αi are induced by the distinguished triangles Di → Di−1 → Pi in
Db(X ×S X).
We give a sketch of proof for completeness.
Proof. Consider the induced semiorthogonal decomposition Db(X ×S X) = 〈A1X , . . . ,AmX〉. Let
0 = Dm → Dm−1 → · · · → D1 → D0 = ∆∗OX
be the corresponding filtration of ∆∗OX . Then the kernels Di represent the truncation functors τi and
the kernels Pi = Cone(Di → Di−1) ∈ AiX represent the projection functors. The uniqueness of kernels
follows from the uniqueness of semiorthogonal components of an object with respect to a semiorthogonal
decomposition. 
The following results are essential for the rest of the paper.
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Proposition 3.8. Let Db(X) =
〈
A1, . . . ,Am
〉
be an S-linear semiorthogonal decomposition and let Pi
be the kernels of the corresponding projection functors onto Ai. Then
Pi ∈ Ai ⊠ B
∨
i := AiX ∩ XB
∨
i ⊂ D
b(X ×S X),
where Bi is the component of the dual semiorthogonal decomposition defined by (4).
Proof. According to the proof of Theorem 3.7 we have Pi ∈ AiX , so it suffices to check that Pi ∈ XB
∨
i .
For this we note that ΦPi(Aj) = αi(Aj) = 0 for i 6= j. In the other words, we have p1∗(Pi ⊗ p
∗
2(Aj)) = 0.
It follows that for any F ∈ Db(X), A ∈ Aj we have
0 = Hom(F, p1∗(Pi ⊗ p
∗
2A)) = Hom(p
∗
1F,Pi ⊗ p
∗
2A) = Hom(P
∨
i , p
∗
1F
∨ ⊗ p∗2A),
hence P∨i ∈
⊥(XAj) for all j 6= i. Therefore P
∨
i ∈ XBi by (4), so Pi ∈ XB
∨
i . 
Corollary 3.9. Let Db(X) =
〈
A1, . . . ,Am
〉
be a semiorthogonal decomposition and let Pi be the kernels
of the corresponding projection functors onto Ai. Then we have H
•(X ×X,Pi ⊗ P
T
j ) = 0 for i 6= j.
Proof. By Proposition 3.8 we have Pi ∈ Ai ⊠ B
∨
i , hence P
T
j ∈ B
∨
j ⊠ Aj, so it suffices to note that
H•(X,Ai ⊗ B
∨
j ) = Hom(Bj ,Ai) = 0 for i 6= j by the definition (4) of Bj. 
Corollary 3.10. Let Db(X) =
〈
A1, . . . ,Am
〉
be a semiorthogonal decomposition and let Pi be the kernels
of the corresponding projection functors onto Ai. Then we have Hom
•(Pi, Pj ◦ SX) = 0 for i 6= j.
Proof. By Proposition 3.8 we have Pi ∈ Ai⊠B
∨
i , hence Pj◦SX ∈ Aj⊠(B
∨
j ⊗ωX). So, for i > j the required
vanishing follows from the semiorthogonality of Ai and Aj and for i < j it follows from the semiorthogo-
nality of B∨i and B
∨
j ⊗ωX (indeed, by Serre duality we have Hom(B
∨
i ,B
∨
j ⊗ωX [dimX]) = Hom(B
∨
j ,B
∨
i )
∨ =
Hom(Bi,Bj)
∨ which is zero since Db(X) = 〈Bm, . . . ,B1〉 is a semiorthogonal decomposition). 
Corollary 3.11. Let Db(X) =
〈
A1, . . . ,Am
〉
be a semiorthogonal decomposition and let Pi be the kernels
of the corresponding projection functors. Then we have Pi ◦ P
∗
j = 0 for i < j and Pi ◦ P
!
j = 0 for i > j.
Proof. We have Pi ∈ Ai ⊠ B
∨
i by Proposition 3.8, hence P
∗
j ∈ Bj ⊠ (A
∨
j ⊗ ωX), P
!
j ∈ (Bj ⊗ ωX)⊠A
∨
j by
Lemma 3.3. So, the first vanishing follows from semiorthogonality of (Bj,Bi) and the second — from the
semiorthogonality of (Bi,Bj) and the Serre duality. 
Corollary 3.12. Let Db(X) =
〈
A1, . . . ,Ai,Ai+1, . . . ,Am
〉
be a semiorthogonal decomposition. Let
Db(X) =
〈
A1, . . . ,A
′
i+1,Ai, . . . ,Am
〉
be the semiorthogonal decomposition obtained by the left mutation
of Ai+1 through Ai. Let Pi and P
′
i be the kernels of the projection functors onto Ai with respect to these
decompositions. Then we have canonical isomorphisms Hom•(Pi, Pi) ∼= Hom
•(P ′i , Pi)
∼= Hom•(P ′i , P
′
i ).
Proof. Let A = 〈Ai,Ai+1〉 = 〈A
′
i+1,Ai〉 and let D be the component of ∆∗OX in AX . Then we have
distinguished triangles
Pi+1 → D → Pi, and P
′
i → D → P
′
i+1
Consider the composition map P ′i → D → Pi and extend it to a distinguished triangle
(6) K → P ′i → Pi.
By the octahedron axiom we also have a distinguished triangle
(7) K → Pi+1 → P
′
i+1.
Let Db(X) = 〈Bm, . . . ,Bi+1,Bi, . . . ,B1〉 and D
b(X) = 〈Bm, . . . ,B
′
i,Bi+1, . . . ,B1〉 be the dual decomposi-
tions (note that by Lemma 2.12 the second is obtained from the first by the left mutation of Bi through
Bi+1). By Proposition 3.8 we have
Pi ∈ Ai ⊠ B
∨
i , P
′
i ∈ Ai ⊠ (B
′
i)
∨, Pi+1 ∈ Ai+1 ⊠ B
∨
i+1, P
′
i+1 ∈ A
′
i+1 ⊠ B
∨
i+1.
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Triangle (6) implies that K ∈ AiX , while (7) implies that K ∈ XB
∨
i+1, which means that
K ∈ Ai ⊠ B
∨
i+1.
Since pairs (B∨i ,B
∨
i+1) and (B
∨
i+1,B
′
i
∨) are semiorthogonal, we conclude that
Hom•(K,Pi) = Hom
•(P ′i ,K) = 0.
Now applying the functor Hom(P ′i ,−) to (6) we deduce that Hom
•(P ′i , Pi)
∼= Hom•(P ′i , P
′
i ), and applying
the functor Hom(−, Pi) we deduce that Hom
•(Pi, Pi) ∼= Hom
•(P ′i , Pi). 
4. Hochschild homology and cohomology of DG-algebras
4.1. Derived categories of DG-algebras. We refer to [Ke5] for a comprehensive introduction in DG-
algebras. Below we remind the basic definitions.
Recall that a DG-algebra over a field k is a complex C• of k-modules with an associative multiplication
map C• ⊗k C
• → C• such that for the differential of C• the (graded) Leibnitz rule holds. A right
DG-module over a DG-algebra C• is a complex M• of k-modules with an associative multiplication map
M•⊗kC
• →M• such that for the differential of M• the (graded) Leibnitz rule holds. A left DG-module
is defined analogously, and a DG-bimodule over C• is a complex of k-modules with commuting structures
of a left and of a right DG-module.
The derived category D(C) of a DG-algebra C is defined as the localization of the homotopy category
of all (right) DG-modules over C with respect to the class of quasiisomorphisms. This category is
triangulated. The category Dperf(C) of perfect DG-modules over C is the minimal closed under direct
summands triangulated subcategory of D(C) containing the free DG-module C. There is a similar
notion of a DG-category (which can be thought of as a DG-algebra with several objects) and of its
derived category.
Triangulated categories equivalent to derived categories of DG-categories (such triangulated categories
are called enhanced, see [BK2], and a choice of such DG-category and of an equivalence is called an
enhancement) have many useful properties. In particular for any two objects M,N of an enhanced
triangulated category there is a complex RHom•(M,N) such that its i-th cohomology is isomorphic to
Hom(M,N [i]) and the multiplication of Hom’s lifts to a multiplication of RHom complexes. In particular,
for any object M of an enhanced triangulated category T there is a DG-algebra RHom•(M,M).
The derived category of quasicoherent sheaves on an algebraic variety is well known to be enhanced.
The standard enhancement for it is provided by the DG-category of h-injective complexes of quasicoherent
sheaves (see e.g. [KSch], Theorem 14.3.1). Starting from this enhancement one can produce many others.
The most convenient come from appropriate generators.
Recall that an object E is a generator of a triangulated category T if E⊥ = 0. An object E is compact
if the functor Hom(E ,−) commutes with arbitrary (infinite) coproducts. All compact objects in T form
a triangulated subcategory denoted by Tc. An object E is a strong generator for T (see [BV]) if there
is an integer N such that any object of T can be obtained from E by taking finite direct sums, shifts,
direct summands and no more than N cones of morphisms. It is easy to see that any strong generator of
Db(X) is a generator of the unbounded derived category of quasicoherent sheaves on X (indeed, if E is
a strong generator of Db(X) then E⊥ = (Db(X))⊥ = 0).
Theorem 4.1 ([Ke1]). Assume that T is an enhanced triangulated category and E is a compact generator
of T . Let C = RHom•(E , E). Then T ∼= D(C) and Tc ∼= D
perf(C).
Theorem 4.2 ([BV]). Let X be a smooth projective variety. Then the bounded derived category of
coherent sheaves on X has a strong generator, which is a compact generator of the unbounded derived
category of quasicoherent sheaves on X.
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The following evident argument shows that any admissible subcategory of Db(X) also has a strong
generator.
Lemma 4.3. Let E be a strong generator of a triangulated category T and A ⊂ T an admissible sub-
category. Then the component EA of E in A is a strong generator of A. In particular any admissible
subcategory A ⊂ Db(X) is strongly generated. Moreover, there is an equivalence A ∼= Dperf(C) for the
DG-algebra C• = RHom•(EA, EA).
Proof. Denote by 〈E〉k the subcategory of T consisting of objects which can be obtained from E by taking
finite direct sums, shifts, direct summands and no more than k cones of morphisms. Then it is easy to
see that for any exact functor Φ : T → T ′ we have Φ(〈E〉k) ⊂ 〈Φ(E)〉k. In particular, if α : T → A is the
projection functor then α(〈E〉k) ⊂ 〈EA〉k. Now if E is a strong generator for T then 〈E〉N = T for some
N ∈ Z, hence α(T ) ⊂ 〈EA〉N , but A = α(A) ⊂ α(T ), hence EA is a strong generator for A.
By Theorem 4.2 for any smooth projective variety X the category Db(X) has a strong generator.
Hence any admissible subcategory A ⊂ Db(X) is strongly generated. Therefore, by [Ke1] there is an
equivalence A ∼= Dperf(C). 
4.2. Hochschild cohomology and homology. Each DG-algebra C• has a canonical structure of a
DG-bimodule over itself. This is used to define the Hochschild cohomology and homology:
HH•(C) = RHomC⊗Copp(C,C), HH•(C) = C
L
⊗C⊗Copp C.
The Hochschild homology and cohomology of DG algebras is known to be invariant under derived Morita
equivalence (see e.g. [Ke5]). This allows to define the Hochschild cohomology and homology of an admis-
sible subcategory of Db(X) as those of the DG-algebra of endomorphisms of its appropriate generator.
Definition 4.4. Let A ⊂ Db(X) be an admissible subcategory of Db(X) for a smooth projective variety
X. Let EA be a strong generator of A and CA = RHom
•(EA, EA). Then we define
HH•(A) := HH•(CA), HH•(A) := HH•(CA).
It turns out, however, that for the computation and investigation of the Hochschild cohomology and
homology of an admissible subcategory one can forget everything about DG-algebras and to remain
within the realm of algebraic geometry.
Theorem 4.5. Let Db(X) = 〈A1, . . . ,Am〉 be a semiorthogonal decomposition. Let Pi ∈ D
b(X ×X) be
the kernels of the corresponding projection functors onto Ai. Then
HH•(Ai) ∼= Hom
•(Pi, Pi), HH•(Ai) = H
•(X ×X,Pi ⊗ P
T
i ).
Proof. Let E ∈ Db(X) be a strong generator and Ei the component of E in Ai. Then Ei is a strong
generator for Ai. Moreover, Fi = Di(Ei)
∨ is a strong generator for B∨i , where Bi is the component of the
dual semiorthogonal decomposition and Di : Ai → Bi is the equivalence given by the iterated mutation
functor, see Section 2.4 for details.
Let
C = RHom(Ei, Ei) ∼= RHom(Di(Ei),Di(Ei)) ∼= RHom(Fi,Fi)
opp.
Note that the functors
ǫi : D
perf(C)→ Db(X), M 7→M ⊗C Ei, φi : D
perf(Copp)→ Db(X), N 7→ N ⊗Copp Fi,
are fully faithful with Ai and B
∨
i being the essential images (see e.g. [BV]). It follows that the functor
µi : D
perf(C ⊗ Copp)→ Db(X ×X), M 7→M ⊗C⊗Copp (Ei ⊠ Fi)
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is fully faithful as well. Note that µi takes the diagonal bimodule C to
C ⊗C⊗Copp (Ei ⊠Fi) ∼= Ei ⊗C Fi
which is precisely the kernel Pi of the projection functor onto Ai. We conclude that
HH•(Ai) ∼= Hom
•
C⊗Copp(C,C)
∼= Hom•(Pi, Pi),
which is the first claim of the Theorem.
Further, note that for any M ∈ Dperf(C), N ∈ Dperf(Copp) we have
M ⊗C N ∼= H
•(X,M ⊗C Ei ⊗Fi ⊗C N).
Indeed, in case M = N = C the right-hand-side gives
H•(X, Ei ⊗Fi) ∼= H
•(X, Ei ⊗Di(Ei)
∨) ∼= RHom•(Di(Ei), Ei) ∼= RHom
•(Ei, Ei) = C
(the third isomorphism is given by Lemma 2.11) and for general M,N the formula follows by devissage.
Similarly, for any K1,K2 ∈ D
perf(C ⊗Copp) we have
K1 ⊗C⊗Copp K2 ∼= H
•(X ×X,µi(K1)⊗ µi(K2)
T).
Indeed, for K1 = K2 = C ⊗ C we have µi(C ⊗ C) = Ei ⊠ Fi, so the right-hand-side is isomorphic to
H•(X ×X, (Ei ⊠ Fi)⊗ (Ei ⊠ Fi)
T) = H•(X ×X, (Ei ⊗Fi)⊠ (Ei ⊠ Fi)) =
= H•(X, Ei ⊗Fi)⊗H
•(X, Ei ⊠Fi) = C ⊗ C
which coincides with the left-hand-side. For general K1,K2 we conclude by devissage.
Finally, applying the above formula for K1 = K2 = C we obtain an isomorphism
HH•(Ai) ∼= C ⊗C⊗Copp C ∼= H
•(X ×X,µi(C)⊗ µi(C)
T) ∼= H•(X ×X,Pi ⊗ P
T
i ),
which is the second claim of the Theorem. 
Actually, the formula for the Hochschild homology given by the above Theorem is not very convenient.
We will need the following its reinterpretation.
Proposition 4.6. Let Db(X) = 〈A1, . . . ,Am〉 be a semiorthogonal decomposition. Let Pi ∈ D
b(X ×X)
be the kernels of the corresponding projection functors onto Ai. Then HH•(Ai) ∼= Hom(Pi, Pi ◦ SX).
Proof. By the above Theorem we have HH•(A) ∼= H
•(X × X,Pi ⊗ P
T
i ). Consider the isomorphism
H•(X × X,∆∗OX ⊗ ∆∗OX) ∼= Hom(S
−1
X ,∆∗OX) of Lemma 2.1. The filtration on ∆∗OX induced by
the semiorthogonal decomposition induces filtrations on both sides of this isomorphisms. Since the
isomorphism is functorial we conclude that it gives isomorphisms on the factors of this filtrations, i.e.
isomorphisms
H•(X ×X,∆∗OX ⊗ Pi) ∼= Hom(S
−1
X , Pi).
Now consider the filtration on ∆∗OX with the factors Pj . It gives a filtration on Hom(S
−1
X , Pi)
∼=
Hom(∆∗OX , Pi ◦ SX) with factors Hom(Pj , Pi ◦ SX). By Corollary 3.10 all factors with i 6= j vanish.
Similarly, transposing the filtration we obtain a filtration on ∆∗OX ∼= (∆∗OX)
T which gives a filtration
on the left-hand-side with factors H•(X ×X,Pi ⊗ P
T
j ). By Corollary 3.9 all factors with i 6= j vanish.
So we conclude that H•(X ×X,Pi ⊗ P
T
i )
∼= Hom(Pi, Pi ◦ SX). 
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5. Generalized Hochschild cohomology
Combining the results of Theorem 4.5 and Proposition 4.6 we see that both the Hochschild cohomology
and homology of an admissible subcategory can be written as Hom(P,P ◦ T ), where P is the kernel of
the projection functor to A and T = ∆∗OX for cohomology or T = SX for homology. So, it is reasonable
to consider the graded vector spaces Hom(E,E ◦T ) for arbitrary E,T ∈ Db(X×X) and investigate their
behavior with respect to E and T .
Definition 5.1. The Hochschild cohomology of X with support in T and coefficients in E is defined as
HH•T (X,E) = Hom
•(E,E ◦ T )
for any kernels E,T ∈ Db(X ×X).
In case of T = ∆∗OX we write HH
•(X,E) = HH•∆∗OX (X,E) and call it the Hochschild cohomology of
X with coefficients in E. Similarly, in case of T = SX we write HH•(X,E) = HH
•
SX
(X,E) and call it the
Hochschild homology of X with coefficients in E.
Fix a support T ∈ Db(X ×X) with respect to which the Hochschild cohomology will be considered.
Let K,E ∈ Db(X ×X). Consider an element h ∈ HH•T (X,E) = Hom(E,E ◦ T ). Taking the convolution
with K we obtain a map K ◦ E
aK,E,T (idK◦h)
−−−−−−−−−−→ K ◦E ◦ T . This defines a graded map
γK : HH
•
T (X,E) → HH
•
T (X,K ◦E).
In particular, for E = ∆∗OX we obtain a map γK : HH
•
T (X)→ HH
•
T (X,K).
Lemma 5.2. We have γK ◦ γK ′ = γK◦K ′.
Proof. Follows from the functoriality of the associativity isomorphism and the pentahedron equation. 
Lemma 5.3. For any morphism of kernels φ : K → L and any generalized Hochschild cohomology class
h ∈ HH•T (X) the following diagram commutes
K
φ
//
γK(h)

L
γL(h)

K ◦ T
φ◦idT // L ◦ T
Proof. Indeed, by definition γK(h) = idK ◦ h, γL(h) = idL ◦ h, so it remains to note that
(φ ◦ idT )(1 ◦ h) = φ ◦ h = (1 ◦ h)(φ ◦ id∆∗OX )
and that φ ◦ id∆∗OX = φ. 
The generalized Hochschild cohomology HH•T is exact with respect to T .
Lemma 5.4. If T1 → T2 → T3 is a distinguished triangle then there is a distinguished triangle of
generalized Hochschild cohomology
HH•T1(X,K)→ HH
•
T2(X,K)→ HH
•
T3(X,K).
Proof. Evident. 
Sometimes, the generalized Hochschild cohomology HH•T (X,K) is also linear with respect to K, but
for this some additional conditions are required.
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Proposition 5.5. Let K1
φ1
−→ K
φ2
−→ K2 be an exact triangle and assume that
(8) Hom•(K1,K2 ◦ T ) = 0.
Then there is a map π : HH•T (X,K) → HH
•
T (X,K1) ⊕ HH
•
T (X,K2) such that the following diagram
commutes
(9)
HH•T (X)
∆ //
γK

HH•T (X)⊕ HH
•
T (X)
γK1⊕γK2

HH•T (X,K)
pi // HH•T (X,K1)⊕ HH
•
T (X,K2)
Moreover, if additionally we have
(10) Hom•(K2,K1 ◦ T ) = 0
then the map π : HH•T (X,K) → HH
•
T (X,K1) ⊕ HH
•
T (X,K2) is an isomorphism. In particular, for any
h ∈ HH•T (X) we have γK(h) = 0 if and only if γK1(h) = γK2(h) = 0.
Proof. We have the following distinguished triangles in Db(X ×X)
(11)
K1
φ1 // K
φ2 // K2,
K1 ◦ T
φ1◦idT // K ◦ T
φ2◦idT // K2 ◦ T.
Consider the following commutative squares
(12)
Hom(K2,K ◦ T )
φ∗
2 //
φ2∗

Hom(K,K ◦ T )
φ2∗

Hom(K2,K2 ◦ T )
φ∗
2 // Hom(K,K2 ◦ T )
Hom(K,K1 ◦ T )
φ1∗ //
φ∗
1

Hom(K,K ◦ T )
φ∗
1

Hom(K1,K1 ◦ T )
φ1∗ // Hom(K1,K ◦ T )
It follows immediately from (8) that the bottom arrows in these squares are isomorphisms. Therefore,
the composition of the right arrows in these squares with the inverses of the bottom arrows give maps
πφ2 : HH
•
T (X,K)→ HH
•
T (X,K2) and πφ1 : HH
•
T (X,K)→ HH
•
T (X,K1). Moreover, it follows immediately
from Lemma 5.3 that for any h ∈ HH•T (X) we have φ
∗
2(γK2(h)) = φ2∗(γK(h)), so γK2(h) = πφ2(γK(h)).
Analogously, γK1(h) = πφ1(γK(h)), so diagram (9) commutes.
Further, if (10) is also true then the left arrows in squares (12) are also isomorphisms. Therefore,
the composition of their inverses with the top arrows give morphisms ιφ2 : HH
•
T (X,K2) → HH
•
T (X,K)
and ιφ1 : HH
•
T (X,K1) → HH
•
T (X,K). Moreover, commutativity of squares (12) implies that we have
equalities πφ2 ◦ ιφ2 = idHH•T (X,K2), πφ1 ◦ ιφ1 = idHH•T (X,K1). In particular, ιφ1 and ιφ2 are embeddings while
πφ1 and πφ2 are surjections.
Let us show that the map (πφ1 , πφ2) : HH
•
T (X,K) → HH
•
T (X,K1) ⊕ HH
•
T (X,K2) is an isomorphism
if (10) is satisfied. Indeed, applying the functor Hom(−,K ◦ T [k]) to the upper line of the diagram (11)
and recalling the definition of ιφ2 and πφ1 we see that there is a distinguished triangle
HH•T (X,K2)
ιφ2 //HH•T (X,K)
piφ1 //HH•T (X,K1)
But since πφ2ιφ2 = id, as we already proved, this triangle splits and (πφ1 , πφ2) give an isomorphism. 
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6. Functoriality of generalized Hochschild cohomology
In this Section we construct action of functors on generalized Hochschild cohomology.
Definition 6.1. Assume given support kernels TX ∈ D
b(X ×X), TY ∈ D
b(Y × Y ). We will say that a
kernel K ∈ Db(X × Y ) is S-intertwining between TX and TY of degree d if there is given an isomorphism
(T !Y ◦ SY ) ◦K
∼= K ◦ (T !X ◦ SX)[d].
Lemma 6.2. Any kernel K ∈ Db(X × Y ) is S-intertwining of degree 0 between TX = SX and TY = SY .
Proof. Indeed, S!X = S
−1
X by Lemma 3.5, so S
!
X ◦ SX
∼= ∆∗OX by Lemma 3.1. 
Alternatively, this can be deduced from Corollary 3.4 using the following
Lemma 6.3. A kernel K ∈ Db(X × Y ) is S-intertwining between TX and TY of degree d if and only if
there is an isomorphism
(13) TX ◦K
∗ ∼= K ! ◦ TY [d].
Proof. Note that K ! ∼= SX ◦K
∗ ◦ S−1Y . Therefore (13) is equivalent to TX ◦K
∗ ∼= SX ◦K
∗ ◦ S−1Y ◦ TY [d].
Taking the left convolution with S−1X and considering the right adjoints, we see that this is equivalent to
the definition of being S-intertwining. 
Corollary 6.4. If a kernel K ∈ Db(X × Y ) gives an equivalence of Db(X) and Db(Y ) then K is S-
intertwining between TX = ∆∗OX and TY = ∆∗OY .
Proof. Indeed, if K gives an equivalence then ∆∗OX ◦K
∗ ∼= K∗ ∼= K ! ∼= K ! ◦∆∗OY . 
Lemma 6.5. Let X, Y be smooth projective varieties and TX ∈ D
b(X ×X), TY ∈ D
b(Y × Y ) support
kernels. If ΦK : D
b(X)→ Db(Y ) is a functor given by an S-intertwining between TX and TY of degree d
kernel K ∈ Db(X × Y ) then there exists a map φK : HH
•
TX
(X,∆∗OX) → HH
•
TY
(Y,∆∗OY ) of degree d
such that φK◦L = φK ◦ φL.
Proof. For any h ∈ HH•TX (X,∆∗OX) = Hom(∆∗OX , TX) consider the composition
∆∗OY
λK−−−→ K ◦K∗ ∼= K ◦∆∗OX ◦K
∗ h−−→ K ◦ TX ◦K
∗ ∼= K ◦K ! ◦ TY [d]
ρK−−−→ TY [d],
where the maps λK and ρK are defined in Lemma 3.3. The composition can be considered as an element of
HH•TY (Y,∆∗OY ) which we denote by φK(h). This way a map φK : HH
•
TX
(X,∆∗OX)→ HH
•
TY
(Y,∆∗OY )
is defined. The required functoriality can be checked straightforwardly. 
In particular, we see that any kernel K gives a map on Hochschild homology and any equivalence gives
a map on Hochschild cohomology. We would also need a condition ensuring that a kernel K gives a map
on generalized Hochschild cohomology.
Definition 6.6. Assume given coefficients EX ∈ D
b(X×X), EY ∈ D
b(Y ×Y ) for Hochschild cohomology.
We will say that a kernel K ∈ Db(X × Y ) is intertwining between EX and EY of degree d if there is given
an isomorphism
EY ◦K ∼= K ◦ EX [d].
Lemma 6.7. Let X, Y be smooth projective varieties, and ΦK : D
b(X) → Db(Y ) a functor given by a
kernel K ∈ Db(X×Y ) which is S-intertwining between TX and TY of degree dT and intertwining between
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EX and EY of degree dE. Then there exists a map φK : HH
•
TX
(X,EX ) → HH
•+dT+dE
TY
(Y,EY ) such that
the diagram
HH•TX (X)
φK //
γEX

HH•TY (Y )
γEY

HH•TX (X,EX)
φK // HH•TY (Y,EY )
is commutative. Moreover, if L ∈ Db(Z × Y ) S-intertwines between TY and TZ and intertwines between
EY and EZ then φK◦L = φK ◦ φL.
Proof. For any h ∈ HH•TX (X,EX ) = Hom(EX , EX ◦ TX) consider the composition
EY
λK−−−→ EY ◦K ◦K
∗ ∼= K ◦ EX ◦K
∗[dE ]
h
−−→
K ◦EX ◦ TX ◦K
∗[dE ] ∼= EY ◦K ◦K
! ◦ TY [dE + dT ]
ρK−−−→ EY ◦ TY [dE + dT ].
The composition can be considered as an element of HH•TY (Y,EY ) which we denote by φK(h). This
way a map φK : HH
•
TX
(X,EX ) → HH
•
TY
(Y,EY ) is defined. The required functoriality can be checked
straightforwardly.
Commutativity of φK with γ follows from the commutativity of the following diagram
EY
λK // EY ◦K◦K
∗ h //
κ
((QQ
QQ
QQ
QQ
QQ
QQ
Q
EY ◦K◦TX ◦K
∗ τ //
κ
))RR
RR
RR
RR
RR
RR
RR
R
EY ◦K◦K
!◦TY
ρK //
RR
RR
RR
RR
RR
RR
R
RR
RR
RR
RR
RR
RR
R
EY ◦TY
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
EY
λK // EY ◦K◦K
∗ κ // K◦EX ◦K
∗ h // K◦EX ◦TX ◦K
∗ κ
−1◦τ // EY ◦K◦K
!◦TY
ρK // EY ◦TY
where κ : EY ◦K → K ◦EX and τ : TX ◦K
∗ → K ! ◦TY stand for the intertwining isomorphisms. Indeed,
in the above diagram the top line gives γEY (φK(h)) while the bottom line gives φK(γEX (h)). 
7. Hochschild homology and cohomology of an admissible subcategory
Given an admissible subcategory A ⊂ Db(X) we consider any semiorthogonal decomposition of Db(X)
containing A as a component and consider the kernel P ∈ Db(X × X) of the corresponding projection
functor onto A ⊂ Db(X). Recall that in Section 4 we identified the Hochschild homology and cohomology
of A with the vector spaces Hom•(P,P ) and Hom•(P,P ◦SX). It follows that whenever we have another
admissible subcategory B ⊂ Db(Y ) with the kernel of the projection functor Q ∈ Db(Y, Y ), if B is
equivalent to A and the equivalence has a DG-enhancement, then we have isomorphisms
Hom•(P,P ) ∼= Hom•(Q,Q), Hom•(P,P ◦ SX) ∼= Hom
•(Q,Q ◦ SY ).
The goal of this Section is to make these isomorphisms explicit.
7.1. Hochschild cohomology. Note that a priori the spaces Hom•(P,P ) and Hom•(P,P ◦SX) depend
also on the choice of the projection functor P , that is on the choice of a semiorthogonal decomposition
of Db(X) containing A as a component. We start with analyzing this dependence. Note that the kernel
P does not depend on a subdivision of components distinct from A, so we may assume that the first
decomposition is Db(X) = 〈A′,A,A′′〉 for some A′,A′′ ⊂ Db(X). On the other hand, consider the
decomposition Db(X) = 〈A⊥,A〉. Let P and P ′ be the kernels of the corresponding projection functors
onto A.
Proposition 7.1. There is a morphism P ′ → P such that the induced maps Hom•(P ′, P ′)→ Hom•(P ′, P )
and Hom•(P,P )→ Hom•(P ′, P ) are isomorphisms.
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Proof. The left mutation of A′′ through A takes the first decomposition to Db(X) = 〈A′,L2(A
′′),A〉
which is clearly a subdivision of the second decomposition. Now the Proposition easily follows from
Corollary 3.12. 
Now we are ready to construct an explicit isomorphism in general case for the Hochschild cohomology.
Let ξ : A → B be an equivalence and consider the functor Φ : Db(X)→ Db(Y ),
Φ = β ◦ ξ ◦ α∗,
where α : A → Db(X) and β : B → Db(Y ) are the embedding functors. Note that this is a right splitting
functor (see [K2]). In particular, ΦΦ! ∼= ββ! is the right projection onto B, while Φ!Φ ∼= αα∗ is the left
projection onto A. The main technical assumption we need is the geometricity of Φ. Namely, we assume
that Φ is isomorphic to a kernel functor ΦE given by an appropriate kernel E ∈ D
b(Y ×X). Note that
this condition is more or less equivalent to an existence of a DG-enhancement for Φ.
Theorem 7.2. Let P be the kernel of the left projection functor onto A and Q be the kernel of the
right projection functor onto B. If a right splitting functor ΦE : D
b(X)→ Db(Y ) gives an equivalence of
subcategories A ⊂ Db(X) and B ⊂ Db(Y ) then we have isomorphisms
Hom•(P,P ) ∼= Hom•(E , E) ∼= Hom•(E !, E !) ∼= Hom•(Q,Q),
where E ! is the kernel of the right adjoint functor.
Proof. Consider the functor Φ˜ : Db(X ×X)→ Db(Y ×X) given by the kernel
E˜ = p∗24(∆∗OX)⊗ p
∗
13E ∈ D
b(Y ×X ×X ×X).
A simple computation shows that Φ˜ takes ∆∗OX ∈ D
b(X×X) to E ∈ Db(Y ×X). Further, by Theorem 6.4
of [K4] Φ˜ is fully faithful on the subcategory AX of D
b(X × X), vanishes on ⊥AX , and induces an
equivalence of AX with BX ⊂ D
b(Y ×X). It follows that
Φ˜(P ) = Φ˜(∆∗OX) = E ,
hence
Hom•(P,P ) ∼= Hom•(E , E).
Similarly, the functor Φ˜! : Db(Y × Y )→ Db(X × Y ) given by the kernel
E˜ ! = p∗24(∆∗OX)⊗ p
∗
13E
! ∈ Db(X × Y × Y × Y ).
takes ∆∗OY ∈ D
b(Y ×Y ) to E ! ∈ Db(X×Y ). By Theorem 6.4 of [K4] this functor is fully faithful on the
subcategory BY of D
b(Y ×Y ), vanishes on B⊥Y , and induces an equivalence of BY with AY ⊂ D
b(X ×Y ).
It follows that
Φ˜!(Q) = Φ˜(∆∗OY ) = E
!,
hence
Hom•(Q,Q) ∼= Hom•(E !, E !).
So, it remains to note that the functor K 7→ K ! is an antiequivalence of Db(Y × X) with Db(X × Y ),
hence induces a canonical isomorphism Hom•(E !, E !) ∼= Hom•(E , E). 
A combination of Proposition 7.1 with Theorem 7.2 allows to construct the desired isomorphism.
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7.2. Hochschild homology. Now we consider to the case of Hochschild homology. In this case it turns
out that we don’t need to investigate the dependance on the choice of a semiorthogonal decomposition
since one can identify Hom(P,P ◦ SX) with a certain subspace of HH•(X) depending only on A. This
easily follows from the following result.
Recall the maps φP : HH•(X)→ HH•(X) and γP : HH•(X)→ HH•(X,P ) defined in Sections 6 and 5
respectively.
Theorem 7.3. Let Db(X) =
〈
A1, . . . ,An) be a semiorthogonal decomposition and let Pi be the kernels
of the corresponding projection functors onto Ai. Then
(i) the map
HH•(X)
(γP1 ,...,γPn)−−−−−−−−−−−→ HH•(X,P1)⊕ · · · ⊕ HH•(X,Pn)
is an isomorphism;
(ii) the maps φPi : HH•(X)→ HH•(X) are idempotents summing up to identity, that is
φPi ◦ φPj = δijφPj ,
∑
φPi = id;
(iii) ImφPi =
⋂
j 6=i Ker γPj .
Proof. (i) Let Di be the truncation functors of the semiorthogonal decomposition. It is clear that Di is
the projection functor onto the subcategory
〈
Ai+1, . . . ,An
〉
⊂ Db(X) and we have distinguished triangles
Di → Di−1 → Ki. Thus the conditions (8) and (10) of Proposition 5.5 are satisfied, hence the maps
γDi , γDi−1 , γKi induce a decomposition HH•(X,Di−1) = HH•(X,Di)⊕ HH•(X,Ki). Iterating we obtain
a decomposition HH•(X,D0) = ⊕HH•(X,Ki) induced by γKi . Since D0 = ∆∗OX this is what we need.
(ii) The semiorthogonal decomposition Db(X ×X) =
〈
A1X , . . . ,AnX
〉
gives a filtration
0 = Dn → Dn−1 → · · · → D1 → D0 = ∆∗OX
the factors of which are Pi. It induces two filtrations on (∆∗OX)
∗ ∼= (∆∗OX)
! ∼= ∆∗OX ,
∆∗OX = D
∗
0 → D
∗
1 → · · · → D
∗
n−1 → D
∗
n = 0, and ∆∗OX = D
!
0 → D
!
1 → · · · → D
!
n−1 → D
!
n = 0,
with factors being P ∗i and P
!
i respectively. It follows that the convolutions (∆∗OX) ◦ (∆∗OX)
∗ ∼= ∆∗OX
and (∆∗OX) ◦SX ◦ (∆∗OX)
∗ ∼= (∆∗OX) ◦ (∆∗OX)
! ◦SX ∼= SX have bifiltrations with factors Pi ◦P
∗
j and
Pi ◦SX ◦P
∗
j
∼= Pi ◦P
!
j ◦SX respectively. Note that Pi ∈ AiX , while P
∗
j ∈ X(A
∨
j ⊗ωX) by Lemma 3.3 and
the same is true for P !j ◦ SX by Lemma 3.3 and Lemma 3.1. Hence
Pi ◦ P
∗
j , Pi ◦ SX ◦ P
∗
j , Pi ◦ P
!
j ◦ SX ∈ Ai ⊠ (A
∨
j ⊗ ωX).
Therefore the above bifiltrations are the bifiltrations corresponding to the semiorthogonal decomposition
Db(X ×X) =
〈
Ai ⊠ (A
∨
j ⊗ ωX)
〉n
i,j=1
.
By the functoriality of the filtration of a semiorthogonal decomposition we deduce that every Hochschild
homology class h : ∆∗OX → SX is compatible with these filtrations, and induces on the factors maps
Pi ◦ P
∗
j
∼= Pi ◦∆∗OX ◦ P
∗
j
idPi◦h◦idP∗j
−−−−−−−−−−−→ Pi ◦ SX ◦ P
∗
j
∼= Pi ◦ P
!
j ◦ SX .
By Corollary 3.11 we have Pi ◦ P
∗
j = 0 for i < j and Pi ◦ P
!
j = 0 for i > j. Therefore the only nontrivial
maps on the factors of the filtrations are that for i = j, so the whole map h : ∆∗OX → SX factors as
∆∗OX
⊕λPi−−−−→
⊕
Pi ◦ P
∗
i
idPi◦h◦idP∗j
−−−−−−−−−−−→
⊕
Pi ◦ SX ◦ P
∗
i
∼=
⊕
Pi ◦ P
!
i ◦ SX
⊕ρPi−−−−→ SX
which is nothing but the sum of φPi(h). This shows that
∑
φPi(h) = h, so
∑
φPi = id. The fact that
φPi are orthogonal idemptents follows immediately from Lemma 6.5 since Pi ◦ Pj = 0 for i 6= j and
Pi ◦ Pi ∼= Pi.
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(iii) The same argument shows that γPj ◦φPi = 0 for j 6= i. Indeed, γPj is defined as the left convolution
with Pj . But φPi(h) factors through Pi ◦ P
∗
i and Pj ◦ Pi ◦ P
∗
i = 0, so γPj ◦ φPi factors through 0. So,
it follows that ImφPi ⊂
⋂
j 6=i Ker γPj , and it remains to check that this is indeed an equality. But this
immediately follows from
n⊕
i=1
ImφPi = HH•(X) =
n⊕
i=1
⋂
j 6=i
Ker γPj ,
the first equality follows from
∑
φPi = id, and the second follows from (i). 
The claim of the Theorem can be made more precise because of the following
Lemma 7.4. Take any semiorthogonal decomposition of Db(X) containing A as a component and let
P ∈ Db(X ×X) be the kernel of the corresponding projection functor. Then the image of the projector
φP : HH•(X)→ HH•(X) does not depend on the choice of the semiorthogonal decomposition and the map
γP : HH•(X)→ HH•(X,P ) identifies it with Hom(P,P ◦ SX).
Proof. Let us show that ImφP =
〈
ImφE
〉
E∈AX
, the right-hand-side is the linear span in HH•(X) of
images of all maps φE for all kernels E ∈ AX ⊂ D
b(X ×X). Since this depends only on A, the first part
would follow.
So, to check this we include A into a semiorthogonal decomposition, say Db(X) =
〈
A,⊥A
〉
and let P
and L be the kernels of the corresponding projection functors onto A and ⊥A respectively. Note that for
any E ∈ AX we have L ◦ E = 0, hence γL ◦ φE = 0. So, ImφE ⊂ Ker γL = ImφP , the last equality by
Theorem 7.3 (iii). This shows that the right-hand side is contained in the left-hand-side. On the other
hand, it is clear that P ∈ AX , hence the left-hand-side is contained in the right-hand-side.
The second part follows immediately from Theorem 7.3 (i). Indeed, the map
γP ⊕ γL : HH•(X)→ HH•(X,P )⊕ HH•(X,L)
is an isomorphism. Hence γP gives an isomorphism of Ker γL onto HH•(X,P ). But Ker γL = ImφP
by Theorem 7.3 (iii). 
From now on we identify the Hochschild homology HH•(A) of an admissible subcategory A ⊂ D
b(X)
with the subspace ImφP of HH•(X). We want to summarize the properties of these subspaces.
Corollary 7.5. For any semiorthogonal decomposition Db(X) =
〈
A1, . . . ,An
〉
there is a direct sum
decomposition HH•(X) = HH•(A1) ⊕ · · · ⊕ HH•(An). Moreover, for the kernel Pi of the projection onto
Ai we have
(1) γPi(HH•(Aj)) = 0 for i 6= j;
(2) γPi : HH•(Ai)→ HH•(X,Pi) is an isomorphism;
(3) φPi is a projector onto HH•(Ai) along ⊕j 6=iHH•(Aj).
Now we can construct explicit isomorphisms for Hochschild homology.
Theorem 7.6. If a right splitting functor ΦE : D
b(X) → Db(Y ) gives an equivalence of subcategories
A ⊂ Db(X) and B ⊂ Db(Y ) then the map φE : HH•(X) ∼= HH•(Y ) induces an isomorphism of Hochschild
homologies HH•(A) ⊂ HH•(X) and HH•(B) ⊂ HH•(Y ).
Proof. Recall that by Lemma 3.3 there is a kernel E ! ∈ Db(X × Y ) which gives a right adjoint functor
to ΦE . Since ΦE is a splitting functor, the compositions ΦE ! ◦ΦE and ΦE ◦ΦE ! are the projections functors
onto subcategories A ⊂ Db(X) and B ⊂ Db(Y ) respectively, so by Theorem 3.7 we have
PA := ΦE ! ◦ΦE and PB := ΦE ◦ ΦE !
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are the kernels giving these projection functors. By Lemma 6.5 the functors ΦE and ΦE ! induce maps
φE : HH•(X) → HH•(Y ) and φE ! : HH•(Y ) → HH•(X). Moreover, φE ! ◦ φE = φE !◦E = φPA , φE ◦ φE ! =
φE◦E ! = φPB , which by Corollary 7.5 are the projectors onto HH•(A) ⊂ HH•(X) and HH•(B) ⊂ HH•(Y )
respectively. Hence φE and φE ! induce isomorphisms of HH•(A) and HH•(B). 
7.3. Exact sequences for Hochschild cohomology. We close this section by a discussion of the rela-
tion of the Hochschild cohomology of the components of a semiorthogonal decomposition of a triangulated
category to the its Hochschild cohomology.
Theorem 7.7. Let A ⊂ Db(X) be an admissible subcategory and A = 〈A1,A2〉 a semiorthogonal decom-
position. Let P,P1, P2 ∈ D
b(X ×X) be the kernels of the projection functors onto A,A1,A2. Then there
is an exact sequence
(14) · · · → HHt(A)→ HHt(A1)⊕ HH
t(A2)→ Hom
t+1(P1, P2)→ HH
t+1(A)→ . . . .
Moreover, let P ′2 be the kernel of the left projection onto A2 in A. Then there is an exact sequence
(15) · · · → HHt(A)→ HHt(A1)→ Hom
t+1(P ′2, P2)→ HH
t+1(A)→ . . . .
Proof. We extend the semiorthogonal decomposition of A to a decomposition of Db(X) as
Db(X) = 〈A⊥,A1,A2〉.
Then we have a distinguished triangle
P2 → P → P1 → P2[1].
Since Hom•(P1, P2) = 0 (see the proof of Corollary 3.12), we obtain two exact sequences
· · · → Homt(P,P )→ Homt(P1, P1)→ Hom
t+1(P,P2)→ Hom
t+1(P,P )→ . . .
and
· · · → Homt(P,P )→ Homt(P1, P1)⊕ Hom
t(P2, P2)→ Hom
t+1(P1, P2)→ Hom
t+1(P,P )→ . . . .
Recalling the definition of the Hochschild cohomology of an admissible subcategory, we see that the
second sequence gives (14).
Further, by definition of P ′2 we have a distinguished triangle
P3 → P → P
′
2
where P3 is the projection onto
⊥A2. In particular, P3 ∈ (
⊥A2)X , hence Hom
•(P3, P2) = 0. Therefore
Hom•(P,P2) ∼= Hom
•(P ′2, P2), so the first sequence gives (15). 
Remark 7.8. Let αi : Ai → A be the embedding functors. Recall the functor
φ = α∗2 ◦ α1 : A1 → A2,
known as the gluing functor of the semiorthogonal decomposition. One can show that
Hom•+1(P1, P2) ∼= Hom
•(φ, φ),
so the third term of (14) can be thought of as endomorphisms of the gluing functor.
Remark 7.9. It would be interesting to give an interpretation of the term Hom•(P ′2, P2) of the se-
quence (15). One can show that if A2 ∼= D
b(Y ) and the equivalence is given by a kernel functor
ΦK : D
b(Y ) → Db(X) then Hom•(P ′2, P2)
∼= Hom•(∆∗OY ,K
! ◦ S−1A ◦ K ◦ SY ). In particular, if
Y = Spec k, so that K considered as an object of Db(X × Spec k) = Db(X) is an exceptional object,
then Hom•(P ′2, P2)
∼= Homt(K,S−1A (K)).
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8. Examples of Hochschild homology and cohomology of admissible subcategories
Let X be a smooth projective variety of dimension n. We start with the following simple observation.
Proposition 8.1. Let A ⊂ Db(X) be an admissible subcategory. Let P be the kernel of the left projection
to A. Then
HH•(A) = H•(X,∆!P ), HH•(A) = H
•(X,∆∗P ).
Proof. Indeed, let R be the kernel of the right projection onto ⊥A. Then we have a distinguished triangle
R → ∆∗OX → P . On the other hand, Hom
•(R,P ) = Hom•(R,P ◦ SX) = 0 by Proposition 3.8 and
Corollary 3.10. Hence we have
Hom•(P,P ) ∼= Hom•(∆∗OX , P ) ∼= Hom
•(OX ,∆
!P ),
Hom•(P,P ◦ SX) ∼= Hom
•(∆∗OX , P ◦ SX) ∼= Hom
•(OX ,∆
!(P ◦ SX)).
and it remains to note that ∆!(P ◦ SX) ∼= ∆
!(P ⊗ p∗2ωX [dimX])
∼= ∆∗P . 
In the case A = Db(X) we obtain
HH•(X) = H•(X,∆!∆∗OX), HH•(X) = H
•(X,∆∗∆∗OX).
To compute the RHS explicitly one uses the Atiyah classes. Recall that the universal Atiyah class of X is
the morphism
At : ∆∗OX → ∆∗ΩX [1]
corresponding to the extension
(16) 0→ I/I2 → OX×X/I
2 → ∆∗OX → 0,
where I ⊂ OX×X is the sheaf of the ideals of the diagonal (note that I/I
2 is the conormal bundle for the
diagonal, so it is canonically isomorphic to ∆∗ΩX).
Remark 8.2. Considering ∆∗OX and ∆∗ΩX [1] as kernels, we see that the universal Atiyah class induces
a morphism of kernel functors Φ∆∗OX → Φ∆∗ΩX [1]. Evaluating it on an object E ∈ D
b(X) we obtain a
map AtE : E → E ⊗ ΩX [1] which is known as the Atiyah class of E. Note that AtE is functorial with
respect to E. Note also that for a trivial vector bundle E = OX the Atiyah class AtOX is zero. Indeed
to check this one should take the pushforward to X of the sequence (16) and to check that it splits
(a splitting is given by the morphism OX → p1∗(OX×X/I
2) corresponding by adjunction to the map
p∗1OX = OX×X → OX×X/I
2).
Iterating the Atiyah class we obtain the maps
Atp : ∆∗OX → ∆∗Ω
p
X [p], At
p : ∆∗Ω
n−p
X [n− p]→ ∆∗ω
n
X [n],
for all p. By adjunction they give maps ∆∗∆∗OX → Ω
p
X [p] and Λ
pTX [−p]→ ∆
!∆∗OX .
Theorem 8.3 ([Ma1, Ma2]). The maps
∆∗∆∗OX
⊕Atp //
n⊕
p=0
ΩpX [p] ,
n⊕
p=0
ΛpTX [−p]
⊕Atp //∆!∆∗OX
are isomorphisms. In particular
HH•(X) ∼=
n⊕
p=0
Ht−p(X,ΛpTX), HH•(X) ∼=
n⊕
p=0
Hp+t(X,ΩpX).
The isomorphisms of the Theorem are known as the Hochschild-Kostant-Rosenberg (HKR for short)
isomorphisms.
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Corollary 8.4. Let E ∈ Db(X) be an exceptional object. Then HH•(
〈
E
〉
) = HH•(
〈
E
〉
) = k.
The goal of this section is to find a generalization of this result for some admissible subcategories.
8.1. The orthogonal to the structure sheaf. The following result applies to any Fano variety.
Theorem 8.5. Assume that X is a smooth projective variety such that OX is an exceptional bundle.
Then we have
HH•(O
⊥
X) = HH•(X)/k, HH
t(O⊥X) = ⊕
n−1
p=0H
t−p(X,ΛpTX).
Proof. The first is evident by the Additivity Theorem and Proposition 8.4. So we have to check the second.
By Proposition 8.1 we have to compute ∆!P , where P is the kernel of the left projection onto O⊥X . Since
the kernel of the right projection onto 〈OX〉 is given by the sheaf OX ⊠OX ∈ D
b(X ×X), we conclude
that we have a distinguished triangle
OX ⊠OX → ∆∗OX → P.
Applying the functor ∆! and taking into account Theorem 8.3 we obtain the triangle
ω−1X [−n]→
n
⊕
p=0
ΛpTX [−p]→ ∆
!P.
Since the HKR isomorphism is given by the universal Atiyah class, and the Atiyah class of OX is trivial,
it follows that the first map in the above triangle is an isomorphism onto the n-th summand. Thus
∆!P ∼= ⊕n−1p=0 Λ
pTX [−p] and we are done. 
8.2. The orthogonal to an exceptional pair. Now assume that there is an exceptional vector bundle
E on X right orthogonal to OX , that is E ∈ O
⊥
X . Then the same argument can be applied once again.
Before stating the result we introduce some notation.
Let V • = H•(X,E∨)∨ and let E⊥ be the left mutation of E∨ through OX shifted by −1. By Theo-
rem 2.9 we have the following distinguished triangles
E⊥ → V ∨ ⊗OX → E
∨, E → V ⊗OX → E
⊥∨.
Recall that by functoriality of the Atiyah class we have a commutative diagram
E //
AtE

αE
ww
V ⊗OX
AtV⊗OX

E⊥∨ ⊗ ΩX // E ⊗ ΩX [1] // V ⊗ ΩX [1]
But AtV⊗OX = 0 (see Remark 8.2), so it follows that the Atiyah class AtE factors as a composition
E → E⊥∨ ⊗ΩX → E ⊗ΩX [1] for some αE ∈ Hom(E,E
⊥∨ ⊗ΩX) ∼= Hom(E
⊥ ⊗E,ΩX) (see the proof of
Theorem 8.8 for a more invariant construction of αE).
Remark 8.6. If E∨ is a globally generated vector rank r bundle without higher cohomology then there is a
map φ : X → Gr(r, V ) such that E is the pullback of the tautological bundle. Then E⊥⊗E ∼= φ∗ΩGr(r,V )
and the map αE coincides with dφ : φ
∗ΩGr(r,V ) → ΩX .
Combining αE with the powers of the Atiyah class of E we obtain a collection of maps
E⊥ ⊗ E
At
i−1
E //E⊥ ⊗ E ⊗ Ωi−1X [i− 1]
αE //ΩX ⊗ Ω
i−1
X [i− 1]
//ΩiX [i− 1]
which we denote by αiE . Further, let N
∨ denote the cone of the map αE : E
⊥ ⊗E → ΩX shifted by −1,
so that we have a distinguished triangle
N∨ → E⊥ ⊗ E → ΩX .
The composition of αiX with the map N
∨ → E⊥ ⊗E is a map N∨ → ΩiX [i− 1] which we denote by ν
i
E.
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Remark 8.7. If E is the pullback of the tautological bundle via a map φ : X → Gr(r, V ) and φ is a closed
embedding then N∨ is the conormal bundle.
Theorem 8.8. The Hochschild homology of the category 〈E,OX 〉
⊥ is given by the formula
HHt(〈E,OX 〉
⊥) =
{
HHt(X), if t 6= 0
HH0(X)/k
2, if t = 0
For the Hochschild cohomology we have the following results:
(i) there is an exact sequence
. . .→
n−1
⊕
p=0
Ht−p(X,ΛpTX)→ HH
t(〈E,OX 〉
⊥)→ Ht−n+2(X,E⊥⊗E⊗ω−1X )
α
→
n−1
⊕
p=0
Ht+1−p(X,ΛpTX)→ . . . ,
where α =
∑n−1
p=0 α
n−1−p
E : E
⊥ ⊗ E ⊗ ω−1X → Ω
n−p
X ⊗ ω
−1
X = Λ
pTX ;
(ii) there is an exact sequence
. . .→
n−2
⊕
p=0
Ht−p(X,ΛpTX)→ HH
t(〈E,OX 〉
⊥)→ Ht−n+2(X,N∨X/Gr⊗ω
−1
X )
ν
→
n−2
⊕
p=0
Ht+1−p(X,ΛpTX)→ . . . ,
where ν =
∑n−2
p=0 ν
n−1−p
E : N
∨ ⊗ ω−1X → Ω
n−p
X ⊗ ω
−1
X = Λ
pTX ;
(iii) if E is a line bundle then ν = 0 and
HHt(〈E,OX 〉
⊥) ∼=
n−2
⊕
p=0
Ht−p(X,ΛpTX)⊕H
t−n+2(X,N∨X/Gr ⊗ ω
−1
X ).
Proof. The first is evident by additivity theorem. So we have to check the second. Let P1 be the kernel
of the left projection onto O⊥X and P2 be the kernel of the left projection onto 〈E,OX 〉
⊥. We have a
distinguished triangle OX ⊠OX → ∆∗OX → P1. On the other hand, the object E ⊠ E
∨ is the kernel of
the right projection onto 〈E〉. Taking the convolution of the above triangle with the canonical morphism
E ⊠ E∨ → ∆∗OX we obtain a commutative diagram
E ⊠ (V ∨ ⊗OX) //

E ⊠ E∨ //

E ⊠ E⊥[1]

OX ⊠OX // ∆∗OX // P1
(indeed, it is easy to see that (E ⊠E∨) ◦ (OX ⊠OX) ∼= E ⊠ (V
∨ ⊗OX) by Lemma 3.2, and the induced
map E ⊠ (V ∨ ⊗OX)→ E ⊠ E
∨ is the canonical map V ∨ ⊗OX → E
∨ tensored with E, hence the third
vertex of the upper line is E⊠E⊥). So, it follows that E⊠E⊥ = (E⊠E∨) ◦P1, hence the corresponding
kernel functor is the composition of the left projection onto O⊥X and the right projection onto 〈E〉. Hence
the cone of the map E ⊠ E⊥[1] → P1 is the kernel of the left projection onto 〈E,OX 〉
⊥, which is P2.
Thus the right vertical map extends to a distinguished triangle
E ⊠ E⊥[1]→ P1 → P2.
By Proposition 8.1 we have to compute ∆!P2. Applying the functor ∆
! to the above diagram we obtain
V ∨ ⊗ E ⊗ ω−1X [−n]
//

E ⊗ E∨ ⊗ ω−1X [−n]
//

E ⊗ E⊥ ⊗ ω−1X [1− n]

ω−1X [−n]
// ⊕np=0Λ
pTX [−p] // ⊕n−1p=0 Λ
pTX [−p]
Here the middle vertical arrow is the sum of the Atiyah classes of E. By the commutativity of the
diagram the right arrow gives their factorizations αiE . This proves part (i) of the Theorem. Part (ii)
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follows immediately by definition of N∨ and ν. Finally, for (iii) we note that if E is a line bundle then
Ati−1E ∈ H
i−1(X,Ωi−1X ), hence we have a commutative diagram
N∨ // E⊥ ⊗ E
αE //
Ati−1E

ΩX
Ati−1E

E⊥ ⊗ E ⊗ Ωi−1X [i− 1]
αE // ΩX ⊗ Ω
i−1
X [i− 1]
// ΩiX [i− 1]
The map νiE by definition is the composition of the maps in the diagram. But the composition in the
upper line is zero by the definition of N∨. Hence νiE = 0 and we are done. 
8.3. Fano threefolds of index 2. Now we are going to apply these results to Fano threefolds. In the
following Theorem we remind the classification of Fano threefolds of index 2 (see e.g. [IP] for details) and
compute the Hochschild cohomology of the nontrivial component of their derived categories.
Theorem 8.9. Let X = Xd be a Fano threefold of index 2 with PicX = Z and the degree d, so that
(OX(−1),OX ) is an exceptional pair. Let AX = 〈OX(−1),OX 〉
⊥ be the orthogonal subcategory.
• if d = 5 and X ⊂ Gr(2,W ), dimW = 5, is the zero locus of a regular section of a vector bundle
A∨ ⊗OGr(2,W )(1), dimA = 3, corresponding to an embedding A→ Λ
2W∨, then
HHp(AX) =


k, if p = 0,
sl(A) ∼= k8, if p = 1,
0, if p 6= 0, 1.
• if d = 4 and X ⊂ P(V ), dimV = 6, is the zero locus of a regular section of a vector bundle
A∨ ⊗OP(V )(2), dimA = 2, corresponding to an embedding A→ S
2V ∨, then
HHp(AX) =


k, if p = 0,
A ∼= k2, if p = 1,
S2A ∼= k3, if p = 2,
0, if p 6= 0, 1, 2.
• if d = 3 and X ⊂ P(V ), dimV = 5 is a cubic hypersurface then
HHp(AX) =


k, if p = 0,
S3V ∨/gl(V ) ∼= k10, if p = 2,
0, if p 6= 0, 2.
• if d = 2 and X
φ
→ P(V ), dimV = 4, is the double covering ramified in a quartic surface, then
HHp(AX) =


k, if p = 0,
S4V ∨/gl(V )⊕ k ∼= k20, if p = 2,
k, if p = 4,
0, if p 6= 0, 2, 4.
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• if d = 1 and X ⊂ P(1, 1, 1, 2, 3) is a degree 6 hypersurface in the weighted projective space, then
HHp(AX) =


k, if p = 0,
k34 ⊕ k ∼= k35, if p = 2,
S2k3 ⊕ k ∼= k7, if p = 4,
0, if p 6= 0, 2, 4.
Proof. By Theorem 8.8 we should compute H•(X,OX ), H
•(X,TX ) and H
•(X,N∨(2)). We will use a
case-by-case analysis.
The case d = 5. It is easy to see that N∨ ∼= W/U(−2), where U is the restriction to X of the
tautological bundle on Gr(2,W ). So, N∨(2) ∼= W/U and it is easy to compute H•(X,W/U) ∼= W . On
the other hand, it is well known that H•(X,OX ) = k and H
•(X,TX) = so(A
∨, q), where q ∈ S2A is
contained in the kernel of the natural map S2A→ S2(Λ2W∨)→ Λ4W∨ ∼=W induced by the embedding
A→ Λ2W∨. Applying exact sequence of Theorem 8.8(ii) we obtain HH0(AX) = k, HH
6=0,1(AX) = 0 and
an exact triple
0→ so(A∨, q)→ HH1(A)→ W → 0.
Finally, it is easy to see that this sequence can be identified with the sequence
0→ Λ2A→ (A⊗A)/
〈
q
〉
→W → 0,
and that an isomorphism q : A∨ → A identifies its middle term with sl(A).
Remark 8.10. An alternative computation of HH•(AX) can be given by an explicit description of AX .
Indeed, it is well known (see [O1]) that (U(−1),U⊥(−1),OX (−1),OX ) is a full exceptional collection on
X = X5, hence AX = 〈U(−1),U
⊥(−1)〉 is equivalent to the derived category of a quiver with 2 vertices
and the space of arrows A.
The case d = 4. It is evident that N∨ ∼= A⊗OX(−2). So, N
∨(2) ∼= A⊗OX and H
•(X,A⊗OX ) ∼= A.
On the other hand, it is well known that H•(X,OX ) = k and H
•(X,TX ) = (A
∨⊗ (S2V ∨/A))/sl(V )[−1].
Moreover, one can show that the later space is just S2A[−1]. Indeed, we have a canonical map
A∨ ⊗ S2V
gl(A) ⊕ sl(V )
→
S6A∨
gl(A)
→ S2A,
where the first arrow is the differential of the determinant (with respect to V ) and the second map is
the differential of the covariant of sl(A). It is a straightforward computation that the map is surjective,
hence it is an isomorphism. Now we apply part (iii) of Theorem 8.8 and obtain the result.
Remark 8.11. An alternative computation of HH•(AX) can be given by an explicit description of AX .
Indeed, it is known (see [BO1, K3]) that AX ∼= D
b(C), where ψ : C → P(A) is the double covering
ramified in the points of P(A) corresponding to degenerate quadrics in the pencil A ⊂ S2V ∨ (thus C
is a curve of genus 2). We have ψ∗OC ∼= OP(A) ⊕ OP(A)(−3), ψ∗TC ∼= OP(A)(−1) ⊕ OP(A)(−4), and
Theorem 8.3 applies.
The case d = 3. It is evident that N∨ ∼= OX(−3). So, N
∨(2) ∼= OX(−1) and H
•(X,OX (−1)) = 0.
On the other hand, it is well known that H•(X,OX ) = k and H•(X,TX ) = (S3V ∨)/gl(V )[−1]. Now we
apply part (iii) of Theorem 8.8 and obtain the result.
The case d = 5. We have an exact sequence
0→ φ∗ΩP(V ) → ΩX → i∗ND/X → 0,
where i : D → X is the ramification divisor of the double covering and ND/X is the normal bundle.
Thus N∨ = i∗ND/X [−1]. Further, the map φ ◦ i : D → P(V ) is an isomorphism of D with the quartic
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hypersurface in P(V ) (which by an abuse of notation we also denote by D) and ND/X gets identified with
OD(−2). Thus H
•(X,N∨(2)) = H•(D,OD[−1]) = k[−1] ⊕ k[−3]. On the other hand, it is well known
that H•(X,OX) = k and H
•(X,TX ) = (S
4V ∨)/gl(V )[−1]. Now we apply part (iii) of Theorem 8.8 and
obtain the result.
The case d = 5. The sheaf ΩX is the middle cohomology of a complex
0→ OX(−6)→ OX(−3)⊕OX(−2)⊕OX(−1)
⊕3 → OX → 0,
while for E⊥ ⊗ E we have a resolution
0→ E⊥ ⊗ E → OX(−1)
⊕3 → OX → 0,
and the map αE is given by the natural embedding of complexes. Therefore we have a distinguished
triangle
N∨ → OX(−6)→ OX(−3)⊕OX(−2).
Twisting it by OX(2) and computing the cohomology we obtain H
•(X,N∨(2)) = k[−1]⊕ (S2k3⊕ k)[−3].
On the other hand, it is well known that H•(X,OX ) = k and H
•(X,TX ) = k
34[−1]. Now we apply
part (iii) of Theorem 8.8 and obtain the result. 
8.4. Conic bundles. Another case we consider is the case of a conic bundle. Recall that a conic bundle
is a flat projective morphism f : X → Y each fiber of which is isomorphic (as a scheme) to a conic
(possibly degenerate) in P2. Each conic bundle can be embedded into a projectivization p : PY (E)→ E
of some rank 3 vector bundle E on Y (e.g. E = (f∗ω
−1
X/Y )
∨) and can be represented as a zero locus of
a global section of a line bundle p∗L ⊗ OPY (E)/Y (2) on X for an appropriate line bundle L on Y . This
global section can be thought as a section of the vector bundle L⊗S2E∗ on Y , and so gives a morphism
E → L⊗ E∗. The zero locus D of the determinant detE → L3 ⊗ detE∗ of this map is the discriminant
locus of f : X → Y . For any point y ∈ Y \D the fiber Xy is a smooth conic, while for y ∈ D the fiber
Xy is degenerate conic (either a union of two lines, or a double line). Moreover, it is well known that if
both X and Y are smooth then the nonreduced fivers of f correspond to singular points of D. Below we
assume that D is smooth and so all singular fibers are the unions of two distinct lines. In this case there
is an embedding j : D → X each point y ∈ D goes to the singular point of the fiber Xy (the intersection
point of the corresponding two lines). Moreover, in this case the Stein factorization of f−1(D)→ D gives
a nonramified double covering D˜ → D. Let M ∈ Pic0(D) be the corresponding point of order 2.
For any conic bundle f : X → Y the pullback functor f∗ : Db(Y )→ Db(X) is fully faithful and gives rise
to a semiorthogonal decomposition Db(X) = 〈AX , f
∗(Db(Y ))〉. Actually, AX ∼= D
b(Y,B0), the derived
category of sheaves of modules over the sheaf of even parts of the Clifford algebras of conics (see [K3] for
further details). In the following Theorem we compute the Hochschild homology and cohomology of the
category AX .
Theorem 8.12. Let f : X → Y be a conic bundle. Let i : D → Y be the discriminant locus of f .
Assume that X, Y , and D are smooth, dimX = n. Then
HHt(AX) ∼= HHt(X)/HH•(Y ) ∼= HHt(Y )⊕

n−2⊕
p=0
Hp+t(D,ΩpD ⊗M)

 .
Further, the Hochschild cohomology of AX is isomorphic to the cohomology of polyvector fields on Y
tangent to D. More precisely,
HHt(AX) =
n⊕
p=0
Ht−p(Y,Ker(ΛpTY → i∗(Λ
p−1TD ⊗ND/Y ))).
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Proof. Consider the natural map TX → f
∗TY (the differential of f). Note that its kernel TX/Y is a
reflexive sheaf of rank 1, hence an invertible sheaf. On the other hand, its cokernel is supported at j(D).
An easy computation shows that actually we have an exact sequence
(17) 0→ ω−1X/Y → TX → f
∗TY → j∗ND/Y → 0.
Dualizing it and taking into account an isomorphism j∗ωY/X ∼=M we obtain an exact sequence
(18) 0→ f∗ΩY → ΩX → ωX/Y → j∗M → 0.
Taking the p-th exterior powers we obtain exact sequences
0→ f∗(Λp−1TY )⊗ ω
−1
X/Y → Λ
pTX → f
∗(ΛpTY )→ j∗(Λ
p−1TD ⊗ND/Y )→ 0,
0→ f∗ΩpY → Ω
p
X → ωX/Y ⊗ f
∗Ωp−1Y → j∗(Ω
p−1
D ⊗M)→ 0.
Taking the pushforward to Y we obtain an exact sequence
(19) 0→ Λp−1TY ⊗ f∗(ω
−1
X/Y )→ f∗(Λ
pTX)→ Λ
pTY → i∗(Λ
p−1TD ⊗ND/Y )→ 0
as well as
(20) R0f∗Ω
p
X = Ω
p
Y , 0→ i∗(Ω
p−1
D ⊗M)→ R
1f∗Ω
p
X → Ω
p−1
Y → 0.
Moreover, it is easy to see that the sequence in (20) splits. Now we can use these sequences to compute
the Hochschild homology and cohomology of AX .
For this we note that the right projection onto Db(Y ) embedded into Db(X) via f∗ is given by the
kernel functor with the kernel being µ∗OX×Y X , where µ : X ×Y X → X ×X is the natural embedding
(this follows from the base-change). Hence the kernel P of the left projection functor onto AX is given
by the following distinguished triangle
(21) µ∗OX×Y X → ∆∗OX → P.
Note also that µ∗OX×Y X
∼= (f × f)∗∆∗OY , hence
∆∗µ∗OX×Y X
∼= ∆∗(f × f)∗∆∗OY ∼= f
∗∆∗∆∗OY .
So, applying to (21) the functor ∆∗ and using Theorem 8.3 we obtain the following triangle
(22) ⊕n−1p=0 f
∗ΩpY [p]→ ⊕
n
p=0Ω
p
X [p]→ ∆
∗P,
with the left map being the direct sum of morphisms f∗ΩpY → Ω
p
X . After the pushforward f∗ each of
them goes to the isomorphism of (20). Hence
f∗∆
∗P ∼= ⊕np=0R
1f∗Ω
p
X [p− 1])
∼= ⊕np=1(Ω
p−1
Y ⊕ i∗(Ω
p−1
D ⊗M))[p − 1].
Taking the hypercohomology we obtain the required formula for HH•(AX).
On the other hand, note that ∆!P ∼= ∆∗P ⊗ ω−1X [−n], hence from (22) we obtain
⊕n−1p=0ω
−1
X ⊗ f
∗ΩpY [p− n]→ ⊕
n
p=0ω
−1
X ⊗ Ω
p
X [p− n]→ ∆
!P.
Moreover, we have
ω−1X ⊗ Ω
p
X [p − n]
∼= Λn−pTX [p − n], ω
−1
X ⊗ f
∗ΩpY [p− n]
∼= ω−1X/Y ⊗ f
∗Λn−1−pTY [p − n],
hence the above triangle can be rewritten as
⊕n−1p=0ω
−1
X/Y ⊗ f
∗Λp−1TY [−p]→ Λ
pTX [−p]→ ∆
!P.
Taking the pushforward and using (19) we obtain an isomorphism
f∗∆
!P ∼= ⊕np=0Ker(Λ
pTY → i∗(Λ
p−1TD ⊗ND/Y )).
Taking the hypercohomology we obtain the required formula for HH•(AX). 
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9. The Nonvanishing Conjecture
We close the paper with the following Nonvanishing Conjecture. In this Section we assume that X is
a smooth projective variety.
Conjecture 9.1. If A ⊂ Db(X) is an admissible subcategory and HH•(A) = 0 then A = 0.
This conjecture has several very pleasant corollaries.
Corollary 9.2. If A1, . . . ,An ⊂ D
b(X) is a semiorthogonal collection of admissible subcategories such
that ⊕ni=1HH•(Ai) = HH•(X) then D
b(X) = 〈A1, . . . ,An〉 is a semiorthogonal decomposition.
Proof. Take A = 〈A1, . . . ,An〉
⊥. Then A is admissible and Db(X) = 〈A,A1, . . . ,An〉 is a semiorthogonal
decomposition. Further, since the Hochschild homology ofX is the direct sum of the Hochschild homology
of the components A1, . . . , An, we conclude that HH(A) = 0, hence A = 0 by the Conjecture. 
Corollary 9.3. Let X be an algebraic variety such that all integer cohomology classes are algebraic. Let
n = dimQ(H
•(X,Q)). Assume that E1, . . . , En is an exceptional collection in D
b(X). Then it is full, so
that Db(X) = 〈E1, . . . , En〉 is a semiorthogonal decomposition.
Proof. Note that HH•(X) ∼= H
•(X, k) ∼= H•(X,Q) ⊗Q k ∼= k
n by the HKR isomorphism. On the other
hand, ⊕ni=1HH•(
〈
Ei
〉
) = ⊕ni=1k = k
n. Hence the assumptions of the previous Corollary are satisfied, so
we conclude that the collection is full. 
Another important consequence of the Nonvanishing Conjecture is the following
Corollary 9.4. Any increasing sequence A1 ⊂ A2 ⊂ . . . of admissible subcategories of D
b(X) stabilizes.
Proof. From the sequence of subcategories we obtain an increasing sequence HH•(A1) ⊂ HH•(A2) ⊂ . . . of
vector subspaces in the Hochschild homology HH•(X). Since HH•(X) is finite dimensional, this sequence
stabilizes, hence HH•(Ai) = HH•(Ai+1) for i ≫ 0. On the other hand, we have a semiorthogonal
decomposition Ai+1 = 〈Ai, ai〉, where ai =
⊥Ai ∩Ai+1 is an admissible subcategory in D
b(X). It follows
that HH•(ai) = 0 for i≫ 0, hence ai = 0 by the Nonvanishing Conjecture. Thus Ai+1 = Ai for i≫ 0. 
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