In steady state conditions, the accommodation of the human eye presents fluctuations. These fluctuations, called microfluctuations, are described in the literature as having an amplitude of less than 1D and a frequency up to a few Hz. Since Collins' report about microfluctuations in 1937 [1], several methods have been used to record and analyze microfluctuations. Results reported in the literature are partially in disagreement; we show how these disagreements could be due to the different methodologies used to record and analyze the accommodation signals. We classify and discuss properties of instruments used to record the microfluctuations and methods used to elaborate the resulting signals. In particular, we catalog the measuring instruments in three families, i.e. wave-front aberrometer, classical IR autorefractometer, and ultrasound; while other three families are defined for the methods of analysis: root mean square (RMS), Fourier transform (FT), short-time Fourier transform (STFT). To conclude we suggest how to validate the instrumentation with comparative experiments and which analysis method to adopt when investigating microfluctuations;in particular we suggest a new statistical approach.
It is difficult to compare results of difference experiments when there are several influencing variables and most of them are often not controlled Microfluctuations are in fact affected by: pupil diameter [8] [9] [10] , distance of the target [11] - [18] , age of the eye [15] , target form and contrast [19] [20] [21] [22] [23] [24] , target luminance [21, 25, 26] , bi/monocular observation of the target [9, 15, 27, 28] , astigmatism of the eye [11] [12] [13] - [27, 29] , visual fatigue [12, 21, 23] - [30] - [32] , cardiopulmonary signals [33] [34] [35] [36] [37] . All these experiments share the same dependent variables, i.e. microfluctuations parameters, focusing on the effect of one or few independent variables and leaving all the others as extraneous variables. Moreover, even in controlled conditions, different patients could have different responses characteristic of the persons; this introduce another extraneous variables. For these reasons only a statistic approach can be used to compare the results on two samples: in two enough big and random samples of a population, the extraneous variables have the same effect on the average of the dependent variables calculated on the two populations. Finally, a further difficulty in comparing different results is due to methods used in the experiments. In particular, different instruments and methods of analysis are used to estimate the dependent variables.
A basic open question concerns the sources of microfluctuations. The recorded fluctuating signal could be due to several causes: crystalline lens accommodation, movement of the eye (retina, crystalline, eyeball shape, cornea) due to body movements (e.g. heartbeat, eye movements (e.g. microsaccades), breathing) and artifacts caused by the measuring instrument. For instance, Heĳde et al. [38] used a continuous ultrasonographic biometry to measure changes in the morphology of the eye during steady state accommodation. Results show that fluctuations with a LFC were present in anterior chamber depth, lens thickness and vitreous length but not in the axial length, proving that only the lens was involved. In contrast with the findings of investigators using optical methods, no HFC was present in fluctuations of the anterior chamber depth and lens thickness. However, a small HFC was found in recordings of the vitreous and axial length, which appeared to correspond with the heart rate. Heĳde et al. conclude that probably IR optometers are more sensitive to artifacts, e.g. caused by head and eye movements, than is the case in their ultrasonographic system. The debate concerning the existence of a peak in microfluctuations at about 2 Hz (HFC) is still spread within researches where IR optometers have been used. On one side Collins 1937 , Campbell 1959 , Kotulak 1986 , Toshida 1998 have reported a peak in HFC whereas on the other side in Heron 1972 , Denieul 1978 , Denieul 1980 , Denieul 1982a and Mira-Agudelo 2009 [14, 20, 21, 28, 40] the HFC peak is absent in the signal of microfluctuations. Other researchers as Miege 1988 , Schultz 2009 or Muma 2010 occasionally report a HFC peak in records of microfluctuations. HFC can thus be an artifact produced by the measurement instrument, e.g. by mechanical part resonating or actively moving in the HFC bandwidth. HFC can be an artifact produced by the heartbeat, breathing or other rhythmical physiological systems that have harmonics in the HFC bandwidth: the instrument used should be insensitive to other values than the accommodation. For example, breathing at 1.5 Hz brings to a periodical movement of the eye at that frequency, and, if the instrument is sensitive to displacements of the eye, a false HFC microfluctuating accommodation signal is recorded. Similarly, if a person, like the patient, is in physical contact with the instrument, it could stimulate on the device vibrations produced by her/his rhythmical physiological movements. Moreover, HFC cannot be seen if the sampling rate of the instrument and the accuracy are not sufficient.
Charman and Heron [42] show how the results of Bour [19] P.P. Moncticone, et al. Journal of the European Optical Society -Rapid Publications 6, 11003 (2011) are perhaps surprising if compared with the results of Tucker et al. [43] . While the former concludes that fluctuations do not seem to be systematically dependent on either the grating frequency or contrast of the visual target, the later states that sensitivity to defocus is undoubtedly affected by both these parameters.
Studies on microfluctuations as a function of age, e.g. [44, 45] , have also reported decreases in fluctuations with increasing age; however, the increase in fluctuations in the fourth decade of life found by Anderson et al. [46] are not reported in Heron 1995 and Mordi 2004.
Zhu et al. [36] conclude that higher order components of the eye wave-front exhibit fluctuations similar in frequency to those of defocus; conversely, Hofer et al. [47] state that the shape of the spectrum for higher-order aberrations is generally different from for the one of microfluctuations.
Numerous investigations have shown evidence of a correlation between the HFC of accommodation fluctuations and the pulse rate [33, 34, 48, 49] ; controversially Hampson et al.ʹs findings [50] do not support the results of these studies.
Though Hofer et al. [47] have excluded a number of potential causes for the fluctuations in the wave-front aberration, such as instrument artifact, random noise, and direct optical effects of eye rotation and translation; they conclude that their experiments to date have not identified the origin of the fluctuations in the eye with certainty.
In our opinion, much of the conflicting results are due to the different and sometimes inappropriate methods used to record and analyze microfluctuations. In this work, we review the measurement instruments and the signal analysis methods applied in research on microfluctuations. We finally suggest ways to improve the methodology of recording and analyzing microfluctuations.
MEASUREMENT INSTRUMENTS
In our review of the literature, we could barely find the usage of the same measurement instrument in different studies. The market, in fact, offers several instruments to record accommodation and some of them measure microfluctuations too, e.g. Speedy-K ver. MF-1 produced by Righton. In the other cases, either standard instruments have been modified for the specific purpose or laboratories developed their own apparatus.
In early times subjective methods have been developed. Among others, the cross-cylinder and the spatially resolved refractometer (SSR) are the most documented techniques [51] - [55] . Subjective methods have the disadvantage that the measurement performance depends on the patient's ability to precisely complete the task. Moreover, often the measurement process is very time consuming (up 15 minutes), which makes such methods inappropriate for use in a clinical environment [55] .
On the other hand, objective methods, usually allow highspeed measurement rate, high accuracy and repeatability. Given the obvious advantages of objective methods, objective methods almost completely replaced the subjective ones.
In addition to the previous classification between subjective and objective methods, we individualized three families of instruments used to analyze microfluctuations: wave-front aberrometer, classical IR autorefractometer, and ultrasound.
Wave-front recording accommodation by means of wavefront aberrometers enables to compute high-order aberrations, usually defined mathematically by a series of polynomials, that are, the Zernike polynomials [56] . Therefore, additional information beyond spherical defocus and astigmatism [57, 58] is available on the optics of the eye when using wave-front aberrometer. Thanks to wave-front aberrometer it is thus possible to analyze the microfluctuations of each of the Zernike polynomials and eventually combine them together to have a total defocus error. On the other side, current wave-front aberrometer technologies, e.g. the ShackHartmann method [59] and the laser ray-tracing sensors [60, 61] , suffer from some inaccuracies that may limit a wider expansion in the clinical environment [55] . Several innovative approaches are ripening to overcome the limits of standard wave-front sensing techniques. Curvature sensing [62, 63] , pyramid sensing [64] [65] [66] and interferometry (e.g. MachZehnder interferometer [67] [68] [69] , shearing and multiple shearing interferometry [70] [71] [72] [73] [74] [75] [76] ) these currently represent the most reliable methods to revise and improve the measurement and reconstruction of the wave-front aberrations of human eye [55] . This family is therefore including all those device that allow to measure the weve-front aberration of the eye, i.e. the aberration in every point of the whole aperture of the eye.
In the classical IR autorefractometer family, we catalog all the other optical methods that are not in the wave-front aberrometer family. In this family, we find autorefractometers that enable continuous sampling of accommodation. Output of autorefractometers is limited to spherical defocus and astigmatism and do not offer the possibility to track Zernike polynomials of an order higher than two. An advantage of this family, compared to the wave-front aberrometers, is a lower level of technology of the instrument: e.g., autorefractometers do now use Hartmann masks or microlens arrays. In the ultrasound family, we catalog instruments that allow tracking the microfluctuations using an ultrasonographic method. The main advantage of ultrasonography, for our purpose, is the completely different approach compared to the other optical methods. An additional advantage is that ultrasonography provides a means for examining eyes that cannot be optically inspected because of corneal opacities, cataracts, hemorrhages and the like [82] . Some examples of devices belonging to this family are described in the following papers: [38] - [82] - [85] .
ANALYSIS METHODS
As we discussed, microfluctuations are fluctuating over time and their spectrum (frequency components) is usually divided in LFC and HFC. Most of the studies about microfluctuations ignore that the spectrum of microfluctuations could change over time. However, some studies that analyze the variations of the spectrum conclude that it is not stationary [35, 37, 50, 86] . The methods used to analyze microfluctuations should thus test for the stationary of the spectrum and then analyze the microfluctuations compatibly with the result.
Reviewing the literature, we individualized three main families of methods used to analyze microfluctuations: root mean square (RMS), Fourier transform (FT), short-time Fourier transform (STFT).
The RMS value is equivalent to the standard deviation of the signal, if the average value that biases the signal is taken as zero. The main advantage of these methods is that there is no need of following the signal as defined by Nyquist. The accuracy of the result is just due to the number of samples measured on the signal, thus it is enough to have a long signal compared to the sampling rate. However, the disadvantage is that it is appropriate to use these methods only when the spectrum of the signal is stationary. The result of this method is in fact just one number; thus it hides the evolution of the spectrum over time. In every case, even under the stationary hypothesis, the RMS value does not give any information about the shape of the spectrum of the signal, e.g., about the existence of HFC. Some examples of studies that used this method are found in Arnulf 1960 , Denieul 1978 , Denieul 1980 , Denieul 1982a , Krueger 1978 , Kotulak 1986 14, 15, 16, 19, 20, 21, 41, 46, 48, 87] . Figure 2 , in the graph on the top, represents a normalized real signal of microfluctuations of the accommodation. In this case the RMS value would roughly be 0.5, meaning that the average fluctuation of the signal is 50% of the normalization value.
The FT (in this family we include all the methods that results in a spectrum of the signal) can be used only if the Nyquistʹs theorem is satisfied. In order to avoid aliasing problems, the sampling rate has to be at least the double of the maximum frequency contained in the signal. Moreover, it is appropriate to use the FT only under the hypothesis of a stationary spectrum. In case of the spectrum varying in time, the FT computes an average of spectra of the signal over time. Averaging the variation of the spectrum over time leads to an underestimation of the peaks: e.g. if a peak is stationary for half of the length of the signal and then disappears, the corre- [37] ). This figure shows a microfluctuations signal on the top and his PSD and spectrum calculated in the same way as for the chirp function in figure 1 . As it is possible to see the microfluctuations signal is not stationary, especially the HFC. For this reason, for instance, the peak at about 1.2 Hz is roughly underestimated by a factor two in the PSD chart.
sponding peak on the FT spectrum will measure half of the original amplitude (e.g. in Figure 2 ). This can be an explanation for the diatribe about the existence of the HFC. It could sometimes even be impossible to detect the peak: e.g. if the peak changes its frequency over time (e.g. in Figure 1 ), the FT spectrum will have a constant value over the entire band brushed by the peak. Some examples of studies that used this family of method are reported in Schultz [28, 35, 36, 38, 41, 47, 50, 87] .
In a middle state between the RMS and the FT methods are some studies where the RMS value is calculated after filtering the signal in two (i.e., LFC and HFC) or three bands. In this case, the results have low frequency accuracy but a better accuracy of the RMS values calculated on each bandwidth compared to each single FT spectral lines. Some examples of studies that used this method are Gray 2000, Toshida 1998 and Mira-Agudelo 2009 [28, 39, 88] .
The STFT (in this family we include all the methods that bring to a spectrogram, i.e., evolution of spectrum over time (e.g. Figure 1 ) requires that the sampling rate satisfies the Nyquistʹs theorem. However, the signal is not required to be stationary. STFT consist in several FT using windows of the signal. In this way the spectrum has to be hypothesized stationary only for the short time of the length of the window (precisely, the Nyquistʹs theorem has to be satisfied even on the signal of the spectrum over time, e.g. if the spectrum is changing at 0.5 Hz we should have a temporal resolution of at least 1 s). The length of the windows has to be chosen carefully because it determines a tradeoff between resolution in time and resolution in frequency. Some examples of studies that used methods of this family are Iskander 2001 and Muma 2010 .
Theoretically, the same approach of analyzing the signal multiplied by a moving window can be applied to the RMS methods (RMS / FT = moving RMS / STFT). In this case, the results would be the RMS values as function of time. The trade off to face now is between the temporal accuracy and the precision of the value even if the first is linear while the second goes as the square root of the length of the window expressed in number of samples. This value has not been used since it requires about the same recording speed as to compute a STFT but is gives much less information about microfluctuations.
CONCLUSIONS
We discussed the methods used for recording and analyzing microfluctuations. Contrasting results of different studies could arise from the use of different methods. We now give some conclusion to try to improve these methods: how to better validate the measurement instruments and which analysis method to adopt. Finally, we suggest the concepts behind a new analysis method that, in our opinion, should be, at the state of the art, the most appropriate to deal with microfluctuations.
Concerning the recording devices, the literature offers in part descriptions of the devices; however, we were not able to find any empirical study comparing instruments, especially comparing instruments belonging to different families. A transversal study on different instruments and families is necessary in order to validate conclusion like the one of Heĳde et al. [38] , stating that IR optometers are probably more sensitive to artifacts, than ultrasonographic systems. For instance, it would be easy, perhaps thanks to a beam splitter, to assess the same measurements contemporaneously with both a classical IR autorefractometer and a wave-front aberrometer. Possibly this comparison analysis should be done on a variety of instruments including an ultrasonographic system. Due to mechanical constrains, the latter system is probably the most difficult to use at the same time with an optical instrument. However, it is still possible to limit the variation of microfluctuations due to noninstrumental factors, measuring consecutively the subject, kept in steady conditions, with different instruments. Of course, even the data analysis method of the results given by the different instruments has to be the same and has to be opportunely chosen as discussed before. Using such a designed experiment setup, the results have to be qualitatively and quantitatively compatible; in particular, in the case of contemporary measurement with different instruments, the results have to be the same. Possible differences would be attributed to inaccuracies and artifacts of the recording instruments.
Concerning the methods of data analysis, we showed how the STFT family is the most appropriate since the method considers the possibility of a non-stationary spectrum of microfluctuations. However, we think that the STFT methods, as much as the FT too, lack a complete statistical approach. In statistics, it is quite meaningless to compare average values without knowing their variances. For the sake of simplicity, but without losing the generalization to STFT methods, let us focus on the spectrum resulted by a FT analysis of a microfluctuation signal. In such a graph, the presence of a peak does not mean that it corresponds with a real signal: it could be just a case. To statistically judge if the peak is a signal, we should have the information of its variance and then run a power analysis. Postponing the mathematical formalization to a further study, the variance of the spectrum should be depicted on the spectrum graph, e.g. plotting two lines of plus/minus one standard deviation (Figure 3 ). In the spectrogram, we just add the temporal dimension, thus, instead of tree lines, we have tree surfaces. Only comparing the peak amplitude with the variance we could state that such signal exists with a certain, possibly high, probability. Without this statistical approach one researcher could for instance misinterpret HFC as noise or vice versa. 
