Abstract : This paper firstly proposes a kind of virtual reference feedback tuning (VRFT) method with a performance index which is obtained by modifying that of the standard VRFT. Then, analysis results on optimality conditions for the modified VRFT method are presented. Next, a VRFT method under hysteresis compensation is proposed, in which the modified VRFT method and the hysteresis compensation technique proposed in the previous work are combined. The proposed VRFT method with hysteresis compensation is applied to an experimental shape memory alloy actuator system, and its effectiveness is verified.
Introduction
Shape memory alloy (SMA) actuators exhibit high power-toweight ratios and can produce a relatively large displacement in comparison with other actuators. Because of these excellent characteristics, SMA actuators have received considerable attention as effective actuators for various applications, in which space and weight constraints are critical design requirements. These applications include microrobotics, minimally invasive surgery, and so on; see, for instance, [1] and [2] . However, SMA actuators intrinsically have hysteretic nonlinearity, which often leads to inferior control performance when simple control methods such as proportional-integral-derivative (PID) control are used.
In order to cope with this nonlinearity, several modeling and control methods for SMA actuators have been proposed, in which the Preisach model [3] and iterative learning control [4] are used. These methods require the implementation of complicated algorithms and iterative experiments to obtain input and output data. In practical terms, however, it is often desirable that a control method be simple but be able to achieve a reasonable level of control performance.
Direct controller parameter tuning methods such as virtual reference feedback tuning (VRFT) [5] and fictitious reference iterative tuning (FRIT) [6] , [7] are suitable for satisfying the desire because they do not need any mathematical plant models and are based on the input and output data obtained by a single one-shot (i.e., non-iterative) experiment. In fact, FRIT under consideration of hysteresis of SMA actuators has been proposed and its effectiveness is verified in [8] . Although VRFT is known to provide a comparable control performance to FRIT, VRFT under consideration of hysteresis has not been fully investigated and it is not obvious whether VRFT with the same technique as in [8] provides a good control performance.
In this paper, the authors propose a VRFT method that can * Graduate School of Science and Engineering, Yamaguchi University, 2-16-1 Tokiwadai, Ube, Yamaguchi 755-8611, Japan E-mail: wakasa@yamaguchi-u.ac.jp (Received November 9, 2012) (Revised February 14, 2013) take into account the hysteresis. To this end, the authors firstly modify the performance index to be minimized in VRFT for focusing on the control error. The standard VRFT method focuses on the control input, while the standard FRIT method focuses on the control output. Therefore, the modified VRFT method mentioned above is a novel framework that is different from existing direct controller parameter tuning methods. We present optimality conditions and their related filters of the modified VRFT method. Next, we propose a VRFT method under the hysteresis compensation by combining the modified VRFT method and the hysteresis compensation technique proposed in [8] . The proposed VRFT can avoid an additional operation such as signal limitation in the tuning process, which is needed for the standard VRFT combined with the hysteresis compensation. Because of this, the hysteresis compensation technique can work effectively in the modified VRFT framework, although it cannot often work well in the standard VRFT framework. The proposed VRFT method under the hysteresis compensation is then applied to an experimental SMA actuator system, and its effectiveness is verified.
Modified VRFT
We consider a closed-loop system configuration, as shown in Fig. 1 , where the plant described by G(z) is assumed to be a linear SISO discrete-time system and the controller described by C(z, θ) is assumed to be parameterized as follows:
where
T is a known (n a + n b )-dimensional vector of linear discrete time rational transfer functions and θ = JCMSI 0006/13/0606-0369 c 2012 SICE
T ∈ R n a +n b is a tunable controller parameter vector. In the figure, u(k), y(k), r(k), and e(k) denote the control input, control output, reference signal, and control error, respectively.
Although there are many expressions of control objectives, one natural objective is to find a parameter by minimizing the following performance index:
where θ) ) is the closed-loop transfer function and M(z) is a reference model. VRFT is a parameter tuning method for approximately achieving this goal. In the standard VRFT method, we first calculate a virtual reference signalr(k) such that y 0 (k) = M(z)r(k) and then find an optimal parameter by minimizing the performance index
where u 0 (k), y 0 (k), k = 1, . . . , N are (initial) input and output data from a one-shot experiment. In place of J N V , we now consider a modified performance index as follows:
In VRFT, the performance index J N V evaluates the difference between the ideal and actual control inputs. From a similar viewpoint, the performance index used in FRIT [6] evaluates the difference between the ideal and actual control outputs. In contrast, it should be noted that J N MV focuses on the difference between the ideal and actual control errors. Therefore, the minimization of J N MV provides a novel controller tuning framework among several direct controller tuning methods. We refer to this controller parameter tuning with J N MV as "modified VRFT."
Analysis of Optimality for Modified VRFT
In VRFT,r(k) is calculated such that y 0 (k) = M(z)r(k). Since in general, M(z) is a strict proper transfer function, it is helpful to introduce a linear pre-filter F(z) for the initial input and output data such that M −1 (z)F(z) is a proper transfer function. In this case, u 0 (k) and y 0 (k) in the performance index J N V (θ) are replaced with F(z)u 0 (k) and F(z)y 0 (k), respectively, andr(k) can be calculated asr(k) = M −1 (z)F(z)y 0 (k). In [5] , the relationship between a selection of the filter F(z) and a kind of optimality of an obtained controller parameter in VRFT is investigated. Moreover, the analysis results pertaining to FRIT are presented in [9] . In this section, we present the results on optimality and filter conditions for the modified VRFT by applying the techniques used in [5] , [9] .
For analysis, we introduce an ideal controller C d (z) satisfying
.
Also, we use a filter F(z) for the input and output data and consider the following performance index:
where e
Moreover, we introduce an extended family of controllers
consider the extended performance index
As in [5] , [9] , we assume that the measured signals can be considered as realizations of stationary and ergodic stochastic processes, when N → ∞. Then we can obtain the frequencydomain representations of J N MVF (θ) and J N+ (θ + ) as follows:
C(e jω , θ)
where Φ y 0 and Φ r are the spectral densities of y 0 (k) and r(k), respectively. The second-order Taylor expansion of J + (θ + ) around its global minimizer θ + * can be represented in two ways:
and
ComparingĴ + and J MVF , we obtain the following theorem.
Theorem 1 Suppose that the controller is parameterized in (1).
Then, the relationship arg min
holds if F(z) satisfies one of the following two conditions: |F
Proof: We restrict the parameter θ
Then, by substituting (4) into (2),
is consistent with J MVF . Therefore, minimizers of these functions are the same. Likewise, restricting the parameter θ + in (3) and substituting (5) into (3), we obtain the same conclusion as mentioned above.
From the above theorem, we obtain the following corollaries in two special cases when the controller or its inverse is linearly parameterized. We first consider the case when the controller is expressed as
In the same manner as the above discussion, we introduce the extended performance index J a+ (θ a+ ) and define its second-order approximationĴ a+ (θ a+ ). Then we obtain the following corollary.
Corollary 1 Suppose that the controller is linearly parameterized as shown by
holds if F(z) satisfies the following condition:
In the case when the controller is expressed as
, we obtain the following corollary. We use similar notations as in the abovementioned case.
Corollary 2 Suppose that the inverse of the controller is linearly parameterized as shown by
The above results present that the modified VRFT with appropriate filters provides the minimizer to the restricted secondorder approximation of the original performance index, which suggests that we can obtain a reasonable result of controller parameter tuning by using the modified VRFT as in [5] , [9] .
Modified VRFT under Hysteresis Compensation
In this section, we propose a controller tuning method by combining the modified VRFT method and a hysteresis compensation technique, so that systems with hysteresis such as SMA actuators can be controlled more precisely.
We consider a closed-loop system configuration, as shown in Fig. 2 , where the plant is assumed to consist of a hysteresis property and a linear system G(z), connected in series, and the overall controller consists of a PID controller C(z, θ) and a hysteresis compensator. The transfer function of the PID controller can be expressed as
where K P , K I , and K D are the proportional, integral, and derivative gains, respectively, and
T contains the PID gains to be tuned. Although in this setup, we deal with a PID controller as a typical controller, we can deal with parameterized controllers with other structures as in the previous sections.
The basic idea of this system configuration is as follows. If the inverse of a hysteresis property is used as a hysteresis compensator, the hysteresis property in the plant is neutralized by the hysteresis compensator. In such an ideal case, only the linear system G must be appropriately controlled using the controller C, thereby leading to the development of a simple but effective control method.
To realize the abovementioned situation, we generally have to precisely model a hysteresis property in a plant. The Preisach hysteresis model is one of such effective models that are capable to provide a good approximation and is widely used in the fields of magnetics and smart materials [3] . However, the Preisach model must be characterized with a lot of parameters (at least 20-30 parameters), which might result in a computational burden and inferior control performance when simultaneously tuning the controller parameters and the parameters of the Preisach model in the framework of VRFT.
To cope with this problem, we use the following hysteresis model H ρ with the function H ρ representing a hysteresis property:
where u ∈ R and h ∈ (0, 1) are the input and output, respectively, of the hysteresis model, α and β are the threshold parameters, and γ is the parameter related to the gradient of the output with respect to the input. This hysteresis model is used as a kernel function of the neural network proposed in [10] . In [8] , the hysteresis model H ρ is proposed as a hysteresis compensator which is tuned in the framework of FRIT, and its effectiveness is verified with an experimental SMA actuator system. The relationship between the input and output of the hysteresis model is illustrated in Fig. 3 . We denote the hysteresis parameters by a vector ρ = [α, β, γ] T . Unlike the Preisach hysteresis model in [3] , the class of the system which can be handled by the hysteresis model H ρ is somewhat restrictive. However, the hysteresis model H ρ is characterized with only three parameters, which is suitable for VRFT and FRIT. Furthermore, the inverse of the proposed hysteresis model can be simply obtained as stated in the following theorem [8] .
Theorem 2 Consider the following systemĤ ρ defined by the functionĤ ρ :
whereξ is the positive root of the quadratic equation
Then SystemĤ ρ is the inverse of System H ρ .
Note that, in [3] , the inverse of the hysteresis model is computed iteratively, and the precise inverse computation requires a large computational burden. In contrast, the output of the inverse modelĤ ρ is computed non-iteratively and provides satisfactory results as shown later in the experiments.
Remark 1
We implement the inverse modelĤ ρ as the hysteresis compensator in the system configuration shown in Fig. 2 . As defined, the domain of the functionĤ ρ is restricted to (0, 1) while the output of the PID controller, i.e., the input of the hysteresis compensator, may exceed the interval (0, 1). Therefore, we have to restrict the outputĥ(k) of the PID controller in the implementation by setting it as ε (> 0) and 1 − ε ifĥ(k) ≤ 0 and h(k) ≥ 1, respectively. Here, we usually set ε as a small positive number. At least, there are two possible choices to carry out this modification ofĥ(k). One is to change the state of the integrator in the PID controller, and the other is simply to clip h(k). We adopt the latter method in the experimental results in Section 5.
Remark 2
When the input to the hysteresis compensator is close to 0 or 1, the output of the hysteresis compensator is generally a large negative or positive value, respectively. As a result, the output of the hysteresis compensator is often saturated and has to be limited within an allowable range of the input to the plant. It is desirable to avoid this restriction of the input because it may lead to deterioration of control performance. In many cases, however, the PID gains and hysteresis parameters can be appropriately tuned in the proposed VRFT so that the output of the hysteresis compensator, i.e., the input to the plant, tends to be within the allowable range.
In [8] , the hysteresis compensation technique has been proposed in the framework of FRIT. In its tuning process (as opposed to its implementation process), we do not use the inverse modelĤ ρ . However, when we apply the hysteresis compensation technique proposed in [8] to the standard VRFT, we have to useĤ ρ in the tuning process because the performance index results in
T . In this case, when the signalû(θ, k) is out of the range (0, 1), i.e., the domain ofĤ ρ , we cannot calculate the performance index J N VH . A simple method for coping with this situation is to limit the signalû(θ, k) so that it is within the range (0, 1). An alternative method is to introduce a penalty function for controller parameter candidates which cause such a situation.
In contrast, when we apply the modified VRFT method to the hysteresis compensation technique, the performance index is represented by
In this case, because the inverse modelĤ ρ is not used, we do not have to consider the abovementioned signal limitation and introduction of a penalty function in the tuning process.
Indeed, when we ideally have J N MVH (x * ) = 0 for a parameter x * , we also must have
VH (x * ) = 0 may be no longer satisfied, which means that the minimization of J N MVH is different from that of J N VH under the signal limitation. Although we may have to accept this restriction to some extent in the implementation case as stated in Remark 1, it is desirable to avoid such restriction in the tuning process to realize the concept of the hysteresis compensation which is proposed in [8] . Also, when we introduce a penalty function for controller parameter candidates, the tuning results are much influenced by what kind of penalty function is used. Moreover, in order to extend the applicability of the modified VRFT, we here combine it with the hysteresis compensation technique.
Remark 3
The analysis results obtained in Section 3 are valid only when ρ is tuned to the true value in the modified VRFT with the hysteresis compensation in Section 4, which may be almost trivial. Also,ê in (9) cannot be covered with Theorem 1 (Corollary 1 or 2) because F(z) is limited to a linear filter in the present settings. Although it may be possible to analyze the optimality of the modified VRFT with the hysteresis compensation for itself, we cannot find a good solution at present. However, the results obtained here contain contributions in the following senses: Fig. 4 Experimental system of an SMA actuator.
• The modified VRFT is a novel framework, and its optimality analysis provides validity for use and has potential for future work.
• The modified VRFT can be effectively used by combining with the hysteresis compensation.
We summarize the modified VRFT procedure under the hysteresis compensation as follows.
Modified VRFT procedure under the hysteresis compensation
Step 1. Set an initial PID parameter θ 0 , a reference signal r(k), k = 1, . . . , N, and a reference model M(z).
Step 2. From a closed-loop experiment that is performed without the hysteresis compensation, obtain input data u 0 (k) and output data y 0 (k), for k = 1, . . . , N, for the reference signal r(k).
Step 3. Calculate the control errorsê(x, k) andē(k). Next, find the optimal (or suboptimal) parameter x * to minimize the performance index (9) to obtain the optimal (or suboptimal) PID parameter θ * and hysteresis parameter ρ * .
Since the minimization problem in Step 3 is usually nonconvex, stochastic multi-point search techniques are practical and effective for solving this type of problem. In this work, we use the so-called covariance matrix adaptation evolution strategy (CMA-ES) algorithm [11] to solve the problem.
Experimental Results
In this section, we verify the effectiveness of the proposed VRFT method by applying it to an experimental SMA actuator system, as shown in Fig. 4 . A pulley of diameter 65 mm is rotated using an SMA coil (Toki Corporation, BMX150) of length 50 mm which is lengthened from its original length 25 mm, and a linear spring of stiffness 8.8 N/m is placed antagonistically with respect to the SMA coil. The rotation angle of the pulley can be measured using a potentiometer connected to the pulley. The output voltage 1 V of the potentiometer corresponds to the rotation angle of 25
• which also corresponds to the placement 14.17 mm of the SMA coil. The SMA coil actuator is contracted by electricity, and the maximum voltage applied is limited depending on the original length of the SMA coil. In this experiment, the maximum voltage is set to 2.5 V. The control input and output in this system are the applied voltage to 
Typical Case and Detailed Discussion
We adopt a PID controller and tune the PID gains and hysteresis parameter by the method presented in the previous section, i.e., the modified VRFT under the hysteresis compensation. For comparison, we also carry out two other controller parameter tuning methods that are the standard VRFT and the modified VRFT without the hysteresis compensation.
The initial PID gains are set to
T , and the reference signal r(k), k = 1, . . . , 25000 is set to a waveform consisting of sinusoidal signals with variable amplitude. We obtained the input and output data from a closed-loop experiment with the initial PID gains as shown in Fig. 5 .
At first, we show the experimental result of the standard VRFT method. We set a sufficiently large search region as {θ | θ lb ≤ θ ≤ θ ub } with θ lb = [0, 0, 0]
T and θ ub = [20, 0.5, 10000]
T , so that we obtained the PID gains θ * = 2 /(1.0s + 1) 2 . In the CMA-ES algorithm, the maximum number of generations was set to 700. The algorithm programmed in MATLAB was run on a computer with 2.4GHz Core 2 Duo CPU and 1024MB RAM. The computation time was 96.74 s. The control output of the experiment with the obtained PID gains is shown in Fig. 6 . In Fig. 6 , the desired output is the output of the reference model driven by the reference signal. We see from the figure that the control output does not track the desired output precisely.
Next, we show the experimental result of the modified VRFT without the hysteresis compensation. We obtained the PID gains θ * = [2.0948, 0.0070, 1426.1] T . The control output of the experiment with the obtained PID gains is shown in Fig. 7 . We see from the figure that the control performance is inferior to that of the standard VRFT. Therefore, we need some appropriate compensation for the hysteresis.
Finally, we show the experimental result of the proposed VRFT method, i.e., the modified VRFT method with the hysteresis compensation. We set a sufficiently large search region as {x | x lb ≤ x ≤ x ub } with x lb = [0, 0, 0, 1, −2, 0] T are not on the boundaries of the search region. We show the control output of the experiment with the obtained PID gains and hysteresis parameters in Fig. 8 . We see that the proposed VRFT method provides a good tracking performance.
Comparison of Control Performance under Various Conditions
To show the effectiveness of the proposed VRFT method for various cases, we carried out experiments by changing some conditions in the previous subsection. The control performance is evaluated by the performance index J = 
Case 2
The coefficient of the denominator in the reference model is changed from 1.0 to 0.5.
Case 3
The coefficient of the denominator in the reference model is changed from 1.0 to 1.5.
Case 4
The maximum amplitude of the reference signal is changed from 1.5 V to 1.0 V, while the waveform is the same as in Case 1.
Case 5
The maximum amplitude of the reference signal is changed from 1.5 V to 2.0 V, while the waveform is the same as in Case 1. In Table 1 , we show the performance index values for Cases 1-7. It is evident from the table that the modified VRFT method with the hysteresis compensation provides the best control performance for all the cases.
Conclusion
In this paper, we have proposed a modified VRFT method and have presented the related optimality conditions. Next, we have proposed a VRFT method under hysteresis compensation by combining the modified VRFT and a hysteresis compensation technique. Finally, we have applied it to an experimental SMA actuator system and its effectiveness is verified.
