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ABSTRACT 
A new principle for extending determinantal identities is established which 
generalizes Muir’s classical law of extensible minors. The proof makes use of general 
elimination strategies and of generalized Schur complements. This principle allows 
either the list of columns or the list of rows extending the corresponding list in the 
given identity to depend on the latter. As applications of this technique Karlin’s and a 
generalization of Sylvester’s identity are derived. 
1. PRELIMINARIES 
Let M* be an at most countable set of elements m,,m,,... which are 
linearly ordered by < : m, < m2 < * . . . The system M = cm,, m2,. . .I, where 
the ordering is indicated by position, will be called a basic index list. A 
k-tuple Z = (iI,. . . , i,> of elements of M* is called an index list of length k 
over M. It is called ordered iff ii < . . . < i,. If nothing is said to the 
contrary, index lists are assumed to be ordered. The nonnegative integer 
where w,(i) is the ordinal of i in M [i.e., w,(i) = n iff i = m,,], will be 
referred to as the M-norm of 1. Throughout, we shall use for index lists the 
samesymbols E, C, U, CT, \, ’ as for sets, where the result of an operation 
which is applied to ordered index lists always is understood to be ordered. 
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Let M and P be two basic index lists. Then a matrix 
of elements ai,j of a field F with rows labeled i E M and columns labeled 
je P will be called a matrix over MX P and F. When Z=(i,,...,i,,,) and 
J = (j,, . . , j,) are index lists over M and P, respectively, we denote by 
A(Z;J)=A(i,,...,i,,,;j,,...,j,)=(ni,:j,),=~,..,,,,~,“=~ n 
1 , 
the m x n submatrix of A of elements belonging to rows i,, . . . , i,,, and 
columns jr,..., j,, of A. If m = n, then we denote by 
detA(Z;J)=detA(i,,...,i,,,;j,,...,j,,,) 
its determinant, which is called a subdeterminunt of A. Throughout we set 
det A(0;0) := 1, void products := 1, and void sums := 0. 
2. ELIMINATION STRATEGIES AND GENERALIZED 
SCHUR COMPLEMENTS 
These notions have been defined and discussed in some detail in [4] and 
[B]. Here we repeat the definitions and some results which are basic for the 
extension principle to be dealt with below. 
Roughly speaking, when a determinant is simplified by performing ele- 
mentary operations leaving its value unchanged, then elimination strategies 
are applied. Although the procedure of successive eliminations is a very 
elementary one, some notational difficulties arise in describing the immense 
variety of possibilities in performing eliminations. But a precise description 
of elimination procedures is necessary for defining extensions, which in some 
sense are converse to eliminations. 
DEFINITION. Let m > 1 and k 3 1 be integers. Suppose that (I,, Z,fS 
(s = 1,. . , m) are pairs of index lists of length k and k - 1, respectively, over 
a basic index list M, with Z,” C I,. Then the family 
(1) 
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will be called a (k, m) elimination strategy over I:= I, U . . . U I,,, provided 
that for s = 2,. , . , m 
(i) card I, U . . .UI,=k-1+s, 
(ii) 1: C I, n(I, U * * * U I,_ 1). 
We shall use the notation E(k, m, I) for the set of all (k, m) elimination 
strategies over I, and 
(c.Js)) := I, \ 1: (s = l,..., m). 
1’ and (c,(l), . . . , c,(m)) will be referred to respectively as the basic and the 
condensation Zist of X. Note that the former is always ordered, whereas the 
latter in general is not. The ordered condensation list is 1” := I \ 1’. The 
function cx : { 1,. . . , ml * 1” will be called the condensation function of the 
strategy X. It is easily seen to be one-to-one. We shall use the abbreviation 
e.s. for the phrase “elimination strategy” and also for its plural form. 
As a simple consequence of the definition we have 
I, u I, u * . * uI,=zOu(c,(l),...,c,(s)) (s= l,...,m). 
For formal reasons, in this definition we don’t exclude k = 1. In that case all 
lists I, are singletons, the lists I,J’ are void, and there will be neither a 
corresponding elimination procedure nor, later on, a corresponding extension 
procedure. 
For simplicity we shall represent a (k,m) e.s. X simply by 
x = Us), =l....,r,1 
when also its condensation function is specified. Then the corresponding 
sublists I,” of l,Y are uniquely determined by 1: = I, \(cx(s)) (s = l,.. .,m). 
EXAMPLES. Let M=l=(m,,..., m,) be a basic index list, and let 
n=k-l+m. Then 
GA = (G,),y=l ,....,,, E E(k,m,l), (2) 
where G, := Go U <c,,<s>>, Go := Cm,, . . . , mk_l), cGA(s) := mk_l+s 
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GA: 
Z: II+ x + x x + + x: II+ x x x + + + 
Kl X x x + 
K, + x x x 
KS x + x x 
K4 X x x + 
11 x x x + 
I, + x x X 
I, x x X + 
14 x X x + 
FE. I 
(s = 1,. . .) m). GA is called the special Gauss (k, m) es. over I. If 
such that Kin ... n K,,, = KY = K” for all s, then 2 will be called a Gauss 
(k,m) es. over 1. 
The es. NE := (N,),=i ,,,,, ,n E E(k,m, I) with N, := (m,,m,,+,, . . ., 
ma+k_l) and condensation function C&S):= ms+k_l (s = l,...,m> will be 
called the Neville (k, m) e.s. over 1. 
Of course, there are many (k,m) e.s. over Z that are not identical with 
any one of the above particular ones. Figure 1 illustrates some (4,4) es. over 
a basic index list of length 7, where + denotes an element of the condensa- 
tion list. 
Let Z and K be two basic index lists of length n and 9 respectively, and 
let A(Z; K) be a given matrix. Let I<k--I<min(n,q), m=n-k+l, 
p=q-k+l, and suppose that X:=(Z,s),Y=i ,...,, ,,~E(k,rn,Z) and Z:= 
(K,),=i,...,,, E K(k, p, K) both are Gauss. If the submatrix A,, := A(Z’; K”) of 
A := A(Z; K) is nonsingular, then the m X p matrix 
S := S( 1”; K”‘) := A /A, 
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is known as the Schur complement of A, in A. Obviously, it is related to one 
Gauss block elimination step with pivot A, transforming A = A(Z; K) into a 
matrix A’ = A’ (I; K) = A>;z(Z; K), which can be partitioned as 
A- (I’; K”) = A(Z'; K’), A-(ZO;Ko') = A(Z';K"), 
A- (I”; K”) = 0, A- (I”; K”) = S. 
When A is quadratic, then by Laplacian expansion of A- along the columns 
k E K” we get Schur’s identity 
detA=(-1) ll?, + lKol~ det A, det S, (4) 
As a consequence, the element of A’ with entries (c,.J~),c~(t)) has the 
representations 
a,-X(S),CZ(t) := A;;,(c,(s);c,(t)) 
:=A(c,(s);c,(t))-A(c,(s);KP) 
=detA’(c,(s),cz(t)) 
,I,olI +,Kyl,, detA(zs; Kt) 
=(-1) 8 
detA(Zf;Ky) 
(5) 
Indeed, (5) results by applying (4) with the (k, 1) e.s. (Z,J and (K,) of Z,Y and 
K,, respectively, to the submatrix A(Z,; K,) of A. Since X and Z both are 
Gauss, Z,” = 1’ for all s and KY = K” for all t. 
As an example consider the es. GA = (G,),=r ,._., 4 and Z = (K,)t,l ,..., 4 of 
Figure 1 applied to a 7 X 7 matrix A = A(Z; K) with I = K = (1,2,. . . ,7). Then 
the classical Schur complement of A, = A(G’; K”) = A(1,2,3;2,4,5) in A is 
S=A-(4,5,6,7;1,3,6,7). 
Its elements are symbolized by X , and those of the pivot A, by * , in Figure 
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I 
* * l 
* * * 
* * * 
= A 
FIG. 2 
1 234567 
t * * 
l * t 
* * * 
xoxooxx 
xoxooxx 
x 0 x 0 0 x x 
xoxooxx 
= A- 
2. For instance, according to (5) the particular element a;GAC3j,CZC2j is
det A(G’; K”) ’ 
The definition of Schur complements can be generalized. AS before, let 
2 := (K,)l_i ,..., P E E(k, p, K) be Gauss, but let X := (Z,),_i ,,.,, m E E(k, m, Z> 
be arbitrary. Then the generalized Schur complement of A, := A(Z”; K”> in 
A(Z; K) with respect to X and Z is defined to be the matrix 
S x,z := s,;,(z~~;K~~) := [A(z;K)/A(z~;K~)]~;, := A;,~(z~~;K~‘) 
with entries 
ecx(S).c,(t) :=A(~,(~);~,(~))-A(C,(~);KP)[A(ZP;K~)]-~A(Z,O;~,(~)) 
= AtI,; K,)/A(Z,O; K;) (s=m ,..., l;t=l,..., p) 
provided all pivots A(Zi; KY) are nonsingular. Therefore again (5) holds, 
where as before KY = K” for all t, but now Z,” in general varies with s. In 
other words, S,;, := A’,;,(Z”; K”) again is derived by transforming A(Z; K) 
into a matrix A,;,(Z; K) with a zero submatrix AI-,;,(Z”; K’). Now m block 
elimination steps are performed: for s = m, m - 1,. . . , 1, A(Z3!; K”) is used as 
pivot for one block elimination step (“row elimination”), producing zeros in 
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row cJs) in columns j E K ‘. In this process A(Z’;K)= A’(.z(Z’; K) re- 
mains unaltered, A(Z”; K”) is transformed into A’,,z(Z”; k”) = 0, and 
A(Z”; K”‘> is transformed into Sx;,. Similarly, by performing “column elimi- 
nations” a Schur complement Sx;, can be defined when X E E(k, m, Z) is 
Gauss and when Z E E(k, p, K) is arbitrary. If X or Z is Gauss, then 
as is easily seen. Here r denotes transposition. Consequently, in the sequel 
with no loss of generality we may assume 2 Gauss. 
Evidently, in the particular case X = 2 = GA, we get the classical Schur 
complement in its simplest form. It needs a minimum of regularity assump- 
tions for its definition, only one pivot A(Z”; K”) must be nonsingular, and it 
is uniquely defined independent of the order in which the block eliminations 
are performed. In contrast, with respect to arbitrary es. X and Z, one being 
Gauss, m nonsingular pivots A(Z,o; KY) (s = 1,. . . , m) are used, and the order 
of performing m block elimination steps is fixed as the reverse ordering of 
1<2< .** < m. The additional regularity assumptions will disappear in the 
extension principle to be dealt with below. But there the fact that the index 
lists I,” may depend on s will allow a greater flexibility in extending 
determinantal identities. 
Let us illustrate the concept of generalized Schur complement by consid- 
ering a simple worked-out example. Suppose that the es. X = (Z,s),_l,,,,,, 
and Z=(Kt)t=1...,,4 of Figure 1 are applied to a 7x7 matrix A = A(Z;K) 
with Z=K=(1,2,..., 7). Assume that the pivots A(Z,f; Kf) (s = 1,. . . ,4) are 
nonsingular. Then 
S,;, = A-(1,5,6,7;1,3>6,7) 
actually is computed by four block elimination steps producing zeros in 
columns j E K” = (2,4,5) and in rows c,(4) = 7, c,(3) = 6, c,(2) = 1, c,(l) 
= 5 in that order by using the pivots 
A(Z:;K’), A(Z;;K’), A(Zi; K’), and A(ZF; K’), 
respectively. In each step the elements of the actual pivot are indicated in 
Figure 3 by *, and those of Sx;, generated in that step by X , +, 8, @ 
respectively, labeling each row by its number. 
We add a numerical example. In Figure 4, which corresponds to Figure 3 
in each step, the actual pivot is indicated by printing its elements in italics. 
152 G. MijHLBACH 
1 
2 
3 
A=4 
5 
6 
7 
=-=-I 
1 2 3 4 5 6 7 
I 
* * * 
* * * 
4th step 
4 A-= 
5 
1 2 3 4 5 6 7 
@ 06300@8 
* * * 
* * * 
1st step 
+ 
3rd step 
+ 
1 2 345 67 
I I * * * *  L-----s * *  7X0X ooxx 
* * * with S,;, = 
a9 oc9oooa9 5 
+ o+oo++ 
X oxooxx 7 
* * * 
* * * 
+ 0 + 0 0 + + 
X oxooxxl 
1 3 6 7 
8 Q 
tB 8 
+ + 
X X 
FIG. 3 
The inverses of the pivots are 
-2 -5 4 
[A(Z4”;K”)] -’ =A(l,4,6;2,4,5)-‘= f 5 5 -5 1 7 
1 5 -2 
[A(Z$K’)] -’ = A(1,2,4;2,4,5)-’ = 
1 -5 3 5 2 1 -3 2 
2 27 1 -52 -2 8 21 -2 
? -29 -1 55 3 -8 -21 3 
A=4 5 l-10 0 2 5 0 
5 28 1 -55 -1 9 24 -1 
6 0 4 -5 1 3 5 1 
7 -1 2 2 0 1 3 1 
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1 2 3 4 5 6 7 1 2 3 4 5 6 7 
-5 3 5 2 1 -3 2 
27 1 -52 -2 8 21 -2 
-29 -1 55 3 -8 -21 3 
5 1 -10 0 2 5 0 
28 1 -55 -1 9 24 -1 
0 4 -5 1 3 5 1 
7 1 0 1 0 0 2 1 
-5 3 5 2 1 -3 2 1 -1 0 -1 0 0 3 0 
27 1 -52 -2 8 21 -2 27 1 -52 -2 8 21 -2 
2nd -29 -1 55 3 -8 -21 3 Drd -29 -1 55 3-8-21 3 
--a 5 1 -10 0 2 5 o-, 5 l-10 0 2 5 0 
28 1 -55 -1 9 24 -1 28 1 -55 -1 9 24 -1 
6 -5 0 0 0 0 -5 0 -5 0 0 0 0 -5 0 
1 0 1 0 0 2 1 1 0 1 0 0 2 1 
4th 
-3 
5 
-1 0 -1 0 0 3 0 
27 1 -52 -2 8 21 -2 
-29 -1 55 3-8-21 3 
5 1 -10 0 2 5 0 =A- 
0 0 0 0 0 + 0 
-5 0 0 0 0 -5 0 
1 0 1 0 0 2 1 
FIG. 4 
[ A(Z,O; K’)] -I = A(2,3,5;2,4,5)-’ = 
[A(Z;;K’)] -‘= A(2,3,4;2,4,5)-‘= f 
3 2 -1 
The generalized Schur complement [A(Z; K)/A(Z’; KO)]x;z is 
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whereas the classical Schur complement [A(Z; K)/A(Z’; KO)l is 
-1 -1 -y 0 
s= I 0 0 -3 2 -2 4 vy 1 -30 1 1 
Obviously, these two matrices are different, but they have equal determi- 
nants. 
Whereas the Schur complement of a submatrix depends essentially on 
the elimination strategies used, its determinant does not. Since its definition 
is based upon elementary matrix operations leaving the determinant invari- 
ant, there holds 
THEOREM 1. Let k and n be positive integers such that 1~ k < n. Set 
m = n - k + 1. Suppose that Z and K are two basic index lists of length n each. 
Let A(Z; K) be a given matrix over Z X K and the field F. For any two e.s. 
X E E(k,m, I) and Z E E(k, m, K), one being Gauss, such that the general- 
ized Schur complement S,;, = [ACZ; K)/A(Z’; K’)lx;z is well defined, there 
holds 
detA(Z;K)=(-1) llO1~+ll<O’~detA(Zo;Ko)det S,,, 
Proof. This equality follows readily by Laplacian expansion of 
det A’ (I; K) = det A(Z; K) along the columns j E K”. n 
In contrast to the classical Schur complement, in general not every 
subdeterminant of the Schur complement with respect to a pair X, Z of 
(k,m) es. can be expressed in a simple way by subdeterminants of A. 
Therefore the concept of a substrategy is important. 
DEFINITION. Let X :=(Zs)s_l ,...,, ,, E E(k,m, I) and let 1 <r Q m. If 
&=(~,)j-r,,,,,r is a subfamily of X such that X E E(k,r,I), where i:=li 
U * * * U _I,, and such that the condensation function of X is a restriction of 
the condensation function of X [i.e., for each j there exists ij E 11,. . ., m} 
such that Jj = Zi, and c,(J) = c,(ij)], th en it is called a substrategy of X. 
EXAMPLES. 
(0 Each initial section X = <Zj)j-I,,,,, r, 1 < r < m, of a (k,m) e.s. X = 
(Z,)s=l,.. ,,n is a substrategy of X. 
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(ii) Any subfamily of a Gauss e.s. is a substrategy which again is Gauss 
with the same basic list. 
(iii) If NE := (N,),= I,...,,,, is the Neville (k, m) e.s. over 1 and i C I is 
any index list of length r + k - 1 > 1 which is connected, [i.e., for some h, 
I < h <h + r + k -2 <m, we have _I=(m,,,m,,+,,...,mh+r+k-2)1, then 
NE”“:= (N.)‘=* ~,+~_i is a Neville (k,r) substrategy of NE over I. 
Clearly, the:eJfork it is necessary that I be connected. 
THEOREM 2. Let the assumptions of Theorem 1 prevail. Assume that 
_X=C~j>j=l,..., r and Z=(K~)~=I,..., r are (k, r) substrategies of X and 2, 
respectively. If C and D are the condensation lists of g and z, respectively, 
then 
det S,,,(C; D) = (- I)ll”l!+l@lK 
det A(I; K) 
detA(_IO;gO) signCsign D 
Proof. By applying Theorem 1 with & and z to the submatrix 4 = 
A(I; &) of A, we obtain 
detA = (-l)llO1!+‘_K”‘Edet A(I”;Ko)detS,;g 
with 
S,:, = [ A(!; K)/A(_I’; K”)] x:z. _ 
From (5) it is clear that S,;, = Ai,& \ _I’; & \ K”>, for the condensation 
functions of & and z are restrictions of those of X and Z, respectively. Since 
C and D in general are not ordered, the corresponding ordered index lists 
are _I\_1’ and &\ go, respectively, now the assertion follows from 
det S,.,(C; D) = det A&,(C; D) = sign C sign D det S,;,, where sign C = 
sign cx, and sign D = sign cz is the usual sign of a permutation with respect 
to the-ordering of the corresponding basic index list. n 
3. AN EXTENSION PRINCIPLE FOR 
DETERMINANTAL IDENTITIES 
DEFINITION. Let Z and K be two basic index lists of length n and q 
respectively, and let 1’ c Z and K” c K be ordered sublists of length k - 1 
each, where 1~ k < min(n,q). Let I “‘:= I \ 1’ and K”’ = K \ K” be their 
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ordered complements. Assume that 
T(S) := 5 CiTi(S) = 0, 
i=l 
(6) 
where ci E F are nonvanishing coefficients and 
Ti( S) := n det S(C,,j; Di,j) 
j=l 
is a product of ri > 1 subdeterminants of a matrix S = $I”; K”‘> over 
Z”‘X K”’ and F. Here the index lists Ci, j c Z and Di. j c K are not necessar- 
ily ordered. Equation (6) will be called a determinantal identity over 
Z”’ X K”’ and F if T(S) = 0 holds true for all matrices S over Z”’ X K”’ and 
F. A determinantal identity (6) will be called r-homogeneous if ri = r for 
all i. 
For instance, Laplacian expansions are typical examples of determinantal 
identities. A more formal treatment of determinant4 identities can be found 
in [2] and [3]. It may be used to extend the following extension principle to 
other fields, which we shall prove only for the field F = K of real or complex 
numbers. 
THEOREM 3. Suppose we are given a determinantal identity (6) over 
Z”‘X K”’ and K. Let ei,j be the length of the index lists Ci,j and Di,j, and let 
m:= n - k +l, p := q - k +l. Assume that there exist two e.s. X:= 
(Z,Js=, ,..., llI E E(k, m, I) and Z := (K,)t,l ,,,,,, I E E(k, p, K), one being Gauss, 
subject to the following condition: 
for each pair (i, j) there exist substrategies of X and Z, given 
respectively by _Xci.j) = (_I,“.“),, = I,,.., et , E E(k, e,, j, _Ici.j)), 
where 1ci.j) := U zzI I,!“‘“, and by zciJ) = (@“j’>t= 1, ,F, , E 
E(k, ei, j, &‘xj)), where K(‘%j) := U :211 Kji,J), and such that Ci j 
and Di,j are the condensation lists of Xci,j) and zci.j), 
respectively. 
(7) 
Then 
7+(A) = 5 ciTi* (A) = 0 
i=l 
(8) 
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is a determinantal identity over 1 X K and K, where for each i T,(S) is to be 
replaced by 
~~~ (A) = s,f, I$ det A(l(ixiy’ U Ci,.j; &(“j’ U Di,j)> 
j=1 
with 
REMARKS. _I(i,j@ ,& &(i.j)o are the basic lists of the substrategies &(i,j) 
and Zci,j), respectively, and for all (i, j) the ordered index lists lo-j) = _Ici,j)” 
u Ci, j, g(i.0 = g(i.j)o U Di,j are extensions of the given (nonordered) index 
lists Ci,j and Di, j, respectively. The extra factor fi depends on the matrix 
A(1; K), whereas si is a sign factor depending only on the es. used and on 
the orderings of the index lists occurring in the given identity. Since one of 
the es. X and Z is arbitrary [the other must be Gauss; see (3)], the 
corresponding extensions may be chosen individually, depending on the 
given index lists. 
COROLLARY. When both e.s. X and Z are Gauss, then all submatrices 
A(l(‘,j”; &(i~jp) = A(l”; K”) =: A, are identical and (8) is a determinantal 
identity over I x K and K, where 
T^(A) = si.(detAo)“‘(o-‘) fi detA(l”UCi,j;KoU Di,j). 
j=l 
lf moreover I = K = (1,2,. . . , n) and T(S) = 0 is r-homogeneous, if all index 
lists Ci,j, Di j (k,k + l,.,., n) are ordered, and zf X = Z = GA both are the 
special Gauss (k,m) e.s. (2) over 1, then the above extension T*(A)= 0 is 
equivalent to the following determinantal identity over I x K and K. 
2” (A) = 5 cJ’i’(A) = 0, (9) 
i=l 
158 
where 
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Ti’(A)= fi detA(G”UC,.j;GOuoi,j) 
j=1 
with 
G”=(1,2 ,..., k-l). 
REMARK. (9) is known as Muir’s law of extensible minors [l-3]. 
Proof. With no loss of generality we may assume Z Gauss. First we 
make the additional assumption det A(Z.0; K') # 0 (s = 1,. . . , m). Then the 
generalized Schur complement 
is well defined. By assumption T(S) = 0. In view of (7) we can replace the 
subdeterminant det S(C,, j; Di,,> according to Theorem 2 by 
Multiplication of T(S) by the factor 
f = fi fi det A(~(i,.i’o; g(i,j)o) 
i-1 j=l 
yields fT(S)= Z'^(A)= 0 as claimed. Since the matrices A(Z; K) such that 
det A(Zf; K,) # 0 for s = 1,. . . , m are dense with respect to the sup norm in 
the space of all matrices over Z X K and K, we have T^ (A) = 0 as a 
determinantal identity over Z X K and K without the additional assumption. 
This concludes the proof of Theorem 3. n 
4. A GENERALIZATION OF SYLVESTER’S IDENTITY 
As a first application of the extension principle we derive a generalization 
of Sylvester’s identity [4,8], which has proved to be the source of many 
extrapolation algorithms [9]. 
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THEOREM 4. Let 1 and K be two basic index lists of length n each, and 
let 1 <k <n, m = n-k +l. Suppose that X:=(Z,),Y=l ,...,,, I E E(k,m,Z) and 
Z :=(Kl)t=l,...,, E E(k,m,K), one being Gauss. Then there holds as a deter- 
minantal identity over Z X K and K 
det(detA(Z,;K,)),,,=i,...,,,, = hdet A(Z; K) fi det A(Z:; KY), (10) 
s=2 
where h is a sign factor depending only on X and Z, 
,,I 
h=(-1) I~% + I& + c WI,, + I& ) * = I 5 sign C sign D, 
with C and D the condensation lists of X and Z, respectively. 
Proof. In case k = 1 the theorem is trivial. When k > 1 then Equation 
(10) appears as the extension of Leibniz’s definition of the determinant 
det S(C; D) =det S(Z \ IO; K \ K’)signCsign D, 
which as a determinantal identity over 1” X K”’ and K can be written 
-detS(Z\Z’;K\K’)signCsignD=O. 
Here S, denotes the symmetric group of order m. We can apply Theorem 3 
with Q = m! + 1, ri = m for i = 1,. . . , m!, and r. = 1. Identifying the summa- 
tion index i with r when 1~ i Q m!, for (i, j) = (r, j) we have to extend the 
row list Ci,j = (cx(?r(j))) and the column list Di,j = (c,(j)). Therefore we 
can take i(i,i) = (I,, j,) and K(“,j) = - (Kj) as (k, 1) substrategies of X and of Z, 
respectively. For p = Q we have to extend the row list Z”’ and the column 
list K”. Here we can take X and Z as (k,m) substrategies of themselves. 
Then for i = 1, . . . , m!, i.e. for all i = r E S,,, according to Theorem 3 we 
have 
111 
c WPlr, + I~llK,) 
T,(A)=(-l)“=’ det A(Z’; K”) n 
u E s,,, 
U#7l 
X&t A(Z,,,,; K,) . . . det A(&,,,; K,,,) 
fi det A(Zj; KY) 
s=l 
i 
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with the corresponding coefficient c, = sign TT, and for i = Q we have 
,n 
T^(A)=(-l)“““+‘k”‘“detA(I;K) V n n detA(Z,y;Ky) 
7rESr,, Y=l 
with coefficient cv = -sign C sign D. From 
T*(A)= ; ci-T,^(A)=O, 
i=l 
by canceling the common factor 
Equation (10) results. 
5. KARLIN’S IDENTITY AND SOME GENERALIZATIONS 
The following identity in its simplest form is due to Schweins. A slightly 
more general form which was rediscovered by Karlin [5, p. 81 has proved to 
be useful in various contexts [6, lo]. It is easily derived from the above 
principle, as will be shown now. 
KARLIN’S IDENTITY. Let I= (1,. . , n) and K = (1,. . , n, n + 1) be basic 
index lists of positive integers ordered by the natural ordering. Let j E I, 
1~ p < 4 < r < n + 1 be given. Then there holds as a determinantal identity 
over 1 x K and K 
detA(I;K\(r))detA(I\(j);K\(p,q)) 
-detA(I;K\(q))detA(I\(j);K\(p,r)) 
+detA(Z;K\(p))detA(Z\(j);K\(q,r))=O. (II) 
Obviously, Karlin’s identity is a particular case of the following more 
general determinantal identity. 
GENERALIZATION OF KARLIN’S IDENTITY. Let I=(l,...,n) and K= 
(1,. . ., n,n+I);letI<k<nandm=n-k+I.Supposethat 
l<p,<p,< ... <p,,,<n and l<y,<q,< ... <q,,,+,<n+l 
DETERMINANTAL IDENTITIES 161 
are fixed. Then for any /_L E { 1,. . . , m} there holds as a determinantal identity 
over I x K and K 
tn + 1 
iF1 (-l)‘+idetA(IoU(p,);KoU(y,))detA(I;K\(q,))=O (12) 
with 
KO:=(l >...a n,n+l)\(q,,q, 1..., 4,,,+1). 
Proof. For any p E { 1, . . . , m) 
,n + 1 
i&‘l (-l)“‘detS(p~;~i)detS(~l,...,~,,,;y~,...,~~,...,9,,+~)=0 
is a 2-homogeneous determinantal identity over lo’ X K”’ and K, because it is 
the Laplacian development along the first row of the determinant 
with two identical rows. For an extension of this identity according to 
Theorem 3, take the Gauss (k - 1,m) e.s. X = (I,),=1 ,,,,, m with I, := 1’ U(p,) 
for rows and the Gauss (k -l,m+l) e.s. Z=(K,)t,i,,.,,,,+i with K,:=K’ 
I for columns. It is easy to show that for all (i,j) (i = 1,. . .,m + 1; 
j = 1,2) there exist substrategies &“j) and Zci,j) of X and Z, respectively, 
such that their condensation lists equal Ci, j and Di, j, respectively. Indeed, 
for i = l,..., m +1 and j = 1,2 we can choose 
(i, j) 'i.j Di,j x(C.0 z(W 
(i,l) (p,) 
(i,2) (pl,...,p,n) (ql,..., 
4(4i) 
t,...> 
4 
,n + 1 
) ;k’ (K ) = “i) 
t 1 1, ,m+l(ffi) 
G, j) i(i,jP K(k.iP pk.0 K(U) 
(i,l) 1’ -K” 
z” u ci,j K” u Di,j 
I Ki 1, Ki 
(i,2) 1’ K” I” K 1 (qi) 1 K \(qi) 
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Since all sign factors si are identical and also all extra factors f,, from 
Theorem 4-or even more simply from its corollary-( 12) follows. n 
Evidently, the assumption that X is Gauss is unimportant. So we can get 
another generalization of Karlin’s identity by taking X = (Z,Y),= i,. ,,, ,,I as an 
arbitrary (k - 1, m) e.s. over Z with condensation list C = (p,i,. . ., p,,,,), 
where T is a permutation of cl,..., m). Here 2 is taken as above. Under 
these assumptions, for any p E 11,. . . , m) 
m+l 
ic, (-l)‘+‘detA(Z,;K,)detA(Z;K\(q,))=O (13) 
holds as a determinantal identity over Z X K and K. It should be remarked 
that it is not so easy to replace Z by a non-Gauss es. 
CONCLUDING REMARK. It is clear that by using the extension principle 
presented, starting from simple low-dimensional determinantal identities, a 
large variety of high-dimensional determinantal identities can easily be 
derived. Of course, one can tell which ones will be important only by looking 
at their applications. 
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