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1. INTRODUCTION 
In this paper we consider a decomposable K-dimensional Galton-Watson 
process. Specifically, we consider a temporally homogeneous, K-vector-valued 
Markov chain, (2,; n = 0, l,...>, with the following properties. 
(i) For each i, 1 < i < K, let e, = (Stsl ,..., &). Then 2, is taken to be 
one of the vectors ei . 
(ii) Let P denote the probability measure of the process; let 
2, = (Z,l,..., Zn”), 12 > 0; and let 
F,,j(x) = P{Zli < x ( z, = Q}, 1 < i, j < K. 
Then Zmi, 1 < j < K, n > 0, takes only non-negative integer values and 
for each n, n 3 0, 
P(Z;, < x ) Z, ,..., Z,} = Fl$+ F$* -.. * Ff&), 
where the right-hand side is the convolution of Zni times Fi,j for 1 < i < k. 
(iii) Let E denote the expectation functional; let mg,j = E(Z,j 1 Z,, = ei}, 
1 < i, j < k; and let M denote the matrix (mi,j). Then 
s 
m 
?Tls,j = xdFi,j(x) < to for all 1 < i, j < k. U-1) 
0 
(iv) Let p denote the largest positive eigenvalue of M. Then 
p > 1. (1.2) 
We will prove limit theorems for this process that differ in several aspects 
1 Financial support from the National Science Foundation for the second author 
is gratefully acknowledged. 
309 
310 KESTEN AND STIGG’M 
from those obtained in [l] and in Part 3 of [2]. For instance in [l] and [2] we 
showed that if M is irreducible, i.e., if there exist integers t(&j) such that 
(Mt(i*i))i,i > 0, 1 < i, j < k, then for some integer d, p-nd-tZnd+t converges 
as n--f CO with probability one to a random vector with a fixed direction 
depending on t; 0 < t < d - 1. Here we will encounter cases when the 
P -“‘s are “correct” normalizing constants but for a subset of components j
pd-tp nd+t converges to zero with probability one, for j in an other subset 
P -nd- tzj nd+t converges to a random vector with fixed direction, and for j in 
a third subset it converges to a random vector whose direction is not fixed. 
If the limit of p-“Z, has the direction of the fixed vector V, we can write 
the limit as w * o for a one-dimensional random variable w. In [l] and 123 
we showed that for an irreducible matrix M the distribution of this random 
variable w was either concentrated at one point or had a jump at the origin 
and a continuous density function away from the origin. There are no other 
possibilities as long as M is irreducible. However, if M does not satisfy this 
condition, there is still a third possibility, even when the P-~Z,‘S converge 
to a random vector with fixed direction. Specifically, if 
lim p-“Z, = w + 2~ n+m w.p.1,a 
then there are cases where the distribution of w away from the origin has a 
discrete part not concentrated at one point. The distribution of w may even 
be entirely discrete. 
There are even more significant differences between the limiting behavior 
of indecomposable and decomposable processes than those suggested above. 
When M is not irreducible, p-“, n > 0, need not be correct normalizing 
constants. In fact, as we will show, different subsets of the components of the 
Z-process have, in general, different normalizing constants. These constants 
always have the form, n-?A-%, where y is a non-negative integer and h is 
a positive real number greater than or equal to one. Moreover, if y > 0, h > 1, 
and if n-An, n > 0, are correct normalizing constants for a particular subset 
of the components of the Z-process, then the corresponding limit vector 
may be zero with probability one, it may have a fixed direction or a random 
direction, it is even possible that there is no limiting vector at all along any 
subsequence of the form nd + t, where d and t are finite integers with t > 0 
and d > 1. Thus we see that when we drop the assumption that M is irre- 
ducible, we obtain a richer theory of the limiting properties of multivariate 
branching processes. 
To simplify the reading of the paper we will state and discuss our main 
results in Section 2 and develop the proofs of the theorems in Section 3. 
2 w.p.1 stands for “with probability one.” 
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For the convenience of the reader and also for easy reference we will state 
the main result of [l] below. In the statement of this theorem u and w are 
respectively positive right and left eigenvectors of M corresponding to p 
chosen so that 
u-v’= i u,s,=l. 
i-l 
Also 
pi = P(Z, = 0 eventually ] Z, = es}, 1 <i<k. 
We shall use the fact that the qs’s satisfy the equations, 
q = f(q) or Qs =fYs t***P !?k), l<i<k, 
where 
(1.3) 
(1.4) 
fi(s) = c P{z; = Y, ,...) Z,” = yk 1 Z, = el} s:’ --- sp. 
T1>0,...,5&0 
(See Theorem 11.7.1 of [3].) I n most cases which we shall encounter, the qt 
satisfy in addition 
pi <l. (1.5) 
THEOREM 1.1. Let Z+, n > 0, be a k-dimensional branching process that 
satirjies Assumption (i)-(iw) above and in addition the condition 
(iIP),,* > 0 for a s@iciently large t and all 1 < i, j < k. U-6) 
Then there exists a random vector Wand a one-dimensional random variable 20, 
such that 
and 
If 
lim A = W 
n+co pn w.p.1 
w=w*v w.p.1. 
then 
E{Zli log Zrj ] Z, = et} < co for all 1 < i, j < k, 
E(w 1 Z, = es} = ud , l<i<k, 
and if (1.9) fails to hold for some pair i, j then 
w=o w.p.1. 
409/1712-8 
(1.7) 
U-8) 
(1.9) 
(1.10) 
(1.11) 
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Finally, if.&, = eiO, I < i, < k, if (1.9) / to Id s, and if there is at least one jO 
such that 
2 ZIi%m can take at least two values with positive probability, 
WL=l 
given 2, = eiO , (1.12) 
then the distribution of w has a jump of magnitude qi, < 1 at the origin and a 
continuous density function on the set of positive real numbers. If (1.12) fails 
to hold for all j,, , 1 <j, < k, then the distribution of w is concentrated at one 
point. 
We shall have occasion to use a generalization of Theorem 1.1 where (1.6) 
is replaced by 
for some set of integers t(i, j) 2 1, 1 < i, j < k. 
In this case there exists an integer d, positive vectors v(l),..., v(d), and a 
random variable w, such that 
lim 
z n&-z, ~ = w . v(q(i, PI) n+m ,p- w.p.1, 
where q(*, *) can be given explicitly. The properties of w are entirely ana- 
logous to those listed in Theorem 1.1. (See Section 3 of [2] for a full statement 
and proof of these assertions.) 
REMARK. Some of our results resemble a number of results in the litera- 
ture for continuous time processes. For instance Lemma 3.3 with its proof 
can be viewed as a result about branching processes with immigration, which 
where treated in [4] by B. A. Sevastyanov. Also, an analogue to formula 
(2.37) below was announced by V. P. Chistyakov in [5]. However, Chistyakov 
requires existence of second moments and only obtains convergence in the 
mean for his random variables, rather than convergence with probability 
one. Cases which correspond to p = 1 and p < 1 were treated by A. A. Savin 
and V. P. Chistyakov in [6] and by V. P. Chistyakov in [7]. 
2. PRELIMINARY REMARKS AND STATEMENT OF RESULTS 
We will begin by showing how the components of the Z-process in a natu- 
ral way can be grouped into equivalence classes, {Ca}rGaGl , and how these 
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equivalence classes can be partially ordered in a way that allows us to rear- 
range the rows and columns of M so that M takes the form 
/ M(1) . ... 0 \ 
(2.1) 
where Way b) = (~&c,.x~ and M(a) = M(a, u). We shall show that 
if 2, = ei for some i E C, and if M(a) f 0, then the subprocess 
is an indecomposable branching process to which our results in [I] and in 
Section 3 of [2] apply. This takes care of the limit behavior of Z,(u) when 
2, = e, , i E C, . We shall then state three general theorems for the case 
when there are only two blocks along the diagonal in (2.1). These theorems 
allow us to determine the behavior of the subprocesses (Zn(u), Z,(b)), R > 0, 
b > a, whenever 2, = ei for some i E C, . Moreover these theorems together 
with the lemmas used to prove them in Section 3 of the paper provide the 
necessary arguments for an inductive proof of the corresponding limit 
theorems for the case when there are more than two blocks along the diagonal 
in (2.1). We conclude the discussion in this section by stating several of our 
results for the general case. 
To define the equivalence classes C, we proceed as follows. We say that the 
ith and jth component of the Z-process communicate (i-j) if and only if 
there exist non-negative integers n, and n2 such that (Mnl)i,j > 0 and 
(MQ),,~ > 0. In particular since we allow n, = n2 = 0, the ith component of 
2, 1 < i < K, always communicates with itself. Moreover, if i # j, then 
i -j if and only if there exist positive integers n, and n2 such that 
P{Z& > 0 I 2, = ei} > 0 and p{ZA, > 0 1 ZfJ = ej} > 0. 
Clearly, N is an equivalence relation according to which we can divide the 
components of 2 into equivalence classes, {Ca}rGiGm . 
We shall say that a follows b if there exists an i E C, and a j E C, such that 
for some non-negative integer n (Mm)i,j > 0. The relation follows induces in a 
natural way a partial ordering of the Cd’s Since a follows b evidently implies 
that for each i E C, and j E C, we can find an integer n 3 0 such that 
(Mn)i,j > 0, we can use this partial ordering to renumber the components 
of 2 such that the relations, i 2 j, i E C, and j E C, imply that either a 
follows b or a is not comparable to b. After this rearrangement M takes the 
314 KESTEN AND STIGUM 
form (2.1), and we assume from now on that III has been brought into this 
form. 
An immediate consequence of (2.1) is 
(M”)i,, = pYa,j , i,jEC,. (2.3) 
From this and the definition of equivalence classes it follows that either 
C, = {i} (one element only) and rn*,i = 0, (2.4) 
or, for each pair ;, j E C, there is an integer t = t(i, j) such that 
Pw4h > 0. (2.5) 
If (2.5) holds, M(a) h as a positive eigenvalue pa such that no eigenvalue of 
M(a) exceeds pa in absolute value whereas (2.4) implies that 
Pwh = 0 for all n 20. P-6) 
In the last case we put pa = 0. 
In general there may be several eigenvalues of M(a) with absolute value pa . 
If M(u) satisfies (2.5) pa exceeds all other eigenvalues of M(u) in absolute 
value only if M(u) is aperiodic in the sense of Section 3 of [2]. Section 3 of [2] 
also shows that “M(u) is aperiodic” is equivalent to “M(a) is positively 
regular,” i.e., the integer t in (2.5) is independent of i,j. 
From the above remarks one immediately sees that when 2, = ei with 
iEC,, the subprocess Z,(a), n > 0, is a branching process with expectation 
matrix M(u), whose asymptotic behavior is easily determined. In fact, if 
(2.4) holds then Z,(u) = 0, n 3 1, and if (2.5) holds Section 3 of [2] applies 
to Z,(u). In particular, if pa < 1 and if Z(a) is not singular, then 
& Z,(u) = 0 w.p.1, 
and if pa > 1, the behavior of pTZ,(u) is described in Theorem 1.1 above in 
the aperiodic case and in Theorem 3.1 of [2] in the periodic case. 
For the study of Z,(u) when Z,, = ei, i $ C, , we introduce the random 
variables Tzg, which represent the number of descendants of type 4 in the 
mth generation of the Z$-, particles of typep in the (m - 1)th generation. We 
will number these particles Y = 1,2, e-s, Tzg and denote the descendants in 
class C, in the nth generation of the rth of these particles by the vector, 
U,g(m, n, a, p). If a particle is of a type in C, at time n, there must have been 
a first generation in which the ancestor of the particle had a type belonging 
to C, . Let the first generation be the mth one (we allow m = n, in which 
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case we consider the particle as an “ancestor” of itself). When we separate 
the particles at time n according to the value of m, we find that 
C 
m-1 QEC, o<b< 1 wCb r-l 
(2.7) 
From (2.7) we see that the study of the behavior of Z,(a) reduces to a study 
of sums of random vectors of the form 
~l~lUT’Wn,a,p), n>O, pECb, qECa, and u<b<l. (2.8) 
For given .Zz-, , the distribution of Tzq, q E C, , depends only on the distri- 
bution of &(a), given 2, = eD . Th ere fore, all essential features of the study 
of (2.7) and (2.8) already occur in the study of subprocesses (Z,(a), Z,(b)) 
with Z, = ei , i E C, . The corresponding expectation matrix is 
( 
Mb4 0 
M(b, 4 M(b) 1 ’ 
and without loss of generality we can take a = 1, b = 2. We shall, therefore, 
be content to state and prove precise theorems only when there are two blocks 
along the diagonal in (2.1). However, the proofs of the theorems are broken 
down into lemmas that are stated in such a way as to provide the reader with 
the necessary tools for an inductive argument in the general case. 
We thus turn our attention to processes with expectation matrix, 
M = (M:;)l) 
0 
M(2) - (2.9) 
Clearly, if 2, = ei with i E C, , then 242) = 0, n > 0, and one only has to 
study Z(1). Similarly, if 2, = ei , i E C’s , but M(2, 1) = 0, then Z,(l) = 0. 
These situations have already been considered in the beginning of this 
section, so we may and shall assume that 2, = e, , i E C, , and M(2, 1) # 0. 
If pz < 1 and Z(2) is not singular, then we know (Remark 3.1 of [2]) that 
Tisq (p E C, and p E C,) will be zero eventually w.p.1. because this is so for 
Z,-,(2). If in addition p1 < 1 and Z( 1) is not singular, then each U,.q(m, n, 1, p) 
will be zero eventually since U,.Q(m, n, 1, p) has the distribution of Z,-,(l) 
given 2, = e, . Thus, by (2.7) 
lim 2, = 0 ?P+CO w.p.1 
whenever pa < 1 and Z(a) is nonsingular for a = 1,2. This is the reason 
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why we shall only be interested in the case where pa > 1 for some a (even 
though there are interesting aspects to the case where pa = 1,2(2) is singular, 
and pr < 1). Since the spectrum of M is precisely the union of the spectra 
of the M(a), pa > 1 for some a is equivalent to p > 1. 
In the discussion that follows we disregard the cases where M(1) = 0 
or M(2) = 0. If M(1) = 0, then C, consists of one element only, say q, 
and Ur”(m, 71, 1, p) = 0 for m < n (see (2.6)). Thus by (2.7) 
z,(l) = C T,?“, 
WCs 
and the asymptotic behavior of the T,, D*q is covered by Remark 3.1 below. 
If M(2) = 0, then Tzq = 0 for m > 2, p E C, , q E C, , and one is essentially 
back in the one-block case again. From now on we therefore assume 
MU) f 0, M(2) # 0, and q2, 1) # 0. (2.10) 
Then both M(1) and M(2) satisfy (2.5) and by Section 3 of [2] there exist 
unique (up to positive multiplicative constants) vectors V(U) and U(U) satis- 
fying3 
v(a) w4 = f,44, Vi(U) > 0, iEC,, 
M(a) 44 = P&W, %(4 > 0, iEC,, (2.11) 
To study branching processes with moment matrix M satisfying (2.9) 
and (2.10) we begin with the simplest case where p is simple and exceeds all 
other eigenvalues of M in absolute value. An interesting aspect of our results 
for this case is that they hold irrespective of whether or not the block, M(u), 
with pa < p is periodic in the sense of Section 3 of [2]. Of course, when p is 
simple, M has unique (up to positive multiplicative constants) non-negative 
left and right eigenvectors z, and u corresponding to p such that vu’ = 1. 
One easily sees that if p = pr > pa , then 
v = (v(l), 0) and u’ = (u’(l), (pl - M(2))-l M(2, 1) r/(l)), (2.12) 
whereas for pr < pa = p, 
v = (v(2) MG 1) (d - WY, v(4) and 24’ = (0, u’(2)). (2.13) 
(The 0 in v in (2.12) and in u in (2.13) stands for a zero vector of the same 
3 u’ = transpose of u. 
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dimension as M(2) and M(l), respectively. u(1) and v(1) are the same vectors 
as defined in (2.11)). With these notations we have 
THEOREM 2.1. If p is simple and larger in absolute value than all the other 
esgenvalues of M, if (1.2) and (2.10) hold, and sf Z, = ei for some i E C, , 
then there exists a random vector Wand a one-dimensional random variable w, 
such that 
lim -Sk- =w 
n+m pn 
w.p.1 (2.14) 
and 
w=w*v w.p.1. 
Also one has either 
E(w 1 2, = ei} = ui > 0 
or 
w=o w.p.1. 
Moreover (2.16) holds if and only if 
(2.15) 
(2.16) 
(2.17) 
E(Zlg log Zla 1 Z, = eD} < co (2.18) 
for all pairs p, q E CatO) , where a(p) denotes the unique index with p,, = p 
(a = 1 or 2). Finally if (2.18) h o Id s and if there is at least one j,, E Cacp) such 
that 
Z,(a(p)) u’(a(p)) can take at least two values with positive probability, 
given Z, = ejO , (2.19) 
then the distribution of w has a jump of magnitude pi at the origin and a con- 
tinuous density function on the set of positive real numbers. 
The reader should note that if p = p2 in Theorem 2.1 and if (2.19) is not 
satisfied, then it follows from Theorem 1.1 and (3.36) below that the distri- 
bution of w is concentrated on one point only. More interesting is the case 
where p = p1 > pz and (2.19) fails to hold. By (2.7), (2.8), and (2.15) 
w . V(I) = lim J- f C C r5 Ura(m, n, 1, P), 
n- Pn m=1 P”C* WC* r-1 
and if 
T”Q zz 0 m (2.20) 
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for all p, 4 and m > M for M sufficiently large, this limit reduces to 
w .0(i) = f 2 C 'f l&p-WTq(m, n, LPI. 
rn=l psc, WC, r=l 
If (2.19) is not satisfied, it follows from Theorem 1.1 applied to the process 
Urq(m, n, I,p), n > m, that 
lim pm-“U,q(m, n, 1,p) = E(W j 2s = eqj * v(l) = RJl) ’ v(l) 
?I- w.p.1. 
Hence 
We conclude immediately that if (2.20) can occur with positive probability, 
then the distribution of w has a discrete component even on (0, 00). In 
particular this will be the case if 
71 = P{&(2) = 0 eventually 1 2, = et} > 0 
since Z,(2) = 0 implies T, p** = 0 for all p, p and m > M. If pa < 1 and 
if Z(2) is nonsingular, then we even have rf = 1 (Theorem 11.7.1 of [3]) so 
that (2.20) holds for some M w.p.1. and the distribution of w is discrete in 
these circumstances. 
Next we will consider the case when only one of the two blocks hasp as 
eigenvalue but this block is periodic. If p is an eigenvalue of M(2) and Z(2) 
has period d in the sense of Section 3 of [2], then by Theorem 3.1 of [2] for a 
suitable random variable w and certain vectors 5(2, t), 0 < t Q d - 1, 
lim z,,+,(2) 
7l+CC - = w * q2, t) pd+t w.p.1 (2.21) 
if 2, = e, for some i E C, . The properties of w are quite similar to those of w 
in Theorem 2.1. It also follows from Lemma 3.4, just as in the proofs of 
Theorems 2.1 and 2.2 below, that for 2, = e(, i E C, , 
2 p-nd-tznd+t( 1) = w ’ a( 1) t ) 1’ w.p.1 
for the same w as in (2.21). 
The vectors 5 above have a rather complicated expression and we shall 
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not give the details here. Instead we turn to the case where p = p1 > pz . 
When iEC,4 
Hence 
lim 2,o = 0 
n+cc pn 
w.p.1. (2.22) 
Thus in this case we need only study the behavior of the appropriate sub- 
sequences of the random vectors, p+Z,(l), n > 0, when Z, = ei for some 
i E C, . Suppose that M(1) has period d and let D, , a = l,..., d denote the 
corresponding subclasses of components of Z(1) as in Section 3 of [2] with 
M replaced by M( 1). Let V( 1, a) and u( 1, a) be the corresponding vectors for 
M(1) defined as in (3.9) and (3.10) of [2] for M. We assume that the Da’s 
have been ordered as in (3.1) of [3] and take Da1 = DOB, ~(1, a,) = ~(1, a2), 
~(1, ar) = ~(1, a,) if a, = aa (mod d). It will not matter whether or not 
M(2) is aperiodic. Our results for this situation are summarized in 
THEOREM 2.2. If p = p1 > pa, if (1.2) and (2.10) hold, and if M(1) 
has period d, then for all i E C, , 1 < b < d, and 0 < t < d, there exist random 
variables, x,(b, t), such that for Z, = et 
lim zfld+t(l’ b, = x,(b, t) - ~(1, b) 
nra pna+t 
w.p.1, (2.23) 
where Z,(l, b) denotes the vector, {Z,,,j : j E Db). If 
E(Zlq log Zrq ( Z, = e,> < co for a& p, q f G , (2.24) 
then 
E{x,(b, t)) = 2 C C p”m(~(2))~;1ma.q uq(L b - t + m) J
m-1 9”C, @D+<+,,, 
(2.25) 
whereas if (2.24) fails to hold, then 
x,(b, t) = 0 w.p.1. (2.26) 
4 For a k-vector Y we define 1 Y 1 = (&, 1 Y‘ 1s)1”. 
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If (2.24) holds, and if there exists a pair (j, f) such that j E D, and such that 
Z,( 1, f + 1) u’( 1, f + 1) can take at least two values with positive probability 
when 2, = ej , (2.27) 
then for each fixed i E C, and t the joint distribution of (~~(1, t), . . . . x,(d, t)) 
has a jump at the origin of magnitude qi and for 1 <j, < *a* < jt < d it is 
absoktely continuous in x& , t),..., xi( j, ,t) on the set where xi( j, t) > 0 for 
j E {A ,..., jd} and xi( j, t) = 0 for j $ { j, ,..., j,}. Moreover (still if (2.24) and 
(2.27) hold) the marginal distribution of each xi(b, t) has a jump at the origin 
and a continuous density function on (0, a). 
We remark that the situation of this theorem provides the first example 
where 
lim -tld--tZ 
n+‘m P na+t 
does have a random direction even when the limit is not zero, The simplest 
example of this phenomenon is a three-dimensional branching process with an 
expectation matrix with two blocks along the diagonal, 
0 
i 1 ; 0” 0, m3.1 %a Y 
0 < p2 = y < &fl = p, q3 > 1, m3,r > 0 and m,,, > 0. If 2, = e3, both 
lim p-2*Z2n and 
tl+.X 
lim p-2n-1Z 
?l-+m an+1 
will be vectors whose first two components have in general a genuine two- 
dimensional distribution. 
Lastly we shall study the case when p1 = p2 = p and M(1) and M(2) are 
aperiodic. Here for the first time we run into normalizing constants of the 
form, nkpn, with K > 0. 
THEOREM 2.3. Let M(1) and M(2) b ea eraoicwithp,=p,>l,andlet p ’ d 
(2.10) hold. If 2, = ei for some i E C, , and if 
E{Zlu log Zip 1 2, = e,} < co (2.28) 
for all pairs p, q E C, , then there exists a random variable w such that 
lim 2,(2) - = w * v(2) n--n p” w.p.1 (2.29) 
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and 
lim ‘,(l) - = (F v(2) M(2,l) U’(l)) V(1) 
tl-tm rip” 
w.p.1. (2.30) 
If (2.28) holds for all pairs p, q E C, and all pairs p, q E C, , then 
E{w ) 2, = ei} = u,(2), (2.31) 
whereas if (2.28) holds for all p, q E C, but fails for some pair p, q E C, , then 
w=o w.p.1. (2.32) 
Moreover if (2.28) holds for all pairs p, q E C, andp, q E C, , and if there is an 
index j E C, such that 
Z,(2) u’(2) can take at least two values with positive probability when 
ZrJ - ej 9 (2.33) 
then the distribution of w has a jump of magnitude qi at the orsgin and a con- 
tinuous density function on the set of positive real numbers. 
The reader should note that in this case we have not managed to give both 
necessary and sufficient conditions for the convergence of the {(np”)-lZ,,( 1))‘s. 
We can show that if (2.28) does not hold for all pairs p, q E C, , then 
lim z,(1) = 0 
n+m rip” 
w.p.1 
regardless of whether or not (2.28) is satisfied for all pairs p, q E C, . On the 
other hand if (2.28) is satisfied by all pairs p, q E C’s but fails to hold for some 
p~rP,qEG, then the situation is not so clear cut. In fact in that case it 
can occur that the limit of the random variables, (np”)-l Z,(l), does not exist. 
In two dimensions, i.e., if 
m # 0, 
we can show that if Z, = es , if lim,,, P-“Z,~ = w, if 
E{Z,l log Z,l 1 Z,, = er> = co, 
and if 
(2.34) 
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limZ,‘= w. ( m 
n-cc npn PP i 1) 
) w.p.1. (2.35) 
The proofs of these results are much too lengthy to be given here. We only 
state them for the sake of completeness. 
If p is an eigenvalue of both n/r(l) and M(2) and if one or both of these 
matrices are periodic, then Theorem 3.1 of [2], Theorems 2.2 and 2.3, 
Lemma 3.2, and Remark 3.1 below will suffice to determine the behavior 
of appropriate subsequences of the {(np”)-’ Z,(l))‘s. We shall not attempt 
to write out the details. 
The results obtained in Theorems 2.1-2.3 can be extended to the case when 
there are more than two blocks along the diagonal in (2.1). In fact one can 
show by arguments indicated at the end of this paper that Theorems 2.1 and 
2.2 with easy reinterpretations are true regardless of the value of I as long 
as only one pa equals p. In the case of Theorem 2.3 the situation is slightly 
more complicated. If the matrices that have p as eigenvalue are aperiodic, 
then the following general results are true. For a given pair a, b, 
1 < a < b < I, let a chain be a sequence 6, ,..., 6, such that 
a = 6, < 6, < 0.. < 6, = b and such that M(&+i , 6,) # 0. Let K(a, b) be 
the maximal number of matrices with eigenvalue p in any chain from b to a 
and suppose that 
E{zlq log z,q 1 2, = ep} < co (2.36) 
for all pairs p, q belonging to groups associated with matrices that have p as 
eigenvalue in all the chains that connect b with a. Then if 2, = ei for some 
i E C, and if either M(a) or M(b) or both have eigenvalue p, there exists a 
random variable w and a vector v* such that 
lim ‘,(‘) 
n+m ,@o,b)-1 n 
=w.v* 
P 
w.p.1. 
Moreover, if p is an eigenvalue of M(b) and if there exists an integer j E Cb 
such that Z,(6) u’(b) can take at least two values with positive probability 
when 2, = ej , then the distribution of w has a jump at the origin and a 
continuous density function on the set of positive real numbers. If p is an 
eigenvalue of M(a) but not of M(b), a sufficient condition for the absolute 
continuity of the distribution of w can be stated in terms of properties of the 
components of 2 associated with chains having the maximal number of 
matrices with eigenvalue p. We will not attempt to state this con- 
dition precisely here. Instead we will point out that if (2.36) is satisfied 
LIMIT THEOREMS 323 
and if p is not an eigenvalue of M(a) and M(b), then it is possible that the 
C(n ( k a.b)-lfn)-l Z,(a)}‘s converge to a random vector whose direction is not 
fixed even if all the M(c)‘s are aperiodic. Consider for example a k-dimension- 
al branching process with moment matrix, 
M= M(Zl> ;2j 0 0 
i 
M(l) 0 0 
M(3, 1) 0 M(3) 0 ’ 
M(4,l) M(4,2) M(4,3) M(4) 1 
where M(a, b) # 0 if a 3 b and (a, b) # (3,2). If 2, = ez for some i E C, 
and if p is an eigenvalue of M(2) and M(3) but not of M(1) and M(4), then 
the {p-SZ,(l)}‘s converge to a random vector whose direction need not be 
fixed. 
We shall give a full proof of Theorems 2.1 and 2.3 and give an outline of 
the proof of Theorem 2.2 after a number of lemmas. This will be followed 
by an indication of the steps one has to follow if more than two blocks occur 
along the diagonal in (2.1). 
3. PROOF OF THEOREMS 
We will begin by establishing a useful property of positively regular, 
k-dimensional, branching processes. 
LEMMA 3.1. g{Zn : n > O> is a positively regular, k-dimensional, branching 
process with largest eigenvalue p > 1, then for each jixed 1 < i, j < k 
(3.1) 
if and only if 
E{ZIj log 2,’ 1 2, = et} < CO 
PROOF. Let 
for all pairs 1 < i, j < k. (3.2) 
w = (vi)-’ lim p-n&j PWCO 
as in Theorem 1.1 and suppose that (3.2) holds. We shall first show that there 
exist positive constants A and B such that for all x > 1 
(3.3) 
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In fact the event, 
I Zj sup -?L 2 x, Z, = ei , n>o P" t 
is the disjoint union of the sets, 
I z, = e,, Gl 3 x, y <x, m = 0, l)..., n - 11 , Pn 
and on the set where Z,j > xpn, Zi+m is at least the sum of xpn independent 
variables each with the distribution of Z,j given Z,, = ei . Thus 
P w>Ax@>x Z pn ’ ’ ,, ,..., Z,-, b P f g w, 3 Ax/ , I I T-l 
where each w, has the distribution of w given Z,, = ei and the w,‘s are inde- 
pendent. Moreover by Theorem 1.1 (3.2) implies the existence of constants 
C, 6 > 0 such that 
Thus, since 
P{w, > C} 3 6. (3.4) 
> P number of w, , 1 < T < xpn, which exceed C is at least $ xpn , 
I 0 I 
(3.5) 
and since (3.4) together with the law of large numbers implies that the right- 
hand side of (3.5) is uniformly bounded below by some constant B > 0, 
(3.3) follows with A = (&T/2). 
But then 
P{w > Ax / Z,, = ei) > P 
I 
w 3 Ax, sup c > x 1 Z, = ei 
n>O pn I 
2B.P supg>xIZ,=ei 
I ?I>0 P" I 
. 
<l +$S~P~w~Ax/Z~=e,)dr<co, 
since E{w ) Z, = ei} < co (see (1.10)). 
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Conversely, if (3.1) holds, then by the dominated convergence theorem 
and we know from Theorem 1.1 that (3.6) holds only if (3.2) holds. Q.E.D. 
Before we prove our main lemmas we must introduce several random 
variables. In agreement with our previous definition 
UTq(m, n a) = { urpqm, n, a) : j E c,>, n = m, m + l,... (3.7) 
is for each pair (r, m) a Gabon-Watson process with particles of typesj E C, 
such that Ur*(m, n, u) has the same distribution as Z,+,Ja) given that 
Z, = e, , q E C, . Notice that we can write U~Q(*, . a) instead of the former 
UA’, *> -,P> since the distribution of VTe does not depend on p. Moreover, 
still in agreement with our previous definition the family of random processes, 
{ Urg(m, n, a); q e C, , r = 1,2 ,...; m = 1,2 ,... }, 
a re independent. For a fixed pair q, j E C, let 
(3.8) 
For each fixed S, the V,.(m, s)‘s, r = 1,2 ,...; m = I,2 ,..., are then indepen- 
dent random variables each with the same distribution as 
given Z, = e, . Thus by Theorem 1.1 for each fixed s the V,.(m, s)‘s are finite 
with probability one and 
Moreover, if 
lim Vr(m, s) = 0 s+m w.p.1. (3.9) 
E{Zj log Z,’ 1 Z, = et> < cc (3.10) 
for all pairs i, j E C, , then Lemma 3.1, (3.9), and the dominated convergence 
theorem imply that 
gl E{ VJm, s)} = 0 (3.11) 
uniformly in (r, m). 
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In lemmas 3.2-3.4 l’m, m = 1, 2 ,..., will be a sequence of non-negative, 
integer-valued random variables which are independent of the Ur*(m, n, a)‘~. 
LEMMA 3.2. If pa > 1, if M(a) is aperiodic, if (3.10) holds, and if 
T 
B = lim -E- 
m-m &pa”’ 
exists w.p.1, then for each q E C, 
w.p.1. (3.12) 
PROOF. To save space we drop the argument a in paI U,g(m, n, a), &(a), 
U(a), and w(a) throughout the proof. Since Theorem 1.1 applies to the 
U7q(m, 11)‘s and since these random vectors are non-negative, it is clear that 
on the set, {A, < B}, 
A similar inequality holds on the set, {B < A,}. Therefore to prove the 
lemma it suffices to show that for each rational A > 0 and for each pair 
4, i E G 
w.p.1. (3.13) 
Let q, j be an arbitrarily chosen pair in C, and to simplify the notation 
let U,(m, n) denote the random variable, lJ:*j(m, n). Moreover let 
u,(m) = lim U&6 4 p4n ’ m = 1, 2,... . n+co 
By (3.10) and Theorem 1.1 these limits exist and 
E{uJm)} = uqwj .
Also all {u,(m) : I = 1, 2,..., m = 1,2,...} are independent and have the 
same distribution as lim,,, p-nZ,,j, given Z, = e, . We now write 
--$- i “Fm U,(m, n) = $5 (+)“& AT u,(m) @+I n 
rn=l r=l m-l 
(3.14) 
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and observe that the second sum on the right-hand side is bounded by 
By Lemma 3.1 above and by Lemma 3.1 of [2] 
j& & *$J v&h 4 = AE(Vl(l, s>> w.p.1. 
Hence, for each fixed s 
w.p.1. 
Since E{ VI(l, )} s can be made arbitrarily small by choosing s large (see (3.1 l)), 
we have shown that the second sum on the right-hand side of (3.14) can be 
ignored. 
Another application of Lemma 3.1 of [2] shows that 
;E & *$r +W = A-Qdl)~ w.p.1. 
Thus with probability one 
= f& E{l& ~--~Znj ) 2, = e,} = s . 
This completes the proof of (3.13) and the Lemma. Q.E.D. 
In the next lemma we make one important change in our assumptions of 
Lemma 3.2. Specifically we assume that the normalizing constants of the 
T,‘s are mkhm rather than mkpa” where X < pa. The fact that X < p,, leads 
to a significant change in the normalizing constants of the random vectors, 
4=‘9117/2-9 
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LEMMA 3.3. If pa > 1, if (3.10) holds, if M(a) is aperiodic, and if for some 
A <Pa 
(3.15) 
exists w.p.l., then for each q E C, there exists a one-dimensional random variable 
xq , such that 
lii --$ i $J UV*(m, n, a) = x,v(a) w.p.1. (3.16) 
m-l 7=1 
Moreover, 
E{x,} = ( 2 9) Ilp.(a), 
m=l 
(3.17) 
where the right-hand side may be + 00 ;f E{ T,} = co for some m or if the series 
diverges. 
The reader should note that (as is easily seen from the proof of the lemma) 
if the Tm’s are “periodic” with period d, i.e., if (3.15) is replaced by 
(3.18) 
exists w.p.1. for 0 <j < d - 1, then (3.16) and (3.17) still hold. 
PROOF OF LEMMA 3.3. As in the proof of the previous lemma we drop 
the argument a. We note first that 
+ mi+l mk ($,- I& A u$Y’! * (3.19) 
It follows from (3.15), Lemma 3.1 and the corollary to Lemma 3.1 of [2] that 
with probability one 
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Also as n--t co the first sum on the right-hand side of (3.19) converges to 
(3.20) 
where w,(m) v = lim n-toopm--nU~g(m, n) (see (1.8)). This proves (3.16) with 
‘Q = fl $n zl wT(m)’ 
(3.17) follows immediately since by Theorem 1.1 
Q.E.D. 
In the next lemma we consider the case when the normalizing constants 
of the T,,,‘s are larger than Ic m p am. The assumptions that M(a) is aperiodic 
and (3.10) now become superfluous and are therefore dropped. 
LEMMA 3.4. Ifh>p,,ifA>l,andif 
T 
B=;-nn (3.21) 
exists w.p.1, then fw each pair q, j E C, 
il z Uy(m, n, u) = B f (y), f = B ((I - F)-‘)g,i 
s=0 
with probability one. 
(3.22) 
NOTE. This lemma also has a “periodic” version when each limit in (3.18) 
exists separately. We do not insist on this generalization here. 
PROOF. Again we drop the argument a. As in Lemma 3.2 it suffices to 
show that for each fixed A > 0 
(T) w.p.1, (3.23) 
S=l 0 
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where (M(a)), denotes the gth row of M(a). It follows from Lemma 3.1 of [2] 
and its corollary that for each fixed t 
w.p.1. (3.24) 
n-t Anh” 
for any 7, pa < T < A. Since for some constant Co 
(3.25) 
it follows from Lemma 3.1 of [2] that 
lim sup 
m-m ‘“g 1:;; mkAm 
=Jg+! <A (-=-) w.p.1. 
Hence there exist constants C, and Ca such that w.p.1 
< AC, zt (+)’ < AC, ($ (3.26) 
The last term in (3.26) can be made arbitrarily small by choosing t sufficiently 
large and this fact together with (3.24) proves (3.23) and the lemma. Q.E.D. 
The preceding lemmas all consider cases in which the condition (3.10), 
is satisfied or irrelevant. In the case when pa > h the following lemma shows 
what happens if (3.10) fails to hold for some pair of indices i, j E C, . Speci- 
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fically we consider a k-dimensional branching process with moment matrix 
as in (2.9), where p = p1 > pz > 0 and (2.10) holds. In this case one derives 
from (2.12) that U$ > 0 for all i. Since the p-~(Z,u’), n = 0, l,..., form a 
non-negative martingale with uniformly bounded means and thus converge to 
an integrable random variable, it follows that the ~~~2~‘s are bounded. There- 
fore if the random process Y, , PZ > 0, is defined as in Section 2 of [l], then 
Lemma 1 of [I] remains valid. Thus the Y-process provides a good approxi- 
mation of the Z-process. We will use this fact in the proof of the lemma. 
Notice that no periodicity assumptions for M(1) or M(2) are needed. 
LEMMA 3.5. Suppose that M has the form (2.9) and assume that 
p =pl >pz,p > l.Ifforsomepairi,jEC, 
E(Z,j log Z,j ] 2, = et} = co, (3.27) 
then for all q, 1 < q < k, 
lim 2% = 0 
n- pn 
w.p.1 (3.28) 
whenever 2, = e, . 
PROOF. When M(2, 1) = 0, there is nothing to prove. (See (1.11) if 
q E C, and (2.22) if q E C,.) Similarly, if M(2) = 0. Thus we may assume 
(2.10). Introduce 
(41, t))~ = /ypt x dFi,M i,i E Cl , 
and define 42, t) and 42, 1, t) correspondingly. If for all 7~ we define 
h(n) = i ffi (M(2) - 4x9) (M(2,l) - 42, LA) fi W(1) - 4 411 
j=O [isO r=j+1 
and let 
then 
fi W(1) - 49 t>l 0 
t=0 P 
. (3.29) 
p-n-l@) fi [M(2) - 427 91 
t=0 P 
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As in the proof of Lemma 2 in [l] (3.27) implies that for each j 
lim ~ [M(1) - ‘(I’ ‘>I = 0 (3.30) 
n-m r=j P 
Furthermore since ps < p, 
fJ [Aq2) - 429 ui.i < 
t-=0 P 
,(“~~+J2))i,=O((~~), forall i,jECa. 
(3.31) 
Finally we can write 
- = p-n (f + x4 
Pn 
i 
i-0 j=n,+1 
) 1: (M(2) - 42, i)) (W2,1) - 42,L j)) 
i=O 
x w@+l P(l) - 41, Y,,I . 
Observe that the first sum in (3.32) overj from 0 to rzo goes to zero as n -+ CO 
for each fixed rzo and that the second sum is O((pz/p)nO) (see (3.30) and (3.31)). 
This together with (3.30) and (3.31) implies that 
The remainder of the proof follows the proof of Lemma 2 of [l]. (3.33) 
implies that for each q, 1 < q < k, 
ti -$- = 0 in probability whenever 2, = e, 
and hence that 
ii 5 = 0 in probability. 
From the last observation and from the fact that ui > 0 for all i and p-n(Znu’) 
converges with probability one to an integrable random variable it follows 
that 
limA=() 
n- pn 
w.p.1. 
Q.E.D. 
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The next lemma shows that if M is as in (2.9), if M(2, 1) # 0, and if 
p = pr > pa , then the nonzero states of the Z-process are transient. This 
fact enables us to assert that there is only one solution to the equations (1.4) 
and (1.5). (See proof of Theorem 11.7.2 in [3].) This in turn will be used to 
derive the required properties of the distribution of the random variable w 
in Theorems 3.1 and 3.2. 
LEMMA 3.6. Let M be as in (2.9) and assume that p = p1 > pz , p > 1. 
If M(2, 1) # 0, then the nonzero states of the Z-process are transient. 
PROOF. Since p1 > 1, Z( 1) is nonsingular. Thus since all types in C, 
communicate with each other (see (2.5)), all states of the form, Y = (rr , 0), 
y1 # 0, are transient (see Remark 3.1 of [2]). On the other hand, if r = (rr , ra) 
with r2 # 0 is visited infinitely often, then it follows from M(2, 1) # 0 that 
infinitely many particles of type i will be created for some i E C, (outside a set 
of probability zero). Since p1 > I, qi = P{Z, = 0 eventually 1 Z,, = ei} < 1 
for all i E C, and hence Z,(l) will eventually go to infinity. Thus r = (yl , ~a) 
with r2 # 0 cannot be visited infinitely often with positive probability. 
Q.E.D. 
Before we demonstrate how to use the lemmas to prove Theorems 2.1-2.3 
we make one more remark which will be used repeatedly in the proofs below. 
REMARK 3.1. If one already knows that for some h > 1 
lim Z,(b) - = W(b) 
n-m nkh” 
exists w.p.1, 
then for p E C, , q $ C, , 
w.p.1. 
(3.34) 
(3.35) 
This follows directly from the corollary to Lemma 3.1 of [2] if one takes into 
account that by definition, 
TISv = 1 X,(n - l), 
j=l 
where Xj(n - 1) is the number of descendants of type q in the nth generation 
of the jth particle of type p in the (n - l)st generation. The X,(n - 1)‘s 
are independent, independent of Zi-, , and have the distribution of Z,q given 
Z, = e, . 
This remark together with Lemmas 3.2-3.5 allows one to find the asymp- 
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totic behavior of (2.8) when that of Z,(6) is already known. The proofs 
below indicate how to do this. 
PROOF OF THEOREM 2.1. Since p exceeds all eigenvalues of i1f in abso- 
lute value, 1M(a(p)) is positively regular. Thus if p is an eigenvalue of M(2), 
we can apply Theorem 1.1 to Z(2). We know then that there exists a random 
variable, w, such that 
lim S@ = wv(2) ?l-Kc p” w.p.1. 
(3.36) 
Moreover, since u’ = (0, u’(2)), for this w (2.18) implies (2.16) and if (2.18) 
does not hold, then (2.17) must hold. Also (2.18) and (2.19) imply that the 
distribution of w has the required properties. Finally by (3.36) and (3.35) 
so that Lemma 3.4 with h = p, a = 1, T,,, = TEq, and (2.7) show that 
= 4742) 45% 1) (PI - Wl))-llj 9 j E Cl . 
In view of (2.13) and (3.36) this proves (2.14) and (2.15) with the w from 
(3.36). The proof of the Theorem is now complete for the case when p = pa . 
If p = p1 > pz , then (3.36) has to be replaced by 
lim 2,o = 0 
n-K.3 An w.p. 1 
(3.37) 
for any h > max (1, pz). (3.37) is an immediate consequence of 
m E I -G(2) I c n=o An 
For h = p, (3.37) shows that p+&(2) ---f 0 w.p.1, in agreement with (2.14) 
and (2.15), since v = (v(l), 0) (see (2.12)). Also, by (3.35) and (3.37) 
lim 
T”.a 
n= 
n-m3 A” 0 w.p.1 (3.38) 
for some h < p1 and all pairsp E C, , q E C, . Moreover, for all m > I 
E{T$” 1 2, = q} = E{Zg-, 1 2, = ei} m, q = (M”-1(2))i 9 (M(2, l)),,, 
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so that by Lemma 3.3 with a = 1, (3.38) and (2.7), if (2.18) holds, 
iz $-G(l) = ( 1 1 X,.,) * v(l) 
PECl q-2, 
for random variables X,,, with 
E{&,,} = f p-“X{TZ’ I Z,, = et} u,(l) = (PI- J4(2))$ M(Z I),,, u,(l). 
??a=1 
In view of (2.12) this proves (2.14)-(2.16) when (2.18) holds. If (2.18) does 
not hold, (2.14), (2.15), and (2.17) follow from Lemma 3.5. Finally we have 
to prove the properties of the distribution of w if p = p1 > pz and (2.18) and 
(2.19) hold. Lemma 3.6 together with the argument in the beginning of the 
proof of Theorem 11.7.2 of [3] show that the equations (1.4) and (1.5) have 
the unique solution (1.3). But qi* = P{w = 0 1 2, = e,} also, satisfies 
q* =f(q*) (Ch. I.8 Remark 1 of [3]) and by (2.16) pi* < 1 for i E C, (see 
proof of (2.30) in [l]) whereas qi * < 1 for i E C, follows from Theorem 1 .l 
applied to the Z(1) process. The fact that w has a continuous density on 
(0, co) can now be copied verbatim from Lemmas 5-7 of [l]. 
PROOF OF THEOREM 2.2. By (2.7) one has for 0 < t < d - 1, j E C, 
Let j E D, , q E D, . Then, since lJ:‘(m, nd + t, 1, p) has the distribution 
of ZAd+t- , given Z, = eq , 
U7QB’(m, nd + t, 1, P) = 0 w.p.1 if b-aft-m (mod d). 
On the other hand, by Theorem 3.1 of [2] 
lim 1 - pnd+t-m UF*‘(m, nd + t, 1, P) = w& t, 4 wdl, b) w.p.1 (3.39) 
for a suitable random variable w,(q, t, m) if 6 - a SE t - m (mod d). Thus 
we can write for j ED, 
na+t TY 
z&+,(1, b) = c c c c u?(m,nd -I- t, 1, P) 
m=l wee QED~++~ r=l 
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and go through the same argument as in the proof of Theorem 2.1 for the 
case p = ,q > pa , (3.38) is still valid and (3.39) shows that 
w.p.1. 
This leads to an analogue of (3.20) and thence to (2.23)-(2.26) just as in 
Theorem 2.1. At the same time we can find some of the properties of the 
distribution of the xi@, t). However, the proof of all the stated properties 
of these distributions is rather lengthy and will not be given here. 
PROOF OF THEOREM 2.3. Again (2.29) follows from Theorem 1.1 applied 
to the Z,(2) process. Thus for p E C, , q E Cl , by (3.35) 
T 9,Q 
lim -JL = Jf v,(2) m,,, n-KG pm P 
w.p.1. 
We can now apply Lemma 3.2 to conclude that 
w.p.1. 
This result together with (2.7) shows that 
= (F v(2) M(2, 1) U’(l)) w(1) 
. 
with probability one. Since w is determined by the Z(2) process, the pro- 
perties of the distribution of w again follow from Theorem 1.1 applied to 
the Z(2) process. 
To conclude the paper we indicate how to obtain limit theorems if there are 
more than two blocks along the diagonal in (2.1). For simplicity we assume 
that all M(c), 1 < c < I are aperiodic. Let 2, = ei , i E Cb . Then, of course 
Z,(c) = 0 for all n > 0 and c > b. Also, if pb > 1, then by Theorem 1.1 
applied to Z,(b), there exists a random variable w such that 
lim ?!??@I = wa(b) 
n- pbn 
w.p.1. (3.40) 
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If pb < 1, then for any h > 1 (compare (3.37)) 
lim ZP+(b) - 0 
n+m An 
w.p.1. (3.41) 
We now proceed by induction. Assume that we have already proved the 
following facts: For d > a + 1, 
lirn Z,(d) ~ = W(d) 
n-m2 nY(d)Q w.p.1 
for suitable constants y(d) > 0, 1 < hd < p, and vectors W(d); if pa = p, 
then Xd = p for all d > a + 1. By Remark 3.1 we then conclude for any 
pECa,qEC.,d>a+l, 
lb&&= h JKdd) mB.q w.p.1. 
d d 
The Lemmas 3.2-3.4 now show that 
lim n-rx, --& jl z U,q(m, n, aP) = W(a, P, 4) w.p.1, 
where W(a,p, q) is a (random) vector, p = max (Ad, p,), and 6 = 0 if 
Aa < pa, 6 = y(d) if h, > pa , 6 = r(d) + 1 if hd = p. . We also see from 
Lemmas 3.2 and 3.3 that if pa > & , then W(a,p, q) is a (random) multiple 
of the fixed vector v(a). In case h d , > p a , then Lemmas 3.2 and 3.4 imply 
that no nezu random variable occurs in the W(a, p, q). More precisely, 
W(a, p, q) = (i-l& z) times a fixed vector fp(d)~” 
and hence the random character of W(a, p, q) is already contained in the 
Tz*’ or Z,(d), d 2 a + 1. By (2.7) Z,( a is a sum of expressions (2.8) and the ) 
proper normalization factor of Z,(a) is the highest one occurring among the 
normalization factors n$* for the expressions (2.8) entering in Z,(a). Thus 
we find, for some random vector W(a) and some constant r(a) 
lim ‘,(‘) ~ = W(a) 
n+cc ?p(@)h,n 
w.p.1 
with 
A, = max (pa , max [X, : 1M(c, a) + 01). 
By the preceding remarks we see that if pa = p, then W(a) is a multiple of the 
338 KESTEN AXD STIGUM 
fixed vector w(a) since for each d > u -~- 1 P,, 3 A, and hence W(a, p, q) 
is a multiple of ~(a). Finally, if pb = p, then A, := p for d 3 a f 1 and W(a) 
is of the form, 
W(a) = w * m(a), 
for some fixed vector l%‘(a), i.e., the only random element in all the limits is 
in the variable w of (3.40). 
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