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Abstract
Today’s clusters often have to divide resources among a
diverse set of jobs. These jobs are heterogeneous both
in execution time and in their rate of arrival. Execution
time heterogeneity has lead to the development of hybrid
schedulers that can schedule both short and long jobs to
ensure good task placement. However, arrival rate het-
erogeneity, or burstiness, remains a problem in existing
schedulers. These hybrid schedulers manage resources
on statically provisioned cluster, which can quickly be
overwhelmed by bursts in the number of arriving jobs.
In this paper we propose CloudCoaster, a hybrid
scheduler that dynamically resizes the cluster by lever-
aging cheap transient servers. CloudCoaster schedules
jobs in an intelligent way that increases job performance
while reducing overall resource cost. We evaluate the ef-
fectiveness of CloudCoaster through simulations on real-
world traces and compare it against a state-of-art hybrid
scheduler. CloudCoaster improves the average queueing
delay time of short jobs by 4.8X while maintaining long
job performance. In addition, CloudCoaster reduces the
short partition budget by over 29.5%.
1 Introduction
Modern cluster workloads have to share resources among
many diverse jobs. These jobs can vary greatly in run du-
ration, latency constraints and the number of tasks they
consist of. These variations prove challenging for the
job schedulers that need to determine how to allocate re-
sources efficiently.
Previous work [8, 9, 23] shows that the run duration
of jobs is heterogeneous in modern workloads, with the
average duration of short and long jobs being orders of
magnitude different. Adding to this, many of the short
jobs are user interactive and thus have tight latency re-
quirements. To address these issues while minimizing
scheduling delay, hybrid schedulers such as Eagle [8]
and Mercury [18] divide cluster resources and schedule
tasks by taking into account of job heterogeneity.
However, modern cluster workloads exhibit tendency
of resource needs increasing and decreasing in bursts,
caused by dynamic job arrival rates and job sizes. As an
example, a study [23] on Google cluster trace shows that
even though on average jobs only have 35 tasks, some
may have as many as 50 thousand tasks. Furthermore,
jobs themselves do not arrive at a constant rate, leading to
phases of over- and under-utilization of cluster resources.
To deal with dynamic workload cost-effectively, one
approach is to adjust the cluster size accordingly [15].
The key questions for using dynamic clusters are when
to add and remove servers, as well as which servers
to use. Besides traditional on-demand servers, cloud
providers [7, 11] started to offer a new server type called
transient servers. These transient servers provide sig-
nificant cost saving [6, 20, 25], compared to using on-
demand resources, but are subject to unpredictable avail-
ability upon revocations. In this work, we ask the ques-
tion: how we could leverage cheap transient servers to
handle bursty cluster workload.
Towards answering this question, we introduce Cloud-
Coaster, a new hybrid scheduler that adapts cluster re-
sources through efficient usage of transient servers in or-
der to cope with variations in task arrival rates. In de-
signing this system we make the following contributions.
First, we introduce a new cluster utilization metric, the
long load ratio. Next, we propose a transient aware re-
source management algorithm that utilizes this metric to
intelligently add and remove resources. Finally, we show
through simulation the feasibility of our system in de-
creasing short job queueing delay by up to 4.8X.
2 Background and Motivation
One of the key challenges in designing job schedulers
is to account for the heterogeneous and bursty nature
of modern workloads. State-of-the-art schedulers of-
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ten assume statically provisioned clusters and therefore
might not fully benefit from additional transient servers.
In this section we briefly discuss the underlying chal-
lenges to designing a transient-aware hybrid scheduler
for dynamic-sized cloud clusters.
2.1 Job Heterogeneity
It is common for a cluster to process workloads in which
jobs have large variations in run duration, resource need
and latency requirements. Prior work [9] has found that
in some extreme cases just 2% of jobs can account for
over 99% of cluster time. Due to their long run time,
these jobs are termed long jobs, while the remaining jobs
are termed short jobs.
Furthermore, short jobs are typically associated with
user interaction and thus are highly latency sensitive. On
the other hand, long jobs tend to be batch jobs and there-
fore less concerned with latency but require good place-
ment for optimum runtime. Based on this difference,
short jobs are generally best scheduled quickly by decen-
tralized schedulers like Sparrow [21], while long jobs are
generally best served by centralized schedulers such as
YARN [29].
2.2 Hybrid Schedulers
Due to the specialized niches of centralized and de-
centralized schedulers a new class of schedulers, called
hybrid schedulers, has been developed. These sched-
ulers generally use a combination of a single central-
ized scheduler for long tasks, and a number of decentral-
ized schedulers to quickly place short tasks. This allows
hybrid schedulers to achieve low scheduling delays for
short task and high quality placements for long tasks.
One hybrid scheduler that is of particular interest is
Eagle [8]. Eagle uses decentralized schedulers to gather
hints about servers that have long tasks, and leverages
this information to avoid scheduling short tasks behind
long ones. In addition, Eagle creates a small cluster par-
tition only for short jobs—this ensures that no short tasks
will be scheduled behind long tasks, even during times of
high cluster utilization. However, short tasks might still
experience long queueing delays when a large number of
long tasks occupy the cluster and all incoming short jobs
are placed into the short-job only partition.
2.3 Burstiness of Workload
The potential for high cluster utilization is caused by
non-uniformity in the rate of task arrival, which has not
been previously addressed by hybrid schedulers. Jobs
can arrive at irregular intervals and each job can have a
widely varying number of tasks. For example, within the
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Figure 1: Theoretical number of concurrent tasks
from the Google trace [23]. Here, we assume a clus-
ter with unlimited resources and an omniscient scheduler
with no scheduling delay. The number of tasks is aver-
aged first over 100-seconds and then over 4-hour periods
to improve readability. The average and standard devi-
ation are represented in red dashed lines. Large spikes
and troughs can be seen, indicating workload variations.
publicly available Google cluster trace [23] the number
of tasks per job varies from one to 49960.
This large variation in the number of tasks entering
the cluster leads to large variations in the amount of re-
sources needed. We analyze the same Google cluster
trace for the number of concurrent jobs that would be
running in a cluster, with unlimited resources and an om-
niscient scheduler. Figure 1 shows that number of active
tasks varies significantly, more than 6X differences be-
tween the highest and lowest points. This indicates that
not only are there times when extra resources would be
beneficial but also times when the cluster is effectively
under-utilized.
2.4 Transient Servers
Many cloud providers such as Amazon Web Services [1]
and Google Compute Engine [2] now offer transient
servers. These are servers that are leased at a relatively
lower unit price but with no availability guarantees. In
the Amazon’s case that employs dynamic pricing, cloud
customers bid for transient servers by specifying how
much they are willing to pay for resources. If this bid
is above the current transient market price, then they are
granted these transient servers. These transient servers
are available to the bidder until the market price rises
above her bid. At this point the customer is given a warn-
ing and after a short period these resources are revoked
by the cloud provider.
Previous work has shown that transient servers can
often a discount of up to 90% [11] and with an effec-
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tive average cost of only 30% of their on-demand coun-
terparts [25]. Transient servers’ low cost makes them
attractive for supplementing cluster’s dynamic resource
demands, even with their inherent unpredictable avail-
ability.
3 System Design
CloudCoaster1 is a hybrid scheduler that works with
dynamically-sized clusters of both on-demand and tran-
sient servers. More specifically, we use transient servers
to grow and shrink the cluster to more closely match the
supply of resources to workload demand, so as to im-
prove short task response time. We focus on the short
tasks rather than long tasks for two reasons. First, short
tasks are more sensitive to the resource usage of other
tasks running in the cluster. For example, if the current
cluster is occupied with long tasks, short tasks might ex-
perience head-of-line blocks [8] if being scheduled be-
hind these long tasks. Second, short tasks are in a bet-
ter position to exploit transient resources as they are
more likely to complete before the revocation of transient
servers.
CloudCoaster is based on a state-of-the-art hy-
brid scheduler [8], and utilizes the same central-
ized/decentralized paradigm. We depict our overall de-
sign of CloudCoaster in Figure 2. CloudCoaster also
partitions the cluster, in which long partition can be used
for both long and short jobs, while short partition is only
used for short jobs. CloudCoaster dynamically resize
the short partition using cheap transient servers. This is
achieved by the Transient Manager that obtains informa-
tion from the centralized scheduler in order to derive the
cluster state. From this state, CloudCoaster makes in-
formed decisions about whether to allocate or deallocate
resources. The goal of this dynamic resizing is to mini-
mize the effects of burstiness on short job queueing time.
By leveraging cheap transient resources, CloudCoaster
is able to increase the number of servers available to short
jobs without exceeding the cost budget. Additionally, us-
ing this cluster state, CloudCoaster determines when the
cluster is less crowded and releases unneeded resources,
thus reducing budget.
In sum, our design of CloudCoaster is influenced by
the following three questions: (1) How many transient
servers can we supplement given a set operational bud-
get? (2) When and how should be we resize the cluster
with transient servers? (3) How do we efficiently utilize
transient servers based on their unique cost and availabil-
ity characteristics?
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Figure 2: CloudCoaster overview. Incoming jobs ar-
rive through the centralized scheduler which passes short
jobs off to decentralized schedulers. The transient man-
ager monitors the state of the cluster, requesting and re-
leasing resources from the cloud provider as needed.
3.1 On-demand Server Replacement
The key insight of CloudCoaster is that statically pro-
visioned clusters will cause both resource scarcity and
surplus due to workload burstiness. To mitigate the
shortcomings of statically provisioned clusters cost-
effectively, we propose using transient resources to in-
crease capacity at times of high utilization and reduce
capacity at times of low usage.
Figure 2 shows how CloudCoaster uses a static par-
tition in conjunction with a dynamic short partition for
running both long and short jobs. The static partition
is comprised of a fixed number of on-demand servers,
including a small number that is dedicated to running
short tasks. These designated on-demand servers act as a
buffer to absorb the unpredictability of transient servers.
Further, the dynamic partition is reserved for running
short jobs and can consist of a varying number of tran-
sient servers. Due to the cost benefits of transient servers,
the dynamic partition may contain many more servers
than the static partition for the same cost.
More concretely, if we define the the individual cost
of on-demand and transient servers as cstatic and ctrans
respectively, then we can define their cost ratio,
r =
cstatic
ctrans
.
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This value brc is the number of transient servers that can
be used for the cost of one equivalent on-demand server.
This value is generally in the range [1,10] with a reason-
able value being r = 3 [25]. Let us denote the number
of on-demand servers we have in the short-only partition
of a purely static cluster as N, and the percentage of the
on-demand servers that we could replace with transient
servers as p. We can then calculate the maximum num-
ber of transient servers that are available to CloudCoaster
as K = rN p. As such, CloudCoaster can manage a short-
only partition of size T where:
T = rN p+(1− p)N = N((r−1)p+1).
For example, if we were to convert 50% of our on-
demand servers from the short-only partition to transient
servers, we could end up with a total of T = N((3−
1)(0.5)+1) = 2N servers in our short-only partition.
3.2 Short Partition Resizing
The full potential of transient servers is only realized
when they are added and removed as needed. To do
this CloudCoaster tracks the state of the cluster through
a metric called the long-load ratio. This ratio lr is calcu-
lated as the number of servers processing long tasks di-
vided by the total number of servers in the cluster. That
is,
lr =
Nlong
Ntotal
,
where Nlong is the number of of servers with long tasks
and Ntotal is the total number of servers. This metric indi-
cates the likelihood that a randomly assigned short task
would be enqueued behind a long task, an undesirable
situation. Based on this, higher values of lr mean that
we should increase the size of the short partition, thereby
increasing the number of servers available to short tasks.
When CloudCoaster first comes online, lr is set to
zero. Whenever a long job enters, CloudCoaster re-
calculates lr based on the long job’s tasks assignments.
Similarly, when a long tasks exits the cluster, lr is
also updated. After every recalculation of lr, Cloud-
Coaster compares lr with a predefined threshold LTr .
If lr is above the threshold, CloudCoaster adds a tran-
sient server. Otherwise, CloudCoaster removes one tran-
sient server. When releasing the transient server, Cloud-
Coaster instructs the server to complete all of its cur-
rently enqueued tasks before shutting down.
The process of adding or removing transient servers is
repeated until either lr = LTr or we can not further request
or release transient servers due to constraints such as cost
budget. In sum, CloudCoaster only updates lr whenever
a long task enters or exists the cluster or a transient server
is added or removed.
3.3 Discussions
When designing CloudCoaster, we take the approach to
more aggressively increasing and more conservatively
decreasing the number transient servers. Such design is
driven by two aspects: first, quickly increasing the num-
ber in the cases of many long jobs ensures that short jobs
will have access to enough servers. Second, the slow
removal of resources allows avoiding the non-negligible
provisioning time in spite of fluctuating workloads.
When using transient servers in dynamic clusters,
one needs to be aware of two complications. First,
as a cheaper alternative to on-demand servers, transient
servers can be revoked by cloud providers at any time
with a short time window, e.g., 30 seconds []. As
such, transient-aware schedulers might need to resched-
ule short tasks that were only enqueued on transient
servers—leading to unexpected delays or even missing
tasks. To avoid rescheduling, in this work, CloudCoaster
ensures that at least one copy of the short tasks is sched-
uled to an on-demand server. Second, some types of
transient servers might not be available upon being re-
quested [22]. To overcome this availability issue, Cloud-
Coaster follows similar strategies [27] to work with a
wide variety of transient servers of different capacities
and slice them accordingly.
4 Evaluation
To evaluate CloudCoaster, we ran simulations using the
Yahoo trace [5,9]. This allows us to investigate three key
aspects: (1) the effectiveness of CloudCoaster in adjust-
ing short-only partition dynamically; (2) the impact of
transient server lifetimes on execution of short jobs; (3)
and the cost reductions from using transient servers.
Unless otherwise noted, our simulations use a baseline
of a cluster with 4000 on-demand servers, 80 of which
are used for short jobs. That is, we have Ns = 80 and the
budget to dynamically adjust the size of the short-only
partition is constrained by the total cost of Ns servers.
Further, we configure p = 0.5 to allow up to half of short-
only partition be replaced with transient servers. We vary
the cost ratio between on-demand and transient servers
from one to three. As such, CloudCoaster can use up
to 40, 80 and 120 transient servers, respectively.The re-
placement threshold was LTr = 0.95 and provisioning de-
lay of transient servers was set to 120 seconds.
4.1 Effectiveness of Dynamic Partition
We first investigate the effectiveness of using cheaper
transient servers whenever needed, under different cost
ratios. Figure 3 compares the CDFs of the queueing
delay of short tasks. As we can see, using transient
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Figure 3: CDFs of short tasks queueing delay. We re-
placed on-demand servers with transient servers in Ya-
hoo traces [9]. The baseline had 80 on-demand servers,
40 of which were replaced. Replacements were done with
r = 1,2,3 and a threshold LTr = 0.95.
servers when they cost the same as on-demand coun-
terparts (r = 1) leads to similar performance of using
a state-of-the-art hybrid scheduler Eagle [8], labeled as
Baseline. The slight difference is mainly caused by re-
moving transient servers and the provisioning overhead
associated with adding transient server.
Second, we observe that as transient servers become
cheaper (r = 2 and r = 3), CloudCoaster achieves sig-
nificant improvement in queueing time. Concretely,
the average (and maximum) queueing time is reduced
from 232.3 (and 3194) seconds when using Eagle
to 48.25 (and 1737) seconds—a 4.8X (and 1.83X)
improvement—when the cost ratio is r = 3. This demon-
strates that CloudCoaster is able to add in and remove
transient servers appropriately, preventing short tasks to
be adversely affected by a large number of long tasks
present in the cluster. Further, as the cost ratio increases,
we expect to see the queueing delay of short tasks im-
prove further.
Results: CloudCoaster’s use of long-load ratio to dy-
namically adjust short-only partition is effectiveness. Re-
placing on-demand resources with transient instances
improves average short job queueing delay by up to 4.8X.
4.2 Transient Server Lifetimes and Cost
Analysis
Next, to understand the potential impact of transient
server revocations, we examine the amount of time each
transient servers were used in our simulation. Table 1
shows that the average lifetimes of transient servers is
between 0.77 to 0.82 hours. This suggests a low prob-
ability of involuntary revocations given that the mean-
time-to-failure of transient servers offered by Amazon
Active time (hours) Active number
r Average Maximum
Average
transient
r-normalized
avg. on-demand
1 0.77 12.8 29.0 29.0
2 0.82 12.5 56.5 28.3
3 0.79 12.5 84.5 28.2
Table 1: Number of transient servers and their life-
times in our simulation. We analyze the average and
maximum amount of time transient servers were used in
our simulation. In all cases, CloudCoaster uses transient
servers for less than the historical mean-time-to-failure
of Amazon’s spot instances. In addition, CloudCoaster
uses up to 29 on-demand servers, compared to 40 in the
baseline.
and Google can be significantly more than 18 hours [25].
Moreover, the longest time a transient server was used
in our simulation is 12.8 hours—still much smaller than
reported revocation frequency.
Next, we quantify the cost-effectiveness of Cloud-
Coaster’s dynamic short-only partition. To do so, Cloud-
Coaster keeps track of the number of active transient
servers periodically. In Table 1, we show the average
number of transient servers used throughout our sim-
ulations. Then we calculate the average number of
r-normalized on-demand servers by dividing the cor-
responding r value. Compared to the baseline of 40
on-demand servers when using Eagle as the scheduler,
CloudCoaster uses up to 11.8 less on-demand servers on
average. This translates to a cost saving of 29.5% in op-
erating short-only partition.
Results: In our simulations, CloudCoaster only uses
transient servers for much shorter time than the real-
world mean-time-to-failure of transient servers. In ad-
dition, CloudCoaster achieves up to 29.5% cost savings
for short-only partition.
5 Related Works
Schedulers. Schedulers have long been an active field
of research as they are a critical part of any clusters.
Centralized schedulers such as YARN [29] and oth-
ers [12, 13, 16, 17, 33] assign each job optimally but
slowly and are overwhelmed by the sheer volume of short
jobs in modern applications. Decentralized schedulers
such as Sparrow [21] excel at numerous short jobs but
experience poor performance when faced with a hetero-
geneous workload. Hybrid schedulers [4, 8, 9, 18] often
divide jobs into different categories allowing more effi-
cient scheduling. Our work builds atop a state-of-the-art
hybrid scheduler to be transient-aware.
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Transient servers. The cheaper transient servers have
attracted a lot of research attentions. Prior work [10]
that exploits the cost benefits ranges from running batch
jobs [20, 28] to interactive workloads [25, 27]. The re-
source intensive nature of big data processing [3, 24, 31]
and machine learning workloads [14, 19, 20, 25, 30] also
make them good candidates for running on transient
servers. To mitigate the revocation impacts of tran-
sient servers, fault-tolerant techniques such as check-
pointing [25,30,32] and server selection policies [26,27]
have been explored extensively.
6 Conclusion and Future Work
In this paper we introduce CloudCoaster, a hybrid sched-
uler that resizes the cluster to increase performance and
decrease cost for short jobs. The availability and low
price of transient instances allow for extra resources to
be added during times of high utilization and idle re-
sources to be removed during times of low utilization.
This improves the average queueing delay of short tasks
by 4.8X, while reducing costs of short-only partition by
up to 29.5%.
As part of the future work we first plan to evaluate
CloudCoaster using large scale Google cluster traces.
Additionally we plan to implement CloudCoaster as a
scheduling plugin for Spark [34] to further explore the
cost benefits of transient servers.
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