A method to simulate the physics of the game of pool is presented. The method is based upon a parametrization of ball motion which allows the time of occurrence of events, such as collisions and transitions between motion states, to be solved analytically. The method is both accurate, returning exact analytical solutions for both time and space parameters, and efficient, requiring no iterative numerical methods. It is suitable for use within a game-tree search, which requires a great many potential shots to be modelled efficiently, and within a robotic pool system, which requires high accuracy in predicting shot outcomes.
INTRODUCTION
Pool and its variations and close relatives billiards, carom, and snooker, are collectively classified as cue sports. While the precise origins of pool are unknown, it is an ancient game believed to have evolved from a common ancestor of golf and croquet. Shakespeare made reference to the game, and Marie Antoinette was known to be an enthusiast. There has recently been a resurgence of interest in pool world-wide: pool was recognized as a demonstration sport by the International Olympic Committee at the 1998 Nagano Olympics, and it is estimated that in 2003 over 40.7 million people picked up a cue in the U.S. alone.
The first effort to develop a robotic system to play a cue sport was the SNOOKER MACHINE of Khodabandehloo et al. (Shu, 1994) , which was developed in the early 1990s. There are currently a number of such systems under development, including DEEP GREEN (Long et al., 2004) , the POOL SHARC (Alian et al., 2004) , and others (Larsen, Jensen, and Vodzi, 2002; Chua et al., 2002; Chua, Wong, and Koo, 2003; Lin, Yang, and Yang, 2004) . To play pool robotically is a challenging objective; the even greater objective is to achieve a level of play strong enough to compete against a proficient human. In addition to the purely robotic aspects of the problem such as computer vision and mechatronics, which involve accurate sensing and actuation, there is a significant amount of strategy involved in playing pool. Placement of the cue ball following a shot is considered one of the key elements to successful play, and even moderately accomplished players tend to plan at least 3 shots ahead. In this way pool bears a similarity to other games of strategy, such as chess and checkers. One significant difference is that chess and checkers are played on a board with discrete positions so that the number of possible board states is finite, although huge. In contrast, a pool table is a continuous domain, with a truly infinite number of possible table states.
To predict accurately the outcome of a shot (i.e., the final rest locations of all balls) requires some knowledge of physics. Game strategy and physics are therefore intertwined, which is one of the intriguing aspects of the game. Most players have an intuitive understanding of the physics involved, mostly a result of heuristics and many hours of observation. Computational pool, however, requires an explicit physical model of the balls, cue, and table, and their interactions. An early investigation of pool physics was explored by Coriolis (1835) , and the most thorough treatment to date is that of Marlow (1995) . Recent work includes Bayes and Scott (1963) , Wallace and Schroeder (1988) , Onada (1989) , Witters and Duymelinck (1988) and Walker (1983) ; books such as Petit (1997) , Koehler (1989) , Alciatore (2004) ; and a monograph by Shepard (1997) , who extended aspects of Marlow's work and also explored the statistical basis of certain strategies. Billiards has also been used as a model problem in the field of quantum chaos, although this field is not related the macroscopic problem of predicting ball motion examined herein.
This article describes the development of a pool physics simulator that is both numerically accurate and computationally efficient. The simulator has been developed for use within the gaming component of the DEEP GREEN system, and was also distributed as the physics model behind the Computational Pool Tournament of the 10 th Computer Olympiad (Greenspan, 2005) . There currently exist a number of commercial and online pool simulators, each of which have attractive graphics, automatic strategies, and an underlying physics model. While many of these games are based upon seemingly realistic physics models, pool players have varied opinions about the level of realism and usefulness of these simulators, and there are some situations where anomalies occur. All of these simulators are closed systems, with the notable exception of foobilliard (Berger, 2000) .
Our objective is to develop a pool physics simulator that is both highly accurate and efficient, which can be used by both the gaming and robotics communities to further the development of computational and robotic pool. For robotic pool it is necessary to have a highly accurate physics simulator due to the continuous nature of the game, so that the outcome of each shot can be predicted accurately. For computational pool, it is important that the physics simulator be efficient, as it may be called repeatedly to evaluate potential shots within a game tree. To satisfy both of these criteria, we have foregone the standard integration method of simulation, which discretizes time, in favour of an event-based method that solves each shot analytically and exactly over a continuous time domain. A further benefit is that the order of events, which may be obscured by the integration method when the time between events is small, will be preserved. This paper continues in Section 2 with a review of the physics of the cue striking a ball and the subsequent motion of a single ball across the table surface. Section 3 follows with a description of an event-based simulator to predict the motion of a single ball on the table. The paper concludes in Section 4 with a description of future work.
POOL PHYSICS
In this section we model the physics of the impact of the cue and a ball (Subsection 2.1), and the resulting motion of the ball across the surface of the table (Subsection 2.2).
Cue -Ball Impact
Figure 1: Cue Impact.
Each shot commences with the cue striking the cue ball. Let (î,ĵ,k) be the ball-centric coordinate reference frame illustrated in Figure 1 . The central axis of the cue is denoted by a vector q, which by definition is parallel to the verticalĵ-k plane. Vector q is oriented at an angle θ to the horizontalî-ĵ plane, and we make the simplifying assumption that the cue contacts the ball at a single point Q ∈ q, thereby ignoring the geometry of the cue tip. If R is the radius of the ball, a and b are the respective horizontal and vertical displacements of Q from the ball's centre, and (a, c, b) . For Q to lie on the ball's surface we must have a 2 + b 2 ≤ R 2 , so theĵ component of Q must always be real and non-negative.
To model the trajectory of the cue ball, its initial velocity v immediately after being struck by the cue must be written in terms of the impact parameters a, b, θ and V 0 , the magnitude of the velocity of the cue immediately before striking the ball. Newton's Second Law F = m a is integrated to give the velocity of the ball in terms of the force F exerted on the ball by the cue impact 1997. Assuming that the time duration of the collision is very small 2 , the force F can be treated as a perfectly elastic impulse and integrating Newton's Second Law with respect to time over the small duration t f − t i of the collision gives:
or simply:
The post-impact velocity of the ball is therefore expressed in the ball-centric coordinate reference frame as:
The magnitude of the force F in terms of the impact parameters is derived by simultaneously solving the equations for conservation of linear momentum and conservation of energy before and after the cue impact to obtain:
where m is the ball mass and M is the cue mass.
The non-zerok component of v in Eq.(3) indicates that the ball has a component of initial linear velocity in the vertical direction when the cue is not horizontal, which is the basis of the jump shot. In our model we ignore thiŝ k component of the cue ball's initial velocity and assume that all balls are confined to movement on the surface of the table, which is true for the majority of shots encountered in actual play. The event-based solution method that we develop later in this article could easily be extended to deal with three-dimensional ball motion.
In addition to linear the velocity, the collision with the cue also imparts an angular velocity to the ball whenever a, b or θ are nonzero. The ability to control the angular velocity (i.e., spin) of the ball is an essential skill in mastering the game. Players conceptualize the following three types of spin.
• Follow: i.e., top spin. Follow is achieved by striking the ball above centre (b > 0), so that there is a component of spin around the ball's positiveî axis. The usual desired effect of follow is to have the cue ball continue its forward motion after colliding with an object ball.
• Draw: i.e., back spin. Draw is the opposite of follow, and is achieved by striking the ball below centre (b < 0). After an object-ball collision, the cue ball reverses direction.
• English: i.e., side spin. Left or right English is achieved by striking the ball slightly left (a > 0) or right (a < 0) of the centre respectively, resulting in a rotation around the ball'sk axis. There are a number of possible effects of English, including altering the angle of incidence of the cue and/or object balls following a collision. English can also be communicated to object balls.
Using the same method as in the derivation of Eq.2, the post-impact instantaneous angular velocity ω of the ball within the ball frame is derived by integrating the angular analogy of Newton's Second Law, I α(t) = r × F (t), with respect to time to give:
where I = 2 5 mR 2 is the moment of inertia of a solid sphere, α is the angular acceleration of the ball and r is a vector from the axis of rotation (the center of the ball) to the point on the ball at which the force F is applied. Note that from Figure 1 the components of the vector r are simply the coordinates of the point Q on the ball.
It is interesting to note that instances of the above itemized spins can all be achieved with a horizontal cue (i.e., θ = 0), in which case theĵ component ω y of ω vanishes. When ω y = 0, the ball travels with straight rectilinear motion 3 . There is a fourth type of spin, usually attempted only by more advanced players, wherein the cue is elevated at an extreme angle nearly perpendicular to the table (θ 90 o ). This causes a large ω y component resulting in a curvilinear ball motion and is the basis of curve and massé shots.
Ball Motion
As the ball moves across the table, the only unbalanced external force acting on it is friction with the table. This friction acts at the point of contact between the ball and the table surface, in a direction opposite to the ball's motion. We approximate this as a single point of contact, although in reality the ball compresses the fibers of the table cloth and sinks slightly into the cloth so that the point of contact is actually a small portion of the ball's spherical surface.
When a ball is struck by the cue, it begins its motion by sliding across the surface of the table. After some time, the interplay between the table friction and the ball's linear and angular velocities causes the ball to begin rolling. The specific combination of the ball's linear and angular velocities will cause it to transition from the sliding to the rolling state at a particular time. Assume the ball is moving in theî direction. Intuitively, the ball will be rolling only when it makes one full revolution about theĵ axis for every distance 2πR that it travels along the table, equal to the circumference of the ball. Marlow (1995) classified the ball motion as either sliding or rolling by considering the relationship between the linear velocity of the ball and the angular velocity of the ball at the point of contact with the table surface. The relative velocity u(t) of the point P at the bottom of the ball that is in contact with the table surface is [Marlow (1995) 
The ball slides across the table surface when u (t) = 0 and rolls across the table surface when u (t) = 0. Note that the relative velocity u(t) has nok component sincek ×k = 0. As a result, the angular velocity about the verticalk axis does not couple into the translational motion of the ball and must be treated separately as we shall see below.
From Newton's Laws of Motion and Eq.(6), the following equations govern the sliding ball's state variables for position r (t), velocity v (t) and angular velocity ω (t) as a function of time t, expressed in a frame of reference attached to the centre of the ball such that theî axis of this frame is along the ball's direction of motion:
The B subscripts in the above equations indicate that the equations are expressed in the ball frame. The subtractive terms represent the effect of the Thek components of r (t) and v (t) are assumed to be zero at all times as a result of the earlier assumption that the ball is constrained to movement on the surface of the table. Eq.9 is a three-dimensional vector equation for the angular velocity, but since thek component ofk ×û 0 is zero, thek component of the angular velocity given by Eq.9 does not evolve with time. This is a result of the assumption of a single point of contact between the ball and the table cloth. We denote ω B (t) as ω (t) since the ball always lies in the plane of the table, theî-ĵ plane.
To calculate the vertical component of the ball's angular velocity as a function of time, denoted by ω ⊥ , we use the simple model suggested by Marlow:
In practice the coefficients of friction governing the sliding and the spinning motion of the ball are not equal and are denoted by µ s and µ sp , respectively. The duration of the spinning motion is easily found from Eq.10:
To find the position of the ball in the table frame as a function of time, r (t), we first express r B (t) in the table frame using a simple coordinate rotation:
The position of the ball in the table frame is then r (t) = r 0 + r T (t). By combining Eqs. 6, 8, and 9, the relative velocity evolves with time according to:
The sliding state lasts until u (t) = 0, so from Eq.13 the duration τ S of the sliding state is:
The rolling state is defined by the condition u (t) = 0, whence | v (t)| = R ω (t) . When u (t) = 0 the ball travels one circumference in theî direction for every rotation about theĵ axis, as shown in Figure 2 . During the sliding state the angular velocity ω is arbitrary and the relative velocity u is non-zero. During the rolling state the relative velocity is zero and the angular velocity lies in theî-k plane with | ω | = | v|/R. The force of friction acting on the ball is denoted by F and the point of contact between the ball and table is denoted by P in the figure.
Once the relative velocity has vanished and the ball has started rolling, it continues rolling in a straight trajectory because there is no component of angular velocity around the axis along which the ball is moving. During this natural roll state the ball's state variables evolve according to Newton's Laws of Motion under the constraint on the angular velocity ω imposed by the natural roll condition: Once again, the subtractive terms in Eqs.15 and 16 represent the effect of table friction, where µ r is the coefficient of rolling friction, in general different from µ s 4 By definition, during the rolling state the direction of ω is perpendicular to the direction of the ball's motion. During the rolling state the vertical component of the angular velocity, ω ⊥ , continues to evolve according to Eq.10.
The natural roll state lasts until the table friction reduces the ball's velocity to zero, so from Eq.16 the duration of the rolling state is:
Since µ s = µ r , the motion of a moving billiard ball is quantitatively different during the sliding and rolling states. During the natural roll state, the ball always travels in a straight trajectory because the component of spin about the ball's axis of motion is zero by definition. During the sliding state, however, any component of spin about the axis of motion, resulting from θ > 0, causes the ball to move in a curved path, as evident in the non-zeroĵ component of the ball position as expressed in the ball frame from Eq.7. A computer model attempting to predict accurately the dynamics of the game, including the curvilinear motion during the sliding state, must therefore treat the sliding and rolling motions separately.
SIMULATION OF BALL MOTION
We now consider the problem of simulating the movement of a single ball across the table surface. The chosen simulation method must be computationally efficient because it will be used in a game strategy algorithm to expand a search tree, which necessitates invoking the method for a large number (possibly millions) of potential shots within the time budget specified for a competition. We also strive for physical accuracy in the simulation, both to make a simulated game more realistic and to allow its use within a robotic system, wherein slight inaccuracies can result in missed shots.
Discrete Numerical Integration
The obvious first option for a simulation method is numerical integration. With full knowledge of the state variables for a ball's position r (t), velocity v (t), and angular velocity ω (t) at a given time t, these state variables are advanced forward in time by a small discrete amount ∆t, using some discrete numerical integration technique. The simplest approach equates the acceleration of the ball to the time-derivative of its velocity, and integrates the acceleration equation assuming that the acceleration is constant over ∆t. This gives the velocity after ∆t in terms of the previous time step's velocity and the (constant) acceleration: v (t + ∆t) = v (t) + a∆t. Similarly, integrating the velocity and assuming it is constant over the tiny ∆t yields the position r (t + ∆t) = r (t) + v∆t. This method is the standard approach for modelling physics in human-interactive computer games of all kinds, where the emphasis is more on apparent realism than on physical accuracy. Computational efficiency is increased as a result of the linear approximations to the actual equations for the state variables r (t), v (t) and ω (t) as a function of time t. However, this increased efficiency is obtained at the expense of the accuracy of the solution.
In pool, use of the integration method boils down to the problem of the discovery of events after they have occurred, and then handling them using the appropriate physics. After each time step, the simulator must consider all ball positions, velocities and angular velocities to determine whether any events such as ball collisions or rail collisions have occurred during the previous ∆t. Due to the continuous measurement domain, it is highly improbable that an event occurs exactly at the beginning or end of a time step; it is much more likely that an event occurs sometime within the time step, i.e., at a fractional ∆t. In this case the simulator must somehow back the dynamics up to the time of the event in order to apply the appropriate physics for the event, for example computing the post-collision velocities and angular velocities of the balls involved in a collision.
Therefore, there are several intertwined challenges associated with the integration method applied to modelling pool physics. Choosing a reasonable time step ∆t is a difficult trade-off between speed and accuracy, and dealing with the fact that events usually occur within a time step necessitates complexity and approximations. A smaller time step results in a more accurate model for two reasons: (1) the assumption that the speed of the ball is constant over the time step is more valid as ∆t is reduced, and (2) with a smaller time step any approximations needed to back the model up by a portion of a time step will be more accurate. However, with a larger time step the model can predict the eventual outcome much faster since fewer computations are necessary. Given these challenges and drawbacks, we looked to another approach to model the outcome of a shot.
Continuous Event-based Simulation
Since the equations developed in Subsection 2.2 provide the value of the ball state variables at any time t, we chose to take an event-oriented approach Zeigler, Kim, and Praehofer (2000) that allows us to solve the ball dynamics problem exactly, in the continuous domain in both time and space. Using the equations for the ball state variables, the time of the next event, whether it be a change in trajectory of a single ball or a collision between balls, can be predicted analytically.
Our approach is based upon the observation that a ball can be in one of four possible motion states at any time t:
• SLIDING, defined by v (t) = 0 and u (t) = 0, during which the ball slides across the table;
• ROLLING, defined by v (t) = 0, and u (t) = 0, during which the ball rolls across the table;
• SPINNING, defined by v (t) = u (t) = 0 and ω (t) = ±| ω (t) |k, during which the ball spins in place about the vertical axis;
• and STATIONARY, defined by v (t) = u (t) = ω (t) = 0, when the ball is completely stationary.
An event is defined as the transition of a ball from one motion state to another. A motion transition event occurs simply through the passage of time as a ball's speed and spin evolve under the influence of the table friction. In addition, there is a number of collision events that occur when two objects impact, resulting in a change of the ball's linear and angular velocities and therefore a transition to a different motion state. We investigate collisions in a future article.
Using this framework, the simulation problem is equivalent to predicting when the next event occurs, rather than discovering an event after it has occurred, as in numerical integration. When modelling a shot, we calculate the time τ E at which the next event E occurs and advance each ball's state variables r (t), v (t) and ω (t) forward in time to t = τ E using the appropriate equations from Subsection 2.2. We then apply the appropriate physics for the event, for example calculating the post-collision velocities of two balls following a collision between two balls. This is an attractive solution method because the dynamics of the moving balls are calculated completely analytically, with no approximations, and are subject only to floating point (double precision) round-off error.
Example
As an example, consider the case of a single ball being struck by the cue and travelling without collision until it comes to rest. A motion transition event will occur when the ball transitions from one motion state to another through the natural progression of time, and the state lifetimes τ S , τ R and τ SP given respectively by Eqs.14, 18, and 11, are all that is needed to predict the times of these motion transition events. The ball's state variables for position r (t), velocity v (t), and angular velocity ω (t) are re-calculated and updated at each of the event times, since the motion is quantitatively different during the SLIDING and ROLLING states.
After being struck by the cue at time t = t 0 = 0, the ball begins its motion in the SLIDING state (it has been shown in Shepard, (1997) that only in the special case of b = 2R/5 will the ball begin its motion with u = 0; i.e., in the ROLLING state). The initial SLIDING state lasts until t = t 1 = τ S , at which time the ball transitions to the ROLLING state and continues its journey by rolling across the table surface. The rolling motion lasts for τ R seconds, until t = t 2 = τ S +τ R , at which time the ball's translational movement in theî-ĵ plane ceases. Depending on the ball's angular velocity about its verticalk axis, it may or may not enter the SPINNING state for a short time.
If ω z (t 2 ) = 0 then the ball does not spin and comes to rest in the STATIONARY state. Alternately, if ω z (t 2 ) = 0 then the ball enters the SPINNING state, and spins in place about the vertical axis, with no translational motion. This state lasts until t = t 3 = τ SP , at which time the ball transitions to the STATIONARY state. This is shown in Figure 3 . The SLIDING state ends when u (t) = 0, at t = t 1 = τ S . The ROLLING state ends when v (t) = 0, at t = t 2 = τ S +τ R . The vertical component of spin, ω z , is independent of the ball's translational motion. In this example ω z (t 2 ) = 0 and the ball transitions directly from the ROLLING state to the STATIONARY state. 
CONCLUSION
We have described a predictive event-based method to simulate the physics of the motion of a single ball across the table surface. The method is based upon a parametrization of the ball trajectory, which allows motion transition event times to be obtained analytically. The solution requires no granular time step and is accurate to floating point precision in both time and space. It is also efficient, requiring no iterative numerical methods.
In a next paper, we will further develop the event-based algorithm to include predicting the collision events that occur during a game, such as collisions between balls or between a ball and a rail. In future work, a game strategy program will be developed that uses the event-based simulation to model shot outcomes and automatically select shots in order to play a game of 8 Ball. Following that, the physical parameters and error model of the DEEP GREEN system will be measured and calibrated, and the physics simulation and game strategy will be integrated into the DEEP GREEN system to compete against a human opponent.
