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The ability to control quantum systems using shaped fields as well as to infer the states of such
controlled systems from measurement data are key tasks in the design and operation of quantum
devices. Here we associate the success of performing both tasks to the structure of the underlying
control landscape. We relate the ability to control and reconstruct the full state of the system to
the absence of singular controls, and show that for sufficiently long evolution times singular controls
rarely occur. Based on these findings, we describe a learning algorithm for finding optimal controls
that makes use of measurement data obtained from partially accessing the system. Open challenges
stemming from the concentration of measure phenomenon in high dimensional systems are discussed.
I. INTRODUCTION
While quantum control and quantum tomography each
have long and distinct research histories, both areas are
deeply intertwined. Indeed, manipulating the dynamics
of a quantum system in a desired way and reconstructing
quantum states through expectation value measurements
can be considered as “two sides of the same coin” [1]. In
this work we explore the underlying principles drawing
both research areas together. By identifying their com-
mon foundations, we believe that methods established
within each field can be tied together in order to estab-
lish new avenues for controlling and reading out quantum
systems.
With the advent of laser technologies and pulse shap-
ing techniques, the dream of controlling complex quan-
tum systems was born. Today, preparing a quantum sys-
tem in a desired state or implementing unitary gates can
be achieved through properly tailored control fields [2–
4]. Finding the corresponding field shapes through iter-
ative optimization procedures can be accomplished sur-
prisingly effectively, both in numerical simulations [5–8]
and laboratory learning control experiments [9–15]. The
ease of finding such optimal controls is determined by
the topology of the underlying control landscape [16, 17]
defined by a cost functional J , often taken to be e.g. the
overlap with a target state or the distance from a target
unitary transformation. Investigating the properties of
the control landscape has therefore attracted much atten-
tion [16–29]. These research efforts recently culminated
in a theorem stating that with sufficient control resources,
the control landscape should be free from traps for almost
all controlled quantum systems [28]. However, the pre-
cise meaning of “sufficient” is application dependent and
remains an open challenge to systematically assess. It
is known that these issues are related to the ability to
steer the dynamics of the system in all directions (in the
corresponding tangent space) [30, 31]. In particular, the
appearance of so called singular controls [21, 22, 25–27],
which hinder the ability to steer the dynamics in all direc-
tions, play an essential role. Here, we show that such sin-
gular controls manifest itself as measurement data that
does not carry sufficient information to (uniquely) recon-
struct generic quantum states, thereby providing a link
between quantum control and tomography.
Quantum state tomography aims to reconstruct the
quantum state of a system by measuring a set of observ-
ables [32, 33]. This can always be accomplished when
the set of observables is informationally complete [34].
While this field of research coexists alongside the field
of quantum control, both areas are related since creating
the required observables can be translated into a control
problem. That is, observables that are not directly acces-
sible in the laboratory are typically created by rotating
accessible observables into the desired ones by control
fields or gates sequences [1, 35–40]. Alternatively, one
can infer the state of such driven systems directly from
the time traces of accessible observables [1, 41–46]. In
this case, generic state reconstruction is possible when
the obtained data is informationally complete.
Instead of deterministically creating observables, a set
of observables randomly created through Haar random
unitary transformations can also be used, as this almost
always guarantees information completeness [43, 47–49].
Since a random control field can create a Haar random
unitary evolution [50], applying a random field and mea-
suring the time trace of a single observable almost always
yields informationally complete measurement data [46].
This eliminates the need to optimize control pulses for
rotating observables, as almost all control fields allow for
complete quantum state tomography. In this work we
will connect this observation to the absence of singular
controls.
The remainder of this work is organized as follows.
We begin in Sec. II A and II B by introducing the math-
ematical framework that allows for connecting the no-
tions of singular controls and information completeness,
and show in Sec. II C that control fields yielding infor-
mationally complete measurement data cannot be singu-
lar. We then use randomness to conclude that both the
absence of singular controls as well as information com-
pleteness are generic properties in a measure theoretic
sense. Based on these observations, we illustrate in Sec.
II D how drawing together quantum control and quan-
tum tomography allows for identifying optimal controls
when system access is limited. Finally, we show in Sec.
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2III that in high dimensions, the concentration of mea-
sure phenomenon [51, 52] leads to increased sensitivity
to measurement errors for randomized state tomography,
and also to a flattening of the quantum control landscape
for a commonly employed cost functional.
II. QUANTUM CONTROL AND STATE
TOMOGRAPHY
We begin by considering a quantum system with a d
dimensional Hilbert space driven by a classical control
field f(t). The evolution of the system is governed by
the Schro¨dinger equation U˙t = −iH(t)Ut for the time
evolution operator Ut, where we work in units of ~ = 1.
We assume that the time dependent Hamiltonian H(t) is
of the form [53],
H(t) = H0 + f(t)Hc, (1)
where we refer to H0 and Hc as the drift and the con-
trol Hamiltonian, respectively. While we focus here on
a single control field, the following consideration can be
generalized in a straightforward manner. We assume that
the drift and the control Hamiltonian are traceless such
that the solution of the Schro¨dinger equation UT at time
T , which we refer to as the endpoint map, is an element
of the special unitary group SU(d). The quantum con-
trol system given by (1) is said to be fully controllable if
every unitary transformation V ∈ SU(d) can be created
as a solution to the Schro¨dinger equation. For uncon-
strained control fields this is equivalent to saying that
the dynamical Lie-algebra L = Lie(iH0, iHc) created by
nested commutators of the drift and the control Hamil-
tonian and their real linear combinations span the full
space, i.e., the special unitary algebra denoted by su(d)
[53].
A. Control landscapes and singular controls
A quantum control problem can be formulated as an
optimization problem of a cost functional J [f(t)] over the
control field f(t). The goal is to find a function that ap-
propriately either maximizes or minimizes J for a fixed
evolution time T . The ability to solve the optimization
problem relies on the structure of the control landscape
defined by the cost functional J [16, 17]. In particular,
the set of dynamic critical points at which δJ[f(t)]δf(t) = 0,
consisting of local and global optima, plays an essential
role in characterizing the topology of the control land-
scape. A highly favorable property of J would be the ab-
sence or rareness of traps given by local optima such that,
for instance, gradient type algorithms would be effective
in finding the global optimum. Since the cost functional
is given by J = J(UT [f(t)]), the functional derivative of
J with respect to the control field takes the form of a con-
catenation, formally written as δJδf(t) =
∂J
∂UT
◦ δUTδf(t) . The
first part captures the landscape properties of J as a func-
tion of the endpoint map UT , which is referred to as the
kinematic control landscape. It is well known that the
kinematic control landscape of typical cost functionals
used for state preparation, gate synthesis, and observable
control generally consists of global optima and saddles
[17, 18, 20, 30, 31]. If the variation of the endpoint map
with respect to the control field δUTδf(t) is assumed to be
full rank, the dynamic and the kinematic critical points
coincide, so that the topology of the control landscape
is fully characterized by the critical point structure of
the kinematic landscape. This is referred to as local sur-
jectivity. However, while local surjectivity is commonly
assumed in the first place to conclude that the landscape
of typical cost functionals is trap free [17, 20], it is an
open problem to determine for what type of controls and
systems the assumption holds. In fact, a few examples of
controlled systems are known for which local surjectivity
fails [25, 27], as these examples exhibit singular controls.
Since the variation of the endpoint map with respect to
the control field can be written as δUTδf(t) = −iUTU†tHcUt,
a singular control is characterized by the existence of a
v ∈ isu(d) for which [19, 24],
〈v, U†tHcUt〉 = 0, ∀t ∈ [0, T ], (2)
where 〈A,B〉 = Tr{A†B} denotes the Hilbert-Schmidt
inner product. As such, a singular control does not al-
low for varying the endpoint map UT in all directions
associated with the tangent space at UT [25, 54].
B. State tomography and information completeness
Consider a d dimensional quantum system in an un-
known state ρ whose evolution is governed by the Hamil-
tonian in Eq. (1). The time trace 〈M〉t of an observable
M is given by
〈M〉t = 〈ρ, U†tMUt〉, (3)
where we assume without loss of generality that M is
traceless. Using the generalized Bloch vector repre-
sentation [55, 56], the initial state can we written as
ρ = 1d +
∑d2−1
m=1 ρmBm. The coefficients ρm = 〈ρ,Bm〉 are
collected in the Bloch vector xρ = (ρ1, · · · , ρd2−1) with
{Bm} being a complete and orthonormal operator basis
for isu(d). We assume that at d2−1 times tn summarized
in the set T = {tn} we obtain d2 − 1 expectation values,
which we collect in the vector y = (〈M〉t1 , · · · , 〈M〉td2−1),
and to which we refer to as the measurement record. The
measurement record is determined by the set of equa-
tions y = M[f(t)]xρ, indicating here the explicit de-
pendence of the control field f(t) on the matrix M ∈
R(d2−1)×(d2−1) with entries Mn,m = 〈Bm, U†tnMUtn〉.
Clearly, ifM is invertible the Bloch vector can be inferred
through xρ =M−1y, which is referred to as information
completeness.
3C. Singular controls and information completeness
In order to establish a relation between singular con-
trols and information completeness, we first consider the
case in which the measured observable is given by the
control Hamiltonian, i.e., M = Hc, which can be in-
terpreted as measuring the response of the control field.
By picking the same set of time points T as in the to-
mography case, the singular control condition (2) can be
expressed in the operator basis {Bm} asMxv = 0 where
xv = (〈v,B1〉, · · · , 〈v,Bd2−1〉). Thus, if a control field is
singular, the corresponding measurement data cannot be
informationally complete, as then there does not exist a
set of time points for which M is invertible. Conversely,
if control fields provide information completeness, they
cannot be singular controls. We note that while at this
point we have not made any assumptions about control-
lability or control field constraints, generic state recon-
struction is only possible if the dynamical Lie algebra is
full [57].
In order to get a more complete picture (i.e., not just a
set of points on the landscape), we proceed by assuming
that the system is fully controllable, such that at a time
T∗ a random field creates a Haar random evolution. Note
that the Haar random time T∗ can be estimated by map-
ping the expected dynamics to a Lindbladian dynamics
and determining its gap [50]. Consider now a randomly
applied field of length T = (d2 − 1)T∗ so that at times
T∗ = {T∗, 2T∗, · · · , (d2−1)T ∗} a set of d2−1 uncorrelated
Haar random unitary evolutions UnT∗ with n = 1, · · · d2−
1 are created. Then, picking tn ∈ T∗ yields row vectors
an = (〈B1, U†nT∗HcUnT∗〉, · · · , 〈Bd2−1, U†nT∗HcUnT∗〉) ofM that are formed by statistically independent Hermi-
tian operators U†nT∗HcUnT∗ distributed uniformly within
the space of Hermitian operators with the same spectrum
as Hc. According to a standard result from measure the-
ory, the set of row vectors {an} created in this way are
linearly independent with probability one. Consequently,
the matrix M is for almost all control fields of length
T = (d2 − 1)T∗ invertible. Thus, as long as the con-
trol fields allow for creating Haar random evolutions, the
set of singular controls form a set of measure zero. We
remark here that while the determinant of M is an an-
alytical function of the control field parameters, and the
zeros form a set of measure zero, the zeros are not nec-
essarily isolated.
Turning to tomography of a generic state, it follows
that expectation value measurements of Hc at times
T∗ yield for almost all control fields an informationally
complete measurement record. Unitary invariance of
the Haar measure then immediately implies that infor-
mation completeness generically holds when observables
that are unitarily conjugate to Hc, i.e., M = V
†HcV
with V ∈ SU(d), are considered [46]. Both results to-
gether can be leveraged to find control fields in a learning
fashion when system access is limited, for instance, to a
single qubit only [58].
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FIG. 1. Schematic representation of how quantum control
and quantum tomography can be drawn together to find op-
timal control fields for preparing a target state when system
access is limited to a single qubit (blue). In each iteration step
i a new field f (i+1) is determined by adding a random field
to f (i) to infer J and ∇fJ through expectation value mea-
surements of an observable M at time points {t1, · · · , td2−1}.
This procedure allows for reconstructing the state of the sys-
tem created by f (i), and thereby J , by directly inverting M
or solving a least squares problem [46]. If needed, varying
the applied field by δf then allows for evaluating the gradient
∇fJ in a similar fashion, e.g. though finite differences.
D. Learning control with a random field
As mentioned in the introduction, optimal controls are
typically found in an iterative fashion. Employing for ex-
ample a gradient type algorithm, in each iteration step i
the control field is updated into the direction of the gradi-
ent δJδf(t) [59]. Assuming the control field is piecewise con-
stant on N intervals ∆t = T/N where its corresponding
amplitudes f(j∆t) with j = 1, · · · , N are collected in the
vector f , the update step reads f (i+1) = f (i)+α∇fJ(f (i)).
Here ∇J denotes the gradient with respect to the piece-
wise constant field amplitudes and α is the step size de-
termining the speed of convergence. In general, there are
two routes for carrying out such an iterative search for
the optimal controls. The first approach (i) relies on an
accurate model describing the controlled system. Here
the cost functional and the gradient are numerically cal-
culated [60, 61]. The second approach (ii), known as
learning control [62–65], is an experimental procedure
that does not rest on a model. Instead, at each itera-
tion step the cost functional and the gradient, if needed,
are determined through measurements. When system
parameters are uncertain, for example when the experi-
mental setting drifts, the quality of the optimal controls
obtained through (i) can drop when applied to an ex-
perimental implementation. Approach (ii) on the other
hand typically requires access to each system component
to measure a complete set of observables in order to infer
J and ∇fJ .
One way to overcome these challenges is by utilizing
a random field. As schematically represented in Figure
1, consider the control problem of preparing a qubit sys-
tem in a target state |ψg〉 and assume that the system
is fully controllable. The cost functional is given by the
4fidelity Jψg (f) = |〈ψg|ψ(f)〉|2 where |ψ(f)〉 = UT (f)|φ〉 is
the state created from the initial state |φ〉 through the
solution UT (f) of the Schro¨dinger equation up to T de-
pending on f . Picking an initial guess pulse f (0), followed
by a random field and measuring the time trace of a sin-
gle qubit observable allows for reconstructing the state
U(f (0))|φ〉 created by the initial guess and thereby the
fidelity Jψg (f
(0)). In the same way the gradient can be
estimated, for example by perturbing the control field
and using finite differences. Note that this procedure
does not require full knowledge of the underlying model.
In fact, while knowledge of the system evolution Ut is
required to form M, this can be accomplished by also
creating a set of random initial states, which allows for
inferring the evolution up to some gauge [66–68]. Even
when a model is assumed (i.e., in principle one can use ap-
proach (i) directly), hybrid approaches [63, 69–71] involv-
ing measuring the fidelity and perhaps the gradient have
the advantages that faster convergence can be achieved
by adjusting α in each iteration step and that moderate
uncertainties in the underlying model can be accounted
for.
III. MEASUREMENT ERRORS AND FLAT
LANDSCAPES
The practical utility of methods based on learning con-
trol relies on having at most moderate noise levels in the
measurement record. Not only must the noise be kept
at bay, but varying the control field must also allow for
sufficiently large variations of the system dynamics, as
one must be able to distinguish such changes from the
noise. Below we restrict ourself to errors collected in
a vector  that disturb the measurement record y in a
linear fashion i.e., the experimentally observed measure-
ment record takes the form y˜ = y+ . Such errors could
for example stem from a finite sample statistics of the
expectation values 〈M〉tn . We remark that thereby we
exclude errors that perturb the measurement record in a
non-linear fashion, such as noisy control fields or model
imperfections. Such errors can be considered analogous
to the state preparation and measurement errors known
as (SPAM), as pulse and model imperfections perturb the
effectively created observables U†tnMUtn used to recon-
struct the state. Such SPAM errors motivated the devel-
opment of self-consistent tomography schemes, e.g., gate
set tomography [66, 68], whose ideas can be combined
with random-field tomography to reconstruct quantum
states without prior knowledge of the Hamiltonian or the
random pulse shape, as mentioned earlier in Sec. II D.
The analysis and mitigation of non-linear errors as well
as the development of robust schemes goes beyond the
scope of this work and will be studied elsewhere.
The difference between the experimentally recon-
structed Bloch vector x˜ρ = M−1y˜ and the true Bloch
vector xρ is given by ‖x˜ρ−xρ‖2 = ‖M−1‖2, where ‖ ·‖2
denotes the l2 norm. As such, the ability to reconstruct
quantum states in the presence of measurement errors
depends on how wellM is conditioned. Based on an up-
per bound on the smallest singular value sn of random
matrices [72, 73], in Appendix A we show that for M
with row vectors uniformly distributed according to the
Haar measure there exists a constant L > 0 such that
‖M−1‖ = 1/sn(M) is lower bounded by
(d2 − 1)3/2
L |Tr{M2}| ≤ ‖M
−1‖. (4)
This bound suggests that state reconstruction through
randomly creating observables, either via a randomly ap-
plied control field [46] or via gate sequences implement-
ing t-designs [48, 49], becomes more sensitive to mea-
surement errors when the system size d increases. This
is a consequence of the concentration of measure phe-
nomenon [51], which is encapsulated by the statement
that random quantities, such as the randomly created ob-
servables, get more and more centered around the mean
in high dimensions.
Another consequence of the concentration of mea-
sure phenomenon is the appearance of so-called Barren
plateaus [52] in the control landscape associated to vari-
ational algorithms, where the dynamic gradient of the
cost functional J can become exponentially small in high
dimensions. Using a form of Levy’s Lemma [51, 74], with
details found in Appendix B, we show that for uniformly
random target (or initial) states |ψg〉 the probability P
that the gradient
δJψg
δf(t) is larger then any value κ, is up-
per bounded by
P
[ ∣∣∣∣ δJψgδf(t)
∣∣∣∣ > κ] ≤ 2 exp( −κ2d81pi3E2max
)
, (5)
where Emax = maxi{|E(c)i |} with {E(c)i } being the eigen-
values of the control Hamiltonian Hc. Thus, for most
target states the control landscape becomes more and
more flat as the system becomes larger. Considering n
qubit systems (i.e., d = 2n) and picking κ = 2−n/4, we
see that the probability that the gradient is not exponen-
tially small in the number of qubits n vanishes double
exponentially in n. We remark that this observation is
cost functional-dependent, and consequently, the identifi-
cation of cost functionals that can mitigate this behavior
remains an open challenge [75].
Results (4) and (5) independently emphasize the chal-
lenges associated with quantum state reconstruction
through randomized schemes and finding optimal con-
trols in high dimensions, respectively. Together, they in-
fluence the ability to control complex quantum systems
in a learning (or hybrid) fashion. Namely, given that
that the probability that a change in the control field
causes a change in the cost functional that is larger than
κ becomes exponentially small, the noise level must be
smaller than κ to detect such a change. Moreover, if
one wants to detect the change using randomly created
observables, the bound (4) suggests that errors in the
5corresponding expectation measurements must also be
sufficiently small, which again scales with the dimension
of the system.
IV. CONCLUSIONS
In this work, we have identified properties of the con-
trol landscape as a common foundation for controlling
and reading out quantum systems. In particular, we have
shown that the existence of singular controls manifests
as an incomplete measurement record of a single observ-
able, as the unitary evolution operator cannot be steered
in all directions at these points on the control landscape.
Conversely, if a set of control field shapes yields infor-
mation completeness, they cannot be singular controls.
We have shown that if control fields allow for creating
Haar random unitary evolutions, then the set of singular
controls forms a set of measure zero and consequently,
information completeness is a generic property. Building
on these results, we have presented a potentially practi-
cal experimental procedure, where optimal controls are
identified using measurement data obtained from access-
ing only part of the system.
We have also pointed out potential challenges that may
arise as the system dimension is scaled up. Namely,
due to the concentration of measure phenomenon, ex-
pectations of randomly created observables become more
centered around the mean, suggesting that state recon-
struction based on random schemes becomes more sensi-
tive to measurement errors as the system size increases.
Rooted in the same principle, we further showed that for
a cost functional commonly employed for state prepara-
tion, most target states yield an exponentially flat land-
scape. Whether these observations become critical chal-
lenges for a given problem is application- and platform-
dependent, and thus, as technology progresses, the ability
to scale up the system size can be expected to improve.
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Appendix A: Derivation of the bound (4)
From [72, 73] we have that for a d × d matrix A with
independent and identically distributed random entries
ai,j satisfying E[ai,j ] = 0 and σ = E[a2i,j ] = 1 (i.e., mean
zero and unit variance), there exist a constant L such
that sn(A) ≤ L√d where sn = 1/‖A−1‖, with ‖ · ‖ being
the operator norm from l2 to l2, denotes the smallest
singular value.
In order to use this result we first calculate the expec-
tation and the variance of Mn,m = 〈Bm, U†nMUn〉 with
Un being a Haar random unitary matrix, as well as show
that the entries of M are independent (i.e., not corre-
lated). To calculate the first and second moments we use
well known results [76] for the integration with respect
to the Haar measure over the unitary group U(d). In
particular, we use
7∫
U(d)
Ui,jU¯i′,j′dU =
δi,i′δj,j′
d
, (A1)∫
U(d)
Ui1,j1Ui2,j2U¯i′1,j′1U¯i′2,j′2dU
=
δi1,i′1δi2,i′2δj1,j′1δj2,j′2 + δi1,i′2δi2,i′1δj1,j′2δj2,j′1
d2 − 1
+
δi1,i′1δi2,i′2δj1,j′2δj2,j′1 + δi1,i′2δi2,i′1δj1,j′1δj2,j′2
d(d2 − 1) , (A2)
where Ui,j are the matrix elements of the unitary U and
U¯ denotes the complex conjugate.
Using (A1) the expectation can be calculated and we find
EUn [Mn,m] = EUn [Tr{U†nMUnBm}]
=
Tr{M}Tr{Bm}
d
= 0.
With (5) we have that the correlations and the variance
are given by
EUn,Un′ [Mn,mMn′,m′ ]
=
{
EUn [Mn,m]EUn′ [Mn′,m′ ] = 0, for n 6= n′,
Tr{M2}δm,m′
d2−1 , for n = n
′.
(A3)
As such, the matrix elements ofM are uncorrelated and
their variance is given by
σ =
Tr{M2}
d2 − 1 . (A4)
Defining M˜ = 1σM allows us to use the above bound to
establish
√
d2−1
L ≤ ‖M˜−1‖, such that we arrive at our
desired result
(d2 − 1)3/2
L |Tr{M2}| ≤ ‖M
−1‖. (A5)
Appendix B: Derivation of the bound (5)
Here we outline how to establish the bound (5) using
Levy’s Lemma given in [74]:
Levy’s Lemma: Let h : SN−1 → R be a real valued
function on the N − 1 dimensional Euclidian sphere with
Lipschitz constant given by λ = supx1,x2
|h(x1)−h(x2)|
‖x1−x2‖2 .
Then, for a uniform random point x ∈ SN−1 and all
κ,
P[|h(x)− E[h]| > κ] ≤ 2 exp
(−Nκ2
9pi2λ2
)
.
Levy’s Lemma states that the probability to find h(x)
with x drawn uniformly random from a N − 1 dimen-
sional sphere more than κ away from the mean E[h] is
exponentially small. To apply Levy’s Lemma we first
identify x as the Haar random state |ψg〉 on the S2d−1
Euclidian sphere and h(x) by the gradient
δJψg
δf(t)
= 2=[〈ψg|UTU†tHcUt|ψ0〉〈ψ0|U†T |ψg〉]. (B1)
In order to calculate the expectation Eψg
[
δJψg
δf(t)
]
and
upper bound the Lipschitz constant λ we define h(ψg) :=
2=[〈ψg|A|ψg〉] where A = UTU†tHcUt|ψ0〉〈ψ0|U†T . Using
(A1) from above the expectation can be calculated to be
Eψg [h(ψg)] = −iEψg [〈ψg|A|ψg〉 − 〈ψg|A|ψg〉],
= −i(Eψg [〈ψg|A|ψg〉]− Eψg [〈ψg|A|ψg〉]),
= −i
(
Tr{A}
d
− Tr{A}
d
)
,
= 0,
where we used in the last step that Tr{A} =
〈ψ0|U†tHcUt|ψ0〉 ∈ R. What is left is to upper bound
the Lipschitz constant λ. Using
|h(ψ(1)g )− h(ψ(2)g )| ≤ 2|〈ψ(1)g |A|ψ(1)g 〉 − 〈ψ(2)g |A|ψ(2)g 〉|
≤ 4‖A‖FS‖|ψ(1)g 〉 − |ψ(2)g 〉‖2,
where ‖A‖FS =
√
Tr{A†A} =
√
Tr{|ψ0〉〈ψ0|U†tHcUt} ≤
Emax with Emax = maxi{|E(c)i |} and {E(c)i } being the
eigenvalues of Hc we have
|h(ψ(1)g )− h(ψ(2)g )| ≤ 4Emax‖|ψ(1)g 〉 − |ψ(2)g 〉‖2,
such that the Lipschitz constant is upper bounded by
λ ≤ 4Emax. We are now able to apply Levy’s Lemma to
arrive at the desired result (5) given in the main body of
the manuscript.
