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Abstract. This paper aims to help the development of new models of homotopy
type theory, in particular with models that are based on realizability toposes. For this
purpose it develops the foundations of an internal simplicial homotopy that does not rely
on classical principles that are not valid in realizability toposes and related categories.
CONSTRUCTIVE SIMPLICIAL HOMOTOPY
WOUTER PIETER STEKELENBURG
Introduction
This paper grew out of an attempt to build a recursive realizability model for homotopy
type theory following the example of [Kapulkin, Lumsdaine, and Voevodsky 2012]. Their
model is based on the category of simplicial sets. Simplicial homotopy is the homotopy of
simplicial sets. It is equivalent to the homotopy of CW complexes which are a category
of topological spaces [Goerss and Jardine 1999; Hovey 1999].
In the intended model types are homotopy types of certain simplicial objects in a
realizability topos (see [Oosten 2008]). These toposes lack some of the structure of the
category of sets underlying classical homotopy theory. In the internal logic the principle
of the excluded middle and the axiom of choice can be invalid. They can lack infinite
limits and colimits. We work around these issues in the following way.
1. Limit the class of cofibrations. In classical simplicial homotopy theory every mono-
morphism is a cofibration. We demand that certain properties of the monomor-
phisms are decidable so classical arguments remain valid.
2. Strengthen the lifting property. Fibrations come equipped with a filler operator
that gives solutions for a family of basic lifting problems.
3. Build the homotopy category out of fibrant objects only, so we don’t need fibrant
replacements.
To avoid distracting peculiarities of the realizability topos this paper works with a generic
Π-pretopos with a natural number object. That makes our simplicial homotopy predicative
as well as constructive.
Intended model The category of assemblies which is the category of ¬¬-separated
objects of the effective topos up to equivalence, has several strongly complete internal
categories that are not posets, in particular the category of modest sets [Hyland, Robin-
son, and Rosolini 1990; Oosten 2008; Rosolini 1990]. Strongly complete means that the
externalization of the internal category is a complete fibred category. The category of
assemblies is not exact, but the ex/lex completion [Carboni and Vitale 1998] preserves
strongly complete internal categories. This exact completion is not the effective topos,
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3but it is a kind of realizability topos and it is the intended ambient category A in this
paper.
The topos with a complete internal category that is not a poset is interesting, because
complete internal categories in Grothendieck toposes are necessarily posets. This fact is
traditionally attributed to Peter Freyd.
In the ex/lex completion modest fibrations are fibrations whose underlying morphisms
are families of modest sets or quotients of such families by modest families of equivalence
relations–see [Hyland, Robinson, and Rosolini 1990; Oosten 2008; Rosolini 1990]. There
is a universal modest fibration (see definition 6.1) which is a univalent fibration and hence
a potential model of homotopy type theory.
Conclusion There are definitions of fibrations, cofibrations and their acyclic counter-
parts (definitions 2.1) in Π-pretoposes that make the category of Kan complexes a model
category (theorem 2.11). Certain universal fibrations (definition 6.1) automatically live
in the category of Kan complexes (theorem 6.2).
Acknowledgments I am grateful to the Warsaw Center of Mathematics and Computer
Science for the opportunity to do the research leading to this paper. I am also grateful
for discussions with Marek Zawadowski and the seminars on simplicial homotopy the-
ory he organized during my stay at Warsaw University. Richard Garner, Peter LeFanu
Lumsdaine and Thomas Streicher made invaluable comments on early drafts of this paper.
1. Internal simplicial objects
Internal simplicial homotopy has a notion of simplicial object of A which does rely on
external A-valued presheaves, but on internal structures.
1.1. Definition. A simplicial object X of A is a triple 〈UX, dim, ·〉 where UX is an
object of A, dim is a morphism UX → N. Here N is the natural number object of A.
The operator · is has the following properties. Let Ar(∆) be the object of non decreasing
functions between decidable, finite and inhabited initial segments of the natural numbers.
The domain dom(·) of · is the following object.
{〈x, ξ〉 : UX × Ar(∆)|dim(x) = max(cod(ξ))}
The codomain cod(·) of · is UX. The operator · satisfies the following equations.
dim(x · ξ) = max(dom(ξ))
x · id = x
x · (α ◦ β) = (x · α) · β
A morphism of simplicial objects X → Y is a morphism f : UX → UY which
commutes with dim and ·. Together with simplicial objects, they form the category of
simplicial objects and morphisms A∆
op
.
4The category A∆
op
is enriched over A. The object of morphisms X → Y in A is
nat(X, Y ). It represents families of morphisms X → Y , i.e. for each object I of A there
is a natural bijection between morphisms I → nat(X, Y ) and morphisms I × X → Y
which commute with dim, · and their I-fold multiples.
1.2. Example. A simple kind of simplicial object is the discrete simplicial object. There
is one for each object I of A:
Idisc = 〈N× I, λ 〈n, i〉 7→ n, λ 〈〈n, i〉 , φ〉 7→ i〉
Note the λx 7→ f(x) notation for morphisms of A the paper uses.
This definition is consistent with the definition of initial presheaves in [Mac Lane and
Moerdijk 1994]. The definition is valid because A is a Π-pretopos with a natural number
object N. Decidable, finite and inhabited initial segments of the natural numbers have a
classifier.
λ 〈i, j〉 7→ j : {〈i, j〉 : N×N|i ≤ j} → N
The relation ≤ is decidable. Comprehension on decidable predicates defines subobjects
in A, because there classifiers of decidable subobjects 1 → bool = 1 + 1. Here 1 is a
terminal object and + a binary coproduct.
Local Cartesian closure means that there is an object A of morphisms between the
initial segments. Local Cartesian closure also implies that there is a subobject of non
decreasing morphisms Ar(∆).
Πf : A, i, j : N, x : {y : 1|i ≤ j} 7→ {y : 1|f(i) ≤ f(j)}
However, because A is also exact and extensive, it is a Heyting category, so the same
subobject has a more familiar definition.
Ar(∆) = {f : A|∀i, j : N.i ≤ j → f(i) ≤ f(j)}
1.3. Definition. The object Ar(∆) is the object of arrows of the internal category of
simplices ∆, whose object of objects Ob(∆) is N. Composition is defined as ordinary
function composition.
For completeness we recall the definition of Π-pretoposes below.
1.4. Definition. That A is a Π-pretopos means all of the following.
1. The category A is locally Cartesian closed. This means that for each object X of A
each slice A/X is Cartesian closed.
2. The category A is extensive, which means that is has finite coproducts and that
A/(X + Y ) is equivalent to (A/X)× (A/Y ) for each pair of objects X and Y of A.
3. The category A is exact in the sense of Barr. This means that all weak groupoids
(see below) have coequalizers and that those coequalizers are stable under pullback.
5A weak groupoid consists of a pair of objects X0, X1 and morphisms r : X0 → X1 and
s, t : X1 → X0 such that s ◦ r = t ◦ r = idX0 such that for each x, y, z : X0 if two of 〈x, y〉,
〈x, z〉 and 〈y, z〉 are in the image of 〈s, t〉 : X1 → X0×X0, the third is too. A coequalizer
for a weak groupoid is a coequalizer of s and t.
1.5. Example. Every topos is a Π-pretopos so A can be any topos with a natural number
object like the topos of sets.
This combination of properties implies the following.
1. The category A has all colimits and reindexing functors preserve them.
2. The category A is a Heyting category.
Technically this means that for each object X the poset of subobjects Sub(X) is a
Heyting algebra and that for each f : X → Y the preimage map f ∗ : Sub(Y ) →
Sub(X) is a morphism of Heyting algebras. Moreover, for each morphism f , f ∗
has both adjoints–right adjoint ∀f and left adjoint ∃f–and those adjoints satisfy the
Beck-Chevalley condition which says that quantification and substitution commute
over pullback squares. If f ◦ g = h ◦ k is a pullback square, then f ∗ ◦ ∃h = ∃g ◦ k
∗.
Practically this means that A is a model for a constructive first order logic, hence
that predicates define subobjects and that constructive theorems are valid in the
internal language.
1.6. Remark. We assume that all of the structure on A comes from functors. So several
functors between categories related to A have right adjoints that give A its limits and
exponentials and some functors have left adjoints that give A colimits. Definitions in
terms of universal properties only define objects up to isomorphism. Our assumption
ensures that there are functors that hit all the necessary isomorphism classes, when we
only specify a functor up to isomorphism.
2. Model Category
This section defines a model structure on a category of A∆
op
.
2.1. Definition. An model structure on an A-enriched category C consist of three sets
of morphism: the fibrations F , the cofibrations C and the weak equivalences W which
have the following properties.
• The set W satisfies 2-out-of-3 which means that for every pair of morphisms f :
X → Y and g : Y → Z of C, if two out of f , g and g ◦ f are in W then all three
are.
• The pairs of sets (C, F ∩W ) and (C ∩W,F ) are enriched factorization systems (see
definition 2.2).
6Categories with such a structure are model categories. Members of C ∩W are called
acyclic cofibrations and members of F ∩W are called acyclic fibrations.
This notion of model structure is the ordinary one, except for the kind of factorization
systems the morphisms in it form.
2.2. Definition. An enriched factorization system is a pairs of set of morphisms (L,R)
of an enriched category with the following properties.
• A morphism belong to L if and only if it has the left lifting property with respect all
to members of R.
• A morphism belong to R if and only if it has the right lifting property with respect
all to members of L.
• Every morphism factors as a member of R following a member of L.
A morphism f : X → Y of an A-enriched category C has the right lifting property
with respect to a morphism g : I → J–and g has the left lifting property with respect
to f–if the morphism 〈f!, g
∗〉 = 〈C(idJ , f), C(g, idX))〉 which is the factorization of the
span C(idJ , f), C(g, idX) through the pullback cone of C(idI , f) and C(g, idY ) is a split
epimorphism.
C(I,X)
C(J,X) • C(I, Y )
C(J, Y )
C(g,idX) 44❤❤❤❤❤❤❤❤❤❤❤
〈f!,g
∗〉 //
C(idJ ,f) **❱❱
❱❱❱
❱❱❱
❱❱❱
❱
❄
❄❄
❄
??⑧⑧⑧⑧
C(idI ,f)
❄
❄❄
C(g,idY )
??⑧⑧⑧
A section of 〈f!, g
∗〉 is a filler operator.
In A∆
op
we make the following selections.
2.3. Definition. A morphism f : X → Y of category A∆
op
is a fibration if it has the
right lifting property with respect to the family of all horn inclusions, which is defined as
follows.
For each n ∈ N, the n-simplex ∆[n] is the internal simplicial set where U∆[n] is the
object of all morphisms φ in ∆ such that cod(φ) = n, dim(φ) = dom(φ) and φ · ξ = φ ◦ ξ.
Here N is the set of natural numbers that exists outside of A. For each k : [n] the horn
Λk[n] is the subobject of the non decreasing maps [m] → [n] that are not onto the set
[n]− {k}.
UΛk[n] = {φ : U∆[n]|∃i : [n]− {k} .∀j : dom(φ).φ(i) 6= j}
The horn inclusion is the monomorphism Λk[n]→ ∆[n]. The family of horn inclusions is
the sum of all horn inclusions Σk ≤ n : N 7→ Λk[n]→ Σk ≤ n : N 7→ ∆[n] that exists as
a morphism of A∆
op
.
The lifting property that f satisfies is defined in a slice category of A∆
op
. Let I =
{〈n, k〉 : N×N|k ≤ n}. The family of horn inclusions is a morphism in A∆
op
/Idisc (see
7example 1.2). So is the multiple Idisc× f : Idisc×X → Idisc× Y of f . The morphism f is
a fibration if Idisc× f has the right lifting property with respect to Σk ≤ n : N 7→ Λk[n]→
Σk ≤ n : N 7→ ∆[n].
2.4. Example. If A is the topos of sets, then the morphisms that satisfy this definition
are precisely the Kan fibrations. In that case the axiom of choice implies a filler operator
exists.
2.5. Definition. A monomorphism f : X → Y of category A∆
op
is a cofibration if the
subobject of faces of Y which are not in the image of X is decidable. A face of Y is
a y : UY such that if φ : [dim(y)] → [dim(y)] in ∆ and y · φ = y, then φ = iddim(y).
Elements of UY which are not faces are called degenerate, so a face is a non degenerate
element of UY . Hence f is a cofibration if there is a morphism ψ : UY → bool such
that ψ(y) = false if an only if y is degenerate or equal to f(x) for some x : UX.
2.6. Example. In the category of simplicial sets all monomorphism are cofibrations.
Decidability comes for free there.
2.7. Definition. A weak equivalence is a composition of an acyclic fibration following
an acyclic cofibration. Here, an acyclic fibration is a morphism that has the right lifting
property with respect to all cofibrations; an acyclic cofibration is a cofibration has the right
lifting property with respect to all fibrations.
The theorems in this paper should work in a Π-pretopos A that doesn’t have infinite
colimits. The small object argument uses such colimits to provide factorizations of mor-
phisms and therefore we cannot use it here. To get a model structure we retreat to a
subcategory of A∆
op
.
2.8. Definition. A complex is a tuple 〈UX, dim, ·, filler〉 where 〈UX, dim, ·〉 is a sim-
plicial object and filler is a filler operator (see definition 2.2) for the unique morphism
! : 〈UX, dim, ·〉 → 1disc. A morphism of complexes is simply a morphism of simplicial
objects. The category of complexes and morphisms of complexes is A∆
op
f .
2.9. Example. Each discrete simplicial object has a canonical filler operator, which
means that λI : A 7→ Idisc factors through the category of complexes. All simplices are
complexes. Horns are not, however.
2.10. Example.When A is the category of sets, then complexes are Kan complexes with
a filler operator included.
2.11. Theorem. [Model category] With fibrations, weak equivalences and cofibrations
defined as above the A-enriched category A∆
op
f is a model category.
Proof. Lemma 3.1 shows that cofibrations and acyclic fibrations form a weak factoriza-
tion system. Lemma 5.1 tells the same thing about fibrations and acyclic cofibrations.
Lemma 4.1 demonstrates that if two of f , g and f ◦g are weak equivalences, then all three
are. These three requirements define a model structure.
83. Cofibrations
This section show that the cofibrations from definition 2.5 are part of an enriched factor-
ization system (see definition 2.2) on A∆
op
–not just on the subcategory of complexes.
3.1. Lemma. Cofibrations and acyclic fibrations form an enriched factorization system
on A∆
op
. .
Proof. Proposition 3.4 shows that every morphism factors as a contractible morphism
(see definition 3.2) following a cofibration. Acyclic fibrations are examples of contractible
morphisms (see example 3.3). Lemma 3.5 shows that contractible morphisms are acyclic
fibrations. Hence contractible morphisms and acyclic fibrations are the same class of
morphism and this class form the right class of a factorization system with cofibrations
on the left (see definition 2.2).
3.2. Definition. A morphism f : X → Y is contractible if it has the internal left lifting
property with respect to the family of cycle inclusions, which is defined as follows.
The cycle ∂∆[n] is the subobject of non surjective functions of ∆[n]. The dim and ·
are the same and the bases are related as follows:
U(∂∆[n]) = {φ : U(∆[n])|∃i : [n].∀j : dom(φ).φ(i) 6= j}
The cycle inclusion is the monomorphism ∂∆[n] → ∆[n]. The family of cycle inclusions
is the sum of all cycle inclusions Σn : N 7→ ∂∆[n] → Σk ≤ n : N 7→ ∆[n] that exists
as a morphism of A∆
op
. Note that Σx : y 7→ z(x) denotes the indexed coproduct of the
y-indexed family z.
Definition 2.3 explains how lifting properties with respect to families work.
3.3. Example. Each cycle inclusion ∂∆[n] → ∆[n] is a cofibration because id[n] : [n]→
[n] is the unique face of ∆[n] not in ∂∆[n] and equility with id is decidable in∆. Therefore
every acyclic fibration is a contractible morphism.
3.4. Proposition. Every morphism factors as a contractible morphism following a cofi-
bration.
Proof. Let ∆+ be the subcategory of monomorphisms and ∆− that of epimorphisms of
∆ (see definition 1.3). For each morphism φ of ∆ let m(φ) be the monic and e(φ) the
epic factors.
The first step is to cover Y with another simplicial set LY where degeneracy is decid-
able. Let LY [n] = Σi : [n] 7→ Y [i]×∆−(n, i) and for φ : [m]→ [n] of∆ and 〈ǫ, y〉 : LY [n]
let the following equation hold.
〈ǫ, y〉 · φ = 〈e(ǫ ◦ φ), y ·m(ǫ ◦ φ)〉
Let lY : LY → Y satisfy lY 〈ǫ, y〉 = y · ǫ.
The second step glues simplices of X and LY together into new ones. The pair (f, lY )
stand for the morphism X + LY → Y that satisfies (f, lY )(x) = f(x) for x : X and
9(f, lY )(y) = lY (y) for y : LY . Let Z[n] ⊆ Πi ∈ [n] 7→ (X [i] + LY [i])
∆+(i,n) consist of
elements z which satisfy the following conditions for all α : [j] → [k] and β : [i] → [j] in
∆
+.
1. (f, lY )(z(α ◦ β)) = (f, lY )(z(α)) · β;
2. if z(α) : X then z(α ◦ β) : X ;
3. if z(α) = 〈ǫ, y〉 : LY and ǫ ◦ β is not monic, then z(α ◦ β) : LY and z(α ◦β)0 factors
through ǫ ◦ β.
For φ : [m]→ [n] and z : Z[n], let z · φ satisfy the following equation for all α of ∆+.
(z · φ)(α) = z(m(φ ◦ α)) · e(φ ◦ α)
By these definitions, Z = (Σn : N 7→ Z[n], λ 〈n, z〉 7→ n, ·) is a simplicial object.
There is a morphism g : X → Z which satisfies g(x)(α) = x · α. It is a cofibration
because a z : UZ is nondegenerate and outside of the image of g if and only if z(id[dim(z)]) =〈
id[dim(z)], y
〉
for some y : Y [dim(z)]. The definition of LY ensures that elements with this
property are nondegenerate while condition 3 ensures that if z(id) is degenerate, then so
is all of z.
There is a morphism h : Z → Y which satisfies h(z) = (f, lY )(z(id[dim(z)])). This
morphism is contractible thanks to the following filler construction. Let a : ∂∆[n] → Z
and b : ∆[n]→ Y satisfy h ◦ a = b ◦ k where k : ∂∆[n]→ ∆[n] is the cycle inclusion. Let
c : ∆[n] → Z satisfy c(φ)(µ) = 〈φ, b(µ)〉 if φ is an epimorphism and c(φ)(µ) = a(φ)(µ)
otherwise. Now c ◦ k = a and h ◦ c = b so c is a filler. There is a morphism in A∆
op
that maps each commutative square h ◦ a = b ◦ k to this filler c because A∆
op
is locally
Cartesian closed and being an epimorphism is a decidable property of morphisms of ∆.
3.5. Lemma. Contractible morphisms are acyclic fibrations.
Proof. The class of morphisms that have the left lifting property with respect to con-
tractible morphism is saturated (see lemma 3.7). The rest proof shows that all cofibrations
are in this class. That implies that all contractible morphisms have the right lifting prop-
erty with respect to all cofibrations and therefore are acyclic fibrations.
Suppose f : X → Y is a cofibration and S is the family of faces outside the image of
f . For each i : N let Yi be the union of X with all faces of Y of dimension strictly smaller
than i. In particular Y0 = X .
Every y : U(Y ) is in Yi for some i ≤ dim(y). If a y : UY is degenerate, then one can
search the monomorphisms [n]→ dim(y) in ∆ for the greatest µ such that y · µ is a face.
For this reason, the inclusion Yi → N
∗Y is a transfinite composition (see definition 3.6).
For each i : N let Si be the object of n-dimensional faces in S. Each s : Si induces
a monomorphism s′ : ∆[i] → Yi+1. Since Yi has all simplices of dimension i − 1, the
intersection of Yi and s
′ is ∂∆[i]. Thus the inclusion Yi → Yi+1 is the pushout of Si+1
copies of ∂∆[i]→ ∆[i].
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3.6. Definition. Let A be a Π-pretopos with a natural number object N. The successor
morphism s : N → N induces an endofunctor s∗ of A/N. A cochain is a morphism
f : X → s∗(X) in A/N. A morphism of cochains (X, f) → (Y, g) is a morphism
h : X → Y such that s∗(h) ◦ f = g ◦ h.
For every object Y of A there is a constant family N∗(Y ) and a canonical isomorphism
N
∗(Y ) ≃ s∗(N∗(Y )) which makes N∗(Y ) a cochain. The transfinite composition of a
cochain (X, g) is a cochain morphism ω(g) : (X, f) → N∗Y such that for every other
morphism k : (X, f)→ N∗Z there is a unique morphism l : Z → Y such that s∗(l)◦ω(g) =
k.
3.7. Lemma. The class of morphisms L that has the left lifting property with respect to
fibrations is closed under pushouts, coproducts indexed over objects of A and transfinite
compositions.
Proof. In each case the construction induces an operation on the split epimorphism in the
diagram of the lifting property. These operations happen to preserve split epimorphisms.
Suppose h : I ′ → J ′ is a pushout of g : I → J where g has the left lifting property with
respect to f : X → Y . Because the functors nat(−, X) and nat(−, Y ) : (A∆
op
)op → A
send pushouts to pullbacks, 〈f!, h
∗〉 is a pullback of 〈f!, g
∗〉 and the former is a split
epimorphism because the latter is.
Suppose h : (Πi : I 7→ nat(X(i), Y (i))) represents a family of morphisms of that share
the left lifting property. That means 〈(I∗disc(f))!, h
∗〉 is a split epimorphism and therefore
so is its transpose 〈f!,∐I(h)
∗〉, where ∐I(h) : nat(Σi : I 7→ X(i),Σi : I 7→ Y (i)) is the
indexed coproduct of the family h.
Finally, suppose that a cochain (Z, h) has the left lifting property. That means
〈N∗disc(f)!, h
∗〉 is a split epimorphism. For the transfinite composition ω(h), 〈f!, ω(h)
∗〉
is therefore also split.
4. Weak Equivalences
This section demonstrates that the weak equivalences of definition 2.7 satisfy the two out
of three property (see definition 2.1).
4.1. Lemma. [2-out-of-3] Let f : X → Y and g : Y → Z be morphisms of A∆
op
f . If any
two of f, g or g ◦ f are weak equivalences, then all three are.
Proof. Weak equivalences are closed under composition by lemma 4.2.
Let g and g ◦ f be arbitrary weak equivalences. The morphism f factors as an acyclic
fibration h : W → Y following a cofibration k : X → W by proposition 5.5. Because
weak equivalences are closed under composition (see 4.2), g ◦h is a weak equivalence. The
morphism k is acyclic for the following reasons. Factor both g ◦ f and g ◦ h as acyclic
fibrations following acyclic cofibrations, so g ◦ f = a ◦ b and g ◦ h = c ◦ d. The lifting
properties induce a morphism l such that l ◦ b = d ◦ k and c ◦ l = a. Lemma 4.6 says that
l is a weak equivalence because a and c are acyclic fibrations. Because of closure under
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composition, the morphism l ◦ b = d ◦ k is both a weak equivalence and a cofibration and
hence an acyclic cofibration. Since d and d ◦ k are acyclic cofibrations, so is k by lemma
4.4.
X
k
//
f
))
b

W
h
//
d

Y
g

•
a
55
l // •
c // Z
Since f = h ◦ k, f is a weak equivalence.
The case where f and g ◦ f are weak equivalences is dual to the case above and the
reasoning is the same. Acyclic cofibrations satisfy lemma 4.7 where acyclic fibrations
satisfy lemma 4.6. Acyclic fibrations satisfy lemma 4.5 where acyclic cofibrations satisfy
lemma 4.4.
This means that weak equivalences indeed satisfy 2-out-of-3.
4.2. Lemma. Weak equivalences are closed under composition.
Proof. Compositions of acyclic fibrations are acyclic fibrations and the same holds for
acyclic cofibrations. All compositions of weak equivalences are weak equivalences, if g ◦ f
factors as an acyclic fibration following an acyclic cofibration for each acyclic cofibration
g and acyclic fibration f .
By proposition 3.4 g ◦f = h◦k for some acyclic fibration h : W → Z and a cofibration
k : X →W . Let g′ be the left inverse of g. Since f ◦ id = g′ ◦ g ◦ f = (g′ ◦ h) ◦ k there is
a morphism k′ such that f ◦ k′ = g′ ◦ h and k′ ◦ k = id, so k has its own left inverse.
X
f

k
//
id
))
W
h

k′
// X
f

Y
g //
id
55Z
g′ // Y
Let φ be a homotopy between idZ and g ◦ g
′ such that φ ◦ (id× g) = g ◦ π1.
There is a homotopy χ between idW and k ◦ k
′ by lemma 4.3.
(id, k ◦ k′) ◦ (k + k) = (k, k) = k ◦ π1 ◦ (c× idX)
h ◦ (k ◦ π1) = (φ ◦ (idW × h)) ◦ (id∆[1] × k)
h ◦ (id, k ◦ k′) = (φ ◦ (idW × h)) ◦ (c× idW )
X +X
c×id

k+k //W +W
c×id

(id,k◦k′)//W
h

∆[1]×X
id×k
//
k◦π1
44❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
∆[1]×W
φ◦(id×h)
//
χ
::
Z
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Because the homotopy satisfies χ◦ (id∆[1]×k) = k ◦π1, k is a weakly invertible cofibration
by definition 5.2 and an acyclic cofibration by lemma 5.3.
4.3. Lemma. [Triple lifting property] Let f : A→ B and g : C → D be cofibrations and
let h : X → Y be a fibration. Let a : A × D → X, b : B × C → X and c : B × D → Y
satisfy a ◦ (idA × g) = b ◦ (f × idC), h ◦ a = c ◦ (f × idD) and h ◦ b = c ◦ (idB × g). If
one of f , g or h is acyclic, then there is a d : B × D → X such that d ◦ (f × idD) = a,
d ◦ (idB × g) = b and h ◦ d = c.
A× C B × C X
A×D B ×D Y
f×id //
id×g

f×id
//
a
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦
id×g

b //
d
CC
c
//
h

Proof. The general case reduces to the cases where f and g are cycle or horn inclusions,
because the lemma is equivalent to the statement that the following maps are (acyclic)
fibrations and because acyclic cofibrations are contractible (see definition 3.2).
〈f → h〉 =
〈
hidB , idfX
〉
: XB → Y B ×Y A X
A
〈g → h〉 =
〈
hidD , idgX
〉
: XD → Y D ×Y C X
C
In the case where h is an acyclic fibration the morphism 〈g → h〉 is an acyclic fibration
if is has the lifting property for the family of cycle inclusions ki : ∂∆[i] → ∆[i] for i : N,
because acyclic fibrations are contractible morphisms (see lemma 3.5). In turn 〈kn → h〉
are acyclic cofibrations if the triple lifting property holds in the cases where a = ki and
b = kj for all i, j : N.
For the cases where f or g are acyclic the same reduction takes us to products of cycle
and horn inclusions. If f is acyclic, the problem of lifting f against g → h reduces to the
problem of lifting horn inclusions. The problem of lifting a possibly not acyclic g against
k → h, where k is a horn inclusion, reduces to the problem of lifting cycle inclusions by
lemma 3.5.
In the cases where f and g are horn or cycle inclusions it is easy to prove that their
pushout products g ⋄ f are compositions of pushouts of sums of horns and cycles and
therefore have the left lifting properties with respect to (acyclic) fibrations (see lemma
3.7).
W × Y •
X × Y
W × Z
X × Z
f×id
??⑧⑧⑧⑧
id×g 
❄❄
❄❄
❄
❄❄
❄❄
??⑧⑧⑧⑧⑧
g⋄f //
id×g
**❚❚❚
❚❚❚
❚❚❚
❚
f×id
44❥❥❥❥❥❥❥❥❥❥
Therefore the lemma holds for every pair of cofibrations f , g as long as one of f , g and h
is acyclic.
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4.4. Lemma. If f : X → Y , g : Y → Z and if g and g ◦ f are acyclic cofibrations, then
f is an acyclic cofibration
Proof. Let k : A → B be a fibration and let a : X → A and b : Y → B satisfy
k ◦ a = b ◦ f . Because B is a complex, there is a b′ : Z → B such that b′ ◦ g = b. Lifting
properties also imply that there is an a′ : Z → A such that a′ ◦ g ◦ f = a and k ◦ a′ = b′.
So b′ ◦ g is a filler for k ◦ a = b ◦ f . By generalization this construction lifts f against all
fibrations and that makes f an acyclic cofibration.
X
A
Y
B
Z
a
''PP
PP
PP
f

k

b
''PP
PP
PP
g

b′
77
a′
DD
4.5. Lemma. If f : X → Y , g : Y → Z and if f and g ◦ f are acyclic fibrations, then g
is an acyclic fibration.
Proof. This is nearly the dual of lemma 4.4 and dual reasoning gives g the right lifting
property for all cycle inclusions which makes g contractible (see definition 3.2) and an
acyclic cofibration by lemma 3.5.
X
∂∆[n]
Y
∆[n]
Z
a′ 77
a
''PP
PP
k
 b′
DD
b ''P
PPP
P


The reason the dual reasoning works is that for the cycles ∂∆[n] from definition 3.2
the unique morphism ! : 0 → ∂∆[n] is a cofibration. Here 0 = 0disc is the initial object
of A∆
op
. A member of U(∂∆[n]) is a face if it is an identity morphism, and this is a
decidable property of morphism in ∆. No faces are in the image of !.
4.6. Lemma. If f : X → Y , g : Y → Z and if g and g ◦ f are acyclic fibrations, then f
is a weak equivalence.
Proof. By proposition 3.4, f factors as an acyclic fibration h : W → Y following a
cofibration k : X →W . Because (g ◦ f) ◦ id = (g ◦ h) ◦ k and g ◦ f is an acyclic fibration,
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k has a left inverse k′ : X →W which satisfies g ◦ f ◦ k′ = g ◦ h.
X
k

id // X
g◦f

W
g◦h
//
k′
>>
Z
Let c : 1 + 1 → ∆[1] be the same cycle as above. There is homotopy φ between idW
and k ◦ k′ by lemma 4.3 and the following equations.
(id, k ◦ k′) ◦ (k + k) = (k, k) = (k ◦ π1) ◦ (c× idX)
(g ◦ h) ◦ (k ◦ π1) = (g ◦ h ◦ π1) ◦ (id× k)
(g ◦ h) ◦ (id, k ◦ k′) = (g ◦ h ◦ π1) ◦ (c× idW )
X +X
c×id

k+k //W +W
c×id

(id,k◦k′)//W
g◦h

∆[1]×X
id×k
//
k◦π1
44❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
∆[1]×W
g◦h◦π1
//
φ
::
Z
Because φ◦(id∆[1]×k) = k◦π1, definition 5.2 says that k is a weakly invertible cofibration
and lemma 5.3 says that k is an acyclic cofibration. Therefore f is a weak equivalence.
4.7. Lemma. If f : X → Y , g : Y → Z and if f and g ◦ f are acyclic cofibrations, then
g is a weak equivalence.
Proof. This lemma is dual to lemma 4.6. The morphism g factors as a fibration h :
W → Z following an acyclic cofibration k : Y → W by lemma 5.5. The dual of the proof
of lemma 4.6 doesn’t show that h is an acyclic fibration directly, but it does show that h
has a right inverse h′ : Z → W and that there is a homotopy φ : ∆[1]×W →W between
idW and h
′ ◦ h.
Let a : I → J be an arbitrary cofibration and let i : I → W and j : J → Z satisfy
j ◦ a = h ◦ i. Lemma 4.3 deforms h′ ◦ j into a filler. Let ci be the morphisms 1→ ∆[0].
φ ◦ (id× i) ◦ (c1 × id) = h
′ ◦ h ◦ i = h′ ◦ j ◦ a
h ◦ h′ ◦ j = j = j ◦ π1 ◦ (c1 × id)
j ◦ π1 ◦ (id× a) = j ◦ a ◦ π1 = h ◦ i ◦ π1
h ◦ φ ◦ (id× i) = h ◦ π1 ◦ (id× i) = h ◦ i ◦ π1
I
a //
c1×id

J
h′◦j //
c1×id

W
h

∆[1]× I
id×a
//
φ◦(id×i)
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
∆[1]× J
j◦π1
//
ψ
::
Z
The filler is ψ◦c0. By generalization, h is an acyclic fibration and f is a weak equivalence.
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5. Fibrations
This section show that fibrations are part of a factorization system as well.
5.1. Lemma. Acyclic cofibrations and fibrations form an enriched factorization system
on A∆
op
f .
Proof. Lemma 5.3 shows that weakly invertible cofibrations (see definition 5.2) are
acyclic cofibrations. Lemma 5.4 shows the converse. Proposition 5.5 shows that ev-
ery morphism factors as a fibration following a weakly invertible cofibration.
5.2. Definition. In the subcategory A∆
op
f of A
∆op a cofibration f : X → Y is weakly
invertible if there is a g : Y → X such that g◦f = idX and an h : ∆[1]×Y → Y such that
h ◦ k = (idY , f ◦ g) if k : 1 + 1→ ∆[1] is the cycle inclusion and h ◦ (id∆[1] × f) = f ◦ π1.
Y + Y
k×id

(id,f◦g)
$$■
■■
■■
■■
■■
■■
∆[1]× Y
h
// Y
∆[1]×X π1
//
id×f
OO
X
f
OO
5.3. Lemma. Weakly invertible cofibrations are acyclic cofibrations.
Proof. Let f : X → Y be a weakly invertible cofibration, with inverse g : Y → X and
homotopy h : ∆[1] × Y → Y . Let k : A → B be a fibration and let a : X → A and
b : Y → B satisfy k ◦ a = b ◦ f . The composition a ◦ g : Y → A is a filler up to homotopy,
which can be transported along the homotopy h to become a proper filler. Let d0 be the
first horn inclusion 1 → ∆[1]. By lemma 4.3, there is a d : ∆[1] × Y → A such that
k ◦ c = b ◦h, c ◦ (id∆[1]× f) = a ◦π1 and c ◦ (d0× idY ) = a ◦ g. Lemma 4.3 applies because
the following equations hold.
(a ◦ π1) ◦ (∆(δ
1
1)× idX) = a = (a ◦ g) ◦ f
(b ◦ h) ◦ (∆(δ11)× idY ) = b ◦ f ◦ g = k ◦ (a ◦ g)
(b ◦ h) ◦ (id∆[1] × f) = b ◦ f ◦ π1 = k ◦ (a ◦ π1)
X
f

d0×id // ∆[1]×X
id×f

a◦π1 // A
k

Y
d0×id
//
a◦g
44❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤ ∆[1]× Y
b◦h
//
c
::
B
Let d1 be the other horn inclusion 1 → ∆[1]. Let e = c ◦ (d1 × idY ), so k ◦ e =
b ◦ h ◦ (d1 × idY ) = b and e ◦ f = c ◦ (id∆[1] × f) ◦ (d1 × idX) = a. Then e is a filler for
b ◦ f = k ◦ a. By generalization f is a weakly invertible cofibration.
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5.4. Lemma. All acyclic cofibrations in A∆
op
f are weakly invertible.
Proof. An acyclic fibration is a fibration, because the right lifting property for cofi-
brations implies the right lifting property for horn inclusions. Therefore every acyclic
cofibration is a cofibration.
Let f : X → Y be a morphism with the left lifting property for all fibrations in A∆
op
f .
There is a morphism g : Y → X such that g ◦ f = idX because X is fibrant.
X
f

id // X
!

Y
!
//
h
>>
1
There is a morphism h : ∆[1]× Y → Y such that h ◦ k = (idY , f ◦ g) if k : 1 + 1→ ∆[1]
is the cycle inclusion and h ◦ (id∆[1] × f) = f ◦ π1 because Y is a complex and because of
lemma 4.3.
X +X
f+f

k×id// ∆[1]×X
f◦π0 //

Y
!

Y + Y
k×id
//
(id,g)
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
∆[1]× Y
!
//
h
::
1
Therefore f is a weakly invertible cofibration by definition 5.2.
5.5. Proposition. Every morphism f : X → Y of A∆
op
f factors as a fibration following
a weakly invertible cofibration.
Proof. There is a simple factorization f = p0 ◦ r where p0 : Y/f → Y and r : X → Y/f
and where
Y/f =
{
(x, p) : X × Y ∆[1]|f(x) = p(λ∗ 7→ 1)
}
p0 〈x, p〉 = p(λ∗ 7→ 0)
r(x) = 〈x, λ∗ 7→ f(x)〉
The morphism r is not necessarily a cofibration, but factors as an acyclic fibration
g : W → Y/f following a cofibration h : X → W by proposition 3.4. The morphism h is
a weakly invertible cofibration and the composition p0 ◦ g is a fibration for the following
reasons.
There is a morphism p1 : Y/f → X that satisfies p1 〈x, p〉 = x. Let h
′ = p1 ◦ h, so
h′ ◦ h = idX . There is a homotopy φ between idW and h ◦ h
′ by lemma 4.3 and the
following equations.
(idW , h ◦ h
′) ◦ (h+ h) = (h, h) = (h ◦ π1) ◦ (c× idX)
h′ ◦ h ◦ π1 = π1 = (h
′ ◦ π1) ◦ (id∆[1] × h)
h′ ◦ (idW , h ◦ h
′) = (h′, h′) = (h′ ◦ π1) ◦ (c× idW )
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X +X
c×id

h+h //W +W
c×id

(id,h◦h′)//W
h′

∆[1]×X
id×h
//
h◦π1
44❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
∆[1]×W
h′◦π1
//
φ
::
X
Because φ ◦ (id∆[1]×h) = h ◦ π1, the cofibration h is weakly invertible by definition 5.2.
Since fibrations are closed under composition and since g is an acyclic fibration, p0 ◦ g
is a fibration if p0 is.
Let d : A→ B be a weakly invertible cofibration and let a : A→ Y/f and b : B → Y
satisfy p0 ◦ a = b ◦ d. There is a morphism c0 : B → X such that c0 ◦ d = p1 ◦ a because
X is fibrant. Let e0 be one of the horn inclusions 1 → ∆[1]. There is a morphism c1 :
∆[1]×B → Y such that c1◦(id∆[1] × d) is the transpose of p0◦a and c0◦(e0× idB) = f ◦c1
because Y is fibrant and because of lemma 4.3.
A ∆[1]× A Y
B ∆[1]× B 1
e0×id //
d

e0×id
//
f◦c0
55❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
id×d

at //
c1
<<
!
//
!

The transpose ct1 : B → Y
∆[1] of c1 and c0 together factor as a morphism c : B → Y/f
which is a filler for p0 ◦ a = b ◦ d. By generalization, p0 has the right lifting property with
respect to all acyclic cofibrations and therefore is a fibration.
6. Descent
This purpose of this section is to replace arguments based on minimal fibrations in sim-
plicial homotopy theory, in particular those that are related to homotopy type theory. We
assume that there is a class M of modest fibrations in A∆
op
with the following properties.
• M is closed under pullbacks along arbitrary morphisms.
• M is closed under composition.
• M is closed under fibred exponentiation. This means that if f : X → Z belongs to
M and g : Y → Z is an arbitrary morphism, the fibred exponential f gZ : (Πz : Z 7→
XYzz )→ Z is in M too.
This requirement may give us more limits than we need, but the intended model of
modest morphisms in Asmex satisfies it.
• M contains all regular monomorphisms–a monomorphism is regular if it is an equal-
izer.
The interesting case is where M has the following structure in addition to the prop-
erties above.
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6.1. Definition. A universal modest fibration is a modest fibration uni : U → V such
that every modest fibration f : X → Y is the pullback of uni along a unique morphism
χ(f) : Y → V .
The following fact makes the universal modest fibration a potential model of homotopy
type theory.
6.2. Theorem. If uni : U → V is a universal modest fibration, then V is fibrant.
Proof. For each horn inclusion h : Λk[n] → ∆[n] and each pair of v : Λk[n] → V ,
the modest fibration v∗(uni) : Λk[n] ×V U → Λk[n] descends along h to form a modest
fibration D(v∗(uni)) : • → ∆[n] by lemma 6.3. There is a χ(D(v∗(uni))) : ∆[n]→ V and
χ(h∗(v
∗(uni))) ◦ h equals v by definition 6.1.
6.3. Lemma. [Descent] For each horn inclusion h : Λk[n] → ∆ and each fibration f :
X → Λk[n] there is a fibration Df : Y → ∆[n] such that f is the pullback of Df along h.
Proof. There is no horn inclusion for n = 0. In the case n = 1, there are two maps
1→ ∆[1]. In both case Df = π0 : ∆[1]×X → ∆[1] suffices. For all the cases were n > 0
we use the following construction.
The functor D is defined (see definition 6.6) to have the following relation with a
functor K :∆/[n]→ A∆
op
/Λk[n].
A
∆op/∆[n](∆(ξ), Df) ≃ A∆
op
/Λk[n](K(ξ), f)
This is possible because A∆
op
/∆[n] is equivalent to the category of presheaves over ∆/[n]
and the Yoneda lemma applies to those presheaves. The relation of D and K allows us
to reduce the problem of lifting a horn against Df to the problem of lifting some finite
colimit of objects in the image of K against f . These finite colimits have the required left
lifting property by lemma 6.8.
The rest of this section works out the definition and the properties of K.
6.4. Definition. The following defines the functor K :∆/[n]→ A∆
op
/Λk[n].
1. A function ξ : [m]→ [n] cuts [m] into n+ 1 posets ξj = {i : [m]|ξ(i) = j}.
2. Let ‖ξ‖ be the number of elements of the product Πi : ([n]− {k}) 7→ ξi.
3. Define K0(ξ) : [m+ ‖ξ‖]→ [n] as follows.
K0(ξ)(i) =


ξ(i) ξ(i) < k
k ξ(i− ‖ξ‖) ≤ k ≤ ξ(i)
ξ(i− ‖ξ‖) k < ξ(i− ‖ξ‖)
4. In the lexicographical product Πi : ([n] − {k}) 7→ ξi tuples get the lexicographical
ordering. This ordering determines priority by comparing elements in sequence.
(x0, x1, . . . ) ≤lex (x0, x1, . . . ) ⇐⇒ x0 ≤ y0 ∧ (x0 = y0 → (x1, . . . ) ≤lex (y1, . . . ))
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5. Let κ(ξ) : Πi : ([n]− {k}) 7→ ξi → [m+ ‖ξ‖] be the nondecreasing injection κ which
sends the lexicographical product Πi : ([n] − {k}) 7→ ξi to the interval in [m + ‖ξ‖]
which starts at the least i such that K0(ξ)(i) = k.
6. Let λ(ξ) : [m] → [m + ‖ξ‖] be the unique nondecreasing injection which skips the
image of κ. This means λ(i) = i if ξ(i) < k and λ(i) = i+‖ξ‖ if ξ(i) ≥ k. Moreover
K0(ξ) ◦ λ(ξ) = ξ.
7. For each morphism φ : ξ → ξ′ in ∆/[n] let φi : ξi → ξ
′
i be the fibrewise morphism
and let Πi : ([n] − {k}) 7→ φi be the corresponding map of the (lexicographical)
products Πi : ([n]− {k}) 7→ ξi → Πi : ([n]− {k}) 7→ ξ
′
i.
8. Let K1(φ) : K0(ξ) → K0(ξ
′) be the unique nondecreasing function which satisfies
K1(φ) ◦ κ(ξ) = κ(ξ
′) ◦Πi : ([n]− {k}) 7→ φi and K1(φ) ◦ λ(ξ) = λ(ξ
′) ◦ φ.
The maps (K0, K1) define an endofunctor of ∆/[n]. To get the functor, let K(ξ) =
h∗(∆(K0(ξ))) for objects ξ of ∆/[n] and K(φ) = h
∗(∆(K1(φ))) for morphisms, where h
∗
is the reindexing functor A∆
op
/∆[n] → A∆
op
/Λk[n] along the horn inclusion h : Λk[n] →
∆[n]. Concretely, K satisfies the following equations for all objects ξ of ∆/[n], all x :
U(dom(K(ξ))) and all arrows φ of ∆/[n].
U(dom(K(ξ))) = {x : U∆[m+ ‖ξ‖]|K0(ξ) ◦ x : UΛk[n]}
K(ξ)(x) = K0(ξ) ◦ x
dim(x) = dom(x)
x · φ = x ◦ φ
K(φ)(x) = K1(φ) ◦ x
Thanks to the following property, the natural equivalence of homsets above extends
to horn inclusions.
6.5. Lemma. An intersection is a pullback square of monomorphisms. The functor K
preserves all intersections of ∆/[n].
Proof. The easiest way to see that is to describe the monomorphisms in the intersection
as decidable predicates on the domain of a map ξ : [m] → [n]. Maps [m] → bool that
equals true at least once characterize monomorphisms to ξ. The action of the endofunctor
(K0, K1) on the monomorphism has a parallel on predicates. For each p : [m]→ bool the
following equations define pK : [m+ ‖ξ‖]→ bool.
pK(κ(~x)) = ∀i : [m]− {k} .p(xi) p
K(λ(x)) = p(x)
It all works out because ∀i : [m]−{k} .p(xi)∧q(xi) is equivalent to (∀i : [m]−{k} .p(xi))∧
(∀i : [m]− {k} .q(xi)).
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6.6. Definition. For each f : X → Λk[n] the functor D : A
∆
op
/Λk[n] → A
∆
op
/∆[n]
satisfies the following equations.
U(dom(D(f))) =
∑
ξ:U∆[n]
(A∆
op
/Λk[n])(K(ξ), f)
dim(ξ, x) = domξ
(ξ, x) · φ = (ξ ◦ φ, x ◦K(φ))
D(f)(ξ, x) = ξ
On morphisms in A∆
op
/Λk[n], the functor D acts by composition: Dm(ξ, x) = (ξ,m ◦ x).
If A has infinite colimits, the functor D has a left adjoint K ′ that satisfies K ′∆ ≃ K.
We cannot rely on that property here. The functor K does extend to finite colimits of
simplices. Preservation of intersections implies that K also applies to finite unions of
simplices like Λl[m]. The reason D preserves fibrations and their right lifting property, is
that its partial left adjoint preserves the left lifting property.
6.7. Definition. [Face notation] We introduce a notation for monomorphisms in ∆/[n]
or more accurately for the result of applying ∆ to them. For ξ : [m]→ [n] and φ : [m]→
bool let face(ξ, p) : dom(face(ξ, p))→ ∆[m] satisfy
U(dom(face(ξ, p))) = {α : U(∆[m])|∀i : dom(α).p ◦ α(i) = true}
dim(α) = dom(α)
α · χ = α · χ
face(ξ, p)(α) = α
•
face(ξ,p) //
  ❆
❆❆
❆❆
❆❆
❆ ∆[m]
∆(ξ){{✇✇
✇✇
✇✇
✇✇
∆[n]
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With the help of this notation, we describe commutative triangles of monomorphisms
as follows.
Λl[m]
hˆ
→ ∆[m]
∆(ξ)
→ ∆[n] =
∨
i:[m]−{l}
face(ξ, λx 7→ x 6= i) (1)
K(Λl[m])
K(hˆ)
→ ∆[m+ ‖ξ‖]
∆(K0(ξ))
→ ∆[n] =
∨
j:[m]−{l}
face(K0(ξ), vj) (2)
h∗(K(Λl[m]))
h∗(K(hˆ))
→ h∗(∆[m+ ‖ξ‖])
h∗(∆(K0(ξ)))
→ Λl[n] = (3)
 ∨
i:[n]−{k}
face(K0(ξ), ui)

 ∧

 ∨
j:[m]−{l}
face(K0(ξ), vj)

 = (4)


∨
i:[n]−{k}
j:[m]−{l}
face(K0(ξ), ui ∧ vj)

 (5)
h∗(∆[m+ ‖ξ‖])
h
→ ∆[m+ ‖ξ‖]
K0(ξ)
→ ∆[n] =

 ∨
i:[n]−{k}
face(K0(ξ), ui)

 (6)
where
ui(x) = (K0ξ(x) 6= i) vi(κ(ξ)(~x)) = (ξ(i) = k ∨ xξ(i) 6= i)
vi(λ(ξ)(x)) = (x 6= i) ui ∧ vi(x) = ui(x) ∧ vi(x)
6.8. Lemma. The monomorphism h∗K(hˆ) :


∨
i:[n]−{k}
j:[m]−{l}
face(K0(ξ), ui ∧ vj)

→

 ∨
i:[n]−{k}
face(K0(ξ), ui)


has the left lifting property with respect to all fibrations.
Proof. The class of morphisms with the left lifting property is closed under compositions
and pushouts. The monomorphism h∗K(hˆ) belongs to this class because of this closure
property.
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Decompose h∗K(hˆ) as the inclusions of the following three subobjects.
A = dom(h∗K(hˆ)) =


∨
i:[n]−{k}
j:[m]−{l}
face(K0(ξ), ui ∧ vj)


B =

 ∨
j:[m]−{l}
face(K0(ξ), uξ(l) ∧ vj)

 ∨

 ∨
i:[n]−{k,ξ(l)}
face(K0(ξ), ui)


C = cod(h∗K(hˆ)) =

 ∨
i:[n]−{k}
face(K0(ξ), ui)


Decompose A → B as a series of inclusions Aj → Aj + 1 that satisfy A0 = A and
An+1 = B. For j : [n + 1] define Aj as follows.
Aj = A ∨

 ∨
i:[j]−{k,j,ξ(l)}
face(K0(ξ), ui)


Each inclusion Aj → Aj+1 is a pushout of the inclusion of Aj ∩ face(K0(ξ), uj+1) into
face(K0(ξ), uj+1), where
Aj ∩ face(K0(ξ), uj+1) =

 ∨
i:[m]−{l}
face(K0(ξ), uj+1 ∧ vi)

∨

 ∨
i:[j+1]−{k,ξ(l)}
face(K0(ξ), ui ∧ uj+1)


The faces face(K0(ξ), uj+1 ∧ vi) and face(K0(ξ), ui ∧ uj+1) all contain the point λ(l) of
∆[m+‖ξ‖] which means that lemma 6.9 applies to the inclusion Aj ∧ face(K0(ξ), uj+1)→
face(K0(ξ), uj+1). Hence A→ B has the left lifting property.
If ξ(l) = k, then B = C and the proof is complete. Suppose ξ(l) = i 6= k. First define
the following maps [m+ ‖ξ‖]→ bool for each ~p : Πi : [n]− {k} 7→ ξi.
w~p(κ(~q)) = true w~p(λ(q)) = ((ξ(q) = k ∨ q ≤ pξ(q)) ∧ ξ(q) 6= ξ(l))
Decompose B → C as a series of inclusions Bj → Bj + 1 that satisfy B0 = B and
Bm+‖ξ‖+1 = C. For j : [m+ ‖ξ‖+ 1] define Bj as follows.
Bj = B ∨

 ∨
κ(~p)<j
face(K0(ξ), uξ(l) ∧ w~p)


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When j 6= κ(~p) for any ~p : Πi : [n]−{k} 7→ ξi, the inclusion Bj → Bj+1 is the identity
arrow, which satsifies the left lifting property trivially.
Suppose j 6= κ(~p). Each inclusion Bj → Bj+1 is a pushout of the inclusion of Bj ∩
face(K0(ξ), uξ(l) ∧ w~p) into face(K0(ξ), uξ(l) ∧ w~p), where
Bj ∩ face(K0(ξ), w~p) =
∨
i:[n]−{ξ(l),k}
face(K0ξ, ui ∧ w~p)∨
∨
i:[m]−{l}
face(K0ξ, vi ∧ w~p)∨
∨
κ(~q)<j
face(K0ξ, w~q ∧ wj)
Let ~p[l] : Πi : [n]−{k} 7→ ξi satisfy p[l]j = l if ξ(l) = j and p[l]i = pi otherwise. The point
κ(p[l]) is a member of face(K0ξ, ui ∧ w~p) for all i : [n] − {ξ(l), k}. It is also a member of
face(K0ξ, w~q ∧ w~p) for all ~q : Πi : [n] − {k} 7→ ξi such that κ(~q) < κ(~p). When κ(~p[l]) is
not a member of face(K0ξ, vi ∧w~p) for some i, then face(K0ξ, vi ∧w~p) is a subobject of a
face of Bj ∩ face(K0(ξ),∧w~p) that does contain κ(~p[l]).
Let i : [m]− {l}. If not vi(κ(~p[l])) then by definition ξ(i) 6= k and (p[l]ξ(i) = i). If i is
the least member of ξξ(i), then face(K0ξ, vi∧w~p) ⊆ face(K0ξ, uξ(i)∧w~p). If ξ(i−1) = ξ(i),
then κ(~p[i− 1]) < κ(~p) and face(K0ξ, vi ∧ w~p) ⊆ face(K0ξ,W~p[i−1] ∧ w~p).
Since Bj ∩ face(K0(ξ),∧w~p) is a unions of faces that have the point ~p[l] in common,
lemma 6.9 applies to the inclusion Bj ∩ face(K0(ξ),∧w~p) → face(K0(ξ),∧w~p). Therefore
Bj → Bj+1, B → C and h
∗K(hˆ) : A→ C all have the left lifting property.
6.9. Lemma. [Face completion] Let F be an inhabited decidable set of faces of ∆[p] which
all have a point e of ∆[p] in common. The inclusion
⋃
F → ∆[p] has the left lifting
property with respect to all fibrations.
Proof. For all j : [p] let Fj be the union of F with the set of j-dimensional faces of ∆[p]
which contain the edge e. Because F is inhabited,
⋃
F contains e and therefore F0 = F .
Because ∆[p] is a p-dimensional face of ∆[p] which contains e,
⋃
Fp = ∆[p]. For j > 0 let
Sj be the set of j-dimensional faces of
⋃
Fj which are not already contained in
⋃
Fj−1.
If a j-dimensional face face(Σ) of
⋃
Fj opposes e, it is part of a higher dimensional face
which is a member of F . Therefore each face face(Σ) : Sj contains e. For this reason
face(Σ) ∩
⋃
Fj−1 is the horn whose central edge is e. The inclusion
⋃
Fj−1 →
⋃
Fj
is therefore the pushout of a coproduct of horn inclusions indexed over Sj. Therefore
the inclusion has the left lifting property. Because composition preserves the left lifting
property,
⋃
F = F0 → Fp = ∆[p] has it too.
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