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ABSTRACT
Technological advances have enabled the generation and collection of various data
from complex systems, thus, creating ample opportunity to integrate knowledge in
many decision-making applications. This dissertation introduces holistic learning as
the integration of a comprehensive set of relationships that are used towards the
learning objective. The holistic view of the problem allows for richer learning from
data and, thereby, improves decision making.
The first topic of this dissertation is the prediction of several target attributes using
a common set of predictor attributes. In a holistic learning approach the relationships
between target attributes are embedded into the learning algorithm created in this
dissertation. Specifically, a novel tree-based ensemble that leverages the relationships
between target attributes towards constructing a diverse, yet strong, ensemble is
proposed. The method is justified through its connection to existing methods and
experimental evaluations on synthetic and real data.
The second topic pertains to monitoring complex systems that are modeled as
networks. Such systems present a rich set of attributes and relationships for which
holistic learning is important. In social networks, for example, in addition to friend-
ship ties, various attributes concerning the users gender, age, topic of messages, time
of messages, etc. are collected. A restricted form of monitoring fails to take the rela-
tionships of multiple attributes into account, whereas the holistic view embeds such
relationships in the monitoring methods. The focus is on the difficult task to detect
a change in only a subregion of a high-dimensional space of network attributes that
requires an integrated, holistic learning approach. One contribution is a monitoring
algorithm based on a network statistical model that is elaborated on synthetic and
real networks. Also, a generalizable model to monitor an attributed network is pre-
sented that transforms the task into an expedient structure for a machine learning
i
algorithm. A learning step in this algorithm manages changes that may only be local
to subregions (with a broader potential for other learning tasks). The model and
algorithm are integrated to contribute a holistic, robust, generalizable monitoring
method. Evaluations on synthetic and real networks are provided.
ii
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Chapter 1
INTRODUCTION
Technological advances have enabled the generation and collection of various data
from complex systems. Examples include daily data collected from social networks,
manufacturing, educational and financial systems. In social networks, for example,
in addition to friendship ties, various data concerning the users’ gender, age, topic
of messages, time of messages, etc is collected. Effective learning from data allows
for the integration of knowledge in myriads of decision-making applications. This
dissertation introduces holistic learning as the integration of a comprehensive set of
relationships that are used towards the learning objective. The holistic view of the
problem allows for richer learning from data and, thereby, improves decision making.
The first topic of this dissertation is the prediction of several target attributes
using a common set of predictor attributes. Problems of this type arise naturally in
different fields such as manufacturing: predicting various quality aspects of a product
using the manufacturing settings (Breiman and Friedman, 2002), marketing: predict-
ing different aspects of consumer behavior based on consumer characteristics (Zhang
et al., 2005) and education: predicting different learning outcomes based on learning
activity (Azarnoush et al., 2013; Tatsuoka and Lohnes, 1988).
Such problems are usually associated with two types of training data. In the first
type, the data set has M predictor attributes, T target attributes, and N instances in
the form (xi, yi) for i = 1, · · · , N , xi = (xi1, . . . , xiM)′ and yi = (yi1, . . . , yiT )′ which is
usually referred to as multi-target learning (Blockeel et al., 1998). The second type is
T separate data sets in the form of (xi, yi) where xi = (xi1, . . . , xiJ) and yi is a single
numerical value which is usually referred to as multi-task learning (Caruana, 1998).
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Tree models are widely used learning algorithms that recursively partition the
instances at the nodes into homogeneous child nodes. As an example, classification
and regression trees (CART) (Breiman et al., 1984) select partitions to minimize
the Gini index for classification problems and to minimize the sum of squares for
regression problems. The homogeneity is evaluated with respect to a single target
attribute. Current methods have extended tree models for multi-target problems by
measuring homogeneity with respect to all of the target attributes. For example,
Caruana (1993) selected partitions to minimize the average entropy over the target
attributes. Similarly, Blockeel et al. (1998) selected partitions to minimize the sum of
entropies (classification) or the sum of variances (regression) of the individual target
attributes. Additionally, De’Ath (2002) selected partitions to minimize the total sum
of squares of the target attributes.
A shortcoming of current approaches is the possible disagreement across the target
attributes in selecting the optimal partitions. As the number of target attributes
increases, fewer partitions in a tree will be optimal for any one target attribute.
Methods based on an average of the attributes might not sufficiently consider the
relationships between the attributes. In a holistic learning approach, however, the
relationships between target attributes are embedded into the learning algorithm. In
this direction, we present a new tree-based model that leverages the relationships
across multiple target attributes called the compound forest (CF).
The CF method leverages the relationships towards constructing a diverse, yet
strong, ensemble by training trees on one target attribute and using it to generate
predictions for another. The base learners within this ensemble are grouped based
on the target attribute that was used in their training. A sparse group regression
model that takes this grouping into account is adopted to assign weights to each
base learner. This provides robustness to non-relevant learners between and within
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groups. Experiments on synthetic and real data compare CF to related methods
and highlight its benefits. We conclude that CF improves prediction performance by
leveraging useful relationships across target attributes while remaining robust in the
absence of useful relationships.
Network modeling and analysis has become a fundamental tool for studying vari-
ous complex systems such as social, cyber and biological systems. The second topic
of this dissertation pertains to these systems as they present a rich set of attributes
and relationships for which holistic learning is important. Specifically, we focus on
network monitoring which is usually tailored around two objectives that we refer to
as testing for static homogeneity and testing for temporal homogeneity. Testing for
static homogeneity aims to detect networks that have anomalies with respect to the
current network (see for example Miller et al. (2013)). Testing for temporal homo-
geneity, on the other hand, aims to detect networks that have anomalies with respect
to past networks. This is an important problem as changes in the system are reflected
in the network and temporal homogeneity is the focus of the research here.
A typical approach towards testing temporal homogeneity is to monitor extracted
measures from the network topology. The topology is the network structure that
is induced from the vertices and connecting edges. As an example, McCulloh and
Carley (2011) constructed control charts over different network measures such as
density, average degree, average closeness and average betweenness. The work by
Priebe et al. (2005), Marchette (2012) and Neil et al. (2014) monitored scan statistics
for this purpose. Similarly, the work by Park et al. (2013) used a fusion of network
statistics (including the scan static) to detect changes in a stream of networks. The
cited work are all based on monitoring extracted measures from the network topology.
In addition to the network topology, many real systems present additional layers
of data generated through vertex and edge attributes. In an email network, for ex-
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ample, the attributes include the role of the sender and receiver, the topic of email,
size of email, etc. Monitoring a stream of such networks calls for a method to detect
change in any subregion defined by the attributes. An important issue here is the
high dimensionality that arises from networks having a large number of attributes.
Simultaneous monitoring of the subregions is defeated by the combinatorial explosion
of the number of region subsets making this problem especially challenging. A re-
stricted form of monitoring fails to take the relationships of multiple attributes into
account, whereas the holistic view embeds such relationships in monitoring methods.
The focus is on the difficult task to detect a change in only a subregion of a high-
dimensional space of network attributes that requires an integrated, holistic learning
approach.
We motivate the problem through the following simple example. Consider the
network in Part (a) of Figure 1.1 where edges are homogeneously present on the
entire network. An external event results in excessive communication over a small
subset of the vertices shown in Part (b) of Figure 1.1. An approach for the detection
of such a temporal inhomogeneity is to monitor the network topology over partitions
of the network (as done in Priebe et al. (2005), Marchette (2012), Neil et al. (2014)
and Park et al. (2013)). This is, however, challenging given the absence of prior
knowledge about the location of inhomogeneity.
Besides the topology, many networks include vertex attributes that may be useful
for the identification of the change. For example, a social network is composed of
friendship ties as well as some attributes such as gender, age, etc. The networks
in Figure 1.1 Parts (a) and (b) are revisited in Figure 1.2 by incorporating such
attributes (each vertex is associated with a unique ID and two attributes are shown
in color and size). These figures shed light on the location of inhomogeneity through
the attributes: namely, that the excessive communication is amongst vertices of the
4
Figure 1.1: An Example Of Change In Networks: Part (a) Network Where Edges
Are Homogeneously Present On The Entire Network. Part (b) Change of Local
Inhomogeneity.
same color. Note that this type of change is more precisely described as excessive
activity in local regions of the attribute space and is, thus, better detected through a
holistic monitoring approach that leverages the attribute relationships.
Our work leverages the network attributes and relationships towards extending
statistical monitoring to network streams. Chapter 4 presents a method that leverages
vertex attributes in modeling and monitoring networks through a logistic regression
framework. To this end, a model for the probability of edge existence as a function
of vertex attributes is constructed and a likelihood method is developed to monitor
the underlying network model.
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Figure 1.2: The Networks Are Augmented With Attributes Allowing Insight on The
Location of Inhomogeneity Through The Attributes.
Chapter 5 continues this topic by introducing a novel method for monitoring net-
works with various attributes. Vertex, edge and topological attributes are considered.
The presented method is based on transforming the network monitoring problem to
one of supervised learning. This transformation provides a set of powerful tools that
are used towards devising a monitoring approach that effectively detects change in
any subregion defined by the attributes that affects only a small subset of the net-
work. Moreover, diagnostic tools that provide insight on the nature of change are
derived. Experiments on simulated and real network streams depict the properties
and benefits of the methods.
This dissertation is arranged as follows. The next chapter provides a background
6
on some methods that are utilized in our research and is followed by detailed de-
scription of our work in Chapters 3, 4 and 5. Finally Chapter 6 provides concluding
remarks and directions for future work.
7
Chapter 2
BACKGROUND
2.1 Tree-Based Methods
Tree-based methods partition the attribute space into homogeneous regions and
fit a simple model to each region. Different tree-building procedures have been pro-
posed with various applications (Rokach, 2008). Trees are used for both regression
and classification problems. In regression problems, the goal is to predict a quanti-
tative target, whereas, in classification problems the goal is to predict a qualitative
target. Classification and regression tree (CART) (Breiman et al., 1984) is a pop-
ular tree-based method that is based on binary recursive splits. At each node, all
attribute, value pairs are evaluated for splitting and the one that results in the most
homogeneous child nodes is selected. The splitting criterion is the sum of squares
for regression and Gini index, misclassification error or cross-entropy for classification
(Breiman et al., 1984).
For a regression problem with a data set with M attributes and a quantitative
target for N instances: (xi, yi) for i = 1, · · · , N , xi = (xi1, xi2, · · · , xiM)′, for example,
we select splitting variable j and split point s to solve
min
j,s
[min
c1
.∑
xi∈R1(j,s)
(yi − c1)2 +min
c2
.∑
xi∈R2(j,s)
(yi − c2)2] (2.1)
Here, R1(j, s) = {X | Xj ≤ s} and R2(j, s) = {X | Xj > s} are half-planes that result
from splitting on attribute j at split point s (Friedman et al., 2001).
Tree-based methods have many attractive properties: capture nonlinear relation-
ships, handle missing values, invariance to attribute units and robustness to outliers.
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However, one of their major drawbacks is their instability and high variance which has
motivated the construction of tree ensembles such as random forest (RF) (Breiman,
2001).
A RF constructs a parallel ensemble of de-correlated trees. Each tree is con-
structed on a random sample with replacement from the data (bootstrap sample). At
each node of each tree, a subset of m candidate attributes from the set of M input
attributes is selected for evaluation and the attribute that results in the most homo-
geneous child nodes is selected. Recommendations are m =
√
M for classification
and m = M/3 for regression problems (Friedman et al., 2001). A collection of trees
grown in this fashion form a diverse ensemble that results in variance reduction and
higher stability.
In addition to the attractive properties of a single trees, RFs offer additional
benefits. They have high accuracy and provide estimates of variable importance,
generalization error, class-probability estimates.
The RF’s variable importance measure is based on a tree’s intrinsic feature selec-
tion capability. The variable importance of a single tree T is
V I(Xj, T ) =
.∑
ν∈T
ΔI(Xj, ν) (2.2)
where ΔI(Xj, ν) denotes the information gain (Breiman et al., 1984) due to a split
on Xj at node ν. For an ensemble with NT trees, we take an average over all trees.
This results in the following variable importance measure.
V I(Xj) =
∑NT
i=1 V I(Xj, T )
NT
(2.3)
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2.2 Shrinkage Methods in Regression
Consider the usual regression problem where data is in the form of (xi, yi) for
i = 1, · · · , N , xi = (xi1, xi2, · · · , xiM)′. The linear regression model to predict target
yi has the form
f(xi) = β0 +
M∑
j=1
xijβj (2.4)
where βj are the coefficients that form the elements of vector β = (β0, β1, · · · , βM)′.
The ordinary least squares (OLS) estimates are obtained by minimizing the residual
sum of squares for the target attribute. That is, minimizing
RSS(β) =
N∑
i=1
(yi − β0 −
M∑
j=1
xijβj)
2 (2.5)
The OLS method provides unbiased coefficient estimates. For data with large
number of attributes, predication accuracy can often be improved by sacrificing a little
bias to reduce the variance of the estimates. This can be achieved through shrinking
the coefficient estimates by imposing a penalty term. Such shrinkage methods are
based on minimizing a penalized residual sum of squares (Friedman et al., 2001). The
least absolute shrinkage and selection operator (lasso) is a popular shrinkage method
(Tibshirani, 1996). It is based on minimizing the residual sum of squares subject to
the sum of the absolute value of the coefficients being less than a constant. This is
equivalent to
βˆlasso = argmin
β
{
1
2
N∑
i=1
(yi − β0 −
M∑
j=1
xijβj)
2 + λ
M∑
j=1
|βj|
}
(2.6)
The λ parameter controls the penalization. This form of penalization results in
some coefficients to be estimated as exactly zero, leading to interpretable models.
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There is, however, no closed-form solution but efficient algorithms for computing the
entire path of solutions as λ varies are available (Tibshirani, 1996).
2.3 Logistic Regression
The generalized linear model (GLM) (Myers et al., 2012) describes the relationship
between the mean of a target and input attributes where the target distribution is
a member of the exponential family. A special case is logistic regression where the
target attribute has only two possible values and is modeled as a Bernoulli random
variable.
As before the training data is in the form of (xi, yi) for i = 1, · · · , N , xi =
(xi1, xi2, · · · , xiM)′ and target yi has two possible values. Logistic regression constructs
a classification model that assumes
E(yi) =
exp(x′iβ)
1 + exp(x′iβ)
(2.7)
where β = (β0, β1 · · · , βM)′. Maximum likelihood estimation is commonly used for
parameter estimation in this method. References Hosmer Jr and Lemeshow (2004)
and Myers et al. (2012) provide further details.
2.4 Likelihood Ratio Test
The likelihood ratio is a method for finding hypothesis test procedures (Casella
and Berger, 1990). Assuming a random independent sample of size N , y1, y2, · · · , yN
with a pdf or pmf of f(y | θ), the likelihood function is
L(θ | y1, y2, · · · , yN) =
N∏
i=1
f(yi | θ) (2.8)
11
The likelihood ratio test (LRT) statistic for testing
H0 : θ ∈ Θ0 (2.9)
H1 : θ ∈ Θc0 (2.10)
is the following
γ =
sup
Θ0
L(θ | X)
sup
Θ
L(θ | X) (2.11)
where Θ denotes the entire parameter space. A LRT uses γ as the test statistic and
rejects H0 when γ ≤ k, where k is determined by fixing type I error.
2.5 Control Charts
A control chart is a primary tool used for monitoring in statistical process control
(SPC) (Montgomery, 1991). Figure 2.1 shows a typical control chart that plots a
summary statistic of samples taken from a process versus time. In a simple case,
the summary statistic could be the mean of the quality characteristics in samples
taken from the process. This chart has three lines the center line (CL), lower control
limit (LCL) and upper control limit (UCL) that convey where the summary statistic
should fall in the absence of unusual variability. The idea is to use the control chart
to monitor the process such that points outside the control limit convey unusual
variability.
2.6 The Expectation-Maximization Algorithm
The expectation maximization (EM) algorithm is an iterative method for finding
maximum likelihood estimates for statistical models that depend on unobserved latent
variables (Dempster et al., 1977). The idea is to alternate between an expectation
step that estimates the latent variables and a maximization step that maximizes the
12
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Figure 2.1: An Example Control Chart.
likelihood function based on the current estimates of the latent variables. The algo-
rithm has various applications such as clustering, discriminate analysis and density
estimation. We next describe it in the context of density estimation (Friedman et al.,
2001).
Consider a random variable Y whose distribution is a mixture of two Normal
distributions such that Y = (1 − Z)Y1 + ZY2, where Y1 ∼ N(μ1, σ21) and Y2 ∼
N(μ2, σ
2
2). The goal is density estimation for the two Normal distributions. Denoting
the normal density with parameters μj, σj as φj(y, θ), and using Pr(Z = 1) = π, the
log-likelihood of N independent training instances can be written as
N∑
i=1
log[(1− π)φ1(yi, θ) + πφ2(yi, θ)] (2.12)
Direct maximization of Equation 2.12 is difficult due to the presence of the sum-
mation of the two Normal densities inside the logarithm. To overcome this, the EM
algorithm considers unobserved latent variables zi taking values 0 or 1 according to
13
zi =
⎧⎪⎪⎨
⎪⎪⎩
0 if yi ∼ N(μ1, σ21)
1 if yi ∼ N(μ2, σ22)
(2.13)
The log-likelihood is then written as
N∑
i=1
[(1− zi) log φ1(yi) + zi log φ2(yi)] +
N∑
i=1
[(1− zi) log(1− π) + zi log π] (2.14)
Now, since the values of zi are actually unknown an iterative method is used that
substitutes the zi’s with their expected values
ζi =
πˆφθˆ2(yi)
(1− πˆ)φθˆ1(yi) + πˆφθˆ2(yi)
(2.15)
where
πˆ =
∑N
i=1 ζi
N
(2.16)
from the previous iteration.
Starting with initial values for the parameters (μ1, μ2, σ1, σ2, π), an expectation
step replaces the zi values by their expected values in Equation 2.15. This is followed
by maximizing the weighted log-likelihood function for obtaining updated parameter
estimates. The iterations are continued until convergence.
2.7 Network Measures
A network is composed of a set vertices and edges. The topological structure
of an example network, induced by its vertices and connecting edges, is depicted in
Figure 2.2. Upon observing the topology, one might be interested to quantify its
characteristics in order to answer question like what is the average number of edges
that originate from the vertices? Such questions may be important for different tasks
14
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Figure 2.2: An Example Network.
such as comparing two networks. In this direction, many different network measures
have been developed through the years (Freeman, 1979, 1977; Wasserman, 1994).
Network measures are generally extracted at both vertex and network level. The
relative importance of a vertex within a network is captured through vertex level
measures such as degree, closeness and betweenness. The degree of a vertex is simply
the number of its adjacent edges, closeness is the number of edges needed to access
every other vertex and betweenness is the number of geodesics (shortest paths) going
through the vertex. It should be noted that such vertex level measures are sometimes
averaged across the network to provide an overall measure for the whole network.
Other network measures are captured at the network level and reflect the overall
network topology. As an example, network density refers to the ratio of the number
of edges and the number of possible edges.
Additional network measures may be captured through scan statics (Marchette,
2012; Neil et al., 2014; Park et al., 2013; Priebe et al., 2005). The construction of the
scan statistic involves enumerating fixed, defined, windows over the entire network.
For example, Priebe et al. (2005) considered the window as kth-order neighborhoods
15
around each vertex. This neighborhood is defined as the subnetwork composed of the
vertices that have a geodesics of length k or smaller to the vertex. A locality statistic,
such as the number of edges in this neighborhood, is then calculated and a function,
such as the maximum, of the locality statistic over all vertices is taken to be the scan
statistic. Similarly, Neil et al. (2014) enumerated star and paths over the network for
the construction of the scan statistic.
2.8 Statistical Network Models
There exists a large literature on the statistical modeling of networks. Early work
focused on modeling the observed set of edges in a single snapshot of the network
(static network). The simplest of these is the Erdos-Renyi random graph model
that describes networks where edges are formed independently between each pair
of vertices with a common probability (Erdos and Renyi, 1959). This is an overly
simple model and various attempts have been made to model systematic deviations
from pure randomness (Frank and Strauss, 1986; Hoff et al., 2002; Wang and Wong,
1987). As an example, the stochastic blockmodels (SBM) (Wang and Wong, 1987) is
a multi-class extension of the Erdos-Renyi model. This model assigns a class to each
vertex and uses a different edge probability for each pair of classes.
Most real networks have dynamic components. For example, in a social network,
edges may be added or deleted at any time. The static models fail to model the
underlying temporal dynamics. Perhaps, the simplest model for network dynamics
is to view the Erdos-Renyi as a dynamic network that starts with the unconnected
set of vertices and adds a different edge to the network with fixed probability at
each subsequent time. Also in this direction, Baraba´si and Albert (1999) presented a
preferential attachment model. This model starts with a set of unconnected vertices,
adding a vertex at each time stamp that forms edges with the existing vertices. The
16
probability that the new vertex forms an edge with an existing vertex is modeled as
a function of the existing vertex’s degree. Other work like Leskovec et al. (2007),
Chakrabarti et al. (2004), Pennock et al. (2002) also present graph generation models
that result in networks with known network properties.
A more recent area of interest is change detection in network streams. As an
example, McCulloh and Carley (2011) constructed control charts over different net-
work statistics over time. The work by Priebe et al. (2005) and Marchette (2012)
monitored scan statistics for this purpose. Similarly, the work by Park et al. (2013)
used a fusion of network statistics (including the scan static) to detect changes in a
stream of networks.
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Chapter 3
MULTI-TARGET ENSEMBLE
3.1 Introduction
Many machine learning algorithms predict a single target attribute using a set of
input attributes. Many real world problems, however, involve the prediction of several
target attributes using a common set of input attributes. Problems of this type arise
naturally in many fields such as manufacturing: to predict various quality aspects
of a product using the manufacturing settings (MacGregor et al., 1994), marketing:
to predict different aspects of consumer behavior based on consumer characteristics
(Zhang et al., 2005), environmental sciences: to predict the distribution of several
species using environmental conditions (De’Ath, 2002; Demsˇar et al., 2006) and edu-
cation: to predict different learning outcomes based on educational and demographic
attributes (Azarnoush et al., 2013; Tatsuoka and Lohnes, 1988). A typical solution
to such problems is the independent construction of models for the prediction of
each target attribute. However, alternative approaches that leverage multiple target
attributes may be pursued (Blockeel et al., 1998; Caruana, 1998).
Tree models are widely used learning algorithms that recursively partition the
instances at the nodes into homogeneous child nodes. As an example, classification
and regression trees (CART) (Breiman et al., 1984) select partitions to minimize the
Gini index for classification problems and to minimize the sum of squares for regres-
sion problems. The homogeneity is evaluated with respect to a single target attribute.
Furthermore, collections of trees have been used towards constructing ensembles. The
construction of such ensembles involves injecting some form of perturbation in train-
18
ing. The goal is to construct a collection of diverse, yet strong base learners and the
final prediction is formed from a summary over them. Bagging (Breiman, 1996) and
random forest (RF) (Breiman, 2001) provided effective examples of such methods.
Tree models have been extended for problems with multiple target attributes.
As with single target attribute problems, the construction of these models involves
the partitioning of the instances at the nodes to the most homogeneous child nodes.
The homogeneity is, however, measured with respect to all of the target attributes.
For example, Caruana (1993) selected partitions to minimize the average entropy
over the target attributes. Later, Caruana (1997) proposed partitions to minimize a
weighted average of entropies across the target attributes. Similarly, Blockeel et al.
(1998) selected partitions to minimize the sum of entropies (classification) or the sum
of variances (regression) of the individual target attributes. Additionally, De’Ath
(2002) selected partitions to minimize the total sum of squares of the target at-
tributes. Ensemble methods have also been extended for problems with multiple
target attributes. For example, Kocev et al. (2007), Kocev et al. (2013) and Aho
et al. (2012) constructed ensembles where the learners are the tree models for mul-
tiple target attributes proposed by Blockeel et al. (1998). Similarly, Segal and Xiao
(2011) constructed ensembles of the trees proposed by De’Ath (2002).
The cited literature on tree models for the multi-target problem select partitions
to minimize the impurity of the child nodes, where the impurity is measured using
the multiple target attributes. A shortcoming of such an approach is the possible
disagreement across the target attributes in selecting the optimal split. As the num-
ber of target attributes increases, fewer splits in a tree will be optimal for any one
target attribute. A modest exception was to select partitions to minimize a weighted
average of entropies across the target attributes (Caruana, 1997). In theory, this can
allow for splits to favor a specific target attribute and, thus, overcome the mentioned
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shortcoming. However, an appropriate weight function is needed for each split. A
method, based on steepest descent hill climbing, was outlined to learn the weights for
each target attribute without providing further results.
Here, we present a new method for a tree-based ensemble that leverages from
multiple target attributes called the compound forest (CF). The basic idea is to
construct a tree with splits based on one target and use the constructed regions to
obtain predictions for another target attribute. Specifically, given a numerical target
attribute τ (regression problem), a tree can be considered as a partition of the feature
space into rectangular regions (for numerical predictors) with the prediction equal to
the average of τ values of the instances in a region. With multiple target attributes,
this process can be separated. That is, one can construct a tree from splits based on
a target attribute y, and, thereby, obtain a partition. A prediction can be generated
for target attribute τ from the average of τ values of the instances in each region of
the partition.
As with most ensemble methods, the CF method involves injecting perturbations
in training. By training the base learners using different target attributes, the ap-
proach exploits the multiple target attributes for the perturbations. The boundaries
between homogeneous regions for different, yet related target attributes, are expected
to be similar. Further perturbations include different data samples and splits from
a randomly selected subsets of input attributes. By constructing each tree in a ran-
domly selected subspace of the feature space, and selecting the useful trees for the
final prediction (through solving a regularized regression problem, as explained later),
the method is essentially performing a random subspace search (Ho, 1998) for regions
that are homogeneous with respect to different target attributes.
Due to the high diversity of base learners, the ensemble likely consists of relevant
as well as non-relevant members for the prediction of a specific target attribute τ . A
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common approach to aggregate predictions across ensembles is averaging with equal
weights to each base learner. We note, however, that in the case of highly diverse
base learners with different relevance, simple averaging of the learners can degrade
accuracy as the effect of relevant base learners may be diminished by the presence
of highly non-relevant ones (Friedman and Popescu, 2003). To make the ensemble
robust, the CF assigns weights through solving a regularized regression problem that
takes the relevance of each base learner with respect to τ into account. The weight
assignment introduces sparsity among the base learners by shrinking the weights of
the non-relevant base learners to zero.
The rest of this chapter is arranged as follows. Section 3.2 discusses the connection
of CF to the existing literature. Section 3.3 presents a detailed explanation of the
method. CF is explained in the context of predicting a single target attribute τ in
the presence of yt, t = 1, . . . , T . Section 3.3.3 considers the predictions of all target
attributes. Sections 3.4 summarizes the results of experiments with synthetic and real
data and includes comparisons to other related models. Finally, Section 3.5 concludes
the chapter and provides directions for future research.
3.2 Related Work
A multi-label problem with a number of binary target attributes was considered
by Zhang et al. (2005). Ensembles of classification trees, trained in the traditional
manner, were formed for each target attribute and a subset of these trees was selected
to predict a target attribute. Also, Breiman and Friedman (2002) separately trained
models towards the prediction of multiple target attributes. Here, linear, ordinary
least squares models for different target attributes were obtained, and a linear com-
bination of these models was used to predict each target attribute. A similarity of
these references to the CF is the sharing of models across multiple target attributes.
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A key difference, however, lies in the form of knowledge transfer. In the works by
Zhang et al. (2005) and Breiman and Friedman (2002), each base learner provides
a prediction only for the target attribute on which it is trained. In CF, each base
learner provides a different prediction based on the target attribute of interest and a
target-specific linear combination is used as the final prediction.
In another direction, Breiman (2000) introduced artificial variability to the target
attribute, referred to as output smearing, to improve the generalization performance
of an ensemble. However, only a single target problem was considered. Perturbed
training sets are produced by adding random variation to the target attribute, and
an ensemble of base learners are constructed. That is, although the final goal is the
prediction of τ , a tree in the ensemble is trained on (and predicts) y where y = τ + 
and  denotes a random Gaussian noise term. Similarly, CF exploits the availability
of multiple target attributes to introduce variability in the ensemble construction by
varying the target attributes used to train the base learners (training on y to predict
τ).
The CF also has connections to adaptive nearest neighbor (ANN) methods (Hastie
and Tibshirani, 1996). In general, nearest neighbor methods assume target attribute
values are roughly constant within neighborhoods. Given a test instance, the pre-
diction is obtained from the target attribute values of training instances within its
neighborhood. The neighborhood is determined through a distance measure that
quantifies the closeness of the test instance to the training instances. The ANN tech-
niques adjust the distance measure so that the resulting neighborhoods are extended
in directions with small variation in the target attribute values. The work by Thrun
and O’Sullivan (1996) uses the ANN technique for the multi-task problem. The CF
method shares some commonalities to this approach, explained by the connection of
RF to the ANN methods (Lin and Jeon, 2006). In this view, the forest creates a
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unique distance measure for each instance and then fits a weighted nearest neighbor
model. That is, the predictions from the RF are weighted averages of the training in-
stances, where the assigned weights are based upon a distance measure created by the
ensemble of the trees that captures the closeness of the test instance to the training
instances. To draw the connection, we note that the CF method trains the trees of
an ensemble on different target attributes, which is similar to adjusting the distance
measure based on different target attributes in Thrun and O’Sullivan (1996), and then
reuses it for the prediction of each target attribute. The adjustment in Thrun and
O’Sullivan (1996) is done through a ANN method that adjusts a weighted Euclidean
distance measure so that the resulting neighborhoods are extended in directions for
which the y is roughly constant. This adjusted measure is then used for the classifi-
cation of target attribute τ . That is, for each test instance, its closest neighbors are
determined using y and the τ values of the neighbors are used to predict τ for the
test instance. In the CF method, the distance measure is adjusted locally using trees.
Each tree finds the closest neighbors of a test instance using y (the training instances
that fall in the same terminal as the test instance in a tree trained using y), and the
τ values of these neighbors are used for the prediction of τ for the test instance.
Furthermore, CF can be regarded as an extension of the importance sampled
learning ensemble (ISLE) framework (Friedman and Popescu, 2003), which considers
only single target attribute problems, to multi-target problems. This framework
describes many well known ensemble methods in the context of random Monte Carlo
integration methods based on different importance sampling strategies. As with all
supervised learning problems, the goal is to predict the target attribute y given the
vector of input attributes x with a joint probability distribution z(x, y). Each base
learner, f(x, θ), is a function of the input attributes and a set of parameters θ ∈ Θ.
These parameters define the prediction model for the target attribute. These are
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combined through a linear model of the form
F (x) = a0 +
∫
θ
a(θ)f(x, θ)dθ (3.1)
where a(θ) is the corresponding coefficient in the linear model.
Towards forming the base learners, numerical quadrature rules are employed to
find a collection of M evaluation points, {θm}M1 , and
F (x) ≈ c0 +
M∑
m=1
cmf(x, θ
m) (3.2)
is used to approximate F (x) where cm is the corresponding weight applied to the mth
base learner. Importance sampling that randomly draws a collection of evaluation
points from a probability distribution r(θ) is employed for this. This distribution
should assign higher probability to evaluation points that are more relevant for ap-
proximating F (x). A possible measure of the (lack of) relevance of an evaluation
point θ is the prediction risk of using θ alone in a single point rule (M = 1). This
measure is
W (θ) = min
α0,α
Ez(x,y)L(y, α0 + αf(x, θ)) (3.3)
where L(·) is the loss function.
Finding and sampling from an appropriate probability distribution r(θ) that as-
signs higher probability to points that are more relevant for approximating F (x) (θ’s
with smallerW (θ)) is problem specific. However, the process can be approximated by
repeated perturbation of some aspect of the problem and finding the θ of the optimal
single point rule that minimizes Equation 3.3.
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We note that the use of a single point rule is the same as using a single model (for
example, a single tree) for the prediction of y. The θ of the optimal single point rule
is
θ∗ = argmin
θ∈Θ
W (θ). (3.4)
In this process, the mth base learner, f(x, θm), is formed by perturbing the prob-
lem and finding θm (θ∗ for the mth perturbed problem). This is repeated M times
and the collection of base learners, {f(x, θm)}M1 , is used to form the quadrature rule
in Equation 3.2. The second problem in ISLE is determining the quadrature coeffi-
cients {cm}M0 . This can be considered as a regression problem where y is the target
attribute and the predictors are the base learners {f(x, θm)}M1 .
An example of an ensemble method that fits in this framework is RF. Each base
learner, f(x, θm), is a decision tree with parameter θ which is the partition of the
feature space imposed by a tree (defined by the split attributes and split values)
and the assigned values in the terminal nodes. Therefore, r(θ) should assign higher
probability to trees with partitions of the feature space (θ) that are more relevant
for predicting y (more homogeneous with respect to y). The perturbation in RF
involves the modification of the joint distribution z(x, y) to zm(x, y) by constructing
each tree on a different bootstrap sample drawn from the data. Another aspect of
the perturbation is the modification of the algorithm by selecting the optimal split
among a randomly chosen subset of the input attributes at each node. This hybrid
perturbation allows for the construction of different trees that all address the same
problem of predicting y. The final prediction is a linear combination with equal
weights {cm}M0 for each tree.
The sampling probability distribution r(θ) is characterized by its location and dis-
persion. These should be chosen appropriately so that most of its mass is placed in
regions where the integrand (Equation 3.1) realizes important values and relatively
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small mass elsewhere. The location of r(θ) should be near θ∗ of the unperturbed
problem, and the dispersion is determined by the injected perturbation that controls
how differently the prediction problem is tackled by each base learner. The dispersion
of r(θ) is related to the trade-off between the strength and the correlation of indi-
vidual base learners. It is shown that good results are achieved with an ensemble of
moderately strong and low-correlated base learners (Breiman, 2001). The CF method
introduces a novel approach towards forming a sampling probability distribution by
taking advantage of the availability of multiple target attributes to perturb the prob-
lem. Specifically, one aspect of the perturbation is altering the target attribute y in
Equation 3.3 for constructing the base learners. Then, as with the ISLE, the optimal
single point rule (θ∗) is found for each perturbed problem which is used in forming
the base learners. The base learners differ with respect to the target attribute that
they were trained on which imposes a grouping among them. Namely, base learners
trained using one target attribute will be in the same group. This grouping is incor-
porated for learning the quadrature coefficients {cm}M0 by employing a sparse group
regression model.
3.3 Compound Forest
In the problem under study, each instance is in the form of (xi, yi) with J input
attributes xi = (xi1, . . . , xiJ) and T numerical target attributes yi = (yi1, . . . , yiT )
with joint distribution z(x, y). We have access to a random sample of size N from
z(x, y), which represents an empirical point mass approximating the joint distribution.
Without loss of generality, the goal here is to predict any target attribute from the T
target attributes yi, which we denote by τ , using the input attributes and by leveraging
all the target attributes. Section 3.3.3 extends this by discussing the prediction of all
target attributes.
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The CF method has two main steps of forming a collection of base learners and
then obtaining a final prediction using a linear combination of these base learners. To
give a high level description of the method, these two steps are briefly discussed below.
This is followed by a detailed description. The last subsections discuss the prediction
of multiple target attributes and the computational complexity of the method.
The base learners in CF are derived from decision trees. For each tree, the problem
is perturbed by modifying the algorithm and the joint distribution. The availability
of the multiple target attributes allows for a new modification of the algorithm by
selecting different target attributes to train the trees on. Additionally, the split is
selected from a randomly selected subset of input attributes and each tree is con-
structed using a different data sample. The resulting trees correspond to partitions
of the feature space that generate predictions for τ using the average of τ values of the
instances in each region of the partition. These predictions form the base learners.
The perturbation determines the diversity of the base learners, with high diver-
sity leading to the existence of relevant as well as non-relevant base learners in the
ensemble. Simple averaging will likely degrade the prediction as both relevant and
non-relevant base learners are assigned equal weight in the final prediction. It is,
therefore, desirable to introduce sparsity in the base learners by shrinking the weights
of the non-relevant base leaner to zero. In this direction, the work on single target
attribute prediction by Friedman and Popescu (2003) adopts the l1 penalty to intro-
duce sparsity and determines weights accordingly. For the CF method, we introduce
sparsity between and within groups of base learners trained on each target attribute
and assign weights accordingly. The relevancy of the base learner in predicting τ is
determined by the target attribute, the selected input attributes at each split and
the instances that are used in its training. That is, the set of base learners trained
on a target attribute highly related to τ will likely be moderately good in predicting
27
τ . Whereas, those base learners trained on an unrelated target attribute, will likely
be poor. Still, it is not expected that every base learner trained on a related target
attribute is useful in the final prediction. Therefore, sparsity between and within
groups of base learners trained on each target attribute is desirable. Towards this
end, a sparse group regression model that integrates the l1 and l2 penalties to have
the desired between and within group sparsity effect has been adopted in the weight
assignment of the base learners.
3.3.1 Base Learner Formation
Each base learner in the compound forest is a tree that partitions the feature
space into regions to predict target attribute τ . These regions correspond to the
terminal nodes of the tree, and a different prediction is given for each terminal node.
A splitting criterion on input attribute xj is denoted by δ(xj) which results in the
partition of the feature space into two regions of R1(xj) and R2(xj) and constants
κ1(y) and κ2(y) are assigned to each region.
Towards the construction of the mth tree, the joint distribution z(x, y) is modified
to zm(x, y) by drawing a different sample. A target attribute is then selected, denoted
by ytm , and the tree is constructed from splits based on this target attribute. At each
node of the tree, a subset of the attributes is randomly selected, and the attribute
and the splitting criterion that minimize
min
δ(xj)
⎡
⎣ min
κ1(ytm )
.∑
xi∈R1(xj)
(yitm − κ1(ytm))2 + min
κ2(ytm )
.∑
xi∈R2(xj)
(yitm − κ2(ytm))2
⎤
⎦ (3.5)
are chosen. Here, κ1(ytm) and κ2(ytm) are taken to be the average of the ytm values
of the instances that occupy R1(xj) and R2(xj). This process is continued until some
stopping rule is met.
The mth constructed tree has V m terminal nodes, each corresponding to a region
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in the feature space denoted by Rmv , v = 1, . . . , V
m. We further denote the average of
τ values of the instances that occupy Rmv by κ
m
v (τ). Note that the mth tree is trained
on target attribute ytm . However, the tree is used to provide a prediction for target
attribute τ . Region Rmv generates a prediction for τ which is taken to be κ
m
v (τ). The
tree’s prediction is
f(x, θm, ytm , τ) =
V m∑
v=1
κmv (τ)I (x ∈ Rmv ) (3.6)
where I (x ∈ Rmv ) is an indicator function denoting the presence of instance x in Rmv .
We note that θm = {Rmv , v = 1, . . . , V m} for the trees in CF and the terminal node
predictions are obtained using target attribute τ .
Different approaches may be pursued for setting the number of trees per target
attribute. This may include approaches that select an optimal number of trees for
each target attribute. In our implementation, however, a simple approach of using
equal number of trees per target attribute is used. That is, denoting the number of
trees per target attribute by Mt, we set Mt to equal a constant q. This results in a
ensemble with a total of T × q trees. For the construction of the mth tree, ytm is
selected according to
ytm = y1I(m ∈ [1, q])+ y2I(m ∈ [q+1, 2q])+ · · ·+ yT I(m ∈ [(T − 1)q+1, T q]) (3.7)
where I(m ∈ [a, b]) is an indicator function that m is the [a, b] interval.
3.3.2 Linear Combination Formation
Note that the formation of {f(x, θm, ytm , τ)}M1 can be regarded as a transforma-
tion of the J dimensional feature space x = (x1, . . . , xJ) to a new M dimensional
feature space φ(τ) = (φ1(τ), . . . , φM(τ)) = (f(x, θ1, yt1 , τ), . . . , f(x, θ
M , ytM , τ)). The
new feature space likely consists of relevant as well as non-relevant features with
regard to predicting τ . For the final prediction, a summary of these features is re-
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quired. Toward this end, rather than assigning equal weights to each feature (as done
in ensemble learning methods such as bagging and RF), it is more reasonable to per-
form a supervised post-processing that takes into account each feature’s relevance for
predicting τ in the weight assignment (Equation 5.7).
The weight assignment involves solving the regression problem where τ is the
target attribute, and the predictors are the base learners {f(x, θm, ytm , τ)}M1 . Because
a subset of the base learners are trained on target attribute yt, t = 1, 2, . . . , T , this
may be regarded as a form of grouping over φ(τ). There are, therefore, a total of T
groups, each of length Mt, where M =
∑T
t=1Mt. As discussed in Section 3.3.1, our
implementation uses Mt = q, where q is constant across all target attributes. If two
base learners, f(x, θm, ytm , τ) and f(x, θ
m′ , ytm′ , τ), are trained on the same target
attribute yt (i.e. ytm = ytm′ = yt), then they are in group φ
(t)(τ).
Incorporating this natural grouping in the assignment of weights for the final
prediction may lead to higher accuracy. Due to the nature of the generation of these
features, it is reasonable to assume sparse effects both on a group and within group
level. The sparsity on the group level can be explained through the fact that not all
target attributes yt, t = 1, ..., T , used in training the base learners, are expected to
be relevant in predicting the τ . Hence, the coefficients placed on the group of base
learners extracted from trees trained on the unrelated target attributes should be
shrunk toward zero. This increases the robustness of the algorithm in the of presence
of unrelated target attributes as it insures selective transfer of knowledge (Thrun and
O’Sullivan, 1996). On the other hand, the within group sparsity is expected due to
the diversity of the base learners trained on a single target attribute. That is, even
within a single group of base learners trained on one target attribute, diversity is
likely to be incurred due to the sampling of the training instances and features. As
a result, the committee of base learners trained on a single target attribute will also
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likely consists of both relevant as well as non-relevant base learners.
A method is used that introduces sparsity both in the group and within the group.
The sparse group lasso (SGL) (Friedman et al., 2010; Simon et al., 2013) integrates
the l1 and l2 penalties to have the desired group and within group sparsity effect.
Denoting the Mt × 1 weight vector of group t by c(t)(τ) = {cm(τ) | ytm = yt} and the
entire weight vector c(τ) =
(
c1(τ), ..., cM(τ)
)
=
(
c(1)(τ), ..., c(T )(τ)
)
, the regularized
regression problem is
min
c(τ)
1
2N
∥∥τ − 〈φ(t)(τ), c(t)(τ)〉∥∥2
2
+ (1− γ)λ
T∑
t=1
√
Mt
∥∥c(t)(τ)∥∥
2
+ γλ ‖c(τ)‖1 (3.8)
The two meta parameters γ ∈ [0, 1] and λ ≥ 0 control the sparsity of the solution.
In the two extremes, γ = 0 provides the group lasso fit (Yuan and Lin, 2005) and
γ = 1 provides the lasso fit (Tibshirani, 1996). In order to consider different amounts
of regularization, a similar approach to Simon et al. (2013) is used in which values for
γ are fixed and solutions for a path of values for λ is computed. The path starts from
a λ value that is the smallest value such that all coefficients are shrunk to zero and is
continued by decreasing λ until near an un-regularized solution. After the assignment
of weights through solving Equation 3.8, the compound forest prediction for instance
x on target attribute τ is
M∑
m=1
cm(τ)φm(τ). (3.9)
This is a linear combination of predictions for target attribute τ generated from par-
titions obtained using target attributes yt, t = 1, ..., T . The weight assignment takes
the relevance of these predictions into account to guard against highly non-relevant
predictions. We note that our implementation restricts the maximum number of
terminal nodes to six. This is due to the findings in Friedman and Popescu (2003)
that report the benefit of shallow trees when regularization is used in weight assign-
ment. Preliminary experiments with other values (e.g., 10) indicate little change in
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the performance of CF. The complete algorithm for CF is summarized in Algorithm
1.
Algorithm 1: Compound Forest
for m=1:M
1. Modify the joint distribution to zm(x, y).
2. Select a target attribute ytm according to ytm = y1I(m ∈ [1, q]) + y2I(m ∈
[q + 1, 2q]) + · · ·+ yT I(m ∈ [(T − 1)q + 1, T q]).
3. Construct a regression tree whose splits are based on ytm . At each node of the
tree, the split is chosen from a randomly selected subset of input attributes.
4. Use the tree to predict τ by
φm(τ) =
V m∑
v=1
κmv (τ)I (x ∈ Rmv )
end
5. Assign weights to each tree by solving the regularized regression problem
min
c(τ)
1
2N
∥∥τ − 〈φ(t)(τ), c(t)(τ)〉∥∥2
2
+ (1− γ)λ
T∑
t=1
√
Mt
∥∥c(t)(τ)∥∥
2
+ γλ ‖c(τ)‖1
6 Form the final prediction by
M∑
m=1
cm(τ)φm(τ).
3.3.3 Predicting Multiple Target Attributes
It should be noted that although CF is described in the context of predicting
a single target attribute τ , the partitions of the feature space obtained from the
ensemble may be used for the prediction of all target attributes. That is, an ensemble
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of trees is constructed through steps 1-3 in Algorithm 1, and regardless of the target
attribute used in training, each tree corresponds to a different partition of the feature
space. The resulting partitions, {Rmv , v = 1, . . . , V m}M1 , can be used to generate a
prediction for each target attribute, yt, t = 1, . . . , T . This is taken to be the average
of yt values of the instances that occupy R
m
v , denoted by κ
m
v (yt). As in Equation 3.6,
the mth tree’s prediction for target attribute yt is
f(x, θm, ytm , yt) =
V m∑
v=1
κmv (yt)I (x ∈ Rmv ) . (3.10)
The ensembles’s prediction for yt is then formed from a linear combination of the
trees’ predictions obtained by solving Equation 3.8 for yt.
This sharing of the ensemble reduces the computations when the final goal is
the prediction of more than a single target attribute. Furthermore, in the case of
distributed data with target attribute yt in location t, the trees trained on each
target attribute may be trained locally so that
{
{Rmv , v = 1, . . . , V m}M1 | ytm = yt
}
is obtained from location t. Then
{
{Rmv , v = 1, . . . , V m}M1 | ytm = yt
}T
1
is shared
centrally to be used in predicting each target attribute.
3.3.4 Computational Complexity
The computational complexity of CF is evaluated in terms of its two steps. The
formation of base learners can be broken down to the construction of M trees which
is O (MJ ′ ν log (ν)), where ν is the number of instances used to train each tree of
depth log(ν) and J ′ is the number of attributes used at each node (Witten and
Frank, 2005). We note that the construction of trees may be parallelized. Then the
ensemble generates predictions for τ for each instance which is O (M log (ν)).
The linear combination of base learners is formed using the SGL (Simon et al.,
2013). For each group with Mt base learners, an accelerated gradient is performed
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which is O(NMt) per iteration. For a convergence threshold of ω, in the worst
case scenario, an accelerated gradient descent with restarts takes O(1/
√
ω) iterations
(Nesterov, 2007). This process is then cyclically repeated through the groups.
As shown in the experimental evaluation, the trees in CF may be shallow with
fast look-up time for prediction. Furthermore, the use of SGL introduces sparsity,
assigning zero weight to some base learners. The corresponding base learners need
not be evaluated for prediction. These elements promote fast predictions.
3.4 Experimental Evaluation
CF is compared to three other related methods. This comparison includes the
RF (Breiman, 2001) and a modified version of RF that forms the final prediction of
the ensemble through the lasso method (Friedman and Popescu, 2003)(referred to as
ISRF). These two methods do not use the multiple target attributes in forming the
ensemble and so a separate model is constructed for each target attribute. Our com-
parison further includes the multi-target random forest (Kocev et al., 2013) (referred
to as MTRF). Experiments are implemented in R 3.0.3 Software on a Windows 7
Enterprise Intel Core i7-3770 CPU (3.4 GHz) 64bit Operating System.
All the methods in the comparison are based on the RF methodology and use
	J/3
 input attributes at each node during training (Friedman et al., 2001). The
ensemble prediction for all methods are formed through a linear combination of base
learner predictions. Equal weights are assigned to each base learner in RF and MTRF,
whereas the weights in ISRF and CF are determined through a post-processing step
that involves solving a regularized regression problem. For these two methods, the
maximum number of terminal nodes is restricted to six constructed on 50% of the
training data selected without replacement. The number of terminal nodes is re-
stricted due to the findings in Friedman and Popescu (2003) that report the benefit
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Data set Name Size Input Attributes Target Attributes
Synth 1 1000 40 5
Synth 2 1000 40 20
Synth 3 1000 40 20
SARCOS 48933 21 7
CS 400 11 3
BG 136 7 4
HSB 600 9 5
LDP 50 14 5
Table 3.1: Data Set Description.
of post-processing in the case of shallow trees where six is used.
In order to consider different amounts of regularization in the weight assignment
of CF, γ of 0, 0.05, 0.55, 0.7, 0.95, and 1 are considered. For each γ value, solutions
for a path of λ values are computed. The path starts from a λ value that is the
smallest value such that all coefficients are shrunk to zero, denoted as λmax, and is
continued by decreasing λ until near an un-regularized solution of 0.01λmax.
The methods are compared based on eight data sets. The first three data sets are
simulated with known characteristics. The next five data sets are real data obtained
from different domains. Table 3.1 provides a summary of the data sets. Five-fold
cross validation is used on data sets with less than 1000 instances. For larger data
sets, a sample of 350 is used for training and a sample of 500 for testing which is
replicated five times. For CF and ISRF, that involve a post-processing step, one
forth of the training fold is used for validation (for smaller data sets) and a sample
of 100 instances from the training set is used as validation (for larger data sets).
For evaluation, the relative root mean squared error (RRMSE) on each target
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attribute is considered. The RRMSE of method for target attribute yt is defined as
RRMSEt =
√∑
(yˆit − yit)2∑
(yˆit − y¯)2 (3.11)
For comparison, the comparative relative root mean squared error (CRRMSE) on
each target attribute is considered (Friedman and Popescu, 2003). This is defined as
CRRMSEdt =
RRMSEdt
min
g
RRMSEgt
(3.12)
which is the ratio of the RRMSE for target attribute yt of method d to the RRMSE
of the best method being compared with on a particular data set. The best method,
hence, receives a value of 1 and others have larger values. Results are presented for
each data set individually, and then final significance tests are conducted to compare
CF to competitors.
To set the number of trees in the ensembles for the comparison, the RRMSE of
ensembles of different sizes for CF, ISRF and RF are considered. The same number
of trees per target attribute is used for CF (i.e. Mt=q, t = 1, · · · , T ) which results
in T × q trees in CF. The same number of trees are used for the other competitors.
Figure 3.1 depicts the RRMSE for different values of q for, without loss of generality,
the first target attributes in four selected data sets for CF, ISRF and RF. As can
be observed, results are stable after q = 100 for the three methods. Furthermore, it
is shown that the performance of MTRF is stable after 50 trees are added (Kocev
et al., 2013). Therefore, we set q = 100 so that the ensembles each consist of 100T
trees. Note that this value will always be larger than 50 so that results for MTRF
are stable. Under this set up, a data set with T target attributes requires T × q trees
for CF and MTRF that are used across all target attributes, while the same data
set requires T × q trees per target attribute for ISRF and RF resulting in a total of
T 2 × q trees for all target attributes because separate ensembles are constructed for
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each target attribute in these two methods.
3.4.1 Synthetic Data
To evaluate the CF method, it is desirable to control a number of properties of
the data: the incorporation of nonlinearity, the control of the relevancy of the target
attributes to each other, the number of target attributes, and the knowledge of the
true function. The random function generator in Friedman (2001) has been modified
to meet these criteria. This generator was also used in Friedman and Popescu (2003)
for evaluating the univariate ISLE.
Each target function is in the form of
F ∗t (x) =
L∑
l=1
althl(x), t = 1, ...T, (3.13)
where the coefficients alt are randomly generated from a uniform distribution U [0, 1]
and L = 20 here. Each hl(xl) is a function of a randomly selected subset of the
attributes. The size of each subset, nl, is randomly generated from 	1.5 + e
, where e
is generated from an exponential distribution with mean 2. Each hl(xl) is then taken
to be an nl-dimensional Gaussian function and target attribute yt for instance i is
taken to be
yit = F
∗
t (xi) + εit (3.14)
where εit is generated from a Gaussian distribution with standard deviation of ησ
where σ denotes the standard deviation of F ∗t (xi).
It should be noted that except for η, the parameters used in our experiment are
those used in Friedman and Popescu (2003), where single target attribute problems
were considered and η = 1 was used. This was modified in our experiment because η
allows us to control the relationship between the target attributes with smaller values
inducing higher relevancy to each other.
37
●●
●





   






●

●
ARCOS
 !

"#
(a)
●
● ●






   






data
●
$%
 !

"#
(b)
●
● ●





   






data
●
$%
 !

"#
(c)
Figure 3.1: The RRMSE of Selected Target Attributes Versus q Over Five Repli-
cates. Part (a), (b) and (c) Depict Results for CF, ISRF and RF, Respectively.
Results Are Stable After q = 100.
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An experiment with data with different number of target attributes with different
relevance to each other is conducted. Three different cases are considered. Table 3.2
summarizes the considered data sets. Since all target attributes are generated under
an identical distribution, we consider only one target attribute in our experiments with
the synthetic data (the first target attribute is selected without loss of generality).
Data Set Name Number of Input Attributes Number of Target Attributes η
Synth 1 40 5 0.1
Synth 2 40 20 0.1
Synth 3 40 20 0.9
Table 3.2: Synthetic Data Sets Descriptions.
Synth 1
The first synthetic data consists of 40 input attributes and five related target at-
tributes (η = 0.1). This data set presents a case in which there is moderate amount
of useful information to be shared across the target attributes since the five target
attributes are related. Figure 3.2 depicts the CRRMSE of the different methods
over five replicates. As can be observed, CF takes advantage of the related target
attributes to improve performance.
Synth 2
The second synthetic data consist of 40 input attributes and 20 related target at-
tributes (η = 0.1). This data set presents an example in which there is a large
number of related target attributes and, hence, useful information is shared across
the target attributes to improve prediction. Figure 3.3 depicts the CRRMSE of the
different methods over five replicates. As can be observed, CF takes advantage of the
large number of related target attributes for performance improvement.
39











&
'&
&
(&
Figure 3.2: The CRRMSE of CF, ISRF, RF and MTRF for Synth 1 Data.
Synth 3
The third synthetic data consist of 40 input attributes and 20 unrelated target at-
tributes (η = 0.9). Note that the increase in η induces lower relevancy amongst the
target attributes. Figure 3.4 depicts the CRRMSE of the different methods over five
replicates. As can be observed, CF continues to be strong competitor even with low
relevancy across the large number of target attributes. This data set presents an
example where there is no additional useful information to be shared between the
target attributes which likely leads to a large number of non-relevant base learners.
Nevertheless, the performance of CF is still comparable to the best method. The
post-processing step makes CF robust even in the presence of a large number of
non-relevant target attributes.
The experiments on the synthetic data sets allowed for the exploration of the
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Figure 3.3: The CRRMSE of CF, ISRF, RF and MTRF for Synth 2 Data.
properties of CF under different properties of the data sets (number and relevancy
of the target attributes). We conclude that CF improves prediction performance by
leveraging useful information between related target attributes while remaining robust
in the presence of non-related target attributes. The improvement of CF (relative to
other methods) increases with larger number of target attributes that are more related
to each other (smaller η values). In such cases, there are diverse information from
the other target attributes that are useful for predicting τ . This in turn, allows for a
construction of a highly diverse, yet strong, set of base learners.
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Figure 3.4: The CRRMSE of CF, ISRF, RF and MTRF for Synth 3 Data.
3.4.2 Real Data
In this section we introduces a collection of real world multi-target problems from
different domains such as robotics, marketing, education and process control. We
describe each data set and discuss the results of our method on each one of them
below.
SARCOS Data
This data relates to an inverse dynamics problem for a seven degrees-of-freedom
SARCOS anthropomorphic robot arm. There are 21 input attributes on joint position,
velocities and acceleration and seven attributes on joint torques. The data consists of
48933 instances and is available at http://www.gaussianprocess.org/. In this work,
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the attributes on joint torques are used as seven target attributes. Table 3.3 shows
the average RRMSE of the seven target attributes over five replicates. The lowest
RRMSE is shown in bold. CF outperforms the other methods in five of the seven
target attributes. Figure 3.5 depicts the excellent CRRMSE performance of CF.
Target attribute CF ISRF RF MTRF
1 0.411 0.428 0.457 0.585
2 0.407 0.437 0.429 0.488
3 0.399 0.455 0.413 0.436
4 0.352 0.388 0.358 0.392
5 0.472 0.484 0.448 0.476
6 0.470 0.494 0.447 0.501
7 0.318 0.348 0.339 0.366
Table 3.3: Average RRMSE of the Seven Target Attributes for the SARCOS Data.
Customer Satisfaction (CS) Data
This data consists of 11 attributes on price and quality of service and 3 attributes on
customer satisfaction with 400 instances (Esposito Vinzi et al., 2007). The attributes
on customer satisfaction are used as three target attributes. Table 3.4 shows the
average RRMSE of the three target attributes over five replicates. The results show
that CF outperforms the competitors in all target attributes (shown in bold). Figure
3.6 depicts the CRRMSE averaged across the three target attributes which depicts
CF’s good performance.
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Figure 3.5: The CRRMSE of CF, ISRF, RF and MTRF for the Seven Target
Attributes of SARCOS Data.
Target attribute CF ISRF RF MTRF
1 0.356 0.362 0.374 0.377
2 0.363 0.364 0.373 0.374
3 0.373 0.373 0.389 0.385
Table 3.4: Average RRMSE of the Three Target Attributes for the Customer Sat-
isfaction Data.
Berkeley Guidance (BG) Data
This data consists of physical measurements 136 children born in 1928-29 in Berkley,
CA during childhood (seven attributes) and adolescence (four attributes)(Tuddenham
and Snyder, 1953). The attributes on adolescence physical measurements are used
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Figure 3.6: The CRRMSE of CF, ISRF, RF and MTRF for the Three Target
Attributes of Customer Satisfaction Data.
as four target attributes. Table 3.5 shows the average RRMSE of the four target
attributes over five replicates. The lowest RRMSE is shown in bold. CF outper-
forms the other methods in two of the four target attributes. Figure 3.7 depicts the
CRRMSE averaged across the target attributes that conveys RF and CF are close
competitors for this data set.
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Target attribute CF ISRF RF MT
1 0.726 0.778 0.738 0.765
2 0.633 0.659 0.625 0.637
3 0.762 0.772 0.782 0.780
4 0.687 0.693 0.677 0.691
Table 3.5: Average RRMSE of the Four Target Attributes for the Berkeley Guidance
Data.
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Figure 3.7: The CRRMSE of CF, ISRF, RF and MTRF for the Four Target At-
tributes Of the Berkeley Guidance Data.
High School and Beyond (HSB) Data
Data collected from high school and secondary school students with 14 attributes
and 600 instances. The data consists of 9 attributes on demographics, motivation
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and school of the students, as well as five attributes on the students’ standardized
exam scores. Details are provided in Tatsuoka and Lohnes (1988). We use the exam
scores as five target attributes. Table 3.6 shows the average RRMSE of the five
target attributes over five replicates. The lowest RRMSE is shown in bold. CF
outperforms the other methods in three of the five target attributes. Figure 3.8
depicts the CRRMSE averaged across the five target attributes which depicts CF’s
good performance for this data set.
Target attribute CF ISRF RF MTRF
1 0.841 0.872 0.844 0.851
2 0.823 0.857 0.837 0.814
3 0.830 0.857 0.844 0.860
4 0.847 0.868 0.843 0.837
5 0.897 0.908 0.903 0.920
Table 3.6: Average RRMSE Of the Four Target Attributes for the High School and
Beyond Data.
Low-Density Polyethylene Production Process (LDP) Data
This is data from a low-density polyethylene production process. There are 14 process
attributes and five quality attributes with 50 instances. More details of the data can
be found in MacGregor et al. (1994). For our purpose, the five quality attributes
are used as the target attributes. Table 3.7 shows the average RRMSE of the five
target attributes over five replicates. The lowest RRMSE is shown in bold. CF
outperforms the other methods in three of the five target attributes. Figure 3.9
depicts the CRRMSE averaged across the three target attributes that provides further
evidence for CF’s excellent performance.
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Figure 3.8: The CRRMSE of CF, ISRF, RF and MTRF for the Four Target At-
tributes of the High School and Beyond Data.
Target attribute CF ISRF RF MTRF
1 0.574 0.589 0.607 0.625
2 0.402 0.395 0.439 0.455
3 0.785 0.825 0.807 0.817
4 0.487 0.484 0.508 0.550
5 0.360 0.375 0.427 0.487
Table 3.7: Average RRMSE Of the Four Target Attributes for the Low-Density
Polyethylene Production Process Data.
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Figure 3.9: The CRRMSE Of CF, ISRF, RF and MTRF for the Four Target At-
tributes of the Low-Density Polyethylene Production Process Data.
3.4.3 Statistical Comparison
The one-sided Wilcoxon signed-ranks test is performed for pairwise comparison
of CF and each of the competitors. The presence of multiple target attributes allows
for two different approaches. The first treats each target attribute as an independent
measure while the second computes the average over all target attributes in each data
set and considers each average as an independent measure. These two approaches
are used in Aho et al. (2012). Table 3.8 summarizes the p-values that reflect the
significance of the CF’s performance improvement.
Overall, the results of the experiments provide significant evidence for the ben-
efit of CF, with the biggest improvements resulting from training the base learners
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on a large number of relevant target attributes. We show the versatility of CF in
handling these characteristics in real data from different domains. Furthermore, the
experiments depict the robustness of the method in the presence of a large number
of target attributes that are of low relevance to each other. All of these attest to the
superiority of CF in handling multi-target prediction.
Furthermore, as mentioned ISRF and RF consist of T×q trees per target attribute,
resulting in a total of T 2×q trees for each data set. The CF and MTRF, on the other
hand, consist of T × q trees that are shared across all target attributes. This sharing
of the ensemble reduces the computations when the final goal is the prediction of
more than a single target attribute.
Comparison Over Averaged Target Attributes Over Individual Target Attributes
CF vs ISRF 3.91E-03 3.20E-07
CF vs RF 2.73E-02 6.92E-04
CF vs MTRF 3.91E-03 2.46E-07
Table 3.8: P-values for Pairwise Comparison of CF to Each of the Competitors
Using the One-Sided Wilcoxon’s Test (H1 : RRMSE
CF < RRMSEd).
3.4.4 Computational Time
We next study the empirical computational time for the CF method. The SAR-
COS data set is used due its large number of instances and target attributes which
allow us to construct data sets with different number of training instances and target
attributes. We consider the training time for constructing T × 50 trees in CF and
performing the SGL weight assignment. It should be noted that results are shown
for optimized code that predict the same target attribute that was used in training
the tree but the same results should apply to cases where different target attributes
are predicted. The scaled time is reported in Figure 3.10. The loglinear time is also
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depicted by the black dotted line. As discussed in Section 3.3.4, the complexity of
the CF method is loglinear which is validated by empirical results of Figure 3.10.
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Figure 3.10: Scaled Training Time for Constructing T × 50 Trees in CF and Per-
forming the SGL Weight Assignment for Data Sets with Different Training Set Sizes
and Different Number of Target Attributes. The Loglinear Time is Also Depicted by
the Dotted Black Line.
3.5 Conclusions
Many real world problems involve the prediction of several target attributes. A
new tree ensemble model called a compound forest (CF) is proposed, which exploits
the different target attributes in forming a collection of diverse, yet strong, base
learners. The weight assignment of the base learners in the final prediction is obtained
through solving a regularized regression problem that takes into account the target
attribute used for base learner training and the relevance of each learner for the
prediction. The performance of the method is evaluated on synthetic and real data
illustrating the benefits of the method.
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In the current implementation of CF, the assignment of weights is assigned through
solving a regularized regression problem that takes other base learners into account.
However, since the base learners are constructed in a parallel fashion, they are con-
structed independently without taking into account the other base learners. Fu-
ture work can include the development of a serial approach that takes the previous
constructed base learners into account. Another interesting direction is clustering
over the target attributes to group similar target attributes together (Thrun and
O’Sullivan, 1996). The distance measure for this clustering may be a function of a
node impurity of the partitions of the feature space obtained using one target attribute
with respect to the other target attributes.
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Chapter 4
MONITORING TEMPORAL HOMOGENEITY IN NETWORK STREAMS
WITH A LIKELIHOOD RATIO TEST
4.1 Introduction
Statistical process control has widely been used towards monitoring various types
of systems. We focus on monitoring complex systems that are modeled as networks.
Such models can represent the complexities of many real world systems such as social,
cyber and biological systems. The dynamics of entity relationships in such systems
are important and need to be captured and monitored through network models. For
example, the dynamics of email logs over time is better modeled through a stream
of network snapshots at discrete time stamps compared to a single static network.
We focus on monitoring such network streams for the quick detection of temporal
behavior change through statistical monitoring. The objective is to learn the reasons
behind network edge formation during a reference time period, characterizing typical
system conditions, and to quickly detect time periods when edges are formed due to
fundamentally different reasons. In other words, we are interested in testing temporal
homogeneity in the network stream. In a social network, for example, it may be
of interest to detect time periods that exhibit aberrations in friend formation. The
start of the academic year that prompts friend formation within users of the same
major may mark such an aberration. Note that this is different to testing for static
homogeneity that aims to detect networks that have anomalous edges with respect to
the rest of the current network.
Considerable amount of research has been devoted to modeling entity relationships
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through static networks. Such approaches model entity relationships at a single time
stamp or an aggregate view of the relationships over time through a single static
network. The simplest of these is the Erdos-Renyi random graph model that describes
networks where edges are formed independently between each pair of vertices with
a common probability (Erdos and Renyi, 1959). This is an overly simple model
and various attempts have been made to model systematic deviations from pure
randomness (Frank and Strauss, 1986; Hoff et al., 2002; Wang and Wong, 1987). As
an example, the stochastic blockmodels (SBM) (Wang and Wong, 1987) is a multi-
class extension of the Erdos-Renyi model. This model assigns a class to each vertex
and uses a different edge probability for each pair of classes.
The underlying systems that are modeled through networks usually possess tem-
poral dynamics. For example, in a social network, edges (friendship ties) may be
added or deleted through time. The static models, mentioned in the previous para-
graph, fail to model the underlying temporal dynamics (i.e. change in the topology
of network through time). Incorporating the temporal aspect, previous work has
focused on modeling the growth of networks. The simplest of these is to view the
Erdos-Renyi random graph model as a dynamic network that starts with the uncon-
nected set of vertices and adds a different edge to the network with fixed probability
at each subsequent time stamp. Other work in this direction include Baraba´si and
Albert (1999), Leskovec et al. (2007), Chakrabarti et al. (2004) and Pennock et al.
(2002). In parallel, other work model the evolution of networks where vertices and
edges are both created and deleted over time Hanneke et al. (2010); Ho et al. (2011);
Sarkar and Moore (2005); Snijders (2005); Xu and Hero III (2013).
More recently, focus has been drawn on network monitoring for anomaly detec-
tion. Such efforts are usually tailored around two objectives that we refer to as testing
for static homogeneity and testing for temporal homogeneity. Testing for static ho-
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mogeneity aims to detect networks that have anomalous edges with respect to the
current network (see for example Miller et al. (2013)). Testing for temporal homo-
geneity, on the other hand, aims to detect networks that have anomalous edges with
respect to edges in the past networks. This is an important problem as changes in
the system are likely reflected in the network and is the focus of the present and next
chapter.
A typical approach towards testing temporal homogeneity is to monitor extracted
measures from the network topology through time. As an example, McCulloh and
Carley (2011) constructed control charts over different network measures. The work
by Priebe et al. (2005), Marchette (2012) and Neil et al. (2014) monitored scan
statistics for this purpose. Similarly, the work by Park et al. (2013) used a fusion
of network statistics (including the scan static) to detect changes in a stream of
networks.
The cited work are based on monitoring extracted measures from the network
topology which can restrict their application to detecting only specific forms of
anomaly in the network. For example, monitoring some measures are appropriate
for detecting overall changes on the entire network, while others, are appropriate
only for detecting changes in specific, defined, windows on the network (anomalies
over paths and stars for example). In addition to the topological structure of the net-
work, many real networks are augmented with vertex attributes which can be used
towards a more general monitoring approach. For example, a social network is com-
posed of friendship ties as well some attributes such as gender, age, etc. An academic
citation network constitutes paper citations but also contains attributes on the papers
such as the research interests and sum of published papers of the authors. Biological
networks entail connectivity information but also include genes or protein character-
istics of the vertices. This chapter presents a new method that models and monitors
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the underlying network formation mechanisms via the vertex attributes through time
and detects anomalies when this mechanism is under change. This mechanism assigns
probabilities to the existence of each possible edge and, therefore, gives rise to the
network. Our approach leverages vertex attributes in modeling and monitoring this
mechanism through a logistic regression framework. The next section elaborates the
motivation of the method followed with a detailed explanation in Section 4.3. Section
4.4 presents two case studies including monitoring Enron’s dynamic email network
and Section 4.5 provides experiments on simulated dynamic networks. Finally Section
4.6 gives some concluding remarks and direction for future work.
4.2 Background and Motivation
This section presents the motivation behind the proposed approach. We start
with a short review on some network measures extracted from the network topolog-
ical structure and follow with the application of these measures to detect different
temporal inhomogeneities. The shortcomings of approaches based on these measures
are illustrated, motivating the monitoring of the underlying network formation mech-
anism via the attributes.
Many different network measures have been developed through the years (Free-
man, 1979, 1977; Wasserman, 1994). These measures are generally extracted at both
vertex and network level. The relative importance of a vertex within a network is
captured through vertex level measures such as degree, closeness and betweenness.
The degree of a vertex is simply the number of its adjacent edges, closeness is the
number of edges needed to access every other vertex and betweenness is the number
of geodesics (shortest paths) going through the vertex. It should be noted that such
vertex level measures are sometimes averaged across the network to provide an overall
measure for the whole network. Other network measures are captured at the network
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level and reflect the structure of the overall network. As an example, network density
refers to the ratio of the number of edges and the number of possible edges.
Additional network measures may be captured through scan statics (Marchette,
2012; Neil et al., 2014; Park et al., 2013; Priebe et al., 2005). The construction of the
scan statistic involves enumerating fixed, defined, windows over the entire network.
For example, Priebe et al. (2005) considered the window as kth-order neighborhoods
around each vertex. This neighborhood is defined as the subnetwork composed of the
vertices that have a geodesics of length k or smaller to the vertex. A locality statistic,
such as the number of edges in this neighborhood, is then calculated and a function,
such as the maximum, of the locality statistic over all vertices is taken to be the scan
statistic. Similarly Neil et al. (2014) enumerated star and paths over the network for
the construction of the scan statistic.
We start by considering the network in Part (a) of Figure 4.1 where vertices
are connected homogeneously (statically homogeneous). An external event results in
excessive communication over the entire network resulting in the network depicted
in Part (b). Such a change in the network is reflected in the network measures (for
example, degree) and thus allow for detection by their monitoring through these
measures.
A more interesting temporal inhomogeneity is what is known as the “chatter”
anomaly (Park et al., 2013). Here, a small unspecified subset of the vertices have
excessive communication during some time period. An example is shown in Part (c)
of Figure 4.1 where local excessive communication in observed. An approach for the
detection of such non-homogeneities is to monitor partitions of the network. This is,
however, challenging given the absence of prior knowledge about the location of non-
homogeneities. Previous works Marchette (2012); Neil et al. (2014); Park et al. (2013);
Priebe et al. (2005) enumerated fixed, defined, windows over the entire network to
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construct a scan statistic. For example, as mentioned, the work in Priebe et al. (2005)
enumerates k-th order neighborhoods on the network while Neil et al. (2014) enumer-
ates star and path over the network. Relying solely on the network’s topology, such
approaches resort to an exhaustive search over the entire network based on defined
windows. A shortcoming of such approaches is the restricted search performed on
the defined windows making such approaches appropriate only for identifying specific
shapes of anomalies (anomalies over paths and stars or k-th order neighborhoods for
example).
Besides the network topology, many networks include vertex attributes that may
be useful for the identification of the non-homogeneous region. The networks in Figure
4.1 Parts (b) and (c) are revisited in Figure 4.2 by incorporating such attributes (each
vertex is associated with a unique ID and two attributes are shown in color and size).
These figures shed light on the location of non-homogeneity through the attributes:
namely, that the excessive communication is amongst vertices of the same color. Note
that this change is more precisely described as excessive activity in local regions of
the attribute space and is, thus, better detected through a monitoring approach that
leverages the attributes.
These examples of change present cases where the underlying mechanism behind
edge formation is under change. Considering the vertex attributes, each edge is placed
in an attribute space and the underlying network-formation mechanisms assigns prob-
abilities for the existence of each edge according to its location in this space. This in
turn derives the observed network. The mechanism generating the network in Part
(a) of Figure 4.1 assigns equal probability p0 to each edge regardless of its location
in the attribute space. This mechanism changes and gives rise to the network ob-
served in Parts (b) and (c). Part (b) presents a case where the mechanism assigns
equal probability p1 (p0 < p1) to each edge (again, regardless of the edge’s location
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in the attribute space) and Part (c) presents a case where higher probabilities are
assigned to edges that lie in a local region of the attribute space (assign p2 > p0
for all edges that have same colored vertex and p0 otherwise). This motivates a
general approach for testing temporal homogeneity in network steams that directly
monitors the underlying mechanism that forms the network. Our approach integrates
attributes in network monitoring extending previous work that have integrated such
attributes in other network modeling tasks such as link prediction and attribute in-
ference (Al Hasan et al., 2006; Gong et al., 2011; Kim and Leskovec, 2010; Kumar
et al., 2004).
As a final example, consider the email network of employees of the Enron corpus
throughout the course of its history (Priebe et al., 2005). Each employee is repre-
sented as a vertex and weekly email communication is aggregated to form network
edges at weekly time stamps. Furthermore, each employee is associated with a role
in the company and the probability of an email communication between two employ-
ees may be modeled as a function of the pair’s role combination. The work of Xu
and Hero III (2013), with the objective of network evolution modeling, demonstrates
that key events in Enron’s history are reflected through changes of employee email
communication. For example, a CEO’s resignation results in an increase (compared
to past) in email communication of other CEOs. By monitoring the edge formation
mechanism, the proposed method leverages the roles of the employees for the identi-
fication of the temporal change (the local temporal inhomogeneity of increased CEO
communication). We will return to this example in more detail later in the chapter.
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(a) (b)
(c)
Figure 4.1: Example of Some Changes in Networks.
4.3 Monitoring Network Formation Mechanisms
4.3.1 Method
This section presents the details of the proposed method for monitoring the
network formation mechanism. The objective is to monitor a stream of networks
G(t) = (V (t), Y (t)), t = 1, · · · , characterized by the vertices V (t) and edges Y (t).
Note that each discrete time stamp provides a separate network. Without loss of
generality, we focus on network streams with fixed vertices such that V (t) = V =
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Figure 4.2: An Example of Excess Activity in Local Regions of the Attribute Space.
{v1, · · · , vi, · · · , vν} and Y (t) = {y1 2(t), · · · , yi j(t), · · · , yν−1 ν(t)} where vi denotes
vertex i, yij(t) denotes the edge between vi and vj at time t, ν is the number of vertices
and η the number of all possible edges. Each edge yij(t) takes on two possible values of
0, indicating its absence, and 1 indicating its presence, at time stamp t. At each time
stamp, yij(t) is modeled through a vector of P attributes xij = (x1ij(t), · · · , xPij(t)).
Although, the definition of these attributes is problem-specific, some general guide-
lines hold. For example, Al Hasan et al. (2006) discussed attributes that represent
proximity between the pair of vertices and attributes that are aggregation of the pair’s
attributes. As an example, consider an email network data in an university. Here,
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the age difference of the two users, whether they share the same major, the sum of
the number of classes they are enrolled in may be influential on the email exchanges
and be considered as the associated attributes.
Once the attributes are determined, a method is needed to model the probability
of communication between vi and vj, denoted by θij(t), as a function of the attributes
at time t. We regard this model (and its parameters) as the mechanism that is
generating the network and look for changes in this mechanism through time. We
assume each edge is a Bernoulli random variable and model the log-odds of θij(t) as
a linear function of the attributes. We adopt the logistic regression model (Myers
et al., 2012) where yij(t) ∼ Bernoulli(θij(t)) and
θij(t) = P (yij(t) = 1 | xij(t)) = logit−1(
P∑
p=1
βp xpij(t)) (4.1)
Similar Bernoulli models have been adopted to model edges in networks. For example,
the work in Perry et al. (2013) uses a Bernoulli model for network edges in the context
of cluster detection and Miller et al. (2013) for testing static homogeneity.
Assume a reference network set of size q, denoted by {G(t), t ∈ R}, where R de-
notes the set of the corresponding time indices, is available. This reference set is
collected during typical conditions of the system under study. Testing for tempo-
ral homogeneity is achieved by comparing the current incoming network to this set.
Hence, upon receiving G(τ), τ = 1, · · · , T , we test if the mechanism behind its for-
mation is the same as the networks in the reference set. Assume that a different
mechanism has indeed generated G(τ) (in comparison to reference set). Then, under
the logistic regression model
θij(t) =
⎧⎪⎨
⎪⎩
logit−1(
∑P
p=1 βp
0 xpij(t)) for t ∈ R
logit−1(
∑P
p=1 βp
1 xpij(t)) for t = τ
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where β0 = (β01 , · · · , β0P ) denotes the vector of shared parameter for the reference set
and β1 = (β11 , · · · , β1P ) denotes the vector of coefficients after change. To check if the
change has occurred, we need to test
H0 : β
1 = β0
H1 : β
1 = β0 (4.2)
We consider a likelihood ratio test (LRT) to test this hypothesis. Methods based
on LRT for change detection have been successfully applied to different problem do-
mains (refer to Paynabar et al. (2012); Sullivan and Woodall (1996) for examples).
Denoting the Bernoulli probability mass function using h(.), the log-likelihood func-
tion under the alternative can be written as
l1 = log
{
.∏
t∈R
ν∏
i=1
.∏
j =i
h(yij(t); β
0, xij(t))×
ν∏
i=1
.∏
j =i
h(yij(τ); β
1, xij(τ))
}
=
.∑
t∈R
ν∑
i=1
.∑
i =j
{
yij(t) logit(θ
0
ij) + log(1− θ0ij)
}
+
ν∑
i=1
.∑
i =j
{
yij(τ)logit(θ
1
ij) + log(1− θ1ij)
}
where θ0ij and θ
1
ij denote the probability of communication between vi and vj at time
t obtained by substituting β0 and β1 in Equation 4.1 respectively. Let βˆU denote
the maximum likelihood (ML) estimate of β by training the logistic regression model
using {G(t), t ∈ U}. In case of a single element U , we use the element’s index as
the name of the set (i.e. βˆτ denotes the ML estimate of β by training the logistic
regression model using G(τ)). The ML estimate of θ0ij and θ
1
ij under the alternative
hypothesis are obtained from substituting βˆR and βˆτ in Equation 4.1. We will denote
these estimates by θˆRij and θˆ
τ
ij.
Similarly, the log-likelihood function under the null of no change can be written
as
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l0 = log
{
.∏
t∈R
ν∏
i=1
.∏
j =i
h(yij(t); β
0, xij(t))×
ν∏
i=1
.∏
j =i
h(yij(τ); β
0, xij(τ))
}
=
.∑
t∈R
ν∑
i=1
.∑
j =i
{
yij(t)logit(θ
0
ij) + log(1− θ0ij)
}
+
ν∑
i=1
.∑
j =i
{
yij(τ)logit(θ
0
ij) + log(1− θ0ij)
}
The ML estimate of θ0ij(t) under the null is obtained by substituting βˆ
R′ , R′ =
∪(R, τ) in Equation 4.1 which we denote by θˆR′ . Replacing the parameters with their
estimates and simplifying, the negative of the log-likelihood ratio can be written as
l1 − l0 =
.∑
t∈R
ν∑
i=1
.∑
j =i
{
yij(t)[logit(θˆ
R
ij)− logit(θˆR
′
ij )] + log(
1− θˆRij
1− θˆR′ij
)
}
+
ν∑
i=1
.∑
j =i
{
yij(τ)[logit(θˆ
τ
ij)− logit(θˆR
′
ij )] + log(
1− θˆτij
1− θˆR′ij
)
}
The asymptotic distribution of the LRT statistic, Λ(τ) = 2(l1 − l0), under the null
hypothesis is chi-square with degrees of freedom equal to difference in the number of
parameters for the null and alternative model (Myers et al., 2012). Upon receiving
each network, this value is calculated and is plotted against time to monitor for
changes.
4.3.2 Variations
Different variations may be applied for conducting this approach in practice. The
approach discussed thus far is to consider a set of reference networks, referred to as
the reference network set (indexed by set R in the above formulation), and then to
compare each incoming network to this set. We will refer to this approach as the
static reference approach (SRq, where q is the number of networks in this set).
In practice, time is needed to accumulate a reference network set which im-
pedes immediate monitoring. This motivates a ”self-starting” approach (Capizzi and
Masarotto, 2010; Maboudou-Tchao and Hawkins, 2011). One way to address this is
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to dynamically update a small initial reference network set. That is, at each time
stamp, the incoming network is examined and is entered into the reference set upon
absence of signal. We refer to this approach as the dynamic reference (DR) approach.
In some applications, the mechanism generating the network may experience slow
evolution over time. We refer to this phenomena as inherent dynamic variation of
the network. In an email network for example, a slow trend that promotes emails
between users of similar age may manifest on the network through a slow evolution.
The detection of the inherent dynamic variation may not be of interest to us when
focus is merely on detecting abrupt changes. To address this, a final modification
of the proposed method is to consider a sliding window of reference networks that is
updated dynamically. This approach allows for capturing up to date, typical behavior
of the system, thereby, allowing for better detection of abrupt changes in the presence
of inherent dynamic variation. We will refer to this as the dynamic reference sliding
window of size (DRWq, where q is the size of the sliding window).
4.4 Case Studies
This section presents two case studies to illustrate the details of the proposed
method. We fist consider monitoring simulated dynamic networks imitating email
communication networks in a company. We then, revisit Enron’s dynamic email
network alluded to in Section 4.2.
4.4.1 Simulated Dynamic Networks
The simulated data imitates the email communication network of a company’s
team consisting of 50 members. The team members are distributed through two
departments and differ with respect to rank (rank 1, 2, 3) and experience duration. All
members work on a single project until completion before moving to the next project.
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During a typical project, team members mainly work within their department, and
with minimal inter department communication. Also, the hierarchy of the team
derives higher communication between members of similar rank. The monthly email
communication is modeled through a stream on networks. Part (a) of Figure 4.3
depicts the email communication between team members during a typical project
(referred to as Project 0). Each member is represented as a vertex (with corresponding
member ID) and an edge represents at least one email from vi to vj in month t. The
vertices are shaped according to rank, sized according to experience and colored
according to department. High connectivity within members of the same department
and similar rank is apparent during Project 0.
Detecting An Abrupt Step Change
A new project (referred to as Project 1) demands interdisciplinary knowledge deriving
inter departmental collaboration. Also, the project calls for some guidance from
higher rank members to lower rank ones inducing communication between members
of different rank. The communication network of the team during this project is
depicted in Part (b) of Figure 4.3. To demonstrate the detection of a change, monthly
email communication is monitored for a total of 100 Months. Month 25 marks the
onset of Project 1. The reference set of 10 networks is collected from months in which
the team works on typical projects that demand minimal inter departmental and rank
communication. Figure 4.4 depicts the detection of this change by the monitoring
Λ(τ) through the SR10 approach. We note that the results for DRW10 and DR are
similar and are thus not shown.
Another project (Project 2) is considered that also requires inter departmental and
rank communication. The inter departmental and rank communication, is however,
much more subtle compared to Project 1. Part (b) of Figure 4.5 depicts the monthly
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Figure 4.3: Email Communication of a Team During Two Different Projects (Project
0 and Project 1).
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Figure 4.4: Plot of LRT Statistic Versus Time Using SR10. The Limit is Set to
χ24,0.0027.
email communication of the team during this project. Part (a) depicts the email
communication during Project 0, originally shown in Figure 4.3 and repeated for
visual comparison. Figure 4.6 depicts the detection of this change by the monitoring
Λ(τ) through the SR10 approach.
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Figure 4.5: Email Communication of a Team During Two Different Projects (Project
0 and Project 2).
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Figure 4.6: Plot of LRT Statistic Versus Time Using SR10.
Detecting An Abrupt Change In The Presence Of Inherent Dynamic Vari-
ation
We now turn to the detection of a change in the team’s communication in the pres-
ence of inherent dynamic variation. In this situation, higher communication between
members who joined the team near the same time is observed over time. This slow
inherent dynamic variation is irrespective of the project that the team works on. We
are interested to detect time periods with abrupt aberrations in the team’s intercom-
munication (such as when the team switches to work on a projects that demands
atypical intercommunication).
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To illustrate, we consider a new project (referred to as Project 3) that requires
inter departmental and rank communication. The team initially works on a typical
project (such as Project 0) and then switches to Project 3 at the 50th month. The
mentioned inherent dynamic variation is present irrespective of the project the team
works on. Figure 4.7 depicts the three proposed approaches for this detection. The
results reflect on the differences of the approaches towards detecting a change in the
presence of inherent dynamic variation. DRW10 is appropriate towards the objec-
tive of abrupt change detection in the presence of inherent dynamic variation. By
dynamically updating the reference set through a sliding window, up to date, typi-
cal behavior is captured in the reference set that minimizes false alarm. The SR10
approach, on the other hand, generates a large number of false alarms as the refer-
ence data does not capture the up to date typical behavior. Ultimately, the choice of
the approach depends on the objectives of monitoring : in the presence of inherent
dynamic variation, DRW10 is appropriate for detecting an abrupt change, whereas
SR10 is appropriate for detecting inherent dynamic variation.
4.4.2 Enron’s Dynamic Email Network
This section demonstrates the application of the proposed method for monitoring
a dynamic network from the Enron corpus (Priebe et al., 2005). The data consists of
email communications between Enron employees from 1998 to 2002. This is modeled
as a stream of directed networks where an edge between two vertices indicates at
least one email sent between the pair in a one week time interval. We take advantage
of the recorded roles of the users to add attributes to the vertices. For simplic-
ity, we restrict our attention to email communications between CEOs, directors and
managers (pooled in to one category and referred to as DM) and presidents (PR).
Therefore, each user under consideration has one of these roles. Somewhat similar
69
tΛ(
t)
0 20 40 60 80 100
0
50
10
0
15
0
20
0
25
0
(a)
t
Λ(
t)
0 20 40 60 80 100
0
50
10
0
15
0
20
0
(b)
t
Λ(
t)
0 20 40 60 80 100
0
50
10
0
15
0
(c)
Figure 4.7: Plots of the LRT Statistic Versus Time Using the Three Proposed
Approaches.
to SBM, We use the role combinations of the pair as the attributes, resulting in a
categorical attribute with nine possible values (CEO to CEO, CEO to DM, CEO
to PR, etc). We use the SR4, DRW4 approach on this data, depicted in Figure
4.8. In the SR4 approach, each incoming network is compared to a static reference
set composed of the four weekly networks in the first month of monitoring. As can
be observed, many of the subsequent networks exhibit temporal inhomogeneity with
respect to the networks in this reference set. This illustrates the high volatility of
email communications over the monitoring years. The DRW4 approach, on the other
hand, dynamically updates the reference set to include the networks over the most
recent past month. The volatility of the email communication over the monitoring
period (as observed in Part (a)) justifies the use of a small sized window. The dy-
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namic updating of the reference set allows the most recent behavior to be captured
and, therefore, allows for comparing each incoming network to the networks in the
most recent past month. Less temporal inhomogeneity is apparent in this approach
which depicts short-time stationarity properties of the network stream. We notice
three main spikes at around t = 20, 60, 80. Tracking the log of events in the Enron’s
scandal, these three time periods mark key events. The first of these marks the issue
date of Enrons Code of Ethics. The second is around an extreme low point for Enrons
stock and third around the time of Skilling’s resignation.
The detected anomalies correspond to key events in the Enron scandal and are in
line with the findings of other researchers such as (Priebe et al., 2005; Xu and Hero III,
2013). Nevertheless, we examine our method further by assessing its ability to detect
injected anomalies. Towards this end, we inject 20 additional emails amongst CEOs
(CEO to CEO) in weeks 35 to 50. Figure 4.9 demonstrates the ability of the method
to detect this excessive communication amongst the CEO’s.
4.5 Experimental Evaluation
The performance of the proposed method is evaluated on simulated dynamic net-
works. We compare the performance of the SR approach with CUSUM charts based
on network measures such as density, average degree, average closeness and average
betweenness as proposed in McCulloh and Carley (2011). The CUSUM charts use
standard parameter settings (the shift to be detected is set to 0.5 standard errors and
the decision interval is set to 5 standard errors (Montgomery, 1991)).
As demonstrated in Section 4.4.1, the DR and DRW variations of the proposed
method are more appropriate for detecting an abrupt change in the presence of in-
herent dynamic variation. On the contrary, the SR and CUSUM are appropriate for
detecting small abrupt changes in the network and, thus, fail to detect an abrupt
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Figure 4.8: Plot of the LRT Static Versus time for Monitoring Weekly Emails of
Enron’s Employees using the SR4 and DRW4 Approach. The Control Limit is Set to
χ29,0.0027.
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Figure 4.9: Plot of the LRT Static Versus Time for Monitoring Weekly Emails of
Enron’s Employees in the Presence of Injected Change at t = 35− 50 Using the SR4
and DRW4 Approaches (Parts (a), (b) Receptively ).
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change in the presence of inherent dynamic variation. The comparisons in this sec-
tion, therefore, only includes the SR and CUSUM approaches as these two methods
are designed for the same problem of detecting a small abrupt change.
Each simulated network consists of ν fixed vertices with two fixed attributes. The
first attribute is Uniform(20, 50) and is used to define X1. The second attribute is
Bernoulli(0.5) and is used to define X2. The reference set of 10 networks, also used
in constructing the CUSUM charts, is generated according to
θij = logit
−1(0.1− 0.2x1ij + 0.3x2ij) (4.3)
Different changes are induced according to
θij = logit
−1(0.1− 0.2x1ij + (0.3 + δ1)x2ij + δ2(1− x2ij)) (4.4)
We start by examining the run lengths (RL) of the different methods under no
change. Figure 4.10 depicts the results where each box plot depicts the RLs of 100
streams each with 500 networks (The results are shown for networks for ν = 50 vertices
but our experiments indicate similar results for other values of ν). As depicted, the
RL of the proposed method compares favorably to the other approaches. We note
here that the control limit in the LRT approach is set to χ23,0.0027 for all experiments
in this section.
Next, an experiment with networks with two different numbers of vertices (ν =
50, 100) and different changes (δ1 and δ2) is conducted. The induced changes are
summarized in Table 4.1.
A total of 100 different streams of length 50 are generated for each case. The
first network that is detected to be an anomaly is considered as the run length of
the procedure. In our evaluation, a change not detected for the entire duration of
monitoring (a stream of 50 networks) is declared as undetected and the truncated
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Figure 4.10: Run Lengths of the Different Procedures Under No Change.
Change δ1 δ2
c1 0.3 -0.3
c2 0.3 -0.5
c3 0.3 0.3
c4 0.3 0.5
c5 0.3 0
Table 4.1: The Induced Changes Of the Experiment.
RL of 50 is recorded. Figure 4.11 summarize the RLs for networks with ν = 50
and ν = 100 in Part (a) and Part (b) respectively. In these figures, each box plot
depicts the RLs of the 100 streams for each case with the horizontal axis showing
the change as in Table 4.1. These results provide evidence for the strength of the
proposed approach.
To investigate the differences between the procedures, consider first the two changes
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c3 and c4 where the LRT approach performs similar to the CUSUMs. Both these
changes induce an increase in edge probability for all vertex pairs and, therefore,
lead to higher connectivity over the entire network (similar to the change in Part (b)
of Figure 4.1 ). This change is reflected on the network measures (such as average
degree) enabling detection through CUSUM charts on the measures. The proposed
method is also able to detect such a change due to the presence of edges that have
been assigned a low probability under the null hypothesis of no change.
More subtle changes are induced through c1 and c2. These changes induce a
local increase in edge probability between vertex pairs with x2ij = 1 and reduced
edge probability otherwise. Such a change is not reflected well on network measures
based solely on the network topology, hindering the change detection. The proposed
method, however, is able to detect the temporal inhomogeneity in the X2 = 1 region
of the attribute space.
4.6 Conclusion
The dynamics of relationships between entities in complex, real world systems
generate network streams. This chapter proposes an extension of statistical moni-
toring to such streams. Unlike current methods that are based on measures from
the network topology, the proposed method monitors the underlying network for-
mation mechanism via vertex attributes. This provides a flexible method, able to
detect different forms of anomaly that arises from different network edge formation
mechanism.
The next chapter continues network monitoring towards the development of di-
agnostic tools to shed light on the anomaly upon detection (Deng et al., 2012; Li
et al., 2008; Runger et al., 1996) as well as methods that can handle various network
attributes (such as vertex and edge attributes).
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Figure 4.11: Run Lengths of the Different Procedures for Different Changes.
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Chapter 5
MONITORING TEMPORAL HOMOGENEITY IN NETWORK STREAMS
WITH SUPERVISED LEARNING
5.1 Introduction
Networks provide a rich model for entity interactions in many complex systems
such as social, cyber and biological systems. The intrinsic dynamics of interactions
in such systems is an important issue that needs to be captured and monitored. The
dynamics of communication logs over time is, for example, better captured through
a stream of network snapshots compared to a single static network. Monitoring such
streams is an important problem as changes in the system are likely reflected in the
network. This has motivated research on network monitoring towards detecting net-
works with anomalies with respect to past networks. Network monitoring for anomaly
detection is usually tailored around two objectives that we define as testing for static
homogeneity and testing for temporal homogeneity. Considering a network as a set of
transactions that describe the interactions between system entities, testing for static
homogeneity aims to detect networks that have anomalous transactions within the
current network (see for example Miller et al. (2013)). Testing for temporal homo-
geneity, on the other hand, aims to detect networks that have anomalous transactions
with respect to past networks. This is an important problem as changes in the system
are likely reflected in the transactions that compose the network and is the focus of
this chapter.
To illustrate, consider a hypothetical example of an institution’s email network.
The vertices represent the employees and edges represent emails between employees.
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The vertices and connecting edges induce the topological structure of the network as
depicted in the left of Figure 5.1. Most current network monitoring approaches for
temporal homogeneity are restricted to only the topological structure of the network.
A typical approach is to monitor extracted measures from the topological structure
through time. As an example, McCulloh and Carley (2011) constructed control charts
over different network measures such as density, average degree, average closeness and
average betweenness. The work by Priebe et al. (2005), Marchette (2012) and Neil
et al. (2014) monitored scan statistics for this purpose. This involves enumerating
fixed, defined, windows over the entire network to extract measures of the structure.
Similarly, the work by Park et al. (2013) used a fusion of network measures (including
the scan static).
Many real networks are associated with additional layers of data provided through
associated vertex and edge attributes. In the hypothetical example above, possible
vertex attributes are the role and work experience of employees and possible edge
attributes are the size and topic of emails. An interaction between two employees can
then be described through these attributes (e.g. the role of the sender, the topic, etc).
The vector of these attributes is defined as a transaction. Note that the transaction
may also include attributes from the network structure (topological attributes) such
as the number of other emails the sender sends to other employees (the origin vertex
degree). The collection of such transactions gives rise to a multi-dimensional network
such as the network in right of Figure 5.1. This is the same network as Part (a)
but now augmented with additional attributes. Specifically, the role of the employee
is depicted through color, the associated department through shape and experience
level through the size. Also, the topic of the email is depicted through the color of
the edge and its size through the width of the edge.
This chapter proposes a method to monitor a stream of multi-dimensional net-
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works. Specifically, we consider a stream of network snapshots where at each time
stamp a separate network that is composed of a connected set of transactions is
obtained from the system. Our focus is monitoring the different attributes of trans-
actions (monitoring the color and width of the edges between pairs of vertices with
different color, shape and size combinations in the example). The detection of an
increase in emails from employees of a department serves as a simple example.
The work by Priebe et al. (2010) considered monitoring networks where each
edge is associated with an attribute. This is, however, limited to a single categorical
attribute. Also, the work presented in Chapter 5 considered (only) vertex attributes
in network monitoring. Many real networks, however, are augmented with both
vertex and edge attributes. Monitoring such networks requires monitoring the joint
distribution of the attributes of transactions which has received little attention in the
literature and is our focus.
Monitoring a stream of such multi-dimensional networks calls for a method to
detect change in any region defined by the attributes of the transactions. An impor-
tant issue here is the high dimensionality that arises from transactions having a large
number of attributes. Simultaneous monitoring of the regions is defeated by the com-
binatorial explosion of the number of region subsets making this problem especially
challenging. Nonetheless, there are myriads of applications where monitoring differ-
ent dimensions of transactions is needed. In addition to monitoring email networks,
logistic networks are another example where monitoring the size and type of packages
between cities with different population and climate is of interest. Other examples
include biological networks where monitoring connections between genes and pro-
teins with different properties is of interest. It should be noted that high-dimensional
monitoring has important application in other non-network related problems (Da´vila
et al., 2011).
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Figure 5.1: The Topological Structure of an Example Network is Depicted on the
Left. The Same Network is Augmented with Vertex and Edge Attributes in the Right.
Each Vertex is Associated with Three Attributes Depicted Through Color, Shape
and Size (Vertex Attributes) and Each Edge with Two Attributes Depicted Through
Color and Width (Edge Attributes). Additional Attributes, Such as the Degree of the
Origin Vertex, May Be Defined from the Network Topology (Topological Attributes).
Each Transaction is Then Defined as the Vector of Vertex, Edge and Topological
Attributes.
A further complexity in network monitoring is the scope of change (i.e. global
vs local change). A global change affects all the transactions on the network, while
a local change affects only a small subset of the transactions (referred to as partial
temporal inhomogeneity). Different applications present changes of different scope.
For example, an event (e.g. policy change) that affects the communication of all
employees will likely impose a change on all transactions on the network, while an
event that affects only employees of a certain role will likely impose a change that
only affects a subset of the transaction. A monitoring approach should be sensitive
to both these types of changes.
By presenting each transaction as a vector of its attributes, transactions from the
current network are contrasted to a set of reference transactions that characterize
typical network behavior through a supervised leaner. The idea is the transform of
network monitoring to supervised learning that provides a set of powerful tools that
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are used towards devising a monitoring approach that effectively detects change in
any region defined by the transactions’ high dimensional feature space that affects
only a small subset of the transactions. Moreover, diagnostic tools that provide
insight on the nature of change are derived. The details of the proposed method
are described in Section 5.2. This is followed by Sections 5.3 that describes our
experimental evaluation based on synthetic and real networks. Finally, Section 5.4
provides concluding remarks.
5.2 Multi-Dimensional Network Monitoring
We start this section with our data presentation for multi-dimensional networks.
A network is composed of a set of vertices and edges. The vertices represent system
entities (e.g., employees of an institution) and edges represent interactions between
system entities (e.g. emails between pairs of entities). Interactions between entities
can be characterized by a set of attributes. We define a transaction, denoted by ei,
between vertices i′ and i′′, as an M dimensional vector of attributes that describes
the interaction. We review different types of attributes next.
Vertex attributes: These are properties of the system entities (modeled as
vertices) that the interaction (modeled as an edge) flows between. In the earlier
hypothetical example, the roles of the sender and receiver of the email are examples
of vertex attributes.
Edge attributes: These are properties of the interactions between system enti-
ties. The size and topic of an email serve as examples.
Topological attributes: These are properties of the interaction with respect
to other interactions on the network. The sender’s vertex degree (number of other
emails the sender sent) is an example of such attributes.
At each discrete time stamp t, a network snapshot E(t), that is composed of a set
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of transactions ei is obtained from the system. That is,
E(t) = {ei(t); i = 1, · · · , Nt} (5.1)
where Nt denotes the total number of transactions at time t. Now, given a stream
of multi-dimensional network snapshots E(t), t = 1, 2, · · · , our objective is to de-
tect temporal inhomogeneity in E(t). This is a challenging problem as simultaneous
monitoring of individual attributes is defeated by the combinatorial explosion of the
number of region subsets. We next provide the details of the proposed method for
this problem.
5.2.1 Network Monitoring as a Supervised Learning Problem
Our method for monitoring multi-dimensional networks is based on the idea of
transforming a monitoring problem to one of supervised learning. This transforma-
tion provides a powerful set of tools that may be used to address important problems
in network monitoring. We start by assuming a reference transaction set that charac-
terizes typical network behavior, denoted by E(0). The transactions in the reference
set are considered to be a sample from an unknown distribution f0(e). At time t = τ ,
a change is considered to be present if transactions in E(τ) follow a distribution other
than f0(e), denoted by f1(e), which we are interested in detecting. The generalized
likelihood ratio (GLR) principle may be used as a guide for change detection (Fan
et al., 2001). In this direction, the problem is formulated as testing the following
hypothesis
H0 : ei ∼ f0(ei), ∀ei ∈ E(0) ∪ E(τ)
H1 : ei ∼ f0(ei), ∀ei ∈ E(0); ei ∼ f1(e), ∀ei ∈ E(τ)
which results in the GLR test statistic
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Λ(τ) =
.∑
ei∈E(τ)
log
f1(ei)
f0(ei)
(5.2)
This test statistic assumes knowledge of the distributional forms of f0(e) and f1(e)
which is often an unrealistic assumption. Relaxing this requirement, our method tests
for change through the transform to a supervised learning problem. The idea is to
contrast transactions in E(τ) to transactions in E(0) through a supervised learner.
Towards this end, each transaction is labeled with a class attribute y according to
the following recipe
yi(t) =
⎧⎪⎪⎨
⎪⎪⎩
0 if ei(t) ∈ E(0)
1 if ei(t) ∈ E(τ)
(5.3)
A supervised learner is then constructed from the two classes and contrasts the trans-
actions in the current time stamp τ to those in the reference set. In case of temporal
inhomogeneity, the transactions in E(τ) and E(0) follow different distributions which
heightens the discrimination strength of the learner. This idea can be used towards de-
vising monitoring statistics that measure the learner’s discrimination strength based
on the notion that if the learner can classify correctly, the network has indeed changed.
Therefore, high values of the monitoring statistics should indicate high discrimination
strength of the learner between transactions in E(0) and transactions in E(τ) and,
thereby, indicate the presence of change.
5.2.2 Monitoring Statistics
We next devise a set of monitoring statistics that are used towards monitoring
decisions. Different monitoring statistics can be considered to measure the learner’s
discrimination strength between transactions in E(τ) and E(0). The learner’s error
rates are indicative of the discrimination strength and can, thus, be used towards
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monitoring decisions. At a finer grain, one can use the class probability estimates, if
provided by the learner, to gain insight on its discrimination strength. We use pˆc(ei)
to denote the class probability estimate for ei belonging to class c ∈ {0, 1} and omit
the time index t in the notation for simplicity in the rest of this chapter. The mean
pˆ0(ei) in E(0) and the mean pˆ1(ei) in E(τ) are considered as two monitoring statistics
shown below
AP0(τ) =
∑.
ei∈E(0) pˆ0(ei)
N0
(5.4)
AP1(τ) =
∑.
ei∈E(τ) pˆ1(ei)
Nτ
(5.5)
Monitoring statistics AP0 and AP1 are possible choices but we focus on the GLR
test statistic as a guide to derive other monitoring statistics. Denoting the prior
probability of a transaction belonging to class 1 by π, Bayes rule yields the following
p(ei | c = 0) = p(ei)p0(ei)
1− π (5.6)
p(ei | c = 1) = p(ei)p1(ei)
π
(5.7)
The proportion of likelihoods in the GLR statistic Λ may be replaced by the pro-
portion of probabilities and Equations 5.6, 5.7 and the learner’s class probability
estimates may be used to estimate Λ. In this direction, reference Deng et al. (2012)
uses the following statistic.
LR(τ) =
.∑
ei∈E(τ)
log
pˆ1(ei)
pˆ0(ei)
(5.8)
We note that in addition to replacing the proportion of the likelihoods with proportion
of probabilities, the derivation of LR involves taking the logarithm. This is common
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practice since it is usually more convenient to work with the logarithm of the likelihood
function.
An important consideration in network monitoring is the scope of change (i.e.
global vs local change). A global change affects all transactions on the network,
while a local change affects only a small subset of the transactions. We refer to local
changes as partial temporal inhomogeneity in this chapter. Different applications
present changes of different scope and a monitoring statistic should be sensitive to
both these types of changes. This motivates the use of a mixture distribution for
f1(e). Under this model, we have
f0(e) ∼ g0(e)
f1(e) ∼ (1− π)g0(e) + πg1(e)
that results in the following GLR statistic
Ψ(τ) =
.∑
ei∈E(τ)
log
(1− π)g0(ei) + πg1(ei)
g0(ei)
(5.9)
The distributional form of g0(e) and g1(e), as well as estimates for their parameters
are needed for calculating this statistic. By assuming knowledge of the distributional
form, the Expectation Maximization (EM) algorithm (Dempster et al., 1977) may
be adopted for estimating the parameters of g0(e) and g1(e) and, thereby, estimating
Ψ. The EM algorithm considers unobserved latent variables and estimates the pa-
rameters of g0(e) and g1(e) through an iterative approach. We propose an iterative
method based on supervised learning that also considers latent variables for estimat-
ing Ψ. This method does not, however, assume knowledge of the distributional form
of g0(e) and g1(e) and yields an estimate for Ψ without estimating parameters of the
distribution.
The proposed method is based on unobserved latent variables zi that take a value
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of 0 if ei follows g0(e) and a value of 1 otherwise. Assuming knowledge of zi, Equation
5.9 can be written as
.∑
ei∈E(τ)
[zi log g1(ei)− zi log g0(ei) + zi log π + (1− zi) log(1− π)] (5.10)
Replacing proportion of likelihoods with proportion of probabilities and using Equa-
tions 5.6, 5.7 and the class probability estimates, Equation 5.10 is written as
LRP (τ) =
.∑
ei∈E(τ)
zi [log pˆ1(ei)− log pˆ0(ei)] +Nτ log(1− π) (5.11)
The zis are actually unknown and are treated as missing values. For calculating
LRP , the proposed iterative method alternates between performing an expectation
step that assigns a class yi to each ei, and a training step that constructs a classier
using the current class assignments from the expectation step. The classifier is used
to assign yi in the next expectation step. This procedure is iterated until convergence
and the classes yi at the last iteration are used to replace zi in LRP . The details are
provided next.
In the initial iteration all transactions in E(τ) are labeled as class 1 and all trans-
actions in E(0) as class 0. Using superscripts to refer to iteration, we have
y
(0)
i =
⎧⎪⎪⎨
⎪⎪⎩
0 if ei ∈ E(0)
1 if ei ∈ E(τ)
(5.12)
A supervised learner is then trained on E(0) ∪ E(τ) with class y values according to
Equation 5.12. Each consequent iteration k, k = 1, · · · , K starts by assigning class
labels to transactions in E(τ) according to
y
(k)
i =
⎧⎪⎪⎨
⎪⎪⎩
0 if pˆ
(k−1)
1 (ei) < ρ
1 otherwise
(5.13)
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This step is similar to EM’s Expectation step: transactions are re-classified using
the current learner. In each expectation step, a new class is assigned to each ei. At
iteration k, consider the set of ei that have been classified as class 1 by all previous
iterations. Using E
(k)
1 (τ) to denote this set, we can write
E
(k)
1 (τ) =
{
ei | ei ∈ E(τ); y(j)i = 1, ∀j < k
}
(5.14)
Now, a supervised learner is constructed on E
(k)
1 (τ) ∪ E(0) and the next iteration
follows. Training the learner based on the current class assignment is somewhat
similar to EM’s Maximization step: the learner is trained using the current classes
and, therefore, its classification conforms to the current class assignments just as the
maximization step of EM estimates parameters that conform to the current latent
variables. In the case of training with a tree classifier, for example, this translates to
the tree partitioning the feature space in a way that best (greedily) conforms to the
current classes.
Using maximum likelihood estimation (MLE) (Casella and Berger, 1990), each
expectation step yields an estimate for π
πˆ(k) =
∣∣∣Eˆ(k)1 (τ)∣∣∣
Nτ
(5.15)
The iterations are repeated until no transaction from E(τ) is consistently classified
as class 1 ( i.e.
∣∣∣E(k)1 (τ)∣∣∣ = 0) or in case of classification consistency of two consequent
iterations on the current transactions (i.e. E
(k)
1 (τ) = E
(k−1)
1 (τ)). We use K to denote
the index of the last iteration. The number of iterations to reach convergence is
problem-specific but is always reached since one of the two mentioned criteria will be
met after some iterations.
By construction, monitoring statistics AP0, AP1, LR are useful for detecting tem-
poral inhomogeneity that exhibits on the entire current network. Monitoring statistic
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LRP take the partial temporal inhomogeneity into account and is, thus, better suited
for situations where only a subset of the network transactions are under change.
As a final note in this section, it should be mentioned that the GLR principle
has been used as a guide for devising monitoring statistics because it is a general
and powerful method for hypothesis testing in many problems (Fan et al., 2001).
Nevertheless, other measures for difference in probability distributions, such as the
Kullback-Leibler divergence (Pardo, 2005), are also possible.
5.2.3 Supervised Learner
The proposed method uses a supervised learner to contrast the transactions in
E(τ) to transactions in E(0). In general, any learner that can handle the complexities
of multi-dimensional network monitoring may be used. These complexities are briefly
discussed next.
High-dimensional transactions with disparate attributes: Each transac-
tion in a multi-dimensional network may be associated with a large number of at-
tributes of disparate type (numerical and categorical) and disparate scales. Vertex
attributes, for example, can include both numerical (such as the user’s age) and
categorical (such as the user’s gender) attributes.
Unbalanced edge sets: The reference set is collected over consecutive time
periods to characterize typical behavior and is, thus, expected to be larger in size
compared to the current network (i.e. N0 > Nτ ). The adopted learner should,
therefore, handle the unbalanced class problem.
Class probability estimates: The learner should provide class probability es-
timates that can be used towards monitoring decisions.
Nonlinearities: Monitoring multi-dimensional networks involves monitoring the
joint distribution of the transaction’s attributes and should handle nonlinearities be-
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tween the attributes.
The Random Forest classifier (RF) (Breiman, 2001) is adopted as the supervised
learner since it can accommodate the mentioned complexities. RF constructs a col-
lection of trees on bootstrapped data so that a diverse ensemble of trees is produced.
In our application, the RF at each iteration is constructed on E
(k)
1 (τ) ∪ E(0)
using the assigned y values. The constructed data (E
(k)
1 (τ) ∪ E(0)) that the RF is
constructed on is likely to be imbalanced since N0 > Nτ in most situations. Similar
to Deng et al. (2012), a stratified sampling approach is used to handle the unbalanced
class problem that arises due to the difference of Nτ and N0. Let n
(k)
1 and n
(k)
0 denote
the number of transactions with y
(k)
i = 1 and y
(k)
i = 0 that is used to construct
each tree at iteration k. In the initial iteration, stratified sampling is used to set
n
(0)
1 = n
(0)
0 = Nτ . The RF is trained and class probability estimates are obtained.
Monitoring statistics AP0, AP1 and LR are constructed based on pˆ
(0)
c , c ∈ {0, 1}. For
the LRP statistics, we proceed with the iterative method and use stratified sampling
with n
(k)
1 =
∣∣∣E(k)1 (τ)∣∣∣ and n(k)0 = Nτ − ∣∣∣E(k)1 (τ)∣∣∣. Class probability estimates pˆ(K)c ,
c ∈ {0, 1} and πˆ(K) are used for calculating LRP . The details of using RF to calculate
monitoring statistics AP0, AP1, LR and LRP is summarized in Algorithm 1 called
Iterative Forest Monitoring. We note that ρ = 0.5 is used in our implementation.
Further study can be done to evaluate the choice for this parameter.
5.2.4 Temporal Inhomogeneity Diagnostics
Upon detecting temporal inhomogeneity, insight on the nature of change is im-
portant. This is similar to the fault diagnosis problem encountered in multivariate
process monitoring (Runger et al., 1996). The proposed method leverages the variable
importance (VI) measures provided by the RF (Breiman et al., 1984). An increase in
these measures provide information about the temporal inhomogeneity. Increase in
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Algorithm 1: Iterative Forest Monitoring
Initialization
0.1. Class assignment
y
(0)
i =
⎧⎪⎪⎨
⎪⎪⎩
0 if ei ∈ E(0)
1 if ei ∈ E(τ)
0.2. Train RF on E(τ)
⋃
E(0). Use stratified sampling n
(0)
1 = n
(0)
0 = |Eτ |.
While
∣∣∣E(k)1 (τ)∣∣∣ = 0 and E(k)1 (τ) = E(k−1)1 (τ)
Iteration k = 1, · · ·
k.1. Class assignment
y
(k)
i =
⎧⎪⎪⎨
⎪⎪⎩
0 if pˆ
(k−1)
1 (yi) < ρ
1 otherwise
k.2. Train RF on E
(k)
1 (τ) ∪ E(0). Use stratified sampling n(k)1 =
∣∣∣E(k)1 (τ)∣∣∣ and
n
(k)
0 = Nτ −
∣∣∣E(k)1 (τ)∣∣∣.
different attributes is indicative of different information about the change (elaborated
in the case studies of Section 5.3).
The iterative forest monitoring algorithm allows for the calculation of the variable
importance measures at different iterations. We use V I(k)(a) to denote the VI of
attribute a at iteration k. In case of partial temporal inhomogeneity, the VI of initial
iterations will likely not be useful for diagnostics. The explanation follows: the goal
of the iterations is to sieve through the transaction in E(τ) so that we are left with
a better estimate of the set of transactions in E(τ) that is impacted by the change.
Using the formulation presented in Section 5.2.2, this is set {ei | ei ∈ E(τ); zi = 1}
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which we estimate using E
(K)
1 (τ). At the last iteration K, we contrast transactions
in E
(K)
1 (τ) and E(0) so that the RF splits on attributes that actually discriminate
the subset of transactions that are affected by the change to transactions in the
reference set. Therefore, the VI at last iteration K is likely more accurately indicate
the important attributes that contribute to local change.
5.3 Experimental Evaluation
The proposed method is illustrated through case studies in this section. Both
synthetic and real networks are considered. Synthetic networks where the ground
truth concerning the change is known are used to allow for the evaluation of the
method.
In section 5.3.1, monitoring networks with both vertex and edge attributes are
considered. We note that no current method considers monitoring such networks. In
section 5.3.2, monitoring networks without vertex and edge attributes, where only the
network topology is available, is compared to an alternative method. Section 5.3.3
considers monitoring the Enron network using both vertex and edge attributes. This
is the first work to study monitoring the Enron network by integrating vertex and
edge attributes. Finally Section 5.3.4 considers the sensitivity of the LRP statistic
for detecting partial temporal inhomogeneity.
5.3.1 Networks with Vertex and Edge Attributes
Network generation scheme: We first provide a description of how each net-
work in the stream is generated. The generation scheme is inspired by the Erdos-Renyi
random graph model that describes networks where edges are formed independently
between each pair of vertices with a common probability (Erdos and Renyi, 1959).
This is an overly simple model and various attempts have been made to model sys-
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tematic deviations from pure randomness. As an example, the stochastic blockmodels
(SBM) (Wang and Wong, 1987) is a multi-class extension of the Erdos-Renyi model
where stochastic equivalence is assumed among vertices in the same class and edges
are formed conditionally independent given the class membership of the vertex. An-
other model, is the attributed network model that assumes the probability of an edge
between two vertices is a function of a set attributes (Miller et al., 2013). Note that
this is an extension of the Erdos-Renyi and SBM and provides a flexible network
model based on network attributes that have been shown to be useful for various net-
work modeling tasks such as link prediction and attribute inference (Al Hasan et al.,
2006; Gong et al., 2011; Kim and Leskovec, 2010; Kumar et al., 2004). The details of
the generation scheme is provided next.
Networks with 50 vertices are considered. Each vertex is associated with three ver-
tex attributes. Two are Uniform and one is Bernoulli. That is, α1 ∼ Uniform(12, 36),
α2 ∼ Bernoulli(0.5) and α3 ∼ DiscreteUniform(1, 3). These attributes are depicted
through the size, color and shape of the vertices, respectively, in the subsequent fig-
ures. Let αji′ and αji′′ denote the value of attribute αj for the origin (vertex i
′) and
destination (vertex i′′) of edge ei respectively, then the following attributes are defined
from vertex attributes for ei.
a1i = ABS(α1i′ − α1i′′) (5.16)
a2i = NXOR(α2i′ , α2i′′) (5.17)
a3i = ABS(α3i′ − α3i′′) (5.18)
The ABS function returns the absolute value and the NXOR function returns the
logical complement of the exclusive disjunction. Additionally, each transaction is
associated with a size described through attribute a4 ∼ Normal(1, 1). This attribute
is depicted through the edge width graphically. A transaction is defined as the four
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Figure 5.2: An Example Network Under Typical Conditions. Each Vertex is Asso-
ciate With Three Vertex Attributes that are Depicted Through the Size, Color And
Shape Of The Vertex And Each Edge Is Associated With a Transaction Size That
Is Depicted Through Its Width. Typically Edges Are Formed Between Vertices Of
Similar Color And Size And Transaction Size Follows The same Normal Distribution
on The Entire Network.
dimensional vector (a1, a2, a3, a4). The number of transactions ei between two vertices
i′ and i′′ is then modeled as Binomial(7, pi = logit
−1(−2 − 0.5a1i + 3a2i)). This
promotes edges between vertices of similar size and color. We consider monitoring
transactions of different width between vertices with different size, color and shape
combinations. Figure 5.2 demonstrates a network under typical conditions that was
generated according to the described scheme. The reference set E(0) is constructed
from transactions generated according to this scheme.
We first consider a change that promotes transactions of larger size between ver-
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Figure 5.3: An Example of Temporal Inhomogeneity on the Network. Larger Sized
Transactions (Larger Width Edges) are Observed Between same Shaped Vertices.
tices of the same shape. The change concerns a shift in the mean of this distribution
such that its distribution changes from Normal(1, 1) to Normal(4, 1) between ver-
tices of the same shape. Figure 5.3 depicts a network under such change. Note that
this change affects many of the transactions and can, therefore, be considered as a
global change.
To demonstrate the detection of such change, we monitor the statistics AP0, AP1,
LR and LRP after inducing a change at t = 15. Figure 5.4 depicts the results. The
change is clearly detected through all four monitoring statistics.
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Figure 5.4: Plot of Different Monitoring Statistics Versus Time to Detect a Change
in the Transaction Size Between Same Shaped Vertices. The Change is Clearly De-
tected by All Four Monitoring Statistics.
Next, the VI measures are used to provided change diagnostics. Figures 5.5 and
5.6 plot the VI of the iterative forest monitoring algorithm at the initial (iteration
0) and last (iteration K) iteration versus time, respectively. Increase in VI measures
for attribute a3 (vertex shape) and a4 (edge width) correctly identify the nature of
change. We note that in this case study, the VI at the initial and last iteration convey
similar diagnostics. This is due to the global nature of the change. A decrease in
V I(0)(a1) and V I
(0)(a2) is also evident. An explanation follows: before the change, the
transactions with different class labels actually follow the same distribution. There-
fore, the class assignment does not discriminate the transactions’ distribution and
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can, hence, be regarded as arbitrary. Still, the supervised problem is presented and
RF splits on attributes which results in a moderately high VI for a1 and a4. After
the change, the RF splits on attributes that actually discriminate transactions from
different distributions which results in an increase of the importance of a3 and a4.
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Figure 5.5: Plot Of Variable Importance at Iteration 0 of the Iterative Forest Al-
gorithm (V I(0)) Versus Time. A Change is Induced at t = 15 that Distorts the
Transaction Size (Attribute a4) Between Vertices of Same Shape (Attribute a3) and
is Detected Through the Monitoring Statistics. The Nature of the Change is Identi-
fied Through Increase in VI Measures for Attribute a3 (Vertex Shape) and a4 (Edge
Width).
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Figure 5.6: Plot of Variable Importance at Iteration K (Last Iteration) of the
Iterative Forest Algorithm (V I(K)) Versus Time. A Change is Induced at t = 15
that Distorts the Transaction Size (Attribute a4) between Vertices of Same Shape
(Attribute a3) and is Detected Through the Monitoring Statistics. The Nature of
the Change is Identified Through Increase in VI Measures for Attribute a3 (Vertex
Shape) and a4 (Edge Width).
We next consider a change that promotes transactions of larger size over a small
subset of the vertices (five of the vertices). Specifically, the transaction size follows a
Normal(1, 1) for all transaction except for transactions between the five vertices that
follows Normal(4, 1) distribution. This is a local change as it only affect a subset
of the transactions (transactions between five vertices). Figure 5.7 depicts a network
under this change.
To demonstrate the detection of this change, we consider monitoring the intro-
duced statistics after inducing a change at t = 15 (see Figure 5.8). We note that this
change is an example of partial temporal inhomogeneity and is, thus, better detected
by monitoring statistic LRP that takes partial temporal inhomogeneity into account.
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Figure 5.7: An Example of Temporal Inhomogeneity on a Random Subset of the
Network. Larger Sized Transactions (Larger Width Edges) are Observed on a Random
Subset of the Network.
Upon change detection, we rely of VI measures for diagnostics. Figures 5.9 and
5.10 show plots of VI at iteration 0 and K of the iterative forest algorithm. As
depicted in the figures, the VI at iteration 0 does not provide effective diagnostics.
The VI at the Kth iteration, on the other hand, correctly identifies the important
attributes. This is again due to the partial nature of change that is detected and
diagnosed through the iterations.
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Figure 5.8: Plot of Different Monitoring Statistics Versus Time to Detect a Change
in Transaction Size on a Small Random Subset of the Network. The Change is Clearly
Detected by LRP that Considers Temporal Inhomogeneity on a Subset of Network.
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Figure 5.9: Plot of Variable Importance at Iteration 0 of the Iterative Forest Al-
gorithm (V I(0)) Versus Time. A Change is Induced at t = 15 that Distorts the
Transaction Size on a Random Subset of the Network and is Detected Through the
Monitoring Statistics. The Nature of the Change is Not Identified at the First Itera-
tion.
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Figure 5.10: Plot Of Variable Importance at Iteration K (Last Iteration) of the
Iterative Forest Algorithm (V I(K)) Versus Time. A Change is Induced at t = 15 that
Distorts the Transaction Size on a Random Subset of the Network and is Detected
Through the Monitoring Statistics. The Increase in the V I(K)(a4) Correctly Identifies
the Nature of the Change.
5.3.2 Networks With No Vertex And Edge Attributes
Although the focus of this chapter is monitoring networks with vertex and edge
attributes, this section demonstrates the proposed method’s applicability for moni-
toring networks where no vertex or edge attributes are available. In such cases, we
have access to only the topological structure (vertices and edges) of the network at
each time stamp. We consider the detection of a “chatter” anomaly (Park et al.,
2013) where a small, unspecified subset of the vertices are involved in excessive com-
munication during some time period.
Network generation scheme: We use the generation scheme used in Park et al.
(2013) that is a modified Erdos-Renyie model. The network consists of V vertices,
r of which are involved in the chatter. An edge between two vertices is modeled
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as Bernoulli random variable. The probability of success is q for pairs involved in
the chatter and p, p < q otherwise. We use ER(V, p, q, r) to refer to this generation
scheme. In the experiments V = 50, r = 6, p = 0.01 and q = {0.2, 0.3, 0.4, 0.5} are
used.
In the absence of vertex and edge attributes, we rely solely on the topological
attributes. We use the vertices degrees, the Jaccard and Dice similarity coefficient
as the attributes (Adamic and Adar, 2003). That is, each transaction is defined as a
four dimensional vector (a1, a2, a3, a4) where a1 is the degree of the origin vertex, a2
is the degree of the destination vertex, a3 is the Jaccard coefficient and a4 is the Dice
coefficient.
Following the experiment in Park et al. (2013), the control limit is established
based on fixing the type I error to be 0.05. The LRP statistic is then compared to
the proposed method in Park et al. (2013) based on detection power on 500 networks.
This method is monitoring a statistic that is a linear combination (referred to as
fusion) of network measures (including the scan static over subgraphs on the network),
which we denote by FGI. Part (a) of Figure 5.11 summarizes the results and reflects
the superiority of the LRP statistic compared to FGI.
In comparing the proposed method to other methods, besides the detection power,
two other important issues need to be considered. First is the applicability of the
method for monitoring networks with attributes (e.g., vertex and edge attributes).
Monitoring approaches limited to the network topology ignore this important data
and, therefore, are not applicable for many monitoring applications. The proposed
method, however, is suitable for monitoring when additional attributes are available.
The proposed method in Park et al. (2013) is, however, limited to the network topol-
ogy. The second is the scaling of the method for large networks. Most methods that
monitor network measures extract the measures by enumerating windows (e.g. sub-
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graphs) over the entire network. The time complexity of enumeration over networks
is at least quadratic (Kiyomi, 2006) in the number of vertices. The method proposed
in this chapter, however, is loglinear in the number of edges and, hence, scales to
networks of large size.
We next investigate the performance of the proposed method for monitoring
large networks. In this direction, networks are generated according to a modified
ER(V, p, q, r). Specifically, the number of edges between two vertices is modeled as
a Binomial random variable with m trials. We refer to this generation scheme as
ER(V, p, q, r,m). This simple modification allows for controlling the size of the net-
work. We use V = 50, p = 0.1, q = {0.4, 0.5, 0.6, 0.7, 0.8, 0.9} and m = {5, 10}. The
additional trials and higher p and q values result in networks with larger number of
transactions. Part (b) of Figure 5.11 demonstrates the increase in the power of the
LRP statistic for larger networks.
5.3.3 The Enron Email Network
The application of the proposed method for monitoring a dynamic network from
the Enron corpus (Priebe et al., 2005) is demonstrated in this section. The data
consists of email communications between Enron employees from 1998 to 2002. This
is modeled as a stream of directed networks. Each employee is represented as a vertex
and an edge between two vertices indicates at least one email (on the same topic)
sent between the pair in a one week time interval. Each vertex also has an attribute
that denotes the role of the employee represented by the vertex. Possible roles are
”President”, ”Director”, ”Trader”, ”CEO” and ”Other”. Two categorical attributes
a1 and a2 summarizing the sender and receiver’s roles are created. Also, the topic of
the emails, provided by Berry et al. (2001) is used as an edge attribute a3.
Towards monitoring the email communication, the weekly email communications
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Figure 5.11: Plot of Detection Power Versus Different q Values. Part (a) Shows
the Comparison of the LRP and FGI Statistic for ER(V = 50, p = 0.01, q =
{0.2, 0.3, 0.4, 0.5} , r = 6). The Superiority of the LRP is Evident. Part (b)
Shows the Effect of Network Size on The Detection Power of the LRP Statistic for
ER(V = 50, p = 0.1, q = {0.4, 0.5, 0.6, 0.7, 0.8, 0.9} , r = 6,m = {5, 10}). An Increase
in Power for Larger Networks is Evident.
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Figure 5.12: Plot of Monitoring Statistic Versus Time for the Enron Network.
The Weekly Email Communications is Compared to the Email Communication In A
Reference Month (The 55th Week To 65th Week Of 1998). The Monitoring Reveals
Different Levels Of Temporal Inhomogeneity Through Time.
is compared to the email communication over a reference month (the 55th week to
65th week of 1998). Prior data is disregarded due to the scarce email communication.
We apply monitoring statistic AP0, AP1, LR and LRP to this data which depicts
the presence of different levels of temporal inhomogeneity through time (refer to
Figure 5.12). The V I(K) measures are examined in Figure 5.13 that provide several
interesting insights about the nature of the temporal inhomogeneities such as changes
in the email topics.
In the absence of knowledge about the ground truth of the temporal inhomogeneity
of this real multi-dimensional network, we rely on some visualization to gain further
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Figure 5.13: Plot Of V I(K) Measures Versus Time for the Enron Data Providing
Insight on the Nature of Temporal Inhomogeneity.
insight on the results. We note that a full interpretation of the result is beyond
the scope of this chapter and provide interpretation on only a simple finding of the
method. Figure 5.14 and 5.15 depict the email communication of four different weeks.
Each employee is depicted as a vertex, colored with respect to role and each edge
depicts at least one email (of the same topic) between the pair and is colored with
respect to the email’s topic. The networks in parts (a) and (b) of Figure 5.14 pertain
to networks in the reference set. Note that the unconnected vertices are the vertices
that were not involved in any email communication in that particular week. The
network in part (a) of Figure 5.15 depicts a network where the monitoring statistics
(LR and LRP for example) depict a modest value (in comparison to the rest, this
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is week 75). Finally the network in part (b) pertains to the week with the highest
value of the LRP statistic and high value for LR (week 151). An insight from the
visualization is the higher variety of email topics during week 151 compared to the
other weeks depicted (different colored edges). This is reflected by the peak in the
V I(K)(a3) during this week.
5.3.4 Detection of Partial Inhomogeneity
In this section, we study the sensitivity of the LRP statistic for detecting partial
temporal inhomogeneity. The experiment is based on networks with 1000 vertices.
Each vertex is associated with three vertex attributes α1, α2 and α3. Additionally,
each edge is associated with a size described through attribute a4. The distributions
of the attributes are the same as the attributes discussed in the network generation
scheme of Section 5.3.1 so that a transaction is defined by a four dimensional vector
(a1, a2, a3, a4), where a1, a2 and a3 are defined by Equations 5.16, 5.17 and 5.18. We
consider changes to the a4 attribute. Under no change a4 ∼ Normal(1, 1) (as in
Section 5.3.1). Under change the distribution shifts to Normal(μ + δσ, 1). Changes
of different magnitudes (different δ values) are considered. Also, we let T denote the
average number of transactions in each network and consider networks with different
T values. Finally, we let U denote the number of transactions per network whose
size (attribute a4) follows the Normal distribution with shifted mean and consider
different values for U . Table 5.1 summarizes the experimental settings.
A change after time t = 20 is imposed according to the experimental settings
of Table 5.1 to a4. Experiments indicate the poor detection of the AP0, AP1, LR
statistic. The LRP statistic, on the other hand, has better detection. We present
the results for the LRP in Figures 5.16, 5.17, 5.18. As depicted, changes with shifts
of larger magnitude that involve larger percentage of transactions in larger networks
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Figure 5.14: Enron’s Email Network at Different Weeks. The Networks in Parts (a)
and (b) Pertain to Networks in the Reference Set.
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Figure 5.15: Enron’s Email Network at Different Weeks. The Network in Part (a)
Depicts a Network where the Monitoring Statistics Depict a Modest Value (Week 75).
Finally the Network in Part (b) Pertains to the Time Stamp with the Highest Value
of the LRP Statistic (week 151).
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Parameter Value
Magnitude of shift(δ ) 3, 5, 7
Average number of transactions(T) 2000, 7000
Percentage of transactions under change(U) 1, 2, 5
Table 5.1: Experimental Settings.
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Figure 5.16: Plots of the LRP Monitoring Statistic Versus Time. Change is Imposed
After t = 20 According to the Experimental Settings in Table 5.1 and is Detected
Through the Monitoring. Cases for δ = 3 are Shown.
are detected easier.
We next extend the above experiments to consider monitoring network with high
dimensional transactions. Specifically, the networks are composed of 100 dimensional
transactions (a1, a2, a3, a4, a5, · · · , a100). Attributes a1 − a4 are defined as above, at-
tributes a5 − a8 are degree of the origin, destination, Jaccard and Dice respectively
and attributes a9 − a100 are Normal(1, 1). Change is imposed on a4 similar to the
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Figure 5.17: Plots of the LRP Monitoring Statistic Versus Time. Change is Imposed
After t = 20 According to the Experimental Settings in Table 5.1 and is Detected
Through the Monitoring. Cases for δ = 5 are Shown.
above experiments with δ = 7. Results are shown in Figure 5.19. It should be noted
that the change imposed in this later experiment is extremely subtle: it affects only
a few percent of the transactions (1, 2, 5%) on 1% of the attributes.
Results convey high variability of the LRP statistic before change is imposed.
Possibly, this is due to the greedy nature of the algorithm that assigns transactions
a class 1 if pˆ1(ei) > 0.5. Results may improve if slow learning where class assignment
is randomized based on the current pˆ1(ei) values is implemented.
As a final note, it should be mentioned that the approach presented here is sensi-
tive to changes that are captured in the distribution of the attributes. However, this
might require the attributes to be enhanced in some cases. For example, consider
monitoring a stream of unattributed networks where each vertex has an associated
ID. The reference set is characterized by the ER(V ; p; q; r) model. That is, each net-
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Figure 5.18: Plots of the LRP Monitoring Statistic Versus Time. Change is Imposed
After t = 20 According to the Experimental Settings in Table 5.1 and is Detected
Through the Monitoring. Cases for δ = 7 are Shown.
work consists of V vertices, r of which are involved in the chatter and the probability
of an edge is q for pairs involved in the chatter and p otherwise, where p < q. Let
s1 denote the set of vertices that are involved in the chatter. Now, consider a change
that is also characterized by the ER(V ; p; q; r) model but with a different set of ver-
tices involved in the chatter. Let s2 denote this set, where s1 = s2 and |s1| = |s2| = r.
Following the monitoring approach outlined in Section 5.3.2, each transaction may
be defined as a four dimensional vector (a1, a2, a3, a4) where a1 is the degree of the
origin vertex, a2 is the degree of the destination vertex, a3 is the Jaccard coefficient
and a4 is the Dice coefficient. Contrasting transactions with these attributes from
the reference set and the changed network fails to detect the change as the change is
not captured in the distribution of the attributes.
The change discussed in the previous paragraph is better captured through incor-
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Figure 5.19: Plots of the LRP Monitoring Statistic Versus Time. Change is Imposed
After t = 15 but Now Transactions Include 100 Attributes. Cases with δ = 7 are
Shown. It Should be Noted that the Change Imposed is Extremely Subtle as it Affects
Only a Few Percent of the Transactions (1, 2, 5%) on 1% of the Attributes.
porating additional vertex-specific attributes in the transaction. In particular, the
attributes may be enhanced to include the vertex IDs so that each transaction is de-
fined as a six dimensional vector (a1, a2, a3, a4, a5, a6), where a5 and a6 are the origin’s
and destination’s vertex IDs and a1 through a4 are defined as before. Applying the
proposed method to transactions with the additional attributes allows us to detect
the mentioned change. This is because the distribution of attributes is now sensitive
to the change.
5.4 Conclusion
The dynamics of entity interactions in complex, real world systems generate net-
work streams. Further complexity is introduced through the layers of data provided
114
by vertex and edge attributes. This chapter studies monitoring the multiple facets of
transactions on such multi-dimensional networks. Two important issues arise in this
context. First is the detection of change in any region defined by transactions’ high
dimension feature space. The second is the detection of change that only affects a
small subset of the transactions (referred to as partial temporal inhomogeneity). A
monitoring method that addresses these two important issues is proposed.
By transforming the network monitoring problem to one of supervised learning,
the proposed method leverages additional byproducts provided by many learners to-
wards monitoring. The class probability estimates are used towards deriving novel
monitoring statistics and the variable importance scores are used as diagnostics tools
for insight on the temporal inhomogeneity.
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Chapter 6
CONCLUSION
This dissertation introduces holistic learning as the integration of a comprehensive
set of relationships that are used towards the learning objective. Specifically the focus
is on multi-target and network monitoring problems for which a set of holistic learning
algorithms are developed.
Chapter 3 introduces a novel tree-based ensemble method called the compound
forest (CF) for the multi-target problem that leverages the relationships across mul-
tiple target attributes towards improving prediction accuracy. The embedding of the
relationships in the learning algorithm allows for improved prediction performance
in the presence of useful relationships while remaining robust in their absence. The
method is justified through its connections to existing methods such as output smear-
ing (Breiman, 2000), adaptive nearest neighbor (Hastie and Tibshirani, 1996) and
importance sampled learning ensemble (Friedman and Popescu, 2003). In addition,
experimental evaluation provides significant evidence for the benefit of CF, with the
biggest improvements resulting from training the trees on a large number of relevant
target attributes. Furthermore, the experiments depict the robustness of the method
in the presence of a large number of target attributes that are of low relevance to each
other. We show the versatility of CF in handling these characteristics on synthetic
and real data from different domains.
For future research, a clustering scheme to group similar target attributes may
be pursued. The distance measure used in clustering may be a function of the node
impurity of the partitions of the feature space obtained using one target attribute with
respect to the other target attributes. Also, in the current implementation of CF,
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the assignment of weights is done through solving a regularized regression problem
that takes other base learners into account. However, since the base learners are
constructed in a parallel fashion, they are constructed independently without taking
into account the other base learners. Future work can include the development of a
serial approach that takes the previous constructed base learners into account.
Chapters 4 and 5 focus on networks that present a rich set of attributes and
relationships for which holistic learning is important. Specifically, monitoring such
systems through a holistic view that takes into account the relationships of multiple
networks attributes is studied. The focus is on the difficult task of detecting a change
in only a subregion of a high-dimensional space of network attributes that requires an
integrated, holistic learning approach. Two monitoring algorithms are developed. The
first method leverages vertex attributes in modeling and monitoring networks through
a logistic regression framework. The second method extends the first to include vertex,
edge and topological attributes in network modeling. This method transforms the
monitoring task into an expedient structure for a machine learning algorithm. The
transformation provides a powerful set of tools for addressing many important issues.
These include the detection of changes that may only be local to subregions of a high-
dimensional space of network attributes, the detection of changes that may impact
only a small subset of the network and finally the development of diagnostic tools that
shed light on the nature of change. Experimental evaluation depicts the heightened
sensitivity of monitoring algorithms that embed network attributes in monitoring for
detecting local change in subregions. Moreover, the benefits of a monitoring statistic
that is specially tailored to detect changes that impact only a small subset of the
network is shown. The statistic is based on a non-parametric estimation algorithm.
For future work, we will investigate the application of this algorithm to clustering
and non-network related statistical process control applications.
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