Abstract. We obtain global extensions of the celebrated Nash-Kuiper theorem for C 1,θ isometric immersions of compact manifolds with optimal Hölder exponent. In particular for the Weyl problem of isometrically embedding a convex compact surface in 3-space, we show that the Nash-Kuiper non-rigidity prevails upto exponent θ < 1/5. This extends previous results on embedding 2-discs as well as higher dimensional analogues.
Introduction
Let (M, g) be a compact n-dimensional manifold with C 1 metric g. The celebrated Nash-Kuiper theorem [31, 33] states that any short immersion or embedding u : M ֒→ R n+1 can be uniformly approximated by C 1 isometric immersions/embeddings. As a particular case, for the classical Weyl problem, i.e. (S 2 , g) ֒→ R 3 with positive Gauss curvature κ g > 0 this result implies the existence of a vast set of non-congruent C 1 surfaces, each isometric to (S 2 , g). This is in stark contrast with the situation for C 2 isometric embeddings: the famous rigidity theorem of CohnVossen [13] and Herglotz [27] states that the C 2 isometric embedding (S 2 , g) ֒→ R 3 is uniquely determined up to congruencies.
The question of what happens inbetween the rigid C 2 case and the highly nonrigid C 1 case on the Hölder scale C 1,θ has a long history. In the 1950s in a series of papers [2, 3] Borisov, building upon the work of Pogorelov [34] , showed that the rigidity of convex surfaces prevails for θ > 2/3. A short modern proof based on regularization and a commutator estimate was provided in [12] . More recently there has been intensive work on lowering the rigidity exponent [16, 23] , one conjecture being that some form of rigidity should hold for all θ > 1/2 [16, 21, 26] .
Regarding the flexible side, Borisov announced in [4] that the Nash-Kuiper statement continues to be valid locally (i.e. for embedding Euclidean balls) for any θ < (1 + n(n + 1)) −1 and globally (i.e. embedding general compact manifolds) for any θ < (1 + n(n + 1)
2 ) −1 . In particular for the Weyl problem this yields θ < 1/7. A detailed proof for the 2-dimensional case for θ < 1/13 appeared in [5] . Subsequently, a simplified proof for the general case appeared in [12] . More recently, in [17] the exponent was raised to θ < 1/5 for the special case of embedding 2-dimensional discs (D 2 , g) ֒→ R 3 by employing reparametrisations to conformal coordinates. Although not explicitly stated in the paper [17] , the same technique would be extendable to (S 2 , g) ֒→ R 3 with θ < 1/7. One of the key features in all previous works is that global embeddings suffer from a loss of regularity and lower Hölder exponents compared to local results. In the present paper our main goal is to obtain global results with the optimal exponents, thus rectifying this shortcoming. Theorem 1.1 (Main Theorem -2D case). Let (M, g) be a 2-dimensional compact manifold with C 1 metric and let u : (M, g) ֒→ R 3 be a short immersion of class C 1 . For any ε > 0 and any 0 < θ < 1/5 there exists a C 1,θ isometric immersion v : (M, g) ֒→ R 3 such that v − u C 0 (M) < ε. Moreover, if u is an embedding, v can be chosen to be an embedding.
More generally, we are able to obtain a similar result for general n-dimensional case, although, since conformal coordinates are not available in this case, the Hölder exponent for n = 2 is worse than in Theorem 1.1 above.
Theorem 1.2 (Main Theorem -nD case)
. Let (M, g) be an n-dimensional compact manifold, n ≥ 3, with C 1 metric and let u : (M, g) ֒→ R 3 be a short immersion of class C 1 . For any ε > 0 and any 0 < θ < 1 n 2 +n+1
there exists a C 1,θ isometric immersion v : (M, g) ֒→ R 3 such that v − u C 0 (M) < ε. Moreover, if u is an embedding, v can be chosen to be an embedding.
The main technique for showing such theorems is the iteration scheme known as convex integration. Originally introduced in [33] , convex integration became a widely used and very powerful technique through the seminal works of Gromov [24, 25] for dealing with various (often underdetermined) systems of partial differential equations arising in geometry and topology, especially in association with the hprinciple. Whilst Gromov's general framework applies very well to open or ample relations, the isometric embedding problem, written in local coordinates as ∂ i u · ∂ j u = g ij amounts to a first order partial differential relation where the analytic convergence (i.e. local) aspects have to be addressed in detail.
Interest in this problem was to a large extent revived in the last decade by the discovery of strong connections to fluid mechanics and the question of anomalous dissipation in ideal turbulence [6, [18] [19] [20] . Indeed, by now the parallel story of optimal Hölder exponents for the Euler equations in fluid mechanics is much more complete, Onsager's conjecture, that is, reaching the optimal exponent 1/3, has recently has been proved in [30] (see also [7] ). Motivated by these successes, convex integration has become a widely used tool in the PDE community, for example for compressible Euler systems in [10] , Monge-Ampere equation in [32] , active scalar equations in [29] , Navier-Stokes equations [8] . We also refer to the survey [21] .
Returning to the isometric immersion problem, the key issue leading to a loss of regularity in global results is that Nash's iteration amounts to successively adding primitive metrics which requires working in local coordinates. To extend this successive improvement to a global setting then requires "gluing" the various coordinate patches. We are able to handle this problem by working on a fixed triangulation of the manifold and perform the gluing by an induction on the dimension of the skeleta. As such, our technique involves a special class of short immersions, called adapted short immersions, which were originally introduced for the Cauchy problem of the Euler equations [14, 15] and used for the isometric extension problem in [28] and [9] . In a nutshell, adapted short immersions link in a quantitative way the deviation from being isometric to the blow-up of the second derivative.
Our key result is Proposition 4.1, which amounts to a kind of sharp quantitative version of what is known as the "relative h-principle" -in a sense the associated boundary value problem for dealing with short immersions which are already isometric on a (lower-dimensional) compact set. Our technique is very flexible in the sense that we are able to transfer any local Nash-Kuiper statement to the global setting. Indeed, we expect that any further improvement of the local 1/5 exponent will be transferable to general compact surfaces by a variant of our Proposition 4.1.
The paper is organised as follows. In Section 2 we fix the notation, recall some useful propositions and lemmata, and introduce adapted short immersions. In Section 3 we provide versions of the Nash-Kuiper technique of adding primitive metrics -the main difference to previous versions of these results (e.g. [9, 12, 17] ) is that we need to localize and consider compactly supported perturbations -this requires using a different mollification scale. Our main inductive proposition, essentially the main new technical element in this paper, is contained in Section 4. Here we focus on the case n = 2 (Sections 4.1-4.6), since in light of the Weyl problem and rigidity this is the most interesting (and, due to the conformal transformation, technically most involved) case, and we merely indicate in Section 4.7 the minor changes required for the case of general dimension. Finally, in Section 5 we show how to perform the induction over skeleta of a triangulation in our quantitative C 1,θ setting.
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Preliminaries
2.1. Notation. Throughout the paper we consider a compact Riemannian manifold (M, g) with a C 1 metric g. We fix a finite atlas {Ω k } k of M with charts Ω k and a corresponding partition of unity {φ k } so that
Furthermore, on each Ω k we fix a choice of coordinates and in this way identify Ω k with a bounded open subset of R 2 . We write g = (G ij ) in any local chart Ω k and the same way denote any symmetric 2-tensor h in local charts by (H ij ). Observe that, since g is a non-degenerate metric and M is compact, there exists a constant γ 0 ≥ 1 such that, in any local chart Ω k , we have 1
Here and in the sequel an inequality of the type G ≤ H for symmetric 2-tensors means that H − G is positive definite; equivalently, G ij ξ i ξ j ≤ H ij ξ i ξ j for all ξ ∈ R 2 . In the paper M, C denote constants independent of any other parameters, while C(·), C j (·), j ∈ N, denotes constants depending upon the parameters in the bracket.
As usual, we define the supremum norm of maps f : M → R n as f 0 = sup x∈M |f (x)|. The Hölder seminorms on R n are defined as
where β is a multiindex. The Hölder norms are then given by
We recall the following interpolation inequalities for these norms:
where C depends on the various parameters, 0 < λ < 1 and
We have the following standard estimates on mollifications of Hölder functions (see for instance [12] Lemma 1 for a proof).
Proposition 2.1. Let ϕ ∈ C ∞ c (B 1 (0)) be symmetric, nonnegative and ϕ = 1. For any r, s ≥ 0, and 0 < α ≤ 1, we have for
Finally, for functions and tensors on M we use the given atlas and associated partition of unity to define the Hölder norms: for any r ≥ 0 we set
Similarly, we define "mollification on M" through the partition of unity. That is to say, for a function u on M we define
One can also check that the estimates in Proposition 2.1 still hold on M with these definitions. Other properties about Hölder norm can be found in many references such as [17] . Finally, we note that these definitions can be easily extended to symmetric 2-tensors h on M using the pointwise norm given by the underlying metric g:
|h(ξ, ξ)|,
Note that because of (2.1) this norm is equivalent to the matrix norm of H(x) given by
In particular, given the C 1 metric g on M (with the local representation g = (G ij ) in local charts Ω k ), we may choose γ 0 from (2.1) sufficiently large so that in addition 
3) Three estimates about the derivatives of Γ hold: for any k ∈ N,
2.3. Decomposition into primitive metrics. We recall the following decomposition lemma for metrics into a finite sum of primitive metrics (in the form of Lemma 3 in [12] ; the original version is Lemma 1 in [33] ):
n×n be a symmetric positive definite matrix. There exists r > 0, vectors ξ 1 , . . . , ξ n * ∈ S n−1 and linear maps n(n + 1).
As in [12] we can argue by compactness to claim that, for any γ > 0 there exists r 0 > 0 such that Lemma 2.2 holds with r = 4r 0 for any G 0 satisfying
For the case n = 2 we have n * = 3. However, as in [17] 
Then there exists a smooth diffeomorphism Φ : Ω → R 2 and a smooth positive function ϑ : Ω → R satisfying
Moreover the following estimates hold:
where the constants c 0 > 0, C j ≥ 1 depend only on α, γ, M and on Ω.
Proof. A classical computation (see e.g. [11] ) shows that (2.6) is equivalent to the linear Beltrami equation
using complex notation with z = x 1 + ix 2 , together with
Indeed, writing (2.6) in differential form notation as
we express the left hand side with complex differentials as λ|dz + µdz| 2 , and obtain the expression for µ in (2.7). Then (2.8) follows by taking the determinant of both sides of (2.6).
Observe that
so that, using (2.5) we deduce |µ|
Define Φ to be the principal solution of (2.7) (i.e. normalized by Φ(0) = 0 and Φ(1) = 1). The lower bound on the Jacobian and the Schauder estimates follow as in [1] .
Short immersions.
The essence of the Nash-Kuiper construction is to start with a strictly short immersion, and successively reduce the metric error via a sequence of short immersions. Given an immersion u : M → R m of class C 1 we denote by u ♯ e the pullback of the Euclidean metric e from R m onto M. Thus, if g is a metric on M, the map u is isometric if and only if u ♯ e = g. In local coordinates (u ♯ e) ij = ∂ i u · ∂ j u. We recall the definition of short immersion:
and strictly short if
with a non-negative function ρ ∈ C(M) and symmetric tensor h ∈ C(M;
Finally, we define adapted short immersions analogously to [9] (see also [15] ). In other words, the estimates (2.9) are consistent with the goal of removing a metric error of amplitude θ whilst keeping ∇u Hölder continuous with exponent θ.
Iteration propositions
In this section we consider the local perturbation problem, called a "step" in [33] . Throughout the section we work in an open bounded subset Ω ⊂ R n and consider immersions u : Ω → R n+1 . In coordinates the pullback metric via an immersion u is given by (∂ i u·∂ j u) i,j=1...n , for which we shall use the matrix notation ∇u T ∇u. Recall that (∇u) ki = ∂ i u k is the Jacobian matrix of the map u. The propositions below are minor modifications of analogous results in [9, 12, 17] . The key difference is that we consider compactly supported perturbations of the metric with general primitive metrics of the form ρ 2 (dΦ) 2 (equivalently, in matrix notation ρ 2 ∇Φ ⊗ ∇Φ). To keep the value of initial immersion out of the support of ρ and at the same time handle loss of derivatives, we mollify the metric and the immersion at different length scales.
3.1.
Adding primitive metrics -a single step.
for some M, γ ≥ 1, ε ≤ δ ≤ 1 and ν ≤ν. There exists a constant c 0 = c 0 (M, γ) such that, for any
Hereγ, C ≥ 1 are constants depending only on M, γ.
Proof. We proceed as in the proof of Proposition 3.1 in [9] . In the following we will denote by C a generic constant whose value may change from line to line, but depends only on M, γ.
ε 1/2ν ≥ν, with c 0 still to be chosen. Initially we only assume that c 0 ≥ 1 so that in particular we may assume the inequalities
We regularize u on length-scale λ −1 to obtain a smooth immersionũ satisfying
. Choosing c 0 ≥ c 2 in the inequality (3.5) constraining λ will ensure this. Then it follows that ∇ũ T ∇ũ is invertible, and hence we can setξ
Directly from construction we have
It follows from (3.11)-(3.12) and (3.3) that
and
where we have used thatν ≤ λ. We define
Using Lemma 2.1 we see that v = u outside supp ̺, so that (3.7) holds. As in [9] we have
for j = 0, 1, 2. Therefore we need to estimate Γ i j for i = 1, 2 and j = 0, 1, 2, where we refer to the C j -norms in x ∈ Ω of the composition x → Γ i (̺(x), λΦ(x)). Using Lemma 2.1 and the assumptions (3.1)-(3.4) we deduce that
where we have used that λ ≥ C(M, γ)ν -this can be guaranteed by an appropriate choice of c 0 = c 0 (M, γ). Similarly, we also have
Thus by (3.17)-(3.19), we derive
Summarizing, we arrive at (3.8), and since ε 1/2 λ ≥ Mδ 1/2 ν, also at (3.9).
We next derive estimates on the metric error, as in [9] . We have
where we have set
1 with
where we have calculated that
2 with
Using (3.13) and Lemma 2.1, we have
1 + E
2 ) = 0. Therefore we may write, using the notation sym(B) = (B + B T )/2,
2 )
2 ) + (
Using the estimates (3.14), (3.15), (3.17), (3.18) and (3.19) we obtain
Recall that ε ≤ δ. Using also that λ ≥ ν, we deduce
Similarly, using the Leibniz-rule as in [9] , we obtain
Therefore, as in [9] , after differentiating (3.20) we deduce
This verifies (3.10). Finally, we verify that v is a bounded immersion. From (3.21) it follows that
provided we choose c 0 ≥ 2γC(M, γ). Using (3.3) and ε ≤ 1 we observe
so that from (3.1) we readily deduce (3.6). This concludes the proof.
3.2.
Adding general metrics -a stage. Next, as in Proposition 3.2 from [9] , we can apply Proposition 3.1 N times successively to add a term of the form
to the metric. Since the proof is exactly the same, here we only recall the statement without proof.
Furthermore, there exists E ∈ C 1 (Ω, R n×n sym ) such that
Here C ≥ 1 is a constant depending only on N, M, γ.
In the 2-dimensional case we can combine Proposition 3.2 with Proposition 2.2 to add a term of the form ρ 2 (G + H) to the metric. Let us recall that G is assumed to be a given C 1 metric, expressed in local coordinates of some chart, identified with an open bounded subset Ω ⊂ R 2 .
for some 0 < δ < 1, α > 0 and λ > 1 such that 2γ ≤ λ α . Then, for any κ ≥ 1 there exists an immersion v ∈ C 2 (Ω;
with estimates 27) and
Here C ≥ 1 is a constant depending only on γ and α.
Proof. We start by mollifying ρ, G and H at length-scale ℓ, with
In this way we obtainρ,G andH such that, using (3.22), (3.23) and Proposition 2.1,
for all j ≥ 1. In particular using (2.2) we deduce, for any 0 < α
Since positive definite matrices form a convex set, we have
Id, since we assumed λ α ≥ 2γ Let h = ρ 2 (G + H) andh =ρ 2 (G +H). We apply Proposition 2.2 to obtaiñ
and, using once again (2.2),
and recalling (3.29) we then deduce
for any j ≥ 1. Define ϑ =θρ so that
and ϑ satisfies
We remark that dist supph, supp ρ ≤ ℓ = λ −κ .
Then from (3.30)-(3.32), in order to addh, we apply Proposition 3.2 with
In particular we fix
with c 1 from Proposition 3.2. We then conclude the existence of an immersion
This shows (3.24)-(3.27). Moreover, the new metric error
Finally, using (3.29), we estimate
Thus we conclude (3.28).
For general dimension n ≥ 3, we can utilize Lemma 2.2 and follow the same argument as in Corollary 3.1 to get a similar result, which is a slightly modified version of Corollary 3.1 in [9] . Recall that r 0 = 1 4 r, where r is the radius in Lemma 2.2.
for some 0 < δ < 1, α > 0 and λ > 1 such that 2γ ≤ r 0 λ α . Then, for any κ ≥ 1 there exists an immersion v ∈ C 2 (Ω; R n+1 ) and E ∈ C 1 (Ω; R n×n sym ) such that ∇v
with estimates 
(3.38) Here C ≥ 1 is a constant depending only on γ.
We point out in passing that in Corollary 3.1 the constant C depended on the exponent α > 0 through the Schauder estimates in applying Proposition 2.2. Since this step is not available in the higher dimensional setting, eventually the constant C does not depend on α.
Inductive construction of adapted short immersion
Let u be an adapted short immersion with respect to some compact set S ⊂ M with exponent θ (c.f. Definition 2.3). In particular
with S = {ρ = 0}. Furthermore, let Σ ⊃ S be another compact subset. Our aim in this section is to show that, under certain conditions, we can modify u to obtain another adapted short immersion with respect to the larger compact set Σ with some exponent θ ′ < θ. The case we will be interested in is where Σ and S are the skeleta of a given triangulation of M of consecutive dimension -see Section 5 below. In particular both are a finite union of C 1 submanifolds on M. In this case the following geometric condition is satisfied: We point out explicitly that the special cases where S = ∅ or Σ = M are admitted in these considerations.
In the following we focus on the 2-dimensional case, and will briefly point out differences in the analogous argument for n ≥ 3 in Section 4.7 below.
The case n = 2.
Proposition 4.1. Let 0 < θ < 1/5 and 0 < α < 1. There exists a constant A 0 = A 0 (θ, α) ≥ 1, such that the following holds:
Let S ⊂ Σ be compact subsets of M satisfying Condition 4.1. Let u ∈ C 1,θ (M) be an adapted short immersion with g − u ♯ e = ρ 2 (g + h) such that ρ ≤ 1/4 in M, S = {ρ = 0}, and in any chart Ω k
1)
for some A ≥ A 0 . Then there exists a new adapted short immersionū ∈ C 1,θ ′ (M) with g −ū ♯ e =ρ 2 (g +h) with respect to
2)
The proof of Proposition 4.1 is divided into five sections.
4.2.
Parameters. First, recall from (2.1) and (2.3) that for any local chart Ω k the coordinate expression G = (G ij ) of g satisfies
and let γ := 4γ 0 . Since ρ < 1/4 and u is an adapted (and hence strong) immersion by assumption, using Definition 2.2 we deduce
Next, set
and for q ≥ 1
. By ensuring that A is sufficiently large (depending on θ, α), we may then assume without loss of generality that
4.3. Definition of cut-off functions. We first decompose M with respect to Σ and S. Let
q+1 , and define for q = 0, 1, 2, . . .
where r * <r * and r * * are geometric constants to be chosen as follows: First of all, choose r * * > 0 so that
Indeed, recall from (2.9) and the discussion following it, that ρ is θ-Hölder continuous and hence ρ(x) ≤ A θ dist(x, S) θ . In particular, for any x ∈ S q+1 , one has ρ(x) ≤ r θ * * δ 1/2 q+2 . Thus such a choice of r * * is possible.
Then, setr * =rr * * , wherer > 0 is the geometric constant in Condition 4.1; this ensures that, for any q ∈ N Σ q \ S q is contained in a pairwise disjoint union of open sets, each contained in a single chart Ω k (4.7)
Finally, choose r * <r * so that 1 2r * < r * <r * , hence (in light of (4.5)) Σ q+1 ⊂ Σ q ⊂ Σ q for all q.
Next, we fix cut-off functions φ,φ, ψ,ψ ∈ C ∞ (0, ∞) with φ,φ monotonic increasing, ψ,ψ monotonic decreasing such that
and in additionφ (s) = 1 on supp φ,ψ(s) = 1 on supp ψ. Set
Using (4.1) and the choice of r q , r * ,r * and the cut-off functions we easily deduce
for some constant C depending on r * ,r * , and moreover 
4.4.
Construction of error size sequence. Our strategy of proving Proposition 4.1 is constructing a sequence of adapted short immersions, which is based on the above cut-off functions and error size. Thus we first define the sequence of error size {ρ q }. Set ρ 0 = ρ and define ρ q for q = 1, 2, . . . inductively as
(4.11)
Lemma 4.1. Let {ρ q } be defined in (4.11). Then for any q = 0, 1, . . .
Proof.
(i) The statement (i) holds for the case q = 0 by the property (4.10) of χ 0 and the choice δ 1 = δ together with (4.4). We now proceed by induction and assume that (i) holds for ρ q , and let x ∈ suppχ q+1 . Observe that in particular x ∈ Σ q+1 . We consider two cases. Case 1. If x / ∈ supp χ q , then from (4.10) it follows that
q+2 . Furthermore, since x ∈ Σ q+1 ⊂Σ q+1 , using the definition ofχ q we deduce that necessarily δ
∈ suppφ. Consequently x / ∈ supp χ j for all j ≤ q, and hence ρ q+1 (x) = ρ 0 (x). This concludes (i) in this case.
Case 2. If x ∈ supp χ q ⊂ suppχ q , then from the induction hypothesis we have
q+3 . For the upper bound, either χ q (x) = 1 in which case ρ q+1 (x) = δ q+2 , or 0 < χ q (x) < 1, implying by (4.10) (and since x ∈ Σ q+1 ) that ρ 0 (x) ≤ 2δ 1/2 q+2 . As above, we deduce that in this case x / ∈ supp χ j for all j ≤ q − 1 and ρ q (x) = ρ 0 (x). It follows that
q+2 . In either case we conclude (i).
(ii) Note that from the definition (4.11) it follows
q+2 , then (i) implies that χ q (x) = 0 and consequently ρ q+1 (x) = ρ q (x). The conclusion (ii) easily follows.
q+1 . From the expression (4.11) we deduce that ρ q−1 (x) ≤ δ 1/2 q+1 , and by the same reasoning we further deduce recursively that ρ j (x) ≤ δ 1/2 q+1 for all j ≤ q. From (i) the conclusion (iii) then follows.
q+1 and x ∈ Σ q+1 . Then, using (ii) we deduce ρ(x) ≥ δ 1/2 q+1 > 2δ 1/2 q+2 , hence from (4.10) χ q (x) = 1. Now we are ready to inductively construct a sequence of adapted short immersions. 4.5. Inductive construction. We will construct a sequence of smooth adapted short immersions (u q , ρ q , h q ) such that the following hold:
(1) q For all M, we have
The following estimates hold in M:
q+1 } ∩ Σ q , we have the sharper estimates
14)
We have the global estimate for q ≥ 1
where C is the constant in the conclusions of Corollary 3.1 in (3.25)-(3.26).
Initial step q = 0. Set (u 0 , ρ 0 , h 0 ) = (u, ρ, h). Since b > 1, it is easy to check (1) 0 − (2) 0 and (4) 0 from (4.1).
Inductive step q → q + 1. Suppose (u q , ρ q , h q ) is an adapted short immersion on M satisfying (1) q − (5) q . We then construct (u q+1 , ρ q+1 , h q+1 ). In fact, ρ q+1 has already been defined in (4.11). We shall estimate (u q , ρ q , h q ) on suppχ q . By (i) in Lemma 4.1, on suppχ q ,
q+1 , then using Lemma 4.1 (iii) we infer that x ∈ ∪ q−1 j=0 suppχ q so that (u q , ρ q , h q ) = (u 0 , ρ 0 , h 0 ). From (4.1) one has
On the other hand, if δ
q+1 . Therefore (4.14)-(4.15) in (4) q leads to
Combining (4.19) with (4.20), using (4.14)-(4.15), one finally has on suppχ q ,
We then apply Corollary 3.1 to construct (u q+1 , h q+1 ). To this end definẽ
From (4.18), one has on suppχ q 5 4
henceρ q andh q are well defined. Besides, on suppχ q , we have
where C are geometric constants. Therefore, using (4.8) and (4.21) we can infer
Therefore (u q ,ρ q ,h q ) satisfies all the assumptions in Corollary 3.1 on suppχ q with δ, λ, α given by 4δ q+1 , Cλ q+2 , θα 4b 2 respectively. We recall (4.7) that suppχ q is contained in a pairwise disjoint union of open sets, each contained in a single chart. Therefore, we may apply Corollary 3.1 in each open set separately in local coordinates to add the termρ 2 q (g +h q ) and take κ in Corollary 3.1 as
Overall we obtain u q+1 and E such that 23) and E satisfying 25) which are implied by (3.27)- (3.28) . From (3.24), one gets supp (u q+1 − u q ), supp E ⊂ supp χ q + B τq (0),
q+2 , where C is the constant in (4.9) and the last inequality holds provided A is sufficiently large. Consequently u q+1 = u q and E = 0 outside suppχ q .
Moreover, (4.16) and (4.17) for the case q + 1 follow immediately from (3.25)-(3.26), hence (5) q+1 is verified. We also define
verifying (1) q+1 . Note that on suppχ q using (4.18) one has
Thus both E and h q+1 are well defined. Besides we can also derive that (ρ q+1 , h q+1 ) agrees with (ρ q , h q ) outside suppχ q . It remains to verify (2) q+1 − (4) q+1 on suppχ q .
Verification of (2) q+1 . If x ∈ q j=0 suppχ j , thenχ q (x) = 0 and therefore
Verification of (3) q+1 . On suppχ q , we first calculate (1 +
3)) and A sufficiently large to absorb geometric constants.
Similarly, using (4.21), (4.23)-(4.24) and (4.26) we obtain
where we have used 5θ
3)) and again assumed A sufficiently large to absorb the constants C. For |∇h q+1 |, we calculate as follows. 
where we have again used that A is sufficiently large. Thus we have shown (4.12) for q + 1, i.e. (3) q+1 is verified.
Verification of (4) q+1 . Observe that
.
Using (4.23), − b < 0, by taking A sufficiently large we absorb the geometric constant C and deduce (4.14) .
In order to verify (4.15) we calculate using (4.24)-(4.25):
q+2 using once again (4.3). By choosing A sufficiently large, we can then absorb again the geometric constants and conclude (4.15) . Hence (4) q+1 is obtained for this case.
On the other hand, if x ∈ {x ∈ Σ q+1 : δ
Therefore, choosing again A sufficiently large to absorb geometric constants,
Moreover, calculating as in (4.27) but this time using (4.32)
q+1 . Similarly, proceeding as in (4.29)-(4.30) we have
Finally, the estimate for ∇ 2 u q+1 has already been obtained in (4.31) . Therefore (4) q+1 is verified also in this case.
Overall we have shown that (u q+1 , ρ q+1 , h q+1 ) satisfies (1) q+1 − (5) q+1 .
Conclusion.
We are now in a position to take the limit as q → ∞. Recalling (4.5) we see that δ
In particular from (5) q we see that {u q } is a Cauchy sequence in C 1 (M). From the formula (4.11) and Lemma 4.1 we deduce 0 ≤ ρ q − ρ q+1 ≤ 2δ 1/2 q+1 , so that {ρ q } is a Cauchy sequence in C 0 (M). From (1) q − (3) q we can also deduce that {h q } is a Cauchy sequence in C 0 (M); indeed, this follows from the formula (1) q , the fact that u ♯ q e and ρ 2 q are Cauchy sequences, and (4.13). Furthermore, since suppχ q ⊂ Σ q and q Σ q = Σ, using (2) q we see that for any x ∈ M \ Σ there exists q 0 = q 0 (x) such that
such that u q →v, u ♯ q e →v ♯ e, ρ q →ρ, h q →h uniformly on M.
The limit (v,ρ,h) satisfies
using (2) q and ensuring A is large enough to absorb the constant C, and, using (3) q ,
Finally, from Lemma 4.1 and (4.10) we see that ρ q ≤ 2δ 1/2 q+1 on Σ. Combined with the observation above that for any x / ∈ Σ ⊃ S we haveρ(x) = ρ q (x) > 0 for some q, we deduce {ρ = 0} = Σ. This proves that (v,ρ,h) is an adapted short immersion with respect to Σ ⊃ S with exponent θ ′ = θ b 2 , and satisfying (4.2) as required. The proof of Proposition 4.1 is completed.
4.7.
The case n ≥ 3. The key difference in the higher dimensional situation is that we have to use Corollary 3.2 instead of Corollary 3.1. Concerning the geometric setup this involves controlling in addition the oscillation of the metric in each chart Ω k . But this merely requires choosing the finite atlas {Ω k } for M in such a way that osc Ω k G < r 0 for any k -this can be assumed without loss of generality.
The difference in estimates in the two corollaries, i.e. 
Proof of the main Theorem
We will concentrate on the case of immersions. The extension to embeddings is straight-forward and follows well-established strategies (see [17, 33, 35] ).
With Proposition 4.1 at our disposal (as well as the higher dimensional analogue explained in Section 4.7), the strategy for proving Theorem 1.1 (as well as Theorem 1.2) for immersions is clear: we perform an induction on dimension on the skeleta of a given regular triangulation of M.
Recall that, given (M, g) we have fixed a finite atlas of charts {Ω k } on M, and in addition we fix a triangulation T on M whose skeleta consist of a finite union of C 1 submanifolds, such that each triangle T ∈ T is contained in a single chart. By compactness of M and a simple mollification argument we may assume that the given short immersion u is smooth and strictly short. In a first step we construct an adapted short immersionũ of M with respect to Σ = ∅ (i.e.ũ is strictly short and satisfies the estimates (2.9)). Proposition 5.1. Let u ∈ C 2 (M; R n+1 ) be a strictly short immersion. There exists 0 < δ * ≤ 1/8 and A * ≥ 1, depending on u and g, such that for any A ≥ A * there exists a strong short immersionũ and associatedh with g −ũ ♯ e = δ * (g +h), and such that the following estimates hold:
The exponent α * only depends on M.
Proof. Since u is strictly short and M is compact, there exists 0 < δ * ≤ 1/8 such that
Using Lemma 1 in [33] (see also Lemma 1 in [35] ), we decompose the metric error into finite number of primitive metrics in the different charts Ω k as
where ξ j ∈ S 2 . Utilizing Proposition 3.2 (or Proposition 3.2 in [9] ), we obtain for any sufficiently large Λ ≫ 1 an immersionũ and metric error E such that
where C 1 is a constant depending only on u, g. Thus using (5.5) we have Obviously we can continue this process along the skeleta Σ 1 ⊂ Σ 2 ⊂ . . . Σ n+1 = M and obtain adapted short immersions (u j , ρ j , h j ) with respect to Σ j , j = 1, 2, . . . , n+ 1 with
After n + 1 steps we finally obtain a global C θ n+1 isometric immersion v := u n+1 of M, with θ n+1 = (Π n j=0 b −2 j )θ. Note that for any fixed θ 0 the recursively defined exponents b j each satisfy b j → 1 as α 0 → 0, and consequently also θ n+1 → θ 0 . Thus, for any θ ′ < θ 0 there exists a choice of α 0 > 0 so that θ ′ < θ n+1 < θ 0 . In this way we can achieve any exponent θ < 1/5 for n = 2 and θ < (1 + n + n 2 ) −1 for n ≥ 3. Finally, observe that (recalling (5. 
