Abstract. In this paper, we present techniques to protect bitslice block ciphers against power analysis attacks. We analyze and extend a technique proposed in [12] . We apply the technique to BaseKing, a variant of 3-Way[9] that was published in [7] . We introduce an alternative method to protect against power analysis specific for BaseKing. Finally, we discuss the applicability of the methods to the other known bitslice ciphers 3-Way and Serpent [1] .
Introduction
The inherent security offered by a block cipher is best evaluated by investigating the cipher's resistance against the set of known cryptanalytic attacks. It is generally agreed that a cipher for which there are attacks that are more efficient than exhaustive key search have an inherent weakness. In our opinion, the absence of this kind of attacks is rightfully the primary criterion for comparison of ciphers.
Although interesting, in many cases the relevance of these cryptanalytic attacks is mostly academic: in practical applications of the cipher they turn out to be irrelevant for several reasons. The attacks might require an unrealistic amount of plaintext/ciphertext pairs, such as differential cryptanalysis and linear cryptanalysis of DES [2, 15] . In other cases, the theoretical weakness only manifests itself in very rare cases. This is the case for weak keys such as in IDEA [10] . In still other cases there is an easy way to protect against the weaknesses. Weak keys of DES and related-key attacks [11] can be avoided by generating keys independently or by deriving them using one-way functions.
In the model for theoretical cryptanalysis, the key is considered to be unknown and an attacker has access only to plaintext and ciphertext, and can possibly manipulate the key in certain ways. He has no access to intermediate computation results. In practical implementations the secrecy of the key, that is considered to be a given in cryptanalysis, must be accomplished by effective physical and logical protection. This is invariably the most expensive and problematic aspect of any serious application using cryptography. Particularly challenging are distributed applications, where smart cards used by consumers, and terminals used by merchants and service providers, use cryptography to secure fund transfers or the conditional access to services (e.g., GSM). As has been shown recently in several publications [14, 5] , implementing cryptographic algorithms on these platforms is not trivial. One of the reasons for these problems is that a combination of hardware characteristics and algorithm coding or the presence of (induced) errors might give away information on intermediate computation results. By using statistical techniques, this information is then used to find the key.
In the long term, this problem can best be dealt with by incorporating on the smartcards and terminal security modules dedicated cryptographic hardware that performs integrity checks and minimises the leakage of information. Such components are not available yet and use must be made from existing components. In this paper, we discuss techniques to protect implementations of bitslice ciphers on state-of-the-art smartcards against power analysis attacks.
Implementation Attacks

Timing Attacks and Simple Power Analysis
In timing attacks, the dependence of the execution time of the cipher on plaintext or key bits is exploited to derive key or plaintext information. An effective protection against timing attacks is writing the code in such a way that the number of cycles taken by an execution is independent of the value of key or plaintext bits (preferably a constant).
In so-called simple power analysis attacks, the attacker makes use of some quantity, measurable at the outside of a cryptographic device, to detect instructions being executed inside it. Typically, this measurable quantity is the power consumption or radiation. This may leak information on key or plaintext bits if the instructions that are executed depend on the values of data that are being processed. An effective way to protect against this type of information leak is to program the cipher as a fixed sequence of instructions. This also implies a constant execution time, effectively sealing up the timing leak.
Differential Power Analysis
In more advanced power analysis attacks, e.g., differential power analysis (DPA) [14] the correlation between the power consumption (or radiation, . . . ) and the values of the operands of the instructions is exploited. Usually, this correlation is weak with respect to the noise on the power consumption. Even if no special measures are taken, several (tens to thousands, depending on the type of instruction and quality of the processor) cipher executions are required to exploit these correlations in an attack.
The basic principle of differential power analysis is that the probability distribution of the power consumption, given that a certain event occurs, can be distinguished from the average probability distribution. The attack is mounted as follows:
-The first step of the attack is to instruct the cryptographic device to perform a number of cipher computations. For each of these computations the power consumption pattern P i is measured and stored together with the known parameters of the computation, that is, a i the plaintext or the ciphertext. This is the data acquisition phase which produces a data set
-Then, an event is specified whose occurrence depends on the value of a number of plaintext (or ciphertext) bits and key bits we wish to determine. Such an event can be, for instance, that the result of an intermediate cipher calculation gives a certain result (which must be at some time present in a CPU register, ALU, bus, or memory cell). We call the target subkey the key bits the specified event depends on. -For each of the possible values of the target subkey, the following check is performed. In the hypothesis that the target subkey s * is correct, the set of power consumption patterns are divided into two groups: those for which the event occurs
(As suggested by these formulas, f indicates whether the event occurs given the known and hypothesis values.) It is assumed that the two subsets D 1 and D 0 can be statistically distinguished for the correct hypothesis. We therefore define some distance between the two distributions. The subkey value for which this distance is maximized, is taken as the correct value. In general, a wrong target subkey value will divide the power consumption patterns in two sets in which the event occurs an average number of times. (However, if the round function has certain algebraic properties, several subkey values, among which the correct one, may be suggested.)
Higher-Order DPA
Depending on the usage of the power consumption pattern we can distinguish differential power attacks of different orders. Generally speaking, N -th order DPA makes use of N different intermediate values calculated at N different times during the execution of the cipher algorithm.
-In first-order DPA as described by Kocher [14] , the event mentioned above is typically the fact that a particular bit (or set of bits) in a CPU register, bus, or memory has the value 1 (or 0). It is usually sufficient to distinguish the two data sets D 0 and D 1 by their average. -In second-order DPA, the event is typically the fact that two bits of operands occurring at different times during the computation, are equal (or different). This situation occurs when one can group a set of samples according to the value of the exor of two operand bits rather than an absolute value of an operand bit.
Protection against DPA can take different forms. Here are two examples:
-The alignment of the power consumption patterns can be made harder by building in random time differences in the cipher execution. This reduces the effectiveness of the attack described above by requiring more power consumption patterns. -Theoretically, first-order DPA can be made impossible by programming the cipher in such a way that the operands bear no correlation with intermediate block cipher states or key bits. The techniques proposed in this paper attempt to do exactly that, through the introduction of random biases and state/key splitting. This can be generalized to resistance against N -th order DPA, where it is required that no set of N operands has a correlation with state or key. These techniques were already proposed in [4] .
In practice, a second-order attack is more difficult to mount than a first-order one. The reasons for this are:
-A more complex layout. In first-order DPA, the probability distributions are one-dimensional, e.g., they represent the power consumption at a given stage in the cipher computation. Usually, for any given stage a subkey hypothesis can be tested by taking the average for the two subsets and use the difference between them as distance. In the second order DPA, the equality (or inequality) of two bits is of interest. Here, a subkey hypothesis has to be tested by determining whether it divides the power samples in two groups with the following properties: in one group, the two power consumption samples have a tendency to increase or decrease together, in the other group they fluctuate in opposite directions. Computing the distance between the two distributions takes more computations than just taking the difference between the averages. More complex processing is thus required. -Increased memory and processing requirements. Especially when a cipher implementation uses random delays, the exact location of the cycles where a certain operand is processed in the power consumption samples is unknown a priori. Hypothesis testing has to be performed for all possible locations. If n samples are of interest for a first order attack, one gets n 2 pairs of samples for a second order attack, thus greatly increasing the demand of data storage and processing. -Increased number of power consumption patterns. To distinguish two distributions from each other, one needs enough samples before a statistically significant result appears. For the same amount of noise, bi-dimensional distributions are harder to distinguish than their equivalent 1D distributions. This is detailed in appendix A. Typically, if z power consumption patterns are needed in the 1D case, about 2z 2 patterns are necessary in the 2D case. Furthermore, the use of random delay spreads the effect of the event in a single dimension, decreasing the signal-to-noise ratio linearly. In second-order DPA, this effect is spread in two dimensions, decreasing the signal-to-noise ratio quadratically.
Before discussing the different protection methods, we discuss correlation and decorrelation. For the sake of brievety, no proofs are given in this version of the paper.
On Correlation and Decorrelation
The correlation between two binary variables (bits) f and g is given by C(f, g) = 2 Pr(f = g) − 1. If f and g can be expressed in terms of a word a of n bits (a 1 , a 2 , . . . , a n ), i.e., f (a), g(a), this can be computed as [7, 8] :
Consider a bit f that can be expressed as a function of two words a and b, i.e., f (a, b). This bit is said to be decorrelated from a if for any linear combination of bits of a, denoted by u t a (with u a selection vector In words, knowledge of a bit f (or word d) gives no information whatsoever on the word a if the word b is unknown.
Consider an operand a (a, δ) that is defined by a = a if δ = 0 and a =ā otherwise. Using techniques introduced in [8] it can easily be verified that all bits of a are decorrelated from a. The complete word a is however not decorrelated from a. δ is called the masking bit.
For an operand a (a, a ) that is defined by a = a ⊕ a it can easily be shown that it is decorrelated from a. Obviously, thanks to symmetry, the operand a = a ⊕ a is also decorrelated from a. a is called the masking word.
It can be shown that a word b that is the result of the computation of two operands a 1 (a 1 , a 1 ) and a 2 (a 2 , a 2 ) is decorrelated from both a 1 and a 2 if a 1 and a 2 are mutually decorrelated (or equivalently, independent).
Moreover, all bits of a word b that is the result of a bitwise logical computation of two operands a 1 = a 1 ⊕ a 1 and a 2 = a 2 ⊕ a 2 are decorrelated from both a 1 and a 2 if the bits at corresponding positions of masking variables a 1 and a 2 are mutually decorrelated (or equivalently, independent).
Finally, for a state a = a ⊕ a , any computation involving only terms of a (or only a ), will have only operands that are decorrelated from a.
The Duplication Method
Louis Goubin and Jacques Patarin [12] propose the Duplication Method: a method for increasing DPA-resistance based on secret sharing. It aims to remove all correlation between operands and intermediate state or key, thus making firstorder DPA impossible. In this section, we discuss the limitations of the methods as proposed in [12] .
The basic principle of the Duplication Method is to split any variable V of a given cipher computation into a set of k other variables V 1 , V 2 , . . . V k such that the variable can be reconstructed through the use of a function f :
The cipher computations are performed on the variables V i such that the relation V = f (V 1 , . . . V k ) holds at all times and without having to calculate V explicitly. Furthermore, the knowledge of k − 1 of the variables V i does not give any information on V itself.
In the practical methods they propose, the Duplication Method is applied to DES and the variables V are split in two parts V 1 and V 2 with V = V 1 ⊕ V 2 . For the linear operations in DES (expansion, bit permutation, exor of output of f-function), the computation can be done on V 1 and V 2 separately and independently (for a linear function L, we have
For the key addition it is sufficient to add it to one of the two variables.
For the S-box evaluation however, the computations involving V 1 and V 2 cannot be kept separated due to the nonlinearity of the S-boxes. Goubin and Patarin [12] propose the use of 12-bit to 8-bit lookup tables
where A is a randomly-chosen secret transformation and S is the original 6-bit or 4-bit S-box. Clearly, For this reason, they propose a variant of their method that uses more compact lookup tables. The S-box computation is performed in the following two steps:
and
with ϕ a secret bijective function. Although ϕ can be chosen such that v 0 can be calculated by combining individual computations (e.g., if ϕ is linear, it reads v 0 = ϕ(v 1 ) ⊕ ϕ(v 2 )), the intermediate state value v is fully determined by a single operand: v 0 . The inability to exploit v 0 for hypothesis testing is only based on on the secrecy of ϕ. Apart from disclosure by a manufacturer, an attacker can learn more about ϕ if he or she has access to a sample card where the cipher can be run with a known key. The problem can thus be factored in two sub-problems, namely, learning more about ϕ and mounting a first-order DPA attack focusing on the v 0 values rather than v. Moreover, the linearity of ϕ (or the fact that it is quadratic) may really help a lot in determining it.
From 
For the second variant of the Duplication Method, bits of operand v 0 are correlated to linear combinations of bits of v. As a matter of fact, we have:
for any of the output bits. In the case that ϕ is linear (as proposed in [12] ), every bit of v 0 is correlated to a linear combination of bits of v with correlation 1.
Bitslice Ciphers
Bitslice ciphers can be implemented using only bitwise logical instructions and (cyclic) shifts. BaseKing is a variant of 3-Way that was described in [7] but never presented at a conference.
BaseKing
BaseKing has a block and key length of 192 bits (24 bytes). It is an iterated block cipher with a round transformation composed of a number of steps, each with its own function. These steps treat the intermediate encryption result, called the state, in a uniform way. The state, denoted by a consists of 12 16-bit words denoted by a 0 to a 11 . The round transformation has 5 steps:
-key addition: the cipher key and a round constant is added to the state.
-diffusion: the words are transformed with a linear transformation with high diffusion (branch number 8):
-early shift: the words are cyclically shifted over 12 different offsets:
-S-box: the words are transformed with a nonlinear transformation operating in parallel on sets of 3 bits:
-late shift: the words are cyclically shifted over 12 different offsets:
The vector of rotation constants used in the shift operations is r = (0, 8, 1, 15, 5, 10, 7, 6, 13, 14, 2, 3).
The round constants are given by:
with q j given by the following pseudo-c program:
BaseKing has 11 rounds and a final output transformation. The final output transformation consists of a key addition and a diffusion step (as described above) followed by a transformation that inverts the order of the words:
Thanks to the arrangement of the steps and the algebraic properties of the operations, the inverse cipher is exactly the same as the cipher itself, with the exception of the round constants. For a detailed treatment of these aspects, we refer to [7] .
Cryptanalysis
The design of BaseKing aims at providing strong resistance against differential and linear cryptanalysis and the absence of symmetry properties. We refer to [7] for a development of this point.
For 3-Way, it has been shown that the lack of a real key schedule allows mounting of a related-key attack [13] . This attack is also applicable to the cipher BaseKing. However, in applications requiring only encryption, MACing and key derivation, related-key attacks can be easily prevented by the application of sound key management principles, i.e., by avoiding key variants.
Protecting Bitslice Ciphers against DPA
This section describes our methods of protecting bitslice ciphers against first order DPA attacks.
Before executing the cipher, the initial value of the state a, i.e., the plaintext, is split into two state shares a and a with a = a ⊕ a . All computations will be performed on the state shares in such a way that the relation a = a ⊕ a holds at all times. The linear steps (early shift, diffusion, late shift) can be applied to the state shares a and a independently and therefore provide decorrelation from state words.
Key Addition
The key addition can be applied by adding the round key to one of the two split states: a ← a ⊕ k. In the assumption that the attacker has no information on a , a first-order DPA cannot be used to gain information on the key k.
However, in [3] , Eli Biham and Adi Shamir describe an attack that uses Hamming weight information on round key words to retrieve the key. The Hamming weight information is obtained by taking the average consumption over multiple cipher computations with the same key. The ability to use this Hamming weight information to derive the key strongly depends on the key schedule. For DES (or Triple-DES) the complete key can be found using "standard techniques from error correcting codes".
Ironically, its lack of a key schedule gives BaseKing an excellent protection against this attack. The cipher key is applied at the end of every round by just exoring it with the state. The subkey words are the same for every round. In the case of 8-bit words, this attack gives on the average 2.54 bits of information per byte, leaving still 24 * (8 − 2.54) = 131 bits to guess. In the case of 32-bit words, this becomes 3.55 bits per word, leaving still 6 * (32 − 3.55) = 171 bits to guess.
Anyway, the knowledge of key information might be exploited to further attack the cipher. A simple way to protect against the key schedule attack is to apply secret sharing on the key. The key k is split into two parts k and k . The exor with k is then executed by a word-by-word exor of the state with k followed by a word-by-word exor of the state with k . The addition of two subkeys per round can even be done with some linear steps in between, if one of the two subkeys undergoes a linear transformation:
In combination with the state secret sharing method, the key secret sharing method can make key addition really symmetric: a ← a ⊕ k and a ← a ⊕ k .
Full State Splitting
Similar to the duplication method of Goubin and Patarin, the state a is split in a and a with a generated randomly before the computation and only recombined at the end of the cipher computation.
The BaseKing S-box operates on sets of three words of the state (e.g., a 0 , a 4 and a 8 ), and transforms them by
with index additions modulo 12. Applying secret sharing gives rise to a i = a i ⊕a i , i = 0, 1, . . . 11. We must determine functions f and f : a i+4 , a i+8 , a i , a i+4 , a i+8 ) (6) that preserve the relation a = a ⊕ a :
The restriction on f and f is that during their computation there are no operands that bear correlation with a. Using the distribution rule of F 2 , we get:
A computation involving only components of a or a cannot involve operands that have a correlation with a. However, due to the presence of the mixed terms, i.e., with components of a and a , the computation of f will necessarily involve terms of a or vice versa. For instance, one gets:
To guarantee decorrelation of all operands, the order in which these functions are computed is important. Consider the expression for f given above. If it is evaluated from right to left, after the addition of the two rightmost terms, the following operand occurs: a i+4 a i+8 ⊕ a i+4 a i+8 = a i+4 a i+8 . Clearly each bit of this operand has a correlation of 1/2 with the corresponding bit of state word a i+8 . Since a is random and independent of a, we have:
a i+8 when a i+4 = 1, 0 when a i+4 = 0, and thus (9)
If the expression for f is evaluated from left to right, it can be shown that no operands occur that have a correlation with the state. The computations of all terms except the last one involve only words of a , hence here decorrelation from a is automatic. For the addition of the last term to the intermediate result of the computation, the presence of a i in the first term implies that the masking words of two terms are decorrelated.
The state splitting method can be generalized to provide protection against second and higher order DPA attacks. In principle, this enables the smartcard designer to adjust the level of security by making DPA attacks arbitrarily difficult. For instance, protecting against second-order DPA requires the state a to be split into three parts, namely a = a ⊕ a ⊕ a . The evaluation of the S-box requires care when deciding in which order the operations must be performed.
The Bias Vector Method
In the bias vector method one of the two split states is in a particular sub-class that can be kept invariant under the cipher computations. For BaseKing this is the class of states where each 16-bit word is either all-0 (0) or all-1 (0). These particular split states are called bias states. A bias state can be represented by a 12-bit vector, called a bias vector.
A bias state is invariant under the shift operations. The diffusion operation maps every bias state to another bias state, since it operates in parallel on the bits of the words. Thanks to the linearity of the diffusion operation, computing the bias vector at the output of a diffusion step from the bias vector at its input can be done with some table-lookups and exors. For example: 3 table lookups in tables with 16 (2 4 ) entries and two exors. Thanks to their compactness, inputoutput bias vector pairs can be computed beforehand and stored in memory for later usage.
The cipher computation operates on a biased state A equal to a ⊕ d. The bias vector corresponding with d is denoted by δ.
For the linear steps including the key addition, the computation is performed on A. The evolution of the bias vector in the linear steps is computed using the table-lookups described above. For each round a new random 12-bit bias vector is introduced.
We explain the computation of the first word of the output of the nonlinear transformation corresponding with:
All other words are computed in the same way. The computation of A 0 is done as follows: The advantage of the bias vector method is that second order DPA will be more difficult to accomplish than in the case of full state splitting thanks to the compact (and possible delocalized) processing of the bias vector. Unfortunately, the bias vector method has the disadvantage that decorrelation is only reached at bit-level and not at word level (e.g., if in a word a i of the state the two LSB bits are equal, the two LSB bits of A i will be equal). In cyclic shift operations, this might give away information via second-order effects.
Coding Results
To evaluate the implementability and cost of the methods described above, several versions of BaseKing were programmed on the ARM7 RISC processor (see www.arm.com for technical and other information). This processor is well know for its very high computation power vs. consumption ratio, and hence is ideal for smartcards. Special care has been taken to guarantee immunity against timing (for instance, handling of pipeline clearing) and SPA attacks. Clearly, the application of the anti-DPA methods has a considerable cost in execution time and code size. In the case of the bias vector method, most of the overhead comes from the computation of the S-box (2119 cycles, 1216 bytes code size).
We did not conduct actual power measurements and therefore were unable to verify whether the use of guarded instructions endangers the immunity against DPA attacks, and hence the last line of the table is only included for information.
More detailed information on the coding and updates will be made available at http://www.protonworld.com/research.
Applicability to 3-Way and Serpent
The bias vector method makes use of particular symmetry properties of the cipher BaseKing and cannot be extended to 3-Way or Serpent. The full state splitting method however can be extended to any bitslice cipher. For 3-Way, both the linear steps and the S-box evaluation can be done in exactly the same way as described for BaseKing.
In Serpent, the linear steps of the round function pose no problem. However, we do not expect that implementing the method for the Serpent S-boxes will be trivial. The BaseKing S-box mapping is very simple, containing only a single nonlinear term with only two factors per output word computation. Moreover, the expression is the same for all output words, only the input words differ. In Serpent, there are 8 different S-boxes, and the expressions of the output bits contain more terms with degrees up to 3. This is likely to give more mixed terms in the expressions of Serpent's equivalents of the f and f functions and a relatively more important reduction in performance. Special care must be taken in the order of evaluation of these functions to guarantee correlation immunity (if possible). Moreover, due to the lack of symmetry in the Serpent S-boxes, this may give rise to an important overhead in code size.
A First Order vs. Second Order DPA
Using a simple statistical model we compare the distinguishing power of second order DPA and first order DPA, i.e., we compute the required number of samples for both methods under identical noise levels.
Assume an emitter has chosen one of the two random process (with x a continuous variable, e.g., the power consumption at a given stage):
-Process f , probability density f (x); -Process g, probability density g(x).
The observer receives a sequence of x i and wants to determine whether it comes from f or from g. From the observer's point of view, the probability that values in [x i , x i + dx i ] come from f is:
and similarly for g,
For simplicity, we now assume that P (f ) = P (g), and thus one gets
In order to detect f over g, we must reach the situation where
For simplicity, let λ = e. Taking the logarithm on both sides, it reads:
The main question we address is how many samples (parameter z) are required to reach this condition. Assuming that the emitter chose the random process f , i.e., distribution f (x) applies, each new x i will on average contribute to the sum in (11) as much as:
where D(f g) happens to be the relative entropy of f and g (see [6] ). Therefore, the average number of samples required to clearly distinguish f from g is z ∼ 1/D(f g). The above result does not depend on a particular form of f (x) or g(x). We will now illustrate this with normal distributions: -First order DPA: One has to distinguish between two noisy sets with slightly different averages. We thus create two classes, one for logical zero f ∼ N (0, σ) and one for logical one g ∼ N (1, σ). See Figure 1 (left). -Second order DPA: The same individual distributions are used. However, one is interested in the exor of two independent bits. Therefore, we create two 2D distributions. See Figure 1 N (0, σ) × N (1, σ) and N (1, σ) × N (0, σ).
Notice that symmetry implies D(f g) = D(g f ) in this case. We numerically evaluate D(f g) with varying σ for both first order and second order DPA. The results are listed in the table below. It appears that the number of samples necessary for second order DPA is much higher than that of first order DPA with the approximate relationship z 2 nd ODPA ≈ 2z 
