or a gauging station, the flow duration curve (FDC) is a plot of streamflow values against the percent of time that the streamflow either equals or exceeds a specific value. The plot considers the full range of flows and is constructed over a specified period of time scaled between 0% and 100%. The time interval for constructing an FDC depends on the need, but daily average discharge values are usually used; sometimes weekly, monthly, or seasonally averaged values are also used. However, averaging over longer time intervals obscures details of the variations in flow, and the effect of varying time interval is not the same for all streams. The differences between an FDC based on daily discharge values and that based on monthly values can be as high as 35%, as noted by Foster (1934) . For large streams where the flow from day to day is almost uniform, weekly FDC may be almost the same as daily FDC, whereas for flashy streams with sudden floods lasting for a few hours in a day, the daily and weekly FDCs will be greatly different.
FDCs are constructed using the entire range of flow conditions for any given stream. If the FDC of a stream is based on long-term flow, then it can be employed for predicting the distribution of future flows for water supply (Mitchell, 1957) , hydropower (Hickox and Wessenauer, 1933) , sediment load (Miller, 1951) , and pollutant load (Searcy, 1959) . It can also be utilized to compare watersheds and hence their clustering, to construct load duration curves for total maximum daily loads (TMDLs) (U.S. EPA, 2007) , to forecast future recurrence frequencies, to determine the low flow threshold for defining droughts, and to construct power duration curves.
Flow duration curves are generally constructed empirically. A typical semi-log FDC exhibits a sigmoidal shape, curving upward near the flow duration of 0% and downward at a frequency near 100%, with a nearly constant slope in between. The overall slope of a flow duration curve is an indication of streamflow variability at the gauge, reflecting, in turn, the integrated effect of watershed characteristics. For practical applications, the U.S. EPA (2007) classified the flow region into five different classes: 0% to 10% interval for high flows, 10% to 40% for moist conditions, 40% to 60% for mid-range conditions, 60% to 90% for dry conditions, and 90% to 100% for low flows.
This study employs the Tsallis entropy to analytically derive the flow duration curve (FDC) . Since the FDC requires information on mean flow as well as the lower and upper limits of flow, these flows are related to the drainage area. The derived FDC is then expressed in terms of one parameter that is uniquely related to the ratio of mean flow to the maximum flow. This study also investigates the transferability of the FDC from one location to another on the same river or within the same basin and if it can be used in forecasts corresponding to a given probability. It also investigates the variation of entropy with time interval for which the FDC is constructed.
TSALLIS ENTROPY-BASED DERIVATION OF FLOW DURATION CURVE
Entropy is a measure of uncertainty of a random variable or its probability distribution. Because the system under consideration is represented by the random variable, entropy can be considered as a measure of the uncertainty associated with the system. Since information and uncertainty are inversely related, that is, information reduces uncertainty and more information means less uncertainty, entropy can also be considered as a measure of entropy. Many forms of entropy have been proposed in the statistical mechanics literature (Singh, 2013) , but the most popular form is the Boltzmann-Gibbs-Shannon entropy (Shannon, 1948) . In recent years, another form of entropy, called the Tsallis entropy (Tsallis, 1988) , has been proposed. The Tsallis entropy is a generalization of the Boltzmann-GibbsShannon entropy and is receiving considerable attention these days. The greatest advantage of the Tsallis entropy is that it satisfies three fundamental properties: universality, ubiquity, and eternity. This is what motivated the use of the Tsallis entropy in this study. Because uncertainty is quantified by a probability distribution, entropy allows us to determine the probability distribution, and with the use of physical reasoning we can determine a physical relationship, such as an FDC.
For deriving an FDC, it is assumed that temporally averaged discharge (Q) is a random variable, varying from a minimum value (Q min ) to a maximum value (Q max ), with a probability density function (PDF) denoted as f(Q). The time interval for which the discharge is averaged depends on the purpose for constructing an FDC, but frequently it is taken as one day. The procedure for deriving the FDC entails essentially two main steps: maximizing the Tsallis entropy and hypothesizing the cumulative distribution of discharge in terms of time. The first step involves the specification of constraints, use of the method of Lagrange multipliers for optimization of the Tsallis entropy, derivation of the probability distribution of discharge, and determination of the Lagrange multipliers. Each of these steps is now discussed.
The Tsallis entropy (Tsallis, 1988) , denoted as H, for discharge Q can be defined as:
where m is the entropy index. If discharge is available as a discrete series, the Tsallis entropy takes on the form:
where p(Q i ) = p i is the probability that Q = Q i , P = {p i , i = 1, 2,..., N} is the probability distribution of Q, and N is the number of values that Q takes on between its maximum and minimum. Equation 1a expresses a measure of uncertainty about f(Q) measured by {(1−[f(Q)] m-1 )/(m−1)} or the average information content of sampled Q. Therefore, f(Q) must be derived first, which can be accomplished by maximizing H(Q), subject to specified constraints. In order to determine the f(Q) that is least biased toward what is not known and most biased toward what is known (with regard to discharge), the principle of maximum entropy (POME), developed by Jaynes (1957 Jaynes ( , 1982 , is invoked. POME requires the specification of certain information on discharge, expressed in terms of what are called constraints, and leads to the most appropriate probability distribution that has the maximum entropy or uncertainty (Singh, 1998) .
For purposes of simplicity from a practical standpoint, it is assumed that all that is known is the mean discharge, which can be expressed as:
The mean discharge is a relatively stable quantity, and its value can be obtained from measurements. Since f(Q) is a PDF, it must satisfy:
For maximizing the Tsallis entropy defined by equation 1, the method of Lagrange multipliers can be employed. To that end, the Lagrange function can be constructed using equations 1 to 3 as:
Differentiating equation 4 with respect to f(Q) and equating the derivative to 0, we obtain the entropy-based PDF of Q as:
It is interesting to note that at Q = 0, f(Q) becomes:
The PDF given by equation 5 has two unknown Lagrange multipliers, but they can be determined using equations 2 and 3.
Substituting equation 5 into equation 3, we obtain: 
Integration of equation 8 results in: Then equations 7 and 9 can be cast, respectively, as: Equations 10 and 11 are implicit in the Lagrange multipliers λ 0 (or λ * ) and λ 1 but can be solved numerically without any difficulty.
The cumulative probability distribution function (CDF) of Q can be obtained by integrating equation 5 from Q min to Q as:
If Q min = 0, equation 12 reduces to:
Equation 12 can also be written for Q explicitly as: 
Equations 14a and 14b are quantile-probability relationships.
The maximum Tsallis entropy or uncertainty of discharge can be obtained by substituting equation 5 into equation 1:
In order to derive the FDC, it is assumed that all temporally averaged values of discharge Q measured at the gauging station under consideration between Q min and Q max are equally likely. In reality, this is not highly unlikely because different values of discharge occur at different times, and each value is equally likely. The cumulative probability distribution of discharge can then be expressed as one mi-nus the percent time (or the ratio of time to the period of time under consideration, say 365 days for daily discharge). The probability of discharge being equal to or less than a given value of Q, or the cumulative distribution function of discharge (CDF), F(Q) = P(discharge ≤ a given value of Q), P = probability, can be expressed as:
where t is time (say in days), τ is dimensionless time, and T is the duration under consideration (say 365 days). It should be noted that on the left side the argument of function F in equation 16 is variable Q, whereas on the right side the variable is τ. The CDF of Q is not linear in terms of Q, unless Q and τ are linearly related. It may also be noted that a similar hypothesis was employed when using the entropy theory for deriving infiltration equations by Singh (2010a Singh ( , 2010b , soil moisture profiles by Al-Hamdan and Cruise (2010) and Singh (2010c) , and velocity distributions by Chiu (1987) , Barbe et al. (1991) , Singh and Hao (2011) , Hao and Singh (2011) , and Cui and Singh (2012 , 2013a , 2013b . Of course, it is plausible that F(Q) might have a different form that needs to be verified using empirical data.
DETERMINATION OF ENTROPY INDEX
The value of entropy index m is greater than 0, but the question arises as to what the actual value of m is or should be. Figure 1 shows the flow duration curve (FDC) at station 02131000 estimated using m = 4/3, 2, 5/2, 3, 13/4, and 4, where the Lagrange multipliers were computed using equations 10 and 11. It is seen from the figure that the high discharge part of the FDC is closer to the observations for m = 5/2, 3, and 13/4, while the low discharge part of the FDC is closer to the observations for m = 4. The estimated sum of squared errors for the FDC corresponding to m = 4/3, 2, 5/2, 3, 13/4, and 4 was, respectively, 65.57, 48.39, 31.71, 12.52, 17.33, and 21 .24 m 3 s -1 . Thus, m = 3 was selected for use in this study.
REPARAMETERIZATION
Analysis becomes simpler and useful relations are obtained if reparameterization is done as follows. Let:
Considering Q min = 0, the ratio of f(0) to f(Q max ) can be expressed in terms of M as:
Equation 19 defines M and shows that if M = 0, f(0) = f(Q max ), and the distribution of discharge would tend to be uniform. On the contrary, if M = 1, f(0) = 0, and f(Q max ) would tend to infinity, which means that the probability distribution of discharge would be highly non-uniform. Thus, M can be used as an index of the uniformity of the probability distribution of discharge.
When discharge tends to reach Q max , F(Q max ) = 1, and equation 14b with Q min considered as 0 yields: 
Dividing equation 14a by Q max , we obtain: 
Rearranging equation 23, we obtain:
Equation 22 can then be simplified by inserting equation 24 as:
In equation 25, the Lagrange multipliers are replaced with M, and hence the flow duration curve can be determined with only one parameter, M.
The mean flow can be determined by taking the first moment of equation 5 as: To establish the relationship in equation 28a, the M value was computed from equation 18 by solving for the Lagrange multipliers with the use of equations 10 and 11, and it is plotted against the ratio of mean to maximum discharge in figure 2. Annual mean and maximum discharge values for five recent years collected from 13 stations on the Pee Dee River were used for verification. More details about the data are discussed later. It can be seen from figure 2 that M is linearly related to the ratio between the mean flow and maximum flow, which using regression can be written as:
with a squared correlation coefficient of 0.9972.
VALIDATION DATA
In order to evaluate the entropy-based flow duration curve, 13 stream gauging stations located on the Pee Dee River in South Carolina were selected. The Pee Dee River is large and wild, having a length of about 373 km. Most of the land bordering the river is floodplain forest, and the lower part of the river floodplain has been developed for rice. The climate of the Pee Dee River basin is typical of the southeastern U.S., where the average temperature is about 20.5°C and the average annual precipitation is 1195 mm. The gauging stations are operated by the U.S. Geological Survey. Table 1 gives relevant information on these stations and their lengths of records. The drainage areas for these stations vary from 11 km 2 to 36,519 km 2 and represent a broad range of flow conditions. 
GOODNESS-OF-FIT TESTS
Four goodness-of-fit tests were employed to evaluate the goodness of predicted FDCs: 
Average bias (Bias):
Root mean square error (RMSE):
where Q o (i) is the ith observed discharge, Q c (i) is the ith computed discharge, o Q and c Q are the average values of observed and computed discharges, respectively, and N is the number of observations.
BEHAVIOR OF MEAN, MINIMUM, AND MAXIMUM FLOWS
For all 13 stations, the values of mean (Q mean ), minimum (Q min ), and maximum (Q max ) flows, and the ratio of mean flow to maximum flow were obtained for each year of record. For a sample station (02131000), figure 3 plots histograms of Q min , Q mean , and Q max . The average values of minimum, mean, and peak flows for each station were computed and are tabulated in table 2. It can be seen that the discharge values for different stations show significant differences; for example, the mean value varies from 0.17 m 3 s -1
to greater than 283 m 3 s -1 . Ogden and Dawdy (2003) and Gupta et al. (2010) showed a power law relating peak discharge to drainage area. Thus, average values of minimum, mean, and peak flows were plotted against drainage area, as shown in figure 4 . The log-log plots show a power relationship of Q min , Q mean , and Q max values with drainage area, and the power law fitted well with a coefficient of determination around 0.9. Furthermore, the ratio of mean flow to maximum flow was also plotted versus the drainage area, but the relationship was found to be weak.
DETERMINATION OF LAGRANGE MULTIPLIERS
The Lagrange multipliers were computed by solving equations 10 and 11, which involve Q mean and Q max , and were plotted against Q mean and Q max , as shown in figure 5 . Figure 5a shows the variation of λ * with mean discharge for different values of λ 1 , and figure 5b shows the variation of λ 1 with maximum discharge. It can be seen from the figures that the Lagrange multipliers retain the same sign. For positive values, λ * decreases with increasing Q mean and λ 1 decreases with increasing Q max , while for negative values their behavior is opposite. Comparing the two figures, it is seen that λ * has a wider distribution than λ 1 ; furthermore, λ 1 drops quickly to below the value of 0.1. The relations between the two Lagrange multipliers for different values of maximum discharge and mean discharge are shown in figures 5c and 5d. In both figures, λ * increases with λ 1 but with different slopes. The slope is milder for Q mean = 10 and 100 m 3 s -1 but much faster for Q mean = 500 and 1000 m 3 s -1 . The Lagrange multiplier λ * also increases with Q mean or Q max . For constant λ 1 , λ * is larger for higher Q mean or Q max .
Histograms of Lagrange multipliers were also computed, as plotted in figure 6, which shows that the value of λ 1 is highly concentrated within the values between 0 and 0.025, whereas λ * is distributed widely. The Lagrange multipliers computed for each station are listed in table 3. The mean values for all basins obtained for λ 1 and λ * were respectively, 0.012 and 0.175, with standard deviations of 0.051 and 0.167, and skewness coefficients of 2.957 and 1.712. 
COMPUTATION OF M
To estimate the flow duration curve for a given year, the first step was to compute the M value from the given values of mean and maximum discharges. It is noted that equation 23 was derived by assuming Q min = 0; however, Q min is not small enough to be neglected, as seen from table 2. Thus, the modified discharge using Q′ = Q − Q min was preferred to compute M. The M value was computed using equation 23 for each year of record, and then the mean, standard deviation, and coefficient of variance of the computed values were calculated, as shown in table 3. The M values computed from equation 23 had different ranges for each station, and a histogram of M was plotted for each station, as shown in figure 7 for three sample stations. The histograms varied from one station to another, but seemed to fit the normal distribution in all cases. In general, M varied from 0.2 to 1.6, and its standard deviation was around 0.2 to 0.4. Combining values of five stations, a histogram of the M values was plotted, as shown in figure 8 . Again, M seemed to follow a bell-shaped distribution, with a mean value of 0.798 and a standard deviation of 0.493. However, when computing the flow duration curve for a given station, the M value listed in table 3 was used. The average values of M were also plotted against the drainage area, but the relationship was weak.
COMPUTATION OF FLOW DURATION CURVE FOR GAUGED STATIONS
After obtaining M, the next step was to calculate the flow discharge using equation 21. Figure 9 shows the com- 
COMPUTATION OF GOODNESS-OF-FIT VALUES
For all 13 stations, the entropy-based flow duration curves compared well with the observed flow duration curves. The coefficient of correlation, average bias, root mean square error, and Nash-Sutcliffe efficiency were computed for the flow duration curves for all 13 stations and are given in table 4. For the flow duration curves of the five gauging stations using the Tsallis entropy, the r 2 varied from 0.986 to 0.994, Bias varied from 0.32 to 41.31 m 3 s -1 , RMSE varied from 0.05 to 28.67 m 3 s -1 , and NSE varied from 0.932 to 0.971. In general, the Tsallis entropy-based flow duration curves were in agreement with the observed curves, as reflected by the statistical measures given in table 4. In particular, the coefficient of correlation and NashSutcliffe efficiency were very close to 1, which showed the goodness of fit.
The entropy values given in table 4 reflect the relative goodness of fit. The entropy values were quite comparable, and agreements between the observed and computed flow duration curves were also comparable. Since the differences between entropy values for different curves were small, it was difficult to judge the fit based on the entropy values alone. The lower values reflect less uncertainty, meaning a better fit, and this was observed somewhat.
COMPARISON WITH FDCS COMPUTED USING SHANNON ENTROPY
The flow duration curves based on the Tsallis entropy were compared with the flow duration curves computed using the Shannon entropy. The Shannon entropy can be considered as a simplification of the Tsallis entropy, where m = 1. The flow duration curve estimated by the Shannon entropy was shown to represent the observation well . Thus, one may be interested to determine whether the Tsallis entropy will be comparable to the Shannon entropy. Figure 10 compares the two entropybased flow duration curves and the observed FDCs. It can be seen from the figure that the Tsallis entropy-based curves fit the observations a little better. The Shannon entropy-based flow duration curves had a larger estimation error. For the computation in figure 10a, 
PREDICTION OF FLOW DURATION CURVE FOR UNGAUGED STATIONS
The FDC can be forecast ahead of time for a given station, once the entropy parameter has been determined. For a sample gauging station (02131000), the observed data for the years 1938 to 2006 were used as past information, from which the distributions of Q min , Q mean , and Q max as well as M were obtained. The data from 2007 to 2011 were used for forecasting. To predict the flow duration curve, Q min , Q mean , and Q max need to be forecasted. Since the future values of peak, minimum, and mean discharge are subject to uncertainty, they can only be predicted for given probability values. However, instead of using time series forecasting, Q min , Q mean , and Q max of 1, 2, 10, and 50 year recurrence intervals were computed from the information given by the series 1938 to 2006. For example, the Q max values of the 1, 2, 10, and 50 year recurrence intervals for station 02131000 were 441.7, 1039.2, 1915.9, and 2732 .2 m 3 s -1
, respectively. The M values were then computed, and flow duration curves were constructed for the different recurrence intervals. The predicted flow duration curves of 1, 2, and 10 year recurrence intervals are shown in figure 11 with observations for the years 2009 and 2011. It can be seen from figure 11b that the observed FDC for 2011 is in close agreement with the predicted one-year recurrence interval FDC, whereas the observed FDC for 2009 ( fig. 11a ) is in close agreement with the predicted two-year recurrence interval. The result were even closer to the actual recurrence intervals, since it was found that the FDC for 2009 was a 2.2-year value, and the FDC for 2011 was a 1.3-year value.
Based on the power relationship between discharge and drainage area, the proposed method can also used to predict the FDC of a nearby basin without any information on historical discharge. For example, assume that there are no discharge records for stations 02135000 and 02130840, and 134 km 2 . Therefore, Q min , Q mean , and Q max were computed using regression, as shown in figure 4. Once Q mean and Q max were known, M was computed as before, using equation 23, which produced M values of 0.243 and 0.407 for these two stations. Thus, the FDC was predicted using the above values and compared with the observations for year 2011, as shown in figure 12. It can be seen from the figure that the predicted FDC is in close agreement with the observed FDC, and the RMSE values were only 3.39 and 0.86 m 3 s -1 . However, this method did not accurately predict the maximum value in figure 12b , where the observed value was unusually large.
SENSITIVITY OF ENTROPY
The flow duration curves discussed in the previous section were computed by using daily streamflow values. Flow duration of more than one day of streamflow can also be estimated using the same processes. The sensitivity of entropy to the computation interval was evaluated, as shown for three sample stations in figure 13 . The entropy was computed by equation 1b from the whole given series for all 13 stations. It can be seen from the sample figure that the entropy increases with increasing time interval. However, the rate of increase is high during the first phase for about 15 days, but as the interval increases the rate significantly decreases. After about 15 days, the rate of entropy The entropy of the first phase was fitted by a power law. The exponents for the first part were 0.63, 0.18, and 0.07 for stations 02130900, 02131000, and 02135200, respectively. For all 13 stations, the exponent averaged 0.24, as shown in table 5. The entropy of the second phase was fitted by a linear equation, where the slope was less than 0.0005. Although the change points between two phases were different for different years, all occurred around the 15th day; for example, the change points were 16, 13, and 16 days for stations 02130900, 02131000, and 02135200, respectively.
CONCLUSIONS AND DISCUSSION
This article provides a new method for estimating the flow duration curve by the Tsallis entropy. For any watershed, researchers can apply this method with knowledge of the mean, minimum, and maximum streamflow values. With the steps discussed in this article, researchers can obtain the parameter M from the mean and maximum streamflow data, which can then be applied to estimate streamflow. In addition, mean and maximum streamflow values of ungauged stations can be estimated using the relationship between the mean or maximum streamflow values and drainage area. In this way, flow duration can be also estimated for ungauged stations.
The following conclusions are therefore drawn from this study: (1) With the entropy method, the parameters of flow duration curves can be determined in terms of specified constraints, which themselves are determined from observations. This obviates the need for fitting. (2) For all stations in this study, the computed flow duration curves were found to represent the observed duration curves satisfactorily. The Tsallis entropy-based predicted flow duration curves fit better than the Shannon entropy-based curves and have less estimation error. (3) The flow duration curves can be forecasted using the entropy method, and the prediction is consistent with actual flow recurrence intervals. (4) The proposed method also performs satisfactorily in forecasting the FDC at nearby stations using the power relationship between discharge and drainage area. (5) The sensitivity of entropy was examined for different intervals, and the rate of entropy increase was consistent for each station.
The benefits of an empirical flow duration model are quite evident for water planners but extend further to include water quality planning. For example, the U.S. Army Corps of Engineers performs significant dredging operations to keep waterways free of sediment. A model of flow duration curves provides a path to modeling stream power, sediment input, and sediment movement based on various return periods of total flows over a year, facilitating planning of dredging needs and costs. 
