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Abstract.The paper details the results of processing the fatigue data experiments to find the regression function.  
Application software for statistical processing like ANOVA and regression calculi are properly utilized, with 
emphasis on popular software like MSExcel and CurveExpert.  
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1.Introduction 
 
For many practical applications and technologies an important step is the laboratory test 
of  every  new  constructive  solution.  Between  many  test  procedures  and  methods  a  major 
position is occupied by the fatigue check, especially by the  welded joints. The paper basic 
idea is that the convex fillet welds are more likely to crack and run out than the concave ones, 
in case of fatigue tests. This is due to stress concentrators placed at the intersection between 
the base and the filler material, which in case of convex fillet welds, because of the bead 
shape which are higher than the ones in the case of the concave fillet, which welds smoothly 
connected with base material. 
 
2. Characteristics of the welded probes 
 
The experiment used six welded samples as follows: 
-three samples A1, A2, A3, with fillet welds (MAG welding), using full wire: the plates were 
placed perpendicular between them (fillet weld): weld bead with convex shape; 
-three samples D1; D2; D3 with fillet welds, (MAG welding), using routine cored tubular 
wire, the plates also placed  perpendicular between them: weld bead with concave shape. 
The samples A1, A2, A3 and D1, D2, D3, were mechanically cut from two other bigger 
welding samples, marked with A and D, with dimensions: 10X150x370 and a thickness of 10 
mm. 
We  have  chosen  the  base  material  of  the  both  samples  to  be  S  235  JR,  with  chemical 
composition and mechanical properties indicated in NF EN 10028-2. 
Filler material for the welding of the sample marked with A, with convex bead, is a full 
wire symbolised G3Si1, according EN 440. On the other hand, the filler material for  the 
sample marked with D, with concave bead, is a routile core wired symbolised withT 42 2 P M 
1 H5 – according to EN ISO - 17632-A.  
The shielding gas in both cases, is gas M21 MIX ( Ar /CO2)–  , according with EN 439. 
The results obtained in case of fatigue tests of those six samples, are shown in table 1. 
A first attempt in this case, of  small samples of data (tab.1)  - here the numbers of 
cycles until breakage with the concave and convexes welds as columns (tab.2)- is to find the   Fiabilitate si Durabilitate - Fiability & Durability    Supplement no 1/ 2012 
  Editura “Academica Brâncuşi” , Târgu Jiu, ISSN 1844 – 640X 
 
 
 
 
407 
correlation coefficient, a possible orientation in the direction of correlation, very easy with the 
MSExcel (tab.3) or other usual computer software. The calculus gives a value of 0.999989 of 
the correlation coefficient r, suggesting a close relation between the two columns.  
 
3. Fatigue test results and preliminary processing 
 
Tab.1 Fatigue test results 
 
 
No. 
 
Weld 
bead 
form 
Type 
Cycles  
Freq. 
[Hz] 
Applied 
Force ±Fi 
[KN] 
Amplit. 
[mm] 
Time  to 
Probe 
breakage [s] 
Nr. of 
cycles to 
breakage= 
=time*freq. 
 
1 
C
o
n
v
e
x
 
s
h
a
p
e
  A1 
1
0
 
±F1=±14  0.15  594  5940 
2  A2  ±F2=±9  0.15  1488  14880 
3  A3 
±F3=±5.5-
5100s 
±F3’=±7.5-
2284s 
0.05  7384  73840 
4 
C
o
n
c
a
v
e
 
s
h
a
p
e
  D1 
  ±F1=±14  0.14  1850  18500 
5  D2  ±F2=±9  0.1  3760  37600 
6  D3 
±F3=±5.5-
5100s 
±F3=±7.5-
11800s 
0.04  16900  169000 
 
Tab.2 Fatigue data        Tab. 3Correlation calculus   
 
5940  18500 
14880  37600 
73840  169000 
 
 
Next  step  is  to  test  the  null  hypothesis.  It  is  important  to  understand  that  the null 
hypothesis can never be proven. A set of data can only  reject a null hypothesis or fail to 
reject it: if comparison of two groups reveals no statistically significant difference between 
the two, it does not mean that there is no difference in reality. It only means that there is not 
enough evidence to reject the null hypothesis (in other words, the experiment fails to reject 
the null hypothesis) [2]. For the data (columns) in table 2 the null hypothesis in ANOVA is 
that the means of the groups are equal.  In other words, if the null hypothesis is true, it means 
that these  2  groups  are  all  from  the  same  population (these  2  groups  with  their  different 
sample means simply represent 2 points on the same sampling distribution).  If the hypothesis 
is true, then the "between group variance" will be equal to the "within group variance."  The 
"between group variance" (or Mean Square due to Treatments or MSTR) is an estimate of the 
variance of the population if the null hypothesis is true. We find it by calculating the variance 
  
Column 
1 
Column 
2 
Column 1  1    
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between the 2 sample means, using the mean of ALL the observations as the estimate for the 
population mean; the "within group variance" (or Mean Square Error or MSE) is an average 
of the 2 actual sample variances found.  If the null hypothesis is true, the "between group 
variances" must be equal (close to) to the "within group variances"[4]. A one-way ANOVA 
test (tab.4 and 5) was conducted using MSExcel (Anova: Two-Factor Without Replication).  
 
Tab. 4 ANOVA summary   
SUMMARY  Count  Sum  Average  Variance 
Row 1  2  24440  12220  78876800 
Row 2  2  52480  26240  258099200 
Row 3  2  242840  121420  4.528E+09 
Column 1  3  94660  31553.3333  1.361E+09 
Column 2  3  225100  75033.3333  6.714E+09 
 
Tab. 5 ANOVA results  
ANOVA                   
Source of 
Variation  SS  df  MS  F  P-value  F crit 
Rows  1.412E+10  2  7060144267  6.9594988  0.125636  19 
Columns  2.836E+09  1  2835765600  2.7953405  0.236502  18.51282051 
Error  2.029E+09  2  1014461600          
Total  1.898E+10  5             
 
The amount of evidence required to accept that an event is unlikely to have arisen by 
chance is known as the significance level or critical p-value: in traditional Fisherian statistical 
hypothesis testing, the p-value is the probability of observing data at least as extreme as that 
observed, given that the null hypothesis is true. If the obtained p-value is small then it can be 
said either the null hypothesis is false or an unusual event has occurred [2]. 
         The significance level α has popular levels of significance 10% (0.1), 5% (0.05), 1% 
(0.01), 0.5% (0.005), and 0.1% (0.001). If a test of significance gives a p-value lower than the 
significance level α, the null hypothesis is rejected [3]. Here it was chosen the most frequent 
value of α, 0.05; the p-value  from table 5  is  higher then α and so the null  hypothesis  is 
accepted.  Addionally, Fcrit and F are compared using the F-test; the data from the table are in 
a clear position: F> Fcrit, that demonstrates again that the null hypothesis is accepted: all the 
six  experimental  values  from  table  2  can  be  considered  a  single  sample  and  should  be 
processed together. Next, on this basis, is possible to look for a function for the dependency 
between the force F and the number of cycles.   
 
 
4. Regression and curve fitting for fatigue data  
 
Regression is a conceptual technique for investigating functional relationship between 
output and input decision variables of a manufacturing process and may be useful for process 
data  description,  parameter  estimation,  and  control  [6,7].  Curve  fitting is  the  construction 
process of a curve, or mathematical function, which fits  to the data points in the best way,   Fiabilitate si Durabilitate - Fiability & Durability    Supplement no 1/ 2012 
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possibly subject to constraints. An accessible opportunity to calculate the regression curve for 
the  fatigue experimental data  is the curve  fitting system CurveExpert  [1]. The regression 
results for the experimental fatigue data (tab.1) with CurveExpert software (Fig.1) gives the 
logarithm fit as optimum solution (fig.2), with the mathematical form (fig.3) and the residuals 
(fig.4).      
 
 
       
 
Fig.1 Regression results          Fig.2 Logarithm fit 
 
 
       
 
Fig.3 Logarithm fit expression          Fig.4 Logarithm fit residuals 
 
6. Conclusions 
 
A few elements of fatigue data processing are presented in the paper. Statistical 
software is currently applied for data analysis. On the basis of ANOVA analysis the fatigue 
data were grouped in a single sample, offering a bigger consistency for the function 
determination. A regression function for the experimental data gave the best fit for the 
logarithm function. A lot of other different functions were very close, offering a wide 
spectrum for further investigation.    
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