Abstract. We prove a support theorem for a stochastic version of the Burgers system formulated for the deterministic case by Burgers in [ 
Introduction
We consider a stochastic version of the deterministic Burgers system of equations ([Bu 39]) describing the laminar and turbulent motions of a fluid in a channel. The existence and uniqueness theorem for such system was given by DJotko in [D1 82].
The support theorem for stochastic differential equations in finite dimension was first proved by Stroock The invariance theorem for the deterministic differential equations was considered by Nagumo ([AC 84], p. 174). The invariance theorem for the deterministic functional differential equations was proved by Jachimiak in [Ja 94], Some invariance theorems for stochastic differential equations in the finite-dimensional case were given by Aubin 
Definitions and notation
Let (ii, F, (Ft) ie [o,T]> P) be a complete probability space on which an increasing and right-continuous family (F t )te[o,T} °f sub-cr-algebras of F is defined such that FQ contains all P-null sets in respectively. We also consider a real separable Hilbert space V which is continuously and densely embedded in the Hilbert space H. Moreover, the inclusion V H is compact. Then, identifying H with its dual space H* (by the scalar product in H) and denoting by V* the dual space to V, we get
The embeddings are continuous with dense ranges. The above spaces are endowed with the norms || • ||y, || • ||// and || • ||y, || • respectively. The pairing between V and V* is denoted by (-,•).
Let I = {(i, x) G K 2 : t> 0, x€0}, where 0 = (0,1).
We put V = H%(9), H = L 2 {9) = L 2 and V* = H~l{9) = (#¿ (0) for Au; = w(t) -w(s) and s < t (where is the Kronecker delta). We put Let ip € C^fO, T], K) be a deterministic function and be a solution of the following Volterra equation:
By a standard Picard argument, for any j > 1, there exists a unique solution
1 /n We observe that are bounded functions for any n > 0 and j > 1. Then, by the Girsanov theorem, the process oo n-1 (2.10)
is a Wiener process on K with covariance operator J under the probability P n (du;) = P(dw)pn(w), where pn = W^lp) ,n . Indeed, from (2.7) and (2.8) we have n-1 (2.11)
Description of the model
We introduce two variables: U = U(t,uj) : [0, oo) x Q I 1 denotes the "primary" velocity, that is, parallel to the axis of the channel, and v = v(t, x, oj) : I x Q -• L 2 denotes the "secondary" velocity of the turbulent motion.
Let P be a constant representing an exterior force analogous to the mean pressure gradient in the hydrodynamic case, and v = ^ > 0 be the friction coefficient, p and p being constants representing the density of the fluid and its viscosity. We consider the following stochastic Burgers' system of equations: Let Zj, denote the space of all continuous adapted processes X(t) = (^¿j)
(t) = S(t)vo + \S(ts)U(s)v(s)ds o t r, t + \ S(t -s)-v 2 (s)ds + \S(ts)B(v(s))dw(s)
for a certain constant p > 1. Let us define the following symbols: 
Put

G(u) = G(u, u)
for every u G V.
Now we take any function h G H}s{0). From (3.2) we formally obtain where v' = §7 is the distributional derivative.
We rewrite (3.13) using (3.10) -(3.12):
Further we rewrite system (3.1) -(3.3) in the abstract form:
with the initial and boundary conditions
For every n G N we consider the approximation problem
, , t;(n)(i, 0) = «(")(«, 1) = 0 far i>0. is measurable and belongs to L°°(0,T).
Apart from problem (3.17) -(3.19) we consider the following problem 
We view the Frechet derivative of B(hi) as
DB(hi,h 2 ) since h 2 -> DB(h\, ¡12), h 2 G H, is linear and belongs to L(H, L(K, H)). Let tf € L(K, L(K, H)) and define
B hi {h,h'):= e R 1 for h, h' G K. By the Riesz theorem, for every hi G H there exists an operator Sb(hi) € L{K) such that for all h, h' G K, B-hi (h,h') = (*(hi)(h),h') K = (*(h)(h'),hi) H .
Now, the covariance operator J has finite trace and so the mapping For given if; € G{H) we consider the following deterministic equations:
28) dv^(t, x)= -i/Av*(t, x)dt + C(£^(t) , x))dt -G(v*{t, x))dt + B(v^(t, x))ip(t)dt
with the appropriate boundary and initial conditions (see For every n G N, we also consider the approximation problem
We observe that dw^(t) = w^dt on every interval (tf_1, tf] so equations (3.32-) -(3.33-) are of deterministic nature for almost every Let 
where are the solutions to the nonrandom equations corresponding to (3.27) -(3.28) with dw(t) replaced by ip(t)dt.
We define (3.41) S2 = S2U x S2v.
Support theorem
The usual product norm in the space K x L 2 we shall denote by || • ||. It means that Qj) € Si for any Q^) E S 2 . Hence S 2 Ç Si and finally Si = S2-, which completes the proof.
•
Invariance theorem
We consider the stochastic system of Burgers equations in the abstract form (3.17) -(3.18) with the initial and boundary conditions (3.19).
For some nonempty subsets Ki and K2, where K\ c M 1 and K2 C L 2 , we put
and we introduce the following definitions. 
We define X = , X0=©. Then the system of equations (5.7) -(5.8) can be written as equation (5.15 ). So we obtain the stochastic differential equation 
15) X(t) = S(t)X0 + \ S(t -s)F(X(s))ds + \ S(ts)B{X(s))dw(s),
¿1
Now let us write down the deterministic differential equation corresponding, in the sense of their supports, to system (3.17) and (3.18) :
where t/> € G(T~C).
LEMMA 4. (compare [Ja 98}). If ipn -> tp in G{H) then Xn -• X in M,
where Xn and X are solutions of the control equation (5.18) corresponding to ipn and ip, respectively.
Proof. Since Xn satisfies the integral equation
Un-nv 
(t) -X(t)|| < C(T)(\\ip n -V|| + 51|X n (s) -X(s)\\ds). o
Next we apply the Gronwall lemma and we go with n to infinty to finish the proof of Lemma 4.
• REMARK 1. Now we introduce the following assumption (^48) for any /? > 0, 7 € R and t > 0 the following estimate is satisfied:
(5.21) ||5(t)||</fe* under which Theorem 2 in [Ja 97], p. 183 is valid. We observe that our heat semigroup satisfies this assumption. We shall need this theorem in the proof of Theorem 3 below. 
