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Abstract—In hybrid digital-analog (HDA) systems, resource
allocation has been utilized to achieve desired distortion perfor-
mance. However, existing studies on this issue assume error-free
digital transmission, which is not valid for fading channels. With
time-varying channel fading, the exact channel state information
is not available at the transmitter. Thus, random outage and
resulting digital distortion cannot be ignored. Moreover, rate
allocation should be considered in resource allocation, since
it not only determines the amount of information for digital
transmission and that for analog transmission, but also affects
the outage probability. Based on above observations, in this
paper, we attempt to perform joint rate and resource allocation
strategies to optimize system distortion in HDA systems over
fading channels. Consider a bandwidth expansion scenario where
a memoryless Gaussian source is transmitted in an HDA system
with the entropy-constrained scalar quantizer (ECSQ). Firstly,
we formulate the joint allocation problem as an expected system
distortion minimization problem where both analog and digital
distortion are considered. Then, in the limit of low outage proba-
bility, we decompose the problem into two coupled sub-problems
based on the block coordinate descent method, and propose an
iterative gradient algorithm to approach the optimal solution.
Furthermore, we extend our work to the multivariate Gaussian
source scenario where a two-stage fast algorithm integrating
rounding and greedy strategies is proposed to optimize the joint
rate and resource allocation problem. Finally, simulation results
demonstrate that the proposed algorithms can achieve up to
2.3dB gains in terms of signal-to-distortion ratio over existing
schemes under the single Gaussian source scenario, and up to
3.5dB gains under the multivariate Gaussian source scenario.
Index Terms—Hybrid digital-analog transmission, fading chan-
nels, resource allocation, outage probability.
I. INTRODUCTION
RECENT advances in mobile computing have promotedtransmission of analog-valued signals over wireless fad-
ing channels. Examples include multimedia delivery to mobile
users and measurements accumulation at the sensor fusion
center. However, it is well known that the conventional digital
scheme, based on the Shannon separation principle, cannot
provide robustness over a wide range of wireless channel
conditions. Specifically, it may suffer from cliff effect [1]: per-
formance degrades drastically when the instantaneous signal-
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to-noise ratio (SNR) drops beneath the target SNR, due to
the quantized bit’s sensitivity to noise; while performance
could not improve even if SNR increases beyond the target
SNR, due to the nonrecoverable quantization errors. On the
contrary, analog systems, such as amplitude modulation (AM)
schemes, can eliminate cliff effect inherently, and are optimal
for a Gaussian vector transmitted over a Gaussian channel
with equal source-channel bandwidth [2]. However, due to
low compression efficiency, the analog system is practically
inferior to the digital system, especially for the case of
bandwidth mismatch between the source and the channel.
To achieve the balance between efficiency and robustness,
hybrid digital-analog (HDA) transmission schemes have been
proposed, with the capability to outperform digital and analog
systems both in theoretical fields [3], [4], [5], [6], [7], [8]
and for image/video applications [9], [10], [11], [12]. In
HDA, as reconstructed signals consist of digital and analog
components, resources (i.e., power and bandwidth) should
be wisely assigned to digital and analog codes to achieve
optimal performance in terms of distortion [7], [11], [13],
[14], [15]. The authors in [13] constructed HDA schemes
with various power allocation coefficients, and demonstrated
the importance of power allocation on system distortion. Two
vector quantization (VQ) based HDA schemes with bandwidth
mismatch were proposed in [14], where power allocation
was optimized for asymptotical distortion over additive white
Gaussian noise (AWGN) channels. The authors in [15] im-
plemented HDA transmission in wireless relay network, and
proposed a joint power allocation scheme for both digital-
analog power allocation and source-relay power allocation.
Apart from power allocation, He et al. in [11] also took
bandwidth allocation into consideration.
Nonetheless, there still remains challenges for resource
allocation in HDA transmission over wireless fading chan-
nels. First, in most existing studies, the exact channel state
information (CSI) is assumed to be available at the transmitter
and enough resources are allocated for digital codes to enable
error-free digital transmission. Consequently, distortion opti-
mization is only performed by the analog part. However, in
wireless fading channels where the exact CSI is not known
at the transmitter, such kind of resource allocation strategies
cannot be adopted. In fact, due to inevitable random outage,
digital distortion cannot be neglected in this case. Second,
rate allocation is important in a general HDA system, where
source is split into quantized bits for digital transmission
and quantization errors for analog transmission [13], [14].
The reason is that rate allocation determines the amount
of information for digital transmission and that for analog
2transmission. However, it is preset empirically before resource
allocation in early studies. This operation is much reasonable
with perfect CSI assumption, but not valid in fading channels.
With consideration of digital distortion, rate allocation and
resource allocation are coupled and both have significant
impacts on system distortion. More information with higher
coding rate or less resources allocated to digital transmission
would increase distortion caused by digital outage, at the
same time, distortion introduced by analog decoding would
be alleviated.
To overcome aforementioned challenges, in this paper, we
jointly perform rate and resource allocation in HDA transmis-
sion over wireless fading channels, with the goal to minimize
expected system distortion. Both analog and digital distortion
are considered due to inevitable random outage in wireless
fading channels. We first study the joint allocation problem
under the single Gaussian source scenario. Further, we extend
our work to the multivariate Gaussian (or parallel Gaussian)
source scenario, where each Gaussian vector is independent
and non-identically distributed with diverse variances from
other vectors. In fact, the multivariate Gaussian model has
been widely used in many signal processing applications,
including sensor data [16], [17], multimedia data [18], wa-
termarking application [19], and object clustering [20]. The
main contributions are summarized as follows.
1) In an HDA system with the entropy-constrained scalar
quantizer (ECSQ)[21], where quantized bits are transmitted in
the digital branch and quantization errors are transmitted in the
analog branch [13], [14], the quantization rate is configured to
determine information split between digital and analog parts.
Considering such system with bandwidth expansion over a
quasi-static Rayleigh fading channel, orthogonal transmission
for analog and digital signals are adopted. We analyze analog
distortion as well as digital distortion theoretically under
random outage. In the limit of low outage probability, we
derive the closed-form expression of expected distortion of
the HDA system, based on the asymptotical characteristic of
the ECSQ.
2) Under the single Gaussian source scenario, the derived
joint rate and resource allocation problem is a non-convex
nonlinear problem when the ECSQ is involved. we decom-
pose it into two coupled sub-problems based on the block
coordinate descent (BCD) method [22]. Moreover, we derive
the expression of the solution for each individual sub-problem.
Based on our theoretical work, we propose an iterative gradient
algorithm to approach the optimal solution for the derived
problem.
3) Under the multivariate Gaussian source scenario, we
solve the joint rate and resource allocation problem in two
stages when the ECSQ is considered, i.e. intra-component
optimization and inter-component optimization. The former
distributedly optimizes rate and resource allocation for each
Gaussian vector component, which could be solved analo-
gously as that in the single Gaussian source scenario. The
latter attempts to allocate resources among components, which
is a mixed integer nonlinear programming (MINLP) problem.
An efficient algorithm adopting rounding and greedy strategies
is proposed, which can converge to the optimal solution for
the slack problem due to its proved convexity. Then a locally
optimal integer solution is found in a greedy manner.
The rest of the paper is organized as follows. Related work
is discussed briefly in Section II. In Section III, the system
model of HDA transmission with bandwidth expansion is
described in detail. In Section IV, we formulate the joint rate
and resource allocation problem under single Gaussian source
scenario and propose an algorithm to solve it. In Section V, we
extend our work to the multivariate Gaussian source scenario.
Performance evaluation is presented in Section VI. Finally, we
conclude our work with a summary in Section VII.
Notations: Vectors and matrices are denoted by bold-faced
characters. Upper-case letters are used for random entities
and lower-case letters for their realizations. [x]+ denotes
max(x, 0). Unless specified otherwise, the base of logarithms
is two. R and N represent the set of real numbers and the set
of non-negative integers, respectively.
II. RELATED WORK
Due to severely limited resources (i.e., bandwidth and
power) and time-varying channel conditions in wireless net-
works, it is desirable to construct a robust system over a wide
range of channel conditions. Recently, HDA transmission,
which integrates both analog coding approach and digital
coding approach, has attracted wide attention [3], [4], [5], [10],
[14], [15], [26]. It has been proven that graceful degradation
and robustness over varying SNR can be achieved in HDA
systems for Gaussian channels.
System performance of HDA is usually measured in terms
of distortion. Several researches focused on theoretically ana-
lyzing distortion performance of HDA schemes. Different from
separate source and channel coding, HDA transmission can be
categorized into joint source-channel coding (JSCC) schemes,
which can achieve noticeable gains in the aspect of distortion
performance and coding efficiency [23], [24], [25]. The au-
thors in [26] studied HDA JSCC schemes of transmitting the
Gaussian source over the Gaussian channel with the presence
of an interference, where the tradeoff of distortion between
the source and the channel state was analyzed. The theoretical
analysis characterized the achievable region of such distortion
pair. A generalized HDA framework was proposed in [5] for
Gaussian systems. Distortion performance of this unified HDA
design was investigated for two typical scenarios: lossy JSCC
over multiple access channels and channel coding over relay
networks. In above studies, Gaussian channels were assumed.
G.Caire and K.Narayananin in [27] considered the Rayleigh
fading channel and analyzed the distortion SNR exponent
versus spectral efficiency in the limit of high SNR. A tight
lower bound of the exponent was shown achievable by a
proposed HDA space-time coding scheme.
Resource allocation especially power allocation has been
investigated to achieve desired distortion performance in HDA
systems [7], [13], [14], [15], [28]. In most existing HDA
systems, power allocation is performed with the assumption
that perfect CSI is available at the transmitter. Chen et al.
in [7] developed an HDA joint source-channel coding method
for Wyner-Ziv problem, and further applied such HDA scheme
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Fig. 1. System overview of HDA transmission over the wireless fading channel with bandwidth expansion.
in scenarios without side information but with 1:2 bandwidth
expansion. The source utilized one channel use for analog
transmission and another channel use for superposed digital
and analog transmission. Power allocation of the two chan-
nel uses, as well as digital-analog power allocation of the
second channel use, were numerically optimized. In [15],
HDA transmission was implemented into the wireless relay
network, where a joint power allocation scheme has been
proposed for both digital-analog power allocation and source-
relay power allocation. Wang et al. in [14] investigated the
effect of digital-analog power allocation on designing the
optimal HDA system. Two HDA systems have been proposed
for transmission of a Gaussian vector over an AWGN channel
under bandwidth compression, where the upper bound on
asymptotically optimal distortion was analyzed. Moreover,
the authors in [28] implemented HDA transmission in het-
erogeneous cellular networks, where a femto user received
its superposed digital and analog signals from macro base
stations or femto access points according to a load balancing
parameter. Power allocation for HDA transmission in [28] was
analyzed with the stochastic geometry theory.
In an HDA system, the first step is to split the source for
analog transmission and digital transmission, which is referred
as rate allocation in this paper. Like resource allocation, rate
allocation also has significant impact on performance of HDA
transmission. As quantization errors are transmitted in the
analog branch of the HDA system, rate allocation can be
configured by the quantizer. Some work has been carried out
to investigate the effect of quantizers in HDA [29],[30]. The
hybrid scalar quantizer linear coder was proposed in [29] for
bandwidth expansion of ratio two. Subsequently, Kleiner et al.
in [30] extended the system into arbitrary bandwidth expan-
sion ratio, which quantized the source along with repeatedly
quantizing the error caused from the previous step, and ended
the last step with linear coders. Unfortunately, in these studies,
resource allocation has not been considered. A recent study in
[31] has taken both rate allocation and power allocation into
consideration for HDA transmission of video. In this literature,
rate allocation was controlled by the quantization parameter
(QP) and a prediction model was proposed to characterize the
relationship between the QP and the data variance of analog
data. Based on the model, it optimized power allocation and
the QP. However, it only considered transmission under the
Gaussian channel with matched bandwidth, its solution could
not be directly applied into fading channels without CSI and
the scenario that source bandwidth and channel bandwidth are
mismatched.
III. SYSTEM MODEL
The block diagram of the HDA transmission system over
the fading channel with bandwidth expansion is shown in
Fig.1. The upper part of the system is the digital coder and
the lower part is the analog coder. The source is split into
quantized bits and quantization errors for digital and analog
transmission, respectively. For convenience, the main notations
are summarized in Table I.
A. Overview
At the transmitter, the time-discrete and analog-valued
memoryless vectors are grouped as an m × L matrix S =
[S1,S2, · · · ,Sm]T , where T denotes transposition. Each vec-
tor is with L × 1 dimension, i.e., Si = [si1, si2, ...siL]T ,
∀i ∈ {1, ...,m}. Besides, the L samples in each vector
(e.g., Si) are independent identically distributed (i.i.d.). At
the digital encoder, these vectors are successively fed to the
source encoder and channel encoder. For the ith vector Si, its
digital codeword is Xdi . At the analog encoder, the output of
the digital source encoder is first sent to a source decoder, to
generate time-discrete and discrete-valued vector S˜i. Then by
subtracting S˜i from Si, the quantization error Ei = Si − S˜i
can be obtained, which is further coded with a linear encoder
into the analog codeword Xai . Finally, X
d
i and X
a
i , which
are separatively transmitted with corresponding channel uses,
form the transmitted codeword Xi. Note that the dimension
of Xi is related to the number of of channel uses assigned
to it. Since bandwidth expansion is considered, analog signals
and digital signals occupies different numbers of channel uses
for orthogonal transmission.
At the receiver, the decoder maps the channel output Yi
into the estimation Ŝi. Ideally, the mapping should be se-
lected to minimize the mean squared-error (MSE) distortion
E||Si − Ŝi||
2. However, the high implementation complexity
prohibits the use of such a decoder. To enable practical HDA
transmission, we adopt a suboptimal decoder proposed in [13],
as shown in Fig. 1. The received digital and analog signals are
separately decoded. The decoding process of the digital signal
is inverse of the digital encoding process, while the analog
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PARAMETER DESCRIPTIONS
Notation Description
m number of Gaussian vectors in multivariate Gaussian source
L number of samples in each Gaussian vector
S multivariate Gaussian vectors matrix,
S = [S1,S2, · · · ,Sm]T
Si vector whose transposition represents the i
th row of S,
Si = [si1, si2, ...siL]
T
P,K power budget, number of available channel uses
Ei quantization error vector of Si, L× 1 vector
Xi channel codeword of Si, Ki × 1 vector
Pi, Ki power, number of channel users assigned for Xi
X
a
i
analog channel codeword of Si, K
a
i
× 1 vector
P a
i
, Ka
i
power, number of channel users assigned for Xa
i
X
d
i
digital channel codeword of Si, K
d
i
× 1 vector
P d
i
,Kd
i
power, number of channel users assigned for Xd
i
Wi channel noise during transmission of Xi, Ki × 1 vector
Yi received signal corresponding to Xi, Ki × 1 vector
σ2
i
variance of Si
ΣS correlation matrix of S with m×m dimension
Ri quantization rate of Si
decoder is a linear minimum mean square error (MMSE)
estimator. The add of
̂˜
Si and Êi, which are corresponding
outputs of the digital and analog decoders, respectively, forms
the reconstructed vector Ŝi.
B. Source and Channel
We assume S = [S1,S2, · · · ,Sm]T to be a zero-mean mul-
tivariate Gaussian complex vector. S is said to be multivari-
ate Gaussian if it follows Gaussian distribution N (µS ,ΣS),
where µS is an m-length vector of means, and ΣS is an
m×m correlation matrix. Throughout the paper, µS is a all-
zero vector 0, and ΣS = diag {σ2i }
i=m
i=1 is considered to be
diagonal, where σ2i is the variance of the i
th vector Si. This
implies that the vectors are independent with each other. If the
correlation matrix ΣS is not diagonal, S can be de-correlated
by multiplying the Karhunen-Loeve transforming matrix T ,
i.e., TS. Such diagonal assumption and de-correlation for sig-
nals can be traced in early work [13], [14], [18]. In fact, such
multivariate Gaussian source model is practical to characterize
wide data analysis applications [16], [17], [18], [19], [20].
Although L samples in each vector is complex Gaussian i.i.d.
(i.e., Si ∼ CN (0, σ2i ), ∀i), samples of different vectors are
non-identically distributed with different variances. Without a
loss of generality, all vectors in S are in the descending order
of their variances, i.e., σ21 ≥ σ
2
2 ≥ ... ≥ σ
2
m.
Assume that K uncorrelated channel uses are available, and
the channel coherence time is much larger than the sampling
time of each Gaussian vector. Based on this assumption, the
channel can be modeled as a quasi-static Rayleigh fading
channel. Specifically, the channel is assumed to be constant
over the duration of any vector transmission but random with
Rayleigh fading coefficient hi ∼ CN (0, 1), ∀i. Thus, the
channel is assumed as non-ergodic, which implies that the
exact hi is not available at the transmitter. Wi is complex
additive white Gaussian noise, corresponding to transmission
of Xi. Hence, such channel can be modeled as
Yi = hiXi +Wi, ∀i. (1)
The power of Gaussian noise is assumed to be same among
all available channels, denoted as σ2w. The system average
SNR per channel use is
γ =
P
Kσ2w
, (2)
where P is the system power budget.
C. Rate Allocation
Some theoretical and practical methods are available for
information split between digital and analog parts in HDA.
For example, dimension splitting is adopted in [14], where an
n-dimensional vector is split into the n′-dimensional digital
vector and (n−n′)-dimensional analog vector. For video trans-
forming coefficients, more important coefficients are conveyed
by digital transmission and the residual is conveyed by analog
transmission [10], [11]. In this research, we adopt a general
HDA framework, where the source is split into quantized
bits for digital transmission and quantization errors for analog
transmission. In this case, digital-analog information split can
be configured with the quantization rate, which is called rate
allocation. This approach to achieve rate allocation for HDA
transmission is common in theoretical fields [8], [15] and
practical fields [9].
To enable quantization with variable rates, the ith vector
Si is assumed to be encoded by the ECSQ, with rate Ri bits
per sample. With the ECSQ, Ri is actually the entropy of the
encoder output. In fact, it has been shown that the quantization
errorEi is asymptotically Gaussian distributed with zero mean
and variance σ2ei [14]. Furthermore, for the ECSQ adopted in
this research, Gish and Pierce [21] have demonstrated that the
rate of the quantizer asymptotically exceeds the rate given by
Shannon rate-distortion function, with a constant parameter
1
2 log
πe
6 , i.e.,
Ri(σ
2
ei) =
1
2
log
σ2i
σ2ei
+
1
2
log
πe
6
. (3)
This also indicates that the analog signal is determined by the
quantization rate.
D. Resource Allocation
Let K = (K1,K2, ...,Km),P = (P1, P2, ..., Pm) respec-
tively be the channel and power allocation vetors among
multivariate Gaussian components. For arbitrary 1 ≤ i ≤ m,
the digital and analog coded signals of the ith Gaussian vector
Si should respectively satisfy the power constraint as
E||Xdi ||
2 ≤ αiPi, E||X
a
i ||
2 ≤ (1 − αi)Pi,
where αi ∈ [0, 1] is the power allocation coefficient for digital
transmission of Si. Furthermore, the average SNR per channel
use for digital transmission and that for analog transmission
of Si is:
γdi =
αiPi
Kdi σ
2
w
, γai =
(1− αi)Pi
Kai σ
2
w
. (4)
whereKdi andK
a
i are the number of channel uses (bandwidth)
for digital transmission and that for analog transmission,
5respectively. In this research, linear AM is adopted as the
analog encoder. The number of of channel uses occupied
by analog transmission is set to be equal to the number of
source samples, i.e., Kai = L, K
d
i = Ki − L. Note that, in
the case of bandwidth expansion, each vector is transmitted,
which implies that the available channel uses are more than
samples. Thus, Ki > L for arbitrary i ∈ (1, 2, · · · ,m) and
Σmi=1Ki > mL. Besides, system transmission should meet the
bandwidth budget, namely,
∑m
i=1Ki ≤ K .
IV. JOINT RATE AND RESOURCE ALLOCATION FOR
SINGLE GAUSSIAN SOURCE SCENARIO
In this section, we jointly optimize rate allocation and
resource allocation for single complex Gaussian vector HDA
transmission with bandwidth expansion. Given fading statistics
and specific codes, the expression of expected system distor-
tion is first derived with consideration of digital distortion and
analog distortion. Then we formulate the joint optimization
problem as a minimization problem on expected system dis-
tortion, in the limit of low outage probability and with ECSQ.
We finally propose an iterative algorithm adopting BCD and
gradient methods, based on the analytical efforts.
A. Problem Formulation
Without a loss of generality, we take transmission of the ith
vector Si into consideration in this scenario.
1) Outage Formulation: The commonly adopted concept
for non-ergodic fading channels is information outage [32],
[33]. It can be defined as the event that the mutual information
of the channel could not support a certain data rate [32].
Mathematically, the information outage event can be expressed
as
Ai = {hi : I(Xi;Yi|hi) < Rti},
where the data rate is Rti = LRi/K
d
i bits per channel use. The
mutual information of the non-ergodic channel characterized
in (1) can be expressed as [34]
I(Xi;Yi|hi)=H(Yi)−H(Yi|Xi)=log (1 + |hi|
2γdi ). (5)
Hence, the outage probability can be derived as
P outi = P{log (1 + |hi|
2γdi ) < Rti} = Fgi(
2Rti − 1
γdi
), (6)
where gi = |hi|2 is the channel fading gain and Fgi(·) is
the cumulative distribution function (CDF) of gi. Since gi is
exponentially distributed with parameter λ = 1, the outage
probability can be reexpressed as
P outi = 1− e
−
2
Rti−1
γd
i . (7)
2) Expected System Distortion: Distortion between the vec-
tor and its reproduction is a common parameter to characterize
performance of transmission. With the criteria of MSE, system
distortion is
Di , E||Si − Ŝi||
2 =
1
L
L∑
l=1
(sil − ŝil)
2.
Given channel distribution, expected system distortion E[Di]
is the expectation of Di. Throughout this paper, the expecta-
tion is taken with respect to the random fading gain gi. For
expression simplicity, we denote expected system distortion as
EDi in the subsequent discussion.
As outage happens randomly, system distortion is caused by
both digital transmission and analog transmission. As Fig. 1
shows, the reconstructed signal at the receiver is Ŝi =
̂˜
Si+Êi.
When outage happens in digital transmission, the digital signal
cannot be decoded at all. In such case, Ŝi = 0 and system
distortion is the variance of the Gaussian vector, i.e., σ2i . On
the other hand, if outage does not happen, the digital signal
can always be decoded correctly based on the assumption of
ideal coding scheme. In this case, distortion of the digital
part is E||S˜i −
̂˜
Si||2 = 0. Moreover, it has been shown that
the quantization error Ei can be considered as asymptotically
uncorrelated with S˜i [3]. Thus we have
E||Si − Ŝi||
2 = E||(S˜i +Ei)− (
̂˜
Si + Êi)||
2
= E||Ei − Êi||
2.
Therefore, system distortion when outage does not occur, is
merely the linear MMSE estimation error of the analog signal,
i.e., mmse(Ei|gi). Based on the above analysis, expected
system distortion can be expressed as:
EDi = EDiAi + EDiA ci
=
∫
Ai
σ2i dFgi +
∫
A ci
mmse(Ei|gi) dFgi ,
(8)
where the integral is taken over the fading gain gi. A
c
i
represents the event of non-outage. Based on (3), the ratio
of σ2ei and σ
2
i is σ
2
ei/σ
2
i =
πe
6 2
−2Ri . Hence, the variance
of quantization errors decreases rapidly with increasing Ri.
We introduce a large enough threshold Rthi , based on the
results of [35]. When Ri is above a threshold R
th
i , σ
2
ei/σ
2
i
is small enough, and the quantization is fine enough. In this
case, quantization errors contribute little to the performance
improvement. In other word, purely digital transmission, not
HDA transmission, should be considered when Ri is above a
certain threshold. Based on the above discussion, the joint op-
timization problem for HDA transmission over fading channels
can be formulated as a constrained expected system distortion
minimization problem, which is expressed as
P1 : min
αi,Ri,K
d
i
EDi = EDiAi + EDiA ci
s.t. 0 ≤ Ri ≤ R
th
i , 0 ≤ αi ≤ 1,
Kdi +K
a
i = Ki,
Ri, αi ∈ R, K
d
i ∈ N.
(9)
B. Problem Analysis
We first analyze expected system distortion in the case
that outage happens. Based on (7), it can be rewritten and
approximated as
EDiAi =
∫
Ai
σ2i dFgi = P
out
i σ
2
i
= (1− e
−
2
Rti−1
γd
i )σ2i
.
=
2R
t
i − 1
γdi
σ2i
(10)
6Define τi =
2R
t
i−1
γdi
. Then the above approximation holds
with τi → 0, as P outi = (1−e
−τi)
.
= τi. From this, we can find
that τi → 0 implies the limit of low outage probability. For this
general HDA scheme, quantized bits are transmitted via digital
codes. While quantization errors are transmitted via analog
codes, act as the supplement to enhance performance. In this
case, once outage happens, both digital and analog signals
cannot be decoded. Thus, performance of HDA transmission
would degrade rapidly with increasing outage probability. And
in the following content, we mainly analyze the problem in
the limit of low outage probability, i.e., P outi → 0. The
simulation result of Fig. 6 also shows that the solution obtained
with approximation can also achieve comparable performance
in practical implementation. Similarly approximation can be
referred to [27], [33], [36].
Next we begin to analyze expected distortion when outage
does not happen. As analyzed in III-C, the quantization error
Ei is asymptotically Gaussian distributed. With the linear
MMSE, the estimation error of Ei is
E||Ei − Êi||
2 =
σ2ei
1 + giγai
, (11)
where σ2ei is the variance of Ei. The relationship between Ri
and σ2ei is expressed in (3).
For expression brevity, define
Ψ(x) =
∫
∞
0
1
1 + gix
p(gi) dgi. (12)
According to (3), (11) and (12), expected system distortion
with absence of outage can be rewritten as
EDiA ci =
∫
A ci
mmse(Ei|gi) dFgi
= E{
σ2ei
1 + giγai
| log(1 + giγ
d
i ) ≥ Rti}
= σ2ei
∫
∞
τi
1
1 + giγai
p(gi) dgi
.
=
πe
6
2−2Riσ2iΨ(γ
a
i ),
(13)
where p(gi) = e
−gi is the probability density function (pdf)
of channel gain gi. The last line of (13) holds with small τi
approximation.
Substituting (10) and (13) into (9), the problem P1 can be
reformulated approximatively as follows.
P2 : min
αi,Ri,K
d
i
EDi =
2R
t
i − 1
γdi
σ2i +
πe
6
2−2Riσ2iΨ(γ
a
i )
s.t. 0 ≤ Ri ≤ R
th
i , 0 ≤ αi ≤ 1,
Kdi +K
a
i = Ki,
Ri, αi ∈ R, K
d
i ∈ N,
(14)
where σ2i is the variance of Si, γ
d
i and γ
a
i are the average
digital SNR and analog SNR, respectively, as expressed in
(4).
Such coupled optimization objective is a constrained multi-
variable function, which contains integral components. It is
difficult to derive the optimal solution with general convex
optimization methods. Inspired by the BCD method [22], we
tackle such problem by dividing it into two coupled sub-
problems: optimizing rate allocation under given resource
allocation, and then optimizing resource allocation based on
derived rate allocation.
1) Rate Allocation: Under given resource allocation, the
rate allocation problem is a relaxed problem of (14), which
can be expressed as
min
Ri
EDi(Ri|αi,K
d
i )
s.t. 0 ≤ Ri ≤ R
th
i , Ri ∈ R.
(15)
For this sub-problem, we can derive its analytical solution
as follows.
Theorem 1. Let (αi,K
d
i ) be a given digital-analog resource
allocation strategy. Then the quantization rate R∗i is the
optimal solution for the problem formulated in (15) if and
only if
R∗i = min([
Kdi
Ki +Kdi
log (
πe
3
Piαi
σ2wL
Ψ(γai ))]
+, Rthi ). (16)
Proof. The second derivative of function EDi(Ri|αi,Kdi )
with respect to Ri is ln
2 2 L
2
(Kdi )
2
1
γdi
2R
t
iσ2i +
2πe
3 ln
2 2 ·
2−2Riσ2Ψ(γai ), which is positive. Thus, such sub-problem is
strictly convex, which has unique solution. This implies that
this function can be minimized by finding the stationary point.
Then we analyze the existence of the optimal solution. The
first derivative of EDi(Ri|αi,Kdi ) with respect to Ri can
be derived as ln 2 L
Kdi
1
γdi
2R
t
iσ2i −
πe
3 ln 2 · 2
−2Riσ2iΨ(γ
a
i ). By
equating the derivative to zero, we can derive the stationary
point. And considering the constraint of rate, the optimal
solution can be obtained as expressed in (16).
Remark 1. According to Theorem 1, the optimal quantization
rate Ri might be zero. In this case, no information is allocated
for digital transmission, which implies that the optimal scheme
reduces to the purely analog transmission scheme.
For such a nonlinear optimization problem, the above anal-
ysis indicates that the rate allocation problem can be solved
efficiently according to (16).
2) Resource Allocation: Based on the solution of rate
allocation, the problem of resource allocation can be written
as
min
αi,K
d
i
EDi(αi,K
d
i |Ri)
s.t. 0 ≤ αi ≤ 1, αi ∈ R,
Kdi +K
a
i = Ki, K
d
i ∈ N.
(17)
As assumed in III-D, analog transmission occupiesKai = L
channel uses. Therefore, bandwidth allocation is determined
by the dimension of the Gaussian vector, i.e., Kdi = Ki − L.
Next, we focus on deriving the necessary condition for the
optimal power allocation coefficient via the analysis of the
Karush-Kuhn-Tucker (KKT) condition [37].
Theorem 2. Given the transmission resource constraints
Pi,Ki and the quantization rate Ri, let α
v
i satisfy
πe
6
(αvi )
2P 2
(Kdi )
2Lσ4w
∂Ψ(γai )
∂γai
+ (2R
t
i − 1)22Ri = 0, (18)
7then the optimal digital-analog power allocation coefficient
α∗i of the problem formulated in (17) must satisfy
α∗i = 1 + (α
v
i − 1) · sgn([α
v
i ]
+). (19)
sgn(x) is a sign function which equals one with 0 ≤ x ≤ 1
and zero otherwise.
Proof. According to the Leibniz integral rule, the
second derivative of Di(αi|Ri,Kdi ) with respect to αi
is 2
P 2i
L2σ4w
πe
6 2
−2Riσ2i
∫
∞
0
g2i
(1+giγai )
3 p(gi) dgi + 2(2
Rti −
1)
P 2i
(Ki−L)2σ4w
1
(γdi )
3
σ2i , which is positive. This indicates that
this sub-problem is strictly convex, and also has unique
solution.
Next we analyze whether an optimal point exists. The
Lagrangian function of the problem formulated in (17) can
be expressed as
L(αi, µ1, µ2) =
2R
t
i − 1
γdi
σ2i +
πe
6
2−2Riσ2iΨ(γ
a
i )
+ µ1(−αi) + µ2(αi − 1).
(20)
The optimal solution can be obtained by applying the KKT
condition if and only if there exists Lagrange multipliers
µ1, µ2 such that


∂L(αi, µ1, µ2)
∂αi
= f(α∗i )− µ
∗
1 + µ
∗
2 = 0 (21a)
µ∗1α
∗
i = 0, µ
∗
2(α
∗
i − 1) = 0 (21b)
µ∗1 ≥ 0, µ
∗
2 ≥ 0 (21c)
0 ≤ α∗i ≤ 1, (21d)
where f(αi) can be written as
f(αi) =−
Pi
L σ2w
πe
6
2−2Riσ2
∂Ψ(γai )
∂γai
− (2R
t
i − 1)
Pi
(Ki − L) σ2w
1
(γdi )
2
σ2i .
Substituting (21a) into (21b), the necessary condition for
optimal α∗i expressed as (19) holds, based on (18).
Remark 2. Observe that the solution α∗i = 1 means no power
is allocated to analog transmission, which implies the optimal
scheme reduces to purely digital transmission. Such situation
might occur when the quantization is fine enough so that the
quantization residual is negligible to the signal reconstruction.
The above analysis suggests that the digital-analog power
allocation problem can be solved based on (19). Recognizing
that the integral component contains variable αi, the compu-
tational complexity of obtaining α∗i directly from (18) is high.
However, the analysis also indicates that the formulation (17)
is a constrained convex optimization problem, which can be
addressed tractably through the gradient method.
C. Solution
According to the above analysis, we develop an iterative
solution to jointly optimize rate and resource allocation as
formulated in (14). The algorithm is elaborated in detail in
Algorithm 1. Such iterative idea can be traced from the widely
used BCD method proposed in [22]. For the optimization of a
multi-variable function in the BCD method, the coordinates
of variables are first partitioned into blocks. Then at each
iteration, the function is optimized in terms of one of the
coordinate blocks while the other coordinates are fixed. With
BCD, one can find the optimal solution with an acceptable
convergence rate, even if the objective function is not (block)
convex [38], [39] or differentiable [40]. The following theorem
establishes the optimality of Algorithm 1 for the approximative
problem P1.
Algorithm 1: Joint Allocation Strategy for the Single
Gaussian Source Scenario
Input: σ2i , L, Ki, Pi, σ
2
ei, ǫ, δ
Output: α∗i , R
∗
i
1 initialize procedure:
2 t = 0;
3 Kai = L,K
d
i = K − L;
4 R∗i = R
(0)
i , α
∗
i = α
(0)
i , ED
(0)
i = +∞;
5 end initial procedure;
6 repeat
7 t = t+ 1;
8 Calculate R∗i according to (16);
9 if R∗i = 0 then
10 α∗i = 0, Calculate ED
(t)
i according to (14);
11 else
12 E˜D
(0)
i = +∞, j = 0;
13 repeat
14 j = j + 1;
15 θ = −∂EDi(αi|R∗i ,K
d
i )/∂αi|αi=α∗i ;
16 α∗i = min{[α
∗
i + δθ]
+, 1};
17 Calculate E˜D
(j)
i according to (14);
18 until ||E˜D
(j)
i − E˜D
(j−1)
i || ≤ ǫ;
19 ED
(t)
i = E˜D
(j)
i ;
20 end
21 until ||ED
(t)
i − ED
(t−1)
i || ≤ ǫ;
22 return α∗i , R
∗
i ;
Theorem 3. Algorithm 1 converges; and the converged solu-
tion (R∗i , α
∗
i ) is the optimal solution to the problem in (14).
This theorem can be proved, based on the fact that each
sub-problem has unique solution and the constraint set is a
Cartesian product of closed convex sets [22]. The details of
proof can be found in [22]. In Algorithm 1, we implement
the gradient method to solve the problem of power allocation
(Lines 13-19). The power allocation coefficient is evolved on
the gradient descent direction θ. Note that in the process of rate
allocation and power allocation, the expectation of distortion
as defined in (14) needs to be computed repeatedly. To reduce
the complexity of calculating integral component Ψ(γai ), we
further analyze the integral and adopt a lookup table for it.
The fading gain gi is exponentially distributed with pdf
p(gi) = e
−gi as analyzed in IV-B. Thus the function Ψ(x)
8can be rewritten as Ψ(x) =
∫
∞
0
1
1+gix
e−gi dgi. Further, we
can derive it as follows,
Ψ(
1
x
) =
∫
∞
0
x
x+ gi
e−gi dω = xex
∫
∞
x
1
gi
e−gi dgi
= x(−exEi(−x)),
where Ei(−x) is the widely known exponential integral func-
tion. Therefore, a lookup table can be implemented to calculate
the function Ψ(x), which can further reduce the computational
complexity.
V. JOINT RATE AND RESOURCE ALLOCATION FOR
MULTIVARIATE GAUSSIAN SOURCE SCENARIO
In this section, we further extend our work to the multivari-
ate Gaussian source scenario. In this case, the variance of each
Gaussian vector, which characterizes the transmission priority,
would accordingly affect both rate allocation and resource
allocation. Thus, we investigate the joint optimization problem
with consideration of not only the fading distribution, but
also source characteristics differences. Finally, we propose an
efficient algorithm combining rounding and greedy strategies.
A. Problem Formulation
In this scenario, suppose a set of zero mean complex
Gaussian vectors are grouped as S with the correlation
matrix ΣS . And ΣS is diagonal with the non-zero entry
σ2i , 1 ≤ i ≤ m. If the vectors are correlated, we can
diagonalize the matrix as TS, where T is the Karhunen-Loeve
transforming matrix. Without a loss of generality, we suppose
σ21 ≥ σ
2
2 ≥ ... ≥ σ
2
m. The total power and bandwidth of the
HDA system are P and K , while the average noise power
per channel use is σ2w, as assumed in III-B. As analyzed
in Section IV, rate allocation and digital-analog resource
allocation of each vector component should be optimized
jointly to minimize expected system distortion. Moreover, due
to the difference of source characteristics, the optimization
of power allocation P = (P1, ..., Pm), as well as bandwidth
allocation K = (K1, ...,Km) among vectors components,
should also be considered. Mathematically, such problem can
be formulated as follows.
P3 : min
P ,K,R,α,Kd
ED =
m∑
i=1
EDi
s.t.
m∑
i=1
Ki ≤ K,
m∑
i=1
Pi ≤ P,
L < Ki, Ki ∈ N,
0 ≤ Pi, Pi ∈ R,
0 ≤ Ri ≤ R
th
i , 0 ≤ αi ≤ 1,
Kdi +K
a
i = K, K
d
i ∈ N,
Ri, αi ∈ R, ∀i ∈ {1, ...,m},
(22)
where EDi is expected system distortion of Si as (14)
expressed. Ki and Pi are the corresponding channel band-
width and power, respectively. Ri and (αi,K
d
i ) represent rate
allocation and digital-analog resource allocation corresponding
to Si, respectively, which should satisfy the corresponding
constraints.
B. Problem Analysis
Due to the consideration of source characteristics differ-
ences, the problem formulated in (22) is hard to be solved. To
tame the complexity, we decompose the problem and propose a
two-stage algorithm inspired by the perspective of formulated
problem expression. One stage is intra-component optimiza-
tion, namely distributedly optimizing rate and digital-analog
resource allocation Ri, (αi,K
d
i ), based on given resource
assignment Pi,Ki. And the other stage is inter-component
optimization, which obtains the resource allocation vectors
P ,K among independent components, given the result of
the first stage. Note that the process of the first stage could
be viewed as the joint optimization for the single Gaussian
source scenario (i.e., m = 1). Hence, it could be solved
asymptotically referring to the approach in Section IV.
In the subsequent discussion, we will focus on the analysis
of the second stage. Since the problem of resource allocation
among vectors is an MINLP problem, it is quite challenging to
solve it directly. We tame the complexity by first relaxing the
integer constraint. Thus, the slack problem can be formulated
as follows
P4 : min
P ,K
ED =
m∑
i=1
EDi
s.t.
m∑
i=1
Ki ≤ K,
m∑
i=1
Pi ≤ P
L < Ki, 0 < Pi, Ki, Pi ∈ R.
(23)
Theorem 4. The slack optimization problem as formulated
in (23) is a multivariate optimization problem, which is
constrained convex for the vector K and P .
Proof. According to (14), we can obtain the Hessian matrix
of the function EDi with respect to Pi and Ki. And the
determinant of the Hessian matrix can be written as
H(EDi) =
σ4w
P 4i α
2
i
2 ln2 2 · 2R
t
t(Rti)
2(2R
t
i − 1)σ4i
−
σ4w
P 4i α
2
i
[(2R
t
i − 1)− 2R
t
iRti ln 2]
2
σ4i
+
πe
3
ln2 2
1
Piαi
1
Ki − L
(1− αi)2
L2 σ2w
2R
t
i (Rti)
22−2Ri
· σ4i
∫
∞
0
g2i
(1 + giγai )
3
p(gi) dgi.
(24)
Since γai > 0 and gi ≥ 0, the integral part of the above
function is non-negative. Then the residual part of H(EDi)
can be represented as N
2
P 4i α
2
i
σ4iΥ(R
t
i), where the function Υ(x)
can be expressed as:
Υ(x) = 2 ln2 2 · 2xx2(2x − 1)− [(2x − 1)− 2xx ln 2]2. (25)
It can be proved that Υ(x) is a monotonically non-
decreasing function when x ≥ 0, and Υ(0) = 0. Hence, based
on the above analysis, H(EDi) is non-negative. Besides, it
can be derived that ∂
2Di
∂P 2i
≥ 0 and ∂
2Di
∂K2i
≥ 0. Thus, Di is a
convex function for Pi and Ki. Further, we can verify that
9the problem as formulated in (23) is a constrained convex
optimization problem for the vector K and P [37].
The above analysis suggests that the slack problem can be
solved by general convex optimization methods, such as the
interior-point method [41], which is an efficient solution for
a nonlinear constrained convex optimization problem. Based
on the fractional results, we need to further obtain a feasible
integer bandwidth solution. The rounding technique is first
employed and then the residual channel uses are reallocated
wisely.
Intuitively, more channel uses should be allocated to the
Gaussian vector with larger significance for better perfor-
mance. If this is true, we may allow the Gaussian vector with
larger variance to retain more channel uses at the reallocated
step. Next, we will present a lemma to verify our conjecture.
Lemma 1. Give the power allocation vector P , as well as rate
allocation and digital-analog resource allocation strategies, to
reduce system expected distortion, the bandwidth allocation
vector must satisfy: the Gaussian vector with larger variance is
allocated with more channel uses than the vector with smaller
variance. In other words, suppose the set of variances denoted
by (σ21 , ..., σ
2
m) is in the descending order (i.e. σ
2
1 ≥ σ
2
2 ≥ ... ≥
σ2m), and the corresponding bandwidth allocation solution is
K∗ = (K∗1 , ...K
∗
m). Then, K
∗ should satisfy:
K∗1 ≥ K
∗
2 ≥ ... ≥ K
∗
m. (26)
Proof. According to the analysis in IV-B, the component of
expected system distortion, which is associated with the results
of bandwidth allocation, is
∑i=M
i=1
2R
t
i−1
γdi
σ2i .
Define Λ(K∗i ) =
2R
t
i−1
γdi
=
(K∗i −L) σ
2
w
αiPi
(2
L
K∗
i
−L
Ri
− 1). In
fact, this can be formulated into the rearrangement inequality
problem [42]. Note that σ21 ≥ σ
2
2 ≥ ... ≥ σ
2
m. Thus, according
to [42], to minimize the above distortion, the values of Λ
should be in the ascending order, i.e.,
Λ(K∗1 ) ≤ Λ(K
∗
2 ) ≤ ... ≤ Λ(K
∗
m). (27)
Define y(x) = b(2
a
x − 1)x, where a, b are positive constants
and x > 0. When a = LRi and b =
σ2w
αiPi
, then Λ(K∗i ) =
y(K∗i −L). The derivative of y(x) can be obtained as y
′(x) =
b(2
a
x − 1 − a
x
ln 2 · 2
a
x ). Let t = a
x
> 0 and g(t) = 2t − 1 −
t ln 2 · 2t, further we can derive that g(t) < limt→0 g(t) = 0.
Hence, y(x) is a monotonically decreasing function, which
means (27) is equivalent to (26).
Lemma 1 gives an efficient greedy guideline for bandwidth
reallocation after rounding the fractional results.
C. Solution
Based on the above analysis, we propose an efficient two-
stage algorithm to solve such an MINLP resource allocation
problem. The proposed algorithm utilizes the convexity of
the slack problem, where variables (K1, ...Km) can range
continuously. After getting the fractional values, we further
integrate rounding and greedy strategies to reallocate the
bandwidth for a feasible integer solution. The algorithm is
elaborated in Algorithm 2.
In Algorithm 2, we first employ the interior-point method,
which can guarantee the convergence of the optimal solution
to the convex slack problem (Lines 2-8). Define the penalty
function of P4 in the jth iteration as Φ(P ,K, e(j)), which
can be expressed as:
Φ(P ,K, e(j)) = ED(P ,K)− e(j)
2m+2∑
u=1
ϕ(gu(P ,K)),
(28)
where gu(P ,K) ≤ 0 is the uth constraint function of P4.
ϕ(x) is the penalty function, which has two alternatives, i.e.,
ϕ(x) = 1/x or ϕ(x) = ln(−x). e(j) is the penalty factor
of the jth iteration, which should be a positive number. The
resource allocation vector is evolved from the initial value of
equal power and bandwidth allocation. During the iteration,
the value of the penalty factor is updated as e(j) = Ce(j−1).
The choice of C should be between 0 and 1 to satisfy that
e(j) is in the descending order with iterations and lim
j→∞
e(j) =
0, which could guarantee the convergence of the algorithm.
The iteration won’t stop until the change of expected system
distortion falls beneath a certain threshold.
Algorithm 2: Resource Allocation Strategy among Vectors
Input: ΣS , {Ri}, {αi}, {Kdi }, K, P, σ
2
w, ǫ, e˜, C
Output: P ∗ = (P ∗1 , ..., P
∗
m), K
∗ = (K∗1 , ...,K
∗
m)
1 initialize procedure:
2 e(0) = e˜, j = 0;
3 P
(0)
i =
1
m
P, K
(0)
i =
1
m
K, (i = 1, 2, ...,m);
4 repeat
5 j = j + 1, e(j) = Ce(j−1);
6 Φ(P,K, e(j))=ED(P ,K)−e(j)
2m+2∑
u=1
ϕ(gu(P ,K));
7 (P (j), K(j)) = argmin Φ(P ,K, e(j));
8 until ED(P (j), K(j))− ED(P (j−1), K(j−1)) ≤ ǫ;
9 P ∗ = P (j);
10 Round K∗ = ⌊K(j)⌋ to obtain a basic solution;
11 Kr = K − sum(K∗);
12 repeat
13 Kr = Kr − 1;
14 Sr = {1} ∪ {n | K∗n < K
∗
n−1};
15 foreach nr ∈ Sr do
16 K =K∗, except Knr = K
∗
nr + 1;
17 Calculate ED according to (14),(22);
18 end
19 EDr = min{ED};
20 K∗ =K corresponding to EDr;
21 until Kr = 0;
22 return P ∗, K∗;
Based on the fractional bandwidth results and inspired by
Lemma 1, we integrate rounding and greedy strategies to
reallocate the bandwidth for a feasible integer solution (Lines
10-21). The continuous values are rounded down for a basic
bandwidth allocation solution in Line 10. Then, the residual
channel uses are further reallocated. Based on Lemma 1,
we only need to consider a few candidates in the set of
10
Sr during each reallocation. This decreases the number of
possible locations to reallocate the channel use and assures that
the bandwidth solution after reallocation satisfies (26). Inspired
by Lemma 1, the locally optimal solution can be found in this
greedy manner.
Now, we can analyze the computational complexity of
Algorithm 2. At the first stage, it requires complexity of
O( 1
C
ln 4Ne˜
ǫ
) [43]. Here, N = 2m + 2 is the number of
constraint functions. At the second stage, it requires com-
plexity of O(mKr). Hence, the complexity of Algorithm 2
is O( 1
C
ln 4Ne˜
ǫ
+mKr).
Combined with the solution of the first stage adopting
Algorithm 1, we can finally approach the solution of the
optimization problem formulated in (22) for the multivariate
Gaussian source scenario. In fact, the idea of the proposed
two-stage algorithm can also be traced in the BCD method.
VI. PERFORMANCE EVALUATION
We carry out simulations to evaluate performance of HDA
transmission where joint rate and resource allocation is per-
formed under various scenarios. The channel fading coefficient
of the ith vector (Si) transmission is generated as hi ∼
CN (0, 1). All simulations are implemented in Matlab 2015a.
For the multivariate Gaussian source scenario, transmission of
any vector component is considered to be independent with
each other. Signal-to-distortion ratio (SDR) [13] in dB is used
as the evaluation metric, which is defined as:
SDR
∆
= 10 lg
σ2i
Di
= 10 lg
E||Si||2
E||Si − Sˆi||2
.
A. Simulation Results of Single Gaussian Source Scenario
In this subsection, we evaluate performance of HDA trans-
mission for single Gaussian vector Si. The i.i.d. complex
Gaussian vector Si is with zero mean and unit variance.
1) Impacts of αi and Ri: We will evaluate the impacts of
rate allocation and resource allocation on HDA performance.
As analyzed in IV-B, bandwidth allocation is determined by
the dimension of the vector. Thus, we only focus on rate
allocation represented by the quantization rate Ri, and power
allocation represented by the coefficient αi. Scenarios with
various average SNR settings defined in (4), as well as various
bandwidth expansion ratio settings defined as η = Ki
L
channel
uses/sample, are took into consideration.
We first evaluate HDA performance with various quantiza-
tion rates in the case of αi = 0.6, as shown in Fig.2. Over a
wide range of SNR, performance with various Ri alternat-
ing rises. Specifically, at low SNR, the HDA system with
smaller Ri tends to provide better performance. Purely analog
transmission, corresponding to Ri = 0 also performs better at
low SNR. At medium and high SNR, the HDA system with
larger Ri would provide performance improvement. Besides,
the system with much large Ri (e.g., Ri = 2.5 bits/sample)
would show substantially improved performance with higher
η (e.g., η = 3 channel uses/sample). The reasons for these
observation will be elaborated later.
Then, we fix Ri = 1.5 bits/sample and implement the HDA
system with various power allocation coefficients αi, as shown
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Fig. 2. SDR performance of the HDA system for various quantization rates
Ri; αi = 0.6; single Gaussian vector with unit variance over the quasi-static
Rayleigh fading channel.
in Fig. 3. The extreme cases of αi = 0 and αi = 1 correspond
to purely analog transmission and purely digital transmission,
respectively. From Fig. 3, the SDR curve of αi = 0.6 is
above other SDR curves for almost SNR settings. This implies
that the optimal αi is about 0.6 when Ri = 1.5 bits/sample.
Another observation is that the system with small αi (e.g.,
αi = 0.3) is inferior to that with larger αi (e.g., αi = 0.9)
at low and medium SNR. However, reverse results can be
observed at high SNR. Moreover, the turning point lies at
lower SNR when η = 3 channel uses/sample.
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Fig. 4. The asymptotical optimization results Ri and αi of the HDA system;
single Gaussian vector with unit variance over the quasi-static Rayleigh fading
channel.
The above observations indicate that Ri and αi should be
selected wisely considering SNR and bandwidth expansion
ratio η. To further explain these observations, we depict the
joint allocation results versus η at SNR=10 dB, 15 dB and
20 dB. The results in Fig.4 illustrate several insights, which
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are consistent with above observations. First, higher Ri and
larger αi are required for better performance with increasing
η. Such phenomenon can be explained as follows. When more
channel uses are available, higher transmitting rate can be
achieved with acceptable outage probability. Meanwhile, this
implies more information is conveyed by digital transmission,
which should be assigned more power. Second, higher SNR
would result in higher R and smaller αi. In fact, increasing
SNR indicates better channel conditions with greater channel
capacity. Thus, the HDA system can be implemented at higher
rate. In this case, smaller digital power could also ensure lower
outage probability, and more residual power can be allocated
for analog transmission to improve system performance.
2) Performance comparison: We compare performance of
the proposed HDA system against other systems, as shown in
Fig.5. The realistic scenario are considered, where the actual
noise power is not known to the encoder. Thus, the encoders
of all schemes are optimized at a target channel SNR γtar =
10 dB. The reference systems are described as follows.
• Purely Analog Scheme: a purely analog scheme solely
employing the analog part of the HDA scheme (αi = 0).
Note that analog transmission only occupies L channel
uses, while another (η− 1)L channel uses are silent. For
fair comparison, the transmitter is allowed to scale its
power to ηP , as that in [27], [36].
• Purely Digital Scheme: a purely digital scheme solely
employing the digital part of the HDA scheme (αi = 1).
• Chen-Tuncel Scheme: a HDA scheme designed for the
Wyner-Ziv problem proposed in [7]. As analyzed in [7],
the designed system can be adopted in HDA transmission
for 1:2 bandwidth expansion without side information.
Specifically, the scheme transmits the uncoded vector in
the first channel use, as well as the superposed digital
and analog signals in the next channel use. Both power
allocation of the two channel uses and digital-analog
power allocation of the second channel use are optimized;
• Theoretical Limit (OPTA): the optimal performance the-
oretically attainable (OPTA) for quasi-static Rayleigh
fading channels, given by Dopti =
e1/γi
γi
∫
∞
1
e−t/γi
tη
dt
[36].
As Fig.5 shows, the proposed HDA system outperforms the
purely digital system and the purely analog system for almost
SNR settings. Although the purely digital system suffers from
cliff effect, the proposed HDA system can provide robust
performance over a whole range of SNR, and alleviate cliff
effect apparently (always with positive slope of SDR curve).
Moreover, the proposed HDA system can achieve performance
gains between 0∼2.3dB in terms of SDR, compared with the
Chen-Tuncel scheme. This is due to the joint rate allocation
and resource allocation, with consideration of fading distribu-
tion.
Note that in the problem formulation in Section IV-B,
approximation is adopted with small τi → 0, which implies
the limit of low outage probability. To assess the effect of
such approximation, we evaluate the HDA scheme optimized
with mesh grid method. Here, αi and Ri are searched to
minimizing system distortion as formulated in (8) without
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Fig. 5. SDR performance of the optimized HDA system, the Chen-Tuncel
system, the purely analog, the purely digital systems and OPTA; single
Gaussian vector with unit variance over the quasi-static Rayleigh fading
channel, η = 2 channel uses/sample, γtar = 10 dB.
approximation. Besides, in the problem analysis in Section
IV-B, the asymptotical characteristic of ECSQ as formulated
in (3) is utilized. For the integrity of the paper, we evaluate the
performance of the proposed scheme with practical ECSQ and
entropy coding implementations. We employ the fixed-point
algorithm [35] to design the ECSQ (FP-ECSQ) for quantizing
a complex Gaussian vector with L = 3000 samples. As
suggested in [35], the symmetric quantizer is considered. Then
Huffman coding is adopted as the entropy coding to encoding
the quantized bits after the ECSQ. Considering implementation
complexity, the scheme is designed without channel codes
in the digital part, as that in [14]. The results are depicted
in Fig. 6. The average bandwidth expansion ration η is set
as 3 channel uses/sample. The encoders of all schemes are
designed with actual channel SNR. As Fig. 6 shows, the gap
between the performance with mesh grid method and the
asymptotic performance in 5 dB is larger than that in higher
SNR. This is due to that when SNR is 5 dB, the channel
condition cannot support reliable transmission with low outage
probability. However, for most channel SNR settings, small
gaps exist among these three curves of simulation results,
which suggests that the approximation adopted in the analysis
is sensible, and the solution is good to be utilized for practical
ECSQ.
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Fig. 6. SDR performance of the scheme optimized with mesh grid, the scheme
optimized asymptotically, and the scheme implemented with FP-ECSQ; single
Gaussian vector with unit variance over the quasi-static Rayleigh fading
channel, η = 3 channel uses/sample.
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B. Simulation Results of Multivariate Gaussian Source Sce-
nario
Next we evaluate performance of HDA transmission for the
multivariate Gaussian vectors with an m × m diagonal co-
variance matrix ΣS = diag (σ
2
1 , σ
2
2 , ..., σ
2
m). In the following
simulations, the number of vectors is set to 4, i.e., m = 4. The
corresponding diagonal entries are set as (2, 1, 0.5, 0.1) similar
to the differences among sensor measurements in [17]. In fact,
the difference of variances among different vectors may be of
larger magnitude in the case of video transmission [18].
1) Impacts of intra-component optimization and inter-
component optimization: Here we implement the experiment
to validate the conclusions in Section V. As analyzed pre-
viously, the optimization of multivariate Gaussian vectors is
addressed in two stages, i.e. intra-component optimization
and inter-component optimization. Fig.7 presents the separate
effect of the optimization over each stage. For intra-component
optimization, “ERA” means the resource is allocated equally
among vectors. For inter-component optimization, two settings
for the rate and the power allocation coefficient are considered,
i.e., (Ri = 1.5, αi = 0.4) and (Ri = 2, αi = 0.6) for
i = 1, · · · , 4. We can observe that both intra-component
optimization and inter-component optimization are of great
effects on overall performance. We also remark that the
proposed system always outperform the separately optimized
systems and the gain is substantial for entire SNR settings
(about 1∼2.5dB). Thus the joint optimization is essential to
provide graceful and robust performance.
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Fig. 7. SDR performance of HDA system with joint optimization, HDA
scheme with intra-component optimization, and HDA scheme with inter-
component optimization; multivariate Gaussian vectors over the quasi-static
Rayleigh fading channel, η = 2 channel uses/sample, γtar = 10 dB.
We next depict the joint optimization results for HDA
transmission of the multivariate Gaussian vectors in Fig.8. Due
to space limit, we only present the result optimized at a target
SNR setting γtar = 10 dB with a bandwidth expansion ratio
η = 2 channel uses/sample. Similar results can be obtained for
other SNR values and other bandwidth expansion scenarios.
The vectors are indexed from 1 to 4 in the descending order
of variances. βB and βP are the ratios of bandwidth and
power allocation among vectors, respectively, which can be
expressed as βBi =
Ki
K
, βP i =
Pi
P
. From Fig.8, we could
figure out that the vector with greater variance should be
assigned more transmission resources and quantized with a
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Fig. 8. The joint optimization results of the proposed HDA system; multi-
variate Gaussian vectors over the quasi-static Rayleigh fading channel, η = 2
channel uses/sample, γtar = 10 dB.
higher rate. Meanwhile, more power should be allocated for
digital transmission. Such observation supports our previous
claims in Section V that the priority (i.e., variance) of the
Gaussian vector plays an important role in the joint rate
allocation and resource allocation. Moreover, it also validate
our conjecture in Lemma 1. Particularly, the digital-analog
power allocation coefficient and the quantization rate of the
4th vector are zero, which means its transmission reduced to
the purely analog type. The reason of this result is the fact that
the vector with lower priority saves its bandwidth resource for
transmission of the vector with higher priority.
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Fig. 9. SDR performance of the optimized HDA system, the Chen-Tuncel
system, the purely digital and the purely analog systems; multivariate Gaussian
vectors over the quasi-static Rayleigh fading channel, η = 2 channel
uses/sample, γtar = 10 dB.
2) Performance comparison: Then we compare the pro-
posed HDA system with other systems over various SNR
settings at η = 2 channel uses/sample, as illustrated in Fig.10.
The comparisons are the purely analog, the purely digital
and the Chen-Tuncel systems. All the reference schemes are
implemented with the ERA strategy among vectors. And the
theoretical limit is derived for the ERA scheme. Besides,
the encoders of all schemes are optimized at γtar = 10 dB.
From Fig.10, we remark that systems in the multivariate
Gaussian source scenario perform analogously to those in
single Gaussian source scenario (cf. Fig.5). However, the SDR
gain of the proposed system is enhanced considerably (up
to 3.5dB) due to the joint optimization with consideration of
source characteristics differences. In fact, the SDR gain would
13
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Fig. 10. SDR performance of the scheme optimized with mesh grid, the
scheme optimized asymptotically, and the scheme implemented with FP-
ECSQ; multivariate Gaussian vectors over the quasi-static Rayleigh fading
channel, η = 3 channel uses/sample.
be further improved when the difference of variances is of
larger magnitude, according to our simulation results.
For the integrity of the paper, we also evaluate performance
of the HDA scheme optimized without approximation by the
mesh grid method, and performance of the HDA scheme
implemented with FP-ECSQ and Huffman coding, as Fig.
10 shows. Considering the implementation complexity, two
vectors are selected as multivariate Gaussian vectors with the
variance σ21 = 2, σ
2
2 = 1 respectively. Compared with the
result in Fig. 5, the gaps for the multivariate Gaussian source
scenario are slightly larger. This is due to the fact that two
vectors are encoded and the optimization of resource allocation
between these two vectors are also need to be considered.
Nevertheless, the result indicates that the proposed solution
adopts sensible approximation in the analysis, and can be
implemented for practical quantization schemes.
VII. CONCLUSION
This paper has proposed a joint rate allocation and resource
allocation scheme for HDA transmission with bandwidth ex-
pansion. Due to the considered quasi-static Rayleigh fading
channel, outage occurs randomly. In this case, digital distortion
cannot be neglected. With consideration of analog distortion
as well as digital distortion, we have derived the expression
of expected system distortion under given fading distribution.
Based on our analytical work, the joint optimization problem
for the single Gaussian source scenario has been formulated
as a minimization problem on expected system distortion,
which is hard to solve. We transform the original problem into
an approximated problem, based on the limit of low outage
probability and involved ECSQ. Then, inspired by the BCD
method, a tractable iterative solution adopting the gradient
method has been proposed to solve this problem asymptot-
ically. Furthermore, we extend our work to the multivariate
Gaussian source scenario. In this case, we propose a two-
stage algorithm integrating rounding and greedy strategies.
For the slack problem where bandwidth variables can range
continuously, its convexity has been proven, which guarantees
its optimal solution. Then the algorithm approaches the locally
optimal integer solution in a greedy manner. Finally, extensive
simulations are performed. The results validate the advantages
of joint rate and resource allocation optimization under the
single Gaussian source scenario as well as the multivariate
Gaussian source scenario.
The current discussion is based on the assumption of the
Gaussian source. In the future, we plan to investigate the
implementation of the proposed HDA transmission system
into correlated Gauss-Markov source as well as practical
multimedia applications.
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