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Einleitung
In meiner Diplomarbeit
”
Digitale Signaturen und Zertifikate. Von den ma-
thematischen Hintergru¨nden bis zur Anwendung.“ liegt das Hauptaugenmerk
auf den Mo¨glichkeiten der Identita¨tsbestimmung mit Hilfe digitaler Hilfsmit-
tel. Aufgrund des Fortschreitens der Digitalisierung und der zunehmenden
Unwichtigkeit von Grenzen in der digitalen Welt ist es in den meisten Fa¨llen
nicht mehr mo¨glich seinen Kommunikationspartner perso¨nlich zu kennen oder
diesen gar zu treffen. Deshalb ist es von großer Wichtigkeit sich der Identita¨t
des Kommunikationspartners sicher zu sein. Dies geschieht meist mit Hilfe
von digitalen Zertifikaten oder Signaturen.
Meine Diplomarbeit ist in verschiedene Kapitel gegliedert.
Im ersten Kapitel
”
Kryptographie“ werde ich mich mit Kryptographie und
ihren mathematischen Hintergru¨nden befassen. Kryptographie ist ein un-
erla¨sslicher Bestandteil digitaler Identita¨ten. Ich werde in diesem Kapitel die
symmetrischen Verfahren nicht behandeln, da diese zwar beim Nachrichten-
austausch verwendet werden (z.B. als Session Key), fu¨r die Erstellung digita-
ler Signaturen und Zertifikate sind diese jedoch nicht von Bedeutung. Auf die
Funktionsweise und Hintergru¨nde des RSA-Verfahrens werde ich besonders
eingehen, da dieses heutzutage das am weitesten verbreitete Verfahren ist.
2
3In Kapitel 2
”
Hashfunktionen und digitale Signaturen“ werde ich auf Hash-
funktionen eingehen. Diese werden zur Besta¨tigung der Unversehrtheit beim
Nachrichtenaustausch beno¨tigt. Als konkretes Beispiel hierfu¨r werde ich die
Hashfunktion SHA-256 im Detail behandeln. Außerdem werde ich in Kapitel
2 digitale Signaturen einfu¨hren und deren Funktionsweise mit dem RSA-
Verfahren erla¨utern.
Im darauf folgenden Kapitel 3
”
Public Key Infrastruktur (PKI)“werden PKI
(Public Key Infrastuctures) behandelt werden. Diese sind eine konkrete Im-
plementierung fu¨r digitale Signaturen. Es gibt verschiedene Arten von PKIs.
Ich werde auf die wichtigsten eingehen.
Kapitel 4
”
Digitale Zertifikate“ werden digitale Zertifikate erla¨utern. Die-
se sind eine Art Weiterentwicklung der digitalen Signatur, bei denen meist
staatlich akkreditierte Organisationen als vertrauenswu¨rdiger Dritter fungie-
ren. Deren Aufgabe ist es die Identita¨t der Benutzer zu besta¨tigen und die
o¨ffentlichen Schlu¨ssel zu verwalten und zu verteilen. Ich werde hier auch auf
die genaue Gesetzeslage in O¨sterreich eingehen.
In Kapitel 5
”
Schlu¨sselmanagment“ wird kurz auf das so genannte Schlu¨sselmanagement
eingegangen. Dieses umfasst die Erzeugung, Speicherung, Vernichtung, den
Austausch und die La¨nge von Schlu¨sseln.
Im abschließenden Kapitel 6
”
Hilfsmittel zur digitalen Signierung“ werden
Hilfsmittel zur digitalen Signierung behandelt. Diese haben die Aufgabe den
Benutzern die Anwendung von digitalen Signaturen und Zertifikaten zu er-
leichtern, indem sie eine sichere Umgebung zur Schlu¨sselverwendung anbie-
4ten. Ich werde hauptsa¨chlich Smartcards behandeln. Hierbei werden Bestand-
teile und Sicherheit im Vordergrund stehen. Außerdem wird die Bu¨rgercard
als Beispiel angefu¨hrt, da diese fu¨r alle O¨sterreicher zuga¨nglich ist.
Am Ende meiner Diplomarbeit werden in einem Glossar noch einige Begriffe
die verwendet wurden erkla¨rt.
P.S.: In dieser Arbeit verwende ich die grammatikalisch ma¨nnliche Form glei-
chermaßen fu¨r Ma¨nner und Frauen.
Introduction
In my diploma
”
Digitale Signaturen und Zertifkate. Von den mathematischen
Hintergru¨nden bis zur Anwendung.“ the main focus lies on the possibilities
to determine ones identity with digital means. Because of the advancement of
digitalisation and the growing insignificance of boarders in the digital world it
is not always possible to know or even meet ones associate in person. Becau-
se of that it is very important to be certain of the identity of ones associate
in the digital world. This is realized through digital Certificates or signatures.
My diploma is structured in different chapters.
In chapter one
”
Kryptographie“ I am going to cover the idea and mathemati-
cal backgrounds of cryptography. It is an essential part of digital identities. I
am not going to cover symmetric cryptography, although it is used in message
swapping (i.e. session keys), it is not important for the creation of digital si-
gnatures and certificates. The RSA-Method, its functions and its background
are the focus of this chapter because the RSA-Method is the most common
and most wide spread today.
In chapter two
”
Hashfunktionen und digitale Signaturen“ Hashfunctions will
be covered. These are needed to proof the integrity of a message. As a prac-
tical example the method SHA-256 will be explained in detail. Aside from
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6that digital signatures will be introduced and their functionality within the
RSA-Method.
In the following chapter
”
Public Key Infrastruktur (PKI)“ is going to contain
PKIs. These are an implementation of digital signatures. Different types of
PKI will be mentioned.
Chapter four
”
Digitale Zertifkate“ will define digital certificates, which are an
improvement of digital signatures. Certificates use accredited Organisation
which function as a trusted third party. There role is to provide the identity
of a user and his public key. I will also treat the laws in Austria.
In chapter five
”
Schlu¨sselmanagment“ the topic is managment of security
keys. This includes creation, storage, destruction, swapping and the lenght
of keys.
In the final chapter six
”
Hilfsmittel zur digitalen Signierung“ implements of
digital signatures will be covered. These have the function to help the user
utilizing the digital signatures and certificates. They offer a secure environ-
ment for the usage of the key. The focus of this chapter will be smartcards, its
properties and its security features. As an example I will refer to Bu¨rgercards
because these are available to every Austrian resident.
At the end of my Diploma there is going to be a Glossary in which some of
the used terms will be illustrated.
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Kapitel 1
Kryptographie
1.1 Kryptographie allgemein
Da es zum Thema Kryptographie schon unza¨hlige Definitionen gibt habe ich
mich dazu entschieden einige aufzulisten:
Kryptographie: Anwendung mathematischer Verfahren, um Tech-
niken und Algorithmen zu entwickeln, welche die Sicherheit der
Daten schu¨tzen. Sicherheit umfasst in diesem Zusammenhang
bes. Vertraulichkeit, Integrita¨t und die Authentifizierung (Metho-
den zur U¨berpru¨fung der Identita¨t des Senders u¨bermittelter Da-
ten, der z.B. an der Ta¨tigkeit eines Zahlungssystems beteiligt ist,
und zur Besta¨tigung, dass eine Nachricht bei der U¨bermittlung
nicht vera¨ndert wurde). 1
Kryptographie: Verfahren zum Verschlu¨sseln zum Beispiel elek-
tronischer Post. Es macht die u¨bermittelten Daten fu¨r Unbefugte
1Gabler Wirtschaftslexikon http://wirtschaftslexikon.gabler.de/Definition/
kryptographie.html
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unleserlich. 2
Kryptographie: Die Kryptographie ist die Wissenschaft zur Er-
forschung und Realisierung von Verfahren zur Verschlu¨sselung
bzw. Entschlu¨sselung von Daten, bei denen entweder das Ver-
schlu¨sselungsverfahren oder bei Anwendung einheitlicher
Verschlu¨sselungsverfahren, die verwendeten Schlu¨sselbegriffe ge-
heim gehalten werden. Durch A¨ndern, Vertauschen oder Hin-
zufu¨gen von Zeichen nach bestimmten Regeln wird ein Klartext
in einen Schlu¨sseltext verwandelt und umgekehrt; anwendbar bei
der Speicherung von Daten und der Datenu¨bertragung. Wirksam-
stes Mittel des Datenschutzes, um Informationen, die in falsche
Ha¨nde gelangt sind, wertlos zu machen. 3
Kryptographie ist die mathematische Wissenschaft, die sich mit
Vertraulichkeit, Datenintegrita¨t und Authentifikation befasst.
Vertraulichkeit: Niemand ausser die dazu berechtigten
Personen sollen die Daten lesen ko¨nnen.
Datenintegrita¨t: Niemand soll unbemerkt Daten vera¨ndern,
hinzufu¨gen, lo¨schen oder ersetzen ko¨nnen.
Authentifikation: Die beteiligten Personen sollen wissen, mit
wem sie kommunizieren. Der Empfa¨nger soll wissen, von
wem die Information stammt, wann sie erzeugt wurde, ... 4
Kryptographie ist die Wissenschaft, die sich mit der Verschlu¨sselung von In-
formation bescha¨ftigt. Kryptographie existiert seit den ersten fru¨hen Hoch-
2Kleines Computerlexikon http://www.ksta.de/html/artikel/1192572081165.
shtml
3IT Wissen http://www.itwissen.info/definition/lexikon/
Kryptografie-cryptography.html
4Matthias Web http://www.siug.ch/help/SIUG-Kryptoeinfuehrung.html
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kulturen, A¨gyptens, Indiens und Mesopotamiens. Damals waren die Verfah-
ren noch wesentlich einfacher. Zum Beispiel wurden Einkerbungen in Holz-
platten so versteckt indem man sie mit Wachs auffu¨llte und die gesamte
Platte mit Wachs u¨berzog. Eine andere Methode waren kleine Lo¨cher in
Buchstaben auf Papyrusrollen die erst im Gegenlicht sichtbar wurden.
Nach heutigem Wissensstand tauchten die ersten milita¨risch genutzten kryp-
tografischen Systeme im 5. Jahrhundert vor Christus im antiken Griechenland
auf. Spartanische Befehlshaber verwendeten so genannte Skytale um ihren
Truppen Botschaften bzw. Befehle zu u¨bermitteln. Dabei wurde Papyrus um
einen Holzstab gewickelt und die Nachricht darauf geschrieben. Der Rest des
Papyrus wurde ebenfalls beschrieben. Dieser Stab hatte einen fest definierten
Durchmesser. Der Empfa¨nger der Nachricht musste im Besitz einer identi-
schen Vorrichtung sein um die Nachricht lesen zu ko¨nnen. Der Durchmesser
des Stabs kann als Schlu¨ssel betrachtet werden. Der entscheidende Vorteil
dabei war, dass ein Feind, der in den Besitz der Nachricht kam, diese ohne
das Wissen u¨ber den Durchmesser des Stabes nicht lesen konnte.
Doch mit dem Aufkommen und den Fortschritten in der Technik hat sich das
Bild der Kryptografie komplett gea¨ndert. Heute funktionieren Verschlu¨sslungen
auf der Basis komplizierter mathematischer Verfahren und sind mit erheb-
lichem Rechenaufwand verbunden, der ohne Computereinsatz undenkbar
wa¨re.
1.2 Asymmetrische Verfahren
1.2.1 Kryptografisches System
Bevor ich mit den asymmetrischen Verfahren beginnen kann, ist es notwen-
dig einige grundlegende Begriffe einzufu¨hren. Ich werde mich hierbei an die
13
Definition nach Eckert (Literaturverzeichnis Punkt 1) halten.
Definition Kryptografisches System:
Gegeben seine zwei endliche Alphabete A1 und A2. Ein kryptografisches Sy-
stem oder kurz Kryptosystem KS ist gegeben durch ein Tupel
KS = (f,M, C, EK,DK,E,D)
mit
1. der (nicht leeren) endlichen Menge von Klartexten M⊆ A∗1, wobei A∗1
die Menge aller Worte u¨ber dem Alphabet A1 beschreibt
2. der (nicht leeren) endlichen Menge von Krypto bzw. Chiffretexten C ⊆
A∗2
3. der (nicht leeren) Menge von Verschlu¨sselungsschlu¨sseln EK
4. der nicht leeren Menge von Entschlu¨sselungsschlu¨sseln DK sowie ei-
ner Bijektion f : EK → DK. Die Bijektion assoziiert zu einem Ver-
schlu¨sselungsschlu¨sselKE ∈ EK einen dazu passenden Entschlu¨sselungsschlu¨ssel
KD ∈ DK, dh f(KE) = KD
5. dem injektiven Verschlu¨sselungsverfahren E: M x EK → C und
6. dem Entschlu¨sselungsverfahren D: C x DK →M mit der Eigenschaft,
dass fu¨r zwei Schlu¨ssel KE ∈ EK,KD ∈ DK mit f(KE) = KD gilt:
fu¨r alle M ∈M : D(E(M,KE), KD) = M .
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1.2.2 Anforderung an asymmetrische Verfahren
Die Kryptographie wird grob in zwei Kategorien eingeteilt: Symmetrische
und asymmetrische Kryptographie.
Bei symmetrischer Kryptographie wird derselbe Schlu¨ssel zum Ver- und Ent-
schlu¨sseln verwendet. Sie hat den entscheidenden Vorteil, dass symmetrische
Verfahren wesentlich schneller zu berechnen sind als asymmetrische. Es gibt
jedoch ein großes Problem mit dem Schlu¨sseltransport. Um verschlu¨sselte
Nachrichten austauschen zu ko¨nnen, muss man bereits einen Schlu¨ssel aus-
getauscht haben. Dies ist in der Praxis sehr kompliziert. Symmetrische Ver-
fahren werden oft angewendet da diese wesentlich schneller sind als asymme-
trische Verfahren. Dies geschieht aber meist erste wenn ein asymmetrisches
Verfahren benutzt wurde um einen Schlu¨sselaustausch vorzunehmen.
Ich werde in meiner Arbeit auf die symmetrische Kryptographie nicht im
Detail eingehen.
Bei asymmetrischer Kryptographie benutzt man ein sich erga¨nzendes Schlu¨sselpaar,
um die Problematik des Schlu¨sselaustauschs zu lo¨sen. Einen der beiden kann
man vero¨ffentlichen, den anderen ha¨lt man geheim (public key KE, private
key KD). Was mit dem Schlu¨ssel KE verschlu¨sselt wird, soll NUR mit dem
dazugeho¨rigen Partner KD entschlu¨sselt werden ko¨nnen (und umgekehrt).
Ein System, dass diese Eigenschaften besitzt nennt man ein Public-Key-
System oder ein asymmetrisches Kryptosystem.
1.2.3 Public-Key-System: Formale Definition
Formal gesehen besitzt ein Public-Key-System folgende Eigenschaften:
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1. Das Schlu¨sselpaar (KE, KD) muss effizient zu erzeugen sein, wobei fu¨r
solche Paare gelten muss:
• KD = f(KE)
• ∀M ∈M: D(E(M,KE), KD) = M
• KE kann o¨ffentlich bekannt gegeben werden
2. Die Verschlu¨sselungsfunktion E und die dazugeho¨rige Entschlu¨sselungsfunktion
D sind effizient zu berechnen.
3. KD ist aus der Kenntnis von KE nicht mit vertretbarem Aufwand be-
rechenbar.
4. WennM = C und fu¨r alleM ∈M, E(D(M,KD), KE) = D(E(M,KE), KD) =
M gilt so ist das Kryptosystem auch zum Erstellen von digitalen Si-
gnaturen geeignet. (Siehe Kapitel 3 Digitale Signaturen)
Ich werde nun etwas genauer auf die Definition eingehen:
In der Definition wird gefordert, dass das Schlu¨sselpaar funktional zusammen
ha¨ngt (Punkt 1). Durch KD = f(KE) la¨sst sich ein eindeutiger Zusammen-
hang zwischen Klartext und Geheimtext - und umgekehrt - herstellen.
Die zugrunde liegende Funktion sollte leicht ausfu¨hrbar, aber ohne die no¨tigen
Informationen nicht umkehrbar sein. Salopp ko¨nnten wir fordern: In eine
Richtung soll es schnell gehen, in die andere hingegen gar nicht (Punkt 3).
Theoretisch ist das leider nicht mo¨glich, da mit genu¨gend Zeit und Rechen-
leistung zu jeder bekannten Funktion eine Umkehrung gefunden werden kann
(Das Durchlaufen des gesamten Schlu¨sselraums wird als Brute-Force-Attack
bezeichnet). Deshalb ist es in der Praxis schon ausreichend, wenn die Berech-
nung von KD aus KE so langwierig und mu¨hsam ist, dass es auch mit den
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schnellsten Computern nicht in akzeptabler Zeit erledigt werden kann.
Solche Funktionen finden sich in der Mathematik, sie werden als Einweg-
Funktionen bezeichnet. Diese machen ein Errechnen des privaten Schlu¨ssels
aus der Kenntnis des o¨ffentlichen Schlu¨ssels mit vertretbarem Aufwand unmo¨glich.
Dies ist bei einer injektiven Funktion f : X → Y dann der Fall, wenn fu¨r
x ∈ X der Funktionswert f(x) = y leicht zu berechnen ist, z.B. das Pro-
dukt zweier Primzahlen, y = f(x) das Urbild x jedoch mit keinem effizi-
enten Verfahren berechenbar ist, das Produkt in seine Faktoren aufspalten.
Das heisst, dass sich mit vertretbarem Aufwand keine Lo¨sung dafu¨r finden
la¨sst. Weiterns existieren Einweg-Funktionen mit Falltu¨r. Dies sind Einweg-
Funktionen, welche bei Kenntnis bestimmter Werte leicht umkehrbar sind
(z.B. privater Schlu¨ssel KD).
D(E(M,KE),KD) = M (Punkt 4) bedeutet, dass alle Klartexte M der Klar-
textmengeM mit KE zu C = E(M,KE) verschlu¨sselt werden. Diese ergeben
bei Anwendung von KD wiederum M = D(C,KD).
1.2.4 Einwegfunktionen
1.2.4.1 Definition Einwegfunktion
Definition. Einwegfunktionen:
Eine injektive Funktion f : X → Y heisst Einwegfunktion, wenn:
1. fu¨r alle x in X der Funktionswert f(x) effizient berechenbar ist und
2. wenn es kein effizientes Verfahren gibt, um aus einem Bild y = f(x)
das Urbild x zu berechnen.
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1.2.4.2 Diskrete Logarithmusfunktion
In der Modul-Arithmetik finden sich reichlich Einwegfunktionen. Die diskre-
te Exponentialfunktion y = ga mod p ist beispielsweise leicht zu berechnen.
Ihre Umkehrfunktion, die diskrete Logarithmusfunktion a = logg(y) mod p
ist jedoch nur a¨ußerst schwierig zu ermitteln. Die ersten zwei Funktionsgra-
phen in der Abbildung zeigen zu Vergleichszwecken die reelle Exponential-
funktion und deren Umkehrfunktion, welche die reelle Logarithmusfunktion
ist. Beide verlaufen stetig. Der dritte Funktionsgraph stell die diskrete Expo-
nentialfunktion α = 11a mod 23 dar. Diese macht hingegen unvorhersagbare
Spru¨nge.
Abbildung 1.1: Bsp.: Exponential & Logarithmusfunktion
Wir ko¨nnen daher sehr leicht aus einer gegebenen Zahl a den Wert α = 11a
mod 23 berechnen. Haben wir aber nur das Ergebnis α, ko¨nnen wir a nur
erraten! Die Umkehrfunktion a = log11 α mod 23 verla¨uft im endlichen Zah-
lenraum von Z23 na¨mlich nicht stetig. Eine systematische Anna¨herung an die
richtige Lo¨sung ist mit einem Verfahren a¨hnlich dem Newton-Verfahren nicht
mo¨glich.
Beispiel der Unstetigkeit:
y = 7a mod 11; a durchla¨uft den Zahlenraum Z11.
So ist beispielsweise 75 = 16807 = 10 mod 11.
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a 0 1 2 3 4 5 6 7 8 9 10
y = 7a mod 11 1 7 5 2 3 10 4 6 8 8 1
1.2.4.3 Primfaktorzerlegung
Hier ist die Einwegfunktion E(p, q) = p ∗ q mit Falltu¨r p und q gegeben.
Seien N die Werte der Funktion E, wobei p und q sehr große Primzahlen
sind. p und q werden geheim gehalten und N wird vero¨ffentlicht. Mit N
ko¨nnen Nachrichten durch E verschlu¨sselt werden. Zum Entschlu¨sseln mit
der Umkehrfunktion D = E−1 wird p und q beno¨tigt (konkrete Implementie-
rung RSA). Der Trick an der Sache ist, dass es nicht ohne weiteres mo¨glich
ist, aus N die beiden Faktoren p und q zu ermitteln. Ist N groß genug, ist
dies praktisch unmo¨glich. bei 1024 Bit wu¨rde dies Beispielsweise bereits 1011
MIPS Jahre dauern.
1.2.5 RSA-Verfahren
Das RSA-Verfahren entstand 1977 aus den Bemu¨hungen von Rivest, Sha-
mir und Adleman einen Fehler in dem Algorithmus von Diffie und Hellman
zu finden. Dies gelang nicht. Doch im Zuge dieser Forschungen wurde das
RSA-Verfahren entwickelt. Es basiert auf dem aktuellen Wissensstand, dass
die Zerlegung einer großen Zahl in ihre Primfaktoren, sehr aufwendig ist. Al-
lerdings ist das Erzeugen einer Zahl durch Multiplikation zweier Primzahlen
recht einfach.
1.2.5.1 Rechenvorgang allgemein
1. Alice wa¨hlt zufa¨llig zwei verschiedene Primzahlen p und q
2. Sie berechnet N = p*q und ϕ(N) = (p− 1) ∗ (q − 1)
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3. Dann wa¨hlt sie e ∈ {2, ..., ϕ(N)− 2} mit ggT(e,ϕ(N)) = 1.
4. Alice bestimmt d mit e*d ≡1 modϕ(N).
5. Schließlich vero¨ffentlicht sieKE := (N, e) als ihren o¨ffentlichen Schlu¨ssel
und ha¨lt das Paar KD := (N, d) geheim.
6. Die Werte p, q und ϕ(N) lo¨scht Alice.
7. Angenommen Bob mo¨chte an Alice die Nachricht M mitM ∈ {0, ..., N − 1}
schicken:
Bob berechnet C := Me mod N und schickt C an Alice.
8. Alice kann dann die Nachricht M wie folgt entschlu¨sseln:
Alice berechnet M := Cd mod N.
1.2.5.2 Mathematische Hintergru¨nde des RSA-Verfahrens
Zuna¨chst werden wir Teilbarkeit in Z zeigen.
(i) Fu¨r jedes n 6= 0 gilt n|0 und n|n.
(ii) Gilt m|n, so auch −m|n und m| − n.
(iii) Fu¨r alle n gilt 1|n.
(iv) Aus m|n und n 6= 0 folgt |m| ≤ |n|.
(v) Aus n|1 folgt entweder n = 1 oder n = -1.
(vi) Aus m|n und n|m folgt entweder n = m oder n = -m.
(vii) Aus `|m und m|n folgt `|n.
(viii) Bei ` 6= 0 sind m|n und `m|`n gleichbedeutend.
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(ix) Gelten m|n1 und m|n2, so auch m|(`1n1 + `2n2) bei beliebigen `1, `2.
(x) Gelten m1|n1 und m2|n2, so auch m1m2|n1n2.
Seien nun n1, ..., nk ganze Zahlen. Gefragt wird nach allen ganzen d 6= 0
mit d|n1, ..., d|nk, mit anderen Worten, nach den gemeinsamen Teilern aller
n1, ..., nk. Ist d ein derartiger gemeinsamer Teiler, so hat -d nach ”
Teilbar-
keit in Z(ii)“ dieselbe Eigenschaft, weshalb in Zukunft die Beschra¨nkung auf
positive gemeinsame Teiler ausreicht, zu denen u¨brigens die Eins nach
”
Teil-
barkeit in Z(iii)“ immer geho¨rt. Weiter kann ku¨nftig vorausgesetzt werden,
dass nicht alle n1, ..., nk Null sind; andernfalls liegt nach ”
Teilbarkeit in Z(i)“
die triviale Situation vor, wo jede von Null verschiedene ganze Zahl gemein-
samer Teiler der n1, ..., nk ist. Nach ”
Teilbarkeit in Z(iv)“ ist dann klar, dass
jeder positive gemeinsame Teiler d von n1, ..., nk der folgenden Ungleichung
genu¨gt:
d ≤ min {|ni| : i = 1, ..., k mit ni 6= 0}.
Es ist ersichtlich, dass bei ganzen, nicht sa¨mtlich verschwindenden n1, ..., nk
die Menge aller positiven gemeinsamen Teiler eine nicht leere endliche Men-
ge ist. Das gro¨ßte dieser Menge heißt gro¨ßter gemeinsamer Teiler (kurz:
ggT): der n1,..., nk.
Man beno¨tigt fu¨r die effiziente Bestimmung des privaten Schlu¨ssels den er-
weiterten Euklidischen Algorithmus um den ggT(e, ϕ(N)) als Linearkombi-
nation von e und ϕ(N) darzustellen.
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Satz: erweiterter euklidischer Algorithmus. Der erweiterte euklidischen
Algorithmus bestimmt den gro¨ßten gemeinsamen Teiler zweier natu¨rlicher
Zahlen a und b, ggT(a,b). Außerdem werden noch zwei ganze Zahlen s und t
bestimmt, die die Gleichung ggT(a,b) = s*a + t*b erfu¨llen.
Beweis. Gegeben sind a, b ∈ N: a = q1b + r1 mit q1, r1 ∈ N und r1 < b
(Division mit Rest in N0)
→ r1 6= 0, r1 ∈ N : b = r1q2 + r2 mit 0 ≤ r2 < r1
oder r1 = 0 (Verfahren endet)
→ r2 6= 0, r2 ∈ N : r1 = r2q3 + r3 mit 0 ≤ r3 < r2
oder r2 = 0 (Verfahren endet)
Wegen b > r1 > r2 > ... ≥ 0 muss das Verfahren abbrechen,
das heißt ∃n ∈ N mit rn 6= 0, rn + 1 = 0
Die letzten beiden Gleichungen lauten:
rn−2 = rn−1qn + rn mit 0 < rn < rn−1
rn−1 = rnqn+1 + rn+1 wobei rn+1 = 0
→ rn=ggT(a,b)
Wenden wir dieses Verfahren anschließend ru¨ckwa¨rts an, erhalten wir eine
Darstellung des ggT als Linearkombination.
Definition. Teilerfremd:
Ganze Zahlen n1, ..., nk, nicht alle Null, heißen teilerfremd, wenn ihr ggT
gleich Eins ist.
Definition. Eulersche Phifunktion (ϕ(n)):
ϕ(n) ist die Anzahl der natu¨rlichen, n nicht u¨bersteigenden Zahlen, die zu n
teilerfremd sind.
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Definition. Kongruenz und elementare Eigenschaften:
Seien m 6= 0, a, b ganze Zahlen. Man nennt a kongruent (zu) b modulo
m genau dann, wenn m|(a− b) gilt; man schreibt dies als
a ≡ b mod m.
Weiters gilt:
• a ≡ a mod m,
• a ≡ b mod m⇒ b ≡ a mod m,
• a ≡ b mod m, b ≡ c mod m⇒ a ≡ c mod m.
Hieraus sieht man bereits, das die Relation kongruent modulo m eine
A¨quivalenzrelation auf Z ist. Damit zerlegt sie Z in disjunkte Klassen, die
sogenannten Restklassen modulo m.
Definition. Restklassenringe:
Ist m eine natu¨rliche Zahl, so definiert man die (von m abha¨ngige) Abbildung
ψ von Z in die Menge der Restklassen modulo m dadurch, dass man jedem a
∈ Z diejenige Restklasse ψ(a) zuordnet, der a angeho¨rt. Danach ist a ≡ a′(
mod m) ⇔ ψ(a) = ψ(a′) klar; ψ(Z) hat genau m Elemente. In der Menge
ψ(Z) aller Restklassen modulo m definiert man sodann zwei Verknu¨pfungen
+ und · durch folgende Vorschriften:
ψ(a) + ψ(b) := ψ(a+ b) bzw. ψ(a) · ψ(b) := ψ(ab)
fu¨r alle a, b ∈ Z; dabei deutet das + in a + b auf die gewo¨hnliche Addition
in Z hin.
Das diese Verknu¨pfungen des Restklassenrings wohldefiniert sind liegt an den
Eigenschaften (ix) und (x) der Teilbarbeit in Z.
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Da die Abbildung ψ des Integrita¨tsrings Z auf (ψ(Z),+, ·) ein Homomor-
phismus ist, ist (ψ(Z),+, ·) ein kommutativer Ring, der Restklassenring
modulo m heißt.
Definition. prime Restklasse:
Ist a eine ganze, zu m teilerfremde Zahl, so sind fu¨r alle ganzen t auch m und
a+tm zueinander teilerfremd. Die Eigenschaft einer ganzen Zahl, zum Mo-
dul m teilerfremd zu sein, kommt also jedem Element der Restklasse modulo
m zu, in der die Zahl liegt. Eine Restklasse modulo m, deren jedes Element
zu m teilerfremd ist, heißt eine prime (oder auch teilerfremde) Restklasse
modulo m.
Definition. Gruppe
G 6= ∅ mit einer Operation ·; heisst Gruppe wenn gilt:
1. Assoziativgesetz
2. ∃ neutrales Element e, a · e = e · a = a ∀a ∈ G↔ eindeutig
3. zu jedem a ∈ G ∃ ein inverses a : aa = aa = e↔ eindeutig
Gilt zusa¨tzlich das Kommudativgesetz, so heißt G kommutative oder Abel-
sche Gruppe
Satz zur primen Restklassengruppe Z∗m. Die Menge der primen Rest-
klassen modulo m bildet bezu¨glich der in Restklassenringe erkla¨rten Ver-
knu¨pfung · eine abelsche Gruppe, die sogenannte prime Restklassengrup-
pe Z∗m modulo m.
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Beweis. Sind a, b ganz und zu m teilerfremd, so ist auch ab zu m teiler-
fremd. Anders gesagt: Sind φ(a), φ(b) prime Restklassen modulo m, so ist
auch φ(a) · φ(b) eine prime Restklasse modulo m. Daher ist die im Satz ge-
nannte Menge gegenu¨ber · abgeschlossen; außerdem gelten bezu¨glich dieser
Verknu¨pfung das Assoziativ- und Kommutativgesetz.
a und m sind teilerfremd. Deshalb ∃s, t ∈ Z nach dem erweiterten euklidi-
schen Algorithmus fu¨r die gilt: sa+ tm = 1 ⇒ φ(a) · φ(s) = φ(1)
Definition. Ordnung von G (|G|)
Die Anzahl der Elemente (die Ma¨chtigkeit) einer Gruppe G heisst die Ord-
nung von G und wird mit |G| bezeichnet.
Definition. Sein (G, ·) Gruppe und M ⊆ G. Dann heißt ⋂U⊇MU⊆G U die
von M erzeugte Untergruppe in G, bezeichnet mit < M >
Es gilt: < M > ist Untergruppe von G die m entha¨lt un < M > ist sogar die
kleinste Untergruppe von G die M entha¨lt.
Lemma:. Sei (G, ·) eine Gruppe und a ∈ G fest. Dann gilt < a >= {ak; k ∈
Z}
Beweis. z.z.: {ak; k ∈ Z} ist die kleinste Untergruppe, die a entha¨lt.
Sie U ≤ G mit a ∈ U ⇒ a · a ∈ U ⇒ a2 · a ∈ U ,..., ak ∈ U (k ∈ N)
e = a0 ∈ U ; da ak ∈ U ⇒ (ak)−1 = a−k ∈ U (k ∈ N) ⇒ ak ∈ U ∀k ∈ Z; also
gilt {ak; k ∈ Z} ⊆ U
Definition. Ordnung von a o(a)
Sei (G, ·) eine Gruppe und a ∈ G. Dann heisst | < a > | die Ordnung von
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a; bezeichnet wird sie mit o(a).
Definition. Rechtsnebenklasse
Sei (G, ·) eine Gruppe und U ≤ G, g ∈ G fest.
Dann heißt Ug := {ug; u ∈ U} Rechtsnebenklasse nach U.
Bemerkung: Sei U =< n > mit < n >= {nk; k ∈ Z} sei weiters g = 1.
Dann ist U + g := {nk + 1; k ∈ Z}
Lemma:. 1. Ug = Uh gilt genau dann, wenn gh−1 ∈ U bzw. genau dann,
wenn hg−1 ∈ U
2. Rechtsbnebenklassen bilden eine Partition von G.
Beweis. 1. Ug = Uh ⇒ {ug;u ∈ U} = {vh; v ∈ U} u=e liefert g ∈ Ug
⇒ ∃v ∈ U mit g=vh ⇒ gh−1 = v ∈ U ⇒ v−1 = (gh−1)−1 = hg−1 ∈ U
umgekehrt: sei gh−1 ∈ U d.h. ∃w ∈ U mit gh−1 = w ⇒ g = wh ⇒
ug = ( uw︸︷︷︸
∈U
)h ∈ Uh, d.h. Ug ⊆ Uh
g =wh liefert h = w−1g (v ∈ U beliebig) vh = (vw−1︸ ︷︷ ︸
∈U
)g ∈ Ug, d.h.
Uh ⊆ Ug
also gilt Ug = Uh
analog fu¨r den Fall hg−1 ∈ U
2. Sei g ∈ G beliebig. Da g ∈ Ug [g = e︸︷︷︸
∈U
g ∈ Ug] liegt jedes g ∈ Ug in
einer Rechtsnebenklasse.
weiters: fu¨r 2 Klassen Ug, Uh gilt: entweder Ug ∩ Uh = ∅ oder seine
Ug, Uh nicht elementfremd, also sei x ∈ G ∈ Ug ∩ Uh : d.h. ∃u ∈ U,
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v ∈ U mit x = ug = vh⇒ gh−1 = u−1v ∈ U ⇒ Ug = Uh
Satz:. Sei (G, ·) eine Gruppe und U ≤ G. Dann gilt:
|Ug| = |U | = |gU | ∀g ∈ U
Beweis. Definiere α : U → Ug durch α(u) := ug
injektiv: sei α(u) = α(v), d.h. ug = vg ⇒ u=v
α ist surjektiv, da jedes Element von Ug die Gestalt ug hat.
⇒ α ist bijektiv.
Die Anzahl der Rechtsnebenklassen wird als Index von U in G bezeichnet.
Dies schreibt man als [G:U]
Satz von Lagrange. 1. Sei (G, ·) eine Gruppe und U ≤ G dann gilt:
|G| · [G : U ] = |G|. Insbesondere folgt fu¨r endliche Gruppen G:
|U | ||G| und [G : U ]||G|
2. G endlich und a ∈ G beliebig, so folgt o(a)||G|; insbesonders gilt a|G| =
e, ∀a ∈ G
Beweis. 1. Rechtsnebenklassen bilden eine Partition von G: G =
⋃
Ug
⇒ |G| = ∑ |Ug|︸︷︷︸
=|U |
= |U |∑ 1 (Wobei ∑ 1 die Anzahl der verschiedenen
Rechtsnebenklasse =[G:U] ist) = |U | · [G : U ]
2. Sei a ∈ G Dann ist o(a) = | < a > |||G| (nach 1); insbesonders folgt
|G| = o(a) · t mit t ∈ N.
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a|G| = ao(a)·t = (ao(a)︸︷︷︸
=e
)t = et = e
Um zu zeigen, dass das RSA-Verfahren wirklich funktioniert (Im speziellen,
dass die Ver- und Entschlu¨sselung wirklich eindeutig ist) beno¨tigen wir den
folgenden Satz von Euler.
Satz von Euler. Seien a und n teilerfremde Zahlen, ϕ(n) die Anzahl der zu
n teilerfremden Zahlen. Dann gilt aϕ(n) ≡ 1 mod n
Beweis. Ist G endliche Gruppe und a ∈ G dann folgt aus dem Satz von
Lagrange, dass a|g| = e wobei e das Einselement ist. Speziell ist G Element
der multiplikativen Gruppe Z∗n dh. gilt |g| = ϕ(n)
1.2.5.3 Beweis der Gu¨ltigkeit des RSA-Verfahrens
Verschlu¨sselung: C := M e mod N
Entschlu¨sselung: M := Cd mod N
mit N = p ∗ q, ϕ(N) = (p− 1) ∗ (q − 1)
und e ∗ d ≡ 1 mod ϕ(N)→ e ∗ d = k ∗ ϕ(N) + 1 = k ∗ (p− 1) ∗ (q − 1) + 1
Wenn man die Verschlu¨sselung C := M e mod N mit d potenziert erha¨lt
man:
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Cd = (M e)d mod N
= M e∗d mod N
= Mk∗(p−1)∗(q−1)+1 mod N
= Mk∗(p−1)∗(q−1) ∗M mod N
= (M (p−1)∗(q−1))k ∗M mod N
= (Mϕ(N))k ∗M mod N
= 1k ∗M mod N →
Cd = M mod N
M = Cd mod N
(Mϕ(N))k = 1k gilt nach dem Satz von Euler, wenn M zu N teilerfremd ist.
Dies ist die große Schwachstelle des RSA Verfahrens und der Grund warum
man Primzahlen verwendet, da bei diesen der Fall, dass M und N nicht
teilerfremd sind, verschwindend klein ist, da hierfu¨r die Nachricht M einer
der Primzahlen, 1 oder N entsprechen mu¨sste.
1.2.5.4 Rechenbeispiel zu dem RSA-Verfahren
Alice wa¨hlt zwei Primzahlen, p und q. Sie nimmt zum Beispiel p=7 und
q=13.
Jetzt bildet sie daraus N = p ∗ q = 91. Im zweiten Schritt wa¨hlt Alice eine
Zahl e, die teilerfremd zu ϕ = (p− 1) ∗ (q− 1) = 72 sein sollte, beispielsweise
e = 5.
Somit hat Alice ihren o¨ffentlichen Schlu¨ssel, na¨mlich (N, e) = (91, 5).
Der private Schlu¨ssel wird einfach aus dem multiplikativen Inversen von e
modulo (p-1)(q-1) gebildet: 5 ∗ d = 1 mod 72.
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Da 5 ∗ 29 = 1 mod 72, erha¨lt Alice das Tupel (N, d) = (91, 29) als privaten
Schlu¨ssel, wobei sie d geheim ha¨lt.
Bob will Alice in weiterer Folge eine Nachricht M schicken: M = 12.
Er verschlu¨sselt diese Nachricht mit Alices o¨ffentlichem Schlu¨ssel nach der
Vorschrift
C = M e mod N = 125 mod 91 = 38. Bob schickt C = 38 an Alice.
Alice erha¨lt Bobs geheime Nachricht C = 38.
Sie entschlu¨sselt einfach nach der Vorschrift
M = Cd mod N = 3829 mod 91 = 12.
Eve fa¨ngt die Nachricht ab. Sie kennt natu¨rlich auch den o¨ffentlichen Schlu¨ssel
von Alice. Das Potenzieren mit e modulo 91 ist jedoch eine Einwegfunktion
mit Falltu¨r. Fu¨r ein groß genug gewa¨hltes N ist sie daher praktisch nicht
umkehrbar. Mit der Geheiminformation d ist die Funktion jedoch leicht um-
kehrbar, da M = Cd mod N .
Prinzipiell ko¨nnte Eve d berechnen, wenn sie d ∗ e = 1 mod (p − 1)(q − 1)
nach d auflo¨st. Dazu mu¨sste sie aber erst das ihr bekannte N in dessen Prim-
faktoren zerlegen. Das ist aber sehr umsta¨ndlich, was genau die Sta¨rke des
RSA-Verfahrens ist.
Kapitel 2
Hashfunktionen
2.1 Idee der Hashfunktion
Das Verschlu¨sseln eines gesamten Dokuments ist mit sehr hohem Rechenauf-
wand verbunden. Außerdem ist es in den meisten Fa¨llen gar nicht notwendig
den gesamten Inhalt zu verschlu¨sseln. Es ist lediglich notwendig sicherzustel-
len, dass der Inhalt nicht vera¨ndert wurde.
Dafu¨r wurden die Hashfunktionen entwickelt.
Der Inhalt eines Dokuments wird mit Hilfe einer Hashfunktion in einem Has-
hwert fixer La¨nge zusammengefasst. Dieser ist eine Art Repra¨sentant der
Originalinformation. Im Idealfall fu¨hrt bereits eine kleine A¨nderung in der
Originalinformation zu einer großen A¨nderung des Hashwertes.
Die Anwendung einer Hashfunktion ist keine Verschlu¨sselung.
30
31
Abbildung 2.1: Bsp.: Hashfunktion
Der Hashwert wird verschlu¨sselt (meistens auch signiert) und mit der un-
verschlu¨sselten Originalinformation mitgeschickt. Der Empfa¨nger kann nun
selbst den Hashwert berechnen und mit dem mitgeschickten Hashwert verglei-
chen. Stimmen diese u¨berein kann er sicher sein, dass die Originalinformation
unvera¨ndert ist.
2.2 Formale Definition und Qualita¨tskriterien
der Hashfunktion
Definition. Hashfunktion:
Eine Hashfunktion ist eine Abbildung,
h : A∗ → Al; l ∈ N;
die beliebig lange Wo¨rter (mit Buchstaben aus einem endlichen, nicht leeren
Alphabet A) auf Wo¨rter der festen La¨nge l abbildet. Eine solche Funktion
kann unter den gegeben Voraussetzungen nicht injektiv sein und ist deshalb
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eine Einwegfunktion.
Eine Hashfunktion h muss mindestens folgende Qualita¨tskriterien erfu¨llen:
• Preimage resistance: Wenn man im Besitz eines Hashwertes H ist soll
man nicht in der Lage sein eine Nachricht m zu finden sodass H =
h(m).
• Second preimage resistance: Wenn man in Besitz einer Nachricht m1 ist
soll man nicht in der Lage sein eine weitere Nachricht m2 (m1 6= m2)
zu finden mit h(m1) = h(m2)
• Collision resistance: Man soll nicht in der Lage sein 2 verschiedene
Nachrichten m1 und m2 zu finden, sodass h(m1) = h(m2). So ein Paar
wu¨rde kryptographische Hashkollision heißen.
Die Kriterien nach denen eine Hashfunktion als sicherer Hashalgorithmus gilt
sind wesentlich strenger. Nach FIPS 180-3 (Federal Information Processing
Standards) sind das 5 Stu¨ck:
• SHA-1, SHA-224, SHA-256 fu¨r Nachrichten ku¨rzer als 264 bits
• SHA-384, SHA-512 fu¨r Nachrichten ku¨rzer als 2128 bits
Im na¨chsten Teil werde ich auf die genaue Funktionsweise von einem der
Algorithmen eingehen.
2.3 Beispiele fu¨r Hashfunktionen: SHA-256
Ich werde als Beispiel fu¨r die Hashfunktionen die Funktionsweise von SHA-
256 na¨her Erleutern.
SHA-256 ist fu¨r eine Nachrichtenla¨nge von bis zu 264 bits ausgelegt.
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Die Nachricht wird in Blo¨cke eingeteilt (siehe dazu Kapitel 2.3.2 Vorverar-
beitung der Nachricht). Als Blockgro¨ße wird 512 bits und als Wortgro¨ße wird
32 bits verwendet.
Die Output La¨nge betra¨gt 256 bits.
2.3.1 Beno¨tigte Funktionen und Operatoren
Fu¨r die Berechnung des Hashwertes beno¨tigen wir nun noch einige Operato-
ren und Funktionen:
• ⊕ Bitweise XOR Operation (entweder oder).
• >> Right-shift Operation
x>>n wird gebildet indem die rechten n bits des Wortes x entfernt
werden. Das Ergebnis wird mit n 0ern von links aufgefu¨llt.
• << Left-shift operation
x<<n wird gebildet indem die linken n bits des Wortes x entfernt wer-
den. Das Ergebnis wird mit n 0ern von rechts aufgefu¨llt.
• ROTRn(x): Die Rechtsrotation (circular right shift)
Fu¨r ein w bit Wort x und n ∈ w mit 0 ≤ n < w ist
ROTRn(x) = (x>>n) ∨ (x<<w-n)
• SHRn(x) Die Rechtsverschiebung
Fu¨r ein w bit Wort x und n ∈ w mit 0 ≤ n < w ist
SHRn(x) = x>>n
• Ch(x,y,z) = (x ∧ y)⊕ (¬x ∧ z)
• Maj(x,y,z) = (x ∧ y)⊕ (x ∧ z)⊕ (y ∧ z)
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• ∑{256}0 (x) = ROTR2(x)⊕ROTR13(x)⊕ROTR22(x)
• ∑{256}1 (x) = ROTR6(x)⊕ROTR11(x)⊕ROTR25(x)
• σ{256}0 (x) = ROTR7(x)⊕ROTR18(x)⊕ SHR3(x)
• σ{256}1 (x) = ROTR17(x)⊕ROTR19(x)⊕ SHR10(x)
• K{256}0 , K{256}1 , ...., K{256}63 sind die 64 Fixwerte des SHA-256
in Hexadezimalzahlen sind diese:
428a2f98, 71374491, b5c0fbcf, e9b5dba5, 3956c25b, 59f111f1, 923f82a4,
ab1c5ed5, d807aa98, 12835b01, 243185be, 550c7dc3, 72be5d74, 80deb1fe,
9bdc06a7, c19bf174, e49b69c1, efbe4786, 0fc19dc6, 240ca1cc, 2de92c6f,
4a7484aa, 5cb0a9dc, 76f988da, 983e5152, a831c66d, b00327c8, bf597fc7,
c6e00bf3, d5a79147, 06ca6351, 14292967, 27b70a85, 2e1b2138, 4d2c6dfc,
53380d13, 650a7354, 766a0abb, 81c2c92e, 92722c85, a2bfe8a1, a81a664b,
c24b8b70, c76c51a3, d192e819, d6990624, f40e3585, 106aa070, 19a4c116,
1e376c08, 2748774c, 34b0bcb5, 391c0cb3, 4ed8aa4a, 5b9cca4f, 682e6ff3,
748f82ee, 78a5636f, 84c87814, 8cc70208, 90befffa, a4506ceb, bef9a3f7,
c67178f2,
2.3.2 Vorverarbeitung der Nachricht
Bevor das Errechnen des Hashwertes beginnen kann muss einiges an Vorver-
arbeitung gemacht werden.
Diese besteht aus drei Teilen:
1. Auffu¨llen der Nachricht
Dies stellt sicher das die Nachricht ein Vielfachens von 512 bits ist
indem die Nachricht mit 0ern Aufgefu¨llt wird bis das na¨chste Vielfache
von 512 erreicht wird.
35
2. Aufteilen der Nachricht
Nachdem die Nachricht aufgefu¨llt wurde wird sie in N 512 bit Blo¨cke
M (1),M (2), ....,M (N) aufgeteilt. Da ein Wort 32 bit hat entspricht jeder
Block 16 Wo¨rtern die mit M
(i)
0 , ....,M
(i)
15 fu¨r i ∈ {1,...N}
3. Setzen der Starthashwerte
Es mu¨ssen Startwerte H(0) fu¨r den Hashwert gesetzt werden. Fu¨r SHA-
256 sind das 8 Stu¨ck, die in Hexadezimalzahlen wie folgt lauten:
H
(0)
0 = 6a09e667 H
(0)
1 = bb67ae85 H
(0)
2 = 3c6ef372 H
(0)
3 = a54ff53a
H
(0)
4 = 510e527f H
(0)
5 = 9b05688c H
(0)
6 = 1f83d9ab H
(0)
7 = 5be0cd19
2.3.3 Berechnung des Hashwertes
SHA-256 kann verwendet werden, um fu¨r eine Nachricht M mit ` bits mit
0 ≤ ` < 264, den Hashwert zu errechnen.
Der Algorithmus beno¨tigt zusa¨tzlich noch:
• Einen Nachrichtenablauf von 64 Wo¨rtern der la¨nge 32 bit die mit
W0,W1, ....,W63 bezeichnet werden
• 8 Arbeitsvariablen die a,b,c,d,e,f,g,h heissen
• Die Wo¨rter der Hashwerte H(i)0 , H(i)1 , ....H(i)7 die Anfangs die Startwerte
H(0) fu¨r den Hashwert enthalten. Diese werden von jedem nachfolgen-
den Hashwert ersetzt und enden bei dem finalen Hashwert H(N)
• 2 Hilfswo¨rter die wir mit T1 und T2 bezeichnen.
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Nun kann die Berechnung des Hashwertes endlich beginnen:
Ein + bedeutet eine Addition Modulo 232.
Jeder Block M (1),M (2), ....,M (N) der Nachricht M wird der Reihe nach in
folgenden Schritten verarbeitet:
Fu¨r i = 1 bis N
1. Vorbereiten des Nachrichtenablaufs {Wt}
Wt =
M
(i)
t 0 ≤ t ≤ 15
σ
{256}
1 (Wt−2) +Wt−7 + σ
{256}
0 (Wt−15) +Wt−16 16 ≤ t ≤ 63
2. Befu¨llen der 8 Arbeitsvariablen mit den (i-1)sten Hashwerten
a = H
(i−1)
0
b = H
(i−1)
1
c = H
(i−1)
2
d = H
(i−1)
3
e = H
(i−1)
4
f = H
(i−1)
5
g = H
(i−1)
6
h = H
(i−1)
7
3. fu¨r t = 0 bis 63
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T1 = h+
∑{256}
1 (e)+Ch(e, f, g) +K
{256}
t +Wt
T2 =
∑{256}
0 (a)+Maj(a, b, c)
h = g
g = f
f = e
e = d + T1
d = c
c = b
b = a
a = T1 + T2
4. Berechnen des i-ten Zwischenwerts H(i) des Hashwertes
H
(i)
0 = a+H
(i−1)
0
H
(i)
1 = b+H
(i−1)
1
H
(i)
2 = c+H
(i−1)
2
H
(i)
3 = d+H
(i−1)
3
H
(i)
4 = e+H
(i−1)
4
H
(i)
5 = f +H
(i−1)
5
H
(i)
6 = g +H
(i−1)
6
H
(i)
7 = h+H
(i−1)
7
Nachdem die Schritte 1 bis 4 N mal wiederholt wurden erha¨lt man eine 256-
bit Hashwert der Nachricht M der wie folgt lautet:
H
(N)
0 ||H(N)1 ||H(N)2 ||H(N)3 ||H(N)4 ||H(N)5 ||H(N)6 ||H(N)7
Kapitel 3
Digitale Signaturen
3.1 Digitale Signaturen allgemein
Nach §2 Z 1 SigG ist eine elektronische Signatur
”
elektronische Daten, die
anderen elektronischen Daten beigefu¨gt oder mit diesen logisch verknu¨pft
werden und die der Authentifizierung dienen.”
Wie schon in Kapitel 1.2.3 Public-Key-System Formale Definition) erwa¨hnt,
kann das Verfahren der asymmetrischen Verschlu¨sselung zur Erstellung ei-
ner digitalen Signatur verwendet werden, indem das Verfahren umgekehrt
angewendet wird. Das heißt, die Nachricht wird mit dem privaten Schlu¨ssel
verschlu¨sselt und mit dem o¨ffentlichem Schlu¨ssel entschlu¨sselt.
E(D(M,KD),KE) = M
Mit Hilfe einer Hashfunktion hat man nun die Mo¨glichkeit eine Nachricht
digital zu signieren. Das Verfahren der elektronischen Signierung einer Nach-
richt erfolgt also in drei Schritten:
1. Mit Hilfe einer Hashfunktion wird der Hashwert der Nachricht be-
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stimmt.
2. Der Hashwert wird mit dem privaten Schlu¨ssel des Absenders signiert,
indem dieser den Hashwert mit seinem privaten Schlu¨ssel verschlu¨sselt.
3. Der signierte Hashwert kann mit dem o¨ffentlichen Schlu¨ssel des Empfa¨ngers
(oder durch eine beliebige andere Verschlu¨sselung) verschlu¨sselt wer-
den.
Der Empfa¨nger kann sich nun sicher sein, dass die Nachricht vom angegebe-
nen Absender kommt und, dass diese nicht vera¨ndert wurde indem er...
1. ... mit Hilfe einer Hashfunktion den Hashwert der Nachricht bestimmt.
2. ... den mit der Nachricht mitgeschickten Wert mit seinem privaten
Schlu¨ssel (oder durch eine andere passende Entschlu¨sselung) entschlu¨sselt.
3. ... zur Verifikation der Identita¨t des Absenders auf den entschlu¨sselten
Wert den o¨ffentliche Schlu¨ssel des Absenders anwendet.
Wenn der so entstandene Wert mit dem Hashwert aus Punkt 1 u¨bereinstimmt
kann sich der Empfa¨nger der Identita¨t des Absenders und der Unver-
sehrtheit der Nachricht sicher sein.
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Abbildung 3.1: Datenfluss beim Erzeugen digitaler Signaturen
Deutschland war 1997 eins der ersten La¨nder mit einem Gesetz fu¨r digitale
Signaturen und einer Signaturverordnung.
Seit 2008 gilt in O¨sterreich ein Signaturgesetz in dem eine elektronische Si-
gnatur sogar als gleichwertig mit der handgeschriebenen Unterschrift ange-
sehen wird. O¨sterreich war europaweit das erste Land in dem diese Gleich-
wertigkeit gilt.
3.1.1 Anwendungsbereiche digitaler Signaturen
Digitale Signaturen ko¨nnen in allen Bereichen des Lebens verwendet wer-
den. Sie finden ihre Hauptanwendung aber in allta¨glichen Dingen wie E-
Mail Verkehr und in kommerziellen Transaktionen u¨ber o¨ffentliche Netzwer-
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ke. In sensibleren Bereichen wie Vertra¨ge, private Einka¨ufe, Testament usw.
wird heutzutage immer noch meistens die handschriftliche Unterschrift be-
nutzt. Es besteht jedoch das Potenzial, dass sich dies in den na¨chsten Jahren
a¨ndern wird. Aufgrund des steigenden Technologiesierungsstands unserer Ge-
sellschaft und der fallenden Preise fu¨r Hardware fu¨r digitale Signaturen ist
es zu erwarten, dass sich digitale Signaturen weiter verbreitet werden.
3.2 Digitale Signaturen im RSA-Verfahren
Digitale Signaturen im RSA-Verfahren funktionieren genauso wie in Kapitel
2.2.1 Digitale Signaturen allgemein beschrieben.
Die Verwendung von privatem Schlu¨ssel und o¨ffentlichem Schlu¨ssel wird ver-
tauscht.
Das heißt:
Verschlu¨sselung: C := Md mod N
Entschlu¨sselung: M := Ce mod N
Der Beweis der Gu¨ltigkeit der digitalen Signatur des RSA-Verfahrens ist
analog zu dem Beweis der Gu¨ltigkeit des RSA-Verfahrens aus Kapitel 1.2.5.3
Beweis der Gu¨ltigkeit des RSA-Verfahrens. Ich werde diesen deshalb nicht
anfu¨hren.
Kapitel 4
Public Key Infrastruktur (PKI)
4.1 Idee einer PKI
E-Commerce und Internet pra¨sentieren eine Vielzahl an Mo¨glichkeiten. Doch
mit diesen entsteht auch eine Vielzahl an Sicherheits- und Vertrauensproble-
men.
Das Hauptproblem hierbei ist die eindeutige Feststellung der Identita¨t. Die
meisten Gescha¨fte im Internet funktionieren ohnehin lediglich mit Vorkas-
se. Dennoch ist es fu¨r Ha¨ndler wichtig die Identita¨t des Kunden zu kennen,
sodass beispielsweise nicht eine gestohlene Kreditkartennummer zum Ein-
kauf verwendet werden kann. Umgekehrt ist es fu¨r Kunden wichtig sich der
Identita¨t des Service sicher sein zu ko¨nnen. Außerdem fu¨hrt eine eindeutige
Authentifizierung auch zu einer Unleugbarkeit, sodass beispielweise ein Kun-
de nicht behaupten kann, dass die Transaktion nicht stattgefunden hat.
Die Einfu¨hrung einer PKI ist gedacht, um genau diese Vertrauensbeziehungen
zu ermo¨glichen und diese auch aufrecht erhalten zu ko¨nnen. Hierfu¨r werden
folgende Bedingungen gestellt:
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• Vertraulichkeit:
Vertraulichkeit stellt den Datenschutz und die Geheimhaltung von Da-
ten durch kryptographische Verfahren sicher. Ein gutes Beispiel fu¨r
Daten die Vertraulichkeit beno¨tigen sind perso¨nliche Information ei-
nes Kunden. Die Verschlu¨sselung von Daten kann mit symmetrischer
oder asymmetrischer Kryptographie geschehen. Da aber asymmetrische
Kryptographie wesentlich langsamer ist wird diese meist nur fu¨r klei-
ne Datenmengen, wie z.B. Schlu¨ssel symmetrischer Systeme verwendet.
Deshalb sind meistens symmetrische Verschlu¨sselungen das Mittel um
in einer PKI fu¨r Vertraulichkeit zu sorgen.
• Integrita¨t:
Integrita¨t sorgt dafu¨r, dass Daten nicht bescha¨digt oder vera¨ndert wer-
den. Ein gutes Beispiel fu¨r Daten die Integrita¨t beno¨tigen sind Zer-
tifikate und digitale Signaturen. Der Inhalt von E-Mails, Vertra¨gen,
Einkaufsbesta¨tigungen, in Allgemeinen alle Informationen auf die sich
jemand verlassen muss beno¨tigen eine Versicherung der Integrita¨t. Um
Integrita¨t sicherzustellen wird in PKIs meistens die Public Key Kryp-
tographie in Verbindung mit einem Hashalgorithmus verwendet.
• Authentifikation:
Authentifizierung stellt die Identita¨t eines Benutzers sicher. In PKIs
geschieht dies mit Hilfe der Zertifikate und den Vertrauenssystem der
CAs. Authentifizierung basiert auf dem o¨ffentlichen und privaten Schlu¨ssel.
Ein Sender kann sich sicher sein, dass nur der geplante Empfa¨nger Zu-
gang zu dessen privaten Schlu¨ssel hat.
• Unleugbarkeit:
Unleugbarkeit sorgt dafu¨r, dass Daten nicht verleugnet oder eine Trans-
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aktion abgestritten werden kann. Dies ist ein wichtiger Service sobald
Geld oder andere Wertgegensta¨nde ausgetauscht werden, ebenso, wenn
es sich um rechtliche oder vertragliche Verpflichtungen handelt. Unleug-
barkeit wird ebenfalls mit Hilfe der digitalen Signatur gewa¨hrleistet.
Wenn ein Benutzer Daten mit seinem privaten Schlu¨ssel signiert, wird
dadurch besta¨tigt, dass diese Daten von ihm stammen mu¨ssen, da sonst
niemand Zugang zu diesem Schlu¨ssel haben sollte.
Hauptfunktion von PKIs ist die sichere und integere Verteilung und Verwen-
dung von privaten Schlu¨sseln und digitalen Zertifikaten sicherzustellen. Eine
PKI ist jedoch selbst keine CA. Sie bietet lediglich eine Infrastruktur, die
den verschiedenen technischen und gescha¨ftlichen Anspru¨chen genu¨gt.
4.2 Teile einer PKI
Da eine PKI lediglich ein Geru¨st aus Prozessen, Grundsa¨tzen usw. ist, besteht
sie aus vielen Einzelteilen.
Diese sind:
• Endbenutzer:
Sind Personen, Organisationen oder andere User. Diese mu¨ssen die
Fa¨higkeit besitzen ein Schlu¨sselpaar zu erzeugen und dieses auch si-
cher aufzubewahren.
• CA (Certificate Authority dt. Zertifizierungsdiensteanbieter):
CA sind fu¨r die Ausstellung und den Wiederruf von Zertifikaten ver-
antwortlich. (Ein Zertifikat ist eine elektronische Bescheinigung, die die
Identita¨tsdaten einer bestimmten Person (Signator) mit einem O¨ffentlichen
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Schlu¨ssel (Public Key) verbindet. Ich werde in Kapitel 5 Digitale Zer-
tifikate na¨her auf sie eingehen.) Außerdem fungieren sie als vertrau-
enswu¨rdiger Dritter und spielen deshalb eine sehr wichtige Rolle in der
PKI. Ich werde im Kapitel 5.4 Zertifizierungsdiestanbieter na¨her auf sie
eingehen.
• RA (Registrations Authority dt. Registrierungsinstanz): Aufgabe einer
RA ist es einer CA einiges an Arbeit abzunehmen. Hauptsa¨chlich sind
sie dafu¨r verantwortlich, die Identita¨t eines Endbenutzers und dessen
Anspruch auf ein Zertifikat zu u¨berpru¨fen. (Diese ko¨nnen sich je nach
PKI stark unterscheiden)
CA und RA sind oft zu einem sogenannten Trust Center zusammenge-
fasst.
• Certificate Policy:
Sind die Regeln nach denen das Trust Center seine Zertifikate ausstellt
und verwaltet. Es werden noch weitere Angaben zur Sicherheit, zum
Vertrauensmodell usw. gemacht.
• CPS (Certificate Practices Statement dt. Angaben zur Zertifikats Pra-
xis):
Diese werden vero¨ffentlicht und beinhalten z.B.:
– Alle Prozesse die ein o¨ffentlicher Schlu¨ssel durchla¨uft. (Erstellung,
Sicherung, Aufbewahrung, Widerruf,...)
– Die betriebliche und verfahrenstechnische Arbeitsweise der PKI.
– Die Authentifizierungsschritte, die ein Endbenutzer durchlaufen
muss um ein Zertifikat zu erhalten.
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• Hardware Sicherheitsmodule (HSM):
Ein HSM ist spezielles Computer Equipment das CA nutzen, um ihren
privaten Schlu¨ssel aufzubewahren und zu verwenden. Da der private
Schlu¨ssel einer CA benutzt wird um ein erstelltes Zertifikat zu unter-
schreiben, ist die sichere Aufbewahrung und Benutzung dieses eine der
wichtigsten Aufgaben einer CA.
• Zertifikate (Public Key Certificates):
Ist die eindeutige und bindende Besta¨tigung der Identita¨t eines End-
benutzers. Ich werde im Kapitel 5.1 Zertifikate allgemein na¨her auf sie
eingehen.
• Zertifikatserweiterungen: Sind zusa¨tzliche Informationen die ein Zerti-
fikat enthalten kann.
Ich werde im Kapitel 5.2 x 509 v3 na¨her auf sie eingehen.
• Zertifikatsdepot:
Hier werden alle aktiven Zertifikate verwaltet und anderen zu Verfu¨gung
gestellt. Verzeichnisse der widerrufenen Zertifikate (CRL) werden dort
ebenfalls verwaltet und verteilt.
4.3 PKI Systeme
Das Erstellen, Verteilen und Verwalten eines o¨ffentlichen Schlu¨ssels und den
dazugeho¨rigen Zertifikat erfolgt normalerweise u¨ber eine CA.
Doch was passiert wenn beispielsweise zwei einander unbekannte Personen,
die beide bei verschiedenen CA Zertifikate erworben haben, einen sicheren
Austausch von Daten betreiben wollen? Gilt die CA der einen Person als
vertrauenswu¨rdiger Dritter fu¨r die andere - und umgekehrt?
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Als Lo¨sung fu¨r dieses Problem gibt es PKI Systeme.
Die Aufgabe eines PKI Systems ist es sicheren Austausch von, Daten, Iden-
tita¨ten und Geld in verschiedenen unsicheren Umgebungen (hauptsa¨chlich
Internet) zu ermo¨glichen.
4.3.1 Arten von PKI Systemen
Es gibt verschiede Ansa¨tze fu¨r PKI Systeme. Ich werde nun auf sie eingehen.
4.3.1.1 Streng hierarchische Strukturen
Bei der hierarchischen Struktur werden die CA in verschiedene Stufen ein-
geteilt. Auf der ho¨chsten Stufe befindet sich eine einzige globale root CA
die fu¨r alle Zertifikate direkt oder indirekt verantwortlich ist. Noch unter
der untersten Stufe sind die Endbenutzer. CA du¨rfen immer nur Zertifikate
auf eine niedrigere Stufen ausstellen. Der vertrauenswu¨rdige Dritte fu¨r jeden
Endbenutzer ist die CA, die das Zertifikat ausgestellt hat. Dadurch ergibt
sich eine leicht zu erweiternde, skalierbare und effiziente Struktur.
Der hierarchische Ansatz hat jedoch auch Nachteile. Jede weitere CA ver-
ursacht zusa¨tzlichen administrativen Aufwand. Außerdem kann durch den
Ausfall einer einzigen CA das gesamte Vertrauenssystem bescha¨digt und viel-
leicht sogar unbrauchbar gemacht werden.
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Abbildung 4.1: Beispiel fu¨r eine streng hierarchische Struktur
4.3.1.2 Cross-Zertifizierung
Bei der Cross-Zertifizierung werden anstelle einer einzigen globalen root CA
viele individuelle CA eingesetzt. Dies erlaubt den Endbenutzern die CA nach
ihren perso¨nlichen Bedu¨rfnissen zu wa¨hlen. Was aber nun, wenn ein Endbe-
nutzer die Identita¨t eines anderen feststellen will, welcher sein Zertifikat bei
einer anderen CA erworben hat? Dafu¨r wird Cross-Zertifizierung verwendet.
Eine CA fu¨hrt einige Test durch und u¨berpru¨ft so, ob die andere CA ihren
Sicherheits- und sonstigen Auflagen entspricht. Wenn das der Fall ist, stellt
sie dieser ein Zertifikat aus. Dadurch wird das Vertrauenssystem erweitert.
Alle Zertifikate, die von der anderen CA ausgestellt wurden gelten nun auch
als sicher.
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Abbildung 4.2: Beispiel fu¨r Cross-Zertifizierung
4.3.1.3 Web of trust
Web of Trust ist ein komplett unterschiedlicher Ansatz. Hierbei wird auf eine
CA und RA verzichtet. Es existiert dadurch kein vertrauenswu¨rdiger Dritter,
der die Identita¨t des Endbenutzers garantiert. Stattdessen u¨bernehmen die
Endbenutzer all diese Aufgaben. Ich besta¨tige die Identita¨t meiner Freunde
und guten Bekannten. Die tun wiederum dasselbe und so weiter und so wei-
ter....
Nach dem Smallworld Pha¨nomen sollten auf diese Weise Verbindungen zu
jedem anderen Benutzer entstehen. Je nachdem u¨ber wie viele Ecken ich den
Zielbenutzer kenne oder wie sehr ich den Benutzern, u¨ber die ich den Zielbe-
nutzer kenne vertraue, wird ein sogenanntes Level of Trust bestimmt. Dies
gibt an wie sicher ich mir der Identita¨t der Zielperson sein kann.
Eine Anwendung des Web of Trust ist PGP.
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Abbildung 4.3: Beispiel fu¨r Web of trust
4.4 Beispiel einer Anwendung einer PKI
Ich werde mich in diesem Beispiel an die Public Key Infrastructure Overview
von Sun microsystems halten.
Das Beispiel teilt sich in zwei Teile - die Vorbereitung und die Benutzung.
Vorbereitung:
1. Alice und Bob generieren jeweils ein Schlu¨sselpaar.
2. Alice und Bob fordern ein Zertifikat an, indem sie ihre o¨ffentlichen
Schlu¨ssel, Namen und sonstigen Informationen einer RA schicken.
3. Die RA u¨berpru¨ft die Angaben und schickt das Ansuchen um ein Zer-
tifikat der CA.
4. Die CA erstellt Zertifikate fu¨r Bob und Alice indem sie die o¨ffentlichen
Schlu¨ssel und die perso¨nlichen Daten nach dem Zertifikatsanforderun-
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gen formatieren und diese dann mit dem privaten Schlu¨ssel der CA
unterschreiben.
5. Jetzt haben Bob und Alice gu¨ltige digitale Zertifikate.
6. Alice und Bob generieren noch einen geheimen symmetrischen Schlu¨ssel
Damit ist die Vorbereitung erledigt. Von nun an ko¨nnen Bob und Alice
Nachrichten austauschen.
Senden und Empfangen einer Nachricht:
1. Alice mo¨chte Bob eine Nachricht schicken. Sie wendet auf die Nachricht
eine Hashfunktion an um einen eindeutigen Hashwert zu berechnen.
2. Alice verbindet die Nachricht und den Hashwert und signiert diese mit
ihrem privaten Schlu¨ssel. Durch das Signieren der Nachricht erfolgt
keine Verschlu¨sselung. Aber es ist nun eindeutig, dass die Nachricht von
Alice kommen muss. Meistens wird jedoch nur der Hashwert signiert,
da dies zur Feststellung der Identita¨t von Alice vo¨llig ausreichend ist
und dadurch sehr viel Rechenleistung gespart wird. (Siehe Kapitel 2
Hashfunktionen)
3. Da Alice und Bob nicht nur die Eindeutigkeit des Absenders wichtig
ist, sondern sie auch darauf Wert legen, dass der Inhalt der Nachricht
geheim bleibt, wird die signierte Nachricht zusa¨tzlich mit Alices sym-
metrischem Schlu¨ssel verschlu¨sselt. Es gibt auch andere Verfahren, die
zum Verschlu¨sseln der Nachricht verwendet werden ko¨nnen, doch die
symmetrische Verschlu¨sselung ist eine schnelle saubere Methode.
4. Alice muss Bob nun den symmetrischen Schlu¨ssel zukommen lassen. Al-
so verschlu¨sselt sie den symmetrischen Schlu¨ssel mit Bobs o¨ffentlichem
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Schlu¨ssel, welchen sie in Bobs Zertifikat in der Zetifikatsliste seiner CA
findet. Sie kann sich sicher sein, dass Bobs o¨ffentlicher Schlu¨ssel korrekt
ist da dieser von der CA signiert wurde.
5. Alice schickt nun Bob die signierte verschlu¨sselte Nachricht mit Has-
hwert und den mit dem o¨ffentlichen Schlu¨ssel von Bob verschlu¨sselten
symmetrischen Schlu¨ssel.
Abbildung 4.4: Alices Schritte zum Verschlu¨ssen und Hashen den Nachricht
6. Bob empfa¨ngt die Daten von Alice. Zuerst entschlu¨sselt er mit seinem
privaten Schlu¨ssel den symmetrischen Schlu¨ssel von Alice.
7. Nun kann er mit Hilfe des symmetrischen Schlu¨ssels die (signierte)
Nachricht und den signierte Hashwert gewinnen.
8. Bob kann nun mit dem o¨ffentlichen Schlu¨ssel von Alice, welchen er
ebenfalls aus der Zertifikatsliste der CA erha¨lt, die Signierung entfernen
und erha¨lt dadurch die Originalnachricht und deren Hashwert.
9. Um zu u¨berpru¨fen ob die Nachricht vera¨ndert wurde, berechnet Bob
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selbst den Hashwert indem er dieselbe Hashfunktion wie Alice verwen-
det.
10. Zu guter Letzt vergleicht Bob die beiden Hashwerte. Wenn diese u¨bereinstimmen
kann er sicher sein, dass die Nachricht nicht vera¨ndert wurde.
Abbildung 4.5: Bobs Schritte zum Entschlu¨sseln und u¨berpru¨fen der Nach-
richt
Kapitel 5
Digitale Zertifikate
5.1 Zertifikate allgemein
Ein Zertifikat ist eine elektronische Bescheinigung, die die Iden-
tita¨tsdaten einer bestimmten Person (Signator) mit einem o¨ffentlichen
Schlu¨ssel (Public Key) verbindet. Neben zusa¨tzlichen inhaltli-
chen Informationen unterscheiden sich Zertifikate insbesondere
durch unterschiedliche rechtliche Anforderungen, die Garantie des
Sicherheitsniveaus des Ausstellungsprozesses und der Vertrau-
enswu¨rdigkeit des Ausstellers.
Um ihre Funktion erfu¨llen zu ko¨nnen, sind in Zertifikaten folgende
Grunddaten zweckma¨ßig:
• Name des Signators
• eine elektronische Signatur des Zertifizierungsdiensteanbie-
ters
• der o¨ffentliche Schlu¨ssel des Signators
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Der o¨ffentliche Schlu¨ssel wird der Signatur beigefu¨gt. Es besteht
allerdings auch die Mo¨glichkeit, Zertifikate aus dem Verzeichnis-
dienst des Zertifizierungsdiensteanbieters einzusehen. 1
Abbildung 5.1: Beispiel eines digitalen Zertifikats
Es gibt viele Zertifikatstandards. Der wichtigste ist das IETF-Profil des
X.509-v3-Zertifikatstandards, auf den ich im na¨chsten Teil na¨her eingehen
werde.
1Bundeskanzleramt, E-Government http://www.bka.gv.at/site/5567/default.
aspx#a6
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5.2 Zertifikatsstandart X.509
Das X.509 Zertifikate ist ein flexibles und ma¨chtiges Zertifikat. Es kann einge-
setzt werden um eine Vielzahl von Informationen zu u¨bertragen. Viele dieser
Information sind optional und selbst der Inhalt der Pflichtfelder ist nicht im-
mer gleich.
Das X.509 Zertifikat wird mit der digitalen Signatur der austellenden CA
geschu¨tzt, wodurch die Endbenutzer sicher sein ko¨nnen, dass die Informatio-
nen seit der Signierung nicht vera¨ndert wurden.
Das Zertifikat besteht aus einigen allgemeinen Feldern und aus einigen Er-
weiterungsfeldern:
• Version:
Im Versionsfeld befindet sich die Angabe daru¨ber welche Version des
Zertifikats verwendet wird.
Bei Version 1 gibt es weder Erweiterungen noch die eindeutigen IDs
des Benutzers und CA.
Bei Version 2 gibt es die IDs aber noch keine Erweiterungen.
Bei Version 3 gibt es die IDs und die Erweiterungen.
• Seriennummer:
Ist eine Nummer die vom Zertifikatsaussteller kreiert wird. Diese muss,
bezogen auf den Zertifikatsaussteller, eindeutig sein. Also kann jedes
Zertifikat mit dem Namen des Austellers und der Seriennummer ein-
deutig identifiziert werden.
• Signatur:
In diesem Feld wird angegeben welcher Algorithmus verwendet wurde
um das Zertifikat zu signieren.
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• Aussteller:
Im diesem Feld wird ein eindeutiger Name des Zertifikatsausteller an-
gegeben. Der Name eines Zertifikatsaustellers ist eindeutig da es nicht
erlaubt ist, dass zwei Zertifikatsausteller den selben Namen haben.
• Gu¨ltigkeit:
Hier wird der Zeitraum angegeben indem das Zertifikat gu¨ltig ist.
Die Dauer wie lange ein Zertifikat gu¨ltig sein darf ist rechtlich geregelt.
(Meist zwei bis maximal fu¨nf Jahre)
• Benutzer:
Hier wird ein eindeutiger Name fu¨r den Benutzer angegeben, der den
privaten Schlu¨ssel zu dem in diesem Zertifikat angegebenen o¨ffentlichen
Schlu¨ssel besitzt.
Wichtig hierbei ist das der Benutzer eine CA, RA oder ein Endbenutzer
sein kann. Endbenutzer ko¨nnen Menschen oder Firmen sein. Aber es ist
auch mo¨glich, dass der Endbenutzer eine Hardware ist. Alles kann ein
Endbenutzer sein das fa¨hig ist, einen privaten Schlu¨ssel zu benutzen.
• Schlu¨sselinformation des Benutzers:
Entha¨lt den o¨ffentlichen Schlu¨ssel des Benutzers und eine Angabe daru¨ber
um welchen Algorithmus es sich handelt. Mithilfe dieses Schlu¨ssels wer-
den digitale Signaturen u¨berpru¨ft. Handelt es sich bei dem Benutzer
um eine CA so wird dieser Schu¨ssel benutzt um die digitalen Signaturen
auf Zertifikaten zu besta¨tigen.
• Eindeutige ID des Benutzers und eindeutige ID des Ausstellers:
Diese eindeutigen IDS sind gedacht um die Erneuerung von Zertifika-
ten zu erleichtern und die damit verbundene Wiederverwendung von
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Namen der Benutzer und des Austeller zu ermo¨glichen. Leider hat sich
diese Methode nicht bewa¨hrt.
• Erweiterungen:
Optionale Felder, fu¨r die es viele unterschiedliche Mo¨glichkeiten an In-
formationen gibt, die angegeben werden ko¨nnen.
Ich werde auf einige eingehen:
– Typ des Benutzers:
Gibt an um welche Art von Benutzer es sich handelt.(z.B. CA,
RA, Endbenutzer...)
– Benutzer Information:
Hier werden zusa¨tzliche Informationen u¨ber den Benutzer ange-
geben. Diese sollen dabei helfen seine Identita¨t festzustellen. (z.B.
Email Adresse, Land, Organisation,...)
– Schlu¨sselattribute:
Gibt zusa¨tzliche relevante Attribute u¨ber den Schu¨ssel an. (Ver-
wendbar fu¨r digitale Signaturen, fu¨r den Schlu¨sseltransport geeig-
net,...)
– Information u¨ber die Policy:
Dieses Feld ist gedacht um anderen Benutzern einen Eindruck u¨ber
die Sicherheit des Zertifikats zu geben, indem sie die Grundsa¨tze
unter denen das Zertifikat ausgestellt wurde kennen.
– Zertifikatserweiterung:
Ist ein Feld indem sich jeder Zertifikatsaussteller selbst aussuchen
kann welche zusa¨tzliche Information angegeben wird, wobei die
Standarderweiterungen fu¨r bessere Kompatibilita¨t der Zertifika-
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te sorgen. Dadurch sind private Erweiterungen auch mit ho¨heren
Kosten verbunden.
– Einschra¨nkungen:
Dieses Feld ist fu¨r Zertifikate an CAs gedacht. Es dient dazu fest-
zulegen ob dieses Zertifikat dazu berechtigt ist weitere Zertifikate
zu erstellen.
– Anwendungsbereiche des Schlu¨ssels:
Gibt an wofu¨r der Schlu¨ssel geeignet ist. (z.B. Unleugbarkeit, Ver-
schlu¨sselung von Daten,...)
– Alternative Namen des Benutzers:
Hier werden alternative Namen des Benutzers angegeben. (z.B.
DNS Namen, email Adressen,...)
– Identifikation des CAschlu¨ssels:
Falls eine CA mehre Schlu¨ssel hat hilft dieses Feld den Benutzer
den Richtige auszuwa¨hlen.
– Identifikation des Benutzerschlu¨ssels:
Ein Benutzer kann mehrere Schlu¨sselpaare oder mehrere Zertifika-
te fu¨r einen Schlu¨ssel besitzen. Dieses Feld soll anderen Benutzern
dabei helfen den richtigen Schlu¨ssel zu wa¨hlen.
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Abbildung 5.2: Teile eines X.509 Zertifikats
5.3 Zertifikate in O¨sterreich
In O¨sterreich unterscheidet das Signaturgesetz zwischen einfachen und qua-
lifizierten Zertifikat:
5.3.1 Einfache Zertifikate
Nach §2 Z 1 SigG ist ein Zertifikat eine elektronische Bescheinigung, mit der
Signaturpru¨fdaten (Public Key) einer bestimmten Person zugeordnet werden
und deren Identita¨t besta¨tigt wird.
Es werden keine zusa¨tzlichen Anspru¨che an einfache Zertifikate gestellt.
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5.3.2 Qualifizierte Zertifikate
An qualifizierte Zertifikate werden wesentlich ho¨here Anforderungen gestellt,
welche sich in §5 SigG finden. Laut diesem mu¨ssen qualifizierte Zertifikate
zumindest folgende Angaben enthalten:
1. den Hinweis darauf, dass es sich um ein qualifiziertes Zertifikat handelt,
2. den unverwechselbaren Namen des ZDA und den Staat seiner Nieder-
lassung,
3. den Namen des Signators oder ein Pseudonym, das als solches bezeich-
net sein muss,
4. die dem Signator zugeordneten Signaturpru¨fdaten,
5. Beginn und Ende der Gu¨ltigkeit des Zertifikats (Damit wird bewirkt,
dass das Zertifikat den aktuellen Technologien sowie Sicherheitsstan-
dards entspricht),
6. die eindeutige Kennung des Zertifikats,
7. eine fortgeschrittenen elektronischen Signatur des ZDA.
Optional ko¨nnen qualifizierte Zertifikate noch folgende Angaben enthalten:
• auf Verlangen des Zertifikatswerbers Angaben u¨ber eine Vertretungs-
macht oder eine andere rechtlich erhebliche Eigenschaft des Signators,
• eine Einschra¨nkung des Anwendungsbereichs des Zertifikats,
• eine Begrenzung des Transaktionswerts, auf den das Zertifikat ausge-
stellt ist,
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• auf Verlangen des Zertifikatswerbers ko¨nnen weitere rechtlich erhebliche
Angaben in das qualifizierte Zertifikat aufgenommen werden.
Außerdem muss ein Zertifikat (nach Richtlinien des Bundeskanzleramts) von
einem Zertifizierungsdiensteanbieter, der die Anforderungen des § 7 SigG
erfu¨llt (siehe Kapitel 5.4.1 Rechtliche Anforderungen an Zertifizierungsdien-
steanbieter in O¨sterreich), ausgestellt sein.
5.4 Zertifizierungsdiensteanbieter
Wie in dieser Arbeit schon mehrfach erwa¨hnt handelt es sich bei einer CA
(oder ZDA) um einen vertrauenswu¨rdigen Dritten der Management Services
anbietet. Wenn ein Benutzer der CA genu¨gend Beweise fu¨r seine Identita¨t lie-
fert, besta¨tigt diese seine Identita¨t. Dies geschieht indem die CA ein Zertifikat
mit der Identita¨t des Benutzers und seinen o¨ffentlichem Schlu¨ssel ausstellt.
Dieses wird dann noch signiert um sicherzustellen, dass es nicht vera¨ndert
wurde und um die ausstellende CA zu authentifizieren.
5.4.1 Rechtliche Anforderungen an Zertifizierungsdien-
steanbieter in O¨sterreich
Wie schon in Kapitel 5.3.2 Qualifizierte Zertifikate erwa¨hnt, muss ein Zertifi-
zierungsdienstanbieter, der ein qualifiziertes Zertifikat ausstellen mo¨chte, die
Anforderungen des §7 und §8 SigG erfu¨llen.
In diesen wird auf die Zuverla¨ssigkeit von ZDA eingegangen. Außerdem wer-
den deren Sicherheits- und Leistungsvoraussetzungen (z.B. Verzeichnis- und
Wiederrufsdienste, Personal, Speicherung von Zertifikaten, usw.) festgelegt.
Weiter werden Vorgaben u¨ber die finanzielle Leistungsfa¨higkeit und techni-
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sche Komponenten von ZDAs gemacht.
§7 und §8 des Signaturgesetzes Lauten:
Ein ZDA hat:
• die erforderliche Zuverla¨ssigkeit fu¨r die von ihm bereitgestellten Signatur-
oder Zertifizierungsdienste aufzuweisen,
• den Betrieb eines schnellen und sicheren Verzeichnisdienstes sowie eines
unverzu¨glichen und sicheren Widerrufsdienstes sicherzustellen und im
Sicherheitskonzept darzulegen, in welcher Form dies erfolgt,
• in qualifizierten Zertifikaten sowie fu¨r Verzeichnis- und Widerrufsdien-
ste qualita¨tsgesicherte Zeitangaben zu verwenden und jedenfalls sicher-
zustellen, dass der Zeitpunkt der Ausstellung und des Widerrufs eines
qualifizierten Zertifikats bestimmt werden kann,
• die Identita¨t und gegebenenfalls besondere rechtlich erhebliche Eigen-
schaften der Person, fu¨r die ein qualifiziertes Zertifikat ausgestellt wird,
zuverla¨ssig zu u¨berpru¨fen,
• zuverla¨ssiges Personal mit den fu¨r die bereitgestellten Dienste erforder-
lichen Fachkenntnissen, Erfahrungen und Qualifikationen, insbesonde-
re mit Managementfa¨higkeiten sowie mit Kenntnissen der Technologie
elektronischer Signaturen und angemessener Sicherheitsverfahren, zu
bescha¨ftigen und geeignete Verwaltungs- und Managementverfahren,
die anerkannten Normen entsprechen, einzuhalten,
• u¨ber ausreichende Finanzmittel zu verfu¨gen, um den Anforderungen
dieses Bundesgesetzes und der auf seiner Grundlage ergangenen Ver-
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ordnungen zu entsprechen, sowie Vorsorge fu¨r die Befriedigung von
Schadenersatzanspru¨chen, etwa durch Eingehen einer Haftpflichtver-
sicherung, zu treffen,
• alle maßgeblichen Umsta¨nde u¨ber ein qualifiziertes Zertifikat wa¨hrend
eines fu¨r den Verwendungszweck angemessenen Zeitraums - gegebenen-
falls auch elektronisch - aufzuzeichnen, sodass insbesondere in gericht-
lichen Verfahren die Zertifizierung nachgewiesen werden kann, sowie
• Vorkehrungen dafu¨r zu treffen, dass die Signaturerstellungsdaten der
Signatoren weder vom ZDA noch von Dritten gespeichert oder kopiert
werden ko¨nnen,
• fu¨r die Signatur- und Zertifizierungsdienste sowie fu¨r die Erstellung
und Speicherung von Zertifikaten vertrauenswu¨rdige Systeme, Produk-
te und Verfahren, die vor Vera¨nderungen geschu¨tzt sind und fu¨r die
technische und kryptographische Sicherheit sorgen, zu verwenden. Er
hat insbesondere geeignete Vorkehrungen dafu¨r zu treffen, dass Signa-
turerstellungsdaten geheim gehalten werden, dass Daten fu¨r qualifizier-
te Zertifikate nicht unerkannt gefa¨lscht oder verfa¨lscht werden ko¨nnen
und dass diese Zertifikate nur mit Zustimmung des Signators o¨ffentlich
abrufbar sind. Fu¨r die Erzeugung und Speicherung von Signaturerstel-
lungsdaten sowie fu¨r die Erstellung und Speicherung von qualifizierten
Zertifikaten sind technische Komponenten und Verfahren, die den An-
forderungen des § 18 entsprechen, zu verwenden.
• Signaturerstellungsdaten vor unbefugtem Zugriff zu sichern,
• nach Maßgabe des Zertifizierungskonzepts auf Verlangen des Zertifi-
katswerbers Angaben u¨ber seine Vertretungsmacht oder eine andere
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rechtlich erhebliche Eigenschaft in das qualifizierte Zertifikat aufzuneh-
men, sofern ihm oder einer anderen Stelle diese Umsta¨nde zuverla¨ssig
nachgewiesen werden,
• fu¨r die Pru¨fung von qualifiziert signierten Daten technische Kompo-
nenten und Verfahren zu benutzen, die sicherstellen, dass:
1. die signierten Daten nicht vera¨ndert worden sind,
2. die Signatur zuverla¨ssig gepru¨ft und das Ergebnis korrekt ange-
zeigt wird,
3. der Pru¨fer feststellen kann, auf welche Daten sich die elektronische
Signatur bezieht,
4. der Pru¨fer feststellen kann, welchem Signator die elektronische
Signatur zugeordnet ist, wobei die Verwendung eines Pseudonyms
angezeigt werden muss, und
5. sicherheitsrelevante Vera¨nderungen der signierten Daten erkannt
werden ko¨nnen.
Auf Ersuchen von Gerichten oder anderen Beho¨rden hat ein ZDA die
Pru¨fung der auf seinen qualifizierten Zertifikaten beruhenden qualifi-
zierten Signaturen vorzunehmen.
• Gema¨ß §23 SigG haftet ein Zertifizierungsdienstanbieter, der ein quali-
fiziertes Zertifikat ausstellt, unter anderem fu¨r die Richtigkeit der An-
gaben im qualifizierten Zertifikat zum Zeitpunkt der Ausstellung.
In O¨sterreich gibt es lediglich einen Zertifizierungsdienstanbieter, der be-
rechtigt ist, qualifizierte Zertifikate auszustellen. Es handelt sich hierbei um
A-Trust.
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5.4.2 Akkreditierung von Zertifizierungsdienstanbieter
in O¨sterreich
Akkreditierung von CA ist ein Verfahren, in dem von einer meist staatli-
chen Aufsichtsstelle die Arbeitsweise, technischen Sicherheitsvorkehrungen
usw. u¨berpru¨ft und u¨berwacht werden. Die Akkreditierung fu¨r eine CA ist
freiwillig. Eine CA darf auch ohne Akkreditierung arbeiten. Wenn ein Zerti-
fizierungsdienstanbieter die Kriterien aus §17 erfu¨llt gilt er als akkreditiert.
In §17 wird die Einhaltung der Bundesgesetze fu¨r eine ZDA vorausgesetzt.
Außerdem werden die Sicherheitsanforderungen aus §18 vorausgesetzt.
Diese bescha¨ftigen sich mit der Sicherheit der technischen Komponenten und
der Verfahren die zum Erzeugen, Speichern von digitalen Signaturen und di-
gitalen Zertifikaten verwendet werden. Hauptsa¨chlich wird auf den Stand der
Technik, die Normen der Europa¨ischen Kommission und die Geheimhaltung
eingegangen.
In §17 werden Dienste behandelt, die ermo¨glichen festzustellen ob es sich bei
einer ZDA um eine akkreditierte ZDA handelt. Außerdem wird erwa¨hnt, dass
eine akkreditierte ZDA sich unter laufender Aufsicht befindet und diesen Ti-
tel jederzeit verlieren kann.
§17 lautet:
• ZDA, die der Aufsichtsstelle vor der Aufnahme ihrer Ta¨tigkeit als ak-
kreditierte ZDA, die Einhaltung der Anforderungen dieses Bundesge-
setzes und der auf seiner Grundlage ergangenen Verordnungen nach-
weisen, sind auf Antrag von der Aufsichtsstelle zu akkreditieren. Ak-
kreditierte ZDA du¨rfen sich mit Zustimmung der Aufsichtsstelle im
Gescha¨ftsverkehr als solche bezeichnen. Im Zusammenhang mit Signatur-
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und Zertifizierungsdiensten sowie mit Signaturprodukten darf diese Be-
zeichnung nur verwendet werden, wenn die Sicherheitsanforderungen
nach § 18 erfu¨llt werden.
§18 lautet:
– Fu¨r die Erzeugung und Speicherung von Signaturerstellungsdaten
sowie fu¨r die Erstellung qualifizierter Signaturen sind solche tech-
nische Komponenten und Verfahren einzusetzen, die die Fa¨lschung
von Signaturen sowie die Verfa¨lschung signierter Daten zuverla¨ssig
erkennbar machen und die die unbefugte Verwendung von Signa-
turerstellungsdaten verla¨sslich verhindern.
– Die bei der Erstellung einer qualifizierten Signatur verwendeten
technischen Komponenten und Verfahren mu¨ssen zudem sicher-
stellen, dass die zu signierenden Daten nicht vera¨ndert werden; sie
mu¨ssen es weiters ermo¨glichen, dass dem Signator die zu signieren-
den Daten vor Auslo¨sung des Signaturvorgangs dargestellt werden
und dass der Signator zu diesem Zeitpunkt u¨ber die Anzahl der
Signaturen, die er im Signaturvorgang auslo¨st, Kenntnis erlangt.
Die Signaturerstellungsdaten du¨rfen mit an Sicherheit grenzender
Wahrscheinlichkeit nur einmal vorkommen, sie du¨rfen weiters mit
hinreichender Sicherheit nicht ableitbar sein; ihre Geheimhaltung
muss sichergestellt sein.
– Bei der Erstellung und Speicherung von qualifizierten Zertifikaten
sind solche technische Komponenten und Verfahren einzusetzen,
die die Fa¨lschung und Verfa¨lschung von Zertifikaten verhindern.
– Die technischen Komponenten und Verfahren fu¨r die Erstellung
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qualifizierter elektronischer Signaturen mu¨ssen nach dem Stand
der Technik hinreichend und laufend gepru¨ft sein. Die Erfu¨llung
der Sicherheitsanforderungen an sichere Signaturerstellungseinhei-
ten nach diesem Bundesgesetz und den auf seiner Grundlage er-
gangenen Verordnungen muss von einer Besta¨tigungsstelle beschei-
nigt sein.
– Entsprechen technische Komponenten und Verfahren den allge-
mein anerkannten Normen, die von der Europa¨ischen Kommission
der Signaturrichtlinie festgelegt werden, so gelten die entsprechen-
den Sicherheitsanforderungen nach diesem Bundesgesetz und den
auf seiner Grundlage ergangenen Verordnungen als erfu¨llt.
• Die Aufsichtsstelle hat dafu¨r Sorge zu tragen, dass die akkreditierten
ZDA in ein elektronisch jederzeit allgemein zuga¨ngliches Verzeichnis
aufgenommen werden.
• Die freiwillige Akkreditierung eines ZDA ist in das qualifizierte Zertifi-
kat aufzunehmen oder sonst in geeigneter Weise zuga¨nglich zu machen.
• Die Aufsichtsstelle hat fu¨r die laufende Aufsicht u¨ber die von ihr akkre-
ditierten ZDA Sorge zu tragen. Sie hat die Akkreditierung eines ZDA
zu widerrufen, wenn die Voraussetzungen einer Akkreditierung nicht
mehr erfu¨llt sind.
Dadurch erwirbt die CA besondere Rechte. Sie darf sich als akkreditierter
Zertifizierungsdienstanbieter bezeichnen. Diese Bezeichnung darf dann bei-
spielsweise auf der Homepage oder am Briefkopf gefu¨hrt werden. Dadurch
wird fu¨r einen Endbenutzer ein zusa¨tzliches Maß an Vertrauen gegenu¨ber
der CA sichergestellt. Außerdem, wie schon in §17 erwa¨hnt, wird die Akkre-
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ditierung einer CA in den qualifizierte Zertifikaten erkenntlich und es existiert
ein allgemein zuga¨ngliches Verzeichnis aller akkreditierter ZDAs.
Kapitel 6
Schlu¨sselmanagment
Die Sicherheit eines Kryptographischen Systems beruht im Wesentlichen auf
einer sicheren Verwaltung der geheimen Schlu¨ssel. Wenn die Schlu¨ssel leicht
zu erraten sind, oder nicht autorisierten Personen zuga¨nglich sind, dann
nu¨tzt auch das sta¨rkste Verschlu¨sselungsverfahren nichts. Deshalb werde ich
mich im Laufe dieses Kapitels mit der Aufbewahrung und Erzeugung von
Schlu¨sseln bescha¨ftigen.
6.1 Schlu¨sselerzeugung
Fu¨r die Schlu¨sselerzeugung eines symmetrischen Kryptosystems beno¨tigt man
Zufallszahlen.
6.1.1 Erzeugen von Zufallszahlen
Eine Zufallszahl beno¨tigt zwei Dinge:
• Zufallszahlengenerator (RNG)
• Startwert (seed)
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6.1.1.1 Zufallszahlengeneratoren
Es gibt 2 Arten von Zufallszahlengeneratoren - deterministische und nicht
deterministische.
Deterministische RNGs liefern bei gleichem Startwert immer dieselbe Zu-
fallszahl. Diese werden auch als Pseudozufallszahlengeneratoren bezeichnet.
Ein Pseudozufallszahlengenerator erzeugt also keine wirkliche Zufallszahl. Es
wird lediglich aus einem Seed ein fixer Wert berechnet. Deshalb ist bei Pseu-
dozufallszahlengeneratoren auf zwei Dinge zu achten:
Der Generator soll eine Gleichverteilung u¨ber den im Vorfeld definierten Zah-
lenraum haben. Weiters ist die Erzeugung des Seed extrem wichtig. Da die
meisten RNGs o¨ffentlich bekannt sind, kann aufgrund a¨ußerer Umsta¨nde be-
kannt sein mit welchem RNG gearbeitet wird. Wenn dann auch noch der
Seed nicht wirklich zufa¨llig ist, fa¨llt es einem Angreifer leicht die erzeugte
Zufallszahl zu erraten.
Das beste Beispiel hierfu¨r ist die Zufallszahl deren Seed mit Hilfe der System-
zeit erzeugt wurde. Alles was ein Angreifer beno¨tigt um diese nachzubilden
ist die Zeit wann die Zufallszahl erzeugt wurde.
Die Erzeugung des Seed sollte auf mehreren Faktoren beruhen (z.B. System-
zeit und Temperatur im Kern). Diese Faktoren sollten sich regelma¨ßig a¨ndern.
Pseudozufallszahlen ko¨nnen fu¨r die meisten Anwendungen als zufa¨llig genug
angesehen werden.
Nicht deterministische RNGs liefern fu¨r den gleichen Seed verschiedene Er-
gebnisse. Dafu¨r ist es erforderlich externe Vorga¨nge (z.B. Temperatur im
Computerkern) in die Berechnung der Zufallszahl einzubeziehen. Es werden
auch Zufallsereignisse wie z.B. atmospha¨risches Rauschen zur Berechnung
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verwendet. Bei nicht deterministischen RNGs ist die Zufa¨lligkeit des Seed
von nicht ganz so großer Bedeutung, da ein Angreifer selbst bei Kenntnis
des Seed und dem RNG die Zufallszahl immer noch nicht nachbilden kann.
Trotzdem wird die Zufa¨lligkeit des Seed nicht vernachla¨ssigt.
Es gibt verschiedene vordefinierte Verfahren um eine Zufallszahl zu erzeugen:
• Bei Linux gibt es die Funktion /dev/random bei der u.a. aus dem Rau-
schen von Gera¨tetreibern eine Zufallszahl bestimmt wird.
• Bei ANSI X9.17 werden mit Hilfe von Triple-Des Pseudozufallszahlen
erzeugt.
• Bei FIPS 186 werden mit Hilfe der Hashfunktion SHA-1 Zufallszahlen
erzeugt.
• uvm.
6.1.2 Schlu¨sselerzeugung im RSA-Verfahren
Die Schlu¨sselerzeugung von asymmetrischen Verfahren erfordert wesentlich
mehr Rechenaufwand als die Generierung von Zufallszahlen fu¨r symmetri-
sche Verfahren.
Die Schlu¨sselerzeugung im RSA-Verfahren wurde schon in Kapitel 1.2.5 RSA-
Verfahren behandelt. Diese ist in wenigen Schritten durchzufu¨hren. Doch fu¨r
die Schlu¨sselerzeugung im RSA-Verfahren (und auch bei anderen asymmetri-
schen Verfahren) werden große Primzahlen beno¨tigt. Es gibt unendlich viele
Primzahlen, aber diese zu finden ist ein sehr aufwendiger Prozess. Hierfu¨r
werden Primzahltest-Algorithmen eingesetzt, auf die ich in meiner Arbeit
nicht eingehen werde.
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6.2 Schlu¨sselspeicherung
Eine sichere Aufbewahrung des Schlu¨sselpaars ist eine nicht triviale Angele-
genheit. Wie schon in Kapitel 5.4 Zertifizierungsdiensteanbieter erwa¨hnt ist
die CA fu¨r die Verwaltung, Verteilung und Aufbewahrung des o¨ffentlichen
Schlu¨ssels verantwortlich. Fu¨r die sichere Aufbewahrung des privaten Schlu¨ssels
ist jedoch der User selbst verantwortlich. Die sicherste Methode wa¨re das Auf-
bewahren des Schlu¨ssels im Geda¨chtnis. Jedoch sind die meisten Menschen
dazu nicht fa¨hig. Deshalb gibt es eine Vielzahl an technischen Hilfsmitteln
die das Speichen und Anwenden eines privaten Schlu¨ssels ermo¨glichen. Auf
Smartcards und USB-Tokens werde ich im Kapitel 7 Hilfsmittel zur digitalen
Signierung na¨her eingehen.
Ha¨ufig werden private Schlu¨ssel jedoch in Dateien auf PC gespeichert. Diese
Dateien mu¨ssen besonders vor unrechtma¨ßigen Zugriffen und Vera¨nderungen
geschu¨tzt werden. Hierbei kann beispielsweise der Zugriff durch Passwo¨rter
geschu¨tzt werden oder der private Schlu¨ssel nicht in Klartext gespeichert
werden.
6.3 Schlu¨sselvernichtung
Die Schlu¨sselvernichtung ist eine nicht zu unterscha¨tzende Aufgabe der mei-
stens zu wenig Aufmerksamkeit gewidmet wird. Das kann zu Sicherheits-
problemen fu¨hren. Beim Lo¨schen einer Datei in einem herko¨mmlichen Be-
triebssystem wird diese nicht gelo¨scht. Es wird lediglich der Speicherbereich
auf der Festplatte wieder freigegeben und der Eintrag u¨ber die Datei in der
Dateitabelle wird gelo¨scht. Die Datei befindet sich aber nach wie vor auf
der Festplatte. Um diese Datei sicher zu lo¨schen, muss der von ihr besetz-
te Speicherbereich mehrfach u¨berschrieben werden. Weiters muss man dar-
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auf achten, dass alle etwaigen Kopien, die von dem System in Cache, im
virtuellen Speicher usw. angelegt wurden, ebenfalls gelo¨scht und mehrfach
u¨berschrieben werden.
6.4 Schlu¨sselaustausch
Der sichere Austausch kryptographischer Schlu¨ssel ist besonders in der sym-
metrischen Kryptographie ein großes Problem. Ich werde auf die Lo¨sungen
dieser Problematik in meiner Arbeit nicht na¨her eingehen.
Doch auch in der asymmetrischen Kryptographie kann der sichere Schlu¨sselaustausch
Probleme mit sich bringen. Der Austausch des o¨ffentlichen Schlu¨ssels ist wie
schon in Kapitel 5.4 Zertifizierungsdiensteanbieter erwa¨hnt u¨ber eine CA und
deren Schlu¨ssellisten geregelt. Bei richtiger Handhabung ko¨nnen dadurch nur
schwer Probleme entstehen. Die meisten Probleme entstehen bei dem Aus-
tausch von symmetrischen Session Keys. Wird hierbei der Session Key nur
verschlu¨sselt und nicht signiert, dann ist die U¨bertragung anfa¨llig fu¨r Man-
in-the-Middle-Angriffe. Dies la¨sst sich jedoch leicht durch die Signierung des
Schlu¨ssels oder eines Hashwerts verhindern.
6.5 Schlu¨ssella¨nge
Schlu¨ssella¨ngen sind sehr wichtig. Wie wir schon in Kapitel 1.2.5.2 Mathe-
matische Hintergru¨nde des RSA-Verfahrens erfahren haben, existiert keine
sichere Verschlu¨sselung. Jede Verschlu¨sselung ist, wenn man genug Zeit zu
Verfu¨gung hat, zu u¨berwinden. Die Frage ist also nicht ist die Verschlu¨sselung
sicher, sondern ist die Verschlu¨sselung mit vertretbarem Aufwand zu u¨berwinden.
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Aufgrund der steigenden Computerleistung und der Weiterentwicklung der
Algorithmen mu¨ssen Schlu¨ssel um als
”
sicher“ zu gelten immer la¨nger werden.
Heutzutage gilt ein 1024 Bit Schlu¨ssel nur mehr als mittlere Sicherheitsgren-
ze. Informationen u¨ber empfohlenen Schlu¨ssella¨ngen finden sich im Internet
unter www.keylength.com
Kapitel 7
Hilfsmittel zur digitalen
Signierung
Ich habe in den vorigen Kapiteln erla¨utert wie man ein digitales Zertifikat
erha¨lt, mit welche Bedingungen seine Ausstellung verbunden ist und noch
vieles mehr. Ich werde im folgenden Kapitel nun darauf eingehen wie digita-
le Zertifikate im Alltag benutzt werden ko¨nnen. Ich werde hierfu¨r auf zwei
Technische Umsetzungen na¨her eingehen:
• Smartcards
• USB-Token
7.1 Smartcards
Eine Smartcard ist eine Weiterentwicklung einer herko¨mmlichen Chipkarte.
Sie unterscheidet sich jedoch wesentlich von dieser. Eine Smartcard ist mit
einem Mikroprozessor und einem programmierbaren Speicher ausgeru¨stet.
Ihre Verwendung beschra¨nkt sich jedoch nicht nur auf digitale Signaturen.
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Man findet Smartcards heutzutage beinahe u¨berall: Kreditkarten, Ausweise,
SIM-Karten, usw.
Smartcards basieren auf dem ISO 7816 Standard. Dieser ist in folgende Be-
reiche geteilt, welche sich mit diesen Gebieten bescha¨ftigen:
1. Physikalischen Eigenschaften
2. Dimensionen und Positionen der Kontakte
3. Elektronische Signale und U¨bertragungsprotokolle
4. Anwendungsebene
5. Application Identification (AID)
6. Datenobjekten
7. Structured Card Query Language (SCQL)
8. Internes Sicherheitsmanagement
9. Befehle der Karte, Datenzugriffskontrolle und Lebenszyklus der Karte
10. Elektronische und Reset Signale
11. Identifikation der User
12. USB als Schnittstelle
13. Kommandos fu¨r die Verwaltung
14. existiert nicht
15. Kryptografischen Informations Anwendungen
Ich werde in meiner Arbeit nicht auf all diese Bereiche na¨her eingehen. Ich
werde mich jedoch bemu¨hen, Smartcards und deren Funktionsweise ausrei-
chen zu erla¨utern.
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7.1.1 Architektur von Smartcards
Eine Smartcard besteht aus:
• Plastikkarte, auf der die anderen Teile befestigt werden.
• Mikrocontroller, auf den ich im na¨chsten Unterpunkt na¨her eingehen
werde.
• Optional: Magnetstreifen, auf dem sich allgemeine Daten wie z.B. das
Verfallsdatum der Karte befinden.
• Optional: Foto, Beschriftungen, Einstanzungen auf der Karte.
Smartcards existieren in drei Gro¨ßen, welche als ID-1, ID-00, ID-000 bezeich-
net werden.
• ID-1 ist die Standardkarte in der Gro¨ße eine Chipkarte wie man sie aus
dem Alltag kennt. Sie ist 85.6mm x 54mm groß.
• ID-00 ist die sogenannte Minikarte. Sie ist 66mm x 33mm groß und bis
auf ihrer Gro¨ße mit der ID-1 Karte ident. Es wurde lediglich Plastik
eingespart. Eine Besonderheit ist, dass die Kontakte bei den ID-1 und
ID-00 Karten gleich angeordnet sind, wodurch die gleichen Kartenlese-
gera¨te verwendet werden ko¨nnen.
• ID-000 ist eine Plug-in-Karte. Sie ist gerade mal 15mm x 25mm groß.
Ihr bekanntester Anwendungsbereich ist die SIM-Karte bei Mobiltele-
fonen.
7.1.2 Mikrocontroller von Smartcards
Der Smartcard-Mikrocontroller hat eine a¨hnliche Zusammensetzung wie ein
Computer. Er besteht aus:
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• CPU (Central Processing Unit):
Die CPU ist der Hauptprozessor der Smartcard. Wie bei einem Com-
puter ist er fu¨r die Berechnungen verantwortlich. High-End-Smartcards
verwenden bereits 32-Bit Prozessoren. In der Regel werden aber schwa¨chere
verwendet.
• ROM (Read Only Memory):
ROM kann sehr unterschiedliche Gro¨ßen haben. Bei einfachen Smart-
cards reichen bereits 32 KByte. High-End-Smartcards ko¨nnen aber bis
zu 320 KByte ROM haben. Wie der Name bereits verra¨t, kann ROM
nur gelesen und nicht geschrieben werden. Außerdem beno¨tigt er keinen
Strom um die Informationen zu behalten. Diese wird mit Hilfe von Licht
oder Sa¨ure auf den ROM gespielt. Normalerweise entha¨lt der ROM das
Betriebssystem, Verfahren zur PIN U¨berpru¨fung, kryptografische Ver-
fahren zum Verschlu¨sseln, Signieren, zur Berechnung des Hashwertes
und verschiedene Test und diagnostische Funktionen.
• RAM (Random Access Memory):
RAM kann ebenfalls sehr unterschiedliche Gro¨ßen haben. Er reicht von
256 Byte bis zu 16 KByte. RAM ist ein sogenannter flu¨chtiger Speicher.
Das heißt, der Inhalt geht verloren sobald der Strom weg ist. Wie beim
Computer dient das RAM bei der Smartcard dem CPU als Arbeits-
speicher. RAM ist ein sehr schneller Speicher. Lese- und Schreibzugrif-
fe dauern nur wenige Mikrosekunden. Außerdem kann er beliebig oft
beschrieben werden.
• I/O Kana¨le:
Sind die Verbindung des Mikrocontrollers zur Außenwelt. Fu¨r den Da-
tentransfer gibt es zwei standardisierte Protokolle, die mit T=0 und
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T=1 bezeichnet werden.
T=0 ist Byte orientiert. Das bedeutet, dass ein Byte die kleinste Einheit
ist die zwischen Smartcard und Terminal ausgetauscht werden kann.
Jede Transmission besteht aus einem Header, welcher ein Klassen, ein
Kommando und drei Parameter Bytes entha¨lt. Danach folgt der Body,
welcher aus den zu u¨bertragenden Daten besteht. Aufgrund der Byte
Orientierung muss bei einem U¨bertragungsfehler eines Bytes, sofort ei-
ne Neuu¨bertragung dieses angefordert werden.
T=1 ist Block orientiert. Das bedeutet, dass ein Block die kleinste Ein-
heit ist, die zwischen Smartcard und Terminal ausgetauscht werden
kann. Terminal und Smartcard senden sich abwechselnd Blo¨cke. Es
gibt drei verschiedene Arten von Blo¨cken: Informationsblo¨cke, Emp-
fangsbesta¨tigungsblo¨cke und Systemblo¨cke. Das T=1 Protokoll ist we-
sentlich komplexer als das T=0 Protokoll.
• EEPROM (Electrically Eraseable Programmable ROM):
EEPROM entspricht der Festplatte eines Computers. Er reicht von 8
KByte bei billigen bis 400 KByte bei High-End-Smartcards. Wie der
ROM ist er ein nicht flu¨chtiger Speicher. Er beno¨tigt also keinen Strom
um seinen Inhalt zu behalten. EEPROM ist so konstruiert, dass er
mittels elektrischer Signale bis zu 100.000-mal umprogrammiert werden
kann. Deshalb dient er der langfristigen Speicherung von vera¨nderbaren
Daten (z.B. PIN, Session Keys). In neueren Modellen von Smartcards
wird EEPROM durch Flash Speicher ersetzt.
• Interne Bus:
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Der Interne Bus dient dem Datenaustausch zwischen ROM, RAM, EE-
PROM und CPU.
7.1.3 Betriebssystem bei Smartcards
Wie jeder normale Computer beno¨tigen auch Smartcards ein Betriebssystem.
Dieses muss jedoch mit sehr geringen Systemanforderungen zurechtkommen,
da bei Smartcards die Leistung eingeschra¨nkt ist. Außerdem werden bei
Smartcards sehr große Stu¨ckzahlen produziert, was Lizenzkosten zu einem
großen Hindernis macht. Deshalb werden kaum Standard-Betriebssysteme in
Smartcards benutzt. Es gibt von Linux bereits seit la¨ngerer Zeit ein Projekt
ein Betriebssystem fu¨r Smartcards zu entwickeln. Leider sind bis jetzt dessen
Systemanforderungen noch zu hoch. Durch die rasante Weiterentwicklung
der Smartcards ist es jedoch mo¨glich, dass dieses bald erha¨ltlich sein wird.
Es gibt einige Smartcard Betriebssysteme. Das bekannteste ist das Small-
OS. Ich werde in meiner Arbeit nicht genauer darauf eingehen, da dies den
Rahmen meiner Arbeit sprengen wu¨rde.
Die Aufgaben eines Betriebssystems sind vielfa¨ltig. Es ist z.B. fu¨r das Datei-
system, die Zugriffe auf Dateien, fu¨r den I/O Manger, fu¨r den Zugriff auf
Interne Geheimnisse (PIN und andere Schlu¨ssel) und fu¨r vieles mehr verant-
wortlich.
7.1.4 Sicherheit bei Smartcards
Smartcards gelten als sicher per Design. Sie verfu¨gen u¨ber eine Vielzahl
von Sicherheitsvorkehrungen, die die Karte vor unerlaubten Zugriffen und
Lo¨schung schu¨tzen sollen. Einige davon sind:
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• Die internen Busse des Microcontrollers fu¨hren nicht nach außen und
sind deshalb von außen auch nicht kontaktierbar. Dadurch ko¨nnen
Adress-, Daten-, und Steuerbus weder abgeho¨rt noch beeinflusst wer-
den. Zusa¨tzlich werden die Busse auch noch gescrambelt, was die Funk-
tion der Busse nach außen verschleiert.
• ROM befindet sich in tieferen Schichten des Microcontrollers, um eine
physische Modifikation unmo¨glich zu machen. Weiters wird der Inhalt
des ROMs ionenimplantiert. Dadurch wird das Auslesen mit Hilfe eines
Lasermikroskops unmo¨glich, da die Inhalte in keinem Licht sichtbar
sind.
• EEPROM wird speziell abgeschirmt, um elektrische Abstrahlungen zu
verhindern, aus denen man auf deren Inhalt schließen ko¨nnte. Die Ent-
fernung dieser Schutzschicht wu¨rde zur Zersto¨rung des gesamten Chips
fu¨hren.
• Eine weitere Schutzschicht verhindert, dass die Speicherinhalte mit Hil-
fe von UV-Strahlung gelo¨scht werden ko¨nnen.
• Um das Messen des Stromverbrauchs des Microcontrollers bei der Ver-
arbeitung von Daten zu verhindern, wird ein Spannungsregler einge-
baut, um einen von der Berechnung der Daten unabha¨ngigen Strom-
verbrauch zu sichern.
• Smartcards verfu¨gen u¨ber Sensoren die unerlaubte Zugriffe feststellen
sollen.
– Spannung wird gemessen.
– Sensoren, die auf Licht reagieren.
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– Wa¨rmesensoren, die eine U¨bertaktung des Chips verhindern.
– ...
• Manchmal werden zusa¨tzliche Pru¨fsummen und Signaturen eingesetzt,
um dem privaten Schlu¨ssel ein zusa¨tzliches Maß an Sicherheit zu gewa¨hren.
• Optional ko¨nnen Smartcards alle internen U¨bertragungen verschlu¨sseln,
wodurch passive Angriffe abgewehrt werden ko¨nnen.
Auf Smartcards werden auch heute noch ha¨ufig symmetrische Verfahren zur
Verschlu¨sselung eingesetzt, da diese wesentlich weniger Rechenleistung als
asymmetrische beno¨tigen und in der Ausfu¨hrung deutlich schneller sind. Be-
sonders die Generierung eines RSA-Schlu¨sselpaars in einer sinnvollen La¨nge
ist fu¨r die meisten Smartcards ohne zusa¨tzliche Hardware zu aufwa¨ndig. Des-
halb ko¨nnen Schlu¨sselpaare auch offcard berechnet werden und nachtra¨glich
auf die Karte gespielt werden. Ich werde darauf in Kapitel 7.1.6 Signaturcards
na¨her eingehen.
7.1.4.1 Angriffe auf Smartcards
Die meisten Angriffe auf Smartcards zielen auf das Ausspa¨hen des privaten
Schlu¨ssels ab, welcher auf der Smartcard gespeichert ist. Es gibt viele Angriffe
auf Smartcards. Ich werde kurz auf einige eingehen:
• Durch das Anlegen einer unu¨blichen Spannung oder extremer Tempe-
raturen wird versucht die Funktionsweise des Microcontrollers zu be-
einflussen und dadurch eine A¨nderung im Code vorzunehmen, wodurch
der private Schlu¨ssel ermittelt werden kann.
84
• Durch das Herauslo¨sen der Microcontrollers aus seiner Hu¨lle, soll es mit
Hilfe von spezieller Ausru¨stung mo¨glich sein, Signale aus dem Datenbus
abzugreifen.
• Durch das Messen des Stromverbrauchs des Microcontrollers zuerst bei
der Verarbeitung bekannter und dann unbekannter Daten la¨sst sich
auf Daten schließen. Der bekannteste Angriff aus Basis des Stromver-
brauchs ist der PIN Vergleich.
• Weitere mo¨gliche Angriffe sind Angriffe auf den U¨bertragungsweg zwi-
schen Lesegera¨t und Karte. Hierbei werden aktive und passive Angriffe
wie Sniffing und Spoofing ausgefu¨hrt.
Gegen all diese Angriffe wurden im Kapitel 7.1.4 Sicherheit bei Smartcards
Verteidigungsvorkehrungen erwa¨hnt. Dennoch ist es nicht ausgeschlossen,
dass einer dieser Angriffe Erfolg hat.
7.1.5 Signieren mit Smartcards
Es gibt eine Vielzahl an Smartcards, die in unterschiedlichsten Bereichen
unseres Lebens zum Einsatz kommen. Doch nicht jede dieser Smartcards ist
dafu¨r geeignet, dass mit ihr digitale Signaturen ausgefu¨hrt werden.
Damit eine Smartcard als sogenannte Signaturcard eingesetzt werden kann,
muss sie nach Deutschem SigG folgende Funktionen haben:
• Protokoll Parameter Selektion (PPS)
• Transmissionsprotokolle (T=0 oder T=1)
• Den Umgang mit Daten, Datenobjekte und Datenformate
• Authentifikation des Kartenbesitzers
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• Berechnen und Besta¨tigen von Signaturen
• Loggen wa¨hrend eine Signatur erstellt wird
• Signaturerstellungs- und Besta¨tigungsprozesse
• Operationen mit Terminals und die passenden Kommandosequenzen
Doch fu¨r eine digitale Signatur beno¨tigt man nicht nur eine Signaturcard.
Es wird auch eine CA beno¨tigt, um die Karte auszustellen und spa¨ter die
digitale Signatur zu besta¨tigen.
7.1.6 Signaturcards
Fu¨r das Speichern und Verwenden einer digitalen Signatur wird eine sichere
Hardware Umgebung beno¨tigt. Signaturcards sind ideal dafu¨r, da sie klein
und billig zu produzieren sind. Weiters sind sie sehr sicher im Zusammenhang
mit Zugriffen von außen und Vera¨nderungen gespeicherten Daten.
Damit Signaturcards in der Lage sind alle beno¨tigten kryptographischen Al-
gorithmen auszufu¨hren, beno¨tigen sie eine erweiterte Numeric Processing
Unit (NPU). Diese erlaubt, dass Signaturen auf der Karte kreiert und ge-
testet werden ko¨nnen. Dies hat den Vorteil, dass der private Schlu¨ssel au-
ßerhalb der Karte nicht existiert, was es unmo¨glich macht, dass dieser ohne
Diebstahl der Karte in fremde Ha¨nde gera¨t. Ein Nachteil ist, dass die Kar-
te nicht ersetzt werden kann. Im Allgemeinen ist es besser die Signierung
und die U¨berpru¨fung von Signaturen auf der Karte durchzufu¨hren. Es ist
aber auch mo¨glich, dass alle kryptographischen Berechnungen offcard durch-
gefu¨hrt werden. Dies hat den Vorteil, dass der Schlu¨ssel schnell und effizient
erzeugt werden kann. Die Karte kann jederzeit durch eine neue ersetzt wer-
den. Es bestehen jedoch der große Nachteil, dass der Schlu¨ssel sicher auf und
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von der Karte transferiert werden muss und dass der Schlu¨ssel auch außerhalb
der Karte existieren muss um Signaturen durchzufu¨hren.
7.1.6.1 Ausstellen eine Signaturcard
Die Ausstellung einer Signaturcard funktioniert beinahe identisch mit der
Ausstellung eines digitalen Zertifikats. Es gelten auch dieselben Bestimmun-
gen wie bei digitalen Zertifikaten. Der einzige Unterschied ist, dass bei Si-
gnaturcards zusa¨tzlich ein PIN ausgestellt wird, der die Benutzung der Karte
ermo¨glicht. Die Ausstellung eines digitalen Zertifikats wurde schon in Kapitel
5 Digitale Zertifikate behandelt.
Fu¨r die CA bedeuten Signaturcards ein neues Arbeitsfeld. Das Speichern
und Verwalten des Schlu¨ssels in Listen, die U¨berpru¨fung der Identita¨t des
Endbenutzers usw. bleibt fu¨r die CA zwar gleich. Dennoch muss die CA
nun Signaturcards ausstellen. Dafu¨r muss sie diese durch Name, Foto, Daten
usw. auf der Karte und in deren Dateisystem personalisieren. Weiters muss
der Schlu¨ssel nun gegebenenfalls auf der Karte erzeugt werden und wenn
er offcard erzeugt wird, muss er sicher auf die Karte transferiert werden,
wodurch neue Infrastruktur beno¨tigt wird.
7.1.6.2 Signieren mit einer Signaturcard
Das Signieren mit Hilfe einer Signaturcard funktioniert nach dem gleichen
Prinzip wie die
”
normale digitale Signatur“, auf die ich schon in Kapitel 3
Digitale Signaturen und im Kapitel 4.4 Beispiel einer Anwendung einer PKI
eingegangen bin.
Es wird zum Signieren eine Signaturcard ein Terminal und normalerweise
ein PC beno¨tigt. Der einzige Unterschied ist, dass sich der Signator auf
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der Signaturcard identifizieren muss. Dies geschieht heute meist u¨ber den
PIN. In naher Zukunft ist es allerdings denkbar, dass auf andere Mittel der
Identifikation, wie zum Beispiel biometrische Daten (z.B. Fingerabdruck),
zuru¨ckgegriffen wird.
Genau wie bei der normalen digitalen Signatur wird ein Hashwert berech-
net, dieser wird anschließend signiert und gegebenenfalls auch verschlu¨sselt.
Das Berechnen eines Hashwerts bei langen Dokumenten auf der Signaturcard
ist zwar mo¨glich, es ist aber in den meisten Fa¨llen aufgrund der Hardware-
einschra¨nkungen einer Signaturcard nicht sehr praktisch, da es sehr lange
dauern kann. Deshalb wird die Berechnung des Hashwerts meistens offcard
durchgefu¨hrt und dann auf die Karte transferiert, um dort signiert zu wer-
den. Um ein zusa¨tzliches Maß an Sicherheit hinzuzufu¨gen, ist es mo¨glich den
Hashwert nur bis zum letzten Block extern zu berechnen. Die Berechnung
wird dann im Anschluss auf der Karte abgeschlossen.
7.1.7 Praktische Anwendung: Bu¨rgercard
Meine Informationen u¨ber Bu¨rgercards stammen von http://www.buergerkarte.
at/ und aus dem O¨sterreichischen Signaturgesetz.
7.1.7.1 Aktivierung
Die Bu¨rgercard ist vo¨llig kostenlos.
Die Karte wird bei Ablauf des Zertifikats automatisch ausgetauscht. Auf der
neuen Karte befindet sich dann ein neues Zertifikat.
Um eine E-Card als Bu¨rgercard zu nutzen ist in erster Linie nur ein Karten-
lesegera¨t erforderlich. Die eigentliche Aktivierung erfolgt u¨ber FinanzOnline,
in einer der Registrierungsstellen oder mit Hilfe eines RSA-Briefs.
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7.1.7.2 Beispiel der Aktivierung
Vor der Aktivierung entha¨lt die E-Card standardma¨ßig:
• ein Schlu¨sselpaar der Sozialversicherung (fu¨r die Krankenscheinfunkti-
on)
• ein ECDSA-Schlu¨sselpaar (fu¨r ein Zertifikat) - wird momentan nicht
weiter verwendet
• ein ECDSA-Schlu¨sselpaar (fu¨r ein qualifiziertes Zertifikat)
Das ECDSA-Schlu¨sselpaar hat eine La¨nge von 192 bit. Bei den neu-
ersten Modellen sind es bereits 256 bit. (Die Unterschiede zwischen
einfachen und qualifizierten Zertifikaten wurden schon in Kapitel 5.3
Zertifikate in O¨sterreich angefu¨hrt.)
Bei der Aktivierung u¨ber FinanzOnline passiert Folgendes:
1. FinanzOnline (als Identita¨tsprovider) u¨bermittelt an den Zertifizierungs-
diensteanbieter A-Trust eine signierte Besta¨tigung, bestehend aus Na-
men und Sozialversicherungsnummer. Damit garantiert FinanzOnline
die Identita¨t des Benutzers. (Dieser hat sich bei der Registrierung zu
FinanzOnline mit einem Ausweis identifiziert).
2. A-Trust liest nun u¨ber die Bu¨rgerkarten-Software von der E-Card Na-
men und Sozialversicherungsnummer aus und vergleicht sie mit der
Besta¨tigung von FinanzOnline. Die U¨bereinstimmung wird in erster
Linie u¨ber die Sozialversicherungsnummer hergestellt (daher macht es
nichts, wenn die Schreibweise des Namens bei FinanzOnline leicht von
der Schreibweise auf der E-Card abweicht).
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3. A-Trust liest u¨ber die Bu¨rgerkarten-Software von der E-Card den o¨ffentlichen
Schlu¨ssel fu¨r das qualifizierte Zertifikat aus. Das entsprechende Schlu¨sselpaar
wurde bereits bei der Kartenproduktion erzeugt. Der private Schlu¨ssel
verla¨sst die E-Card u¨berhaupt nie und ist nicht einmal der A-Trust
bekannt.
4. Dann sendet A-Trust Namen und Geburtsdatum (die von der E-Card
ausgelesen werden) gemeinsam mit dem o¨ffentlichen Schlu¨ssel an das
Zentrale Melderegister, um den ZMR-Eintrag abzufragen. Das Problem
dabei ist, im ZMR ist die Sozialversicherungsnummer nicht gespeichert.
Fu¨r diesen Schritt muss also die Schreibweise des Namens auf der E-
Card und im ZMR genau u¨bereinstimmen. Fu¨r den Fall, dass es meh-
rere Personen mit selben Namen und selben Geburtsdatum gibt, fragt
A-Trust davor auch nach der Postleitzahl.
5. Als Ergebnis der ZMR-Abfrage erha¨lt A-Trust sofort die Personenbin-
dung (d.h. ZMR-Zahl wird nicht an A-Trust weitergegeben).
6. A-Trust sendet die Personenbindung u¨ber die Bu¨rgerkarten-Software an
die E-Card, wo sie gespeichert wird (gesichert durch den Karten-PIN).
7. A-Trust erzeugt aus dem o¨ffentlichen Schlu¨ssel das qualifizierte Zerti-
fikat und tra¨gt es im Verzeichnisdienst ein.
8. Die Bu¨rgerkarten-Software schreibt das qualifizierte Zertifikat auf die
E-Card.
9. Die E-Card sichert den Zugriff auf den privaten Schlu¨ssel mit dem
Signatur-PIN.
10. A-Trust erzeugt ein RSA-Schlu¨sselpaar fu¨r das nicht-qualifizierte Zer-
tifikat. Dieses benutzt eine 1536 bit Verschlu¨sselung.
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11. Aus dem o¨ffentlichen Schlu¨ssel erzeugt A-Trust das nicht-qualifizierte
Zertifikat und tra¨gt es im Verzeichnisdienst ein.
12. Die Bu¨rgerkarten-Software schreibt das nicht-qualifizierte Zertifikat und
den privaten Schlu¨ssel auf die E-Card (gesichert durch den Karten-
PIN).
13. A-Trust speichert den privaten Schlu¨ssel des nicht-qualifizierten Zerti-
fikats.
U¨ber FinanzOnline oder in den Registrierungsstellen ist es auch mo¨glich ein
Handy als Bu¨rgercard zu aktivieren.
Von der Firma A-Trust gibt es auch die Mo¨glichkeit, dass die Bankomatkarte
als Bu¨rgercard verwendet werden kann. Dabei fallen allerdings Kosten an.
7.1.7.3 Funktionen
Die Bu¨rgercard hat eine Vielzahl an Funktionen. Auf http://www.buergerkarte.
at/ sind u¨ber 100 Funktionen gelistet. Einige davon sind:
• Signieren von E-Mails und PDFs.
• Elektronisches Postamt: Ermo¨glicht das Senden von eingeschriebenen
Briefen online und das sichere Empfangen von Post.
• Perso¨nliche Informationen: Ermo¨glicht Zugang zu Informationen wie
Pensionskonto, Daten zur Krankenversicherung usw.
• Online Amtswege: Die Bu¨rgercard kann u¨ber 100 Amtswege ersparen
z.B. Diebstahlsanzeigen und Strafregisterbescheinigungen.
• Online-Banking: Die Bu¨rgercard ersetzt die Anwendung von PINs und
TANs im Netbanking.
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7.1.7.4 Sicherheit bei Bu¨rgercards.
Die E-Card als Bu¨rgercard gilt als sehr sicher, da Smartcards ein hohes Maß
an Sicherheit besitzen. Ich bin darauf schon in Kapitel 7.1.4 Sicherheit bei
Smartcards eingegangen.
Fu¨r die Bu¨rgerkarte am Handy stehen diese Daten in einem Hochsicherheits-
Server und werden nur bei Bedarf abgerufen, wodurch auch die Handyan-
wendung sicher wird.
Außerdem ist Datenschutz bei der Bu¨rgercard gewa¨hrleistet. Durch ein Ver-
schlu¨sselungsverfahren ist sichergestellt, dass es keinen zentralen Zugriff auf
sensible Bu¨rger-Daten geben kann.
Das Verschlu¨sselungsverfahren funktioniert folgendermaßen: Jeder in O¨sterreich
gemeldete Bu¨rger ist durch eine Zahl aus dem Zentralen Melderegister (ZMR-
Zahl) eindeutig identifizierbar. Diese Zahl ist auf der Bu¨rgerkarte allerdings
nicht direkt gespeichert, sondern nur in Form der so genannten Stammzahl.
Diese Stammzahl ist durch das Triple-DES-Verfahren verschlu¨sselt, so dass
die urspru¨ngliche ZMR-Zahl nicht daraus gebildet werden kann. Daru¨ber
hinaus ist sogar noch eine weitere Sicherheitsvorkehrung eingebaut. Um zu
verhindern, dass verschiedene staatliche Stellen unberechtigter Weise in Ver-
fahren Einblick nehmen ko¨nnen, wird bei der Bu¨rgerkarten-Benutzung auch
die Stammzahl nicht direkt verwendet. Tatsa¨chlich wird die Stammzahl ein
weiteres Mal unkenntlich gemacht (mit Hilfe des SHA-1 Verfahren auf das
ich schon in Kapitel 2 Hashfunktionen eingegangen bin). Das geschieht auf
unterschiedlich Weise fu¨r verschiedene Verwaltungsbereiche. Dazu werden so
genannte
”
Bereichsku¨rzel“ verwendet. Das Resultat dieser Verschlu¨sselung
ist das so genannte bereichsspezifische Personenkennzeichen (bPK).
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7.1.7.5 Praktische Anwendung: Security-Tokens
Bei USB-Tokens handelt es sich ebenfalls um Smartcards.
Sie besitzen im Prinzip dieselben programmierbaren Mikrocomputer mit Pro-
zessor und Speicher, wie man sie auch im Chip einer Smartcard findet. Al-
lerdings ko¨nnen beim USB-Tokens preiswertere Standardbauteile verwendet
werden, da der Hersteller mehrere Millimeter Dicke nutzen kann. Trotzdem
verfu¨gen sie (bei komplexeren Modellen) u¨ber das gleiche Maß an Sicherheit
wie Smartcards. Siehe Kapitel 7.1.4 Sicherheit bei Smartcards. USB-Tokens
haben einen weiteren Vorteil. Sie ko¨nnen direkt an den USB-Port eines Com-
puters angeschlossen werden, wodurch kein Kartenlesegera¨t beno¨tigt wird.
Es existieren auch Security-Token mit anderen Sicherheitsverfahren.
Es gibt zum Beispiel USB-Tokens, die mit einem Display ausgestattet sind.
Sobald der Anwender einen Knopf dru¨ckt, berechnet der USB-Token einen
einmaligen Schlu¨ssel, der aus dem privaten Schlu¨ssel und zumindest einem
weiteren Faktor (z.B. der Zeit) berechnet wird (siehe Kapitel 6.1.1 Erzeugen
von Zufallszahlen). Dieser Schlu¨ssel wird auf dem Display angezeigt und ist
fu¨r eine vorher definierte Zeit gu¨ltig. Der Sicherheitsserver errechnet densel-
ben einmaligen Schlu¨ssel, wodurch wa¨hrend der definierten Zeit mit Hilfe des
einmaligen Schlu¨ssels eine eindeutige Authentifizierung am Sicherheitsserver
mo¨glich ist.
Der erste kommerzielle USB-Token war der RSA SecurID 6100 USB Token.
Dieser wurde im Sommer 2003 auf den Markt gebracht.
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Glossar
Im Folgenden beschreibe ich einige Begriffe, die in der Arbeit vorkommen.
Die Definitionen beziehe ich Großteils aus Internetquellen (z.B. Wikipedia)
und aus den im Literaturverzeichnis angefu¨hrten Quellen.
• Brute-Force-Attack:
Der Brute-Force-Attack ist eine Lo¨sungsmethode fu¨r Probleme aus den
Bereichen Informatik und Kryptologie. Sie beruht auf dem Ausprobie-
ren aller mo¨glichen Fa¨lle.
In der Kryptoanalyse, kann die Methode verwendet werden, um alle
mo¨glichen Schlu¨ssel durchzuprobieren.
Die Reihenfolge der Probe-Schlu¨ssel wird gegebenenfalls nach ihrer
Wahrscheinlichkeit ausgewa¨hlt. Dies ist jedoch bei zufa¨llig generierten
Schlu¨sseln wenig hilfreich. Die Schlu¨ssella¨nge spielt eine entscheidende
Rolle. Mit zunehmender La¨nge des Schlu¨ssels steigt der Umfang des
Schlu¨sselraums, also der Menge aller mo¨glichen Schlu¨ssel, exponentiell
an. Es ist hier nach den Regeln der Wahrscheinlichkeit zu erwarten,
dass im Mittel die Ha¨lfte aller mo¨glichen Schlu¨ssel des Schlu¨sselraums
ausprobiert werden muss, bis der verwendete Schlu¨ssel gefunden ist.
Angriffe dieser Art auf moderne Verschlu¨sselungsalgorithmen bei Ver-
wendung ausreichend langer Schlu¨ssel sind in der Praxis aussichtslos,
da der erforderliche Rechenaufwand zu groß wa¨re. Da aber die Leistung
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moderner Hardware immer mehr steigt und dadurch der Zeitaufwand
fu¨r das Durchprobieren aller Schlu¨ssel einer bestimmten La¨nge erheb-
lich reduziert wird, muss die Schlu¨ssella¨nge ausreichend groß gewa¨hlt
werden, um einem Brute-Force-Attack keine Chance zu geben.
• Diffie Hellman Verfahren:
Das Verfahren wurde von Diffie und Hellman bereits 1976 entwickelt.
Es ist eine Art Mittelweg zwischen symmetrischer und asymmetrischer
Kryptographie. Beim Diffie Hellman Verfahren errechnen die Kom-
munikationspartner gemeinsam einen geheimen Sitzungsschlu¨ssel. Dies
hat den Vorteil, dass der Schlu¨ssel nicht u¨ber einen unsicheren Ka-
nal u¨bertragen werden muss. Das Verfahren beruht auf dem diskreten
Logarithmusproblem. Dies wird als dezentrale Berechnung bezeichnet.
Die Berechnung eines gemeinsamen geheimen Schlu¨ssels teilt sich in
drei Schritte (Ich werde mich bei der Berechnung an Eckert halten):
1. Jeder Teilnehmer i wa¨hlt eine Zufallszahl 1 ≤ Xi ≤ q−1. Xi ist der
geheime Schlu¨ssel von Teilnehmer i. Der Schlu¨ssel Xi entspricht
dem privaten Schlu¨ssel eines asymmetrischen Kryptosystems.
2. Teilnehmer i berechnet
Yi = a
Xi mod q
Yi ist der o¨ffentliche Schlu¨ssel von Teilnehmer i.
3. Mo¨chte Teilnehmer i mit dem Teilnehmer j kommunizieren, so
berechnet jeder Teilnehmer einen Sitzungsschlu¨ssel Ki,j bzw. Kj,i.
Zur Berechnung von Ki,j beno¨tigt i den o¨ffentlichen Schlu¨ssel Yj
von j. Damit berechnet er:
Ki,j = Y
Xi
j mod q
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Der Teilnehmer j berechnet den Schlu¨ssel Kj,i analog mit dem
o¨ffentlichen Schlu¨ssel Yi von i:
Kj,i = Y
Xj
i mod q
Zusammen gilt dann:
Ki,j = (a
Xj)Xi mod q = aXjXi mod q = aXiXj mod q = Kj,i
Beide Kommunikationspartner haben unabha¨ngig voneinander einen
gemeinsamen geheimen Schlu¨ssel berechnet, der nun fu¨r die Kommu-
nikation eingesetzt werden kann.
• Elliptic Curve Digital Signature Algorithm (ECDSA):
Der Digital Signature Algorithm (DSA) wurde vom National Institute
of Standards and Technology (NIST) im August 1991 fu¨r die Verwen-
dung in deren Digital Signature Standard (DSS) empfohlen.
Die U¨bertragung des DSA auf elliptische Kurven wird als ECDSA be-
zeichnet und ist in ANSI X9.62 standardisiert.
• Flash Speicher:
Flash-Speicher sind digitale Speicherchips. Die genaue Bezeichnung
lautet Flash-EEPROM. Sie gewa¨hrleisten eine nichtflu¨chtige Speiche-
rung bei gleichzeitig niedrigem Energieverbrauch. Flash-Speicher sind
portabel und miniaturisiert, es lassen sich jedoch im Gegensatz zu
gewo¨hnlichem EEPROM-Speicher bei neuen Flash-EEPROM Bytes
nicht einzeln lo¨schen. Flash-Speicher sind auch langsamer als gewo¨hnliche
Festwertspeicher (ROM).
Bei einem Flash-EEPROM-Speicher wird Information (Bits) in einer
Speichereinheit (Speicherzelle) in Form von elektrischen Ladungen auf
einem Transistor gespeichert.
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Am Markt sind derzeit zwei Flash-Architekturen ga¨ngig:
NAND-Flash: Bei dem Speicherzellen in gro¨ßeren Gruppen hinterein-
ander geschaltet sind.
NOR-Flash: Bei dem Speicherzellen u¨ber Datenleitungen parallel ge-
schaltet sind.
• Linux:
Als Linux oder GNU/Linux werden in der Regel freie, unix-a¨hnliche
Mehrbenutzer-Betriebssysteme bezeichnet, die auf dem Linux-Kernel
und wesentlich auf GNU-Software basieren.
Das modular aufgebaute Betriebssystem wird von Softwareentwicklern
auf der ganzen Welt weiterentwickelt, die an den verschiedenen Pro-
jekten mitarbeiten. Es sind sowohl Unternehmen als auch Non-Profit-
Organisationen und Einzelpersonen beteiligt.
• Man-in-the-Middle-Attack:
Ein Man-in-the-middle-Angriff (MITM-Angriff), ist ein Angriff bei dem
der Angreifer logisch zwischen den beiden Kommunikationspartnern
steht. Dadurch hat er mit seinem System vollsta¨ndige Kontrolle u¨ber
den Datenverkehr zwischen zwei oder mehreren Netzwerkteilnehmern
und kann die Informationen nach Belieben einsehen und sogar mani-
pulieren. Der Vorteil des MITM-Angriffs ist, dass der Angreifer den
Kommunikationspartnern das jeweilige Gegenu¨ber vorta¨uschen kann,
ohne dass sie es merken. Die beste Gegenmaßnahme gegen Man-in-the-
Middle-Attacks ist das Signieren von U¨bertragungen. Dadurch wird es
unmo¨glich einem Kommunikationspartner eine falsche Identita¨t vorzu-
gaukeln. Ein bekanntes Beispiel fu¨r MITM-Angriffe ist das Diffie Hell-
man Verfahren. Bei Diffie Hellman ist der Schlu¨sselaustausch unsicher,
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wenn es dem Angreifer (in unserem Beispiel Mallory) es schafft die von
Alice und Bob gesendeten Nachrichten abzufangen und stattdessen je-
weils eine eigene Nachricht zu senden.
Abbildung 7.1: Bsp.:Man-in-the-Middle-Attack
Nach dem Schlu¨sselaustausch besitzen die beiden Kommunikations-
partner Alice und Bob unterschiedliche Schlu¨ssel KA und KB. Im Prin-
zip wurde zweimal ein Diffie-Hellman-Schlu¨sselaustausch durchgefu¨hrt:
einmal zwischen Alice und der Angreiferin Mallory und einmal zwischen
Mallory und Bob. Dabei erlangt Mallory Kenntnis der beiden Schlu¨ssel
KA und KB. Da Alice und Bob im weiteren Verlauf davon ausgehen,
mit dem jeweils Anderen zu kommunizieren, kann Mallory die folgen-
de symmetrisch verschlu¨sselte Kommunikation abho¨ren. Diese leitet sie
dazu weiterhin u¨ber sich selbst um.
• MIPS Jahr:
MIPS Jahr ist eine Angabe u¨ber Rechenzeit bei Computern. 1 MIPS
Jahr bedeutet 1 Million Instruktionen pro Sekunde u¨ber die Dauer eines
Jahres. Das heißt 1 MIPS Jahr hat 30 ∗ 1012 Instruktionen.
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• Scrambeln:
Ein Scrambler verwendet Schieberegister, um ein Digitalsignal nach ei-
nem relativ einfachem Algorithmus zu verschlu¨sseln. Erreicht wird eine
A¨nderung der Bitreihenfolge, wobei es statische und dynamische Ver-
fahren gibt. Allgemein gesprochen wird das Digitalsignal in ein Pseudo-
Zufalls-Signal mit demselben Informationsgehalt und derselben Bitrate
verwandelt. Ziel des Verschlu¨sselungsverfahrens eines Scramblers ist oft
die Verringerung der Sto¨ranfa¨lligkeit bei der Datenu¨bertragung, aber
auch Video- oder Audiodaten werden gescrambelt, um eine unbefugte
Rezeption der Klartext-Informationen durch nicht autorisierten Emp-
fang zu verhindern.
• Session Key:
Ein Session Key ist ei symmetrischer Schlu¨ssel der zur einmaligen Ver-
wendung gedacht ist. Fu¨r diese eine Session werden alle Nachrichten mit
diesem Schlu¨ssel verschlu¨sselt. Es ist allerdings auch mo¨glich wa¨hrend
der Session den Schlu¨ssel zu wechseln. Die wird allerdings nur gemacht
wenn dafu¨r ein Grund vorliegt (z.B. ein hohes Risiko auf Angriffe).
Gru¨nde warum Session Keys verwendet werden sind, dass einige An-
griffen leichter werden desto mehr Verschlu¨sseltes Material man be-
sitzt. Außerdem Ist asymmetrische Kryptographie fu¨r das Versenden
von Nachrichten meistens zu langsam. Session Keys mu¨ssen zufa¨llig
gewa¨hlt werden damit sie von Angreiffern nicht vorausgesagt werden
ko¨nnen. Siehe Kapitel 6.1 Schlu¨sselerzeugung.
• Small World Phenomenon:
Das Small World Phenomenon ist ein von Stanley Milgram 1967 ge-
pra¨gter sozialpsychologischer Begriff, der innerhalb der sozialen Vernet-
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zung in der modernen Gesellschaft den hohen Grad abku¨rzender Wege
durch perso¨nliche Beziehungen bezeichnet. Er bezeichnet eine Hypo-
these, nach der jeder Mensch (sozialer Akteur) auf der Welt mit jedem
anderen u¨ber eine u¨berraschend kurze Kette von Bekanntschaftsbezie-
hungen verbunden ist.
Das Small World Phenomenon la¨sst sich auch auf andere Netzwer-
ke und Graphen u¨bertragen, wie insbesondere seit Ende der 1990er
Jahre die mathematisierte Netzwerkforschung zu zeigen versucht. Das
Grundprinzip ist, dass einzelne Objekte, z. B. Personen, als Knoten re-
pra¨sentiert sind, zwischen denen eine Kante besteht, wenn zwischen ih-
nen eine bestimmte Beziehung (beispielsweise Bekanntschaft) besteht.
Im Jahr 2008 haben die Microsoft-Wissenschaftler Jure Leskovec und
Eric Horvitz die These von der Kleinen Welt auf Basis eines Netzwer-
kes unter Instant-Messenger-Nutzern (180 Millionen Knoten mit 9,1
Milliarden Kanten) empirisch besta¨tigen ko¨nnen.
• Sniffing:
Ein Sniffer ist eine Software, die den Datenverkehr eines Netzwerks
empfangen, aufzeichnen, darstellen und ggf. auswerten kann.
Es ist von der Netzwerkstruktur abha¨ngig, welche Daten ein Sniffer se-
hen kann. Werden die Computer mit Hubs verbunden, kann sa¨mtlicher
Traffic von den anderen Hosts mitgeschnitten werden. Wird ein Switch
verwendet, ist nur wenig oder gar kein Datenverkehr zu sehen, der nicht
fu¨r das sniffende System selbst bestimmt ist.
Es gibt mehrere Gru¨nde, einen Sniffer zu benutzen: Diagnose von Netz-
werkproblemen, Eindringungsversuche entdecken, Netzwerktraffic-Analyse
und Filterung nach verda¨chtigem Inhalt und natu¨rlich Datenspionage.
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• Spoofing:
Spoofing nennt man in der Informationstechnik verschiedene Ta¨uschungsversuche
in Computernetzwerken zur Verschleierung der eigenen Identita¨t. Per-
sonen werden in diesem Zusammenhang auch gelegentlich als Spoofer
bezeichnet.
Heutzutage umfasst Spoofing alle Methoden, mit denen sich Authentifizierungs-
und Identifikationsverfahren untergraben lassen, welche auf der Ver-
wendung vertrauenswu¨rdiger Adressen oder Hostnamen in Netzwerk-
protokollen beruhen.
Eine besondere und gleichzeitig die Bekannteste Anwendung des Spoofing
ist das sogenannte Phishing.
• Triple Des:
Der Data Encryption Standard (DES) ist ein weit verbreiteter sym-
metrischer Verschlu¨sselungsalgorithmus. Der DES-Algorithmus wurde
als offizieller Standard fu¨r die US-Regierung im Jahr 1976 besta¨tigt
und wird seither international vielfach eingesetzt. Heute wird DES auf-
grund der verwendeten Schlu¨ssella¨nge von nur 56 Bits fu¨r viele An-
wendungen als nicht ausreichend sicher erachtet. Die Schlu¨ssella¨nge
kann durch Mehrfachanwendung des DES jedoch auf einfache Weise
vergro¨ßert werden. Der Triple-DES (auch 3DES oder DESede genannt)
fu¨hrt DES mehrfache mit zwei verschiedenen Schlu¨sseln aus. Dieses
Verfahren, wurde bereits vom DES Mitentwickler Walter Tuchman be-
schrieben und analysiert.
Bei DES handelt es sich um einen symmetrischen Algorithmus. DES
funktioniert als Blockchiffre, jeder Block wird also unter Verwendung
des Schlu¨ssels einzeln chiffriert. Die Blockgro¨ße betra¨gt 64 Bits, das
heißt ein 64-Bit-Block Klartext wird in einen 64-Bit-Block Chiffre-
105
text transformiert. Auch der Schlu¨ssel, der diese Transformation kon-
trolliert, besitzt 64 Bits. Jedoch stehen dem Benutzer von diesen 64
Bits nur 56 Bits zur Verfu¨gung; die u¨brigen 8 Bits (jeweils ein Bit
aus jedem Byte) werden zur Fehleru¨berpru¨fung beno¨tigt. Die effektive
Schlu¨ssella¨nge betra¨gt daher nur 56 Bits. Die Entschlu¨sselung wird mit
dem gleichen Algorithmus durchgefu¨hrt, wobei die einzelnen Runden-
schlu¨ssel in umgekehrter Reihenfolge verwendet werden.
• Zufallsereignis:
Der Begriff Zufallsereignis bezeichnet in der Wahrscheinlichkeitstheo-
rie eine Menge mo¨glicher Ergebnisse eines Zufallsexperiments. Bei ei-
nem Wu¨rfelwurf entspricht beispielsweise das Ereignis eine gerade Zahl
wu¨rfeln der Menge {2,4,6}, eine Teilmenge aller mo¨glichen Ergebnis-
se. Man spricht davon, dass ein Ereignis eintritt, wenn eines seiner
Elemente Ausgang eines Zufallsexperiments ist. In der Kryptographie
benutzt man Zufallsereignisse die regelma¨ßig vorkommen wie z.B. at-
mospha¨risches Rauschen, radioaktiver Zerfall usw. Zufallswerte werden
daraus gebildet indem man die Zeitdifferenz zwischen zwei aufeinan-
derfolgenden Ereignissen misst. Um diese Verfahren in Kryptosysteme
zu integrieren beno¨tigt man jedoch meist eine spezielle Hardware.
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