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We demonstrate that it is possible to implement a quantum perceptron with a sigmoid activation
function as an efficient, reversible many-body unitary operation. When inserted in a neural network,
the perceptron’s response is parameterized by the potential exerted by other neurons. We prove
that such a quantum neural network is a universal approximator of continuous functions, with
at least the same power as classical neural networks. While engineering general perceptrons is a
challenging control problem –also defined in this work–, the ubiquitous sigmoid-response neuron
can be implemented as a quasi-adiabatic passage with an Ising model. In this construct, the scaling
of resources is favorable with respect to the total network size and is dominated by the number of
layers. We expect that our sigmoid perceptron will have applications also in quantum sensing or
variational estimation of many-body Hamiltonians.
Quantum computing and machine learning are two
computing paradigms that fight the limitations of pro-
cedural programming. While the first one is based on a
physically different model of computation, the second one
reuses von Neumann architectures to build sophisticated
approximation models that outperform traditional algo-
rithms. Quantum machine learning merges ideas from
both paradigms [1, 2], to create new quantum algorithms
such as engine ranking [3], data fitting [4], autoencoders
[5, 6], or autonomous agents [7].
In this work we challenge the notion of quantum neu-
ral networks, a term claimed by quantum machine learn-
ing works [8–19], which is far from settled [20]. A feed-
forward neural network is made of perceptrons [21] that
generate signals, sj = f(xj), as a nonlinear response to
the weighted influence of other neurons, with some in-
trinsic biases xj =
∑
k<j wjksk − θj [cf. Fig. 1b]. Classi-
cal feed-forward networks are universal approximators of
continuous functions [22] and are trained using reduced
information to solve complex problems. A quantum ana-
log of neural network faces the need of (i) encoding the
network in a Hilbert space, (ii) defining a physical op-
eration for the neuron activation, (iii) designing an al-
gorithm to train the network and, most important, (iv)
finding real-world applications of the quantum version.
We address these problems with a quantum perceptron
that is a qubit with a nonlinear excitation response to an
input field [cf. Fig. 1a]
Uˆj(xˆj ; f) |0j〉 =
√
1− f(xˆj) |0j〉+
√
f(xˆj) |1j〉 , (1)
In a feed-forward network, the perceptron gate is condi-
tioned on the field generated by neurons in earlier layers,
xˆj =
∑
k<j wjkσˆ
z
k − θj , with similar weights wjk and bi-
ases θj as classical networks. This allows us to prove
that a network based on this perceptron is a universal
approximator of arbitrary continuous functions. We also
prove that the perceptron gate Uˆj(xˆj ; f) has an efficient
hardware implementation as a quasiadiabatic passage in
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FIG. 1. (a) Quantum perceptron as a qubit that excites coher-
ently according to (1) with a probability Pj =
1
2
(1 + 〈σˆzj 〉) =
f(xj) that grows nonlinearly with the activation potential xj .
(b) When this perceptron is integrated in a feed-forward neu-
ral network, the potential depends on neurons in earlier layers,
e.g. x6 =
∑4
k=1 w6,kσˆ
z
k + θ6.
an Ising model of interacting spins, with an implemen-
tation time that scales favorably O(L × log(ε/N)/Ωf ),
with the number of layers L, number of neurons N , gate
error ε and activation step size Ωf [cf. Fig. 1a]. In addi-
tion to reproducing classical neural networks using quan-
tum states, other applications of this perceptron include
the design of multiqubit conditioned quantum gates, or
the design of more general perceptrons with sophisticated
response functions that can be applied in quantum sens-
ing or classification of quantum states. Our perceptron
is intimately related to a recent proposal by Cao et al.
[23], which implements the nonlinear activation of a qubit
using repeat-until-success quantum gates. As discussed
later, our perceptron shares the same potential appli-
cations with various advantages: universality, scaling of
resources, avoidance of phase wrapping (works for arbi-
trarily large |x|) and utility for general nonlinear sensing.
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2I. CLASSICAL NEURAL NETWORKS
Classical neurons are modeled as a mathematical sys-
tem which may become active (s = 1) or remain resting
(s = 0), as a response to the state of other n neurons.
The neuron activation or perceptron [24] mechanism is
the update rule
s′i = f(xi), with xi =
n∑
j=1
wijsj − θi, (2)
which determines the probability s′i of the neuron being
active. This rule involves an activation function f(x),
the network topology induced by the weights wij and
the intrinsic biases θi. When the activation f(x) is a
step function, the neuron’s response is bistable and re-
produces the McCulloch and Pitts [25] model. However,
it is more interesting to work with sigmoid functions —
e.g. the logistic function f(xj) = 1/(1 + e
−xj ) in Fig.
1a—, because they satisfy the conditions of the “univer-
sal approximation theorem” [22]. More precisely [26],
any continuous function of N input bits Q(s1, . . . , sN ),
can be approximated using the response of M additional
neurons to those input bits, as Q '∑N+Mk=N+1 αks′k. The
weights α and w, and the biases θ, can be optimized or
trained to minimize the approximation error, even when
we ignore the function Q, such as in data classification
and inference tasks. Even though the universal approx-
imation theorem only requires two layers, the power of
neural networks can be significantly enhanced using deep,
nested architectures with multiple hidden layers. In par-
ticular, the final sum of the approximation theorem can
be perfomed by one neuron, as shown in Fig. 1b, with
w ∝ α, to reconstruct the output function Q ∝ s′final.
II. QUANTUM PERCEPTRON
Similar to Ref. [23], we implement a perceptron as a
qubit that undergoes a SU(2) rotation (1) parameterized
by an external input field xˆj :
Uˆj(xˆj ; f) = exp
{
i arcsin[f(xˆj)
1/2]σˆyj
}
with, (3)
xˆj =
∑
k<j
wjkσˆ
z
k − θj .
The perceptron qubit is characterized by quantum ob-
servables (σˆx, σˆy, σˆz) that rotate as
σˆz′j = U
†
j σˆ
z
jUj = C(xˆj)σˆ
z
j + S(xˆj)σˆ
x
j , (4)
σˆx′j = U
†
j σˆ
x
j Uj = −S(xˆj)σˆzj + C(xˆj)σˆxj ,
and σˆy′j = σˆ
y
j , with nonlinear functions C(xˆj) = 1 −
2f(xˆj), S(xˆj) = 2
√
f(xˆj)[1− f(xˆj)], that depend on the
quantum field xˆj generated by earlier neurons. This rela-
tion can be arbitrarily nested by the application of addi-
tional perceptron gates, that entangle those perceptrons
FIG. 2. Energy levels of the two-level system (6) as a func-
tion of the activation potential xj . The perceptron gate be-
gins with large transverse field, Ω0  |xj |, such that the
ground state is the approximate superposition |+〉 ∝ |0〉+ |1〉.
When the transverse field is decreased, the state converges to
|Φ(xj/Ωf )〉 given by (7).
with the input neurons and with earlier perceptrons, in a
deep learning scheme. In this context, notice that when
wlj 6= 0, perceptron l > j will be affected by the diagonal
elements σˆzj and the quantum fluctuations σˆ
x
j of the j-th
perceptron, adding generalization power to the network.
The quantum perceptron contains the classical neural
network as a limit and therefore satisfies the universal
approximation theorem [26]. Let us assume a three layer
setup such as the one in Fig. 1b, with the following condi-
tions: (i) we have N input qubits, M internal perceptrons
and 1 output perceptron; (ii) all perceptrons are initially
in the unexcited state and the input layer is initialized to
a classical input, |s1, s2 . . . sN 〉 |0N+1 . . . 0N+M0N+M+1〉 ,
(iii) the final perceptron’s weights and threshold are
tuned to explore only the linear part of the sigmoid ac-
tivation function f(x) ∝ x. Then, the output perceptron
will be excited with a probability sout =
1
2 (〈σˆzN+M+1〉+1)
sout '
M∑
j=1
wN+M+1,N+j 〈f
( N∑
k=1
wN+j,ksk − θN+j
)
〉 .
(5)
This output probability is a linear combination of sig-
moid functions of the input neurons: by virtue of the
universal approximation theorem, this implies that sout
can be used to approximate any function Q(σˆz1 , . . . , σˆ
z
N )
of the input neurons [26]. This is true even when we do
not measure the intermediate neurons —indeed, measur-
ing those neurons introduces shot noise in the estimate
of σˆzN+M+1, deteriorating the approximation.
III. IMPLEMENTATION
The second and most important result in this work is
that the perceptron gate can be implemented as a single
(fast) adiabatic passage in a model of interacting spins,
which opens the door to specialized hardware implemen-
tation of the quantum neural network. We construct the
3perceptron gate evolving a qubit with the Ising Hamilto-
nian
Hˆ(t) =
~
2
[−Ω(t)σˆxj − xˆj σˆzj ]
=
~
2
−Ω(t)σˆxj + θj σˆzj −∑
k<j
(
ωjkσˆ
z
kσˆ
z
j
) . (6)
The qubit is controlled by an external transverse field
Ω(t), has a tuneable energy gap and interacts with other
neurons through xˆj . The instantaneous ground state of
this Hamiltonian
|Φ(xˆj/Ω)〉 =
√
1− g(xˆj/Ω) |0〉+
√
g(xˆj/Ω) |1〉 (7)
has a sigmoid excitation probability [cf. Fig. 1a, solid]
g(x) =
1
2
(
1 + x/
√
1 + x2
)
. (8)
This suggests implementing the gate (1) in three steps:
(i) set the perceptron to the superposition |+〉 = H |0〉 =
1√
2
(|0〉+ |1〉) with a Hadamard gate; (ii) instantaneously
boost the magnetic field Ω(0) = Ω0  |xˆj |; (iii) adiabati-
cally ramp-down the transverse field Ω(tf ) = Ωf in a time
tf , to do the transformation A(xˆj) |+〉 ' |Φ(xˆj/Ωf )〉.
As sketched in Fig. 2, the energy gap in this proto-
col is larger than |Ω(t)|, ensuring many quasiadiabatic
strategies Ω(t) to approximate Uˆj(xˆj ; g) ' A(xˆj)H for
|xˆj | ≤ |xˆmax|  |Ω0|. We designed two: a linear ramp
Ω(t) = Ω0(1 − t/tf ) + Ωf t/tf , and a FAQUAD (Fast-
Quasi-Adiabatic passage) control [27] that limits non-
adiabatic errors [26]. As figure of merit we use the aver-
age fidelity
F¯ =
∫ xmax
−xmax
F [Φ(xj), φ(tf , xj)]dxj . (9)
with F(Φ, φ) = | 〈Φ(xˆj/Ωf )|φ〉 |2 and φ the final dynam-
ical state driven by Ω(t).
Figure 3a compares the linear and FAQUAD strategies
to modify the transverse field. In Fig. 3b we observe that
for the same time tf the FAQUAD protocol is more accu-
rate; alternatively, given an error tolerance ε = 1−F¯ , the
FAQUAD design is 2-3 order of magnitudes faster than
the linear ramp. The quantum perceptron also shows ro-
bustness against non-adiabatic passages and high devia-
tions, beyond experimental errors, when scheduling the
control [26]. From approximate fits and using the adia-
batic passage as reference, see Fig. 3b, we estimate that
the total time for a perceptron gate to have an error ε
scales as tf,ε = O(log(ε)1/0.15Ω−1f ). When we have mul-
tiple neurons N spread over L layers, the gates of a single
layer can be parallelized, keeping the total time bounded,
but control errors accumulate exponentially with the
number of qubits. A more realistic scaling that takes
this into account is Tf,ε = O(L× log(ε/N)1/0.15Ω−1f ).
We can compare this performance with a proposal
for implementing a quantum perceptron using auxil-
iary qubits, conditioned rotations and measurements
a)
b)
(x
10
3 )
FIG. 3. (a) Transverse field Ω(t) for the linear ramp (dashed)
and FAQUAD (solid) protocols to implement the perceptron
gate. (b) Average infidelity 1 − F¯ as a function of the total
ramp time tf , for the two ramp protocols. The FAQUAD
process is fitted by ∼ c0 exp[−c1(Ωf tf )c2 ], c0 = 26.838, c1 =
6.577, and c2 = 0.150 (black circles).
[23]. The gate implemented in that work is a rotation
Uˆ = exp[iq(k)(x)σˆy] with a nonlinear angle q(k)(x) =
2 arctan[tan2
k
(x)] that converges to a step-wise function
in the interval x ∈ [−pi/4, pi/4]. This gate requires about
k auxiliary qubits, a circuit depth O(14k) and the total
gate time scales polynomially O((n/δ)2) with the number
of neurons per layer n and the step width δ ' Ωf of the
network. An important point in the work by Cao et al is
that it demonstrates algorithmic applications for neural
networks that are perfectly discriminating —rotation an-
gles take values close to pi/2 or 0 and Pj is either 0 or 1,
as in the McCulloch and Pitts [25] model—: those appli-
cations can also be reproduced with our Ising model per-
ceptron by a suitable design of the final transverse field
Ωf and the biases θj . Finally, we have to remark that
our perceptron’s sigmoid response is easily tuned —the
step size of q(k) only takes fixed values ' 2−k—, and it
does not have wraparound problems. These advantages
are relevant for broader applications such as sensing of
unconstrained input fields x and are required for the per-
ceptron to approximate arbitray operations.
IV. PARAMETERIZED QUANTUM CONTROL
The quantum perceptron is an instance of a new prob-
lem in optimal control theory [28, 29]: to design a family
of unitary operations that depend on a single parameter
Uˆx : x ∈ [−xmax, xmax] → SU(2), using a single control
Ω(t) that does not have any knowledge of this param-
eter. The closest problem that we know of appears in
NMR protocols for suppressing decoherence [30–33]: the
4external field x is created by an environment or resid-
ual cross-talk, and the goal is to preserve the quantum
state Uˆx ∼ 1 or do the same unitary operation for any
x. However, the quantum perceptron is far more general
and includes other multiqubit gates.
For instance, the quantum perceptron can achieve mul-
tiqubit conditional quantum gates that have the form
Wˆmqb = exp[iQ(σˆ
z
1 , . . . , σˆ
z
j−1)σˆ
y
j ], with general continu-
ous activation functions Q. The idea is to decompose the
function Q as a linear combination of sigmoid excitation
profiles Q(σˆz1 , . . . , σˆ
z
j−1) ∼
∑
n arcsin[f(
∑
k<j w
(n)
jk σˆ
z
k −
θ
(n)
j )], reconstructing the multiqubit gate by several ap-
plications of perceptron gates with different parameters
Wˆmqb '
∏
n
Uˆj(
∑
k<j
w
(n)
jk σˆ
z
k − θ(n)j ; f). (10)
Take for instance a XOR-like gate that flips a bit when
the number of excited qubits are within a given range
sN+1 → s¯N+1 if M1 <
N∑
i=1
si < M2. (11)
The ordinary XOR gate has N = 1 input, and thresholds
M1 = 0 and M2 = 2, but cannot be implemented using a
single classical perceptron [34]. We can nevertheless im-
plement the conditional logic (11) quantum mechanically,
using two adiabatic passages with two different gaps θ
(n)
j
and opposite signs of Ω0,f for each passage, thus achiev-
ing upper and lower excitation thresholds [cf. in Fig. 4].
V. QUANTUM SENSING
Using the same ideas as for the design of multiqubit
gates, we can engineer quantum sensors with resposes
that go beyond interference patterns. Such sensors would
overcome the problems of phase wrapping, working as
threshold- or range-sensors. As examples, Fig. 4 shows
two possible activations that are reconstructed with just
two cycles of the perceptron gates: the rectangular shape
[cf. Fig. 4] required for the XOR gate (11), and a peaked
response. Both examples were created using machine
learning training algorithm in Tensorflow, recognizing
that the product of unitaries in Eq. (10) can be writ-
ten as a single exponential where the rotation angle is an
instance of a neural network.
Another application of the perceptron gate would be
to reconstruct global properties from the signals sensed
by multiple quantum sensors. Let us assume that we
have an object with a property χ —a dipolar moment,
a quadrupolar moment, a charge, etc—. This object
is the source of an electromagnetic field φ(x, t;χ) that
is ultimately detected by a set of N quantum sensors,
whose state is changed: σˆz′n → Uˆ†nσˆznUˆn, with Uˆn =
exp[−iφ(xi, t;χ)σˆyn]. If the sensors are initially polarized,
all in the same state, there will be a mapping between the
values of the transformed σˆzn to the desired property. In
FIG. 4. Perceptron responses that result from two applica-
tions of the nonlinear gate with different shifts and widths:
we show ideal, non-differentiable curves (solid) and optimized
fits to the gate (dots) following Eq. (10).
other words, χ˜ ' Q(σˆz1 , . . . , σˆzn). This suggests adopting
a scheme such as the one in Fig. 1b, where the first layer
would be the sensors and the final qubit will provide an
approximation of the detected property sout ' χ˜. Note
that, by not measuring neither the sensors nor the inter-
mediate qubits, we achieve an enhanced sensitivity with
respect to a classical estimate χ˜ ' Q(〈σˆz1〉 , . . . , 〈σˆzn〉).
VI. CONCLUSION
Summing up, we have introduced a quantum percep-
tron as a two-level system that exists in a superposition
of resting and active states, and which reacts nonlinearly
to the field generated by other neurons. When com-
bined with other perceptrons in a neural network config-
uration, this nonlinear transformations acts as a univer-
sal approximator of arbitrary computable functions, and
generator of sophisticated multiqubit operations beyond
the Mølmer-Sørensen gate [35]. In the Supplementary
Material [36] we attach sophisticated numerical files to
construct, train, and illustrate the approximation power
and nesting of quantum perceptrons, training classically
a small quantum network to detect prime numbers.
The second most important result is an implementa-
tion of the quantum perceptron gate as a quasiadiabatic
passage on an Isign-type spin model. The resources in
this implementation scale favorably with the network size
and the total circuit error, and the adiabatic procedure
has already been demonstrated in highly connected ar-
chitectures with superconducting qubits [37–39], trapped
ions [40, 41] and nuclear magnetic resonance [42].
The perceptron gate is a multiqubit primitive that can
be integrated in quantum computing environments —as
primitives for the approximation of general discrete func-
tions, as approximate classifiers of complex datasets, as
implementation of a quantum oracle—. The model of a
quantum perceptron that we have introduced has other
important ramifications, such as the design of complex
controlled operations or the connection to quantum sens-
ing sketched above. In particular, the image of the multi-
5layer perceptron circuit as a quantum sensor opens many
interesting questions. For instance, how to define and op-
timize the sensitivity of these sensors? Can these thresh-
old sensors be combined with other unitary operations,
quantum states, etc? If so, what are the quantum lim-
its of threshold sensing vs. ordinary sensing of classical
fields? We expect to address these and other questions
in future works.
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VII. UNIVERSAL APPROXIMATION
THEOREM FOR CLASSICAL NEURAL
NETWORKS
The capacity and versatility of neural networks to clas-
sify complex data relies in the “universal approximation
theorem”, we now recall it in the form by Cybenko [43].
Theorem 1. Let IN = [0, 1]
N be the N -dimensional
unit cube and C(IN ) the space of continuous functions
on IN . Let the function η be continuous and sigmoidal
—i.e. η(∞) → 1, η(−∞) → 0—. Then, finite sums of
the form
q(s) =
Mε∑
j
αjη
(
N∑
k=1
wjksk − θj
)
(S1)
are dense in C(IN ). In other words, given any Q ∈
C(IN ) and ε > 0, there exists a sum q(s) with Mε terms,
for which |Q(s)− q(s)| ≤ ε for all s ∈ IN .
Following this theorem, we can design a three-layer neu-
ral network with N input, Mε intermediate or “hidden”
neurons and a single “output” neuron, to approximate
any function Q(s) ∈ C(IN ). The N input neurons will be
assigned the argument of the function we wish to com-
pute sin,i = si. We will use the graded response up-
date to determine the values of the Mε hidden neurons
shid,j = f(
∑N
k=1 wjksin,k − θj), j = 1, . . . ,Mε. Finally,
we will collect all the values in a final neuron, working
close to the linear regime
sfinal = η
Mε∑
j=1
αjshid,j
 ' Mε∑
j=1
αjshid,j (S2)
and approximate Q(s) ' sfinal. Determining the values
of αj , wjk and θj for an specific function amounts to
training the network.
VIII. UNIVERSAL APPROXIMATION
THEOREM FOR QUANTUM NEURAL
NETWORKS
Theorem 2. Any bounded continuous function
Q(σˆ1, . . . , σˆN ) ∈ [−1, 1] of the quantum observables
{σˆi}Ni=1 can be reconstructed up to an error ε onto
the state of a qubit using N input qubits and Mε + 1
applications of the quantum perceptron gate.
The proof relies on Theorem 1 and on the transforma-
tion implemented by the quantum perceptron gate in the
Heisenberg picture
σˆz′ = U†σˆzU = C(xˆ)σˆz + S(xˆ)σˆx.
input hidden outputhidden
input hidden outputhidden
b)
c)
hidden outputhidden
a)
FIG. S1. (a) The neural network of the universal approxima-
tion theorem consists of three layers. The input layer contains
the arguments of the function Q that we wish to approximate.
The output layers recreates the approximation using sigmoid
response functions. The final network collects all the output
neuron values and adds them up according to Eq. (S6). How-
ever, the quantum perceptron can be used in other topologies
with deeper nesting (b), or even with transverse dependen-
cies between layers (c), allowing for quantum versions of deep
learning.
with nonlinear functions C(xˆj) = 1 − 2f(xˆj), S(xˆj) =
2
√
f(xˆj)[1− f(xˆj)] and perceptron sigmoid response
f(x) =
1
2
(
1 + x/
√
1 + x2
)
. (S3)
We will repeat the same structure of the classical neu-
ral network in Fig. S1, where we have N input neurons,
Mε hidden qubits that build the approximation and a
final qubit that collects the information. The Mε + 1
qubits will be set in the initial state |0〉. The Mε qubits
on the first layer will transform into
σˆz′hid,j = C(xˆj)σˆ
z
hid,j + S(xˆj)σˆ
x
hid,j , with
xˆj =
∑
k
wjkσˆ
z
in,k − θj . (S4)
We tune the final neuron to work in the linear regime of
the sigmoid function. Defining xˆout =
∑
j αj σˆ
z′
hid,j−θout,
8we will require C(xˆout) = 1− 2f(xˆout) ' 1− 2xˆout. Then
σˆz′out '
1− 2∑
j
αj σˆ
z′
hid,j + 2θout
 σˆzout + Sσˆxout (S5)
=
1 + 2θout − 2∑
j
αj [1− 2f(xˆj)]σˆzhid,j
 σˆzout
+ Oˆcorr.
In this last line we introduced a new operator Oˆcorr which
contains corrections that are proportional to σˆxhid,j and
σˆxout. Since the initial state of the protocol is an eigenstate
of all the σˆzhid,j operators, when we compute the total
excitation probability of the output neuron sout =
1
2 (1 +〈σˆz′out〉), we find
sout = 〈
1 + θout −∑
j
αj [1− 2f(xˆj)]σˆzhid,j
 σˆzout〉
= 〈
1 + θout +∑
j
αj [1− 2f(xˆj)]
 (−1)〉
=
∑
j
2αj 〈f
(∑
k
wjkσˆ
z
in,k − θj
)
〉 (S6)
' 〈Q(σˆzin,1, . . . σˆzin,N )〉 .
Here we have imposed
1 + θout +
∑
j
αj = 0, (S7)
and used the universal approximation theorem to find the
αj to approximate our generic continuous function Q.
It is important to remark that the previous demon-
stration focuses on finding a classical limit for the ap-
proximation, neglecting the quantum fluctuations that
are present in Oˆcorr. However, this is not needed for a
general operation of the quantum perceptron, which may
benefit from those fluctuations to implement more gen-
eral approximants than those of a classical feed-forward
neural network. In particular, section Deep Learning dis-
cusses a procedure to optimize an approximation with a
quantum neural network of arbitrary depth which does
not require any of the previous constraints.
IX. FAST QUASIADIABATIC DYNAMIC
Given the same boundary values Ω0 and Ωf as for a
linear ramp, we can engineer a rather fast control of Ω(t)
that still achieves the target state (8) for all xj . The need
to produce single controls independently on one Hamil-
tonian parameter automatically discards many of the ex-
isting methods that speed up adiabatic passages [28, 29].
0 20 40 60 80 100
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10
Ωf tf
m
ax
|μ(t)|
FIG. S2. Maximum value of the adiabatic parameter for the
linear and FAQUAD ramps (dashed and solid, respectively).
A smaller value of µ(t) implies a lower probability of errors
in the adiabatic preparation of the quantum perceptron.
However, there is one strategy of fast quasiadiabatic dy-
namics (FAQUAD) [27], which only works with the adi-
abatic parameter µ(t)
µ(t) = ~
∣∣∣∣ 〈φ0(t) |∂tφ1(t)〉E1(t)− E0(t)
∣∣∣∣ (S8)
expressed in terms of the rate of change of the first excited
state |φ1(t)〉 of Hˆ(t) and the energy separation between
the ground and excited states, E1−E0 of a quasiadiabatic
Hamiltonian. We will generalize this strategy, imposing
conditions on µ(t) that are satisfied for all input fields and
states of the neurons xj , thereby designing the optimal
controls for implementing this gate.
Our strategy will be to ensure that the adiabatic pa-
rameter remains constant µ(t) = c to delocalize the tran-
sition probability along the whole process. If the relation
between field and time is invertible t = t(Ω), applying
the chain rule to Eq. (S8) gives
dΩ
dt
= ± c
~
∣∣∣∣ E0(Ω)− E1(Ω)〈φ0(Ω) |∂Ωφ1(Ω)〉
∣∣∣∣, (S9)
where the sign determines whether Ω(t) monotonously
increases or decreases from Ω0 to Ωf . We rescale time
according to the total duration s = t/tf and define
Ω˜(s) := Ω(s tf ) so that dΩ(t)/dt = t
−1
f dΩ˜/ds. This way,
dΩ˜
ds
= ± c˜
~
∣∣∣∣ E0 − E1〈φ0 |∂Ω˜φ1〉
∣∣∣∣
Ω˜
, where (S10)
c˜ = ctf = ±~
∫ Ω˜(1)
Ω˜(0)
dΩ˜∣∣∣∣ E0−E1〈φ0|∂Ω˜φ1〉
∣∣∣∣
Ω˜
. (S11)
To deduce Ω˜(s) for the FAQUAD protocol we solve Eq.
(S10), choosing c˜ to satisfy Ω˜(0) = Ω0 and Ω˜(1) = Ωf . A
different election of tf corresponds to a scaling of c = c˜tf
and Ω(t = stf ) = Ω˜(s). For the particular Hamiltonian
(6) the instantaneous eigenstates and energies are given
by,
|φi〉 = cos(θ/2) |1〉+ (−1)i sin(θ/2) |0〉 , (S12)
Ei = −(−1)i
√
Ω2 + x2j/2, i ∈ {0, 1}, (S13)
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FIG. S3. Quantum perceptron response obtained for a
FAQUAD passage for different tf values. Adiabatic passage
Ωf tf = 10 (solid), non-adiabatic passages Ωf tf = 1 (short-
dashed) and Ωf tf = 0.25 (long-dashed).
where θ = arccos[−xj/
√
Ω2 + x2j ]. Replacing Eq. (S12)
into Eqs. (S10), the FAQUAD control Ω(t) is deduced.
However, this transverse field is different for different
xj values. The constant adiabatic parameter for the
FAQUAD protocol is
µ =
∣∣∣∣∣∣
1/
√
1 + x2j/Ω
2
0 − 1/
√
1 + x2j/Ω
2
f
2xjtf
∣∣∣∣∣∣ . (S14)
For the gate to succeed, we need a single control that
does not depend on the neuron input potential xj . We
notice that the largest value of |µ| happens at |xj/Ωf | ≈
1.272 providing us with an optimal definition of µ(t) that
works for all input neuron configurations. In Fig. S2 the
corresponding adiabatic parameter µ is plotted for the
linear and FAQUAD ramps as a function of tf . Whereas
for the FAQUAD protocol µ is constant along the whole
interval, µ changes in time in the linear ramp of Ω(t)
taking its maximum value at the end of the process t = tf
that corresponds to the minimum energy gap E1 − E0.
As tf increases both protocols become more adiabatic,
however, for a fixed tf value the FAQUAD strategy is
more adiabatic allowing a sigmoidal excitation response
in processes 2-3 orders of magnitude faster than with a
simple linear ramp.
X. PERCEPTRON ROBUSTNESS
The universal approximation theorem relies on any
univariate and sigmoidal function —i.e. η(∞) → 1,
η(−∞)→ 0—, consequently the operability of the quan-
tum perceptron is not restricted to a perfect adiabatic
passage with the specific sigmoid response given by Eq.
(8). We have analyzed the robustness of the quantum
perceptron against non-adiabatic passages and errors in
scheduling the control.
Firstly, assuming a FAQUAD strategy the response
of the perceptron for different tf values is analyzed, see
Fig. S3. For a perfect adiabatic protocol, blue solid
line, the activation function corresponds to the algebraic
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PFIG. S4. a) Different modifications of the FAQUAD con-
trol corresponding to  = 0 (solid),  = 0.1 (short-dashed),
and  = 0.5 (long-dashed). (b) Corresponding perceptron
responses.
sigmoid (8). For faster non-adiabatic times Ωf tf = 1 and
Ωf tf = 0.25 the response becomes flatter but it still has
a sigmoidal profile that experimentally can be calibrated.
The fidelity with respect to a perfect adiabatic passage
deteriorates, see Fig. 3b, but it does not compromise the
quantum perceptron operability. Sharper responses can
be recovered by increasing the neuron weights ωjk.
Secondly, to analyze the effect of errors in the im-
plementation of the control a linear ramp [Ω0 + (Ωf −
Ω0)t/tf ] is superimposed to the FAQUAD protocol being
 a degradation constant. For a fixed Ωf tf = 10, Fig. S4
shows the different protocols attending to different val-
ues of  and the corresponding perceptron responses. A
perfect implementation of the FAQUAD control  = 0
corresponds to the algebraic sigmoid Eq. (8) of an adi-
abatic passage (blue-solid line). Deviations in the im-
plementation of the control, much bigger than just sim-
ple experimental errors, modify the response, however, it
keeps a sigmoidal profile. As the FAQUAD passage de-
teriorates,  = 0.1 and  = 0.5 the process becomes more
non-adiabatic and the sigmoid response becomes flatter.
As discussed before, it does not affect to the operability
of the quantum perceptron becoming robust against both
non-adiabatic passages and errors scheduling the control.
XI. DEEP LEARNING
A. Deep neural network arquitecture
The quantum perceptron can be integrated in a vari-
ety of architectures. The universal approximation theo-
rem demands a three-layer circuit. However, state-of-the
art classical neural networks work with multiple layer
schemes in what is know as deep learning [cf. Fig. S1b].
These architectures can also be programmed with the
quantum perceptron in an efficient way.
From the main text we conclude that it is possible
to implement the neuron activation gate Eq. (1) on a
time tf = O(Ω−1f ) where Ωf determines the interval over
which the algebraic sigmoid function g(x) switches from
0 to +1. If a circuit has L layers, the perceptrons on the
same layer can be activated simultaneously, using a gen-
eralization of the Hamiltonian (6). Labeling the neurons
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by layer l and index within the layer and assuming that
only two consecutive layers interact simultaneously being
these switched on and off forwardly, the Hamiltonian of
the network
Hˆ(t) =
~
2
∑
l,j
[
− Ω(t)σˆxj,l + θj,lσˆzj,l
−
∑
k
ωjl,kl−1σˆzj,l−1σˆ
z
k,l−1
]
, (S15)
is equivalent and uses the same control Ω(t) as for a sin-
gle neuron, taking exactly the same time tf . Therefore,
the implementation of the total network will have a cost
O(L/Ωf ) which grows polynomially with the number of
layers and not with the total number of neurons.
B. Classical training of the network
We have tested the performance of the quantum per-
ceptron network to approximate and classify various
datasets. The accompanying Jupyter and Python note-
books [36] show a particular example where we train net-
works with two, three and four perceptrons to detect the
prime numbers with 2 to 8 bits. Of course, these simu-
lations are classical, but they illustrate the possibility of
applying gradient methods to train the network.
The problem that we solve takes a training set
of S pairs containing the input and output values
{(Xi, Yi)}Si=1. The inputs are binary numbers Xi =
(xi1, xi2, . . . , xiN ) ∈ ZN2 , while the outputs will be con-
strained into a finite interval Yi = Q(Xi) ∈ [0, 1]. In our
examples Q = 1 iff. the input number is prime. We do
not know the function Q but we will use M perceptrons
to approximate it.
The quantum approximation procedure uses N + M
qubits, applies M perceptron gates Uˆtot =
∏M
j=1 Uˆj and
collects the approximation into the last or output qubit
σˆzN+M . All gates are collectively characterized by a ma-
trix of interactions Jj,k, the vector of thresholds bj
Uˆj = exp
−iσˆyN+jχ
 ∑
k<N+j
Jj,kσˆ
z
k + bj
 , (S16)
and the sigmoid-like excitation angle that is produced
by our Landau-Zener scheme χ(x) = arcsin[f(x)1/2].
Our goal will be that, given an input state |Ψ(Xi)〉 =
|xi1, xi2 . . . xiN , 0N+1, . . . , 0N+M 〉, in which all percep-
trons are deactivated, the output state Uˆtot |Ψ(Xi)〉 pro-
duces a distribution
p(Xi) =
1
2
(
〈Ψ(Xi)|Uˆ†σˆzoutUˆ |Ψ(Xi)〉+ 1
)
(S17)
' Yi = Q(Xi).
As figure of merit of the approximation we use the cross
entropy H(Yi, p(Xi)) between distribution Yi and the
perceptron excitation probability p(Xi)
C(J,b) = 1
S
S∑
i=1
H(Yi, p(Xi))
=
1
S
S∑
i=1
[Yi log p(Xi) + (1− Yi) log(1− p(Xi))] .
(S18)
The training or the network consists in finding the matrix
J and vector b that minimize the cost function C(J,b).
There are three important remarks to be done here.
The first one is that we can reconstruct simultaneously
all values of p(Xi) using the unitary operation Uˆtot only
once. The idea is to build the input state
|ξ〉 = 1√
S
S∑
i=1
|xi1, . . . , xiN , 0N+1, . . . , 0N+M 〉 , (S19)
compute Uˆtot |ξ〉 and extract p(Xi) from the resulting
wavefunction.
The second remark is that we can use a gradi-
ent descent method to optimize the cost function C.
The simplest method, used in our example notebooks,
uses the structure of the total unitary Uˆtot to com-
pute ∂Uˆtot/∂Jn,k and ∂Uˆtot/∂bn and then derive ∂C/∂J,
∂C/∂b. The procedure used is rather straightforward, but
more efficient generalizations based on backpropagation
and stochastic optimization are definitely possible.
Finally, it is important to remark that we can tune
the topology of the network by selecting which num-
bers in the connectivity matrix Jn,k are nonzero. In
our implementation the topology is fixed with a mask
βn,k ∈ {0, 1} such that the total connectivity matrix be-
comes J realn,k = βn,kJn,k, and we optimize for the nonzero
elements J realn,k .
C. Toy model
As mentioned above, we have tested this approach [36]
using a rather complex functionQ(Xi), defined by a truth
table that outputs 1 iff. the number Xi is prime. We have
worked with problems of 3, 4, 5, 6 and up to 8 bits, con-
structing the function Q(Xi) for each of these problems
and deriving both a quantum neural network approxi-
mation and, when possible, an approximation based on
classical neural networks.
It is important to remark that, in the language of ma-
chine learning, this is an overfitted example where the
training and test sets coincide. It does not measure the
predictive power of the quantum network, but it is per-
fect to demonstrate that the quantum perceptrons can
approximate complex functions.
We have used two different topologies for the approxi-
mation: a three-layer network [cf. Fig. S1b] and a deep
network [cf. Fig. S1c]. Out of these, the first one is also
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implemented with classical neural networks using Tensor-
flow for comparison. The first outcome of these tests is
that we get good approximations and training converges
to accuracies that are comparable to classical neural net-
works with similar topologies. The training efficiency is
not that good, but this can be attributed to using global
optimization methods and can be improved in the near
future.
The second message is that deep neural networks with
quantum perceptrons, such as in the topology of Fig.
S1b, scale well and can be trained more easily to de-
tect more numbers. This is a very promising result, be-
cause the total unitary Uˆtot used to detect prime numbers
contains less parameters than other quantum algorithms
that have been suggested for a similar task [44].
