Эконометрика: конспект лекций by Кадочникова Е. И. (Екатерина Ивановна)
КАЗАНСКИЙ ФЕДЕРАЛЬНЫЙ УНИВЕРСИТЕТ
ИНСТИТУТ ЭКОНОМИКИ И ФИНАНСОВ 
Е. И. КАДОЧНИКОВА 
ЭКОНОМЕТРИКА 
 Конспект лекций 
Казань – 2013 
Кадочникова Е. И. 
Эконометрика. Конспект лекций / Е. И. Кадочникова; Каз. федер. ун-т. – Казань, 
2013. – 106 с. 
В предлагаемых лекциях изучаются теоретические и методологические вопросы эко-
нометрического моделирования  с позиции четырех основных разделов: линейная мо-
дель регрессии и метод наименьших квадратов, обобщенный метод наименьших квад-
ратов, модели временных рядов, системы одновременных уравнений. Приведены ос-
новные положения  по верификации эконометрических моделей, в частности, проверке 
соблюдения предпосылок метода наименьших квадратов. Рассмотрены основные прие-
мы тестирования остатков регрессии на гетероскедастичность и автокорреляцию,   опи-
саны  особенности построения моделей временных рядов, вопросы проверки времен-
ных рядов на стационарность. Отдельное внимание уделено вопросам построения и 
оценивания систем одновременных уравнений.   
Для этого курса имеется электронная версия – 
http://tulpar.kpfu.ru/course/view.php?id=382 
Принято на заседании кафедры cтатистики, эконометрики и естествознания 
Протокол № 3 от 28.11.2013 
© Казанский федеральный университет 
© Кадочникова Е. И.
3 
 
Содержание 
1. Лекция 1. Эконометрика как научная дисциплина…………… 7 
1.1. Цели, предмет, задачи эконометрики……………………………. 7 
1.2. Инструментарий эконометрики. Типы моделей и переменных…  9 
1.3. Этапы эконометрического моделирования……………………… 10 
1.4. Вопросы для самоконтроля………………………………………. 11 
1.5. Задания для практики……………………………………………… 12 
1.6. Глоссарий………….……………………………………………….. 12 
1.7. Использованные информационные ресурсы…………………….. 13 
2. Лекция 1. Линейная модель парной регрессии и метод наи-
меньших квадратов (МНК)…………………………………………. 
        
13 
2.1. Спецификация линейной модели парной регрессии…………… 14 
2.2. Метод наименьших квадратов (МНК) – идентификация 
линейной модели парной 
регрессии………………………………………………………………… 
                                                                           
 
15 
2.3. Предпосылки МНК и свойства МНК-оценок……………………. 16 
2.4. Вопросы для самоконтроля……………………………………….. 17 
2.5. Задания для практики……………………………………………… 17 
2.6. 
Глоссарий……………………………………………………………….. 
 
19 
2.7. Использованные информационные ресурсы……………………... 19 
3. Лекция 1. Экономическая и статистическая интерпретация 
линейной модели парной регрессии………………………………… 
 
19 
3.1. Экономическая интерпретация параметров модели…………….. 20 
3.2. Коэффициенты корреляции и детерминации в линейной модели 
парной регрессии………………………………………………………. 
 
20 
3.3. Проверка качества  модели линейной парной регрессии 
(верификация модели)…………………………………………………. 
 
22 
3.4. Интервалы прогноза по линейному уравнению регрессии…….. 23 
3.5. Вопросы для самоконтроля……………………………………….. 24 
3.6. Задания для практики……………………………………………… 24 
3.7. Глоссарий ………..…………………………………………………. 25 
3.8. Использованные информационные ресурсы…………………….. 26 
4. Лекция 2. Линейная модель множественной регрессии, оцен-
ка ее параметров………………………………………………………. 
 
26 
4.1. Линейная модель множественной регрессии. Эмпирическая 
форма записи……………………………………………………………. 
 
27 
4.2. Оценка параметров модели с помощью МНК…………………… 29 
4 
 
4.3. Показатели качества множественной регрессии…………………. 31 
4.4. Вопросы для самоконтроля………………………………………... 32 
4.5. Задания для практики………………………………………………. 32 
4.6. Глоссарий………….……………………………………………….. 33 
4.7. Использованные информационные ресурсы…………………….. 34 
5. Лекция 2. Гетероскедастичность и автокорреляция в остат-
ках регрессии 
34 
5.1. Понятие и последствия гетероскедастичности…………………… 35 
5.2. Обнаружение  и устранение гетероскедастичности……………… 35 
5.3. Понятие и последствия автокорреляции…………………………. 38 
5.4. Обнаружение  и устранение автокорреляции…………………….. 38 
5.5. Вопросы для самоконтроля……………………………………….. 40 
5.6. Задания для практики……………………………………………… 40 
5.7. Глоссарий…………………………………………………………… 41 
5.8. Использованные информационные ресурсы…………………….. 42 
6. Лекция 3. Фиктивные переменные в регрессионных моделях.. 42 
6.1. Понятие фиктивных переменных…………………………………. 42 
6.2. Правило использования фиктивных переменных……………….. 43 
6.3. ANOVA-модели и ANCOVA-модели……………………………... 44 
6.4. Тест Чоу…………………………………………………………….. 46 
6.5. Вопросы для самоконтроля……………………………………….. 47 
6.6. Задания для практики……………………………………………… 47 
6.7. Глоссарий…………………………………………………………… 49 
6.8. Использованные информационные ресурсы…………………….. 49 
7. Лекция 3. Модели с дискретной зависимой переменной……… 50 
7.1. Модели бинарного выбора………………………………………… 50 
7.2. Оценивание параметров моделей бинарного выбора…………… 51 
7.3. Модели множественного выбора с неупорядоченными альтер-
нативами………………………………………………………………… 
 
52 
7.4. Модели множественного выбора с упорядоченными альтерна-
тивами…………………………………………………………………… 
 
53 
7.5. Вопросы для самоконтроля……………………………………….. 54 
7.6. Задания для практики……………………………………………… 55 
7.7. Глоссарий…………………………………………………………… 56 
7.8. Использованные информационные ресурсы……………………. 57 
8. Лекция 3. Нелинейные модели регрессии и их линеариза-
ция………………………………………………………………………. 
 
57 
8.1. Классы и виды нелинейных регрессий. Индекс корреляции…… 57 
5 
 
8.2. Линеаризация нелинейных моделей…………………………….. 58 
8.3. Выбор формы модели. Подбор линеаризующего преобразова-
ния (подход Бокса-Кокса)…………………………………………….. 
 
61 
8.4. Вопросы для самоконтроля………………………………………... 62 
8.5. Задания для практики……………………………………………… 63 
8.6. Глоссарий…………………………………………………………… 64 
8.7. Использованные информационные ресурсы…………………….. 65 
9. Лекция 4. Модели одномерных временных рядов……………. 65 
9.1. Понятие временного ряда и его основные  компоненты………… 66 
9.2. Построение аддитивной модели………………………………….. 68 
9.3. Построение мультипликативной модели………………………… 71 
9.4. Вопросы для самоконтроля……………………………………….. 72 
9.5. Задания для практики……………………………………………… 72 
9.6. Глоссарий…………………………………………………………… 73 
9.7. Использованные информационные ресурсы…………………….. 74 
10. Лекция 4. Стационарные и нестационарные временные ря-
ды……………………………………………………………………….. 
 
74 
10.1. Модели стационарных и нестационарных временных рядов, их 
идентификация…………………………………………………………. 
75 
10.2. Модель авторегрессии–скользящего среднего (модель ARMA). 78 
10.3. Авторегрессионная модель проинтегрированного скользящего 
среднего (модель ARIMA)……………………………………………… 
79 
9.4. Вопросы для самоконтроля………………………………………... 81 
9.5. Задания для практики……………………………………………… 81 
9.6. Глоссарий…………………………………………………………… 82 
9.7. Использованные информационные ресурсы……………………... 83 
11. Лекция 5. Понятие о системах эконометрических уравне-
ний………………………………………………………………………. 
83 
11.1. Понятие о системах уравнений. Системы независимых уравне-
ний и системы взаимозависимых уравнений…………………………. 
84 
11.2. Структурная и приведенная формы модели…………………….. 86 
11.3. Идентификация модели…………………………………………... 87 
11.4. Вопросы для самоконтроля………………………………………. 89 
11.5. Задания для практики…………………………………………….. 89 
11.6. Глоссарий…………………………………………………………. 90 
11.7. Использованные информационные ресурсы……………………. 91 
12. Лекция 5. Методы оценки систем одновременных уравнений 91 
6 
 
12.1. Косвенный, двухшаговый и трехшаговый МНК……………….. 92 
12.2. Применение систем уравнений для построения макроэкономи-
ческих моделей и моделей спроса – предложения……………………. 
95 
12.3. Вопросы для самоконтроля………………………………………. 98 
12.4. Задания для практики…………………………………………….. 98 
12.5. Глоссарий………………………………………………………….. 100 
12.6. Использованные информационные ресурсы……………………. 100 
Глоссарий по учебной дисциплине………………………………….. 101 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
7 
 
Лекция 1(1) 
Лекция 1(1). Эконометрика как научная дисциплина 
Аннотация. Данная тема раскрывает основные понятия эконометри-
ки.  
Ключевые слова. Модели, переменные, типы данных, этапы модели-
рования. 
Методические рекомендации по изучению темы 
Тема содержит лекционную часть, где даются общие представления 
по теме; 
В дополнение к лекции есть презентация, которую необходимо изу-
чить, и ответить на вопросы.  
В качестве самостоятельной работы предлагается выполнить прак-
тические задания; 
Для проверки усвоения темы имеется  тест. 
 
Вопросы для изучения: 
1. Цели, предмет, задачи эконометрики. 
2. Инструментарий эконометрики. Типы моделей и переменных.  
3. Этапы эконометрического моделирования 
Цели, предмет, задачи эконометрики 
 
Рис. 1.1. Термин «эконометрика» 
«Эконометрика – это  наука, которая  дает  количественное выраже-
ние взаимосвязей экономических явлений и процессов, которые раскрыты 
и обоснованы экономической теорией» (И.И. Елисеева). 
«Эконометрика – это наука, которая на базе экономической теории, 
экономической статистики, экономических измерений и математико-
Эконо
мика 
Метрика 
(греч.-
метрон - 
мера) 
экономет-
рика 
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статистического инструментария придает количественное выражение ка-
чественным закономерностям, обусловленным экономической теорией» 
(С. А. Айвазян).   
«Эконометрика – это наука, связанная с эмпирическим выводом  эко-
номических законов» (Магнус Я. Р.). 
«Эконометрика – это наука, в которой на базе реальных статистиче-
ских данных строятся, анализируются и совершенствуются математиче-
ские модели реальных экономических явлений» (С. А. Бородич).  
Зарождение эконометрики является следствием  междисциплинарного 
подхода к изучению экономики. 
«Эконометрика – это не то же самое, что экономическая статистика. 
Она не идентична и тому, что мы называем экономической теорией. Эко-
нометрика не является синонимом приложений математики к экономике. 
Каждая из трех отправных точек – статистика, экономическая теория и 
математика – необходимое, но не достаточное условие для понимания ко-
личественных соотношений в современной экономической жизни. Это 
единство всех трех составляющих. И это единство образует  эконометри-
ку» (Р. Фриш). 
 
 
 
 
 
 
 
 
 
Рис. 1.2. Три составляющие эконометрики 
 
 
 
Рис. 1.3. Предмет и цели эконометрики 
Предметом эконометрики является 
определение наблюдаемых в экономике 
количественных закономерностей 
Цель эконометрики – эмпирический 
(практический) вывод экономических 
законов 
Прикладные цели – прогнозная оценка 
экономических показателей, априорная 
имитация альтернативных сценариев 
развития анализируемой системы 
Эконометрика 
Экономическая 
 теория 
Социально- 
экономическая 
 статистика  
Основы теории 
вероятностей и  
математической  
статистики 
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Основные задачи эконометрики: построение эконометрической моде-
ли; оценка параметров построенной модели, делающих выбранную мо-
дель наиболее адекватной реальным данным; проверка  качества найден-
ных параметров модели и самой модели в целом; использование постро-
енных моделей для объяснения поведения исследуемых экономических 
показателей, прогнозирования, осмысленного проведения экономической 
политики (С. А. Бородич). 
 
Инструментарий эконометрики. Типы моделей и переменных 
Разделы:  
- линейная модель регрессии и МНК; 
- обобщенная линейная модель регрессии и ОМНК; 
-  статистический анализ временных рядов; 
-  анализ систем одновременных уравнений. 
Особенности эконометрического метода: 
-    исследование статистических зависимостей, а не функциональных;  
- отражение особенностей экономических переменных  и связей меж-
ду ними (оптимальность и взаимодействие переменных);  
- содержательное обоснование уравнений;  
- изучение всей совокупности связей между переменными, а не изоли-
рованно взятого уравнения регрессии; 
-    развитие анализа временных рядов через решение проблем ложной 
корреляции,  лага и других. 
 
Рис. 1.4. Характеристика переменных 
Экзогенные 
переменные 
обозначаются 
обычно как  х. 
Это внешние для 
модели 
переменные, 
управляемые из  
вне, влияющие 
на эндогенные 
переменные, но 
не зависящие от 
них. 
Эндогенные 
переменные 
обозначаются 
обычно как y. 
Это внутренние, 
формируемые в 
модели 
переменные,  
зависимые от  
предопределен-
ных 
переменных. 
Предопределен
ными 
переменными 
называют 
экзогенные 
переменные х  и 
лаговые 
эндогенные 
переменные yt-
l. 
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Рис. 1.5. Взаимодействие переменных 
Модели временных рядов:  
 - модель тренда: 
- модель сезонности: 
- модель тренда и сезонности: 
tttt
tttt
STY
STY



 ;
 
Теоретическая функция регрессии (общий вид): 
)...,,...(),( 11 kkx xxfxfY    
Теоретическая линейная модель множественной регрессии: 
  kkx xxxYY ...22110  
Система одновременных уравнений: 





23232221211212
13132121112121 ,


xaxaxayby
xaxaxayby
 
Типы данных в эконометрике: 
Множество данных, состоящих из наблюдений за несколькими одно-
типными  статистическими объектами в течение одного периода или  за 
один момент времени, называется  перекрестными данными. 
Множество данных, состоящих из наблюдений за одним  статистиче-
ским объектом в течение нескольких периодов или за несколько моментов 
времени, называется  временным рядом. 
Множество данных, состоящих из наблюдений за несколькими одно-
типными  статистическими объектами в течение  нескольких  временных 
периодов, называется панельными, или пространственными, данными. 
 
Этапы эконометрического моделирования 
Выделяют следующие этапы: постановочный; априорный; специфи-
кация модели; информационный; идентификация модели; верификация 
модели; интерпретация результатов. 
• Входная 
информация 
Предопреде
ленные 
переменные 
и случайная 
составляю-
щая 
• Механизм 
преобразо
вания 
входной 
информа-
ции 
Модель 
• Выходная 
информация 
Зависимая 
переменная 
ttt TY 
ttt SY 
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Рис. 1.6. Последовательность эконометрического моделирования 
 
Вопросы для самоконтроля  
1. Что измеряет эконометрика? 
2. Назовите основные цели эконометрики. 
3. В чем состоят предмет  и задачи эконометрики? 
4. Какие типы моделей и переменных применяют в эконометрике? 
5. В чем особенности перекрестных и панельных данных?  
6. В чем особенности временных рядов?  
7. Что понимается под спецификацией модели? 
8. Что такое параметризация? 
9. Что понимается под верификацией модели? 
10. В чем основное отличие эконометрической модели от матема-
тической? 
11. Приведите примеры случайных событий в экономике. Можно 
ли дать им вероятностное описание? 
12. Перечислите основные свойства математического ожидания. 
13. Перечислите основные свойства дисперсии. 
14. Дайте определение ковариации. Как определяется коррелиро-
ванность и некоррелированность случайных величин? 
15. Что такое генеральная совокупность и выборка? 
16.  Как вычисляются основные  числовые характеристики по ре-
зультатам выборки: выборочные среднее, дисперсия, среднее квадратиче-
ское отклонение? 
17.  Что такое функция распределения случайной величины? При-
ведите ее свойства. 
Экономическая 
теория 
Эконометри
ческая 
модель 
Оценка 
параметров 
модели по 
статистичес-
ким данным 
Проверка 
качества 
модели 
Модель 
адекватна? 
Использова-
ние модели 
для прогноза и 
проведения 
экономичес-
кой политики 
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18.  Что такое плотность вероятности случайной величины? При-
ведите ее свойства. 
 
Задания для практики 
Задача 1. В лотерее разыгрывается: автомобиль стоимостью 5000 ден. 
ед., 4 телевизора стоимостью 250 ден. ед., 5 видеомагнитофонов стоимо-
стью 200 ден. ед. Всего продается 1000 билетов по 7 ден. ед. 
Задание: 
1)составить закон распределения чистого выигрыша, полученного 
участником лотереи; 
2) вычислить математическое ожидание для случайной величины – 
чистого выигрыша; 
3) вычислить дисперсию и среднеквадратическое отклонение случай-
ной величины. 
Задача 2. Пусть Х, Y – годовые дивиденды от вложений в отрасли А 
и В соответственно. Риск от вложений характеризуется дисперсиями: 
D(Х) = 16, D(Y) = 9. Коэффициент корреляции  (Х,Y) = -0,6. 
Задание: что менее рискованно, вкладывать деньги в обе отрасли в 
соотношении 30% на 70% или только в отрасль В? 
Задача 3.  Пусть X , Y  - годовые дивиденды от вложений денежных 
средств в акции компаний А и В соответственно. Риск от вложений харак-
теризуется дисперсиями )(XD 25, )(YD 16. Коэффициент корреляции xy

=0,8. 
Задание: что менее рискованно, вкладывать деньги в обе компании в 
соотношении 25% и 75% или только в компанию В? 
Задача 4. Прибыль в отрасли имеет нормальный закон распределения 
со средним значением 1млн$ и средним квадратическим отклонением 0,25 
млн. $. 
Задание: что вероятнее, получить прибыль не более чем 0,8 млн. $ или 
в пределах от 1,2 млн. $ до 1,5 млн. $? 
 
Глоссарий 
Предопределенные переменные – это экзогенные переменные  и лаго-
вые эндогенные переменные. 
Цель эконометрики – эмпирический (практический) вывод экономи-
ческих законов.  
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Экзогенные переменные - это внешние для модели переменные, 
управляемые из вне, влияющие на эндогенные переменные, но не завися-
щие от них.  
Эконометрика – это  наука, которая  дает  количественное выражение 
взаимосвязей экономических явлений и процессов, которые раскрыты и 
обоснованы экономической теорией. 
Эндогенные переменные - это внутренние, формируемые в модели пе-
ременные, зависимые от  предопределенных переменных.  
 
Использованные информационные ресурсы 
1. http://tulpar.kpfu.ru/mod/resource/view.php?id=11766 
2. Бородич С. А. Эконометрика: учебное пособие. -Мн.: Новое знание, 
2006.- Гл. 1,2,3. 
3. Эконометрика: учеб. /под ред. И. И. Елисеевой. -М.: Проспект, 
2010.- Гл. 1. 
 
Лекция 1(2) 
Лекция 1(2). Линейная модель парной регрессии и метод наи-
меньших квадратов 
Аннотация. Данная тема раскрывает суть регрессионного анализа в 
эконометрике.  
Ключевые слова. Модель регрессии, метод наименьших квадратов, 
остатки регрессии.  
Методические рекомендации по изучению темы 
Тема содержит лекционную часть, где даются общие представления 
по теме; 
В дополнение к лекции есть презентация, которую необходимо изу-
чить, и ответить на вопросы.  
В качестве самостоятельной работы предлагается выполнить прак-
тические задания; 
Для проверки усвоения темы имеется  тест. 
 
Вопросы для изучения: 
1. Спецификация линейной модели парной регрессии. 
2. Метод наименьших квадратов (МНК) – идентификация линей-
ной модели парной регрессии. 
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3. Предпосылки МНК и свойства МНК-оценок. 
 
Спецификация линейной модели парной регрессии 
Основная цель регрессионного анализа – оценка функциональной за-
висимости между независимыми переменными X и условным математи-
ческим ожиданием зависимой переменной Y. 
 
Рис. 2.1. Суть регрессионного анализа 
 
Рис. 2.2. Виды регрессии 
Простая (парная) регрессия представляет собой модель, где теорети-
ческое (среднее) значение зависимой переменной Y рассматривается как 
функция  одной независимой переменной X:  
)(xfYx   
Множественная регрессия представляет собой модель, где  теоретиче-
ское (среднее) значение  зависимой переменной Y рассматривается как 
• X  и Y равноценны, не 
делятся на независимую 
и зависимую 
• Измеряют наличие и силу 
взаимосвязи между X и Y, 
основной мерой является 
коэффициент корреляции 
Корреляционный 
анализ 
• X  и Y  не равноценны, 
изменение независимой 
X служит причиной для 
изменения зависимой Y 
• Анализируют как X 
влияет на Y «в среднем»  
и определяют функцию 
регрессии Y на X. 
Регрессионный 
анализ 
Модели регрессии 
По размерности: 
- Простая 
(Парная) 
- Множественная 
По форме 
зависимости: 
- - Линейная 
- Нелинейная 
По направлению 
связи: 
- Прямая 
- Обратная 
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функция нескольких независимых переменных X1, X2,...Xm:  
),...,,( 21 mx xxxfY   
Спецификация модели - формулирование вида модели, исходя из со-
ответствующей теории связи между переменными. Определяется состав 
переменных и математическая функция для отражения связи между ними. 
Спецификация линейной модели (уравнения) парной регрессии:
iixi
YY   
где Yi - фактическое значение зависимой переменной Y; 
      Yxi - теоретическое  (среднее) значение зависимой переменной Y; 
       εi - случайная величина (остаток регрессии). 
Теоретическое уравнение регрессии (гипотетически для генеральной 
совокупности): iii xY    
 где α – свободный коэффициент;  
       β - коэффициент регрессии; 
       εi – случайное отклонение (возмущение). 
Случайное отклонение включает влияние не учтенных в модели фак-
торов, случайных ошибок и особенностей измерения. Источники его при-
сутствия в модели: спецификация модели, выборочный характер исход-
ных данных, особенности измерения переменных. 
Эмпирическое уравнение регрессии (для выборки наблюдений): 
iii exbaY   
где  а – эмпирическая (выборочная) оценка свободного коэффициента; 
       b  -  эмпирическая (выборочная)  оценка коэффициента регрессии; 
       ei – эмпирическая (выборочная)  оценка теоретического случайного 
отклонения ε (остаток регрессии). 
 
Метод наименьших квадратов (МНК) 
 
Рис. 2.3. Метод наименьших квадратов 
Из множества линий на графике выбирается та, для 
которой минимальна сумма квадратов расстояний по 
вертикали между точками наблюдений и этой линией  
Классический подход к оцениванию параметров основан 
на методе наименьших квадратов 
Построение линейной регрессии сводится к оценке ее 
параметров – a и  b 
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Суть метода наименьших квадратов (МНК) - оценки параметров та-
ковы, что сумма квадратов отклонений фактических значений зависимой 
переменной Yi от расчетных (теоретических) Yx минимальна:  



n
i
xii yy
1
2 min)(
 
Оценка параметров регрессии: 
.0222
;0222
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Предпосылки МНК и свойства МНК-оценок 
В силу несовпадения статистической базы для генеральной совокуп-
ности и выборки оценки параметров регрессии а и b отличаются от теоре-
тических коэффициентов α и β  и не позволяют сделать вывод, насколько 
точно эмпирическое уравнение регрессии соответствует уравнению для 
всей генеральной совокупности. 
Доказано, что надежность оценок параметров регрессии существенно 
зависит от свойств случайного отклонения ε. 
Для получения наилучших МНК-оценок необходимо, чтобы выпол-
нялся ряд предпосылок относительно ε. 
Предпосылки МНК: 
1. Математическое ожидание случайного отклонения εi равно ну-
лю для всех  наблюдений: 0)( iM   
2. Дисперсия случайных отклонений εi постоянна. Выполнение  
предпосылки называется гомоскедатичностью, нарушение – гетероскеда-
стичностью: 2)()(   ji DD  
3. Случайные отклонения εi  и εj являются независимыми друг от дру-
га для i ≠ j. Выполнение данной предпосылки говорит об отсутствии  ав-
токорреляции, нарушение – о присутствии автокорреляции: 
ji
ji
ji
ji
ji
ji


,),cov(
,0),cov(
2



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4. Случайное отклонение должно быть независимо от объясняющих 
переменных: 0),cov(  iix xii   
5. Модель линейна относительно параметров. 
Если предпосылки МНК выполнены, то МНК-оценки регрессии обла-
дают следующими свойствами: 
1.Оценки являются несмещенными:   )(,)( bMaM  
2. Оценки состоятельны, так как их дисперсия при увеличении вы-
борки стремится к нулю:  nbDaD ,0)(,0)(  
3.Оценки эффективны, имеют наименьшую дисперсию по сравнению 
с другими оценками, линейными относительно зависимой переменной: 
minmin )(,)( DbDDaD   
 
Вопросы для самоконтроля  
1. Что такое функция регрессии? 
2. Чем регрессионная модель отличается от функции регрессии? 
3. Назовите основные причины наличия в регрессионной модели 
случайного отклонения. 
4. Как осуществляется спецификация модели? 
5. В чем состоит различие между теоретическим и эмпирическим 
уравнениями регрессии? 
6. В чем суть метода наименьших квадратов?  
7. Приведите формулы расчета коэффициентов эмпирического 
парного линейного уравнения регрессии по МНК. 
8. Перечислите предпосылки МНК. Каковы последствия их вы-
полнимости или невыполнимости? 
9. Действительно ли оценки коэффициентов регрессии будут 
иметь нормальное распределение, если случайные отклонения распреде-
лены нормально? 
10. Действительно ли в любой линейной регрессионной модели, 
построенной по МНК, сумма случайных отклонений равна нулю? 
Задания для практики 
Задача 1. При приеме на работу семи кандидатам было предложено 
два теста. Результаты тестирования в баллах приведены в таблице: 
Тест Результаты тестирования кандидатов 
1-й 2-й 3-й 4-й 5-й 6-й 7-й 
1 31 82 25 26 53 30 29 
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2 21 55 8 27 32 42 26 
Задание: Найти коэффициент ранговой корреляции Спирмена меж-
ду результатами тестирования по двум тестам. 
Задача 2.  По выборке объема n 10 получены следующие данные: 
 ix 100;  iy 200;  ii yx 21000;  2ix 12000;  2iy 45000. 
Задание: С помощью МНК оценить параметры линейного уравнения 
регрессии, найти выборочный коэффициент корреляции xyr . 
Задача 3.  По 12 регионам России приводятся данные о среднедуше-
вом прожиточном минимуме в день одного трудоспособного x  (руб.) и 
среднедневной заработной плате y  (руб.): 
Номер   региона 1 2 3 4 5 6 7 8 9 10 11 12 
,x  руб 78 82 87 79 89 106 67 88 73 87 76 115 
,y  руб 133 148 134 154 162 195 139 158 152 162 159 173 
Задание: построить поле корреляции и сформулировать предложение 
о форме связи переменных x  и y , построить уравнение линейной парной 
регрессии. 
Задача 4. Имеются данные о финансовых результатах по террито-
риям Приволжского федерального округа: 
Территории Приволж-
ского федерального ок-
руга 
Сальдированный финансовый 
результат (прибыль) за год,  
млрд. руб. 
Инвестиции в основ-
ной капитал за год, 
млрд. руб. 
Республика  
Башкортостан 
43,4 62,4 
Республика Марий Эл 0,6 5,8 
Республика Мордовия 1,6 10,4 
Республика Татарстан 70,0 86,6 
Республика Удмуртия 6,4 15,4 
Чувашская республика 3,0 14,2 
Кировская обл. 3,2 9,5 
Нижегородская обл. 24,2 48,5 
Оренбургская обл. 19,8 27,7 
Пензенская обл. 1,8 10,7 
Пермская обл. 43,5 48,2 
Самарская обл. 2,8 55,0 
Саратовская обл. 8,3 23,8 
Ульяновская обл. 1,4 11,3 
Задание:  для изучения зависимости прибыли от размера инвестиций 
в основной капитал рассчитайте параметры a и b парной линейной функ-
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ции xbayx  .  По уравнению регрессии рассчитайте теоретические зна-
чения результата (ŷx), по ним постройте теоретическую линию регрессии, 
определите среднюю ошибку аппроксимации  и оцените ее величину. 
 
Глоссарий 
Множественная регрессия представляет собой модель, где  теорети-
ческое (среднее) значение  зависимой переменной Y рассматривается как 
функция  нескольких независимых переменных X1, X2,...Xm. 
Параметризация модели – выражение в математической форме взаи-
мосвязи между переменными модели, формулирование исходных предпо-
сылок и ограничений модели. 
Парная регрессия представляет собой модель, где теоретическое 
(среднее) значение зависимой переменной Y рассматривается как функция  
одной независимой переменной X. 
Спецификация модели - формулирование вида модели, исходя из со-
ответствующей теории связи между переменными. 
Цель регрессионного анализа – оценка функциональной зависимости 
между независимыми переменными X и условным математическим ожи-
данием зависимой переменной Y. 
Использованные информационные ресурсы 
1. http://tulpar.kpfu.ru/mod/resource/view.php?id=11787 
2.  Бородич С. А. Эконометрика: учебное пособие. -Мн.: Новое зна-
ние, 2006.- Гл. 4, 5. 
3.  Эконометрика: учеб. /под ред. И. И. Елисеевой. -М.: Проспект, 
2010.- Гл. 2. 
 
 
Лекция 1(3) 
Лекция 1(3). Экономическая и статистическая интерпретация 
линейной модели парной регрессии 
Аннотация. Данная тема раскрывает прикладное содержание регрес-
сионного анализа.  
Ключевые слова. Коэффициент регрессии, статистическая значи-
мость, метод наименьших квадратов, коэффициент детерминации. 
Методические рекомендации по изучению темы 
 Тема содержит лекционную часть, где даются общие представления по 
теме; 
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 В дополнение к лекции есть презентация, которую необходимо изучить, и 
ответить на вопросы.  
 В качестве самостоятельной работы предлагается выполнить практиче-
ские задания; 
 Для проверки усвоения темы имеется  тест. 
 
Вопросы для изучения: 
1. Экономическая интерпретация параметров модели. 
2. Коэффициенты корреляции и детерминации в линейной модели 
парной регрессии. 
3. Проверка качества  модели линейной парной регрессии (верифика-
ция модели). 
4. Интервалы прогноза по линейному уравнению регрессии. 
 
Экономическая интерпретация параметров модели 
 
Рис. 3.1. Интерпретация параметров модели 
 
Коэффициенты корреляции и детерминации в линейной модели 
парной регрессии 
Если все точки лежат на построенной прямой, то регрессия Y на Х  
«идеально» объясняет поведение зависимой переменной. Обычно поведе-
ние Y лишь частично объясняется влиянием переменной Х. 
• показывает среднее 
изменение результата с 
изменением фактора на 
одну единицу 
• b>0- связь прямая  
• b<0- связь обратная 
Коэффициент 
регрессии b 
• показывает значение Y 
при х=0 
• если a>0, то Vx>Vy 
• если признак-фактор х не 
может иметь нулевого 
значения, то трактовка а 
не имеет смысла 
Свободный 
коэффициент a  
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Рис. 3.2. Диаграмма Венна 
Линейный коэффициент парной корреляции: 
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Если b>0, то ryx>0; если  b<0, то ryx<0. 
По  абсолютной величине, чем ближе значение rxy к единице, тем тес-
нее связь, чем ближе значение rxy к нулю, тем слабее связь между y и x. 
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Суммы квадратов отклонений: 
- общая (TSS):   2)( yyi  
- регрессионная (ESS):   2)( yyx  
- остаточная (RSS):   2)( xi yy  
  222 )()()( xixi yyyyyy  
 
Рис. 3.3. Геометрическая интерпретация 
Выборочные оценки дисперсий: 
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- общая дисперсия: 
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- остаточная дисперсия: 
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Коэффициент детерминации определяет долю разброса зависимой пе-
ременной Y, объясняемую регрессией Y на X. 
 
Проверка качества  модели линейной парной регрессии (верифи-
кация модели) 
 
Рис. 3.4. Этапы проверки качества модели 
1 этап: F-тест состоит в проверке гипотезы H0 о статистической  не-
значимости уравнения регрессии и показателя тесноты связи. 
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2 этап: T-тест состоит в проверке гипотезы Н0 о статистической не-
значимости коэффициентов регрессии и корреляции.  
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3 этап: проведение тестов на гетероскедастичность и автокорреляцию 
остатков. 
Доверительные интервалы для коэффициентов теоретического урав-
нения регрессии: 
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Интервалы прогноза по линейному уравнению регрессии 
По уравнению регрессии определяется прогнозное значение зависи-
мой переменной Yx ( xpY ) путем подстановки в уравнение прогнозного зна-
чения Xпp. Точечный прогноз дополняется интервальной оценкой прогноза 
xpY .  
Предсказание среднего и индивидуального значения зависимой пере-
менной: 
 
 
 
 
 
 
 
где mYxp – стандартная ошибка точечного прогноза; 
S2 – остаточная дисперсия на одну степень свободы; 
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t – случайная величина, имеющая распределение Стьюдента с задан-
ной вероятностью.  
 
Вопросы для самоконтроля  
1. Объясните суть коэффициента детерминации. В каких преде-
лах он изменяется? 
2. Опишите схему проверки гипотезы о величине коэффициента 
детерминации. 
3. Как определяются стандартные ошибки коэффициентов рег-
рессии? 
4. Опишите схему проверки гипотез о величинах коэффициентов 
регрессии. 
5. В чем суть статистической значимости коэффициентов регрес-
сии? 
6. Приведите схему определения интервальных оценок коэффи-
циентов регрессии. 
7. В чем суть предсказания значений зависимой переменной. 
8. Объясните суть коэффициента детерминации. В каких пределах 
изменяется коэффициент детерминации. 
9. Действительно ли для парной линейной регрессии коэффициент 
корреляции превосходит коэффициент детерминации? 
 
Задания для практики 
Задача 1. При исследовании корреляционной зависимости между 
ценой на нефть X и индексом нефтяных компаний Y  получены следующие 
данные: x 16,2; y 4000; 2x 4; ),cov( yx 40. 
Задание: по МНК оцените коэффициенты уравнений регрессии Y 
на X и X на Y. Оцените коэффициент корреляции ryх  и коэффициент де-
терминации R2. 
Задача 2. Имеется следующая модель регрессии, характеризующая 
зависимость y от x: 
exy  78  
Известно, что ryх=-0,5; n=20. 
Задание: постройте доверительный интервал для коэффициента 
регрессии в этой модели: а) с вероятностью 90%, б) с вероятностью 99%. 
Проанализируйте полученные результаты и поясните причины их разли-
чий. 
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Задача 3. По совокупности 30 торговых  фирм изучается зависи-
мость между ценой на товар, тыс. руб. (X) и прибылью, млн. руб. (Y). При 
оценке регрессионной модели были получены следующие промежуточные 
результаты: 120000)(;39000)ˆ( 22   yyyy ixi  
Задание: определите коэффициент детерминации. Постройте таб-
лицу дисперсионного анализа для расчета значения F-критерия Фишера. 
Сравните фактическое значение F-критерия с табличным. Сделайте выво-
ды.  
Задача 4. Зависимость объема продаж, млн. руб. (Y)  от расходов на 
рекламу, тыс. руб. (X) характеризуется по 12 предприятиям концерна сле-
дующим образом: y=12,5+0,8*x; σx=5,4; σy=3,4.  
Задание: определите коэффициент корреляции.  Постройте таблицу 
дисперсионного анализа для оценки значимости уравнения в целом. Най-
дите стандартную ошибку оценки коэффициента регрессии. Оцените зна-
чимость коэффициента регрессии через t-критерий Стьюдента. Определи-
те доверительный интервал для коэффициента регрессии с вероятностью 
0,95 и сделайте экономический вывод.  
 
Глоссарий 
Верификация модели – проверка истинности модели, определение со-
ответствия построенной модели реальному экономическому явлению. 
Идентификация модели – проведение статистического анализа моде-
ли и оценивания качества ее параметров. 
Ковариация характеризует сопряженность вариации двух признаков и 
представляет собой статистическую меру взаимодействия двух случайных 
переменных. 
Корреляция – это статистическая зависимость между случайными ве-
личинами, при которой изменение одной из случайных величин приводит 
к изменению математического ожидания другой.  
Коэффициент детерминации – это показатель, который определяет 
долю разброса зависимой переменной Y, объясняемую регрессией Y на X. 
Линейный коэффициент парной корреляции – это показатель тесноты 
статистической взаимосвязи между переменными Y и X. 
Парный коэффициент регрессии показывает, на какую величину в 
среднем изменится результативный признак Y, если переменную X увели-
чить на единицу измерения. 
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Прямолинейная зависимость – это статистическая взаимосвязь, при 
которой с возрастанием (убыванием) величины факторного признака про-
исходит равномерное возрастание (убывание) величин результативного 
признака. 
 
Использованные информационные ресурсы 
1. http://tulpar.kpfu.ru/mod/resource/view.php?id=11797 
 http://tulpar.kpfu.ru/mod/resource/view.php?id=11798 
2. Бородич С.А. Эконометрика: учебное пособие. - Мн.: Новое знание, 
2006. – Гл. 4, 5. 
3. Эконометрика: учеб. /под ред. И.И. Елисеевой. -М.: Проспект, 
2010.- Гл. 2. 
 
Лекция 2(1) 
Лекция 2(1). Линейная модель множественной регрессии, оценка 
ее параметров 
Аннотация. Данная тема раскрывает особенности линейной модели 
множественной регрессии.  
Ключевые слова. Стандартизованный коэффициент регрессии, метод 
наименьших квадратов, мультиколлинеарность. 
Методические рекомендации по изучению темы 
 Тема содержит лекционную часть, где даются общие представления по 
теме. 
 В дополнение к лекции есть презентация, которую необходимо изучить, и 
ответить на вопросы.  
 В качестве самостоятельной работы предлагается выполнить практиче-
ские задания. 
 Для проверки усвоения темы имеется  тест. 
 
Вопросы для изучения: 
1. Линейная модель множественной регрессии. Эмпирическая 
форма записи. 
2. Оценка параметров модели с помощью МНК.  
3. Показатели качества множественной регрессии. 
4. Мультиколлинеарность.  
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Линейная модель множественной регрессии. Эмпирическая фор-
ма записи. 
Множественная регрессия представляет собой модель, где среднее 
значение зависимой переменной Y рассматривается как функция несколь-
ких независимых переменных Xj:  ),...,,( 321 mxxxxfY  
 
Рис. 4.1.  Проблемы спецификации модели 
Линейная модель множественной регрессии: 
 mmxbxbxbaY ...22110  
Факторы, включаемые во множественную регрессию: 
-  должны быть количественно измеримы; 
-  не должны быть коррелированы между собой и тем более находить-
ся в точной функциональной связи.  
Нелинейные модели множественной регрессии: 
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Оценка параметров модели с помощью МНК 
МНК-оценки множественной регрессии: 
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2 вопроса спецификации модели 
Отбор факторов 
Выбор вида уравнения 
регрессии 
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Стандартизованные коэффициенты регрессии: 
1;0
;;
...
2211






txtyxy
x
jj
xj
y
y
xmmxxy
j
j
tt
xx
t
yy
t
tttt



 
Благодаря тому, что в стандартизованном уравнении все переменные 
заданы как центрированные и нормированные, β-коэффициенты сравнимы 
между собой.  Сравнивая друг с другом β-коэффициенты, можно ранжи-
ровать факторы по силе их влияния на зависимую переменную Y. Коэф-
фициенты «чистой» регрессии (bj) несравнимы между собой.  
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Стандартизованные коэффициенты регрессии показывают, на сколько 
сигм изменится в среднем результат, если соответствующий фактор xj из-
менится на одну сигму при неизменном среднем уровне других факторов.  
В парной зависимости стандартизованный коэффициент регрессии 
есть линейный коэффициент корреляции: xyr  
Во множественной регрессии зависимость следующая: 
jx
y
jjb


  
Частное уравнение регрессии связывает результативный признак Y с 
соответствующим фактором Xj при закреплении других факторов на сред-
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нем уровне и характеризует  изолированное влияние фактора Xj на резуль-
тат. 
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Частный коэффициент эластичности показывает, на сколько % изме-
няется в среднем результативный признак Y при изменении фактора Xj на 
1% и при неизменных других факторах, включенных в модель.  
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Показатели качества множественной регрессии 
Индекс множественной корреляции независимо от формы связи  оце-
нивает тесноту совместного влияния факторов на результативный признак 
Y: 
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При линейной регрессии:   jjm yxxxxyx rR ...21  
Коэффициент детерминации: 
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Скорректированный коэффициент детерминации: 
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Когда  m - число параметров при Xj – приближается к объему наблю-
дений (n), то остаточная дисперсия будет близка к нулю и  R2 приблизится  
к 1 даже при слабой связи факторов с результатом. Скорректированный  
R2 содержит поправку на число степеней свободы, что не допускает воз-
можного преувеличения тесноты связи.  
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Рис. 4.2. Частные коэффициенты корреляции 
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где, R2yx1x2…xj…xm – множественный коэффициент детерминации 
всего комплекса факторов с результатом; 
R2yx1x2…xj-1,хj+1…xm – тот же показатель детерминации, но без введе-
ния  в модель фактора xj. 
Порядок частного коэффициента корреляции определяется количест-
вом факторов, влияние которых исключается. Коэффициенты парной кор-
реляции называются коэффициентами нулевого порядка. 
Коэффициенты частной корреляции первого порядка:  
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Значимость уравнения множественной регрессии в целом, так же как 
и в парной регрессии, оценивается с помощью F-критерия  Фишера:  
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Мерой для оценки включения дополнительного фактора в модель 
служит частный F-критерий:  
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Частный F-критерий построен на сравнении прироста факторной дис-
персии, обусловленного влиянием дополнительно включенного фактора, с 
остаточной дисперсией на одну степень свободы по модели в целом.  
Если наблюдаемое значение частного F-критерия больше критическо-
го, то дополнительное включение фактора xj в модель статистически оп-
равданно и коэффициент bj статистически значим в предположении, что 
соответствующий фактор xj был введен в уравнение  множественной рег-
рессии последним.  
Частные коэффициенты корреляции 
характеризуют тесноту связи 
между результатом и 
соответствующим фактором 
при устранении влияния 
других факторов, 
включенных в уравнение 
регрессии 
представляют собой 
отношение сокращения 
остаточной дисперсии за 
счет включения нового 
фактора к остаточной 
дисперсии, имевшей место 
до введения его в модель 
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Оценка значимости коэффициентов регрессии выполняется с помо-
щью t- статистики Стьюдента: 
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Мультиколлинеарность 
Мультиколлинеарность - это линейная взаимосвязь двух или несколь-
ких объясняющих переменных (х1, х2, … хm). Если объясняющие перемен-
ные связаны строгой функциональной зависимостью, то говорят о совер-
шенной мультиколлинеарности.  
Мультиколлинеарность не позволяет однозначно разделить вклады 
объясняющих переменных x1,x2,…xm в их влияние на зависимую перемен-
ную Y.  
 
Рис.4.3. Диаграмма Венна 
Последствия мультиколлинеарности: увеличиваются стандартные 
ошибки оценок; уменьшаются t-статистики МНК-оценок регрессии; МНК-
оценки чувствительны к изменениям данных; возможность неверного зна-
ка МНК-оценок;  трудность в определении вклада независимых перемен-
ных в дисперсию зависимой переменной. 
Признаки мультиколлинеарности: высокий R2; близкая к 1 парная 
корреляция между малозначимыми независимыми переменными; высокие 
частные коэффициенты корреляции; сильная дополнительная регрессия 
между независимыми переменными. 
Методы устранения мультиколлинеарности: исключение из модели 
коррелированных переменных (при отборе факторов); сбор дополнитель-
ных данных или новая выборка; изменение спецификации модели; ис-
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пользование предварительной информации о параметрах; преобразование 
переменных. 
 
Вопросы для самоконтроля  
1. В чем состоит спецификация линейной модели множественной 
регрессии? 
2. Чем скорректированный коэффициент детерминации отличает-
ся от обычного? 
3. Как определяется статистическая значимость параметров рег-
рессии? 
4. Как используется F-статистика в анализе статистической зна-
чимости коэффициента детерминации? 
5. Сформулируйте требования, предъявляемые к факторам, для 
включения их в модель множественной регрессии. 
6. Назовите методы устранения мультиколлинеарности факторов. 
7. Какие коэффициенты используются для оценки сравнительной 
силы воздействия факторов на результат? 
8. Что такое частный F-критерий? 
9.  Как в линейной модели множественной регрессии, записанной 
в стандартизованном виде, сравнить факторы по силе их воздействия на 
результат? 
10.  Как связаны стандартизованные коэффициенты регрессии с 
натуральными? 
 
Задания для практики 
Задача 1. Уравнение регрессии, построенное по 15 наблюдениям, 
имеет вид: 
       
       1,44,3
5,42,29
?4,734,010 321


в
в
t
m
xxxy
 
Задание: восстановите пропущенные значения и постройте  довери-
тельный интервал для b3 с вероятностью 0,95. 
Задача 2. По 30 заводам, выпускающим продукцию А, изучается за-
висимость потребления электроэнергии y (тыс. кВт*ч) от производства 
продукции – x1(тыс. ед.) и уровня механизации труда – x2(%). Данные при-
ведены в таблице: 
Признак Среднее значение Среднее квадра-
тическое откло-
Парный коэффи-
циент корреляции 
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нение 
y 1000 27 ryx1=0,77 
x1 420 45 ryx2=0,43 
x2 41,5 18 rx1x2=0,38 
Задание: постройте уравнение множественной регрессии в стандарти-
зованной  и натуральной форме. Определите показатели частной и множе-
ственной корреляции. Найдите частные коэффициенты эластичности и 
сравните их с β-коэффициентами. 
Задача 3. Уравнение регрессии в стандартизованных переменных вы-
глядит так: 343,065,082,0ˆ 21 xxxy tttt  . При этом вариации всех переменных 
равны следующим величинам: %35%;43%;38%;32 321  xxxy VVVV  
Задание: сравнить факторы по степени влияния на результирующий 
признак и определить значения частных коэффициентов эластичности. 
Задача 4.  Получены следующие величины: 
y 15,0; 1x 6,5; 2x 12,0; y 4,0; 1x 2,5; 2x 3,5; 

1yx
r 0,63; 
2yx
r
0,78; 
21xx
r 0,52. 
Задание: найти регрессию y  на 1x  и 2x  в стандартизованной и есте-
ственной формах. 
 
Глоссарий 
Частное уравнение регрессии характеризует  изолированное влияние 
фактора Xj на результат. 
Мультиколлинеарность - это линейная взаимосвязь двух или не-
скольких объясняющих переменных (х1, х2, … хm). 
Частный коэффициент эластичности показывает, на сколько % из-
меняется в среднем результативный признак Y при изменении фактора Xj 
на 1%. 
Индекс множественной корреляции оценивает тесноту совместного 
влияния факторов на результативный признак Y. 
Бета-коэффициент показывает, на какую часть своего среднего 
квадратического отклонения изменится в среднем значение результатив-
ного признака при изменении факторного признака на величину своего 
среднеквадратического отклонения.  
Коэффициент эластичности показывает, на сколько процентов из-
меняется результативный признак Y при изменении факторного признака 
X на один процент. 
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Множественная корреляция – это зависимость между результатив-
ным признаком и двумя и более факторными признаками.  
Множественная регрессия характеризует связь между результатив-
ным признаком и двумя и более факторными признаками.  
 
Использованные информационные ресурсы 
1. http://tulpar.kpfu.ru/mod/resource/view.php?id=11809 
http://tulpar.kpfu.ru/mod/resource/view.php?id=11810 
http://tulpar.kpfu.ru/mod/resource/view.php?id=11820 
2. Бородич С.А. Эконометрика: учебное пособие. -Мн.: Новое знание, 
2006. – Гл. 6. 
3. Эконометрика: учеб. /под ред. И. И. Елисеевой. -М.: Проспект, 
2010. -Гл. 3. 
Лекция 2(2) 
Лекция 2(2). Гетероскедастичность и автокорреляция в остатках 
регрессии 
Аннотация. Данная тема раскрывает способы проверки соблюдения 
второй и третьей предпосылок МНК в остатках регрессии. 
Ключевые слова. Гетероскедастичность, автокорреляция, остатки 
регрессии. 
Методические рекомендации по изучению темы 
Тема содержит лекционную часть, где даются общие представления 
по теме. 
В дополнение к лекции есть презентация, которую необходимо изу-
чить, и ответить на вопросы.  
В качестве самостоятельной работы предлагается выполнить прак-
тические задания. 
Для проверки усвоения темы имеется  тест. 
 
Вопросы для изучения: 
1. Понятие и последствия   гетероскедастичности. 
2. Обнаружение  и устранение гетероскедастичности. 
3. Понятие и последствия автокорреляции. 
4. Обнаружение  и устранение автокорреляции. 
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Понятие и последствия   гетероскедастичности 
Гетероскедастичностью остатков называется нарушение  2 предпо-
сылки МНК о постоянстве дисперсий случайных отклонений. Если пред-
посылка МНК о том, что D(i)=D(j)=
2 соблюдена, то имеет место гомо-
скедастичность случайных отклонений.  
Последствия гетероскедастичности: МНК-оценки сохраняют свойства 
несмещенности и линейности, но теряют свойство эффективности; дис-
персии МНК-оценок смещены; t-статистика и F-статистика завышены. 
 
Обнаружение  и устранение гетероскедастичности 
Методы обнаружения гетероскедастичности: графический анализ ос-
татков; тест Голдфелда-Квандта; тест Спирмена; тест Парка. 
 
Рис. 5.1. Гомоскедастичность и гетероскедастичность в остатках 
 
Рис. 5.2. Тест Голдфелда-Квандта 
F-статистика для сравнения дисперсий: 
1. Ранжирование n 
наблюдений по 
переменной х 
 
2. Выделение трех 
подвыборок размерностью  
k, n-2k, k.  
 
3. Оценка регрессий для 
первых и последних k 
наблюдений 
4. Сравнение остаточных 
дисперсий по регрессиям 
для первых и последних k 
наблюдений  
36 
 
11,,
1
2
3
2
1
2
3
2
1
1
2
3
2
0
1
2
3
2
1
2
1
2
,
)1/(
)1/(
)(:
)(:
,;
HFF
mkS
mkS
F
астичностьгетероскедSSH
тичностьгомоскедасSSH
eSeS
mkm
n
kni
i
k
i
i










  
 
Рис. 5.3.  Тест ранговой корреляции Спирмена 
t- статистика для проверки значимости rx,e: 
12,
,
2
,
,1
,0
22
,
,
1
2
)(0:
)(0:
))1(/(61
Htt
r
nr
t
астичностьгетероскедrH
тичностьгомоскедасrH
nndr
n
ex
ex
ex
ex
iex









  
 
Рис.5.4. Тест Парка 
t- статистика для проверки значимости коэффициента b: 
1. Ранжирование хi и ei 
 
2. Расчет коэффициента 
ранговой корреляции 
Спирмена  rx,e 
 
3. Проверка 
статистической 
значимости коэффициента 
rx,e 
1. Оценка уравнения 
регрессии Y на X 
2. Для каждого 
наблюдения 
определяются lnei2 
3. Оценка уравнения 
регрессии lnei2 на lnxi 
4. Проверка значимости 
коэффициента b для 
уравнения в п. 3  
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Рис. 5.5. Устранение гетероскедастичности 
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Метод взвешенных наименьших квадратов: 
1. Значения каждой пары наблюдений (xi,yi) делят на известную σi. 
Тем самым наблюдениям с наименьшими  σ2i придаются наибольшие «ве-
са», а с максимальными дисперсиями – наименьшие «веса». Поэтому на-
блюдения с меньшими дисперсиями будут более значимыми при оценке 
коэффициентов регрессии. 
2. По МНК для преобразованных значений (1/σi, xi/σi, yi/σi) строится 
уравнение регрессии  с гарантированными качествами оценок. 
σ2e неизвестны: 
Дисперсии σ2e  пропорциональны xi  
i
ii
ii
i
i
i
i
i
ii
i
ii
vxzy
vx
xx
y
xx
x
xx
y
x




**
1
1
22





 
Преобразование 
модели, когда 
известны дисперсии 
остатков σ2e 
Преобразование 
модели, когда 
неизвестны дисперсии 
остатков σ2e  
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Понятие и последствия автокорреляции 
Автокорреляцией остатков называется нарушение третьей предпо-
сылки МНК о независимости случайного отклонения  i от отклонений во 
всех других наблюдениях. Если предпосылка МНК о том, что cov(i,j)=0, 
соблюдена, то автокорреляция случайных отклонений отсутствует. Авто-
корреляция остатков обычно встречается при  использовании данных вре-
менных рядов.  В перекрестных  данных наличие автокорреляции бывает 
редко.  Положительная автокорреляция имеет место, когда ri,j>0. Отри-
цательная автокорреляция имеет место, когда ri,j<0.  
Последствия автокорреляции: МНК-оценки сохраняют свойства не-
смещенности и линейности, но теряют свойство эффективности; диспер-
сии МНК-оценок смещены в сторону занижения; t-статистика и F-
статистика завышены.  
 
Обнаружение  и устранение автокорреляции 
Методы обнаружения автокорреляции: 
- графический анализ остатков; 
- критерий Дарбина-Уотсона;  
- метод рядов. 
 
Рис. 5.6.  Графический анализ остатков 
Критерий Дарбина-Уотсона: 
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Рис. 5.7. Проверка гипотезы об автокорреляции остатков по DW-критерию 
 
Рис. 5.8.Устранение автокорреляции 
 
 
Рис.5.9.  Авторегрессионное преобразование 
Изменение 
спецификации 
модели 
Авторегрессион
-ное 
преобразовани
е 
получим 
Yi*=α*+βx*+vi ρ≈1-DW/2 
Из (1) вычтем (2), умноженное на ρ 
yi-ρyi-1=α(1-ρ)+β(xi-ρxi-1)+(εi-ρεi-1) 
Линейная модель парной  регрессии 
yi=α+βxi+εi  (1) yi-1=α+βxi-1+εi-1(2) 
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Вопросы для самоконтроля  
1. Как проверить наличие гомо- или гетероскедастичности остатков? 
 2. Как оценивается отсутствие автокорреляции остатков при по-
строении статистической регрессионной модели? 
3. Действительно ли, вследствие гетероскедастичности оценки пере-
стают быть эффективными и состоятельными? 
4. В чем заключается тест Спирмена? 
5. Приведите схему теста Голдфелда-Квандта. 
6. Каково предположение теста Парка? 
7. В чем суть метода взвешенных наименьшихквадратов?  
8. Какие типы преобразований  применяются для устранения гетеро-
скедастичности? 
9. Что такое автокорреляционная функция? 
10. В чем отличие положительной и отрицательной автокорреляции? 
11. Какова основная идея метода рядов при обнаружении автокорре-
ляции? 
12. Как проводится тест Дарбина-Уотсона? 
13. Как можно найти оценки регрессионных коэффициентов в случае 
линейной модели с коррелированными остатками? 
14. В чем состоит авторегрессионная схема 1-го порядка? 
15. В чем смысл поправки Прайса-Уинстена? 
 
Задания для практики 
Задача 1. Заданы следующие значения остатков линейной модели, 
соответственные ранжированным значениям фактора ix : 
Ранг ix  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
ie  -1 2 -3 2 0 -3 3 1 -2 -4 5 -11 8 -20 12 -21 18 14 
Задание: установить, имеется ли гетероскедастичность по тесту ран-
говой корреляции Спирмена на уровне значимости  0,05. 
Задача 2. По 30 странам оценивалась регрессия расходов на образо-
вание y  от валового национального продукта x  по следующим данным: 
x  5,67 10,13 11,34 18,88 20,94 22,16 23,83 24,67 27,56 27,57 
y
 
0,34 0,22 0,32 1,23 1,81 1,02 1,27 1,07 0,67 1,25 
x  40,15 51,62 57,71 63,03 66,32 66,97 76,88 101,85 115,97 119,49 
y 0,75 2,8 4,9 3,5 4,45 1,6 4,26 5,31 6,4 7,15 
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x  124,15 140,9
8 
153,85 169,3
8 
186,33 211,78 249,72 261,41 395,52 534,97 
y
 
11,22 8,66 5,56 13,11 5,46 4,79 8,92 18,9 15,95 29,9 
Задание: построить выборочное уравнение линейной регрессии; про-
верить наличие гетероскедастичности по критерию Голдфелда-Квандта 
(уровень значимости  0,05); в предположении, что дисперсия отклоне-
ний пропорциональна величине валового национального продукта, по-
строить по этим же данным уравнение регрессии по ВМНК; сравнить мо-
дели, полученные в п.1 и п.3 и оценить их. 
Задача 3. При оценивании модели пространственной выборки с по-
мощью МНК по n 100 наблюдениям получено следующее уравнение 
y~ 12+3,43 1x - 0,45 2x ,   d 1,2. 
       (0,5)  (0,4)        (0,1) 
Задание: в скобках указаны стандартные ошибки. С каким из пере-
численных выводов следует согласиться:  Полученные значения коэффи-
циентов модели с большей вероятностью близки к истинным.  Регрессор 
2x  может быть незначимым.  Так как значение статистики Дарбина-
Уотсона d  далеко от 2, то следует устранить автокорреляцию остатков. 
Задача 4. Имеются данные об урожайности пшеницы y (ц с 1 га) и 
использовании  минеральных удобрений x  (кг на 1 га) за 20 лет: 
x  36,5 39,1 44,1 45,5 49,0 56,4 66,4 80,9 93,4 109,5 
y  18,9 19,9 19,4 19,9 18,5 20,1 21,2 21,9 24,2 24,0 
x  123,6 131,6 149,1 157,6 173,6 181,9 193,3 189,0 190,3 188,9 
y  23,2 26,5 25,1 29,6 31,7 28,3 31,3 26,9 32,5 29,3 
Задание: с помощью теста Дарбина-Уотсона установить наличие или 
отсутствие автокорреляции на уровне значимости  0,05; при наличии 
автокорреляции определить параметры парной регрессии, используя авто-
регрессию первого порядка для ошибок регрессии. 
Глоссарий 
Автокорреляция остатков регрессии – зависимость случайных от-
клонений εi  и εj друг от друга для i ≠ j. 
Голдфелда Квандта тест – один из наиболее распространенных спо-
собов тестирования остатков регрессии на гетероскедастичность 
Гомоскедастичность остатков регрессии – постоянство дисперсии 
случайных отклонений εi. 
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Дарбина-Уотсона тест – один из наиболее распространенных спосо-
бов тестирования остатков регрессии на автокорреляцию 
Метод наименьших квадратов – один из распространенных способов 
оценивания параметров регрессии. 
 
Использованные информационные ресурсы 
1. http://tulpar.kpfu.ru/mod/resource/view.php?id=11825  
http://tulpar.kpfu.ru/mod/resource/view.php?id=11826 
2. Бородич С.А. Эконометрика: учебное пособие. -Мн.: Новое знание, 
2006. –Гл. 8,9. 
3. Эконометрика: учеб. /под ред. И. И. Елисеевой. -М.: Проспект, 
2010.- Гл. 3. 
 
Лекция 3(1) 
Лекция 3(1). Фиктивные переменные в регрессионных моделях 
Аннотация. Данная тема раскрывает особенности регрессии с фик-
тивными переменными. 
Ключевые слова. Фиктивные переменные, выборка, ANCOVA – мо-
дели, тест Чоу. 
Методические рекомендации по изучению темы 
Тема содержит лекционную часть, где даются общие представления 
по теме. 
В дополнение к лекции есть презентация, которую необходимо изу-
чить, и ответить на вопросы.  
В качестве самостоятельной работы предлагается выполнить прак-
тические задания. 
Для проверки усвоения темы имеется  тест. 
 
Вопросы для изучения: 
1. Понятие фиктивных переменных. 
2. Правило использования фиктивных переменных. 
3. ANOVA-модели и ANCOVA-модели. 
4. Тест Чоу.   
 
Понятие фиктивных переменных 
Исходные статистические данные называют  однородными, если все 
они зарегистрированы при одних и тех же условиях (время года, регион, 
образование, пол человека). Если же данные объединяют в себе наблюде-
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ния, зарегистрированные при различных  условиях, то они могут быть не-
однородными. В этом случае в модель включается фактор, имеющий два 
или более качественных уровней.  
Влияние качественных факторов иногда приводит к  изменению 
структуры линейных связей в модели (то есть значений коэффициентов a 
и bi). Построение регрессионной модели по неоднородным данным  про-
водится  по одной из двух схем: 
- по каждой регрессионно однородной подвыборке;  
- по объединенной регрессионно неоднородной выборке путем введе-
ния в модель фиктивных переменных (полезно в условиях  дефицита ис-
ходных данных). 
Фиктивные (dummy variables, искусственные, двоичные, структур-
ные) переменные отражают в модели влияние качественного фактора, со-
держащего атрибутивные признаки двух и более уровней. 
Для того, чтобы ввести такие переменные в регрессионную модель, 
им должны быть присвоены те или иные цифровые метки, то есть качест-
венные переменные необходимо преобразовать в количественные.  
 
Рис. 6.1. Преимущества использования фиктивных переменных 
 
Правило использования фиктивных переменных 
Общее правило применения фиктивных переменных: Если качествен-
ная переменная имеет k альтернативных значений, то при моделировании 
используются только (k-1) фиктивных переменных. 
Допустим,  
y=a+b*x+γ*D1+ γ*D2+ε,  
D1 = 1 - мужской пол, D1 = 0 - женский пол; 
D2 = 1 - женский пол, D2 = 0 - мужской пол.  
Между переменными D1  и D2 существует строгая линейная зависи-
мость: D2 =1- D1, то есть имеет место совершенная мультиколлинеарность, 
• Повышается точность 
параметров регрессии 
Сохраняется 
объем выборки 
• Появляется возможность 
проверять гипотезы о 
влиянии качественного 
фактора на структуру 
линейных связей 
Вводятся 
двоичные 
переменные  
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при которой коэффициенты уравнения регрессии однозначно определены 
быть не могут, так называемая ловушка фиктивной переменной. 
Значения фиктивной переменной можно изменять на противополож-
ные: D=1- женский пол, D=0 - мужской пол. При этом знак коэффициента 
γ изменится на противоположный. 
Значение качественной переменной, для которого D=0, называется 
базовым или сравнительным. 
Коэффициент γ в модели называется дифференциальным коэффици-
ентом свободного члена. Он показывает, на какую величину отличается 
свободный коэффициент а при значении D=1, от свободного коэффициен-
та а при D=0.  
 
ANOVA-модели и ANCOVA-модели 
Регрессионные модели, содержащие лишь качественные объясняю-
щие переменные, называются ANOVA-моделями (моделями дисперсионно-
го анализа). 
y=a+γ*D+ε, где  
y- заработная плата  
D=1- высшее образование (y=a+γ*1= a+γ)  
D=0 – нет высшего образования (y=a+γ*0=a) 
Коэффициент a определяет среднюю заработную плату при отсутст-
вии высшего образования. Коэффициент γ указывает, на какую величину 
отличаются средние заработные платы при наличии и при отсутствии 
высшего образования у претендента.  
Регрессионные модели, в которых объясняющие переменные носят 
как   количественный, так и качественный характер, называются ANCOVA-
моделями (моделями ковариационного анализа). 
 
Рис.6.2. Виды Ancova-моделей 
Ancova-
модель 
Ancova-модель 
при наличии у 
фиктивной 
переменной двух 
альтернатив 
 
Ancova-модель 
при наличии у 
фиктивных 
переменных 
более двух 
альтернатив 
 
Ancova-модель с 
одной 
количественной 
и двумя 
качественными 
переменными 
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 Ancova-модель при наличии у фиктивной переменной двух альтерна-
тив:  
y=a+b*x+γ*D+ε, D=1- лица мужского пола, D=0 – лица женского по-
ла. Ожидаемое потребление кофе при цене x будет:  
y=a+b*x+ε для женщины;  
y=a+b*x+γ*D+ε=(a+ γ)+b*x +ε – для мужчины.  
Если γ будет статистически значим по t-статистике, то пол влияет на 
потребление кофе. При γ>0  - в пользу мужчин, при γ<0 – в пользу жен-
щин.  
 
Рис. 6.3. Ancova-модель при наличии у фиктивной переменной двух аль-
тернатив 
Ancova-модель при наличии у фиктивной переменной более двух аль-
тернатив: 
y=a+b*x+γ1*D1+ γ 2*D2+ε,  
Y- расходы на содержание ребенка, X- доходы домохозяйств, D1=0- 
дошкольник, D1=1- в противоположном случае,  D2=0 – дошкольник или 
младший школьник, D2=1 – в противоположном случае.  
Ожидаемые  средние расходы  при доходах x будут:  
y=a+b*x  - на дошкольника;  
y=(a+ γ1)+b*x –на младшего школьника;  
y=(a+ γ1+ γ2)+b*x – на старшего школьника.  
 Если γ1, γ2 – дифференциальные свободные члены, будут статистиче-
ски значимы по t-статистике, то возраст ребенка влияет на расходы по его 
содержанию.  
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Рис. 6.4.  Ancova-модель при наличии у фиктивной переменной более двух 
альтернатив 
Регрессия с одной количественной и двумя качественными перемен-
ными: 
y=a+b*x+γ1*D1+ γ 2*D2+ε,  
y - заработная плата сотрудников фирмы, x- стаж работы, D1=0- жен-
щина, D1=1- мужчина,  D2=0 – нет высшего образования, D2=1 – есть выс-
шее образование. 
Ожидаемая  средняя заработная плата при стаже x будет:  
y=a+b*x- для женщины без высшего образования;  
y=(a+ γ2)+b*x –для женщины с высшим образованием;  
y=(a+ γ1)+b*x – для мужчины без высшего образования; 
y=(a+ γ1+ γ2)+b*x – для мужчины с высшим образованием. 
 Если γ1, γ2 – дифференциальные свободные члены, будут статистиче-
ски значимы по t-статистике, то пол сотрудника и его образование влияют 
на среднюю заработную плату.  
 
Тест Чоу   
 
Рис. 6.5. Сравнение двух регрессий 
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Тест Чоу: 
1. Имеется выборка объемом n. Пусть S0 – остаточная сумма 
квадратов отклонений.  
2. Допустим, что выборка объемом n разбивается на две подвыборки 
(n1+n2=n). S1 и S2- суммы квадратов отклонений каждой из подвыборок.  
3. Чем сильнее различие в поведении Y для двух подвыборок, тем 
больше значение S0 будет превосходить S1+S2. Улучшение качества моде-
ли: S0-(S1+S2).  
4.  
1
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5. Если Fнабл < F α;m+1;n-2m-2, то различие между S0 и (S1+S2) статистиче-
ски не значимо и нет смысла разбивать уравнение регрессии на части.  
 
Вопросы для самоконтроля  
1. Какие статистические данные называют неоднородными? 
2. Когда применяются фиктивные переменные? 
3. В чем преимущества фиктивных переменных? 
4. Как фиктивные переменные включаются в модель регрессии? 
5. В чем суть ANOVA-моделей? 
6. В чем суть ANCOVA-моделей? 
7. В чем состоит правило применения фиктивных переменных? 
8. Какой смысл имеет дифференциальный свободный член? 
9. Какой смысл имеет дифференциальный угловой коэффициент? 
10. В чем особенность моделей с переменной структурой? 
11. Какова идея теста Чоу? 
 
Задания для практики 
Задача 1. Исследуется зависимость заработной платы y от возраста 
рабочего x  для мужчин и женщин. Оценивание объединенной регрессии 
( n 20) и отдельных регрессий для рабочих-мужчин ( 1n 13) и рабо-
чих-женщин ( 2n 7) дали следующие результаты: 
Выборка Оцененное уравне-
ние 
2R  Сумма квадратов ос-
татков 
Объединен-
ная 
xy 23,727,62~   0,728 24888 
Мужчины xy 39,755~   0,735 18619 
Женщины xy 3,743,59~   0,712 5658 
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Задание: улучшилось ли качество регрессии после разделения выбор-
ки на части? Найти ответ на уровне значимости  0,05 с использованием 
критерия Чоу. 
Задача 2. При построении линейной зависимости расходов на одежду 
( y ) от располагаемого дохода ( x ) по выборке для 10 женщин получены 
следующие суммы квадратов: 


10
1i
ix 110, 

10
1
2
i
ix 1540, 

10
1i
iy 60, 

10
1
2
i
iy 448, 

10
1i
ii yx 828. 
Аналогичные вычисления сумм по выборке из 5 мужчин дали:  


5
1i
ix 35, 

5
1
2
i
ix 325, 

5
1i
iy 15, 

5
1
2
i
iy 61, 

5
1i
ii yx 140. 
По общей (объединенной) выборке оценена регрессия с использова-
нием фиктивной переменной z  ( z =1 для мужчин и z =0 для женщин), 
которая имеет вид: 
y~ -0,06+0,438 x +0,46 z . 
Задание: на уровне  0,05 с использованием теста Чоу проверить ги-
потезу о том, что функция потребления одна и та же для мужчин и жен-
щин. 
Задача 3. На предприятии используются станки трех фирм (А, В, С). 
Исследуется надежность этих станков. При этом учитывается возраст 
станка ( x , в месяцах) и время безаварийной работы до последней полом-
ки ( y , в часах). Выборка из 40 станков дала следующие результаты:  
Фирма А В С А С А В С В А 
x  23 30 65 69 75 63 25 75 75 52 
y  280 230 112 176 90 176 216 110 45 200 
Фирма В С С В А А С В А А 
x  20 70 62 40 66 20 39 25 48 59 
y  265 148 150 176 123 245 176 260 236 205 
       продолжение таблицы  
Фирма А В А С В А С В А В 
x  25 69 71 26 45 40 30 69 30 22 
y  240 65 115 200 126 225 210 45 260 220 
Фирма В С А В А С В А В А 
x  33 48 75 21 56 58 50 37 56 67 
y  194 156 100 240 170 116 120 240 88 120 
Задание: 
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1) оценить уравнение регрессии   xy 10  без учета различия 
станков разных фирм; 
2) оценить уравнение регрессии, учитывающее различие качества 
станков разных фирм; 
3) сделать вывод о необходимости использования фиктивных пе-
ременных в этом случае. 
 
Глоссарий 
 
ANCOVA-модель – это регрессионная модель, в которой объясняющие 
переменные носят как   количественный, так и качественный характер.  
Базовое значение качественной переменной имеет цифровую метку 
ноль: D=0.  
Выборка – это часть генеральной совокупности. 
Дифференциальный коэффициент свободного члена – это коэффици-
ент перед фиктивной переменной в регрессионной модели.  Он показыва-
ет, на какую величину отличается свободный коэффициент а при значе-
нии D=1, от свободного коэффициента а при D=0.  
Дифференциальный угловой коэффициент – это коэффициент перед 
произведением фиктивной переменной и независимой переменной в рег-
рессионной модели.  Он показывает, на какую величину отличается коэф-
фициент регрессии b при значении D=1, от коэффициента регрессии b при 
D=0.  
Ловушка фиктивной переменной – это состояние совершенной муль-
тиколлинеарности в силу строгой линейной зависимости между перемен-
ными D1  и D2, при котором коэффициенты уравнения регрессии одно-
значно определены быть не могут. 
Однородные статистические данные – это совокупность данных, 
зарегистрированных при одних и тех же условиях.  
Фиктивные переменные  - качественные переменные, преобразован-
ные в количественные с помощью цифровых меток. 
Чоу тест – это статистический тест, определяющий целесообраз-
ность использования фиктивной переменной.  
Использованные информационные ресурсы 
1. http://tulpar.kpfu.ru/mod/resource/view.php?id=11830  
http://tulpar.kpfu.ru/mod/resource/view.php?id=11831 
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2. Бородич С.А. Эконометрика: учебное пособие. -Мн.: Новое знание, 
2006. –Гл. 11. 
3. Эконометрика: учеб. / под ред. И. И. Елисеевой. -М.: Проспект, 
2010.- Гл. 4. 
 
 
Лекция 3(2) 
Лекция 3(2). Модели с дискретной зависимой переменной 
 
Аннотация. Данная тема раскрывает особенности моделей с дис-
кретной зависимой переменной. 
Ключевые слова. Логит-модель, пробит-модель, тест Вальда, тест 
множителей Лагранжа. 
Методические рекомендации по изучению темы 
Тема содержит лекционную часть, где даются общие представления 
по теме. 
В качестве самостоятельной работы предлагается выполнить прак-
тические задания. 
 
Вопросы для изучения: 
1. Модели бинарного выбора. 
2. Оценивание параметров моделей бинарного выбора. 
3. Модели множественного выбора с неупорядоченными альтернати-
вами. 
4. Модели множественного выбора с упорядоченными альтернатива-
ми. 
 
Модели бинарного выбора 
Зависимую переменную, которая принимает  несколько значений, на-
зывают дискретной. Например, наличие собственного жилья: да – 1, нет – 
2. В зависимости от числа альтернатив выделяют модели бинарного и 
множественного выбора. Чаще применяются модели бинарного выбора. 
Бинарная переменная принимает лишь два значения: 0 и 1. Например, 1 – 
занятый, 0 – безработный; 1 – есть мобильный телефон, 0 – нет мобильно-
го телефона. Следовательно, вектор Y=(y1, y2, …, yn) исходных данных 
будет содержать  только дихотомические (бинарные) признаки 0 и 1.  
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Выбор функции           определяет тип бинарной модели. Если используют 
функцию стандартного нормального распределения,  
 
 
 
то модель бинарного выбора называют пробит-моделью (probit model). 
Если используют функцию логистического распределения,  
 
 
то модель бинарного выбора называют логит-моделью (logit model).  
 
 
 
 
 
 
 
 
Оценивание параметров моделей бинарного выбора 
Для оценивания параметров   в моделях бинарного выбора обычно 
используют метод максимального правдоподобия. Общее уравнение прав-
доподобия: 
 
Подставив  
получим,  
 
Дифференцируя равенство по , получим уравнение правдоподобия:  
 
 
 
Для логит-модели уравнение упрощается: 
 
 
 
Отсюда мы можем найти вероятность того, что yi=1:  
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Уравнение правдоподобия является системой нелинейных (относи-
тельно ) уравнений и решается обычно  итерационными методами.  Для 
пробит- и логит-моделей данная функция является вогнутой по , следо-
вательно, решение уравнения правдоподобия дает оценку максимального 
правдоподобия параметров i. Унифицированного, как в линейной регрес-
сии R2, показателя  качества «подгонки» модели не существует. Пусть, log 
Lf - значение функции правдоподобия исходной модели, log Lc -значение 
функции правдоподобия той же модели  с нулевыми параметрами, но с 
константой. Чем больше их разность, тем лучше должна быть модель.  На 
этой идее основаны нижеследующие показатели качества модели:  
 
 
 
 
Чем больше значение этих показателей, тем лучше модель. Данные пока-
затели редко достигают значений, превышающих 0,5. Для проверки гипо-
тезы о значимости коэффициентов моделей бинарного выбора применяют: 
- тест Вальда (Wald test); 
- тест множителей Лагранжа (Lagrange multiplier  (LM) test); 
- отношения  правдоподобия (Likelihood ratio (LR) test). 
Статистика Вальда имеет распределение 2 с числом степеней свободы, 
равным  количеству ограничений в модели. Если наблюдаемое значение 
превышает критическое  для заданного уровня значимости, то нулевая ги-
потеза  о равенстве коэффициентов нулю отклоняется. В качестве аналога 
F-теста в линейной регрессии о совместной незначимости  всех коэффи-
циентов в бинарных моделях используют  LR – тест.  
 
 
LR – тест имеет 2 распределение с числом степеней свободы, равным  
количеству независимых переменных в модели. Если наблюдаемое значе-
ние превышает  критическое, то нулевая гипотеза о незначимости коэф-
фициентов отклоняется в пользу альтернативной. 
Модели множественного выбора с неупорядоченными альтерна-
тивами 
Модели множественного выбора (multinomial, multi-response models)  
используются в тех случаях, когда имеется более чем две альтернативы. 
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Различают: модели с упорядоченными альтернативами ( ordered re-
sponse  models); модели  с неупорядоченными альтернативами (unordered  
response  models).  
Если существует логическое упорядочивание М альтернатив, то мо-
жет использоваться дискретная модель с упорядоченными альтернатива-
ми. Эта модель основывается на предположении о существовании одной 
ненаблюдаемой латентной переменной Yi
* : 
Стандартное нормальное распределение остатков дает упорядочен-
ную  probit-модель (ordered probit model). Логистическое распределение 
остатков дает упорядоченную  logit-модель (ordered logit model).  
Для случая трех альтернатив:  
 
 
 
 
Для случая М вариантов выбора:  
 
 
 
 
 
 
 
Оценивание осуществляется при помощи метода максимального 
правдоподобия, где перечисленные вероятности включены в функцию 
правдоподобия. 
 
 
 
 
 
 Модели множественного выбора с упорядоченными альтерна-
тивами 
В некоторых случаях не существует  естественного упорядочивания 
между альтернативами. Например, при моделировании способа передви-
жения (автобус, поезд, машина, велосипед, пешком). Предполагается су-
ществование случайной полезности, которая влияет на выбор альтернатив. 
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Случайные полезности являются линейными функциями от наблюдаемых 
характеристик и имеют аддитивно-разделяемую структуру.  
Полезность: 
 
 
ij - неслучайная функция наблюдаемых неизвестных параметров;  
ij – ненаблюдаемый остаточный член.  
 
 
 
Предположим, что все ij взаимно  независимы и распределены по 
закону  распределения Вейбулла.  
 
 
 
 
 
Один из уровней полезности принимают равным нулю (i1=0) и по-
лагают, что ij является линейной функцией от наблюдаемых переменных:  
 
 
 
 
Данное выражение представляет собой logit – модель с  множествен-
ными альтернативами (Multinomial Logit Model (MNL)  или Independet 
Logit Model). 
 
Вопросы для самоконтроля 
1. В каких ситуациях фиктивная переменная используется в качестве 
зависимой переменной? 
2. Какие законы распределения чаще всего используются в моделях 
бинарного выбора? 
3. В чем суть логит-модели? 
4. В чем суть пробит-модели? 
5. Какова интерпретация коэффициентов моделей бинарного выбора? 
6. Как осуществляется проверка значимости коэффициентов в модели 
бинарного выбора? 
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7. Как получить прогноз вероятности по логит-модели? 
8. Как получить прогноз вероятности по пробит-модели? 
9. Можно ли рассчитать по логит-модели коэффициент детермина-
ции? 
10. Какие существуют варианты постановки моделей множественного 
выбора? 
11. В чем отличие моделей упорядоченного и неупорядоченного вы-
бора? 
 
Задания для практики 
Задача 1. Банк исследует вероятность невозвращения потребитель-
ского кредита (y=1 – заемщик кредит возвращает, y=0 – не возвращает), 
используя два фактора: х1 – сумма займа, х2  - среднемесячный доход за-
емщика.  По логит-модели: 
))/(6,05( 211
1
xxi
e
P

 , 
оцените вероятность невозвращения кредита при покупке на сумму 40 
тыс. руб. и доходе 10 тыс. руб. Повторите расчет при стоимости покупки в 
50 тыс. руб. и доходе 5 тыс. руб. Дайте рекомендацию банку о пороговом 
соотношении суммы займа и среднемесячного дохода, чтобы предсказан-
ная по модели доля просроченных кредитов не превышала 5%.  
Задача 2. Исследуется вопрос о наличии собственного дома ( Y 1, 
если дом имеется; Y 0, если дома нет) в зависимости от совокупного до-
хода семьи ( X ). Выборка из 40 семей дала следующие результаты: 
Семья 1 2 3 4 5 6 7 8 9 10 
X  10 20 22 18 9 15 25 30 40 16 
Y  0 1 1 0 0 0 1 1 1 0 
 
Семья 11 12 13 14 15 16 17 18 19 20 
X  12 8 20 19 30 50 37 28 45 38 
Y  0 0 1 0 1 1 1 1 1 1 
 
Семья 21 22 23 24 25 26 27 28 29 30 
X  30 12 16 27 19 15 32 18 43 13 
Y  1 0 0 1 0 0 1 0 1 0 
 
Семья 31 32 33 34 35 36 37 38 39 40 
X  22 14 10 17 36 45 14 22 41 34 
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Y  1 0 0 0 1 1 0 1 1 1 
 
Задание: 
1) построить линейную вероятностную модель; 
2) оценить качество построенной модели; 
3) оценить вероятность того, что при доходе, равном 18, се-
мья имеет дом. 
Задача 3. При найме на работу претендентам предлагается выпол-
нить тестовое задание, Х- стаж работы, мес., Y – результаты теста.  
Х 7 15 16 15 8 4 18 2 22 6 30 1 
Y 0 0 0 1 1 0 0 0 1 0 1 0 
Х 30 5 20 13 9 32 4 13 9 4 28 22 
Y 1 0 1 0 0 1 0 1 0 0 1 1 
Задание:  проверить, зависит ли успешное выполнение теста от ста-
жа работы, построить логит- и пробит-модели, оценить значимость урав-
нений на уровне значимости =0,05  и ответить на вопросы: 
1) чему равна вероятность успешного выполнения задания при стаже 
в 1 месяц, 5 месяцев, 15 месяцев? 
2) на какую величину повышает вероятность выполнения задания 
каждый следующий месяц при стаже 1, 5, 15 месяцев? 
Задача 4. В следующей таблице представлены данные о количестве 
семей (N ), имеющих определенный уровень дохода ( X ), и количестве се-
мей  (n ), имеющих частные дома: 
X  10 15 20 25 30 35 40 45 50 55 60 
N  35 45 60 80 100 130 90 65 50 30 15 
n  5 10 18 30 45 60 55 45 38 24 13 
 
Задание:  Оценить logit-модель по МНК. 
 
Глоссарий 
Дискретная зависимая переменная – это переменная, которая при-
нимает  несколько альтернативных значений. 
Логит-модель основана на использовании функции  логистического 
распределения. 
Метод максимального правдоподобия – один из способов оценива-
ния параметров регрессии, в частности, в моделях с дискретной зависимой 
переменной. 
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Модели бинарного выбора содержат зависимую переменную, кото-
рая принимает лишь два альтернативных значения, обозначаемых цифро-
выми метками: 0 и 1. 
Модели множественного выбора содержат зависимую переменную, 
которая принимает несколько упорядоченных или неупорядоченных аль-
тернативных значений. 
Пробит-модель основана на использовании функции стандартного 
нормального распределения. 
 
Использованные информационные ресурсы 
1. Бородич С.А. Эконометрика: учебное пособие. - Мн.: Новое зна-
ние, 2006. –Гл. 11. 
2. Эконометрика: учеб. / под ред. В. С. Мхитаряна.- М.: Проспект, 
2008. - Гл. 8. 
3. Эконометрика: учеб. /под ред. И. И. Елисеевой. -М.: Проспект, 
2010.- Гл. 5. 
 
Лекция 3(3) 
Лекция 3(3). Нелинейные модели регрессии и их линеаризация 
Аннотация. Данная тема раскрывает виды и способы оценивания не-
линейных моделей регрессии. 
Ключевые слова. Нелинейная регрессия, индекс корреляции, подход 
Бокса-Кокса. 
Методические рекомендации по изучению темы 
Тема содержит лекционную часть, где даются общие представления 
по теме. 
В качестве самостоятельной работы предлагается выполнить прак-
тические задания. 
 
Вопросы для изучения: 
1. Классы и виды нелинейных регрессий. Индекс корреляции. 
2. Линеаризация нелинейных моделей. 
3. Выбор формы модели. Подбор линеаризующего преобразования 
(подход Бокса-Кокса). 
 
Классы и виды нелинейных регрессий. Индекс корреляции 
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Если между экономическими явлениями существуют нелинейные со-
отношения, то они выражаются с помощью нелинейных функций.
 
 
Рис. 7. 1. Регрессии, нелинейные  относительно переменных 
 
Рис.7.2. Регрессии, нелинейные по оцениваемым параметрам 
Нелинейная модель, внутренне линейная, с помощью преобразований 
может быть приведена к линейному виду. Нелинейная модель, внутренне 
нелинейная, не может быть сведена к линейной функции. 
Для измерения тесноты связи между переменными  в нелинейных 
регрессиях  применяется индекс корреляции: 
 
 
 
 
Линеаризация нелинейных моделей 
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Рис. 7.3. Способы линеаризации 
Замена переменных заключается в замене нелинейных объясняющих 
переменных новыми линейными переменными и сведении нелинейной 
регрессии к линейной. Например, полиномиальная модель: 
 
 
 
Например, гиперболическая модель: 
  
 
 
 
 
Например, кривая Филлипса (равносторонняя гипербола), где 
х- норма безработицы, y – процент прироста заработной платы: 
  
 
 
 
 
Например, кривая Энгеля, где х- доход потребителей, y – спрос на оп-
ределенный вид товаров или услуг  
 
 
 
 
 
 
 
Например, полулогарифмические модели:  
1) 
Такие модели обычно используются в тех случаях, когда необходимо 
исследовать зависимость  темпа роста или  прироста экономических пока-
зателей: 
- прирост объема выпуска от процентного увеличения затрат ресурсов;  
- прирост бюджетного дефицита от темпа роста ВНП; 
- темп роста инфляции от объема денежной массы.  
2)  
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Используется обычно в тех случаях, когда необходимо исследовать, 
как процентное изменение независимой переменной влияет на абсолютное 
изменение зависимой  переменной: влияние относительного (процентно-
го) увеличения денежной массы  на абсолютное изменение ВНП. 
 
Логарифмирование обеих частей уравнения применяется обычно, ко-
гда мультипликативную модель  необходимо привести к линейному виду.  
Например, степенные модели: 
 
 
 
К классу степенных функций относятся:  кривые спроса и предложе-
ния, производственная функция Кобба-Дугласа, кривые освоения для ха-
рактеристики связи между трудоемкостью продукции и масштабами про-
изводства в период освоения и выпуска нового вида изделий, зависимость 
валового национального дохода от уровня занятости.  
Например, показательные (экспоненциальные) модели. Широкий 
класс экономических показателей характеризуется  приблизительно по-
стоянным темпом относительного  прироста во времени. Этому соответ-
ствует следующая форма зависимости показателя Y от времени X: 
 
 
 
 
 
 
Например, логистическая кривая. Применяется для описания поведе-
ния показателей, имеющих определенные «уровни  насыщения»:  зависи-
мость спроса на товар Y от дохода X,  развитие производства новых това-
ров, рост численности населения (впервые применил А. Кетле (1796-
1874)). 
  
 
 
 
 
Например, логлинейная модель. Используется в банковском и финан-
совом анализе. Y0 – начальная величина  переменной Y (первоначальная 
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сумма  вклада), r – сложный  темп прироста величины Y (процентная 
ставка); Yt – значение величины Y в момент времени t (вклад в банке в 
момент времени t).  
 
 
 
Величина коэффициента эластичности показывает, на сколько про-
центов изменится результативный признак Y, если факторный признак 
изменится на 1 %:  
 
 
Расчет коэффициента эластичности: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Выбор формы модели. Подбор линеаризующего преобразования 
(подход Бокса-Кокса) 
Выбор модели не всегда осуществляется однозначно, и в дальнейшем 
требуется сравнивать модель как с  теоретическими, так и с эмпирически-
ми  данными, совершенствовать ее. При определении качества модели  
обычно анализируются следующие параметры:   скорректированный ко-
эффициент детерминации;  t – статистики; статистика Дарбина-Уотсона 
(DW);  согласованность  знаков коэффициентов с экономической теорией;  
прогнозные качества (ошибки) модели. Английские статистики Г. Бокс и 
Д. Кокс предложили формализованную процедуру подбора линеаризую-
щего преобразования. Их метод основан на предположении, что искомое 
преобразование принадлежит определенному  однопараметрическому се-
мейству преобразований вида  
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Гипотеза  Г. Бокса и Д. Кокса: Существует  такое  вещественное (по-
ложительное или отрицательное) число, что один из двух нижеследующих 
вариантов представления искомой регрессионной зависимости между на-
блюдаемыми переменными будет удовлетворять всем требованиям  нор-
мальной классической линейной модели множественной регрессии .  
 
 
 
Замечание 1. Преобразования вида (1) применяются обычно к перемен-
ным, принимающим только положительные значения.  
Замечание 2. При            модели (2) и (3) являются линейными относи-
тельно Y и X.  
При          между Y и X наблюдается степенная зависимость. 
Оценка неизвестного значения параметра      сводится к оценке па-
раметра      в формулах (1) по имеющимся в распоряжении исходным ста-
тистическим данным методом максимального правдоподобия. 
 
Вопросы для самоконтроля  
1. Назовите классы и виды нелинейных регрессий. 
2. Перечислите все виды моделей, нелинейных относительно: 
а)включаемых переменных; б) оцениваемых параметров. 
3. Какие преобразования используются для линеаризации нелиней-
ных моделей? 
4. Какой нелинейной функцией может быть заменена парабола вто-
рой степени, если не наблюдается смена направленности связи признаков? 
5. Чем отличается применение МНК к моделям, нелинейным отно-
сительно включаемых переменных, от применения к моделям, нелиней-
ным по оцениваемым параметрам? 
6. Как определяются коэффициенты эластичности по разным видам 
регрессионных моделей? 
7. Назовите показатели корреляции, используемые при нелинейных 
соотношениях рассматриваемых признаков. 
8. В чем смысл средней ошибки аппроксимации и как она определя-
ется? 
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9. Приведите примеры использования логарифмических регрессион-
ных моделей. Каков смысл коэффициентов регрессии в таких моделях?  
10. Приведите примеры использования обратных и степенных моде-
лей. 
11. Как интерпретируются коэффициенты регрессии в модели по-
требления? 
12. Какой смысл приобретает сумма коэффициентов регрессии в 
производственных функциях и что означает, когда такая сумма коэффи-
циентов регрессии больше единицы? 
 
Задания для практики 
Задача 1. Изучалась зависимость вида 10
b
xby  . Для преобразован-
ных в логарифмах переменных получены следующие данные:  
 ix 8,2370;  iy 3,9310;   ii yx 4,2087;  2ix 9,2334; n 10. 
Задание: найти параметры 10 , bb . 
Задача 2. Анализируется прибыль предприятия Y (млн. долл.) в за-
висимости от расходов на рекламу Х (млн. долл.). По наблюдениям за 9 
лет получены следующие данные:  
Y 5 7 13 15 20 25 22 20 17 
X 0,8 1,0 1,8 2,5 4,0 5,7 7,5 8,3 8,8 
Задание:  
1) постройте корреляционное поле и выдвиньте предположение о 
формуле зависимости между рассматриваемыми показателями; 
2) оцените по МНК коэффициенты линейной регрессии; 
3) оцените качество построенной модели; 
4) оцените по МНК коэффициенты квадратичной регрессии; 
5) оцените качество построенной модели. Какую из моделей следует 
предпочесть? 
Задача 3. Для трех видов продукции А, В, С модель зависимости 
удельных постоянных расходов от объема выпускаемой продукции вы-
глядит следующим образом: 
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Задание: 
1) определить коэффициенты эластичности по каждому виду про-
дукции; 
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2) сравнить при x 1000 эластичность затрат для продукции В и 
С; 
3) определить,  каким должен быть объем выпускаемой продук-
ции, чтобы коэффициенты эластичности для продукции В и С были рав-
ны. 
Задача 4.  При исследовании спроса на телевизоры марки Т,  анали-
тический отдел компании ABC по данным, собранным по 19 торговым 
точкам компании, выявил следующую зависимость: 
 xy ln8,05,10ln  
          (2,5)  (-4,0) 
где: Y  - объем продаж телевизоров в отдельной торговой точке, X - 
средняя цена телевизора в данной торговой точке. В скобках приведены 
фактические значения t критерия. 
Задание: до проведения этого исследования администрация компании 
предполагала, что эластичность спроса по цене для телевизоров марки Т 
составляет Э = - 0,9. Подтвердилось ли предположение администрации ре-
зультатами исследования? 
Задача 5. По группе из 10 заводов, производящих однородную про-
дукцию, получено уравнение регрессии себестоимости единицы продук-
ции y  (тыс. руб.) от уровня технической оснащенности x  (тыс. руб.) 
x
y
700
20~  . 
Доля остаточной дисперсии в общей составила 0,19. 
Задание: 
1) определить коэффициент эластичности, предполагая, что стои-
мость активных производственных фондов составляет 200 тыс. руб.;  
2) вычислить индекс корреляции; 
3) оценить значимость уравнения регрессии с помощью F кри-
терия. 
 
Глоссарий  
Внутренне линейная нелинейная модель с помощью преобразований 
может быть приведена к линейному виду.  
Внутренне нелинейная модель не может быть сведена к линейной 
функции. 
Индекс корреляции – показатель тесноты статистической взаимосвязи, 
выраженной в нелинейной форме. 
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Коэффициент эластичности – показатель, который измеряет, на 
сколько процентов изменится результативный признак Y, если факторный 
признак изменится на 1 %. 
Линеаризация – приведение нелинейных моделей регрессии к линей-
ному виду путем замены, логарифмирования переменных или комбиниро-
ванным способом с целью применения МНК. 
Бокса-Кокса подход - формализованная процедура подбора линеари-
зующего преобразования. 
 
Использованные информационные ресурсы 
1. Бородич С.А. Эконометрика: учебное пособие. -Мн.: Новое знание, 
2006. –Гл. 7. 
2.  Эконометрика: учеб. / под ред. В. С. Мхитаряна.- М.: Проспект, 
2008. - Гл. 7. 
 
Лекция 4(1) 
Лекция 4(1). Модели одномерных временных рядов 
Аннотация. Данная тема раскрывает порядок построения аддитив-
ных и мультипликативных моделей одномерных временных рядов.   
Ключевые слова. Тренд, сезонные и случайные колебания, аддитив-
ная модель, мультипликативная модель. 
Методические рекомендации по изучению темы 
Тема содержит лекционную часть, где даются общие представления 
по теме. 
В дополнение к лекции есть презентация, которую необходимо изу-
чить, и ответить на вопросы.  
В качестве самостоятельной работы предлагается выполнить прак-
тические задания. 
Для проверки усвоения темы имеется  тест. 
 
Вопросы для изучения: 
1. Понятие временного ряда и его основные  компоненты. 
2. Построение аддитивной модели. 
3. Построение мультипликативной модели. 
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Понятие временного ряда и его основные  компоненты 
Временной ряд - это совокупность значений какого-либо показателя 
за несколько последовательных моментов (периодов) времени (yt). 
Модели, построенные по временным рядам, называются моделями 
временных рядов. Параметры таких моделей оцениваются специальными 
методами, разработанными на основе традиционных методов регрессион-
ного анализа.  
 
 
Рис. 8.1. Три компоненты временного ряда 
Реальные данные чаще всего содержат все три компоненты. 
 
Рис. 8.2. Одновременное присутствие компонент временного ряда 
Модель, в которой временной ряд представлен как сумма его компо-
нент, называется аддитивной моделью временного ряда: tttt eSTy  . 
Модель, в которой временной ряд представлен как произведение его 
компонент, называется  мультипликативной моделью временного ряда: 
tttt eSTy  . 
Основная задача эконометрического исследования временного ряда – 
выявление и количественное измерение  тенденции, циклической и слу-
чайной компонент, с тем, чтобы использовать информацию для получения 
Каждый уровень(yt) формируется под влиянием трех 
групп факторов 
Факторы, 
формирующие 
тенденцию (Tt) 
Факторы, 
формирующие 
циклические 
колебания (St) 
Случайные 
факторы (εt)  
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прогнозных оценок или при построении моделей взаимосвязи двух или 
более временных рядов.  
При наличии тенденции и циклических колебаний значения каждого 
последующего уровня ряда зависят от предыдущих значений.  Корреляци-
онную зависимость между последовательными уровнями временного ряда 
называют автокорреляцией уровней ряда. Число периодов, по которым 
рассчитывается коэффициент автокорреляции, называется  лагом. Макси-
мальный лаг должен быть не больше n/4. Последовательность коэффици-
ентов автокорреляции уровней первого, второго и т. д. порядков называют 
автокорреляционной функцией временного ряда. График зависимости ее 
значений от величины лага  называется коррелограммой. 
Коэффициент автокорреляции уровней ряда первого порядка:  
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Коэффициент автокорреляции уровней ряда второго порядка:  
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Свойства коэффициента автокорреляции: характеризует тесноту 
только линейной связи текущего и предыдущего уровней ряда; по знаку 
коэффициента нельзя делать вывод о возрастающей или убывающей тен-
денции в уровнях.  
При помощи анализа автокорреляционной функции и коррелограммы 
можно выявить структуру ряда.  
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Рис. 8.3. Выводы о структуре временного ряда 
Методы выявления основной тенденции временного ряда: сглажива-
ние или механическое выравнивание уровней ряда; аналитическое вырав-
нивание уровней ряда. 
Типы трендов: 
- линейный тренд: tbayt ˆ ; 
- гипербола: tbayt /ˆ  ; 
- экспонента: 
ltba
t ey
ˆ ; 
- степенной тренд: bt tay ˆ ; 
- парабола k-го порядка: kkt tbtbtbay  ...ˆ
2
21 . 
Приемы выявления типа тенденции: графически; по абсолютным 
приростам и темпам роста сглаженных уровней; метод последовательных 
разностей; сравнительная оценка остаточной суммы квадратов и характе-
ристик качества регрессии. 
 
Построение аддитивной модели 
 
Рис. 8.4. Анализ структуры временного ряда 
Как выбрать тип модели? 
Самый 
высокий r1 
• Ряд содержит только тенденцию 
Самый 
высокий rƬ 
• Ряд содержит циклические колебания 
с периодичностью в Ƭмоментов 
времени  
Ни один r 
не значим 
• Ряд не содержит тенденцию и 
циклические колебания, либо имеет 
сильную нелинейную тенденцию 
Расчет значений сезонной компоненты методом 
скользящей средней 
Построение аддитивной или мультипликативной 
модели временного ряда 
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Рис. 8.5. Выбор модели временного ряда 
 
Рис. 8.6. Особенность сезонной компоненты 
 
Рис. 8.7. Процесс построения модели 
 
•Аддитивная модель 
временного ряда 
Амплитуда сезонных 
колебаний примерно 
постоянна 
 
•Мультипликативная модель 
временного ряда 
Амплитуда колебаний 
возрастает или 
уменьшается 
•Сумма значений сезонной 
компоненты по всем кварталам 
равна нулю 
Аддитивная модель 
•Сумма значений сезонной 
компоненты по всем кварталам 
равна числу периодов в цикле, 
то есть четырем 
Мультипликативная 
модель 
Расчет значений S 
для каждого уровня 
Расчет значений T 
для каждого уровня  
Расчет значений E 
для каждого уровня 
70 
 
 
Рис. 8.8. Этапы построения модели 
Построение аддитивной модели: 
1 шаг. Выравнивание уровней ряда.  Просуммируем уровни ряда за 
каждые четыре квартала со сдвигом на один момент времени . Разделив 
полученные суммы на 4, найдем скользящие средние. Найдем центриро-
ванные скользящие средние как средние значения из двух последователь-
ных скользящих средних.  
2 шаг. Расчет сезонной компоненты S.  Найдем разность между 
уровнями и центрированными скользящими средними. Расчет средней 
оценки сезонной компоненты для каждого квартала за все годы. Расчет 
скорректированной сезонной компоненты. Моделирование сезонных ко-
лебаний: 
Аддитивная модель: tttt eSTY  . 
Оценка сезонной компоненты за каждый квартал: ttt yys  . Средняя оцен-
ка сезонной компоненты для квартала за все годы: 
n
s
S
t
t

 . Скорректиро-
ванная сезонная компонента: 
4
;
4
1

 t
t
tt
S
kkSS  
3 шаг. Устранение сезонной компоненты S. Вычтем скорректирован-
ное значение сезонной компоненты  из каждого уровня исходного вре-
менного ряда. Получим: T+E=Y-S.  
 4 шаг. Расчет значений тренда.  Проведем аналитическое выравни-
вание ряда (T+E) с помощью линейного тренда. Рассчитаем значения T 
для каждого момента времени по уравнению тренда.   
Выравнивани
е ряда 
Расчет 
значений S 
Расчет  (T+E) 
или (T*E) 
через 
устранение S 
Аналитичес-
кое вырав-
нивание (T+E) 
или (T*E)  
Расчет (T+S) 
или (T*S)   
Расчет 
абсолютных 
E=Y-(T+S) и 
относитель-
ных ошибок 
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5 шаг. Расчет значений  T+S.  Прибавим к уровням T значения сезон-
ной компоненты  (S) для соответствующих кварталов.  
6 шаг. Расчет абсолютной ошибки. Выполним расчет ошибки для 
каждого уровня ряда по формуле: E=Y-(T+S). Расчет суммы квадратов аб-
солютных ошибок и ее сравнение с общей суммой квадратов отклонений 
уровней ряда.   
 
Построение мультипликативной модели 
1 шаг. Выравнивание уровней ряда. Просуммируем уровни ряда за ка-
ждые четыре квартала со сдвигом на один момент времени . Разделив по-
лученные суммы на 4, найдем скользящие средние. Найдем центрирован-
ные скользящие средние как средние значения из двух последовательных 
скользящих средних.  
2 шаг. Расчет сезонной компоненты S. Найдем оценки сезонной ком-
поненты как частное от деления  уровней на центрированные скользящие 
средние. Расчет средней оценки сезонной компоненты для каждого квар-
тала за все годы. Расчет скорректированной сезонной компоненты. Моде-
лирование сезонных колебаний: Мультипликативная модель: tttt eSTY  . 
Оценка сезонной компоненты за каждый квартал: 
t
t
t
y
y
s  . Средняя 
оценка сезонной компоненты для квартала за все годы: 
n
s
S
t
t

 . Скоррек-
тированная сезонная компонента: kSS tt  ;



4
1
4
t
tS
k . 
3 шаг. Устранение сезонной компоненты S. Разделим каждый  уро-
вень исходного временного ряда на скорректированное значение сезонной 
компоненты. Получим: T*E=Y/S.  
4 шаг. Расчет значений тренда. Проведем аналитическое выравни-
вание ряда (T*E) с помощью линейного тренда. Рассчитаем значения T 
для каждого момента времени по уравнению тренда.  
5 шаг. Расчет значений  T+S. Умножим уровни T на значения сезон-
ной компоненты  (S) для соответствующих кварталов.  
6 шаг. Расчет абсолютной ошибки. Выполним расчет ошибки для 
каждого уровня ряда по формуле: E=Y/(T*S). Расчет суммы квадратов аб-
солютных ошибок и ее сравнение с общей суммой квадратов отклонений 
уровней ряда.  
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Вопросы для самоконтроля  
1. Из каких основных компонентов складывается уровень временного 
ряда ty ? 
2.  Как можно выявить автокорреляцию в остатках ? 
3.  В каких пределах изменяется статистика Дарбина – Уотсона? 
 4. Как записывают аддитивную модель временного ряда ? 
5. Когда применяют мультипликативную модель временного рядa? 
5.  В чем суть коэффициента автокорреляции временного ряда ? 
6.  Что называют лагом во временных рядах ?  
7.  В чем заключается метод аналитического выравнивания временно-
го ряда? 
8.  Что представляет собой автокорреляционная функция временного 
ряда? 
9.  Назовите этапы построения тренд-сезонных моделей временных 
рядов. 
10. В чем отличие аддитивной и мультипликативной моделей времен-
ных рядов? 
11. Чему равна сумма сезонных компонент в аддитивной модели вре-
менного ряда? 
 
Задания для практики 
Задача 1. На основе помесячных данных за последние 4 года  была 
построена аддитивная модель временного потребления тепла. Скорректи-
рованные значения сезонной компоненты приведены в таблице: 
Январь + 30 май - 20 сентябрь - 10 
февраль + 25 июнь - 34 октябрь ? 
март + 15 июль - 42 ноябрь +22 
апрель - 2 август - 18 декабрь +27 
Уравнение тренда выглядит так: 
tT  3,1350  
Задание: Определите значение сезонной компоненты за октябрь, а 
также точечный прогноз потребления тепла на 1 квартал следующего го-
да. 
Задача 2. На основе поквартальных данных за 16 лет построена муль-
типликативная модель некоторого временного ряда. Скорректированные 
значения сезонной компоненты равны: 
I квартал – 1,4. 
73 
 
II квартал – 0,6. 
III квартал – 0,5. 
IV квартал - ? 
Уравнение тренда имеет вид: 
tT  2,04,10       
Задание: Определите значение сезонной компоненты за IV квартал и 
прогноз на II и III кварталы следующего года. 
 
Задача 3. На основе квартальных данных объемов продаж 1999 – 
2004 гг. была построена аддитивная модель временного ряда.  Трендовая 
компонента имеет вид: tT  3260       
Показатели за 2004 г. приведены в таблице: 
Квартал Фактический 
объем продаж 
Компонента аддитивной модели 
трендовая сезонная случайная 
1 270 T1 S1 -9 
2 Y2 T2 10 +4 
3 310 T3 40 E3 
4 Y4 T4 S4 E4 
ИТОГО: 1200    
Задание: Заполните недостающие данные в таблице. 
 
Задача 4. Имеются следующие данные об уровне безработицы yt (%) 
за 8 месяцев: 
Месяц … 1 2 3 4 5 6 7 8 
yt 8,8 8,6 8,4 8,1 7,9 7,6 7,4 7,0 
Задание:  
1. Определите коэффициенты автокорреляции уровней этого ряда 
первого и второго порядка. 
2.  Обоснуйте выбор уравнивания тренда и определите его параметры. 
3.  Интерпретируйте полученные результаты. 
Глоссарий 
Автокорреляция уровней ряда – корреляционная зависимость между 
уровнями временного ряда. 
Аддитивная модель временного ряда – временной ряд представлен 
как сумма циклической, трендовой и случайной компонент. 
Аналитическое выравнивание временного ряда – способ моделирова-
ния тенденции временного ряда посредством построения аналитической 
функции, характеризующей зависимость уровней ряда от времени. 
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Временной ряд – совокупность значений какого-либо показателя за 
несколько последовательных моментов времени.  
Коррелограмма – график зависимости значений автокорреляционной 
функции временного ряда от величины лага. 
Лаг – число периодов, по которым рассчитывается коэффициент кор-
реляции временного ряда.  
Мультипликативная  модель временного ряда – временной ряд пред-
ставлен как произведение циклической, трендовой и случайной компо-
нент. 
Модель временного ряда – разновидность эконометрической модели, 
в которой результативный признак является функцией переменной време-
ни или переменных, относящихся к другим моментам времени. 
Сезонная компонента – компонента временного ряда, которая харак-
теризует внутригодичные колебания показателя. В общем виде является 
циклической составляющей.  
Тренд – это основная достаточно устойчивая тенденция во временном 
ряду, более или менее свободная от случайных колебаний.  
Использованные информационные ресурсы 
1. http://tulpar.kpfu.ru/mod/resource/view.php?id=11844  
http://tulpar.kpfu.ru/mod/resource/view.php?id=11845 
2. Бородич С. А. Эконометрика: учебное пособие. -Мн.: Новое знание, 
2006.  – Гл. 12. 
3. Эконометрика: учеб. /под ред. И. И. Елисеевой. -М.: Проспект, 
2010.- Гл. 6,7. 
 
Лекция 4(2) 
Лекция 4(2). Модели стационарных и нестационарных времен-
ных рядов 
Аннотация. Данная тема раскрывает особенности моделей стацио-
нарных и нестационарных временных рядов и методы их оценивания. 
Ключевые слова. Стационарный процесс, модель авторегрессии, мо-
дель Бокса-Дженкинса. 
Методические рекомендации по изучению темы 
Тема содержит лекционную часть, где даются общие представления 
по теме. 
В дополнение к лекции есть презентация, которую необходимо изу-
чить, и ответить на вопросы.  
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В качестве самостоятельной работы предлагается выполнить прак-
тические задания. 
Для проверки усвоения темы имеется  тест. 
 
Вопросы для изучения: 
1.  Модели стационарных и нестационарных временных рядов, их 
идентификация. 
2.  Модель авторегрессии–скользящего среднего (модель ARMA).  
3. Авторегрессионная модель проинтегрированного скользящего 
среднего (модель ARIMA).  
 
Модели стационарных и нестационарных временных рядов, их 
идентификация 
Набор случайных переменных X(t) называется стохастическим про-
цессом. Стохастический процесс Xt называется стационарным в сильном 
смысле, если совместное распределение вероятностей всех переменных 
Xt1, Xt2,…, Xtn, такое же, что и для переменных Xt1+, Xt2+,…, Xtn+. 
Для стационарного процесса  в слабом смысле  среднее и дисперсия 
независимо от рассматриваемого периода времени имеют постоянное зна-
чение, а автоковариация зависит только от длины лага между рассматри-
ваемыми переменными.  
Временной ряд x1,x2,...,xt, т.е. конкретная реализация стационарного 
стохастического процесса Xt, также называется стационарным. 
 
Рис. 9.1. Признаки стационарности 
Процесс называется нормальным, если совместное распределение 
Xt1,Xt2,…,Xtn – это n-мерное нормальное распределение. 
«Белым шумом» называется чисто случайный стационарный процесс, 
т е. ряд независимых, одинаково распределенных  случайных величин ai.  
Стационарность означает отсутствие: 
тренда 
систематиче
с-ких 
изменений 
дисперсии 
строго 
периодичны
х колебаний 
систематиче
ски изменя-
ющихся 
взаимозави-
симостей 
между 
элементами 
временного 
ряда 
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Модели стационарных временных рядов: 
- модели авторегрессии порядка p (АР(p) – модели); 
- модели скользящего среднего порядка q(СС(q)-модели); 
- авторегрессионные модели со скользящими средними в остатках;  
- (APCC(p,q)-модели); 
- простая и обобщенная модели авторегрессионных условно гетеро-
скедастичных остатков. 
АР(p) – модели: 
Р=1, марковский процесс: 1 ttt  ; 
Р=2, процесс Юла: 2211   tttt  ; 
Р≥3: 


p
j
jtt jt
1
)( , где  
δ - «белый шум»; 
 α- числовой коэффициент  
εt - шок или импульс. 
СС(q)-модели: 
q=1: 1 ttt  ; 
q=2: 2211   tttt  ; 
q≥3: qtqtttt    ...2211 . 
APCC(p,q)- модель: 
qtqttptptt    ...... 1111 . 
Модели нестационарных временных рядов:  
- модель авторегрессии – проинтегрированного скользящего среднего 
(АРПСС(p,q,k) – модель); 
- модели рядов, содержащих сезонную компоненту; 
- регрессионные модели с распределенными лагами. 
АРПСС(p,q,k) – модель (модель Бокса Дженкинса, ARIMA-модель) – 
это модель авторегрессии (левая часть) – проинтегрированного скользя-
щего среднего (правая часть):  
))()_,(()()_,( tFBStxFA q
k
p   . 
Параметрические тесты на стационарность: 
1) Тестирование  математического ожидания по статистике Стьюден-
та требует разбить временной ряд (1,T) на две части, не обязательно оди-
наковые, H0 – гипотеза о постоянстве  математического ожидания: 
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2) Тестирование  математического ожидания по статистике Фишера 
(если количество наблюдений достаточно велико), Н0 – гипотеза о посто-
янстве математического ожидания временного ряда. Интервал наблюде-
ний делится на несколько частей. 
 
 
 
 
 
 
где, n – число частей разбиения интервала (1,Т); Tj-  число измерений 
переменной yt на j-ой части; j=1,2,…,n; 
- среднее значение временного ряда; 
- средняя дисперсия. 
Проверка гипотезы о постоянстве дисперсии временного ряда в слу-
чае его  разбиения на две части обычно осуществляется с использованием 
двухстороннего критерия Фишера.  
 
 
 
 
 
При средних (от 40 до 100) и больших (более 100) объемах временно-
го ряда для проверки гипотезы о постоянстве дисперсии временного ряда 
применяется стандартизованное нормальное распределение, H0 – гипотеза 
о постоянстве дисперсии временного ряда.  
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Модель авторегрессии–скользящего среднего (модель ARMA).  
Использование моделей авторегресии основано на предположении о 
том, что текущее значение такого процесса может быть выражено в виде 
линейной комбинации  предыдущих значений и случайной ошибки, обла-
дающей  свойствами «белого шума».  
Построение модели АР(k) сводится к решению двух задач: определе-
ние рационального порядка модели (величины k); оценивание параметров 
модели на основе уравнений Юла-Уокера.  
 
 
Система уравнений Юла-Уокера: 
 
 
 
 
 
r1,r2,…rk – известные оценки коэффициентов автокорреляции; 
a1,a2,…ak -  неизвестные оценки коэффициентов модели.  
Модель авторегрессии первого порядка АР(1):  
 
 
Модель авторегрессии второго порядка АР(2):  
 
 
 
 
 
 
 
В моделях скользящего среднего  текущее значение стационарного 
процесса второго порядка  yt  представлено в виде линейной комбинации 
текущего и прошедших значений значений ошибки , соответствующей 
«белому шуму».  
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Модель скользящего среднего первого порядка СС(1):  
 
 
 
 
 
Модель скользящего среднего второго порядка СС(2):  
 
 
 
 
Модель  авторегрессии - скользящего среднего АРСС(k,m) - (Auto 
Regressive-Moving Average (ARMA (k,m))  
Включает члены, описывающие авторегрессионные составляющие, и чле-
ны, моделирующие остаток  в виде процесса скользящих средних. В ней, k 
– порядок авторегрессии, m – порядок скользящего среднего.  
 
Такая модель может интерпретироваться как линейная модель мно-
жественной регрессии, в которой в качестве объясняющих переменных 
выступают прошлые  значения самой зависимой переменной, а в качестве 
регрессионного остатка – скользящие средние из элементов «белого шу-
ма». В экономических задачах чаще всего используют  простейшую мо-
дель ARMA (1,1): 
 
 
Значения автокорреляционной функции для ARMA (1,1)  будут иметь вид:  
 
 
 
 
Авторегрессионная модель проинтегрированного скользящего 
среднего (модель ARIMA). 
Модель  авторегрессии – принтегрированного скользящего среднего 
АРПСС(k,m,q) - (Auto Regressive Integrated Moving Average (ARIMA 
(k,m,q)) или модель Бокса-Дженкинса. Экономические временные ряды 
чаще всего бывают нестационарными. Нестационарность проявляется в 
наличии неслучайной составляющей f(t). Если случайный остаток  после 
вычитания f(t) представляет собой стационарный временной ряд, то ис-
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ходный ряд называется нестационарным однородным. Для описания не-
стационарных однородных временных рядов применяется модель Бокса-
Дженкинса (ARIMA –модель).  
ARIMA –модель используется для описания временных рядов, обладаю-
щих следующими свойствами: 
 - ряд включает (аддитивно) составляющую f(t), имеющую вид алгебраи-
ческого полинома; 
- ряд после процедур последовательных разностей может быть описан мо-
делью ARMA (k,m).  
Наиболее распространены ARIMA (k,m,q) – модели, со значениями  
параметров, не превышающими 2, q – порядок разности (дискретной про-
изводной).  
Этапы методологии Бокса-Дженкинса: 
1. Тестирование исходного ряда на стационарность. Анализ авто-
корреляционной функции. Переход к стационарному ряду путем взятия 
последовательных разностей  (дискретные производные). Определение 
параметра q. 
2. Исследование характера автокорреляционной функции и предпо-
ложение о значениях параметров k (порядок авторегрессии) и m (порядок 
скользящего среднего). 
3. Оценивание параметров ARIMA (k,m,q) – модели. 
4. Проверка пробной модели на адекватность путем анализа ряда ос-
татков.  
У адекватной модели остатки должны быть похожими на «белый 
шум», то есть выборочные автокорреляции не должны существенно отли-
чаться от нуля.  Если модель адекватна исходным данным и ошибки яв-
ляются «белым шумом», то распределение коэффициентов автокорреля-
ции приближается к нормальному с нулевым математическим ожиданием 
и дисперсией 1/n.  
Для обнаружения «белого шума» в остатках применяют Q-
статистику Бокса-Пирса,  H0 об отсутствии автокорреляции в остатках: 
  
 
 
 
Критерии качества подгонки модели Бокса-Дженкинса: 
Критерий Акайка (Akaike information criterion, AIC):  
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Выбор следует сделать в пользу модели с меньшим значением AIC.  
Критерий Шварца (Swarz criterion):  
 
 
 
 
 
АРПСС(p,q,k) – модель (модель Бокса Дженкинса, ARIMA-модель) – это 
модель авторегрессии (левая часть) – проинтегрированного скользящего 
среднего (правая часть): 
 
  
Вопросы для самоконтроля  
1. Дайте определение стационарного временного ряда в узком и ши-
роком смысле слова. 
2. Назовите виды моделей стационарных временных рядов.  
3. Как выглядит модель, описывающая процесс Юла? 
4. Охарактеризуйте поведение автокорреляционных функций при 
стационарности процесса AR(2). 
5. Что такое процесс «случайного блуждания»? 
6. Дайте определение авторегрессионного процесса скользящего 
среднего. 
7. В чем отличие ARIMA-процессов от  ARMA-процессов. 
8. Какие методы оценивания параметров ARIMA-процессов наиболее 
предпочтительны? 
9. Назовите критерии выбора наилучшей ARIMA-модели. 
 
Задания для практики 
Задача 1. Дана модель авторегрессии третьего порядка 
. 
Задание: построить характеристическое уравнение, найти его корни и 
установить, является ли указанный авторегрессионный процесс стацио-
нарным. 
Задача 2. Для авторегрессии второго порядка  
ttttt yyyy   321 75,025,03

















n
e
n
mk
AIC
n
t
t
1
2
ln

















n
e
n
nqp
SIK
n
t
t
1
2
ln
ln)(
))()_,(()()_,( tFBStxFA q
k
p  
82 
 
 найдены выборочные значения автокорреляци-
онной функции: 0,853, 0,826. 
Задание: Оценить параметры авторегрессии, используя для этого  
уравнения Юла-Уолкера. 
Задача 3. Задание: оценить параметры авторегрессии второго порядка  
  по следующим наблюдениям: 
 1 2 3 4 5 6 7 8 9 10 11 12 13 
 0,1 -2,5 -4 2,5 -0,2 -2,7 0,1 0,9 3,1 -0,5 1,8 0,5 1,9 
Задача 4. Модель зависимости объемов продаж компании в среднем 
за месяц от расходов на рекламу была следующая (млн. руб):  
. 
Задание: найти краткосрочный, долгосрочный мультипликатор и 
средний лаг. 
 
Глоссарий 
Авторегрессионая модель – разновидность динамической экономет-
рической модели, которая содержит в качестве факторных переменных 
лаговые значения эндогенных переменных. 
Авторегрессия – регрессия, учитывающая влияние предыдущих 
уровней на последующие.  
 Бокса Дженкинса модель – это модель авторегрессии (левая часть) – 
проинтегрированного скользящего среднего (правая часть), описывающая  
нестационарный однородный временной ряд. 
Бокса-Пирса статистика – статистический критерий для обнаруже-
ния «белого шума» в остатках регрессии. 
Коинтеграция – причинно-следственная связь в уровнях двух или бо-
лее временных рядов, которая выражается в совпадении или противопо-
ложной направленности их тенденций и случайной колеблемости. 
Модель авторегрессии – скользящего среднего – это линейная модель 
множественной регрессии, в которой в качестве объясняющих перемен-
ных выступают прошлые  значения самой зависимой переменной, а в ка-
честве регрессионного остатка – скользящие средние из элементов «бело-
го шума». 
Ряд Фурье – в гармониках Фурье исходным рядом является не пер-
вичный ряд за несколько лет, а усредненные значения месячных уровней, 
в которых исключены тренд и случайная компонента. 
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2. Бородич С.А. Эконометрика: учебное пособие. -Мн.: Новое 
знание, 2006.- Гл. 12. 
 
Лекция 5(1) 
Лекция 5(1). Понятие о системах эконометрических уравнений 
Аннотация. Данная тема излагает типы систем эконометрических 
уравнений. 
Ключевые слова. Система взаимозависимых уравнений, идентифи-
кация системы взаимозависимых уравнений, структурная и приведенная 
формы модели. 
Методические рекомендации по изучению темы 
 Тема содержит лекционную часть, где даются общие представления по 
теме. 
 В дополнение к лекции есть презентация, которую необходимо изучить, и 
ответить на вопросы.  
 В качестве самостоятельной работы предлагается выполнить практиче-
ские задания. 
 Для проверки усвоения темы имеется  тест. 
 
Вопросы для изучения: 
1. Понятие о системах уравнений. Системы независимых уравнений и 
системы взаимозависимых уравнений. 
2. Структурная и приведенная формы модели. 
3. Идентификация модели. 
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Понятие о системах уравнений. Системы независимых уравнений 
и системы взаимозависимых уравнений 
 
 
Рис. 10.1. Необходимость систем уравнений 
 
 
Рис. 10.2. Составляющие систем уравнений 
Эндогенные переменные обычно обозначаются как y. Это зависимые 
переменные, значения которых определяются внутри модели. Их число 
равно числу уравнений в системе. 
Экзогенные переменные обычно обозначаются как x. Это внешние по 
отношению к модели переменные. Они влияют на эндогенные перемен-
ные, но не зависят от них. 
Структура связей между факторами описывается системой 
одновременных (структурных) уравнений  
Отдельное уравнение регрессии не может характеризовать 
истинные влияния факторов на y. 
Изменение одного фактора, как правило, не может 
происходить при неизменности других. 
переменные 
эндогенные 
экзогенные 
уравнения 
поведенческие 
уравнения 
уравнения-
тождества 
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Лаговые переменные – это значения эндогенных переменных за 
предшествующий период времени (yt-1). В модели участвуют в качестве 
экзогенных переменных.  
В поведенческих уравнениях описываются взаимодействия между пе-
ременными. 
В уравнениях-тождествах описываются соотношения, которые долж-
ны выполняться во всех случаях. Тождества не содержат подлежащие 
оценке параметры a и b, а также случайное отклонение ε.  
 
 
Рис. 10.3. Виды систем уравнений 
В системе независимых уравнений каждая зависимая переменная y 
рассматривается как функция одного и  того же набора факторов x:  
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Рис. 10.4. Включение факторов в модель 
Система независимых уравнений с различным набором факторов:  
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Системы эконометрических уравнений 
Система 
независимых 
уравнений 
Система 
рекурсивных 
уравнений 
Система 
взаимозависимых 
(одновременных) 
уравнений 
• Экономическая 
нецелесообразность 
включения фактора в 
модель 
• Незначимое значение t-
статистики и частного F-
критерия 
Набор 
факторов xi в 
каждом 
уравнении 
может 
изменяться 
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В системе рекурсивных уравнений каждое последующее уравнение 
включает  в качестве факторов все зависимые переменные  y предшест-
вующих уравнений наряду с набором собственно факторов х: 
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В системе взаимозависимых уравнений одни  и те же зависимые пе-
ременные y в одних уравнениях входят в левую часть, а в других уравне-
ниях – в правую часть системы: 
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Структурная и приведенная формы модели 
Система взаимозависимых (одновременных) уравнений, описываю-
щая структуру связей  между переменными, называется структурной фор-
мой модели. 
Коэффициенты bi и aj называются структурными коэффициентами 
модели. 
Все переменные в модели выражены в отклонениях от среднего уров-
ня (x-xср; y-yср), поэтому свободный член в каждом уравнении отсутствует.  
Структурная форма модели:  
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Приведенная форма модели представляет собой систему линейных 
функций эндогенных переменных от экзогенных. 
В каждое приведенное уравнение включаются все экзогенные  пере-
менные структурной модели. 
Приведенные коэффициенты представляют собой нелинейные функ-
ции коэффициентов структурной модели. Приведенная форма модели: 
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Почему нужна приведенная форма модели? 
 
Рис. 10.5. МНК-оценки структурных коэффициентов 
 
Идентификация модели 
 
Рис. 10.6. Идентификация модели 
Виды структурных моделей: 
- идентифицируемые; 
- неидентифицируемые; 
- сверхидентифицируемые. 
Приведенные коэффициенты можно оценить обычным 
МНК и затем определить структурные коэффициенты 
Для нахождения структурных коэффициентов структурная 
модель преобразуется в приведенную 
Обычный МНК дает смещенные и несостоятельные оценки 
структурных коэффициентов и поэтому не применим 
•единственность 
соответствия между 
структурной и 
приведенной формами 
модели 
•возможность оценки 
структурных 
коэффициентов по 
приведенным 
Идентификация 
модели – это: 
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Рис. 10.7. Признаки идентификации 
Необходимое условие идентификации: D+1=H - уравнение идентифи-
цируемо; D+1<H - уравнение неидентифицируемо; D+1>H - уравнение 
сверхидентифицируемо. D - число экзогенных переменных, которые со-
держатся в системе, но не входят в данное уравнение; H - число эндоген-
ных переменных в уравнении. 
Достаточное условие идентификации: определитель матрицы, состав-
ленной из коэффициентов при переменных, отсутствующих в исследуе-
мом уравнении, не равен нулю, и ранг этой матрицы не менее числа эндо-
генных переменных системы без единицы. 
Следует помнить, что на идентификацию проверяется каждое уравне-
ние модели. 
 
Рис. 10.8. Вывод об идентификации 
•Число параметров структурной модели 
равно числу параметров приведенной 
модели 
•Применяется косвенный МНК 
Модель 
идентифицируема 
•Число параметров структурной модели 
больше числа параметров приведенной 
модели 
•Нельзя оценить структурные коэффициенты 
Модель 
неидентифицируема 
(недоопределена) 
•Число параметров структурной модели 
меньше числа параметров приведенной 
модели 
•Применяется двухшаговый МНК 
Модель 
сверхидентифицируема   
(переопределена) 
• Если каждое уравнение 
модели 
идентифицируемо 
Модель 
идентифицируема 
• Если хотя бы одно 
уравнение модели 
неидентифицируемо  
Модель 
неидентифицируем
а 
•Если хотя бы одно 
уравнение 
сверхидентифицируемо  
Модель 
сверхидентифици-
руема 
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Вопросы для самоконтроля  
1. Перечислите возможные способы построения систем уравнений. 
Чем они отличаются друг от друга? 
2. Как связаны между собой структурная и приведенная формы моде-
ли? 
3. В чем суть косвенного МНК?  
4. Когда модель считается идентифицируемой? 
5. Какой метод оценки структурных коэффициентов и почему исполь-
зуется для точноидентифицируемой модели? 
 6. Когда выполняется необходимое условие идентификации ? 
 7. Какие переменные могут стоять в правой части структурной фор-
мы взаимозависимой системы? 
8. Какие переменные могут стоять в правой части структурной формы 
системы независимых уравнений? 
 9. Когда можно использовать обычный МНК для оценки каждого из 
уравнений системы одновременных уравнений? 
 10. Когда выполняется достаточное условие идентификации? 
 
Задания для практики 
Задача 1.  Модель Менгеса имеет следующий вид:  
Yt = a1 + b11Yt-1 + b12It + e1, 
It = a2 + b21Yt + b22Qt  + e2, 
Ct = a3 + b31Y + b32Ct-1 + b33Pt + e3, 
Qt = a4 + b41Qt-1 + b42Rt + e4. 
где      Y – национальный доход; 
С – расходы на личное потребление; 
I – чистые инвестиции; 
Q – валовая прибыль экономики; 
P – индекс стоимости жизни; 
R – объем продукции промышленности; 
t – текущий период; 
t – 1 – предыдущий период. 
Задание: Применив  необходимое и достаточное условие идентифи-
кации, определите, идентифицировано ли каждое из уравнений модели. 
Определите метод оценки параметров модели. Запишите приведенную 
форму модели. 
Задача 2. Одна из версий модели Кейнса имеет вид: 
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где C - расходы на потребление; 
      Y - доход; 
I - инвестиции;  
G - государственные расходы; 
t - текущий период; 
     1t  - предыдущий период. 
Задание: Применив  необходимое и достаточное условие идентифи-
кации, определите, идентифицировано ли каждое из уравнений модели. 
Определите метод оценки параметров модели. Запишите приведенную 
форму модели. 
Задача  3. 
Имеется следующая структурная модель: 
Y1 = b12Y2 + a11X1+ a12X2, 
Y2 = b21Y1 + b23Y3 + a22X2, 
Y3 = b32Y2 + a31X1 + a33X3. 
Приведенная форма исходной модели имеет вид: 
Y1 = 2X1 – 4X2 + 10X3, 
Y2 = X1 + 3X2 + 2X3, 
Y3 = -6X1 + 7X2 + 6X3. 
Задание: Проверьте структурную форму модели на идентификацию. 
 
Глоссарий 
Достаточное условие идентификации – определитель матрицы, со-
ставленный из коэффициентов при переменных, отсутствующих в иссле-
дуемых уравнениях, не равен нулю, и ранг этой матрицы не менее числа 
эндогенных переменных системы без единицы. Для решения идентифици-
руемого уравнения применяется косвенный МНК, для решения сверх-
идентифицируемого – двухшаговый МНК. 
Необходимое условие идентификации - выполнение счетного 
правила:D+1=H – уравнение идентифицируемо, D+1<H – уравнение не-
идентифицируемо, D+1>H – уравнение сверхидентифицируемо (Н – число 
эндогенных переменных в уравнении, D – число предопределенных пере-
менных, отсутствующих в уравнении, но присутствующих в системе). 
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Приведенная форма модели  - система линейных функций эндогенных 
переменных от всех предопределенных переменных системы.  
Система взаимосвязных (совместных) уравнений – одни и те же зави-
симые переменные в одних уравнениях входят в левую часть, а в других – 
в правую. 
Система независимых уравнений – каждая зависимая переменная у 
рассматривается как функция одного и того же набора факторов х. 
Система рекурсивных уравнений – зависимая переменная у одного 
уравнения выступает в виде фактора х в другом уравнении. 
Экзогенные переменные – независимые переменные, которые опреде-
ляются вне системы. 
Эндогенные переменные – взамосвязные переменные которые опреде-
ляются внутри модели. 
 
Использованные информационные ресурсы 
1. http://tulpar.kpfu.ru/mod/resource/view.php?id=11859 
2. Бородич С.А. Эконометрика: Учебное пособие. -Мн.: Новое зна-
ние,2006,408 с. Глава 13. 
3. Эконометрика: учеб. /под ред. И. И. Елисеевой. -М.: Проспект, 
2010.- Гл. 9. 
 
Лекция 5(2) 
Лекция 5(2). Методы оценки систем одновременных уравнений 
Аннотация. Данная тема раскрывает методы оценки систем эконо-
метрических уравнений. 
Ключевые слова. Косвенный метод наименьших квадратов, двухша-
говый метод наименьших квадратов, модели спроса-предложения. 
Методические рекомендации по изучению темы 
Тема содержит лекционную часть, где даются общие представления 
по теме. 
В дополнение к лекции есть презентация, которую необходимо изу-
чить, и ответить на вопросы.  
В качестве самостоятельной работы предлагается выполнить прак-
тические задания. 
Для проверки усвоения темы имеется  тест. 
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Вопросы для изучения: 
1. Косвенный, двухшаговый и трехшаговый МНК.  
2. Применение систем уравнений для построения макроэкономиче-
ских моделей и моделей спроса – предложения. 
Косвенный, двухшаговый и трехшаговый МНК 
Косвенный МНК применяется для оценивания идентифицируемых 
систем одновременных уравнений. 
 
Рис. 11.1. Этапы косвенного МНК 
 
 
 
Рис. 11.2. Двухшаговый метод наименьших квадратов 
 
Рис. 11.3. Основная идея двухшагового метода наименьших квадратов 
Таким образом, метод наименьших квадратов используется дважды:  
Исходя из 
структурных 
уравнений, 
строятся 
приведенные 
уравнения 
Определяются 
МНК-оценки 
приведенных 
коэффициентов 
Оцениваются 
структурные 
коэффициенты 
В этом случае наиболее простым является 
двухшаговый метод наименьших квадратов (ДМНК) 
Если система сверхидентифицируема, то КМНК не 
дает однозначных оценок для параметров 
Подставить их вместо фактических значений и применить обычный МНК к 
структурной форме сверхидентифицируемого уравнения 
На основе приведенной формы модели получить для 
сверхидентифицируемого уравнения теоретические значения эндогенных 
переменных, содержащихся в правой части уравнения  
Основная идея ДМНК 
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1)  При определении приведенной формы модели и нахождении на ее ос-
нове оценок эндогенной переменной  
2) При определении структурных коэффициентов структурного сверх-
идентифицируемого уравнения на основе оценок эндогенных переменных  
 
Рис. 11.4. Оценка структурных коэффициентов 
Применим ДМНК к простейшей сверхидентифицируемой модели: 
 
 
 
1 уравнение является сверхидентифицируемым: H=1 (y1), D=1 (x2) и  
D+1>H.  
2 уравнение  является точно идентифицируемым: H=2 (y1, y2), D=1 (x1) и  
D+1=H. 
Условные данные по пяти регионам 
Регион Y1  Y2  X1  X2  
1  2 5 1 3 
2  3 6 2 1 
3  4 7 3 2 
4  5 8 2 5 
5  6 5 4 6 
Средние 4 6,2 2,4 3,4 
 
Приведенная форма модели составит:  
 
 
 
 
•То для оценки структурных 
коэффициентов каждого 
уравнения используется ДМНК 
Если все уравнения 
системы 
сверхидентифицируемы 
•То структурные коэффициенты 
по точно идентифицируемым 
уравнениям находятся из 
системы приведенных 
уравнений 
Если в системе есть  точно 
идентифицируемые 
уравнения 
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Используя отклонения от средних уровней, для первого уравнения 
приведенной формы  модели система нормальных уравнений составит:  
 
 
 
 
 
 
Используя отклонения от средних уровней, для второго уравнения 
приведенной формы  модели система нормальных уравнений составит:  
 
 
 
 
 
 
Таким образом, приведенная форма модели имеет вид:  
 
 
На основе второго уравнения данной системы можно найти теорети-
ческие значения (оценки) для эндогенной переменной y2. Затем, используя 
сверхидентифицируемое структурное уравнение:  y1=b12(y2+x1),  и заменив 
фактические значения y2 их оценками, найдем значения новой переменной 
z:  
Расчетные  данные для второго шага ДМНК 
X1 X2 Y2 (тео-
рет) 
Z Y1 Y1Z Z2  
-1,4 -0,4 0,103 -1,297 -2 2,594 1,682  
-0,4 -2,4 0,042 -0,358 -1 0,358 0,128  
0,6 -1,4 -0,035 0,565 0 0 0,319  
-0,4 1,6 0,020 -0,380 1 -0,380 0,144  
1,6 2,6 -0,130 1,470 2 2,940 2,161  
Cумма 
=0 
0 0 0 0 5,512 4,434  
Далее применим МНК к уравнению y1=b12(y2+x1):  
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Таким образом, первое сверхидентифицируемое структурное уравне-
ние составит:  
Второе точно идентифицируемое структурное уравнение найдем из 
системы приведенных уравнений:  
 
 
С этой целью из второго уравнения приведенной формы модели следует 
исключить x1, выразив его через первое уравнение и подставив во второе:  
 
 
 
 
Таким образом, второе уравнение структурной формы модели:  
 
В целом рассматриваемая система одновременных уравнений соста-
вит:  
 
Двухшаговый метод наименьших квадратов является наиболее общим  
и широко распространенным  методом решения системы одновременных  
уравнений. Для точно идентифицируемых уравнений ДМНК дает  тот же 
результат, что и КМНК.  
 
Применение систем уравнений для построения макроэкономи-
ческих моделей и моделей спроса – предложения 
 
Рис. 11. 5. Основные направления использования систем эконометриче-
ских уравнений 
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Статическая модель Кейнса:  
 
 
 
С – личное потребление в постоянных ценах; 
y – национальный доход в постоянных ценах; 
 - случайная составляющая; 
I – инвестиции в постоянных ценах.  
В силу наличия тождества в модели структурный коэффициент b не может 
быть больше 1. Он характеризует предельную склонность к потреблению. 
Так, если b=0,65, то из каждой дополнительной 1 тыс. руб. дохода на по-
требление расходуется в среднем 650 руб. и 350 руб. инвестируется. Если 
b>1, то y< С+I, то есть на потребление расходуются не только доходы, но 
и сбережения. Структурный коэффициент b используется для расчета 
мультипликаторов. Инвестиционный мультипликатор потребления рас-
считывается по формуле:  
 
 
Эта величина означает, что дополнительные вложения в размере 1 тыс. 
руб. приведут при прочих равных условиях к дополнительному увеличе-
нию потребления на 1,857 тыс. руб.  
Инвестиционный мультипликатор национального дохода рассчитыва-
ется по формуле:  
 
 
 
Эта величина означает, что дополнительные инвестиции в размере 1 тыс. 
руб.  на длительный срок приведут при прочих равных условиях к допол-
нительному доходу в  2,857 тыс. руб.  
Динамическая модель Клейна:  
 
 
 
 
 
 
Сt – функция потребления в период t; St – заработная плата в период t;Pt – 
прибыль в период t; Pt-1 – прибыль в период t-1; Rt – общий доход в пери-
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од t; Rt-1 – общий доход в предыдущий период;t – время;Tt – чистые 
трансферты в пользу администрации в период t; It – капиталовложения в 
период t;Gt – спрос административного аппарата, правительственные рас-
ходы в период t.  
Динамическая модель Клейна сверхидентифицируема  и решаема ДМНК. 
Для прогнозных целей используется приведенная форма модели:  
 
 
 
 
 
 
В данной модели коэффициенты при экзогенных переменных  T и G яв-
ляются мультипликаторами, отвечающими на вопрос: На сколько единиц 
изменится значение эндогенной переменной, если экзогенная переменная 
изменится на одну единицу своего измерения. Коэффициенты d1, d6, d11, 
d16, d21 – мультипликаторы  чистых трансфертов в пользу администрации 
относительно личного потребления d1, инвестиций d6, заработной платы 
d11, дохода d16 и прибыли d21. Соответственно коэффициенты d2, d7, d12, d17, 
d22 являются мультипликаторами правительственных расходов относи-
тельно соответствующих эндогенных переменных.  
Динамическая модель Кейнса:  
 
 
 
Yt – имеющийся в распоряжении доход в период времени t; Сt – частное 
потребление в период времени t; Pt – валовой национальный продукт в пе-
риод времени t; Yt-1 – доход предыдущего года; Gt  - общественное по-
требление; It – валовые капиталовложения; Lt – изменение складских запа-
сов; Zt – сальдо платежного баланса. 
Первое уравнение динамической модели Кейнса является сверхиден-
тифицируемым, а второе и третье – тождествами, доход является лаговой 
переменной.  
Линейная модель спроса и предложения:  
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Qd – спрашиваемое количество благ (объем спроса); 
Qs – предлагаемое количество благ (объем предложения).  
В этой системе три эндогенные переменные – Qd, Qs  и P. При этом если 
Qd  и Qs представляют  собой эндогенные переменные исходя из структу-
ры самой системы (они расположены в левой части), то P является эндо-
генной по экономическому содержанию (цена зависит от предлагаемого и 
испрашиваемого количества благ), а также в результате наличия тождест-
ва Qd=Qs. Линейная модель спроса и предложения не содержит экзоген-
ной переменной. Однако для того, чтобы модель имела статистическое 
решение и можно было убедиться в ее справедливости, в модель вводятся 
экзогенные переменные: R и W, после чего модель становится идентифи-
цируемой и может быть оценена КМНК.  
 
 
 
 
R – доход на душу населения; 
W – климатические условия (например, спрос и предложение на зерно).  
 
Вопросы для самоконтроля  
1. Для оценки каких систем возможно применять обычный МНК?  
2. В чем суть косвенного МНК?  
3. Всегда ли можно применить косвенный МНК?  
4. В чем суть двухшагового МНК и когда он применяется? 
5. Что представляют собой мультипликаторные модели кейнси-
анского типа? 
6. Приведите пример динамической модели экономики. 
 
Задания для практики 
Задача 1. Имеется следующая модель: 
121221211111   ybxaxay , 
212132322222   ybxaxay , 
333313133   xaxay . 
Приведенная форма этой модели имеет вид: 
13211 41086  xxxy , 
23212 8701216  xxxy , 
33213 522510  xxxy . 
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Задание: определить все возможные структурные коэффициенты на 
основе приведенной формы модели. 
Задача 2. Имеется следующая гипотетическая структурная модель:  
12121112121  xaxayby , 
22223231212  xaybyby , 
33331312323  xaxayby . 
Приведенная форма исходной модели имеет вид: 
3211 263
~ xxxy  , 
3212 1042
~ xxxy  , 
3213 565
~ xxxy  . 
Задание: 
1) проверить структурную форму модели на идентифицируемость; 
2) определить структурные коэффициенты модели. 
Задача 3. Рассматривается следующая модель:  
11112121  xayby , 
22223231212  xaybyby , 
33332321313  xaybyby . 
Приведенная форма этой модели имеет вид: 
3211 432
~ xxxy  , 
3212 84
~ xxxy  , 
3213 42
~ xxxy  . 
Известно, что второе и третье уравнение точно идентифицируемы. 
Задание: определить оценки коэффициентов структурной формы этих 
уравнений косвенным методом наименьших квадратов.  
Задача 4. Задание: оценить двухшаговым методом наименьших квад-
ратов структурные коэффициенты модели: 
111121211   xayby , 
222212122   xayby  
при наличии следующих данных:  
t  1y  2y  1x  2x  
1 2 4 1 0 
2 3 4 1 1 
3 3 3 1 1 
4 4 2 0 2 
5 5 2 0 2 
100 
 
Глоссарий 
Двухшаговый МНК: 1) составляется приведенная форма модели и оп-
ределяются численные значения параметров каждого ее уравнения обыч-
ным МНК, 2) выявляются эндогенные переменные, находящиеся в правой 
части структурного уравнения, параметры которого определяются двух-
шаговым МНК, и находятся расчетные значения по соответствующим 
уравнениям приведенной формы модели, 3) обычным МНК определяются 
параметры структурного уравнения, используя в качестве исходных дан-
ных фактические значения предопределенных переменных и расчетные 
значения эндогенных переменных, стоящих в правой части структурного 
уравнения. 
Идентифицируемая модель – разновидность структурной модели сис-
темы одновременных уравнений, в которой все структурные коэффициен-
ты однозначно определяются через приведенные коэффициенты.  
Косвенный  МНК: 1) составляется приведенная форма модели и опре-
деляются численные значения параметров каждого ее уравнения обычным 
МНК, 2) путем алгебраических преобразований делается переход от при-
веденной формы к уравнениям структурной формы модели, получая тем 
самым численные оценки структурных параметров. 
Неидентифициремая модель - разновидность структурной модели 
системы одновременных уравнений, в которой структурные коэффициен-
ты невозможно найти по приведенным коэффициентам. 
Сверхидентифицируемая модель - разновидность структурной модели 
системы одновременных уравнений, в которой структурные коэффициен-
ты, выраженные через приведенные коэффициенты, имеют два и более 
числовых значений. 
 
 
Использованные информационные ресурсы 
1. Бородич С.А. Эконометрика: учебное пособие. -Мн.: Новое знание, 
2006.- Гл. 13. 
2. Эконометрика: учеб. /под ред. И. И. Елисеевой. -М.: Проспект, 
2010.- Гл. 9. 
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Глоссарий по учебной дисциплине 
ANCOVA-модель – это регрессионная модель, в которой объясняющие 
переменные носят как   количественный, так и качественный характер.  
Автокорреляция остатков регрессии – зависимость случайных от-
клонений εi  и εj друг от друга для i ≠ j. 
Автокорреляция уровней ряда – корреляционная зависимость между 
уровнями временного ряда. 
Авторегрессиоhная модель – разновидность динамической экономет-
рической модели, которая содержит в качестве факторных переменных 
лаговые значения эндогенных переменных. 
Авторегрессия – регрессия, учитывающая влияние предыдущих 
уровней на последующие.  
Аддитивная модель временного ряда – временной ряд представлен 
как сумма циклической, трендовой и случайной компонент. 
Аналитическое выравнивание временного ряда – способ моделирова-
ния тенденции временного ряда посредством построения аналитической 
функции, характеризующей зависимость уровней ряда от времени. 
Базовое значение качественной переменной имеет цифровую метку 
ноль: D=0.  
Бета-коэффициент показывает, на какую часть своего среднего 
квадратического отклонения изменится в среднем значение результатив-
ного признака при изменении факторного признака на величину своего 
среднеквадратического отклонения.  
 Бокса Дженкинса модель – это модель авторегрессии (левая часть) – 
проинтегрированного скользящего среднего (правая часть), описывающая  
нестационарный однородный временной ряд. 
Бокса-Кокса подход - формализованная процедура подбора линеари-
зующего преобразования. 
Бокса-Пирса статистика – статистический критерий для обнаруже-
ния «белого шума» в остатках регрессии. 
Верификация модели – проверка истинности модели, определение со-
ответствия построенной модели реальному экономическому явлению. 
Внутренне линейная нелинейная модель с помощью преобразований 
может быть приведена к линейному виду.  
Внутренне нелинейная модель не может быть сведена к линейной 
функции. 
Временной ряд – совокупность значений какого-либо показателя за 
несколько последовательных моментов времени.  
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Выборка – это часть генеральной совокупности. 
Голдфелда Квандта тест – один из наиболее распространенных спо-
собов тестирования остатков регрессии на гетероскедастичность 
Гомоскедастичность остатков регрессии – постоянство дисперсии 
случайных отклонений εi. 
Дарбина-Уотсона тест – один из наиболее распространенных спосо-
бов тестирования остатков регрессии на автокорреляцию 
Двухшаговый МНК: 1) составляется приведенная форма модели и оп-
ределяются численные значения параметров каждого ее уравнения обыч-
ным МНК, 2) выявляются эндогенные переменные, находящиеся в правой 
части структурного уравнения, параметры которого определяются двух-
шаговым МНК, и находятся расчетные значения по соответствующим 
уравнениям приведенной формы модели, 3) обычным МНК определяются 
параметры структурного уравнения, используя в качестве исходных дан-
ных фактические значения предопределенных переменных и расчетные 
значения эндогенных переменных, стоящих в правой части структурного 
уравнения. 
Дискретная зависимая переменная – это переменная, которая при-
нимает  несколько альтернативных значений. 
Дифференциальный коэффициент свободного члена – это коэффици-
ент перед фиктивной переменной в регрессионной модели.  Он показыва-
ет, на какую величину отличается свободный коэффициент а при значе-
нии D=1, от свободного коэффициента а при D=0.  
Дифференциальный угловой коэффициент – это коэффициент перед 
произведением фиктивной переменной и независимой переменной в рег-
рессионной модели.  Он показывает, на какую величину отличается коэф-
фициент регрессии b при значении D=1, от коэффициента регрессии b при 
D=0.  
Достаточное условие идентификации – определитель матрицы, со-
ставленный из коэффициентов при переменных, отсутствующих в иссле-
дуемых уравнениях, не равен нулю, и ранг этой матрицы не менее числа 
эндогенных переменных системы без единицы. Для решения идентифици-
руемого уравнения применяется косвенный МНК, для решения сверх-
идентифицируемого – двухшаговый МНК. 
Идентификация модели – проведение статистического анализа моде-
ли и оценивания качества ее параметров. 
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Идентифицируемая модель – разновидность структурной модели сис-
темы одновременных уравнений, в которой все структурные коэффициен-
ты однозначно определяются через приведенные коэффициенты.  
Индекс корреляции – показатель тесноты статистической взаимосвязи, 
выраженной в нелинейной форме. 
Индекс множественной корреляции оценивает тесноту совместного 
влияния факторов на результативный признак Y. 
Ковариация характеризует сопряженность вариации двух признаков и 
представляет собой статистическую меру взаимодействия двух случайных 
переменных. 
Коинтеграция – причинно-следственная связь в уровнях двух или бо-
лее временных рядов, которая выражается в совпадении или противопо-
ложной направленности их тенденций и случайной колеблемости. 
Коррелограмма – график зависимости значений автокорреляционной 
функции временного ряда от величины лага. 
Корреляция – это статистическая зависимость между случайными ве-
личинами, при которой изменение одной из случайных величин приводит 
к изменению математического ожидания другой.  
Косвенный  МНК: 1) составляется приведенная форма модели и опре-
деляются численные значения параметров каждого ее уравнения обычным 
МНК, 2) путем алгебраических преобразований делается переход от при-
веденной формы к уравнениям структурной формы модели, получая тем 
самым численные оценки структурных параметров. 
Коэффициент детерминации – это показатель, который определяет 
долю разброса зависимой переменной Y, объясняемую регрессией Y на X. 
Коэффициент эластичности – показатель, который измеряет, на 
сколько процентов изменится результативный признак Y, если факторный 
признак изменится на 1 %. 
Коэффициент эластичности показывает, на сколько процентов из-
меняется результативный признак Y при изменении факторного признака 
X на один процент. 
Лаг – число периодов, по которым рассчитывается коэффициент кор-
реляции временного ряда.  
Линеаризация – приведение нелинейных моделей регрессии к линей-
ному виду путем замены, логарифмирования переменных или комбиниро-
ванным способом с целью применения МНК. 
Линейный коэффициент парной корреляции – это показатель тесноты 
статистической взаимосвязи между переменными Y и X. 
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Ловушка фиктивной переменной – это состояние совершенной муль-
тиколлинеарности в силу строгой линейной зависимости между перемен-
ными D1  и D2, при котором коэффициенты уравнения регрессии одно-
значно определены быть не могут. 
Логит-модель основана на использовании функции  логистического 
распределения. 
Метод максимального правдоподобия – один из способов оценива-
ния параметров регрессии, в частности, в моделях с дискретной зависимой 
переменной. 
Метод наименьших квадратов – один из распространенных способов 
оценивания параметров регрессии. 
Множественная корреляция – это зависимость между результатив-
ным признаком и двумя и более факторными признаками.  
Множественная регрессия представляет собой модель, где  теорети-
ческое (среднее) значение  зависимой переменной Y рассматривается как 
функция  нескольких независимых переменных X1, X2,...Xm. 
Модели бинарного выбора содержат зависимую переменную, которая 
принимает лишь два альтернативных значения, обозначаемых цифровыми 
метками: 0 и 1. 
Модели множественного выбора содержат зависимую переменную, 
которая принимает несколько упорядоченных или неупорядоченных аль-
тернативных значений. 
Модель авторегрессии – скользящего среднего – это линейная модель 
множественной регрессии, в которой в качестве объясняющих перемен-
ных выступают прошлые  значения самой зависимой переменной, а в ка-
честве регрессионного остатка – скользящие средние из элементов «бело-
го шума». 
Модель временного ряда – разновидность эконометрической модели, 
в которой результативный признак является функцией переменной време-
ни или переменных, относящихся к другим моментам времени. 
Мультиколлинеарность - это линейная взаимосвязь двух или не-
скольких объясняющих переменных (х1, х2, … хm). 
Мультипликативная  модель временного ряда – временной ряд пред-
ставлен как произведение циклической, трендовой, случайной компонент. 
Неидентифицирyемая модель - разновидность структурной модели 
системы одновременных уравнений, в которой структурные коэффициен-
ты невозможно найти по приведенным коэффициентам. 
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Необходимое условие идентификации - выполнение счетного 
правила:D+1=H – уравнение идентифицируемо, D+1<H – уравнение не-
идентифицируемо, D+1>H – уравнение сверхидентифицируемо (Н – число 
эндогенных переменных в уравнении, D – число предопределенных пере-
менных, отсутствующих в уравнении, но присутствующих в системе). 
Однородные статистические данные – это совокупность данных, за-
регистрированных при одних и тех же условиях.  
Параметризация модели – выражение в математической форме взаи-
мосвязи между переменными модели, формулирование исходных предпо-
сылок и ограничений модели. 
Парная регрессия представляет собой модель, где теоретическое 
(среднее) значение зависимой переменной Y рассматривается как функция  
одной независимой переменной X. 
Парный коэффициент регрессии показывает, на какую величину в 
среднем изменится результативный признак Y, если переменную X увели-
чить на единицу измерения. 
Предопределенные переменные – это экзогенные переменные  и лаго-
вые эндогенные переменные. 
Приведенная форма модели  - система линейных функций эндогенных 
переменных от всех предопределенных переменных системы.  
Пробит-модель основана на использовании функции стандартного 
нормального распределения. 
Прямолинейная зависимость – это статистическая взаимосвязь, при 
которой с возрастанием (убыванием) величины факторного признака про-
исходит равномерное возрастание (убывание) величин результативного 
признака. 
Ряд Фурье – в гармониках Фурье исходным рядом является не пер-
вичный ряд за несколько лет, а усредненные значения месячных уровней, 
в которых исключены тренд и случайная компонента. 
Сверхидентифицируемая модель - разновидность структурной модели 
системы одновременных уравнений, в которой структурные коэффициен-
ты, выраженные через приведенные коэффициенты, имеют два и более 
числовых значений. 
Сезонная компонента – компонента временного ряда, которая харак-
теризует внутригодичные колебания показателя. В общем виде является 
циклической составляющей.  
Система взаимосвязahных уравнений – одни и те же зависимые пере-
менные в одних уравнениях входят в левую часть, а в других – в правую. 
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Система независимых уравнений – каждая зависимая переменная у 
рассматривается как функция одного и того же набора факторов х. 
Система рекурсивных уравнений – зависимая переменная у одного 
уравнения выступает в виде фактора х в другом уравнении. 
Спецификация модели - формулирование вида модели, исходя из со-
ответствующей теории связи между переменными. 
Тренд – это основная достаточно устойчивая тенденция во временном 
ряду, более или менее свободная от случайных колебаний.  
Фиктивные переменные  - качественные переменные, преобразован-
ные в количественные с помощью цифровых меток. 
Цель регрессионного анализа – оценка функциональной зависимости 
между независимыми переменными X и условным математическим ожи-
данием зависимой переменной Y. 
Цель эконометрики – эмпирический (практический) вывод экономи-
ческих законов.  
Частное уравнение регрессии характеризует  изолированное влияние 
фактора Xj на результат. 
Частный коэффициент эластичности показывает, на сколько % из-
меняется в среднем результативный признак Y при изменении фактора Xj 
на 1%. 
Чоу тест – это статистический тест, определяющий целесообраз-
ность использования фиктивной переменной.  
Экзогенные переменные – независимые переменные, которые опреде-
ляются вне системы. 
Экзогенные переменные - это внешние для модели переменные, 
управляемые из вне, влияющие на эндогенные переменные, но не завися-
щие от них.  
Эконометрика – это  наука, которая  дает  количественное выражение 
взаимосвязей экономических явлений и процессов, которые раскрыты и 
обоснованы экономической теорией. 
Эндогенные переменные – взаuмосвязhные переменные, которые оп-
ределяются внутри модели. 
Эндогенные переменные - это внутренние, формируемые в модели пе-
ременные, зависимые от  предопределенных переменных.  
 
 
