On the controversy triggered by the influence of the so-called "fake news" that circulated on Facebook in the 2016 United States presidential elections, we notice the emergence of an idea of "control of technology", both in the platform's official publications and steps announced after the event, and in the specialized media demands. In order to refute the idea of total control of technology and defend the recognition of the action of nonhuman elements, thus contributing to a better understanding of the platform's actions, we use the concepts of "autonomous technology", by Langdon Winner (1977), and "technical mediation", by Bruno Latour (1994). Methodologically, we were inspired by the Cartography of Controversies (VENTURINI, 2010) and worked with content collected through the platform's official pages and media vehicles that covered the event from
Introduction
Throughout 2017, Facebook appeared in the media in a series of attempts to provide clarification and justify itself for the action of its algorithms and tools. Many of the latter, also called "sections" by the company, were the subject of complaints and inquiries, for example, about the possibility of segmentation of sponsored posts to users classified into questionable categories, such as "Jewish haters" (LEVIN, 2017) , or the criteria used to determine what would be considered "hate speech" (ANGWIN; GRASSEGGER, 2017) and, therefore, likely to be deleted by the platform. Among the most discussed issues over the period dubbed the "Facebook's hellish two years" by Wired Magazine journalists Nicholas Thompson and Fred Vogelstein (2018) , were the controversy surrounding the biased selection of content, the spread of the so-called "fake news" and the platform's attempt to handle this crisis.
Among so many points to be explored in relation to this controversy, in this article we are interested in highlighting and discussing an issue that has appeared frequently throughout the repercussions involving Facebook but is not restricted to the action of this platform. It is related to a recurring idea when discussing the action of technologies which are present in our daily lives and the way this action impairs the analysis and understanding of how these technologies act. We propose then to look at the idea of technical control that emerged in the analyzed period, both in the official speeches of Facebook and in the specialized media, and that was mainly related to the algorithmic selection of content on the platform. We believe that the ideas of technical control and machine neutrality that permeate the publications make it difficult to understand the participation of the platform and its elements in the users' construction of meaning. This simplistic view, especially in relation to algorithms, also hinders the understanding of platforms as sociotechnical networks composed of various human and nonhuman actors -networks in which it is impossible to determine the origin of the action.
To provide a critical look at these actors and their actions we rely on two leading authors from the Science and Technology Studies (STS) field of knowledge. Although not directly related, we believe that Winner's (1977) "autonomous technology" and Latour's (1994) "technical mediation" are concepts which can be used together to think about this particular issue. Our intention here is to demystify the idea that humans would be able to completely control technology and to move away from a perspective that associates this technology with the idea of object neutrality, in which humans would override techniques (technical means). In contrast, we propose to focus our energies on figuring out "when" action occurs and how to prevent it from recurring so that legally liable persons can take appropriate action, instead of an eternal search for those directly responsible, as Bucher recommends (BUCHER apud D'ANDRÉA; JURNO, 2018) . When we look for those who are directly responsible for an action -which is theoretically impossible to determine, as we will argue ahead -, solutions and improvements are left behind or even forgotten.
Therefore, we seek to understand the relationship between media and technology as a complex and sociomaterial phenomenon as opposed to a technologicaldeterministic view of content. We follow the proposition of Gillespie, Boczkowski and Foot (2014) to think about the ways in which materiality, practice and politics are interconnected, debating material ramifications without exaggerated simplifications, and postulating these sociotechnical interconnections as situated historically and in specific sociopolitical contexts. From a methodological point of view, we seek inspiration from the Cartography of Controversies (VENTURINI, 2010) to map and identify the human and nonhuman actors linked to this controversy. Our corpus analysis is based on the company's official publications from July 2016 to July 2018 -both on executives' personal profiles, the company's websites and the Newsroom blog (NEWSROOM, 2019) -, in the specialized media outlets that covered the topic, and in professional opinion articles on the subject. Due to the structural impossibility of presenting the complete controversy in this article, 2 we will show some quotes that exemplify the emergence of these technical control ideas during the controversy and that help us draw the panorama that has been formed around the subject in the last two years.
In the following topics, we briefly present the two concepts that guide us in the analysis; we draw an outline of the controversy and its main actors and events; we analyze critically some of the quotes selected to exemplify the speech that emerged from the controversy; and we conclude with our understanding of the issue.
Control? Autonomy and agency of nonhumans
In order to reflect on the action of Facebook in the users' construction of meaning and the broader sociotechnical networks of which it is a part, we need to take a critical view of the actions of its constituent elements instead of treating them as neutral intermediaries or agents who are under complete control of their human colleagues.
Rev. Bras. Inov., Campinas (SP), 18 (2), p. 363-386, julho/dezembro 2019 Thus, we suggest using the concepts of autonomous technology (WINNER, 1977) and technical mediation (LATOUR, 1994) to observe this phenomenon with a more critical and less simplistic look. Although they are presented by authors with very different theoretical perspectives, we believe that both concepts can be used complementarily and help us think, in a broad way, about the action of Facebook and its algorithms in these sociotechnical networks.
Langdon Winner is a political theorist who studies "how technological development involves the restructuring of the forms of everyday activity" (WINNER, 1983, p. 253) and how technologies incorporate forms of power. For the author, attention must be paid to society's response to certain technological imperatives, offering other ways of interpreting and explaining the agency of technological artifacts, seeing them as important in social processes (WINNER, 1983 . For Winner (1977 , "the conclusion that something is 'out of control' is interesting to us only insofar as we expect that it ought to be in control in the first place". For him, the idea that technology is somehow "out of control" is political in nature and rooted in anthropocentric conceptions of power and domination of society. In his works, the author warns about the problems associated with this imagery of techniques as "master-slave", trying to demystify this traditional way of thinking about technology as being under absolute control of its human creators.
Like his colleagues in STS, Winner argues that technologies are part of large and complex networks, over which neither humans nor technologies have complete control because these networks are the result of the actions of the various elements that compose them. Moreover, the author believes that technological development is concomitant with social development, corroborating the STS central idea that technology and society cannot be considered separately.
In this paper, we argue that the concept of autonomous technology (WINNER, 1977, p. 16) , seen as "a general label for all conceptions and observations to the effect that technology is somehow out of control by human agency", can be very helpful to think about the controversy that has unleashed around Facebook and the allusion to content control on the platform -either by the company or by the external demands that circulated in the news media. Winner (1977) believes that technological development generates a growing increase in social complexity, requiring a continuous adaptation of the elements that are in contact with these technologies. As technology, in its various manifestations, is a significant part of the human world, "its structures, processes and alterations enter into and become part of the structures, processes, and alterations of human consciousness, society and politics" (WINNER, 1977, p. 6) . According to him, as these technologies advance and become more complex, it is becoming increasingly easy to see how they are not completely under human control and how it would be impossible to predict all their effects, whether positive or negative. This way, "far from being controlled by the desire and rational ends of human beings, technology in a real sense now governs its own course, speed, and destination" (WINNER, 1977, p. 16) .
Winner and autonomous technology
Sometimes criticized as a deterministic theorist, Winner responds to his critics by saying that humans do have choices in the face of technological change, but these singular choices cannot change the overall picture, nor discover the whole process to which it refers. He prefers then to see humans as in a state of "technological somnambulism -how we, so willingly, sleepwalk through the process of reconstituting the conditions of human existence" (WINNER, 1983, p. 254) .
The author emphasizes the need to get out of this state of daze by studying the political consequences of technological choices and how they transform our personal experience and social relationships. For him, we should do it thinking
[…] about technological design features in roughly the same way that the legislators of the ancient world or the eighteenth-century philosophers pondered the structural characteristics of political constitutions. Technologies provide frameworks of order for the modern world. As such, it now makes sense to try to understand the forms of authority, justice, public good, and freedom that their order entails. (WINNER, 1983, p. 262) From a different perspective, but also related to STS and its guiding concepts, Bruno Latour (1992) argues that technological progress does not eliminate humans, but instead mobilizes more and more people.
Indirectly criticizing Winner's perspective, he claims that "'the 'autonomous' thrust of a technical artifact is a worn-out commonplace made up by bleedingheart moralists who have never noticed the throngs of humans necessary to keep a machine alive" (LATOUR, 1992, p. 251-252) .
In turn, Winner criticizes Latour, and his theoretical colleagues of the Actor-Network Theory (ANT) and the so-called social constructivism, as apolitical researchers. Winner (1993) considers the study of the origins of technology to be misleading, rather than the consequences of these technological choices, as if these consequences, effects or impacts had already been widely studied (p. 368). And, says Winner (1993, p. 372) , based on the premise of methodological purity adopted by these researchers, it is likely that they "will continue their research without taking a stand on the larger questions about technology and the human condition that matter most in modern history".
It is exactly based on the criticism of ANT research that we believe that the combination of the two aforementioned concepts can provide us with a richer analytical tool. Furthermore, both authors argue that technical artifacts are part of large and complex sociotechnical networks, composed of interconnections and systemic interdependence, so large that none of their elements is able to maintain control of the whole. Both criticize the idea that "we can master techniques, that techniques are nothing more than pliable and diligent slaves" (LATOUR, 1994, p. 31) and that is precisely the idea that we intend to discuss in this paper, bringing the example of Facebook.
Latour and technical mediation
Bruno Latour is a critical theorist of traditional sociological approaches in which, according to him, the word "social" is used as an explanatory adjective, losing its original meaning and diverting efforts from what should be the object of study -the social itself (LATOUR, 2005) . Moreover, Latour advocates the end of dualisms and the idea of purification, which he calls the "illusions of modernity" (LATOUR, 1994) , for the legitimation of hybrids -associations between humans and nonhumans.
Before we get to the concept that interests us in this paper, we need to explain that, for this author, "no unmediated action is possible" and "action is a property of associated entities" (LATOUR, 1994, p. 29, 35) . Therefore, "responsibility for action must be shared among the various actants" (LATOUR, 1994, p. 34) existing in a network of actors. For him, to "act" is to make someone or something act, to put in contact two elements for a possible relationship: "Essence is existence and existence is action" (LATOUR, 1994, p. 33 ).
Latour proposes the concept of technical mediation to question the myths of the "neutral tool" or of the "autonomous destiny" and argues that in a man-object association both agents modify their actions symmetrically and it is impossible to think about the action of the parts separately. To explain the concept, he offers some meanings and significance, among them the "action program": a series of steps and intentions described in a situation that can also be called "translation". 3 Translation is the creation of a link from the association of certain actors that did not exist before and that modifies the elements in association. That is why the author considers action to be the property of associated entities -human and nonhuman -in which the principle of symmetry should prevail, replacing the subject-object dichotomy. Symmetry in action must be thought of both as we look at the process of creation of technical objects as well as their action in a network.
According to Latour, the difficulty in measuring the role of technical mediation with any precision lies in the fact that "the action that we are trying to measure is subject to 'blackboxing,' a process that makes the joint production of actors and artifacts entirely opaque" (LATOUR, 1994, p. 36), i.e., it was transformed into a black box whose inside it is not possible to know. "Blackboxing" is the process that makes an agency between subject-objects opaque and almost invisible, and makes us see only the result of the actions of these black boxes, without visualizing all the actions that are needed. This "blackboxing" of programs of actions allows the displacement of the actants' timeline and a detour in the sequence of actions in another network.
Detour, translation, delegation, inscription, and displacement require our better comprehension before we can even begin to elaborate a philosophy of techniques; and understanding these requires that we understand what semioticians call shifting. (...) I transport you not only into another space and time but translate you into another actor. I shift you out of the scene you presently occupy. (LATOUR, 1994, p. 39) This way, Latour (1994, p. 40 ) recommends that we "think of technology as congealed labor" and that this ordering of presence and absence is redistributed throughout the networks of actors, making it possible to displace and find hundreds, even thousands, of missing creators -remote in time and space and simultaneously active and present in the actions performed. And so, he believes that the political order is subverted through such detours, as we are constantly relying on "delegated actions that themselves make me do things on behalf of others who are no longer here and that I have not elected and the course of whose existence I cannot even retrace" (LATOUR, 1994, p. 40) .
Bruno Latour also argues that the word "technique/technical" does not refer to a "thing" but "a modus operandi, a chain of gestures and know-how, bringing about some anticipated result" (LATOUR, 1994, p. 43) . In other words, the author argues that technical mediation is the result of the mobilization of several other actors "blackboxed" in a technical object, and technologies should be included in intellectual culture as complete social actors, because "technical action is a form of delegation that allows us to mobilize, during interactions, moves made elsewhere, earlier, by other actants" (LATOUR, 1994, p. 52) , revealing links and associations between various humans and nonhumans.
Consider things and you will have humans. Consider humans, and you are by that very act interested in things. Bring your attention to bear on hard things, and see them become gentle, soft or human. Turn your attention to humans, and see them become electric circuits, automatic gears or software. (LATOUR, 2000, p. 20) .
Thus, many of the elements that we consider part of a "social order" -such as scalability, asymmetry, durability, power, hierarchy, role distribution -are impossible to define without invoking nonhumans. All this because, for millions of years, humans "have extended their social relations to other actants with which, with whom, they have swapped many properties, and with which, with whom, they form collectives" (LATOUR, 2000, p. 53) . Do technical artifacts mediate our actions, then? "No, they are us" (LATOUR, 2000, p. 65), says Latour. We ourselves are the result of various associations. As an example, just look at the dependence of our memory on material objects -from a personal notebook to the smartphone.
Even having pointed out the specificities of the two concepts that we bring to our aid in this work, it is important to emphasize that we are not ignoring the conceptual differences between these two authors. We know how Latour's (1994) view of technical mediation (quite) differs from Winner's (1977) view of autonomous technology. To make this issue clearer, we borrow the words of Furtado (2018, p. 33, free translation):
While the first [Latour] argues that a technical action is the result of the mobilization of various other actants that in the past were blackboxed in an object, for example, the second argues that technical artifacts have a certain autonomy to act and are not under the control of humans. Although both perspectives emphasize the interdependence of humans and technology, Winner (1977) argues that objects have a degree of independence, while Latour (1994) emphasizes that action is the result of a "chain of mediations".
Even with these conceptual and philosophical divergences, we believe that it is possible to create an analytical instrument by combining these two important concepts from two important authors in the STS field.
The controversy -control, accountability and guilt
There were several times when the platform was featured in the media during the two years analyzed. But in our view, the critical point of the controversy was in November 2016, with the blaming (SHONTELL, 2016) -and subsequent confirmation (CONDLIFFE, 2016) -of the influence of false content on the results of the 2016 US presidential election, home country of the platform. It seems to us that it was at this moment that the consequences of the actions of the elements that compose the platform were scaled up and could be better understood by the public. For example, the way selection algorithms on a social networking platform can ultimately influence the results of a presidential election of one of the world's most powerful countries (BUMP, 2018) .
The US elections occurred in November, but by May 2016 the platform had already faced charges involving biased selection of news by its algorithms in a controversy involving its "Trending" tool (NUNES, 2016) . Trending 4 (KASTRENAKES, 2018) was designed to provide users in some countries (WAGNER, 2014) 5 with a list of topics that "have recently reached the peak in popularity" (STRUHAR, 2014) . The links that were "trending" on Facebook were selected algorithmically, based on a set of pre-established criteria not disclosed to the public. Then, the links went through the selection of a team of human employees, trained according to criteria that resembled the classic standards of professional journalism, such as "relevance" and "importance" (THIELMAN, 2016) and, after that, again went through an algorithmic selection to customize content for users.
Criticism at the time referred to the omission of the presence of human employees, in an allegedly mechanic process, and denounced a supposedly biased selection of content favorable to the Democratic presidential candidate Hillary Clinton, which actually included a list of links to "fake news" in a tool for the publication of journalistic content (NUNES, 2016) . After being summoned to provide formal explanations by the government, Mark Zuckerberg welcomed twelve Republican Party leaders to the Facebook headquarters in an attempt to reconcile (ZUCKERBERG, 2016a). To control the problem, he dismissed all human employees in the Trending section, in a process in which subjectivity was presented as inherent to human action and, therefore, firing employees and completely delegating the work to algorithms would bring back selection objectivity (WONG et al., 2016) .
However, even after facing these problems, Zuckerberg insisted on rejecting the possibility that false content on the platform could influence the election outcome and stated, three days after the election results were released, that "the idea that fake news, which is a very small amount of content, influenced the election anyway is a very crazy idea" (BURKE, 2016), during a technology event. But, as was shown later, misleading content did play a part in Donald Trump's victory and Facebook had to acknowledge its share of the blame (PHILLIPS, 2017) . We have seen the company change its speech throughout the controversy from a disqualification of charges to an attempt to regain control of internal processes on the platform, even admitting via executive members that it could not control everything that happens there.
Despite the previous statement, a week later, Mark Zuckerberg published on his personal profile page information about some of the actions being taken to try to combat the dissemination of "fake news". In December 2016, the platform declared war on "Hoaxes and Fake News" (MOSSERI, 2016) and the executive stated that he and his team had "been working on this problem for a long time and we take this responsibility seriously. We've made significant progress, but there is more work to be done" and "we understand how important the issue is for our community and we are committed to getting this right" (ZUCKERBERG, 2016b) . This moment was critical in the platform's process of working towards institutionalized journalism with the launch of the Facebook Journalism Project on January 11, 2017 (SIMO, 2017) . Throughout 2017, Facebook announced a number of partnerships, changes in News Feed algorithms and initiatives towards institutionalized journalism that orbited around the Facebook Journalism Project. However, it was not until September 2017, after the FBI investigations into the influence of "fake news" in the elections and growing media pressure, that the company began to show signs of admitting a portion of the blame in the process (LEONNIG et al. 2017 ).
On September 6, 2017, The Washington Post published a story echoing the post made by the company's Chief Security Officer, Alex Stamos, on the Facebook blog: "The acknowledgment by Facebook follows months of criticism that the social media company served as a platform for the spread of false information before the November election" (LEONNIG et al. 2017 ). According to Stamos (2017) , when reviewing ad purchases, approximately $100,000 in expenses were found between June 2015 and May 2017 -associated with about 3,000 ads -linked to 470 fake accounts and pages that violated the platform's policies. The executive also stated that Facebook deleted accounts that were still active and that "we know we have to stay vigilant to keep ahead of people who try to misuse our platform" (STAMOS, 2017).
On September 21, 2017, Mark Zuckerberg posted on his personal profile: "Now, I wish I could tell you we're going to be able to stop all interference, but that wouldn't be realistic" (ZUCKERBERG, 2017a) , in reference to the use of platform tools to "undermine democracy" (ZUCKERBERG, 2017a). This was the first time the company really participated and admitted the platform's influence on the process.
This publication set the tone of the official messages for the following months. In the speeches that followed the acceptance of platform participation in the activities of "bad actors", the company conveyed the idea that it lost control of its processes due to not being aware of the possibility of such uses, but that it would be working to regain this control with new measures and actions.
On September 30, 2017, Zuckerberg (2017b) posted on his personal page an apology "for the ways my work was used to divide people rather than bring us together, I ask forgiveness and I will work to do better". However, it was not until October 2 of the same year -two weeks after the admittance that the ads were used to influence voters and after several requests for greater transparency -that the platform decided (ISAAC; SHANE, 2017) to give internal documents and information on the accounts used to spread the content to government investigators. In Zuckerberg's (2017a) speech, the executive also points out measures to prevent the misuse of ads and algorithms: nine steps being taken to "protect election integrity and make sure that Facebook is a force for good in democracy" (ZUCKERBERG, 2017a).
Throughout the platform's official publications and the measures announced in the coming weeks -such as their plans to hire a thousand human reviewers to ensure that ads align with the terms of the platform (INGRAM, 2017) -it is possible to see how the idea of technical control still permeates the imaginary of this sociotechnical environment and continues to be used as a guide for the elaboration of containment measures for "inappropriate" content.
This demand for control also emerges from the content of institutionalized media outlets. Examples can be seen in some of the headlines listed below, although some journalists present arguments that question this idea of control in the text of some of the articles analyzed. The headlines are: "Who will take responsibility for Facebook?" (HEFFERNAN, 2017) and "Facebook can absolutely control its algorithm" from Wired (GRIFFITH, 2017); "Do Facebook and Google have control of their algorithms anymore? A sobering assessment and a warning" from Poynter (KRAMER, 2017); and "Maybe social media is broken" from Bloomberg (O'NEIL, 2017a ).
When the "discoveries" about the platform use by "bad actors" ceased, Facebook was the target of another scandal involving the misuse of data of 87 million users. The controversy surrounding Cambridge Analytica began following the publication of a denunciation by The New York Times (ROSENBERG, 2018) and The Guardian (CADWALLADR; GRAHAM-HARRISON, 2018), on March 17, 2018, stating that data from millions of users had been misused to produce information and political strategies influencing not only the US elections, but the outcome of the #Brexit referendum -in which it was decided for England to leave the European Union. The scandal culminated in Mark Zuckerberg being interrogated for ten hours by US politicians, in the Senate and House of Representatives, in April 2018 (WICHTER, 2018 , and by several European Parliament politicians in May of the same year. In Brussels, facing the politicians of the European Union, the executive said:
It has become evident that in recent years we have not done enough to prevent the tools we have built from being misused. Whether it was fake news, foreign interference in elections or misuse of personal data, we did not have a sufficiently comprehensive view of our responsibility. That was a mistake, I'm sorry. (DN, 2018 . Underlined by the author)
In the quote above, we see how the idea of "error" and lack of control continues to emerge from the official speeches of the company. And it goes on like this throughout our research.
Where is the problem?
The mere idea that the algorithms and the platform were not being sufficiently supervised or that they were not properly programmed and, therefore, needed improvements and more dedication from the responsible teams, demonstrates that the illusion of technical control is still present when thinking about possible solutions to the problem at hand. The influence and action of users and the algorithms being actually constituted by their actions, for example, are issues not even considered in these solutions. Authors such as Kitchin (2014) argue that algorithms are not just what programmers aim for, but the result of how users deal with them every day, subverting, reinventing and reworking their initial intentions. Moreover, there is a big difference between the uses thought of by the creators of a technical object and the uses given to them by people inserted in specific sociocultural contexts (PINCH; BIJKER, 1993) . Therefore, to disregard their action is to overlook an important part of this sociotechnical network.
Although Facebook executives have softened the "control" speech about the platform throughout the controversy, admitting that some situations simply cannot be controlled, most of their speeches reflect and reverberate the demand for control. When the Cambridge Analytica scandal and user data leaks via platform-internal applications exploded, the demand for control and the idea of losing it came back in full force in official speeches. Still, we insist that the idea of control -be it the possibility or the impossibility of it -is per se the problem to be tackled because it distracts attention from the issues that really need to be solved by the company and that even threaten the privacy and security of its users.
In addition, the speeches about the controversy reverberate the idea that algorithms are neutral and objective machines, that their action could be controlled and predetermined by the executives and programmers, and that they were "misused" by the bad actors in question. From the concept of technical mediation (LATOUR, 1994) , presented earlier, it is impossible to think about the action of algorithms detached from other actions that happen at the same time, because they are part of a network of actors that act in an interconnected way.
We cannot say that it is the algorithms that are wrong, or that users have used the platform in the wrong way, but that it is the various agencies of various actors that drive the action in a particular way. Algorithms are not only what programmers want, but the result of actions that happen in the network of which they are a part. In fact, most of the problems surrounding the algorithms we have seen in the media in recent years are related to the size of the power delegated to them and the importance of the decisions they have been allowed to make under their own operating logic.
Thus, we can say that it was the various mediations, the various layers of actions involved in the mediation of this technical entity, that generated these various problems. After all, the algorithm itself, as a technical entity, is the result of "congealed labor" that brings to the scene several actants distant in time and space (LATOUR, 1994, p. 40) .
This simplistic view of technical action also hides the complexity of these algorithms by referring to them as a unit and as if they, as a whole, could be thought of as a unit. How can we say that the algorithm is wrong or is to blame for an action, when "in fact, what we might refer to as an algorithm is often not one algorithm but many" (GILLESPIE, 2014, p. 178)? Moreover, even after "tweaks" and "improvements", the algorithms do not become stable or predictable either. According to Gillespie (2014, p. 178) ,
[…] while the technology may be "blackboxed" (Latour 1987; Pinch and Bijker 1984) by designers and users alike, that should not lead us to believe that it remains stable. In fact, algorithms can be easily, instantly, radically, and invisibly changed. While major upgrades may happen only on occasion, algorithms are regularly being "tweaked".
For Mike Ananny, when Facebook claims to be a technology company and not a media company, it can allege (based on the widespread idea that technology is neutral) that "any perceived errors in Trending Topics or News Feed products are the result of algorithms that need tweaking, artificial intelligence that needs more training data, or reflections of users" (ANANNY apud BELL; OWEN, 2017). The author thus states that the company disclaims its mediation in the process, a mediation similar to an editorial position. The problem with this action lies in the criteria that are used as the basis for this algorithmic selection.
In a review published in The Wall Street Journal, journalist Christopher Mims warns that "we have barely begun to understand how the massive social network shapes our world" (MIMS, 2017) and that Facebook remains in denial about its main problem:
What the company's leaders seem unable to reckon with is that its troubles are inherent in the design of its flagship social network, which prioritizes thrilling posts and ads over dull ones, and rewards cunning provocateurs over hapless users. No tweak to algorithms or processes can hope to fix a problem that seems enmeshed in the very fabric of Facebook (MIMS, 2017) .
When the work of deciding what should be viewed and by whom, what has relevance and what does not, is (mostly) done by algorithms, based on lists of criteria that target audience and keeping the user on the platform for longer, problematic issues start to gain visibility and to spread massively across the websuch as violence, pedophilia and even "fake news". The problem then is not lack of control over the algorithms, but their operating logic and the magnitude of their decision-making autonomy.
Furthermore, Cathy O'Neil (2017b) draws our attention to the fact that mathematical models, such as Facebook's algorithms, are not objective and carry the subjectivity and bias of their programmers. This is because […] our own values and desires influence our choices, from the data we choose to collect to the questions we ask. Models are opinions embedded in mathematics. (...) In each case, we must ask not only who designed the model, but also what that person or company is seeking to achieve. (O'NEIL, 2017b, p. 21) For that reason, the more open, diverse and inclusive the programming teams of a company like Facebook are, the greater the chance that the resulting algorithms will also be more open, diverse and inclusive. These algorithms are the result of the "blackboxing" of various classification, valuation, categorization and evaluation processes. They were created to automate and reduce the work that had been previously done by many humans over an infinitely longer time frame. There are so many processes and so many algorithms, that the network of agencies on a platform as large as Facebook can no longer be controlled by its creators -at least not completely. According to Zeynep Tufekci (2017) , […] we no longer really understand how these complex algorithms work. We don't understand how they're doing this categorization. It's giant matrices, thousands of rows and columns, maybe millions of rows and columns, and not the programmers and not anybody who looks at it, even if you have all the data, understands anymore how exactly it's operating.
In such a way, we believe that the idea of autonomy of these actors is linked to this impossibility of a complete knowledge about them. These algorithms conducting platforms, such as Facebook, have become so complex that not even the people behind them can really understand them entirely, contrary to what Zuckerberg and his executives insist on stating in the company's official publications.
Advocating for the autonomy of these technologies does not mean that Facebook executives and programmers should be exempt from responsibility "because Rev. Bras. Inov., Campinas (SP), 18 (2), p. 363-386, julho/dezembro 2019 algorithms could not be controlled," as Erin Griffith (2017) points out. According to the author, Facebook even demonstrates that the company knows very well in which pieces of the network to act to create detours in the desired direction when it is interesting to its market.
Facebook's algorithm is determined by data, and it's based on what users want. Changes to the News Feed algorithm are in the name of getting users increasingly addicted to Facebook. So far, fake news has proven to be addictive; in the last year, Facebook's user base and revenue have grown by 17% and 47%, respectively (GRIFFITH, 2017) .
Although the author demands that the platform take "full responsibility" for what goes around on the platform, which we do not think is possible, we agree when she says that Facebook's influence today is huge and powerful and "the responsibility that comes with it is a work in progress" (GRIFFITH, 2017) . We believe full responsibility is not possible because we cannot completely predict and control the action of the algorithms and the thousands of people who are getting in contact with and transforming them every day.
The "fault", then, is neither Mark Zuckerberg's as a person, who "lost control" of his platform, nor of a particular algorithm or group of algorithms wrongfully programmed. Zuckerberg may be legally responsible for his company's actions because he is the CEO, but that does not solve the problem and continues to perpetuate a lack of knowledge of the actual operation of Facebook and other similar platforms.
The problem lies in the very logic of operation that is intrinsic to those algorithms that have a deterministic, simplistic and mechanic logic, incompatible with the complexity of the human actions which they are increasingly responsible for controlling and organizing. The problem is also in the selection and operation criteria that underlie these algorithms and serve as the basis for determining what will have visibility on the platform. Although they affect a multitude of actors, they are not open to the public or to expert auditors, not even to academic researchers. 6 And an even bigger problem is the degree of autonomy and power these agents have gained in such large and meaningful sociotechnical networks of circulation of information such as Facebook.
Bucher (apud D'ANDRÉA; JURNO, 2018) warns that the focus on the search for this accountability of algorithmic actions causes us to deviate from the question that should really matter: when these actions occur and how to stop them from happening again. Because, says Frank Pasquale (2015, p. 14) , "the power to include, exclude, and rank is the power to ensure that certain public impressions become permanent, while others remain fleeting".
Therefore, the more open to public scrutiny networks are -whether through the action of specialized auditors prepared to detect potential problems, the diversification of teams, a broader discussion about the criteria and values that underlie their actions, or through the openness to the analysis of their influence by academic researchers -the more adaptable and malleable they can be. If the action is divided into the network of actors, the actors themselves should then be able to know and access this network more freely, even with the constraints that a capitalist business model requires.
Final notes
In this paper, we argue that the illusion of technical control focuses on attempts to curb platform problems and "misuse", in an effort to create technical barriers to control what users are doing inside the platform, ensuring that everything works correctly there. This would only be possible if we disregard that sociotechnical networks are in continuous motion. Algorithms and platforms are not just what programmers and developers want, but the result of how users deal with them on a daily basis. We believe that the focus of the efforts should be trying to understand these networks and work with the agencies there to avoid drastic consequences, such as those pointed out throughout the controversy. The search for this control only generates anguish and postponement of the real issue that should be to prevent these actions from reoccurring, putting at risk the various actors that are part of this network.
In addition, the idea that technologies and technical entities are neutral, stable and objective helps in the process of perpetuating this problem. As journalist Melody Kramer warns, "algorithms can be gamed, algorithms can be trained on biased information, and algorithms can shield platforms from blame" (KRAMER, 2017) . The algorithms act and influence the other actants of the networks of which they are a part. Admitting the action of the nonhuman entities that compose this gigantic sociotechnical network is the first step in starting to analyze and trying to understand them, and then think of the best way to live with them.
According to Bruno Latour (1994) , we cannot think about the action of the actors separately. Therefore, it is not possible to think of the action of algorithms independently from the actions of users, executives and the various other actors involved in this process. This is because "the action is a property of associated entities" (LATOUR, 1994, p. 35) , and therefore the "responsibility for action must be shared among the various actants" (LATOUR, 1994, p. 34) . The difficulty in measuring the role of the mediation of these algorithms lies in their opacity, the difficulty of observation caused by their "blackboxing" and the constant denial of uncertainty involved in this agency.
On the other hand, this "blackboxing" of action programs allows the displacement of the actants in space and time and a detour in the sequence of actions in another network. Humans -executives, users and programmers -are part of some of the layers of mediation involved in the processes that take place on the platform. Each technical entity is the result of "congealed labor" (LATOUR, 1994, p. 40 ), and it is thus possible to find hundreds, even thousands, of missing creators -remote in time and space -and simultaneously active and present in the network. As a result, the political order is subverted through these detours, because we constantly "rely on many delegated actions that themselves make me do things on behalf of others who are no longer here and that I have not elected and the course of whose existence I cannot even retrace" (LATOUR, 1994, p. 40) .
In this paper, we also argue that Facebook can be considered as an autonomous technology in the sense of "a general label for all conceptions and observations to the effect that technology is somehow out of control by human agency" (WINNER, 1977, p. 16) . Amid its algorithms, software, processes and users, Facebook has become a highly complex technology over which full control is completely impossible. However, it is necessary to try to understand it to better deal with its actions and to avoid undesirable consequences. The more transparent the company is about its ways of operation and the criteria ruling the action of its algorithms, the easier it will be to understand its role, influence and action in society.
What can be considered our contribution with this paper, then? Since it is not possible to completely control Facebook's algorithms or be aware of all the mediations at stake in each process, should we forget about this and accept the (negative) influence of the platform in our daily lives?
No. Facebook should be held responsible for actions taken under its name. However, this only solves this specific problem and does nothing to prevent future consequences. Therefore, we believe that it is not enough to demand an answer exclusively from Facebook, as if the responsibility should not be shared between all the actors of the sociotechnical network. We should demand more transparency and explanations about the actions and the criteria behind those actions. But also, all of us -lawmakers, rulers, executives, programmers and users -are part of this network that generated the "fake news" controversy. We believe that, to fix these issues and work to avoid future problems, we need to act together; for example, by creating clear rules of digital behavior, laws on responsibility for action on platforms and even developing media literacy on this new scenario that many users still do not fully understand. The European Union has been an example of effort along these lines in discussing and proposing regulations for the use of platforms.
Thus, we must distribute the responsibility to the actors who are part of the network and act by offering translations, deviations, detours as Latour (1994) would say, to transform the actions on the platform and guide them on the jointly decided path. But for this to be successful, it is necessary that the work is constant, since the network is alive and the actors are always moving and in constant mediation, translation and transformation.
Therefore, you cannot control Facebook or predict all of its actions, but you can guide them in the direction that is most interesting, based on the knowledge and understanding of those actions.
