Previous work (Pauly&Ziegler'13) had introduced and justified a qualitative and quantitative notion of uniform continuity for multi(valued)functions. This notion indeed passes several 'sanity' checks, including closure under restriction and composition and inducing compact images. We then show that every uniformly continuous pointwise compact multifunction from/to closed subsets of Cantor space (but not on the real unit interval) admits a single-valued selection with same modulus of continuity. This implies a quantitative strengthening of the qualitative Kreitz-Weihrauch Main Theorem (1985) about encoding spaces of continuum cardinality.
Introduction and Summary
Computation on a space X of continuum cardinality is commonly defined in terms of operating on infinite binary sequences as 'codes' of elements x ∈ X [Wei00, §3]. Formally, a (multi-)representation of X is a partial (multivalued) surjection ξ :⊆ C ⇒ X with domain some subset of the Cantor space C = {0, 1} N . For another (multi-)representation υ :⊆ C ⇒ Y of Y , a (ξ, υ)-realizer of a partial multifunction g :⊆ X ⇒ Y is a single-valued function G : dom(ξ) → dom(υ) such that g • ξ is a restriction of υ • G in the sense of Section 2.
The Kreitz-Weihrauch Theorem [KW85] states that (whenever single-valued ξ and υ satisfy the technical condition of admissibility) single-valued g is continuous iff it has a continuous realizer G; cmp. [Wei00, Theorem 3.2.11]. Continuity is well-known equivalent to (oracle) relative computability on Cantor space [Wei00, §2.2+2.3] and the reals [Wei00, §4.3]; and quantitative continuity is similarly connected to computational complexity [Ko91, §2.4+2.5]. Towards complexity investigations on spaces beyond Cantor and the reals [KSZ16,AK18,Lim19], we establish the following quantitative variant of the Kreitz-Weihrauch Theorem:
Theorem 1. Equip the Cantor space C of infinite binary sequencesx = (x 0 , x 1 , . . .) with the metric d C : (x,x ′ ) → 2 − min{n:xn =x ′ n } . Let µ, µ ′ , ν, ν ′ , κ, K : [0; 1] → [0; 1] denote moduli of continuity. Fix compact metric spaces X, Y of diameters diam(X), diam(Y ) := {e(y, y ′ ) : y, y ′ ∈ Y } ≤ 1, equipped with partial (multi) representations ξ :⊆ C ⇒ X and υ :⊆ C ⇒ Y such that the following holds: ξ is pointwise compact and µ-continuous with compact domain dom(ξ) ⊆ C and µ ′ -continuous multivalued total inverse ξ −1 : X ⇒ C; υ is pointwise compact and ν-continuous with compact domain dom(υ) ⊆ C and ν ′ -continuous multivalued total inverse υ −1 :
Even when ξ and υ and g are single-valued (as arguably in most applications), ξ −1 and υ −1 are not; hence multivaluedness arises naturally -and elegantly unifies our treatment. It builds on a quantitative notion of uniform continuity for multi functions aka relations inspired from [PZ13] that we believe is of independent interest: see Sections 2 and 3. The non-trivial claim of Theorem 1 is Item b), and follows immediately from our technical main result, a quantitative selection theorem:
a) Let µ denote a C-geometric modulus of continuity and suppose partial G :⊆ C ⇒ Y is pointwise compact and µ-continuous with compact domain dom(G) ⊆ C. Then G has a 2Cµ-continuous single-valued selection g : Definition 3. A modulus of continuity is a non-decreasing continuous real function µ :
For example for every K ≥ 1, µ(t) = t 1/K is
Remark 4. Note that applying first (b) and then (a) of Theorem 1 yields only (ν • ν ′ • κ • µ ′ • µ)-continuity of g, instead of the κ-continuity we began with. For X = [−1; 1] with the signed-digit representation, this 'loss' µ ′ • µ amounts to merely a constant factor; see Example 9 below. Separate work will investigate how 'small' µ ′ • µ can be for other spaces X.
Further future work will generalize Theorem 2 to other popular [KC12, §3] compact domains of representations including, for fixed ∆ ⊆ {0, 1} * and λ : N → N,
Multifunctions and Continuity
A partial multivalued function (multifunction) F between sets X, Y is a relation F ⊆ X × Y . It mathematically models a search problem: Given (any code of) x ∈ X, return some (code of some) y ∈ Y with (x, y) ∈ F . One may identify the relation f with the single-valued total function F : X ∋ x → {y ∈ Y | (x, y) ∈ F } from X to the powerset 2 Y ; but we prefer the notation f :⊆ X ⇒ Y to emphasize that not every y ∈ F (x) needs to occur as output.
Letting the answer y depend on the code of x means dropping the requirement for ordinary functions to be extensional; hence, in spite of the oxymoron, such F is also called a non-extensional function. Note that no output is feasible in
Multifunctions are unavoidable in real computation [Luc77] . Classical mathematical notions of continuity for multifunctions do not make said Main The- Definition 5. For metric spaces (X, d) and (Y, e) and modulus of continuity µ, a total multifunction F : X ⇒ Y is called µ-continuous if it satisfies:
For partial multifunctions F replace X with dom(F ). Note that Definition 5 considers only distances between "successive" values y k , y k+1 and arguments x k , x k+1 : This allows Proposition 7 to express Equation (3), in terms of fixedpoint logic but complicates the proof of Theorem 1.
Every (single-valued) function is pointwise compact. And for single-valued F , Condition (3) recovers classical continuity with modulus µ; L-Lipschitz continuity means µ = L · id, L > 0. The Hausdorff Metric
on the space K(X) of non-empty compact subsets K ⊆ X is well known to make K(X), D compact whenever (X, d) is.
A computational problem, considered as total single-valued function f : X → Y , becomes 'easier' when restricting arguments to x ∈ X ′ ⊆ X, that is, when proceeding to f ′ = f | X ′ for some X ′ ⊆ X. A search problem, considered as total multifunction F : X ⇒ Y , additionally becomes 'easier' when proceeding to any F ′ ⊆ X ⇒ Y satisfying the following:
Every restriction f ′ of a single-valued continuous function f is again continuous. This is not true for multifunctions with respect to hemi continuity [RS14]; but Definition 5 does satisfy the following closure properties:
with the composition of multi-functions according to [Wei08, §3]:
Theorem 1a) thus follows from Observation 6. For Theorem 1b) apply Theorem 2b) to υ −1 • f • ξ.
Properties and Examples
The definition of µ-continuity exceeds classical logic in that the number of quantifiers is itself quantified over. We present an equivalent characterization in terms of fixedpoint logic (Proposition 7c) and Skolem form (Proposition 7d).
Proposition 7. Fix a total multifunction F : X ⇒ Y between metric spaces and a modulus of continuity µ. Consider the following mapping ∆ µ F from arbi-
is non-increasing with respect to set inclusion, i.e. monotonous. a) Suppose that F :⊆ X ⇒ Y is µ-continuous and pointwise compact. Then
Pointwise compact F is µ-continuous iff there exist single-valued total functions G n : X n+1 → Y satisfying the following for every n ∈ N:
Note that the least fixed point of ∆ µ F is ∅ and of little interest. G n (x 0 , . . . , x n−1 , ·) in Claim (d) need not be continuous in x n .
Any total and continuous single-valued total function f : X → Y has graph closed in X × Y ; and range f [X] ⊆ Y compact for compact X: Item b) above can thus be regarded as generalization of these well-known classical facts from functions to multifunctions.
Example 8. Consider the binary representation of X = [0; 1]:
hence β is 1-Lipschitz continuous: µ := id. However β −1 : [0; 1] ⇒ C is not µ ′ -continuous for any µ ′ : For instance to x := 1/2 neitherb = (1, 0, 0, . . .) ∈ C norb = (0, 1, 1, . . .) ∈ C admit, to every 
Proof (Example 9b). Abbreviate x := σ(b) and y :
has a signed-digit expansion starting off with 0s up to the (n − 1)-st signed digit 2b 2(n−1) + b 2(n−1)+1 − 1, including: Take the appropriate unsigned binary expansion of |y ′ | ≤ 2 −n+1 , and negate it in case y ′ < 0. Now keeping the first signed digits ofb up to and including said (n − 1)-st position while replacing those at the n-th and all subsequent positions with 0s yields an expansion of x − y; while replacing the n-th and all subsequent ones with the aforementioned expansion of
Proofs
Proof (Proposition 7). Fix (x, y) ∈ R ′ := ∆ µ F (R). Choose x ′ := x to conclude the 'existence' of some y ′ ∈ F (x) with e(y, y ′ ) = 0 and (x ′ , y ′ ) ∈ R: hence (x, y) ∈ R. a) Let (x n , y n ) ∈ R ′ = ∆ µ F (R) converge to (x, y) and fix x ′ ∈ X. By hypothesis there exist y ′ n ∈ F (x ′ ) with e(y n , y ′ n ) ≤ µ d(x n , x ′ ) and (x ′ , y ′ n ) ∈ R. Since F (x ′ ) ⊆ Y is compact, some subsequence of y ′ n converges to some y ′ ∈ F (x ′ ); therefore e(y, y ′ ) ≤ e(y, y n ) + e(y n , y ′ n ) + e(y ′ n , y ′ ) with e(y, y n ) → 0 and e(y ′ n , y ′ ) → 0 and e(y n , y ′ n ) ≤ µ d(x n , x ′ ) → µ d(x, x ′ ) because x n → x and µ is continuous. Finally, (x ′ , y ′ ) ∈ R closed by hypothesis. This shows (x, y) ∈ R ′ , which is therefore closed. ∆ µ F n R n ⊆ n ∆ µ F R n follows from monotonicity. Conversely suppose (x, y) ∈ n ∆ µ F R n and consider any x ′ ∈ X. By hypothesis there exist y ′ n ∈ F (x ′ ) with e(y, y ′ n ) ≤ µ d(x, x ′ ) and (x ′ , y ′ n ) ∈ R n . Due to compactness of F (x ′ ) and since R n+1 ⊆ R n , some subsequence (w.l.o.g. y ′ n itself) converges to some y ′ ∈ F (x ′ ) with y ′ ∈ n R n since the latter is closed. Therefore (x, y) ∈ ∆ µ F n R n . The intersection N F µ N of closed F µ N is closed; and invariant by definition; and a fixedpoint due to Scott-continuity: obviously the largest one, since every other fixedpoint must contain all iterates of ∆ µ F on X × Y b) If R is compact, then so is closed R ′ ⊆ R by (a).
Let (x n , y n ) ∈ F µ 1 = ∆ µ F (X × Y ). Proceeding to a subsequence, we may w.l.o.g. suppose that X ∋ x n → x ∈ X since X is compact. By hypothesis, to x ′ := x, there exist y ′ n ∈ F (x ′ ) = F (x) such that e(y n , y ′ n ) ≤ µ d(x n , x ′ = x) → 0. Again possibly taking a subsequence, w.l.o.g. y ′ n → y ′ ∈ F (x) compact. This shows that y n → y ′ is a converging (sub-sub) sequence. Hence F µ 1 is pre-compact; and closed by (b): compact. As in (b), the intersection N F µ N of compact F µ N is compact. And so is the image range(F µ ) under continuous projection (x, y) → y. c+d) First suppose that F satisfies Equation (5) with F µ n ⊇ F µ instead of F µ . Skolemization yields G 0 with x, G 0 (x) ∈ F µ ⊆ F µ N . Setting n := 1 yields G 1 with; and inductively G 2 , . . . , G n . Equation (6) immediately implies Equation (3). Finally suppose that F satisfies Equation (3). Then induction shows that, for every n ∈ N, Equation (5) holds with F µ n ⊇ F µ instead of F µ :
By pointwise compactness, the sequence y n ∈ F (x) ⊆ Y has a subsequence converging to some y ∈ F (x). This satisfies (x, y) ∈ F µ n for infinitely many n ∈ N, hence (x, y) ∈ n F µ n = F µ according to (a). ⊓ ⊔ Proof (Theorem 1b+c). W.l.o.g. suppose that F ⊆ C × Y is compact: otherwise proceed to F ′ := F µ according to Proposition 7b+c). We shall inductively construct i) Sets X n ⊆ X n+1 ⊆ X such that: i 1) The closed balls with radius 1/2 N and centers x ∈ X n cover X i 2) and are pairwise disjoint.
ii) Total 2Cµ-continuous selections f n : X n → Y with f n = f n+1 Xn of the restriction F Xn := F ∩ (X n × Y ); µ-continuous in case Y satisfies the Strong Triangle Inequality.
It follows that f n ⊆ F converges in Hausdorff norm to a total µ-continuous single-valued function f ⊆ F . For n = 0 let X 0 = {x} ⊆ X be any singleton, and define f 0 (x) := G 0 (x) according to Proposition 7d). Before proceeding with the induction observe that, to everyx ∈ n X n \ X 0 , by (i) there exists a unique N = N (x) ∈ N withx ∈ X N +1 \ X N ; and by (i 1) there exits ax ′ ∈ X N with d C (x,x ′ ) ≤ 2 N ; and by (i 2) saidx ′ is unique, so we can and shall abbreviate saidx ′ as P(x): think predecessor. Write P k = P • · · · • P for k-fold composition when defined, and ℓ(x) ∈ N such that P ℓ(x) (x) =x 0 . Now record the following properties:
iii 1) Forx ∈ X n+1 \ X n , P(x) ∈ X n and d C x, P(x) = 2 −n rather than ≤ 2 −n .
iii 2) For all k < ℓ(
wherex ∧x ′ denotes the "least common ancestor" ofx,x ′ ∈ X ∞ := n X n ; formallyx ∧x ′ = P K (x) = P K ′ (x ′ ) where K = min{k : ∃k ′ : P k (x) = P k ′ (x ′ ) and K ′ = min{k ′ : ∃k : P k (x) = P k ′ (x ′ ). Now tox ∈ X n+1 consider ℓ := ℓ(x) ∈ {0, . . . , n + 1} and letx k := P ℓ−k (x); sō x =x ℓ andx 0 is consistent with the induction start. Define f n+1 (x 1 ) := G 1 (x 0 ,x 1 ), f n+1 (x 2 ) := G 2 (x 0 ,x 1 ,x 2 ), . . . , f n+1 (x) := G ℓ (x 0 ,x 1 , . . . ,x) according to Proposition 7d). We record properties of f n+1 that deeply depend on Cantor space as totally disconnected domain satisfying Strong Triangle E quality: iv 1) Consistency/well-definition: Ifx ′ ∈ X n+1 hasx ′ k ′ =x k for some k, k ′ , then k = k ′ and (x 0 , . . . ,x k ) = (x ′ 0 , . . . ,x ′ k ′ ); hence f n+1 (x k ) = f n+1 (x ′ k ′ ). In particularx k ∈ X n and f n+1 (x k ) = f n (x k ) for all k ≤ n. iv 2) Cµ-continuity when restricted to {x k : k}: e f n+1 (
= C · µ d C (x k ,x k ′ ) according to C-geometricity. This extends Equation (6) from "immediate" k ′ = k + 1 to arbitrary k ′ > k successors/predecessors. The next item treats further "removed" kinds of kinship: iv 3) 2Cµ-continuity on entire X n+1 : e f n+1 (x), f n+1 (
iv 4) µ-continuity on {x k : k} if Y satisfies Strong Triangle Inequality: e f n+1 (x k ), f n+1 (x k ′ ) ≤ max e f n+1 (x k ), f n+1 (x k+1 ) , · · · , e f n+1 (x k ′ −1 ), f n+1 (x k ′ ) ≤ max µ d C (x k ,x k+1 ) , µ d C (x k+1 ,x k+2 ) , · · · , µ d C (x k ′ −1 ,x k ′ = µ d C (x k ,x k+1 ) = µ d C (x k ,x k ′ ) by (iii 2) and (iii 3). iv 5) µ-continuity on X n+1 if Y satisfies Strong Triangle Inequality:
