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Abstract
The results of our research on noncommutative perturbative quantum
field theory and its relation to string theory are exposed with details. 1)
We give an introduction to noncommutative quantum field theory and its
derivation from open string theory in an antisymmetric background. 2) We
perform a perturbative Wilson loop calculation for 2D NCYM. We compare
the LCG results for the WML and the PV prescription. With WML the loop
is well-defined and regular in the commutative limit. With PV the result is
singular. This is intriguing: in the commutative theory their difference is re-
lated to topological excitations, moreover PV provides a point-like potential.
3) Commutative 2D YM exhibits an interplay between geometrical and U(N)
gauge properties: in the exact expression of a Wilson loop with n windings
a scaling intertwines n and N. In the NC case the interplay becomes tighter
due to the merging of space-time and “internal” symmetries. Surprisingly,
in our up to O(g6) (and beyond) crossed graphs calculations the scaling we
mentioned occurs for large n, N and theta. 4) We discuss the breakdown of
perturbative unitarity of noncommutative electric-type QFT in the light of
strings. We consider the analytic structure of string loop two-point functions
suitably continuing them off-shell, and then study the Seiberg-Witten limit.
In this way we pick up how the unphysical tachyonic branch cut appears in
the NC field theory.
DFPD 03/TH/04
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Chapter 1
Introduction and Summary of
Results
1.1 Introduction
Noncommutative geometry[1] has received, in the last years, a lot of attention
and a renewed interest from the community of theoretical physicists. The idea
that, at the scale of unification of gravity with quantum theory, the structure
of space-time could be no longer that of a differentiable manifold, but rather a
more complicated one, matches with the possibility that coordinates become
noncommuting operatorial degrees of freedom, describing a non-local funda-
mental scenario[2]. Such concepts have received a boost, when it was realized
that noncommutative field theories can be derived as an effective description
of string/M theory in antisymmetric backgrounds[3, 4, 5]. Since string theory
proposes itself as the most powerful candidate for a unified theory of fun-
damental interactions, its connection with noncommutative QFT enhanced
its relevance in describing the crucial aspects of quantum space-time at the
Planck scale.
Since then, a big amount of literature has been devoted to study the
properties of noncommutative field theories, both in connection with the low-
energy sector of string theory, and in their own, as particular examples of
exotic QFT. We refer the reader to the beautiful existing reviews[7, 8, 9], and
to the introductive chapters of this thesis, where some of the relevant aspects
of the derivation from open string theory, and some peculiar features of per-
turbation theory, are summarized. What one immediately learns is the fact
5
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that these theories contain a number of properties which, in a sense, reveal
a more stringy-like character rather than a QFT-like one. They are non-
local and reveal a very rich quantum spectrum, which includes, or, better,
is more properly interpreted as made of extended string-like objects. These
features, together with the relative ease in building the perturbative series
using Feynman diagrams with the standard machinery of QFT, make them
a unique opportunity to test “deformations” of quantum field theory. These
modifications typically lead to so dramatic effects on the internal consistency
of QFT, that one usually has to face the loss of most basic requirements.
One realizes, therefore, that, in its own, noncommutative quantum field
theory does provide a greatly manageable and extraordinarily powerful set-
ting in which string theory can be studied from a simplified point of view,
maintaining many important aspects of the original setup. Still, it may run
into inconsistencies. Our work has been inspired by the twofold attempt
to find the boundary to which noncommutative field theory can be pushed
inside the framework of QFT (and we will provide an example of a con-
sistent calculation which can reveal the great geometrical richness of even
the simple two-dimensional noncommutative Yang-Mills theory), and then
to definitely turn to string theory, in order to clarify the reasons for such
unusual behaviours. The main themes and keys of reading are, on one hand,
the perturbative investigation of the structure of the larger gauge group that
underlies noncommutative field theories, in which space-time transformations
and internal symmetries merge. Among the features inherited from strings,
the most striking one is probably that, like in any theory which should unify
gravity with Yang-Mills theories, a large symmetry group is at work. It is a
very lucky circumstance that this can be analysed in a field theory context.
On the other hand, we devote our attention to infer completely from string
theory the features of the spectrum of noncommutative quantum field the-
ory. We think we have found some interesting ingredients for the explanation
of long-standing problems, looking at some one-loop open string scattering
amplitudes, along with their continuation off-shell and to their field theory
limit.
1.2 Summary of Results
We have explored the noncommutative U(N) Yang-Mills theory using the
tool provided by the Wilson loop. In our analysis, we chose to work in a
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two-dimensional noncommutative space-time, because, in this situation, one
can perform a comparison with exact nonperturbative commutative results,
and also because in two dimensions some symmetries are necessarily pre-
served even in the presence of noncommutativity, such as Lorentz invariance,
and also invariance under area-preserving diffeomorphisms is into play. This
allowed us to explore some general geometrical features; in particular, the
larger gauge group underlying noncommutative theories should contain in
two dimensions the group of area-preserving diffeomorphisms itself. This is
therefore a privileged setting where the effects of the merging of space-time
and internal symmetries can be studied.
Our first step was to calculate the first non-trivial order of the perturba-
tive expansion of the Wilson loop, concentrating our attention on the con-
tribution from the crossed diagram, the one which is affected by noncommu-
tativity. We chose the light-cone gauge, and compared the results obtained
when using the Wu-Mandelstam-Leibbrandt (WML) and the Cauchy prin-
cipal value (PV) prescriptions for the vector propagator, remembering that,
in ordinary theories on compact manifolds, the difference between the two
cases can be traced back to the contribution of topological excitations. With
the WML prescription, the θ-dependent term is well-defined and regular, and
continuous in the limit θ → 0, where the commutative theory is recovered.
This is at odds with the usual behaviour in higher dimensions, where one
typically finds singularities when going to the commutative limit. However,
this region is approached in a non-analytic way, revealing that θ = 0 remains
a singular value. Conversely, it was immediately noticed that the natural
variable in which to express the dependence on noncommutativity is 1/θ.
The loop has a finite value at 1/θ = 0, corresponding to maximal noncom-
mutativity: this was an explicit proof that in d = 2 the non-planar diagrams
are not suppressed at large θ, at odds with what happens in higher dimen-
sions. This feature has also been confirmed in subsequent works appeared in
literature.
Our WML results provided an example of a consistent non-trivial cal-
culation when non-commutativity involves the time variable. But the most
striking point was that, unexpectedly, the result obtained with the PV pre-
scription for the gauge propagator differs from the WML one only by the
addition of two terms, with a trivial θ-dependence, but singular:
WPV = ∞
Actually, the series expansions in the variable 1/θ coming from the PV and
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the WML prescriptions coincide, apart from these two trivial (infinite) con-
tributions1, which anyway can be ascribed to the delta-like term which dis-
tinguishes the two prescriptions, and which represents a contact interaction.
This therefore brought us to conclude that noncommutativity of space-time
is incompatible with an instantaneous (point-like) potential, like the one of
the PV prescription.
We then extended the previous results to the case of n-windings around
the loop. In this way, it was possible to introduce a procedure which re-
lates transformations over the noncommutative space-time base manifold,
and transformations over the fiber of the internal group. This was the key
in order to explore the structure of the merging we mentioned, from the
point of view of perturbation theory. An interesting feature of commutative
Yang-Mills theories in 1+1 dimensions was already a non-trivial interplay
between the geometrical properties and U(N) gauge structures: in the exact
expression of a Wilson loop with n windings, a symmetric scaling intertwines
n and N . The WML expression has instead a trivial abelian-like dependence
on n, which does not involve the rank of the gauge group N . In the non-
commutative case the interplay must be present in the very deep structure
of the theory. We pushed our calculations to the next order, where technical
difficulties grow exponentially, and found that in the contribution from the
crossed graphs (the genuine non-commutative terms), an intricate mixing
exists between n and N already in the perturbative WML context, which is
a clear signal of this merging. We were able to work out the large θ- limit,
and found again that it has a finite value. Rather surprisingly, the symmetric
scaling we mentioned is recovered for large n and N in the limit of maximal
non-commutativity:
W(n,N,A) = W(N, n,An/N)
Winding n times around an area A for a group U(N) is like to wind N times
around a rescaled area for a group U(n). We presented arguments in favour of
the persistence of such a scaling in this regime at any perturbative order, and
succeeded in summing the related perturbative series. The leading behaviour
of the θ-dependent term is provided by the diagrams with a single crossing
and then a ladder of non intersecting propagators.
During the last year we focused on the direct relation between noncommu-
tative field theories and string theory, and analysed the problem of unitarity.
1We refer the reader to the remarks we make about this point in Section 4.3.2
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This problem was faced since the appearance of these theories as an effective
description for open string theory amplitudes in an antisymmetric constant
background. The absence of a straightforward Hamiltonian formulation for
the case of an electric-type noncommutativity (in which the time variable is
involved) and the bizarre dynamical features of its scattering amplitudes have
soon casted doubts on the consistency of this kind of theories. One of the
first confirmations of the breakdown of perturbative unitarity was given for
a noncommutative scalar theory: Cutkoski’s rules were found to hold only in
the magnetic case; in the electric case an additional tachyonic branch cut is
present. An analogous result was found for noncommutative gauge theories.
New possible states were considered, under the claim that unitarity could be
recovered provided the appropriate intermediate exchanges are added, but
these states are necessarily tachyonic. This is related to the fact that in the
electric case the Seiberg-Witten limit does not succeed in decoupling all or
a part of the intermediate string exchanges. From the point of view of the
behaviour of open strings in electric backgrounds one sees that there is a
critical value of the field beyond which the string becomes unstable. The
limit of Seiberg and Witten precisely forces the electric field to overcome this
critical value; therefore the corresponding field theory seems to be related to
an unstable string.
Our aim was to clarify this situation from the point of view of the analyt-
ical structure of the full string theory two-point function, precisely looking
at what happens to the branch cuts when one performs the Seiberg-Witten
limit. We took as an example the scalar amplitude, which can be derived
as a limit of the two-point tachyon amplitude in open string theory, suit-
ably extended off-shell. One also needs to go to sufficiently low values of the
dimension d of the brane at which the open string is attached, in order to
deal with non-negative masses. In particular, we went to d = 2: the effective
brane-worldvolume theory is a two-dimensional NC φ3 theory, and in two di-
mensions again we have necessarily electric-type noncommutativity. We are
therefore in the right situation to study the above mentioned phenomena.
We explained why it is necessarily problematic to go down from the string
theory amplitude to the field theoretical one: in the full string theory ampli-
tude, one has two branch cuts in the complex plane, both positive below the
critical value of the electric field; however one of them is parameterized by a
quantity that changes sign when the electric field overcomes its critical value,
as it happens in the effective limit. This practically produces the appearance
of an unphysical tachyonic branch cut in the noncommutative field theory
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limit.
Once explained this mechanism, one can interpret these results in the
light of the nature of the two branch cuts. One of them is driven by the
open string metric and connected with the open string exchange, while the
other one is reminiscent of the closed string channel. Our example confirms
and cleanlily enforces arguments already appeared in the literature about
the role of the closed string sector in the interpretation of noncommutative
thresholds. We also calculated the discontinuities across these cuts, in a
suitable approximation.
Chapter 2
String Theory Derivation
2.1 Introduction
In this section we show one way in which noncommutative field theories can
be derived as an effective low-energy description of a string theory in an
antisymmetric background. Let us start considering the sigma-model action
for an open string in the presence of a constant background:
S =
1
4πα′
∫
Σ
d2σ (
√
γ γab gµν ∂aX
µ∂bX
ν − 2iπα′Bµν ǫab∂aXµ∂bXν). (2.1)
Here Σ represents the two-dimensional string worldsheet, parameterized by
coordinates σa. In the following, we will interpret this action as describing
a bosonic open string coupled with a constant closed-string background. We
report for completeness the sigma-model action for a bosonic open string
coupled with the massless closed sector:
S =
1
4πα′
∫
Σ
d2σ (
√
γ γab gµν(X) ∂aX
µ∂bX
ν − 2iπα′Bµν(X) ǫab∂aXµ∂bXν
+
√
γ R(2) φ(X)), (2.2)
where gµν(X) is the graviton field, Bµν(X) the antisymmetric tensor and
φ(X) is the dilaton field. R(2) is the curvature of the two-dimensional world-
sheet metric γ. For constant backgrounds, which means taking the expec-
tation value of the background fields, the first two pieces give the action in
(2.1), while the third one gives as usual the string coupling constant of the
topological expansion of string diagrams. Finally, one should also add the
11
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coupling to the background representing the massless open sector: we will
consider this term later, when we will show how to derive noncommutative
gauge theories.
There are a series of assumptions we will make now[5]: first, we will work
at tree-level in all this chapter, therefore we are allowed to fix the gauge
γab = ηab, where ηab is the two-dimensional flat Minkowski metric. Then, we
will consider the presence of a Dp-brane lying in the first p+1 dimensions of
the target space, which is 26-dimensional for us1. We will use the following
notation:
µ, ν = 0, · · · , 25 i, j = 0, · · · , p m, n = p+ 1, · · · , 25. (2.3)
We will take the closed metric gµν to be block-diagonal with respect to this
splitting[104]. Furthermore, we take the antisymmetric field Bµν to be zero
outside the brane. This does not lead to a loss of generality, as we will see in
a short. On the contrary, one could ask if it is possible to get rid even of the
B-field on the brane, by making a gauge transformation. We recall that on
the brane-worldvolume one has a U(1) gauge field Ai[10] (we will return on
this point in the following), which couples to the string such that the action
has a gauge invariance A→ A+Λ, B → B− dΛ for any one-form Λ. Trying
to eliminate B would produce anyway an A on the brane.
We will mention two different approaches one can follow, in order to prove
that, in this situation, the worldvolume of the brane is effectively noncommu-
tative. The first one is based on the path-integral approach, and shows that
the low-energy effective field theory for the string in this background on the
worldvolume of the brane is a noncommutative field theory. The second one
is based instead on the canonical quantization of the string worldsheet, and
shows that the commutation relations between the coordinate operators of
the ending points of the string get modified by the presence of the term con-
taining the B-field in the action, and become different from zero. Since these
points are attached to the brane, this means that the brane itself becomes a
noncommutative manifold.
2.2 Path Integral Approach
In this section we describe how one can derive tree-level amplitudes of non-
commutative field theory from our open string theory in the path integral
1See [6]
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approach. The discovery of this fact is traced back to the paper [5], which,
along with other previous papers[3, 4], renewed the interest in noncommu-
tative geometry applied at quantum theory, opening to it new powerful per-
spectives.
2.2.1 Tree-Level Amplitudes
Let us begin considering a tree-level open string amplitude described by the
action (2.1)[5]. We will conformally map the disc worldsheet to the complex
upper plane by using the following relations:
z = eτ+iσ z¯ = eτ−iσ ℑz ≥ 0,
∂τ =
1
2
(z∂z + z¯∂z¯) ∂σ = − 1
2i
(z∂z − z¯∂z¯), (2.4)
where we have called as usual σ0 = τ , σ1 = σ.
We will now restrict ourselves to the indices on the brane, disregarding
what happens outside. One immediately realizes that the term containing the
B-field can be written as a boundary term, namely, in the old σi coordinates,
as − i
2
∫
∂′Σ
Bij X
i ∂τX
j, where we have kept only the contribution along the
boundary ∂′Σ : {σ = 0, π}. This would not be the case for a non-constant B,
and this also shows that a B outside the brane would be irrelevant, since we
choose ∂τX
m = 0 in ∂′Σ. A term like − i
2
∫
∂′Σ
Bij X
i ∂τX
j does not modify
the equations of motions, which remain
gij ∂z ∂z¯X
j = 0, (2.5)
but it modifies the boundary conditions in the following way:
gij (∂z − ∂z¯)Xj + 2πα′Bij (∂z + ∂z¯)Xj = 0 z = z¯. (2.6)
We have in fact that the boundary of the string worldsheet ∂′Σ : {σ = 0, π}
is mapped through the (2.4) on the real axis of the complex z-plane. The
boundary conditions (2.6) are a deformation of the Neumann’s ones, and
reduce to Neumann’s when the B-field is absent. Outside the brane one has
of course Dirichlet boundary conditions.
The propagator obtained from these equations of motions, and satisfying
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these new boundary conditions, is the following: 2
< X i(z)Xj(z′) > = −α′
[
Dij + [g−1]
ij
log |z − z′| − [g−1]ij log |z − z¯′| +
[G−1]
ij
log (z − z¯′)2 + θ
ij
2πα′
log
z − z¯′
z¯ − z′
]
, (2.7)
where G is the “open string metric”
G = (g − 2πα′B)g−1(g + 2πα′B) (2.8)
and θ is the “noncommutativity parameter”
θ = −(2πα′)2(g + 2πα′B)−1B(g − 2πα′B)−1. (2.9)
We will assume that the branch cut of the logarithm is drawn along the
positive real axis, so that the string worldsheet is half of the Riemann sheet.
In order to compute scattering amplitude, it is necessary to insert suit-
able vertex operators, representing states of incoming and outgoing particles
belonging to the string spectrum, at the boundary of the string worldsheet,
which, in this case, as we have already mentioned, is the real axis. What
will be relevant for string amplitudes will be therefore the propagator (2.7)
evaluated at the boundary. We set z = s and z′ = s′ with s and s′ real, and
get
< X i(s)Xj(s′) >= −α′[G−1]ij log (s− s′)2 + i
2
θijΘ(s− s′), (2.10)
where the constant Dij has been set for convenience equal to −i
2α′
θij , and Θ
is the sign-function.
One remark one can do about this result is the following: imagine you
try to evaluate the quantity < [X i(s), Xj(s′)] > when s′ is very near to s,
let us say s = s′ + δ with a small positive δ. This has to do with the OPE
between the coordinates on the brane[14]. Then we have from (2.10)
< [X i, Xj] >= i θ ij . (2.11)
This is the first evidence that the boundary of the string worldsheet. i.e. the
brane worldvolume, is described by a noncommutative manifold.
2The reader is referred for this to [11, 12, 13]
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Another remark is that, in the propagator (2.10), the open string metric
(2.8) has replaced the metric g in front of the coefficient of the logarithm.
This means that the free mass-shell condition is now fixed by the open string
metric G, through the usual considerations about the anomalous dimension
of the vertex operators3.
Once we know the propagator, we can build the generic tree-level string
amplitude in the usual way: we consider a vertex operator of the form
V (k) =
∫
ds P (∂X) e ikX, (2.12)
where P is a suitable polynomial in the derivatives of the X ’s with suitable
polarization tensors. The coordinates and the momentum will be taken along
the brane, and normal ordering will be understood. The scalar product in
the exponent and saturation inside P is always made using the open string
metric, and integration is along the boundary. One has to take the vacuum
expectation value of the correct number of such operators, weighted with the
string action, namely
<
∫
ds1 · · · dsn
n∏
m=1
Pm(∂X)e
ikmX>(G,θ). (2.13)
When weighted with the action (2.1), and after standard path integral manip-
ulations, the correlator (2.13) becomes exponentials of the propagator (2.10)
multiplied by some sources. The subscript (G, θ) signals the two relevant
parameters of the propagator (2.10). From this consideration, and from the
fact that the propagator (2.10) is a sum of two pieces, we see immediately
that the amplitude factorizes as follows:∫
ds1 · · · dsn e−
i
2
∑
m1<m2
km1θkm2 sign(sm1−sm2 )
× <
n∏
m=1
Pm(∂X)e
ikmX>(G, θ=0). (2.14)
The amplitude in the presence of the antisymmetric background is therefore
the same as an amplitude without antisymmetric background, but evaluated
with the open string metric (2.8), plus a phase factor which depends on the
momenta and on the noncommutativity parameter. This is a key observation
and will turn out to be very important in what follows.
3For precisations we refer the reader to Chapter 6
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2.2.2 The Seiberg-Witten Limit
We will try now to perform a zero-slope limit of the amplitude (2.14), looking
for an effective description of string processes at low-energy. When one per-
forms the limit in which the string constant α′ goes to zero, or equivalently
one restricts himself to a particular sector of the domain of integration of
the string amplitudes, one expects to decouple from the string spectrum all
nonzero masses, which depends on 1/α′, and the amplitude to reduce to a
field theory amplitude for the particles of the lowest-energy sector. We will
study the limit proposed by Seiberg and Witten[5]. In this limit, one has
α′ ∼ ǫ 12 g ∼ ǫ ǫ → 0. (2.15)
The peculiarity of the scaling (2.15) is that, when the string constant goes
to zero, then the closed string metric approaches zero as well, but in such a
way that the open string parameters tend to constant finite values. In fact,
from (2.8), one has
G−1 → − 1
4π2
1
B
g
α′2
1
B
→ const, (2.16)
while, from (2.9), one has
θ → 1
B
. (2.17)
One can immediately see from comparison with the action (2.1) that the
Seiberg-Witten limit can be viewed as a limit of strong B-field. This pro-
vides a connection with all the literature which studies noncommutativity in
phenomena involving for examples electrons in strong magnetic fields, and
the Landau problem4. We refer the reader to [114] for an explanation of how
it works in that case; one should also notice stimulating analogies with the
tractation we present in Section 2.3.
Some remarks are in order about this limit. First, one immediately sees
that it does not commute with B → 0; in other words, it is different to
perform the low-energy Seiberg-Witten limit and then to send B to 0, or to
get first rid of B and then to take the zero slope limit afterwards. This is
a first signal that in the noncommutative effective field theory description,
θ = 0 could be a priori a singular point. A great amount of papers has
4One notices that the action basically tends to − i
2
∫
∂′Σ
Bij X
i ∂τX
j
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shown that this is indeed the case: when one compute quantum corrections to
the noncommutative tree-level amplitudes, one finds typically non-analytic
behaviours at small θ. We will discuss this feature later, in the chapter
of this thesis devoted to the noncommutative field theories, where also the
relevant literature will be mentioned. We will then exhibit a particular and
subtle example of non-analyticity in the part devoted to our calculations, for
dimension of the brane-worldvolume equal to two.
The second remark is that the Seiberg-Witten limit (2.15) is a good can-
didate for a decoupling limit at least from the point of view of the string
mass-shell condition: the masses of the string spectrum are determined by
the piece proportional to the open string metric in the propagator. Therefore,
to decouple all the massive string states, one has at least to send to zero this
first piece, which is proportional to α′G−1. The limit (2.15) succeeds in doing
this, the propagator tending to i
2
1
B
Θ(s− s′). However, this is not the end of
the story when considering also string loops, since one should actually see if
the massive string states really disappear from the actual string amplitudes.
This point will be crucial in our later developments. For the moment, let us
rely on the previous naive consideration, and suppose that all massive states
indeed decouple.
If we perform the Seiberg-Witten limit of the amplitude (2.14), we see
that the phase factor remains essentially the same with the constant non-
commutativity parameter (2.17), while the other piece tends to the string
amplitude as computed without the B-field boundary term in (2.1), but
evaluated with the metric (2.16), in the low-energy limit α′ → 0. This last
term is nothing but the low-energy limit of the usual string amplitude, with
metric Glim obtained by Eq.(2.16); one knows that it is described by a field
theory action
Seff =
∫
dx
√
Glim L(Φ, ∂Φ), (2.18)
where we have indicated briefly with Φ the set of fields which describe the var-
ious particles of the massless sector, with ∂Φ their derivatives, and the indices
are contracted using the metric Glim. The integration is understood over the
worldvolume of the brane we are considering. Therefore, the low-energy limit
of (2.14) is an amplitude which is derived from (2.18) and multiplied in mo-
mentum space by the noncommutative phase. This is exactly what we mean
by a noncommutative amplitude, in the way it is defined in the standard
approach to noncommutative quantum field theory. The effective action for
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this situation is just the same action (2.18) but with noncommutative phases,
i.e. precisely
Seff =
∫
dx
√
Glim L⋆(Φ, ∂Φ), (2.19)
where the star means that all the products of the fields and their derivatives
in L must be replaced by the noncommutative (Groenewold-Moyal) star-
product[15, 16]
φ1(x) ⋆ φ2(x) = exp
[
i
2
θµν
∂
∂xµ1
∂
∂xν2
]
φ1(x1)φ2(x2)|x1=x2=x. (2.20)
This shows that, in order to obtain the effective description for bosonic open
string theory in a B-field background, it is sufficient to modify the standard
effective field theory, which should describe the process in the absence of B,
in order to transform it into its noncommutative analogue, and this amounts
to a replacement of all the products of the fields in the standard action with
“star-products”. Analogously, it is enough to transform the brane worldvol-
ume over which the standard effective field theory is defined, in the analogous
noncommutative manifold, obtained modifying the algebra of the functions
over it into the noncommutative algebra defined by (2.20).
2.3 Canonical Quantization
Now we want to describe the other approach to string theory in antisymmetric
backgrounds that we mentioned, which points towards a noncommutative de-
scription of the brane worldvolume, and relies on canonical quantization[17,
18, 19, 20, 21]. Let us consider again the sigma model action for the bosonic
string in a closed constant background. After suitably rescaling the B-field
to get it dimensionless, one can write
S =
1
4πα′
∫
Σ
d2σ
√
γ γab gµν ∂aX
µ∂bX
ν +
1
4πα′
∫
∂′Σ
Bµν X
µ ∂τX
ν . (2.21)
We have already derived the equation of motions and boundary conditions
from this action, we only have to update our rescaled factors. When expressed
in the worldsheet variables σ and τ , they become on the brane:
e.o.m. gij X
j = 0, (2.22)
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b.c ∂σX
i + Fj
i ∂τ X
j = 0 σ = 0, π. (2.23)
We have defined Fj
i = Bj l g
li, and the symbol  represents the worldsheet
Dalembertian. One thing we notice is the curious fact that when the B-field
is sent to infinity, one ends with Dirichlet-like boundary conditions also on
the brane. This looks like the endpoints of the string would become fixed to
something similar to a zero-brane.
One can solve this set of equations as an infinite series of harmonic oscil-
lators, and obtain
X i = x0
i + a0
iτ − a0jFj iσ +
∑
n 6=0
e−inτ
n
(
ian
i cos nσ − aniFj i sin nσ
)
. (2.24)
The canonical momentum on the brane is given by
P i =
1
2πα′
(
∂τX
i + Fj
i∂σX
j
)
=
1
2πα′
(
a0
j +
∑
n 6=0
an
je−inτ cos nσ
)
Mj
i, (2.25)
where Mj
i = δj
i − Fj lFli. The total momentum Πi is a conserved quantity:
Πi =
∫ π
0
dσ P i =
1
2α′
a0
j Mj
i, (2.26)
while of course the total momentum outside the brane is not conserved, due
to the breaking of translational symmetry by the choice (2.3)[104]. To pro-
ceed to the quantization program one should promote X and P to quantum
operators, and impose the canonical commutation relation between them.
But, in so doing, namely if one tries to impose simultaneously the standard
canonical commutation relation, one runs immediately into an absurdum .
In fact, from (2.23) and (2.25), one has
2πα′ P j(τ, 0/π)Fj
i = − ∂σXj(τ, 0/π)Mji, (2.27)
from which one derives
2πα′
[
P j(τ, 0/π), P l(τ, σ′)
]
Fj
i = −
[
∂σX
j(τ, 0/π), P l(τ, σ′)
]
Mj
i. (2.28)
From formula (2.28) it is clear that to impose simultaneously[
Xj(τ, σ), P l(τ, σ′)
]
= igjlδ(σ − σ′) ,
[
P j(τ, σ), P l(τ, σ′)
]
= 0 (2.29)
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is not consistent.
One should use here Dirac’s quantization method for constrained systems[22,
23]. One takes (2.29), together with
[
Xj(τ, σ), X l(τ, σ′)
]
= 0, (2.30)
as equal time classical Poisson bracket among the canonical variables, and
considers the constraints: from the boundary conditions (2.23) one reads the
primary constraints (2.27)
2πα′ P j Fj
i + ∂σX
j Mj
i = 0 on the boundary. (2.31)
By imposing the Poisson bracket of the primary constraints (2.31) with the
Hamiltonian
H =
1
4πα′
∫ π
0
dσ
[
(∂τ X)
2 + (∂σX)
2
]
(2.32)
to vanish, which means that the constraints must be conserved in time, one
obtains secondary constraints. One should again impose vanishing Poisson
bracket between this new constraints and the Hamiltonian, and continue
in this way until one finds the set of all possible constraints, such that no
further conditions need to be added in order to reach consistency5. Let us
consider now the matrix obtained by taking the Poisson bracket among all
the constraints with themselves. This matrix is invertible if the constraints
are all second class , as we will assume. Then, the Dirac bracket between two
dynamical variables is defined as the old Poisson bracket, plus a term which
involves this matrix of constraints, as follows:[
A(σ), B(σ′)
]
D
=
[
A(σ), B(σ′)
]
P
−
∑
1,2,n,m
[
A(σ), ϕn(σ1)
]
P
× (C−1)nm(σ1, σ2)
[
A(σ2), ϕ
n(σ′)
]
P
, (2.33)
where ϕn = 0 is the n-th constraint, and C is the matrix of constraints.
Quantum commutator is obtained as −i times the Dirac bracket.
5Many subtleties underlie the correct application of this procedure, for which we refer
the reader to the already cited papers and to more complete treatments
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After performing the calculation in the present case, it was found that
two of the three quantum commutators are unchanged, namely[
Xj(τ, σ), P l(τ, σ′)
]
D
= igjlδ(σ − σ′) ,
[
P j(τ, σ), P l(τ, σ′)
]
D
= 0, (2.34)
while the third one undergoes a crucial modification:
[
Xj(τ, 0), X l(τ, 0)
]
= −
[
Xj(τ, π), X l(τ, π)
]
= 2πiα′
(
M−1 F
)jl
, (2.35)
all other combinations still vanishing6. This means that, on the boundary,
the coordinate quantum operators do no longer commute, revealing that the
brane worldvolume has assumed the features of a noncommutative manifold.
One can express the new commutation relations derived from (2.34) and
(2.35) in terms of creation and annihilation operators:
[x0
i, x0
j ] = 2πiα′
(
M−1 F
)ij
, (2.36)
[a0
i, a0
j ] = 0, (2.37)
[x0
i, a0
j] = 2iα′M−1
ij
, (2.38)
[an
i, x0
j ] = [an
i, a0
j ] = 0, (2.39)
[an
i, am
j] = 2α′ nM−1
ij
δn+m. (2.40)
The crucial difference with respect to the case without the B-field is that the
zero modes of the string do not commute anymore: this is the mechanism
through which the static brane inherits noncommutativity (see [24], and [25]
for ideas on how to go beyond the zero-mode approximation). What ob-
tained here in the quantization of the free spectrum shows that the effective
theory for the worldvolume of the brane is a field theory defined on a set of
noncommuting coordinates, with noncommutativity parameter θij given by
Eq. (2.36).
6We can notice that the commutator (2.35) is proportional to α′
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As a final remark, one notices that the mass-shell condition can be de-
rived from the Virasoro generators, which in turn can be extracted from our
previous formulas. In this condition, the matrix M plays a role which is
the same as the open string metric of the previous section (see the remark
under Eq. (2.11))[83]. The central charge is instead unchanged; one repeats
from here on all the considerations about a consistent quantization of the
free spectrum. The critical dimension is unchanged, and the physical Fock
space of states has to be built up using the suitable Virasoro generators.
2.4 Gauge Fields
As already announced, we end this chapter by making some remarks on gauge
fields. The complete sigma model for the bosonic open string coupled with
the massless sector should contain also an interaction term
−i
∫
∂′Σ
Ai(X) ∂τX
i. (2.41)
At the classical level, the term in Eq.(2.41) is invariant under the gauge
transformation
δAi = ∂iΛ, (2.42)
since the variation is a total derivative, and we assume suitable conditions at
τ = ±∞. However[5], at the quantum level one finds for the path integral
δ exp
[
i
∫
∂′Σ
Ai ∂τX
i
]
∼ i
∫
dτ∂τΛ −
∫
dτ Ai ∂τX
i
∫
dτ ′∂τ ′Λ (2.43)
plus higher orders in the gauge field. Then, the authors in [5] raised the
problem that, if one considers the second term in (2.43) operatorially, one
has to regularize it when τ get τ ′ are close to each other. If one makes use
of a point-splitting method∫ +∞
−∞
dτ ′ = lim
ǫ→0
∫ τ−ǫ
−∞
+
∫ +∞
τ+ǫ
dτ ′, (2.44)
and one performs the OPE using the antisymmetric part of the propagator
(2.10) (the one that survives in the field theory limit), the result is that this
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term can be written as∫
dτ :
[
Ai
(
x(τ)
)
⋆ Λ
(
x(τ)
)
− Λ
(
x(τ)
)
⋆ Ai
(
x(τ)
)]
∂τX
i : , (2.45)
therefore one has invariance if one asks
δAi = ∂iΛ − i(Ai ⋆ Λ − Λ ⋆ Ai). (2.46)
This form of the gauge transformation is consistent also at higher orders in
the gauge field in the expansion (2.43). This is precisely the form of noncom-
mutative star-gauge invariance, as it is well known in noncommutative gauge
theories, in its infinitesimal version. Actually, the same result is obtained
when computing string amplitudes for external open string massless vectors,
in the way shown in section (1.2). The effective field theory action is the
noncommutative version of the Yang-Mills theory∫
dp+1x
√− detGGij Grs Fir ⋆ Fjs, (2.47)
where
Fij = ∂iAj − ∂jAi − i(Ai ⋆ Aj −Aj ⋆ Ai)
≡ ∂iAj − ∂jAi − i[Ai , ⋆ AJ ] (2.48)
is the “noncommutative field strength”.
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Chapter 3
Noncommutative Quantum
Field Theory
3.1 Introduction
Once we have understood a possible way to derive noncommutative field
theories from string theory as an effective low-energy description, we turn
our attention to their particular properties. They show themselves to be
very exotic quantum field theories, and the aim of this chapter is mainly to
explain their features in the light of their stringy origin.
We have seen that, in order to turn a standard action into its noncom-
mutative counterpart, it is sufficient to modify all the products among fields
in the classical action such that they become star-product (2.20). Equiv-
alently, we consider as a basis of the geometrical setting of our theory the
commutation relation
[xµ, xν ] = iθµν , (3.1)
which we saw emerge from the canonical quantization of the string coordinate
operators, or from Eq.(2.11). Let us see now what happens strictly in the
effective theory, starting from the perturbative expansion[26].
3.2 Noncommutative Perturbation Theory
As a first property, one realizes that the free propagators of the new theory
are the same as the old ones, if one has trivial boundary conditions. We will
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consider in our treatment a perturbative noncommutative theory as defined
in terms of ordinary fields, which live on an ordinary manifold, but multi-
plied by the star-product. We mention here the existence of an operatorial
description of noncommutative theories, which is very useful for example for
nonperturbative studies, like the analysis of soliton solutions or of particu-
lar geometrical properties[27, 28]. We will not make use of this approach
throughout this thesis. The quadratic part of the noncommutative action,
the one which drives the free perturbative propagator, feels the presence of
the star-product only through a total derivative, which we set to zero if the
boundary conditions allow it. We will restrict our discussion to the cases in
which this is possible.
The part of the action which is heavily modified by the replacement with
the star-product is the interactive part. Here, the vertices of the theory
are modified by the presence of the noncommutative phases in momentum
space, which are the ones we have encountered in Eq.(2.14). This changes a
lot the nature of the interaction. First, one generally loses invariance under
arbitrary permutation of the momenta. The best thing to do when one
deals with a noncommutative Feynman diagram, is to draw it in ’t Hooft
double-line notation, very much as one does in gauge theories in order to
keep track of the nonabelian character of the theory. Here, we can say that
the relation (3.1) introduces as well a general nonabelianity in the theory,
even if one starts from an action which does not manifestly contain gauge
fields. We will see that one of the main point will be actually the existence of
a large generalized gauge group, which will contain internal as well as space-
time transformation, and will include and unify both internal and space-time
nonabelianity.
4
1
3
2
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Here above, we have drawn four particular diagrams in the double-line
notation: 1 and 2 belong to the expansions of the NCΦ3, 3 and 4 to the one of
NCΦ4, respectively. One is naturally brought to distinguish between planar
and non-planar diagrams: 1 and 3 are planar, while 2 and 4 are non-planar.
In planar diagrams, conservation of momenta at each vertex produces strong
cancellation among the noncommutative phases, and only an overall phase
survives, which depends on the external momenta as exp[− i
2
∑
n<m pnθpm],
and therefore factorizes out of the loop integrals. Planar graphs are essen-
tially the same as the commutative ones, in particular they have the same
divergences and pattern of singularities. In non-planar diagrams, this cancel-
lation is no longer at work, and some of the noncommutative phases survive,
which depend on the momenta running in the loops, and therefore change
substantially the behaviour of the amplitude. Precisely, one has inside the
integral a supplementary exp[− i
2
∑
r<s crskrθks], where crs is the “intersec-
tion matrix”, namely a matrix which has 0 as an entry when two propagators
do not cross, and 1 if they do cross. We show the fourth diagram, in single
line notation:
s
r
Nonplanar graphs are normally cutoff in the ultraviolet by the presence
of this phase, and in most cases they turn out to be ultraviolet convergent
and finite. This observation was at the root of the earliest attempts to intro-
duce possible non-local deformation in the space time over which a quantum
field theory is defined, in order to make it finite: in fact, the ultraviolet
divergences of quantum field theory are connected with local interactions,
tipically resulting in multiplication of distributions in the same point, which
is ill-defined from a mathematical point of view. Physically, the absence of a
short distance cutoff implies an infinite momentum singularity. Introducing
a sort of minimal distance, or, otherwise stated, a sort of coordinate uncer-
tainty principle, can sometimes solve this problem. Now we see that here
this is not sufficient: noncommutativity is able to cutoff only nonplanar di-
agrams, but planar loops remain infinite[29]. Even if it inherits nonlocality
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from string theory, noncommutative quantum field theory suffers from ultra-
violet divergences on its own. But this is not the end of the story: in fact,
also nonplanar diagrams are sources of divergences in noncommutative theo-
ries. They produce infinities of another kind, precisely infrared divergences,
that show up when nonplanar loop diagrams are inserted as subgraphs in
more complicated graphs in the perturbative expansion. This phenomenon
is called UV/IR mixing[26, 30], because it consists of infrared singularities
that are produced when one integrates very high momenta in the loops. The
above diagram 4 of the NCΦ4 theory is a classical example of how this mech-
anism works at one loop. In the following we draw it again and calculate its
value, along with its planar partner 3:
∝ 1
2
∫
d4k
(k2+m2)
∝ Λ2,
∝ 1
2
∫
d4k
k2+m2
eikθp ∝ Λ2
1+Λ2p θ2p
→ (p θ2p)−1,
Here Λ is some ultraviolet cutoff. The two diagrams give an equal ampli-
tude in the commutative case, that means that their value is the same if one
performs the limit θ → 0 inside the integral. Together, they contribute to
the value of the graph which, in the commutative case, is undistinguishably
drawn as . Commutative scalar particles do not distinguish between
planar and nonplanar diagrams. Noncommutativity makes the two ampli-
tudes different, and, in particular, the second diagram is finite, due to the
noncommutative phase which damps the large values of k, as we have already
mentioned. But this finite value is proportional to 1/p θ2p, i.e, it is infrared
divergent, and, when inserted in higher order loops, it can give rise to new
unexpected infinities. As a side remark, we notice that, after performing the
integral, it is no longer possible to send θ to zero, which means that in this
case the limit to the commutative theory is discontinuous[31].
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The phenomenon of UV/IR mixing is a very interesting effect which non-
commutative quantum field theories inherits from strings, and shows up pre-
cisely when quantum loop corrections enter the game. We will soon see how
string loops can explain this phenomenon, which is pretty nonlocal and dif-
ferent from what one finds in usual QFT. In particular, this stringy residue
ruins the standard perturbative order-by-order renormalizability program,
which is based on the decoupling between infrared and ultraviolet regimes,
running the analysis of divergences of the perturbative series out of control.
All the attempts made in the literature to say something about the perturba-
tive renormalizability of these theories have encountered great difficulties in
going beyond the first few loop orders[32, 33, 34, 35, 36, 37]. For approaches
relying on the renormalization group see [38, 39, 40].
3.3 Nonlocality and Star Product
The mixing of the scales can be simply justified when looking at the commu-
tation relation (3.1): roughly speaking, small distances along xµ force long
distances along xν . Another way to understand it from the basic definitions
is to analyse the features of the star-product (2.20)[26]. Let us consider
the star-product between two functions f and g, which are well localized in
space-time around two certain points, as depicted in the following figure:
cf
g
d
In this figure, the dark regions are those in which f and g respectively are
different from zero. One can rewrite the expression (2.20) in the following
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manner, provided that the matrix θ is non-singular:
f ⋆ g (z) =
∫
ddx ddy f(x) g(y)
1
det θ
exp[2i(z − x) θ−1(z − y)] (3.2)
If d is the size of f in the variable x1, then, since the integral contains a
factor ∫
dx1 f(x1, · · · ) exp[−2ix1 (z2 − y2)
θ
], (3.3)
then f ⋆ g is suppressed by oscillations if |d(z2− y2)| >> θ. This means that
the star-product is non-zero in a width c ∝ θ/d in the variable z2. The same
applies to g, therefore, the non-local star-product between f and g is different
from zero only in the intersection of this two region, which is indicated in
grey in the figure. One can immediately imagine, in a very schematic way,
the situation in which these functions are two wave packets, interacting in
a noncommutative theory through the star-product multiplication in space-
time. To the extent in which this description is a good effective one for
the interaction process, we expect that incoming distribution localized in
small regions will spread out very far, which mixes small distances with long
distances. Equivalently, since the main effects of the star-product are felt in
(nonplanar) loops, we can also imagine this producing a mixing of momentum
scales such that particles circulating into quantum loops with high energy E
do have effects at very low energies too, of order 1/θE.
These considerations are mainly based on intuition. They succeed in
catching the fundamental reason for the UV/IR phenomenon in noncommu-
tative field theories. What emerges is that it is ultimately linked with the
nonlocality one introduces in the theory, by means of the commutation re-
lation (3.1), or of the star-product (2.20). Since these theories derive from
strings, one expects that those features should already be present in some way
in the original string theory. In fact, this is the case[41]: the phenomenon of
UV/IR mixing has its stringy counterpart in the duality one has in viewing
diagrams, such as the double twist diagram which originates the one-loop
non-planar contribution in the field theory limit, both as one-loop diagrams
for the open string, and as tree-level diagrams for the closed string. The for-
mer has an UV singularity when the proper time of propagation of the open
string is small, the latter turns it into an IR singularity at large proper time
of propagation of the closed one. This fact is at the basis of the unitarity
analysis of open string theory, and we will see an important example of this
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phenomenon in our subsequent calculations. The fact that an UV divergence,
which, if not renormalizable, leads to inconsistency of the theory, could be
interpreted as IR, which has a physical meaning, teaches a lot about the pos-
sibility of absence of ultraviolet difficulties in string theory. Furthermore, if
one add supersymmetry to the string, one can get rid of infrared divergences
from physical principles, therefore getting rid of divergences at all!
This beautiful landscape becomes horrible if truncated to the noncommu-
tative perturbative effective theory. Despite this stringy interpretation, the
problems produced by the UV/IR mixing phenomenon are quite big, if one
looks at the field theory in itself. We have already mentioned the troubles
it generates in the renormalizability program. Now we look at some other
problems, which appear already from the quite rough scheme of the example
above. The fact that one loses locality has strong consequences[42]. If the
noncommutative parameter is of “magnetic” type, i.e. one can choose a frame
in which time is not involved in the noncommutativity, then the theory is
non-local in space. Such a scattering reminds the interaction among extended
objects, of length proportional to l = θp, where p is their momentum:
p l
One could say that this is another hint at the fact that the real objects in
the spectrum of these theories are extended string-like or dipole-like objects.
Noticeably, the relation l = θp is the same one finds for the gauge-invariant
open Wilson lines we will shortly define as the true observables of any non-
commutative theory. They can be seen to interact joining and splitting, very
much like open strings (see [43], along with [44, 45, 46]).
When θµν is of “electric” type, instead, it means that time is necessarily
involved in the noncommutativity: there, the extended objects are seen as
extended in time! From this consideration one can argue that causality is
lost, since one expect effects to precede their causes. This is a pathology of
the field theory that is difficult to master.
There are a lot of attempts in the literature which face this kind of prob-
lems directly in the field theory, trying to reconcile these effects in a consis-
tent field theoretical paradigma, without relying on strings, but implementing
noncommutativity as a property of space-time, in regimes where general rela-
tivity effects are as important as quantum ones. The field theory that emerges
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from these approaches was described in [2], and some recent achievements
are, for example, in [47]. Our approach will be instead, as we have already
mentioned, to rely on the string mother theory and its low-energy limit, in
order to understand why the effective action has such pathologies. We will
check in various examples what happens when performing the limit down to
the field theory in the magnetic and electric case, and will explain what is
responsible for all these behaviours. We follow the idea that noncommuta-
tive theories are a wonderful tool to test our understanding of high-energy
physics in regimes where space-time looses its conventional features, and they
are able to catch, in a simplified version, many crucial points of what should
be the space-time in the string regime, keeping, at odds with any other stan-
dard field theory, a rather stringy character. But, just for this reason, they
should be seen as an effective description for strings, from which to learn
what string theory foresees for space-time at the energies of gravity unifica-
tion. We will dedicate therefore a great part of our work in understanding
what is the reason of the difference between magnetic and electric case in the
light of string theory.
3.4 Unitarity
Apart from the intuitive considerations above, the first computation which
showed concretely this difference and gave a precise proof of these expec-
tations in the field theory can be considered the analysis of perturbative
unitarity[48, 49].
Reference [48] examined a noncommutative scalar theory, and studied
the optical theorem for this kind of amplitudes. They started analysing the
noncommutative λΦ3 two point function at one loop, corresponding to the
following diagram
This diagram is the same we exhibited in double line notation in our
first example on how noncommutative Feynman graphs look like (see Dia-
gram 1, Section 3.2): there, it was drawn to emphasize its planar character.
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We have learned how to draw its non-planar partner (Diagram 2, Section
3.2): for conciseness, we will indicate with the above figure the sum of both
contributions.
The Feynman rule for the vertex in this theory is the following:
= − i λ cos[1
2
k θ q].
The amplitude relative to the diagram is thereby
iM =
λ2
2
∫
ddk
(2π)d
(1 + cos[p θ k])
2
1
k2 −m2 + iǫ
1
(k + p)2 −m2 + iǫ , (3.4)
where p is the external momentum, andm2 is the positive squared mass of the
scalar particle. In writing Eq.(3.4), one has used that cos2p θ k, coming from
the two vertices, is equal to (1+cos 2p θ k)/2. This is done in order to separate
the planar and the nonplanar part: the cos 2pθk-part is the nonplanar part,
which becomes equal to the planar one if we send θ → 0 before integrating.
Since the planar part presents no surprises with respect to the commutative
case, we will restrict ourselves to the nonplanar one in the following.
One can use standard tricks to compute noncommutative Feynman dia-
grams, for example Feynman and Schwinger parameters. When evaluated,
for instance, in d = 4 dimensions, the diagram in scrutiny turns out to give
Md=4 =
λ2
2
∫ 1
0
dxK0(
√
p ◦ p(m2 − p2x(1− x)− iǫ)), (3.5)
where K0 is a modified Bessel function, and one defines p ◦ p = pθGθp, G
being the field theory background metric. Here we choose this metric to be
the usual Minkowski one diag(1,−1,−1,−1).
If one looks at the analytical structure of such an amplitude, one imme-
diately realizes that it has a branch cut for p2 > 4m2, and another one for
p ◦ p < 0. The key observation is that one can write p ◦ p in the following
way:
p ◦ p = θ2E(p20 − p21) + θ2M (p22 + p23), (3.6)
where we have chosen a frame in which the only nonzero entries of θ are
θ01 = −θ10 = θE and θ23 = −θ32 = θM . Therefore, we can also write
p ◦ p = θ2Ep2 + (θ2M + θ2E)(p22 + p23), (3.7)
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and keep fixed the variable p2⊥ = (p
2
2 + p
2
3). If θE is zero, we are in the
magnetic case, and no further branch cut is present with respect to p2 > 4m2.
Otherwise, if θE is different from zero, we are in the electric case, and there
is a new branch cut. To make things simpler, let us take p⊥ equal to zero
for a moment. In this case, the first branch cut is for p2 < 0, the second
one for p2 > 4m2, both in the physical region. One of these two branch
cuts is necessarily tachyonic, and perturbative unitarity is necessarily lost
in this case. The authors analysed also the noncommutative Φ4 four point
scattering amplitude, finding an analogous result.
Another computation was then performed by the authors in [49] for non-
commutative Yang-Mills theory, where facts related to the gauge symmetry
mix together with the previously discussed phenomena. The theory under
analysis is a U(N) gauge theory: one of the main features of the noncommu-
tative star-gauge invariance (2.46) is that it imposes strong restriction on the
allowed gauge groups. For example, groups like SU(N) are not permitted,
since their algebras do not close under star-commutation[51, 52, 53, 54, 55].
This fact produces a lot of problems if one desires to build up the noncom-
mutative analogue of phenomenological commutative gauge theories, such as
the Standard Model or QCD[56, 57]. U(N) groups are instead allowed. We
notice that another striking feature of noncommutative pure gauge theory
is that, being, as we mentioned, space-time itself “nonabelian” in a sense,
even U(1) is an interacting theory, with three and four point vertices deter-
mined by the non-vanishing of the star-commutator [Ai , ⋆ Aj ] in Eq.(2.48).
Perturbatively, its structure constants can be considered to depend on the
momenta flowing into the vertices, a sign of the already mentioned merging of
space-time and internal symmetries[32]. The U(1) part mixes actively with
the SU(N) one, and consistency with the Ward identities requires at least
U(N)[36].
Let us consider the analytical structure of the vacuum polarization ten-
sor Πij(p)
1. Noncommutative gauge symmetry entails the Ward identity
piΠij(p) = 0, therefore one can decompose the two point function as follows:
1We continue using i, j = 0, . . . , p for the space-time indices of the worldvolume of
the brane, on which the effective noncommutative field theory is defined (see Chapter 2).
Sometimes however, in the following chapters, we will use as well greek indices, where no
confusion is allowed by the context
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Πij(p) = (Gijp
2 − pipj) Π1 + p˜ip˜j Π2, (3.8)
where we have defined p˜i = θijp
j . Of course, Π2 will come exclusively from
the nonplanar part of the diagram, while Π1 will receive contributions from
both the planar and the nonplanar part. One can write it as
Π1 = Π
pl
1 + Π
nonpl
1 . (3.9)
Here we report the values for all these quantities, as was calculated at one
loop by the authors in [49] in Feynman gauge2:
Πpl1 =
ig
16π2
[ −p2
4πµ2
]ω−2 Γ(2− ω)Γ2(ω − 1)
Γ(2ω − 2) , (3.10)
Πnonpl1 =
−ig
4π2
[ p2
16π2µ4p˜2
]ω2−1 ∫ 1
0
dx[x(1− x)]ω2−1
× [2− (ω − 1)(1− 2x)2]K2−ω(
√
−p2x(1 − x)p ◦ p), (3.11)
Π2 =
ig
4π2
[4πµ2]
2−ω [4p2
p˜2
]ω2 ∫ 1
0
dx[x(1 − x)]ω2
×Kω(
√
−p2x(1− x)p ◦ p). (3.12)
The quantity ω is one half of the space-time dimensions. A first comment
one can make about this result is that, once again, UV/IR mixing is manifest.
While the planar part has a pole in ω = 2, namely when approaching four
space-time dimensions, and is of course as commutative, the nonplanar part
is finite in this limit, since the Moyal phase has regularized the UV. Anyway,
2We refer the reader to the paper mentioned for a detailed description of the Feynman
rules in noncommutative Yang-Mills, as well as for an accounting of the various diagrams,
including ghosts’ contributions, that come into play in the one-loop calculation
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the reult is IR singular when p˜ goes to zero: Π1 has a logarithmic singularity
log p ◦ p, while Π2 has a pole (p ◦ p)−2.
From the point of view of perturbative unitarity, once again we notice
the appearance of a branch cut driven by the noncommutativity parameter,
in the same combination p ◦ p as before. Here, the first cut starts necessarily
from zero, since the basic quanta of the noncommutative Yang-Mills field are
massless. The same argument as before reveals that a tachyonic branch cut
appears in the electric case.
3.5 Observables
In this section, we will describe one of the features that mostly joins non-
commutative quantum field theory and string theory. When looking for ob-
servables in noncommutative gauge theories, one has to face the problem
that no gauge invariant local operators exist. This is easily understood, if we
recall that the actual gauge group contains also space-time transformations;
therefore, if an operator has to be gauge-invariant, he must also be invariant
under space-time symmetries, and cannot be local. We can be more specific,
in particular the following relation holds for the star-product:
exp[i k x] ⋆ f(x) ⋆ exp[−i k x] = f(x + θk). (3.13)
Thus, exp[i k x] act as a generator of global translations. But, for a field
transforming formally in the adjoint representation, Eq.(3.13) is a star-gauge
transformation, of the form
U(x) ⋆ f(x) ⋆ U †(x) = f ′(x). (3.14)
Therefore translations are a subset of the gauge transformations3. A gauge-
invariant operator must be at least translation-invariant, hence it must be
global.
The absence of local probes can be quite puzzling. One can still define
objects which are gauge-invariant, and indeed carry a momentum different
from zero, but they are to be constrained in a specific way. These are the
Open Wilson Lines (OWL)[58, 59, 60, 61, 62, 63]. They were originally found
following the duality with supergravity, since, from the SUGRA side, one has
3Similar formulae hold for global rotations and dilatations for example
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observables carrying non-zero momentum. The definition of this objects is
as follows:
W (k, C) =
∫
ddx TrW (x, C) ⋆ exp[i k x], (3.15)
W (x, C) = P⋆ exp[i g
∫
C
Ai
(
x + ζ
)
dζ i]. (3.16)
In these formulae, C is a line in space-time, parameterized by ζ , such that
ζ i(0) − ζ i(1) = li, and P⋆ denotes the noncommutative path-ordering along
ζ from left to right with respect to increasing s of ⋆-products of functions.
To prescribe the ordering is essential, since the star-product is not commuta-
tive. Finally, the symbol Tr indicates the trace over the color indices of the
internal U(N) gauge group. One can give the explicit expression of (3.16) in
terms of a power series, which provides also the natural link to perturbation
theory calculations of correlators of these quantities:
W (x, C) =
∞∑
n=0
(ig)n
∫ 1
0
ds1 . . .
∫ 1
sn−1
dsn ˙ζ i1(s1) . . . ˙ζ in(sn)
Ai1
(
x + ζ(si1)
)
⋆ · · · ⋆ Ain
(
x + ζ(sin)
)
. (3.17)
We now impose the gauge invariance ofW (k, C), observing that, for the local
operator W (x, C), one has the following rule:
W ′(x, C) = U(x) ⋆ W (x, C) ⋆ U †(x+ l). (3.18)
Inserting Eq.(3.18) into Eq.(3.15), and using Eq.(3.13), one immediately finds
that, in order to recover gauge invariance, one has to impose
l = θk. (3.19)
The length of the OWL is proportional to the momentum carried by the line
itself, which is another striking example of UV/IR mixing. As a remark, one
notices that a quick way to turn an otherwise gauge-dependent local operator,
such as for example TrF 2, into its noncommutative gauge invariant version,
is to attach to it an OWL
∫
dxTrF 2 ⋆ W (x, C) ⋆ exp[ikx], provided again
(3.19) is satisfied.
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Aside from this highly constrained configuration, which is quite different
from having a true local observable4, one has a great novelty with respect
to the commutative case, where only closed loops were gauge invariant[74].
Here one recovers a closed loop for the particular value k = 0. The crucial
point is that now the lines are a complete set of gauge invariant operators,
like the loops were in the commutative case[105, 106, 107]. They are the
real observables of the theory. The fact that they are string-like has much
to say about the stringy nature of noncommutative theories. This argument
receives a further boost from the merging of space-time and internal symme-
tries in a larger group, in the following way: one can define a kind of OWL
also for noncommutative scalar theories, or, vice versa , one cannot avoid
considering also connection-like quantities even starting with pure scalars.
This consideration brought some authors to formulate the noncommutative
scalar effective action entirely in terms of these lines[43, 44, 45, 46]. These
lines are shown to interact, joining and splitting, a fact which could have
far-reaching consequences for the open string field theory[43].
4The operatorsW (k, C) should be actually seen as a set of genuinely different operators
at different momenta, rather then the same operator at different k’s
Chapter 4
Wilson Loop in 2D NCYM:
First Order
4.1 Introduction
From what we said in the previous chapter, in order to understand completely
the real nature of noncommutative field theories, it appears to be crucial to
explore, first, the features of noncommutative space-time through the field-
theory probes and computable quantities, trying to unravel the effects of the
unknown unifying gauge structure. Then, in order to bring to a fully clar-
ifying point the comparison with string theory, it is necessary to determine
precisely the link between the building blocks of these theories, namely the
scattering amplitudes. This last study will be done in the next chapter. Now,
we concentrate on calculations which could reveal the response of noncommu-
tative space-time to gauge probes. These probes have been defined in Chap-
ter 3. In this chapter, we start presenting our results obtained in the analysis
of the Wilson loop in a Yang-Mills theory defined on a two-dimensional non-
commutative manifold. Some remarks are in order about this choice: first,
in two dimensions the Lorentz symmetry is necessarily preserved. Of course,
θ is necessarily of electric type: after a few steps, however, we will devote
most of our treatment to an Euclidean formulation. In any case, it could
be a right place where to study the consequences of a noncommuting time.
Second, in the commutative case both the partition function and the Wilson
loop on a two-dimensional manifold are exactly computable, thanks to an
additional symmetry one has in this case, namely the invariance under area-
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preserving diffeomorphisms[115]. Therefore, the commutative paradigma is
perfectly under control, included instantons’ contribution, and one can rely
on exact expressions for comparison. This will turn out to be extremely pre-
cious in trying to extrapolate a resummed expression from our perturbative
computations, and to identify the correct symmetries to look for. Of course,
no exact forms are achieved in the noncommutative case, even if we have per-
sistence of the area-preserving invariance, because of the complicacy brought
by the Moyal phase, which in turn reveals extremely interesting new effects
when coupled to the loop. One warning is that finally, as it always happens,
the two-dimensional theory could represent not only a too simplified version
of the higher dimensional cases, but, as we will notice, it could develop au-
tonomous features, that one does not find anymore if d 6= 2. Our idea is
that these calculations can shed some light on the crucial points which one
has to explore, and show some of the mechanisms that could occur, mutatis
mutandis , also in higher dimensions, and definitely serve as a paradigmatic
exploration, in order to point out the directions in which to look.
This matter is reported in [64] and [65]. For a comparison with previous
Wilson loop calculations in four dimensional noncommutative gauge theory
the reader can see [49].
4.2 Instruments
We start recalling the expression of the Yang-Mills theory on a two-dimensio-
nal (brane worldvolume of dimension two) non-commutative space for gauge
group U(N). We remind that, in two dimensions, the constant antisymmetric
noncommutativity parameter is necessarily proportional to the antisymmet-
ric tensor ǫ. According to what was showed in Chapter 2, our classical action
can be written as
S = − 1
4
∫
d2x Tr
(
Fµν ⋆ F
µν
)
, (4.1)
where the noncommutative field strength Fµν is given by Eq.(2.48),
Fµν = ∂µAν − ∂νAµ − ig(Aµ ⋆ Aν − Aν ⋆ Aµ), (4.2)
and Aµ is a N × N matrix. We have rescaled here and in the following the
gauge field in favour of perturbation theory. Our convention for the Casimir
operator is Tr T aNT
b
N = δ
ab, T aN being the generators of the fundamental.
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The ⋆-product was defined in Eq.(2.20). We know that the action in
Eq. (4.1) is invariant under U(N) non-commutative gauge transformations
δλAµ = ∂µλ− ig(Aµ ⋆ λ− λ ⋆ Aµ) . (4.3)
We choose the light-cone gauge nµAµ ≡ A− = 0, the vector nµ being light-
like, nµ ≡ 1√
2
(1,−1). The gauge condition can be imposed either adding to
the action the gauge-fixing term
Sg.f. =
1
α
∫
d2xTr
(
(A− ⋆ A−)(x)
)
=
1
α
∫
d2xTr
(
(A−(x))2
)
, (4.4)
or by means of a Lagrange multiplier.
It is known that Faddeev-Popov ghosts decouple even in non-commutative
theories [66], whereas the field tensor has only one component F−+ = ∂−A+.
As we know, the free propagator coincides with the one of the ordinary
theory. In two dimensions, two different prescriptions can be chosen for the
vector propagator in momentum space, namely
D++ = i PV [k
−2
− ] (4.5)
and
D++ = i [k− + iǫk+]−2, (4.6)
PV standing for the Cauchy principal value. The two expressions above
are usually referred in the literature as ’t Hooft [67] and Wu-Mandelstam-
Leibbrandt (WML) [68, 69, 70] propagators. They correspond to two differ-
ent ways of quantizing the theory, namely by means of a light-front or of an
equal-time algebra [71], respectively. Their Fourier transforms to coordinate
space are the following exchange potentials, respectively:
D
′tHooft
++ = −
i
2
|x+| δ(x−), (4.7)
DWML++ = −
1
2π
x+
(x− − iǫ x+) . (4.8)
Here, x+ = x
− = 1√
2
(x0 − x1) and x− = x+ = 1√2(x0 + x1).
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The loop for the commutative U(N) theory, computed according to ’t
Hooft, coincides with the exact one, which can be obtained on the basis of
geometrical considerations [72, 73],
W = exp( i
2
g2NA), (4.9)
and exhibits the Abelian-like exponentiation one expects on the basis of
unitarity arguments[74], whereas the WML propagator leads to a different,
genuinely perturbative result[75], in which topological effects are disregarded
[76],
WWML = 1
N
exp(
i
2
g2A)L(1)N−1(−ig2A), (4.10)
L
(1)
N−1 being a Laguerre polynomial
1. The WML propagator can be Wick-
rotated, thereby allowing for an Euclidean treatment. This is indeed the nor-
mal procedure followed in order to obtain the solution above. The continua-
tion of the propagator is instead impossible when using the PV prescription.
One should however bear in mind that, in the Euclidean formulation, the
original Minkowski contour of integration is changed to a (complex) contour,
according to the rule (x0, x1) → (ix2, x1). The area A is thereby converted
into iA. Furthermore, one has to consistently rotate the noncommutativ-
ity parameter θ → iθ. From what we have said, the Euclidean formulation
cannot be defined if we choose the ’t Hooft propagator2.
Even in two noncommutative dimensions, when quantized in axial gauge,
the theory looks indeed free, in particular the action remains trivially invari-
ant under area preserving diffeomorphisms. However, we must remember
that this apparent triviality is due to the particular gauge choice, such that,
in much the same way it happened in the commutative case, the nontrivial
aspects of the theory are encoded in the singular nature of the light-cone
propagator. Moreover, the coupling with the contour inside the correlation
functions of the Wilson loop (and Wilson lines) provides a highly non-trivial
behaviour due to the presence of the star-product, which we employ as a test
for noncommutative space-time.
1In two dimensions, the combination g2A is dimensionless
2As a side remark, we notice that the expression (4.9) leads trivially to confinement,
since the area law for the Wilson loop reveals a linearly rising potential[74]. Expression
(4.10) has a confining character as well, but not in the ’t Hooft limit of infinite number of
colours N with ’t Hooft coupling g2N fixed[75, 77] (see the comments at formula (5.42)
in Section 5.3)
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We recall the expression of the non-commutative Wilson loop (see Section
3.5):
W[C] = 1
N
<
∫
d2x TrT P⋆ exp
(
ig
∫
C
A+(x+ ξ(s)) dξ
+(s)
)
> , (4.11)
where Tr is the U(N) color trace, C is a closed contour in non-commutative
space-time parameterized by ξ(s), with 0 ≤ s ≤ 1, and P⋆ denotes non-
commutative path ordering along x(s) from left to right with respect to
increasing s of ⋆-products of functions.
The perturbative expansion of W[C], expressed by Eq. (4.11), reads
W[C] = 1
N
∞∑
n=0
(−g2)n
∫ 1
0
ds1 . . .
∫ 1
s2n−1
ds2n ξ˙−(s1) . . . ξ˙−(s2n)∫
d2x〈0 |Tr T [A+(x+ ξ(s1)) ⋆ . . . ⋆ A+(x+ ξ(s2n))]| 0〉, (4.12)
so that we can write
W[C] = 1 + g2W2 + g4W4 +O(g6) . (4.13)
The way in which the expression in Eq. (4.12) has to to be understood is the
following:
W[C] = 1
N
∞∑
n=0
(−g2)n
∫ 1
0
ds1 . . .
∫ 1
s2n−1
ds2n ξ˙−(s1) . . . ξ˙−(s2n)∫
d2p1 . . .
∫
d2pn exp[ip1ξ(s1)] . . . exp[ipnξ(sn)]
Da1,...,an+...+ (p1, . . . pn)
∫
d2x exp[ip1x] ⋆ . . . ⋆ exp[ipnx]
Tr (T a1 . . . T an), (4.14)
where Da1,...,an+...+ (p1, . . . pn) is the correlation function among n fields Aa+ in
momentum space, as it was evaluated in the commutative case. The following
formula is then used:∫
d2x
4π2
exp[ip1x] ⋆ . . . ⋆ exp[ipnx] = δ(
n∑
i=1
pi) exp[− i
2
∑
i<j
p˜jpi], (4.15)
44 CHAPTER 4. WILSON LOOP IN 2D NCYM: FIRST ORDER
where p˜q = pµθ
µνqν .
Through an explicit evaluation one is convinced that the function W2 in
Eq. (4.13) is reproduced by the single-exchange diagram, which is exactly as
in the ordinary U(N) theory. In fact, D++(p1, p2) contains a factor δ(p1 +
p2), and p˜1p1 is zero
3. We can draw a picture of this situation, setting the
graphical landscape in which to represent all the perturbative series. One
has propagators which carry momentum, and connect different points of the
boundary of a closed surface in the two dimensional plane, as in the following
picture:
s1
|  0=1
s2
p1
p2
The first interesting quantity is W4. It is obtained by the exchange of
two propagators, which can either cross or uncross. In the pairings (12)(34)
and (23)(41) they do not cross, whereas in the pairing (13)(24) they do. Let
us denote by W(1)4 , W(2)4 and W(cr)4 the contributions in the three cases:
+x2
3Note that the delta functions present in the Green function D always define a domain
which is included in the support of the overall delta in Eq.(4.15), so a global volume of
space-time emerges from this conflict. We will ignore it in the sequel, understanding that
the loop is defined up to a total volume.
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It is not difficult to realize thatW(1)4 and W(2)4 are the same as the corre-
sponding ones in the ordinary theory, being unaffected by the Moyal phase.
This reveals again that planar diagrams do not feel the noncommutativity.
We therefore concentrate our attention on W(cr)4 , which is instead affected
by a noncommutative phase factor, as one can see from Eq.(4.15).
4.3 The Minkowski formulation
Our first exploration is in the Minkowski space, for the first non-trivial order,
namely the first which feels the effects of noncommutativity. We will realize
how strong they are, especially in the case of the ’t Hooft prescription for
the potential.
4.3.1 The O(g4) Calculation
The O(g4) contribution from the crossed diagram reads
W(cr)4 =
∫
[ds] x˙−(s1) . . . x˙−(s4)
∫
dp+dp−
−4π2[p2−]
dq+dq−
4π2[q2−]
eiθ(p−q+−q−p+)
× exp(i[p+(x−(s1)− x−(s3)) + p−(x+(s1)− x+(s3))])
× exp(i[q+(x−(s2)− x−(s4)) + q−(x+(s2)− x+(s4))]). (4.16)
We see in fact that, with our conventions, the trace factor in formula (4.14) is
Tr (T aNT
a
NT
b
NT
b
N ) = N
3 (for planar diagrams), Tr (T aNT
b
NT
a
NT
b
N ) = N (for non-
planar, remember the factor 1
N
in front of the loop). Throughout this and the
following chapter we set θ01 = θ for the noncommutativity parameter4. We
notice that the quantity in Eq.(4.16) is in principle a complex quantity, since
the complex conjugate of W(cr)4 (θ) is W(cr)4 (−θ). For both the prescriptions
Eqs.(4.5) or (4.6) we adopt a distributional formula [74], namely
[p−2− ] = −
∂
∂p−
[p−1− ], (4.17)
4With this convention, [x+, x−] = iθ
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by which the equation above can be rewritten as
W(cr)4 =
∫
[ds] x˙−(s1) . . . x˙−(s4)
∫
dp+dp−
4π2[p−]
dq+dq−
4π2[q−]
eiθ(p−q+−q−p+)
× exp(i[p+(x−(s1)− x−(s3)) + p−(x+(s1)− x+(s3))])
× exp(i[q+(x−(s2)− x−(s4)) + q−(x+(s2)− x+(s4))])
× [(x+(s1)− x+(s3) + θ q+][(x+(s2)− x+(s4)− θ p+]. (4.18)
We now recall the well known relation between the WML distribution and
the Cauchy principal value
[k− + iǫk+]−1 = [k−1− ]PV − iπ δ(k−) sign(k+). (4.19)
By plugging this relation into Eq.(4.18), we find that it splits naturally into
four contributions, the first one being nothing but W(cr)4 evaluated with ’t
Hooft’s prescription
W(cr, PV )4 =
∫
[ds] x˙−(s1) . . . x˙−(s4)
∫
dp+dp−dq+dq−
16π4[p−]PV [q−]PV
eiθ(p−q+−q−p+)
× exp i[p+(x−(s1)− x−(s3)) + p−(x+(s1)− x+(s3))]
× exp i[q+(x−(s2)− x−(s4)) + q−(x+(s2)− x+(s4))]
× [(x+(s1)− x+(s3) + θ q+][(x+(s2)− x+(s4)− θ p+]. (4.20)
It is easy to realize that the expression above vanishes if we set θ = 0 inside
the integral, owing to the measure [ds]. In fact, in this case it reduces to
W(cr, PV )4 =
∫
[ds] x˙−(s1) . . . x˙−(s4)
∫
dp+dp−
4π2[p−]PV
dq+dq−
4π2[q−]PV
× exp i[p+(x−(s1)− x−(s3)) + p−(x+(s1)− x+(s3))]
× exp i[q+(x−(s2)− x−(s4)) + q−(x+(s2)− x+(s4))]
× [x+(s1)− x+(s3)][x+(s2)− x+(s4)]. (4.21)
The Fourier transform of the distribution [k−1− ]PV is easily evaluated:∫
dk− ei a k− [k−1− ]PV = πi sign(a). (4.22)
What remains of the momentum integration gives just two delta functions,
providing the result
W(cr, PV )4 =
(−1)
4
∫
[ds] x˙−(s1) . . . x˙−(s4) |x+(s1)− x+(s3)|
×|x+(s2)− x+(s4)|δ
(
x−(s1)− x−(s3)
)
δ
(
x−(s2)− x−(s4)
)
. (4.23)
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We see that the effect of the delta functions is to equate the x− coordinates of
the ending points of the two propagators, thus preventing them from crossing.
But the measure [ds] has instead support where propagators do cross, so the
result vanishes. We have of course recovered exactly the commutative result
that crossed diagrams do not contribute to the loop when propagators are
prescribed a` la ’t Hooft, as one can easily realize looking at Eq.(4.7): with
’t Hooft’s prescription, only parallel (in the x− variable) propagators are
allowed. But this happens just because, by setting θ = 0 inside the integral,
we are precisely repeating the commutative calculation. On the contrary,
by performing the integral and then sending θ → 0, we do not recover the
commutative result, as we will see below.
When θ 6= 0 the integrations over the momenta in Eq.(4.20) can again be
performed starting from Eq.(4.22), which gives
W(cr, PV )4 =
(−1)
16π2
∫
[ds] x˙−(s1) . . . x˙−(s4)
∫
dp+dq+
× exp i
[
p+(x−(s1)− x−(s3))
]
exp i
[
q+(x−(s2)− x−(s4))
]
×
[
|x+(s1)− x+(s3) + θq+| |x+(s2)− x+(s4)− θp+|
]
. (4.24)
We now collect a θ2 outside the integral and shift the momenta p+ and q+
to clean the arguments of the moduli. We are thus left with an expression
that is the Fourier transform of the modulus distribution, and can be easily
calculated: ∫
dk+ e
i b k+ |k+| = (−2) [b−2]PV , (4.25)
where the r.h.s. has to be interpreted as derivative of the Cauchy principal
value distribution. The result is therefore the following
W(cr, PV )4 = −
θ2
4π2
∫
[ds]
x˙−(s1) . . . x˙−(s4)
[
(
x−(s1)− x−(s3)
)2
]PV [
(
x−(s2)− x−(s4)
)2
]PV
× exp i
θ
[(
x−(s1)− x−(s3)
)(
x+(s2)− x+(s4)
)
−
(
x+(s1)− x+(s3)
)(
x−(s2)− x−(s4)
)]
. (4.26)
After having computed the first (PV) contribution coming from the split-
ting (4.19), we turn to the second contribution, which comes from the product
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of the two δ-distributions, namely
W(cr, δ)4 = −
1
16π2
∫
[ds] x˙−(s1) . . . x˙−(s4)
∫
dp+dq+ sign(p+) sign(q+)
× exp(i[p+(x−(s1)− x−(s3))]) exp(i[q+(x−(s2)− x−(s4))])
×
(
(x+(s1)− x+(s3)) + θ q+
)(
(x+(s2)− x+(s4))− θ p+
)
. (4.27)
To solve the integrals over the momenta, we need again Eq.(4.25), and its
analogous for the sign(p+) distribution, which can be easily obtained invert-
ing Eq.(4.22). The result is
W(cr, δ)4 =
1
4π2
∫
[ds] x˙−(s1) . . . x˙−(s4) (4.28)
[ (
x+(s1)− x+(s3)
)(
x+(s2)− x+(s4)
)
(
x−(s1)− x−(s3)
)
PV
(
x−(s2)− x−(s4)
)
PV
− iθ x+(s1)− x+(s3)[(
x−(s1)− x−(s3)
)2]
PV
[(
x−(s2)− x−(s4)
)]
PV
+ iθ
x+(s2)− x+(s4)[(
x−(s2)− x−(s4)
)2]
PV
[(
x−(s1)− x−(s3)
)]
PV
+ θ2
1[(
x−(s1)− x−(s3)
)2]
PV
[(
x−(s2)− x−(s4)
)2]
PV
]
.
Finally, there is the term due to mixed products (see again Eq.(4.19)),
W(cr,mx)4 = −iπ
∫
[ds]x˙−(s1) . . . x˙−(s4)
∫
dp+dp−
4π2
dq+dq−
4π2
ei[θ(p−q+−q−p+)]
×
[sign(p+) δ(p−)
[q−]PV
+
sign(q+) δ(q−)
[p−]PV
]
× exp(i[p+(x−(s1)− x−(s3)) + p−(x+(s1)− x+(s3))])
× exp(i[q+(x−(s2)− x−(s4)) + q−(x+(s2)− x+(s4))])
×
(
x+(s1)− x+(s3) + θ q+
)(
x+(s2)− x+(s4)− θ p+
)
. (4.29)
This term vanishes for symmetry reasons. The proof goes as follows: after
integrating over p− and q−, using again formula (4.22) where needed , and
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after some simple manipulations on the remaining momentum variables p+
and q+, we can rewrite the expression (4.29) as the difference of two pieces,
namely (omitting some common factors which are irrelevant to the present
purpose)
W(cr,mx)4 ∝
∫
[ds]x˙−(s1) . . . x˙−(s4)
∫
dp+dq+ exp[−ip+(x−(s1)− x−(s3))]
× exp[iq+(x−(s2)− x−(s4))]sign(q+)
|x+(s1)− x+(s3) + θ q+| (x+(s2)− x+(s4) + θ p+) −∫
[ds]x˙−(s1) . . . x˙−(s4)
∫
dp+dq+ exp[−iq+(x−(s1)− x−(s3))]
× exp[ip+(x−(s2)− x−(s4))]sign(q+)
(x+(s1)− x+(s3) + θ q+) |x+(s2)− x+(s4) + θ p+|. (4.30)
What we want to prove now is that a suitable change of variables in the second
term of the difference can make it exactly cancel the first one. To reach this
goal we perform this sequence of transformations on the integration variables:
1) s3 ↔ s2 2) s1 ↔ s2 3) s1 ↔ s4 4) s2 ↔ s4 5) si ↔ (1− si) ∀i 6) p+ ↔ −p+
7) q+ ↔ −q+. This should be understood as follows: one has to exchange s3
with s2, then in the resulting new integral one exchanges s1 with the actual
s2, and so on. After doing this sequence of change of variables, one realizes
that, to complete the work, it is necessary to specify the behaviour of the
quantities x−(sa)−x−(sb) and x+(sa)−x+(sb) under the fifth transformation
si ↔ (1−si) ∀i: relying on invariance under area preserving diffeomorphism,
it is sufficient to find the result for a specific contour, and we choose a simple
circle, parameterized by x+ = R cos 2πs, x− = R sin 2πs. With this choice,
one immediately proves that the sequence of transformations reduces the
second piece to the first one with opposite sign, which completes the proof.
In order to have a check we tried with other entire classes of contours, finding
the same result.
To summarize, the results for the WML and the ’t Hooft prescriptions
differ in the presence of the contribution written in Eq.(4.28).
4.3.2 ’t Hooft against WML
We look at ’t Hooft’s expression Eq.(4.26), and expand the exponential inside
the integral in powers of 1
θ
. The global effect is to obtain a series starting
from θ2, θ, θ0 and going on with negative powers of θ. We realize that the θ2
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and the θ term of the series obtained in this way are divergent. The reason
is that, for these two terms, the numerator does not succeed in sterilizing the
singularity of the denominator. An intuitive argument for this fact is based on
power counting: to reach the number of powers present in the denominator,
and therefore to be able to compete with it and to sterilize it, one has to go to
the second order in the expansion of the exponential. The orders zero and one
cannot compete with the four powers of the denominator, and cannot clean it.
This argument has to be confirmed by an explicit proof, because there could
be cancellations or hidden symmetries that succeed in making these first two
pieces finite. To assure that this is not the case, and that these terms really
diverge, was a dreadful effort, and we will not report here the details. We
have proved it in two different ways. The first one is a very practical way:
we start again from Eq.(4.16), defined with ’t Hooft’s prescription for the
two propagators, and then we integrate first all the loop variables, choosing,
for simplicity, a rectangular contour 5. We end up with an integral over the
four momentum variables of a quite complicated function of the momenta.
We integrate over q− and p− using complex analysis to take into account the
principal value prescription, ending up with a two dimensional integral of a
quite wild function of q+ and p+. Now, we cutoff the integral everywhere
is needed in order to make it explicitly finite, in particular both at high
momenta and at small momenta, with two independent regulators (we put
the integral in a finite square and moreover extract a hole around the origin).
In this way, we have a perfectly finite result which we calculate introducing
a suitable parametrization. One realizes at this point that this result does
depend on the IR regulator as (logǫ)2 with a non zero coefficient, therefore
the integral has a divergence which cannot be cured. We will mention later
the second proof.
For all the remaining terms of the series, starting from the constant and
going to all the negative powers of θ, the numerator is able to cancel the
5As we will do in another occasion in the sequel, we introduce a rectangular contour,
which is not a smooth one, hence it could be unreachable with smooth diffeomorphisms, or
it could introduce additional singularities at its vertices. We have copious evidence this is
not the case: first of all, we will prove that the Minkowski result for WML prescription on
a rectangle is the same (suitably rotated) as the Euclidean value on a circle. Furthermore,
we can always consider the rectangle as a limit of smooth curves, and we do not expect
any singularity in this limit. Eventually, the rectangle is even more significant than other
contours, if we interpret it as in the commutative case, namely as the closure of the
wordlines of two infinitely heavy quarks sitting at a certain distance from each other
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divergence of the denominator. The power counting provides a first evidence
of this fact, as we have already seen, but this should be too naive without the
further consideration that the numerator goes quickly to zero whenever also
the denominator does, just because of the nested measure of integration.
In order to corroborate this preliminary argument, we will finally rely on
the calculation (see below) of the contribution of the order θ0 coming from
the exponential (which is also the only one surviving in the large-θ limit)
to confirm it is finite. This will give strong support to the argument that
at every order in θ the numerator and the nested measure will regulate the
denominator in the WML prescription.
What we learned is therefore that the Wilson loop at this perturbative or-
der, when calculated using the ’t Hooft (PV) prescription, is singular, namely
it is infinite for any value of θ 6= 0. This is somehow surprising, especially
when compared with the commutative case. In particular, we see that there
is of course no continuity of this result in the “commutative” limit θ → 0.
We have developed an argument which may explain the reason of such
a singular behaviour. ’t Hooft’s prescription is a rather particular one, and
it is certainly not smooth. We remember that in the commutative case the
perturbative loop evaluated with ’t Hooft’s propagator is equal to the exact
nonperturbative one, which is quite a strange fact. If we consider ’t Hooft’s
propagator in the coordinate space, we see that it has the form of Eq.(4.7),
i.e. it represents a contact interaction (in the coordinate x−). In the case in
which the coordinates of the space-time do commute, this potential is cer-
tainly peculiar and probably responsible of the strange behaviour we have
mentioned, but not so bad, since it produces finite and sensible results. In
the situation in which the coordinates no longer commute and in which an
uncertainty principle is automatically implemented among the coordinates,
such a pointwise potential could be naturally ill-defined. Since noncommuta-
tivity does not allow to single out “points” in the space-time manifold, such
a pointwise force may lose its meaning, and, as a consequence, our divergence
might ensue.
As we have seen, in order to obtain the WML result we have to add
Eq.(4.28) to Eq.(4.26). If we do this, we see that all the singular terms we
have just described are exactly cancelled by analogous contributions with the
opposite sign coming fromW(cr, δ)4 , such that we are left with a regular WML
loop. This is quite surprising, but could be interpreted along the same line we
have sketched above: the WML potential has a very smooth form (4.6), which
has no apparent reasons to conflict with space-time noncommutativity. Such
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a smooth interaction gives therefore origin to a regular Wilson loop, and
the way it works signals that, actually, the entire divergence with the PV
propagator comes from the unbalanced delta-like (pointwise) term hidden in
the PV propagator. In turn, this provides a singularity which has a very
trivial θ-dependence, just a quadratic and a linear term6 with two infinite
coefficients in front of them. This fact is another source of surprise: while, in
the commutative case, the two prescriptions were essentially different, since
in particular ’t Hooft’s one contains all instanton contributions, now their
difference is striking, because one of them makes the loop divergent, but
only through a couple of simple (infinite) terms. If they are disregarded, the
two expansions are identical.
The complete expression obtained for WML is
W(cr,WML)4 =
−θ2
4π2
∫
[ds]
x˙−(s1) . . . x˙−(s4)[
x−(s1)− x−(s3)
]2
PV
[
x−(s2)− x−(s4)
]2
PV
×
∞∑
n=2
( i
θ
)
n
n!
[(
x−(s1)− x−(s3)
)(
x+(s2)− x+(s4)
)
−
(
x+(s1)− x+(s3)
)(
x−(s2)− x−(s4)
)]n
+ (4.31)
∫
[ds]
4π2
x˙−(s1) . . . x˙−(s4)
(
x+(s1)− x+(s3)
)(
x+(s2)− x+(s4)
)
[
x−(s1)− x−(s3)
]
PV
[
x−(s2)− x−(s4)
]
PV
.
The limit at θ = 0 of Eq.(4.31) is best found by considering the sum of
Eq.(4.26), that we have proved to vanish for this value of the noncommu-
tativity parameter, and of Eq.(4.28), in which only the first term survives.
6This is also easily understood: the delta-like terms appear under derivatives, which in
turn have to be brought by parts on the exponentials, which contain θ in their exponents.
In so doing, one recovers trivially θ2 when both delta’s are present, and θ in the mixed
terms. Another thing we notice is that the quadratic term does not depend on the area
of the loop
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Therefore we find
W(cr,WML)4 (θ = 0) =
1
4π2
∫
[ds] x˙−(s1) . . . x˙−(s4)(
x+(s1)− x+(s3)
)(
x+(s2)− x+(s4)
)
(
x−(s1)− x−(s3)
)(
x−(s2)− x−(s4)
) , (4.32)
that is nothing but the usual commutative WML result, as one can see from
Eq.(4.8). We have continuity in the commutative case for WML, and, ac-
cording to what we said in Chapter 3, this can be considered one of the few
examples where it happens. We further refer to the remark we will do on
this point in the next, after Eq.(4.40).
We notice that it is redundant to prescribe the denominators in Eq.(4.32)
since the measure provides the necessary regularization. We will find that
the same is true for the large-θ limit below. The value of Eq.(4.32) is
W(cr,WML)4 (θ = 0) = −
A2
24
, (4.33)
where A is the area of the loop. The large-θ limit of Eq.(4.31) is easily found
to be
W(cr,WML)4 |θ→∞ =
1
8π2
∫
[ds]
x˙−(s1) . . . x˙−(s4)
[
(
x−(s1)− x−(s3)
)2
][
(
x−(s2)− x−(s4)
)2
]
×
([(
x−(s1)− x−(s3)
)(
x+(s2)− x+(s4)
)]2
+
[(
x+(s1)− x+(s3)
)(
x−(s2)− x−(s4)
)]2)
. (4.34)
The integrals in Eq.(4.34) can be fairly easily computed, using for instance
a rectangular contour, where all integrands become polynomials. In this
way one can see it is finite and independent of the prescription used for the
denominators; the final outcome is
W(cr,WML)4 |θ→∞ =
A2
8π2
. (4.35)
One remark is in order: at odds with what happens in dimension larger than
two, where a decrease at large θ is expected in crossed diagrams due to the
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exponential oscillations (see for example [26]), in two dimensions the contri-
bution of the crossed diagram is not suppressed at large noncommutativity.
Indeed it is instead of the same order of magnitude as the planar one. This
will be a persistent feature of all our calculations, even at higher orders, and
has been confirmed also in other two-dimensional explorations performed in
the literature[63].
4.4 The Euclidean Formulation
Since we have realized that ’t Hooft’s prescription is incompatible with the
noncommutative Wilson loop, we concentrate our attention purely on WML
and on the Euclidean framework, and choose to generalize our treatment
from the beginning to a number n of windings around the loop, for a reason
that will become clear later, and that is crucial for our scopes.
4.4.1 The O(g4) Calculation
We consider the simple choice of a circular contour
x(s) ≡ (x1(s), x2(s)) = r(cos(2πs), sin(2πs)). (4.36)
Then we are led to the expression
W(cr)4 = r4
∫ n
0
ds1
∫ n
s1
ds2
∫ n
s2
ds3
∫ n
s3
ds4 ×∫ ∞
0
dp
p
dq
q
∫ 2π
0
dψ dχ exp(−2i(ψ + χ))
exp(2ip sinψ sin π(s1 − s3)) exp(2iq sinχ sin π(s2 − s4))
exp(i
θ
r2
p q sin[ψ − χ+ π(s2 + s4 − s1 − s3)])
= A2 F ( θA , n), (4.37)
where A is the Euclidean area enclosed by the loop, and we recall that we
have turned θ into iθ (see section 4.2).
This formula has been obtained by using the Wick-rotated expression of
the propagator (4.6), namely
D++ = − 2
(k1 − ik2)2
(4.38)
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with the prescription of Wu[68] of “symmetric integration”. Here, it means
that we perform the integrals over the angles before the ones over the corre-
sponding radial variables 7.
Integrating over the phase ψ and its associate radial variable p as indicated
in formula (A.1) of the Appendix A, we get, after trivially rescaling n in all
the si and performing the change of variable z = e
iχ,
W(cr)4 = πr4n4
∫
[ds]4
∫ ∞
0
dq
q
∮
|z|=1
dz
iz3
e− q sin[nπ(s4−s2)](z−
1
z
)
× 1−
γ
z
e−inπσ
1− γzeinπσ , (4.39)
where σ = s1 + s3 − s2 − s4, and
γ =
θq
2r2 sin[nπ(s3 − s1)] ,
∫
[ds]4 =
∫ 1
0
ds1
∫ 1
s1
ds2
∫ 1
s2
ds3
∫ 1
s3
ds4.
One can notice that the fraction appearing in Eq.(4.39) is actually a pure
phase in the domain of integration of z. We can further integrate over z and
over q: this is quite a complicated procedure, but it can be completely carried
out, as described in the formula (A.2) of the Appendix A. The outcome of
this calculation is
W(cr)4 = 2n4A2
∫
[ds]4
[
1
2
+
2
β2
(exp[iβ sinα]− 1− iβ sinα)
]
= 2n4A2
∫
[ds]4
[
1
2
+
2
β2
∞∑
m=2
(iβ sinα)m
m!
]
, (4.40)
where
α = nπ(s1 + s3 − s2 − s4),
β =
4A
πθ
sin[nπ(s4 − s2)] sin[nπ(s3 − s1)]. (4.41)
Let us keep fixed the value of the area A. It is easy to check from (4.40) that
the function F in Eq.(4.37) is continuous at θ = 0 (which corresponds to large
β), with F (0) = n
4
24
, exactly corresponding to the value of the commutative
case obtained with the WML propagator [75].
7We have expressed the two-dimensional momenta in polar coordinates
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Even if we find continuity, we see that θ = 0 (β = ∞) is a point of non-
analyticity of the integrand of (4.40), in particular the exponential has an
essential singularity: continuity is obtained thanks to the denominator. On
the contrary, it appears that the natural point of analyticity around which
to expand the integrand is θ = ∞ (β = 0), as one can see writing W(cr)4
as a series like in Eq.(4.40). This is a feature we have already encountered
in the Minkowski formulation (see Eq.(4.26) and Eq.(4.31)), and that will
appear systematically even in the higher orders calculations. The presence
of continuity is connected to the fact that in two dimensions one does not
have UV/IR mixing, since the integrals tipically converge in the UV (see for
example formula (6.12)). But, as we noticed in Chapter 2, θ = 0 is still quite
a singular point.
One could wonder whether this behaviour is in some way modified by the
integration over the loop variables, which is still to be performed. We are
not able to do it analytically for arbitrary values of θ, but we can evaluate
the first correction at small θ, and, more easily, find the first two or three
orders in the large-θ expansion. The first order correction in θ can be singled
out by considering that the exponential and the “−1” in Eq.(4.40) are more
depressed than the term linear in β:
W(cr)4 ≃ 2n4A2
∫
[ds]4
[
1
2
− 2i
β
sinα
]
. (4.42)
The 1
2
-part is easy to integrate, while the second piece is equal to
Wθ = −in4Aπθ
∫ 1
0
[ds]
sin[nπ(s1 + s3 − s2 − s4)]
sin[nπ(s4 − s2)] sin[nπ(s3 − s1)]
≡ −in4AπθI, (4.43)
with measure [ds] = ds1ds2ds3ds4θ(s4 − s3)θ(s3 − s2θ(s2 − s1). Integrating
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in ds1 and ds4 leads to
I =
1
n2π2
∫ 1
0
ds2ds3θ(s3 − s2)
(
− nπ cos[2nπ(s3 − s2)]×
[
s2 log | sinnπs2
sinnπ(s3 − s2) |+ (1− s3) log |
sinnπs3
sinnπ(s3 − s2) |
]
+ sin[2nπ(s3 − s2)]
[
− n2π2s2(1− s3) + log | sinnπ(s3 − s2)|
× log | sin nπ(s3 − s2)
sinnπs2 sinnπs3
|
+ log | sinnπs2| log | sinnπs3|
])
= I1 + I2, (4.44)
where I1 and I2 refer to the first and second square brackets in (4.44), re-
spectively. The two integrals in I1 coincide. They can be easily performed,
leading to
I1 = −
(
1
6nπ
+
1
4n3π3
)
. (4.45)
Concerning I2, the first term is trivial, and provides us with a factor equal to
1/(8n3π3)−1/(12nπ), whereas in the remaining integrals it is more convenient
to integrate first on one variable, and then to add the integrands together
before performing the final integration, i.e.
I2 =
1
8n3π3
− 1
12nπ
− 1
2n3π3
∫ 1
0
ds sinnπs×[
2nπs cosnπs log | sinnπs|+ sinnπs(log | sinnπs| − 1)
]
=
1
4n3π3
− 1
12nπ
. (4.46)
Adding (4.45) and (4.46), taking Eq.(4.43) into account, and finally adding
the result coming from the 1
2
-part, we get
W(cr)4 ≃
n4A2
24
+ iθ
n3A
4
. (4.47)
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The Taylor series in the natural variable 1
θ
starts instead as8
W(cr)4 = −
n2A2
8π2
+ i
n3A3
8π2θ
+
8n4A4
3π2θ2
(
1
256
+
175
3072
1
n2π2
)
+O(θ−3). (4.48)
We have integrated numerically the expression (4.40) for a quite large
number of values of θ, intermediate between the two asymptotic regimes:
this has fully confirmed that in these regions the behaviours are Eq.(4.42)
and Eq.(4.48), respectively. In the following we report the plots.
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8This is tedious but straightforward, since here one has to integrate sinusoidal functions
present at the numerator only, at odds with Eq.(4.42) where one has sine functions at the
denominator. This is another example of the naturalness of the expansion in 1
θ
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In the first plot we show the real part of W(cr)4 as a function of θ, for
the values of n = 1 and A = 1. We see clearly that it approaches − 1
8π2
at infinity. The behaviour near the origin is best seen in logarithmic scale,
see the second plot. The real part of the loop vanishes at a critical value
θ ∼ 0.41945.
In the second plot we show the real part ofW(cr)4 as a function of log θ. We
see that the limiting value 1
24
is reached quite soon and apparently smoothly
when moving from real values of the noncommutativity parameter.
In the third plot we exhibit the imaginary part of W(cr)4 as a function of
θ, for the values of n = 1 and A = 1. We see it goes to zero at both large
and small θ, in complete agreement with our asymptotic formulae. It has a
maximum at θ ∼ 0.25. Near θ = ∞ the behaviour 1
8π2θ
of Eq.(4.48) is also
manifest.
In the fourth plot we have expanded the previous graphic near the origin,
in order to see that it is in complete agreement with formula (4.47).
We notice, finally, that the terms of the expansion (4.48) that are even
in θ are also real, while the odd ones are imaginary. This is consistent
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with the observation we made at the beginning of Section 4.3.1, namely that
the complex conjugate of W(cr)4 (θ) is W(cr)4 (−θ). One can notice as well
that complex conjugation is equivalent to a change in the orientation of the
windings n→ −n; at infinite θ the symmetry under this operation is restored.
4.4.2 Scaling Laws
Now we want to make some further remarks on the results we have obtained.
First, we notice that we have recovered in the asymptotic regions exactly the
Minkowski results, provided we rotate the area as usual: A is converted into
iA, as explained in Section 4.2. One can realize it comparing, for n = 1,
Eq.(4.47) at θ = 0 and Eq.(4.33), and Eq.(4.48) at θ = ∞ with Eq.(4.35).
In passing, we also notice that the Abelian-like exponentiation of the Wilson
loop[74] does not occur.
Second, we want to discuss the scaling properties of our result at O(g4).
Let us recall the commutative case. There, another remarkable difference
appeared between ’t Hooft’s and WML formulations[78]. When considering
n windings around the closed loop, a non-trivial symmetry concerning oper-
ations in the base manifold and over the fiber (U(N)) took place in the exact
(’t Hooft’s) solution, leading to a peculiar scaling law intertwining the two
integers n and N
Wn(A;N) =WN ( n
N
A;n). (4.49)
When going around the loop the non-Abelian character of the gauge group
is felt.
The behaviour of the WML solution was instead fairly trivial (A → n2A),
as expected in a genuinely perturbative treatment, and has just an abelian
character, being substantially the same irrespectively of the rank of the gauge
group.
In the noncommutative context, this issue acquires new relevance: as we
know, operations over the base manifold and over the fiber are intertwined
and merged in a larger group; therefore this is really a favourite item in which
to study the features and effects of the merging.
From our formulae, we see that precisely at θ = 0 we recover the commu-
tative result (Eq.(4.47)), which has the trivial abelian scaling law A → n2A.
This scaling can be maintained at the level of the first correction in Eq.(4.47)
provided one sends θ → nθ; however, this is ruled out by the behaviour found
in the other asymptotic region (large θ).
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In fact, with great surprise, at θ = ∞ the scaling is the symmetric one,
characteristic of the exact commutative solution: Wn(A;N) =WN ( nNA;n).
This law is destroyed by the next-to-leading orders, as one can see from
Eq.(4.48), and it is difficult to argue from these formulae if any simple scaling
law can emerge at finite θ, especially in view of the θ−2-term. Still, we find
it very interesting to recover in the region of maximal noncommutativity the
symmetry of the exact commutative result, in spite of the fact that ’t Hooft’s
prescription is now unacceptable.
It is therefore crucial to investigate higher orders to see whether this
finding is a general property of the noncommutative Wilson loop. This will
be done in the next chapter.
Chapter 5
Wilson Loop in 2D NCYM:
Higher Orders
5.1 Introduction
Since we have seen the dramatic consequences to which ’t Hooft’s form of
the free propagator gives rise when matched with noncommutativity, even
in higher orders computations we will rely only on the WML prescription.
Furthermore, we will continue to use the Euclidean formulation, which in
particular, as we have already seen, can provide more compact and manage-
able formulae: this is of great importance in view of the complications we are
going to face even in the immediately subsequent step of the perturbative
expansion.
This research is reported in [65].
5.2 The O(g6) Calculation
We organize the sixth order loop calculation according to the topologically
different diagrams one can draw. If we order the six vertices on the cir-
cle from 1 to 6, we denote by W(ij)(kl)(mn) the contribution of the graph
corresponding to three propagators joining the vertices (ij), (kl), (mn), re-
spectively. Thus W(14)(25)(36) corresponds to the maximally crossed diagram
(i.e. the one in which all propagators cross); then we have three diagrams
with double crossing, namely W(14)(26)(35) ,W(13)(25)(46) and W(15)(24)(36) . Fi-
nally we have six diagrams with a single crossing W(12)(35)(46) , W(16)(24)(35) ,
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W(15)(23)(46) ,W(15)(26)(34),W(13)(26)(45) andW(13)(24)(56) . Diagrams without any
crossing are not interesting since they are not affected by the Moyal phase:
they indeed coincide with the corresponding ones in the commutative case.
All crossed diagrams, at this order in perturbation theory, have the same
color factor (see Section 5.3). Just to summarize it graphically, we have the
following situation:
W6 =
x 3x 5 x 6
= Wpl6 + W1cr6 (θ) + W2cr6 (θ) + W3cr6 (θ).
We will analyse separately the three classes of diagrams, starting from
the simplest singly-crossed ones.
5.2.1 Singly-Crossed Diagrams
We can choose one of them as an example, the other ones will be obtained
simply by renaming the variables. We will consider W(16)(24)(35) :
W(16)(24)(35) = −r6Nn6
∫
[ds]6
∫ ∞
0
dp
p
dq
q
dk
k
∫ 2π
0
dφ dχ dψ
exp(−2i(φ + χ+ ψ)) exp
(
2ip sinφ sinnπs−16 + 2iq sinψ sinnπs
−
24 +
2ik sinχ sin nπs−35
)
exp
(
i
θ
r2
q k sin[ψ − χ+ nπ(s+35 − s+24)]
)
, (5.1)
where
s±ij = si ± sj. (5.2)
We see that the integrations over φ and p can be performed immediately
putting eiφ = z, and then using formulae (A.3) and (A.4) of Appendix A.
We end up with an expression similar to (4.37). This reflects the fact that
5.2. THE O(G6) CALCULATION 65
this kind of diagrams are simply crossed O(g4) ones with added a “non-
interacting” (i.e. non crossing) propagator. We thus simply recall our previ-
ous formulae, and integrate all residual phases and momenta as in Eq.(4.39)
and Eq.(4.40). Our final expression is therefore
W(16)(24)(35) = −2n6A3N
∫
[ds]6
[ 1
2
+
2
βˆ2
(
exp[iβˆ sin αˆ]− 1− iβˆ sin αˆ
)]
, (5.3)
where now
αˆ = nπ(s2 + s4 − s3 − s5),
βˆ =
4A
πθ
sin[nπ(s4 − s2)] sin[nπ(s5 − s3)].
As in Section 4.4, it is easy to find that this expression is continuous when θ
goes to zero, where only the 1/2 -term survives, and we recover the commu-
tative result: −2n6A3N ∫ [ds]6 12 = −n6A3N / 6!. The large-θ limit is again
straightforwardly singled out:
W(16)(24)(35)(θ =∞) = −n6A3N
∫
[ds]6 cos 2αˆ. (5.4)
To evaluate (5.4) we have to perform two more integrations. The result is
−n6A3N(9 − π2) / (96π4n4). We are also able to find directly the values
of the other five singly-crossed diagrams: it is sufficient to take Eq.(5.4)
with the suitable αˆ, translated in terms of the variables of the two crossing
propagators of each diagram. For example, for the diagram (15)(26)(34) the
corresponding αˆ is nπ(s2+ s6− s1− s5). Once we have evaluated these other
five contributions, we put all the six singly-crossed diagrams together and
get
W1cr6 (θ =∞) = −A3N n6
[ 1
4π4n4
− 1
24π2n2
]
. (5.5)
5.2.2 Doubly-Crossed Diagrams
We study now the diagrams with two crossing propagators. Again, we com-
pute one among all these diagrams, and obtain the full result just renaming
66 CHAPTER 5. WILSON LOOP IN 2D NCYM: HIGHER ORDERS
the variables in the other ones. We do the job for W(15)(24)(36) :
W(15)(24)(36) = −r6Nn6
∫
[ds]6
∫ ∞
0
dp
p
dq
q
dk
k
∫ 2π
0
dφ dχ dψ
exp(−2i(φ+ χ+ ψ)) exp(2ip sinφ sinnπs−15) exp(2iq sinψ sin nπs−24)
exp(2ik sinχ sinnπs−36) exp
(
i
θ
r2
(
p k sin[φ− χ+ nπ(s+36 − s+15)]
+ q k sin[ψ − χ+ nπ(s+36 − s+24)]
))
. (5.6)
We recognize that the integral over the phase φ and its associate momentum
p, and the one over ψ and q, are of the same kind of the one we have en-
countered in passing from Eq.(4.37) to Eq.(4.39). We use the same result for
both and get the expression
W(15)(24)(36) = −r6Nn6π2
∫
[ds]6
∫ ∞
0
dk
k
∮
|z|=1
dz
iz3
e− k sin[nπ(s6−s3)](z−
1
z
)
1− γ′
z
e−inπσ
′
1− γ′zeinπσ′ ×
1− γ′′
z
e−inπσ
′′
1− γ′′zeinπσ′′ , (5.7)
where
σ′ = s1 + s5 − s3 − s6 γ′ = θk
2r2 sin[nπ(s5 − s1)]
σ′′ = s2 + s4 − s3 − s6 γ′′ = θk
2r2 sin[nπ(s4 − s2)] ,
and now we have set eiχ = z. With this double integration we have also kept
manifest the symmetry of (5.6) under exchange of the two “parallel” prop-
agators cut by the transversal (36) one. It is a formidable task to evaluate
this integral for a generic value of θ. As before we are more interested in
the extreme values, very small and very large θ, so we try to find out these
limits without performing the complete integration. The value at θ = 0
is easily extracted from (5.7): the fractions become 1 and we use formulae
(A.3) and then (A.4) , obtaining exactly the commutative result, which in
particular is equal to the commutative singly-crossed diagram. Expression
(5.7) is very complicated but it exhibits all the features already emerging
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from the previous analysis: it is well defined for any θ 6= 0 and continuous in
the commutative limit.
In order to extract the large-θ behaviour we adopt the following proce-
dure, that will be justified in a moment: we write the exponential present in
(5.7) as e− k sin[nπ(s6−s3)](z−
1
z
) = [(e− k sin[nπ(s6−s3)](z−
1
z
) − 1) + 1]. Then (5.7)
becomes
W(15)(24)(36) = −r6Nn6π2
∫
[ds]6
∫ ∞
0
dk
k
∮
|z|=1
dz
iz3
(e− k sin[nπ(s6−s3)](z−
1
z
) − 1)
1− γ′
z
e−inπσ
′
1− γ′zeinπσ′ ×
1− γ′′
z
e−inπσ
′′
1− γ′′zeinπσ′′
− r6Nn6π2
∫
[ds]6
∫ ∞
0
dk
k
∮
|z|=1
dz
iz3
1− γ′
z
e−inπσ
′
1− γ′zeinπσ′
×1−
γ′′
z
e−inπσ
′′
1− γ′′zeinπσ′′
=W(1)(15)(24)(36) +W(2)(15)(24)(36) . (5.8)
Now, in the first term of the splitting (5.8) we can perform the limit θ →
∞ under the sign of integration, which was impossible directly from the
(5.7), because there large values of θ can be contrasted by small k, where
the integrand is singular. Subtracting 1 to the exponential suppresses this
singularity, invalidating the obstruction to θ → ∞. This is a qualitative
explanation, we proved analytically that one can exchange the limit with the
integral in the first term of the splitting (5.8) (and not in (5.7)); the proof
is reported in the Appendix B. This proof mainly relies on the fact that the
rational functions present in the integrand are actually pure phase factors, a
feature we have already observed elsewhere.
The first contribution becomes
W(1)(15)(24)(36) → −r6Nn6π2
∫
[ds]6
∫ ∞
0
dk
k
×∮
|z|=1
dz
iz7
(e− k sin[nπ(s6−s3)](z−
1
z
) − 1)e−2inπ(σ′+σ′′). (5.9)
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We use Eq.(A.3) and (A.4), and obtain
W(1)(15)(24)(36) → (−1)r
6N n6 π3
3
∫
[ds]6 e
2πin(2s3+2s6−s1−s5−s2−s4). (5.10)
The calculation of W(2)(15)(24)(36) is much more involved. First, we carry on
the integration over z by using standard complex integration. We remember
once again that the integrand is a pure phase factor, and therefore no singu-
larities are present on the path of integration, for any value of γ and σ. The
result is a function of k which vanishes if k is larger than a certain value,
while, for k smaller, is actually a polynomial. Straightforward integration
over k yields
W(2)(15)(24)(36) → W(2)(15)(24)(36)easy + W(2)(15)(24)(36)hard , (5.11)
W(2)(15)(24)(36)easy = −r
6Nn62π3
3
∫
[ds]6 e
−i(λ+ω)[cos(λ− ω)]3, (5.12)
W(2)(15)(24)(36)hard = i r
6N n6 2 π3
3
∫
[ds]6 exp(−i(λ + ω)) [sin(λ − ω)]3
×
(
1 + |d
c
| exp(i(λ − ω))
)
(
1− |d
c
| exp(i(λ − ω))
) , (5.13)
where
c = − sin[nπ(s1 − s5)] exp(−inπσ′) = |c| exp(iω),
d = − sin[nπ(s2 − s4)] exp(−inπσ′′) = |d| exp(iλ).
The names emphasize that expression (5.12) is easily integrated, it just con-
tains exponential factors of the same kind of the one present in Eq.(5.10).
Expression (5.13) is instead very difficult to deal with. Even if the variables
s3 and s6 appear only in λ+ω and not in λ−ω, and therefore they can be in-
tegrated over at once, generating a factor proportional to n−2, the remaining
quadruple integral is extremely hard. To deal with it, first of all we decide
to sum up all the contributions from the three doubly-crossed diagrams, in
order to cancel possible common terms and to reach a more symmetric form.
Much of the (5.13) in fact simplifies when put together with the analogous
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pieces from W(14)(26)(35) and W(13)(25)(46) , after renaming variables in the way
described under the (5.4). The result is the following:
W(2)(15)(24)(36)hard +W(2)(14)(26)(35)hard +W(2)(13)(25)(46)hard
= − r
6N n4 4 π
3
∫
[ds∗]4 I, (5.14)
where I is given by
[sin nπs−23]
2
[sinnπs−14]
2
[sinnπ(s+23 − s+14)]4
[sinnπs−23]
2
+ [sinnπs−14]
2 − 2[sin nπs−23][sin nπs−14][cosnπ(s+23 − s+14)]
(5.15)
and ∫
[ds∗]4 =
∫ 1
0
ds1
∫ s1
0
ds2
∫ s2
0
ds3
(∫ s1
s2
−
∫ s3
0
)
ds4.
This integral seems still refractory to further simplifications. Therefore we
decided to evaluate it numerically. By using a FORTRAN program exploiting
NAG subroutines we were able to find the following table of results:
W(2)(15)(24)(36)hard +W(2)(14)(26)(35)hard +W(2)(13)(25)(46)hard
=
4 π r6N n4
3
10−3 JNUM(n), (5.16)
where
JNUM(n = 1) = 1.32236(80±37),
JNUM(n = 2) = 0.330(49± 16), JNUM(n = 1)
4
= 0.330592(01± 93),
JNUM(n = 3) = 0.146(97± 35), JNUM(n = 1)
9
= 0.146929(80± 41),
JNUM(n = 4) = 0.08(17± 29), JNUM(n = 1)
16
= 0.082648(00± 23),
JNUM(n = 5) = 0.05(10± 40), JNUM(n = 1)
25
= 0.052894(72± 15),
JNUM(n = 6) = 0.03(88± 79), JNUM(n = 1)
36
= 0.036732(45± 10),
JNUM(n = 7) = 0.0(32± 13), JNUM(n = 1)
49
= 0.0269871(02± 76).
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All the errors are three standard deviations, and uncertainty is on the digits
displayed between brackets. We have chosen to report our results in such a
form for a precise reason: we see clearly from the comparison between the
two columns that, within the numerical error, JNUM scales as 1/n
2. The last
value we have reported reveals that our computer capability was saturated
for sufficiently large values of n, but we consider quite satisfactory that the
scaling is confirmed within the error for n = 1−6(7) and we think that these
results are quite sufficiently probing.
We are finally able to collect all pieces to find the complete doubly-crossed
contribution. We calculate easily (5.10) and (5.12) and directly sum them up
with the analogous easy parts ofW(14)(26)(35) andW(13)(25)(46) , getting A3N n212π4 ;
then we add to this value what comes out from the numerical evaluation of
the hard parts, which amounts to 4π r
6N n4
3
1.3224
n2
. The final answer is
W2cr6 (θ =∞) =
A3Nn2
12π4
(1 + 0.2088). (5.17)
5.2.3 The Maximally-Crossed Diagram
We are now able to consider the only remaining diagram, which is the one
with three mutually crossing propagators. Its expression is the following:
W(14)(25)(36) = −r6Nn6
∫
[ds]6
∫ ∞
0
dp
p
dq
q
dk
k
∫ 2π
0
dφ dχ dψ (5.18)
exp[−2i(φ+ χ + ψ)] exp[2ip sinφ sinnπs−14] exp[2iq sinψ sinnπs−25]
exp(2ik sinχ sinnπs−36) exp
(
i
θ
r2
(
p q sin[φ− ψ + nπ(s+25 − s+14)] +
p k sin[φ− χ+ nπ(s+36 − s+14)] + q k sin[ψ − χ+ nπ(s+36 − s+25)]
))
.
With the appropriate identifications we recognize once again that the inte-
gral over φ and p has the same structure of the one solved in passing from
Eq.(4.37) to Eq.(4.39). Therefore, we use the same formula once again, writ-
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ing the result in the following slightly modified way
W(14)(25)(36) = −π r6Nn6
∫
[ds]6
∫ ∞
0
dq
q
dk
k
∫ 2π
0
dχ dψ
exp[−2i(χ+ ψ)] exp[2iq sinψ sinnπs−25] exp[2ik sinχ sinnπs−36]
× exp
[
i
θ
r2
q k sin[ψ − χ+ nπ(s+36 − s+25)]
]
×
sin[πs−14] +
θ
2r2
[
q e−i(ψ+π(s
+
14−s+25)) + k e−i(χ+π(s
+
14−s+36))
]
sin[πs−14] +
θ
2r2
[
q ei(ψ+π(s
+
14−s+25)) + k ei(χ+π(s
+
14−s+36))
] . (5.19)
Looking at Eq.(5.19), we see that the integral over χ and k resembles the one
encountered in passing from Eq.(4.39) to Eq.(4.40), with the only important
distinction that the exponential has a more complicated exponent. With
some efforts we are able to update our formula for this more general integral
and the result is shown in the Appendix A in formula (A.5). Using that
relation we get
W(14)(25)(36) = −r6N n6 2π2
∫
[ds]6
∫ ∞
0
dq
q
∫ 2π
0
dψ exp(−2iψ)
× exp(4iqr
2
θ
sinψ sin[nπ(s2 − s5)])
[
1
2
α¯
α
β¯
β
+ (5.20)
θ2
8r4α2β2
(
exp
(4ir2
θ
Im(einπσ
′′′
α¯β)
)
− 4ir
2
θ
Im(einπσ
′′′
α¯β)− 1
)]
,
where σ′′′ = s1 + s4 − s3 − s6, the bars denote complex conjugation and
α = sin[nπ(s1 − s4)] + q exp i(ψ + nπ(s1 + s4 − s2 − s5)),
β = sin[nπ(s3 − s6)] − q exp i(ψ + nπ(s3 + s6 − s2 − s5)).
To deal with Eq.(5.20), first of all we parameterize α = |α| exp(iγα) and
β = |β| exp(iγβ). Then we recall the following integral representation for the
exponential function[79]
ex −
n∑
k=0
xk
k!
=
1
2πi
∫ −γ+i∞
−γ−i∞
Γ(s)(−x)−s , n+ 1 > γ > n,
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and we obtain
W(14)(25)(36) = −r6Nn62π2
∫
[ds]6
∫ ∞
0
dq
q
∫ 2π
0
dψ exp(−2iψ)
× exp(4iqr
2
θ
sinψ sin[nπ(s2 − s5)]) exp(−2i(γα + γβ))
×
[
1
2
cos(2nπσ′′′ − 2γα + 2γβ) + (5.21)
1
πi
∫ µ+i∞
µ−i∞
dsΓ(−s) e−ipi2 s
[
4|α||β|r2
θ
]s−2 [
sin(nπσ′′′ − γα + γβ)
]s]
,
with 2 < µ < 3. We succeeded in proving that the last integral goes to
zero in the large-θ limit. The proof is based on a chain of majorizations
of the modulus of the integral, and on the use of a Stirling formula for the
majorization of the Γ-function. We will not report here all the details of this
calculation, and only state the result: we proved that the modulus of this
integral is smaller than a convergent integral independent of θ, times a factor
θ2−µ, which ends the proof when θ goes to zero.
What remains to evaluate in this limit is therefore
W(14)(25)(36) = −r6N n6 2π2
∫
[ds]6
∫ ∞
0
dq
q
∫ 2π
0
dψ exp(−2iψ)
× exp(4iqr
2
θ
sinψ sin[nπ(s2 − s5)]) exp(−2i(γα + γβ))
× 1
2
cos(2nπσ′′′ − 2γα + 2γβ). (5.22)
This is not a difficult task: we split formula (5.22) into two pieces, following
the same philosophy described under Eq.(5.8):
W(14)(25)(36) = −r6N n6 2π2
∫
[ds]6
∫ ∞
0
dq
q
∫ 2π
0
dψ exp(−2iψ)×
[
exp[4i
qr2
θ
sinψ sinnπ(s2 − s5)]− 1
]
exp(−2i(γα + γβ))×
1
2
cos(2nπσ′′′ − 2γα + 2γβ)− r6N n6 2π2
∫
[ds]6
∫ ∞
0
dq
q
∫ 2π
0
dψ
exp(−2iψ + γα + γβ)1
2
cos(2nπσ′′′ − 2γα + 2γβ). (5.23)
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In the first term of the splitting one can send θ → ∞ directly into the
integrand, get a result similar to Eq.(5.9), use again Eq.(A.3) and (A.4) and
obtain
−r6Nn6π3
3
∫
[ds]6 e
2inπ(2s2+2s5−s1−s4−s3−s6). (5.24)
The second term of the splitting is directly evaluated setting eiψ = z and
using standard complex integration techniques, then integrating the result in
the variable q:
−r6Nn6π3
3
∫
[ds]6 [e
2inπ(2s1+2s4−s2−s5−s3−s6)
+ e2inπ(2s3+2s6−s1−s4−s2−s5)]. (5.25)
We notice that the sum of (5.24) and (5.25) is completely symmetric in the
three propagators (14)(25)(36), as it should (see for example (5.18)).
The final result is easily evaluated to be
W3cr6 (θ =∞) = −
A3Nn2
64π4
. (5.26)
5.3 Scaling Properties
We start collecting what we have obtained in the previous sections: we sum
together all the contributions from crossed diagrams, Eq.(5.5), Eq.(5.17) and
Eq.(5.26), and get
W(cr)6 (θ =∞) =
A3Nn4
24π2
(
1− 1
n2π2
(
35
8
− 0.4176)
)
. (5.27)
The planar diagrams do not depend on θ, so they are a sort of constant
background uninteresting if we want to study the properties of noncommu-
tativity. We decide therefore not to consider them anymore, and to focus our
attention only on the crossed ones, just to catch the significant novel features
of the noncommutative setup.
We realize that the symmetric scaling (4.49), which was found to hold for
the large-θ limit of O(g4), does not hold for Eq.(5.27), frustrating the expec-
tation that it could be a symmetry of the maximal noncommutativity regime
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tout court . However, we have more freedom in playing with the parameters
that enter the calculation: we realize that if we send simultaneously θ and n,
the number of windings around the loop, to infinity, then the result exhibits
again the symmetric scaling
Wn(A;N) =WN( n
N
A;n). (5.28)
Obviously, one can look at higher orders computations, in order to verify if
this same situation persists, or if it is in turn destroyed at the next step.
The difficulties in calculating higher order diagrams are really prohibitive,
but we can start now constructing some general argument which can help in
understanding what will happen going on in the perturbative series without
performing the full computations.
First, we see that building up a general diagram at a generic order and
with a generic number of crossing propagators is a trivial matter: we com-
pare Eq.(4.37) with Eq.(5.1), Eq.(5.6) and Eq.(5.18), and easily understand
how to generalize these structures to higher orders. The coefficient in front
of the integral will contain a factor n2m+4 if we are at the (2m + 4)-th per-
turbative order. This factor always comes from the rescaling of the contour
variables from the interval [0, n] to [0, 1], as in what follows Eq.(4.37). What
is extremely difficult to prove, though highly plausible, is that the integral,
which depends itself on n, will decrease as n goes to infinity. We were unable
to find any useful majorization, since we deal with entangled integrals of
oscillating functions. Nevertheless, it is plausible that, as n grows, the expo-
nentials undergo larger and larger oscillations, cutting off the integral. What
is possible to prove is that the value at θ = ∞ of the integral depends only
on the absolute value of n1. This means that, if we believe that the integral
decreases with n as a power law, it should decrease at least as n−2 or faster.
Then, taking into account the factor n2m+4 in front, a generic diagram will
behave at least as n2m+2.
Next, we consider the dependence on the quadratic Casimir operator of
the gauge group, which appears in the coefficient in front of the integral.
Inspired by the fact that we expect a symmetric scaling between n and N ,
we also consider the large-N regime. In this regime one can prove that the
dominant class of diagrams at this order will behave as Nm (recall the N−1
in the definition of the Wilson loop). The case of three propagator is quite
1To prove this fact it is sufficient to realize, as one can do with a suitable change of
variables, that sending n in −n in the integrals is equivalent to sending θ in −θ
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peculiar, since it provides Casimirs which are equal for single, double and
triple crossing, while at higher orders the values of the Casimir operator
start being quite different from diagram to diagram.
Now we realize that at least a class of such diagrams, behaving like
n2m+2Nm, always exists and provides a non-zero contribution. As we will
show in a moment, the class of singly-crossed diagrams will always possess
such a dependence, and will give a non-zero result at any perturbative or-
der. We recognize that at O(g6) this class of diagrams is dominant in the
large-(θ,n,N) regime, as one can see comparing Eq.(5.5) with Eq.(5.17) and
Eq.(5.26). We could be sure they would furnish the leading behaviour, pro-
vided no cancellations occur from diagrams belonging to other classes, and
with the same color factor at a given perturbative order. Therefore, we are
led to propose a conjecture, namely, that only the singly-crossed diagrams
will dominate, as far as the n-dependence is concerned, at any perturbative
order in this particular asymptotic regime. Until now we have not been able
to convert this conjecture in a theorem; the only evidence we have reached
relies on the O(g6) calculation.
Following our conjecture, first we prove that singly crossed diagrams be-
have in the large-θ limit at least as 1
n2
or subleading in the limit of a large
number of windings n. We start by realizing that we can always express
the integral of a generic diagram with m propagators and a single crossing,
generalizing Eq.(4.40)2, as follows:
I ≡
∫ 1
0
dt
∫ t
0
dz
∫ z
0
dy
∫ y
0
dx
∫
[ds]2m−4 cos[2πn(x+ z − y − t)], (5.29)
[ds]2m−4 being a measure depending on x, y, z, t only through the extremes
of integration. As a matter of fact, it is always possible to single out in this
way the variables linked to the propagators which cross, suitably rearranging
the other kinematical integrations. These integrations lead to polynomials:
I =
∫ 1
0
dt
∫ t
0
dz
∫ z
0
dy
∫ y
0
dx
∑
k1k2k3k4
ck1k2k3k4 ×
xk1yk2zk3tk4 cos[2πn(x+ z − y − t)]. (5.30)
Now we perform the change of variables α = y + x, β = y − x, γ = t + z,
2Recall that when β in Eq.(4.40) goes to zero, than the integrand becomes 1
2
− sin2 α
= 1
2
cos 2α
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δ = t− z:
I =
∫ 1
0
dδ
∫ 2−δ
δ
dγ
∫ γ−δ
2
0
dβ
∫ γ−δ−β
β
dα∑
q1q2q3q4
c′q1q2q3q4 α
q1βq2γq3δq4 cos[2πn(β + δ)], (5.31)
and then integrate over α. Changing again variables to ψ = β+ δ, ξ = δ−β,
we end up with
I =
∫ 1
0
dψ
∫ ψ
−ψ
dξ
∫ 2−ψ+ξ
2
3ψ−ξ
2
dγ
∑
p1p2p3
Cp1p2p3 ψ
p1ξp2γp3 cos[2πnψ]. (5.32)
The integrals over ξ and γ can be easily performed giving, of course, a poly-
nomial in ψ
I =
∑
r
C ′r
∫ 1
0
ψr cos[2πnψ] dψ. (5.33)
Integrating by parts, we realize that only even inverse powers of n are pro-
duced, starting from n−2.
Now we turn our attention to the U(N) factors. As we have already
said, direct computation of the traces involved in the diagrams with a single
crossing at (O(g6)) (and also a double or the triple crossing at this order)
shows a factor N2 . As the Wilson loop is normalized with N−1, at O(g6) the
single factor N ensues. It is now trivial to realize that any insertion of m−3
lines no matter where in such diagrams, provided that further crossings are
avoided, produces the factor Nm−3.
Once we have shown that the n-dependence of singly crossed diagrams in
the large-θ limit takes the form
∑P
p=1 cp n
−2p, we have to evaluate c1 and to
show it does not vanish. This can be worked out as follows. At O(g2m+4),
we start drawing a cross, and then add the remaining m propagators in such
a way they do not further cross. From Eqs.(5.30-5.33) one can realize that
c1 is different from zero only for a particular subset of these diagrams: if we
label the four sectors in which the cross divides the circular loop as North
(the sector containing the origin of the loop variables si), West, South and
East, then only diagrams with r propagator in the southern sector and m−r
in the northern one contribute to c1; moreover, these contributions are all
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equal. Therefore we can evaluate this integral once, and then multiply it by
the number of configurations in this subset.
We choose as representative the diagram with all the m non-intersecting
propagators in the northern sector, starting from the origin and connecting
s1 with s2, ..., s2m−1 with s2m. In this way the crossed variables are the ones
from s2m+1 to s2m+4. We obtain the integral
I = (−π)m+2(gr)2m+4Nmn2m+4
∫ 1
0
dt
∫ t
0
dz
∫ z
0
dy
∫ y
0
dx
× x
2m
(2m)!
cos[2πn(x+ z − y − t)]. (5.34)
Following the procedure just described to reach Eq.(5.33), we get
I = (−π)
m+2(gr)2m+4
(2m)!
Nmn2m+4
∫ 1
0
dψ
1
(2m+ 1)(2m+ 2)
×ψ(1− ψ)2m+2 cos[2πnψ], (5.35)
and finally
I = −Nm (−g
2A n2)m+2
(2m+ 2)!
(
1
4π2n2
+O( 1
n4
)
)
. (5.36)
Now we have to count. We denote by S2r the ways in which the r propagators
in the southern sector can be arranged without crossing. A little thought
provides the recursive relation3
S0 = 1, S2r =
r∑
k=1
S2k−2S2r−2k, (5.37)
which can easily be solved using the method of the generating function4
S2r =
22rΓ(r + 1
2
)
Γ(1
2
)Γ(r + 2)
. (5.38)
3It is sufficient to draw the loop as a line with the two extremes identified, then draw
2(n − 1) vertices: now draw a single vertex, say, at the extreme right, with attached a
“floating” propagator, and look for the possibilities of attaching the other vertex of this
floating propagator among the others 2(n− 1), such to build a non-mutually intersecting
configuration. Each time one has to overcomes two vertices, and gets an S2k−2S2r−2k
4If one defines S =
∑
∞
n=1 t
nS2n, then from (5.37) one finds in particular that S =
t(1 + S)2
78 CHAPTER 5. WILSON LOOP IN 2D NCYM: HIGHER ORDERS
The m−r propagators in the northern sector lead to the weight S2(m−r) times
the number of possible insertions of the origin, namely [2(m − r) + 1]. The
number of relevant diagrams is therefore
Nm =
m∑
r=0
S2r S2(m−r) [2(m− r) + 1] =
22m+2(m+ 1)Γ(m+ 3
2
)
Γ(1
2
)Γ(m+ 3)
. (5.39)
Multiplying Eqs.(5.36) and (5.39) we are led to
g2m+4W(cr)2m+4(θ =∞) ≃ −
(g2An)2
4π2
1
m!
(−g2ANn2)m
(m+ 2)!
. (5.40)
The related perturbative series can be easily resummed
W(cr)(θ =∞) = − g
2A
4π2N
J2(2
√
g2An2N). (5.41)
First, we notice that, if we compare Eq.(5.40) with the corresponding term
due to planar diagrams5
W(pl)WML =
∞∑
m=0
(−g2An2N)m
m!(m+ 1)!
=
1√
g2An2N J1(2
√
g2An2N), (5.42)
then in the ’t Hooft limit N →∞ with fixed g2N we see the planar diagrams
dominate by a factor n2N2, as expected.
Second, we see that the leading term Eq.(5.40) exhibits the symmetric
scaling
Wn(A;N) =WN( n
N
A;n). (5.43)
It is finally interesting to see the way in which this scaling is realized: in
the planar contribution (5.42), it is encoded in the invariant combination
g2An2N , which we could call the “planar-block”. Now we rewrite the formula
(5.41) as follows:
W(cr)(θ =∞) = − g
2An2N
4π2(Nn)2
J2(2
√
g2An2N). (5.44)
5This term can be derived, for instance, as the leading term in N of Eq.(4.10), since
planar diagrams are the same as in the commutative case. Looking at the following
Eq.(5.42), one becomes aware of the fact we mentioned, namely that the commutative
WML solution does not confine in the ’t Hooft limit of an infinite number of colors and ’t
Hooft coupling g2N finite. Eq.(5.42) is the ’t Hooft limit of Eq.(4.10) (the theory becomes
planar in this limit), and no exponential suppression is found[75]
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In this way, the scaling is obtained through the dependence on the planar-
block, which encodes the ladder of uncrossed propagators that constitutes a
singly-crossed diagram, and the symmetric combination (Nn)2, which seems
to encode the single crossing, that is the part which feels the noncommuta-
tivity.
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Chapter 6
Open String Amplitudes
6.1 Introduction
We now return to the second problem we mentioned, namely the problem of
explaining the different behaviour of magnetic and electric-type noncommu-
tative field theories in the light of their stringy derivation. In particular, as
we saw, the problem of the perturbative unitarity of noncommutative quan-
tum field theories was encountered since the appearance of these theories as
an effective description of open string theory in an antisymmetric constant
background, and was one of the first concrete evidence of this difference.
The absence of a straightforward Hamiltonian formulation for the case of an
electric-type noncommutativity (in which the time variable is involved) and
the bizarre dynamical features of its scattering amplitudes soon casted doubts
on the consistency of this kind of theories. We have reported in Section 3.4
the results obtained in [48] for a noncommutative scalar theory: Cutkoski’s
rules were found to hold only in the magnetic case; in the electric case an
additional tachyonic branch cut is present 1. We reported also the analogous
result that was found in [49] for noncommutative gauge theories: here again
the cutting rules hold if the noncommutativity does not involve the time
variable, otherwise new intermediate tachyonic states call for being inserted
in order to explain the analytic structure of the vacuum polarization tensor
2. These new possible states were considered in [82]. This phenomenon is
1The case of a light-like noncommutativity is peculiar and was discussed in [80]
2For a discussion on the role of UV/IR mixing in relation to unitarity in NC field
theories see [81]
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related to the fact that in the electric case the Seiberg-Witten limit does not
succeed in a complete decoupling of the string states. The best one can do
in general in this situation is to send the electric field at its critical value,
ending with a theory of only open strings (NCOS), namely decoupling all
closed strings but keeping the open massive tower of states ([83, 84], see also
[24, 85]).
From the point of view of the behaviour of open strings in electric back-
grounds, the situation is well understood [11, 12, 13, 86, 87, 88, 89]: there
is a critical value of the field beyond which the string becomes unstable. In
particular, an electric field along the string can stretch it and balance its
energy, reducing its effective tension to zero, making pair production possi-
ble from the vacuum without energy loss3. The limit of Seiberg and Witten
precisely forces the electric field to overcome this critical value, even if the
full string theory from which one starts is taken in the region of stability.
Our aim is to explore this situation starting from the analytical structure
of the full string theory amplitude, namely we want to reproduce the results
obtained in a noncommutative field theory from the study of the analytical
structure of the string two-point function, precisely looking at what happens
to its branch cuts when one performs the Seiberg-Witten limit. We see that
the string theory two-point amplitude, when viewed as a function of the
squared momentum of the external leg, has two positive branch cuts in the
complex plane below the critical value of the electric field. We find that
one of this branch cuts is parameterized by a quantity that changes sign
when the electric field overcomes its critical value: the branch cut becomes
tachyonic in this situation, and, consequently, the field theory amplitude one
gets as a limit, which coincides precisely with the noncommutative electric-
type amplitude, loses unitarity.
This matter is reported in [90].
3One way to see how this phenomenon manifests itself is to look, for example, at the
effect of the electric field on the open string metric Gµν : basically, its components along
the directions of the electric field become zero when this last approaches the critical value
(see in the next, under formulae (6.13), (6.17)), which corresponds to an infinite stretching
of the distance in these directions
6.2. THE FULL STRING THEORY AMPLITUDE 83
6.2 The Full String Theory Amplitude
Let us begin considering one-loop tachyon amplitudes in the bosonic open
string theory in the presence of a constant B-field living on a Dp-brane, as
anticipated in Section 2.24. These amplitudes have been studied in [93, 94,
91, 95, 96]; in particular in [93] it was shown that the Seiberg-Witten zero-
slope limit gives precisely the amplitudes of the NC φ3 theory. The NC φ3
theory is also one of the cases examined in [48], where the breakdown of
cutting rules was found; we are going to analyze it in detail.
We therefore start writing the string amplitude for a generic dimension p
of the brane, governed by the sigma model action (2.1) (see Chapter 2),
S =
1
4πα′
∫
C2
d2z (gij∂aX
i∂aXj − 2iπα′Bijǫab∂aX i∂bXj). (6.1)
At one loop the string world-sheet is conformally mapped on the cylinder
C2 = {0 ≤ ℜw ≤ 1, w = w + 2iτ}; τ is the modulus of the cilinder, and we
recall that the metric g and the antisymmetric tensor B are constant closed-
string sector backgrounds. The indices i and j live on the brane (see section
2.2.1). The one loop propagator we adopt in this situation, with the new
boundary conditions imposed by the B-term in (6.1), has been constructed
in [12],[13],[93]. If one sets w = x + iy, the relevant propagator on the
boundary of the cilinder (x = 0, 1) can be written as [93]
G(y, y′) =
1
2
α′g−1 log q − 2α′G−1 log
[ q 14
D(τ)
ϑ4(
|y − y′|
2τ
,
i
τ
)
]
, x 6= x′, (6.2)
G(y, y′) =
±iθ
2
ǫ⊥(y − y′)− 2α′G−1 log
[ 1
D(τ)
ϑ1(
|y − y′|
2τ
,
i
τ
)
]
, x = x′, (6.3)
where q = e−
pi
τ , ± correspond to x = 1 and x = 0 respectively, and ǫ⊥(y) =
sign(y)− y
τ
. The open string parameters are as in [5]:
G = (g − 2πα′B)g−1(g + 2πα′B) (6.4)
is the open string metric, and
θ = −(2πα′)2(g + 2πα′B)−1B(g − 2πα′B)−1 (6.5)
4For the derivation of amplitudes for photon-vertex operators the reader is referred to
[91, 92]
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is the noncommutativity parameter. ϑ1,4(ν, τ) are Jacobi theta functions,
while D(τ) = τ−1[η( i
τ
)]
3
, where η is the Dedekind eta function[97]. One
can notice that, while at tree level the boundary propagator is entirely writ-
ten in terms of the open string parameters (see Eq.(2.10), now there is a
piece in Eq.(6.2) in which the closed string metric is explicitly present. This
non decoupled closed string part will have a crucial role in the amplitude,
originating in the Seiberg-Witten limit the noncommutative Moyal phase of
non-planar graphs.
With this propagator and the suitable modular measure, the amplitude
for the insertion of N tachyonic vertex operators at x = 1 and M − N at
x = 0 is easily calculated:
AN.M = N (2π)d(α′)∆GsM
∫ ∞
0
dτ
τ
τ−
d
2 [η(iτ)]2−dq
1
2
α′Kg−1K
×
( M∏
a=1
∫ ya−1
0
dya
) N∏
i=1
M∏
j=N+1
[
q
1
4 ϑ4(
|yi − yj|
2τ
,
i
τ
)/D(τ)
]2α′kiG−1kj
×
N∏
i<j=1
e−
1
2
iǫ⊥(yi−yj)kiθkj
[
ϑ1(
|yi − yj|
2τ
,
i
τ
)/D(τ)
]2α′kiG−1kj
×
M∏
i<j=N+1
e
1
2
iǫ⊥(yi−yj)kiθkj
[
ϑ1(
|yi − yj|
2τ
,
i
τ
)/D(τ)
]2α′kiG−1kj
+ non− cyclic permutations. (6.6)
Constants are as in [93]: N is the normalization, ∆ = M d−2
4
− d
2
, Gs is
the open string coupling. Moreover d = p + 1, K =
∑N
i=1 ki is the sum
of all momenta associated with the vertex operators inserted on the x = 1
boundary, and y0 = 2τ . Whenever N,M 6= 0, this amplitude corresponds
to nonplanar graphs: this is most easily realized when mapping the cilinder
into an annulus whose internal boundary corresponds, say, to x = 0 and the
external one to x = 1. We have also omitted a global delta function due to
momentum conservation, and the traces of the Chan-Paton matrices.
6.3 Calculation of the Branch Cuts
We want to discuss the case of N = 1, M = 2, that is a diagram with
two vertex inserted on opposite boundaries, which, in the field theory limit,
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will become the nonplanar contribution to the two-point function. We recall
once again that nonplanar diagrams are the ones in which the dependence on
noncommutativity does not factor out of the loop integral, and therefore they
are substantially different from their commutative counterpart (see Section
3.2); they are indeed the diagrams we are interested in.
We rescale t = 2πα′τ and ν1,2 = y1,2/2τ . Then, we set ν2 = 0 to fix the
residual invariance. The result we obtain from Eq.(6.6) is
A1.2 = NGs2 2 3d2 π 3d2 −2α′
d
2
−3
∫ ∞
0
dt t1−
d
2
[
η(
it
2πα′
)
]2−d
×
e−
pi2α′
2
t
kg−1k
∫ 1
0
dν
[
e−
pi2α′
2t ϑ4(ν,
2πiα′
t
)
2πα′
t
[η(2πiα
′
t
)]
3
]−2α′kG−1k
, (6.7)
k being the external momentum. In deriving this expression we have taken
into account momentum conservation k1 = −k2 = k; moreover, with two
momenta, there are no non-cyclic permutations.
Now we perform the zero-slope limit of Seiberg-Witten we have discussed
in Section 2.2.2. We recall it consists in sending α′ → 0 keeping θ and G fixed
(in this case we will keep t and ν fixed as well). This can be done as indicated
in (2.15), setting α′ ∼ ǫ 12 and the closed string metric g ∼ ǫ, and then sending
ǫ → 0 [5]. The formulae for the asymptotic values of the functions in the
integrand are as follows: from the expression η(s) = x
1
24
∏∞
m=1(1−xm) where
x = exp[2πis], we deduce the behaviour
η(
it
2πα′
) ∼ exp[− t
24α′
];
by using the property η(s) = (−is)− 12 η(−1
s
) we get
η(
2πiα′
t
) ∼ (2πα
′
t
)
− 1
2
exp[− t
24α′
],
and finally, since one has that ϑ4(ν, τ) = (−iτ)−
1
2 exp[− iπν2
τ
]ϑ2(
ν
τ
,− 1
τ
) , and
ϑ2(ρ, σ) =
∑∞
n=−∞ e
πiσ(n+ 1
2
)
2
+2πiρ(n+ 1
2
), we obtain
ϑ4(ν,
2πiα′
t
) ∼ (2πα
′
t
)
− 1
2
e
t
2piα′
[−pi
4
+π(ν−ν2)].
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We relate the field theory coupling constant to the open string parameters
as gf = Gs α
′ d−64 : in this way, all powers of α′ in front of the integral are
absorbed in the field theory coupling. Then, we recall that the open string
spectrum we consider here is determined by m2 = N−a
α′
, where a = d−2
24
and
d = p + 1 is the space-time dimension of the brane over which the indices
i, j in Eq.(6.1) run. The tachyon mass is therefore m2 = 2−d
24α′
. Furthermore,
g−1 = − 1
(2πα′)2
θGθ in the Seiberg-Witten limit. Putting everything together,
one obtains the following[93]:
Alim1.2 = N 2
3d
2 π
3d
2
−2gf 2
∫ ∞
0
dtt1−
d
2 e−m
2t+ kθGθk/4t
∫ 1
0
dνe−t ν(1−ν) kG
−1k, (6.8)
This reproduces the expression for the two-point function in the noncommu-
tative φ3 theory. An important point is that now we choose the brane to be
actually a string, therefore d = 2. This case is peculiar and can present a
series of pathologies; it can be considered as a tool in order to simply un-
derstand the mechanism we consider to be at the origin of the phenomenon
under scrutiny even in more general situations. The tachyon mass squared
goes to zero from below (if d > 2 the effective theory is naturally tachyonic,
m2 = 2−d
24α′
, we recall that this represents a two-tachyon amplitude in string
theory).
In this situation, the effective field theory limit (6.8) is the nonplanar
amplitude of a massless scalar in two-dimensional NC φ3 theory
Alim1.2 d=2 = N 8π gf 2
∫ ∞
0
dt
∫ 1
0
dν e−t ν (1−ν) kG
−1k+ 1
4t
kθGθk. (6.9)
In two dimensions the noncommutativity parameter θ is necessarily propor-
tional to the antisymmetric tensor. We are once again in the right situation
to study the effects of electric-type backgrounds 5. We can also take the
open string metric to be proportional to the flat Minkowski metric ηµν , and
we define a constant G such that G−1k2 = kµ[G−1]
µν
kν , where k
2 is the usual
Minkowski invariant. The field theory amplitude can then be written as
Alim1.2 d=2 = N 8π gf 2
∫ ∞
0
dt
∫ 1
0
dν e−k
2[G−1t ν(1−ν)− θ2
4G−1t
]. (6.10)
5We also recall that the noncommutative nonplanar diagram equals the planar one if
we set θ = 0
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We add a small regulator m0
2 , and get
Alim1.2 d=2 = N 8π gf 2
∫ ∞
0
dt
∫ 1
0
dν e−m0
2G−1t−k2[G−1t ν (1−ν)− θ2
4G−1t
]. (6.11)
We assume that G is positive, as well as m0
2. We see that the integral in
(6.11) is convergent in the strip {−4m02 < ℜk2 < 0}:
Alim1.2 d=2 =
−N 8πgf2θ2k2
G−1
∫ 1
0
dν
[
K1
(√−θ2k2(m02 + k2ν(1 − ν)))√−θ2k2(m02 + k2ν(1 − ν))
]
.(6.12)
After analytic continuation, it defines an analytic functions with two branch
cuts: {ℜk2 < −4m02} and {ℜk2 > 0}6. One of these is necessarily tachyonic,
and cutting rules are invalidated. If we send the regulator to zero, the two
branch points get closer and closer and eventually coalesce.
Let us analyse now the full string theory diagram. The complete string
amplitude, before performing the field theory limit, in the case of d = 2, is
easily found from (6.7) to be
A d=21.2 =
NGs28π
α′2
∫ ∞
0
dt
∫ 1
0
dν e−
pi2α′
2
t
kg−1k
[
e−
pi2α′
2t ϑ4(ν,
2πiα′
t
)
2πα′
t
[η(2πiα
′
t
)]
3
]
.
−2α′kG−1k
(6.13)
We set consistently gµν = gηµν and Bµν = Bǫµν . A simple calculation shows
that Gµν =
1
g
[g2 − (2πα′B)2]ηµν . We can therefore rewrite the string ampli-
tude as
A d=21.2 =
NGs28π
α′2
∫ ∞
0
dt
∫ 1
0
dν exp[−k2π
2α′2
g t
]
× exp
[
−2α′gk2
[g2 − (2πα′B)2] log[
e−
pi2α′
2t ϑ4(ν,
2πiα′
t
)
2πα′
t
[η(2πiα
′
t
)]
3 ]
]
. (6.14)
In order to evaluate the convergence of the integral over t in (6.14), we study
the regions close to the two extremes. When regarded as a function of t,
the integrand of the (6.14) is a regular function in between. At small t, the
integrand behaves as(
t
2πα′
)−2α′k2 g
[g2−(2piα′B)2]
exp
(
− k2π
2α′2
g t
)
. (6.15)
6As a side remark, we notice that the amplitude (6.12) is continuous in the limit θ → 0,
thanks to the lack of UV/IR mixing in two dimensions (see Section 4.4.1)
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In fact, θ4(ν, τ) =
∑∞
n=−∞ (−1)n exp[πiτn2] exp[2πinν], therefore at small t
(and fixed α′)
ϑ4(ν,
2πiα′
t
) ∼ 1;
then again η(s) = x
1
24
∏∞
m=1(1−xm) where x = exp[2πis], from which directly
we get
η3(
2πiα′
t
) ∼ exp[−π
2α′
2t
]. (6.16)
Therefore, looking at Eq.(6.15), we have convergence for gℜk2 > 0 and a
branch cut along the opposite axis. At large t instead, the first exponential
becomes ∼ 1, while for the argument of the log we can equivalently use the
asymptotic formulae found for small α′ : the argument of the log behaves like
e
tν(1−ν)
2α′ , therefore the log actually produces a linear term, with a net result
exp
(
− k2t g
[g2 − (2πα′B)2] ν(1− ν)
)
. (6.17)
We see that the branch cut7 is parameterized by the quantity g
[g2−(2πα′B)2] =
1
g
1
1−E˜2 , where we have defined the effective electric field E˜ =
2πα′B
g
. This is
exactly the ratio E/Ecr of [83] which discriminates the stability of the string
in this background8: 1 − E˜2 must be positive in order to avoid tachyonic
instability. This condition is precisely what we find from cutting rules: if
this parameter is positive, the region of convergence is gℜk2 > 0, and the
branch cut is superimposed to the one coming from the small t analysis;
therefore the total amplitude exhibits a single “physical” branch cut. We
choose g negative, in order to have the cut on the positive real axis. If, on
the contrary, this parameter changes sign and becomes negative, as it does
in the Seiberg-Witten limit because g2 ∼ ǫ2 and α′2 ∼ ǫ, a new branch cut
appears on the opposite axis, which is just the unphysical one we find in the
effective field theory9. The key seems to be from here the instability of the
string, rather than (or mixed with) the absence of decoupling.
7Subleading terms coming from exp(−k2 pi2α′2
g t
) cooperate to make it a cut
8Ecr =
g
2piα′
is proportional to the inverse of the fundamental string scale α′
9Another way to see it is that the Seiberg-Witten limit is of a strong electric field, such
that it overcomes its finite critical value. Analogously, one says that the critical value goes
to zero in their limit
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6.4 Cutting Rules
In this section we perform some explicit calculations of the discontinuities
across the branch cuts we have found in the previous analysis. When the
electric field overcomes its critical value, we have seen that already at the level
of the full open string amplitude a tachyonic branch cut appears. Therefore,
we will restrict our subsequent analysis to the case of |E˜| < 1.
When the electric field is smaller than the critical value, we found a single
physical branch cut for the string. The field theory amplitude in the Seiberg-
Witten limit manifests however an unphysical branch cut, because this limit
forces |E˜| to become larger than 1. Again in the limit there is no hope to
have an optical theorem. This would not be the case, could we start with a
magnetic-like theory (which is impossible in d = 2). The noncommutative
field theory analysis of cutting rules was performed in [48]. Focusing on the
full string theory result, an analysis of factorization of the loop amplitude
for a general M-point function in the presence of the B-field was carried out
in [93] 10. Their analysis showed the appearance of the closed string channel
in the usual way when t
2πα′
= τ → 0. This was obtained in 26 dimensions,
with the standard criterion of putting all external momenta on shell and
using momentum conservation, such that
∑M
i<j=1 2α
′kiG−1kj = −M . The
analysis of singularities is then performed in the Mandelstam variables, and
it revealed the expected appearance of the closed tachyon pole.
The two-point function is quite peculiar in this respect, since it depends
only on one invariant, k2. As in the previous section, we will perform an
off-shell analysis in k2[108, 109, 110] (see also [111, 112, 113] and [91]).
We choose to continue the variable d to complex values, and go to a
strip in the d complex plane in which the tachyon mass is positive, as a
mathematical tool in order to recover a better specification of the mechanism.
The amplitude we study now is therefore Eq.(6.7), and the same procedure
we used to single out the asymptotic behaviours (6.15) and (6.17) leads us
to the following results: at small t,
(
t
2πα′
)2α′k2 |g|
[g2−(2piα′B)2]
exp
(
k2
π2α′2
|g| t −
π2α′(2− d)
6t
)
, (6.18)
where we are assuming g negative. To get Eq.(6.18), we have also used the
10The reader is also referred to the fundamental treatment of [41]
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already reported relation η(s) = (−is)− 12η(−1
s
) and obtained
η(
it
2πα′
) ∼ ( t
2πα′
)
−1/2
exp[−π
2α′
6t
]. (6.19)
We select the strip (2 − d) > 0, which corresponds to m2 = (2−d)
24α′
> 0. The
branch cut is for ℜk2 > 4m2|g|. At large t we have the behaviour
t1−
d
2 exp
(
k2t
|g|
[g2 − (2πα′B)2] ν(1− ν)−m
2t
)
. (6.20)
The branch cut is for ℜk2 > 4m2[g2− (2πα′B)2]/|g| where we recall that we
restrict the analysis to g2− (2πα′B)2 > 0. As long as B 6= 0, this branch cut
starts below the previous one, being [g2 − (2πα′B)2]/|g|2 < 1. We remark
that, going to complex dimensions 2 + (d − 2), we have chosen to keep the
antisymmetric field still of electric type, and, together with the momentum,
with strictly two components.
Our results show, therefore, that the two branch cuts of the string am-
plitude, which are superimposed in d = 2, are separated in the strip d < 2.
They have, of course, different nature, which reveals their different origin:
the first one, coming from the small t corner when the internal radius of the
annulus becomes negligible, is driven by the closed string metric g, while the
second one, coming from the corner in which the modulus t of the annulus
is very large, is driven by the open string metric G. It starts well below the
first one.
Evaluating the discontinuities of the full analytic formulae is quite a
formidable task, therefore we choose to perform the calculation in the ap-
proximation in which the momentum of the incoming external tachyon is
just above the starting point of the lower cut of a very small amount. In this
situation the higher cut is not yet active, as well as the higher string levels,
which start11 from m2 =
1− d−2
24
α′
: we split the integration region in order to
separate small t values from large ones, then only this second term develops a
discontinuity, the first one resulting in an entire function of the momentum.
Here α′ is finite, but the momentum is at the threshold, therefore only very
high values of t are important, and the discontinuity is the one of the field
11We recall that the open string spectrum we consider is determined by m2 = N−a
α′
,
where a = d−2
24
and d = p+ 1 is the space-time dimensions of the brane-worldvolume
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theory-like expression
C
∫ 1
0
dν
∫ ∞
dt t1−
d
2 exp
(
k2t
|g|
[g2 − (2πα′B)2] ν(1 − ν)−m
2t
)
, (6.21)
with C = NGs2 2 3d2 π 3d2 −2α′
d
2
−3. Integrating over t we exploit the freedom we
have in choosing the lower extreme, which we fix at 1
γ
, γ = |g|/[g2−(2πα′B)2],
and get12
NGs2 2 3d2 π 3d2 −2α′
d
2
−3
γ
d
2
−2
∫ 1
0
dν
Γ[ω, µ2 − k2ν(1− ν)]
[µ2 − k2ν(1− ν)]ω , (6.22)
Γ being the incomplete gamma function, ω = 2−(d/2), and µ2 = m2/γ. The
discontinuity is found to be of a logarithmic type, and, using transformation
properties of Γ, it can be explicitly evaluated near the threshold
DiscA1.2 ∝ iNGs2 2 3d2 π 3d2 −1α′
d
2
−3
γ
d
2
−2 Γ[1/2]
Γ[(3/2)− ω](
k2
4
)−ω(
1− 4µ
2
k2
)(1/2)−ω
Θ(k2 − 4µ2). (6.23)
The proof is reported in the Appendix C.
Expression (6.23) equals the phase space of one scalar particle going into
two with a Φ3 dynamics in d dimensions and with a mass µ:
phase space ∝
∫
d~p1d~p2
2E12E2
δ(~p1 + ~p2 − ~k) δ(E1 + E2 −E), (6.24)
where Ei =
√
~pi
2 + µ2 and E =
√
~k2 + µ2. We see therefore that close to
the threshold k2 ∼ 4µ2 the cutting rules are satisfied with a Φ3 dynamics:
higher string levels cannot contribute since they are too high in energy, as
well as the second cut, and only two scalar particles can be exchanged, with
a field theory-like vertex.
We will try now to isolate also the discontinuity across the second cut.
We will use the same trick as before, focusing this time on the small t region.
We study the leading behaviour at small t:
∫ 1
0
dν
∫
0
dt
(
t
2πα′
)2α′k2 |g|
[g2−(2piα′B)2]
ek
2 pi
2α′
2
|g| t
−pi2α′(2−d)
6t . (6.25)
12We use that
∫
∞
1
ta exp[−b t] = b−1−a Γ[a+ 1, b] if ℜb > 0
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We choose as the upper extreme of integration t = 2πα′ and make the change
of variable t→ 1
t
to reduce the integral to the already analysed form (6.21).
In so doing we also freeze k in the exponent of
(
t
2πα′
)−2α′k2 |g|
[g2−(2piα′B)2] to be at
the actual threshold: this combination cannot interfere with the singularity
coming from the exponential. After redoing an analysis similar to the previ-
ous one, but without the integration over ν, we find that the discontinuity is
proportional to
(
1− 4|g|m
2
k2
)1+|g|2 2−d
3[g2−(2piα′B)2]
Θ(k2 − 4m2|g|). (6.26)
We finally notice also that for B = 0 the two branch cuts are superim-
posed even for d < 2, and the open string metric coincide with the closed
one. In this situation one should instead perform the effective field theory
limit keeping this metric fixed, and one would obtain the commutative Φ3
theory.
Chapter 7
Conclusions and Perspectives
7.1 Moral
In this thesis we have summarized the work we have performed during three
years of investigation on noncommutative field theories. Our analysis has
been twofold: first, we have investigated noncommutative gauge theories in
their own, trying to understand their features, and to clarify, through partic-
ular examples, the main effects that noncommutativity, especially of electric
type, produces in a quantum field theory. Then, we have turned our atten-
tion to the relation with string theory, and analysed the link between string
amplitudes and their noncommutative zero-slope limits. Before summariz-
ing the main achievements, and describing the open problems as well as the
perspectives, we want to draw a conclusion of our work. Noncommutative
theories are a wonderful tool in order to investigate, through the instruments
of QFT, energy regimes in which the space-time has lost its usual proper-
ties. The mixture between the standard framework of quantum field theory
and the ingredient of noncommutative geometry seems to have the power
to reveal a lot of features of the space-time at the scale of the unification
of gravity with the other forces. At these scales, string theory is likely to
have the ultimate answer. Under certain constraints noncommutative field
theories turn out to be an effective description for the ground-state of the
string spectrum, in the presence of an antisymmetric constant background.
They behave similarly to string theory, and their ability to reproduce some
very peculiar features of it is at the basis of their importance. On their own,
they are however often affected by some problems. We think one should learn
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to use them as effective tools for analyzing the complexity of string theory,
in particular mathematical difficulties and geometrical consequences, from a
privileged point of view, without trying to make them candidates for a final
model. It is following these ideas that we have turned our attention to some
particular examples, which could clarify the mathematical properties of the
perturbative expansion in such a landscape, in the light of string theory.
7.2 Main Achievements
In usual commutative two-dimensional Yang-Mills theories (YM1+1), closed
Wilson loops can be exactly computed, either using geometrical techniques or
by summing a perturbative series in light-cone gauge, in which the propagator
is handled with a Cauchy principal value prescription. As a matter of fact
in this case contributions from crossed diagrams vanish thanks to peculiar
support conditions. Only planar diagrams survive, enforcing the picture of
the loop as an exchange potential between two (static) colour sources. A
simple area exponentiation is the final outcome.
If the propagator is instead prescribed in a causal way, crossed diagrams
no longer vanish; the result one obtains by summing the series no longer
exhibits Abelian-like exponentiation and only captures the zero instanton
sector of the theory[76].
When considering non-commutative YM1+1, one may wonder whether
such a theory should make sense at all, owing to the pathologies occur-
ring when non-commutativity involves the time variable. Indeed even simple
models exhibit either trivial or inconsistent solutions in such a case [98].
Therefore, we found quite remarkable that a sensible expression can be
obtained for a closed Wilson loop as a fourth-order perturbative calcula-
tion using the WML propagator. It exhibits a smooth limit when the non-
commutative parameter θ tends to zero, thereby recovering the usual com-
mutative result; in the large non-commutative limit θ → ∞, the crossed
diagrams contribution changes sign, and reveals not to be depressed with
respect to the planar part. The loop does not obey the Abelian-like expo-
nentiation constraint, but this is not surprising as it happens also in the usual
commutative case.
More dramatic is the situation when considering ’t Hooft’s form of the free
propagator, which does not allow a smooth transition to Euclidean variables.
Here the presence of the Moyal phase produces singularities even at O(g4),
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which cannot be cured. Strictly speaking, the Wilson loop diverges (at least
perturbatively). Nevertheless we find extremely interesting the circumstance
that the difference between its Moyal dependent term and the analogous one
in the WML case turns out to be confined only in two singular terms, precisely
ascribed to the delta-like contribution present in the PV propagator. This
signal the incompatibility of a point-like interaction with noncommutative
geometry.
Turning back to WML, and considering the next order and higher ones,
we can say that, when winding n-times around the Wilson loop, the non-
Abelian nature of the gauge group in the non-commutative case is felt, even
in a perturbative calculation making use of the WML prescription for the
vector propagator. This is due to the merging of space-time properties with
“internal” symmetries in a large invariance unitary group, which can be iden-
tified with Ucpt(H)[99, 100]: this is the group of operators of the form 1+K,
with K compact. One gets the clear impression that in a non-commutative
formulation what is really relevant are not separately the space-time proper-
ties of the “base” manifold and of the “fiber” U(N), but rather the overall
algebraic structure of the resulting invariance group. To properly under-
stand its topological features is certainly beyond any perturbative approach.
Rather, one should possibly resort to suitable N -truncations of the Hilbert
space in the form of matrix models leading to the invariance groups U(N ).
It is not clear how many perturbative features might eventually be em-
bodied in those contexts, especially in view of the difficulty in performing
the inductive limit N →∞.
For this reason we think that our perturbative results are challenging.
They indicate that the intertwining between n, controlling the space-time
geometry, and N , related to the gauge group, is far from trivial. The presence
of corrections to the scaling laws occurring at θ = 0 and at θ = ∞, while
frustrating at a first sight in view of a generalization to all values of θ and,
possibly, to an all-order resummation of the perturbative series, might be
taken instead as a serious indication that n and N separately are not perhaps
the best parameters to be chosen unless large values for both (and for θ!)
are considered. In such a situation, perhaps surprisingly, the relation (4.49)
is recovered.
Eqs.(5.42,5.40) are concrete realizations of the more general structure
W2m+4 = (An2N)m+2 fm(n,N), (7.1)
fm being a symmetric function of its arguments. We stress that Eq.(5.42)
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concerns only planar diagrams (which we recall coincide with the ones in the
commutative case); crossed graphs contributions in the commutative case
cannot be put in the form (7.1) and violate the relation (4.49) 1. In the non-
commutative case, for large n,N and maximal non-commutativity (θ =∞),
the structure (7.1) is instead restored for the leading contribution of crossed
diagrams. The presence of the function fm in the WML context might be
thought as a sign of the merging of space-time and internal symmetries.
All these difficult, but intriguing questions are worthy in our opinion of
thorough investigations and promise further exciting, unexpected develop-
ments. We refer, for instance, to some nonperturbative attempts made in
this direction by the authors of [101, 102, 100].
We then turn to open string amplitudes and their noncommutative zero-
slope limits. We have shown that the breakdown of perturbative unitarity
in noncommutative electric-type field theories can be related, from the point
of view of cutting rules, to the appearance of a tachyonic branch cut in the
corresponding string theory amplitude when the electric field overcomes its
critical value. We have analyzed the simple case of a two dimensional brane-
worldvolume, which leads to a massless scalar noncommutative φ3 theory.
The string amplitude below the critical field has two branch cuts, both pos-
itive, but the zero-slope limit forces the electric field to overcome its critical
value. At the same time the quantity that parameterizes one of the branch
cuts becomes negative, and the amplitude enters the region of instability.
The corresponding noncommutative field theory violates unitarity in this
situation.
We have studied the discontinuities of the full string theory amplitude
across the branch cuts, keeping the electric field below the critical value in
order to have a stable string. These two branch cuts have different nature,
and, in dimensions of the brane-worldvolume different from two, start from
different points. This separation, furnished by the B-field, allows us to put
ourselves in the approximation of an incoming momentum just above the
lower threshold, the upper one, as well as the higher string levels, being not
still active. In this situation we have recovered, for a small region above the
lower branch point, the cutting rules for simple φ3 phase space. We have also
discussed the features of the upper threshold: in the case of B = 0 it would
be superimposed to the lower one, and is driven by the closed string metric.
1The structure (7.1) is shared also by the exact geometrical solution of the commutative
case.
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7.3 Perspectives
The researches that now call for being performed, along the lines indicated
by the calculations we have presented here, have, as their main points, on one
hand, the analysis of possible nonperturbative derivations of our formulae for
the two-dimensional Wilson loop, and the connection of these relations with
a geometrical study of the noncommutative larger gauge group, on the other
hand, the investigation of the quantum spectrum of noncommutative field
theories in relation to the string theory spectrum, extending our results to
higher open string levels, as well as to the truly clarifying case of Superstrings.
In order to really understand what happens at the level of the unifying
larger gauge group, it is necessary to be able to interpret the meaning of our
scaling results for the Wilson loop. They are open to non-perturbative tests,
and constitutes the natural paradigma for all the attempts to a geometrical
analysis of the structure of noncommutative gauge theories, which have to
reproduce them from a consistent mathematical framework.
From the string theory point of view, our one-loop analysis can add some
clarifications about the origin of the breaking of perturbative unitarity when
time is involved in noncommutativity. We have to overcome the problems of
our simplified analysis. First of all we have to get rid of the tachyon: one
should first consider higher bosonic string levels, subtracting the tachyon by
hand, but our project is to reach a fully clarifying analysis, finally passing to
Superstrings, and consistently including supersymmetry in our formulae.
98 CHAPTER 7. CONCLUSIONS AND PERSPECTIVES
Chapter 8
Acknowledgements
I have not enough words for thanking Professor Antonio Bassetto, for having
been, on one hand, such an enlightened, wise, indefatigable, helpful and kind
an advisor, and, on the other hand, such an expert, stimulating, untiring,
friendly, unexcelled collaborator. I thank him for teaching me an infinite
number of notions, which I am still trying to fix in mind, for showing me
the best way at every cross-roads, for discussing with me and listening to my
poor ideas, and correct them, and for never stopping unravelling Physics.
I wish to thank heartily Giuseppe Nardelli, for his invaluable collabora-
tion, help, disposal and enthusiasm, his friendly discussions, and for being
able, along with Antonio, to drive me poor through some such intricate cal-
culations as I never performed in my life before.
I wish to thank Federica Vian, for many useful discussions and extremely
fruitful collaboration at various stages of this work.
I wish to thank Luca Griguolo, for very interesting discussions and com-
ments.
I wish to thank Professor Loriano Bonora, for having read the paper on
which Chapter 6 of this thesis is based, and for his kind and useful sugges-
tions.
I wish to thank Chong-Sun Chu and Jaume Gomis for very useful sug-
gestions. I wish to thank Rodolfo Russo for very useful suggestions and
extremely interesting discussion.
I wish to thank Roberto Valandro for his help, for stimulating and fruitful
collaboration, and for very deep, useful and beautiful discussions.
I wish to thank Supriya Kumar Kar and Mofazzal Azam for useful sug-
gestions.
99
100 CHAPTER 8. ACKNOWLEDGEMENTS
I wish to thank Professor Mario Tonin, for his lessons and teachings in
string theory.
I wish to thank Matteo Viel, for having faced the computer for us, writ-
ing the program that has been used for the numerical calculations we have
performed in Section 5.2.2, and for being, together with Nicola Bartolo, my
inseparable fellows.
I wish to thank Lorenzo Fortunato, for teaching me so many subtleties of
quantum mechanics, and for some nights spent on a pizza calculating atomic
crazy matrix elements.
I wish to thank Carla Biggio, for innumerable extremely stimulating dis-
cussions and invaluable suggestions.
I wish to thank all my friends, my PhD colleagues with whom I spent all
of my week, for their inestimable friendship, for their infinite help and for
their being so great.
Every drop of my sweat, every thought of my mind, every second of my
life, every type of this work is dedicated to my family.
Appendix A
Formulae
1) Formula 1
This is the formula used in general as the first step in the integration of
the Euclidean diagrams:∫
dp
p
∫
dϕ exp[−2iϕ] exp[ipΣ sinϕ] exp[ip(a sin(ϕ− α) + b sin(ϕ− β))]
= π
Σ+ a exp[−iα] + b exp[−iβ]
Σ + a exp[iα] + b exp[iβ]
, (A.1)
where all quantities Σ, a, α, b and β are considered here as real ones.
2) Formula 2
In crossed diagrams, one needs this formula to carry on the second sig-
nificant step, after having used the formula 1:
∫
dp
p
∫
dϕ exp[−2iϕ] exp[ipΣ sinϕ] 1− Bp exp[−iϕ]
1− B¯p exp[iϕ]
= 2π
(
2
z2
exp[−iz sin τ ] + 2i
z
sin τ + − 2
z2
+
1
2
)
, (A.2)
where z = Σ/|B|, exp[iτ ] = B¯/|B|, and Σ is real.
To derive this formula, which is not listed in tables to our knowledge, and
is far from trivial, one needs a lot of intermediate steps, which we will only
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sketch very briefly here. First, one has to define ζ = exp[iϕ], then expand
the remaining exponential in a double Taylor series, one for its part in ζ and
one for 1
ζ
. One wants to use the geometric series for the piece 1/(1−B¯pζ), so
one has to split the p-integration into two domains, according to the regions
of convergence of the geometric series. We recall that the rational factor
is a pure phase really, it is never singular, nor the rest of the integrand in
the domain of integration, which is the unit circle for ζ . We are allowed to
integrate over ζ by series, and use the Cauchy theorem. Our result is an
integral in p split into two regions, for each of them the integrand being a
triple series in powers of p. One of the features of this kind of integrals is that
the integration on the angular variables, which has to be performed before
the one over the momenta by prescription (see Section 4.4.1), results in a
function which behaves in an extreme regular way both at small and at large
values of the momenta. This happens sistematically in our calculations, and
in particular, in the present case, this triple series results in a combination
of indices that precisely prevents any singularity in the respective regions of
p-integration. We can furthermore integrate by series and then try to resum.
We succeed in resum all the three series, using many transformations and
redefinition of the indices themselves: first two resummations lead to Bessel
functions, which still have to be summed over their indices. All pieces fit
together to give (1
2
+) a single sum, which coincides with the “Jacobi-Anger
expansion” of Bessel functions: it gives the simple exponential of formula
(A.2), subtracted of its pieces that are singular at small ζ [103].
3) Formula 3
We report here a simple formula useful for single decoupled propagators:∮
|z|=1
dz
izn
exp[az − b/z] = 2π Jn−1(2
√
ab) (a/b)
n−1
2 , (A.3)
where J is a Bessel function of the first kind.
4) Formula 4
Directly connected with the previous one, the following formula is often
used: ∫ ∞
0
dp
p
Jν(p) =
1
ν
, ℜν > 0. (A.4)
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5) Formula 5
Following basically the same procedure used to get Eq.(A.2), we have
proved also the following relation∫ ∞
0
dk
k
∮
|z|=1
dz
z3
exp[k(a1z − a2/z)] 1− (Bk/z)
1− B¯kz
=
2πi
D2
[
2
z2
exp[
z
2
(t− 1
t
)] − 1
z
(t− 1
t
) − 2
z2
+
1
2
]
, (A.5)
where D = (a2/a1)
1
2 , t = exp[−iτ ]/D, exp[iτ ] = B¯/|B| and z = 2(a1a2)
1
2
|B| .
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Appendix B
Proof of Eq.(5.9)
We will sketch here only the main points of the proof for a simpler paradig-
matic case; the proof can be generalized to similar situations, in particular
to Eq.(5.9). Let us prove that, in the limit γ′ →∞,
∫ ∞
0
dk
k
∮
|z|=1
dz
iz3
(e− k sin[nπsij ](z−
1
z
) − 1)1−
γ′
z
e−inπσ
1− γ′zeinπσ
−→
∫ ∞
0
dk
k
∮
|z|=1
dz
iz3
(e− k sin[nπsij](z−
1
z
) − 1)e
−2iπnσ
z2
. (B.1)
We consider their difference and show that it goes to zero. Noting that the
fraction is a pure phase, we will write it as eiΘ. Passing again from z to eiχ,
and using some properties of exponentials, one finds that their difference can
be casted in a form proportional to
4
∫ ∞
0
dk
k
∫ 2π
0
dχ exp[−2iχ] exp[−ik sinχ sin πsij] sin[k sinχ sin πsij]
× sin[Θ
2
+ χ+ nπσ] exp[i
Θ
2
− χ− nπσ]. (B.2)
Let us now split the integral over k into two pieces, from 0 to η and from η
to ∞: the modulus of the expression (B.2) is certainly smaller than
4
∫ η
0
dk
k
∫ 2π
0
dχ k + 4
∫ ∞
η
dk
k
∫ 2π
0
dχ |Θ
2
− χ− nπσ|. (B.3)
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Through a careful study of the function Θ (which is asymptotically close
to 2χ + 2nπσ) one can show that, for sufficiently large noncommutativity
parameter θ > 1
η2
, both the first and the second piece are of order O(η);
therefore, the whole expression goes to zero with η → 0 (θ →∞).
Appendix C
Proof of Eq.(6.23)
We can rewrite the integrand in (6.22) as a sum of two pieces:
∫ 1
0
dν
e−[µ
2−k2ν(1−ν)]
[µ2 − k2ν(1− ν)]ω
[
Γ(ω)φ(1− ω, 1− ω, µ2 − k2ν(1− ν))
+
Γ(−ω)
Γ(1− ω) [µ
2 − k2ν(1− ν)]ω φ(1, 1 + ω, µ2 − k2ν(1− ν))
]
, (C.1)
in terms of confluent hypergeometric functions φ, which are entire functions
of their arguments. Taking the common factor into account, we see that
the second piece is an entire function in k2, while the first piece exhibits a
logarithmic discontinuity: we write [µ2 − k2ν(1− ν)]−ω = exp[−ω log[µ2 −
k2ν(1− ν)] and obtain the discontinuity as
∆
(
exp[−ω log[µ2 − k2ν(1− ν)]
)
∝ −2i sin(πω) [−µ2 + k2ν(1− ν)]−ω
×Θ(−µ2 + k2ν(1− ν)). (C.2)
Inserting (C.2) in the integral in (6.22), considering that φ(d, d, x) = ex, and
that sin(πω) = π
Γ(ω)Γ(1−ω) , the discontinuity of the integral turns out to be
proportional to
−2i
∫ 1
0
π
Γ(1− ω) [−µ
2 + k2ν(1 − ν)]−ω Θ(−µ2 + k2ν(1− ν)). (C.3)
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One uses now the standard trick of defining a new variable such that ν = 1+λ
2
,
1− ν = 1−λ
2
; then the integral is rewritten as
−2πi
∫ √1− 4µ2
k2
0
dλ
1
Γ(1− ω)
(k2
4
)−ω [
1− 4µ
2
k2
− λ2
]−ω
. (C.4)
The upper limit comes from the Θ function which was present. After a
straightforward computation equation (6.23) is recovered.
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