We consider a model for the fatal Hanta-virus infection among mice. Lie symmetry analysis is applied to find general solutions to Hanta-virus model, which is also known as Abramson-Kenkre model. Besides the solution for the version with derivatives of fractional order, we investigate the model also by using the Lie symmetry method. The basic point of view for both situations will be logistic differential equation, created for total population.
Introduction
Hanta-virus causes a fatal contagious disease spreading among mice and the reason for being fatal is the fact that the viruses genetically contain one chain RNA. This virus has various types, and has been first discovered in South Korea in Hanta river. In this article, Abramson-Kenkre mathematical model [2] will be used to examine, understand and analyze Hanta-virus dynamics better. This model takes into account the spatial and temporal characteristics of Hanta-virus infection. Allen et al. [4] suggested an ordinarydifferential-equation model for virus infection. Allen et al. [5] developed two new models for Hanta-virus infections among male and female rodents. Abramson-Kenkre model is a system of nonlinear differential equations that defines virus transition from infected mice to susceptible ones. This model, defined by partial differential equation in Abramson et al. [3] , separates the whole mice population in two groups: susceptible and infected.
There is a version of Hanta-virus infection model with ordinary derivatives [2, 4] , in the form In this model, the infection process is ignored, and the whole population is split into two groups: sensitive mice and mice with disease.
In system (1.1) and (1.2), if M = M s + M i is the total population, then
so we obtain the logistic differential equation. In the next phases of this article, with the use of general solution of logistic differential equation with Lie symmetry method, we will calculate M s and M i populations. Besides, the version of the Hanta-virus model with derivatives of fractional order is
where D α t denotes the fractional derivative operator with respect to the origin, according to Caputo's definition [29] . M s (t) and M i (t) are the activator and inhibitor variables, respectively. Fractional derivatives are used to describe non-homogeneous character of ecosystems, with respect to presence of competitors. The parameter α denotes the density of competitor species in the systems [1] . When 0 < α < 1, competitor population varies, and for α > 1, it increases.
These are some suggestions about the solution of Hanta epidemic model [1, 3, 9, 10, 15, 18-20, 24, 30, 33, 34] . This paper is organized as follows: in Section 2, we define some basic definitions and theorems related with Lie symmetry transformation. Section 3 includes basic concepts and prolongation formula for fractional-order differential equations. In Section 4, we find general solutions of the Hanta-virus model, both of ordinary and fractional orders. The results are illustrated by some graphics and figures.
Basic definitions and concepts
For this section, these are the important books and papers about Lie groups and Lie symmetry transformation: [7, 8, 11-14, 16, 21-23, 27, 28, 32] .
Lie groups with one parameter
where for all a ∈ R, the parameters φ and ψ are analytical functions φ(x, y, a) = x 1 , and ψ(x, y, a) = y 1 , (2.1) and using T a :
will be defined. If the set (2.2) satisfies the group axioms, then it is named as one-parameter Lie group. The functions φ and ψ in the definition of Lie are named as global form of group (finite form). If we take an arbitrary point (x, y) and expand (2.1) in the Taylor series about a = 0, we obtain
which is named infinitesimal transformations of the Lie group transformations, and ξ and η are infinitesimals of the group and are defined by [27] ξ(x, y) = (
We can use differential operator
to observe a smooth function change under the influence of an infinitesimal. The operator L is called an infinitesimal generator of Lie group or the Lie operator.
Canonical form and variables
If ξ(x, y) = 0 and η(x, y) = 0, then (x, y) will be a fixed point under the influence of infinitesimal transformation, so it will be fixed under the influence of all variables of the group. These points are called absolute invariant points. Theoretically, it is always possible to find a variable transformation which can transform a parametrized Lie group operator in any wanted structure. Especially, to reduce the Lie operator the translation along y axis which means that the equations that will be integrated; when the operator has the form
The Lie operator in the form L= ∂ ∂y is called the operator in canonical form, and the variables which reduce it to this form are called canonical variables. Every Lie operator L= ∂ ∂y can be reduced to the
To find the canonical variables, we should solve first-order differential equation (2.5) and we should solve equations (2.3) and (2.4), [1-16, 20-23, 26-29, 33 ].
Solution of the ordinary differential equations of the first degree by using transformation of Lie symmetry
To set the conditions of symmetry for ordinary differential equations of the first order, we consider
As known, symmetry transformations leave new coordinates of differential equations without changing them. So,
Transformation (2.7) is symmetry for the equation; in that case it is called symmetry condition for the equation given by
To make this condition more useful, D x is taken to show total derivative in x direction,
So, for equation (2.6) symmetry condition will be (2.8)
and y 1x + y y 1y
Now let us consider an orbit for an (x, y) point which is non-invariant. If we write, together for an orbit on (x 1 , y 1 ), the tangent vector under the Lie groups influence,
and for x 1 and y 1 Taylor series expansion with the given symmetry condition under the influence y = f(x, y), we will have the following ordinary differential equations linearized symmetry condition
2.4. Canonical coordinates for ordinary differential equations of the first degree. Let assume that we can find non-trivial symmetries for ordinary differential equation (2.6); these symmetries include translational Lie group in y-direction. Our main aim here is to pass to new coordinates with the help of symmetry transformations of differential equation (2.6). These new coordinates will lead us to a new differential equation which includes translations directed to the dependent variable. These new coordinates are called canonical coordinates. In this direction, we have (r, s) = (r(x, y), s(x, y)), r x s y − r y s x = 0, (2.10)
If we take new coordinates which are given in (2.10), for the considered new coordinates, with the use of ordinary differential equation and chain rule on tangent vector on (r, s) point, the result will be
where (r, s) satisfies (i) if ξ = 0 an integral of differential equation
can be found easily. The first integral of the above ordinary differential equation will be φ(x, y) = c, φ y = 0, and r = φ(x, y), s = dx ξ(x, y(x, r)) | r=r(x,y) .
(ii) If ξ = 0 (if these symmetries are not trivial ones, then η = 0). From the first equation of (2.11), we can see that r y = 0. Simply we can find the canonical coordinates: r = x, and s = dy η(r, y) | r=x .
So, by the help of canonical coordinates, the general solution of the ordinary differential equation (2.6) will be ( ds dr = Ω(r, s))
Ω(r)dr + c = 0.
Fractional Lie symmetry

Basic concept and definitions for fractional-order differential equations
Some books and studies that we can use as the basis for fractional-order differential equations are [6, 17, 18, 25, 26, 29, 31] . Let us consider the differential equation with fractional derivative of order α.
First, we will consider the Riemann-Liouville fractional derivative operator, that can be defined by
where Γ (.) is the Gamma function. The Caputo fractional derivative operator is
In real-world problems, Caputo derivative is more common since it produces better results with initial and boundary conditions. Here we will use the Leibniz rule for general fractional order [18] 
In accordance with Lie group theory, we have the following infinitesimal transformation expandings
,
With the use of above equations, equation (3.2) will be infinitesimal generator which expanded in order n,
where D is total derivative operator as defined in the theory of ordinary differential equations. The formula (3.2) is called prolongation formula.
Having in mind the definition of total derivative D and y n = d n y dx n , (3.2) can be rewritten in the form
By using (3.3), we can write the prolongation formula for fractional derivatives of order α:
Prolongation formula can be easily generalized for fractional equations of order α [17, 18, 21, 25, 28] ,
Considering the infinitesimal generators x 1 and y 1 given at the beginning, and symmetry group transformation of differential equation of fractional order, the corresponding symmetry condition can be written
where η α is from the prolongation formula, and, using the general Leibniz rule [18] it can be also written as
Hanta-virus epidemics with Lie symmetry method
Hanta-virus epidemics with ordinary order
Summing, side by side, equations (1.1) and (1.2) and using
which is the logistic differential equation. From (1.3) and linear symmetry condition, we get tangent vector (ξ, η) = (1, 0).
Since ξ = 0 and using canonical coordinates, we find r = c, and s = x, and then, using the solution of corresponding ordinary differential equations, we find the solution
where C 1 is an arbitrary constant. Using (1.3), the fact M − M i = M s , and (4.1), we can rewrite (1.2) in the form of the following ordinary differential equation for M i ,
From (4.2) and getting into account linear symmetry condition, with the help of the MAPLE 18 and GEM package program, we we can get the tangent vectors as
So the solution for M i will be
where C 1 and C 2 are arbitrary constants,
and
We will find the solution for M s with the help of (4.3) and (4.1) like this
So, we proved the following proposition. 
(ii) The solutions for mice populations: M s without disease and M i with disease, are
, and
respectively, where
Hanta-virus epidemics model with fractional order
By a similar procedure as above, from equations (1.4) and (1.5) with derivatives of fractional order, we can get 5) which is again the logistic differential equation, where
If we choose ξ = ξ(t) and η = p(t)M + q(t) and using the Leibniz rule for η α , after some necessarily complex procedure, we will get the following D1-D2-D3-D4 determination equations
where n ∈ N . If D1 equation is solved by using [25] , we will have
where C 3 is an integral constant and E α,α (.) is a two parameter Mittag-Leffler function defined by
.
The Mittag-Leffler function is an extension of the exponential function. When α = 1, the expression for q(t) reduces to (b − c)e t . Solution of D2, with the integral of q(t) in D1, is
we will find C 4 as arbitrary integral constant. If we put ξ (t) into D3, we get
wherefrom we can easily find it. The equation D4 is obviously ensured by the solution found. So the infinitesimal generator L will be If we put here C 3 = 1 and C 4 = 0 in infinitesimal generator, with the help of this differential operator and the equation given in (2.5), general solution will be,
If we equate the above statements and then integrating the equation, the solution of M will be obtained as follows:
where C 5 is an arbitrary constant. Using this solution and taking M − M i = M s , the new version of equation (1.5) will be
For this equation, if we apply symmetry condition and solve the determination equation, the tangent vector will be found as
where M is the solution of fractional-order differential logistic equation with M given in (4.6). Here, with the conclusion of integral procedure on both sides on the equation (2.5), the solution for M i will be found as
where C 6 is an arbitrary constant. With the help solution of (4.8) and using the logistic differential equation (4.6), we can get
So, we proved the following proposition.
Proposition 4.2.
(i) For the Lie symmetry solution for the total population in the version with derivatives of fractional order and under the conditions D1, D2, D3 and D4, we have
(ii) By using (i), and the fact M = M s + M i we can find M s and M i :
Numerical simulations
In this subsection, we put a = 0.1, b = 1, c = 0.5 and K = 20 and consider numerical solutions in both ordinary-order and fractional-order Hanta-virus models [2] . The solutions M i and M s can be easily found if we consider solutions (4.3) and (4.4) of ordinary differential equation systems with the values above. Putting M s (0) = 25 and M i (0) = 15 conditions, we can find the constants C 1 and C 2 as C 1 = 0.5753641449, C 2 = −0.1777777778.
In this work all numerical calculations and simulations were carried out in Maple 18. We provide some graphical illustrations of the features of solutions for models with derivatives of both ordinary and fractional order. With the help of Hanta-virus solution as seen in Figures 1 and 3 , we can see
this equilibrium point is asymptotically determined by a similar procedure [2, 3, 10, 18] . In Figure 2 , with the help of initial conditions, arbitrary constant in the solution of equation ( 
Conclusions
As one can clearly see from the article, Lie symmetry solutions of the ordinary differential equation can be easily found by using tangent vector. But for Lie symmetry solution of the differential equations or for Lie symmetry solutions of equation systems with fractional order, choices of arbitrary constants are hard and important, because they include Mittag-Leffler functions.
The arbitrary constants that are appropriate for given initial conditions guarantee positive solutions. However, for different initial conditions, because of the possibility of the negative solution, one should be cautious when choosing arbitrary constants.
