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EXISTENCE OF LE´VY’S AREA AND PATHWISE
INTEGRATION
PETER IMKELLER AND DAVID J. PRO¨MEL
Abstract. Rough path analysis can be developed using the concept of con-
trolled paths, and with respect to a topology in which Le´vy’s area plays a
role. For vectors of irregular paths we investigate the relationship between the
property of being controlled and the existence of associated Le´vy areas. For
two paths, one of which is controlled by the other, a pathwise construction of
the Le´vy area and therefore of mutual stochastic integrals is possible. If the
existence of quadratic variation along a sequence of partitions is guaranteed,
this leads us to a study of the pathwise change of variable (Itoˆ) formula in
the spirit of Fo¨llmer, from the perspective of controlled paths.
1. Introduction
The theory of rough paths (see [15, 16, 9]) has established an analytical frame
in which stochastic differential and integral calculus beyond Young’s classical no-
tions is traced back to properties of the trajectories of processes involved without
reference to a particular probability measure. For instance, in the simplest non-
trivial setting it provides a topology on the set of continuous functions enhanced
with an “area”, with respect to which the (Itoˆ) map associating the trajectories of
a solution process of a stochastic differential equation driven by trajectories of a
continuous martingale is continuous. In this topology, convergence of a sequence
of functions Xn = (X1,n, . . . , Xd,n)n∈N defined on the time interval [0, T ] involves
besides uniform convergence also the convergence of the Le´vy areas associated to
the vector of trajectories, formally given by
L
i,j,n
t :=
∫ t
0
(X i,ns dX
j,n
s −X
j,n
s dX
i,n
s ), 1 ≤ i, j ≤ d, t ∈ [0, T ].
In probability theory the concept of Le´vy’s area was already studied in the
1940s. It was first introduced by P. Le´vy in [17] for a two dimensional Brownian
motion (B1, B2). For time T fixed and any trajectory of the process it is defined
as the area enclosed by the trajectory (B1, B2) and the chord given by the straight
line from (0, 0) to (B1T , B
2
T ), and may be expressed formally by
1
2
(∫ T
0
B1t dB
2
t −
∫ T
0
B2t dB
1
t
)
,
provided the integrals make sense.
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More recently, an alternative calculus with a more Fourier analytic touch has
been designed (see [13, 19]) in which an older idea by Gubinelli [14] is further
developed. It is based on the concept of controlled paths. In this calculus, rough
path integrals are described in terms of Fourier series for instance in the Haar-
Schauder wavelet, and are seen to decompose into different parts, one of them
representing Le´vy’s area. The existence of a stochastic integral in this approach
is seen to be linked to the existence of the corresponding Le´vy area, and both
can be approximated along a Schauder development in which Ho¨lder functions are
limits of their finite degree Schauder expansions. In its simplest (one-dimensional)
form a path of bounded variation Y on [0, T ] is controlled by another path X of
bounded variation on [0, T ], if the associated signed measures µX , µY on the Borel
sets of [0, T ] satisfy that µY is absolutely continuous with respect to µX . In its
version relevant here two rough (vector valued) functions X and Y on [0, T ] are
considered, both with finite p-variation for some p ≥ 1. In the simplest setting, Y
is controlled by X if there exists a function Y ′ of finite p-variation such that the
first order Taylor expansion errors
RYs,t = Yt − Ys − Y
′
s (Xt −Xs)
are bounded in a suitable semi-norm, i.e.
∑
[s,t]∈pi |R
Y
s,t|
r is bounded over all
possible partitions pi of [0, T ]. Here 1r =
2
p . Since for a path X Ho¨lder continuity
of order 1p is closely related to finite p-variation, the control relation can be seen
as expressing a type of fractional Taylor expansion of first order: the first order
Taylor expansion error of Y with respect to X - both of Ho¨lder order 1p and
“derivative” Y ′ - is of double Ho¨lder order 2p . In its para-controlled refinement as
developed by Gubinelli et al. in [12] this notion has been seen to give an alternative
approach to classical rough path analysis and is suitable for the application to
singular PDEs. In the comparison of the two approaches, to make the Itoˆ map
continuous, information stored in the Le´vy areas of vector valued paths has to be
complemented by information conveyed by path control or vice versa. This raises
the problem about the relationship between the existence of Le´vy’s area and the
control relationship between vector trajectories or the components of such. We
shall deal with this fundamental problem in Section 2.
Based on this study we then decompose Riemann approximations of different
versions of integrals into a symmetric and an antisymmetric component and prove
that for the classical Stratonovich integral just the antisymmetric Riemann sums
have to converge, while for more general Stratonovich or Itoˆ type integrals the
existence of limits for the symmetric part has to be guaranteed along fixed se-
quences of partitions, as in Fo¨llmer’s approach [10]. Under this assumption we
additionally derive a pathwise version of a functional Itoˆ formula due to [1], where
the functional has to be just defined on the space of continuous functions. At this
point our Itoˆ formula circumvents a technical problem of Dupire differentiability
(see [6, 4]), where the functional has to be defined for ca`dla`g functions as well.
The paper is organized as follows. In Section 2 we show that for a vector
X of functions a particular version of control, which we will call self-control, is
sufficient for the pathwise existence of the Le´vy areas. An example of two functions
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is given which are not mutually controlled and for which consequently Le´vy’s area
fails to exist. In Section 3 we study the question how control concepts and the
existence of different kinds of integrals (Itoˆ type, Stratonovich type) are related,
and in particular in which way control leads to versions of Fo¨llmer’s pathwise Itoˆ
formula. Finally, provided the quadratic variation exists, we present a pathwise
version of a functional Itoˆ’s formula in Section 3.1.
2. Le´vy’s area and controlled paths
It is well-known that both the control of a path Y with respect to another path
X , as well as the existence of Le´vy’s area for X entails the existence of the rough
path integral of Y with respect to X (Lyons [18]). This raises the question about
the relative power of the hypotheses leading to the existence of the integral. This
question will be answered here. We will show that control entails the existence of
Le´vy’s area. The analysis we present, as usual, is based on d-dimensional irregular
paths, and corresponding notion of areas. For a continuous path X : [0, T ]→ Rd,
say X = (X1, . . . , Xd)∗, we recall that Le´vy’s area L(X) = (Li,j(X))i,j is given
by
L(X)i,j :=
∫ T
0
X it dX
j
t −
∫ T
0
Xjt dX
i
t , 1 ≤ i, j ≤ d,
where X∗ denotes the transpose of the vector X , if the respective integrals exist.
There are pairs of Ho¨lder continuous paths X1 and X2 for which Le´vy’s area does
not exist (see Example 2.8 below). To answer this question, we need the basic
setup of rough path analysis, starting with the notion of power variation.
A partition pi := {[ti−1, ti] : i = 1, . . . , N} of an interval [0, T ] is a family of
essentially disjoint intervals such that
⋃N
i=1[ti−1, ti] = [0, T ]. For any 1 ≤ p <∞,
a continuous function X : [0, T ]→ Rd is of finite p-variation if
||X ||p := sup
pi∈P
( ∑
[s,t]∈pi
|Xs,t|
p
) 1
p
<∞,
where the supremum is taken over the set P of all partitions of [0, T ] and Xs,t :=
Xt−Xs for s, t ∈ [0, T ], s ≤ t. We write Vp([0, T ],Rd) for the set (linear space) of
continuous functions of finite p-variation. Let, more generally, R : [0, T ]2 → Rd×d
be a continuous function. In this case we consider the functional
||R||r := sup
pi∈P
( ∑
[s,t]∈pi
|Rs,t|
r
) 1
r
, 1 ≤ r <∞.
An equivalent way to characterize the property of finite p-variation is by the exis-
tence of a control function. Denoting by ∆T := {(s, t) ∈ [0, T ]2 : 0 ≤ s ≤ t ≤ T },
we call a continuous function ω : ∆T → R+ vanishing on the diagonal control func-
tion if it is superadditive, i.e. if for (s, u, t) ∈ [0, T ]3 one has ω(s, u) + ω(u, t) ≤
ω(s, t) for 0 ≤ s ≤ u ≤ t ≤ T . Note that a function is of finite p-variation if and
only if there exists a control function ω such that |Xs,t|p ≤ ω(s, t) for (s, t) ∈ ∆T .
For a more detailed discussion of p-variation and control functions see Chapter 1.2
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in [15]. For later reference we remark that all objects are analogously defined for
general Banach spaces instead of Rd.
A fundamental insight due to Gubinelli [14] was that an integral
∫
Y dX exists
if “Y looks like X in the small scale”. This leads to the concept of controlled
paths, which we recall in its general form.
Definition 2.1. Let p, q, r ∈ R+ be such that 2/p+1/q > 1 and 1/r = 1/p+1/q.
Suppose X ∈ Vp([0, T ],Rd). We call Y ∈ Vp([0, T ],Rd) controlled by X if there
exists Y ′ ∈ Vq([0, T ],Rd×d) such that the remainder term RY given by the relation
Ys,t = Y
′
sXs,t +R
Y
s,t satisfies ||R
Y ||r <∞. In this case we write Y ∈ C
q
X , and call
Y ′ Gubinelli derivative.
See Theorem 1 in [14] for the case of Ho¨lder continuous paths, or Theorem 4.9
in [20] for precise existence results of
∫
Y dX . Let us now modify this concept to
a notion of control of a path by itself.
Definition 2.2. Let p, q, r ∈ R+ be such that 2/p+1/q > 1 and 1/r = 1/p+1/q.
We call X ∈ Vp([0, T ],Rd) self-controlled if we have X i ∈ C qXj or X
j ∈ C qXi for all
1 ≤ i, j ≤ d with i 6= j.
With this notion we are now able to deal with the main task of this section, the
construction of the Le´vy area of a self-controlled path X . In fact, the integrals
arising in Le´vy’s area will be obtained via left-point Riemann sums as
L(X)i,j =
∫ T
0
X it dX
j
t −
∫ T
0
Xjt dX
i
t := lim
|pi|→0
∑
[s,t]∈pi
(X isX
j
s,t −X
j
sX
i
s,t), (2.1)
for 1 ≤ i, j ≤ d, where |pi| denotes the mesh of a partition pi. Our approach uses
the abstract version of classical ideas due to Young [22] comprised in the so-called
sewing lemma.
Lemma 2.3. [Corollary 2.3, Corollary 2.4 in [7]] Let Ξ: ∆T → Rd be a continuous
function and K > 0 some constant. Assume that there exist a control function ω
and a constant θ > 1 such that for all (s, u, t) ∈ [0, T ]3 with 0 ≤ s ≤ u ≤ t ≤ T we
have
|Ξs,t − Ξs,u − Ξu,t| ≤ Kω(s, t)
θ. (2.2)
Then there exists a unique function Φ: [0, T ]→ Rd such that Φ(0) = 0 and
|Φ(t)− Φ(s)− Ξs,t| ≤ C(θ)ω(s, t)
θ and lim
|pi(s,t)|→0
∑
[u,v]∈pi(s,t)
Ξu,v = Φ(t)− Φ(s),
for (s, t) ∈ ∆T , where C(θ) := K(1 − 21−θ)−1 and pi(s, t) denotes a partition of
[s, t].
Remark 2.4. For simplicity we state Lemma 2.3 only for a continuous function
Ξ: ∆T → Rd. Yet, it still holds true without the continuity assumption and
for a general Banach space replacing Rd. See Theorem 1 and Remark 3 in [8].
Consequently, all results of this section extend to general Banach spaces.
With this tool we now derive the existence of Le´vy’s area for self-controlled
paths of finite p-variation with p ≥ 1.
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Theorem 2.5. Let 1 ≤ p < ∞ and suppose that X ∈ Vp([0, T ],Rd) is self-
controlled, then Le´vy’s area as defined in (2.1) exists.
Proof. Let X ∈ Vp([0, T ],Rd) for 1 ≤ p <∞ be self-controlled and fix 1 ≤ i, j ≤ d,
i 6= j. We may assume without loss of generality that X i ∈ C qXj , i.e. X
i
s,t =
X ′s(i, j)X
j
s,t + R
i,j
s,t and ||X
′(i, j)||q, ||Ri,j||r < ∞. In order to apply Lemma 2.3,
we set Ξi,js,t := X
i
sX
j
s,t−X
j
sX
i
s,t for (s, t) ∈ ∆T and observe that for (s, u, t) ∈ [0, T ]
3
with 0 ≤ s ≤ u ≤ t ≤ T , we have
Ξi,js,t − Ξ
i,j
s,u − Ξ
i,j
u,t = X
j
s,uX
i
u,t −X
i
s,uX
j
u,t
= Xjs,u(X
′
u(i, j)X
j
u,t +R
i,j
u,t)− (X
′
s(i, j)X
j
s,u +R
i,j
s,u)X
j
u,t
= Xjs,uR
i,j
u,t −R
i,j
s,uX
j
u,t + (X
′
u(i, j)−X
′
s(i, j))X
j
s,uX
j
u,t.
Since the finite sum of control functions is again a control function, we can choose
the same control function ω for Xj, X ′(i, j) and Ri,j , and setting θ := 2p +
1
q > 1
we get
|Ξi,js,t − Ξ
i,j
s,u − Ξ
i,j
u,t| ≤ ω(s, t)
1
p
+ 1
r + ω(s, t)
1
p
+ 1
r + ω(s, t)
2
p
+ 1
q ≤ 3ω(s, t)θ.

We will next show that Riemann sums with arbitrary choices of base points for
the integrand functions lead to the same Le´vy area as just constructed.
Lemma 2.6. Let X ∈ Vp([0, T ],Rd) for some 1 ≤ p <∞. Suppose that X is self-
controlled. Denote by s′ ∈ [s, t] an arbitrary point chosen in a partition interval
[s, t] ∈ pi. Then Le´vy’s area from the preceding theorem is also given by
L(X)i,j = lim
|pi|→0
∑
[s,t]∈pi
(X is′X
j
s,t −X
j
s′X
i
s,t), 1 ≤ i, j ≤ d.
Proof. For a self-controlled path X ∈ Vp([0, T ],Rd) with 1 ≤ p < ∞ we may
assume without loss of generality that X i ∈ C qXj for 1 ≤ i, j ≤ d, i 6= j. From
Theorem 2.5 we already know that the left-point Riemann sums converge. Hence,
we only need to show that∑
[s,t]∈pin
(X isX
j
s,t −X
j
sX
i
s,t)−
∑
[s,t]∈pin
(X is′X
j
s,t −X
j
s′X
i
s,t) (2.3)
tends to zero along every sequence of partitions (pin) such that the mesh |pin|
converges to zero. Indeed, we may write for a partition interval [s, t]
X isX
j
s,t −X
j
sX
i
s,t − (X
i
s′X
j
s,t −X
j
s′X
i
s,t) = −X
i
s,s′X
j
s,t +X
j
s,s′X
i
s,t
= −(X ′s(i, j)X
j
s,s′ +R
i,j
s,s′)X
j
s,t +X
j
s,s′(X
′
s(i, j)X
j
s,t +R
i,j
s,t)
= −Ri,js,s′X
j
s,t +X
j
s,s′R
i,j
s,t.
Taking the same control function ω for Xj and Ri,j, we estimate
|X isX
j
s,t −X
j
sX
i
s,t − (X
i
s′X
j
s,t −X
j
s′X
i
s,t)| = | − R
i,j
s,s′X
j
s,t +X
j
s,s′R
i,j
s,t| ≤ 2ω(s, t)
θ
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with θ := 2p +
1
p > 1. Recalling the superadditivity of ω, we get for n ∈ N∣∣∣∣
∑
[s,t]∈pin
(X is,s′X
j
s,t −X
j
s,s′X
i
s,t)
∣∣∣∣ ≤
∑
[s,t]∈pin
ω(s, t)θ ≤ max
[s,t]∈pin
ω(s, t)θ−1ω(0, T ),
which means that (2.3) tends to zero as n→∞. 
Example 2.7. Let (Bt ; t ∈ [0, T ]) be a standard Brownian motion on a probabil-
ity space (Ω,F ,P) and let f ∈ C1(R,R) be a continuously differentiable function
with α-Ho¨lder continuous derivative for α > 0. The trajectories of B are of finite
p-variation for all p > 2 outside a null set N . Thus we can deduce from Theorem
2.5 that Le´vy’s area of (B + g1, f(B) + g2) exists outside the same null set N
whenever g1, g2 ∈ V
q([0, T ],Rd) for some 1 ≤ q < 2.
The following example illustrates that for p ≥ 2 things are essentially different.
It will in particular show that in this case self-control of a path is necessary for
the existence of Le´vy’s area.
Example 2.8. Let us consider for m ∈ N the functions Xm : [−1, 1] → R2 with
components given by
X1,mt :=
m∑
k=1
ak sin(2
kpit) and X2,mt :=
m∑
k=1
ak cos(2
kpit), t ∈ [−1, 1],
where ak := 2
−αk and α ∈ (0, 1). Set X := limm→∞Xm. These functions are
α-Ho¨lder continuous uniformly in m. Indeed, let s, t ∈ [−1, 1] and choose k ∈ N
such that 2−k−1 ≤ |s− t| ≤ 2−k. Then we can estimate as follows
|X1,mt −X
1,m
s | =
∣∣∣∣
m∑
l=1
al2 cos(2
l−1pi(s+ t)) sin(2l−1pi(s− t))
∣∣∣∣
≤ 2
k∑
l=1
|al|| sin(2
l−1pi(s− t))|+ 2
∞∑
l=k+1
|al|
≤ 2
k∑
l=1
|al|2
l−1pi|s− t|+ 2
∞∑
l=k+1
|al|
≤
k∑
l=1
2l−αlpi|s− t|+ 2−α(k+1)+1
1
1− 2−α
≤
2(k+1)(1−α) − 1
21−α − 1
pi|s− t|+
21−α
1− 2−α
|s− t|α
≤
2(k+1)(1−α) − 1
21−α − 1
pi2−k(1−α)|s− t|α +
21−α
1− 2−α
|s− t|α ≤ C|s− t|α
for some constant C > 0 independent of m ∈ N. Analogously, we can get the
α-Ho¨lder continuity of X2,m. Furthermore, it can be seen with the same estimate
that (Xm) converges uniformly to X and thus also in α-Ho¨lder topology. The
limit function X is not β-Ho¨lder continuous for every β > α. In order to see this,
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choose s = 0 and t = tn = 2
−n for n ∈ N and observe that
|X1tn −X
1
0 |
|tn − 0|β
=
n−1∑
k=1
2−αk+βn sin(2k−npi) ≥ 2(β−α)n+α,
which obviously tends to infinity as n tends to infinity. Since α-Ho¨lder continuity is
obviously related to finite 1α -variation, we can conclude that X ∈ V
1
α ([−1, 1],R2),
and X 6∈ Vγ([−1, 1],R2) for γ < 1α . Let us now show that X possesses no Le´vy
area. For this purpose, fix α ∈ (0, 1) and m ∈ N. Then Le´vy’s area for Xm is
given by
∫ 1
−1
X1,ms dX
2,m
s −
∫ 1
−1
X2,ms dX
1,m
s
=−
m∑
k,l=1
akal
∫ 1
−1
(
sin(2kpis) sin(2lpis)2lpi + cos(2lpis) cos(2kpis)2kpi
)
ds
=−
m∑
k,l=1
akal
(
2lpi
∫ 1
−1
1
2
(
cos((2k − 2l)pis)− cos((2k + 2l)pis)
)
ds
+ 2kpi
∫ 1
−1
1
2
(
cos((2k − 2l)pis) + cos((2k + 2l)pis)
)
ds
)
=− 2
m∑
k=1
a2k2
kpi = −2
m∑
k=1
2(1−2α)kpi.
This quantity diverges as m tends to infinity for 1α ≥ 2. Since (X
m) converges to
X in the α-Ho¨lder topology, we can use this result to choose partition sequences
of [−1, 1] along which Riemann sums approximating the Le´vy area of X diverge
as well. This shows that X possesses no Le´vy area. In return Theorem 2.5 implies
that X cannot be self-controlled. However, it is not to hard to see directly that
no regularity is gained by controlling X1 with X2. For this purpose, note that for
−1 ≤ s ≤ t ≤ 1, and 0 6= X ′s ∈ R, one has
|X1s,t −X
′
sX
2
s,t| =
∣∣∣∣
∞∑
k=1
ak
[
(sin(2kpit)− sin(2kpis))−X ′s(cos(2
kpit)− cos(2kpis))
]∣∣∣∣
=
∣∣∣∣2
∞∑
k=1
ak
[
sin(2k−1pi(s− t)) cos(2k−1pi(s+ t))
+X ′s sin(2
k−1pi(s+ t)) sin(2k−1pi(s− t))
]∣∣∣∣
=
∣∣∣∣2
∞∑
k=1
ak sin(2
k−1pi(s− t))
√
1 + (X ′s)
2 sin(2k−1pi(s+ t) + arctan((X ′s)
−1))
∣∣∣∣.
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Let us now investigate Ho¨lder regularity at s = 0. First, assume X ′0 > 0, and take
t = 2−n to obtain
|X10,2n −X
′
0X
2
0,2n |
2−βn
= 2βn
∣∣∣∣2
n∑
k=1
ak sin(2
k−1−npi)
√
1 + (X ′0)
2 sin(2k−1−npi + arctan((X ′0)
−1))
∣∣∣∣
≥ 2(β−α)n sin
(pi
2
+ arctan((X ′0)
−1)
)
.
For X ′0 < 0 the same estimates work for tn = −2
−n instead. Therefore, the
Ho¨lder regularity at 0 cannot be better than α and in particular X cannot be
self-controlled for 1α > 2.
3. Fo¨llmer integration
In his seminal paper Fo¨llmer [10] considered one dimensional pathwise integrals.
He was able to give a pathwise meaning to the limit∫ T
0
DF (Xt) d
pinXt := lim
n→∞
∑
[s,t]∈pin
〈DF (Xs), Xs,t〉,
provided F ∈ C2(Rd,R). A translation of Fo¨llmer’s work, today named Fo¨llmer
integration, can be found in the appendix of [21]. His starting point was the
hypothesis that quadratic variation of X ∈ C([0, T ],Rd) exists along a sequence of
partitions (pin)n∈N whose mesh tends to zero. Here 〈·, ·〉 denotes the usual inner
product on Rd. As indicated and discussed below, this construction of an integral
depends strongly on the chosen sequence of partitions (pin)n∈N.
Before coming back to an approach to Fo¨llmer’s integral, we shall construct
a Stratonovich type integral, thereby discussing the problem of dependence on a
chosen sequence of partitions. As in the previous section, our approach is based
on the notion of controlled paths. This will also lead us on a route which does
not require the existence of iterated integrals as in the classical rough path ap-
proach. We fix a γ ∈ [0, 1], to discuss Stratonovich limits for Riemann sums where
integrands are taken as convex combinations γYs + (1 − γ)Yt of the values of Y
at the extremes of a partition interval [s, t]. We start by decomposing these sums
into symmetric and antisymmetric parts. For p, q ∈ [1,∞), X ∈ Vp([0, T ],Rd) and
Y ∈ C qX we have
γ-
∫ T
0
Yt dXt := lim
|pi|→0
∑
[s,t]∈pi
〈Ys + γYs,t, Xs,t〉
=
1
2
(
γ-
∫ T
0
Yt dXt + γ-
∫ T
0
Xt dYt
)
+
1
2
(
γ-
∫ T
0
Yt dXt − γ-
∫ T
0
Xt dYt
)
=:
1
2
Sγ〈X,Y 〉+
1
2
Aγ〈X,Y 〉. (3.1)
Note that γ = 0 corresponds to the classical Itoˆ integral and γ = 12 to the classical
Stratonovich integral.
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If the variation orders of X and Y fulfill 1/p+1/q > 1, we are in the framework
of Young’s integration theory. Below 1, either the existence of the rough path or
control is needed. To illustrate this, we go back to Example 2.8.
Example 3.1. Let X = (X1, X2) be given according to Example 2.8. In this
case, we have seen that X1 and X2 are of finite 1α -variation. With decomposition
(3.1) we see that
1
2
-
∫ 1
0
X2t dX
1
t := lim
|pi|→0
∑
[s,t]∈pi
〈X2s +
1
2
X2s,t, X
1
s,t〉 =
1
2
S 1
2
〈X1, X2〉+
1
2
A 1
2
〈X1, X2〉
=
1
2
lim
|pi|→0
∑
[s,t]∈pi
1
2
(
〈X2s +X
2
t , X
1
t −X
1
s 〉+ 〈X
1
s +X
1
t , X
2
t −X
2
s 〉
)
+
1
2
L
1,2(X)
=
1
2
lim
|pi|→0
∑
[s,t]∈pi
〈X1, X2〉s,t +
1
2
L
1,2(X) =
1
2
(X11X
2
1 −X
1
0X
2
0 ) +
1
2
L
1,2(X),
provided all terms are well-defined. Therefore, the integral exists if and only if
Le´vy’s area exists, which is not the case for instance if α = 12 . So beyond Young’s
theory, the existence of the 12 -Stratonovich integral is closely linked to the existence
of Le´vy’s area.
Using a suitable control concept, we will next construct the Stratonovich in-
tegral described above, but not just with restriction to a particular sequence of
partitions. This time, the symmetry of the Gubinelli derivative of a controlled
path plays an essential role. However, this symmetry assumption can be avoided
if the involved paths control each other.
Definition 3.2. Let X,Y ∈ Vp([0, T ],Rd). We say that X and Y are similar if
there exist X ′, Y ′ ∈ Vq([0, T ],Rd×d) such that X ∈ C qY with Gubinelli derivative
X ′, Y ∈ C qX with Gubinelli derivative Y
′, and ((X ′t)
∗)−1 = Y ′t for all t ∈ [0, T ]. In
this case we write Y ∈ S qX .
Let us give a very simple example of two paths X,Y ∈ Vp([0, T ],Rd) such that
Y ∈ S qX but neither Y ∈ C
q
X with Y
′ symmetric nor X ∈ C qY with X
′ symmetric.
Example 3.3. For p ∈ [2, 3) take X1 ∈ Vp([0, T ],R) and X2, X3 ∈ V
p
2 ([0, T ],R).
If we set X := (X1, X2, X3) and Y := (X1, 0, 0), we obviously have X,Y ∈
Vp([0, T ],R3). In this case we could choose X ′ and Y ′ identical to (z1, z2, z3),
where z∗1 := (1, 0, 0), z
∗
2 := (0, 0, 1), and z
∗
3 := (0,−1, 0). We see that Y ∈ S
p
X ,
but X ′ and Y ′ are not symmetric matrices.
Under both assumptions we prove the existence of the Stratonovich integral
described above. This time, thanks to the additional requirements of the Gubinelli
derivative, the usual concept of controlled paths is sufficient, and Le´vy’s area is
not needed.
Theorem 3.4. Let γ ∈ [0, 1], X ∈ Vp([0, T ],Rd). If Y ∈ C qX and Y
′
t is a symmet-
ric matrix for all t ∈ [0, T ], then the antisymmetric part
Aγ〈X,Y 〉 := lim
|pi|→0
∑
[s,t]∈pi
(
〈Ys + γYs,t, Xs,t〉 − 〈Xs + γXs,t, Ys,t〉
)
, (3.2)
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exists and satisfies
Aγ〈X,Y 〉 = A〈X,Y 〉 := lim
|pi|→0
∑
[s,t]∈pi
(
〈Ys′ , Xs,t〉 − 〈Xs′ , Ys,t〉
)
for every choice of points s′ ∈ [s, t] ∈ pi. The same result holds if Y ∈ S qX .
Proof. It is easy to verify that by definition the antisymmetric part, if it exists
as a limit of the Riemann sums considered, has to satisfy the second formula of
the claim at least with the choice s′ = s, for all intervals [s, t] belonging to a
partition. To prove that this limit exists, we use Lemma 2.3. For this purpose, we
set Ξs,t := 〈Ys, Xs,t〉 − 〈Xs, Ys,t〉 for (s, t) ∈ ∆T . Since Y is controlled by X , we
obtain
Ξs,t − Ξs,u − Ξu,t = 〈Y
′
uXu,t +R
Y
u,t, Xs,u〉 − 〈Xu,t, Y
′
sXs,u +R
Y
s,u〉
= 〈RYu,t, Xs,u〉 − 〈Xu,t, R
Y
s,u〉 + 〈Y
′
uXu,t, Xs,u〉 − 〈Xu,t, Y
′
sXs,u〉
= 〈RYu,t, Xs,u〉 − 〈Xu,t, R
Y
s,u〉 + 〈Xu,t, Y
′
uXs,u − Y
′
sXs,u〉
for 0 ≤ s < u < t ≤ T , where we used 〈Y ′uXu,t, Xs,u〉 = 〈Xu,t, Y
′
uXs,u〉 in the last
line thanks to symmetry. With the same control ω for all functions involved as
above, this gives
|Ξs,t − Ξs,u − Ξu,t| ≤ ω(s, t)
1
p
+ 1
r + ω(s, t)
1
p
+ 1
r + ω(s, t)
2
p
+ 1
q ≤ 3ω(s, t)θ
with θ := 2p +
1
q > 1. So from Lemma 2.3 we conclude that the left-point Riemann
sums converge. It remains to show that∑
[s,t]∈pin
(
〈Ys′ , Xs,t〉 − 〈Xs′ , Ys,t〉
)
−
∑
[s,t]∈pin
(
〈Ys, Xs,t〉 − 〈Xs, Ys,t〉
)
(3.3)
tends to zero along every sequence of partitions (pin) such that the mesh |pin|
converges to zero. Applying the symmetry of Y ′, we get
〈Ys′ , Xs,t〉 − 〈Xs′ , Ys,t〉 −
(
〈Ys, Xs,t〉 − 〈Xs, Ys,t〉
)
= 〈Y ′sXs,s′ +R
Y
s,s′ , Xs,t〉 − 〈Xs,s′ , Y
′
sXs,t +R
Y
s,t〉
= 〈RYs,s′ , Xs,t〉 − 〈Xs,s′ , R
Y
s,t〉,
and thus ∣∣〈Ys, Xs,t〉 − 〈Xs, Ys,t〉 − (〈Ys′ , Xs,t〉 − 〈Xs′ , Ys,t〉)∣∣ ≤ ω(s, t)θ
with θ := 1p +
1
r > 1, where we choose the same control function ω for X and R
Y .
Therefore, the properties of ω imply∣∣∣∣
∑
[s,t]∈pin
(
〈Ys,s′ , Xs,t〉 − 〈Xs,s′ , Ys,t〉
)∣∣∣∣ ≤
∑
[s,t]∈pin
ω(s, t)θ ≤ max
[s,t]∈pin
ω(s, t)θ−1ω(0, T ),
which means that (3.3) tends to zero as |pin| tends to zero.
If we instead assume, that X and Y are similar, we obtain
Ξs,t − Ξs,u − Ξu,t = 〈X
′
sYs,u +R
X
s,u, Y
′
uXu,t +R
Y
u,t〉 − 〈Ys,u, Xu,t〉
= 〈X ′sYs,u, R
Y
u,t〉+ 〈R
X
s,u, Y
′
uXu,t〉+ 〈R
X
s,u, R
Y
u,t〉+ 〈X
′
sYs,u, Y
′
uXu,t〉 − 〈Ys,u, Xu,t〉
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for 0 ≤ s ≤ u ≤ t ≤ T . The last two terms in the preceding formula can be
rewritten as
〈X ′sYs,u, Y
′
uXu,t〉 − 〈Ys,u, Xu,t〉 = 〈Ys,u, (X
′
t)
∗Y ′uXu,t −Xu,t〉
= 〈Ys,u, (X
′
t)
∗(Y ′u − Y
′
t )Xu,t〉.
Here we applied ((X ′t)
∗)−1 = Y ′t . Since the finite sum of control functions is again
a control function, we can choose the same control function ω for X,X ′, RX and
Y, Y ′, RY , and obtain
|Ξs,t − Ξs,u − Ξu,t|
≤ ||X ′||∞ω(s, t)
1
p
+ 1
r + ||Y ′||∞ω(s, t)
1
r
+ 1
p + ω(s, t)
1
r
+ 1
r + ||X ′||∞ω(s, t)
1
q
+ 2
p
≤
(
2||X ′||∞ + ||Y
′||∞ + ω(0, T )
1
q
)
ω(s, t)θ,
where || · ||∞ denotes the supremum norm and θ := 2/p+ 1/q > 1. We therefore
have shown that the left-point Riemann sums converge. It remains to prove that
(3.3) goes to zero along every sequence of partitions (pin) such that the mesh |pin|
tends to zero. Since X and Y are similar, we observe that for (s, t) ∈ ∆T , and
s′ ∈ [s, t]
〈Ys′ , Xs,t〉 − 〈Xs′ , Ys,t〉−
(
〈Ys, Xs,t〉 − 〈Xs, Ys,t〉
)
= 〈Y ′sXs,s′ , X
′
sYs,t〉+ 〈Y
′
sXs,s′ , R
X
s,t〉+ 〈R
Y
s,s′ , X
′
sYs,t〉
+ 〈RYs,s′ , R
X
s,t〉 − 〈Ys,t, Xs,s′〉
= 〈Y ′sXs,s′ , R
X
s,t〉+ 〈R
Y
s,s′ , X
′
sYs,t〉+ 〈R
Y
s,s′ , R
X
s,t〉.
To obtain the last line, we once again use ((X ′s)
∗)−1 = Y ′s . Taking again the same
control function ω for X,X ′, RX and Y, Y ′, RY , we estimate∣∣〈Ys, Xs,t〉 − 〈Xs, Ys,t〉 − (〈Ys′ , Xs,t〉 − 〈Xs′ , Ys,t〉)∣∣ ≤ Cω(s, t)θ,
where C := ||X ′||∞+ ||Y ′||∞+ω(0, T )1/q with θ :=
2
p +
1
p > 1. Superadditivity of
ω finally gives∣∣∣∣
∑
[s,t]∈pin
(
〈Ys,s′ , Xs,t〉 − 〈Xs,s′ , Ys,t〉
)∣∣∣∣ ≤ Cω(0, T ) max[s,t]∈pinω(s, t)θ−1,
which means that (3.3) tends to zero as |pin| tends to zero. 
Remark 3.5. The proof of Theorem 3.4 works analogously under the assumption
thatX is controlled by Y and X ′t is a symmetric matrix for all t ∈ [0, T ]. Moreover,
if Y is controlled by X and Y ′t is an antisymmetric matrix for all t ∈ [0, T ], then
an analogous result to Theorem 3.4 holds true for the symmetric part Sγ〈X,Y 〉.
In case γ = 12 as in the example above, the symmetric part simplifies consider-
ably, and therefore the preceding theorem will already imply the existence of the
1
2 -Stratonovich integral.
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Corollary 3.6. Let X ∈ Vp([0, T ],Rd), Y ∈ C qX and suppose Y
′
t is a symmetric
matrix for all t ∈ [0, T ] or Y ∈ S qX . Then, the Stratonovich integral∫ T
0
Yt ◦ dXt := lim
|pi|→0
∑
[s,t]∈pi
〈Ys +
1
2
Ys,t, Xs,t〉 (3.4)
exists and satisfies
1
2
-
∫ T
0
Yt dXt =
∫ T
0
Yt ◦ dXt =
1
2
(
〈YT , XT 〉 − 〈Y0, X0〉
)
+
1
2
A〈X,Y 〉.
Proof. By equation (3.1) we may separately treat the symmetric part S 1
2
〈X,Y 〉
and the antisymmetric part A 1
2
〈X,Y 〉 of the integral 12 -
∫ T
0
Yt dXt. The existence
of the antisymmetric part A 1
2
〈X,Y 〉 follows from Theorem 3.4. For the symmetric
part, note that as in Example 2.8
〈Ys +
1
2
Ys,t, Xs,t〉+ 〈Xs +
1
2
Xs,t, Ys,t〉 = 〈Y,X〉s,t, (s, t) ∈ ∆T .
Therefore, S 1
2
〈X,Y 〉 is given by
S 1
2
〈X,Y 〉 = lim
|pi|→0
∑
[s,t]∈pi
(
〈Ys +
1
2
Ys,t, Xs,t〉+ 〈Xs +
1
2
Xs,t, Ys,t〉
)
= 〈YT , XT 〉 − 〈X0, Y0〉. (3.5)
The proof works analogously for Y ∈ S qX . 
The discussion of γ-Stratonovich integrals above has shown that the corre-
sponding antisymmetric component can be treated by means of the concept of
path control. In the case γ 6= 12 , a symmetric term is left to consider. This
does not seem to be possible by means of the ideas used for the antisymmetric
component. And this brings us back to Fo¨llmer’s approach. Our treatment of
the symmetric part reflects the role played by quadratic variation in Fo¨llmer’s
approach, and will therefore be strongly dependent on partition sequences. For
this purpose we define the quadratic variation in the sense of Fo¨llmer (cf. [10]),
and call a sequence of partitions (pin) increasing if for all [s, t] ∈ pin there exist
[ti, ti+1] ∈ pin+1, i = 1, . . . , N , such that [s, t] =
⋃N
i=1[ti, ti+1].
Definition 3.7. Let (pin) be an increasing sequence of partitions such that
limn→∞ |pin| = 0. A continuous function f : [0, T ] → R has quadratic variation
along (pin) if the sequence of discrete measures on ([0, T ],B([0, T ])) given by
µn :=
∑
[s,t]∈pin
|fs,t|
2δs (3.6)
converges weakly to a measure µ, where δs denotes the Dirac measure at s ∈ [0, T ].
We write [f ]t for the “distribution function” of the interval measure associated
with µ. A continuous path X = (X1, . . . , Xd) has quadratic variation along (pin)
if (3.6) holds for all X i and X i +Xj, 1 ≤ i, j ≤ d. In this case, we set
[X i, Xj]t :=
1
2
(
[X i +Xj]t − [X
i]t − [X
j]t
)
, t ∈ [0, T ].
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Remark 3.8. Since in our situation the limiting distribution function is continuous,
weak convergence is equivalent to uniform convergence to the distribution function.
Hence, X = (X1, . . . , Xd) ∈ C([0, T ],Rd) has quadratic variation in the sense of
Fo¨llmer if and only if
[X i, Xj]nt :=
∑
[u,v]∈pin
X iu∧t,v∧tX
j
u∧t,v∧t
converges uniformly to [X i, Xj] in C([0, T ],R) for all 1 ≤ i, j ≤ d, where u ∧ t :=
min{u, t}. See Lemma 4.20 in [20].
Remark 3.9. Let us emphasize here that quadratic variation should not be confused
with the notion of 2-variation: quadratic variation depends on the choice of a
partition sequence (pin), 2-variation does not. In fact, for every continuous function
f ∈ C([0, T ],R) there exits a sequence of partitions (pin) with limn→∞ |pin| = 0
such that [f, f ]t = 0 for all t ∈ [0, T ]. See for instance Proposition 70 in [11].
The existence of quadratic variation guaranteed, Fo¨llmer was able to prove a
pathwise version of Itoˆ’s formula. In his case, the construction of the integral is
closely linked to the partition sequence chosen for the quadratic variation. We
will now aim at combining the techniques of controlled paths with the quadratic
variation hypothesis, and derive a pathwise version of Itoˆ’s formula for paths with
finite quadratic variation, in which the quadratic variation term may depend on
a partition sequence, but the integral does not. As a first step, we derive the
existence of γ-Stratonovich integrals for any γ ∈ [0, 1]. To do so, we will need the
following technical lemma, the easy proof of which is left to the reader.
Lemma 3.10. Let p ≥ 1, (pin) be an increasing sequence of partitions such that
limn→∞ |pin| = 0, X ∈ Vp([0, T ],Rd) with quadratic variation along (pin) and
Y ∈ C qX . In this case the quadratic covariation of X and Y exists and is given by
[Y,X ]T := lim
n→∞
∑
[s,t]∈pin
〈Xs,t, Ys,t〉 =
∑
1≤i,j≤d
∫ T
0
Y ′t (i, j) d
pin [X i, Xj ]t,
where Y ′t = (Y
′
t (i, j))1≤i,j≤d, for 0 ≤ t ≤ T .
Theorem 3.11. Let X ∈ Vp([0, T ],Rd), Y ∈ C qX and suppose Y
′
t is a symmetric
matrix for all t ∈ [0, T ] or Y ∈ S qX . Let (pin) be an increasing sequence of
partitions such that limn→∞ |pin| = 0 and X has quadratic variation along (pin).
Then for all γ ∈ [0, 1] the γ-
∫
Yt d
pinXt integral exists and is given by
γ-
∫ T
0
Yt d
pinXt =
∫ T
0
Yt ◦ dXt +
1
2
(2γ − 1)
∑
1≤i,j≤d
∫ T
0
Y ′t (i, j) d
pin [X i, Xj ]t,
where Y ′t = (Y
′
t (i, j))1≤i,j≤d.
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Proof. Fix γ ∈ [0, 1]. As before we split the sum as in (3.1) into its symmetric and
antisymmetric part:
∑
[s,t]∈pin
〈Ys + γYs,t, Xs,t〉 =
1
2
∑
[s,t]∈pin
(
〈Ys + γYs,t, Xs,t〉+ 〈Xs + γXs,t, Ys,t〉
)
+
1
2
∑
[s,t]∈pin
(
〈Ys + γYs,t, Xs,t〉 − 〈Xs + γXs,t, Ys,t〉
)
.
The second sum converges for every sequence of partitions (pin) with limn→∞ |pin| =
0 and is independent of γ thanks to Theorem 3.4. Taking γ = 1/2 we can apply
Corollary 3.6 to see that
1
2
A〈X,Y 〉 =
∫ T
0
Yt ◦ dXt −
1
2
(
〈XT , YT 〉 − 〈X0, Y0〉
)
. (3.7)
For the symmetric part, we note for (s, t) ∈ ∆T
〈Ys + γYs,t, Xs,t〉+ 〈Xs + γXs,t, Ys,t〉 =(1− γ)
(
〈Yt, Xt〉 − 〈Ys, Xs〉 − 〈Xs,t, Ys,t〉
)
+ γ
(
〈Yt, Xt〉 − 〈Ys, Xs〉+ 〈Xs,t, Ys,t〉
)
=〈Yt, Xt〉 − 〈Ys, Xs〉+ (2γ − 1)〈Xs,t, Ys,t〉.
Thus the first sum reduces to
1
2
∑
[s,t]∈pin
(
〈Ys + γYs,t,Xs,t〉+ 〈Xs + γXs,t, Ys,t〉
)
=
1
2
(
〈YT , XT 〉 − 〈Y0, X0〉
)
+
2γ − 1
2
∑
[s,t]∈pin
〈Xs,t, Ys,t〉.
Therefore, the symmetric part converges along (pin), and the assertion follows by
(3.7) and Lemma 3.10.
The statement for Y ∈ S qX can be proven analogously. 
An application of Theorem 3.11 to the particular case Y = DF (X) for a smooth
enough function F provides the classical Stratonovich formula.
Lemma 3.12. Let 1 ≤ p < 3, X ∈ Vp([0, T ],Rd) and F ∈ C2(Rd,R). Suppose
that the second derivative D2F is α-Ho¨lder continuous of order α > max{p−2, 0}.
Then the Stratonovich integral
∫
DF (Xt) ◦ dXt exists and is given by
∫ T
0
DF (Xt) ◦ dXt = F (XT )− F (X0).
Proof. Let X = (X1, . . . , Xd)∗ ∈ Vp([0, T ],Rd) for 1 ≤ p < 3. Then, with r = p2
in the definition of controlled paths we easily see that DF (X) ∈ C pX . Thus by
Corollary 3.6 the (12 -)Stratonovich integral is well-defined and independent of the
chosen sequence of partitions (pin) along which the limit is taken. Now choose an
increasing sequence of partitions (pin) such that limn→∞ |pin| = 0 and [X ]t = 0
along (pin) for t ∈ [0, T ] (cf. Proposition 70 in [11]). Applying Taylor’s theorem to
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F , we observe that
F (XT )−F (X0) =
1
2
∑
[s,t]∈pin
(
(F (Xt)− F (Xs))− (F (Xs)− F (Xt))
)
=
∑
[s,t]∈pin
〈
1
2
DF (Xs) +
1
2
DF (Xt), Xs,t〉+
∑
[s,t]∈pin
(R(Xs, Xt) + R˜(Xs, Xt))
+
1
4
∑
[s,t]∈pin
∑
1≤i,j≤d
(D2i,j(Xs)−D
2
i,j(Xt))X
i
s,tX
j
s,t,
where |R(x, y)| + |R˜(x, y)| ≤ φ(|x − y|)|x − y|2, for some increasing function
φ : [0,∞) → R such that φ(c) → 0 as c → 0. Since X is continuous and has
zero quadratic variation along (pin), the last two terms converge to 0 as n → ∞,
and we obtain
∫ T
0
DF (Xt) ◦ dXt = lim
n→∞
∑
[s,t]∈pin
〈DF (Xs) +
1
2
(DF (Xt)−DF (Xs)), Xs,t〉
= F (XT )− F (X0).

We can now present the announced version of the pathwise formula by Fo¨llmer
(cf. [10]), for which the proof reduces to combining the previous results of Theorem
3.11 and Lemma 3.12.
Corollary 3.13. Let 1 ≤ p < 3, γ ∈ [0, 1] and (pin) be an increasing sequence of
partitions such that limn→∞ |pin| = 0. Assume F ∈ C2(Rd,R) with α-Ho¨lder con-
tinuous second derivative D2F for some α > max{p− 2, 0}. If X ∈ Vp([0, T ],Rd)
has quadratic variation along (pin), then the formula
F (XT ) = F (X0) + γ-
∫ T
0
DF (Xt) d
pinXt
−
1
2
(2γ − 1)
∑
1≤i,j≤d
∫ T
0
D2i,jF (Xs) d
pin [X i, Xj]s
holds.
The assumptions, that X is of finite p-variation for some 1 ≤ p < 3 and that
the second derivative D2F is α-Ho¨lder continuous for some α > max{p− 2, 0} can
be considered as the price we have to pay for obtaining an integral of which the
antisymmetric part does not depend on the chosen partition sequence. Fo¨llmer [10]
does not need these hypotheses and especially not that the integrand is controlled
by the integrator. This leads to a much bigger class of admissible integrands as
we will see in the next subsection.
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3.1. Functional Itoˆ formula. In recent years, functional Itoˆ calculus which ex-
tends classical calculus to functionals depending on the whole path of a stochastic
process and not only on its current value, has received much attention. Based on
the notion of derivatives due to Dupire [6], in a series of papers Cont and Fournie´
[2, 3, 4] developed a functional Itoˆ formula. One drawback of their approach is
that the involved functional has to be defined on the space of ca`dla`g functions, or
at least on a subspace strictly larger than C([0, T ],Rd) (see [5]), and not only on
C([0, T ],Rd). In the spirit of Fo¨llmer the paper [3] provides a non-probabilistic
version of a probabilistic Itoˆ formula shown in [2, 4].
The present subsection takes reference to this program. We generalize Fo¨llmer’s
pathwise Itoˆ formula (cf. [10] or Corollary 3.13) to twice Fre´chet differentiable
functionals defined on the space of continuous functions. Our functional Itoˆ for-
mula might be seen as the pathwise analogue to formulas stated in [1].
First we have to fix some further notation. Let (pin) be an increasing sequence
of partitions such that limn→∞ |pin| = 0 and X ∈ C([0, T ],Rd). We denote by Xn
the piecewise linear approximation of X along (pin), i.e.
Xnt :=
Xtn
j+1
−Xtn
j
tnj+1 − t
n
j
(t− tnj ) +Xtnj , t ∈ [t
n
j , t
n
j+1), for [t
n
j , t
n
j+1] ∈ pin. (3.8)
In the following C stands for C([0, T ],Rd) and C∗ for the dual space of C. ForX ∈ C
we define Xts := Xs1[0,t)(s) + Xt1[t,T ](s) and X
n,t
s := X
n
s 1[0,t)(s) + X
n
t 1[t,T ](s)
for s ∈ [0, T ], where 1[t,T ] is the indicator function of the interval [t, T ]. Assume
F : C → R is twice continuously (Fre´chet) differentiable. That is, DF : C → C∗
and D2F : C → L(C, C∗) are continuous with respect to the corresponding norms.
It is well-known that L(C, C∗) is isomorphic to C ⊗ C. For each t ∈ [0, T ] we can
understand 1[t,T ] as an element of C
∗∗, the bidual of C, and 1[t,T ] ⊗ 1[t,T ] as an
element in (C⊗C)∗∗, respectively. Hence, 〈DF (Xs),1[s,T ]〉 and 〈D
2F (Xs),1[s,T ]⊗
1[s,T ]〉 are well-defined as dual pairs.
Theorem 3.14. Let (pin) be an increasing sequence of partitions such that the
mesh satisfies limn→∞ |pin| = 0, and X ∈ C with quadratic variation along (pin).
Suppose F : [0, T ] × C → R is continuously differentiable with respect to the first
argument and twice continuously differentiable with respect to the second. Further-
more, assume that ∂tF and D
2F are bounded and uniformly continuous. Then,
for all t ∈ [0, T ] we have
F (t,Xt) =F (0, X0) +
∫ t
0
∂tF (s,X
s) ds+
d∑
i=1
∫ t
0
〈DiF (s,X
s),1[s,T ]〉d
pinX is
+
1
2
d∑
i,j=1
∫ t
0
〈D2i,jF (s,X
s),1[s,T ] ⊗ 1[s,T ]〉d[X
i, Xj]s, (3.9)
EXISTENCE OF LE´VY’S AREA AND PATHWISE INTEGRATION 17
where the integral is given by
d∑
i=1
∫ t
0
〈DiF (s,X
s),1[s,T ]〉d
pinX is
:= lim
n→∞
d∑
i=1
∑
[tn
k
,tn
k+1
]∈pin(t)
〈DiF (t
n
k , X
n,tnk ), ηntn
j
〉X itn
k
,tn
k+1
,
where pin(t) := {[u, v ∧ t] : [u, v] ∈ pin, u < t} and η
n
tn
j
for [tnj , t
n
j+1] ∈ pin(t) by
ηntn
j
(s) :=
(s ∨ tnk+1)− t
n
j
tnk+1 − t
n
k
1[tn
k
,T ](s), s ∈ [0, T ].
Proof. To increase the readability of the proof, we assume d = 1. The general
result follows analogously. Let t ∈ [0, T ] and (pin) a sequence of partitions fulfilling
the assumption of Theorem 3.14. We easily see that
F (t,Xn,t)−F (0, Xn,0)
=
∑
[tn
k
,tn
k+1
]∈pin(t)
(
F (tnk+1, X
n,tnk+1)− F (tnk , X
n,tnk+1)
+ F (tnk , X
n,tnk+1)− F (tnk , X
n,tnk )
)
(3.10)
and note that the right hand side converges uniformly to F (t,Xt) − F (0, X0) as
n→∞. Applying a Taylor expansion, we obtain
F (tnk+1, X
n,tnk+1)− F (tnk , X
n,tnk+1) = ∂tF (t
n
k , X
n,tnk+1)(tnk+1 − t
n
k ) +R(t
n
k , t
n
k+1),
where one has |R(tnk , t
n
k+1)| ≤ φ1(|t
n
k+1− t
n
k |)|t
n
k+1 − t
n
k |, for some continuous func-
tion φ1 : [0,∞)→ R such that φ1(c)→ 0 as c→ 0. With this observation and the
continuity of ∂tF (s,X
s), we conclude by dominated convergence that
lim
n→∞
∑
[tn
k
,tn
k+1
]∈pin(t)
(
F (tnk+1, X
n,tnk+1)− F (tnk , X
n,tnk+1)
)
=
∫ t
0
∂tF (s,X
s) ds.
For the second difference of equation (3.10), we use a second order Taylor expansion
to get ∑
[tn
k
,tn
k+1
]∈pin(t)
F (tnk , X
n,tnk+1)− F (tnk , X
n,tnk )
=
∑
[tn
k
,tn
k+1
]∈pin(t)
〈DF (tnk , X
n,tnk ), Xn,t
n
k+1 −Xn,t
n
k 〉
+
∑
[tn
k
,tn
k+1
]∈pin(t)
1
2
〈D2F (tnk , X
n,tnk ), (Xn,t
n
k+1 −Xn,t
n
k )⊗ (Xn,t
n
k+1 −Xn,t
n
k )〉
+
∑
[tn
k
,tn
k+1
]∈pin(t)
R˜(Xn,t
n
k , Xn,t
n
k+1) =: S1n(t) + S
2
n(t) + S
3
n(t),
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where |R˜(Xn,t
n
k , Xn,t
n
k+1)| ≤ φ2(‖X
n,tnk+1−Xn,t
n
k‖∞)‖X
n,tnk+1−Xn,t
n
k‖2∞, for some
continuous function φ2 : R → R such that φ2(c) → 0 as c → 0. Since X
n,tnk+1 −
Xn,t
n
k = ηntn
j
Xtn
k
,tn
k+1
and [·, ·] is bilinear, S1n and S
2
n can be rewritten by
S1n(t) =
∑
[tn
k
,tn
k+1
]∈pin(t)
〈DF (tnk , X
n,tnk ), ηntn
j
〉Xtn
k
,tn
k+1
,
S2n(t) =
∑
[tn
k
,tn
k+1
]∈pin(t)
〈D2F (tnk , X
n,tnk ), ηntn
j
⊗ ηntn
j
〉X2tn
k
,tn
k+1
,
and S3n estimated by
sup
t∈[0,T ]
|S3n(t)| ≤ max
[tn
k
,tn
k+1
]∈pin(t)
φ2(|Xtn
k
,tn
k+1
|)
∑
[tn
k
,tn
k+1
]∈pin(t)
X2tn
k
,tn
k+1
.
Because X has quadratic variation along (pin) and φ2(|Xtn
k
,tn
k+1
|) → 0 as n → ∞,
S3n(·) tends uniformly to zero. To see the convergence of S
2
n(t), we set λn(s) :=
max{tnj : [t
n
j , t
n
j+1] ∈ pin, t
n
j ≤ s} and define
fn(s) := 〈D
2F (λn(s), X
n,λn(s)), ηnλn(s) ⊗ η
n
λn(s)
〉, and
f(s) := 〈D2F (s,Xs),1[s,T ] ⊗ 1[s,T ]〉, s ∈ [0, T ].
Note that (fn) is a sequence of left-continuous functions which are uniformly
bounded in n. Additionally, limn→∞ fn(s) = f(s) for each s ∈ [0, T ] as
lim
n→∞
|fn(s)−f(s)| ≤ lim
n→∞
∣∣〈D2F (λn(s), Xn,λn(s)), ηnλn(s) ⊗ ηnλn(s) − 1[s,T ] ⊗ 1[s,T ]〉
∣∣
+ lim
n→∞
∣∣〈D2F (λn(s), Xn,λn(s))−D2F (s,Xs),1[s,T ] ⊗ 1[s,T ]〉∣∣ = 0.
The first summand tends to zero by weak convergence of ηnλn(s)⊗η
n
λn(s)
to 1[s,T ]⊗
1[s,T ], and the second one by Lemma 3.2 in [1]. By Proposition 2.1 in [1] f is also
left-continuous and so Lemma 12 in [3] implies
lim
n→∞
S2n(t) =
∫ t
0
〈D2F (s,Xs),1[s,T ] ⊗ 1[s,T ]〉d[X ]s.
In summary, we derived equation (3.9) and implicitly the convergence of S1n(t). 
It is fairly easy to see that 〈DF (t,Xt),1[t,T ]〉 is in general not controlled by
a path increment of X , which we briefly illustrate by revisiting Example 2.3 in
[1]. Especially, this explains why we cannot just rely on Theorem 3.11 to prove
Theorem 3.14.
Example 3.15. Let µ be a finite signed Borel measure and let F : C([0, T ],R)→ R
be given by
F (X) :=
∫ T
0
g(s,Xs)µ(ds),
where g(t, ·) ∈ C2(R,R) for each t ∈ [0, T ] with bounded second partial derivatives
D2x,xg and g(·, x) : [0, T ] → R µ-measurable. In this case 〈1[t,T ],DF (X
t)〉 is of
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course in general not controlled by a path increment of X as we see from the
explicit calculation
〈DF (Xt),1[t,T ]〉 − 〈DF (X
s),1[s,T ]〉 = −
∫ t
s
Dxg(u,Xu)µ(du), 0 ≤ s ≤ t ≤ T.
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