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Motivated by recent developments in twisted bilayer graphene moire´ superlattices, we investigate
the effects of electron-electron interactions in a honeycomb lattice with an applied periodic potential
using a finite-temperature Wilson-Fisher momentum shell renormalization group (RG) approach.
We start with a low-energy effective theory for such a system, at first giving a discussion of the
most general case in which no point group symmetry is preserved by the applied potential, and
then focusing on the special case in which the potential preserves a D3 point group symmetry.
As in similar studies of bilayer graphene, we find that, while the coupling constants describing
the interactions diverge at or below a certain “critical temperature” T = Tc, it turns out that
ratios of these constants remain finite and in fact provide information about what types of orders
the system is becoming unstable to. However, in contrast to these previous studies, we only find
isolated fixed rays, indicating that these orders are likely unstable to perturbations to the coupling
constants. Our RG analysis leads to the qualitative conclusion that the emergent interaction-
induced symmetry-breaking phases in this model system, and perhaps therefore by extension in
twisted bilayer graphene, are generically unstable and fragile, and may thus manifest strong sample
dependence.
I. INTRODUCTION
Moire´ superlattices of various kinds have recently be-
come a topic of great theoretical and experimental inter-
est, spurred in large part by the discovery of supercon-
ductivity at a surprisingly high transition temperature1,2
in twisted bilayer graphene (tBLG) with the twist angle
close to some small “magic angle”. In addition, other
experiments3,4 have uncovered a Mott-like correlated in-
sulator phase in tBLG, and various experimental and
theoretical investigations of this and other, similar, sys-
tems have been undertaken. For example, a gate-tunable
correlated insulator phase was also found in trilayer
graphene moire´ superlattices5, and a crystal field-induced
gap in encapsulated twisted double bilayer graphene has
been observed6. Numerous other experiments on tBLG
and related systems have also been performed2,7–22. One
of these in particular7 is performed on graphene in the
presence of a periodic potential induced by buckling of
the sheet, though this also includes an effective periodic
magnetic field, which we will not consider in our work.
A consensus that electron-electron interaction, enhanced
strongly by the flatband nature of the moire´ system,
is the driving mechanism producing various symmetry-
breaking phases in twisted bilayer graphene has emerged
although the possibility that superconductivity itself may
arise from electron-phonon interactions cannot be ruled
out23–26. One work proposes a number of potential cor-
related insulating phases in tBLG27. Another, also con-
sidering tBLG, considers the interplay between van Hove
singularities and the symmetry-breaking phases, and pro-
poses different types of s-wave superconductivity28. Yet
another29 considers tBLG at two different fillings, 1 and
2 electrons per moire´ unit cell, finding a ferromagnetic
stripe phase in the former case and an approximately
SU(4) symmetric insulating state in the latter. Two
other works consider other moire´ superlattice systems,
with one30 describing the existence of Chern bands in
twisted double bi- and trilayer graphene and in hexag-
onal boron nitride in the presence of an applied elec-
tric field, while another31 investigates a number of mod-
els of generic moire´ systems. The subject is exhaustive
with hundreds of theoretical papers proposing different
mechanisms for symmetry-breaking ground states using
many different approximations and models, and we do
not attempt a review of the subject, only mentioning a
few representative recent publications where renormal-
ization group (RG) techniques were used to study the
moire´ ground states32–38.
We will theoretically investigate, using extensive RG
techniques, a related system to those described above—
a honeycomb lattice, such as that formed by graphene,
subject to a periodic potential. While we expect differ-
ences with tBLG, we expect that similar physics should
arise generically in both systems. Our goal is to obtain
universal effects of interactions in the most general sit-
uation, necessitating leaving out many important, but
nonessential, realistic complications in the experimental
moire´ systems such as strain, substrates, disorder, band
structure details. Such a generic theory using the min-
imal model of our work could be the starting point for
more realistic future theories. We therefore restrict our-
selves to the seemingly simple model of a honeycomb lat-
tice subjected to an external periodic potential to mimic
the essential features of twisted bilayer graphene. As we
would see, even this simple system is extremely difficult
to handle from the perspective of dealing with electron-
electron interactions because of the greatly reduced sym-
metries in the interacting lattice Hamiltonian.
We begin with a low-energy effective theory, which con-
sists of two Dirac cones. In general, the periodic poten-
tial could completely eliminate all point group symme-
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try from the system, leaving only (reduced) translational,
time reversal, and spin SU(2) symmetries. In such a case,
we may see terms that shift the Dirac cones away from
their usual positions at the corners of the Brillouin zone
in addition to a mass term that opens a gap (there are ex-
perimental indications of such Dirac point gaps in tBLG
samples). Our main focus, however, will be on potentials
that preserve a D3 point group symmetry, in which case
only the mass term may appear without any shifts in the
Dirac cones. We then construct the four-fermion interac-
tion terms that the symmetries of the system allow; we
find that 22 such terms are allowed purely by symmetry,
and that this number may be reduced to 10 by the use
of Fierz identities. The interaction problem facing us is
therefore formidable involving in general a 22-parameter
RG flow even within this minimal model of this moire sys-
tem. Even the reduced problem of a 10-parameter flow
has never before attempted in the graphene literature.
We employ a finite-temperature Wilson-Fisher mo-
mentum shell RG procedure in this work39–41. In such
a procedure, we rewrite the partition function for our
system as a path integral in terms of anticommuting
Grassmann fields and impose a momentum cutoff Λ on
the electronic modes. Next, we divide these modes into
“fast” modes, which are those within a thin shell near the
momentum cutoff, and “slow” modes, which are the re-
maining modes. We then integrate out the “fast” modes
perturbatively to one-loop order and rescale the “slow”
modes and the various coupling constants to recover an
action of the same form as that which we started with.
This procedure yields corrections to the various terms
in the action, which yield a set of differential equations
that we call RG equations describing how the various
coupling constants evolve as we integrate out modes.
We show that, if we set the temperature to a “critical
temperature” T = Tc, the constants describing the four-
fermion interactions diverge exponentially, but that ra-
tios thereof tend to finite values. Therefore, we find that
the coupling constants tend toward “fixed rays” rather
than fixed points. These ratios in fact contain informa-
tion about what symmetry-breaking phases the system
is unstable to. To determine which phases these are, we
note that, as we integrate out electronic modes, we also
generate contributions to the free energy, which is sim-
ply given by F = −kBT lnZ, where Z is the partition
function. We use this fact to calculate the free energy in
the presence of “source terms” corresponding to various
symmetry-breaking orders; we may then calculate sus-
ceptibilities towards these orders by taking second deriva-
tives with respect to the source term coefficients. We find
that, just above the critical temperature, any divergent
susceptibility does so as a power of T−Tc, with the power
related to the coupling constant ratios. If a given suscep-
tibility diverges, then we say that the system is unstable
to the associated symmetry-breaking order. Our work is
a highly nontrivial (because of the considerably reduced
symmetry of the system leading to multi-parameter RG
flow) generalization of the earlier RG work on bilayer
graphene42,43. The imposition of the additional periodic
potential considerably complicates the technical aspects
of the RG flow compared with these earlier works, and
leads to some qualitative differences in the results as dis-
cussed below.
We find that, in contrast to similar studies of bilayer
graphene42,43, the only fixed rays that appear here are
isolated. A number of these fixed rays correspond to
multiple instabilities. As a result of these two facts, we
expect that the results of integrating the RG equations
will be sensitive, even qualitatively, to changes in initial
conditions. This is not surprising, given the diverse or-
ders found in the literature in tBLG. A necessary conclu-
sion is that the symmetry-breaking phases in the system
would be fragile and highly sensitive to all the details
of the specific sample, and there could be considerable
sample-to-sample variations in the observed phase dia-
gram (or even in the same sample under thermal cycling).
We emphasize that this finding of “unstable symmetry
breaking” in our minimal model , arising from just pris-
tine interaction effects, could only be much more complex
in real tBLG samples where many nonessential realistic
effects (e.g. strain, phonon, disorder, substrate) would
come into play well beyond our effective low-energy RG
theory.
The rest of this work is organized as follows. In Sec.
II, we introduce the system and our low-energy effective
theory. We then describe and implement our RG proce-
dure in Sec. III. In Sec. IV, we describe how we obtain
the fixed rays, and then describe how we determine what
instabilities they correspond to in Sec. V. We give our
conclusions in Sec. VI, and provide further technical de-
tails of the calculation in the appendices.
II. SYSTEM AND MODEL
We consider here electrons on a tight-binding honey-
comb lattice subject to a periodic potential. Such a lat-
tice, in the absence of the periodic potential, possesses
a D6 point group symmetry, along with time reversal,
spin SU(2), and discrete translational symmetries. In
the “worst-case” scenario, the potential removes all point
group symmetries of the honeycomb lattice, leaving only
time reversal, spin SU(2), and translation symmetries
(the last of these reduced by the applied potential). We
assume that the applied potential is commensurate with
the honeycomb lattice. If the potential is arranged in
such a way as to place a maximum or minimum at a lat-
tice site, however, then the full system will possess a D3
point group symmetry; we will in fact focus on this case
after a brief discussion of the case in which we have no
point group symmetry at all.
We will adopt a low-energy effective theory of this sys-
tem, which consists of two Dirac cones (valleys ± ~K),
a sublattice degree of freedom (A/B), and spin (↑/↓).
We also include all “mass” terms allowed by the sym-
metries of the system. We list the valley and sublattice
components of all bilinears that may be formed, along
with what representations they transform under both
with and without the D6 point group symmetry, in Ta-
ble I. Some of the bilinears transform nontrivially under
translations; these instead transform under representa-
tions of the D3 “small group” of the wave vector, ~K.
For the sake of a self-contained presentation, we also list
the representations44 of D6 and D3 and their associated
characters in Tables II and III, respectively. Here, each
matrix is of the form τiσjsk, where the τ matrix operates
on the valley pseudospin, the σ matrix on the sublattice
pseudospin, and the s matrix on the actual spin. We
should note here that the form of the low-energy the-
ory is completely independent of the exact details of the
applied potential, though determining the values of the
constants appearing therein requires a more detailed cal-
culation.
The model Hamiltonian for the case with no point
group symmetry is similar in form to the low-energy ef-
fective theory for a honeycomb lattice, but includes addi-
tional terms that transform trivially, i.e., under the A+
representation, under the remaining, reduced, symmetry
group of the system with an applied periodic potential.
This Hamiltonian is
H =
∑
~r
ψ†(~r)(vFxpxτzσx1− vFypy1σy1)ψ(~r)
+
∑
~r
ψ†(~r)(vFxk0x1σx1 + vFyk0yτzσy1)ψ(~r)
+ m
∑
~r
ψ†(~r)1σz1ψ(~r)− µ
∑
~r
ψ†(~r)ψ(~r). (1)
The first two “mass” terms, the 1σx1 and τzσy1 terms,
simply displace the Dirac cones away from ± ~K, while
the third, the 1σz1 term, opens a gap in the cones. We
discuss the connection between this low-energy effective
Hamiltonian and the exact Hamiltonian that this repre-
sents in Appendix A.
We have so far covered the noninteracting Hamilto-
nian; we now turn our attention to the interaction terms.
All such terms must, as with the noninteracting terms,
be invariant with respect to the symmetries of the sys-
tem. We may form such invariant terms by use of the
generalized Unso¨ld theorem; all of these will have the
form,
1
2
∑
i
∑
~r
gi[ψ
†(~r)Si,1ψ(~r)][ψ†(~r)Si,2ψ(~r)], (2)
where the matrices Si,j both belong to the same “row” of
a given representation44. In the D6 symmetric case, there
is only one matrix per “row” for each representation; for
example,
1
2
∑
~r
gE2{[ψ†(~r)1σx1ψ(~r)]2 + [ψ†(~r)τzσy1ψ(~r)]2} (3)
is the only interaction term that we can associate with
the E2+ representation. On the other hand, in the case
of no point group symmetry, we see that there are three
matrices in the same “row” of, say, the A+ representa-
tion. There are therefore six distinct ways to form inter-
action terms within this representation. Overall, in the
case with no point group symmetry, we find that there
are 54 allowed interaction terms, while, in the case of
D3 point group symmetry, the number is reduced to 22.
These numbers may be reduced further through the use
of Fierz identities, which are, for 8 × 8 matrices, of the
form,
(ψ†Sk,1ψ)(ψ†Sk,2ψ)
= − 164
∑
ij
Tr(Sk,1ΛjSk,2Λi)(ψ
†Λiψ)(ψ†Λjψ), (4)
where the Λn are all possible matrices of the form, τiσjsk,
and we omitted the position dependence of the operators
ψ for the sake of brevity (we assume that all are at the
same position). As may be seen, these identities relate
the various interaction terms to one another. Using these
identities, we may reduce the number of independent cou-
plings to 22 in the case of no point group symmetry and
10 in the case of D3 point group symmetry. Even though
we will not consider the D6 case here, we note that such
a symmetry allows 18 interaction terms, which may be
reduced to 9 using Fierz identities.
III. RENORMALIZATION GROUP (RG)
PROCEDURE
We now turn our attention to describing the Wilson-
Fisher momentum shell RG technique that we will
employ40. This technique is as follows. We begin by
writing down the partition function for our system as a
path integral:
Z =
∫
D(ψ,ψ∗) e−S(ψ,ψ
∗), (5)
where the ψ are now Grassmann numbers corresponding
to the coherent states of the corresponding operators and
the action S is given by
S(ψ,ψ∗) =
∫ β
0
dτ ψ†(~r, τ)
[
∂
∂τ
+H(ψ,ψ∗)
]
ψ(~r, τ),
(6)
where H is the interacting Hamiltonian written in “nor-
mal order” (i.e., Hermitian conjugates to the left of non-
conjugates) and τ is an “imaginary time”. The next
step is to integrate out electronic modes in momentum
shells. We divide the fields into “slow” modes, denoted
by ψ<, and “fast” modes, denoted by ψ>, where the fast
modes are those modes with momenta within the shell,
Λe−δ` ≤ k ≤ Λ, and δ` is a small change in a scale
parameter ` used to characterize how many modes have
been integrated out. Finally, we rescale all momenta of
the remaining, slow, fields to k′ = keδ` to restore the
region of integration over momentum to k′ ≤ Λ, and
Matrix M Rep. (D6 point group) Rep. (D3 point group) Rep. (no point group)
14 A1+ A1+ A+
1σz B2+ A1+ A+
τzσz A2− A2− A−
τz1 B1− A2− A−
(1σy,−τzσx) E1− E− (A−, A−)
(1σx, τzσy) E2+ E+ (A+, A+)
[τxσx;−τyσx] A1K+ A1K+ AK+
[τxσy;−τyσy] A2K− A2K− AK−
([τx1; τy1], [τyσz;−τxσz]) EK+ EK+ (AK+, AK+)
TABLE I: Bilinears of the form, ψ†(~r)M1ψ(~r), classified according to representations of the symmetry group of the honeycomb
lattice (D6 point group, spin SU(2), time reversal, and translations), those of the reduced symmetry group with only D3 point
group symmetries, and those with no point group symmetries. The + or − in each representation name indicates how the
bilinears transform under time reversal (even or odd, respectively). Corresponding to each of these “charge” representations
are “spin” representations, in which the spin part of the matrix is sk, k = x, y, z; these transform oppositely with respect to
time reversal to the “charge” representations (e.g., the A1 spin representation is odd under time reversal).
Representation E C2 2C3 2C6 3C
′
2 3C
′′
2
A1+ 1 1 1 1 1 1
A2− 1 1 1 1 −1 −1
B1− 1 −1 1 −1 1 −1
B2+ 1 −1 1 −1 −1 1
E1− 2 −2 −1 1 0 0
E2+ 2 2 −1 −1 0 0
TABLE II: Representations of the group D6, along with how
they transform under time reversal (A “+” means the repre-
sentation is even, while “−” means that it is odd).
Representation E 2C3 C
′
2
A1+ 1 1 1
A2− 1 1 −1
E+ 2 −1 0
TABLE III: Representations of the group D3, along with how
they transform under time reversal (A “+” means the repre-
sentation is even, while “−” means that it is odd).
then rescale the fields and constants, thus recovering the
original overall form of the action. This procedure may
be done exactly for the noninteracting system, but must
be done perturbatively once we introduce interactions.
We may express this renormalization of constants in the
form of differential equations (RG equations), as we will
see shortly.
We now apply this procedure to the system under
consideration and, from this point on, we will special-
ize to the case of D3 point group symmetry for the
sake of relative simplicity. In this case, vFx = vFy and
k0x = k0y = 0, as the associated terms no longer trans-
form trivially under the symmetries of the system. We
first determine how the various constants determining the
theory rescale at “tree” level, i.e., at lowest order in the
perturbative expansion. Performing a Fourier transform,
we find that the noninteracting part of the action S0 is
S0(ψ,ψ
∗) =
∫
~kω
ψ†(~k, ω)[−iω + vF (τzσx1kx − 1σy1ky)
+ m1σz1− µ]ψ(~k, ω), (7)
where
∫
~kω
is a shorthand for the Matsubara sum (here,
the sum is over fermionic Matsubara frequencies, ωn =
(2n+1)piβ , where n is an integer) and momentum integral,∫
~kω
=
1
β
∑
ω
∫
k≤Λ
d2~k
(2pi)2
. (8)
The interaction terms, on the other hand, are given by
Sint =
1
2
∑
i
∫
1234
gi[ψ
†(1)Si,1ψ(2)][ψ†(3)Si,2ψ(4)], (9)
where
∫
1234
is a shorthand for the integrals and sums
appearing in this expression along with delta functions
expressing momentum and energy conservation,∫
1234
=
1
β4
∑
ω1...ω4
∫
k1,...k4≤Λ
d2~k1
(2pi)2
· · · d
2~k4
(2pi)2
× (2pi)2δ(2)(~k1 − ~k2 + ~k3 − ~k4)
× βδ(ω1 − ω2 + ω3 − ω4),
(10)
and ψ(n) = ψ(~kn, ωn).
If we now perform the procedure summarized above,
we find that the various constants in our theory rescale
at tree level as follows:
m′ = meδ`, (11)
µ′ = µeδ`, (12)
g′SU = gSUe
−δ`, (13)
β′ = βe−δ`. (14)
The last may be rewritten in terms of temperature as
T ′ = Teδ`. These may also be recast as differential equa-
tions; letting x′ = x(`+ δ`) and x = x(`), where x is any
one of the above constants, we may easily show that
dm
d`
= m, (15)
dµ
d`
= µ, (16)
dgi
d`
= −gi, (17)
dT
d`
= T. (18)
We thus see that the mass, chemical potential, and tem-
perature are all relevant parameters under RG, that the
Fermi velocity vF is marginal, and that the four-fermion
couplings gi are irrelevant, all at tree level. However, the
one-loop corrections to these RG equations can, and in
some cases will, change these behaviors.
We now turn to one-loop corrections. These are the
highest-order corrections that will appear within our RG
analysis, as multi-loop corrections will be of order (δ`)k,
k > 1, and thus will vanish in the resulting RG equa-
tions. We obtain contributions to m, µ, and gSU at this
order; we show the diagrams corresponding to the m and
µ corrections in Fig. 1 and those for the corrections to gi
in Fig. 2.
✭❛✮
✭
❜
✮
FIG. 1: Diagrams representing the one-loop corrections to
the chemical potential µ and mass m. The solid red lines
represent “fast” modes, the solid black lines “slow” modes,
and the dashed lines interactions.
Before we begin determining these corrections, we need
the bare Green’s function for the system G0(~k, ω); it is
given by
G0(~k, ω) =
(iω + µ)18 + vF (kxτzσx1− ky1σy1) +m1σz1
(−ω + iµ)2 + v2F k2 +m2
.
(19)
A. One-loop corrections to mass and chemical
potential
We will begin with the contributions to m and µ, and
with the “tadpole” diagram, Fig. 1a. Both of these con-
tributions are first order in the interaction terms, and
come from those terms containing two “slow” and two
“fast” modes. This corresponds to terms of the form,
∆S(tadpole)
= 12
∑
i
gi
∫
1234
〈ψ†<(1)Si,1ψ<(2)ψ†>(3)Si,2ψ>(4)〉0,>,C
+(S ←→ U). (20)
Using Wick’s theorem and the fact that G0(~k, ω) =
〈ψ(~k, ω)ψ†(~k, ω)〉, we find that
∆S(tadpole)
= − 12
∑
i
gi
∫
1234
ψ†<(1)Si,1ψ<(2)Tr[Si,2G(3)]δ(3− 4)
+(Si,1 ←→ Si,2). (21)
This simplifies to
∆S(tadpole) = − 12
∑
i
gi
∫
~kω
ψ†<(~k, ω)Si,1ψ<(~k, ω)
× Tr
[∫ >
~k′ω′
Si,2G(~k
′, ω′)
]
+ (Si,1 ←→ Si,2),
(22)
where the notation,
∫ >
~k′ω′ , simply means to integrate only
over the “fast” momenta. These sums and integrals may
easily be evaluated; we obtain∫ >
~kω
iω + µ
(ω + iµ)2 + [E(~k)]2
=
Λ
8pi
F0(µ,m, T ) δ` (23)
and∫ >
~kω
1
(ω + iµ)2 + [E(~k)]2
=
Λ
8pim
Fz(µ,m, T ) δ`, (24)
where
F0(µ,m;T ) = tanh
(
EΛ − µ
2T
)
− tanh
(
EΛ + µ
2T
)
,
(25)
Fz(µ,m;T ) =
m
EΛ
[
tanh
(
EΛ − µ
2T
)
+ tanh
(
EΛ + µ
2T
)]
,
(26)
and EΛ =
√
v2FΛ
2 +m2. If we now substitute this into
the expression for ∆S(tadpole), we find that
∆S(tadpole)
= − Λ
16pi
∑
i
gi
∫
~kω
ψ†<(~k, ω)Si,1ψ<(~k, ω)
×[Tr(Si,2)F0(µ,m;T ) + Tr(Si,21σz1)Fz(µ,m;T )] δ`
+(S ←→ U). (27)
We see that this represents a correction to one of either
the chemical potential term or the mass term, depending
on whether Si,1 = 18 or Si,1 = 1σz1. In fact, the traces in
✭❛✮ ✭❜✮ ✭❝✮ ✭❞✮ ✭❡✮
FIG. 2: Diagrams representing the one-loop corrections to the four-fermion couplings gi. The solid red lines represent “fast”
modes, the solid black lines “slow” modes, and the dashed lines interactions.
this expression will only be nonzero if Si,2 = 18 or Si,2 =
1σz1, meaning that only those terms corresponding to
the A1+ representation give a nonzero contribution via
the “tadpole” diagram.
We now consider the “sunrise” diagram, Fig. 1b, which
corresponds to terms of the form,
∆S(sunrise)
=
1
2
∑
i
gi
∫
1234
〈ψ†>(1)Si,1ψ<(2)ψ†<(3)Si,2ψ>(4)〉0,>,C
+ 12
∑
i
gi
∫
1234
〈ψ†<(1)Si,1ψ>(2)ψ†>(3)Si,2ψ<(4)〉0,>,C .
(28)
Evaluating the averages as before, we get
∆S(sunrise)
= 12
∑
i
gi
∫
~kω
ψ†<(~k, ω)
[∫ >
~k′ω′
Si,2G(~k
′, ω′)Si,1
]
ψ<(~k, ω)
+(Si,1 ←→ Si,2). (29)
Using the formulas given earlier for the integrals over the
“fast” momenta, this becomes
∆S(sunrise)
=
Λ
16pi
∑
i
gi
∫
~kω
ψ†<(~k, ω)Si,2Si,1ψ<(~k, ω)F0(µ,m;T )
+
Λ
16pi
∑
i
gi
∫
~kω
ψ†<(~k, ω)(Si,21σz1Si,1)ψ<(~k, ω)Fz(µ,m;T )
+(S ←→ U). (30)
Unlike the “tadpole” contribution, the “sunrise” contri-
bution will yield nonzero terms proportional to the cou-
pling constants coming from all representations, not just
A1+.
The full RG equations for µ and m are of the form,
dµ
d`
= µ+
∑
i
[B0µ,iF0(µ,m;T ) +B
z
µ,iFz(µ,m;T )]gi,
(31)
dm
d`
= m+
∑
i
[B0m,iF0(µ,m;T ) +B
z
m,iFz(µ,m;T )]gi.
(32)
When we evaluate the coefficients, however, we find that
all of the Bzµ,i = 0 and that all of the B
0
m,i = 0. This sim-
plifies our later calculations, as we will see below. This
also implies, as may be seen from the form of the equa-
tions, that, if we set either µ or m to zero, then we will
never generate them, i.e., they will not renormalize to
nonzero values.
B. One-loop corrections to four-fermion coupling
constants
We next determine the corrections to the four-fermion
coupling constants gSU , which are depicted in Fig. 2.
Evaluating these five contributions, we find that the RG
equations for the four-fermion couplings all have the
form,
dgi
d`
= −gi +
∑
j,k
∑
a
A
(a)
ijkgjgkΦa(µ,m;T ). (33)
In arriving at this form, we evaluate integrals and sums
of the form, ∫ >
~kω
G0(~k, ω)⊗G0(±~k,±ω). (34)
We present the results of doing so, in the form of the
functions Φa, in Appendix B. We list the expressions ob-
tained from each of the diagrams in Fig. 2 in Appendix
C.
IV. FIXED RAYS
We now determine what the various outcomes of inte-
grating the RG equations are. We start by showing that,
if the temperature is tuned to what we will call the crit-
ical temperature, T = Tc, integrating the RG equations
for the four-fermion couplings gi will result in at least
one of said couplings diverging exponentially. However,
it turns out that ratios of these couplings tend toward
fixed values; we will show later that these “fixed rays”
in the space of the gi tell us what symmetry-breaking
orders the system is unstable to. If the temperature is
above this critical temperature, then the gi all saturate
to finite values as ` → ∞. If, on the other hand, the
temperature is below the critical temperature, then one
or more of the gi will diverge to infinity at some finite
value of `.
In all of these cases, we need to first solve for the fixed
ratios themselves. To do this, we first derive the equa-
tions for ratios of the gi with one of the couplings, which
we will call gr (which of course is assumed to diverge),
ρi =
gi
gr
. (35)
Doing this, we obtain
dρi
d`
=
1
g2r
(
dgi
d`
gr − gi dgr
d`
)
= gr
∑
j,k
∑
a
[A
(a)
ijk −A(a)rjkρi]ρjρkΦa(µ,m;T ).
(36)
We find that the behavior of the equations for large `
depends on how rapidly T , µ, and m increase, and breaks
down into three cases:
1. T runs faster than µ and m.
2. µ and m run faster than T and |µ| > |m|.
3. µ and m run faster than T and |µ| < |m|.
Which of these three cases we consider determines the
form of the equations that we have to solve to determine
the fixed rays and what instabilities they represent. We
now discuss each case in turn.
Case 1: In this case, the temperature T increases more
quickly than µ or m for large `. We will determine the
large ` behavior of µ, m, and the gi under this assump-
tion. In the limit of large `, the Φa functions that de-
crease the most slowly are
Φ2,+ ≈ Φ2,− ≈ Λ
8piT
. (37)
In addition, the functions F0 and Fz appearing in the
equations for µ and m behave as follows.
F0 ≈ Λ
8pi
µ
T
, (38)
Fz ≈ Λ
8pi
m
T
. (39)
We first determine the asymptotic behavior of the four-
fermion couplings gi for T = Tc. The equations will all
take the form,
dgi
d`
= −gi + Λe
−`
8piTc
∑
jk
A¯ijkgjgk, (40)
where A¯ijk = A
2,+
ijk + A
2,−
ijk . By the definition of Tc, we
know that, for T = Tc, gi(` → ∞) → ∞. We now
substitute in gi(`) = gi,0e
δg`, obtaining
δggi,0e
δg` = −gi,0eδg`+ Λe
(2δg−1)`
8piTc
∑
jk
A¯ijkgj,0gk,0, (41)
or
(δg + 1)gi,0e
δg` =
Λe(2δg−1)`
8piTc
∑
jk
A¯ijkgj,0gk,0. (42)
This equation is satisfied if δg = 2δg − 1, or δg = 1. This
is consistent with our assertion that gi diverges to infin-
ity as ` → ∞. We now determine the constants, gi,0.
We mentioned earlier that ratios of any two divergent gi
tend to finite values; we will rewrite the above equation
in terms of these ratios. If we now rewrite the above
equation in terms of these ratios ρi, we obtain, after sim-
plification,
2gr,0 =
Λ
8piTc
g2r,0
∑
jk
A¯rjkρjρk. (43)
Solving for gr,0, we obtain
gr,0 =
16piTc
ΛAr , (44)
where
Ar =
∑
jk
A¯rjkρjρk. (45)
All other gi,0 may be obtained simply by multiplying gr,0
by the appropriate ratio.
Next, we consider the equations for µ and m. In the
limit of large `, these become
dµ
d`
= µ+
Λe−`
8piTc
∑
i
(B0µ,iµ+B
z
µ,im)gi, (46)
dm
d`
= m+
Λe−`
8piTc
∑
i
(B0m,iµ+B
z
m,im)gi. (47)
If we substitute the asymptotic expressions for gi ob-
tained above into these equations, we get
dµ
d`
= µ+
2
Ar (B
0
µµ+ Bzµm), (48)
dm
d`
= m+
2
Ar (B
0
mµ+ Bzmm), (49)
where
Byx =
∑
i
Byx,iρi. (50)
We see that the equations for µ and m reduce to a pair
of first-order linear differential equations. Our earlier re-
sults imply that Bzµ = B0m = 0, so that these equations
are decoupled. We just need one of either µ or m to
increase more slowly than T (or even decrease); if the
other increases more quickly, then that means that the
corresponding parameter must be set to zero to obtain
that outcome.
Case 2: Next, we consider the case in which the gi
increases more slowly than µ and m, and in which |µ| >
|m|, i.e., the chemical potential is outside the gap. In
this case, the most slowly-increasing of the Φa functions
will be
Φ0,z,− ≈ Λ
8pi
m2
µ(µ2 −m2) , (51)
Φ1,z,−+ = −Φ1,z,−− ≈ − Λ
8pi
m
µ2 −m2 , (52)
Φ2,− ≈ − Λ
8pi
2µ2 −m2
µ(µ2 −m2) . (53)
We will assume for now that the gi, µ, and m all increase
exponentially for large `; we will show here that this as-
sumption is consistent. For concreteness, we assume that
gi(`) = gi,0e
δg`, µ(`) = µ0e
η`, and m(`) = m0e
η`. In this
case, the equations for gi become
dgi
d`
= −gi + Λ
8pi
∑
j,k
[
A
(0,z,−)
ijk
m20
µ0(µ20 −m20)
− (A(1,z,−+)ijk −A(1,z,−−)ijk )
m0
µ20 −m20
− A(2,−)ijk
2µ20 −m20
µ0(µ20 −m20)
]
e−η`gjgk. (54)
Substituting our ansatz for gi into this equation, we get
δggi,0e
δg` = −gi,0eδg` + Λ
8pi
∑
j,k
[
A
(0,z,−)
ijk
m20
µ0(µ20 −m20)
− (A(1,z,−+)ijk −A(1,z,−−)ijk )
m0
µ20 −m20
− A(2,−)ijk
2µ20 −m20
µ0(µ20 −m20)
]
gj,0gk,0e
(2δg−η)`. (55)
This equation is satisfied if we let δg = 2δg−η, or δg = η.
We may now solve for gi,0 with a similar procedure to the
previous case. Rewriting the above equation in terms of
the ratios ρi and simplifying, we get
η + 1
gr,0
=
Λ
8pi(µ20 −m20)
∑
j,k
[
A
(0,z,−)
rjk
m20
µ0
− (A(1,z,−+)rjk −A(1,z,−−)rjk )m0
− A(2,−)rjk
2µ20 −m20
µ0
]
ρjρk. (56)
If we now denote the sum over j and k by A′r(µ0,m0),
we get
gr,0 =
8pi(η + 1)(µ20 −m20)
ΛA′r(µ0,m0)
. (57)
As before, we may obtain the other gi,0 by multiplying
the above by the appropriate ratio.
With this result, we can now consider the equations
for µ and m. In the limit of large `, only F0 is nonzero:
F0(µ,m;T ) ≈ Λ
4pi
sgn
( |m|+ µ
2T
)
. (58)
We then obtain
dµ
d`
= µ+
Λ
4pi
sgn
( |m|+ µ
2T
)∑
i
B0µ,igi,
(59)
dm
d`
= m+
Λ
4pi
sgn
( |m|+ µ
2T
)∑
i
B0m,igi.
(60)
If we now make our earlier ansatz and substitute the
expression for the gi obtained earlier, we obtain
(η − 1)µ0 = 2(η + 1)(µ
2
0 −m20)
A′r(µ0,m0)
sgn
( |m0|+ µ0
2T
)
×
∑
i
B0µ,iρi,
(61)
(η − 1)m0 = 2(η + 1)(µ
2
0 −m20)
A′r(µ0,m0)
sgn
( |m0|+ µ0
2T
)
×
∑
i
B0m,iρi.
(62)
We note, however, that B0m,i = 0, so that the second
equation simplifies to
(η − 1)µ0 = 2(η + 1)(µ
2
0 −m20)
A′r(µ0,m0)
sgn
( |m0|+ µ0
2T
)
×
∑
i
B0µ,iρi,
(63)
(η − 1)m0 = 0. (64)
We thus find that, unless we set m0 = 0, we must take
η = 1, violating our assumption that T increases more
slowly than µ or m. If we take m0 = 0, then the equation
for µ becomes
(η − 1)µ0 = 2(η + 1)µ
2
0
A′r(µ0, 0)
sgn
( µ0
2T
)∑
i
B0µ,iρi. (65)
However, our expression for A′r(µ0,m0) reduces to
A′r(µ0, 0) = −2µ0
∑
j,k
A
(2,−)
rjk ρjρk. (66)
We expect the most likely outcomes of actual integra-
tion of the RG equations to fall within the previous case,
and thus we will not treat this case further here. In con-
cluding this, we are guided by a similar study of bilayer
graphene with a band gap opened by, for example, an
applied electric field undertaken in Ref. 42. We also note
that the requirement that m0 = 0 would imply a com-
plete absence of a periodic potential, i.e., we are dealing
with just a honeycomb lattice.
Case 3: Finally, we consider the case in which, once
again, µ and m increase more rapidly than T for large
`, but this time |µ| < |m|, i.e., the chemical potential is
inside the gap. In this case, the most slowly-decreasing
of the Φa are
Φ0,z,+ ≈ Λ
8pi|m| , (67)
Φ2,+ ≈ Λ
8pi|m| , (68)
Φ0,z,− ≈ Λ
8pi
|m|
m2 − µ2 , (69)
Φ1,z,−+ = −Φ1,z,−− ≈ − Λ
8pi
µ
m2 − µ2 sgn m, (70)
Φ2,− ≈ − Λ
8pi
|m|
m2 − µ2 . (71)
If we now make the same ansatz as before, taking gi(`) =
gi,0e
δg`, µ(`) = µ0e
η`, and m(`) = m0e
η`, then the equa-
tions for the gi become
(δg + 1)gi,0e
δg` =
Λe(2δg−η)`
8pi|m0|
∑
j,k
[
(A
(0,z,+)
ijk +A
(2,+)
ijk )
+
m20
m20 − µ20
(A
(0,z,−)
ijk +A
(2,−)
ijk )
− µ0m0
m20 − µ20
(A
(1,z,−+)
ijk +A
(1,z,−−)
ijk )
]
gj,0gk,0.
(72)
Once again, this equation is satisfied if δg = η. We may
solve for this in terms of the fixed ratios as before, ob-
taining
δg + 1
gr,0
=
Λ
8pi|m0|
∑
j,k
[
(A
(0,z,+)
rjk +A
(2,+)
rjk )
+
m20
m20 − µ20
(A
(0,z,−)
rjk +A
(2,−)
rjk )
− µ0m0
m20 − µ20
(A
(1,z,−+)
rjk +A
(1,z,−−)
rjk )
]
ρjρk,
(73)
or, denoting the sum on j and k by A′′r (µ0,m0),
gr,0 =
8pi(δg + 1)|m0|
ΛA′′r (µ0,m0)
. (74)
Now we consider the equations for µ and m. In this
case, only Fz is nonzero for large `:
Fz(µ,m;T ) ≈ Λ
4pi
sgn m. (75)
The equations then become
dµ
d`
= µ+
Λ
4pi
sgn m0
∑
i
Bzµ,igi,
(76)
dm
d`
= m+
Λ
4pi
sgn m0
∑
i
Bzm,igi.
(77)
If we now make our earlier ansatz and substitute the
expression for the gi obtained earlier, we obtain
(η − 1)µ0 = 2(η + 1)|m0|A′′r (µ0,m0)
sgn m0
∑
i
Bzµ,iρi,
(78)
(η − 1)m0 = 2(η + 1)|m0|A′′r (µ0,m0)
sgn m0
∑
i
Bzm,iρi.
(79)
We note, however, that Bzµ,i = 0, and thus the above
becomes
(η − 1)µ0 = 0, (80)
(η − 1)m0 = 2(η + 1)|m0|A′′r (µ0,m0)
sgn m0
∑
i
Bzm,iρi.
(81)
Similarly to the previous case, we conclude that we must
set µ0 = 0 in order to obtain consistency with our as-
sumptions in this case. if we do so, however, we find that
A′′r (µ0,m0) simplifies to
A′′r (0,m0) =
∑
j,k
(
A
(0,z,+)
rjk +A
(2,+)
rjk
+ A
(0,z,−)
rjk +A
(2,−)
rjk
)
ρjρk. (82)
For similar reasons as in the previous case, we will save
further treatment of this case for future work.
V. ANALYSIS OF FIXED RAYS
We now describe how we determine what symmetry-
breaking phases each fixed ray represents an instability
towards. To do this, we calculate the susceptibility of
the system as a function of temperature near the “crit-
ical temperature”. We can, in turn, do this by noting
that, as we integrate out electronic modes in our RG
analysis, we produce a multiplicative constant contribu-
tion to the partition function that we have been ignoring
so far. These multiplicative constants in fact represent
contributions to the free energy of the system. Our basic
strategy for determining the susceptibilities is as follows.
We start by adding “source terms” to the action, which
have the form,
S∆ =
∑
i
∆phi
∫
~kω
ψ†(~k, ω)Miψ(~k, ω)
+ 12
∑
i
∆ppi
∫
~kω
ψ†(~k, ω)Miψ∗(~k, ω) + c.c., (83)
where the matrices Mi run over all possible 8× 8 matri-
ces of the form, τi ⊗ σj ⊗ sk. Note that some of the ∆
may be equal to one another if their associated matrices
belong to the same representation of D3. These source
terms correspond to different “particle-hole” (ph), or ex-
citonic, and “particle-particle” (pp), or superconducting,
order parameters. We provide a list of the representa-
tions that each of these source terms correspond to, along
with what order they represent, in Tables IV (ph) and
V (pp). We note that the excitonic states are very sim-
ilar to those that are possible in bilayer graphene43 due
to the mathematical similarity to that case, though the
physical interpretation will be slightly different. In the
pp case, only those terms with antisymmetric matrices
Mi appear. We determine the contributions to the free
energy as we integrate out modes up to second order in
these source terms. Finally, we can calculate the sus-
ceptibilities to various order parameters by calculating
second derivatives of the free energy:
χphij = −
∂2f
∂∆phi ∂∆
ph
j
, (84)
χppij = −
∂2f
∂(∆ppi )
∗∂∆ppj
, (85)
where f is the free energy per unit area.
A. One-loop RG equations for the source terms
Before we determine the free energy, we must also de-
termine how these source terms renormalize to one loop.
At tree level, the renormalized source terms are given by
∆(`) = ∆0e
`, or
d∆
d`
= ∆. (86)
We now determine the one-loop corrections, depicted in
Figs. 3 and 4. The corrections for the ph source terms
are given in Fig. 3. The first diagram, Fig. 3a, yields
∆Sph∆ (3a) =
1
4
∫
~kω
∑
ij
∆phj ψ
†(~k, ω)Si,2M¯jSi,1ψ(~k, ω)
+ (Si,1 ←→ Si,2), (87)
where
M¯j =
∫ >
~k′ω′
G(~k′, ω′)MjG(~k′, ω′). (88)
✭❛✮
✭❜✮
FIG. 3: Diagrams corresponding to one-loop corrections to
the particle-hole (ph) source terms. Solid black lines corre-
spond to “slow” modes, solid red lines to “fast” modes, dashed
lines to four-fermion interactions, and wavy lines to a source
term vertex.
FIG. 4: Diagram corresponding to one-loop corrections to
the particle-particle (pp) source terms. Solid black lines cor-
respond to “slow” modes, solid red lines to “fast” modes,
dashed lines to four-fermion interactions, and wavy lines to a
source term vertex.
The second, Fig. 3b, yields
∆Sph∆ (3b) = − 14
∫
~kω
∑
ij
∆phj Tijψ
†(~k, ω)Si,1ψ(~k, ω)
+ (Si,1 ←→ Si,2), (89)
where
Tij = Tr
[∫ >
~k′ω′
G(~k′, ω′)Si,2G(~k′, ω′)Mj
]
. (90)
Now we consider the pp source terms. In this case, we
have only one diagram contributing to one-loop renor-
malization, shown in Fig. 4. This diagram yields
∆Spp∆ =
1
4
∫
~kω
∑
ij
∆phj ψ
†(~k, ω)Si,1N¯jSTi,2ψ(~k, ω)
+ (Si,1 ←→ Si,2), (91)
Representation Matrices Charge order Spin order
A1+ 14, 1σz Charge density wave Ferrimagnetic
A2− τzσz, τz1 Anomalous quantum Hall Quantum spin Hall
E1− (1σy,−τzσx) Loop current Loop spin current
E2+ (1σx, τzσy) Nematic Spin nematic
A1K+ [τxσx;−τyσx] Kekule´ Spin Kekule´
A2K− [τxσy;−τyσy] Kekule´ current Kekule´ spin current
EK+ ([τx1; τy1], [τyσz;−τxσz]) Charge density wave Spin density wave
TABLE IV: List of representations of D3 and the corresponding particle-hole (excitonic) order parameters. The ± after each
representation represents how the corresponding charge order transforms under time reversal. Only the valley and sublattice
components of the matrices are shown. We list both the charge and spin variants of each order in the same row; the spin order
has the opposite time reversal symmetry to the corresponding charge order (e.g., the ferrimagnetic state is odd under time
reversal).
Representation Matrices Order
A1 (s) τx1, τxσz s+ dz2−x2−y2 -wave
A2 (t) τyσz, τy1 pz + f -wave
E1 (t) (τyσx, τxσy) (px, py)-wave
E2 (s) (τxσx, τyσy) (dx2−y2 , dxy)-wave
A1K (s) [1σx, τzσx] s-wave PDW
A2K (t) [1σy, τzσy] pz-wave PDW
EK (s) ([14; 1σz], [τzσz;−τz1]) (dx2−y2 , dxy, dxz, dyz)-wave PDW
TABLE V: List of representations of D3 and the corresponding particle-particle (superconducting) order parameters. The letter
after each representation name denotes whether the order is a singlet (s) or triplet (t) order. We omit the spin matrix in the
list of matrices; it is sy for singlet orders and 1, sx, or sz for triplet orders.
where
N¯j =
∫ >
~k′ω′
G(~k′, ω′)MjGT (−~k′,−ω′). (92)
Overall, these contributions lead to RG equations of the
form,
d∆i
d`
= ∆i +
∑
jk
∑
a
B˜
(a)
ijk∆jgkΦa(µ,m, T ). (93)
We now consider the behavior of the source terms
for large ` and at T = Tc. For reasons stated ear-
lier, we will focus only on the case where T increases
more rapidly than µ and m. As stated before, the Φa
functions that decrease the most slowly in this case are
Φ2,+ ≈ Φ2,− ≈ Λ8piT . The equations for the ∆i then
become, after substituting the large ` expression for the
gi,
d∆i
d`
= ∆i +
2
Ar
∑
j
B˜ij∆j , (94)
where
B˜ij =
∑
k
[B˜
(2,+)
ijk + B˜
(2,−)
ijk ]ρk. (95)
We will thus have, at most, a system of two linear equa-
tions describing a given source term. If a given term
does not couple to another, then it will simply be given
by ∆i(`) = ∆i(`0)e
ηi`, where
ηi = 1 +
2B˜ii
Ar . (96)
Otherwise, we simply solve the system of equations using
standard techniques.
B. Free energy
Now that we have derived the RG equations, we turn
our attention to the free energy. More specifically, we will
calculate the contribution to the free energy per unit area
from the source terms alone. The diagrams that repre-
sent contributions from the source terms is shown in Fig.
5. The first diagram, Fig. 5a, represents the contribution
from the ph source terms, and yields the following result
for the free energy per unit area from the source terms:
∆f∆(ph) = − 12
∫ ∞
0
d` e−3`
×
∫ >
~kω
∑
ij
∆phi ∆
ph
j Tr[MiG(
~k, ω)MjG(~k, ω)]
✭❛✮ ✭❜✮
FIG. 5: Diagrams representing one-loop contributions to the
free energy from the (a) particle-hole source terms and (b)
particle-particle source terms. The wavy lines represent the
source term vertices and the red lines to fast electronic modes.
= − 12
∫ ∞
0
d` e−3`
∑
ij
∑
a
α
(a),ph
ij ∆
ph
i ∆
ph
j Φa(µ,m, T ).
(97)
The second diagram, Fig. 5b, represents the contribution
from the pp terms, and yields
∆f∆(pp) = − 14
∫ ∞
0
d` e−3`
×
∫ >
~kω
∑
ij
∆ppi (∆
pp
j )
∗Tr[MiG(~k, ω)MjG(~k, ω)] + c.c.
= − 14
∫ ∞
0
d` e−3`
∑
ij
∑
a
α
(a),pp
ij ∆
pp
i (∆
pp
j )
∗Φa(µ,m, T )
+c.c. (98)
With these results, we may now derive the suscepti-
bilities and thus determine which of them diverge for a
given fixed ray. More specifically, we will determine their
behavior for T close to, and just above, Tc. We start by
revisiting the equations for the gi. In this case, we may
still use the large ` approximations for the Φa, but now
we assume that gi tends to a very large, but finite, value
as ` → ∞. If we solve the equation for the gr that we
divide by to obtain the ratios ρi in this case, we get
1
gr(`, T )
=
e`−`0
gr(`0, T )
+
Ar
16piT
(e−2` − e−2`0)e`, (99)
where `0  1. We now make use of the fact that, at
T = Tc,
1
gr(`0, Tc)
=
Ar
16piTc
e−`0 , (100)
to rewrite the above as
1
gr(`, T )
= e`−`0
[
1
gr(`0, T )
− 1
gr(`0, Tc)
]
+
Ar
16pi
e`−2`0
(
1
Tc
− 1
T
)
+
Ar
16piT
e−`.(101)
We may now use the fact that, to first order in T − Tc,
1
gr(`0, T )
≈ 1
gr(`0, Tc)
+
[
∂
∂T
1
gr(`0, T )
]∣∣∣∣
T=Tc
(T − Tc)
(102)
to obtain
1
gr(`, T )
= cr(T − Tc)e` + Ar
16piT
e−`, (103)
where cr is a constant.
We now perform a similar analysis of the equations for
the source terms. Doing so, we find that, for a ∆i that
is not coupled to any other ∆j ,
∆i(`, T ) = ∆i(`0, T )e
ηi(`−`0)
[
Cr(T − Tc)e2`0 + 1
Cr(T − Tc)e2` + 1
](ηi−1)/2
,
(104)
where Cr is a constant proportional to the constant cr
appearing in the equation for gr(`, T ).
If we now substitute these results into the free energy
and determine the contribution from the integral on ` for
` > `0 (which is where we expect the divergence to come
from), we find that it goes as (T − Tc)2−ηi , and thus the
susceptibility,
χphii (T ) = −
∂2f
∂[∆phi (` = 0, T )]
2
(105)
or
χppii (T ) = −
∂2f
∂∆ppi (` = 0, T )∂[∆
pp
i (` = 0, T )]
∗ , (106)
will diverge with the same exponent provided that ηi > 2.
We note that ∆i(` = `0) ∝ ∆i(` = 0) simply due to the
linearity of the equations giving ∆i. Therefore, if the
condition that ηi > 2, or
2Bii
Ar
> 1, (107)
is satisfied, then the corresponding susceptibility expo-
nent diverges, and we claim that the system is unstable
to the associated order.
A similar analysis for the case of coupled source terms
shows that, provided that the system of RG equations
yields at least one solution eηi` that satisfies the condi-
tion that ηi > 2, then we have an instability towards the
corresponding order. We note that coupling of source
terms only occurs if they correspond to the same repre-
sentation of the symmetry group of the system.
With these results, we are now ready to determine
the leading instabilities of the system that the various
fixed rays correspond to. Unlike in the case of bilayer
graphene, considered in Refs. 42 and 43, we do not find
any one-parameter or more families of fixed rays; all of
the fixed rays are isolated. However, we find a very large
number (thousands) of solutions. A number of these
rays correspond to multiple instabilities simultaneously
present. The fact that we only obtain isolated fixed rays,
rather than any multiparameter families, indicates that
the system is unstable to perturbations in the initial con-
ditions, causing the system to converge to a different fixed
ray. These two facts are not surprising, given the diver-
sity of symmetry-breaking states found so far in the re-
lated, but not identical, twisted bilayer graphene system.
We also find one of two outcomes for the mass m and the
chemical potential µ—either the mass diverges to infin-
ity and the chemical potential goes to zero, or vice versa.
These two outcomes would result from starting with the
chemical potential inside or outside the gap, respectively.
VI. CONCLUSION
We have investigated the possibility of instabilities to
interaction-induced symmetry-breaking orders in a hon-
eycomb lattice away from half-filling, i.e., the chemical
potential µ 6= 0, subject to a periodic potential. For
simplicity, we assumed that the periodic potential pre-
served a D3 point group symmetry, along with transla-
tional symmetry (though reduced from that of the un-
modified lattice), time reversal, and spin SU(2). This al-
lows for a mass gap m to be present. We employ a finite-
temperature Wilson-Fisher momentum shell RG proce-
dure in this work. We derived the RG equations for the
four-fermion coupling constants gi, the chemical poten-
tial µ, the mass m, and the temperature T . Also for sim-
plicity, we focused on the case in which T increases more
quickly at large RG scaling parameter ` than µ or m. We
then showed that, at some “critical temperature” Tc, the
coupling constants diverge exponentially, but that ratios
thereof remained finite. We finally showed how these ra-
tios could be used to determine what symmetry-breaking
orders the system would be unstable to. We found that
there were thousands of isolated fixed rays, a contrast
to similar studies of bilayer graphene42,43, where a two-
parameter family of fixed rays was found in addition to
only a few isolated rays. In some cases, these rays cor-
responded to instabilities toward several different orders,
which is not surprising given the diverse orders detected
in experiments on the related, though not entirely iden-
tical, twisted bilayer graphene.
Our detailed multi-parameter RG analysis within a
simple minimal lattice model points to the real pos-
sibility that moire´ superlattices (e.g. twisted bilayer
graphene near the magic angle), may manifest ”unsta-
ble symmetry-breaking” where the symmetry-breaking
phases are intrinsically fragile, and the physics depends
sensitively on all the details and initial conditions, even
excluding the realistic complications of disorder, strain,
phonon, substrate, etc. Our work is consistent with there
being considerable sample dependence in the observed
phenomenology of various correlated exotic phases in
tBLG. Such a generic fragile “unstable symmetry break-
ing” scenario leads us to conclude that it is likely that
experimental development would lead to the observation
of many exotic ground states in the system.
Similar considerations in these previous works on bi-
layer graphene concerning the exponents apply here as
well; we expect that our procedure captures the basic
qualitative behavior of the susceptibilities (i.e., whether
or not they diverge), even if the exact exponents are not
quite correct. We also note that many of these fixed rays
correspond to multiple instabilities. Our method does
not give further information other than the possibility of
these orders emerging. Other methods are required to
determine which of these orders actually emerges.
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Appendix A: Exact non-interacting Hamiltonian
We show here that the exact band structure resulting
from a tight-binding honeycomb lattice Hamiltonian with
an external periodic potential produces the features that
we incorporate into our low-energy effective theory. The
exact Hamiltonian is given by
H = −t
∑
~r,σ
[c†σ(~r)cσ(~r+~δ) + h.c.] +
∑
~r,σ
V (~r)nσ(~r), (A1)
where nσ(~r) = c
†
σ(~r)cσ(~r), V (~r) is a periodic potential
that we assume has a periodicity commensurate with the
lattice, ~r runs over the underlying triangular Bravais lat-
tice for the honeycomb lattice, σ is the spin, and ~δ = a~ˆy.
If ~a1 and ~a2 are the primitive vectors of the honeycomb
lattice’s Bravais lattice, then we assume that the corre-
sponding primitive vectors of the periodic potential are
n~a1 and n~a2. In general, even the constraints that we
assume on the periodic potential can eliminate all point-
group symmetries, leaving only translational, time rever-
sal, and spin SU(2) symmetries. However, certain choices
of potential will preserve up to a D3 point-group symme-
try, the situation that we focus on in our work. One such
potential is
V (~r) = V0[cos( ~Q1 · ~r) + cos( ~Q2 · ~r) + cos( ~Q3 · ~r)], (A2)
where ~Q1 =
2pi
n
√
3a
~ˆx − 2pi3na ~ˆy, ~Q2 = 4pi3na ~ˆy, and ~Q3 =
− ~Q1 − ~Q2 = − 2pin√3a ~ˆx − 2pi3na ~ˆy. To show the existence
of Dirac cones in this model, we numerically diagonalize
the Hamiltonian and show the middle two bands, which
we do for n = 5 and V0 = t in Fig. 6. We see that there is
a gapped Dirac cone at crystal momentum ~K = 4pi
3n
√
3
~ˆx.
Appendix B: Integrals occurring in the RG
equations for the four-fermion coupling constants
We now present the sums and integrals that occur in
evaluating the integral and sum in Eq. (34). Doing so,
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FIG. 6: (a) Illustration of the Brillouin zone for the full Hamil-
tonian, Eq. (A1). The path along which we sweep the crystal
momentum ~k in the plot to the right is shown in red. (b) Plot
of the middle two bands obtained from the Hamiltonian, Eq.
(A1), as a function of crystal momentum ~k.
we obtain∫ >
~kω
G0(~k, ω)⊗G0(~k, ω)
= Φ2,+1⊗ 1 + I1,z,+(1⊗ 1σz1 + 1σz1⊗ 1)
+Φ0,xy,+(τzσx1⊗ τzσx1 + 1σy1⊗ 1σy1)
+Φ0,z,+1σz1⊗ 1σz1 (B1)
and ∫ >
~kω
G0(~k, ω)⊗G0(−~k,−ω)
= Φ2,−1⊗ 1 + I1,z,−+1⊗ 1σz1 + I1,z,−−1σz1⊗ 1
+Φ0,xy,−(τzσx1⊗ τzσx1 + 1σy1⊗ 1σy1)
+Φ0,z,−1σz1⊗ 1σz1, (B2)
where the functions Φa, which also occur in (33), are
given by
Φ0,xy,+ =
∫ >
~kω
v2F k
2
x
{(−ω + iµ)2 + [E(~k)]2}2
=
∫ >
~kω
v2F k
2
y
{(−ω + iµ)2 + [E(~k)]2}2
=
v2FΛ
32piE3Λ
[
tanh
(
EΛ − µ
2T
)
+ tanh
(
EΛ + µ
2T
)]
− v
2
FΛ
64piE2ΛT
 1
cosh2
(
EΛ−µ
2T
) + 1
cosh2
(
EΛ+µ
2T
)
 ,
(B3)
Φ0,z,+ =
∫ >
~kω
m2
{(−ω + iµ)2 + [E(~k)]2}2
=
m2Λ
16piE3Λ
[
tanh
(
EΛ − µ
2T
)
+ tanh
(
EΛ + µ
2T
)]
− m
2Λ
32piE2ΛT
 1
cosh2
(
EΛ−µ
2T
) + 1
cosh2
(
EΛ+µ
2T
)
 ,
(B4)
Φ1,z,+ =
∫ >
~kω
m(iω + µ)
{(−ω + iµ)2 + [E(~k)]2}2
=
mΛ
32piEΛT
 1
cosh2
(
EΛ−µ
2T
) − 1
cosh2
(
EΛ+µ
2T
)
 , (B5)
Φ2,+ =
∫ >
~kω
(iω + µ)2
{(−ω + iµ)2 + [E(~k)]2}2
=
Λ
16piEΛ
[
tanh
(
EΛ − µ
2T
)
+ tanh
(
EΛ + µ
2T
)]
+
Λ
32piT
 1
cosh2
(
EΛ−µ
2T
) + 1
cosh2
(
EΛ+µ
2T
)
 ,
(B6)
Φ0,xy,− =
∫ >
~kω
v2F k
2
x
{(−ω + iµ)2 + [E(~k)]2}{(ω + iµ)2 + [E(~k)]2}
=
∫ >
~kω
v2F k
2
y
{(−ω + iµ)2 + [E(~k)]2}{(ω + iµ)2 + [E(~k)]2}
= − Λ
32piµEΛ
[
1
EΛ − µ tanh
(
EΛ − µ
2T
)
− 1
EΛ + µ
tanh
(
EΛ + µ
2T
)]
, (B7)
Φ0,z,− =
∫ >
~kω
m2
{(−ω + iµ)2 + [E(~k)]2}{(ω + iµ)2 + [E(~k)]2}
=
m2Λ
16piµEΛ
[
1
EΛ − µ tanh
(
EΛ − µ
2T
)
− 1
EΛ + µ
tanh
(
EΛ + µ
2T
)]
, (B8)
Φ1,z,−+ =
∫ >
~kω
m(iω + µ)
{(−ω + iµ)2 + [E(~k)]2}{(ω + iµ)2 + [E(~k)]2}
= − mΛ
16piµEΛ
[
1
EΛ − µ tanh
(
EΛ − µ
2T
)
− 1
EΛ + µ
tanh
(
EΛ + µ
2T
)]
, (B9)
Φ1,z,−− =
∫ >
~kω
m(−iω + µ)
{(−ω + iµ)2 + [E(~k)]2}{(ω + iµ)2 + [E(~k)]2}
= −Φ1,z,−+, (B10)
Φ2,− =
∫ >
~kω
(−ω + iµ)(ω + iµ)
{(−ω + iµ)2 + [E(~k)]2}{(ω + iµ)2 + [E(~k)]2}
=
Λ
16piµ
[
EΛ − 2µ
EΛ − µ tanh
(
EΛ − µ
2T
)
− EΛ + 2µ
EΛ + µ
tanh
(
EΛ + µ
2T
)]
(B11)
Appendix C: Contributions to the RG equations for
the four-fermion coupling constants
We now consider each diagram in turn, starting with
the “bubble” diagram, Fig. 2a. Evaluating this contribu-
tion, we obtain
∆S2(bubble)
= − 18
∑
ij
gigj
∫
1234
Tr
{∫ >
~kω
G(~k, ω)Si,2G(~k, ω)Sj,1
}
×[ψ†(1)Si,1ψ(2)][ψ†(3)Sj,2ψ(4)]. (C1)
Next, we consider the “side interaction” diagrams,
Figs. 2b and 2c. These together give us the following
contribution:
∆S2(side int.)
= 18
∑
ij
gigj
∫
1234
[ψ†(1)Si,1ψ(2)][ψ†(3)Mi,1ψ(4)]
+ 18
∑
ij
gigj
∫
1234
[ψ†(1)Si,2ψ(2)][ψ†(3)Mi,2ψ(4)]
+ 18
∑
ij
gigj
∫
1234
[ψ†(1)Sj,1ψ(2)][ψ†(3)Mj,1ψ(4)]
+ 18
∑
ij
gigj
∫
1234
[ψ†(1)Sj,2ψ(2)][ψ†(3)Mj,2ψ(4)],
(C2)
where
Mi,1 =
∫ >
~kω
[Sj,1G(~k, ω)Si,2G(~k, ω)Sj,2
+ Sj,2G(~k, ω)Si,2G(~k, ω)Sj,1], (C3)
Mi,2 =
∫ >
~kω
[Sj,1G(~k, ω)Si,1G(~k, ω)Sj,2
+ Sj,2G(~k, ω)Si,1G(~k, ω)Sj,1], (C4)
Mj,1 =
∫ >
~kω
[Si,1G(~k, ω)Sj,2G(~k, ω)Si,2
+ Si,2G(~k, ω)Sj,2G(~k, ω)Si,1], (C5)
Mj,2 =
∫ >
~kω
[Si,1G(~k, ω)Sj,1G(~k, ω)Si,2
+ Si,2G(~k, ω)Sj,1G(~k, ω)Si,1]. (C6)
Next, we consider the first “ladder” diagram, Fig. 2d.
This diagram yields the following contribution:
∆S2(ladder 1)
= 18
∑
ij
gigj
∫
1234
∫ >
~kω
[ψ†(1)Sj,1G(~k, ω)Si,1ψ(2)]
×[ψ†(3)Sj,2G(−~k,−ω)Si,2ψ(4)]
+ 18
∑
ij
gigj
∫
1234
∫ >
~kω
[ψ†(1)Sj,1G(~k, ω)Si,2ψ(2)]
×[ψ†(3)Sj,2G(−~k,−ω)Si,1ψ(4)]
+ 18
∑
ij
gigj
∫
1234
∫ >
~kω
[ψ†(1)Si,1G(~k, ω)Sj,1ψ(2)]
×[ψ†(3)Si,2G(−~k,−ω)Sj,2ψ(4)]
+ 18
∑
ij
gigj
∫
1234
∫ >
~kω
[ψ†(1)Si,1G(~k, ω)Sj,2ψ(2)]
×[ψ†(3)Si,2G(−~k,−ω)Sj,1ψ(4)]. (C7)
Finally, the second “ladder” diagram, Fig. 2e, yields
∆S2(ladder 2)
= 18
∑
ij
gigj
∫
1234
∫ >
~kω
[ψ†(1)Sj,1G(~k, ω)Si,1ψ(2)]
×[ψ†(3)Si,2G(~k, ω)Sj,2ψ(4)]
+ 18
∑
ij
gigj
∫
1234
∫ >
~kω
[ψ†(1)Sj,1G(~k, ω)Si,2ψ(2)]
×[ψ†(3)Si,2G(~k, ω)Sj,1ψ(4)]
+ 18
∑
ij
gigj
∫
1234
∫ >
~kω
[ψ†(1)Si,1G(~k, ω)Sj,1ψ(2)]
×[ψ†(3)Sj,2G(~k, ω)Si,2ψ(4)]
+ 18
∑
ij
gigj
∫
1234
∫ >
~kω
[ψ†(1)Si,1G(~k, ω)Sj,2ψ(2)]
×[ψ†(3)Sj,2G(~k, ω)Si,1ψ(4)]. (C8)
We may then determine which terms these contribu-
tions renormalize with the aid of Eqs. (B1) and (B2) and
the standard SU(8) identity,
A = 18
∑
n
Tr(AMn)Mn, (C9)
where Mn runs over all matrices of the form, τiσjsk.
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