We prove that the initial value problem for a non-linear Schrödinger equation is well-posed in the Besov spaceḂ
Introduction
We are interested in the following equation: i ∂u ∂t + ∆u = ǫ|u| α u, u(x, 0) = u 0 (x), x ∈ R n , t ≥ 0, (1) where ǫ is either 1 or −1, and n ≥ 2. One important property of (1) is its invariance by scaling: u 0 (x) −→ u 0,λ (x) = λ 2 α u 0 (λx) u(x, t) −→ u λ (x, t) = λ 2 α u(λx, λ 2 t). (2) . Let s α be such that s α − n 2 = − 2 α . One therefore expects the homogeneous Sobolev spacė H sα to be the "critical" space for well-posedness as its norm is invariant by rescaling. Theory ( [5] ) indeed asserts that (1) is locally well-posed in that Sobolev space provided s α ≥ 0. That is, there exists a (weak) solution of (1) which is C([0, T ],Ḣ sα ), unique under an additional assumption. Moreover, this solution is global in time if theḢ sα norm of the initial data is small. For the sake of completeness we also recall ( [9] ) that (1) (with ε = 1) is globally well-posed in the energy space H 1 thanks to the conservation of the Hamiltonian H(u) = . Recent results by Bourgain ([3] ) extend this global well-posedness to H 1−η for an appropriate (small) value of η. Although most of the previously results apply for non integer values of α, under appropriate conditions involving the dimension n, we will restrict ourselves to α ∈ 2N \ {0}. In fact one could replace the nonlinearity by any homogeneous polynomial of u,ū, with degree α + 1. Such restrictions are mostly technical, and getting around them requires some lengthy computations which are not directly related to the equation and will be presented elsewhere. Our motivations in the present work are slightly different from what has previously been done. Firstly, we aim at a better understanding of the recent construction ( [6, 7, 17, 12] ) of self-similar solutions for (1). A self-similar solution is by definition invariant by the scaling (2), and therefore cannot be obtained by these aforementioned results in Sobolev spaces. However, [6] shows how to obtain solutions such that
where β is chosen to preserve the scaling invariance, provided
Direct calculations ( [6] ) prove thatε 0 |x| 2 α satisfies (4), thus giving a self-similar solution
). More generally,ε 0 could be replaced by a small C n (S n ) function ( [17] ). It should be noted that the profile U does not a priori conserve the same regularity displayed by such initial values. But a natural extension toḢ sα is the homogeneous Besov spaceḂ sα,∞ 2 , and we aim at considering initial data in such a space and solutions bounded in time with values in that space. Let us recall how these spaces can be defined:
and one can relax this definition to set
From this definition, one can easily check that
, and thus solving the Cauchy problem in that space will allow self-similar solutions.
Secondly, Bourgain noticed ( [3] ) how the small data theory in Sobolev spaces can be improved in the following way. Consider M > 0; then, for the equation (1) in dimension 2, if u 0 Ḣsα < M, there exists an ε(M) such that u 0 Ḃ sα,∞ 2 < ε(M) will be enough to get a global solution. Our aim is to extend such results in a unified framework with the self-similar solutions. This will allow us to gain insight for such solutions as well as for more regular solutions.
Definitions and theorems
For sake of completeness, we first recall one (of the many) definitions of homogeneous Besov spaces ( [13] , [20] ). In order to consider more general indices, one has to replace the rough Fourier cut-off from (5) by a smoother one.
• If s < 
• If s > is the space of distributions f , modulo polynomials of degree less than m + 1, such that
Later on, we actually work with an easy extension of these spaces where the space L p is replaced by the (more general) Lorentz space L p,r . We will denote such a modified space asḂ s,q (p,r) . We refer to [1, 13] for definition and detailed properties of Lorentz spaces. For our purposes, it suffices to know they behave like Lebesgue spaces, while providing better accuracy. In the proofs, we will deal with dimension n = 2 and then briefly indicate the (easier) case n ≥ 3 (note that n = 1 could be dealt the same way as n = 2 as well). The main difference between these two cases is the the end-point Strichartz estimates proved in [10] , which allow us to carry a shorter and somewhat simpler proof in dimensions where it holds. In either case, a restriction on α will appear, namely α > 4 n . The meaning of the restriction on α will be clear from the proof of our main result.
Moreover, this solution is unique under an additional assumption, to be explained later.
The uniqueness condition can be formulated easily in dimension 2 (or when α < 4 n−2 ), via weak Lebesgue spaces (which are a particular case of Lorentz spaces). We then have uniqueness in a ball, defined as follows:
Remark that uniqueness holds without specifying condition (6) , which comes as an additional property of the solutions. While it should be possible to obtain a similar uniqueness assumption in bigger dimensions (when α ≥ 4 n−2 ), the proof given below gives only uniqueness in (a ball of) a space defined as the intersection of (6) and an additional space used to carry a fixed-point argument. Note that (8) is a relaxed version of (3), as
The restriction on a ball for uniqueness and condition (7) have more to do with the nature of the spaces under consideration than with the equation itself (see [4, 14] for other instances of such situations). Indeed we cannot have strong continuity at t = 0, and therefore we obtain a somewhat weaker result than what is usually meant for "well-posedness". The solutions obtained in theorem 1 verify various additional space-time estimates, which translate nicely in term of estimates on the profile for a self-similar solution:
Theorem 2
Under the assumptions of theorem 1, if moreover u 0 is homogeneous of degree − 2 α , the solution is self-similar,
and its profile is such that
We will see how to recover and extend the known results for Sobolev spaces, to obtain Theorem 3 Let u 0 ∈Ḣ sα verify the hypothesis of Theorem 1. Then the global solution obtained by Theorem 1 is such that
The interesting point here is the existence of sequences of functions for which theḢ sα norm is growing, while theḂ for large m.
More generally, one could extend the previous results, either to obtain that more regularity on the initial data is conserved, or to construct a local in time theory forḂ sα,q 2 , where q < ∞. In addition, it should be said that the same kind of results apply to the semilinear wave equation [15] . We intend to prove our results by a standard fixed point method, applied to an integral version of (1) . In order to do so we need linear estimates that lead to a "good" choice of a functional setting. This will be dealt with in the first part devoted to the (so-called) Strichartz estimates. In the second part we will see how to handle the non-linearity via Littlewood-Paley theory, which allows to carry on the fixed point argument.
Strichartz estimates in Lorentz spaces
Strichartz type estimates have a long history, which in our context goes back to [19] . They have been shown to be an essential tool for studying (1) . In [10] Keel and Tao somehow put an end to the story by establishing the full range of these estimates. Here we provide a slightly different version, which does not claim novelty, for it is in fact implicit in the work of Ginibre and Velo, and connected to the usual proof by a duality argument. We briefly sketch the proof for the sake of completeness.
Theorem 4
Let S(t) = e it∆ , q, r ∈ R such that 2 ≤ q < ∞, (q, r) = (2, ∞) and
where . denotes the presence of a constant (dependent on q and r), and p ′ is the dual exponent of p.
Except for the endpoints (q = 2) for which we refer to [10] , the proof proceeds in the usual way: (13) is the dual estimate of (14); (14) is in turn a consequence of (15) by the so-called T T ⋆ argument:
.
x with weight
t . This concludes the proof. Now we intend to prove the following Proposition, which we only state in dimension n = 2, for the particular values of indices needed later. Obvious generalizations however hold in all dimensions for a large range of exponents.
, n = 2 and s α > 0. Then
In order to obtain this estimate, we would like to interpolate the standard classical Strichartz estimate. However, given two spaces A and B in the x variable there is no reasonable way to perform real interpolation on the couple (L
. In this particular case, real interpolation gives L p,q (A) as one would expect if A = R. Recall that Lorentz spaces could be defined via the real interpolation of Lebesgue spaces,
where the brackets denote real interpolation ([1]), and
. On one end we have
. u 0 Ḣsα−η which gives via a Sobolev injection (under the appropriate choice of η and r η − , β − being given from r η − via (12))
. u 0 Ḣsα−η .
(18)
On the other end we have, similarly
Then we do real interpolation with the pair (
), (20) which concludes the proof. Note we didn't explicitly write all the involved exponents merely for notational convenience. Scaling considerations show that our only freedom is the choice of η, and all other exponents are constrained by the setting, and follow in a unique way.
3 Non-linear estimates
The two dimensional case
We are now in position to set up a fixed point in the space
and we chose Lorentz spaces in time and in space in order to get a class as large as possible. Note the close resemblance between (21) and (3). Indeed, for homogeneous initial data the two classes coincide if we keep L α+2 x . Thus Proposition 1 provides admissible initial (homogeneous) data such that their restriction to S n are in H sα (S n ), which improves notably on the previous results, by allowing functions on the sphere which are not necessarily continuous or even bounded. We then perform a fixed point argument in F on the integral equation
,∞ x ) and via the generalized Young inequality the non-linearity Γ sends F to F , and is a contraction on a small ball, with Γ defined as
Now we aim at preserving the regularity of the initial data. This we accomplish by using the Strichartz estimates from the previous section, localized in frequency. If ∆ j is the usual operator localizing around ξ = 2 j , from (13) we have
We intend to prove
).
In order to take advantage of the frequency localization, we write u α+1 as u(u(u....(u.u))..). For each product, we use a paraproduct ( [2] ) decomposition, in its simplest form:
Each of these two sums has its generic term localized in a frequency ball of size roughly 2 j . We will take advantage of this property, using a characterization lemma. For our purposes, let E be any L 
We omit its easy proof, and just emphasize that the hypothesis s > 0 plays a fundamental role and cannot be removed. One notices that the worst term in the sums is S j u, for which no a priori information is known. However we know that
), so S j u (and ∆ j u) verify the same property, uniformly in j. The same remark applies as well to any power of u and its localized versions. Combining this information with (25), we obtain, for u
where we used the generalized Hölder inequality from O'Neil ( [11] ), so that
. By Lemma 2 we get that
we proceed to iterate the computation, and therefore get
Then using the Strichartz estimate (14) we get
where the relationship between all the exponents is better understood as, for the time norm
and, for the space norm,
More precisely, we have the following control in term of norm
and knowing (27) with the same norm control as (28), via (14) we get Γu ∈ L t . These estimates all together lead to Theorem 1, under the condition
which is in view of proposition 1, implied by a smallḂ sα,∞ 2 norm (but not equivalent). The uniqueness condition is simply the one implied by the fixed point argument in F . One may ask whether restricting the weak Lebesgue space in time, say to an interval (0, T ), wouldn't lead to uniqueness in F , as well as to local in time solutions, constructed on F T with obvious notations. Looking at homogeneous initial data provides the answer: for such data u 0 , restricting the time interval doesn't change the norm u F T . If we were to add some decay assumption on u 0 , say lim j→+∞ 2 jsα ∆ j u 0 2 = 0, then we could recover uniqueness in F as well as local in time results. Remark that we have left aside the issue of weak continuity at t = 0. We postpone it for the time being, and proceed to prove Theorem 3. In the proof of Theorem 1, we use (28) to verify that the iterates of the fixed point remain in our space E. For Theorem 3 we simply replace l ∞ by l 2 in the definition of E, and observe that by Minkowski inequality this new space is included in the more familiar L
(α+2,2) ). Having u in that space, we then recover u ∈ C t (Ḣ sα ) by the standard Strichartz estimate, which concludes the proof. Now we go back to the weak continuity at t = 0 stated in Theorem 1. Combining (27) and Bernstein's inequality,
Therefore, Γu(x, t)
which proves the weak continuity of u(x, t) = S(t)u 0 + Γu at the origin, and concludes the result for n = 2. At that point, we observe that three restrictions arise on α in the proof. These restrictions would arise as well for non-integer values: first of all, coming from integrability issues related to the dispersion of the Schrödinger operator, α < 4 n−2 , which of course is not an issue if n = 2. The two other restrictions are technical. One is the aforementioned s α > 0, which leads to α > 4 n . Therefore we cannot deal with the cubic equation in dimension two. The last restriction comes from the use of a paraproduct. Proper use of various other definitions of Besov spaces permits to get around it, but goes beyond the scope of this paper, and will be addressed elsewhere. For the sake of completness, it should be said that we recover and extend results from [6] only in the range α > 4 n , while their argument (or our fixed-point in the space F ) is valid in a range which extends up to α 0 < 4 n . For such α, no classical result for well-posedness in a critical Sobolev space (of negative regularity) is known, except for non-linearities exhibing a special form ( [18] ).
Higher dimensions
For n ≥ 3, we are able to both overcome the restriction α < and to provide a somewhat more straightforward argument, using the endpoint Strichartz estimate. Namely, we will set up a fixed point argument in the intersection of two spaces,
and
We only sketch the proof as the technical tools are exactly the same as in the previous part. We have to evaluate u α+1 : for this, we use the Sobolev embeddinġ
,∞ x ), and thus
Notice that 2n n+2
is the dual exponent of 2n n−2
, and therefore the operator Γ as defined in the previous section will send E ∩ F back to F as well as to E. Setting up the fixed point is then essentially straightforward, and will be omitted, as well as the needed modifications of the argument required to obtain the weak continuity and theorem 3. We simply remark that indeed the solution obtained by this method verify a very large range of estimates, namely u ∈ E q,r where
for all admissible pairs from the Strichartz estimates. When we consider data u 0 which have the right homogeneity, we can get rid the time variable, taking advantage of the scaling invariance, and thus get estimates on the profile U, given in theorem 2. We refer to [16] for a detailed derivation of estimates on the profile from E q,r estimates. The same situation occurs of course in dimension n = 2, except for the end-point (2, ∞). An interesting consequence of such estimates arises whenever α > 2n n−2
. Then applying Sobolev embedding theorem forḂ sα,2 2n n−2 (or for a Besov space with q close to 2 in dimension 2) gives U ∈ C sα .
Thus, in a sense, self-similar solutions have more regularity than the initial data, as at fixed t = 0 the profile U exhibits more regularity than u 0 . This of course is already true for the linear equation.
