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ABSTRACT
Atmospheric wavefront prediction based on previous wavefront sensor measurements can greatly
enhance the performance of adaptive optics systems. We propose an optimal linear approach based
on the Empirical Orthogonal Functions (EOF) framework commonly employed for atmospheric pre-
dictions. The approach offers increased robustness and significant performance advantages over previ-
ously proposed wavefront prediction algorithms. It can be implemented as a linear pattern matching
algorithm, which decomposes in real time the input (most recent wavefront sensor measurements) into
a linear sum of previously encountered patterns, and uses the coefficients of this linear expansion to
predict the future state. The process is robust against evolving conditions, unknown spatio-temporal
correlations and non-periodic transient events, and enables multiple sensors (for example accelerome-
ters) to contribute to the wavefront estimation. We illustrate the EOFs advantages through numerical
simulations, and demonstrate filter convergence within 1 minute on a 1 kHz rate system. We show
that the EOFs approach provides significant gains in high contrast imaging by simultaneously re-
ducing residual speckle halo and producing a residual speckle halo that is spatially and temporally
uncorrelated.
Subject headings: Adaptive Optics — High angular resolution — Exoplanets
1. INTRODUCTION AND APPROACH
1.1. Previous work
Wavefront disturbances in ground-based telescope sys-
tems exhibit strong spatio-temporal correlations: Atmo-
spheric turbulence is well-described by the frozen flow
hypothesis, where discrete static turbulence screens are
moving across the beam at near-constant speed and di-
rection due to wind. On-sky wavefront sensor measure-
ments have indeed shown that a small number of such
layers accurately describe wavefront evolution (Poyneer
et al. 2009; Corte´s et al. 2013). Non-atmospheric wave-
front aberrations introduced by the telescope and instru-
ment systems are also dominated by specific patterns
and modes (most frequently tip-tilt and focus modes
corresponding to rigid-body misalignments) which of-
ten resonate at specific frequencies. A significant frac-
tion of wavefront disturbances can therefore be predicted
from the available recent noisy wavefront sensor measure-
ments. Doing so can simultaneously mitigate wavefront
sensor noise by averaging measurements, and eliminate
the time lag due to the delay between wavefront sensor
effective measurement time and wavefront correction by
prediction, yielding significant improvements in adaptive
optics system sensitivity and performance.
Adaptive optics predictive controller solutions have
been proposed for ground-based adpative optics (Gavel
& Wiberg 2003; Cristi et al. 2004). Among the solu-
tions proposed, the Kalman filter based Linear Quadratic
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Gaussian (LQG) controller (Paschall & Anderson 1993;
Roux et al. 2004; Kulcsa´r et al. 2006; Looze 2009) pro-
vides under conditions of turbulence statistics station-
arity and unbiased gaussian measurement noise the op-
timal minimum residual variance solution. Recent im-
provements on the LQG framework provide a path to
real-time implementation with currently available com-
puting hardware. Massioni et al. (2011) proposed the
distributed Kalman filter, a fast implementation rely-
ing on the frozen flow approximation. It can be de-
ployed on large telescopes and simultaneously correct
multiple atmospheric layers (Gilles et al. 2013), and can
be integrated with turbulence layers identification for
increased performance and robustness (Massioni et al.
2015). Gray et al. (2014)’s Ensemble Transform Kalman
Filter (ETKF) provides a computationally efficient solu-
tion to changing atmospheric turbulence conditions.
Feasible implementations of predictive controllers (in-
cluding LQG) require the wavefront spatio-temporal evo-
lution to be represented as a small (manageable) set of
variables on which predictive filters can operate. The
choice of modes (state variables in the LQG filter frame-
work) is essential to the prediction performance, and
should ideally minimize correlation between separate
variables. Early predictive filter solutions (Dessenne
et al. 1997, 1998, 1999; Le Roux & Carbillet 2006) op-
erate on a single mode - usually a Zernike polynomial.
Fourier modes are a natural choice under the frozen-flow
hypothesis (Wiberg et al. 2006). Using this represen-
tation, Poyneer et al. (2007); Poyneer & Ve´ran (2008,
2010) describe a full Fourier-based predictive control so-
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lution, which is computationally very efficient thanks to
decoupling between Fourier modes and simple relation-
ships between wind speed and Fourier mode temporal
evolution.
Predictive controllers have matured from concepts
and algorithms to practical implementations and labora-
tory and on-sky demonstrations (Petit et al. 2009) with
demonstrated performance gain, and will become a core
part of future AO systems. Early laboratory demon-
strations and telemetry analysis show that predictive
control leads to significant performance gain for vibra-
tions control (Petit et al. 2008; Poyneer et al. 2016) as
well as full wavefront control (Rudy et al. 2015). Cor-
reia et al. (2015) demonstrates a ≈ 2 magnitude gain
from predictive control using the RAVEN MOAO sys-
tem telemetry on the Subaru Telescope. Implementation
on AO systems is progressing from tip-tilt control (Pe-
tit et al. 2014) to more comprehensive wavefront control
(Sivo et al. 2014, 2016).
1.2. Empirical Orthogonal Functions
In this paper, we propose to adopt the Empirical Or-
thogonal Functions (EOFs) as a framework for adap-
tive optics predictive control. EOFs are an extension of
Principal Component Analysis into a multi-dimentional
spatio-temporal space nominally consisting of two spa-
tial coordinates (pupil plane coordinate) and time. The
number of dimensions can be increased to also include
wavelength (multi-wavelength sensing and control) and
sky angle (wide field AO applications).
The EOFs approach is an extension of the matrix in-
version least squares (MILS) predictors described in sec-
tion 3.1 of Lloyd-Hart & McGuire (1996) and section 2
of McGuire et al. (2000). EOFs’ principal components
analysis (PCA) approach to matrix inversion provides a
more powerful and robust path to predictive filter deriva-
tion than the pseudo-inverse used in MILS. It also offers
additional flexibility to add sensor measurements (sensor
fusion) and record specific spatio-temporal patterns.
The EOFs framework originates from weather and cli-
mate forecasting. Obukhov (1960) first proposed to
represent the state of the atmosphere as a linear sum
of orthogonal functions of spatial and temporal co-
ordinates, empirically derived from previous measure-
ments, to track and predict atmosphere variables. Holm-
strom (1963) demonstrated that this Empirical Orthog-
onal Functions (EOFs) approach leads to a representa-
tion of the atmosphere with a small number of modes,
from which predictions can be derived. EOFs have be-
come a powerful technique for interpolating and forecast-
ing meteorological data (Obled & Creutin 1986; Aubry
1991; Braud et al. 1993). EOFs are routinely employed
to predict weather patterns (Farrara et al. 1989) as
well as other complex time-variable systems, such as
longer timescale atmospheric properties evolution (Lint-
ner 2002), ocean temperature and salinity (Sparnocchia
et al. 2003), or stratospheric planetary waves (Rolland &
Domeisen 2016).
The EOFs approach explored in this paper can be
described as an adaptative Karhunen-Love Transform
(KLT) in spatial and temporal coordinates: at regular
time intervals, spatio-temporal KL modes are updated
by decomposition of recent WFS telemetry. Prediction
relies on the temporal dimension of the real-time KL
modes coefficient values. A practical implementation of
the EOFs approach for adaptive optics is provided in
§2. Fundamental advantages of the approach are demon-
strated by a set of example, first considering Tip-tilt pre-
diction in §3, and then full 2D wavefront prediction in §4.
The EOFs-based approach combines several desirable
features:
• We show in §2 that EOFs-based prediction con-
verges to the global optimal linear predictive
controller. The EOFs-based approach identifies
and uses all linear spatio-temporal relationships
contained in the measurements. In the EOFs ap-
proach, the filter converges to the optimal linear
solution with no restrictions on the input or output
modes. As a result, modal or zonal representation
of the input disturbances is irrelevant, as the EOFs
analysis optimally identifies modes and their linear
spatio-temporal relationships.
• Model-free, robust. The EOFs-based approach
identifies the linear auto-regressive filter that op-
timally (in the least square sense) predicts future
measurements with no input other than previous
system telemetry and a knowledge of the loop time
delay. No model and associated parameters are
fed to the algorithm, as all spatio-temporal cor-
relations that encode wavefront evolution are de-
rived from the telemetry. Some of the previously
proposed predictive control approaches use a user-
specified physical model for wavefront evolution
(such as the frozen flow hypothesis) and cannot rec-
ognize unexpected correlations. The EOFs-based
approach does not suffer from these limitations,
as no physical model of the wavefront evolution is
provided, and all spatio-temporal correlations are
derived from previous data. The absence of user-
provided tuning parameters also makes practical
operation significantly easier. The robustness of
model-free approach relying purely on open-loop
telemetry was previously demonstrated for tip-tilt
prediction (Juvenal et al. 2015; Kulcsa´r et al. 2012);
we demonstrate in this work the same benefits for
larger number of modes.
• Sensor Fusion. Under the EOFs-based frame-
work, multiple sensors can be included to partici-
pate in the wavefront estimation. Sensor providing
no additional information will automatically be ig-
nored due to lack of correlation between the input
telemetry and the output solution. Sensor fusion is
a core feature of EOFs-based meteorological predic-
tive models that take multiple sensor input (tem-
perature, wind, pressure, solar irradience, etc..) to
estimate the atmosphere’s future state. We illus-
trate the sensor fusion capabilities of EOFs in §3.4
by combining position and acceleration inputs.
• Recurring non-periodic patterns are identified
and ”memorized” by the EOFs analysis. For exam-
ple, an intermitent short oscillation may occur in
the telescope mechanical structure, and will be au-
tomatically identified so that the predictive con-
troller can rapidly lock on the recurring feature
shortly after its onset. This capability is at the
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core of the EOFs-based meteorological prediction,
where the last weather measurements are compared
to previously encountered weather patterns. This
ability, illustrated in §3.5, is limited by Bode’s inte-
gral theorem: improving the control law rejection
transfer function at specific temporal frequencies
decreases the rejection at other frequencies.
We show in §5 that EOFs-based prediction is especially
powerful for high contrast imaging.
2. OPTIMAL LEAST SQUARES SOLUTION TO
MULTIVARIATE AUTO-REGRESSIVE FILTER
PREDICTION
2.1. Notations for single variable prediction
A wavefront sensor (WFS) is assumed here to obtain,
at regular time intervals, noisy unbiased measurements
of the wavefront at the entrance of an adaptive optics
system. We denote a complete wavefront measurement
w˜ with components w˜i. We use lowercase boldface char-
acters (v) to denote vectors, with the corresponding mea-
surement and prediction vectors denoted respectively as
v˜ and vˆ. Matrices use uppercase boldface characters.
The wavefront measurements are used to perform cor-
rections, usually performed with (a) deformable mir-
ror(s), aimed at flattening the wavefront. Open loop
control notations are adopted in this paper (the wave-
front sensor does not see the corrections), noting that
close loop notations can be derived from open loop no-
tations provided that the wavefront sensor(s) and de-
formable mirror(s) responses are calibrated. The control
loop suffers from time lag: the effect of wavefront cor-
rections on the measured wavefront is only available af-
ter a temporal lag δt. An optimal predictive controller
must simultaneously account for this time lag and aver-
age, temporally and spatially, measurements to reduce
propagation of measurement noise to the residual wave-
front estimation.
The wi (coefficient i of the vector w representing the
full wavefront) may be the value of a wavefront mode
(such at Focus) or the wavefront value over a single ac-
tuator of the deformable mirror. We note wˆi the pre-
dicted value to be computed, m the number of variables
in each wavefront sensor measurement w˜, and n the num-
ber of such measurements considered in the predictive
filter (the order of the predictive filter). The n previ-
ous measurements available at instant t are written as a
”history” vector h of n×m coefficients:
h(t) =

w˜0(t)
w˜1(t)
...
w˜m−1(t)
w˜0(t− dt)
...
w˜m−1(t− dt)
...
w˜m−1(t− (n− 1)dt)

(1)
The goal of this study is to find the coefficients of the
regressive filter F (written here as a 1 by n×m matrix)
that provide the best estimate of a wavefront variable at
time t+ δt. It is assumed here without loss of generality
that the variable to be predicted is one of the variables
wi measured by the sensor, and we note F
i the corre-
sponding predictive filter:
Fi =
[
ai0,0 a
i
1,0 . . . a
i
m−1,n−1
]
(2)
Filter coefficients are noted aij,k, with indices j and k en-
coding spatial/modal and temporal dimentions respec-
tively.
The predicted value is obtained as a linear sum of pre-
vious wavefront sensor measurements :
wˆi(t+ δt) = F
ih(t) (3)
2.2. Training set
The goal of this work is to find the filter Fi which
minimizes the Euclidian distance between prediction and
actual wavefront, temporally averaged over a sufficiently
large number of measurements:
minFi < ||Fih(t)−wi(t+ δt)||2 >t (4)
Assuming that measurement errors w˜i −wi are tempo-
rally uncorrelated, replacing the actual future wavefront
values wi (unknown) by the measured values yields the
same optimal linear filter:
minFi < ||Fih(t)− w˜i(t+ δt)||2 >t (5)
If the wavefront sensor temporal sampling is irregular,
δt may not be an integer multiple of dt, and w˜i(t + δt)
can be obtained by linear temporal interpolation of two
nearby measurements.
The optimal filter will be derived from a training set,
consisting of l vectors h, arranged in a n ×m by l data
matrix
D = [h(t) h(t− dt) . . . h(t− (l − 1)dt)] (6)
and the corresponding a-posteriori measured wavefront
variable values arranged in a 1 by l matrix P˜i:
P˜i = [w˜i(t+ δt) . . . w˜i(t+ (l − 1)dt+ δt)] (7)
The algebraic representation of equation 4 is
minFi ||FiD− P˜i||2 (8)
By taking the transpose of the vector, the classical
least-square problem is obtained:
minFi ||DTFiT − P˜iT ||2 (9)
yielding the filter solution
Fi =
(
(DT )+P˜Ti
)T
(10)
where (DT )+ is the pseudo-inverse of matrix DT .
2.3. Singular Value Decomposition of Data matrix
The pseudo-inverse (DT )+ in equation 10 is computed
by Singular Value Decomposition (SVD) of the data ma-
trix, allowing for the number of singular values to be se-
lected, and providing both numerical stability and noise
filtering. Following usual notations,
DT = UΣVT (11)
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and
(DT )+ = VΣ+UT . (12)
According to equation 10, the regressive filter Fi can
then be written as
Fi = P˜iU(Σ
+)TVT (13)
and the predicted value is
wˆi(t+ δt) = P˜iU(Σ
+)TVTh(t). (14)
Equation 14 provides an intuitive step-by-step inter-
pretation of the predictive process:
• VTh(t): The nm by nm matrix V contains the
principal components of the data matrix DT (see
equation 11). The history vector h(t) is first
mapped from the original measurement space to
the data principal components space.
• Σ+(VTh(t)): Dimensionality reduction / filter-
ing. The dominant principal components are kept,
while other components are excluded. This step
selectively preserves the components of the history
vector that are often encountered in the training
dataset, as they hold strong predictive power. The
result of this step is a l-length vector, refered to as
the filtered history.
• U(Σ+VTh(t)): Projection to measurements in-
dices. Multiplication by the l by l matrix U maps
the filtered history to the measurements indices.
The result of this mapping is a l-length vector,
which expresses the filtered history as a linear sum
of the original data matrix h vectors.
• P˜i(UΣ+VTh(t)). The filtered history, mapped
onto the data matrix indices, is multiplied by the
measured future values.
2.4. Mitigating Noise Propagation
The least square approach may erroneously fit noise
contained in the data matrix. Assuming no temporal or
spatial correlations in the measurement noise, propaga-
tion of measurement noise in the filter is not a concern if
the number of samples in the data matrix is significantly
larger than the number of coefficients. The least-square
fitting will then find the optimal coefficients that mini-
mize noise propagation. For large size filters, it may how-
ever not be practical to ensure that the data matrix size
is sufficiently large, due to computing constraints (large
size SVD) or clock time to acquire the measurements.
To solve the computation challenge and keep the size of
the data matrix manageable, shorter sequences of teleme-
try can be processed individually, and the resulting filters
F averaged. A continuous rolling average can be imple-
mented to distribute computations in time and minimize
lag between data collection and filter estimation. For ex-
ample, instead of computing a filter based on a single 60
second data sequence, filters can be computed every sec-
ond based on the last second of telemetry, and the last 60
such filters averaged to perform the wavefront prediction.
A fundamental challenge to predictive control is that
the statistical properties of the wavefront are continu-
ously changing (for example, wind may be changing di-
rection), so that the predictive filter becomes stale over
time. The number of samples that should be used to-
wards filter estimation is therefore limited, and noise
propagation effects cannot be mitigated by time averag-
ing. Assuming white measurement noise, the contribu-
tion of measuremement noise to the predicted wavefront
state can be written from equation 3 as
σP i
2 = σ2
∑
m,n
(
Fim,n
)2
(15)
where σ is the noise per measurement and i is the spatial
coordinate or modal index of the wavefront. Reducing
this noise term is equivalent to reducing the L2 norm
of the filter Fi. This regularisation must be balanced
against the predictive power of the filter. The Tikhonov
regularization can be employed to compute a regularized
filter by appending to the data matrix an identity matrix
scaled by the regularization parameter λ. The quantity
to be minimized is then
minFi ||FiD− P˜i||2 + λ||Fi||2 (16)
Equation 10 then becomes
Fi =
(
(DTR)
+P˜TiR
)T
(17)
where DTR is the data matrix transpose appended
with the λ-scaled identity matrix, and PiR
T is the a-
posteriory measured vector appended with zero values.
2.5. Extension to multivariate prediction
As shown by equation 10, the computationally inten-
sive part of the predictive filter computation, which is
the SVD, is only a function of the data matrix, and is
independent of the mode to be reconstructed. With lit-
tle additional computation load, the predictive filter can
therefore be applied to multiple wavefront variables. For
example, if all wavefront variables measured by the wave-
front sensor are to be predicted, the 1-by-nm matrix Fi
and the 1-by-l marix P˜i can be respectively replaced by
the matrices:
F =
 F
0
...
Fm−1
 (18)
and
P˜ =
 P˜0...
˜Pm−1
 . (19)
The prediction equation for a n-order filter is then
wˆ(t+ δt) = P˜U(Σ+)TVTh(t). (20)
where wˆ is a m-length vector, P˜ is a m-by-l matrix, U
is a l-by-l matrix, Σ+ is l-by-nm matrix, VT is a nm-
by-nm matrix and h(t) is a nm-length vector.
The prediction space (variables to be predicted) does
not need to be identical to the measurement space: the
process described in this section can be generalized to
prediction of quantities that are not directly measured
by the sensor. Conversely, this approach lends itself
to sensor fusion, where the history vector h and data
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matrix D can include measurements from multiple sen-
sors (for example, wavefront sensors operating at multi-
ple wavelengths, or a combination of wavefront sensors,
accelerometers and temperature sensors).
As shown in equation 20, the prediction is a linear
function of past wavefront state estimates. In a closed
loop adaptive optics control, the past wavefront state es-
timates are derived from both wavefront sensor measure-
ments and deformable mirror commands. We assume in
this paper that (the) wavefront sensor(s) and (the) de-
formable mirror(s) are linear devices, so the entire filter,
from input telemetry to output predictions, is also lin-
ear. While non-linearity may affect WFS and DM, the
proposed control law is linear.
3. EXAMPLE: 2D TIP-TILT PREDICTION
3.1. Simulation parameters
In this first example, a diffraction-limited near-IR tip-
tilt sensor on a 8-m diameter telescope measures the po-
sition of a mH = 9.05 star at 1 kHz frequency in H band
(1630nm central wavelength). With a 20% system ef-
ficienty and a 0.307µm bandpass, Nph = 6991 photon
are available per measurement. The corresponding sin-
gle axis photon noise limited measurement precision σ is
for each frame:
λ
piD
√
Nph
= 0.16mas (21)
Measurements, true position and predicted values are
shown in Figure 1. The input disturbance (red filled
dots) is a sum of twenty individual 2D vibrations be-
tween 15 Hz and 92 Hz, each with its own amplitude,
temporal phase and vibration axis (defined by a position
angle). For a single vibration, the input position trajec-
tory would be a line in the X-Y plane shown in the lower
left panel of Figure 1. With all vibrations added, the
input pointing travels along a curved line.
3.2. Lag compensation
We assume a 3 ms measurement lag: at any given
time, the currently available measurement (green cicles
in Figure 1) is a noisy representation of the true position
3 steps ago. For this simulation, a 60-second training set
(consisting of 60,000 2D samples) was processed to pro-
duce a 800-step auto-regressive filter containing 1600 co-
efficients. The predictive filter is then applied on the fol-
lowing 60 seconds of pointing disturbances: at each time
step, the last 800 measurement steps (0.8 second) are ar-
ranged as a vector which is multiplied by the 1600-by-2
element prediction matrix to yield the predicted values
shown as blue circles in Figure 1. The top panel in Figure
1 shows the X position for a 0.1 second section of the full
60-second sequence over which the filter was applied, and
demonstrates that the predictive filter is able to closely
match the input disturbance. The lower left panel shows,
for the same 0.1 second section, the 2-D X/Y tracks for
the input disturbance, measurement and predicted po-
sition. The close match between input disturbance and
predicted values holds in the two dimensions. The fil-
ter does not treat each dimension separately, but instead
identifies vibrations as two-dimensional patterns to opti-
mally use input measurements for prediction.
3.3. Noise averaging
Small differences betwen the input and measurements
are visible in the lower left panel of Figure 1, attributable
to the 0.16 mas measurement noise. The predicted track
matches the input significantly better than the measure-
ments, demonstrating that in addition to compensating
the measurement lag, the predictive filter is also aver-
aging down measurement noise. The lower right panel
better illustrates the combined advantages of lag com-
pensation and noise averaging. In this 2-D representa-
tion, the residual error is shown for four scenario:
• No correction (red). The input disturbance is
left uncorrected
• Correction using the last available measure-
ment (green). The residual error is equal to the
difference between true position and last available
correction. In this low-noise example, this scenario
corresponds to the best non-predictive control loop.
Given the large time lag error, the residual error is
only marginally better than the input disturbance.
• Lag-compensated measurement residual
(purple). If time lag were removed, and the noisy
measurements were instantaneously applied as a
correction, the residual error would only contain
the 0.16 mas measurement noise.
• Predictive correction (blue). Correction using
the predictive filter yields a 0.02 mas residual error,
which is significantly better than 0.16 mas mea-
surement noise, demonstrating the ability to aver-
age noise.
The predictive filter’s ability to mitigate measurement
noise is better demonstrated by the example shown in
Figure 2, where the star brightness is mH = 14.05, and
the corresponding measurement noise is 1.6 mas per axis,
10 times larger than in the previous example. The pre-
dictive filter is able to compensate lag (top panel), and
track the 2D input disturbance (bottom left). The resid-
ual error, shown as the 2D scatter of blue points in the
bottom right, is 0.23 mas (standard deviation measured
over 60 second), or 0.16 mas per axis. In the absence of
input disturbances, 106 input measurements would need
to be averaged to bring the noise to this level: the fil-
ter simultaneously compensates 3-step lag and averages
down noise over an effective 106-step window.
This example also demonstrates the robustness and
practical use of the proposed approach in the presence
of measurement noise: the predictive filter is computed
from a 60-second long sequence of noisy measurements,
and automatically extracts patterns from noisy data.
The optimal linear least-square solution adapts to noisy
inputs by effectively averaging past measurement noise,
without any user input. We note that in a conventional
non-predictive loop, the effective averaging (encoded in
the gain value for an integrator control loop) is also au-
tomatically adjusted to optimally trade lag error against
noise propagation.
3.4. Sensor Fusion
In the previous examples, the predictive filter input
values were the same variables (X and Y position) as the
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Fig. 1.— Prediction of 2-D pointing disturbances. A 3-step lag at 1kHz sampling speed is assumed here, in the low-noise regime
(measurement noise = 0.16 mas). Top: Single axis (x) values, showing true pointing (red), predicted pointing (blue) and last measured
position (green). Bottom left: 2-D track. Bottom right: Residual pointing error. See text for detail.
quantities to be predicted. The EOFs framework allows
for additional input variables to be included, resulting in
a better prediction if the additional variables are corre-
lated with the quantities to be predicted. Multiple sensor
input can therefore be combined (sensor fusion) to op-
timally exploit, for example, correlations between wave-
front errors at multiple wavelengths, or between wave-
fronts measured on different stars in the same field.
Figure 3 illustrates sensor fusion by adding accelerom-
eter measurements to the filter input. The accelerometer
provides a noisy measurement of X and Y accelerations
with a 4ms delay, as shown in the top panel for the X axis.
The filter is computed using a 60-second sequence of X,
Y positions and accelerations, and then applied to the
4-dimension input measurements. The X and Y position
measurement noise level in this example is unchanged
from the previous example. Direct comparison between
Figures 2 and 3 shows that the accelerometer measure-
ments improve the prediction from 0.23 mas residual to
0.12 mas residual. Our EOFs-based framework allows
multiple sensors to be added, and does not require the
sensor sampling frequencies to match: additional sensor
inputs can be added in vector h (see equation 1) without
being part of the predicted wavefront variables.
The predictive filter will linearly combine noisy signals
from multiple sensors to optimize, in the least square
sense, the prediction. If new sensors provide redundant
information, their values will be averaged with already
existing measurements to reduce noise. In the EOFs-
based framework discussed in this paper, the algorithm
does not explicitely distiguishes between sensors: all in-
put measurements are processed equally, and the pre-
dictive filter will choose the linear combination of input
measurements that best matches the output coefficients
to be predicted.
3.5. Recurring transients patterns
A highly desirable feature of a predictive controller is
to identify transient patterns occuring at random (non-
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Fig. 2.— Prediction of 2-D pointing disturbances in the high-noise regime. Measurement noise is 1.6 mas, 10 times larger than in
the example shown in Figure 1. Other parameters are identical to the previsous example. Direct comparison between the two figures
demonstrates the filter’s ability to mitigate measurement noise while still compensating for time lag.
periodic) times. While free atmospheric turbulence is
unlikely to introduce such features, transients are often
created by telescope and instrument hardware (mechani-
cal disturbances) or interaction between wind bursts and
the telescope/dome structure. Such recurring patterns
are automatically identified by the EOFs approach, and
become part of the predictive filter, as shown in Figure
4. In this example, the input disturbance consists of two
2D patterns occuring at random times:
• Patern 1 starts with rapid positive X excursion fol-
lowed by a strong negative X peak and a negative Y
peak. This pattern can be seen starting at t = 1.06
and t = 1.26
• Patern 2 is a 2D oscillation around a circle that
expands and then contracts during a 0.1 second in-
terval, during which approximately 2.5 revolutions
are completed. This pattern can be seen starting
at t = 1.11 and t = 1.215.
In this example, the measurement noise is set at 0.2
mas per axis, and the recurring patterns have ≈ 2 mas
amplitude. A 200-step filter is computed using 60 second
of telemetry: since the pattern durations are shorter than
0.2 second, there is no advantage extending the predictive
filter size over more time steps.
The bottom panel of Figure 4, showing the t = 1.1
to t = 1.2 interval X-axis values, demonstrates the pre-
dictive filter’s ability to identify and then track specific
patterns. Since the patterns occur at random times, the
filter is unable to anticipate its onset, and several mea-
surements (green dots) are required before it can be iden-
tified. The pattern starts at t = 1.108, and rises well
above the noise level by t = 1.11. By t = 1.119, pat-
tern 2 has been identified and the prediction accurately
tracks the input disturbance following the previously en-
countered X and Y pattern. While the bottom panel of
Figure 4 only illustrate the filter’s pattern-locking ability
for the X axis, patterns are identified and tracked in 2
dimensions.
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Fig. 3.— Prediction of 2-D pointing disturbances in the high-noise regime with accelerometer input (sensor fusion). The only difference
between this example and the previous example (Figure 2) is the addition of noisy time-lagged accerometer input values in the predictive
filter. Direct comparison between the two figure shows improved prediction.
The 2D pattern tracking behavior is more obvious on
pattern 1, for which the strong rapid X excursion is left
uncorrected (its onset is shorter than the time lag) but
is used by the predictive controller as a signature to rec-
ognize the pattern, which is then well-tracked.
The control law performance is still constrained by
Bode’s integral theorem: improvements in the rejection
transfer function at specific temporal frequencies come
at the expense of other frequencies. In realistic con-
ditions where both recurring patterns and turbulence
steady state are present, the filter’s ability to identify
and correct recurring patterns must be balanced against
steady-state performance. The EOFs approach automat-
ically finds the optimal tradeoff to minimize residual vari-
ance, provided that the training set is sufficiently long to
include a representative number of recurring pattern oc-
currences.
The example given in this section is not representative
of a realistic environment which includes both a larger
number of recurring patterns and free atmosphere turbu-
lence: in this case, the filter’s ability to predict recurring
patterns will be diminished. We note that some recur-
ring patterns may slowly evolve as the telescope pointing
is changing (telescope structure and components rota-
tions), requiring frequent updates to the predictive filter
(see section §6.2).
The EOFs-based approach’s ability to identify and pre-
dict recurring patterns is especially attractive against
mechanical vibrations that are near the frequency cut-
off of more conventional integrator controllers. Such fre-
quencies could be amplified by an integrator controller
if they fall within the overshoot of the rejection transfer
function, forcing the inegrator gain to be reduced at the
expense of free atmosphere correction. With the EOFs-
based approach, such vibrations can be addressed as long
as their temporal frequency is within the WFS’s Nyquist
sampling frequency cutoff.
4. FULL WAVEFRONT ESTIMATION
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Fig. 4.— Predictive control in the presence of non-periodic recurring patterns. Top and middle: X and Y tracks over 0.25 sec duration.
Bottom: Detail, X axis, showing the response a single pattern. In this simulation, two 2D patterns occur at random times. See text for
details.
4.1. Numerical Simulation
In this section, we apply to the EOFs-based predic-
tion to a simulated sequence of atmospheric wavefront
measurements. We consider here the bright star regime,
where time lag errors dominate WFS photon noise errors,
representative of an extreme adaptive optics observing a
nearby star. In this regime, the optimal non-predictive
controller is a open-loop integrator with unity gain: the
last available WFS measurement is applied to the cor-
recting element. In the faint star regime, a lower gain
would be employed, effectively averaging multiple mea-
surements to compute the correction.
A mR = 4.2 source is assumed here to be observed
with a 8m diameter telescope with a 30% linear cen-
tral obstruction (45 m2 collecting area) with a 0.138 µm
bandpass centered at 0.658 µm (R-band filter). With
a 20% system efficiency, the incoming photon rate is
1.9 × 109ph.s−1. A 400-element zonal wavefront correc-
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Fig. 5.— Predictive controller performance in the bright star regime, for a 1kHz control loop with a 2-frame lag on a 8-m diameter
telescope. Left: Wavefront error evolution over a 1mn time interval. Right: Sample wavefront maps.
TABLE 1
Atmospheric turbulence layers
Strength Speed Direction Outer Scale
relative (%) (m.s−1) (rad) (m)
layer 1 67.2 6.5 1.47 2
layer 2 5.1 6.55 1.57 20
layer 3 2.8 6.6 1.67 20
layer 4 10.6 6.7 1.77 20
layer 5 8.0 22 3.1 30
layer 6 5.2 9.5 3.2 40
layer 7 1.2 5.6 3.3 40
tion is assumed, with a 1 kHz wavefront sensing sampling
rate, yielding 4800 photon per frame per element. The
corresponding photon-noise limited measurement noise is
1.51 nm per frame, uncorrelated between frames and be-
tween sensor elements. The input wavefront error is 2 µm
RMS (19.1rad at 658nm), corresponding to r0 = 20cm,
representative of good atmospheric conditions at major
ground-based astronomical observatories.
Atmospheric wavefronts are simulated as a frozen flow
sum of seven layers, each with a Von Karman power spec-
trum. The layers relative strength (relative C2N ), wind
speed (m/s), wind direction (rad), and outer scales (m)
are listed in table 1. Spatial frequencies beyond the reach
of the 400-element wavefront corrector are not included
in the simulation: wavefronts are discretized into 400
phase elements corresponding to the WFS output mea-
surements and the DM input commands. This optimistic
assumption ignores how higher order aberrations con-
tribute to Strehl ratio loss, and can corrupt the measure-
ment of lower order aberrations through aliasing effects
in the wavefront sensor.
4.1.1. Non real-time computations: computing the predictive
filter
The predictive filter is computed from a 1 mn se-
quence (l =60,000 time samples) of noisy open-loop
wavefront sensor telemetry, corresponding to 24,000,000
input measurements (60,000 time samples × m =400 de-
grees of freedom). A singular value decomposition of the
288,000,000-element data matrix D is then performed to
compute the prediction filter. Equation 6 shows how D
is assembled from the measurements: its total number of
element is obtained by multiplying the number of time
samples (l =60,000), the number of degrees of freedom
(m =400) and the temporal order of the filter (n = 12
order in this example). The predictive filter computa-
tion time is dominated by the SVD computation, which
requires ≈ 2 × l ×m × n floating point operations, cor-
responding to ≈ 3 1012 operations: 60 GFLOPS of com-
puting bandwidth is required to keep up with incom-
ing telemetry. While this is well within the capacity of
modern hardware (a single GPU offers ≈ 10 TFLOPS in
single precision), predictive filter computation can be a
significant challenge for higher-order systems running at
multiple kHz.
4.1.2. Real-time computations: applying the predictive filter
The filter is then applied to the following 60 seconds,
over which its performance is measured. Figure 5 shows,
over the 1mn evaluation period, the open-loop wavefront
error, and the closed loop wavefront residuals for both
the integrator controller and the EOFs-based 12-step
predictive controller. Each reconstruction step requires
multiplication of a 400× 12 = 4800 element input vector
by the 4800 × 400 = 1920000 element prediction matrix
to produce the desired 400 element solution. Assum-
ing dense matrices, the required ≈ 4 Gflops computing
bandwidth is well within the current capabilities of con-
ventional computers.
4.1.3. Residual Wavefront Errors
Figure 5 shows the uncorrected and corrected (with
and without predictive control) RMS wavefront errors
over the 60 sec evaluation period. The initial 2 µm wave-
front error is reduced to 35.3 nm with an optimal non-
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predictive controller. The predictive controller achieves
5.03 nm thanks to time lag compensation. To achieve
similar performance with a non-predictive controller, the
time lag would have to be shorter than 286 µs, corre-
sponding to a 7 kHz loop speed assuming a 2-frame de-
lay. In the high flux regime considered here, the predic-
tive controller relaxes the control loop speed by a factor
7. The correction is very stable in time during the 60 sec
interval shown in Figure 5.
Sample wavefront maps, shown on the right part of Fig-
ure 5, illustrate that the predictive filter affects the spa-
tial characteristics of the residual wavefront errors. With
a non-predictive filter, the lag-dominated wavefront er-
ror exhibits low and mid-spatial frequency features which
are akin to the spatial derivative the input disturbance:
under the frozen flow model, spatial and temporal deriva-
tives are interchangeable. With the predictive filter, the
residual wavefront error is largely spatially uncorrelated,
and is best described as ”white noise” containing very
little low and mid spatial frequencies. While the overall
gain in wavefront error between the non-predictive and
the predictive controllers is a factor 7, the performance
improvement for low spatial frequencies is significantly
higher.
Fig. 6.— Left: Zonal predictive kernel, averaged over all output
actuators. Lag compensation and wind speed tracking are visible
in the spatially averaged kernel, which becomes larger in size for
longer time intervals. Right: Kernel power (sum of squares) as a
function of actuator position on the pupil.
4.2. Predictive Kernel
There are 5 dimensions to the predictive matrix: input
measurement position on the pupil (2D), output estima-
tion position on the pupil (2D), and lookback time. In
Figure 6, we inspect the predictive matrix by projection
and averaging on a subset of dimensions. For each out-
put wavefront pixel, we can write the predicted value
as the product between a 3-D predictive kernel and 3-
D image cube containing previously measured wavefront
maps. The 3-D kernel then shows how each previous 2-D
wavefront measurement contributes to the single output
pixel value. In the left part of Figure 6, we have aver-
aged all 3-D kernel after re-centering the input wavefront
pixel coordinate on the output pixel coordinate. Each of
the 12 time slice of the average kernel is shown, ranging
from a 2-frame delay (the most recent measurement) to a
13-frame delay. As expected, the strongest coefficient is
the central pixel of the first slice: the most recent WFS
measurement of the output pixel provides a good esti-
mate.
Fig. 7.— Residual wavefront error standard deviation. In the
non-predictive controller (left) case, the residual error is largely in-
dependant of location on the beam. In the predictive controller
(right) case, edges where dominant turbulence layers enter the
beam exhibit larger residual wavefront errors. Note that bright-
ness scales are different for both images.
4.2.1. Time lag compensation
The central pixel value becomes smaller, and ulti-
mately negative, as lookback time increases. Consid-
ering temporal evolution only, and assuming that over
short timescales the wavefront pixel value is a linear func-
tion of time, this positive-negative feature compensates
for time lag: the temporal derivative (oldest values sub-
tracted from recent values) is added to the recent values
to extrapolate the measurements to a future time.
4.2.2. Wind tracking
Over the 13 ms time delay between the kernel’s last
slice and the prediction time, the fastest layer’s 22 m.s−1
wind speed corresponds to a 0.9 WFS element transla-
tion. The kernel therefore expands by approximately 1
pixel around the origin as lookback time increases. In
the fastest layer (angle = 3.1 rad), wind pushes turbu-
lence from left to right in the figure’s coordinates: this
corresponds to the positive (white) values on the left of
the central pixel. Other (slower) layers contribute to the
complex kernel shape, along with spatial correlations in
the Kolmogorov turbulence spatial spectrum.
4.2.3. Kernel spatial variations
The right part of Figure 6 shows the kernel power (sum
of squared kernel coefficients) as a function of spatial lo-
cation on the pupil. We note that the sum of all kernel
coefficients is unity (the prediction must be correct for a
static wavefront), so the kernel power tends to increase
when a small number of measurements contribute to the
prediction. The top and left edges of the pupil corre-
sponds to incoming wind directions, and clearly show
that for these pixels, there is a lack of previous measure-
ments, so the optimal estimate is derived from a smaller
number of more recent measurements. The effective av-
eraging timescale is optimally adapted to location and
wind speeds. Correspondingly, residual wavefront errors
are larger at the edges corresponding to incoming turbu-
lence (see Figure 7). An undersized pupil mask may be
introduced to yield a slight wavefront quality improve-
ment if the corresponding loss in flux and angular reso-
lution is acceptable.
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Fig. 8.— High contrast imaging and predictive control. Left: Raw PSF contrast without coronagraph (a), with coronagraph + non-
predictive filter (b) and with coronagraph + predictive filter (c). Right: Contrast noise (standard deviation) after PSF subtraction for
a 1 hr observation sequence. Without predictive control, strong speckle noise is at the 1e-5 contrast level in the inner part of the PSF,
and the coronagraph does not provide a significant advantage (small differences between curves (a) and (b)). With predictive control,
speckle noise is much smaller, and the coronagraph provides a significant benefit (curve (c)) by largely eliminating the speckle-pinning
effect (amplification of speckle noise by PSF diffraction features). All images and contrast values are computed at λ = 2.11 µm without
photon noise (only speckle noise is included). The R-band wavefront sensor measurements include photon noise. See text for details.
5. HIGH CONTRAST IMAGING
To enable high contrast imaging, the AO system must
minimize starlight intensity at small angular separation
from the central star, and the residual speckle halo must
be as smooth as possible for PSF substraction.
Predictive control has long been recognized as essen-
tial for high contrast imaging (Stahl & Sandler 1995).
With a non-predictive controller, time lag creates bright
long-lived speckles that do not average quickly in long
exposures. This ”speckle noise” is the main limit to high
contrast imaging performance. Predictive control is key
to push raw contrast beyond the limit imposed by in-
coming photon rate (Guyon 2005), and to enhance PSF
calibration performance by eliminating the slow speckles.
The 1mn-long wavefront sequence computed with and
without the predictive filter is fed to an idealized coro-
nagraph that perfectly removes the on-axis unperturbed
point source component of the complex amplitude field.
Raw contrast images, computed at λ = 2.11 µm, are
shown in Figure 8 (left): the predictive filter reduces
speckle halo intensity by ≈ 100× at small angular sep-
arations. The residual speckle halo is both fainter and
smoother with predictive control. The nearly horizon-
tal direction of the fastest turbulent layer yields an asy-
metric speckle halo which is brighter along the horizon-
tal direction. The predictive controller gain is largest at
small angular separations: while the speckle halo inten-
sity is larger near the center in the non-predictive con-
troller case, it becomes nearly independent of angular
separation with predictive control.
Residual noise after PSF calibration is derived by dif-
ferencing two long exposure PSFs, corresponding to the
Fig. 9.— Correlation (normalized cross-product) between wave-
fronts as a function of time interval.
first and second halves of the 60 second wavefront se-
quence. Assuming no wavefront error correlation be-
yond 60 second, the residual speckle noise is scaled by√
60/3600 = 0.13 for a 1 hr observation time. The 1σ
speckle noise level for a 1hr observation is shown in Fig-
ure 8 (right).
5.0.1. Non-predictive control
The non-predictive control cases shows a 10−5 contrast
speckle noise at 2 λ/D, which corresponds to a 104 de-
tection contrast assuming a 10-σ threshold. The detec-
tion limit is 10 times better at 6 λ/D. The coronagraph
does not improve detection limits in this atmospheric
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speckles dominated regime. While our assumptions are
highly optimistic (bias-free photon-noise limited wave-
front sensing, lack of non-common path errors, wavefront
achromaticity), we note that PSF subtraction by angular
differential imaging on current extreme-AO systems is al-
ready approaching this limit. For example Zurlo et al.
(2016) report a 4 × 10−6 contrast K1-band photometric
error of the HR8799e planet at 7.5 λ/D separation, which
is approximately 10 times above the curves on Figure 8.
5.0.2. Predictive control
With predictive control, residual speckles are fainter
than the static non-coronagraphic PSF, and are there-
fore amplified without a coronagraph (Aime & Soum-
mer 2004; Soummer et al. 2007): Figure 8 does indeed
show a significant contrast improvement from the coro-
nagraph. The with-coronagraph contrast gain between
non-predictive and predictive control is approaching 4
orders of magnitude at 2 λ/D, which is only partially
explained by raw contrast (≈ 100 - 1000 × gain). Better
averaging of speckles into a smooth halo brings another
> 10× contrast detection gain. As shown in Figure 9, the
residual wavefront decorrelation time is ≈ 10× shorter
with a predictive controller than it is with an integrator.
6. CONCLUSIONS
Empirical Orthogonal Functions (EOFs) provide a
powerful yet flexible implementation of linear opti-
mal predictive control. EOF prediction combines sev-
eral highly desirable features: sensor fusion, pattern
matching for transient events, fully automatic model-
independent tuning, ability to identify and use any linear
spatio-temporal relationship and robustness against sen-
sor noise. The EOF implementation described in this pa-
per converges to the optimal linear auto-regressive filter
without requiring a physical model of the wavefront tem-
poral evolution, and does not require user input/tuning.
The examples provided in this paper demonstrate the
EOF approach high performance and fast convergence.
A 7 × improvement in residual wavefront error is demon-
strated in §4, and several order of magnitudes gain in de-
tection contrast are obtained in §5. We will address the
use of optimal linear prediction in closed-loop modal con-
trol for high contrast imaging in our forthcoming paper:
Males and Guyon (2017, in prep.).
6.1. Hardware considerations
The EOF-based approach presented in this paper pre-
dicts future sensor measurements in an open loop con-
figuration, so it can be integrated in a close loop control
architecture provided that pseudo-open loop telemetry
can be reconstructed as in the optimal modal control of
Gendron & Lena (1994, 1995).
The technique therefore requires reliable open loop
wavefront estimates to be constructed from real-time
wavefront sensor(s) and deformable mirror(s) telemetry.
Knowledge of hardware/software time lags, deformable
mirror and wavefront sensor responses are therefore re-
quired for successful implementation, and calibration er-
rors will lead to poor performance and possible insta-
bilities. While uncorrelated WFS measurement noise is
properly averaged by the filter, non-linear responses of
the WFS and DM have not been addressed in this pa-
per, and can limit performance. These calibrations errors
are fundamental limits to predictive control techniques,
and not unique to the EOF-based approach.
Unlike predictive approaches relying on turbulence
models, the technique does not explicitely predict wave-
fronts, but only predicts future wavefront measurements,
so close loop control will only address the sensor’s mea-
surement space. This can be a limitation in wide-field
AO architecture where the wavefront should be corrected
along a sky direction for which there is no WFS: in this
case, a sensor should be deployed in the desired sky loca-
tion to train the predictive filter control, or EOFs must
be combined with a turbulence model.
More importantly, because the predictive controller is
optimized to reproduce future WFS measurements by
linear combination of past WFS measurements, corre-
lated noise and calibration errors in the WFS will drive
the reconstruction away from the optimal solution. For
example, a periodic additive noise in the WFS will be
misinterpreted as a linear relationship between past and
future wavefront states, adding errors in the predicted
wavefronts. In addition to WFS correlated noises, the
reconstructed pseudo open loop telemetry that serves as
the input to the EOFs-based algorithm may contain cor-
related noises due to timing errors, WFS and DM non-
linearities. While exploring the full range of such be-
haviors and their effect on performance are beyond the
scope of this study, they should be taken into considera-
tion when implementing and deploying the technique on
real hardware.
6.2. Wavefront statistics and Filter averaging
The EOF-based approach relies on wavefront statistics
stationarity for optimal performance. Deviations from
stationarity will result in poor performance and possi-
ble unstable behavior: changing conditions (variable at-
mospheric seeing, wind speed and direction) will ren-
der the predictive filter stale, and potentially counter-
productive. The predictive filter should therefore be
updated sufficiently frequently to adapt to continuously
changing conditions.
However, because the EOF implementation presented
in this paper is not constrained by physical models, the
predictive filter contains a large number of degrees of
freedom, and can only be reliably derived with a suffi-
ciently large number of measurements. In a regime where
the number of measurements is small (or very noisy),
the EOF process may artifically fit measurement noise
in the training set. This can be mitigated with hybrid
approaches, combining EOF with a physical model of
wavefront evolution to constrain the predictive filter.
Additionally, the training set used to derive a filter
should be sufficiently long to experience the spatial and
temporal patterns that are likely to occur during predic-
tive control. For example, in the presence of recurring
disturbance patterns, the effective duration of the train-
ing set should be chosen to include multiple instances of
the patterns.
Understanding the tradeoff between filter noise aver-
aging and filter agility to changing conditions is essential
to achieving high performance. The numerical simula-
tions presented in this paper show that a filter computed
from 1 mn training set is sufficient to yield significant
gains in the example considered, so the approach should
be robust to slowly changing atmospheric conditions. For
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fainter stars (higher WFS noise), the filter averaging time
could become sufficiently long for the wavefront statistics
non-stationarity to significant affect performance.
The authors thank Michael Fitzgerald, Caroline
Kulcs´ar and Henri-Franc¸ois Raynaud for their valuable
suggestions to improve the manuscript. Linear alge-
bra computations for this work were performed with the
MAGMA library (Tomov et al. 2010a,b; Dongarra et al.
2014; Nath et al. 2010b,a).
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