The statistical mechanics of two-layered perceptrons with N input units, K hidden units, and a single output unit that makes a decision based on a majority rule (Committee Machine), is studied. Two architectures are considered. In the nonoverlapping case the hidden units do not share common inputs. In the fully connected case each hidden unit is connected to the entire input layer. In both cases the network realizes a random dichotomy of P inputs. The statistical properties of the space of solutions as a function of P is studied, using the replica method, and by numerical simulations, in the regime where N )) K. In the nonoverlapping architecture with continuously varying weights the capacity, defined as the maximal number of P per weight, (n, ) Cybern. 60, 345 (1989)]. This suggests a strong replica-symmetry-breaking effect The. instability of the RS solution is shown to occur at a value of e which remains Rnite in the large-K limit. A one-step replica-symmetry-breaking (RSB) ansatz is studied for K = 3 and in the limit K goes to infinity.
I. INTRODUCTION
In her pioneering work, Gardner [1] has demonstrated that a statistical-mechanics approach can be helpful for studying properties of perceptrons. This approach has been applied successfully in diff'erent problems [2] . In most of them, the networks considered have the simplest architecture: one input layer of N units and one output unit.
However, as it is well known, the computational power of such a one-layer network is limited. Fig. 1(a) . The second architecture is one in which the hidden layer is fully connected, Fig. 1(b) .
In both the layer of connections from the hidden units to the output is fixed to be 1.
One type of symmetry breaking that can occur in the present problem is replica symmetry breaking (RSB) [3] .
In spin glasses it is associated with the near degeneracy of the ground state due to the combination of randomness and frustration. In the case of the single-layer perceptron, RSB occurs only at or above the maximal capacity.
This holds both for continuously varying weights [1] and with binary weights [4] . Below the capacity the symmetry is unbroken, which is in agreement with the convexity of the solution space. We will study the occurrence of RSB in the case of the nonoverlapping Committee Ma- chine, below the maximal capacity.
A second syrrimetry studied in this work is permutation symmetry. It is relevant only for the fully connected architecture, where it reflects the invariance under permuting the hidden units. Of course this symmetry has no analog in the single-layer case.
Another aspect of the performance of the multilayer network is the storage capacity. As in the single-layer perceptron, it is defined here as the number of random dichotomies that the system can realize, per weight. In particular, it would be interesting to know the dependence of this capacity on the number of hidden units. The problem of the information capacity of multilayered networks has been addressed, using geometrical methods, by Baum [5] and by Mitchison and Durbin [6] . Baum the random-energy model [9] or in the so-called simplestspin-glass model [10) . It should be noted that already for I& = 2 the two-step RSB corrects only slightly, by less than 5', the maximal-capacity estimates [11] . This network ("Committee Machine [13] with nonoverlapping receptive fields" ) is shown in Fig. 1(a) Our evaluation of the one-step correction to n, is not very accurate due to numerical uncertainties. Nevertheless it does provide a rough estimate of n, . Our conclusion is that for I~= 3 the correction with respect to the RS estimate of the maximal capacity is of the order of 25%. (2.23) and the conjugates qo, qq, and E.
In term of these order parameters (and after elimination of the conjugate order parameters EP and q~' P) one finds
Numerical simulations
As there is no learning algorithm which is proved to converge for multilayered perceptrons, simulations can only give some empiric insight. We have used a Least Action Learning (LAL) algorithm of the type described by Nilsson [13, 6] . All (1) One presentation of the whole set of the patterns is named a session. The algorithm finishes when either all the patterns of the set are known or the number of sessions reachs some fixed n",.
We have simulated networks of different sizes N: N = 300, N = 450, and N = 600. The results were averaged over a sample of, respectively, 50, 50, and 10 sets of patterns. The runs were per'formed over a maximum of n,~= 3000 sessions and some of the runs were allowed to keep over 6000 sessions.
The results of these simulations are summarized in Fig. 3. Fig. 6 . We define the average capacity as the value of e for which half of the samples have solutions. As can be seen from the figure, the average capacity found for these small networks is almost independent of N (displaying only a minor finite size effect), and is close to the theoretical capacity found for the infinite network (N~oo). Fig. 1(b) The complete numerical solution of Eqs. (3.8) and (3.9) is plotted in Fig. 7 . The order parameter q1 is always neg-4155 To emphasize the distinction between the two phases, we show a typical time evolution of the averaging of qo, qq, and q2, in those two phases (Fig. 8) Fig. 8(a) ]. For large n (n = 1. 83), qp increases, but remains negative near q~, and q2 stays in values near 1. This indicates a PSB phase [ Fig. 8(b) The runs were stopped after 3000 or 6000 sessions.
is no more efficient for a number of patterns per synapse larger than n, (r,AL) 2.82 6 0.02, (3.12) which is slightly larger than the corresponding quantity for the nonoverlapping architecture n, t z,AL~2 .42.
IV. DISCUSSION AND CONCLUSIONS
In this work we have studied the properties of the space of solutions of two-layered neural networks that perform random dichotomy. We have focused on the occurrence of spontaneous breaking of two symmetries: replica symmetry (RS) and permutation symmetry (PS). The occurrence of symmetry breaking is an important probe of the connectedness of the space of solutions.
In order to study the RSB we have investigated a two-layer network with an architecture of a Committee Machine with nonoverlapping receptive fields [shown in Fig. 1(a) RSB has been found in the case of a single-layer perceptron [1] . In that case RSB occurs only for n above the maximal capacity, n" i.e. , in the regime where the networks perform the dichotomy with a nonzero amount of error. (Note that n is defined as the number of patterns per weight. ) Thus the RSB is similar to that occurring in spinglasses, in that it is related to the degeneracy and fluctuations of the frustrated ground state. In the present case, the RSB is related to the breakdown of the solution space, which breaks into many disconnected regions in the space of networks. Since our study is strictly at zero temperature the RSB is associated not with nearenergy degeneracy but rather with near-entropy degeneracy. Specifically the RSB implies in our case that the entropies of the different "valleys" differ by an amount of order 1, whereas the total entropy is of the order of the number of connections in the network (N).
We have also studied the case of binary weights, In this case, for general K the annealed approximation provides a bound of n, = 1 on the maximal capacity. Our analysis shows that RSB occurs only above n, . Below it the space of solutions is connected. However as o. approaches o. , the solution space becomes increasingly more ramified. It is interesting to note that in the case of binary weights the properties of the two-layer system discussed above are qualitatively similar to those of a single-layer binary perceptron, as found by Krauth and Mezard [4] .
In both cases the RSB occurs only at the capacity limit.
To probe the effect of PS and its breaking in multilayer networks we have studied a two-layer Committee
Machine with fully connected architecture, Fig. 1 
Gq is given by 
