Abstract. We shall present new characterizations of partially greedy and almost greedy bases. A new class of basis (which we call reverse partially greedy basis) arises naturally from these characterizations of partially greedy bases. We also give characterizations for 1-partially greedy and 1-reverse partially greedy bases.
Introduction
Let X be a real Banach space with a seminormalized basis (e n ) and biorthogonal functionals (e * n ). X is allowed to be finite-dimensional, in which case (e n ) is a finite algebraic basis for X. For any x ∈ X we denote supp(x) = {n : e * n (x) = 0}, P A (x) = i∈A e * i (x)e i . If A ⊂ N then |A| denotes the cardinality of A, 1 A = i∈A e i , for A, B ⊂ N we write A < B if max A < min B.
In [8] Konyagin and Temlyakov introduced the Thresholding Greedy Algorithm (TGA) (G m ), where G m (x) is obtained by taking the largest m coefficients in the series expansion of x. For x ∈ X let Λ m (x) be a set of any m-indices such that e * n (x)e n . [8] defined a basis (e n ) to be greedy with constant C if for all x ∈ X, m ∈ N x − G m (x) ≤ Cσ m (x) (1) where σ m (x) is the error in the best mth term approximation to x and is given by σ m (x) = inf x − i∈A a i e i : |A| = m, a i ∈ R, i ∈ A . (2) They proved that a basis is greedy if and only if it is unconditional and democratic. Recall that a basis (e n ) of a Banach space is unconditional if any rearrangement of the series x = n≥1 e * n (x)e n converges in norm to x. A basis (e n ) is said to be democratic if there exists a constant Γ ≥ 1 such that 1 A ≤ Γ 1 B where A, B are finite subsets of N and |A| ≤ |B|.
Konyagin and Temlyakov in
They also introduced the notion of quasi-greedy basis. A basis is said to be quasi-greedy with constant C if G m (x) ≤ C x for all x ∈ X and m ∈ N. Later, Wojtaszczyk [11] proved that a basis is quasi-greedy if G m (x) −→ x as m −→ ∞ for all x ∈ X.
The class of almost greedy basis and partially greedy basis was considered in [7] . A basis (e n ) is said to be almost greedy with constant C if for all x ∈ X, m ∈ N
where ∼ σ m (x) is the error in the best projection of x onto a subset of (e n ) with size at most m and is given by ∼ σ m (x) = inf { x − P A (x) : |A| ≤ m}. (4) A basis (e n ) is said to be partially greedy basis with constant C if for all x ∈ X and m ∈ N we have
In [7] the authors proved that almost greedy bases are characterized by quasi-greediness and democracy and partially greedy bases are characterized by quasi-greediness and the conservative property. A basis (e n ) of a Banach space is said to be conservative if there exists a constant Γ c such that 1 A ≤ Γ c 1 B whenever A < B and |A| ≤ |B|.
Characterizations of greedy, almost greedy and quasi-greedy bases are known for the constant C = 1. Albiac and Wojtaszczyk [3] characterized 1-greedy bases. Later, Albiac and Ansorena [1] , [2] characterized 1-quasi-greedy and 1-almost greedy bases.
The Weak Thresholding greedy algorithm (WTGA) with weakness parameter τ , where 0 < τ < 1, was considered in [10] . For a given basis (e n ) of X and x ∈ X we denote by Λ τ m (x) any set of m-indices such that
The mth weak greedy approximation is given by
A more restrictive version of weak greedy algorithm known as the branch greedy algorithm (BGA) was considered in [6] .
Throughout the paper we will use the following notations. For any x ∈ X, a greedy ordering for x is a 1 − 1 map ρ : N −→ N such that supp(x) ⊂ ρ(x) and if j < k, then |e * ρ(j) | ≥ |e * ρ(k) |. If ρ is a greedy ordering for x ∈ X, set Λ m (x) := {ρ(1), · · · , ρ(m)} , α m (x) := min Λ m (x), and β m (x) := max Λ m (x).
We will work with the following weaker versions of (2) and (4):
x , where K b is the basis constant of (e n ), whereas lim m σ m (x) = lim mσm (x) = 0.
In this paper we will prove new characterizations of almost greedy and partially greedy bases. We will prove that a basis is almost greedy or partially greedy if and only if 
We will also prove characterizations of reverse partially greedy bases which are analogues of the characterizations of partially greedy bases mentioned above and proved in [7] .
In section 3 we will study the characterizations of 1-partially greedy and 1-reverse partially greedy bases. In the last section we will study the weak and branch versions of the new characterizations of almost greedy bases.
Characterizations of partially greedy, reverse partially greedy and almost greedy bases
First we recall a few results concerning quasi-greedy bases from [7] . In fact these results do not require the basis to be a Schauder basis and are valid, more generally, for biorthogonal systems ((e n ), (e * n )) such that a < e n , e * n < b for some positive constants a, b, (e n ) has dense linear span in X, and the map x → (e * n (x)) is injective. We say that (e n ) is a bounded Markushevich basis.
Set N m := {A ⊂ N : |A| = m} and 
Recall that the fundamental function φ(n) of a basis (e n ) is defined by
Note that φ is a subadditive function, i.e., φ(m + n) ≤ φ(m) + φ(n), and satisfies φ(m) ≥ (m/n)φ(n) for all positive integers m, n with m ≤ n.
If (e n ) is an almost greedy basis then from (11) it follows that there exists a constant C such that
for all A ∈ N <∞ and all scalars a i , i ∈ A.
In [7] it was proved that a basis (e n ) of a Banach space X is partially greedy if and only if it is quasi-greedy and conservative. We now give another characterization of partially greedy bases. 
Proof. Equivalence of (a) and (b) was observed in [7] . Clearly (c) implies that G m (x) ≤ (1 + C) x for all m ≥ 1 and for all x ∈ X, and hence that the basis is quasi-greedy. We now prove that (c) implies that the basis is conservative.
Let A, B ∈ N <∞ with |A| ≤ |B| = m, A < B and m ∈ N. Consider x = i∈A e i + (1 + ε) i∈B e i for any ε > 0. Then G m (x) = (1 + ε) i∈B e i . Now from (c), we have
Thus, by letting ε → 0, we get (e n ) is conservative with constant C, and this gives (c) implies (a). Now we will prove that (b) implies (c). Let the basis (e n ) be quasi-greedy with constant K and conservative with constant Γ c . Let x ∈ X, m ∈ N and G m (x) = i∈Λm(x) e * i (x)e i . Now choose any A ⊂ N with |A| ≤ m and A < α m (x). Then
We can write
and hence
From (10), (11) we have
This completes the proof.
Definition 2.4.
A basis (e n ) of a Banach space X is said to be reverse conservative if there exists some constant Γ r such that
Definition 2.5. We say that a basis (e n ) of a Banach space X is reverse partially greedy if there exists some constant C such that
for all x ∈ X and m ∈ N. Example 2.6. We present an example of a reverse conservative basis which is not democratic. For each n ∈ N, we define F n := {A ⊂ N : |A| ≤ n!, n! ≤ A} and F := n≥1 F n .
Observe that the set F is closed under spreading to the right: in fact, if A, B ∈ N m , A ∈ F and min A ≤ min B, then B ∈ F .
We define a norm on c 00 as follows
for x ∈ c 00 . Let X be the completion of c 00 in this norm. The canonical basis (e n ) of X is normalized and 1-unconditional.
From the right spreading property of F , it follows that x ≤ y , where y = a i e n i is a spread of x = a i e i with n 1 < n 2 < . . .. In particular, if A < B and |A| ≤ |B| then
The proof of the following characterization of reverse partially greedy bases is similar to the proof of Theorem 2.3.
Theorem 2.7. Let (e n ) be a basis of Banach space X. Then the following assertions are equivalent:
(a) (e n ) is reverse partially greedy.
(b) (e n ) is quasi-greedy and reverse conservative.
We now prove that if a basis (e n ) of a Banach space X is both conservative and reverse conservative then it is democratic. If X is an infinite-dimensional Banach space then for given A, B ∈ N m we can find C ∈ N m with A < C and B < C. Now by the conservative and reverse conservative properties of the basis we can easily conclude that the basis is democratic. We now give another proof of this fact which has the advantage of working for a finite basis as well.
Lemma 2.8. Let (e n ) be a basis of Banach space X. If (e n ) is both conservative and reverse conservative then (e n ) is democratic.
Proof. Let there exist a constant Γ such that for any two sets A, B ∈ N <∞ , with |A| ≤ |B|, we have
Choose any two sets A, B ∈ N m . Let A = {a 1 < a 2 < . . . < a m } and B = {b 1 < b 2 < . . . < b m }. If A < B or B < A, then 1 A ≤ Γ 1 B and 1 B ≤ Γ 1 A . So, for the rest of the proof we assume that this is not the case.
Hence
Let K b be the basis constant for (e n ). Then
Now consider the case a 1 < b m . If we compare a 2 with b m−1 then there can be three possibilities:
then we will stop the process; otherwise we will continue in the same manner. By the assumptions on the sets A, B we can find the first j, 1 ≤ j < m, such that either a j+1 > b m−j or a j+1 = b m−j .
Thus we can write either
For the first case we have
Now we can write
For the second case we get
Next, we consider basis conditions that are formally stronger than (13) and (14). We will say that a basis (e n ) satisfies (a) property ( * ) if there exists a constant C such that
While properties ( * ) and ( * * ) appear to be stronger than (13) and (14) respectively, the following results prove that this is not the case.
Theorem 2.9. Let (e n ) be a basis of a Banach space X. Then the following assertions are equivalent:
(a) (e n ) is partially greedy.
(b) (e n ) satisfies property ( * ).
Proof. Theorem 2.3 shows that (b) implies (a). We now prove that (a) implies (b). Let K b , K, Γ c be the basis constant, quasi-greedy constant and conservative constant respectively. Let x ∈ X and A ⊆ {1, . . . , α m (x) − 1} with |A| ≤ m. Consider y = e * i (y)e i where e * i (y) = e * i (x) for all i ∈ A. To prove the theorem it is sufficient to show that
where C depends only on K, K b and Γ c . We can write A = A 1 ∪ A 2 , where
Also from (10) and (11) we have
Now we will find estimates of G m (x) , i∈A e * i (x)e i and x in terms of y .
From (10) and (11) we can write
From these estimates we have
Remark 2.10. The proof of Theorem 2.9 shows that for a partially greedy basis (e n ) we have x ≤ C 1 y for some constant C 1 , which is stronger than (15).
Similar proofs give the following characterizations of reverse partially greedy bases and almost greedy bases. 
Note that (e n ) is required to be a Schauder basis in the proofs of the above results as the basis constant K b appears in certain estimates. However, by replacing (b) in Theorem 2.12 by a stronger condition we can get a characterization of almost greedy bounded Markushevic bases (see the first paragraph of Section 2). Theorem 2.13. Let (e n ) be a bounded Markushevich basis for a Banach space X. Then the following assertions are equivalent:
(a) (e n ) is almost greedy.
Then there exists a constant C such that for any x ∈ X, A ⊂ N with |A| ≤ m and |A ∩ Λ m (x)| ≤ λm, and any a i ∈ R, i ∈ A, we have
Proof. First we show that (b) implies (a). Setting
for all m ≥ 1 and for all x ∈ X, and hence that (e n ) is quasi-greedy. Now we show, setting λ = 0 again, that (b) implies that (e n ) is democratic. Let A, B ∈ N m . First suppose that A and B are disjoint. Then, applying (b) to x = 1 B + (1 + ε)1 A yields. 1 B ≤ C 1 A . For the general case, note that (b) implies 1 E ≤ (1 + C) 1 A for all E ⊆ A. Hence
Hence (e n ) is democratic. So (e n ) is quasi-greedy and democratic, and hence almost greedy. Now we show that (a) implies (b). Let φ(n) be the fundamental function for an almost greedy basis (e n ). In the following inequalities the constants C 1 , C 2 etc. depend only on λ and the quasi-greedy and democratic constants of (e n ). Let A ⊂ N with |A ∩ Λ m (x)| ≤ λm and |A| ≤ m. We may assume without loss of generality that λm ∈ N. Then for all coefficients (a i ) i∈A ,
The first inequality follows from quasi-greediness of (e n ). The second inequality follows from (12) 
Then by the triangle inequality
Then by [7, Theorem 3 .3], we have
Thus in both the cases we get
for some constant C.
Remark 2.14. Theorem 2.13 complements [5, Theorem 3.2] which states that if (e n ) is an almost greedy basis then there exists C > 0 such that for all x ∈ X and n ≥ 1 there exist scalars a i (i ∈ Λ n (x)) such that
The following characterization of greedy bases was proved in [4] . 
for all x ∈ X and m ∈ N.
We now prove the similar result for almost greedy bases. Now we prove that (b) implies (a). From (16) it follows that G m (x) ≤ (C + 1) x for all x ∈ X and m ∈ N. Hence (e n ) is quasi-greedy. For any ε > 0, A, B ∈ N <∞ with A < B and |A| ≤ |B| consider x := 1 A + (1 + ε)1 B . Clearly from (16) it follows that
Similarly, if we consider any A, B ∈ N <∞ with A > B and |A| ≤ |B| then we can prove
Thus from Lemma 2.8 it follows that the basis is democratic and this proves that (b) implies (a).
3. Characterization of 1-partially and 1-reverse partially greedy bases Lemma 3.1. A basis (e n ) of Banach space X satisfies (13) with C = 1 if and only if for any x ∈ X and j < α 1 (x)
Proof. If (13) is satisfied with C = 1 then (17) follows immediately. Conversely, suppose that (17) holds. Note that iterating (17) yields
Continuing in this way we get
Theorem 3.2. A basis (e n ) of a Banach space is 1-partially greedy (i.e., satisfies (13) with C = 1) if and only if for any x ∈ X and j, k ∈ N \ supp(x), with j < k,
Proof. Suppose (e n ) satisfies (13) with C = 1. Let us verify (18). For any ε > 0 consider y = x + se j + (1 + ε)te k where j, k ∈ N \ supp(x), j < k and |s| = |t| ≥ max |e * i (x)|. Clearly, G 1 (y) = (1 + ε)te k and thus
Letting ε −→ 0, we get x + se j ≤ x + te k . Similarly, setting z = x + (1 + ε)te k ,
and hence x ≤ x + te k . Thus, (18) is satisfied.
Conversely, suppose that (18) is satisfied. Let x ∈ X. Suppose that G 1 (x) = e * k (x)e k and suppose j < k. Consider y = x − G 1 (x). Then by (18),
where s = e * k (x). By convexity, since |e * j (x)| ≤ |s|,
Hence (e n ) satisfies (17). So, by Lemma 3.1, (e n ) satisfies (13) with C = 1.
Similar arguments yields the following results for 1-reverse partially greedy bases. 
Branch almost greedy and weak almost greedy bases
In this section we will consider the WTGA and BGA. The BGA is a more restrictive form of WTGA. First we recall the definition of the BGA from [6] . Let X be a finite dimensional or separable infinite-dimensional Banach space. Let (e n ) be a bounded Markushevich basis. For a given weakness parameter τ , 0 < τ < 1 and 0 = x ∈ X, define
Let G τ : X \ {0} −→ N be any mapping satisfying the following conditions:
. In this algorithm G τ (x) is the index of first selected coefficient. The subsequent coefficients are selected by iterating the algorithm on the residuals.
In [6] the authors defined the following notions of branch quasi-greedy (BQG(τ )) and branch almost greedy (BAG(τ )) for a given weakness parameter τ (a) (e n ) is said to be BQG(τ ) with constant C such that
(b) (e n ) is said to be BAG(τ ) with constant C such that
They proved that if any algebraic basis (e i ) N i=1 of a N -dimensional normed space is BAG(τ ) then the basis is both quasi-greedy and democratic. Now we will prove the similar results for the weaker notions than BAG(τ ).
For Theorem 4.4 we will consider the BGA and for Theorem 4.5 we will work with the W T GA. If G τ m (x) = n∈B τ m (x) e * n (x)e n , then we denote α τ m (x) = min B τ m (x) and β τ m (x) = max B τ m (x). To prove Theorem 4.4 first we recall a few results from [6] . Definition 4.1. Let 0 < τ < 1. Then a basis (e i ) N i=1 is said to have property P (τ ) if there exists some constant C such that for all sets A ⊂ {1, . . . , N } and for all scalars (a i ) i∈A with 1 ≤ |a i | ≤ 
is a basis of X and there exists a constant C such that
Proof. Clearly, it follows from (22) that (e i ) N i=1 is BQG(τ ) with constant 1 + C. First we prove that (21) is satisfied for all A ⊂ {1, · · · , N } with |A| ≤ N/2 and all scalars (a i ) i∈A with 1 ≤ |a i | ≤ 1 τ 2 . Choose any A ⊂ {1, · · · , N } with |A| = n ≤ N/2 and scalars (a i ) i∈A such that 1 ≤ |a i | ≤ 1/τ 2 . Now choose D ⊂ {1, . . . , N } disjoint from A and |A| = |D|. Let A = {a 1 < . . . < a k } and D = {d 1 < . . . < d k } and without loss of generality we can assume that a 1 < d k . Now by using the fact that A ∩ D = ∅ and arguments of Lemma 2.8 we can find j, 0 ≤ j ≤ k such that
where
Consider x j = θ i∈D j e i + i∈A j a i e i where j = 1, 2 and 0
a i e i and thus for j = 1, 2 (22) yields
If we consider y j = i∈D j e i + θ i∈A j ±e i , then G τ k j (y j ) = i∈D j e i and thus for j = 1, 2 (22) yields
From (23) and (24) we have
where K b is the basis constant. Since θ < τ is arbitrary, so we can write
Next we prove that (e i ) N i=1 is democratic. From Lemma 2.8 it follows that it is sufficient to show that (e i ) N i=1 is both conservative and reverse conservative. Choose A, B ⊂ {1, . . . , N } with A < B and |A| ≤ |B| = k. Consider x = θ1 A + 1 B , where 0 < θ < τ . Then G τ k (x) = 1 B , so
Since θ < τ is arbitrary, so we get (e i ) N i=1 is is quasi-greedy and democratic, and hence almost greedy by [7] .
To conclude this section we prove the converse of Theorems 4.4. in the more general setting of the WTGA. Theorem 4.5. Let (e n ) be almost greedy Markushevich basis of a Banach space X. Let 0 < τ < 1 be weakness parameter and 0 ≤ λ < 1 be any scalar. Then exists a constant C such that for any x ∈ X, A ⊂ N with |A ∩ Λ τ m (x)| ≤ λm, |A| ≤ m and a i ∈ R, i ∈ A, we have
Proof. It follows from [9] that for any x ∈ X, m ∈ N there exists a constant C(τ ) such that
The rest of the argument is very similar to Theorem 2.13. Let φ(n) be the fundamental function for an almost greedy Markushevich basis (e n ). In the following inequalities the constants C 1 , C 2 etc. depend only on λ and the quasi-greedy and democratic constants of (e n ). Let A ⊂ N with |A ∩ Λ τ m (x)| ≤ λm and |A| ≤ m. Then for all coefficients (a i ) i∈A , Here for the second inequality we used (12) and the fact that |A ∩ Λ τ m | ≤ λm, so the largest (1 − λ)m coefficients of x − i∈A a i e i are at least τ |e * ρ(m) (x)|. Now consider two cases, first suppose that x − G 2m (x) ≤ 1 2 x − G m (x) . Then by the triangle inequality
Now suppose x − G 2m (x) > 1 2 x − G m (x) , then by Theorem 3.3 [7] , we have
for some constant C 1 (τ ). Now the result follows from (26).
