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ABSTRACT 
 
This thesis provides a novel investigation into rainfall-runoff processes occurring within a unique two-tiered 
depth-driven overland flow physical modelling environment, as well as within a numerical model context 
where parameterisation and DEM/building resolution influences have been investigated using an 
innovative de-coupled methodology. Two approaches to simulating urban rainfall-runoff responses were 
used. Firstly, a novel, 9 m2 physical modelling environment consisting of a: (i) a low-cost rainfall simulator 
component able to simulate consistent, uniformly distributed rainfall events of varying duration and 
intensity, and; (ii) a modular plot surface layer was used. Secondly, a numerical hydroinundation model 
(FloodMap2D-HydroInundation) was used to simulate a short-duration, high intensity surface water flood 
event (28th June 2012, Loughborough University campus).  
The physical model showed sensitivities to a number of meteorological and terrestrial factors. Results 
demonstrated intuitive model sensitivity to increasing the intensity and duration of rainfall, resulting in 
higher peak discharges and larger outflow volumes at the model outflow unit, as well as increases in the 
water depth within the physical model plot surface. Increases in percentage permeability were also shown 
to alter outflow flood hydrograph shape, volume, magnitude and timing due to storages within the physical 
model plot. Thus, a reduction in the overall volume of water received at the outflow hydrograph and a 
decrease in the peak of the flood event was observed with an increase in permeability coverage. Increases 
in the density of buildings resulted in a more rapid receding limb of the hydrograph and a steeper rising 
limb, suggesting a more rapid hydrological response. This indicates that buildings can have a channelling 
influence on surface water flows as well as a blockage effect. The layout and distribution of permeable 
elements was also shown to affect the rainfall-runoff response recorded at the model outflow, with 
downstream concentrated permeability resulting in statistically different hydrograph outflow data, but the 
layout of buildings was not seen to result in significant changes to the outflow flood hydrographs; outflow 
hydrographs appeared to only be influenced by the actual quantity and density of buildings, rather than 
their spatial distribution and placement within the catchment. 
Parameterisation of hydraulic (roughness) and hydrological (drainage rate, infiltration and 
evapotranspiration) model variables, and the influence of mesh resolution of elevation and building 
elements on surface water inundation outputs, both at the global and local level, were studied. Further, the 
viability of crowdsourced approaches to provide external model validation data in conjunction with dGPS 
water depth data was assessed. Parameterisation demonstrated that drainage rate changes within the 
expected range of parameter values resulted in considerable losses from the numerical model domain at 
global and local scales. Further, the model was also shown to be moderately sensitive to hydraulic 
conductivity and roughness parameterisation at both scales of analysis. Conversely, the parameterisation 
of evapotranspiration demonstrated that the model was largely insensitive to any changes of 
evapotranspiration rates at the global and local scales. Detailed analyses at the hotspot level were critical 
  iii 
to calibrate and validate the numerical model, as well as allowing small-scale variations to be understood 
using at-a-point hydrograph assessments. A localised analysis was shown to be especially important to 
identify the effects of resolution changes in the DEM and buildings which were shown to be spatially 
dependent on the density, presence, size and geometry of buildings within the study site. 
The resolution of the topographic elements of a DEM were also shown to be crucial in altering the flood 
characteristics at the global and localised hotspot levels. A novel de-coupled investigation of the elevation 
and building components of the DEM in a strategic matrix of scenarios was used to understand the 
independent influence of building and topographic mesh resolution effects on surface water flood outputs. 
Notably, the inclusion of buildings on a DEM surface was shown to have a considerable influence on the 
distribution of flood waters through time (regardless of resolution), with the exclusion of buildings from the 
DEM grid being shown to produce less accurate results than altering the overall resolution of the horizontal 
DEM grid cells. This suggests that future surface water flood studies should focus on the inclusion and 
representation of buildings and structural features present on the DEM surface as these have a crucial role 
in modifying rainfall-runoff responses. Focus on building representation was shown to be more vital than 
concentrating on advances in the horizontal resolution of the grid cells which make up a DEM, as a DEM 
resolution of 2 m was shown to be sufficiently detailed to conduct the urban surface water flood modelling 
undertaken, supporting previous inundation research.  
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Chapter 1: Introduction – modelling urban rainfall-runoff responses using 
physical and numerical modelling approaches 
 
1.1 Research context and background 
Floods, water that inundates land which is not usually submerged under normal conditions 
(Smith & Ward, 1998; EU Flood Directive, 2006; National Flood Resilience Review, 2016), are 
one of the most significant natural hazards, affecting 116 million people globally, causing 
approximately 7,000 deaths and damages in the region of $7.5 billion annually (UNESCO, 2010). 
Flooding has been recognised as one of the most damaging natural disasters in the UK (Brown 
& Damery, 2002), with the Environment Agency (2009) estimating that five million people, one 
twelfth of the UK population, occupying 2 million properties are at risk from coastal, fluvial or 
surface water flooding. This is projected to increase by 1.2 million people by 2050 due to climatic 
changes relating to precipitation (Huntington, 2006; Wilby & Keenan, 2012; Zhou et al., 2012; 
Kendon et al., 2014) and population growth (Werrity, 2006; Houston et al., 2011). Furthermore, 
the Pitt Review (2008) states that nearly two thirds of UK flood damage in urban areas is due to 
surface water flooding, making surface water flooding a high priority for research. 
Surface water (‘pluvial’) flooding occurs due to short, intense precipitation events where excess 
rainfall (typically over 30 mm/hr in the United Kingdom; Kendon et al., 2014) cannot infiltrate into 
the sub-surface or drain via natural or artificial drainage systems (Van Riel, 2011), or where 
rainfall intensity exceeds drainage capacity. The Flood and Water Management Act (2010) 
defines surface water flooding as the flooding that takes place from the surface runoff generated 
by rainwater (including snow and other precipitation) which: (a) is on the surface of the ground 
(whether or not it is moving), and; (b) has not yet entered a watercourse, drainage channel or 
public sewer. There are several terrestrial and meteorological factors which may affect the 
severity of surface water flooding and alter the rainfall-runoff response of a catchment when 
subjected to an intense rainfall event. These include the: (i) intensity, duration and location of 
precipitation events; (ii) surface topography; (iii) capacity, condition and presence of natural or 
artificial drainage systems; (iv) permeability of the catchment, and; (v) antecedent catchment 
conditions (see Section 2.3). 
It is imperative to understand, forecast and mitigate the impact, extent and severity of surface 
water flooding (Simões et al., 2010). Previous research has focused largely on the use of 
numerical inundation modelling approaches to reconstruct actual flood events or model 
theoretical future flooding scenarios and a number of hydroinundation models of varying 
typology and complexity for research and/or industry applications exist (see Section 2.4). There 
are several model typologies based on how the modelling environment is assembled or 
presented, and these range from conceptually-based models to more complex computer-based 
mathematical modelling environments. The choice of a model demands the researcher to make 
an informed and analytical decision about the requirements of the model, for example, deciding 
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which processes need more emphasis or which can be simplified or omitted all together 
(Demeritt & Wainwright, 2005). 
Conceptual or theoretical models are the most basic and are generally represented using a flow 
chart or narrative form (Beven, 2001; Demeritt & Wainwright, 2005; Gupta et al., 2012; see 
Figures 1.1 and 5.3) indicating the movements, networks, flows and linkages operating within 
the system, and an identification of the essential components and structure of the system. A 
conceptual model seeks to theoretically conceptualise how the fundamental laws and processes 
interact and create an output or change of state (Gupta et al., 2012). Most models originate from 
a conceptual model as they are useful in planning and preparing a more advanced mathematical 
modelling environment (Beven, 2001). However, conceptual models may be difficult to apply 
empirically because they only the show system linkages and feedbacks (Demeritt & Wainwright, 
2005). On the other hand, mathematical models use arithmetical equations to represent the 
relationships among system components, their various state conditions and the rates and extent 
of change which can occur to them (Demeritt & Wainwright, 2005). Such models can vary 
significantly from simple equations (Singh & Woolhiser, 2002) to complex numerical modelling 
codes which apply a series of interconnected equations to calculate spatially referenced results 
dynamically over discrete time steps (e.g. Yu & Lane, 2006a,b; Yu & Lane, 2011; Ozdemir et al., 
2013). Generally, two-dimensional (2D) numerical rainfall-runoff models are used for the 
modelling of surface water flooding, which are able to represent surface flow routing and a 
number of key hydraulic (e.g. roughness) and hydrological (e.g. infiltration, evapotranspiration 
and drainage) parameters to simulate case study-based surface water flood events.  
 
Figure 1.1: Conceptual model of numerical code development. Adapted from Willis (2014). 
‘Reality’ or 
physical system 
Data Input 
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In addition to numerical modelling techniques, physical modelling methodologies can be used, 
although their application in surface water flood research has been limited. Hydraulic and 
hydrologic models are seen as the best strategy for studying and examining surface water flood 
risk in the current paradigm of flood risk management as they develop our understanding of 
current and future flood risk, allowing risk to be understood, predicted and potentially mitigated. 
Physical models are scaled representations of full sized physical systems (Hughes, 1991; 
Green, 2014). Although physical modelling techniques are currently widely recognised and 
accepted research tools within other areas of hydrology, hydraulics and geomorphology (e.g. 
flume-based studies), summarised within Green (2014), the use of ‘laboratory catchments’ to 
provide experimental control over hydrological variables (Hall et al., 1989) is seldom applied 
within the field of urban rainfall-runoff modelling.  Physical models are generally treated 
separately (or sometimes as an alternative) to numerical modelling approaches, with few studies 
combining both research methods. However, physical modelling can be combined with other 
techniques to create hybrid or composite models where both modelling techniques may act in 
synergy to allow the shortcomings of one modelling technique to be overcome (Green, 2014), 
and/or used to calibrate or inform numerical model functioning and understanding (Sutherland 
& Barfuss, 2011). Despite physical models having great potential to understand rainfall-runoff 
processes associated with surface water flooding and support numerical modelling approaches, 
their application is largely understudied. 
Few recent studies have used rainfall simulators over scaled urban areas to understand the 
rainfall-runoff processes occurring over urban catchments. Early work using laboratory 
experiments to understand surface runoff over laboratory catchments focused on the influence 
of factors such as slope (Neal, 1938; Black, 1970; Muzik, 1974), imperviousness (Minshall, 1960; 
Roberts & Klingeman, 1970) and catchment size (Black & Cronn, 1975; see Figure 1.2). More 
recently, Isidoro et al. (2012a) investigated the effect of rooftop connectivity on rainfall-runoff 
processes using a scaled urban environment, demonstrating that rooftop connectivity strongly 
influences the rainfall-runoff processes in impervious areas, having significant influence on the 
outflow flood hydrographs. Isidoro et al. (2012b) reached similar conclusions when studying the 
influence of building density on overland flow under moving storms and wind-driven rainfall using 
the same experimental apparatus. These studies were expanded on by Isidoro & de Lima (2013) 
who studied the effect of building height on rainfall-runoff processes. The laboratory experiments 
conducted demonstrated that building density and height also affected the hydrological response 
to rainfall of varying intensities, with urban impervious areas promoting higher peak discharges, 
longer base times and a reduction in the rising limb of the hydrograph. However, Isidoro & de 
Lima (2013) state that because of the physical model size (4 m2) and simplicity, as well as the 
lack of coupling with numerical modelling techniques, results obtained could not be directly 
extrapolated to real urban environments.  
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This PhD aims to investigate urban rainfall-runoff responses using two contrasting modelling 
environments: (1) an experimental, laboratory-based physical modelling setup consisting of 
rainfall simulator and plot surface components, and; (2) a computer-based numerical 
hydroinundation modelling framework. Within the physical modelling setup, key variables 
affecting surface water flood extent and severity (e.g. rainfall intensity, rainfall duration and the 
placement and density of building and permeable elements) will be investigated independently 
to understand the sensitivity of model variables. Discharge per unit time will be measured at the 
model outflow and at-a-point depths will be measured at the sides of the physical model. These 
measurements will be used to assess the urban catchment response to altering key controlling 
variables within a closed, controlled laboratory setting. Within the numerical modelling 
environment, an actual surface water which occurred in Loughborough, UK on the 28th June 
2012 following an intense, short duration precipitation event will be studied. The case study 
event will be simulated within a two-dimensional numerical hydroinundation modelling code 
(FloodMap-HydroInundation2D), with a specific focus on understanding model parameterisation 
and boundary condition resolution and representation. Further, emphasis will be placed on the 
use of crowdsourced data to validate and inform numerical model simulation outputs. 
 
Figure 1.2: Peter Black and James Cronn working on a small laboratory 
‘micro-catchment’ placed under a rainfall simulator setup. Source: Bren 
(2014). 
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1.2 Research aim, objectives and structure 
The following sections outline the overall research aim of the thesis (Section 1.2.1), the principal 
research objectives (Section 1.2.2) to achieve the overarching research aim and a thesis 
structure (Section 1.2.3) outlining the components of the following thesis chapters.  
1.2.1 Overarching research aim 
To guide the research undertaken, an overarching research aim was formulated: 
 To develop, apply and critically assess numerical and physical modelling approaches to 
understand rainfall-runoff responses associated with surface water flooding in an urban 
context, and to investigate and quantify the influence of controlling factors (e.g. 
permeability) and urban properties (e.g. buildings) on surface water flood outputs. 
1.2.2 Principal research objectives 
The research aim will be achieved by considering the following objectives: 
RO1) To design, construct and calibrate a large rainfall simulator-based physical modelling 
environment which can be used to investigate rainfall-runoff responses within a 
controlled laboratory environment; 
This research objective will focus on the development of a laboratory-scale (9 m2) modelling 
environment suitable for simulating and assessing the influence of individual rainfall-runoff 
processes on surface water flood events. Particular emphasis will be focused on determining 
the key design factors required to construct the physical modelling environment, with a particular 
focus on repeatability and reproducibility of experimental runs and the simulation of variable 
storm dynamics. Further, a critique on the assessment and quantification of the uniformity of 
simulated rainfall will be undertaken to ensure that the physical modelling environment is suitable 
for the planned research, to generate useful and informative results for the second research 
objective (RO2). Moreover, methods for the quantification and measurement of surface water 
flood outputs from the physical model will be developed to ensure a robust experimental setup. 
RO2) To conduct a series of controlled laboratory experiments to contribute towards a greater 
understanding of the physical drivers of surface water flooding, including the influence 
of catchment permeability coverage (%) and spatial distribution, building density and 
configuration,  as well as meteorological factors, such as rainfall intensity and duration 
and to assess the extent to which data collected within a physical modelling environment 
can be used to inform flood inundation modelling and understand rainfall-runoff 
responses in urban catchments; 
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This research objective relates to the results obtained using the physical modelling environment 
developed in the previous research objective (RO1). A sequence of physical modelling 
experiments focusing on the influence of rainfall intensity, rainfall duration, permeability 
coverage and layout, as well as building density and configuration will be undertaken and their 
individual influence on rainfall-runoff responses will be assessed and examined using the 
methods presented for RO1. Further, the importance and sensitivities of all physical model 
treatments examined will be evaluated to determine their relative influence on affecting rainfall-
runoff responses. The results obtained will then be used to determine whether a physical model 
is a suitable modelling environment to inform surface water flood research and whether results 
obtained within the laboratory setup can be used to infer and understand the real-world 
connotations and trends associated with physical model parameterisation.  
RO3) To conduct sensitivity analyses of numerical model parameterisation and mesh 
resolution effects on surface water flood extent, depth, timing and severity, and to 
validate numerical modelling results using novel crowdsourced methodologies; 
This research objectives refers to using the numerical model (FloodMap-HydroInundation2D) to 
investigate the sensitivity of key hydraulic (roughness) and hydrological (drainage, infiltration 
and evapotranspiration) parameters to determine their individual and combined influence and 
impact on surface water outputs across the case study location. Further, a de-coupled 
investigation into DEM and building resolution will be investigated to determine their individual 
impact on simulation outputs. Further, crowdsourced material such as images, videos and 
statements which may allow secondary data to validate the inundation modelling undertaken will 
be used to determine whether the numerical modelling undertaken can be effectively used to 
simulate the small-scale, high resolution surface water flood event studied.   
RO4) To critically assess and evaluate the application of physical and numerical modelling 
approaches to understand rainfall-runoff responses. 
This research objective brings together both physical and numerical modelling environments, 
assessing the common findings between both modelling strategies, as well as evaluating the 
benefits and limitations of each of the research methods used to simulate urban rainfall-runoff 
processes. Further, an assessment of the feasibility of applying a composite modelling approach 
is presented and future research developments are highlighted.  
1.2.3 Thesis structure 
An outline of the thesis and research undertaken is shown in Figure 1.3. Firstly, Chapter 2 
provides a theoretical basis upon which this thesis is built and identifies a number of knowledge 
gaps within current surface water flood research. The literature review provides an overview of 
flood risk management within the United Kingdom, discusses a number of causes and drivers of  
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  Figure 1.3: Thesis structure. N.B. Research Objectives (RO) are highlighted in Section 1.2.2. 
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surface water flooding and provides a detailed overview of previous research on model 
parameterisation and boundary conditions within a series of academic- and industry-based 
surface water inundation studies, using physical and numerical modelling examples. The 
chapter is presented thematically, providing the basis for a number of key concepts investigated 
later within the thesis. 
Next, the thesis is divided into two distinct components to investigate urban rainfall-runoff 
processes (see Figure 1.2). The first half (Chapters 3 – 4) focuses on the use of an experimental, 
laboratory-based physical modelling environment to understand surface water flooding. Chapter 
3 concentrates on the design, construction and testing of the physical modelling setup, with a 
particular focus on quantifying and assessing plot scale rainfall uniformity, which addresses 
RO1, and Chapter 4 presents the results from an intensive series of laboratory tests to examine 
the influence and sensitivities of individual physical model parameters on surface water flood 
specific model outputs, which achieves RO2. 
The second section of the thesis (Chapters 5 – 6) focuses on the numerical modelling aspects 
of the research undertaken, with Chapter 5 discussing the application and methodologies of 
using a numerical modelling environment (FloodMap-HydroInundation2D) to study surface water 
flood risk using an actual surface water flood event which occurred on the 28th June 2012. A 
number of areas of the UK were affected (Environment Agency, 2012; Jaroszweski, 2015), with 
the Loughborough area experiencing severe but rapidly occurring inundation. The case study of 
Loughborough University is used to investigate whether the numerical modelling environment 
can be successfully applied to a surface water flood event, and to investigate model sensitivities 
to parameterisation of key model variables and topographic and building boundary conditions to 
understand how these factors influence surface water flood outputs. Chapter 6 highlights the 
numerical modelling results, demonstrating the influence of parameterisation and boundary 
conditions on simulated surface water flood depth, extent and distribution, both globally and at 
a number of key hotspot locations. Chapters 5 and 6 both conjunctively address RO3. 
Finally, Chapter 7 concludes the thesis, addressing the research achievements with respect to 
the research aim and objectives and identifies a number of future research directions building 
upon the research undertaken. Chapter 7 also seeks to critically assess and evaluate the 
application of physical and numerical modelling approaches within surface water flood research 
and identifies future avenues of research, accomplishing RO4. 
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Chapter 2: Modelling of surface water flooding – a systematic review 
2.1 Chapter scope 
In recent years there have been fundamental changes in the approach to hydrological and 
hydraulic modelling in terms of process representation, data provision and modelling 
frameworks, supported by considerable developments in computational processing power. This 
has enabled the development of a large number of physically based hydroinundation models 
which have allowed substantial insight and understanding into urban surface water flood events 
using numerical models. Conversely, physical modelling approaches have been neglected in 
recent years but remain a trusted and dependable research method for investigating a number 
of hydrological and hydraulic research questions, including those within the field of urban 
surface water flood risk. 
This Chapter is concerned with reviewing the mechanisms of flooding, in particular surface 
water (‘pluvial’) flooding caused by intense rainfall events, as well as examining the methods 
associated with studying and understanding surface water flood risk within a UK context. This 
Chapter consists of 9 main sections. Sections 2.2 – 2.4 provide a background on surface water 
flooding and the use of numerical and physical models to simulate flood events; Section 2.2 
provides an overview of flood risk management within the United Kingdom; Section 2.3 
discusses some of the causes and drivers of surface water flooding; Section 2.4 introduces the 
benefits of using a numerical modelling framework to study surface water flood risk, 
summarising the numerical modelling methodological approaches and discussing physical 
modelling methodological approaches. Sections 2.5 and 2.6 examine the influence of boundary 
conditions within surface water flood modelling. Section 2.5 investigates the influence of 
topographic resolution and representation within surface water flood modelling, while Section 
2.6 evaluates the representation of buildings and structural features within surface water flood 
models. Next, Sections 2.7 – 2.9 critically assess the influence of parameterisation of key 
surface water flood variables, including roughness (Section 2.7), drainage (Section 2.8) and 
hydraulic conductivity (Section 2.9), a key infiltration parameter. Finally, Section 2.10 briefly 
considers how surface water flood models can be validated using external data sources, with a 
particular focus on the use of crowdsourced data. 
2.2  Overview of flood risk management within the United Kingdom 
In the United Kingdom, flooding has been recognised as one of the most damaging natural 
disasters (Brown & Damery, 2002), with the Environment Agency (2009) estimating that five 
million people, one twelfth of the UK population, occupying 2 million properties are at risk from 
coastal, fluvial or surface water flooding – 200,000 of which are below the UK government’s 
standard protection threshold of a 1 in 75 year recurrence interval. Furthermore, the Pitt Review 
(2008) states that nearly two thirds of flood damage in urban areas were due to surface water 
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flooding during the UK summer 2007 floods, making the study of surface water flood risk a high 
priority for research (Wheater et al., 2002; Gallegos et al., 2009; Tsubaki & Fujita, 2010; Fewtrell 
et al., 2011; Sampson et al., 2012; National Flood Resilience Review, 2016). Over recent years, 
the UK has been hit by a number of extreme surface water flood events (e.g. Glasgow in 2002, 
Hull and Sheffield in 2007, Newcastle in 2012 and London in 2016) and record rainfall and river 
levels have led to widespread floods severely affecting cities and communities (National Flood 
Resilience Review, 2016). As a result, the UK Government have committed to spending £2.3 
billion between 2015 – 2021 to strengthen the UK’s flood and coastal defences, as well as to 
allow effective responses during flood events (National Flood Resilience Review, 2016). 
Public knowledge of flooding is usually associated with fluvial processes, whereby rivers overtop 
and burst their banks, or coastal processes, where low-lying land is flooded by the sea due to 
high tides or storm surge events (Smith & Ward, 2000). However, surface water flooding is 
increasingly becoming recognised as a major cause of flooding. The UK Flood and Water 
Management Act (2010: 4) defines surface water flooding as: 
“The flooding that takes place from ‘surface runoff’ generated by rainwater 
(including snow and other precipitation) which: (a) is on the surface of the 
ground (whether or not it is moving), and; (b) has not yet entered a 
watercourse, drainage system or public sewer”. 
Urban surface water flooding has only recently been recognised as a major infrastructural 
hazard, partly due to rapid urbanisation resulting in an inability of drainage systems to evacuate 
excess surface runoff (Hsu, 2000; Simões et al., 2011; Kendon et al., 2014; see Section 2.3). 
Surface water flood risk currently accounts for approximately one third of the flood risk in the 
UK, with approximately 2 million people in the UK living in urban areas being at risk of a 1 in 
200-year flood event (Houston et al., 2011). Furthermore, it is widely believed in the public and 
academic domains that the magnitude and frequency of fluvial and surface water flooding is 
increasing (Robson, 2002; Hannaford & Marsh, 2007; Kendon et al., 2014). The current number 
of people at risk in the UK is projected to increase to 1.2 million people by 2050 due to climatic 
changes and variability in precipitation (Wilby & Keenan, 2012; Zhou et al., 2012) and population 
growth (Werrity, 2006) contributing to an additional 300,000 people and 900,000 people at risk 
respectively (Houston et al., 2011). Furthermore, the influence of climate change and population 
growth combined with an increasingly impermeable catchment due to the replacement of 
vegetation with tarmac, concrete and tiled roofs may further exacerbate the risk of flooding 
through surface water mechanisms (Wu et al., 2012; see Section 2.3). Following a series of 
recent UK-based urban surface water flood events, the ‘invisible hazard’ (Houston et al., 2011) 
has gained widespread attention to policy-makers, the media and the public alike. Thus, the 
latest National Flood Resilience Review (2016) strongly recommends that focus is placed on 
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issues relating to surface water flooding due to the different causes and mitigation measures 
when compared to fluvial and coastal flood events. 
2.3 Causes and drivers of urban surface water flooding  
There are several topographic and meteorological factors which may affect the severity of 
surface-water flooding and alter rainfall-runoff responses when urban environments are 
subjected to intense rainfall events. These include: (a) intensity, duration and location of 
precipitation events (see Section 2.3.1); (b) surface topography (see Section 2.3.2); (c) capacity, 
condition and presence of natural or artificial drainage systems (see Section 2.3.5); (d) 
permeability of the catchment (see Section 2.3.3), and; (e) antecedent catchment conditions 
(see Section 2.3.4). These factors and associated linkages are summarised in Figure 2.1 but 
are discussed further in the subsequent sections. 
 
 
 
 
 
 
 
Figure 2.1: Conceptual diagram showing the linkages between the factors which influence the 
occurrence of urban surface water flooding. Linkages between individual factors are discussed 
in the subsequent sections. 
2.3.1 Intensity, duration and location of precipitation event 
The duration and intensity of a rainfall event are both factors that result in more severe surface 
water flood events (Environment Agency, 2013a), with longer storm events of high intensity 
having considerable impacts on the occurrence of surface water inundation. Intense, short-
duration bursts of rainfall (typically over a 30 mm/hr threshold for UK flood events; Kendon et 
al., 2014) may result in natural or artificial drainage systems becoming overwhelmed, resulting 
in the occurrence of surface water flooding. Kendon et al. (2014) applied a weather forecast 
model to simulate sub-daily, high spatio-temporal resolution patterns of rainfall to permit the 
modelling of such short-duration convective events. This allowed the modelling of extreme 
precipitation events (> 30 mm/hr) to be identified at fine (1.5 km) grid scale, demonstrating that 
the intensive convective summer precipitation events which are characteristic of surface water 
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flooding (Borga et al., 2011) are predicted to increase in frequency and magnitude under future 
climate change scenarios. 
Also, the location of a rainfall event is important to consider, as precipitation falling over an 
urban area may have a substantially different hydrological response when compared to 
precipitation falling over a predominantly rural area. Because the direction of travel of surface 
water runoff is directly influenced by the topography of an area (see Section 2.3.2), small 
changes in the location of rainfall can have a significant influence on the occurrence and location 
of surface water flooding. Surface water flooding is generally caused by high-intensity 
convective storms which are less than 10 km across, meaning the storm location is a crucial 
control on the severity of surface water flooding. Therefore, surface water flooding is more 
frequent within the summer months when convective storms are more likely to form due to the 
rapid upward migration of warm, moist air (Borga et al., 2011). 
2.3.2 Surface topography 
Surface runoff pathways are directly influenced by the topography of an area (Neal et al., 2012). 
Water falling on an urban area naturally propagates down a topographic gradient due to 
gravitational forces. Consequently, surface water runoff is routed into surface depressions 
within the topography, resulting in ponding if drainage is inadequate. Conversely, areas with a 
higher elevation are less likely to be affected by surface water flooding as water is routed away 
from these areas along a topographic gradient. The presence of micro-scale topographic 
features (i.e. kerbs and walls; Djokic & Maidment, 1991; Hunter et al., 2008; Schubert et al., 
2008; Gallegos et al., 2008) also affect the movement and flow of runoff through an urban area. 
2.3.3 Permeability, land use and urban green space 
The land use and permeability of a catchment has a considerable influence on the amount of 
runoff generated (see Figure 2.2). Although surface water flooding can occur in rural areas 
because of saturated soil conditions combined with heavy downpours of precipitation (Rodda & 
Hawkins, 2012), land-use changes resulting in more impermeable catchments due to the 
replacement of natural vegetation with asphalt, concrete and/or paved surfaces may further 
exacerbate the risk of flooding from heavy rainfall (Hollis, 1979; Blanc et al., 2011; Wu et al., 
2013). An increase in impermeable surfaces results in the removal of soil storage capacity 
associated with permeable surfaces which in turn generates rapid surface runoff which cannot 
be adequately conveyed by artificial drainage systems, with Packman (1979) recognising that 
increases in impervious surfaces act to inhibit infiltration and intensify the amount of storm water 
runoff which is generated following a rainfall event resulting in an altered, more rapid 
hydrological response within urban areas. Permeable surfaces, such as natural soils and 
vegetated areas attenuate surface water flood risk because water can be stored and retained 
within the sub-surface (see Figure 2.2). Additionally, vegetation intercepts rainfall, increasing 
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the lag time of the hydrograph, acting to attenuate surface water flood risk. Natural, vegetated 
catchments allow storage and retention of floodwaters within the landscape (e.g. Salazar et al., 
2012) much like a sponge allows retention of volumes of water (Richardson & Siccama, 2000). 
Figure 2.2a demonstrates that natural catchment with a high percentage of permeable elements 
is expected to be able to attenuate flood waters and slow surface water flows entering drainage 
systems and watercourses. 
Conversely, impermeable surfaces (i.e. paved, tarmacked areas) are more likely to experience 
infiltration excess Hortonian overland flow (where infiltration and depression storage capacity 
have been exceeded by high intensity rainfall, resulting in horizontal sheet flow of runoff across 
a terrestrial surface) when compared to more permeable surfaces (i.e. forests or grassland; 
Packman, 1979). An impermeable urban catchment is characterised by a more ‘flashy’ flood 
response, resulting in: (i) higher and more rapid peak discharges; (ii) a steeper recession of the 
flood hydrograph, and; (iii) lower baseflows after an initial sharp peak of flood waters (see Figure 
2.2b). Planning and development pressures may result in the reduction of green spaces and a 
decrease in the number of open watercourses (Wild et al., 2011) to convey excess water, 
resulting in a higher surface water flood risk. SuDS or hard engineering solutions, such as 
underground sewers or culvert networks, can be designed to increase drainage capacity (see 
Section 2.3.5) within an urban area to account for changes in surface runoff patterns associated 
with increased impermeable surfaces in an urban catchment, with natural flood management 
strategies (e.g. SuDS) attempting to restore a more natural flood response (see hydrographs 
presented in Figure 2.2).  
 
 
Figure 2.2: Overview of surface water flows in: (a) a natural catchment, and; (b) a more 
urbanised catchment, illustrating the impact of urbanisation on surface water flows. Source: 
Scottish Government (2013). 
(a)                                                               (b) 
Natural flood response Urbanised catchment response 
evapotranspiration evapotranspiration 
interflow baseflow interflow baseflow 
Flow 
in river 
(m3/s) 
Flow 
in river 
(m3/s) 
Rainfall 
event 
Rainfall 
event Time Time 
High 
baseflow 
Lower and less 
rapid peaks 
Gradual 
recession 
Higher and more 
rapid peak 
discharge 
Steeper 
recession 
Lower 
baseflow 
Chapter 2: Modelling of surface water flooding – a systematic review 
 14 
2.3.4 Antecedent catchment conditions 
Antecedent moisture conditions within the catchment prior to a rainfall event are especially 
important at influencing a catchment’s hydrological response during and immediately after a 
rainfall event (Berthet et al., 2009; Pathiraja et al., 2012; Tramblay et al., 2012; Deng et al., 
2016). Periods of hydrological extremes (i.e. floods or droughts) may lead to green spaces 
within a catchment becoming saturated or crusted, thus affecting the soil storage capacity and 
infiltration rate. Ultimately, this may result in the generation of more surface runoff and lead to 
a higher susceptibility to surface water flooding. In the case of the 2007 UK summer floods, the 
weather was particularly wet in May and early June prior to the widespread flooding, resulting 
in soil moisture conditions being high when a period of intense rain fell in June and July. This 
meant that soils were unable to absorb heavy rainfall and attenuate potential flood events, 
exacerbating the surface water flooding seen during the UK summer floods (Pitt Review, 2008; 
National Flood Resilience Review, 2016). However, antecedent catchment conditions are a 
function of the permeability of the catchment (see Section 2.3.3), and the influence of 
antecedent catchment conditions may be limited in urban areas where the catchment is largely 
impermeable.  
2.3.5 Capacity, condition and presence of drainage systems 
The capacity, condition and presence of natural or artificial drainage systems can all affect the 
rate at which water can be drained away from a particular drainage area. Drainage systems 
removing surface water from an area can be natural (e.g. river channels, rills, gullies, swales 
etc.) or artificial (e.g. sewer systems, drainage channels/conduits, artificial swales etc.). The 
condition and presence/absence of such drainage systems may also affect an area’s overall net 
drainage rate. Blocked, congested drainage systems will be unable to convey floodwaters 
adequately, and the absence of drainage may result in excess surface water being unable to 
be drained from an area. High river and sewer levels may also hinder the drainage system’s 
ability to discharge and attenuate excess surface water, as water will be unable to be removed 
from an area or region. 
In the UK, the typical design standard for new drainage systems when unblocked and operating 
at full capacity is based on the 1 in 30 year rainfall event (Coulthard et al., 2007a,b; Houston et 
al. 2011), meaning that there is a minimum annual exceedance probability of 3.33% per year 
that the drainage system may become overwhelmed. However, due to blockages or drainage 
failure because of a lack of maintenance, drainage capacities may be substantially lower than 
the design specifications (Houston et al., 2011). As a result, water may be unable to enter 
drainage systems and surface water flooding may occur during rainfall events of significantly 
lower return periods. For drainage networks and sewer systems, the ‘effective drainage 
capacity’ (i.e. actual drainage capacity, taking into consideration reductions in capacity due to 
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lack of maintenance or blockages) is often lower than the ‘potential drainage capacity’ (i.e. 
drainage capacity if no decreases in capacity due to degradation are present). For example, 
Couthard et al. (2007a,b) presented that three drainage and pumping system sites in Hull had 
potential capacities of 50 m3/s, 22 m3/s and 20 m3/s, whereas the effective pumping capacities 
were estimated at 41 m3/s (18% less), 19 m3/s (13.64% less) and 15 m3/s (25% less) 
respectively. Coulthard & Frostick (2010) stated that occurrences of surface water flooding in 
Hull during the summer of 2007 were due to difficulties in water: (i) entering the drainage system; 
(ii) being conveyed through the drainage system, and/or; (iii) being pumped and removed from 
the drainage system. Older parts of UK cities also still rely upon Victorian-aged drainage 
infrastructure which may not conform to contemporary design specifications (e.g. being 
constructed to deal with the 1 in 30-year rainfall event; Jones & Macdonald, 2007) and may be 
unable to cope with current or future rainfall conditions. Furthermore, Kendon et al. (2014) state 
that the 30 mm/hr threshold indicative of surface water flooding will be exceeded more 
frequently under future climatic changes (see Section 2.3.1), meaning a design standard of 1 in 
30 years may be insufficient for current and future needs. The insufficiency of drainage systems 
to manage excess surface water is not just limited to the UK, with Shanghai’s and the 
Netherland’s drainage systems having 1 and 2 year return period design standards respectively 
(Van Riel, 2011; Wu et al., 2013).   
Rather than taking a traditional, hard engineering approach to managing water in an urban 
system, green infrastructure may be employed to 'make space for water' within cities rather than 
treating it as an ‘unruly substance’ (Jones & Macdonald, 2007) which should be conveyed and 
removed rapidly through an urban system. Sustainable urban drainage systems (SuDS) or low 
impact developments (LIDs) such as permeable pavements, water retention basins, swales, 
drainage butts and green roofs may be implemented or retrofitted to reverse the legacy of 
urbanisation (Qin et al. 2013) by increasing surface permeability (see Section 2.3.3) so that 
water is able to be stored within the sub-surface, resulting in the reduction of rapid surface runoff 
following a rainfall event in an attempt to emulate a more natural flood response following 
precipitation (see Figure 2.2). This reduces both surface water flooding and fluvial flooding by 
preventing rapid surface runoff and increasing hydrograph rise times by delaying flow to the 
river and reducing peak discharges downstream. Although SuDS provide a number of flood risk 
management advantages (Susdrain, 2017), the implementation of SuDS as a method of urban 
flood abatement is currently unquantified (Qin et al., 2013) and may vary dramatically between 
locations. Additionally, a SuDS-based approach may not be an effective replacement for hard 
drainage solutions as they may not be effective during high magnitude flood events 
(Charlesworth et al., 2003).  
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2.4 Modelling of surface water flood events 
Surface water flood events can be modelled either in a numerical or physical modelling 
environment. Numerical inundation modelling involves representing complex real-world or 
hypothetical flooding scenarios using mathematical formulae within a computational 
environment (Beven, 2012; Mulligan & Wainwright, 2013), allowing a bridge between the 
observational and theoretical levels (Apostel, 1961; Chorley & Haggett, 1967; Hollis, 1979). 
Numerical modelling is of vital importance in the study of surface water flooding and flood 
inundation models are an essential part of analysing risk associated with floods (Willis, 2014). 
Models can vary in typology, from simple conceptual models (see Figure 1.1) and statistical 
models, where statistical techniques are used to derive mathematical functions and equations 
to represent the operation of a system based on observations and to predict flows in ungauged 
fluvial systems (Chorley & Haggett, 1967; Natural Environment Research Council, 1975; 
Marshall & Bayliss, 1994; Singh & Woolhiser, 2002), to complex numerical modelling codes 
which apply a series of interconnected equations to calculate spatially referenced results 
dynamically over discrete time steps (e.g. Yu & Lane, 2006a,b; Yu, 2010; Ozdemir et al., 2013). 
Although flood estimation using statistical models may be appropriate for simulating fluvial flood 
characteristics, the use of numerical modelling codes which apply a series of interconnected 
equations to calculate spatially referenced results dynamically over discrete model time steps 
are more appropriate for the modelling of surface water flood events, especially in 
topographically complex urban environments (Yu & Lane, 2006a,b; Yu & Coulthard, 2015). 
However, models should be no more complex than necessary and should not introduce 
irrelevant complexity (following the concept of ‘parsimony’; Di Baldassarre, 2012). Sections 
2.4.2 – 2.4.4 outline the key numerical model types used in surface water flooding. 
Conversely, physical models are laboratory or field representations of a full-scale physical 
system and may be scaled down in size or may operate at the same scale (1:1) as the original 
physical system (Mosely & Zimpfer, 1978; Hughes, 1993; Green, 2014). Physical modelling 
techniques have been employed extensively within the fields of hydrology and geomorphology 
(Mosely & Zimpfer, 1978; Peakall et al., 1996) for a wide range of research purposes. These 
include within the studies of alluvial fan dynamics (e.g. Clarke et al., 2010), tsunami waves, 
jökulhaups or catastrophic dam failure inundation (e.g. Rushmer, 2007; Soares-Frazáo & Zech, 
2008; Rossetto et al., 2011), sediment and bedform dynamics (e.g. Guy et al., 1966; Allen, 
1982; Southard & Boguchwal, 1990; Warburton & Davies, 1998; Madej et al., 2009) and urban 
inundation processes (e.g. Isidoro, 2012; Isidoro et al., 2012a,b; Isidoro & de Lima, 2013). For 
further reading, Mosely & Zimpfer (1978) and Green (2014) provide an in-depth discussion on 
the use of physical models within hydrological and geomorphological research, including the 
main model typologies, principles, concepts, applications, advantages and disadvantages of 
physical modelling systems.  
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2.4.1 Importance of modelling to understand surface water flood risk 
Because of the detrimental impacts of floods, including damages to property and infrastructure 
(Bosher, 2014), disruption to travel and human activities (Arkell & Darch, 2006; Dawson et al., 
2011; Albano et al., 2014; Green et al., 2017a), and the effects on public health and spread of 
disease (Ohl & Tapsell, 2000), it is important to understand, forecast and mitigate the impact, 
extent and severity of surface water flooding (Mark et al., 2004; Simões et al., 2010; Ozdemir 
et al. 2013; Yu & Coulthard, 2015). Numerical modelling of flood events allows the 
reconstruction of actual or theoretical flood scenarios, as well as projected future flood events 
under climate change scenarios, which can subsequently aid in the understanding of the 
mechanisms of urban surface water flooding and allow future flooding to be managed or 
mitigated. Because a major focus of flood modelling is on extreme events which may have not 
been observed in the instrumental record (e.g. Green et al., 2017a), or because of wishing to 
forecast into the future, flood risk is typically assessed using computational hydraulic models 
(Bates, 2012), which are generally seen as the best strategy in the current paradigm of flood 
risk analysis. Inundation studies, including those of surface water typology, are conventionally 
studied using numerical modelling techniques due to advantages including the: (i) ability to 
extend enquiry beyond observation alone; (ii) capability of scenario testing of actual or 
hypothetical events, and; (iii) ease of data extraction and extrapolation over time and space. 
Physical modelling approaches allow the visualisation, interpretation, observation and 
measurement of physical processes within a controlled laboratory environment, often providing 
an instant qualitative, visual insight into the processes occurring; something which would be 
difficult in field or numerical modelling situations or in a model’s full-scale counterpart (Yalin, 
1971; Kamphuis, 1991; Green, 2014). This permits intrinsic factors (e.g. controllable variables 
such as building density, rainfall duration or permeability coverage) to be separated from 
extrinsic factors (e.g. uncontrollable factors, such as the influence of gravity or atmospheric 
pressure; Clarke et al., 2010), allowing the isolation of key system variables and parameters 
(e.g. cause and effect relationships) which may affect the modelled outputs. Consequently, 
physical modelling provides a number of advantages but it is imperative that the limitations of 
such approaches are recognised. Table 2.1 presents some of the advantages and difficulties 
associated with using physical models in hydrological research. 
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2.4.2 Model typology 
Table 2.2 summarises the main types of inundation models used in flood research (including 
fluvial and coastal modelling), highlighting their application, computational run time and the type 
of model outputs which are generated.  
According to Blanksby et al., (2007), there are several types of numerical urban drainage 
models involved specifically in the modelling of surface water flood events. Surface water flood 
can also be understood using laboratory-based methods. The main types of models used to 
investigate surface water flooding include: 
1. Simple, conceptual models (see Section 2.4.2); 
2. One-dimensional (1D) drainage models of either the topographic surface component (i.e. 
land surface or channel) or drainage (i.e. sub-surface sewer system) component of an 
urban system (see Section 2.4.3); 
Table 2.1: Summary of the advantages and disadvantages of using physical modelling and 
experimental laboratory techniques. Source: adapted from Green (2014), collating 
information from Hughes (1993), HYDRALAB (2004), Frostick et al. (2011), Heller (2011) and 
Sutherland & Burfuss (2011). 
Advantages of physical modelling Difficulties with using physical models  
Incorporation of the appropriate physical processes 
without simplification or assumption. Allows the 
reproduction of complex physical phenomena. 
Potential scale effects associated with simulating 
model variables. 
Experimental control within a closed system allows 
testing of multiple variables.  
Potential laboratory/model effects. 
Potential for ease of data collection once physical 
model is constructed and calibrated.  
Neglect of functions and conditions which may have 
been overlooked or deemed to be insignificant. 
Simulation of infrequent or hypothetical environmental 
conditions which would be difficult to observe in 
nature. 
Construction and running is potentially expensive, 
labour intensive and time consuming. 
Allow instant visual feedback. Provides qualitative 
insight into physical processes occurring. 
Data extraction can be difficult due to measurement 
effects. Results obtained may not be up scaled to 
real-world situations 
Natural non-linear feedbacks and uncertainty in 
physical systems which may not be fully understood 
may be represented and modelled. 
Construction and application may require previous 
experience, understanding or specific expertise.  
Can be combined with other techniques to create 
‘hybrid/composite models’, or used to calibrate 
models 
May require specialist facilities and/or a large 
amount of space. 
Numerous laboratory measurement techniques 
available 
Substitution of materials may be required to ensure 
correct scaling. 
May have reduced costs associated with data 
collection when compared to field data collection 
Simulation of variables or conditions may not be 
possible at reduced scale within a physical 
modelling environment. 
Control over system variables and inputs. Bridges 
what can be simulated in the field and modelled 
numerically.  
Equifinality may result in a misinterpretation of the 
fundamental processes occurring. 
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3. Coupled 1D/1D models, incorporating both the surface and sub-surface components of 
an urban system (see Section 2.4.3); 
4. Two-dimensional (2D) surface models, routing water across a topographic surface with 
no modelled component of a sewer drainage network (see Section 2.4.4); 
5. Coupled 1D sub-surface sewer and 2D surface (1D/2D) models (see Section 2.4.3/4); 
6. Laboratory-based physical modelling approaches (see Section 2.4.5). 
Table 2.2: Classification of numerical and physical inundation models, adapted from Pender 
(2006) and Néelz & Pender (2009). Examples of the following modelling methods are 
presented in subsequent sections. 
Method Description Application Run time Outputs 
1D Solution of the 1D St. Venant 
equations, with flow routed in 
one dimension within a 
series of cross sections and 
linkages 
Design scale modelling which 
can be of the order of 10 – 100 
km depending on catchment 
size 
Minutes Cross-sectional averaged 
velocity, water depth and 
discharge, as well as inundation 
extent (if floodplains are part of 1D 
model, or through horizontal 
projection of water level). 
1D/1D Same as above, but with an 
additional sewer/drainage 
network component 
Same as above, but also 
potential for broad scale 
application if used with sparse 
cross-section data 
Minutes Similar to 1D models for the 
surface component, but with an 
additional drainage outputs (i.e. 
pipe discharge) 
2D- 2D minus the law of 
conservation of momentum 
for the floodplain flow 
Broad scale modelling and 
applications where inertial 
effects are not important 
Hours Inundation extent and distributed 
water depths 
2D Solution of the two-
dimensional shallow water 
equations 
Design scale modelling of the 
order of 10s of km. May have 
the potential for use in broad 
scale modelling if applied with 
very course grids 
Hours to 
days 
Inundation extent, water depth 
and depth-averaged velocities 
2D+ 2D plus a solution for vertical 
velocities using continuity 
only 
Used mainly in coastal 
modelling where 3D velocity 
profiles are important but also 
applied to reach scale fluvial 
modelling 
Days Inundation extent, water depths 
and 3D velocities 
1D/2D 
Coupled 
1D representation of minor 
sewer system or river 
channel coupled with 2D 
representation of floodplain 
or major surface system 
Urban surface water flood 
modelling where drainage 
systems are an important 
component, and fluvial flood 
modelling to reduce 
computational costs 
Minutes 
to days 
Combined outputs of 1D and 2D 
models – 1D sewer pipe flow 
outputs and 2D floodplain/surface 
outputs 
3D Solution of the three-
dimensional Reynolds 
averaged Navier Stokes 
equations 
Local predictions of three-
dimensional velocity fields in 
main channels and floodplains 
Weeks Inundation extent, water depth, 
3D velocities 
Physical Physical model setup, where 
a catchment or study site is 
created or mimicked within a 
laboratory environment 
Various applications 
depending on research 
agenda  
Variable Numerous model outputs, 
depending on application, e.g. 
water surface depths, inundation 
extent, 3D velocity, PIV etc. 
N.B. 3D modelling of surface water flood risk is not possible using currently available computational processors  
Nu
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Although all modelling methodologies can be used to obtain reasonable simulation of surface 
water flood events, different modelling methodologies have a plethora of strengths and 
weaknesses (Mark et al., 2004) which must first be understood and considered prior to the 
commencement of hydraulic modelling to fully appreciate the best modelling strategy to apply 
to a specific situation. Section 2.4.3 summarises the use of one-dimensional flow modelling 
within surface water flood research, while Section 2.4.4 highlights the use of two-dimensional 
modelling approaches to simulate and study surface water flood risk. 
2.4.3 One-dimensional surface water flood modelling 
One-dimensional (1D) modelling involves the use of one-dimensional flow equations, such as 
the Saint-Venant formulation, a simplification of the two-dimensional shallow water equations, 
to model open-channel flow and surface runoff in one-dimension. Within 1D modelling a study 
area domain is discretised and simplified as a set of cross-sections connected by a series of 
links or flow paths which are generated using a Digital Elevation Model (DEM), and where flow 
is constrained within a network of nodes and links with water flowing in one dimension (Leitão 
et al., 2010). Water depth and velocity are often the predicted variables within 1D models as 
discharge through each cross section is calculated by multiplying area (i.e. depth u width) by 
velocity. Further, 1D models are often best applied to fluvial case studies, as river channels can 
be easily represented as a series of cross sections and linkages (Pender, 2006; Néelz & Pender, 
2009). However, 1D models may also be applied to overland surface flows, sub-surface sewer 
network pipe flows, or a combination of the two, using 1D/1D coupled urban ‘dual-drainage 
models’ (Djordjević et al., 1991; Mark et al., 2004; Smith, 2006). The latter may prove particularly 
useful when studying the interactions between the surface and sub-surface sewer systems. 
Popular 1D modelling environments include HEC-RAS 1D, Flood Modeller Suite (formally ISIS 
flow) and SWMM. 
Mark et al. (2004) reviewed the benefits and shortcomings of 1D modelling within an urban 
flooding context and outlined the main methods of using 1D techniques for the study of urban 
flood modelling. Mark et al. (2004) stated that advances in 1D computer models have been 
crucial in advancing understanding of the interactions between rainfall and flooding in urban 
areas which can aid in producing flood alleviation schemes or management policies. Many other 
studies have highlighted the benefits of treating urban flooding as a one-dimensional problem 
(e.g. Kolsky et al., 1999; Boonya-Aroonnet et al., 2002; Holder et al., 2002; Mark et al., 2004) 
as 1D models require low computational cost and enable an understanding of the 
interconnectivity between terrestrial and the sub-surface sewer system through manholes which 
function as points of flow exchange (i.e. representing drainage into a sewer network or 
surcharging of manholes due to insufficient capacity) between the surface and sub-surface 
systems. Furthermore, Horritt & Bates (2002) state that, depending on the scale and resolution 
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of data, 1D models may be more realistic than their 2D counterparts. Therefore, modelling of 
urban flooding using 1D methodologies is feasible on a large scale and provides a powerful tool 
to allow complex hydrological-hydraulic mechanisms to be understood (Mark et al., 2004), 
allowing consistent, rapid and reliable assessments of the cause and extent of urban flooding. 
Despite the benefits of using 1D modelling approaches, Mark et al. (2004) note that future 
advances in numerical inundation modelling may focus on fully two-dimensional (2D) surface 
flow routing, as well as coupling this approach with 1D sewer network models, as the 1D 
modelling approach highlighted in Mark et al. (2004) may be insufficient to model the 
complexities of an urban environment, especially over large spatial domains (see Section 2.5.1). 
However, the work presented in Mark et al. (2004) was heavily criticised for not presenting a 
representative overview of urban inundation modelling and 1D modelling approaches are largely 
unsuitable for urban surface water modelling, unless 1D sewer elements are coupled with 2D 
surface models. 
In confined channels, 1D models may provide a good approximation of surface water inundation 
providing the water remains within the street profile (Mark et al., 2004; Leandro et al., 2009). 
However, when water flow overtops the curbs of a street and the flow may change direction, 2D 
modelling may be more suitable (Paquier et al., 2003). Additionally, 1D modelling may be unable 
to simulate flows at street crossings, car parks and other wide areas (Paquier et al., 2003). 
Lhomme et al. (2006) also conclude that, although 1D models may be suitable for the modelling 
of urban flooding along steep streets, there were some disagreement between 2D models when 
street slopes were of low gradient. Smith (2006) highlights that prior to Mark et al.’s (2004) paper 
being published (which stated that no research had focused on coupled 1D/2D modelling), much 
research had been conducted on dual drainage (2D surface/1D drainage) modelling. These 
include the work of Schmitt et al. (2004), where a detailed 1D/2D drainage model was 
presented, based upon hydraulic flow routing procedures for surface flow and pipe flow which 
allows surcharging of pipe flow, as well as the work by Hsu (2000), who combined a 1D storm 
sewer model and a 2D diffusive overland flow model to simulate inundation in downtown Taipei, 
Taiwan. Furthermore, Ichikawa & Sakakibara (1984) presented an, albeit basic, inundation 
modelling framework which incorporated 1D/2D linkages between sewer and topographic 
surface systems as early as 1984. More recently, Boonya-aroonnet et al. (2007) presented a 
dual-drainage modelling methodology, where 1D sewer flow was able to dynamically interact 
with 1D overland flow under heavy urban rainfall scenarios where storm water drainage capacity 
was exceeded. Using high resolution LiDAR derived DEM data, the research by Boonya-
aroonnet et al. (2007) applied physically based modelling approaches to demonstrate that an 
integrated 1D/1D modelling approach was a useful tool for simulating interactions between the 
surface and sub-surface systems. However, the effectiveness of such approaches are 
dependent on the resolution of the input DEM data which the outputs are based upon. Similarly, 
Maksimovic et al. (2009) applied a low computational cost 1D/1D dual-drainage model to study 
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urban surface water flooding using a ‘rolling-ball’ methodology (see Figure 2.5), where a 1D 
overland flow network of preferential pathways was identified using a DEM surface to route 
water into manholes and the sewer network. Again, model results were highly dependent on 
high quality DEM input data being available for the generation of 1D flow routing pathways. 
Although Maksimovic et al. (2009) demonstrated the potential of 1D/1D modelling approaches 
for the simulation of urban surface water flood events, the results were not validated or 
benchmarked against other modelling techniques, such as 2D modelling approaches. 
Therefore, although 1D/1D models offer a rapid solution to real-time forecast flood events and 
to study the interactions between surface and sub-surface components to be modelled with 
relatively low computational requirements, results may be erroneous and may incorrectly predict 
flood extent, depth and velocity across the model’s spatial domain. 
Even though it is possible to model solely using 1D modelling approaches if an urban flooding 
event is of extreme magnitude and water is contained along streets and preferential pathways 
predominantly in one-dimension under high velocity flows (Mignot et al., 2006a,b), modellers 
may also prefer to use 2D modelling strategies to model flooding within urban areas for more 
realistic representation of flow (Chen et al., 2005), as highlighted in Carr & Smith (2006), where 
a high resolution (2 m) 2D hydraulic model for overland flow simulation was coupled with a 1D 
pipe flow model for the simulation of flood risk in Australia and New Zealand. 1D modelling 
approaches offer a simplified solution to urban inundation modelling which may produce rapid 
analyses and results which may permit the nowcasting of urban surface water flood events 
(Simões et al., 2010; Leitão et al., 2010) but they lack detailed topographic representation and 
process understanding which results in an inability to accurately simulate urban surface water 
flood risk. Thus, two-dimensional surface water flood modelling approaches are more suitable 
for urban inundation modelling of surface water flood events. 
2.4.4 Two-dimensional surface water flood modelling 
Two-dimensional (2D) inundation models use more complex shallow water equations, which 
describe the routing and flow of water across a topographic surface (Martins et al., 2017). A 
number of industry1 and academic2, research-based 2D models exist to model fluvial, surface 
water and coastal flooding scenarios, such as JFlow†, TUFLOW†, PCSWMM EU 2D†, Flood 
Modeller 2D†, MIKE2D†, BreZo* (Begnudelli & Sanders, 2006; Begnudelli & Sanders, 2007), 
FloodMap* (Yu & Lane, 2006a,b; Yu & Coulthard, 2015), LISFLOOD-FP* (Bates & De Roo, 
2000) and SFV* (Horritt, 2004), which are either fully- or semi-distributed in typology (Pina et 
al., 2016). A fully-distributed model involves the raster cells being used to define surface 
topographic characteristics with discretisation of the overland surface being represented on a 
cell by cell basis. Typically, each grid cell represents the prevalent drainage and roughness 
                                                 
1 Industry based models are followed by an asterisk (*) 2 Academic, research-based models are followed by a cross (†) 
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conditions present within the cell’s domain, with runoff volumes being estimated and directed 
across each of the raster cells. Although less detailed and realistic, semi-distributed models 
(e.g. SWMM) can also be used. Semi-distributed 2D models are based on grouped, larger sub-
catchment units covering multiple raster cells, each with various land use types. Rainfall is 
applied to a larger sub-catchment unit and runoff volumes are calculated at the sub-catchment 
outlet, with the routing of water calculated using the same method as fully-distributed models. 
In this review, focus is placed on fully-distributed models unless otherwise stated but Pina et al. 
(2016) highlights and evaluates the differences between semi- and fully-distributed models 
using two case study locations in London, UK and Coimbra, Portugal, showing that fully 
distributed models are more accurate for solving surface water flow equations in urban areas 
and are more sensitive to surface storage parameters, requiring higher detail of sewer network 
representation if included within the modelling framework.  
Two-dimensional (2D) inundation modelling involves a topographic surface representing a 
floodplain, urban area or catchment being discretised into a mesh or grid of regular squares or 
irregular triangles to allow water to flow in two-dimension across a DEM surface. Rasterised 
DEM grids are conceptualised as a set of spatially referenced grid cells containing spatially 
referenced x and y (longitudinal and latitudinal) data, as well as z (altitudinal) data (Simões, 
2011), usually contained within an .ASCII file which can easily be processed, manipulated and 
analysed within a GIS software package, such as ESRI ArcGIS or MapInfo. Two-dimensional 
flood modelling is especially useful for studying overland surface flows across a floodplain or 
elevation surface separately but may also be coupled with a 1D sewer network (see Section 
2.8.2) to create 1D/2D dual drainage models. 
Although 2D models are more computationally expensive (Paquier et al., 2003) than their 1D 
counterparts (e.g. Lhomme et al., 2006 reported 20 minutes 1D simulation time but > 6 hours 
in a 2D model, and Leandro et al., 2009 reported a 1D and 2D model taking 1 minute versus 3 
hours for a full run respectively), two-dimensional modelling is a useful method of simulating 
urban surface water flooding across a topographic surface with no explicit linkages to a 1D 
storm sewer drainage model and thus no representation of drainage. This is demonstrated by 
Fewtrell et al. (2011), where a 100 m2 flood-prone section of Alcester, UK, a site that 
experienced widespread surface water flooding in the summer of 2007, was modelled using 
both diffusive- and inertial-based formulations of LISFLOOD-FP, developed by Bates & De Roo 
(2000). A 1 in 200 year, 30 minute duration design rainfall event was inputted into the model to 
investigate the response of the urban system to a hypothetical, high-magnitude flooding 
scenario. Results demonstrated that both diffusive (i.e. simplified treatment of shallow water 
equations using only pressure, weight and frictional components of the Saint-Venant equations) 
and inertial (i.e. inclusion of inertial terms within shallow water equations but disregarding the 
advective inertial, gravitational terms which make up the complete solution of the Saint-Venant 
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equations) model codes performed compariably, with the inertial form and diffusion form of the 
Saint-Venant equations delivering similar estimates of flood elevations throughout the 
simulation, with minimal errors (i.e. less than that of the resolution of the high resolution LiDAR 
data) when compared to 1D model counterparts. Fewtrell et al. (2011) demonstrated that the 
inertial model forms of the Saint Venant equations provided a considerably lower computational 
cost when compared to diffusive-based model codes, reducing computational cost by up to 
three orders of magnitude, making the inertial model code a favourable, effective and accurate 
method of simulating urban surface water flood events when using high resolution (i.e. sub-
metre horizontal resolution DEM) data. 
2.4.5 Physical modelling of flood events 
Although physical modelling techniques are currently widely recognised and accepted research 
tools within other areas of hydrology and hydraulics (e.g. flume-based studies; Green, 2014), 
the use of ‘laboratory catchments’ to provide experimental control over hydrological variables 
(Amorocho & Hart, 1965; Hall et al., 1989) have been seldom applied, especially in recent years 
following advancements in numerical modelling methodologies.  Physical models are often 
treated separately to numerical modelling approaches. However, physical modelling can be 
combined with other techniques to create hybrid or composite models where both modelling 
techniques act in synergy and allow the shortcomings of one modelling technique to be 
overcome (Green, 2014), and/or used to calibrate or inform numerical model functioning and 
understanding (Sutherland & Barfuss, 2011). Despite physical models having great potential to 
understand rainfall-runoff processes associated with surface water flooding and support 
numerical modelling approaches (see Figure 2.3), their application is largely understudied. 
 
Figure 2.3: (a) conceptual diagram showing the interactions between inputs, plot area and 
outputs within physical modelling experiments; (b) key advantages of using physical models. 
Few recent studies have used rainfall simulators over scaled urban areas to understand the 
rainfall-runoff processes occurring over urban catchments but physical models have historically 
provided an important research role in the study of rainfall-runoff processes, with a number of 
studies applying physical modelling environments to study catchment responses to heavy 
rainfall events. When used, physical modelling systems to investigate rainfall-runoff responses 
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of urban catchments to heavy rainfall events have applied a two-tiered modelling setup (i.e. a 
catchment/plot surface and a rainfall simulator unit to apply artificial rainfall over the catchment). 
These setups allow the replication of rainfall-runoff processes in a way that is virtually impossible 
to duplicate with in reality. Further, the meteorological and geomorphic parameters of the 
laboratory basin can be quantified, allowing comparative studies of model variables (Roberts & 
Klingeman, 1970). However, research applying physical rainfall-runoff models are atypical and 
rare, with few published examples being available within the literature. 
The possibilities of using rainfall simulators to create artificially reproducible rainfall conditions 
under which hydrological processes could be investigated were first recognised in the 1930s 
during the pioneering work on soil erosion by United States researchers, including Lowdermilk 
(1930), Nichols & Sexton (1932) and Neal (1938). From the 1940 onwards, similar small plots 
having impervious surface elements to investigate the drainage of roads and airport runs were 
investigated (e.g. Izzard, 1942). In effect, these plot experiments were physical investigations 
into overland flow (Hall et al., 1989) and were later classified as ‘hydromechanic prototypes’ by 
Amorocho & Hart (1965). From the 1950s onwards, the application of similar plot studies 
became more focused on hydrological processes, such as the production of flooding from heavy 
rainfall within ‘model catchments’ (Amorocho & Hart, 1965; Hall et al., 1989), with studies such 
as Mamisao (1952), Chery (1965, 1966) and Grace & Eagleson (1966, 1967) reproducing the 
topographic features of a natural catchment in a scaled, laboratory-based system to investigate 
flood dynamics. Although Eagleson (1969) recognised that none of these studies involved the 
use of scaling ratios and thus could not be applied to predict or forecast catchment response 
over the complete rise and fall of a storm hydrograph, the models still modelled the influence of 
specific variables on discharge outputs. As a result, these laboratory catchments were often 
referred to as small ‘prototype’ catchments, rather than models. Such catchments were shown 
to possess storage and translational elements capable of integrating the variations in time and 
space of an artificially-generated rainfall events, as well as the ability of producing a response 
in the form of an outflow discharge hydrograph. Referred to as ‘micro-catchments’ (Hall & Wolf, 
1967) or ‘iconic watershed models’ (Black, 1970), these models were used to empirically 
investigate the relationship between topographic characteristics and hydrograph parameters 
(i.e. rainfall-runoff responses; Roberts & Klingeman, 1970; Black, 1972; Black & Cronn, 1975). 
Early work using laboratory experiments to understand surface runoff over laboratory 
catchments focused on the influence of factors such as slope (Neal, 1938; Black, 1970; Muzik, 
1974), permeability (Minshall, 1960; Roberts & Klingeman, 1970) and catchment size (Black & 
Cronn, 1975). An experimental modelling setup of rainfall-runoff processes was presented in 
Roberts & Klingeman (1970), where a small laboratory-based watershed of a theoretical 
catchment basin and nozzle-type rainfall simulator setup were used to conduct controlled 
experiments on overland flow across an entire basin and evaluate the influence of: (i) rainfall 
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intensity; (ii) rainfall duration; (iii) storm movement; (iv) simulated permeability, and; (v) 
antecedent moisture conditions at the watershed scale. Findings presented by Roberts & 
Klingeman (1970) suggested that the intensity of rainfall during a storm event was an important 
determinant of the outflow hydrograph shape, especially so for small basins where streamflow 
response was most sensitive to variations in intensity. Rainfall duration was also shown to 
intuitively influence hydrograph shape, with longer durations of rainfall resulting in greater flood 
magnitudes. Additionally, storm movement was hypothesised to be instrumental in aggravating 
or reducing flood peaks, as storm moving downstream were hypothesised to be first delayed 
due to longer travel times through the basin to the outflow. Finally, simulated permeability 
experiments highlighted that hydrograph peaks were predicted to be less pronounced with an 
increase in permeability across the study domain as water was able to be stored within the 
catchment area, resulting in a dampening of the peak flows of the hydrograph. However, 
because the study approach focused on rainfall-runoff responses at a larger, catchment basin 
level, Roberts & Klingeman (1970) highlight that studies at different landform or geomorphic 
levels, i.e. within a smaller urban area with topographically complex topography landscapes, 
are required to understand the spatial complexities of rainfall-runoff responses.  
Black (1970) also took a similar approach and used watershed models placed under a rainfall 
simulator to determine the nature of the hydrograph response to depth and surface storage 
medium, model slope, drainage pattern of a river network and drainage density, using sponge 
to represent permeable soil under varying degrees of saturation. Results from Black (1970) 
demonstrated that geomorphic features had very little influence on the modelled outflow 
hydrographs when fully saturated and when the catchment was saturated, the volume of input 
precipitation controlled the outflow hydrograph. However, the study showed noticeable 
differences in hydrograph responses when the models were not saturated and no antecedent 
moisture was present within the system, with slope affecting the runoff characteristics of the 
model. For example, a gentle slope was shown to result in a slower hydrological response, 
whereas a harsh slope resulted in a rapid runoff response and a flashier peak discharge. 
Therefore, Black (1970) concluded that physical models of watersheds provide valuable insights 
into the effect of parameters on rainfall-runoff processes and can be used to gain an 
understanding on runoff behaviour, particularly peak flows and timing of flood waters arriving at 
the model outflow.  
More recently, de Lima & Singh (2003) presented the results from a laboratory experimental 
setup conducted on an impermeable, smooth plane surface with a moveable nozzle-type rainfall 
simulator to investigate the influence of storm movement on overland flow. The results indicated 
considerable differences in runoff volumes, peaks and shapes of overland flow hydrographs for 
storms moving upstream and downstream at differing velocities. The influence of the angle of 
rainfall (de Lima, 1989), effects of wind on simulated rainfall (de Lima & Torfs, 1994) and the 
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importance of velocity, direction and length of moving storms (de Lima et al., 2002) on overland 
flow and erosional processes were also conducted using the same experimental setup. Further, 
Isidoro et al. (2012a) investigated the effect of rooftop connectivity on rainfall-runoff processes 
using a scaled urban environment, demonstrating that rooftop connectivity strongly influenced 
rainfall-runoff processes in impervious areas and had a significant influence on outflow flood 
hydrographs. Isidoro et al. (2012b) also reached similar conclusions when studying the 
influence of building density on overland flow under moving storms and wind-driven rainfall 
using the same experimental apparatus. These studies were expanded on by Isidoro & de Lima 
(2013) who studied the effect of building height on rainfall-runoff relations. The laboratory 
experiments conducted demonstrated that building density and height also affected the 
hydrological response to rainfall of varying intensities, with urban impervious areas promoting 
higher peak discharges, longer base times and a reduction in the rising limb of the hydrograph. 
However, Isidoro & de Lima (2013) state that because of the physical model size (4 m2) and 
simplicity, as well as the lack of coupling with numerical modelling techniques, results obtained 
could not be directly extrapolated and up-scaled to real urban environments. Other recent 
examples of the use of physical modelling environments to study urban flood processes include 
a study by Mignot et al. (2006a,b), where a physical model was used to obtain observational, 
measured data to validate a numerical model of a flood event in the city of Kyoto, Japan due to 
the lack of data regarding the location and description of flooding in the city. In order to check 
the capabilities of a numerical 2D shallow water equations model to simulate an urban flood 
caused by an overflow of the Kamo river, an experimental event with known characteristics and 
accurate flow measurements presented in Ishigaki et al. (2003) was used. The flood modelling 
undertaken showed discrepancies between physical model measurements and numerical 
results, mostly due to the misrepresentation of topographic uncertainties and difficulties in the 
numerical model code capturing complex flow regimes at crossroads and road junctions. 
The influence of parameterisation and boundary conditions on modelling outputs have been an 
important field of research within the modelling of surface water flooding. Sections 2.5 – 2.9 
focus on the boundary conditions and input data within hydroinundation modelling; Section 2.5 
highlights the importance of DEM resolution and representation, and; Section 2.6 focuses on 
the representation of buildings and structural features. Sections 2.7 – 2.9 summarise previous 
research on the parameterisation of roughness (Section 2.7), drainage rate (Section 2.8) and 
hydraulic conductivity, a key infiltration parameter (Section 2.9) when conducting research on 
surface water flooding. Although these have been typically studied within numerically based 
models in recent years, novel physical modelling approaches have also been used in the study 
of surface water flooding, although these are seldom used and most of the recent literature is 
based on the use of numerical modelling environments. Despite this, examples from physical 
modelling literature are used where available and relevant.  
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2.5 Topographic resolution and representation 
Two-dimensional surface water inundation modelling requires an input topographic grid to 
represent the terrain surface which water is routed and accumulated upon. In line with 
developments in methodological approaches to high-dimensional hydraulic modelling, 
advances in data capture techniques have developed significantly in recent years, particularly 
in the field of airborne remote sensing and photogrammetry (Neal et al., 2009). These include 
interferometric synthetic aperture radar (SAR; e.g. Brackett et al., 1995; Horritt & Bates, 2001) 
and aerial digital photogrammetry (e.g. Biggin & Blyth, 1996; Lane, 2000; Lane et al., 2003; 
Westaway et al., 2001, 2003). However, light induced detection and ranging (LiDAR), an optical 
remote-sensing technology which can be mounted on aircraft that uses laser light to densely 
sample the surface and produce highly accurate (typically ± 15 cm vertical, t 50 cm horizontal 
resolution; Néelz & Pender, 2009) point cloud datasets which can be generated into a rasterised 
elevation grids has seen the most development in recent years. Since 1994, rural and urban 
flood modelling has seen increased use of high resolution LiDAR-derived DEMs (Yu & Lane, 
2006a,b; Néelz & Pender, 2009) and advances in computational processing have allowed the 
simulation of larger, higher resolution topographic domains. Although technical advances have 
resulted in improved model performance (i.e. faster run times and the ability to solve more 
complex flood events), the general findings and trends from less recent flood inundation studies 
are still valid. LiDAR is now routinely used to represent topographic surfaces in most inundation 
modelling studies because of its high resolution and widespread spatial coverage in many 
countries. In England, the Environment Agency have been routinely collecting LiDAR data since 
1998 at 25 cm to 2 m horizontal spatial resolutions. Accurate elevation data is now available for 
approximately 73% of England and most urban and coastal areas in England have been 
surveyed by the Environment Agency (with 100% coverage of the United Kingdom at 1 m 
resolution expected by 2020; Environment Agency, 2017). From 2013 onwards, LiDAR data 
from the Environment Agency was made freely available for academic and non-commercial use 
but restricted for industrial or commercial usage. However, following the 2014 UK winter floods, 
the Environment Agency committed to publishing much of their flood inundation data (including 
LiDAR) as open access in an effort to elevate flood risk knowledge and make data more freely 
available to all users. 
Accurate DEM data of high spatial resolution is in increasing demand for a growing number of 
mapping and GIS-based tasks (Lim et al., 2003; Aguilar & Mills, 2008). Cellular-based 
approaches for flood inundation modelling have been extensively calibrated and evaluated for 
the prediction of flood flows on rural river reaches. However, these studies have been seldom 
applied to urban environments where the need for flood management is greatest (Fewtrell et 
al., 2008). The necessity for high-resolution spatial data to describe the hydraulic and hydrologic 
properties of complex urban areas has always been a primary demand for the modelling of 
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urban flooding using numerical inundation modelling (Aktaruzzaman, 2011) but advances in 
airborne LiDAR technologies have allowed the generation of more detailed and rapidly 
generated topographic information when compared to traditional field-based surveying 
techniques. Therefore, two-dimensional modelling of urban surface water flood events are often 
best conducted using high resolution LiDAR-derived DEM data which allows surface water flow 
to be routed across a rasterised grid of cells (e.g. Horritt & Bates, 2001; Horritt & Bates, 2002; 
Yu & Lane, 2006a,b). 
Many researchers note that the resolution of LiDAR data is an important consideration when 
undertaking surface water flood modelling (Fewtrell et al., 2008; Fewtrell et al., 2011) and the 
resolution and accuracy of DEM grids are critical in conducting flood risk assessments (Savage 
et al., 2016), as relative land elevation largely determines whether a location will be flooded or 
remain dry during a flood event (Bolstad & Stowe, 1994; Haile & Rientjes, 2005; Coveney & 
Fotheringham, 2011; Van de Sande et al., 2012). Furthermore, resolving surface water 
movement through urban areas requires resolution of complex flow paths around buildings and 
the representation of micro-scale topographic and blockage effects (i.e. kerbs and walls; Djokic 
& Maidment, 1991; Hunter et al., 2008; Schubert et al., 2008; Gallegos et al., 2008), which the 
input topographic data must be able to represent.  
In a study on the effect of topographic scale on surface water flood inundation in urban 
environments, Fewtrell et al. (2008) used LISFLOOD-FP to model an urban surface water flood 
in the City of Glasgow, UK. Fewtrell et al. (2008) demonstrated that topographically and 
topologically complex attributes of the urban environment introduced uncertainty into outputted 
model results and that the resolution of DEM data significantly affected the model’s ability to 
make accurate predictions of water extent, velocity and depth. Comparisons of a high-resolution 
benchmark scenario (2 m horizontal resolution) to coarser topographic grid resolutions of 4, 8 
and 16 m demonstrated that the use of DEM grids with coarser resolutions resulted in the model 
being unable to represent important urban features, such as alleyways and gaps between 
buildings, which ultimately led to over- or under-predictions in simulated of water extent, velocity 
and depth. This highlights the need for high resolution DEM data to be inputted into numerical 
models of urban areas, with the DEM resolution needing to be fine enough to identify gaps 
between buildings, suggesting at least 3 grid squares covering the width of road channel (Hunter 
et al., 2008). Although Mark et al. (2004) recommend a cell resolution of 1 – 5 m resolution for 
urban flood analysis since it can cover the width of a road, pavement and houses and buildings, 
Fewtrell et al. (2008) and Crowder (2009) suggest the use of a DEM with a resolution of 2 m 
when conducting numerical modelling of surface water flood events in urban environments, as 
this should capture the length of the shortest building axis or building separation distance within 
topographically complex urban environments, including buildings, walls and roads. The 
differences in recommended cell resolutions between these two studies might reflect recent 
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computational advances meaning higher resolution models are more easily simulated. 
However, both studies recognise that using a finer resolution (i.e. 1 m or less) may not 
necessarily provide results which are significantly more accurate in terms of flood levels, but 
may provide better visualisation of inundation across an area (Mark et al., 2004; Fewtrell et al., 
2008). 
The use of a DEM with a fine resolution (2 m or less) when conducting hydroinundation 
modelling in urban environments is supported by a number of studies. Haile & Rientjes (2005) 
recognised that flood modelling applications were typically often only reported ‘successful’ 
(without considerable model calibration or validation) in topographically simple areas where 
topography only changes gradually and DEMs are of relatively low resolution, noting that the 
simulation of flood events in urban areas required high resolution topographic data to output 
accurate model results. With the modelling study presented in Haile & Rientjes (2005), the 
resolution of DEM data is shown to affect inundation extent, flow velocity, flow depth and flow 
pattern across the entirety of the model domain due to two main factors. Firstly, a coarser DEM 
grid was shown to lead to a significant loss of detailed topographic characteristics (i.e. roads, 
buildings and slopes) across the DEM surface which led to increases in channel widths of roads 
and the averaging out of dominant sub-grid elements which were shown to be important in 
routing flood waters across the topographic domain. This was hypothesised to be the case due 
to surface water flow path ways (i.e. gaps between buildings and road networks) being much 
larger in coarser resolution DEMs, resulting in less blockages and more hydrological 
connectivity across the study domain. Secondly, larger grid elements associated with coarser 
DEM resolutions were expected to result in rectangular flow direction delineation becoming 
more arbitrary with a coarsening of resolution, as the model code only permitted flow from a cell 
in two directions. Therefore, water flow paths were seen to be simplified because of the larger 
cell sizes, resulting in difficulties in representing flow paths as grid size increases (see Figure 
2.4). Therefore, Haile & Rientjes (2005) conclude that the accurate simulation of topography 
has significant effects on flood simulation results and that high resolution data (of 2 m or less) 
should be used to produce accurate simulation outputs (Neal et al., 2012). In addition, Mignot 
et al. (2006a) support this conclusion by recognising that the capturing of important urban 
topographic features requires model grids in the order of 1 – 5 m horizontal resolution. 
Alternatively, physical modelling studies can be used to study urban topographic features, with 
Mignot et al. (2008) and Rivière et al. (2011) studying the influence of crossroads under different 
flow regimes. Mignot et al. (2013) also studied the influence of a junction on flow regimes with 
obstacles within to represent urban topographic features, which were found to significantly affect 
model flow patterns, with Bazin (2013) confirming the importance of explicitly including small-
scale obstacles within urban flood models.  
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Figure 2.4: The effect of DEM resolution on flow vectors at (a) 5 m, 
and (b) 15 m resolution. Source: Hailes & Rientjes (2005). 
Further, although using a case study which includes a small stream fluvial event in an urban 
catchment of the City of Glasgow, UK, Hunter et al. (2008) demonstrated that LiDAR-derived 
DEM data may have a significant effect on surface water flooding outputs produced by a 
hydrodynamic inundation model, demonstrating the influence between flooding of fluvial and 
surface water mechanisms. 1 m horizontal resolution bare earth LiDAR data was combined with 
Ordnance Survey MasterMap data to create a detailed DEM of the site, which was then 
resampled to different resolutions to investigate model sensitivities to DEM resolution. Results 
from the study demonstrated that, while all the models tested produced plausible results, the 
use of fine resolution LiDAR data gave better representation of model parameters (i.e. friction 
coefficients, which were used to discriminate between vegetation and tarmac classes; see 
Section 2.7) as using smaller grid cells meant that distributed parameters could be better 
represented in space. Hunter et al. (2008) concluded that a horizontal DEM resolution of 2 m 
seemed to be a good choice for urban flood modelling, with this appropriately capturing 
complexities within the urban catchment. Furthermore, a horizontal resolution of 2 m provided 
a good balance between adequate accuracy of model outputs and sufficiently short 
computational simulation times, as increases in DEM resolution were shown to significantly 
affect the run time of model simulations (Neal et al., 2011; Neal et al., 2012; Savage et al., 2016) 
as there is often a trade-off between simulation time and model computational grid size (Hsu et 
al., 2016).  Model outputs were shown to be highly dependent on the resolution of topographic 
data and changing the DEM resolution showed a non-linear response, meaning that 
uncertainties within object dimensions may create significantly different and unpredictable 
inundation characteristics depending on the study site. This was supported by Hartnett et al. 
(2017), who stated that a high horizontal resolution DEM (2 m or less) is necessary to 
understand the complexities of urban environments, including the presence of varying shapes 
and length scales of buildings, structural features, slopes and road networks, and to correctly 
represent gaps between buildings which all affect surface water flow paths and magnitudes 
(Chen et al., 2008; Olbert et al., 2015). However, this is likely to depend on the city or case 
study, as study sites with more sparsely distributed buildings and/or wider roads may require a 
coarser resolution to correctly represent the city’s architecture. Further, a city-scale study by 
(a)  (b) 
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Hsu et al. (2016) demonstrated that inundated area is affected by DEM resolution, as inundation 
area was shown to be 1.5 greater when using a 40 m DEM grid when compared to a 1 m DEM 
grid to represent the Sanyei area (43.7 km2) of the city of Tainan, Taiwan.  
Although much research has shown that a DEM resolution of 2 m is adequate for the simulation 
of surface water flood events, Fewtrell et al. (2011) suggest that high resolution LiDAR data in 
the sub-metre scale (preferably 4 – 10 cm resolution) should be used for urban modelling due 
to the complexities of urban environments and the importance of capturing urban features and 
obstacles. Furthermore, Ozdemir et al., (2013) argue that using airborne-derived LiDAR data 
may overlook micro-scale features (e.g. curbs, road cambers etc.) in the urban environment 
which have significant impacts on flood propagation and the movement of surface water in 
urban environments (Hunter et al., 2008; Fewtrell et al., 2011; Sampson et al., 2012). Therefore, 
terrestrial laser scanners have started to be employed to capture highly detailed (i.e. 1 – 10 cm 
horizontal resolution) 3D point cloud data for application in engineering, transportation and 
urban planning, including for use in urban flood modelling. Fewtrell et al. (2011) found that using 
DEM grid resolutions of 2 – 5 m did not capture very fine scale topographic features and 
degraded features such as road cambers and kerbs which affect flow pathways significantly, 
therefore suggesting further study into the use of sub-metre DEM grids in the simulation of 
surface water flood events. However, the use of DEM grids with a resolution less than 1 metre 
may not be computationally feasible and may result in reduced model performance for no 
significant differences in modelled outputs (Mark et al., 2004). Sampson et al. (2012) highlighted 
that the inclusion of small scale topographic features resolved by the terrestrial laser scanner 
improved the representation hydraulic connectivity across the domain. Ozdemir et al. (2013) 
also investigated model sensitivities to very high resolution terrestrial LiDAR data (10 cm, 50 
cm and 1 m) within an urban area using a hydraulic modelling environment (LISFLOOD-FP). 
To examine the effects of DEM cell size, the model was applied to a hypothetical flooding 
scenario in Alcester, UK, which experienced surface water flooding during the summer of 2007. 
The results obtained from the study indicated that increasing the terrain resolution from 1 m to 
10 cm significantly affected modelled water depth, extent, arrival time and velocities due to 
hydraulically relevant small-scale micro-topography (road cambers and street curbs) being 
better represented at sub-metre scales (e.g. 10 cm) than at 1 m resolution. Maximum water 
depths were shown to increase by ~ 37% when the model resolution increased from 1 m to 10 
cm and surface water speeds were reduced when using distributed friction conditions (see 
Section 2.7). Although differences between the 1 m and 10 cm scenarios were apparent, it was 
difficult to determine which of these scenarios was closest to ‘reality’. Thus, both resolution 
scenarios may have produced viable and accurate model outputs. Surface water inundation 
was also shown to occur more rapidly when using a combination of spatially referenced 
roughness values using composite frictional values (see Section 2.7) and finer resolution (< 1 
m) model simulations. This opposed the findings of Yu & Lane (2006a) for urban areas using 
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an airborne LiDAR DEM and was shown to occur due to the rapid propagation of water along 
‘channels’ that formed at the road edges as a result of the road camber and roadside curbs 
which were captured and represented within the very high-resolution DEM data. These 
channels were shown to be smoothed as the resolution decreased and water depths and 
velocities were thus greater on the 10 cm DEM than the 1 m DEM. The model was seen to be 
more sensitive to changes in DEM resolution within the range of 10 cm and 1 m resolution than 
within other parameter changes, such as changing from a uniform, composite roughness 
coefficient (n = 0.013) to a distributed roughness coefficient based on land use (see Section 
2.7). This indicates the importance of DEM resolution for urban inundation modelling. 
Although these studies demonstrate the benefits of using very fine scale topographic data, sub-
metre LiDAR data is not routinely collected, requires researchers to collect terrestrial LiDAR 
data which involves specialist, expensive equipment (i.e. a terrestrial LiDAR scanner) and is 
time consuming in terms of data collection and processing (Savage et al., 2016). Additionally, 
the use of high resolution terrestrial LiDAR only allows smaller areas (i.e. a few streets of an 
urban area) to be modelled because high resolution data requires significantly large 
computational processing and run times to obtain results. There is also the question of whether 
sub-metre DEM resolution is too fine for hydroinundation modelling (Savage et al., 2016). 
Despite terrestrial LiDAR having a number of advantages (Fewtrell et al., 2011; Ozdemir et al., 
2013), Mignot et al. (2006b) state that the use of fine resolution DEM meshes depends on the 
intentions and aims of the study; if a large scale, widespread flood risk assessment of an urban 
area is required then the use of fine-resolution terrestrial LiDAR is not effective, and a coarser 
mesh should be used to simplify the physical data and reduce calculation times. However, if 
flood risk analysis at the street level is required and local, small scale flow velocities are an 
important consideration then the employment of sub-metre terrestrial LiDAR may be 
appropriate. Although a DEM can be split into sub-catchments (Leicester City Council, 2013) or 
parallel computation can be undertaken to reduce the computational requirements of fine-
resolution hydroinundation modelling, this is time consuming and may not necessarily produce 
more accurate modelling outputs. In fact, Savage et al. (2016) state that: (1) it is possible that 
the precision gained by running models at very fine spatial resolution may be smoothed out 
when analysing and treating model results, and; (2) inundation models of simplified or rural 
areas with resolutions finer than 50 m offer little gain in performance yet are more than an order 
of magnitude computationally expensive. Although the first point about topographic data being 
too detailed made by Savage et al. (2016) is valid because increases in model spatial resolution 
may not necessarily improve the accuracy of simulations (Bates & De Roo, 2000; Ruji, 2007), 
the second point about resolution is based on the modelling of rural flows so does not apply to 
urban areas which require much finer resolution topographic information. Again, this highlights 
that the refinement of the DEM mesh used for the calculations depends strongly upon the 
objectives of the study (Mignot et al., 2006b).  
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2.6 Building resolution and representation 
As well as the topographic surface being represented, it is important to represent buildings and 
structural features (e.g. walls and objects present on the floodplain) when conducting urban 
surface water flood modelling, as the presence of vegetation, buildings and structural features 
have been shown to affect surface water flow paths and magnitudes (Mignot et al., 2006a,b; 
Fewtrell et al., 2011; Shepard et al., 2011; Ozdemir et al., 2013; Olbert et al., 2015; Hartnett et 
al., 2017). In fact, Bellos & Tsakiris (2015) state that the most important parameter in flood 
modelling in urban environments is the way which the resistance caused by buildings or other 
structures is represented within the modelling environment. Although it has been recognised 
that buildings alter surface water flow pathways through an urban area, buildings have been 
represented in a number of ways in raster-based inundation modelling studies. Section 2.6.1 
highlights previous research where buildings have had no explicit representation within the 
model and their influence has been accounted for using frictional parameterisation and Section 
2.6.2 highlights studies where buildings and structural features have been explicitly represented 
across the study domain, using various methods of building treatment to the DEM surface. 
2.6.1 No explicit representation of buildings or structural features 
Although only representing an urban environment in a very simplified manner, buildings can be 
disregarded from the modelling environment and a ‘bare-earth’ Digital Terrain Model (DTM) with 
no explicit representation of buildings or structural features can be used to represent the natural 
topography only. Alcrudo (2012) states that a lack of inclusion of buildings within a 
hydroinundation model can be used if only a rough estimate of water levels and water velocities 
at a larger scale (i.e. at city-scale; Green et al., 2017a) is needed. To account for the influence 
of buildings, a simplified, coarse mesh with a higher frictional resistance value (see Section 2.7) 
can be used to represent the overall increase in flow resistance due to the presence of buildings 
and urban structures. Although this is a simplified approach and instead substitutes the reduced 
conveyance associated with the presence of buildings by ascribing a high uniform frictional 
coefficient (i.e. up to 0.5) across the entirety of the study site, Alcrudo (2012) notes that this 
frequently used approach only gives a general overview of flood risk and does not provide a 
localised and spatially distributed description of surface flows. Furthermore, even if the DTM 
mesh is of fine resolution (i.e. sub-metre; see Section 2.5.1), the computed flow hydrographs 
are not likely to be physically meaningful because the local effects of buildings are not fully 
expressed within the modelling environment. However, the use of a DTM with no explicit spatial 
representation of buildings using a bare earth DTM can be effective at the city scale, where 
inundation over a large spatial scale is needed to identify key flood hotspot areas and 
preferential flow pathways between larger geographical areas (i.e. Hsu et al., 2000; Leicester 
City Council, 2013). 
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2.6.2 Methods of representing buildings and structural features 
Bellos & Tsakiris (2015) recognised that urban features such as buildings, roads and 
infrastructure result in complex topography which should be represented within numerical 
modelling studies. Bellos (2012) states that the three most common methods for representing 
the water flow around urban features and structures are to: (i) block out or void the area 
occupied by buildings (also referred to as the reflection boundary method); (ii) use a localised 
elevation rise within the building footprint to add extra height to areas demarked as buildings, 
or; (iii) spatially increase roughness parameterisation within the building footprint using a higher 
Manning’s roughness coefficient value (Bellos & Tsakiris, 2015) or to add frictional terms to the 
momentum equations (Schubert & Sanders, 2012). 
Bellos (2012) and Bellos & Tsakiris (2015) state that the blocking out (building void) and 
elevation rise methods are the most appropriate methods to use within a 2D inundation model 
because buildings generally act as solid obstacles during flood conditions, and these methods 
appropriately represent the blockage influences of buildings on a topographic surface. However, 
a roughness increase method may also adequately represent flow around buildings. Findings 
in Bellos & Tsakiris (2015) and Hunter et al. (2008) suggest that, although the reflection 
boundary method is quite easy for creating a corresponding algorithm, the most commonly used 
method is the local elevation rise of DEM cells in which buildings or other structures exist, 
creating the transformation of Digital Terrain Model (DTM) to Digital Surface Model (DSM). One 
example of the local elevation rise method was presented in Ahmadian et al. (2015) for a 1D/2D 
model of Greenwich, London, where buildings were treated as solid blocks with no water flow 
being allowed into the buildings. However, Ahmadian et al. (2015) also coupled this approach 
with the change in frictional coefficient value approach, as the Manning’s n roughness 
coefficient within areas demarked as buildings was set to n = 0.03 (although no detail on the 
Manning’s n roughness values for the remaining topographic grid were given). 
Results from the study presented within Bellos & Tsakiris (2015) demonstrated that different 
building representations were shown to affect and modify inundation depth and extent but the 
reflection boundary method was the most easily implemented and efficient way of representing 
buildings in a floodplain in terms of computational cost. However, the reflection method had the 
disadvantage of outputting no data for those areas where buildings were present, meaning 
interpolation through neighbouring cells would be required if necessary (Syme, 2008). Results 
also demonstrated that the elevation rise method was an easily implementable and efficient 
method of representing buildings as there was no need to use detailed topographic data relating 
to the height of each building, as the influence on surface water flow would be the same 
regardless of whether the building was allocated a height of 10 m or 100 m (Bellos & Tsakiris, 
2015). Although the increase in roughness method was shown to be reasonably efficient, the 
allocation of an adequate roughness parameter value to represent buildings was shown to result 
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in uncertainty, with Bellos & Tsakiris (2015) recognising that there is no specific or correct way 
to do this and this may vary significantly between studies (e.g. Mignot et al., 2006a,b). 
Therefore, Bellos & Tsakiris (2015) recommended representing buildings using the reflection 
boundary and elevation rise methods, but suggested that the increase in roughness method 
could be used as a reasonable method of representing buildings if computation cost allowed 
(as localised increases in roughness may result in higher computational processing 
requirements; Schubert & Sanders, 2012). Vojinovic et al. (2012) supported this conclusion 
through a review of several approaches used to capture urban features in 2D inundation 
models. Studying the effect of DEM resolution on urban flooding using two types of DEM: (i) 
where buildings and streets were kept as hollow objects (similar to the building void method), 
and; (ii) where streets were intentionally lowered relative to the surrounding topographic height 
(similar to the elevation rise method), Vojinovic et al. (2012) found that the building block with 
elevation rise and reflection method both provided adequate representation of buildings in an 
urban area. Further, Vojinovic et al. (2012) recommended that these approaches should be 
combined with applying distributed frictional coefficients to areas demarked as buildings too. 
The Environment Agency (2012) have also investigated the representation of buildings in 
numerical inundation modelling studies, exploring three similar scenarios; (i) increased 
roughness within the building footprint; (ii) building footprints raised 0.3 – 0.6 m above existing 
DEM elevation, and; (iii) building footprints raised to an un-floodable level (i.e. 100 m). The 
report suggested that raising buildings to an un-floodable level was most suitable for surface 
water inundation modelling as this created a ‘deflection effect’ on surface water flows which 
encountered buildings. The original Environment Agency (2009) online surface water flood 
mapping conducted did not represent buildings within the inundation modelling conducted, 
using a bare-earth topographic mesh. However, later flood mapping studies published online 
recognised the importance of representing buildings in the DTM and use Ordnance Survey 
MasterMap data to represent buildings and structural features. Thus, the Environment Agency’s 
Flood Map for Surface Water Flooding released in 2010 represented buildings in the DEM using 
the Ordnance Survey MasterMap building footprints layer, raising building footprints by 5 m in 
height, while the 2013 National Scale Surface Water Flood Mapping raised building footprints 
by 0.3 m to simulate water entering buildings once a threshold of 30 cm has been exceeded. 
However, as Bellos & Tsakiris (2015) note, the influence of buildings present on the floodplain 
is relatively similar regardless of building height, supporting findings from a physical modelling 
environment where Isidoro & de Lima (2013) found that building height didn’t affect outflow 
discharge from the modelling domain. 
Schubert & Sanders (2012) have also investigated similar building treatment methods for urban 
flood inundation modelling. The scenarios studied included: (i) the building resistance method, 
whereby cells within a building footprint were given a large roughness coefficient; (ii) the building 
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block method, whereby building footprints were raised in elevation level, and; (iii) the building 
hole method whereby the computational mesh was generated with holes aligned with building 
walls where free-slip wall boundary conditions were enforced. The findings of Schubert & 
Sanders (2012) suggested that all building treatment methods examined could be used to 
accurately map flood extent and route overland flow. However, each method had different 
computational run times associated with decreased performance due to different 
representations of buildings, with the localised increase in roughness within building footprints 
resulting in an increased computational demand. The building block method was shown to 
provide a relatively easily implemented method to represent buildings within an urban area. 
Furthermore, as buildings were represented as obstructions and were able to block flow 
pathways, this was shown to capture flow between buildings better than within the building 
resistance scenarios where the higher roughness values within building footprints instead acted 
to resist and slow down flow through buildings. 
Conversely, Ettrich (2005) presented a methodology where buildings were treated as holes or 
voids in the DEM mesh (i.e. no area) in an urban area (as opposed to treating buildings as solid 
blocks), under the assumption that flood waters cannot ‘replace’ building positions and 
inundation outputs within building footprints are not required. This approach was also used in 
the simplified CityCAT numerical model (Newcastle University, 2016) used by Glenis et al. 
(2007) and Pregnolato et al. (2016), where a DEM dataset was used to generate a 
computational grid across the study site, but buildings and urban features (identified using 
Ordnance Survey MasterMap data) were delineated and excluded from the computational grid. 
Using the Ordnance Survey MasterMap data, building footprints were excluded from the DEM 
grid, resulting in an improvement in the ability of the model to realistically capture the flow paths 
in urban areas (Glenis et al., 2007; Newcastle University, 2016), as well acting to reduce the 
simulation time of the model due to a decrease in the number of computational cells present in 
the model domain. The removed cells were treated as a ‘buildings layer’ and roof drainage 
algorithms (‘blue roof’, based on the available volume of storage, and ‘green roof’ using the 
Green-Ampt formula) were used to manage rainfall-runoff processes occurring within building 
footprints, taking a semi-distributed model approach (see Sections 2.4.4 and 2.9). Guerreiro et 
al. (2017) state that this approach may result in a simplified flood modelling approach as building 
shapes are not considered in the modelling framework. Further, coarse DEM data (i.e. 
horizontal cell resolutions > 25 m) may result in buildings not being adequately represented 
within the model. Additionally, because Ordnance Survey building shapefiles were used to 
derive building footprints, this may restrict the model’s usage outside of the United Kingdom. 
Although the representation of buildings has been investigated in the simulation of urban 
surface water flood events using numerical models, a key question is still how the resolution of 
buildings in the urban floodplain affect surface water flow pathways and movement of flooding 
across a topographic domain. Further, Bellos & Tsakiris (2015) express reservations about 
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treating buildings as voids or increasing the elevation within building footprints as these methods 
were not able to simulate flood flows inside of buildings or account for any possible storage 
effects within buildings. Thus, no model outputs were generated for areas defined as buildings 
and areas surrounding buildings were treated as model boundaries.  
To account for the flow of water through buildings, researchers have proposed representing 
buildings as exterior walls with a single inlet on the front wall so that water can be enter and be 
exchanged within the area occupied by the building. These include treating buildings as porous 
components within the modelling framework (Liang et al., 2007; Sanders et al., 2008), where 
spatially distributed parameters (i.e. a porosity and building drag coefficient) are used to 
represent the impacts of buildings without resolving their exact geometries (Schubert & 
Sanders, 2012). However, this may not work when buildings are considerably small and/or if 
the DEM grid is not fine resolution (i.e. sub-metre scale) as it may be difficult to represent just 
the exterior walls of buildings and the buildings may not be adequately represented in the DEM 
grid. Therefore, the roughness increase method may be more appropriate at coarser DEM 
resolutions as this allows the flow of water through a building, albeit with very high resistance. 
This is demonstrated in Liang et al. (2007), where a local increase in the Manning’s n roughness 
coefficient in the cells where buildings or structural features was applied. This was shown to be 
a beneficial method to use when the model DEM grid size was of coarse resolution due to no 
detailed DEM information being available for the study site or if smaller grid size resulted in a 
high computational cost. 
Rather than using a numerical modelling environment, some researchers have used physical 
models to analyse the influence of buildings on surface water flows. However, research of this 
nature is seldom conducted and Arrault et al. (2016) could only identify a few significant 
contributions. Despite this, much of the research focuses on dam break scenarios which cannot 
be directly transferred to research focusing on surface water floods (e.g. Testa et al., 2007; 
Tayfur & Guney, 2013; Zhou et al., 2016). Firstly, Soares-Frazão & Zech (2007) focused on the 
influence of a single building on transient flows from a dam break scenario within a scaled 
physical model setup. The study indicated that the presence of a building had significant 
influences on flow regimes and the violent impact of a flood wave against a building caused flow 
to change direction as water flowed around the building, resulting in the formation of hydraulic 
jumps upstream of the building and the creation of a wake zone downstream of the building. 
Further, Soares-Frazão & Zech (2008) investigated transient flows from a dam break through a 
series of buildings aligned as an idealised, simplified urban district. Two different layouts of 20 
building blocks (aligned vs. staggered) were compared. Water depths flowing through the 
idealised urban district were measured and compared using electrical conductivity gauges at 
some locations across the urban domain to determine differences in building placement, with 
building placement and orientation to flow shown to significantly affect flow velocities and 
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pathways through the urban district. More recently, Arrault et al. (2016) presented results from 
an experimental, physical modelling setup, representing an urban district with 14 streets and 49 
crossroads to benchmark a numerical model. Results from the experimental study suggested 
that street width (i.e. the gaps between buildings) had a significant influence on the discharge 
partition between the different street outlets, with the profiles of water depths along the streets 
being mainly influenced by the complex flow processes at street intersections. However, 
because these studies focus on flows from a dam break situation, different flow characteristics 
(i.e. volumes, durations, velocities and magnitudes of flood waters) would be expected under 
the occurrence of a surface water flood event. 
Ishigaki et al. (2003) also used a scaled physical model of a 1 km u 2 km district of Kyoto, Japan, 
to highlight the importance of underground buildings and spaces, such as parking lots and 
underground transport platforms during moderate floods of limited duration. Although not 
specifically ‘buildings’ in the sense that the focus of the study was on areas which occupied 
space over ground, results showed that approximately 50% of the inflow storm hydrographs 
volume was stored within the underground spaces of the modelling environment, demonstrating 
the importance of considering underground buildings and spaces when modelling urban flood 
events. However, the flood event studied in Ishigaki et al. (2003) represents a fluvial flood event 
caused by the River Kamo overflowing, not a surface water flood event. 
More specifically, research by Isidoro et al. (2012a,b) and Isidoro & de Lima (2013) has focused 
heavily on the influence of building related factors on surface water flood outputs. Firstly, in a 
rainfall simulator and plot surface physical model setup, Isidoro et al. (2012a) looked at the 
influence of rooftop connectivity on rainfall-runoff processes associated with wind-driven rainfall 
and storm movement within a highly urbanised hypothetical area. Thirty different scenarios were 
studied combining static and moving storms with and without wind driven rainfall for five rooftop 
arrangements with different building connectivity. Results demonstrated that rooftop 
connectivity, storm movement and wind driven rainfall all had an important influence on urban 
runoff, significantly affecting resultant hydrograph shapes and that the lowest peak discharges 
and longest runoff base times were associated with clustered rooftop arrangements. Isidoro et 
al. (2012a) also state that it is likely that disregarding density or presence of buildings in real 
systems, as shown in the scaled model, can lead to under- and over-estimation of important 
hydrological parameters (e.g. peak discharges). Using the same model setup, Isidoro et al. 
(2012b) also looked at the hydrological response of impervious areas with varying building 
densities. Exploratory laboratory simulations demonstrated that building density and the spatial 
and temporal distribution of rainfall that resulted from wind and storm movements had a clear 
influence on the hydrological response to rainfall and that increased urbanisation promoted 
higher peak discharges, longer base times and reduced the slope of the hydrograph rising limbs. 
Expanding upon these studies, Isidoro & de Lima (2013) studied the effect of building height on 
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urban rainfall-runoff processes, showing that, for all the studied building heights, both wind and 
storm movement significantly influenced the characteristics of the resultant hydrographs, with 
significant dependence on storm movement and the existence of wind driven rainfall, but less 
on the height of buildings. Finally, Cea et al. (2010) used a rainfall simulator based physical 
modelling approach to validate the representation of buildings within numerical models, 
comparing the ‘building-block’ and ‘building-hole’ methods. Experimental validation using the 
physical model used several simplified laboratory configurations of buildings and measured the 
surface runoff for different rainfall hyetograph scenarios, comparing these to numerical model 
simulations. Results showed agreements between the dynamic wave 2D models of both 
building representations and the experimental model setup, but the numerical-experimental 
comparison confirmed that fully dynamic flood models should be used to represent and model 
floods in topographically complex urban environments as the computational time is shorter and 
dynamic model codes result in an increased model accuracy, especially in terms of the peak 
discharge, arrival time at the model outlet and the shape of the outlet hydrograph.  
2.7  Sensitivity to surface roughness parameterisation 
Surface hydraulic roughness, defined as a measure of the amount of frictional resistance water 
experiences as it passes over a terrestrial surface (Vieux, 2004; Lane, 2005), is often 
represented within inundation studies using the Manning’s n roughness coefficient (see 
Equation 6.12), outlined within Chow (1959). The parameterisation of roughness within 
hydraulic models is important as it controls the average velocity which surface water flow can 
traverse across a two-dimensional surface (Lane, 2005; Yu & Lane, 2006a,b) and even a very 
small change in roughness can have a marked impact on the flow characteristics (Darboux et 
al., 2002; Candela et al., 2006; Sahoo et al., 2006; Zhang et al., 2016). For this reason, the 
standard procedure for frictional parameterisation in urban areas during surface water flood 
research is to calibrate the friction value to observed hydraulic conditions (Lane, 2005). 
However, this may lead to unrealistically high (or low in some cases) friction values depending 
on the class of the model used (Haider et al., 2003; Lane, 2005; Tarrant et al., 2005; Yu & Lane, 
2006a). 
The benchmarking of 2D hydraulic models and investigations into the influence of floodplain 
friction on floodplain environments is now relatively well understood due to testing conducted 
within several numerical modelling environments over the last three decades (e.g. Gee et al., 
1990; Bates et al., 1998; Bates & De Roo, 2000; Horritt, 2000; Horritt & Bates, 2002; Nicholas 
& Mitchell, 2003; Hunter et al., 2005; Werner et al., 2005; Néelz et al., 2006; Ozdemir et al., 
2013). Empirical and modelling studies have yielded much information concerning roughness 
values for rural environments (Fewtrell et al., 2008). However, investigations into roughness 
parameterisation within urban environments, especially under surface water flood conditions, 
have only came into prominence in recent years (e.g. Fewtrell et al., 2008; Hunter et al., 2008; 
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Ozdemir et al., 2013; Yu & Coulthard, 2015) and there are currently few studies which relate to 
flow frictional resistance around rigid concrete structures, relevant at the field scale in urban 
environments (Fewtrell et al. 2008). 
The following sections discuss roughness parameterisation within numerical models. Within 
numerical surface water flood models, roughness can be treated as a uniform (lumped) or 
distributed parameter across a study domain (see Section 2.7.1) or can be represented using 
spatially-distributed roughness values (see Section 2.7.2). Roughness can also be considered 
and represented within physical modelling environments (see Section 2.7.3). 
2.7.1 Uniform roughness parameterisation 
Uniform roughness parameterisation, where a single, composite roughness coefficient value is 
used for the entirety of the study domain, is widely used within flood modelling research and 
allows the sensitivity of roughness to be easily studied at the city or catchment scale. In fact, 
Bates et al. (2008) conclude that it becomes critically important for any urban modelling study 
to examine the impact of a physically plausible range of friction parameters and that it is often 
worthwhile undertaking a sensitivity analysis to explore the effects of different roughness values 
to determine how roughness affects the timing and magnitude of inundation events. Research 
by Bates & De Roo (2000), albeit using a 1D/2D fluvial model of a 35 km reach of the River 
Meuse, The Netherlands, which flooded in January 1995, used uniform channel (1D) and 
floodplain (2D) Manning’s n roughness coefficients of 0.02 and 0.06 respectively. Further, Horritt 
& Bates (2002) evaluated the application of three 1D/2D numerical models for simulating two 
flood events (1998 and 2000) on a 60 km reach of the River Severn, UK, highlighting that the 
optimum, calibrated Manning’s n frictional coefficients for 2D floodplain flows varied between 
0.02 – 0.10 depending on the numerical model scheme used. For example, TELEMAC operated 
optimally at a Manning’s n of 0.02 for the 1998 flood event, but LISFLOOD-FP and HECRAS 
performed optimally under Manning’s n values of 0.06 – 0.08 and 0.10 respectively for the same 
flood event due to differences in the numerical model code and process representation of model 
parameters. 
For surface water flooding events, Yu & Coulthard (2015) used a hydroinundation model 
(FloodMap-HydroInundation2D) to assess and evaluate the sensitivity of key hydrological 
parameters operating within an urban floodplain using the city of Kingston upon Hull, UK, during 
the summer 2007 flood event. Roughness parameterisation was evaluated by changing the 
uniform Manning’s n roughness coefficient (0.01, 0.02, 0.03, 0.04, 0.05) for the entirety of the 
study domain while keeping other model parameters (i.e. hydraulic conductivity, drainage rate 
and evapotranspiration) fixed, with results suggesting that the model was highly sensitive to 
roughness parameterisation and an increase in the Manning’s n roughness coefficient resulted 
in a dampening of flood propagation across the study domain associated with increased surface 
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frictional resistance. Furthermore, scenarios with a Manning’s n roughness coefficient of 0.01 
were shown to result in the occurrence of more widespread flooding across the city, with an 
increase in inundation extent under lower Manning’s n values. Results presented in Yu & 
Coulthard (2015) suggest that catchment response to roughness parameterisation in urban 
surface water flood scenarios show similar trends and behaviours to studies focusing on fluvial 
inundation where flows are concentrated within a channel and spill out onto a two-dimensional 
floodplain (e.g. Bates & De Roo, 2000; Horritt & Bates, 2002). Fewtrell et al. (2008) also used 
a uniform Manning’s n roughness coefficient value (0.035) across a study domain (Greenfields, 
a suburb of Glasgow, UK) for the benchmark, reference solution, as this was expected to be 
representative of the average range of surface roughness values found across the study site. 
The sensitivity of model predictions to variations in frictional parameterisation was explored 
using spatially uniform Manning’s n values ranging from 0.01 to 0.10, showing similar trends to 
Yu & Coulthard (2015). Fewtrell et al. (2008) also suggest that using a spatially uniform frictional 
value can be used to reduce uncertainty at coarser grid resolutions and used as a calibration 
parameter where coarse raster grid cell size results in a misrepresentation of topographic 
features on the floodplain (see Section 2.6). Furthermore, Fewtrell et al. (2008) demonstrated 
that using an unrealistically high uniform Manning’s n frictional coefficient value (i.e. n > 0.06) 
within an urban floodplain was not shown to be a feasible approach to calibrate model results, 
resulting in model performance decreasing significantly, supporting previous fluvial inundation 
studies (Yu & Lane, 2006a). Instead, parameterisation of other model variables should be 
applied if a delay in the routing of water is required. Building upon fluvial case studies, Fewtrell 
et al. (2011) used a composite frictional coefficient of 0.035 to represent an urban area within 
diffusive and inertial surface water flood models, which was shown to produce more realistic 
results. 
Using a simplified, ‘inertial’ shallow water model to produce a good balance between 
computational performance but also represent the most relevant physical processes needed to 
model urban flow propagation, Bates et al. (2010) demonstrated that simplified, inertial 
equations were independent of grid size (see Section 2.5) but showed an intuitively ‘correct’ 
sensitivity to changes in uniform floodplain frictional values within spatially-complex topographic 
environments. However, Bates et al. (2010) noted small instabilities and increased errors (a 
volume error from the analytical solution of 4.98%) on predicted depths when using a low friction 
coefficient (i.e. 0.01) across the spatial domain of the simplified inertial model. Although these 
minor instabilities within the modelling code may prove problematic for the simulation of surface 
water flooding in urban areas because many surfaces in an urban area may have a low 
Manning’s n roughness coefficient value (i.e. 0.01; concrete and paved surfaces), the predicted 
error between the simplified and complex models was shown to be minor when considering the 
benefits of low computational cost associated with the simplified modelling environment. 
Additionally, Ozdemir et al. (2013) studied the role of roughness parameterisation in a densely 
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urbanised area (Alcester, UK) with relatively smooth land-uses with a low frictional value (n = ~ 
0.02). Using very high (sub metre) resolution terrestrial LiDAR, Ozdemir et al. (2013) found that 
using a low Manning’s n roughness coefficient values within the study domain resulted in 
numerical instabilities in shallow water model codes, as using low Manning’s n values of less 
than 0.02 was shown to only be applicable for use in areas with slopes with a gradient of less 
than 10%, which may cause instabilities surrounding small-scale topographic drops such as 
curbs, walls or surrounding buildings.  
2.7.2 Distributed roughness parameterisation 
Studies applying uniform roughness values across a study area outlined within Section 2.7.1 
demonstrate that, depending on the nature of the floodplain within an urban environment, a 
uniform Manning’s n roughness coefficient between 0.02 and 0.06 is suitable for the simulation 
of frictional resistance, with values lower and higher than this range leading to model instabilities 
or decreased computational performance and unrealistic simulation of flow resistance being 
experienced respectively. However, although many researchers have applied uniform 
roughness coefficients, some researchers recommend the use of spatially-distributed 
roughness values across a study domain (Werner et al., 2005; Schumann et al., 2007; Wilson 
& Atkinson, 2007; Schubert et al., 2008; Gallegos et al., 2009; Environment Agency, 2013a,b) 
based on different land use classifications, as it is widely accepted that frictional resistance is 
spatially varied across an urban catchment depending on the terrestrial surface which water is 
flowing over (Chow, 1959; Hunter et al., 2008). Zhang et al. (2016) highlight some of the 
shortcomings in current surface water flood research, including: (i)  the lack of consideration of 
spatial variability of roughness in hydrological models, and; (ii) the failure to distinguish the 
roughness formulas in different overland flow regimes, as roughness is often treated as a static 
value despite being altered by factors including water depth, slope and velocity (Mustafa et al., 
2016). 
Although for a fluvial case study, Werner et al. (2005) explored the potential of identifying 
roughness values for distributed land use types in the River Meuse, The Netherlands, 
recommending that, although the sensitivity to floodplain roughness is shown to be reasonable 
when only a single, uniform floodplain roughness class is used, applying distributed values from 
literature (e.g. Chow, 1959) may allow further calibration of inundation models. However, for 
their 1D/2D model application, distributed roughness data was shown to cause difficulties in 
adequately simulating the flood event and incorporation of distributed roughness was shown to 
create difficulties in simulating turbulent, multi-directional water flows across a floodplain. 
Therefore, Werner et al. (2005) suggest that their findings be compared to a full 2D model code 
to determine whether the use of distributed roughness values is applicable for inundation 
modelling. Conversely, Gallegos et al. (2009) found distributed roughness values to be 
beneficial and advantageous for inundation modelling, after creating a simplified land cover 
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classification of Baldwin Hills, California, from digital orthophotography and shapefiles to create 
a spatially distributed grid of Manning’s n roughness values, assigning different roughness 
values to different surfaces (vegetated open spaces n = 0.05; concrete surfaces n = 0.013; 
reservoir n = 0.013; roads n = 0.014; creeks n = 0.016; buildings n = 0.30). Gallegos et al. (2009) 
concluded that using a composite, spatially uniform resistance parameter may result in poor 
stream flow accuracy compared to using spatially distributed roughness parameters, which may 
under- or over-estimate water depth and velocity within the study area. This was further 
supported by Schubert et al. (2008) who also found that flood extent, depth and arrival times 
were sensitive to the spatial distribution of roughness parameter values for a surface water flood 
event in Glasgow, UK. 
Another effective application of distributed roughness based on land use is the Environment 
Agency’s (2013) JFlow+ 2D inundation modelling for the generation of its online Flood Map for 
Surface Water product. The Environment Agency use varied Manning’s n roughness coefficient 
values according to Ordnance Survey MasterMap Topography Layer Feature Code attributes, 
with roughness values altered to take account of the variability of hydraulic roughness 
characteristics of different land use classes and their influence on wider inundation patterns 
(see Tables 5.4 and 5.5). For example, using the Ordnance Survey land use classifications, 
grass parklands, residential gardens and areas of dense vegetation (i.e. trees and forests) were 
allocated higher frictional resistance values (0.03, 0.04 and 0.1 respectively) than smoother 
urban surfaces, such as paths/pavements (0.015) and roads (0.017). Furthermore, raster grid 
cells defined as buildings were allocated a frictional value of 0.03, discussed in Section 2.6.2.  
Although uniform roughness parameterisation is a viable option when conducting inundation 
modelling and may allow adequate simulation of surface water flood events (e.g. Yu & 
Coulthard, 2015), spatially distributed roughness values allow more complex understanding of 
inundation extent, depth and velocity across a study site and thus allow the modelling of more 
complex inundation scenarios (Schumann et al., 2007). Thus, consideration of the spatial 
variations in roughness should be undertaken if computationally feasible and sufficient data is 
available.  
2.7.3 Consideration of roughness in physical modelling studies 
Although not represented using a roughness parameter, roughness is sometimes considered 
within physical modelling studies. Heller (2011) briefly discussed the influence of scale effects 
and how hydraulic flow phenomena should be considered to determine influences of factors 
such as roughness within physical models. However, this study was not linked to rainfall-runoff 
modelling and used the specific case study of fluid dynamics occurring in dam spillway flows. A 
more general study was conducted by Webb et al. (2010), who compiled literature based on the 
modelling of hydraulic roughness in scaled physical models. Webb et al. (2010) concluded that 
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literature and guidance for considering roughness within physical models was lacking and 
stated that roughness scaling equations to analyse roughness at the physical model scale was 
only possible in a fully rough flow regime – something which would only be possible in high flow 
regimes (i.e. flume-based studies). As a result, most rainfall-runoff physical modelling studies 
presented herein do not consider or aim to quantify roughness within their work (e.g. Black, 
1970; Ishigaki et al., 2003; Soares-Frazão & Zech, 2007; Cea et al., 2010; Isidoro et al., 
2012a,b; Isidoro & de Lima, 2013; Arrault et al., 2016), possibly because the construct of 
‘roughness’ cannot be measured, quantified or directly altered in the same way as within 
numerical models or full-scale fluvial flume studies. 
Harbaugh & Chow (1967) referred to roughness in physical modelling experiments as 
‘conceptual roughness’, finding that the traditionally numerical centric approach of roughness 
parameterisation (see Chow, 1959) did not work in a physical modelling environment. 
Therefore, Harbaugh & Chow (1967) presented a new measure of ‘conceptual roughness’, 
including the consideration of depth of flow and resistance due to raindrop impact. However, 
conceptual roughness has not been routinely adopted in rainfall-runoff studies. Some 
researchers have tried to recognise roughness within their physical modelling setups, such as 
Roberts & Klingeman (1970) who covered their main basin surface with a coarse paint to 
simulate land roughness and irregularities and covered the channel and banks in their model 
with a smooth, latex paint, but the consideration of roughness in rainfall-runoff physical models 
remains seldom considered.  
2.8 Drainage rate parameterisation and process representation within inundation 
models 
 
Drainage rate refers to the combined losses to the drainage systems present within an urban 
area (see Section 2.3.5), including losses to sewer networks, sub-surface drainage conduits 
and sustainable urban drainage systems (SuDS). Drainage losses are an important factor to 
consider when modelling surface water flooding in urban areas, as drainage networks may 
account for a considerable loss of surface water from the urban catchment (Aktaruzzaman, 
2011) and surface water flooding occurs when high rainfall events exceed the drainage capacity 
of an area (i.e. infiltration excess, where rainfall > drainage; DEFRA, 2007). The occurrence of 
urban flooding is therefore a result of the functional deficiency of the urban drainage systems 
within an urban area (Aktaruzzaman, 2011). Although urban drainage capacity is one of the 
largest uncertainties for surface water flood modelling (Environment Agency, 2013a), drainage 
data (i.e. sewer pipe capacities or unit-time loss values) are sometimes available for urban 
areas, based on the capacity of the drainage system. However, where data is not available, 
estimates based on typical values of drainage should be made. Therefore, the parameterisation 
of mass losses to drainage systems in numerical surface water modelling is critical and drainage 
can be used for the calibration of numerical models. Drainage losses can be portrayed in several 
Chapter 2: Modelling of surface water flooding – a systematic review 
 46 
ways within a numerical modelling environment (Hammond et al., 2015) which are discussed 
below. These include: 
1. Ignoring drainage related losses from the modelling environment entirely, or by 
implicitly accounting for drainage losses by: (i) reducing the input rainfall rate by a 
specified amount (i.e. 20%) or; (ii) increasing the infiltration parameter (see Section 
2.8.1); 
2. Representing the sub-surface sewer network and respective drainage losses using a 
1D component within a 1D/1D (e.g. Mark et al., 2004; Maksimović et al., 2009) or 1D/2D 
(e.g. Hsu et al., 2000; Schmitt et al., 2004) ‘dual drainage modelling’ environment (see 
Section 2.8.2); 
3. Expressing drainage as a uniform unit-time amount of surface accumulated water 
that can be collected and removed from the surface by the sewer system, usually 
expressed as millimetres per hour (mm/hr) and corresponding to a rainfall event of a 
specific return period (e.g. Yu & Coulthard, 2015; Yu et al., 2016; Coles et al., 2017; see 
Section 2.8.3); 
4. Similar to (3), but by expressing drainage losses as a spatially distributed drainage 
rate (mm/hr) defined at each raster cell in a 2D modelling environment, rather than using 
a uniform, single figure across the entirety of the catchment (e.g. Hénonin et al., 2015; 
see Section 2.8.4), and; 
5. Allocating 2D raster cells as manhole inlet locations (e.g. Liu et al., 2015; see Section 
2.8.5). 
2.8.1 Ignoring or accounting for drainage related losses 
An example of accounting for drainage related losses using other means is shown in the 
modelling campaign conducted by Bournemouth Borough Council (2010) for their Surface 
Water Management Plan used to identify and assess the city scale flood risk within 
Bournemouth, UK. The modelling undertaken ignored the contribution of piped drainage 
systems to managing flood risk as the local drainage company’s model was unavailable to be 
incorporated into the modelling framework. Instead, the presence of underground drainage was 
accounted for by adjusting the amount of water assumed to soak into the ground by increasing 
the infiltration rate. Therefore, a uniform loss parameter of 25 mm/hr was applied to the entirety 
of the study domain, representing the ‘worst case’ scenario as this value, although high for 
infiltration as infiltration processes are typically several orders of magnitude smaller than 
drainage rates (see Section 2.8; US Department of Transportation Urban Drainage Design 
Manual, 2013), represents a relatively low overall loss from the system. Although using this 
parameter value was believed to have overestimated flood risk across the study site, the 
modelling undertaken gave an effective broad scale understanding of surface water flood risk 
and allowed the identification of flood hotspots within the study area.  
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Furthermore, the Environment Agency (2013a) suggest that the use of a uniform drainage value 
between 12 – 54 mm/hr across an urban catchment is sufficient and suitable to conduct surface 
water inundation studies and state that the calculated range of sewer capacities in the UK are 
in the range of 5 mm/hr to 54 mm/hr. This study was independently validated to confirm that the 
use of a uniform drainage value of 12mm/hr represents a ‘typical’ value to account for the effects 
of drainage losses in urban areas when using 2D hydraulic models (Environment Agency, 
2013a). However, the Environment Agency (2013a) implement this uniform loss due to drainage 
factors into their modelling framework by reducing rainfall by 12 mm/hr in urban areas, and 
therefore account for drainage related losses by reducing initial rainfall inputs into the modelling 
framework, indirectly accounting for drainage losses in the modelling environment. 
2.8.2 Dual-drainage modelling 
As discussed in Section 2.4, ‘dual drainage modelling’ (defined by Djordjević et al., 1991 and 
reviewed in detail by Schmitt et al., 2004 and Smith, 2006) can be used to explicitly represent 
the drainage losses to the sewer network using a one-dimensional sewer model coupled with a 
1D or 2D surface model. The amount of water entering the sewer system will depend on the 
intake capacity of the drainage gully or manhole of the sewer system itself (Mark et al., 2004; 
Smith, 2006) and having an explicit representation of the sewer inlet capacities and locations 
allows water to be drained at the modelled rate of loss to drainage. This is exemplified in 
research conducted by Maksimovic et al. (2009) where a 1D/1D dual-drainage model is used. 
1D surface terrain was represented as: (i) a series of surface storage areas which allowed 
ponding to occur; (ii) manhole point inlet locations, and; (iii) preferential pathways which allowed 
the propagation and movement of flow across the surface. The surface network was linked to a 
1D sub-surface sewer network via orifice/weir type elements using InfoWorks and flow 
exchange was represented using the ‘rolling-ball’ methodology, representing surface water as 
a ‘ball’ which can roll between within the surface component, or be exchanged between surface 
and sub-surface elements. Figure 2.5 conceptualises the types of surface flow exchanges 
outlined within Maksimovic et al. (2009). 
As Maksimovic et al. (2009) note, not all surface runoff may be able to drain into the sewer 
system after an intense precipitation event, even if the sewer pipes have sufficient capacity. 
This may be due to the limited hydraulic capacity of the manholes (Mark et al., 2004; Chen et 
al., 2012), which may behave as weir or orifices depending on the water depth surrounding 
them (Djordević et al., 2005; Maksimovic et al., 2009; Saul, 2012). Therefore, four cases of flow 
exchange between the surface flow and one-dimensional sewer system network through 
drainage gullies and manholes drainage may be possible (Mark et al., 2004; Schmitt et al., 
2004; Djordjević et al., 2005; Ochoa-Rodríguez et al., 2015), illustrated in Figure 2.6. Figure 
2.6a shows free inflow into a sewer pipe network where the inlet behaves as a weir and both 
inlet and sewers have enough capacity to accommodate inflowing water; Figure 2.6b shows a 
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submerged orifice but free flow in the sewer pipes where water flow into the sewer network is 
limited by the orifice dimensions, although the sewer pipe capacity has not yet been exceeded; 
Figure 2.6c shows submerged inflow and pressured pipe flow, where the sewer pipe network 
has become full but pressure is not enough to cause overflow as the piezometric head is still 
below the surface water level, and; Figure 2.6d shows an overflow scenario, where the 
piezometric head in the sewer system is higher than that of the surface water which will cause 
overflow and surcharging of the sewer system.  
 
  
Figure 2.5: Types of surface pathways calculated from the DEM. (i) from pond to downstream 
pond via pond link; (ii) from pond to downstream manhole or gully; (iii) from pond out of 
catchment; (iv) spillway between two mutually connected ponds; (v) from surcharged manhole 
to downstream manhole; (vi) from manhole to downstream pond, and; (vii) from surcharged 
manhole to the outlet of the catchment. Source: Maksimovic et al. (2009). 
Although detailed representation of a sewer network is possible using coupled dual-drainage 
modelling approaches, the incorporation of an explicitly one-dimensional hydraulic sewer 
system may not be possible for several reasons. Firstly, the coupling of a 1D sewer network 
model into a hydroinundation model requires sufficiently detailed data, such as the sewer pipe 
diameters or cross sectional areas, the elevation drop between inlet and sewer piping, the slope 
and material of the pipe network between each node, the manhole, sewer inlet and pipe junction 
locations, the pipe routes, as well as the pumping capacity, if present (Leandro et al., 2009). As 
such, obtaining this data may be difficult as this information may not be published or publicly 
available, which may be the case for private land. Alternatively, when data does exist, it may be 
difficult to obtain from the water company operating within the study site, as Bournemouth 
Borough Council (2010) and Hénonin et al. (2015) found. 
 
(i) 
(ii) 
 (iii) 
(iv) 
(v) 
(vi) 
(vii) 
Pond 3 
  Pond 2 
Pond 4 
Manholes 
Pond 1 Manholes 
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Figure 2.6: Cases of flow exchange between the surface flow and the sewer system through 
gullies and manholes, showing possible linkages between surface and sub-surface systems. 
Source: Ochoa-Rodríguez et al. (2015) but originally adapted from Mark et al. (2004), Schmitt 
et al. (2004) and Djordević et al. (2005). 
Sewer maps and spatially referenced GIS data are becoming increasingly more accessible. For 
example, Severn Trent Water, one of the largest water companies operating in the United 
Kingdom, allow their sewer maps to be viewed free of charge at a local council building, public 
library or at their headquarters (Severn Trent Centre, Coventry) and allow personal access to 
their online mapping platform once an application form is approved. This may then be 
downloaded in GIS format by contacting the data and assets management team. However, it 
may be difficult to obtain data in a relevant and usable format for a study site because different 
providers are likely to use different file types and resolution of data. Thus, implementation may 
prove problematic. 
Secondly, the coupling of a 1D sewer network model into a 2D hydroinundation model may be 
very computationally demanding, especially when modelling complex sewer networks or 
inundation over large spatial scales. For example, Leandro et al. (2009) created a dual-drainage 
model of a small area in Keighley, West Yorkshire, with the sewer network having a total length 
of over 6 km but covering an area of 3.5 km2. Therefore, the implementation of a 1D sewer 
network is less suited to the modelling of inundation within large metropolitan areas due to the 
large volume of data required, typically involving hundreds of manholes and drains (Yu et al., 
2016).  Although sewer networks can be simplified (e.g. Leitão et al., 2010, who discusses the 
(a) (b) 
(c) (d) 
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simplification of 1D models by ‘merging’ or ‘pruning’ elements and achieving comparable results 
but reducing simulation times by between 31 – 61%), dual-drainage models may not be suitable 
for large spatial domains or when conducting high resolution 2D modelling with substantial 
computational processing requirements. Therefore, it may be more appropriate to express 
drainage as a uniform or distributed drainage rate (mm/hr) within a two-dimensional model. 
Dual-drainage has not been considered within physical models of rainfall-runoff processes and 
there are currently no studies that have added a third tier (i.e. drainage network) to the two-
tiered physical modelling approach (rainfall simulator and plot surface) associated with the 
modelling of urban surface water floods. This may be due to inherent difficulties associated with 
scaling drainage networks and complications in representing drainage processes such as 
surcharging (see Figure 2.7d) in a physical modelling environment, as well as space 
considerations in a laboratory setting. Although the above ground component was neglected, 
Rubinato et al. (2013) described the use of a laboratory facility which replicated a portion of a 
sub-surface sewer pipe network in Yorkshire, UK, which permitted the modelling of a small 
section of an urban drainage system. This allowed comparisons between the physical model 
and an actual urban drainage system under 15 months of measured catchment rainfall which 
could be hydraulically modelled in InfoWorks software to determine whether good agreement 
of flow velocities within the system were achieved. Noh et al. (2016) used a laboratory-scale 
(1:20) experimental setup to model the impact of interactions between manhole, sewer pipes 
and surface flow, using modified orifice and weir formulas to represent surface-drainage 
exchanges, but the rainfall simulator component was not used as the amount of inundation 
present from the simulated rainfall was too small to affect inundation on the plot surface (Lee et 
al., 2013). Adequate representation of drainage is yet to be implemented into physical model 
systems and drainage representation is generally only effective when considered at full scale 
(1:1), making implementation into laboratory setups challenging.  
2.8.3 Drainage as a uniform loss across the study site 
Drainage losses can be treated as a uniform loss across the entirety of the study domain, with 
Yu & Coulthard (2015) using a uniform, lumped drainage rate within their modelling of the 
summer 2007 surface water flood which occurred in Hull, UK. Within the hydroinundation model 
(FloodMap-HydroInundation2D), drainage capacity was represented using a linear unit-time 
quantity of surface water (surface water flow and rainfall) that could be removed by the storm 
sewer system. This value was expressed in mm/hr and was linearly scaled and calculated at 
each time step by scaling the design drainage capacity (mm/hr) by the model time step. Within 
the baseline simulation, Yu & Coulthard (2015) expressed mass loss to the storm sewer system 
as a uniform drainage rate of 70 mm/day (2.92 mm/hr), but a sensitivity analysis to drainage 
rate was conducted and drainage rates of 80, 90, 100, 110 and 120 mm/day (3.33 – 5 mm/hr) 
were also investigated, representing changes associated with improved drainage (e.g. SuDS), 
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which were stated to be within a realistic range of drainage values for the study site. Although 
considerably lower than the values used within the Environment Agency (2013a) study (3.33 – 
5 mm/hr versus 12 – 54 mm/hr), the use of these drainage values provided a realistic simulation 
of the 2007 summer flood event in Hull, UK. Similarly, Coles et al., (2017) expressed the losses 
to drainage in York, UK using similar drainage values. Like most UK cities, the sewer system in 
York has a design capacity of 1 in 30 years (City of York Council, 2007; Jones & Macdonald, 
2007), corresponding to 70 mm of rainfall over a 24-hour period (Coulthard et al., 2007). 
Therefore, Coles et al. (2017) also used a uniform drainage value of 70 mm/day for the baseline 
simulation. However, for many flood events (including the 2014 event studied), sewer systems 
did not perform to their design capacity due to degradation over time (Coulthard & Frostick, 
2010; Section 2.3.5), as well as lack of maintenance and/or debris blockages (York Press, 
2016). Therefore, drainage capacity values of 30 and 50 mm/day were investigated within the 
calibration period to test the sensitivity of the model to drainage capacity and to represent the 
sewer system operating at an inhibited capacity. 
2.8.4 Distributed drainage losses across the study site 
Although the studies highlighted in Section 2.8.3 used lumped drainage values, drainage 
capacity is rarely uniform at the city scale. Therefore, rather than using a uniform drainage rate 
across the entirety of the study domain, Yu et al. (2016) used distributed drainage values for 
the study of the 12th August 2011 surface water flood event in Shanghai, China. Distributed 
drainage was defined on a cell by cell basis and was used to represent spatial variability in 
drainage rates across the city, specified according to the design capacity of the storm sewer 
system. In the urban areas of the city, a drainage value of 36 mm/hr was used, whereas 
drainage values of 27 mm/hr and 54 mm/hr were used in relatively rural and isolated areas of 
the city respectively. Drainage values were higher in the less urbanised areas of the city due to 
increases in green space with a natural drainage capacity (see Section 2.3.3). For the modelling 
undertaken within Yu et al. (2016), it was assumed that the sewer was operating at full capacity 
as no evidence was available to suggest that the sewer system didn’t function to the maximum 
design capacity during the flood event, so these values were not reduced to compensate for 
loss of drainage performance. 
The modelling conducted within Hénonin et al. (2015) used a similar approach when modelling 
surface water flooding in the city of Beijing, China. Because sewer network data was unavailable 
due to confidentiality issues, estimated drainage capacity values of 36 mm/hr and 50 mm/hr 
(corresponding to the 1 and 5 year return periods of rainfall respectively) were used for two 
areas of the city based on rough sewer pipe information and land use data held by the Beijing 
Municipal Institute of City Planning and Design. 
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2.8.5 Defining and allocating 2D cells as manhole inlet locations 
Finally, combining dual-drainage approaches and mass loss to storm sewer systems by using 
a uniform or distributed drainage loss value for raster cells across a 2D raster grid, Liu et al. 
(2015) explicitly considered discharge to the storm sewer system by setting individual pixels 
within the 2D mesh as inlets to the sewer system. Drainage losses were only present at cells 
which were defined as inlets to the sewer system, with no consideration of drainage in cells 
where drains were not present. The rate of mass loss within the methodology presented by Liu 
et al. (2015) therefore depended on several factors, including the local topography, the storm 
sewer capacity and configuration, with the latter two factors being dependent on the area of the 
inlet, the orifice coefficient and the allowed storage of the water head of the inlet.  
2.9  Infiltration parameterisation within inundation models 
 
Infiltration is the process by which surface water enters and penetrates into a soil medium or 
the ground surface (Richards, 1931). The infiltration rate of a given surface is dependent on a 
number of factors, including the physical properties of a soil (e.g. soil type, porosity and 
hydraulic conductivity), the ground slope, the surface cover, the depth of water above the soil 
and the rainfall characteristics (i.e. intensity and duration; Green & Ampt, 1911; see Section 
2.3.3). The amount of infiltration also depends on the soil’s antecedent moisture conditions at 
the start of the rainfall event and infiltration rates normally decline exponentially through a storm 
event as the soil becomes increasingly saturated (see Section 2.3.4). Rainwater initially 
infiltrates into the upper layer of a soil (i.e. the unsaturated zone) and part of it may eventually 
flow deeper into the groundwater table or saturated zone, where it may move laterally as 
interflow (see Figure 2.2). Generally, urban storm water models ignore sub-surface and ground 
water flows and only consider infiltration in the upper soil layer (i.e. the unsaturated zone) 
because the influence of sub-surface flows are negligible in surface water flood research 
(Sophocles, 2002).  
In semi-distributed models, infiltration is expressed as a percentage of the rainfall draining into 
the soil (Pina et al., 2016). Infiltration is estimated for each sub-catchment unit based on soil 
saturation levels and then subtracted from the total precipitation before being applied to the 
model, whereas in fully-distributed models, the full volume of rainfall is applied directly to the 
overland mesh and infiltration is estimated at each 2D cell, based on soil saturation and water 
depth (Pina et al., 2016). Therefore, infiltration predicted by fully-distributed models takes into 
account the runoff quantity on the overland surface and can capture infiltration into permeable 
surfaces of runoff routed from upstream impermeable areas.  
Infiltration is often measured as a mass loss in millimetres per hour (mm/hr) and the process of 
infiltration can be modelled or represented using several empirical or physically-based methods 
(see Table 2.3), with the Green-Ampt equation (see Equation 5.6) being the most popular in 
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hydroinundation models due to its low computational cost and ability to adequately predict 
observed infiltration rates under a variety of soil conditions. Because the Green-Ampt equation 
is physically-based, infiltration is expressed as a function of the capillary potential, porosity, 
hydraulic conductivity (𝐾𝑠) and time (see Section 5.3.2). 
Table 2.3: Methods of calculating infiltration rates within surface water inundation models 
Method Equation Description Shortcomings Reference 
Kostiakov’s 
Equation 
𝒊(𝒕) =  𝜶𝒕−𝜷 
where 𝑖 is the infiltration rate at time 
𝑡, and 𝛼 (𝛼>0) and 𝛽 are empirical 
constants. 
 
Simplistic empirical infiltration 
equation based on curve 
fitting from field data under a 
number of conditions. 
 
Describes infiltration 
processes well at shorter 
timescales but becomes less 
accurate under longer 
timeframes. 
 
Kostiakov 
(1932) 
Horton 
Equation 
𝒊(𝒕) =  𝒊𝒇 +  (𝒊𝟎 −  𝒊𝒇)𝒆
−𝜸𝒕 
where 𝑖0 and 𝑖𝑓 are the presumed 
initial and final infiltration rates, and 𝛾 
is an empirical constant. 
 
Widely adopted empirical 
formula which states that 
infiltration starts at a constant 
rate and decreases 
exponentially with time due to 
factors operating at the soil 
surface. 
 
Does not adequately 
represent the rapid decrease 
of infiltration from very high 
values under small 
timescales. 
 
Horton (1940) 
Green-Ampt 
Equation 𝒊(𝒕) =  𝑲𝒔 (
𝝋𝒇 + 𝒉𝟎
𝒁𝒇
+ 𝟏) 
where 𝐾𝑠 is the hydraulic conductivity 
of the soil at field saturation, 𝜑𝑓 is the 
capillary potential across the wetting 
front, ℎ0 is the ponding water on the 
soil surface, and 𝑍𝑓 is cumulative 
depth of infiltration. 
 
 
Simple and adaptable 
physically-based equation 
describing the infiltration of 
water into a soil. Able to 
perform well under a variety of 
field scenarios. 
 
 
Assumes a homogenous soil 
and a constant matric potential 
at wetting front. 
 
 
Green & Ampt 
(1911) 
Darcy’s Law 
𝒊 = 𝑲 [
𝒉𝜽 − (−𝝋 − 𝑳)
𝑳
] 
where 𝜑 is the wetting front soil 
suction head, ℎ𝜃 is the depth of 
ponded water above the ground 
surface, 𝐾 is the hydraulic 
conductivity, and 𝐿 is the vague 
estimated total depth of subsurface 
ground. 
 
 
Simplified version of Darcy’s 
Law which is similar to Green-
Ampt equation but missing 
the cumulative infiltration 
depth. 
 
 
Too simple and incomplete as 
the equation assumes that the 
infiltration gradient occurs 
over some arbitrary length 𝐿. 
 
 
Smith et al. 
(1941) 
Richards 
Equation 
𝜹𝜽
𝜹𝒕
=  
𝜹
𝜹𝒛
 [𝑲(𝜽) (
𝜹𝒉
𝜹𝒛
+ 𝟏)] 
where 𝐾 is the hydraulic conductivity, 
ℎ is the matric head induced by 
capillary action, 𝑧 is the elevation, 𝜃 
is the volumetric water content, and 𝑡 
is time. 
 
 
Non-linear partial differential 
which describes the flow in 
the vadose zone between 
atmosphere and an aquifer 
using Darcy’s law. 
 
 
Computationally demanding 
and may not be representative 
of observed infiltration rates 
due to not being a closed-form 
analytical solution. 
 
 
Richards 
(1931) 
Within fully-distributed 2D hydroinundation models, calibration to saturated hydraulic 
conductivity (𝐾𝑠) is often used to represent changes in soil infiltrability (e.g. Yu & Coulthard, 
2015; Yu et al., 2016; Coles et al., 2017) as this key infiltration parameter controls the resistance 
at which a fluid can move vertically into the ground surface and through a soil medium. A number 
of studies have looked at the parameterisation of saturated hydraulic conductivity using surface 
water flood events, demonstrating that hydroinundation models are sensitive to alterations in 
hydraulic conductivity. Thus, hydraulic conductivity can be used as an effective calibration 
parameter within hydrological studies. For example, Yu & Coulthard (2015) studied the role of 
hydraulic conductivity for model calibration, demonstrating through an initial screening that 𝐾𝑠 
values between 1 mm/hr and 5 mm/hr produced reasonable model responses due to 
uncertainties in rainfall representation and infiltration capacity for the Hull 2007 flood event. The 
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saturated hydraulic conductivity was determined based on the lower range of typical 𝐾𝑠 values 
suggested by Smedema & Rycroft (1983) for the prevalent soil type within the study area, with 
values of 1 – 5 mm/hr being investigated. The model was found to be very sensitive to the 
specification of hydraulic conductivity and small variations were shown to result in notable 
changes in the amount of infiltration and extent of inundation across the study site. A decrease 
in 𝐾𝑠 of 1 mm/hr, for example, resulted in a mean increase in the peak inundated area of 1.65 
km2, associated with reduced infiltration meaning more water was present within the study site. 
Within the City of Hull, a hydraulic conductivity value of 3 mm/hr was shown to produce the best 
match to flood extent validation data collected by the Environment Agency and Hull City Council. 
Similarly, Yu et al. (2016) undertook model calibration to evaluate the sensitivity of model 
predictions to infiltration using the hydraulic conductivity parameter. To obtain a suitable 
hydraulic conductivity value for the case study site (Shanghai, China), the dominant soil texture 
was identified: silt loam, consisting of poorly drained soils that formed in alluvium from mixed 
sources. Therefore, comparably to Yu & Coulthard (2015), saturated hydraulic conductivity 
values were determined based on values suggested by Smedema & Rycroft (1983). 𝐾𝑠 values 
of 1 – 10 mm/hr were investigated in regular intervals of 1 mm/hr to capture the range of 
infiltration values associated with the prevalent soil type in Shanghai. 
Within Coles et al. (2017), a hydraulic conductivity value of 5 mm/hr was unable to generate 
surface runoff, suggesting that the total losses (including infiltration, drainage and 
evapotranspiration) exceeded the rainfall rate over the entire domain, resulting in no flood 
waters being simulated. Therefore, Coles et al. (2017) set hydraulic conductivity to a uniform, 
fixed value of 1 mm/hr, where inundation was shown to occur. Although hydraulic conductivity 
values between 1 – 5 mm/hr represent a realistic range of physical parameter values, this 
demonstrates the effectiveness of using the hydraulic conductivity parameter for model 
calibration. Within the modelling investigation, no consideration of the model’s sensitivity to 
hydraulic conductivity was undertaken as a hydraulic conductivity value of 1 mm/hr was 
explained to replicate a realistic infiltration capacity based on the urban surfaces and soil 
characteristics of the site. Instead, Coles et al. (2017) investigated model sensitivities to 
drainage parameterisation and used this as a calibration factor due to the higher mass losses 
expected (see Section 2.8).  
In all the studies above, parameterisation of hydraulic conductivity has been uniform across the 
study domains. Bowles & O’Connell (1991) state that using distributed infiltration 
parameterisation in rainfall-runoff models may not be very relevant in a flood assessment 
context when dealing with intense rainfall rates typical of surface water flood events because of 
infiltration excess overland flow (i.e. precipitation > infiltration capacity of soil) occurring during 
a surface water flood event. Nevertheless, distributed parameterisation of infiltration may be 
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crucial for lower magnitude events or for continuously monitoring hydrologic systems. 
Conversely, Yu & Coulthard (2015) recognise that hydraulic conductivity is an important 
parameter within surface water flood research. Although a somewhat complex coefficient to 
determine, especially for urban areas where large portions of land are impermeable or semi-
impermeable leading to uncertainties in parameter values, further study should focus on 
considering the spatial variations of hydraulic conductivity across a study site if relevant data is 
available. Despite this, the spatial dimension of hydraulic conductivity is often disregarded due 
to the simplified nature of the hydroinundation models used and complexities associated with 
determining 𝐾𝑠 values across an urban catchment. Distributed parameterisation of infiltration 
has been conducted using semi-distributed urban storm water models, such as SWMM (e.g. 
Pina et al., 2016) due to the way semi-distributed models represent land-use units and 
hydrological processes at a sub-catchment level, with permeability expressed as a percentage 
of the rainfall supplied to each sub-catchment. Further, Liu et al. (2005) use a fully distributed 
version of TOPKAPI to forecast flooding in the Upper Xixian catchment in China, with an explicit 
distributed representation of infiltration. Within the model used by Liu et al. (2005), infiltration 
capacity was based on the physical land cover properties and soil moisture conditions prevalent 
within the 1 km horizontal resolution DEM grid cell. By comparing infiltration capacity and 
available surface water, a spatially distributed infiltration quantity at each DEM grid cell was 
calculated. 
Consideration of infiltration capacities in physical rainfall-runoff models is seldom studied 
(Green, 2014), despite field-based studies using rainfall simulators allowing quantifiable 
measurements of soil hydraulic conductivity using infiltrometers (e.g. Matula & Dirksen, 1989). 
Using a physical watershed model, Black (1970) used a thin layer of sponge to represent 
permeable soil under varying degrees of saturation. However, very little detail on the thickness 
or properties of the sponge used were presented. More recently, researchers from the 
University of Algarve, Portugal, had considered using proxy materials, such as coconut mulch, 
to represent the storage and retention of permeable spaces in physical models (Isidoro pers. 
comm., 2016). Richardson & Siccama (2000) investigated the validity of the simile ‘soils are like 
sponges’, demonstrating through experimental methods that sponges store and release water 
in much the same ways that soils do, with cellulose sponge having intermediate hydrological 
characteristics to peat and topsoil. Although it was identified that sponge had a higher water 
retention capacity than soil, Richardson & Siccama (2000) did not address the fact that sponge 
could be scaled volumetrically by thickness or depth to account for this additional storage 
(Green, 2014). Cellulose sponge could therefore be used to represent the storage 
characteristics of permeable spaces in urban environments within a physical model, providing 
a clean, non-erodible medium to investigate runoff and infiltration processes (Green, 2014). 
Despite this, no studies detail the use of impermeable units of sponge within rainfall-runoff 
studies. 
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2.10 Verification, validation and calibration of inundation models 
The processes of model verification, validation and calibration are important steps to ensure 
that a numerical model is performing adequately and is representative of the scenario being 
analysed. Firstly, verification is usually the first step in ensuring that model performance is 
adequate and ensures that the numerical modelling code used is able to accurately solve the 
fundamental physical equations that constitute the numerical modelling environment. Thus, 
verification focuses on model process representation and inspecting the numerical model code 
for any errors or miscalculations which may have occurred when programming or developing 
the inundation model code.  
Secondly, validation involves testing whether a model is performing adequately, representative 
of an event and able to confidently predict specific event scenarios. Model validation is defined 
as the process of assessing whether a given site-specific model is capable of making accurate 
predictions, defined with respect to the specific application, for periods that are outside the 
calibration period. A model is said to be validated if its accuracy and predictive capabilities in 
the validation period are proven to lie within acceptable limits for a particular practical purpose. 
Validation can also involve the reviewing or inspection of a model by using external, 
observational data to determine whether simulated results are able to accurately predict and 
simulate inundation characteristics in an area. Validation data may include observational 
images and videos (see Section 2.10.1), witness accounts, gauged data such as flood depth or 
velocities, or post-flood wrack marks to determine the maximum extent of flood waters during 
an actual event (Hunter et al., 2008). 
Thirdly, calibration involves the fine-tuning of model results by adjusting hydraulic and 
hydrological model variables and parameters, such as changing the Manning’s n roughness 
coefficient (see Section 2.7) or altering the drainage or hydraulic conductivity values (see 
Sections 2.8 and 2.9). This can be done to maximise model performance, ensuring that the 
model’s results correlate with observed or ‘known’ levels, i.e. comparing a model’s predicted 
flood extent and depths against a specific event’s observed extent. Traditionally, inundation 
models are calibrated and validated using at-a-point depth or velocity time series using 
floodplain or DEM cell hydrographs and analysing the sensitivity of changing calibration 
parameters (e.g. roughness, drainage rate and infiltration rate) to adjust the timing and 
magnitude of inundation. Calibration and validation often complement each other, as calibration 
procedures are used to validate numerical model performance and accuracy. 
A number of methods exist to validate numerical inundation models, including the use of 
crowdsourced imagery. Section 2.10.1 highlights the use of external validation data, focusing 
specifically on crowdsourced imagery to validate inundation modelling.  
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2.10.1 Crowdsourced imagery to validate inundation outputs 
Despite the repeated occurrence of urban floods, almost no field observations, mechanisms for 
their routine monitoring or post-event reconstruction are currently available (Hunter et al., 2008). 
However, in some countries (e.g. Italy and China) where summer convective rainfall events are 
more frequent, CCTV cameras (Douglas et al., 2010; Diaz-Nieto, 2012) or digital flood depth 
meters (Yu et al., 2016) are used to monitor and record the occurrence of inundation in urban 
areas. However, in areas that do not experience regular surface water inundation, data for 
validation of numerical models is sparse due to little observational data being available because 
of the relatively unpredictable nature and rapid onset periods associated with surface water 
flooding (Borga et al., 2011). Further, the occurrence of surface water flood events is 
spatiotemporally variable and uncertain. Subsequently, data used to generate numerical 
models may be erroneous and inconclusive if not validated. Collection of field data would allow 
validation of numerical model flood extent, depth and velocity but is highly opportunistic and 
requires extensive prior planning and potentially long waiting periods. The use of crowdsourced 
information from individuals who are in the vicinity of areas experiencing surface-water flooding 
provides an opportunity for the validation of numerical modelling. Although discussions with 
residents provides qualitative information of flood extent, damages, impacts, timings etc., this 
is often time consuming and does not allow quantitative data to be generated. Therefore, 
crowdsourced photographs provide a viable base of evidence for in-field flood model validation 
as they allow flood variables to be inferred. Also, using crowd sourced information potentially 
allows a large spatial coverage of information which would be unachievable for a small group 
of researchers in the field, especially at such short notice and within potential dangerous 
conditions and environments.  
Crowdsourcing involves obtaining data or information by soliciting contributions from the public 
domain (Goncalves et al., 2014) allowing the collection, management and application of data to 
go beyond the traditional top-down approach to a grassroots, user-driven community of 
knowledge. This harnesses contributions from large numbers of geographically distributed 
volunteer ‘researchers’, enabling a potentially powerful network of individuals to reach a 
common, unified objective (Goodchild & Glennon, 2010). Goodchild (2007) compares people 
reporting relevant information about their surroundings to a powerful network of geographically 
distributed sensors which are able to report and share a wide range of quantitative and 
qualitative data. Crowdsourcing offers a novel and effective method of data collection, using a 
number of geographically distributed individuals acting to fulfil researcher needs on a mainly 
avocational basis (Goodchild & Glennon, 2010). Crowdsourced data can be obtained either 
voluntarily, i.e. individuals  offering and giving consent for their data to be used within a study, 
or inadvertently, i.e. by obtaining and collating data from public, open social media sources, 
such as from Twitter, Facebook or YouTube where users may or may not be aware that their 
data is being used for research purposes. Also, data can be collected purposefully, where 
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individuals are briefed and informed of the specifications of data to collect prior to the study, or 
unknowingly, where individuals collect data and information out of interest or curiosity (i.e. taking 
photographs during an event, which are subsequently used as data). 
The use of observational data for use in urban surface water flood events is largely absent in 
the literature but a key area of research currently (despite health and safety difficulties with 
entering and collecting data in flood conditions). Rodda & Hawkins (2012) presented a 
methodology to quantify surface runoff from surface water flooding in a rural catchment in 
Devon, UK. However, this required prior planning and equipment previously set up, as the plot 
was part of the Rowden Drainage Experiment, established in 1987, and involved waiting 
opportunistically for surface water flooding to occur. 
Smith et al. (2015) highlighted that the utility of social media as a data source provides a number 
of benefits for urban flood risk management. A relatively small sample of crowdsourced, 
geocoded Tweets were shown to provide anecdotal evidence to identify flooded areas for the 
2012 flood event in Newcastle upon Tyne. However, the study only used anecdotal evidence to 
support the occurrence of flooding, rather than any specific and detailed information on flood 
extent, depth, velocity and damage. 
The ability of crowdsourcing as a method of data collection for a UK flood event was 
demonstrated by Parkin (2010), where photographs, videos and other digital media were used 
to reconstruct flood depth, extent, flow pathways and associated mechanisms of the 2008 
Morpeth fluvial flood. Local residents in areas affected were notified of the study via flyers 
following the flood event and asked to submit relevant information using an online submission 
form. Additionally, relevant media of the event was collected from Twitter, Facebook and 
YouTube, effectively combining data from volunteered and public social media sources. Also, 
the data used within this study was an example of data which was collected unknowingly, as 
individuals took photographs and videos out of interest, for insurance purposes or to 
disseminate with friends, rather than with the intent of collecting data to aid in the reconstruction 
the Morpeth flood event.  
The study presented within Parkin (2010) had a large response, with over 2,000 pieces of 
information being collected; 1,500 of which contained useful information to help reconstruct the 
flood event, 1,100 of which were on the day of the flood, and 750 of which contained time- and 
location-specific information. These photographs were then used to conduct post-flood GPS 
surveys to allow the extraction of spatially-distributed water depths to allow the dynamic 
reconstruction of the flood event through time. Using the crowdsourced data, a set of maps 
were created to show flood depth and extent at 10 m resolution, with the crowdsourced data 
helping to interpret the cause and pathways of flooding over time and space, as well as allowing 
the generation of detailed information relating to the surcharging or overwhelming of drainage 
systems to be achieved. Additionally, this study indicated crowdsourced data was a useful 
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method of informing and verifying numerical inundation model performance and outputs. 
Spatiotemporal observation data obtained from crowdsourcing was shown to provide valuable 
verification data, allowing the validity of inundation models to be reviewed, inspected and 
confirmed through the use of externally gathered data.  
Although the Morpeth 2008 case study involved flooding attributed to fluvial flood mechanisms, 
the use of crowdsourcing as a method of data collection was shown to be of importance in 
helping to understand flood mechanisms and dynamics. Therefore, crowdsourcing as a data 
collection technique is highly transferable to surface water flood research and may allow a 
comprehensive spatial and temporal coverage to be achieved. Systematically collected 
information on flood dynamics is rare (Parkin, 2010), especially for urban surface water flood 
events which are difficult to predict and have rapid, flashy onset periods. Furthermore, methods 
are currently limited for calibrating inundation models, particularly in urban surface water flood 
studies which lack instrumentation (i.e. flow gauges which are present within fluvial systems) 
and involve high levels of unpredictability (i.e. difficult to plan fieldwork or set up monitoring 
stations). Therefore, the exploitation of crowdsourced data is one of crucial importance to 
understand the mechanisms of surface water flooding, as well as providing observational data 
which can verify numerical modelling techniques. 
2.11 Chapter summary 
In summary, this Chapter has focused on the modelling approaches to studying surface water 
flooding, providing a brief overview on surface water flood risk management within the UK, as 
well as summarising the various numerical (e.g. 1D, 2D, and 1D/2D dual-drainage models) and 
physical modelling approaches which can be used to study, simulate and analyse surface water 
flood risk in urban environments. Further, this Chapter has discussed and summarised key 
studies focusing on the influence of boundary conditions (including both DEM and building and 
structural features), and parameterisation of model variables (such as roughness, drainage and 
hydraulic conductivity) on model results and outputs. Finally, a brief discussion on the use of 
crowdsourced imagery to validate numerical models has been presented, highlighting the 
application of using images obtained from the public domain to support and strengthen the 
numerical modelling of surface water flood events. 
The next Chapter uses the existing literature and themes highlighted within this Chapter to 
develop a laboratory-scale physical modelling environment suitable for collecting urban surface 
water flood data. This was produced to be used to understand whether physical models are a 
suitable and viable option for simulating rainfall-runoff responses within to achieve Research 
Objective 1.  
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Chapter 3: Physical modelling methodologies – design, construction and 
testing of an experimental surface water flood modelling environment 
3.1 Chapter scope 
This thesis seeks to determine the extent to which a physical modelling environment can be 
applied to the study of urban rainfall-runoff responses associated with surface water flood 
events. This Chapter focuses on the development of a laboratory-scale modelling environment 
suitable for research focusing on surface water flood events and the methods associated with 
quantifying the extent to which different conditions may affect the extent and severity of surface 
water flood variables, addressing Research Objective 1. This Chapter consists of 10 sections; 
Section 3.2 highlights the key design criteria and development of the physical modelling 
environment utilised for this study; Section 3.3 focuses on the construction and calibration of 
the rainfall simulator and plot surface setup with a focus on the quantification and understanding 
of simulated rainfall uniformity; Section 3.4 discusses the measurement and collection of outflow 
hydrograph data from the physical modelling environment; Section 3.5 highlights the processing 
and smoothing of the outflow hydrograph obtained from the physical modelling experiments; 
Section 3.6 summarises the hydrograph statistics and metrics for assessing differences 
between experimental procedures which were extracted from the processed hydrographs; 
Section 3.7 highlights the method for measuring and comparing physical model water surface 
elevation depths between experimental runs; Section 3.8 outlines the specific experiments 
conducted within the physical modelling environment to understand the sensitivity to each of 
the processes examined, and; Section 3.9 details the experimental design and plan for 
undertaking and comparing the influence of physical model parameterisation.  
3.2 Physical model design and development 
To investigate rainfall-runoff responses associated with urban surface water flooding in a 
controlled laboratory environment, a 9 m2 two-tiered physical model was constructed in the 
School of Architecture, Building and Civil Engineering Water Laboratory at Loughborough 
University (see Figure 3.1). The physical model consists of: (i) a low-cost misting nozzle-type 
rainfall simulator component (see Section 3.3) able to simulate consistent, highly uniformly 
distributed (> 75% Christiansen Uniformity Coefficient; Christiansen 1942) rainfall events of 
varying intensity, and; (ii) a reconfigurable, modular surface layer to allow different catchment 
responses to be investigated (see Section 3.3.2). A schematic representation of the two-tiered 
physical modelling setup used to simulate rainfall-runoff processes under controlled, laboratory 
conditions is shown in Figure 3.2. Although the physical model was designed with adjustable 
screw jacks to allow adjustments in overall model catchment slope (see Section 3.3.2) and 
simulation of the influence of slope processes to be investigated (see Chapter 7), the physical 
modelling experiments conducted were undertaken with no overall catchment slope (i.e. flat 
surface), meaning the physical modelling experiments relied on depth-driven overland flow, as 
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opposed to slope-driven overland flow, which recent previous studies (e.g. Isidoro et al., 
2012a,b; Isidoro & de Lima, 2013) used within their experimental design. The physical modelling 
system was designed to operate under depth-driven overland flow because it was thought that 
individual rainfall-runoff processes (i.e. building density, permeability and rainfall characteristics) 
should be analysed without external influence from slope and slope should not be the 
predominant driving factor influencing the rate and volume of surface runoff from the physical 
modelling environment. 
 
 
Figure 3.1: Aerial photograph of the physical model setup showing the rainfall simulator and 
surface components (demonstrating an 8 u 8 building density regular grid scenario). 
 
 
Figure 3.2: Schematic representation of the two-tiered physical modelling setup. N.B. Figure 
shows physical model with sloped surface towards outlet but experimentation was conducted 
with no overall catchment slope and under depth-driven overland flow processes, rather than 
slope-driven overland flow mechanisms as in the work conducted by Isidoro et al. 
Prototype CAD rendering 
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3.2.1 Rainfall simulator design criteria 
Rainfall simulators, whether based within a laboratory or field setting, have been used 
extensively within a number of fields of research since the 1930s, including: 
 Plot-scale runoff, infiltration and erosion studies (Mosely & Zimpfer, 1978; 
Emmerich & Cox, 1992; Gilley et al., 1992; Robichaud, 2000; Abudi et al., 2012; Wang 
et al., 2014; Guzmàn et al., 2015; Vieira et al., 2015), with specific focus on key process 
determinants, such as rainfall intensity, slope, presence of vegetation and land-
use/management practises (D’Souza & Morgan, 1976; Flanagan et al., 2002; Benik et 
al., 2003; Babcock & McLaughlin, 2013; Shipitalo et al., 2013); 
 Irrigation and crop management research (Montazar & Sadeghi, 2008; García Morillo 
et al., 2014), and; 
 Scaled investigations into flooding within a laboratory setting (Black, 1970; 
Roberts & Klingeman, 1970; Black & Cronn, 1975; Isidoro et al., 2012a,b; Isidoro & de 
Lima, 2013). 
Although natural rainfall is desirable as it represents actual conditions in a given geographic 
location (Humphry et al., 2002), data acquisition relying on natural rainfall is often hindered by 
its unpredictable nature and spatial variability. Furthermore, rainfall characteristics such as the 
intensity, duration, drop size distribution and kinetic energy cannot be spatially or temporally 
regulated or repeated between experimentation (Mosely & Zimpfer, 1978; Moore et al., 1983; 
Blanquies et al., 2003). Rainfall simulators provide a suitable method to overcome the issues 
associated with depending on potentially erratic and unpredictable natural rainfall as they allow: 
(i) multiple measurements to be taken quickly without waiting for suitable natural rainfall 
conditions; (ii) the simulation of spatially and/or temporally controlled rainfall patterns over a 
given plot area, and; (iii) the creation of a closed environment, allowing simplified measurement 
of input and output conditions. 
Moore et al. (1983) noted that, independent of the focus of the research, rainfall simulator setups 
should consider ensuring that a rainfall simulator is able to: (i) generate a uniformly distributed 
application and intensity of rainfall across the entirety of the plot area; (ii) produce repeatable 
rainfall patterns and intensities between experimental runs; (iii) replicate drop impact velocities 
and drop-size distributions similar to that of natural rainfall (Blanquies et al., 2003), and; (iv) be 
constructed, operated and maintained at reasonable cost. There is no standardisation of rainfall 
simulation and as such, rainfall simulators differ in design, rainfall intensities, rain spectra and 
research questions (Iserloh et al., 2013), which, although impedes drawing meaningful 
comparisons between studies, allows researchers to create a bespoke and tailored rainfall 
simulator for the specific research application. There is often compromise as it is challenging, 
or perhaps irrelevant, for all of these criteria to be met (Wilson et al., 2014) so researchers 
Daniel Green 
 63 
should consider these in turn to determine the factors which are of principal importance. A 
number of more detailed design principles which are generally considered to varying degrees 
(Moore et al., 1983) when constructing and calibrating a rainfall simulator are summarised in 
Table 3.1. Table 3.1 also discusses the significance of each design criteria to the specific 
research undertaken (ranked from 1, being most important, to 5, being least important) and a 
short justification of why and to what extent these factors have been considered is discussed in 
the sections below. 
Table 3.1: Summary of design criteria which may be considered when designing and 
constructing a rainfall simulator. ✝ indicates the significance of achieving each factor for the 
specific research undertaken, ranked from 1, being most important, to 5, being the least 
important. Further detail on each individual design criteria is presented below. 
§ Design criteria Summary ✝ 
3.2.2 Repeatability or 
reproducibility of 
experimental runs 
Repeatability of experimental runs is crucial if 
experimentation requires the investigation of the impact or 
sensitivities of variables to be investigated in a controlled 
way. 
1 
3.2.3 Simulation of a 
variety of storm 
patterns of varying 
duration and intensity 
Rainfall simulators may be required to simulate a range of 
storm intensities of varying intensities to investigate 
responses to an increase in input precipitation. Duration of 
each rainfall event may need to be controlled. 
1 
3.2.4 Plot area adequate to 
represent treatment 
and conditions being 
examined 
The plot area being studied should be of adequate size and 
scale to represent the experimental procedures occurring 
underneath the rainfall simulator. 
1 
3.2.5 Uniformly distributed 
application and 
intensity across 
entire plot area 
‘Uniformity’ refers to the evenness in application and 
intensity of simulated rainfall applied by a rainfall simulator 
across a plot surface during an experimental run of a 
known duration. 
2 
3.2.6 Low cost in 
construction, 
operation and/or hire 
Construction, operation, hire and upkeep of a rainfall 
simulator may be expensive. A consideration of cost is 
important when designing and constructing a rainfall 
simulator. 
2 
3.2.7 Drop-size distribution 
similar to that of 
natural rainfall 
Drop size distribution (DSD) refers to the range of raindrop 
diameters expelled by the rainfall simulator when impacting 
upon the plot surface below the rainfall simulator. 
4 
3.2.8 Drop impact 
velocities near to that 
of natural rainfall 
Drop impact velocity (DIV) is a measurement of the speed 
at which a raindrop falls and ultimately impacts the plot 
surface below the rainfall simulator. 
4 
3.2.9 No efficiency loses 
when operating 
within field settings 
Efficiency losses associated with working in the field may 
result in decreased performance of a rainfall simulator rig. 
5 
3.2.9 High portability to 
allow movement from 
site to site 
Rainfall simulators may be designed with portability in 
mind, to allow rainfall simulator rigs to be easily relocated 
or dismantled and moved from site to site. 
5 
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Because the research undertaken required a static, laboratory-based rainfall simulator for the 
study of surface water flooding, factors such as portability and the production of drop-size 
distributions or drop impact velocities similar to that of natural rainfall were deemed unnecessary. 
Instead, there was a strong focus on factors including: (i) repeatability between experimental 
runs; (ii) ability to simulate varying storm durations and intensities, and; (iii) delivering a 
moderately uniform application of rainfall across the entirety of the plot surface. These factors 
which were deemed to be of principal importance for the specific research undertaken were key 
factors used to inform the design and construction of the rainfall simulator setup. 
3.2.2 Repeatability and reproducibility of experimental runs 
Repeatability of experimental runs is crucial if experimentation requires the impact of key 
variables and factors to be investigated. Repeatability allows factors relating to the rainfall 
simulator (e.g. rainfall intensity, quantity, duration, drop size distribution, drop impact velocity 
etc.) to be controlled and treated as independent variables (i.e. unchanged between 
experimentation), while other variables (dependent variables, such as surface permeability, plot 
location, slope, antecedent moisture conditions etc.) are altered systematically. This also allows 
researchers to alter plot, location or scenario under replicable, stable rainfall conditions so 
comparisons can be made. Repeatability also allows a high degree of experimental control and 
can be used to conduct sensitivity analysis of certain variables (i.e. slope, building density or 
permeability) to allow an assessment of the influence of model variables on physical model 
outputs to identify any deterministic relationships present. Ensuring the repeatability of 
experimental runs is important because it: (i) verifies the experiment due to repetitions reducing 
the likelihood of errors or anomalous results; (ii) allows other researchers to repeat the 
experiments to further verify the accuracy of the results; (iii) allows methodologies to be 
simplified or improved, and; (iv) allows an investigation into cause and effect in order to study 
why the experiments and variables produce the results they do (see Section 2.4.5). Therefore, 
repeatability and reproducibility of experimental runs was classified as a crucial factor (see 
Table 3.1) to allow the comparison and evaluation of the influence of model variables 
investigated within the physical model. 
3.2.3 Simulation of a variety of storm patterns of varying duration and intensity 
Rainfall simulators may be required to simulate a range of storm intensities of varying intensities 
(mm/hr). The intensity of rainfall can be controlled by: (i) altering the nozzle orifice size and thus 
restricting the quantity of water which can be discharge from a nozzle, e.g. Gabrić et al. (2014) 
simulated rainfall intensities ranging between 4.5 – 35.8 mm/hr under a nozzle pressure of 100 
kPa by altering the nozzle orifice size; (ii) increasing the system pressure, or; (iii) adding more 
nozzles to the system. Simulating a range of storm intensities (i.e. variable return periods), as 
well as having control over storm patterns over time (i.e. creating design storm hyetographs, 
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where rainfall intensity progressively increases until it reaches a maximum, peak intensity and 
then gradually decreases in intensity) may also be an important factor to consider for rainfall 
simulation experimentation. This can be simulated by increasing pressure within the pipe 
network during the experimentation, depending on the nozzle types used, or by 
combining/restricting circuits of nozzles (on/off) accordingly. Control over storm pattern, 
duration and intensity over time and space allows an investigation into the influence of rainfall 
characteristics on rainfall-runoff responses within a simplified, controlled and closed 
environment where all variables can be quantified and measured and experimentation can be 
repeated. 
The ability to simulate a variety of storm patterns of varying intensity and duration, whether 
numerically or within a laboratory setting is pivotal for research focusing on the impact of surface 
water flooding. Control over the intensity and duration of simulated rainfall events is imperative 
to understand the catchment response to a variety of design storms of varying magnitude and 
duration. This allows the investigation of the influence of storm dynamics (i.e. rainfall intensity 
and storm duration) on rainfall-runoff processes under a number of surface scenarios, including 
the influence of catchment permeability and building density/configuration. As a result, the 
simulation of a variety of different duration and intensity storm events was determined to be a 
key feature during the design phase (see Table 3.1). 
3.2.4 Plot area adequate to represent treatments and conditions being examined 
The plot area (i.e. the expanse over which the rainfall simulator is placed and directly receives 
simulated precipitation) is required to be adequate to represent the experimentation taking place. 
For example, plot areas which are too small may misrepresent processes occurring (Maynord, 
2006; Green, 2014), or be incomparable to a larger system due to the plot only representing a 
subset of the entire system and thus producing meaningless results. Additionally, rainfall 
simulators are limited in their spatial extent due to a number of factors including space 
restrictions within a laboratory setting, material costs and difficulties in delivering water across 
a large geographical area. The study area must find a balance of the size of the plot area to 
adequately represent processes or conditions being researched. 
Previous studies using physical modelling to study overland flow in urban areas have applied 
basins of varying sizes, ranging from those which are rectangular in dimension, e.g. 1.0 m u 0.6 
m (Shuster et al., 2008; Pappas et al., 2008; Shuster & Pappas, 2011), 2.0 m u 0.1 m (Lima et 
al., 2003), 2.44 m u 0.23 m (Richardson & Tripp, 2008), 1.0 m u 2.0 m (Vaze & Chiew, 2003) 
and 1.25 m u 5.0 m (Lima & Singh, 2003), 20 m u 10 m (Mignot et al., 2006), to those which are 
square in dimension, e.g. 2 m u 2 m (4 m2; Isidoro, 2012; Isidoro et al., 2012a,b;  Isidoro & de 
Lima, 2013). The variations in plot size and shape are due to researchers or institutions often 
fabricating the experimental setup according to their own specific requirements. For the 
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research undertaken, a square basin similar to the studies undertaken by Isidoro et al. (2012a,b) 
was determined be most suitable for the study of surface water flooding because this allows 
water to flow freely and unconstrained in two-dimension. The use of a rectangular basin is more 
suited to fluvial, flume-based research where flow is predominantly uni-directional within a 
channel. However, the studies conducted by Isidoro et al. demonstrated that a plot size of 2 m 
u 2 m (4 m2) was adequate to represent rainfall-runoff processes occurring in an urban area. 
Therefore, a plot size of 3 m u 3 m (9 m2) was selected for the research undertaken principally 
because 3 m u 3 m is large enough to represent and examine rainfall-runoff processes occurring 
during a simulated surface water flood event but also because 3 m u 3 m is a practical size to 
be constructed within a laboratory environment. This also allows enough plot surface for the 
simulation of building and permeable elements in a physical modelling basin at a reasonable 
scale (see Section 3.2.10). 
3.2.5 Uniformity of simulated rainfall 
The term ‘uniformity’ refers to the evenness of simulated rainfall applied by a network of 
overlapping nozzles which make up a rainfall simulator (Smith, 1997). Over the past 70 years, 
several statistical methods for the assessment of rainfall distribution and uniformity over the plot 
surface below a rainfall simulator have been developed, such as Distribution Uniformity (DU), 
Scheduling Coefficient (SC) and Distribution Efficiency (DE); summarised within Table 3.2. 
However, the Christiansen Uniformity Coefficient (CUC) suggested by Christiansen (1942) is 
most frequently used (Karmeli, 1978; Topak et al., 2005; Gabrić et al., 2014). 
Like alternative methods for assessing uniformity, uniformity testing using the CUC method 
involves placing a series of evenly spaced out measuring beakers (‘catch cans’) of equal 
dimension in a regular grid pattern underneath a rainfall simulator (or individual nozzle; Burt et 
al., 1997) and measuring the volumes of water collected during an experimental run of a known 
duration. Tests should be made as long as possible to provide the most accurate and realistic 
dataset. The duration of the experiment should be long enough to collect a substantial depth of 
water for measurement but not long enough to cause overflow in any of the collection containers 
(Criddle et al., 1956). By spacing collection containers in a regular pattern, it can be assumed 
that the measurements of application represent the same area as the other collection containers. 
Next, CUC is derived from the deviation of individual observations from the mean observational 
value over the mean value and the number of observations (Herngren, 2005; see Equation 3.1): 
 
𝐂𝐔𝐂 (%) = 𝟏𝟎𝟎 (𝟏. 𝟎 −
𝐱
𝐦𝐧
)        (Eq. 3.1) 
where 𝒙 is the sum of the deviations of each observation from  𝒎, the mean value of the 
observations, and 𝒏 is the number of observations. 
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Table 3.2: Summary of methods used to quantity uniformity in rainfall simulator studies. 
Method Description 
Christiansen 
Uniformity 
Coefficient 
(CUC) 
   𝐂𝐔𝐂 (%) = 𝟏𝟎𝟎 (𝟏 −
𝐱
𝐦𝐧
)             
where 𝒙 is the sum of the deviations of each observation from 𝒎, the mean value of 
the observations, and 𝒏 is the number of observations. 
 
CUC (Christiansen, 1942) is derived by calculating the deviation of individual 
observations from the mean observational value over the mean value and the 
number of observations (Herngren, 2005). 
Distribution 
Uniformity 
(DU) 
𝐃𝐔 (%) = (
𝐱
𝐲
)  × 𝟏𝟎𝟎 
 
where x is the average volume or depth of water within the lowest quarter of values, 
and y is the average volume or depth of all observations. 
 
DU method emphasises the under-irrigated areas over the plot surface. Conducting 
DU involves carrying out the same procedure as CUC, however, the recorded 
observations are then sorted in order of magnitude from high to low. Next, the mean 
of the ‘lowest quarter’ of values, i.e. the observations within the bottom 25% of the 
collected dataset which have the lowest volumes of collected water, is calculated 
and divided by the average of all samples collected. 
Wilcox & 
Swailes (1947) 
𝑼 (%) = 𝟏𝟎𝟎 ( 𝟏 −  
𝝈
𝝁
 ) 
where σ is the standard deviation of total depths of water and μ is the mean 
application depth of water. 
 
Wilcox & Swailes (1947) presented a similar method to the CUC but used the 
squares of the deviations from the mean value, rather than using the deviations from 
the mean. This produces a slightly lower value of uniformity when compared to the 
CUC method. 
Scheduling 
Coefficient 
(SC) 
𝐒𝐂 = (
𝐱
𝐲
) 
 
where 𝑥 is the average precipitation rate and 𝑦 is the lowest observed precipitation 
reading collected 
 
Developed by the Centre for Irrigation Technology and used mainly for crop/turf 
irrigation uniformity in areas which receive the lowest simulated rainfall rates, the SC 
method is a ratio between the mean application rate of rainfall and the lowest 
observed application rate of rainfall. For example, if a SC value of 1.2 is obtained, 
the locations with the lowest rainfall receive 20% less than the mean application rate. 
SC can be used as a run-time multiplier to provide water to the least irrigated areas. 
For example, if there is a SC value of 1.2 and the experiment has a duration of 10 
minutes, the run time can be multiplied by the SC value. This gives a new run time 
of 12 minutes which would ensure adequately irrigated areas. 
Criddle et al. 
(1956)  
Criddle et al. (1956) proposed a variation to the CUC method. The use of the 
deviations from the mean value were used as in the CUC method. However, the 
proposed equation is limited to the lowest quarter of water depths. 
Beale & 
Howell (1966) 
Beal & Howell (1966) proposed a similar variant of the CUC method to Criddle et al. 
(1956). However, instead of using the lowest quarter of water depths, the highest 
quarter of water depths was used. 
Distribution 
Efficiency (DE) 
DE proposed by Hart & Reynold (1965) is based on a specified ‘target’ CU value and 
target ‘% adequately irrigated area’, i.e. areas ≤ mean value, assuming a normal 
distribution of water depths above and below the mean.   
Chapter 3: Physical modelling methodologies 
 68 
CUC calculations should be carried out under a variety of operational pressures and replicated 
at least three times to ensure continuity of uniformity between experimentation. Suggested CUC 
values vary significantly according to the purpose of the research. For example, Little et al. 
(1993) suggest a classification scheme of uniformity under a rainfall simulator ranging from ‘very 
good’, ‘good’, ‘poor’, and ‘action required’ if CUC values are > 90%, between 80% and 89%, 
between 70% and 79% and < 69% respectively. Conversely, other researchers suggest that 
CUC values d 70% are acceptable (Karmeli, 1978; Letey et al., 1990; see Table 3.3). However, 
some of these CUC values may be overstated for other research applications because these 
values are derived from research focusing on water conservation for agriculture where 
economic losses can be significant due to low uniformity values. 
Uniformity is dependent on factors including the application of the rainfall simulator, type, spray 
diameter and spacing on the nozzles, size of the plot surface and the system pressure. Because 
of this, uniformity may be difficult, if not impossible, to fully achieve. Therefore, depending on 
the specific application, CUC values between 60 – 95% appear to be acceptable and achievable 
(Iserloh et al., 2013; Gabrić et al., 2014). Iserloh et al. (2013) demonstrate in a study of 13 
different European rainfall simulators which have been applied for a variety of research 
applications that CUC values range from 61 – 98%. However, all of the rainfall simulators 
presented are still deemed sufficient to perform rainfall simulation, despite some having lower 
(e.g. 61%) CUC values, as this is largely dependent on the application of the rainfall simulator 
in question. 
Table 3.3: What constitutes ‘good’ uniformity? Christiansen Uniformity Coefficient (CUC) values 
from a number of studies indicating that CUC threshold values vary between studies. 
CUC (%) > 84% > 80% > 70% 61% 
Example Keller & 
Bliesner (1990) 
Little et al. 
(1993) 
Letey et al. 
(1990) 
Li et al. (2011) in Iserloh et al. 
(2013); Gabrić et al. (2014) 
Uniformity is a factor which must be considered when conducting laboratory experiments into 
urban flooding from excess surface water. A balance between achieving adequate rainfall 
uniformity for the specific research application (i.e. ≥ 60%, which is deemed within acceptable 
limits by Iserloh et al., 2013) and conducting experimentation within the project timeframe must 
be attained (Meyer, 1988). Previous laboratory studies focusing on urban hydrology have not 
reported uniformity testing within their methodologies (e.g. Hall & Wolf, 1967; Black, 1970; 
Roberts & Klingeman, 1970; de Lima & Singh, 2003; Isidoro, 2012a,b; Isidoro & de Lima, 2013), 
suggesting that achieving uniformity is not crucial for surface water related research. For 
laboratory studies of surface water flooding in an urban model catchment, water within the plot 
area will quickly flow from the point where it impacts the plot surface and flow down a 
topographic gradient into surface depressions/areas of lower surface elevation, so achieving 
perfect uniformity is not imperative. However, some degree of uniformity testing should be 
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undertaken to understand spatial variability of rainfall across the plot surface as the location of 
rainfall falling on a catchment can affect outflow discharges and timing (Isidoro et al., 2012). 
Although it is important to consider uniformity, the research should not be fixated on achieving 
true uniformity. Thus, the consideration of uniformity across the plot surface has been classified 
as important (see Table 3.1) but not as imperative as factors such as repeatability (see Section 
3.2.2) and the simulation of rainfall events with varying duration and intensity (see Section 3.2.3) 
which are deemed more important for the research undertaken. Further, many authors have 
highlighted that natural rainfall is not spatially uniform or static in time or space (Liang, 2009; 
Isidoro, 2012) and that small-scale variations in rainfall intensity exist due to a number of factors, 
such as wind driven rainfall (e.g. Isidoro et al., 2012). Therefore, striving for truly uniform 
simulated rainfall should not be of utmost importance (Green & Pattison, 2016; see Section 
3.3.1). Results from uniformity testing, as well as a discussion on uniformity quantification and 
an evaluation of the CUC method as the most prolifically used descriptor of uniformity is 
critiqued and assessed further in Section 3.3.1. 
3.2.6 Low cost in construction, operation or hire 
Construction costs associated with building the frame and purchasing components (i.e. piping, 
nozzles, connectors, valves etc.), as well as operation costs, associated with supplying water 
to the rainfall simulator and powering any pumps used to maintain pressure within the system 
have the potential to be high. Therefore, cost is an important consideration when designing and 
constructing a rainfall simulator. For example, many of the abstracts presented at the 
Proceedings of the Rainfall Simulator Workshop (2011) in Trier, Germany, mention the 
importance of maintaining reasonably low construction and experimental costs. 
The cost of construction and operating a rainfall simulator is dependent on a number of factors 
including the size of the plot area, the type of rainfall simulator and the materials used to 
construct the rig (Tanji & Yaron, 1994; Covert & Jordan, 2009). Rainfall simulator rigs can be 
constructed at fairly low cost (e.g. the materials required for the rainfall simulator presented 
within Humphry et al., 2002, Covert & Jordan, 2009, and Wilson et al. 2014 cost approximately 
$1,500, $1,300 and $1,000 respectively), but some rainfall simulators may have considerably 
higher associated costs (e.g. Tanji & Yaron, 1994 mention rainfall simulators costing between 
$5,000 – $10,000). Additionally, researchers may hire rainfall simulators which may result in 
high costs if research is undertaken for long periods. The indoor rainfall simulator at the French 
Institute for Agronomical Research, for example, costs between 500 – 2,000 euros per day of 
simulated rainfall (Darboux et al., 2011). 
The rainfall simulator and plot surface beneath the rainfall simulator used for this research were 
constructed using durable but cost-effective materials. Antelco Vari-Jet 360q solid-cone misting 
nozzles were selected primarily due to their spray characteristics being suitable for 
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experimentation but also because of their low cost (£0.33 each), meaning numerous nozzles 
could be distributed across the plot area to allow adjustment of nozzle placement to enhance 
uniformity (see Section 3.2.5). Quotes for nozzles with similar spray characteristics (e.g. Lechler 
Axial Flow Full Cone Nozzle, model 490.568.1Y.CA) were much higher, exceeding £20.00 per 
nozzle, although less would be required to cover the plot area. Recycled, repurposed or unused 
laboratory materials were also used where possible. For example, recycled wood and plastic 
mesh netting were used to support and mount the rainfall simulator pipe network to. 
3.2.7 Drop size distribution similar to that of natural rainfall 
Drop size distribution (DSD) is a measurement of the range of rainfall drop diameters within a 
given sample size (Jameson & Kostinski, 2001). DSD can be measured using numerous 
techniques ranging in complexity, including: (i) the flour pellet method (Laws & Parsons, 1943; 
Hudson, 1963) whereby a rainfall simulator is turned on for a short period of time (~1 second) 
over a plot surface covered in flour and flour is then sifted and the dried rainfall pellets which 
form are measured: (ii) using dye paper to reveal the impact of each drop on a surface (Marshall 
et al., 1947; Marshall & Palmer, 1948), or; (iii) using electromechanical or optical disdrometers 
(e.g. Joss & Waldvogel, 1967; Sheppard & Joe, 1994). Drop sizes are highly variable in natural 
rainfall (e.g. light stratiform rain may have drop sizes ranging from 0.5 – 2.0 mm diameter; 
moderate stratiform rainfall may have drop sizes ranging from 1.0 – 2.6 mm diameter and heavy 
thunderstorms may have drop diameters between 1.2 – 5.0 mm; Pruppacher, 1981). 0.14 mm 
is the smallest possible droplet size whereas 5.0 mm is the largest drop size possible due to 
drag forces when a raindrop is falling causing the raindrop to fragment and disassociate.  
Studies focusing on urban flooding within a laboratory setting should be more focused and 
interested in the delivery of a measurable quantity of water with a uniform distribution falling 
over the plot area. Therefore, the characteristics of rainfall and individual droplets were not 
believed to be of crucial importance for the study undertaken, as long as raindrops were of 
adequate size. For the research undertaken, the only consideration of drop size distribution was 
to ensure that rain drops expelled by the rainfall simulator were small enough not to cause 
significant displacement of water upon impact with the plot surface but large enough to not 
produce a very fine mist which would be affected significantly by small-scale air currents present 
within the laboratory environment and thus interrupt the simulated rainfall from falling vertically 
onto the plot surface. 
3.2.8 Drop impact velocities near to that of natural rainfall 
Drop impact velocity (DIV) is a measurement of the speed at which a raindrop falls and ultimately 
impacts a surface. The typical velocity of a failing raindrop depends on the size of the drop due 
to gravitational forces causing larger droplets to have a greater terminal velocity. The drop 
impact velocity of natural rainfall is highly variable. For example, light stratiform rain 
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(approximately 1 mm/hr) may have a terminal velocity of between 4.6 – 14.4 miles/hr depending 
on the drop size, moderate stratiform rain (approximately 6.5 mm/hr) may have a terminal 
velocity of between 8.9 – 16.1 miles/hr, heavy thundershowers (> 25 mm/hr) may have a 
terminal velocity of 10.3 – 20.2 miles/hr and velocities up to 44.4 miles/hr may be recorded if 
precipitation falls as hailstones (Pruppacher, 1981). 
Drop impact velocity is of fundamental importance in some rainfall simulator research 
applications (i.e. erosion studies where a single water droplet can cause displacement of 
sediment). However, for laboratory-based studies of urban surface water flooding, the velocity 
at which a series of rainfall droplets impact the plot surface below the rainfall simulator is 
irrelevant as long as there is not significant rainsplash to disrupt surface flow paths. Therefore, 
for the specific research undertaken, simulated rainfall was not required to replicate the drop 
impact velocities seen in natural rainfall, with simulated rainfall preferably having small drop 
sizes and relatively low drop impact velocities. Rather, focus was directed on ensuring the 
delivery of a uniform and consistent quantity of rainfall across the plot surface than its impact 
characteristics. Therefore, drop impact velocity was classified as a design factor with a relatively 
low importance (see Table 3.1).  
3.2.9 Portability and efficiency losses when operating within a field setting 
Portability may be a factor which is considered when designing and constructing a rainfall 
simulator rig. Rainfall simulators may be constructed to be easily relocated (i.e. on mounted on 
wheels or carried) or dismantled to perform rainfall simulation at different geographic locations 
or plots. 
Efficiency losses associated with working in extreme field environments may result in decreased 
operation performance of rainfall simulator rig. Efficient losses can be attributable to windy 
conditions (e.g. simulated rainfall falling outside of plot area or wind-driven rainfall which has a 
horizontal velocity component and does not fall vertically), as well as high temperatures which 
may result in increased rates of evapotranspiration from the plot. These losses cannot be 
controlled by the researcher and may be spatially or temporally variable. To avoid potential 
efficiency losses, researchers may conduct experimentation within a laboratory or isolated and 
controlled environment. 
Because the rainfall simulator and physical model was set up and housed within the Civil & 
Building Engineering laboratory at Loughborough University, the influence of efficiency losses 
when operating within a field setting were negligible. Routine maintenance and calibration was 
conducted to ensure that there were no efficiency losses during the experimentation period. 
Additionally, the portability of the rainfall simulator was not deemed important as 
experimentation was to be conducted in the laboratory environment above a reconfigurable 
surface layer. However, the rainfall simulator components could be easily detached and 
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transported for further studies if required. Therefore, portability and consideration of efficiency 
losses were determined to be of low importance when designing the rainfall simulator setup 
(see Table 3.1). 
3.2.10 Scaling considerations 
Because physical models are defined as scaled representations of a physical system (Hughes, 
1993; Green, 2014), some consideration of scaling is required. Physical models can be divided 
into a number of categories, including: (i) scaled models; (ii) Froude number scaled models; (iii) 
distorted scale models; (iv) analogue ‘similarity of process’ models; (v) 1:1 replica models, and; 
(vi) those that exhibit characteristics associated with multiple scaling categories (e.g. a ‘similarity 
of process’ model may have elements of distorted scaling and be at 1:1 replica scale; Green, 
2014), outlined in Section 2.5.4. Despite physical modelling studies generally having an explicit 
focus on scale to some degree, previous studies utilising physical models to understand rainfall-
runoff processes within a laboratory setting have disregarded any explicit consideration of 
scaling to a large degree. For example, in an early study on the influence of landform and 
precipitation parameters on outflow flood hydrographs, Roberts & Klingeman (1970) used a 
laboratory watershed to study geomorphological and hydrological influences on rainfall-runoff 
relationships but did not have any quantifiable scaling ratio which the model complied to as the 
model represented a hypothetical basin and the influences of each parameter were tested to 
understand model sensitivities to altering model variables. More recently, Isidoro et al. (2012) 
used a physical model of a hypothetical high density urbanised area with high-rise buildings 
simulated at 1:100 scale, representing a 200 u 200 m2 urban area, with an approximate height 
of building to width of street ratio of 4:1. However, due to the physical model representing a 
hypothetical urbanised area, the scaling ratios used were approximate, which Isidoro et al. 
(2012) state may hinder the upscaling of model results to real world urban catchments. Thus, 
to achieve results more applicable to complex urban systems, future work should focus on 
developing model complexities, such as the construction of a larger physical model that can 
simulate dual-drainage and different building geometries and layouts (Isidoro & de Lima, 2014). 
For the physical modelling environment constructed to conduct research into rainfall-runoff 
processes within an urban model catchment, elements from scaled model, distorted model and 
analogue ‘similarity of process’ model categories were applied. Firstly, the physical modelling 
environment exhibited characteristics of a scaled physical model as the model was constructed 
at a reduced scale when compared to the actual, full sized physical system (i.e. an urban 
catchment). A model horizontal scaling ratio of 1:100 was used to scale catchment and building 
size by within the physical model, as used by Isidoro et al. (2012). Therefore, the 3 m × 3 m 
model catchment area represented a full scale, actual urban catchment area of 300 m × 300 m 
and a model building size of 10 cm × 10 cm represented an actual building size of 10 m × 10 m. 
A catchment size of 3 m × 3 m was chosen as this allowed the simulation of urban flooding in a 
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reasonable sized urban conurbation, which could include multiple building and permeable 
elements (see Section 3.2.4). According to the 2012/13 English Housing Survey (Department 
for Communities and Local Government, 2014), the mean property floor area in homes in the 
UK is 92.3 m2 (i.e. approximately 9.65 m × 9.65 m if a dwelling had four right angles and walls 
of equal length), with mean dwelling sizes for semi-detached and detached houses being 93.2 
m2 and 151.7 m2 respectively. When these figures are based on owner occupied homes (i.e. 
excluding local authority homes and private rented accommodation) the average UK residential 
building footprint increases to 105 m2. Despite this variation according to how mean building 
footprint is classified, as well as potential issues of using a mean building area value which may 
ignore localised or regional variations in building sizes, the average UK home appears to have 
a footprint in the region of 100 m2 (i.e. 10 m × 10 m if the exterior walls are of equal length). 
Therefore, using a scale ratio of 1:100 between mean UK residential building footprints at actual 
scale and at physical model scale, building sizes of 10 cm × 10 cm seemed like an appropriate 
scaling ratio which building size could conform to. 
Additionally, the physical modelling environment displays elements of distorted scaling as the 
building heights are not associated or scaled to building heights within an actual, full sized 
system. Although the average height of a two storey UK house from ground level to the apex of 
the roof is approximately 7 metres (Browns Ladders, 2013) and, based on the Ordnance Survey 
MasterMap Topography Layer Building Height Attribute dataset (Ordnance Survey, 2016a) 
which covers the majority of urban areas across the UK (Ordnance Survey, 2016b), the average 
height for every building classified as ‘residential’ in the database is approximately 10 m 
(Ordnance Survey, 2016c, pers. comm), building height within the physical modelling 
environment was not explicitly geometrically scaled. Isidoro & de Lima (2014) demonstrated in 
physical model tests that building height exerted minimal influence on the characteristics of 
resultant hydrographs at the physical model outlet, leading to very minor increases in run-off 
base times and a slight decrease in peak outflow discharges. Therefore, a building height of 10 
cm was selected for use within the physical model which was deemed appropriate for the 
scenarios conducted and ensured that water depths present within the physical modelling 
environment did not overtop the building elements, which was a crucial consideration as: (i) 
flood waters are unlikely to exceed the roof of buildings in a real, UK-based surface water flood 
event, and; (ii) the blockage effects of buildings on surface water flow would not be fully captured 
if water depth was greater than building height. Additionally, a height of 10 cm meant that 
creation of the buildings elements fabricated from aircrete (discussed in Section 3.8.2) was 
easier because all sides were of equal length (10 cm × 10 cm × 10 cm).  
Finally, the physical modelling environment contains characteristics associated with an 
analogue ‘similarity of process’ model, whereby certain features of a natural system are 
reproduced even through the processes, forms, dynamics, behaviour, materials and/or 
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geometries may not conform to scaling ratios of the actual, full-sized physical system (Chorley 
& Haggett, 1967; Hooke, 1968; Clarke et al., 2010). Similarity of process models are based 
upon Hooke’s (1968) ‘similarity of process’ concept, whereby the laboratory setup is considered 
a small system in its own right, rather than a scaled down reality. This model scaling is useful 
where true similarity between the model and original system is unachievable or unnecessary, 
with model functioning relying on the premise that that processes occurring within a natural 
system will be comparable to those within a laboratory environment (Paola, 2000; Clarke et al., 
2010). An analogue ‘similarity of process’ model was chosen to represent the physical model 
because of a number of factors. These include the difficulties associated with scaling rainfall-
runoff processes, unless an alternative medium other than water is used. Additionally, because 
the physical model represents a closed, controlled system, outflows from the physical model 
are representative of changes to the terrestrial and meteorological treatments which the model 
is subjected to. Therefore, changes to the conditions within the model will exhibit changes to 
the depth and outflow characteristics which can be directly linked to the treatments examined. 
Using the ‘similarity of processes’ model typology allows a degree of experimental control over 
key variables which may influence rainfall-runoff responses, allowing the determination of the 
impact of each variable on the resultant outflow and depth characteristics. Although these 
processes may not be directly relatable or scalable to a full sized physical system, the ‘similarity 
of processes’ model permits a process understanding of the impact of specific variables 
associated with surface water flooding. 
3.3 Rainfall simulator construction and calibration 
To construct the rainfall simulator components of the physical model, a large, lightweight 3 m u 
3 m u 1.8 m steel frame was mounted above the surface plot situated below. The steel frame 
was designed to allow the rainfall simulator nozzles to cover the entirety of the plot surface 
below when turned on, as well as to allow adjustment of the height above the surface layer 
(between 0.3 – 1.8 m) to perform fine-scale calibration of simulated precipitation. It was 
important to ensure that the steel frame holding the rainfall simulator components had an 
adjustable height as surface plot uniformity is a function of the falling height of simulated 
precipitation above the plot surface (Iserloh et al., 2013) and adjustments in height allowed the 
calibration of rainfall uniformity and coverage. A height of 1.8 m above the plot area was used 
as this resulted in the most even coverage of rainfall across the plot surface. Plastic square 
mesh netting and wooden crossbeams were secured to the steel frame to provide a lightweight 
and supportive structure to attach the rainfall simulator piping and nozzle network to. 
A variety of nozzles were tested to determine the most appropriate nozzle type for 
experimentation (see Appendix A). Factors such as the spray angle (°), spray pattern, spray 
coverage and diameter (m), as well as a qualitative description of outflow attributes of the nozzle 
outflow were obtained and compared for 25 different nozzles. The full cone Antelco VariJet 360° 
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misting nozzle was deemed most appropriate because of its 360° coverage, evenly distributed 
spray pattern, reasonably large spray diameter and ability to isolate individual nozzles using the 
inbuilt valve. Misting nozzles were used because factors such as the drop size distribution and 
drop impact velocity were deemed low significance for the research purpose (see Table 3.1). 
However, the nozzles used allowed the most important factors (e.g. uniformly distributed 
application and intensity, simulation of a variety of storm patterns of varying duration and 
intensity and repeatability/reproducibility of experimental runs) to be satisfied.  
Single nozzle laboratory tests discovered that the central spray diameter of the Antelco misting 
nozzles was approximately 37.5 cm at a height of 1.8 m above the surface but the peripheral 
and central spray diameter was approximately 70 cm (see Figure 3.3i). According to 
Christiansen (1942), square and rectangular arrangements of sprinklers generally permit a 
better distribution around the borders of plot surfaces when compared to triangular or staggered 
arrangements. Additionally, Smajstrla et al. (1990) state than, under laboratory conditions (i.e. 
no wind), nozzles should typically be spaced between 55 – 60% of their central diameter of 
coverage to account for decreases in rainfall intensity with distance from the nozzle. Therefore, 
it was deemed appropriate to place the nozzles 37.5 cm apart at 1.8 m height in a rectangular 
grid formation to ensure adequate uniformity of rainfall.  
To ensure that the sides of the surface received adequate simulated precipitation, nozzles at 
the edge of the rainfall simulator were placed 18.75 cm (half the distance between the nozzles 
in the centre of the rainfall simulator 37.5 cm), from the edge to compensate for the lack of 
nozzle overlap. In total, 64 nozzles were used to cover the 3 m u 3 m plot area (see Figure 3.3). 
Originally, an arrangement of 32 nozzles was setup on the pipe network but it was observed 
that there were a number of areas across the plot surface which received noticeably lower 
volumes of water than other plot areas. This was confirmed using a series of uniformity tests 
(see Sections 3.2.5 & 3.3.1), which showed a high variance of rainfall measurements (mean = 
42 ml, low = 0 ml and high = 142 ml per 8 minutes of simulated rainfall), with areas surrounding 
the edge systematically receiving minimal rainfall volumes. In addition, Christiansen Uniformity 
Coefficient values were relatively low, averaging CUC = 46%. Therefore, based on individual 
nozzle tests (see Figure 3.3c) and adjustment of the rainfall simulator height, the 64 nozzle 
arrangement presented in Figure 3.3 was deemed appropriate. 
As a result of ensuring the entirety of plot surface received simulated rainfall, the laboratory floor 
surrounding the plot surface of the physical model received excess simulated rainfall. To contain 
any excess simulated rainfall which fell outside of the plot surface, a water-resistant 
geomembrane basin was placed under the physical model, allowing excess surface water to be 
contained and directed into the laboratory drainage sump.  
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Rigid High-Density Polyethylene (HDPE) piping with an inside diameter of 14 mm and an 
outside diameter of 16 mm, as well as HDPE connectors and junctions of the same 
specifications were used to construct the main supply pipe network which the rainfall simulator 
nozzles were mounted upon. HDPE piping was selected due to the piping’s durability, longevity 
and ability to convey and maintain high water pressures without risk of pipe fracture. The 
recommended arrangement of pipe lines for stationary sprinkler and rainfall simulator systems 
consists of a central main pipe with parallel lateral piping at right angles to the main line with the 
sprinklers attached (Christiansen, 1942). Therefore, a pipe network consisting of a 3 metre long 
central pipe running along the centre of the rainfall simulator frame connected to eight rows of 
piping diverging from the central pipe at a distance of 37.5 cm apart (see Figure 3.3) was 
constructed to attach the rainfall simulator nozzles to. To attach the VariJet misting nozzles, a 
pipe puncturing tool was used to perforate 4 mm holes into which the Antelco VariJet misting 
nozzle could be inserted. Rather than attaching the VariJet nozzles directly to the HDPE supply 
piping, 4 mm barbed joiners were inputted into the 14 mm HDPE supply piping and 
subsequently connected to a 20 mm length of 4 mm high density micro-irrigation piping and the 
Antelco VariJet misting nozzles. This ensured a tight fit and acted to prevent leakages which 
were apparent when the VariJet nozzles were connected directly to the 4mm perforation on the 
supply piping. 
Once the nozzle and pipe network had been mounted and securely fastened to the adjustable 
steel frame, 1.8 m above the plot surface, a flexible PVC inflow pipe attached to mains water 
pressure was attached to allow the flow of water into the pipe network and out of the nozzles. 
The laboratory’s mains water pressure was utilised as opposed to generating pressure via a 
submersible hydraulic pump situated in a water storage tank due to the mains water supply 
being high enough for experimentation (5 bar / 72.5 PSI), as well as being stable through time 
with no significant instabilities or pressure drops when monitoring the inflow pressure gauge, 
which was important as rainfall simulators must be predictable, accurate and consistent to be 
useful to model physical processes (Isidoro & de Lima, 2015). Although pressure measurements 
could have been taken, as outlined in Isidoro & de Lima (2015), this was not conducted but 
further work may seek to determine the consistency of simulated rainfall over time. 
A lever ball isolation valve was fitted at the rainfall simulator inflow rather than at the mains 
water source for ease of operation and to allow the inflow to be controlled (i.e. on / off). A lever 
ball isolation valve was also fitted on the opposite side of the rainfall simulator rig to act as an 
outflow/purge mechanism, allowing excess water to drain out of the rainfall simulator piping to 
reduce unwanted dripping from the nozzles once experimental runs had concluded and the 
rainfall simulator had been isolated from the mains water supply. This is shown in Figure 3.3. 
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Figure 3.3: (a) Schematic diagram of rainfall simulator showing pipe network and components; 
(b) cross sectional visualisation of nozzle spray pattern from single rainfall simulator nozzle; (c) 
single nozzle rainfall distribution. 
To control the inflow pressure and to adjust the nozzle discharge, a 0 – 10 bar (0 – 145 PSI) 
Pressure Regulating Valve (PRV) used to restrict, stabilise and control the flow of water entering 
the rainfall simulator pipe network (by reducing the inlet orifice size) was fitted to the inflow 
piping after the isolation valve. When all 64 Antelco VariJet nozzles were fitted and operational, 
pressures up to approximately 22 PSI were recorded using the PRV. However, higher pressures 
exceeding 55 PSI were achievable when all of the nozzle valves were switched to the ‘off’ 
position due to the loss of system pressure caused by the nozzles discharging water. 
Testing of the rainfall simulator showed a strong quadratic pressure-discharge relationship (see 
Figure 3.4) and the ability to simulate repeatable intensities (see Figure 3.5). Therefore, altering 
the pressure of the rainfall simulator allowed the nozzle discharge to be controlled and the 
intensity of the simulated rainfall to be altered. The volumetric method outlined within Junior & 
Siqueira (2011; see Section 3.8.5) was used to determine the flow rates in the nozzles as a 
function of the gauged pipe pressure (measured in PSI using a pressure gauged attached to 
the pressure regulating valve). This involved measuring the discharge from a single VariJet 
nozzle by collecting the nozzle outflow in a measuring beaker placed directly under the nozzle 
 (a)  
 
 (b)  
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orifice for a duration of 2 minutes under a variety of rainfall simulator pressures to calculate 
mean simulated rainfall intensities and understand the spatial distribution of simulated rainfall. 
A range of simulated storm intensities (mm/hr) were able to be achieved by altering the physical 
model inflow pressure (PSI) without loss in system performance or uniformity, even at low 
pressures. Additionally, all nozzles were shown to perform comparably during an experimental 
run. To test that nozzle outflows were comparable, a test similar to the Christiansen Uniformity 
Coefficient methodology outlined within Section 3.2.5 was conducted on the nozzles to obtain 
a nozzle uniformity, with collection containers placed directly under the nozzles to catch all of 
the nozzle discharge for each individual nozzle. Nozzle CUC tests were repeated five times to 
ensure repeatability and to identify any anomalous readings. However, nozzle discharges were 
comparable between experimentation and nozzle CUC values consistently exceeded 96% 
uniformity indicating that simulated rainfall was discharged equally from all nozzles with no 
efficiency losses with distance away from the main rainfall simulator inflow (see Figure 3.5). 
 
Figure 3.4: Flow rate calibration of a single nozzle showing the pressure-discharge relation. All 
64 nozzles on the rainfall simulator were tested individually to ensure all nozzles performed 
equally and there were no pressure differences across the nozzle-pipe network. Less than 5% 
difference in nozzle discharge existing across all rainfall nozzles. Pressures beyond 25 PSI 
were unattainable when all nozzles were in operation. N.B. annotated letters refer to Figure 3.5. 
        
Figure 3.5: Flow rates (ml/min) from single Antelco VariJet nozzle as a function of the gauged 
pipe pressure (PSI). Experimentation repeated five times at each pressure interval. Results are 
shown to have < 1% percentage error from the mean value at all pressure intervals. N.B. vertical 
axis scales differ between pipe gauged pressures. 
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3.3.1 Christiansen revisited: re-thinking quantification of uniformity in rainfall 
simulator studies? 
Results from uniformity testing of the rainfall simulator using the Christiansen Uniformity 
Coefficient (CUC; Christiansen, 1942) method, involving the use of a series of cups to catch 
rainfall under the rainfall simulator (see Section 3.2.5 and Figure 3.6d) are shown below at a 
range of pressures (14, 16, 18 PSI; see Figure 3.6a,b,c), showing patterns of spatial rainfall 
intensity (mm/hr) and presented with an overall CUC value (%). Uniformity testing was 
conducted five times at each pressure to ensure that experimental runs were repeatable and 
comparable between experimentation.  
Uniformity coefficients express the distribution of rainfall across the plot surface as a percentage. 
Therefore, if all collection beakers receive an equal quantity of water during an experimental 
run, the rainfall simulator or irrigation system would be applying water with 100% uniformity. 
However, this is impossible in practice. Although the CUC values presented in Figure 3.6 
demonstrate ‘very good’ uniformity (see Table 3.3), the densograms pictured in conjunction with 
the CUC values show that there were small patches across the plot which receive higher or 
lower rainfall intensities. This raises some questions on the validity of using a single percentage 
value to represent uniformity across the entirety of the plot area, especially over a large plot 
surface of 3 u 3 m. Although the limitations of using the CUC method have been recognised 
(e.g. Zoldoske et al., 1994; Burt et al., 1997; Gowing & Pereira, 1998), the CUC method 
suggested by Christiansen (1942) is still the most frequently applied method to assess rainfall 
simulator uniformity. Despite some researchers challenging the use of CUC for assessing 
uniformity, many developments have only involved minor refinements or alterations to the CUC 
formula (Zoldoske et al., 1994). Ascough & Kiker (2002) note that, the CUC method: (i) treats 
the absolute difference between measured and mean depth of application as equal regardless 
of whether the application is over- or under-irrigated; (ii) assigns a penalty to each deviation 
which is linearly proportional to the magnitude of the deviation, and; (iii) is an average measure 
and as such compares the average absolute deviation to the mean application and therefore 
does not capture where, how bad or how large a particular area of deviation is. Therefore, spatial 
patterns in rainfall distribution are not fully captured by using the CUC metric.  
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Suggested CUC values (%) vary significantly according to the purpose of the research and the 
application of the rainfall simulator or irrigation system which often results in a lack of consensus 
on ‘acceptable’ threshold values of uniformity (see Section 3.2.5). However, because there is 
no set methodology and researchers are able to adapt or alter factors such as the quantity and 
‘resolution’ of measuring beakers, as well as the spacing and distance between beakers 
according to their specific research questions, the CUC value is prone to error and can either 
show an impracticable representation of uniformity across the plot surface or can be 
manipulated by the researcher to make simulated rainfall appear more uniform. This prompts a 
series of questions which need to be answered before a rainfall simulator is used to answer any 
research questions, which are addressed and discussed below: 
1. Is the Christiansen Uniformity Coefficient method sensitive to the resolution and spatial 
layout of the sampling methodology used? 
 
2. How can uniformity be quantified and visualised more meaningfully to represent 
localised patterns in rainfall distribution? 
 
3. Does the Christiansen Uniformity Coefficient methodology appreciate repeatability of 
uniformity between experimental runs? 
 
 (a)       (b)        (c) 
 74%            72%               78%  
   
Sim
ulated rainfall intensity (m
m
/hr) 
14 PSI 16 PSI 18 PSI 
Figure 3.6: Densograms showing uniformity of 
simulated rainfall on the plot surface below rainfall 
simulator at: (a) 14 PSI; (b) 16 PSI, and; (c) 18 PSI 
derived using a series of spatially distributed collection 
cups to measure the quantity of simulated rainfall over 
the plot surface. Results were originally collected as a 
volume (ml) collected over a 10 minute run but were 
converted to mm/hr. CUC (%) values shown in bottom 
right of plot; (d) shows the method of collecting 
simulated rainfall to obtain CUC values using 
collection cups. N.B. the densograms shown in Figure 
3.6a,b,c have different simulated rainfall intensity 
(mm/hr) scales reflecting the higher simulated rainfall 
intensities observed at higher pressures. 
 (d)  
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1. Is the Christiansen Uniformity Coefficient method sensitive to the resolution and 
spatial layout of the sampling methodology used? 
Investigating the sensitivity of the resolution of collection containers placed under the rainfall 
simulator can be used to determine whether there are any significant differences between CUC 
values obtained from densely and sparsely distributed arrangements subjected to the same 
rainfall conditions. Figure 3.7 shows that CUC values are highly influenced by the collection 
container resolution. Rainfall spatial variation is shown to vary significantly across the plot area 
with changes in the sampling of rainfall intensity, with densely distributed collection containers 
subjected to the same rainfall conditions being shown to result in lower CUC values than more 
sparsely distributed catch cans. Using 289 data points (17 u 17 grid) covering the plot surface, 
low CUC values of 45 – 51% were obtained in the five experimental runs conducted. However, 
when a less dense grid of 64 collection containers (8 u 8 grid) were placed directly under the 
rainfall simulator nozzles on the plot surface under the same rainfall conditions, considerably 
higher CUC values (t 81%) were achieved (see Figure 3.7). 
Because CUC values are shown to be highly sensitive to the resolution of the data, (i.e. the 
number of observations taken), many densely distributed measuring beakers subjected to the 
same experimental conditions may give a significantly lower CUC value than fewer, more 
sparsely distributed measuring beakers. Thus, the simulated rainfall under a higher resolution 
sampling method would appear less uniform than the lower resolution sampling method, despite 
being derived from the same simulated rainfall conditions. Therefore, researchers must 
challenge whether their sampling methodologies provide a realistic representation uniformity 
across the entire plot surface. Although a higher resolution of data points is likely to be more 
representative of spatial patterns of rainfall across a plot surface as more data collected on 
simulated rainfall should provide a more comprehensive and demonstrative dataset of the 
rainfall conditions experienced, this may result in a superficially lower representation of 
uniformity across the plot surface because the Christiansen Uniformity Coefficient is a function 
of the number of observations.  
As well as the resolution affecting outputted CUC values, the layout of collection containers may 
also influence rainfall uniformity results. Figure 3.8 highlights the influence of changing the 
sampling layout of collection containers across the plot surface from the original dataset of 64 
collection containers (see Figure 3.7b), to different layouts of 32 and 16 grid patterns. When 
resampling the original dataset (64 data points; CUC 80.8%) to a lower resolution (32 data 
points), there is some variation in CUC values, with some spatial arrangements resulting in an 
increase in CUC value (82.5%), and some arrangements appearing to result in a decrease in 
CUC value (75.3%). Again, when resampling to 16 collection containers, the uniformity 
increases to a CUC value of 82.3%. This demonstrates that the sampling methodology and 
resolution at which uniformity testing is conducted may significantly influenced outputted CUC 
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values. Further, this prompts enquiries into the validity of using a single percentage value to 
represent uniformity across a larger plot surface, questioning whether the quantification of 
uniformity in rainfall simulator studies needs to be rethought. Although not presented herein, the 
size of collection beakers was also investigated using larger buckets to collect rainfall. It is 
recommended that researchers used multiple small collection beakers as larger collection 
containers were found not be useful for understanding uniformity due to covering a larger area 
meaning variations could not be determined. Further, the use of larger containers required 
considerably longer test durations for the containers to fill to a sufficient water level. 
Figure 3.7: 17 u 17 grid of collection containers (total: 289) versus 8 u 8 grid of collection 
containers (total: 64). Resultant CUC values were 45 – 51% and t 81% for the five uniformity 
tests undertaken at each resolution. 
Additionally, uniformity only appears to be assessed at the entire plot level. By doing so, intra-
plot variability of rainfall uniformity is largely disregarded, even though variations may exist 
spatially across the plot surface (i.e. the presence of hotspots or areas receiving less rainfall). 
Figure 3.9 illustrates the influence of sampling resolution and the importance of understanding 
intra-plot variability, demonstrating that small-scale regions of under- and over-irrigation may 
exist across a plot surface which may influence the overall CUC value. In all cases presented 
in Figure 3.9, the detailed intra-plot areas (a), (b) and (c) demonstrate that a higher density of 
collection cups results in a considerably and consistently (~ 20%) lower CUC value, despite 
being derived from the same initial rainfall inputs conditions. This emphasises that the 
methodology used may affect the uniformity value of a rainfall simulator, and that researchers 
may be able to influence or even manipulate uniformity testing experiments to increase the CUC 
value and thus make a rainfall simulator appear ‘more uniform’. Because CUC values are highly 
sensitive to the resolution of the data, i.e. the number of observations taken, many densely 
distributed measuring beakers subjected to the same experimental conditions may give a 
significantly lower CUC value than fewer, more sparsely distributed measuring beakers. Thus, 
the simulated rainfall under a higher resolution sampling method would appear less uniform 
than the lower resolution sampling method, despite being derived from the same rainfall 
m
m
/hr 
m
m
/hr 
 (a)                     (b)         
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conditions. Also, taking sparsely distributed readings may overlook small scale spatial variations 
in simulated rainfall intensity which would lead to a lower CUC value. Additionally, researchers 
can influence CUC values by altering the locations of the collection cups in relation to the 
nozzles, as it is likely that there will be small-scale variations between beakers placed directly 
under nozzles and those in locations not directly underneath nozzles due to the circular patterns 
of spray coverage from full-cone nozzles (Aldous, 1999). Burt et al. (1997) state that some 
evaluation techniques recommend placing catch cans between two nozzles along a lateral, 
while other techniques suggest placing catch cans directly under nozzles or between two sets 
of nozzles along a lateral plane (Aldous, 1999). Ultimately, each sampling technique will 
produce very different uniformity results, as illustrated in Figure 3.8. 
Figure 3.8: Resampling of original (64 collection container) dataset to 32 and 16 collection 
container resolution scenarios with varying layout, showing variations in the respective CUC 
values according to the layout of collection containers.  
Although the resolution of collected data and cup placement is likely to affect the final CUC 
value of a rainfall simulator, an investigation into how this can be applied to influence uniformity 
values has not been previously conducted and researchers often subconsciously select a 
method to produce the highest CUC value possible. A high CUC value above a specific 
threshold (i.e. 80%) is seen as a ‘goal’ but there is often little consideration into the spatial 
attributes of rainfall simulation. Researchers often favour a single uniformity value which gives 
a basic and quantitative expression of uniformity as a percentage. However, expressing entire 
plot uniformity as a single, simplified percentage value disregards valuable, qualitative 
information of uniformity, such as the spatial patterns of distribution of rainfall over the plot 
surface and whether these patterns are consistent between experimental runs. These factors  
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Whole plot coverage (64 samples): 74.6% 
Central plot area (42 samples): 66.1% 
Top left plot area (121 samples): 65.9% 
Bottom right area (121 samples): 58.9% 
(a) 
(b) 
(c) 
(a) (b) (c) 
Cropped data from whole plot coverage (N.B. Readings of 9 and 4 were used because the data is derived from the 8u 8 grid layout)  
n = 9 | CUC: 84.3% 
Data from isolated plot areas annotated on physical model picture above 
n = 4 | CUC: 87.0% n = 9 | CUC: 80.8% 
n = 121 | CUC: 65.9% n = 42 | CUC: 66.1% n = 121 | CUC: 58.9% 
Figure 3.9: Intra-plot variations of rainfall, showing sampling resolution affecting the outputted CUC value.  
Daniel Green 
 85 
allow a more descriptive and detailed understanding of uniformity but are seldom included in 
analyses. Because the CUC method treats uniformity values independent of their spatial 
location (i.e. as a ‘list’ of values, rather than considering their locational attributes), the method 
gives no indication of how ‘non-uniform’ a particular, localised area across the plot surface might 
be and there are a number of possible spatial combinations of collection cups which could give 
the same CUC value (n3). Therefore, researchers should focus on how uniformity can be 
quantified, visualised and presented in a more meaningful and qualitative format which captures 
localised patterns in rainfall distribution. 
2. How can uniformity be quantified and visualised more meaningfully to represent 
localised patterns in rainfall distribution? 
As discussed above, the CUC method may give a false sense of uniformity due to a lack of 
spatial or qualitative information which disregards valuable information on plot uniformity such 
as the small-scale spatial distribution of rainfall over the plot surface and whether these patterns 
are consistent between experimental runs. Instead, more focus should be directed towards 
presenting the spatial components of uniformity. Uniformity is a spatial problem which requires 
a spatial answer and understanding. Therefore, although presenting a CUC value is a useful 
metric to represent and analyse plot uniformity, this metric should be used in combination with 
other techniques of visualising and understanding plot uniformity, such as rainfall densograms 
(i.e. the spatial representations of plot uniformity presented in Figures 3.6, 3.7 & 3.9) and grid 
representations of uniformity metrics, which provide a spatial understanding of over- and under-
watered plot areas and can be used to compare the spatial distribution of rainfall events under 
different rainfall intensities or repeated experimental runs which a single CUC value cannot 
portray. Furthermore, presenting the collected rainfall quantities in terms of their standard 
deviation from the mean plot rainfall intensity value may also provide an informative spatial 
understanding of uniformity and patterns of over- and under-watering across a plot area which 
has seldom been exploited to present simulated rainfall uniformity. Figure 3.10a presents depth 
values (mm) per experimental run (8 minutes) expressed in terms of their standard deviation 
from the mean (Green & Pattison, 2016), demonstrating the deviation of rainfall values from the 
observed mean collection container depth. Those highlighted in green and blue highlight depth 
values which are within an acceptable threshold level of deviation from the mean value, whereas 
those highlighted in grey show areas where collection cup depths are outside of one standard 
deviation of the mean and therefore receive too much or too little rainfall. The majority of data 
(49 out of 64) are within ± 1SD of the mean, with the data from 8 and 7 collection cups lying 
above and below one standard deviation of the mean value respectively (see Figure 3.10b). 
When studying the spatial patterns of over- and under-watering (see Figure 3.10a), these are 
seemingly randomly distributed and there are no systematic patterns in over- and under-
watering across the plot surface. 
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Metrics of uniformity should be used in combination with other techniques of visualising and 
understanding plot uniformity to gain a holistic appreciation of uniformity across a plot surface. 
This prompts the question whether rainfall simulation studies should strive to achieve ‘perfectly 
uniform’ simulated rainfall. As Meyer (1988) recognises, the goal of a rainfall simulator is to 
collect accurate and useful data which can be used to answer a series of scientific questions 
and not to develop a ‘perfect’ rainfall simulator. Additionally, rainfall is not completely uniform in 
real circumstances and often falls irregularly in time and space due to the natural variability of 
precipitation as it is generated, falls and impacts a surface. For example, rainfall is not 
condensed and precipitated uniformly in the atmosphere, and rainfall uniformity may be 
influenced as precipitation falls to the ground (e.g. wind-driven rainfall; Isidoro et al., 2012b). 
Therefore, a qualitative understanding of the spatial distribution of rainfall within a rainfall 
simulator should be of greater importance than achieving or quantifying uniformity and factors 
such as repeatability should be of principal significance. 
 
        
Figure 3.10: Presenting uniformity in terms of the standard deviation from the mean value to 
highlight areas of under- and over-watering. Those in green and blue are within one standard 
deviation higher and lower than the mean respectively. Those in grey are not within one 
standard deviation higher or lower than the mean. (a) shows the spatial distribution of uniformity 
with each square representing one collection container; (b) shows sorted values. 
3. Does the Christiansen Uniformity Coefficient methodology appreciate 
repeatability of uniformity between experimental runs? 
Using a single percentage value, the Christiansen Uniformity Coefficient does not appear to 
provide an understanding of changes in uniformity, both: (i) temporally within an individual 
experimental run, and; (ii) between different experimental runs to appreciate changes and 
variability and to gain an understanding of the repeatability of rainfall simulation between 
experimentation (see Section 3.2.2). Further, because the CUC method does not appreciate 
the spatial element of uniformity, this makes it an ineffective parameter to investigate 
comparability of experimental runs. Therefore, densograms are presented in conjunction with 
CUC values below to visually demonstrate potential changes in uniformity across the plot 
surface between experimental runs. 
58 89 47 73 55 56 90 47
61 46 71 69 57 66 79 56
43 63 60 68 74 96 50 58
86 104 58 103 94 48 50 58
46 83 124 54 74 70 94 33
73 52 130 60 78 73 55 62
64 65 84 114 51 86 44 50
97 78 83 70 48 66 62 69
33 43 44 46 46 47 47 48
55 54 52 51 50 50 50 48
55 56 56 57 58 58 58 58
65 64 63 62 62 61 60 60
66 66 68 69 69 70 70 71
79 78 78 74 74 73 73 73
83 83 84 86 86 89 90 94
130 124 114 104 103 97 96 94
CUC: 78.0% 
Mean: 73.84 
+1SD: 94.4 
-1SD: 53.3 
Standard Error: 
2.52 
(a) (b) 
N.B. Depth values (mm) are expressed per 8 minute long experiment 
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Although the variability of rainfall during an experimental run is an interesting avenue of research 
which could be investigated using rain gauges to gain a temporal appreciation of uniformity 
during experimentation which could be visualised in real time using LabView software (see 
Chapter 7), focus was placed on the variability of uniformity between experiments to 
comprehend whether simulated rainfall events were comparable. Figure 3.11 shows five 
repeats (a – e) of uniformity testing at a pressure of 16 PSI, demonstrating that, although CUC 
values do indeed vary, the degree of variation is minimal, with CUC values ranging from 70.93 
– 72.67%; a variance of 1.74%. Spatial patterns of rainfall appear to be comparable between 
repeated runs, with the location of hotspot areas receiving larger volumes of water (highlighted 
in white rectangles in Figure 3.11a) and areas receiving less water (highlighted in red rectangles 
in Figure 3.11a) being analogous between repeated runs. This demonstrates that the rainfall 
simulator is able to replicate simulated rainfall conditions between experiments (see Section 
3.2.2), which was highlighted as a crucial element in the design specification of the rainfall 
simulator. Furthermore, the rainfall simulator was also seen to produce repeatable rainfall 
events at the other pressures used throughout experimentation, shown in Figure 3.12. The CUC 
methodology allows a basic understanding of repeatability between physical model runs. 
However, this should be coupled and presented in combination with spatial evaluation metrics 
to determine whether rainfall patterns are replicated over space.  
  
 
   
(a) (c) 
(d) (e) 
70.93% 72.39% 
Figure 3.11: Densograms of 
plot uniformity showing 5 
repeated runs at a pressure of 
16 PSI (mean rainfall intensity of 
109 mm/hr), demonstrating 
variability in spatial distribution 
of rainfall and changes in CUC 
value between experimental 
runs. 64 collection cups were 
used in this set of results. 
(b) 
72.67% 
70.96% 71.89% 
Pressure: 16 PSI             Rainfall intensity: (109 mm/hr) 
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Figure 3.12: Densograms  of plot uniformity  showing 5 repeated runs at 14 and 18 
PSI, showing the same patterns of plot uniformity as at 16 PSI in Figure 3.11. CUC 
values vary by 2.48% and 3.96% at pressures of 14 PSI and 18 PSI respectively.  
 
71.89% 
70.10% 
72.58% 
70.59% 
70.52% 
80.77% 
78.52% 
77.96% 
77.41% 
76.81% 
14 PSI              18 PSI 
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3.3.2 Physical model surface layer 
The 3 m × 3 m physical model surface layer, situated directly under the rainfall simulator, was 
fabricated using sheets of 9 mm thick PVC overlain over a steel frame. Steel reinforcing slats 
were placed under the PVC sheeting to support additional loads which the physical model 
surface may be subjected to (e.g. from a build-up of simulated rainfall during an experimental 
run, topographic features placed directly onto the surface or the weight of a person while re-
configuring the surface plot area or performing maintenance on the rainfall simulator above etc.). 
A number of screw jacks were placed between the base of the physical model and the laboratory 
floor to allow adjustments in overall catchment slope, as well as fine-scale alterations at the 
edges and centre of the model to ensure the plot surface was level when investigating scenarios 
which required a flat profile. Physical modelling experiments conducted were undertaken with 
no overall catchment slope. Thus, depth-driven overland flow, as opposed to slope-driven 
overland flow observed within Isidoro et al., (2012a,b) and Isidoro & de Lima (2013), was 
recorded at the physical model outflow. Therefore, the physical modelling results provide a novel 
and innovative method of analysing surface water runoff processes, which may be compared to 
physical modelling studies to understand whether resulted obtained are different to those 
obtained within a physical modelling environment where slope dominated runoff processes are 
operating. 
The surface layer of the physical model provided a platform to understand and quantify the 
influence of a number of terrestrial properties which might influence the extent and severity of 
surface water flood events within a controlled and closed experimental environment. The plot 
surface provided a ‘blank canvas’ available for simulating the influence of a number of factors 
on the catchment rainfall-runoff response. Topographic factors to be investigated on the surface 
layer of the physical model included density of buildings and their spatial configuration/layout 
(Section 3.8.2), as well as the coverage and layout of permeability across the physical model 
surface (Section 3.8.3). 
3.4 Measuring outflow discharge 
To collect and measure the surface runoff outflow discharge from the physical model, a model 
outflow unit was created. The outflow was originally constructed as a protruding 19 mm diameter 
cylindrical pipe, level with the physical model surface. Although a diameter of 19 mm was 
suitable to use for experimentation as this allowed a balance between being large enough to 
evacuate enough water from the model surface and being small enough to retain water and 
result in simulated flooding, when the roof of the pipe was overtopped, the hydrograph remained 
constant and restricted by the orifice size and pipe capacity. Therefore, a rectangular shaped 
incision with a width of 20 mm but a height of 60 mm was constructed on the Perspex edge of 
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the physical model, opposite to the pressure regulating valve and rainfall simulator inflow and 
adjacent to the eTape water level sensor (see Section 3.7). 
A rectangular shaped incision, level with the physical model base surface was selected as this 
resulted in flows behaving more like open-channel flow travelling through a rectangular weir as 
opposed to compressed pipe flow. This was important as water exiting the model was in the 
form of surface runoff, rather than pressurised or contained pipe flow. Additionally, having a 
height of 60 mm meant that the height of the outlet would not be a restricting factor as 
preliminary testing indicated that water depths within the physical model would not exceed 60 
mm. The outflow incision was placed slightly off centre on the Perspex side paneling due to the 
rainfall simulator support framing preventing it from being situated centrally. However, this was 
not an issue because the outflow was constructed in a fixed position meaning it would remain 
static between experimental runs and different rainfall-runoff scenarios. 
After the rectangular incision was cut into the Perspex side of the model, a Perspex rectangular 
prism (125 mm × 195 mm × 120 mm) with a funnel mechanism on the base (see Figure 3.11b) 
was fabricated to channel the outflow surface runoff out of the physical model domain for 
measurement and quantification. The outflow unit was originally connected to a 1 – 30 L/min 
Hall Effect turbine flow sensor placed in a U-bend system to maintain a constant head of water 
which derived the volumetric flow rate per unit time based on the frequency of pulses and a 
user-defined calibration factor which was shown to perform within 1% accuracy of actual 
discharges between 6 – 22 L/minute when attached in-line to a Gunt 105.13 Rotameter. 
However, the sensor was unable to produce accurate flow rate readings when connected to the 
outflow unit of the physical model due to the introduction of small air bubbles into the outflow 
piping when water passed through the sensor meaning the flow sensor was unable to quantify 
flow rates accurately, resulting in significant underestimates of outflow discharge.   
Instead, outflow discharge per unit time from the physical model was recorded using two sets 
of KERN DE 60K10D weighing scales placed under two 25 litre collection tanks into which the 
model outflow piping was fed into in alternation. Volumetric measurement of discharge is known 
to be the most accurate method of quantifying small flow rates (Gordon et al., 2013) and allows 
discharge to be measured: (i) directly, by calculating the time taken to fill a container of a known 
volume of liquid, or; (ii) indirectly, by weighing water in a container and converting mass to 
volume based on the density of the liquid at room temperature (Vogel, 1981; Douglas et al., 
1983). Therefore, volume by mass measurement of discharge provided a suitable method to 
quantify outflow runoff and assess the extent that changing individual factors had upon the 
resultant outflow hydrograph. 
A 32 mm Y-connector was placed directly after the collection funnel on the outflow unit to split 
the flow into both of the tanks which were filled with collected runoff in alternation; when one 
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tank was filled with collected runoff, runoff was re-directed into the other collection tank. Two 25 
mm isolation valves were placed in-line after the Y-connector to manually isolate or activate a 
collection tank when required. The outflow measurement system operated similar to a tipping 
bucket rain gauge in the sense that when one container was full with collected surface runoff 
from the physical model, discharge was manually switched to the other container while the 
container which had just been filled was drained. To drain the inactive container, a large, 
manually operated dump valve was placed on the bottom of each tank to ensure that the tank 
not in use could be drained and prepared for use before the other tank collecting runoff from the 
physical model reached its maximum capacity (approximately 27 litres). A schematic 
representation and photograph of the outflow measurement setup is shown in Figure 3.13. 
 
 
Figure 3.13: (a) schematic representation and (b) photograph of the physical model runoff 
collection and measurement setup. Tank A and B were repeatedly filled and drained in 
alternation, similar in functioning to that of a tipping bucket rain gauge.  
 
Because volume is a function of the mass and density of a substance, the weight measurements 
obtained from the scales could easily be converted to a volumetric value (see Equation 3.2). 
Since water has a density of 1 g/ml at 4oC (0.999 g/ml at room temperature), the weight (kg) 
readings obtained from the scales could be directly converted to a volume (L) reading, with 1 
kilogram equalling 1 litre of water. To ensure that the scales were correctly calibrated and 
outputting a reading representative of the water within the tanks, known volumes of water were 
poured into the collection tanks and weighed at 0.5 litre intervals. The scales were shown to 
output accurate and correct readings within the range expected to be recorded in the collection 
Outflow collection unit 
Tank A 
Tank B 
(a) (b) 
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tanks (0 – 25 litres; see Figure 3.14), showing a strong 1:1 relationship between measured 
volumes using a volumetric flask and recorded weights of water using the weighing scales.  
 
𝑉 =
𝑚
𝜌
            (Eq. 3.2) 
 
where 𝑉 is the volume of the substance, 𝑚 is the mass and 𝜌 is the density of the substance. 
The density of water is 1g/ml, meaning 1 litre of water weighs 1kg. 
Both KERN weighing scales were connected to a PC via a USB to RS232 serial port connector 
which allowed the readings to be logged, recorded and visualised in real-time within National 
Instruments LabVIEW software. Readings sent via serial communication were recorded and 
logged to a comma separated values (.CSV) file at 5 second intervals as this was deemed to 
provide a high temporal resolution and produce enough data points for analysis, although this 
could easily be changed in between and during experimentation. The LabVIEW front panel 
interface (see Figure 3.15) was programmed to display numerical weight readings of both of the 
measuring tanks and allow remote taring/zeroing of the scales before filling commenced. 
Additionally, a visual indication of the tank level which was updated in real-time was shown. 
This allowed unattended experimental monitoring via Remote Desktop which was valuable near 
the end of experimental runs where discharges were low and the collection tanks did not need 
to be switched for extended periods of time. The LabVIEW project was initialised before each 
experiment and set to start timekeeping, as well as logging and displaying data in real time once 
the rainfall simulator was activated and simulated rainfall was expelled from the nozzles. The 
LabVIEW block diagram (graphical schematic code) used to log and record the data is shown 
in Figure 3.16. 
 
Figure 3.14: Comparisons between recorded volume using a volumetric flask and the measured 
volume on both scales (a) and (b) at 0.5 litre intervals. 
 
Upon finishing an experimental run, an outflow hydrograph was created based on the readings 
obtained from both weighing scales. Figure 3.15 shows how raw outflow data from the physical 
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model was processed into hydrographs which could be used to visualise and compare different 
rainfall-runoff responses analysed within the physical modelling environment. Although 
LabVIEW was programmed to take readings every 5 seconds, the majority of readings were 
actually taken every 5.29 seconds due to a delay in data collection as the code was not 
programmed to collect serial data in parallel. This 0.29 second delay could have been accounted 
for by programming LabVIEW to take readings every 4.71 seconds and dividing discharge by a 
constant time value of 5 seconds when calculating discharge per unit time. However, the exact 
time difference was calculated for each time step to ensure accurate outputs at each time step 
as some readings had a slight delay due to background computational processing and physical 
memory dumping. On analysis of some experimental runs the majority (75%) of readings were 
taken precisely every 5.29 seconds. However, 2.5% of readings were shown to be taken at a 
time interval greater than 6 seconds (see Figure 3.18). Therefore, calculating discharge per unit 
time using the exact time difference between readings was shown to produce more accurate 
outputs than using a constant time value. 
 
 
Figure 3.15: LabVIEW front panel graphical user interface. The section contained within the 
red dashed line shows the real-time numeric and graphical output of weight/volume contained 
within both tanks, as well as the controls for remotely taring the weighing scales. The section 
contained within the green dashed line shows the water depth through time (see Section 3.7). 
The section contained within the blue dashed line is a simplified control panel to start logging to 
file, stop experiment and to show the elapsed time of experiment. 
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Figure 3.16: Block diagram showing the LabVIEW code used. The section contained within the 
dashed red line shows the reading, writing and visual output of both weighing scales from COM 
ports 7 and 12. The section contained within the blue dashed line shows the reading and plotting 
of water surface elevation within the model (see Section 3.7). The other code not highlighted 
relates to: (a) data logging, and; (b) timekeeping. 
 
 
(a) 
(b) 
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Figure 3.17: Processing of raw data into outflow hydrographs.  
Exact time step 
between each 
reading calculated  
Line smoothing to remove 
statistical outliers from hydrograph 
Measurements recorded when inactive tank was 
draining back to empty (0 litres) removed from 
dataset. Measurements taken when active tank was 
filling up were kept 
Data points obtained from 
Scale A and B combined into 
cumulative volume (litres) 
Volumetric difference 
between readings calculated 
at each time step calculated 
Readings converted to 
volume (litres) as 
opposed to weight 
(kilograms) 
Plotted data to 
hydrograph  
Visual removal of anomalous 
data associated with switching 
between collection tanks not 
removed by line smoothing 
Volumetric difference divided by 
time to convert values to discharge 
per unit time (litres per second) 
Outputted data file 
opened in spreadsheet 
application (e.g. 
Microsoft Excel, Matlab) 
Line smoothing to remove 
statistical outliers from hydrograph 
N.B. Minor errors may be introduced and propagated at those stages annotated with an asterisk. 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
Section 3.5 
Curve fitting in MatLab Curve 
Fitting Toolbox 
(i) 
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Figure 3.18: Histogram showing variations in time intervals between readings. The majority of 
readings were taken every 5.29 seconds but slight variations are apparent. 
3.5 Hydrograph smoothing 
Once the raw hydrograph data had been obtained, curve smoothing was required to remove 
anomalous readings associated with switching between collection tanks, which often resulted 
in a reading significantly higher, followed by a reading significantly lower than the general 
hydrograph trend line. The five steps below outline the automated process of removing 
anomalous readings from the raw hydrograph data, which can be seen in an example 
hydrograph dataset shown in Appendix A. 
 Raw data input: discharge per unit time (litres per second) time series data obtained from 
the experimental runs was inputted into a row (Row F) within the spreadsheet (see Figure 
3.17 [a]); 
 Threshold level assignment: a spreadsheet cell (M3) was designated as a threshold level 
to remove outliers from the time series dataset. This could be easily adjusted and altered 
after the formula was devised and could be changed to inspect the sensitivity of modifying 
the threshold level used; 
 Automated identification of anomalous readings: a formula to remove anomalous peaks 
and troughs from the dataset was created and used to cover the entirety of the time series 
data. The formula created compared the current data point with the data points above and 
below and assessed whether the current data point was outside of the threshold level cell 
(M3). This was done by subtracting the current data point from the data point one cell above 
to see whether the difference was greater than the tolerance level set in Cell M3. Therefore, 
if both data points were greater than the tolerance level, a cell value of ‘#N/A’ was outputted 
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in the new data range, thus removing the anomalous result from the dataset and outputting 
no data. If both values were within the acceptable deviation from the data points above and 
below the current data point and the difference between these values was less than the 
threshold level, the value of the corresponding cell from the original dataset was placed in 
the new data range. To ensure that all readings were positive, the absolute value function 
was used. Equation 3.3 shows an example of the Microsoft Excel function used to remove 
anomalies from the model outflow hydrographs (based on the 4th column of data); 
 P4 =IF(AND(ABS(F4-F3)>$M$3,ABS(F4-F5)>$M$3),NA(),F4)     (Eq. 3.3) 
where P cells are values within the new dataset row, F cells are values from the original 
dataset row and cell $M$3 is the outlier threshold level. 
 Plotting of smoothed outflow hydrograph: outflow hydrographs with line smoothing 
based on the removal of anomalous data points from the time series were plotted. The 
threshold level was adjusted to a suitable threshold for the dataset. A threshold value of 
0.01 L/min was found to be suitable for the majority of the outflow hydrographs as this 
preserved the hydrograph shape, removed the majority of peaks and troughs associated 
with switching between collection tanks A and B but didn’t remove too many data points so 
trends would be difficult to identify, with less than 0.5% of the total values being removed 
due to being classified by the function as anomalous; 
 Visual removal of additional anomalous readings: although the Excel function was able 
to remove the majority of outliers from the outflow hydrographs, a very small number of 
peaks and troughs (i.e. typically a maximum of two peaks or troughs which deviated from 
the overall trend per hydrograph) were still preserved due to the function only removing 
anomalous results based upon the values above and below the current data point. Therefore, 
the function was unable to remove consecutive anomalous readings where two or more 
anomalous readings were present. Due to the low occurrence of these outliers within the 
processed datasets, these were visually identified on the outflow hydrograph and removed 
accordingly. 
Next, a curve was fitted to the data to smooth out any small-scale variations in the hydrograph. 
The Curve Fitting Toolbox in MATLAB® was used to post-process and remove noise from the 
initial outflow hydrograph datasets. The smoothing spline method was used to apply a non-
parametric fit to the outflow unit hydrographs by adjusting the level of smoothness by varying a 
parameter that changes the curve from a least squares straight line approximation to a cubic 
spline interpolant. The smoothing spline method (see Equation 3.4) was used as opposed to 
applying a parametric fit to the line because the aim was to reduce noise from the dataset to 
permit further analyses, rather than obtaining an equation for the line. MathWorks (2004) 
provides a review of a number of smoothing and curve fitting techniques. The smoothing spline 
equation used to process the outflow hydrographs is represented as: 
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𝑝 ∑ 𝑤𝑖(𝑦𝑖 − 𝑠(𝑥𝑖))
2
𝑖 + (1 − 𝑝) ∫ (
𝑑2𝑠
𝑑𝑥2)
2
𝑑𝑥             (Eq. 3.4) 
where 𝑝 is defined as a value between 0 and 1, with the fitted line increasing in roughness as 
the 𝑝 value reaches 1. 𝑝 = 0 produces a least squares straight line fit to the data, while 𝑝 = 1 
produces a cubic spline interpolant. An optional weighting function is considered within the 
equation but this was left as the default value (1) as all observed data points were equally 
weighted in terms of their influence on the output curve to be generated. 
Visual comparison between simulated and observed hydrographs provides a quick and often 
comprehensive means of assessing model performance (Green & Stephenson, 1986; Moriasi 
et al., 2007). Although a visual, graphical comparison yielded rapid and valuable insights and 
could be used to subjectively determine how well the modelled curve fitted the observed data 
points (Haase et al., 2000; Moriasi et al., 2007) goodness of fit statistics were applied to guide 
the smoothing parameter (𝑝) used for each of the hydrograph curves. Goodness of fit statistics 
generally describe discrepancies between observed values and modelled or outputted values 
(Johnstone & Pilgrim, 1976; Green & Stephenson, 1986) and determine whether the fitting 
criteria used to represent observational values are suitable (Fishman & Kivat, 1968). For the 
smoothing spline method, four goodness of fit statistics were generated whilst the curve was 
being fitted to the input data. Table 3.4 outlines the goodness of fit statistics generated within 
the Curve Fitting Toolbox, a description of the method and the threshold limits which were 
satisfied when generating a non-parametric fitted curve to the dataset. A 𝑝 value of 1 preserved 
the original dataset and left the peaks and troughs intact, while a 𝑝  value of 0.9 was not 
representative of the input dataset (see Figure 3.19). Therefore, a 𝑝 value between 0.999 and 
1 (0.999692 for all runs) was selected as this was shown to smooth the line sufficiently and was 
representative of the input data based on the goodness of fit statistics and residual plots. The 
residuals, defined as the differences between the input data points and the fitted smoothed line 
at each individual value, were typically very low (< 0.01 L/sec; less than 5% of the value of peak 
flows) for all of the data points in each experimental run (see Figure 3.20). 
Table 3.4: The goodness of fit statistics used to determine whether the smoothed curve fitted 
the original observational data. N.B. low values closer to 0 for SSE and RMSE indicate a good 
fit between the curve and the observed data, while high R-squared values closer to 1 indicate 
that the curve is representative of the initial input data. 
GoF statistics Description Threshold 
Sum of squared 
errors / residuals 
(SSE/SSR) 
The total deviation of the response values from the fit to 
the response values. Also called the summed square of 
residual values 
≤ 0.005 
R-squared Measures how successful the fit is in explaining the 
variation of the data, i.e. the square of the correlation 
between the response values and the predicted 
response values 
≥ 0.999  
Root mean squared 
error (RMSE) 
The fit standard error and the standard error of the 
regression 
≤ 0.005 
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Figure 3.19: Sensitivity to altering the 𝑝 value when fitting a smoothing spline curve to an 
outflow hydrograph line. A 𝑝 value of 1 mimics the input data and preserves the peaks and 
troughs, while a 𝑝 value of 0.9 does not adequately fit the data. A 𝑝 value between 0.999 and 1 
was selected to smooth the data and preserve the shape of the hydrograph.  
 
Figure 3.20: (a) outflow hydrograph, and (b) residual plot, showing the goodness of fit between 
the input data points and the smoothing spline fitted line using a 𝑝 value of 0.99692 for an 
example hydrograph (12 u 12 Downstream, Run 1). 
To determine whether there were systematic errors across the hydrographs associated with the 
curve fitting used (i.e. whether errors occurred within specific times or discharge ranges within 
 
(a) 
(b) 
SSE: 0.004 
R-squared: 0.9995 
RMSE: 0.001 
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the hydrograph event; Aitken, 1973) or whether errors were stochastically distributed across the 
hydrograph curve, observed outflow discharge rates (L/sec) were sorted in descending order 
along with their corresponding residual values (see Figure 3.21a). Figure 3.21b indicates that 
the majority of residual values for all outflow hydrographs were typically in the range of + 0.004 
L/sec and – 0.004 L/sec, with no general trend in residual values being positively (> 0) or 
negatively (< 0) distributed. However, it is apparent from Figure 3.19 that the highest residual 
values appear to be more densely distributed within the higher observed discharge rates (i.e. > 
0.15 L/sec) and the lower discharge rates at the end of the experimental run (approaching 2 
hours). Despite this supposedly systematic distribution of higher residual errors surrounding the 
peak flow rates (> 0.15 L/sec) and very low flow rates (< 0.01 L/sec) observed during an 
experimental run, the calculated errors between observed and smoothed data are negligible (± 
0.007 L/sec) and represent an insignificant maximum deviation of ± 2.6% of the peak discharge 
value. Therefore, the curve fitting technique applied was deemed to perform satisfactorily and 
be representative of the observed discharge data. 
 Figure 3.21: (a) outflow hydrograph sorted by descending magnitude, and (b) residual plot with 
corresponding discharge values for an example hydrograph (12 u 12 Downstream, Run 1). 
 
(a) 
(b) 
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Ibbitt & O’Donnell (1971) suggest that the statistical fitting procedure which a researcher applies 
to obtain a curve fitting to observed data may affect the values of the fitted parameters. This is 
due to each method of fit placing emphasis on different aspects and thus outputting slightly 
different goodness of fit values. For example, some goodness of fit statistics (e.g. PEP and REE; 
see Table 1 in Appendix A) put more weighting on higher discharges within the hydrograph 
(Litchy et al., 1968). Johnson & Pilgrim (1976) also indicate that the researcher’s subjective 
decision into which method should be used to determine goodness of fit between observed and 
modelled outputs may influence the resultant goodness of fit values outputted. Therefore, as 
recommended by Diskin & Simon (1977) and, more recently by Ritter & Muñoz-Carpena (2013), 
more than one method for the assessment of goodness of fit was considered. Further goodness 
of fit statistics as outlined within Green & Stephenson (1986) and Pattison (2010) were 
calculated once the curve had been fitted to the observational data to assess the performance 
of the fitted curve at representing the observational input data (see Table 1 in Appendix A). 
Although the residual values were useful at expressing the error between predicted and 
observed values, a number of metrics (see Table 1 in Appendix A) provided insight into the 
goodness of fit between observed values and the smoothed curve output. 
Furthermore, the use of goodness of fit statistics allowed a comparison between experimental 
runs of the same scenario (i.e. repeated runs), as well as different scenarios (i.e. varying 
building density) to be made. This was particularly useful in determining whether the scenarios 
differed between each run of the same treatment and whether experimental treatments were 
statistically different (see Section 4.2). Further, the RMSE and Nash-Sutcliffe Efficiency 
Coefficient were used to assess similarity between repeated runs in the control scenario (see 
Chapter 4) and to determine whether any of the treatments examined showed statistical 
differences between a chosen reference simulation, allowing the assessment of whether 
altering model parameters (i.e. rainfall intensity, rainfall duration, building density and layout, 
and permeability coverage and layout) had an influence on the outflow flood hydrograph 
characteristics. 
3.6 Hydrograph statistics 
Using the processed outflow discharge data, hydrograph statistics based on work conducted by 
Isidoro et al. (2013) were extracted to allow statistical comparisons into the timing, magnitude 
and volume of outflow discharges between different physical model surface scenarios. This 
allowed an understanding of how rainfall-runoff responses were altered by different catchment 
conditions within a physical modelling environment. The extracted hydrograph statistics are 
presented visually in Figure 3.22 and summarised in Table 3.5. 
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Figure 3.22: Hydrograph annotated with key hydrograph statistics presented in Table 3.5. 
Table 3.5: Summary and description of hydrograph statistics selected to allow comparisons 
between experimental runs and different physical model scenarios. 
Hydrograph statistic  Description 
Rainfall duration (min) train Duration of static, uniform rainfall applied over the 
physical model surface in minutes 
Discharge start time (sec) tstart Time in seconds into the experiment when any quantity 
of water is registered and recorded as entering the outlet 
tank 
Time to peak (min) tpeak Time interval in minutes from the start of experimentation 
(t = 0) to when the highest discharge (L/min) is recorded 
Peak outflow discharge 
(L/sec) 
Qpeak The highest discharge (L/sec) reading recorded on the 
hydrograph 
Time to end threshold 
discharge (min) 
tend The end of the experimental run in minutes, defined as 
when a threshold level close to the end of 
experimentation is recorded (defined in each set of 
experiments but usually a threshold level of 0.01 L/sec)  
Peak to end (hr) tpeak-end The time interval from when the highest discharge is 
recorded (tpeak) to the end of the experiment (tend) 
Total hydrograph area under 
curve (L) 
VAUC The cumulative volume of water in litres recorded during 
experimentation derived from the area integrated under 
the smoothed hydrograph curve. Discharge was 
converted to litres/hour at each time step to allow volume 
to be calculated as litres (hr u L/hr = L). 
Volume to peak (L) Vpeak The volume of water (L) under the hydrograph curve 
from the start of experiment (t = 0) to the time of peak 
discharge (tpeak).  
Peak to end volume (L) Vend The volume of water (L) under the hydrograph curve 
from the time of peak discharge (tpeak) to the end (tend) 
End of rainfall discharge 
(L/sec) 
Qrain-end The discharge (L/sec) recorded at the end of the uniform 
rainfall event (45 minutes) 
Gradient of rising limb Grrise The gradient of the hydrograph rising limb for the first 
100 data points within the hydrograph time series 
Time 
Ou
tfl
ow
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is
ch
ar
ge
 (Q
/t)
 
Vend 
Vpeak 
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Gr 
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3.7 Instantaneous measurement of physical model water surface elevation 
The following section discusses the programming, instalment and application of an electronic 
hardware sensor (eTape) to measure, record and process water depths contained within the 
physical model plot.  
3.7.1 Instrumentation and programming of hardware 
To measure at-a-point water depth within the physical model, an 8-inch MiloneTech eTape™ 
liquid level sensor was placed on the side of the physical model opposite to the pressure 
regulating valve and rainfall simulator pipe network inlet. The eTape liquid level sensor was 
selected as it provided a low-cost solution to accurately and steadily measure water depth at 
very high spatial (0.25 mm) and temporal (sub-second) resolution. Additionally, the eTape was 
easily interfaced with data logging devices and was less obtrusive when compared to other 
methods such as mechanical floats or pressure transducer gauges. Furthermore, the eTape 
was selected over other pressure-based water level loggers (e.g. Van Walt Diver®) because of 
its accuracy and ability to easily read low water depths (i.e. less than 10 cm) when placed in a 
sump. 
The eTape operates by inferring water depth due to the eTape sensor envelope becoming 
compressed by changes in hydrostatic pressure relating to variations in water depths. This 
results in the sensor resistance output decreasing as the fluid increases in depth, with the 
resistive output being inversely proportional to the height of the liquid in which the sensor is 
immersed. The resistive output of the eTape sensor can then be calibrated using a two-point 
linear calibration, converted into water depth and understood using a data logging device. To 
measure and record the eTape’s resistive output, an Arduino Uno R3 microcontroller board was 
connected to the eTape sensor by linking the eTape’s 4-pin connector to the Arduino Uno’s 
analogue pin A0 with a 560-ohm resistor placed in between to reduce the voltage entering the 
Arduino and prevent fusing of the device.  
An Arduino sketch (code) was created within the Arduino Integrated Development Environment 
(IDE) software to read the resistance value being sent to the Arduino Uno’s analogue serial port 
A0 from the eTape and convert this analogue reading to a water depth value in millimetres (see 
Figure 3.21). The sketch included a two-part calibration component (due to the sensor’s linear 
response) to ensure that the eTape was accurately recording water depth. Calibration took place 
at the projected lowest and highest recordable water depths expected within the physical 
modelling experiments to ensure readings were within the calibration zone.  Additionally, a rapid 
delay between readings of 10 milliseconds was incorporated into the code to ensure water depth 
readings were rapidly written to the COM port to prevent the LabVIEW project from stalling while 
it waited to read an outputted depth (mm) reading.  
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Next, the Arduino sketch was verified and uploaded onto the Arduino microcontroller board via 
computer USB port. The Arduino Uno was left connected to the computer as this provided power 
to the microcontroller and allowed serial communication between the PC and Arduino-eTape 
interface for logging and plotting of data. During experimentation, incoming water depth data 
from the eTape-Arduino interface was plotted and visualised in real time using LabVIEW 
software by National Instruments (see Figure 3.15). As well as plotting the data instantaneously 
on the LabVIEW front panel, data was stored to a .CSV file with the outflow discharge data 
every 5 seconds, the same temporal resolution as the weighing scales, for storage and further 
analyses. 
Figure 3.23: Arduino sketch (code) with two-part, linear calibration component used to read 
and write water depth in millimetres from the eTape water level sensor to the PC COM port, 
allowing water depth to be read by LabVIEW. 
3.7.2 Execution of monitoring equipment 
Because of the eTape liquid level sensor’s 1 inch (25.4 mm) actuation depth, readings below 
25 mm created a flat resistance response and variation in water elevation were unable to be 
accurately detected. To overcome the sensor’s actuation depth and ensure that readings were 
// Title: Arduino code to output water depth measurement in millimeters (mm) using 
eTape 
     
// The value in ohms of the resistor used on the yellow wire 
     #define SERIESRESISTOR 560      
// The analogue pin on the Arduino which the eTape sensor is connected to 
 #define SENSORPIN A0 
 
    void setup(void) { 
      Serial.begin (38400); 
    } 
      
    void loop(void) { 
      float Reading; 
      float level; 
      float Reading2; 
      float WaterDepth; 
      float WaterDepth2; 
      
     Reading = analogRead(SENSORPIN); 
      
//Serial.print("Analog reading "); 
//Serial.println(Reading); 
// Used to convert the analogue readings to a resistance reading 
 Reading2 = (1023 / Reading) - 1.00; 
 Reading2 = SERIESRESISTOR / Reading2; 
// Serial.print("Sensor resistance "); 
// Serial.println(Reading2); 
 
 WaterDepth = map(Reading2, 760.00, 1324.47, 90, 0); 
// Map (Reading2, Highest Depth Resistance, Lowest Depth Resistance, Depth 
Difference, Lowest Depth) – used to map the resistance values to their respective 
water depths (mm) 
//Serial.print("Depth (mm)="); 
 Serial.println(WaterDepth); 
//  WaterDepth=Serial.read(); 
      
      delay(100); 
    } 
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always taken above the sensor’s minimum readable depth, a small Perspex sump/stilling well 
container designed to offset the eTape below the surface of the physical model was constructed 
and attached to the Perspex side panels of the physical model (see Figure 3.24). The eTape 
was offset below the surface by 65 mm to ensure that the water depths recorded were above 
the actuation depth and comfortably within the calibration zone of the eTape sensor. The 
externally constructed container allowed the eTape to be easily mounted and pre-filled with 
water to the base level of the physical model before experimentation, preventing any major 
interference to model functioning. Because the eTape was set to be offset by – 65 mm below 
the physical model surface, the Arduino code was altered to ensure the reading at the physical 
model base level was zero, with increases in depth relative to the physical model surface level 
rather than the bottom of the eTape sensor. 
A removable lid was placed on the enclosure in which the eTape was mounted to prevent 
simulated rainfall from directly entering as any simulated rainfall entering from above the sensor 
may have interfered with the eTape’s vent hole, which was required to remain dry during 
operation to equilibrate with atmospheric pressure. Additionally, the lid and casing ensured that 
the sensor was shielded from being directly impacted by simulated rainfall; simulated rain 
droplets present on the sensor surface may have altered the hydrostatic pressure and 
compressed the sensor envelope slightly which could have led to the sensor outputting an 
incorrect resistance, and thus water depth reading. 
The fabricated enclosure was shown to fill up at the same rate as the water within the physical 
model and no disturbance to physical modelling functioning was observed. An optional 
reference resistor to allow for temperature compensation was not included within the Arduino-
eTape setup because laboratory temperature was not observed to fluctuate drastically during a 
single experimental run. Instead, the eTape’s calibration was checked before each experimental 
run and re-calibrated if necessary to account for temperature fluctuations, if any, between 
experimental runs. Re-calibration was conducted in-situ and involved a linear calibration 
between 65 mm, the base level of the physical model, and 200 mm, a reading close to the top 
of the sensor and above any expected water depth readings. Depths in between these values 
were tested to ensure the sensor was operating correctly and outputting the correct depth value.  
Upon finishing an experimental run, the depth readings (mm) which were written into a .CSV 
file by LabVIEW could be plotted as an at-a-point hydrograph to visualise changes in water 
depth throughout experimentation. As well as creating a hydrograph, a number of statistics were 
extracted from the depth readings to understand how different surface scenarios affected depth 
readings through time within the physical modelling environment and to allow comparisons 
between different scenarios (summarised in Table 3.6). 
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Figure 3.24: Enclosure designed to house the eTape water level depth sensor and offset the 
eTape below the surface of the physical model to overcome the sensor’s actuation depth. The 
enclosure was pre-filled with water up to the physical model base level before each experiment.  
Table 3.6: Summary and description of depth statistics selected to allow comparisons between 
experimental runs and different physical model scenarios. 
Depth statistic  Description  
Maximum depth (mm) dmax The maximum depth (mm) recorded on the eTape water 
level sensor 
Time to max depth (min) tpeak Time taken from start of experiment to reach maximum 
water depth 
Duration of max depth (min) tmax The duration in minutes where water surface elevation 
(mm) remained at its highest level 
Depth at end of rainfall (mm) d45min Depth (mm) at the end of the 45 minute uniform rainfall 
event 
Time to reach 10 mm (min) Tdepth10 Time in minutes to reach depths of 5mm, 10mm, 15mm, 20 
mm, 25 mm, 30 mm etc. within the physical model 
Time to drain tdrain Time in minutes taken to drain the physical model back to a 
depth of 8mm after an experimental run 
3.8 Scenario testing  
Once a large rainfall simulator-based physical modelling environment had been designed, 
constructed and calibrated, a series of controlled laboratory experiments to investigate rainfall-
runoff responses within an urban catchment could be conducted. Because the plot surface of 
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the physical model could be altered to represent different catchment conditions and the input 
simulated rainfall controlled, a number of topographic factors, including: (i) building configuration 
(density and pattern; see Section 3.8.2); (ii) the degree of spatially-varied permeability (see 
Section 3.8.3); and (iii) meteorological factors, such as the influence of storm dynamics (duration 
and intensity; see Section 3.8.4) could be simulated and their influence quantified.  
3.8.1 Control surface scenario 
Firstly, a blank ‘control’ surface scenario with no surface characteristics present (see Table 3.7) 
was studied to allow comparisons and an analysis of the impact of specific factors upon the 
physical model rainfall runoff responses. The blank catchment consisted of a flat, no slope, 
impermeable scenario with no objects placed within the physical model plot surface. Conducting 
a blank, control scenario allowed comparisons to be made and the blank scenario to be used 
as a reference point for other scenarios conducted, allowing a quantitative understanding of the 
extent to which changing surface characteristics (e.g. building density) had upon the resultant 
outflow hydrograph. The blank, control surface scenario was also used to determine whether 
the experimental runs were repeatable and reproducible. 9 experimental runs were conducted 
to determine repeatability of model outputs, allowing an assessment of whether repeats were 
required for the subsequent scenario runs.  
3.8.2 Building scenarios 
Surface water flooding poses a serious hazard to urban areas. An increase in impermeable 
surfaces (e.g. tarmacked/paved surfaces and buildings) and a reduction in vegetated, 
permeable surfaces within urban regions may lead to city regions being at greater surface water 
flood risk when subjected to high intensity precipitation. To investigate the influence of building 
configuration on urban rainfall-runoff responses within the physical modelling environment, over 
230 ‘buildings’ were fabricated. Buildings were represented within the physical modelling 
environment using 10 × 10 × 10 cm autoclaved aerated concrete (‘aircrete’) blocks (see Table 
3.7). Aircrete was selected to manufacture the buildings from predominantly due to its light 
weight; light enough to not put significant strain upon the physical model surface when dense 
building scenarios were being investigated, but also heavy enough to prevent the blocks from 
becoming buoyant when submerged. Despite this, aircrete was observed to be prone to 
absorbing water when submerged because of its porous texture (Ahmed & Kamau, 2017). 
Additionally, weakening of the material was witnessed after wetting the blocks, resulting in the 
building blocks becoming extremely brittle. Therefore, to prevent any of the buildings from 
absorbing or retaining any water and from crumbling after experimentation, all buildings were 
painted with two thick coats of heavy duty waterproof bitumen sealant, a paint used to effectively 
prevent moisture uptake at the base of buildings.  
To determine whether the bitumen coating had successfully waterproofed the buildings, 64 
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buildings were randomly sampled and weighed using the KERN weighing scales. Next, the 64 
buildings were subjected to a 45-minute rainfall simulation run and weighed afterwards to 
compare to the pre-wetting weights and to determine whether any water was absorbed and 
stored within the blocks. Pre- and post-wetting weights for all 64 buildings showed that the 
building blocks did not store or absorb water, with all but seven weight readings remaining 
constant before and after wetting. For the seven readings which had changed before and after 
wetting, four had an increase in weight of 0.01 kg, while three had a decrease in weight of 0.01 
kg. These values were within the manufacturer’s stated reproducibility for the weighing scales 
and were the smallest resolution changes possible using the weighing scales (± 0.01 kg) so 
were unlikely to be caused by changes in the weight of the blocks. 
Building scenarios to be investigated were divided into: (i) density, i.e. the concentration and 
compactness of buildings in a given geographic area (Arnott & MacKinnon, 1977; Yu et al. 2010), 
demonstrating the density of building footprint(s) against the total plot area, and; (ii) 
configuration and placement, i.e. the spatial distribution and layout of building footprint(s) across 
a given catchment area. 
 Building density 
To investigate the influence of building density on rainfall-runoff responses within the physical 
modelling environment in a controlled and systematic way, buildings were placed on the 
physical model surface in a regular, rectangular grid formation. A number of scenarios were 
undertaken to represent an increase in building density across the model catchment surface, 
ranging from sparsely distributed buildings with a 2.77% coverage across the plot surface (5 u 
5 grid; 25 buildings), up to more densely distributed building layouts with a 25% plot coverage 
(15 u 15 grid; 225 buildings). Building density was systematically investigated along a continuum 
to clearly understand the influence which an increasing density of buildings had upon the 
physical model rainfall-runoff response and how outflow discharge and depth within the physical 
model were affected (see Table 3.7). To calculate the spacing to be used between buildings 
under the different building density scenarios, the following formula was applied: 
Spacing = 𝐿𝑡− ∑ 𝐿𝑏
𝐵𝑛+1
      (Eq. 3.5) 
where 𝐿𝑡 is the total length of the physical model, ∑ 𝐿𝑏 is the sum of the lengths of one row of 
buildings present within the scenario, and 𝐵𝑛 is the quantity of buildings present per row. 
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Table 3.7: grid size, building quantity and percentage coverage of building density scenarios 
investigated within the physical modelling environment. 
Building grid 
size 15u15 14u14 13u13 12u12 11u11 10u10 9u9 8u8 7u7 6u6 5u5 
No. of 
buildings 225 196 169 144 121 100 81 64 49 36 25 
Building 
cover (%) 25 21.77 18.77 16 13.44 11.11 9 7.11 5.44 4 2.77 
 Densely distributed     Sparsely distributed 
 
15 u 15 8 u 8 0 u 0 
   
   
225 buildings 64 buildings 0 buildings 
25% coverage 7.11% coverage 0% coverage 
 Building layout 
As well as investigating the density of buildings placed in a regular, rectangular distribution 
across the entirety of the catchment surface, the spatial distribution and placement of buildings 
across the physical model surface (i.e. whether buildings are concentrated, for example, 
upstream or downstream of the physical model outflow) may also influence rainfall-runoff 
responses within the physical modelling environment and thus affect the resultant depth and 
outflow hydrograph characteristics. Therefore, a number of different building layouts were 
investigated, sub-divided into different building densities; sparsely (36 buildings), medium (81 
buildings) and densely distributed (144 buildings) equivalent to the 6 u 6, 9 u 9 and 12 u 12 
regular grid building density scenarios respectively. These included scenarios where buildings 
were distributed and spatially concentrated: (i) upstream; (ii) downstream, and; (iii) to the side 
of the outflow unit, as well as; (iv) in the centre of the physical model surface plot (see Figure 
3.25). 
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Regular grid Upstream Downstream Side of outlet Central 
Figure 3.25: Building layout/distribution scenarios investigated for the 9 u 9 (81 building) 
scenarios. 
3.8.3 Permeability 
Although urban spaces are typically characterised by impermeable surfaces and buildings, 
permeable surfaces are also present within the urban landscape. Permeable elements within a 
typically urban landscape may vary in size, dimension and effective storage capacity and may 
include parks, grasslands, gardens, woods/forests, permeable block pavements, soak-away 
rain gardens (e.g. SuDS), gravel and asphalt surfaces (Department for Communities and Local 
Government, 2009). Although the percentage of permeability varies significantly between and 
within different urban spaces, permeable elements are important within an urban environment 
and affect the hydrological processes occurring within urban areas, especially during the 
occurrence of surface water flood events (see Section 2.3). Using the EU Coordination of 
Information on the Environment (Corine) project dataset, urban areas in the UK appear to be 
made up of approximately 30% permeable elements, encompassing ‘green urban’, ‘farmland’ 
and ‘natural’ elements (BBC, 2017). Thus, consideration of these elements should be 
considered when undertaking any inundation modelling studies. However, inclusion of 
permeable elements is rarely incorporated into the physical modelling of rainfall-runoff 
processes. Isidoro & de Lima (2014) stated that future physical modelling studies interested in 
modelling rainfall-runoff processes should include more complex model parameters, such as 
incorporating permeable elements into the plot surface. However, this has seldom been 
incorporated into physical modelling frameworks. Examples of studies incorporating permeable 
elements into a modelling catchment are illustrated in Roberts & Klingeman (1970), where an 
absorbent double layer of cheesecloth was laid over the surface of the model catchment to 
retain and store water on the surface of the modelling environment, and Black (1970) who used 
a thin layer of sponge to represent permeable soil under varying degrees of saturation (see 
Section 2.6.1). However, both studies do not divulge any further details on the rationale behind 
using these permeable elements within the physical modelling environment.  
Within the research undertaken, cellulose sponge was used to represent permeable surfaces, 
allowing infiltration and surface storage within the physical model domain. Cellulose sponge 
was used as a proxy material to represent soil and vegetated surfaces. In an article focusing on 
whether soils had similar hydrologic properties to cellulose sponge, Richardson & Siccama 
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(2000) investigated the validity of the simile, 'soils are like sponges', demonstrating through 
experimental methods that sponges store and release water in much the same ways that soils 
do, with cellulose sponge having intermediate hydrological characteristics to peat and topsoil 
(see Section 2.4.5). Although Richardson & Siccama (2000) identified that sponge has a 
considerably higher water retention capacity than soil, more than 2.5 times the case for peat 
soils, Richardson & Siccama (2000) did not address the fact that sponge could be scaled 
volumetrically by thickness/depth to account for this additional storage. The properties of 
sponge may therefore be used within physical models to simulate soil storage capacity, which 
may be applicable to use within surface water flood studies. However, through laboratory testing 
of cellulose sponge, although the sponge was able to retain water in a similar manner to soils, 
the release and drainage of water after the sponge had retained water was not comparable to 
soils when the sponge was placed on the physical model plot surface.  
Scaling by storage capacity allows sponge to provide a clean and non-erodible medium to 
investigate runoff and infiltration processes. This highlights the potential benefits of using 
sponge as a proxy material in scaled physical models where soil or other porous media cannot 
be used. The capacity of 20 u 10 cm cellulose sponge samples with thicknesses of 10, 15, 20 
and 25 mm were tested by subjecting them to rainfall events of different duration, presented in 
Figure 3.26. Figure 3.26 shows that all sponge samples of varying thickness become saturated 
to their maximum capacity very quickly into the simulation (< 10 minutes). Therefore, the 
duration of rainfall was reduced accordingly. Figure 3.26 also shows that the wetted capacity is 
a function of the thickness of the cellulose sponge, with an increase in sponge depth resulting 
in an increased wetted storage capacity. When up-scaled to cover the entirety of the plot surface, 
a sponge thickness of 20 mm would have a wetted storage capacity of 133 L, which represents 
a substantial volume of water potentially stored within the permeable elements of the system 
when compared to the total outflow volume during experimentation (typically recorded as around 
650 L during a 45 minute rainfall event and 189 L during a 15 minute rainfall event). Testing of 
the cellulose sponge indicated that the sponge had comparable uptake of water between 
experimental runs, indicating repeatability in the hydrological properties of the sponge between 
experimentation. Further, repetitions of some permeability experiments were conducted to test 
whether sponge was a viable option to simulate permeability within a physical modelling 
environment (see Appendix A). Model outflow discharges were seen to be comparable between 
experiments, indicating the replicability of the sponge for experimentation.  
To test the influence of permeability on physical model outflow hydrographs and depth profiles, 
coverage scenarios of 0%, 20%, 40%, 60%, 80% and 100% permeability (shown in Figure 3.27i). 
Once the coverage scenarios had been conducted, the influence of the layout of permeability 
within the catchment was investigated to determine whether permeable elements were more 
efficient at attenuating surface water flows in different locations within the catchment. Thus, a  
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Figure 3.26: Wetted capacity through time for cellulose sponge samples of varying thickness. 
 
Figure 3.27: Permeability layout scenarios conducted at 60% permeability coverage across the 
entirety of the physical modelling plot surface. N.B. permeable elements are shown in grey, 
whereas impermeable surfaces are shown in white and the cluster scenarios are illustrations 
and not to scale and may not represent 60% coverage.  
variety of layout scenarios were conducted at 60% permeability (see Figure 3.27). Care was 
taken not to obstruct the outlet and all areas were always hydrologically connected to the 
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physical model outlet without having to pass through a permeable element. The small and large 
clusters used to investigate the influence of the size and distribution of permeable spaces in 
urban areas were between 20 u 20 cm to 40 u 40 cm in size for the small clusters scenario, and 
100 u 100 cm to 120 u 120 cm in size for the large cluster scenario. 
3.8.4 Rainfall intensity and duration 
Simulated rainfall was applied over the physical model plot surface at three different pressures: 
18 PSI, 16 PSI and 14 PSI which corresponded to mean plot rainfall intensities of 117 mm/hr, 
109 mm/hr and 95 mm/hr respectively, according to the volumetric method employed in Section 
3.3 (Junior & Siqueira, 2011). 
Although a number of human errors (i.e. errors associated with misreading water quantity values 
and minor errors associated with timing), and laboratory errors (i.e. leakages in the pipe network 
or small fluctuations in input or nozzle output pressure) may have been present, and rainfall 
intensities were shown to be somewhat spatially variable over the plot area (see Section 3.2.5), 
the volumetric method of obtaining flow rate provided an understanding of the mean plot rainfall 
intensity. Additionally, although these rainfall intensities were considerably high when compared 
to rainfall intensities experienced in the United Kingdom during surface water flood events, the 
rainfall intensities applied were thought to be high enough to cause inundation within the 
physical modelling environment, as Noh et al. (2016) states that previous physical modelling 
research (e.g. Lee et al., 2013) found that higher rainfall intensities were required to result in 
plot inundation (see Section 2.8.2) as lower applications of rainfall resulted in difficulties in 
determining trends in the treatments examined within a physical modelling environment. In fact, 
Hall & Wolf (1967) state that using simulated rainfall with an intensity of up to 250 mm/hr is 
sufficient for most rainfall-runoff inquiries undertaken within a laboratory catchment. Further, 
because the rainfall was shown to be repeatable, this allowed model sensitivities to terrestrial 
and meteorological factors to be investigated, as well as the identification of deterministic 
relationships.  
A rainfall duration of 45 minutes was selected for investigations into building density and layout 
as this allowed rainfall intensity trends to be identified. To investigate the influence of rainfall 
duration, experiments with rainfall durations of 5, 10, 15, 20, 25, 30, 45 and 60 minutes were 
used. Within the permeability scenarios, the duration of rainfall duration was scaled back and a 
reduced rainfall duration of 10 minutes was used as the permeable units were shown to become 
saturated at rainfall durations exceeding 10 minutes (see Section 4.5). 
3.9 Experimental design 
When conducting the physical modelling experiments, all terrestrial scenarios were initially 
subjected to a spatially- and temporally-uniform 45 minute simulated rainfall event at 18 PSI 
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which gave a mean simulated rainfall intensity of 117 mm/hr. Each initial experimental run 
consisted of rainfall beginning at the start of experimentation, 0 minutes, and remaining constant 
through time until 45 minutes when the simulated rainfall was switched off and isolated from 
mains water pressure. Although simulated rainfall events finished 45 minutes into 
experimentation, the experimental runs all continued until runoff exiting the physical model 
reached a value of 0.01 L/sec or the length of experimentation was 2 hours; whichever of the 
metrics to define the end of the experiment occurred first.  
To determine whether experimental repeats were required and whether the results obtained 
were comparable and statistically similar between different runs of the same experimental 
treatment, nine repetitions of the blank control scenario were conducted. If repeatability of runs 
was observed then no repeats were conducted in the subsequent experiments undertaken. 
However, if the control surface scenarios indicated large variance between repeated runs then 
a number of repeats would be conducted (see Section 4.2), meaning less experimental 
treatments would be analysed due to time constraints. Repeated runs were conducted for the 
first set of experiments conducted (building density; Section 4.6) but because the experiments 
were shown to be replicable based on these experiments, repeats were not conducted for the 
other experimental treatments. As well as allowing anomalous results to be identified, repetitions 
were initially used to allow statistical correlation to be conducted to determine whether there 
were any significant differences between the means of the hydrograph statistics of each 
experimental treatment. The extracted hydrograph and depth statistics that were repeated from 
each experimental run after curve smoothing were inputted into a one-way analysis of variance 
(ANOVA) model to test the alternative hypothesis (H1; below) and determine whether there were 
any significant differences between the means of each experimental treatment. The ANOVA 
model allowed the assessment of whether any significant differences existed between each of 
the experimental scenarios and whether the independent factors being investigated (e.g. 
building density, permeability etc.) had a significant influence on the outflow and depth 
characteristics within the physical model, to identify whether any deterministic relationships 
were apparent. The null and alternative hypotheses are presented below: 
Null hypothesis (H0): there is no statistically significant difference between the sample sets: x̄1 
- x̄2 = 0; 
Alternative hypothesis (H1): there is a statistically significant difference between the sample 
sets: x̄1 - x̄2 ≠ 0. 
After identifying the hydrograph statistics which showed statistically significant influences from 
changes in the independent factor being investigated using the one-way ANOVA tests, a post-
hoc Tukey-Kramer test could also be used to further examine exactly where the significant 
differences were between the experimental scenarios. 
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3.10 Chapter summary 
In summary, this Chapter has presented the development, design and calibration of a 
laboratory-scaled physical modelling environment which may be implemented to rainfall-runoff 
processes associated with surface water flooding, as well presenting a methodology associated 
with monitoring and logging water depth and physical model outflows. The repeatability of 
simulated rainfall events has been investigated and assessed, with particular focus on the 
uniformity of rainfall between and within experimental runs. Furthermore, metrics for the 
assessment of hydrological results have been developed, allowing comparisons between a 
number of scenarios investigating the influence of key meteorological and terrestrial factors. 
Therefore, this Chapter has achieved Research Objective 1 (see Section 1.2.2 and Figure 1.3), 
which focused on developing a controlled physical model environment suitable for the 
investigation of rainfall-runoff processes, to allow the overarching research aim to be attained.  
The next Chapter presents the results from the physical modelling tests undertaken, allowing 
an evaluation of the influence of key meteorological and terrestrial factors on outflow discharges 
and water surface depths within the physical modelling environment. 
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Chapter 4: Physical modelling results – modelling urban rainfall-runoff 
responses using an experimental, two-tiered physical modelling environment 
 
4.1 Chapter scope 
This Chapter presents the results from the laboratory-based physical rainfall-runoff model 
(introduced in the previous Chapter; Chapter 3) which was used to simulate the influence of a 
number of surface water flood variables on rainfall-runoff responses under depth-driven 
overland flow. Results from a physical model investigation into key terrestrial (e.g. catchment 
permeability and building density and layout) and meteorological factors (rainfall intensity and 
duration) are presented to contribute towards a greater understanding of the drivers of surface 
water flooding and to answer a number of research questions which make up Research 
Objective 2, including: 
 How do meteorological (i.e. storm dynamics, including the intensity and duration of 
rainfall; see Section 2.3.1), and terrestrial (i.e. permeability and the presence, density and layout 
of buildings; see Sections 2.3.2 – 2.3.3) factors affect overland flow and rainfall-runoff processes 
within a physical modelling environment? 
 How can results obtained using a physical modelling platform be up-scaled to represent 
processes operating within the natural environment? 
 What implications do these factors have for real world situations/issues, such as: (i) 
development pressures resulting in widespread urbanisation and reduction of permeable 
surfaces (see Section 2.3.3), (ii) the implementation of sustainable urban drainage systems 
(SuDS) to manage surface water in a more sustainable manner (see Section 2.3.5), and; (iii) 
projected future intensification of precipitation events relating to climatic changes? 
This Chapter consists of 7 sections. The first part of this Chapter (Section 4.2) assesses the 
repeatability and variability within the physical model outputs using the control surface scenario. 
The second part of this Chapter (Sections 4.3 – 4.4) focuses on model sensitivities to 
meteorological factors, concentrating chiefly on rainfall intensity (Section 4.3) and rainfall 
duration (Section 4.4). The next part of this Chapter (Sections 4.5 – 4.6) considers model 
sensitivities to terrestrial factors, relating to changes to the physical plot surface. These include: 
permeability coverage and layout (see Section 4.5), as well as building density and spatial 
configuration (see Section 4.6). The Chapter concludes with an evaluation of the relative 
importance and sensitivities of physical model treatments examined and a discussion of the 
real-world connotations of the physical model treatments examined (see Section 4.7). 
4.2 Control surface – testing of output repeatability and variability 
Figure 4.1 presents the outflow hydrographs for all nine repeated experimental runs of the 
control surface scenario (i.e. a blank physical model surface subjected to 45 minutes of 
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simulated rainfall), demonstrating the repeatability of experiments. Although a small amount of 
variation is present between experimental runs, most noticeable in the higher discharges of the 
hydrograph close to the peak, the general shape, magnitude and timing of the hydrograph is 
retained, showing a steady rise in outflow discharge up to the peak of the flood event at 
approximately 41 minutes, followed by a sharp initial falling limb following the peak (see Figure 
4.1). Thus, experimental runs appear to be reasonably comparable and analogous. Table 4.1 
presents the key hydrograph statistics using the outflow hydrograph data for the control surface 
repetitions, demonstrating observable variances in some of the key components of the outflow 
hydrograph curve. Additionally, Figure 4.2 shows the hydrograph statistics in panelled graphical 
format, which visually demonstrates the variance in the hydrograph statistic variables between 
experimental runs and presents values for the mean, range, standard error (SE), standard 
deviation (SD) and variance (V) of the repetitions. The descriptive statistics presented in Figure 
4.2 demonstrate that many of the hydrograph statistics are relatively constant between 
experimental runs and there is little deviation from the mean, despite natural variations 
associated with relying on physical modelling setups.  
 
Figure 4.1: Outflow flood hydrographs for all repeated experimental runs undertaken for the 
control surface scenario (i.e. blank, no slope catchment subjected to 45 minutes of simulated 
rainfall) to determine repeatability of physical model experimentation.  
Table 4.1: Hydrograph statistics presented for the repetitions of the control surface scenario.  
   Control surface scenario 
 Hydrograph statistics Run 1 Run 2 Run 3 Run 4 Run 5 Run 6 Run 7 Run 8 Run 9 
a Discharge start time (s) 200 185 175 200 170 185 175 195 195 
b Time to peak (min) 40.5 41.0 40.1 41.25 40.9 40.1 40.4 40.3 40.9 
c Peak outflow Q (L/sec) 0.24 0.24 0.23 0.23 0.24 0.23 0.24 0.24 0.25 
d Time to threshold (hr)* 1.92 1.94 1.94 1.92 1.95 1.98 1.98 1.91 1.91 
e Peak to end (hr) 1.24 1.26 1.27 1.23 1.27 1.31 1.31 1.24 1.23 
f Total hydrograph area (L) 119.9 123.3 119.3 116.1 120.9 120.1 122.5 127.3 127.3 
g Gradient of rising limb 0.30 0.31 0.23 0.23 0.24 0.23 0.24 0.25 0.25 
h Volume to peak (L) 65.4 68.9 65.4 64.4 66.8 63.3 66.8 69.7 71.4 
i End of rainfall Q (L/sec) 0.20 0.21 0.19 0.19 0.21 0.20 0.20 0.21 0.21 
*End threshold = 0.01 L/sec 
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The standard error and standard deviation values presented in Figure 4.2 allow an 
understanding of the variance within the dataset, demonstrating that there are only minor 
differences between the experimental runs in most of the hydrograph statistics, as the standard 
error, standard deviation and variance descriptive statistics are relatively low and show 
negligible variation between repeated runs. However, the discharge start time (see Figure 4.2a) 
shows slightly elevated standard error (3.818), standard deviation (11.456) and variance 
(116.667) outputs compared to the other hydrograph statistics. Despite this, the data appears 
to show good repeatability between experimental runs upon analysis of the outputted 
hydrograph statistics. 
   
   
   
Figure 4.2: Hydrograph statistic results plotted against the repetition number (runs 1 – 9) of the 
control surface presented in Table 4.1; (a) discharge start time (tstart; seconds); (b) time to peak 
(tpeak; minutes); (c) peak outflow discharge (Qpeak; L/sec); (d) time to threshold (tend; hours); (e) 
peak to end (tpeak-end; hours); (f) total hydrograph area (VAUC; litres); (g) gradient of rising limb 
(Grad.); (h) volume to peak (Vpeak; litres), and; (i) End of rainfall discharge (Qrain-end; l/sec). N.B. 
vertical axis vary between metrics to allow better visualisation of outflow data. 
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Two performance metrics were used to assess whether the repeated experimental runs were 
statistically comparable in terms of their magnitude and timing to each other. Firstly, the RMSE 
(see Section 3.5) for the discharge of the hydrograph was calculated using the entirety of the 
outflow discharge data (i.e. all 1451 readings recorded at 5 second intervals to simulate the 2 
hour duration of the experiment) for all repeated runs of the control surface scenario when 
compared to a reference simulation to determine whether the hydrographs were comparable 
between each experimental run. Initially, the first experimental run (Run 1) was selected as the 
reference simulation to compare other repetitions to but in practise the run chosen as reference 
is irrelevant as all hydrographs exhibit comparable experimental conditions and treatments. The 
RMSE readings are presented in Figure 4.3a, showing that the differences between each of the 
experimental runs are negligible, with overall RMSE values d 0.007 L/sec (i.e. d 2.8% of the 
peak discharge values recorded and a value less than the 0.01 L/sec ‘end of experiment’ 
threshold) for all experimental runs when compared to the reference run, indicating very good 
repeatability between experimental runs of the same scenario (as a RMSE value of 0 L/sec 
would indicate that the input data is identical). The RMSE metric considers the magnitude of 
data (i.e. discharge) but the Nash-Sutcliffe model efficiency (NSE) coefficient (see Section 3.5) 
can also be used to examine the timing and magnitude of the hydrograph time series. Therefore, 
the Nash-Sutcliffe model efficiency coefficient was also employed to assess the modelled 
performance between the reference run (Run 1) and all other experimental runs (see Figure 
4.3b). All Nash-Sutcliffe coefficient values were > 0.991, indicating an almost perfect match 
between the reference run and all other experimental runs in terms of the discharge and timing 
characteristics of the time series, suggesting a high degree of accuracy and repeatability 
between experimental runs. Secondly, to determine whether all experimental runs showed 
statistical similarities between each other, a matrix analysis of repetitions was also conducted. 
Table 4.2 presents a matrix of all possible combinations of RMSE and NSE values for all the 
experimental runs, indicating high statistical significance and comparability between all nine 
experimental repetitions.  
  
Figure 4.3: (a) RMSE values for overall discharge values in the simulation when each repeated 
run was compared to the reference run (run 1). A RMSE value of 0 L/sec indicates perfect fit 
between both reference and comparison datasets; (b) Nash-Sutcliffe model accuracy coefficient 
values for each experimental run when compared to the reference run (run 1). A NS efficiency 
of 1 corresponds to a perfect fit between reference and compared datasets.  
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Table 4.2: Matrix of RMSE values (below grey divide shown in blue) and Nash-Sutcliffe model 
accuracy efficiency values (above grey divide shown in red) showing similarities between all 
experimental repeats. 
 Run 1 Run 2 Run 3 Run 4 Run 5 Run 6 Run 7 Run 8 Run 9 
Run 1 - 0.998 0.997 0.996 1 0.999 0.999 0.991 0.991 
Run 2 0.003 - 0.995 0.991 0.998 0.996 0.999 0.997 0.997 
Run 3 0.004 0.006 - 0.994 0.996 0.995 0.997 0.989 0.989 
Run 4 0.005 0.008 0.006 - 0.996 0.998 0.993 0.980 0.980 
Run 5 0.002 0.003 0.005 0.005 - 0.999 0.999 0.992 0.992 
Run 6 0.003 0.005 0.005 0.003 0.002 - 0.998 0.989 0.989 
Run 7 0.003 0.003 0.004 0.006 0.002 0.004 - 0.995 0.995 
Run 8 0.007 0.004 0.008 0.011 0.007 0.008 0.006 - 1 
Run 9 0.007 0.004 0.008 0.011 0.007 0.009 0.006 0.001 - 
Once the repeatability of experimental runs had been investigated using the repeated runs of 
the control surface scenario, emphasis could be directed towards the influence of model 
parameters (e.g. meteorological and terrestrial factors) on physical model outputs. The following 
sections in this chapter discuss the model sensitivities to simulated meteorological (i.e. storm 
dynamics, including the intensity and duration of rainfall), and terrestrial (i.e. permeability and 
the presence, density and layout of buildings) factors and discuss the real world implications of 
the scenarios studied. 
4.3 Rainfall intensity 
Urban surface water flooding is typically caused by intense, short-duration bursts of rainfall 
(Kendon et al., 2014) which result in natural or artificial drainage systems becoming 
overwhelmed and excess surface runoff remaining on an urban catchment surface (see Section 
2.3). Therefore, the intensity (Section 4.3.1) and duration (see Section 4.4) of simulated rainfall 
must be considered when simulating surface water flood events within a laboratory catchment. 
4.3.1 Analysis of outflow hydrograph data 
Figure 4.4 shows outflow flood hydrographs for the three rainfall intensity scenarios studied; 95 
mm/hr, 109 mm/hr and 117 mm/hr, relating to rainfall simulator system pressures of 14, 16 and 
18 PSI recorded at the pressure regulating valve respectively (see Section 3.8.4). All scenarios 
were conducted using a simulated rainfall duration of 45 minutes and experiments were 
terminated 2 hours into the simulation. Results show an expected trend in relation to 
intensification in nozzle outflow discharges and demonstrate that increases associated with 
greater volumes of water entering and being stored or transferred within the physical modelling 
environment are observed with greater rainfall intensities. These include an increase in the 
overall outflow volume, higher peak discharges and a more rapid rising limb with an increase in 
rainfall intensity. The overall shape and timing of the hydrograph, including the rising and falling 
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limbs and the timing of the peak discharge value appears to remain similar with an increase in 
rainfall intensity but outflow discharges are amplified with an increase in rainfall intensity, 
reflecting the larger volumes of water entering the physical model. Interestingly, after 
approximately 1 hour into the simulation, all scenarios converge and have comparable 
discharge readings, despite the higher intensity rainfall event having larger peak discharges 
and slightly steeper rising limbs when compared to the lower intensity rainfall event. Therefore, 
the most noticeable differences between rainfall intensity scenarios are observed in the rising 
limb, peak of the hydrograph and immediate falling limb. Conversely, there are negligible 
differences in the falling limb of the hydrograph, especially after 1 hours into the simulation. The 
shape of the outflow hydrograph appears to be indicative of a depth-driven rainfall-runoff 
hydrograph, as the rising limb is more gradual than one generated from slope-driven overland 
flow, such as in Isidoro (2012). Therefore, the results obtained are characteristic of the novel, 
depth-driven overland flow physical modelling environment used. 
  
Figure 4.4: Outflow flood hydrographs for the three different rainfall intensity scenarios studied. 
Inset (i) shows the differences early on in the simulation, expressed numerically in Table 4.1 
and Figure 4.2 as the gradient of the rising limb; (a) shows the rainfall intensity in relation to the 
rainfall simulator pressure at the pressure regulating valve.  
 
Table 4.3 presents a number of key hydrograph statistics using the outflow hydrograph data for 
the rainfall intensity scenarios investigated. Additionally, Figure 4.5 shows the hydrograph 
statistics in panelled graphical format, demonstrating trends in the hydrograph statistics in 
relation to increasing the intensity of rainfall within the physical modelling environment. 
The results from the investigation into the sensitivity to rainfall intensity show a number of trends. 
Firstly, an increase in rainfall intensity can be shown to result in a more rapid discharge start 
time (i.e. the time when the first discharge reading is registered at the outlet) and a slightly more 
rapid time to peak discharge being observed. Further, peak discharges (0.21, 0.23 and 0.24 
L/sec recorded at 14, 16 and 18 PSI [95 mm/hr, 109 mm/hr and 117 mm/hr] scenarios 
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respectively) and the overall hydrograph volume are shown to be greater with an increase in 
rainfall intensity, which would be expected with a greater influx of input rainfall to the physical 
system. Although not apparent from Figure 4.4, increases in rainfall intensity are also shown to 
result in a sharper rising limb of the hydrograph, as demonstrated by the gradient of the rising 
limb hydrograph statistic. The falling limb of the hydrograph is also shown to be attenuated 
under lower rainfall intensity scenarios associated with lower inputs of rainfall, with the peak to 
end statistic demonstrating slightly longer falling limbs under higher intensity rainfall scenarios. 
Overall, all hydrograph statistics presented in Table 4.3 and Figure 4.5 demonstrate clear model 
sensitivities to rainfall intensity within the physical modelling environment, with changes 
associated with an increase in the intensity of rainfall within the physical model replicating the 
expected response to an urban surface water flood event in reality, under numerical simulation 
and in previous physical modelling studies (e.g. Roberts & Klingeman, 1970). 
Table 4.3: Hydrograph statistics for each rainfall intensity scenario investigated. Annotated 
percentage changes indicate change in relation to the lowest rainfall intensity scenario, 95 
mm/hr (14 PSI). The letters relate to the individual hydrograph statistic graphs shown in Figure 
4.5.  
   95 mm/hr 109 mm/hr 117 mm/hr 
 Hydrograph statistics 14 PSI 16 PSI 18 PSI 
a Discharge start time (s) 240 230 175 
b Time to peak (min) 41.41 40.75 41.17 
c Peak outflow discharge (L/sec) 0.21 0.23 0.24 
d Time to end threshold (hr)* 1.93 1.93 1.95 
e Peak to end (hr) 1.24  1.26 1.27 
f Total hydrograph area (L) 107.8 114.9 120.9 
g Gradient of rising limb 0.24 0.29 0.33 
h Volume to peak (L) 59.79 63.48 67.50 
i End of rainfall discharge (L/sec) 0.18 0.19 0.21 
*End threshold = 0.01 L/sec 
The results presented herein support previous physical modelling work undertaken by Roberts 
& Klingeman (1970) who demonstrate in a physical rainfall-runoff model of a fluvial catchment 
that the intensity of a storm event results in a marked difference in the magnitude of the 
discharge of the hydrograph and that, although hydrograph shapes are similar, they are 
proportionately larger at higher rainfall intensities. Additionally, it is demonstrated that the 
intensity of rainfall during a storm is an important determinant of hydrograph shape, especially 
in small basins where streamflow response is most sensitive to variations in intensity. Although 
the example presented in Roberts & Klingeman (1970) is based on a fluvial catchment, 
similarities can be made between the studies as intense rainfall is an important determinant on 
hydrograph shape in urban catchments where the hydrological response is expected to be fairly 
rapid due to the extensive coverage of impermeable surfaces in urban areas resulting in a more 
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rapid movement of runoff through an urban environment (Hall & Wolf, 1967). Therefore, the 
trends may be more pronounced in an urban surface water context to those observed for a 
fluvial case study in Roberts & Klingeman (1970). 
   
   
   
Figure 4.5: Hydrograph statistic results plotted against rainfall intensity for all hydrograph statistics 
presented in Table 4.3; (a) discharge start time (tstart; seconds); (b) time to peak (tpeak; minutes); 
(c) peak outflow discharge (Qpeak; L/sec); (d) time to threshold (tend; hours); (e) peak to end (tpeak-
end; hours); (f) total hydrograph area (VAUC; litres); (g) gradient of rising limb (Grad.); (h) volume to 
peak (Vpeak; litres), and; (i) End of rainfall discharge (Qrain-end; l/sec). N.B. vertical axis vary between 
metrics to allow better visualisation of outflow data. 
4.3.2 Statistical significance of influence of rainfall intensity on physical model outputs 
Since no repetitions of runs were undertaken, statistical analysis (e.g. one-way ANOVA) could 
not be conducted on the physical model outputs. However, it is clear from the data (see Figure 
4.5) that there is an obvious deterministic relationship (i.e. changes in rainfall intensity affect the 
outputs of the physical model outflow) and that increases in rainfall intensity result in significant 
changes in the physical model outflow characteristics (see Section 4.3.1). Because all other 
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model ‘dependent variables’ are kept constant while rainfall intensity (the independent variable 
being investigated) is altered, the physical model results represent changes associated with 
altering rainfall intensity, as the physical model has shown to output statistically significant and 
repeatable outputs (see Section 4.2). Essentially, the physical model is a closed, isolated 
system meaning external variables would not result in any substantial changes to the modelled 
outputs (see Section 4.5.2). Thus, changes in rainfall intensity exhibit a cause and effect 
relationship on the discharge readings recorded at the outflow unit.  It can therefore be assumed 
that more intense rainfall intensities (associated with greater inflow pressures outputted by the 
rainfall simulator) would result in a continuation of the trends shown in Figure 4.4 because only 
the rainfall intensity was altered in the set of experiments conducted. Thus, rainfall intensity is 
shown to result in greater overall volumes of water, more rapid onsets of outflow discharge and 
steeper gradients of the rising limb being observed at the physical model outflow unit.  
However, although there are noticeable trends when studying the outflow hydrograph and the 
extracted hydrograph statistics, these differences do not appear to be as noticeable at the global 
hydrograph level as there are only minor differences between the outflow hydrographs in terms 
of their magnitude and timing upon analysis of the global RMSE1 and Nash-Sutcliffe2 coefficient 
values for the time series (see Table 4.4). However, as there is a clear increase and decrease 
in RMSE and Nash-Sutcliffe coefficient values respectively with an increase in rainfall intensity, 
this demonstrates that rainfall intensity has an influence on the discharge and timings of the 
hydrograph but these differences are not highly sensitive due to an increase in the rainfall 
intensity preserving the general hydrograph shape which would not be fully identified using 
RMSE and Nash-Sutcliffe coefficient value analysis as assessment metrics. Therefore, it can 
be observed that rainfall intensity has an influence on outflow hydrograph characteristics but 
these are expected to be exacerbated at greater rainfall intensities than those presented herein, 
resulting in more significant differences as rainfall intensity is increased. 
Table 4.4: RMSE and Nash-Sutcliffe coefficient values for the rainfall intensity scenarios studied 
compared to a reference simulation (95 mm/hr; 14 PSI). The reference simulation does not have 
any RMSE or NSE values as it cannot be compared to itself.  
 95 mm/hr [14 PSI]* 109 mm/hr [16 PSI] 117 mm/hr [18 PSI] 
RMSE - 0.082 L/sec 0.096 L/sec 
Nash-Sutcliffe - 0.985 0.958 
*reference simulation 
4.3.3 Analysis of water depth measurement data 
Time series of the water depth readings obtained from the eTape monitoring system, situated 
within the physical modelling environment (see Section 3.7) are shown in Figure 4.6 for the 
rainfall intensity scenarios conducted. The results from the water depth analysis show an 
intuitive relationship between rainfall intensity and water depths within the physical model, with 
                                                 
1 RMSE considers the magnitude (i.e. outflow depths), while 2 NSE considers the magnitude and timing of hydrograph depth values 
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higher water depths associated with a higher rainfall intensity throughout the time series, as 
well as a higher maximum water depth at the peak of the rainfall event. The extracted statistics 
depth statistics and plots are presented in Table 4.5 and Figure 4.7. 
 
Figure 4.6: Time series of water depth (mm) within the physical model recorded at the eTape 
monitoring site for rainfall intensity scenarios. N.B. the first 1.5 hours are shown because of the 
development of a fault with the eTape-Arduino interface at 1.6 hours in the 95 mm/hr [14 PSI] 
scenario.  
 
Table 4.5: Depth statistics for each rainfall duration scenario investigated. N.B the time to drain 
statistic was obtained by finding the time at which water dropped to 9 mm in depth.  
  95 mm/hr 109 mm/hr 117 mm/hr 
 Depth statistics 14 PSI 16 PSI 18 PSI 
a Maximum depth (mm) 31.8 35.3 39.8 
b Time to maximum depth (min) 41.0 41.1 41.2 
c Duration of maximum depth (sec) 180 150 135 
d Depth at end of rainfall event (mm) 29.0 31.0 32.6 
e Time to reach 10 mm depth (min) 8.2 7.6 6.0 
f Time to drain (min) 83.3 85.2 88.5 
A number of noticeable observations emerge from studying Table 4.5 and Figure 4.6, notably: 
a) The maximum depth statistic shows a strong linear relationship between rainfall 
intensity and maximum recorded water depths. As rainfall intensity is increased, greater water 
depths are observed within the physical modelling environment. A maximum water depth of 
31.8 mm is recorded within the 95 mm/hr scenario, whereas maximum water depths of 35.3 
mm and 39.8 mm are recorded in the 109 and 117 mm/hr scenarios respectively, representing 
percentage increases of 11% and 25% respectively when compared to the 95 mm/hr rainfall 
intensity scenario; 
b) The time from the start of the experiment to the maximum recorded water depth 
is shown to increase very slightly, but the increment of increase is only 5 seconds between each 
0
15
30
45
0 0.25 0.5 0.75 1 1.25 1.5
De
pt
h 
(m
m
)
Time (hours)
Pressure
14 PSI
16 PSI
18 PSI
+11% +25% 
+0.24% +0.49% 
+12.4% +6.9% 
-25% -17% 
-26.8% -7.3% 
+6.3% +2.4% 
Chapter 4: Physical modelling results 
 126 
experiment. Therefore, although rainfall intensity does appear to influence the maximum rainfall 
depths recorded within the physical model (as shown in Figure 4.7a), the degree to which rainfall 
intensity affects the timing of the maximum flood depth is minimal, with the timing either 
remaining similar between experiments, or rainfall intensity exerting a very weak influence on 
the timing of the peak depth. Therefore, recorded water depths are of greater depth under 
rainfall with a higher intensity but the physical modelling system is seen to experience higher 
water depths within the same amount of time under higher intensity rainfall, as expected;  
   
   
Figure 4.7: Depth statistics obtained from the eTape monitoring system plotted against rainfall 
intensity. N.B. vertical axis vary between metrics to allow better visualisation of depth data. 
c) The duration of the maximum water depth appears to drop quite significantly with an 
increase in the intensity of simulated rainfall applied to the physical modelling system. Durations 
of 180, 150 and 135 seconds are seen in 95, 109 and 117 mm/hr (14, 16, 18 PSI) scenarios 
respectively, showing a sharp decline in the duration of the maximum water depth with an 
increase in the intensity of rainfall. This decrease in the duration of the maximum depth is likely 
to be associated with increases in the maximum depths observed under higher rainfall intensity 
scenarios (see Figure 4.7a) as higher water depths (39.8 mm in the 117 mm/hr [18 PSI] scenario 
compared to 31.8 mm in the 95 mm/hr [14 PSI] scenario) would be expected to be harder to 
sustain and may be lost from the system to the physical model outlet more easily than when 
lower water depths are present; 
d) The depth at the end of the rainfall event shows an increase with rainfall intensity. 
This demonstrates an intuitive relationship between larger volumes of water being applied to 
the physical model. For example, within the 14 PSI scenario when the physical model is 
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subjected to rainfall with an intensity of 95 mm/hr for a fixed duration of 45 minutes, water depths 
within the physical model at 45 minutes are recorded as 29.0 mm. However, when the pressure 
of the rainfall simulator is increased and the nozzles discharge greater volumes of water 
resulting in simulated rainfall intensities of 109 mm/hr [16 PSI] and 117 mm/hr [18 PSI], higher 
water depths (31.0 mm; +6.9% and 32.6 mm; +12.4%) are observed as expected; 
e) The time to reach a water depth threshold of 10 mm is shown to decrease with an 
increase in rainfall intensity, suggesting that water depths increase more rapidly under high 
intensity rainfall due to an increase in the volume of water entering the system (supporting 
trends seen in Figures 4.7a,b); 
f) The time to drain to a water depth of 9 mm following the peak of the rainfall event 
varies with rainfall intensity and the time in which volumes of water within the physical model 
take to drain (i.e. the falling limb of the depth time series) is attenuated and elongated due to 
larger volumes of rainfall flowing through the physical modelling system associated with higher 
rainfall intensities. Within the lowest rainfall intensity scenario studied, water depths take 83.25 
minutes from the start of the experiment to reach a depth of 9 mm. However, at the highest 
rainfall intensity studied, this increases significantly to 88.5 minutes, representing an additional 
5 ¼ minutes (a 6.3% increase in the overall time) to allow water to drain to the same depth. 
4.3.4 Statistical significance of rainfall intensity on water depth measurements 
To determine whether there were any differences in the depth time series between each of the 
rainfall intensity scenarios, the overall RMSE and Nash-Sutcliffe metrics were employed. In 
terms of the magnitude of the flood depths within the physical model, the RMSE shows that 
depths were variable between simulations and a positive deviation away from the 95 mm/hr [14 
PSI] reference simulation of 1.64 mm and 2.92 mm was seen in the 109 mm/hr [16 PSI] and 
117 mm/hr [18 PSI] scenarios respectively, suggesting that rainfall intensity has a relative 
influence on the magnitude of flood depths within the physical model throughout the time series. 
Additionally, the Nash-Sutcliffe coefficient, which gives an idea of the magnitude and timing of 
flood depths through the time series, provided NSE values of 0.95 and 0.73 for the 109 mm/hr 
[16 PSI] and 117 mm/hr [18 PSI] scenarios respectively when compared to the 95 mm/hr [14 
PSI] reference simulation. Although these values display similarities between the reference 
simulation, especially the 16 PSI scenario (0.95) which is close to 1.0 (i.e. perfect resemblance), 
the NSE can be seen to decrease with an increase in the intensity of rainfall and it is clear that 
rainfall intensity does affect the depths within the physical model, but the general shape of the 
hydrograph and the extent of differences in the depths are still relatively similar to the reference 
simulations. Therefore, although there are clear differences between the scenarios (shown in 
Figure 4.6), the changes to the magnitude and timing of the depths are relatively comparable 
and follow similar trends within the investigated range of intensities. However, intensities greater 
than those investigated are likely to show further deviation from the reference simulation.  
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Table 4.6: RMSE and Nash-Sutcliffe coefficient values for the rainfall intensity scenarios studied 
compared to a reference simulation (102 mm/hr; 14 PSI). 
 95 mm/hr [14 PSI]* 109 mm/hr [16 PSI] 117 mm/hr [18 PSI] 
RMSE (mm) - 1.64 2.92 
Nash-Sutcliffe - 0.95 0.73 
*reference simulation 
4.4 Rainfall duration 
The occurrence of urban surface water flooding is also influenced by the duration of rainfall over 
a catchment (see Section 2.3.1), as duration affects the quantity of rainfall if rainfall is uniform 
in time and applied at a constant rate. Therefore, the duration of simulated rainfall within the 
physical modelling environment must be considered when simulating surface water flood 
events. 
4.4.1 Analysis of outflow hydrograph data 
Figure 4.8 presents the results from the outflow flood hydrographs showing the rainfall duration 
scenarios investigated (5 minutes, 10 minutes, 15 minutes, 20 minutes, 30 minutes, 45 minutes 
and 60 minutes of simulated rainfall). Figure 4.8 shows that the immediate rising limb of the 
hydrograph is preserved and similar throughout all scenarios investigated until the rainfall is 
terminated, which is expected as the intensity of the rainfall (see Section 4.3) is constant 
between experimentation. However, the timing, location and magnitude of the peaks and falling 
limbs are different and are influenced by the termination of the simulated rainfall event, as 
expected. From approximately 0.6 hours (36 minutes) onwards, the hydrographs start to see 
some levelling out and plateauing, suggesting that either the model outflow unit is close to its 
maximum drainage capacity (see Section 2.3.3), or that a threshold level between inflows (i.e. 
simulated rainfall) and outflows (i.e. discharge to the model outflow unit) is imminent. However, 
a complete flattening of the hydrograph peak is not observed within any of the experimental 
runs which suggests that this threshold level is not met and simulated rainfall events of longer 
duration (i.e. 90 minutes) may be required to reach this threshold.  
 
Figure 4.8: Outflow flood hydrographs for the different rainfall duration scenarios studied. 
Rainfall durations of 5, 10, 15, 20, 30, 45 and 60 minutes are presented.  
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The extracted hydrograph statistics are presented in Table 4.7 and Figure 4.9, showing the 
trends between altering the duration of simulated rainfall within the physical modelling 
environment. Two statistics were also added for analysis of the rainfall duration experimental 
runs; (i) a gradient statistic for the falling limb (Grfall), to compare the steepness of the immediate 
falling limb following the peak of the rainfall event, and; (ii) a peak to end volume (Vend) statistic 
used to understand changes in the volume of water (L) from the time of peak discharge (tpeak) 
to the end of the experimental run (tend).  
Table 4.7: Hydrograph statistics for each rainfall duration scenario investigated. Annotated 
percentage changes indicate change in relation to the lowest rainfall duration scenario, 5 
minutes. The letters relate to the individual hydrograph statistic graphs shown in Figure 4.9. 
  Rainfall duration (train; minutes) 
  Hydrograph statistics 5 10 15 20 30 45 60 
a Discharge start time (s) 190 190 195 210 195 170 205 
b Time to peak (min) 8.17 10.25 14.42 18.83 27.67 42.00 54.92 
c Peak outflow discharge (L/sec) 0.02 0.06 0.11 0.14 0.20 0.24 0.25 
d Time to end threshold (hr)* 0.47 1.01 1.12 1.44 1.69 1.95 2.13 
e Peak to end (hr) 0.33 0.84 0.88 1.13 1.23 1.25 1.21 
f Total hydrograph area (L) 8.61 18.79 36.13 50.92 79.60 120.86 158.43 
g Gradient of rising limb 0.224 0.339 0.335 0.324 0.318 0.326 0.271 
h Volume to peak (L) 1.05 3.09 7.79 14.59 32.86 69.75 105.76 
i End of rainfall discharge (L/sec) 0.02 0.06 0.10 0.14 0.18 0.21 0.19 
j Gradient of falling limb - 0.037 - 0.146 - 0.280 - 0.445 - 0.663 - 0.827 - 0.792 
k Peak to end volume (L) 3.42 16.05 25.94 34.07 45.11 50.90 52.66 
*End threshold = 0.01 L/sec 
 
 
The general trends observed in each of the hydrograph statistics (Hydrographs a – k) presented 
within Figure 4.9 are discussed in detail below: 
a) The timing of the start of the hydrograph varies slightly, with a range of 40 seconds 
between the highest (210 seconds; 20 minutes of simulated rainfall) and lowest (170 seconds; 45 
minutes of simulated rainfall) scenarios. However, there is little variation between the scenarios 
and most scenarios have an initialisation of hydrograph flow at approximately 190 seconds (mean: 
193.6 seconds). The duration of the rainfall event does not appear to have a discernible influence 
over the start time of flow to the hydrograph and this is likely due to natural variations between 
experiments; 
b) The time to the peak discharge value is shown to vary with an increase in rainfall 
duration, with an increase in the time to reach the peak discharge value associated with a longer 
rainfall duration. This is partly because the peak discharge increases with duration as more input 
rainfall is observed in those scenarios with a longer duration, as seen in Figure 4.9c, meaning the 
peak discharges are higher and thus, more time is required to reach the peak discharge value due 
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to greater volumes of rainfall entering the physical modelling system. The time to the peak 
discharge value increases with an increase in rainfall duration, taking 8.17 minutes for the 5 minute 
rainfall duration scenario, 18.83 minutes for the 20 minute rainfall duration scenario (+ 130.5%) 
and 54.92 minutes for the 60 minute rainfall duration scenario (+ 572.2%); 
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c) The peak outflow discharge is related to Figure 4.9b as discussed above. Peak 
discharge values (L/sec) are shown to increase with an increase in rainfall duration, with a peak 
discharge value of 0.019 L/sec being recorded in the 5 minute rainfall duration scenario, with this 
increasing steadily and relatively linearly to 0.247 L/sec (+ 1200% increase from the 5 minute 
duration scenario) in the 60 minute rainfall duration scenario; 
d) The time to threshold, defined as the time at which the outflow discharge is constantly 
below the expressed threshold level (< 0.01 L/sec), shows that longer experimental times are 
associated with experiments with a greater rainfall duration. This is most likely due to an increase 
in the inflow volume, meaning that a longer time is required to drain the physical model surface 
layer. At 5 minutes, a short time to the threshold level (0.47 hours) is observed. However, this 
gradually increases to 1.01, 1.17, 1.44, 1.69, 1.95 and 2.13 hours in the 10, 15, 20, 30, 45 and 60 
minute scenarios respectively, resulting in an overall percentage increase of 353.2% when 
comparing the 5 minute and 60 minute scenarios;  
e) The time between the peak discharge value (Figure 4.9b) to the time at which the 
experiment ends (Figure 4.9d) is shown to increase in time with an increase in rainfall duration. 
This is due to the larger outflow volumes (see Figure 4.9f) at longer rainfall duration resulting in a 
prolonged and elongated falling limb as it takes longer for the larger volumes of water to be drained 
from the physical model surface layer via the outflow unit; 
f) The total hydrograph area, measured as the volume of outflow discharge (L) under the 
hydrograph curve (also a measure of the total outflow volume during experimentation), shows a 
correlation with increasing the duration of the rainfall event, as the total hydrograph area increases 
as the duration of rainfall is increased. The hydrograph statistic plot shows a steep, quadradic 
relationship between both variables; a total outflow volume of 8.61 litres is observed for the 5 
minute rainfall event. However, this increases by 1,739.65% to 158.43 litres of outflow under the 
60 minute rainfall event. Therefore, larger hydrograph areas associated with the greater volumes 
of inflow rainfall are observed for the longer duration rainfall events; 
g) The gradient of the rising limb shows no strong trends with an increase in rainfall 
duration. The 5 minute rainfall event has a considerably lower gradient (0.224) than the other 
rainfall duration scenarios because the gradient of the rising limb is based on the first 75 data 
points (6.25 minutes) but because the rainfall takes 190 seconds (3.2 minutes) to initiate and the 
rainfall is terminated quickly afterwards, the gradient of the hydrograph is considerably flatter than 
the hydrographs of the other rainfall duration scenarios. The rainfall durations of 10 – 45 minutes 
all have fairly comparable rising limb gradients (0.339 to 0.318; a range of 0.02), as expected as 
the gradient of the rising limb statistic captures the rise of the hydrograph which should be 
comparable between scenarios as all experiments with a rainfall duration greater than 10 minutes 
should be identical. However, the 60 minute rainfall event has a slightly lower gradient (0.271). It 
is unknown why the gradient of the 60 minute rainfall event is lower than the other rainfall events, 
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but the difference is fairly minimal. This difference could have occurred due to a number of 
uncommon factors, including: (i) fluctuations in the pressure of the rainfall simulator piping resulting 
in slightly less rainfall being applied to the physical model surface (which could have been 
disregarded as a factor if monitoring of inflow pressure similar to within Isidoro & de Lima, 2015 
had been conducted); (ii) a slight error in the measurement of the outflow collection containers, 
with discharge readings not being registered properly, or, perhaps due to; (iii) the curve smoothing 
creating a slightly different curve shape early on in the event associated with the sudden onset of 
rainfall. However, it is uncertain why this reduction in gradient of the rising limb occurred in the 60 
minute rainfall duration scenario; 
h) The outflow volume from the start of experimentation to the peak discharge value 
shows an exponential increase in the outflow volume to the peak discharge value with an increase 
in the duration of the rainfall event. This is likely associated with the increases in inflow rainfall to 
the system due to longer experimental times and the physical model being subjected to longer 
durations of rainfall. Between 5 minute and 20 minute durations of rainfall, a 1,289% increase (5 
minutes = 1.05 litres; 20 minutes = 14.59 litres) is observed, whereas this increases to 105.76 
litres in the 60 minute rainfall duration simulation, resulting in a 9,973% increase when compared 
to the 5 minute rainfall duration scenario. The outflow volume up to the peak discharge value is 
strongly influenced by the duration of rainfall, principally because of the larger volumes of water 
applied to the system when a spatiotemporally uniform rainfall event is longer in duration; 
i) The discharge value at time of rainfall termination is shown to vary with the duration of 
the rainfall event, partially because the termination of rainfall is different between experimentation 
due to different durations of rainfall. However, this could also be due to increases in the length of 
simulated rainfall being applied to the physical model resulting in greater volumes of water entering 
the physical model system (see Figure 4.9f). The discharge values recorded when the rainfall is 
terminated closely corresponds with the peak outflow discharge values (see Figure 4.9c); 
j) The gradient of the falling limb shows a decrease in the gradient with an increase in 
rainfall duration. Therefore, longer rainfall durations result in steeper falling limb gradients 
associated with the fall from the higher peak outflow discharges (see Figure 4.9c) observed. The 
5 minute rainfall duration scenario has a gradient of – 0.038 (relatively flat incline from the falling 
limb). However, the falling limb is increasingly pronounced and steeper with an increase in rainfall 
duration (15 minutes = - 0.280; 45 minutes = - 0.827), with scenarios with greater rainfall durations 
showing more steep declines in gradient; 
k) The peak to the end volume shows a similar rising trend to see Figure 4.9h and f, showing 
a rise in the peak to end volume (L) with an increase in duration of the rainfall event, principally 
due to increases in the overall inflow volumes entering the system, represented by see Figure 4.9f. 
The trends identified according to increasing rainfall duration support preliminary work on the 
influence of simulated permeability undertaken by Roberts & Klingeman (1970), who state that it 
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is intuitive that the longer a rainfall of a given intensity lasts, the greater the resulting flood will be 
after simulating 50% and 100% permeability coverage over a portion of a physical model basin 
structure. Roberts & Klingeman (1970) also state that the rising and recession limbs of the 
hydrograph should maintain a general similarity of shape until an equilibrium between inflows and 
outflows is reached or until rainfall is terminated. Although the general shape of the hydrograph is 
maintained, this may be expected within a depth-driven hydrograph where no slope or head is 
driving flow out of the physical model, like within the experimentation undertaken herein.  
4.4.2 Statistical significance of increases in the duration of rainfall on outlet discharges 
Figure 4.10a presents the overall RMSE values for the rainfall duration scenarios compared to the 
reference simulation (5 minute rainfall duration). The trend in discharge RMSE demonstrates that 
there are greater differences in the outputted hydrograph data to the reference simulation as 
rainfall duration increases. RMSE differences are shown to be relatively high (0.13 L/sec) for the 
60 minute rainfall duration scenario, which compares to the peak discharge value of the 20 minute 
rainfall duration scenario (0.14 L/sec). Thus, the RMSE for the hydrograph data demonstrates that 
an increase in rainfall duration results in considerably different hydrograph outputs to those 
scenarios with lower rainfall duration, with these differences becoming more pronounced with an 
increase in the duration of the rainfall event away from the reference simulation. The Nash-Sutcliffe 
coefficient value for the rainfall duration scenarios is also presented in Figure 4.10b. The results 
demonstrate the same trends as seen in Figure 4.10a, exhibiting a decrease in the similarity 
between the reference simulation as rainfall duration increases. This suggests that there are 
distinct differences between the outflow hydrographs with an increase in rainfall, and these 
differences are associated with an increased duration of the rainfall event. Notably, the Nash-
Sutcliffe coefficient values are all negative (as opposed to the positive Nash-Sutcliffe coefficient 
values presented in Figure 4.3 and Table 4.4), indicating that the residual variance is larger than 
the data variance, meaning that there is a considerable difference between the datasets. Thus, 
physical model outputs are shown to be highly sensitive to changes in the duration of rainfall at 
the hydrograph level within the durations examined. Additionally, rainfall duration changes within 
the investigated range of values (5 – 60 minutes of simulated rainfall) are shown to be a more 
significant driver of hydrograph change than within the range of rainfall intensity (95 – 117 mm/hr) 
values investigated (see Section 4.3), demonstrating increased model sensitivities to changes in 
rainfall duration. However, this is an inevitability of increasing the duration of the rainfall, as 
considerably larger volumes of water (158 litres in the 60 minute rainfall event but only 9 litres of 
rainfall within the 5 minute rainfall event) are observed to enter the physical modelling environment, 
thus resulting in significant differences between the outputs of both of the experimental runs. 
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Figure 4.10: (a) Overall calculated RMSE values using the entirety of the outflow discharge data 
for varying rainfall duration scenarios compared to a reference simulation (5 minute rainfall 
duration); (b) Nash-Sutcliffe coefficient values for all rainfall duration scenarios compared to a 
reference simulation (5 minute rainfall duration). 
4.4.3 Analysis of water depth measurement data 
Time series of the water depth readings obtained from the eTape monitoring system (see 
Section 3.7) are shown in Figure 4.11 for the rainfall duration scenarios investigated. The water 
depth results show similar general trends to the results obtained from the outflow hydrograph 
for the rainfall duration experimentation. However, the 60 minute rainfall duration depth time 
series shows a period of approximately 0.3 hours where the depths are stable at 35 mm, 
suggesting that either: (i) depths are unable to exceed 35 mm due an equilibrium between 
inflows (i.e. rainfall) and outflows (i.e. to the outflow unit), or; (ii) the eTape monitoring system 
was unable to record and output water depths greater than 35 mm, despite being calibrated for 
water depths up to 90 mm.  
It is also noticeable that the falling limb of water depths in all scenarios show a slightly ‘stepped’ 
decline in water depth. Validation of the eTape monitoring system showed that outputs gave a 
general overview of the decline in water depths within the physical modelling environment. 
However, the water depth appears to decline in ‘steps’ (especially noticeable in the 15 minute 
rainfall duration time series), which could possibly be due to either: (i) small scale movements 
in water depths (due to the dripping of the rainfall simulator) causing depths to fluctuate by ± 1 
mm, or; (ii) the sensor still being wetted and causing minor fluctuations due to sensors envelope 
registering water depth due to residue water. Despite this, the outputted results give a robust 
indication of water depths within the physical model through time, as these were regularly 
validated using comparisons between manual depth measurements collected at regular 
intervals with the outputted depth measurements displayed on the LabView front panel 
graphical user interface (see Figure 3.13).  
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Figure 4.11: Time series of water depth (mm) recorded at the eTape monitoring site for rainfall 
duration scenarios. 
 
Table 4.8 summarises the depth statistics extracted from the depth time series dataset for all of 
the rainfall duration scenarios, with Figure 4.12 showing the depth statistic results plotted 
against rainfall duration. 
A few noticeable trends are apparent from Table 4.8 and Figure 4.12, showing the influence of 
the duration of rainfall on depths within the physical modelling environment. These include: 
 The maximum depth statistic (see Figure 4.12a) shows an increase with the duration 
of rainfall. This is likely due to similar processes as presented in Section 4.4.1, as an increase 
in rainfall duration results in more inflow to the physical model system, meaning higher water 
depths are able to accumulate within the physical modelling environment before exiting via the 
outflow unit. Maximum depths are observed to increase significantly with an increase in rainfall 
duration; a rainfall duration of 5 minutes results in a maximum depth of 6.0 mm, whereas rainfall 
durations of 10, 20, 45 and 60 minutes result in water depths of 13.4 mm (+123%), 22.3 mm 
(+272%), 33.9 mm (+465%) and 35.3 mm (+488%) respectively; 
 The time to maximum depth statistic (see Figure 4.12b) also shows a similar upward 
trend with rainfall duration, as longer rainfall events were seen to result in greater overall water 
depths. As a result, this appears to have led to the maximum water depth taking longer to reach. 
The time in minutes to reach the maximum water depth changes drastically between 
experimental runs, with the 5 minute rainfall duration scenario taking 120 seconds to reach the 
maximum water depth (6.0 mm). Conversely, the 60 minute rainfall scenario is shown to take 
345 seconds (nearly three times longer) to reach the maximum water depth (35.3 mm);  
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 Again, the depth at the end of the rainfall event (see Figure 4.12d) shows a rising 
trend with a longer duration of rainfall. This is likely due to longer rainfall durations event being 
shown to accumulate higher water depths, thus resulting in greater water depths at the end of 
the rainfall event;  
Table 4.8: Depth statistics for each rainfall duration scenario investigated. N.B the time to drain 
statistic was obtained by finding the time at which water dropped to 3 mm in depth.  
  Rainfall duration (train; minutes) 
  Depth statistics 5 10 15 20 30 45 60 
a Maximum depth (mm) 6.0 13.4 17.1 22.3 27.0 33.9 35.3 
b Time to maximum depth (min) 10.8 11.2 14.5 18.8 27.25 40.83 54.6 
c Duration of maximum depth (sec) 1170 550 415 230 325 230 1270 
d Depth at end of rainfall event (mm) 4.02 13.27 17.09 21.91 25.92 27.86 27.78 
e Time to reach 10 mm depth (min) - 6.8 7.2 9.25 7.3 7.75 8.0 
f Time to drain (min) 35.1 61.9 80.9 87.4 91.4 115.0 116.5 
   
   
Figure 4.12: Depth statistics obtained from the eTape monitoring system plotted against rainfall 
duration. N.B. vertical axis vary between metrics to allow better visualisation of depth data. 
 The time to drain to a water depth of 3 mm (see Figure 4.12f) shows a rising trend, 
implying that it takes longer for water to exit the physical model system and drain to a drying 
depth of 3 mm with an increase in the elapsed time of rainfall. This is likely due to maximum 
water depths (shown in see Figure 4.12a) being considerably lower in scenarios with shorter 
rainfall durations as the overall inflow rainfall volume is considerably less (see Figure 4.11). 
Thus, scenarios with less water present within the system can achieve the drying depth more 
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rapidly due to lower losses of water being required to exit the physical modelling environment 
via the outflow unit; 
 The duration at the maximum water surface elevation (see Figure 4.12c) shows a 
variable response to rainfall duration, with the low (i.e. 5 minute) and high (i.e. 60 minute) rainfall 
durations having considerably higher durations at the peak water depth value than the other 
rainfall duration scenarios investigated. This could be due to the shape of the depth time series 
shown in Figure 4.11, as the 5 minute and 60 minute rainfall duration scenarios are 
characterised by more gentle peaks where the peak depth value appears to be steady and 
prolonged, whereas the other rainfall duration scenarios investigated have more peaky 
maximum depths, characterised by more steep inclines on the falling limb; 
 The time to reach a water depth of 10 mm shows all scenarios have similar timings 
(a range of 1.2 minutes) with the exception of the 20 minute rainfall duration scenario. It is 
expected that all scenarios show comparable times to reach water depths of a 10 mm threshold 
level as the rainfall applied was temporally uniform and comparable, with the exception of the 
duration of the rainfall applied. Therefore, it is not known why the 20 minute rainfall duration 
reaches a water depth of 10 mm quicker (almost 90 seconds when compared to the next highest 
time) than other simulations and this was only discovered after analysis of the hydrograph data, 
so this can be treated as an anomalous result. Despite the anomalous reading at 20 minutes, 
all other timings to reach a water depth of 10 mm are comparable and show similar rising limbs 
of the depth time series (with the exception of the 5 minute rainfall duration scenario which is 
not shown within the analysis as a water depth threshold of 10 mm was never reached, shown 
in Figure 4.12a which shows that the maximum depth recorded within the simulation was 6.0 
mm). 
The results presented herein demonstrate that rainfall duration has a significant influence on 
the water surface elevation profiles and characteristics within the physical model, and that 
substantial differences are apparent between simulations. These changes to depths within the 
physical model are also shown to be more significant than those presented for the rainfall 
intensity scenarios (see Table 4.6), suggesting that rainfall duration has a more significant 
influence on physical model water depth measurements than shown for the range of values 
presented for the rainfall intensity scenarios.  
4.4.4 Statistical significance of rainfall duration changes on physical model water 
depth measurements 
Increases in the elapsed time of rainfall are shown to result in significant influences to physical 
model water depths, as shown in Figure 4.13. The RMSE and NSE metrics demonstrate similar 
trends to those seen in the analysis of rainfall duration changes on outflow discharges, showing 
increasingly less similar water depths in terms of the magnitude and timing of flood depths 
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throughout the entirety of the hydrograph. The scenarios are shown to deviate away from the 
reference simulation (5 minute rainfall duration) with an increase in the duration of the event, 
with the 60 minute rainfall duration having a RMSE value of 18.59 mm, representing a significant 
water depth difference between the reference and the 60 minute rainfall duration simulation. 
Further, the NSE metric shows that the timing and magnitude of the water depths during the 
simulation vary progressively with an intensification in rainfall duration, becoming increasingly 
dissimilar to the reference simulation as the duration of the rainfall duration is lengthened. It is 
also noticeable that all NSE values are negative, indicating that all simulations result in 
significantly different water depths to the reference simulation, as similarities in the timings and 
magnitude of the water depths would output a positive (i.e. 0 – 1) NSE value.   
 
Figure 4.13: (a) Overall calculated RMSE values using the entirety of the eTape water depth 
data for varying rainfall duration scenarios compared to a reference simulation (5 minute rainfall 
duration); (b) Nash-Sutcliffe coefficient values of physical model water depths for all rainfall 
duration scenarios compared to a reference simulation (5 minute rainfall duration). 
4.5 Permeability 
Although urban spaces are typically characterised by impermeable surfaces and building 
elements, permeable spaces (e.g. parks, grasslands, gardens, forests, SuDS, gravelled 
surfaces etc.) are also present within the urban landscape (Department for Communities and 
Local Government, 2009). The percentage of permeability varies significantly between urban 
conurbations, with the EU Corine project estimating that urban spaces within the UK are made 
up of 30% ‘permeable’ areas on average (BBC, 2017). Therefore, permeable surfaces within 
the physical modelling environment must be considered when simulating laboratory-based 
surface water flood events. 
4.5.1 Analysis of outflow hydrograph data – physical model sensitivity to permeability 
coverage changes 
Figure 4.14 shows outflow flood hydrographs for all permeability scenarios investigated along 
a continuum from no permeable elements (0%) to the entire physical model surface area being 
covered with permeable elements (100%). All scenarios were conducted using a simulated 
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rainfall duration of 15 minutes and experiments were terminated 1.2 hours into the simulation, 
a shorter experimental time due to the shorter rainfall event used in the permeability 
experiments, as explained in Section 3.8. Permeability coverage scenarios of 10%, 30%, 50%, 
70% and 90% have been omitted from analysis for clarity of presentation but follow the same 
trends as those permeability scenarios presented (for example, the 10% permeability scenario 
lies between the 0% and 20% permeability scenarios) and can be found in Appendix B. Repeats 
of the permeability experiments were not conducted as the physical model was shown to 
produce repeatable outputs between experimental runs (see Section 4.2) and the uptake of 
water into the permeable sponge units was shown to be repeatable during initial tests (see 
Section 3.8.3). 
Figure 4.14 shows clear attenuation of the outflow hydrograph’s peak and overall outflow 
volume with an increase in permeability, supporting generalised and preliminary findings 
presented in Roberts & Klingeman (1970), where simulated permeability is shown to retard and 
hold-back flows from reaching the outflow, especially when the entirety of the catchment is 
covered. A number of noticeable trends are apparent, including: (i) the steepness of the rising 
limb appears to be reduced and attenuated; (ii) the peak outflow discharge reading is 
significantly decreased and the falling limb of the hydrograph is shown to be less pronounced 
and have a less distinct gradient with an increase in permeable coverage, and; (iii) the overall 
outflow volumes recorded at the outflow hydrograph appear to be noticeably lower in those 
scenarios with a higher coverage of permeable elements due to the aforementioned factors. To 
gain a more in depth understanding of the hydrograph characteristics, Table 4.9 and Figure 
4.15 summarise the extracted outflow hydrograph statistics, which are discussed below. 
 
Figure 4.14: Outflow flood hydrographs for the different permeability scenarios studied. N.B. 
when the entirety of the catchment was covered with permeable elements (100%), no outflow 
discharge was recorded as the permeable elements stored all inflow rainfall within physical 
model plot surface. 
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Table 4.9: Hydrograph statistics for the permeability scenarios investigated. N.B. some 
hydrograph statistics are unavailable for the 100% permeability scenario as no outflow 
discharge was recorded due to the permeable elements absorbing all of the inflow rainfall.  
  Permeability coverage (%) 
  Hydrograph statistics 0 20 40 60 80 100 
a Discharge start time (s) 190 195 235 335 300 † - 
b Time to peak (min) 9.8 9.6 10.7 9.75 11.3 - 
c Peak outflow discharge (L/sec) 0.06 0.05 0.04 0.03 0.02 0 
d Time to end threshold (min)* 69.7 55.75 43.7 32.6 17.4 - 
e Peak to end (min) 59.9 46.2 33.0 22.0 6.1 - 
f Total hydrograph area (L) 20.37 14.83 10.20 5.95 3.08 0 
g Gradient of rising limb 0.344 0.241 0.162 0.036 0.036 0 
h Volume to peak (L) 2.99 2.21 1.47 0.94 0.58 0 
i End of rainfall discharge (L/sec) 0.05 0.04 0.03 0.02 0.01 0 
j Gradient of falling limb -0.140 -0.128 -0.093 -0.082 -0.086 0 
k Peak to end volume (L) 17.45 12.66 8.76 5.04 2.52 0 
*End threshold = 0.008 L/sec; † See Figure 4.15a and subsequent text for explanation on decrease in discharge value 
 
A few noticeable trends associated with an increase in permeability within the physical model 
catchment are revealed in Table 4.9 and Figure 4.15, demonstrating the influence of 
permeability on outflow hydrographs using the physical modelling apparatus. These include:  
a) An increase in the coverage of permeable elements within the physical model is 
generally shown to attenuate the start of discharge to the outflow unit. When no permeable 
elements are present, a discharge start time of 190 seconds (3 minutes and 10 seconds) is 
observed. However, when permeable elements are integrated into the physical model, longer 
discharge start times are observed; 20% permeability results in slightly delayed discharge start 
time of 195 seconds (+ 5 seconds), whereas 40%, 60% and 80% permeability coverage 
scenarios result in discharge start times of 235 seconds (+ 24%), 335 seconds (+ 76%) and 300 
seconds (+ 58%) respectively. Interestingly, the discharge start time at 80% permeability shows 
a slightly shorter discharge start time which does not follow the trend in the other permeability 
coverage scenarios. Upon further inspection, the raw outflow hydrograph data shows a slight 
peak representing the initial inflow of water into one of the collection containers at 300 seconds 
and then no outflow recorded until 340 seconds. Therefore, this decrease in discharge start 
time within the 80% permeability scenario could represent an anomalous starting discharge 
reading caused by a vibration or movement in the laboratory which was registered at the outflow 
unit, causing the weighing scales to erroneously record an outflow discharge incorrectly. Thus, 
an outflow discharge start time of 340 seconds (see [i] in Figure 4.15a) may be more appropriate 
but there is no evidence to support whether this justification is correct. Despite this, the 
discharge start time data shows the attenuation of outflow discharge with an increase in 
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permeability (which can also be seen in Figure 4.14), representing an increased storage 
capacity within the physical model. This is comparable and replicates the expected rainfall-
runoff response in a natural system or within a numerical modelling framework. Surface water 
runoff in highly urbanised areas is characterised by rapid runoff and Hortonian overland flow, 
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results plotted against 
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resulting in prompt delivery of surface water to rivers, catchment outlets and watercourses. 
However, in a more natural, permeable catchment, surface water runoff is attenuated and 
decelerated, resulting in a slower, less pronounced hydrological response (see Figure 2.2) with 
a slower onset of discharge following a rainfall event (i.e. a slowed discharge start time); 
b) The time to peak is variable and doesn’t show a particularly strong upward trend with an 
increase in permeability. However, the time to peak varies very little (1 minutes 48 seconds) 
between the experimental runs. The timing of the peak is perhaps less importance than the peak 
discharge volume, discussed below; 
c) The peak discharge reading shows a strong linear decrease with an increase in catchment 
permeability, representing the attenuation and reduction of the hydrograph peak values shown in 
Figure 4.14 associated with an increase in catchment storage. Within the 0% permeability 
scenario, the highest peak discharge value (0.06 L/sec) is recorded within the permeability set of 
experiments. However, this decreases with an increase in the coverage of permeable elements, 
with the 20%, 40%, 60% and 80% permeability scenarios having peak discharge values of 0.05 
L/sec (-18.3%), 0.04 L/sec (-39.8%) and 0.03 L/sec (-54.4%) respectively. Within the 100% 
permeability scenario, 0 L/sec are recorded because the inflow of simulated rainfall is less than 
the storage capacity of the physical model, and thus no outflow discharge is recorded because the 
permeable elements are able to attenuate flows and effectively prevent any outflow discharge from 
being expelled from the physical model plot surface; 
d) The time to the threshold, representing the time taken to reach a low threshold level of 
0.008 L/sec which represents the timing at which flows are approaching zero, is shown to vary 
significantly with permeability coverage. A decrease in the time to threshold value is apparent with 
an increase in permeability, which is likely due to an increase in permeability resulting in the 
attenuation of peak outflow discharges (see Figure 4.15b) and the total hydrograph area (see 
Figure 4.15f). Thus, lower volumes of water are observed at the outflow unit resulting in less time 
being required to reach the threshold level value. Within the 0% permeability scenario, the time to 
the threshold level of 0.008 L/sec is 69.7 minutes but this shows a sharp, linear decrease with an 
increase in permeability, with times of 55.75 minutes (-20%), 43.7 minutes (-37%), 32.6 minutes 
(-52%) and 17.4 minutes (- 75%) under permeability scenarios of 20%, 40%, 60% and 80% 
respectively; 
e) The time taken from the peak of the hydrograph to the end of the experiment (i.e. the time 
to the threshold value), shows a linear decrease in time taken with an increase permeability, 
demonstrating a decrease in the length of the falling limb to an insignificant level of discharge 
being recorded at the outflow unit with greater permeable coverage within the physical modelling 
plot surface. The time taken from the peak to the end decreases linearly, starting at 60 minutes 
under the no permeability scenario, but decreasing steadily to 46 minutes (-23%), 33 minutes (-
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45%), 22 minutes (-63%) and 6 minutes (-90%) in the 20%, 40%, 60% and 80% permeability 
scenarios respectively; 
f) The volume under the curve shows a strong decrease according to the percentage 
coverage of permeability in the physical modelling environment and permeability is shown to 
strongly affect the total hydrograph area. This is due to the incorporated permeable components 
attenuating and storing volumes of water within the physical model, resulting in less water being 
outputted from the physical modelling environment. Values vary significantly according to 
permeability; 20.37 litres of outflow being observed when no permeable elements are present 
within the physical model, whereas 3.08 litres of outflow are recorded at 80% permeability 
(representing an 84.9% decrease from the no permeability scenario) and no outflow (0 litres) is 
observed when the entirety of the catchment (100%) is covered with permeable elements; 
g) An increase in permeability is shown to result in a sharp and sudden decrease in the 
gradient of the rising limb of the outflow hydrographs due to the influence of the permeable 
components acting to attenuate outflow discharges and slow surface water flows from exiting a 
contained urban catchment. This illustrates similar trends to what would be expected within an 
urban catchment during a surface water flood event in reality. The gradient is shown to decrease 
with an increase in permeability, demonstrating a flattening of the rising limb of the hydrograph; 
when no permeability is incorporated into the physical model, a gradient of 0.344 was reported, 
whereas this decreased to a gradient of 0.036 (a percentage decrease of 90%) when 80% of the 
catchment surface was classified as permeable, representing a more gradual and steady incline 
on the rising limb of the hydrograph; 
h) The volume to the peak shows a similar trend to the total volume of the entire hydrograph, 
with the volume to the peak showing a decrease in volume with an increase in permeability within 
the physical model system, despite the experiments being subjected to comparable rainfall 
conditions. This demonstrates that reduced volumes of water are accumulated and removed at 
the outflow unit due to the influence of permeability on storing surface water and attenuating flows 
recorded at the outflow hydrograph, especially within the rising limb of the hydrograph. The 
baseline simulation where no surface permeability is present (0%) shows a volume to peak reading 
of 2.99 litres. However, the start to peak volumes of water observed under increasing surface 
permeability scenarios appear to decrease in an intuitive and linear manner; with the 20%, 40%, 
60% and 80% permeability scenarios resulting in volumes of 2.21 litres (-26%), 1.47 litres (-51%), 
0.94 litres (-69%) and 0.58 litres (-81%) respectively until no discharge (0 litres) is recorded when 
the entirety of the catchment is classified as permeable. This is also the case for the volumes of 
water accumulated from the peak of the hydrograph to the end of the simulation (see Figure 4.15k) 
which shows a similar linear decrease associated with an increase in permeability coverage. 
However, the volumes of outflow are greater (on average 6 times greater) following the peak of 
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the rainfall event, suggesting that the majority of outflow occurs after the peak, which is visually 
demonstrated in the outflow hydrograph shown in Figure 4.14; 
i) At 15 minutes when the rainfall event is terminated, outflow discharges are shown to vary 
quite significantly and decrease in a linear trend according to increases in percentage permeability 
within the catchment, reflecting the influence of an increase in catchment permeability attenuating 
outflow hydrograph flows; 
j) The gradient of the falling limb appears to be strongly influenced by the percentage 
coverage of permeability within the physical model, suggesting that an increase in permeable 
space results in a more gradual and less abrupt falling limb following the peak of the rainfall event. 
This could be due to a number of factors but is likely due to the fact that the peak of the hydrograph 
is greater in scenarios with less surface permeability and thus, the falling limb will be steeper with 
an increase in outflow discharge. This is perhaps counter to what would be expected within a real-
world environment, as it is likely that an increase in permeability within a catchment would 
attenuate the gradient of the falling limb and result is a prolonged and gradual decline in 
discharges. However, this could either suggest that the permeable elements have reached a 
saturation point following the 15 minute rainfall event, or that the sponge is unable to release water 
in the same way as permeable surfaces in reality and instead retains water until pressure is exerted 
on the sponge to release the stored water. 
4.5.2 Statistical significance of permeability increases on outflow discharge readings 
Repetitions in permeability scenarios were not conducted due to time constraints and due to 
repetitions not being required due to the repeatability of experimentation being proven in Section 
4.2. Thus, meaningful statistical analyses and comparisons were not undertaken between each of 
the scenarios undertaken. However, it is clear from the results presented herein that a 
deterministic relationship between the coverage of permeability the resultant outflow hydrograph 
statistics exists and that increasing permeability coverage results in a change in the rainfall-runoff 
relationships observed at the model outflow unit. This is caused by the presence of permeable 
elements within the plot surface of the physical model acting to modify, store and attenuate surface 
water flows within the physical model interface (Roberts & Klingeman, 1970). This deterministic 
relationship is demonstrated in Figure 4.16, which shows the RMSE and NSE values for the 
different permeable coverages investigated. Figure 4.16a demonstrates that RMSE for discharge 
(L/sec) varies significantly with changes in the coverage of permeable surfaces within the physical 
model, increasing steadily up to 0.03 L/sec (representing differences similar to the peak discharge 
value of the 60% permeability scenario. Further, Figure 4.16b shows the NSE values for the 
permeability scenarios, showing that the 20% and 40% permeability scenarios show positive NSE 
values (0.78 and 0.19 respectively), the 20% permeability has a relatively high statistical similarity 
(0.78) to the 0% reference simulation, whereas the 40% permeability scenario is not statistically 
significant (0.19) to the reference simulation, but there are still some very minor similarities 
Daniel Green 
 145 
between the 40% permeability scenario and the reference simulation because the NSE is positive. 
However, scenarios with a permeability coverage > 60% permeability exhibit negative NSE values, 
suggesting sub-optimal performance against the reference scenario. Thus, those scenarios with 
permeability coverage < 60% are significantly different to the reference scenario, with the 
differences increasing with an increase in permeability. Overall, this indicates that increasing 
permeability within the physical model leads to greater deviations in the magnitude and timing 
characteristics of the outflow discharge readings.  
 
Figure 4.16: (a) Overall calculated RMSE values using the entirety of the outflow hydrograph 
data for the permeability scenarios examined compared to a reference simulation (0% 
permeability); (b) Nash-Sutcliffe coefficient values of physical model outflow discharges for all 
permeability coverage scenarios compared to a reference simulation (0% permeability). 
4.5.3 Outflow hydrograph data – physical model sensitivity to layout of permeable 
elements 
Percentage permeability has been shown to exert a profound influence on the outflow 
hydrographs and surface water depths within the physical modelling setup, with changes in 
permeability coverage being significantly more sensitive than changes to rainfall intensity and 
showing a larger RMSE difference in outflow discharges when compared to those observed in 
the rainfall duration scenarios (see Figures 4.13 and 4.16). However, permeability is rarely 
uniformly distributed in space within an urban environment and is often distributed in varying 
quantities across a spatial domain. Thus, it is important to gain an understanding of whether the 
layout of permeable elements affects modelled outputs, which may act to inform the strategic 
planning and placement of permeable spaces within urban areas to ensure that they have 
maximum hydrological impact at reducing surface water runoff and flows (see Sections 2.3.3 
and 3.8.3). The following Section discusses the influence of permeability layout changes on 
outflow hydrograph discharges, using a variety of layouts of permeability scenarios at an overall 
percentage coverage of 60%, shown in Figure 3.26, including the 60% upstream-focused 
permeability scenario which was presented in Section 4.5.1.  
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Figure 4.17 presents the outflow flood hydrographs for the permeability layout scenarios 
conducted. The hydrographs for permeability show a number of changes with different 
permeability layouts, which are discussed below. 
The most noticeable difference is between the rest of the hydrographs and the scenario where 
the permeable elements are concentrated in the downstream region of the physical model, as 
the downstream scenario has a considerably different hydrograph shape compared to the rest 
of the hydrographs which have fairly typical hydrograph shapes in line with the previous 
experimental treatments conducted. Within the downstream concentrated permeability 
scenario, the start time of discharge to the outlet is noticeably delayed and the rising limb is 
more gradual and steady when compared to the other scenarios. The hydrograph also has a 
significantly diminished peak discharge value (0.006 L/sec, almost 5 times lower than the other 
permeability layout scenarios) and the falling limb is seen to be prolonged and extended at the 
peak discharge value for 0.4 hours, until it progressively recedes in line with the other 
hydrographs for the permeability layout scenarios. The downstream layout scenario also 
appears to be considerably different to the rest of the hydrographs presented at 60% 
permeability in terms of the shape, peak and duration of flows.  
Figure 4.17: Outflow flood hydrographs for the nine different permeability layout scenarios 
studied.  
Table 4.10 and Figure 4.18 show trends in the hydrograph statistics for the permeability layout 
scenarios investigated at 60% catchment coverage. These are briefly discussed in the bullet 
points below. After identifying the trends in the hydrograph statistics, the causation of these 
trends is deliberated to hypothesise the mechanisms for the trends identified. 
 The discharge start time shows variations associated with changes in the spatial 
distribution and layout of permeability within the physical model catchment. Firstly, scenarios 
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where the permeable coverage is concentrated upstream, to the centre, to one side (60%), both 
sides (30% each side) of the outlet, as well as when the permeable spaces are grouped into 
large clusters show the lowest discharge start times, having discharge times of 335 seconds, 
350 seconds, 330 seconds and 365 seconds and 375 seconds respectively. Conversely, those 
scenarios where the permeable elements are concentrated in small clusters, rows across and 
rows downstream of the outlet have higher discharge start times of 435 seconds, 425 seconds 
and 405 seconds respectively, with the downstream concentrated scenario having a 
considerably high discharge start time reading of 555 seconds. Therefore, changes in the layout 
of permeability across the physical model catchment is shown to exert a significant influence on 
discharge start times within the experiments conducted; 
 The time to peak demonstrates that the timing of the peak of the flood event is largely 
unaffected by layout changes and alterations to the spatial distribution of permeability within the 
physical model catchment, and most of the scenarios have relatively comparable time to peak 
values (ranging from 9.5 minutes to 10.2 minutes in the scenarios where permeability of focused 
at the side of the catchment and in large clusters respectively). However, the downstream 
focused permeability scenarios is shown to have a significantly higher time to peak reading, 
taking 14.5 minutes to reach the peak discharge of the flood hydrograph, showing considerable 
variation to the other scenarios analysed; 
Table 4.10: Hydrograph statistics for the permeability layout scenarios investigated at 60% 
catchment coverage. 
  Permeability layout (60%) 
  Hydrograph statistics UpSt† DownSt Centre Side Split sides Small Large Row across Row down 
a Discharge start time (s) 335 555 350 330 365 435 375 425 405 
b Time to peak (min) 9.75 14.5 10.0 9.5 9.8 9.75 10.2 9.75 9.75 
c Peak outflow discharge (L/sec) 0.03 0.0 0.03 0.02 0.02 0.02 0.03 0.02 0.02 
d Time to end threshold (min)* 32.6 - 30.5 23.6 29.0 29.6 32.1 29.7 25.1 
e Peak to end (min) 22.0 - 20.5 14.1 19.2 19.85 21.9 19.95 15.35 
f Total hydrograph area (L) 5.95 2.99 6.26 5.13 5.61 5.80 6.32 5.82 4.42 
g Gradient of rising limb 0.036 0.001 0.025 0.055 0.019 0.005 0.018 0.004 0.001 
h Volume to peak (L) 0.94 0.34 0.85 0.82 0.73 0.60 0.82 0.60 0.64 
i End of rainfall discharge (L/sec) 0.02 0.00 0.03 0.02 0.02 0.02 0.02 0.02 0.02 
j Gradient of falling limb -0.082 -0.002 -0.073 -0.107 -0.064 -0.063 -0.074 -0.060 -0.075 
k Peak to end volume (L) 5.04 - 3.74 2.38 3.26 3.50 3.84 3.49 2.78 
*End threshold = 0.008 L/sec; † denotes the scenario is the ‘default’ permeability scenario used in the previous Section. 
 The peak outflow discharge displays similar trends to the time to peak, showing that 
most scenarios are relatively comparable in terms of their peak discharge values (ranging from 
0.023 L/sec to 0.028 L/sec in the split sides and upstream scenarios respectively). However, 
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the downstream scenario has a substantially lower peak discharge value when compared to the 
other scenarios (0.006 L/sec; 4u less than the upstream scenario); 
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 The time to end threshold shows variation between the permeability scenarios 
investigated. Similar to within the other hydrograph statistics extracted, the downstream 
concentrated permeability scenario appears to be an outlier when compared to the other 
scenarios, as the scenario never technically reaches the end threshold value (0.008 L/sec) as 
the outflow discharge never exceeds 0.006 L/sec due to the prolonged, elongated and 
attenuated flows recorded at the hydrograph. Within the other permeability layout scenarios 
studied, there is some variation apparent between the scenarios, with the time to reach the end 
threshold ranging from 23.6 minutes in the side of outlet permeability scenario, to 32.6 minutes 
in the upstream scenario. It is possible that the upstream focused permeability scenario has the 
longest time to reach the threshold value (and thus a longer active period of the outflow 
hydrograph) because the permeable elements are focused upstream and the downstream 
section of the catchment is able to drain first and then be supplied by extra ‘pseudo-sub-surface’ 
runoff from the permeable elements concentrated in the upstream region of the physical model 
which is situated further from the outlet; 
 The time taken from the peak to end shows some variation between experimentation. 
Firstly, the downstream scenario does not have a reading due to the discharge not declining 
enough to reach the end threshold value (above), meaning the peak to end is elongated and 
prolonged and cannot be quantified as discharges remained steady within the falling limb of the 
hydrograph (for over 2 hours). Within the other layout scenarios analysed, there is also some 
variation present. The upstream and large cluster scenarios appear to have the longest peak to 
end durations (22.0 and 21.9 minutes respectively), possibly due to the permeable elements 
being far enough away from the outlet to maintain a flux of discharge and not block the outlet. 
However, the rows aligned upstream to downstream and the permeable elements focused to 
the side of the physical model system appear to have the lowest peak to end durations. This 
could be because the permeable elements act to guide and direct water towards the outlet unit 
(see Section 4.5.4); 
 The total hydrograph area under the curve metric shows slight variations in the total 
volume of water recorded and logged exiting the physical modelling system. Firstly, the 
downstream scenario shows the lowest volume of water exiting the physical model (2.99 litres) 
via the outflow discharge during the experiment. The next lowest overall volume is within the 
rows aligned upstream to downstream scenario, where 4.42 litres of water are recorded, so the 
downstream scenario has a strong influence on reducing and attenuating the overall volumes 
of water recorded at the outflow unit. Thus, water can be hypothesised to be stored or 
accumulated within the plot surface of the physical model and the downstream permeability 
scenario can be seen as an effective treatment to reduce and slow flows from exiting the outlet 
of the physical modelling system. The other permeability layout treatments show similar 
hydrograph area under curve readings but there is slight deviation in the readings. In particular, 
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the central and large cluster of permeable element scenarios have the highest area under curve 
readings, with 6.26 litres and 6.32 litres being recorded at the physical model outflow 
respectively; 
 The gradient of the rising limb appears to vary quite significantly between permeability 
layout treatments within the physical model. Most noticeably, the downstream concentrated 
permeability layout has a rising limb gradient which is almost horizontal (0.001) due to the 
discharge start time of the scenario being delayed. Thus, the rising limb is impacted and has a 
flat initial response following the start of the experimental run. The gradient of the rising limb in 
the upstream and side of outlet permeability scenarios can be observed to have steep, sharp 
rising limbs (0.036 and 0.055 respectively), while the other layout scenarios appear to have 
relatively gentle, flat rising limbs, possibly due to the delayed start of discharge recorded at the 
outlet; 
 The volume to the peak shows relatively low volumes of water accumulation before 
the peak of the event (< 1 litre) in all of the scenarios. However, the upstream, central and side 
of outlet concentrated permeability scenarios, as well as the large cluster of permeable space 
scenario appear to have the highest volumes of water before the peak of the event (0.94, 0.85, 
0.82 and 0.82 litres respectively). Conversely, the downstream scenario is shown to have a 
reduced volume to peak (0.34 litres), associated with the attenuation of flows seen within the 
other hydrograph statistic measures;  
 The end of rainfall discharge metric is relatively stable and consistent between 
scenarios, ranging of 0.020 to 0.025 L/sec in the upstream concentrated and large cluster 
permeability scenarios respectively. Thus, the layout of permeable spaces within the physical 
modelling catchment doesn’t appear to have a significant influence on any variations in the 
discharge value recorded following the termination of simulated rainfall. However, noticeable 
differences are seen in the downstream scenario, with an end of rainfall discharge of 0.003 
L/sec being recorded (566% less than the second lowest end of rainfall discharge reading, 0.020 
L/sec, recorded in the upstream concentrated permeability scenario). The downstream 
concentrated permeability scenario therefore has an evident influence on any surface water 
runoff traversing through and exiting the physical model setup; 
 The gradient of the falling limb demonstrates a number of interesting differences 
between the permeability layout scenarios investigated. Most noticeably, the downstream 
scenario demonstrates a near level (-0.002) gradient, reflecting the elongated, prolonged and 
attenuated falling limb of the hydrograph. This reveals that flows do not fall following the peak 
of the hydrograph and are instead steadily sustained at a near-peak value following the ‘peak’ 
of the event. The other scenarios show a slight variance in the gradient of the falling limb but 
are typically similar and in the region of -0.073 to -0.060. However, the upstream focused and 
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the side of the outlet focused permeability scenarios appear to have slightly more pronounced 
and steep falling limb gradients (-0.082 and -0.107 respectively), reflecting discharges 
decreasing more rapidly following the peak of the flood event which can be observed within the 
outflow hydrograph presented in Figure 4.17; 
 Finally, the peak to the end volume shows a number of changes with the layout of 
permeable elements within the physical model. As explained previously, the time between the 
peak to the end could not be calculated for the downstream permeability scenario due to 
outflows consistently being lower than the ‘end of experiment threshold level’ of 0.008 L/sec. 
Therefore, the volume of surface water runoff collected at the outflow unit could not be 
calculated. Excluding the downstream concentrated permeability scenario, the upstream peak 
to end volume appears to have a slightly larger volume (5.04 litres) when compared to the other 
scenarios, which range between 2.38 litres and 3.84 litres in the side of outlet and large cluster 
permeability scenarios respectively.  
4.5.4 Causes for variations between permeability layout scenarios 
Firstly, changes in the magnitude, timings and volumes of water entering the physical model 
outlet (see Table 4.10 and Figure 4.18) may be due to blockage effects associated with the 
placement of permeability within the catchment. Although the discharge outlet was never 
blocked or obstructed and all areas of the catchment were always linked via impermeable 
surfaces so water could freely enter the outflow unit, the placement of permeable elements in 
the immediate region around the outlet could have acted to prevent flows from entering the 
outlet and thus attenuating the timing, peak and volume of surface runoff from exiting the 
physical model. For example, this could have occurred in the downstream concentrated 
scenario, where a higher discharge start time (555 seconds; 200 seconds more than within the 
upstream distributed permeability scenario which has a discharge start time of 335 seconds), 
more prolonged time to peak discharge (14.5 minutes, compared to 9.75 minutes in the 
upstream scenario), and a significantly lower peak discharge value (0.0058 L/sec, 4 u less than 
the upstream scenario) were recorded. In this case, the permeable units may have acted to 
constrain flow entering the outlet by providing additional resistance against flow traversing into 
the physical model outlet. 
Further, within the rows across and downstream scenario, the rows across the catchment have 
a higher discharge start time than the rows aligned upstream to downstream within the 
catchment (425 seconds and 405 seconds respectively), which could be as a result of the 
scenario with the rows distributed across the catchment providing additional blockage effects to 
water traversing across the catchment towards the outlet when compared to the rows aligned 
upstream to downstream, which may create a channelling effect to direct flow towards the outlet. 
This might reflect similar mechanisms as seen in SuDs such as swales which are created to 
Chapter 4: Physical modelling results 
 152 
route water towards a drainage outlet. Therefore, some degree of channelisation of the surface 
water flows may be associated with the placement of permeable elements. However, both 
scenarios also provide division and fragmentation of the physical model plot surface, which is 
likely to delay any surface water runoff entering the outflow discharge unit. In comparison, those 
scenarios with lower discharge start times (e.g. upstream, centre, side and split side scenarios) 
are able to traverse across the physical model plot surface with minimal influence from the 
permeable elements, meaning water is able to flow more rapidly without the permeable 
elements creating restrictions or resistance to flow towards the outlet. The upstream scenario 
(which has the lowest discharge start time and a larger volume to peak) illustrates this, as 
permeable elements were concentrated upstream of the outflow so surface runoff falling in the 
centre or downstream areas of the catchment would not interact with any permeable elements 
while traversing towards the outflow unit meaning water is able to flow more rapidly with minimal 
resistance to the outflow unit.  
Secondly, the placement and location of permeable units within the catchment could have an 
influence on the effectiveness and efficiency at which the permeable elements are able to 
attenuate flows at the outflow unit. Those permeable elements closer to the outlet may be more 
effective at attenuating surface water runoff due to receiving additional runoff when compared 
to those areas upstream of the outlet (despite receiving equal contributions of simulated rainfall). 
An increase in the effectiveness of permeable spaces situated at the outflow of the physical 
model may be evident, as surface runoff would be required to interact and flow through areas 
closest to the outflow unit to exit the physical model, whereas those areas upstream of the 
catchment may be less effective at reducing surface water flows because of a lessened 
interaction between those areas upstream of the outlet. This can be demonstrated by comparing 
the discharge start time, time to peak, peak discharge, total volume expelled by the outlet 
(volume under the curve), rising limb gradient and volume to peak metrics, which demonstrate 
that the downstream concentrated permeability scenario has measurements which suggest that 
surface water runoff flows are attenuated in magnitude and delayed in arrival to the outlet of the 
physical model. This is obviously magnified for the downstream scenario, but this effect can 
also be observed slightly on the side of outlet concentrated permeability scenario. 
Additionally, those scenarios with an increased surface area exposed on the edge (i.e. a greater 
edge effect and potential for direct interaction with surface water runoff contained within the 
physical model) may also be more effective at attenuating flows at the outflow unit. This can be 
seen when comparing the small cluster permeability scenario and the larger cluster permeability 
scenario. When compared with the larger clusters of permeable elements, the small clusters of 
permeability result in an increased start time (435 seconds versus 475 seconds), a decreased 
time to peak (9.75 minutes versus 10.2 minutes), a decreased peak discharge (0.024 L/sec 
versus 0.025 L/sec), a decreased overall volume of outflow (5.80 litres versus 6.32 litres), a 
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decreased gradient of the rising limb (0.005 versus 0.018) and a lower volume to the peak (0.60 
litres versus 0.82 litres). This demonstrates that the size of the clusters of permeable elements 
within the physical model has an impact on the outflow discharge characteristics, and that 
multiple small elements are more effective at attenuating surface water flows based on the 
physical modelling experiments undertaken. This could be because the smaller areas of 
permeability are able to more readily interact with adjacent impermeable surfaces (i.e. lateral 
exchanges in runoff, in addition to directly receiving simulated rainfall) when compared to the 
larger permeable units. Whether or not this can be up-scaled to real world scenarios is uncertain 
but this demonstrates that the placement and layout of permeable spaces affects the results 
undertaken within a physical modelling system.  
Finally, the concept of equifinality (i.e. the same final outcome derived from a different set of 
mechanisms, drivers and processes) is also possible within the physical modelling study 
undertaken. Thus, the results obtained may have been produced as a result of quite different 
sets of processes or determinants (i.e. those discussed above or a combination of all factors), 
or due to laboratory effects, meaning that results obtained within the physical model may not be 
up-scalable to real world processes and environments. 
4.5.5 Statistical significance of permeability layout results 
The layout of permeable elements at 60% coverage has been shown to affect the magnitude 
and timing of outflow discharges recorded at the physical modelling outlet. However, it’s worth 
determining whether these relationships are statistically significant. Figure 4.19 presents the 
discharge RMSE and NSE values for the permeability layout scenarios. Because discharges 
exiting the physical model were considerably lower in the 60% permeability coverage layout 
scenarios, the RMSE reflect this in their values (i.e. < 0.01 L/sec). However, it is noticeable that 
the downstream scenario is different in terms of the magnitude of discharges, as this the RMSE 
value is considerably higher than the other layout scenarios (0.009 L/sec). Further, the RMSE 
values presented represent a significant difference in the overall discharge, as 0.009 L/sec 
represents 32% of the highest discharge rate recorded within the 60% permeability scenarios 
(0.028 L/sec; the peak discharge value of the upstream permeability layout scenario). 
Therefore, the downstream concentrated permeability scenario time series is shown to be 
relatively different in terms of the magnitude of discharge readings observed throughout the 
event. Further, the RMSE for the side of outlet and rows aligned upstream to downstream 
scenario show relatively high RMSE values (0.003 and 0.003 L/sec respectively), indicating 
slight differences to the reference upstream scenario. This could be due to the presence of 
permeable elements close to the outlet in the side of outlet permeability scenario, and also due 
to blockage effects within the rows aligned upstream to downstream scenario, acting to 
fragment the physical model plot surface and introduce resistance to flows entering the outlet, 
but these differences could be due to a combination of the factors discussed in Section 4.5.4. 
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The NSE values also show variation between layout scenarios in line with the RMSE plot. Most 
interestingly, the NSE for the downstream scenario is the only reading with a negative (-0.437) 
reading. This indicates that the downstream and upstream concentrated permeability scenario 
hydrographs are not comparable or related, and thus show differences in relation to the 
magnitude and timing of discharge readings observed during the time series. However, all other 
scenarios have relatively high (> 0.8) NSE values, indicating comparable magnitude and timing 
of discharge values throughout the hydrograph time series, corresponding with the RMSE 
results presented in Figure 4.19a. The lowest NSE values (with the exception of the downstream 
scenario) when compared to the reference, upstream concentrated permeability scenario are 
0.820 and 0.862, recorded at the side of outlet and rows aligned upstream to downstream 
scenarios respectively, which still show similarities in terms of the magnitude and timing of the 
flood event to the reference simulation.  
      
Figure 4.19: (a) Overall calculated RMSE values using the entirety of the outflow hydrograph 
data for the permeability layout scenarios examined compared to the reference simulation 
(upstream distributed permeability); (b) Nash-Sutcliffe coefficient values of physical model 
outflow discharges. 
4.5.6 Water depth time series 
An analysis of water depth measurements for the permeability scenario could not be conducted 
for the permeability experiments presented herein because the permeable elements added to 
the physical model were shown to absorb the water from the sump of the eTape monitoring 
system, resulting in the eTape outputting readings lower than what the eTape was calibrated to 
read. For example, a water depth reading of - 15 mm (i.e. below the surface level and outside 
of the calibration zone of the sensor) was recorded at the start of the 60% permeability scenario, 
rather than a reading of 0 mm (level with surface of the physical model). This was only 
discovered upon analysis of the raw data but indicates that increasing the percentage 
permeability of the physical model surface acts to store water and attenuate surface water flows, 
much like what would be expected within reality. Thus, although the outputted results from the 
eTape monitoring system do not provide quantifiable results which are able to be appropriately 
analysed, they do provide an insight on the influence that increasing permeability within the 
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physical model has upon surface water depths, suggesting that surface water depths are 
attenuated and stored within the permeable elements. Thus, a net reduction of water depths 
within the study catchment is observed. This is much like what would be expected within a 
natural or urban environment, as an increase in the permeability of a catchment would reduce 
flood depths by providing storage and attenuation of surface runoff present on the surface of 
the catchment (see Section 2.3.3), supporting the preliminary conclusions made by Roberts & 
Klingeman (1970) in their model catchment. Further, the same would be expected in a numerical 
modelling environment (see Chapter 6), as increasing a drainage or infiltration model parameter 
would act to attenuate and reduce flood depths within the modelled catchment area (e.g. Yu & 
Coulthard, 2015). This effect is likely to be weakened when antecedent moisture conditions are 
considered in the physical modelling environment and the permeable elements are pre-soaked 
before experimentation (Roberts & Klingeman, 1970), resulting in a decrease in the 
effectiveness of permeable elements to attenuate surface flows due to being at a saturated 
capacity before the onset of the experimental run.  
4.6 Building density 
An increase in impermeable surfaces (e.g. tarmacked/paved surfaces and buildings) and a 
reduction in vegetated, permeable surfaces within urban regions may lead to city regions being 
at greater surface water flood risk when subjected to high intensity precipitation. Because 
buildings are a crucial component of the urban fabric of cities and built up areas, their influence 
on surface water flows was simulated within the physical modelling environment. The following 
sections present the results from assessing and quantifying the influence of building density 
and layout on surface water flood outputs within a physical modelling environment.  
4.6.1 Analysis of outflow hydrograph statistics 
Table 4.11 presents the hydrograph statistics for all of the regular grid building density scenarios 
examined (5 u 5, 6 u 6, 7 u 7, 8 u 8, 9 u 9, 10 u 10, 11 u 11, 12 u 12, 13 u 13, 14 u 14 and 15 u 
15), presented in Table 3.7 and discussed in Section 3.8.2. Further, the hydrograph statistics 
with three repetitions are presented graphically in Figure 4.20 to show the trends associated 
with increasing building density on each of the individual hydrograph statistics. Although some 
trends are ambiguous without undertaking statistical analyses, there are some obvious trends 
associated with increasing building density shown in Figure 4.20. These include: 
 The discharge start time (see Figure 4.20a), which shows a slight decrease in the start 
time of outflow discharge from the physical model with an increase in building density. This 
could be associated with the displacement of flows within the surface of the physical model, or 
could be due to the buildings acting to direct and channelise flow out of the physical model 
outlet. This is occasionally observed in very densely distributed scenarios simulated in 
numerical models, with buildings acting to speed up the flood wave by routing and guiding water 
towards surface water flood hotspots or outlets (see Section 6.6.3); 
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 The time to reach the threshold value (see Figure 4.20d) of 0.01 L/sec at the outflow 
unit appears to have a very strong, linear downward trend associated with an increase in 
building density within the physical modelling environment, decreasing steadily from 1.91 hours 
in the 5 u 5 building density scenario to 1.64 hours in the 15 u 15 building density scenario. This 
supports the results presented for the static rainfall hydrographs presented within Isidoro et al. 
(2012b), as higher density building scenarios are shown to reach lower outflow discharges much 
more rapidly following the peak of the flood event. However, this could be due to the operation 
of different runoff mechanisms because the physical modelling system presented within Isidoro 
et al. (2012b) is from a slope-driven overland flow physical model, whereas the physical model 
presented herein relies on water depth-driven surface runoff. There is also very little variation 
present between scenarios, demonstrating the repeatability of experimentation (see Section 
4.2) and also inferring that the time to reach the threshold value is influenced by the density of 
buildings within the physical model urban catchment; 
 The peak to the end (see Figure 4.20e) shows a clear decreasing trend in the time 
taken from the peak of the flood event to the end of the flood event (i.e. to reach the threshold 
value of 0.01 L/sec) with an increase in building density. Within the 5 u 5 building grid scenario, 
a mean peak to end time of 1.23 hours is observed, while this decreases steadily and linearly 
to a mean peak to end time of 0.99 hours within the 15 u 15 grid scenario, representing a - 
19.5% decrease in the duration between the peak to the end between the building density 
scenarios. Therefore, the 15 u 15 building grid scenario has a peak to end duration which is 
0.24 hours (14 ½ minutes) less than that within the 5 u 5 building grid scenario, representing a 
significantly shorter falling limb of the hydrograph. Additionally, it is interesting to note that there 
is very little variance in the peak to end readings within the repetitions, suggesting a steady 
influence of building density on the peak to end hydrograph statistic; 
 The gradient of the rising limb (see Figure 4.20g) shows a clear increase in steepness 
with an increase in building density, suggesting that larger volumes of water enter the outflow 
unit more rapidly (see volume to peak below). Although there is some variance in the gradient 
of the rising limb readings, there is a clear increase in the steepness of the rising limb with an 
increase in building density. This shows a reverse trend to that shown in Isidoro et al. (2012b) 
where the steepness of the rising limb is shown to be reduced by increasing building density, 
resulting in a weaker hydrological response when no buildings are present as the buildings are 
able to slow runoff from traversing across a catchment. In comparison, the results presented 
here show a faster hydrological response to increasing building density, with buildings acting to 
channelise, route and divert flows downstream more rapidly along the gaps between buildings. 
This demonstrates the varying influence which buildings may have on a catchment’s 
hydrological  response and demonstrates the importance of considering  buildings when 
modelling rainfall-runoff processes in a physical modelling environment;
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Table 4.11: Hydrograph statistics for regular building grid scenarios, showing the three repeated runs to allow statistical significance testing. N.B. the 
10 u 10 regular building grid scenario only has two runs due a corruption error in the data file after experimentation.  
  Regular building grid 
 Hydrograph statistics 5 u 5 6 u 6 7 u 7 8 u 8 9 u 9 10 u 10 11 u 11 12 u 12 13 u 13 14 u 14 15 u 15 
a Discharge start time (s) 170 
185 
190 
 
165 
180 
190 
 
175 
175 
180 
 
180 
180 
215 
 
180 
200 
180 
 
160 
165 
- 
 
175 
180 
200 
 
155 
160 
165 
 
165 
165 
170 
 
170 
165 
175 
 
160 
145 
145 
 
b Time to peak (min) 40.3 
40.8 
40.4 
 
41.7 
40.7 
39.3 
 
41.1 
40.8 
40.6 
 
40.8 
40.6 
41.0 
 
40.5 
40.8 
41.4 
 
41.8 
42.8 
- 
 
40.3 
39.8 
40.7 
 
40.3 
40.3 
40.5 
 
40.6 
40.2 
40.2 
 
40.1 
40.1 
40.3 
 
40.3 
40.3 
38.7 
 
c Peak outflow Q (L/sec) 0.26 
0.24 
0.26 
 
0.25 
0.24 
0.25 
 
0.26 
0.24 
0.26 
 
0.27 
0.27 
0.26 
 
0.25 
0.25 
0.25 
 
0.26 
0.26 
- 
 
0.27 
0.25 
0.25 
 
0.26 
0.27 
0.23 
 
0.25 
0.25 
0.26 
 
0.26 
0.27 
0.27 
 
0.26 
0.27 
0.26 
 
d Time to threshold (hr)* 1.90 
1.90 
1.91 
 
1.89 
1.88 
1.89 
 
1.89 
1.85 
1.87 
 
1.86 
1.83 
1.85 
 
1.82 
1.82 
1.82 
 
1.76 
1.82 
- 
 
1.77 
1.76 
1.77 
 
1.72 
1.76 
1.75 
 
1.71 
1.67 
1.67 
 
1.67 
1.66 
1.68 
 
1.66 
1.65 
1.64 
 
e Peak to end (hr) 1.23 
1.22 
1.24 
1.19 
1.20 
1.24 
 
1.21 
1.17 
1.19 
1.15 
1.16 
1.17 
 
1.14 
1.14 
1.13 
 
1.06 
1.11 
- 
 
1.10 
1.10 
1.09 
 
1.05 
1.09 
1.07 
 
1.03 
1.00 
1.00 
 
1.00 
0.99 
1.01 
 
0.99 
0.98 
0.99 
 
f Total hydrograph area (L) 125.8 
123.6 
132.2 
 
129.4 
120.2 
125.6 
 
132.0 
121.4 
130.7 
 
131.2 
133.1 
129.8 
 
126.1 
125.1 
125.6 
 
127.3 
131.3 
- 
 
133.1 
120.5 
119.0 
 
128.3 
133.4 
116.5 
 
127.2 
124.3 
129.2 
 
127.9 
130.4 
128.5 
 
127.2 
134.8 
130.7 
 
g Gradient of rising limb 0.331 
0.311 
0.357 
 
0.382 
0.351 
0.362 
 
0.375 
0.356 
0.368 
 
0.364 
0.384 
0.358 
 
0.387 
0.339 
0.359 
 
0.418 
0.406 
- 
 
0.405 
0.369 
0.308 
 
0.427 
0.433 
0.365 
 
0.424 
0.419 
0.438 
 
0.464 
0.464 
0.437 
 
0.450 
0.513 
0.535 
 
h Volume to peak (L) 70.78 
69.92 
75.55 
 
77.16 
68.88 
66.34 
 
78.02 
69.99 
75.75 
 
77.32 
78.39 
76.56 
 
74.08 
73.74 
75.21 
 
79.91 
82.04 
- 
 
79.76 
70.35 
69.60 
 
77.74 
81.02 
69.57 
 
78.39 
76.33 
80.12 
 
79.62 
81.96 
79.32 
 
80.12 
86.41 
79.33 
 
i End of rainfall Q (L/sec) 0.207 
0.208 
0.216 
0.214 
0.194 
0.212 
0.216 
0.198 
0.213 
0.214 
0.215 
0.215 
0.205 
0.206 
0.206 
0.202 
0.236 
- 
0.214 
0.191 
0.202 
0.206 
0.214 
0.189 
0.207 
0.200 
0.206 
0.201 
0.206 
0.207 
0.202 
0.213 
0.196 
*End threshold = 0.01 L/sec 
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 There does not appear to be a strong trend associated with increasing the density of 
buildings on the peak discharge value (see Figure 4.20c), but a very slight increase in peak 
values is noticeable between the 5 u 5 and 15 u 15 building density scenarios, showing a faster, 
more rapid hydrological response with an increase in building density associated with the 
channelling effect of buildings within the physical model.  Interestingly, this contrasts with the 
results presented within Isidoro et al. (2012b) for the static rainfall events, where increases in 
building density are shown to reduce peak discharges observed within the physical modelling 
environment. This is likely due to the differences in runoff generation, with the physical model 
presented herein being affected by the depth of water. Thus, the displacement effects exhibited 
by buildings may act to increase the hydrological response of the physical model. 
 The volume to the peak (see Figure 4.20h) is shown to increase steadily with an 
increase in the density of buildings within the physical model catchment. Again, there is some 
variance between repeated runs but there is a clear upward trend in the volume to peak with 
increasing building density, suggesting that more buildings within the physical model catchment 
cause water to enter the outflow unit and be lost from the physical modelling plot surface more 
rapidly and in greater volumes. 
Although these trends can be identified within the plots shown in Figure 4.20, some statistical 
testing can be conducted due to the repetitions which were undertaken to determine whether 
the relationships and trends are statistically significant and whether building density does have 
an influence on the individual characteristics of the outflow hydrographs.  
4.6.2 Statistical significance of building density changes on outflow hydrograph 
characteristics 
To determine whether increasing building quantity and density in a regular grid pattern within 
the physical model affected the selected hydrograph statistics, a one-way ANOVA test was 
conducted on each of the hydrograph statistics (see Appendix B). The one-way ANOVA test 
revealed that changes in building grid layout led to a number of statistically significant influences 
on a few hydrograph statistics, which meant that the null hypothesis (H0: that there were no 
statistically significant differences between the sample sets and the data between groups does 
not vary between building scenarios: x̄1 – x̄2 = 0) could be rejected and the alternative hypothesis 
(H1: that there were statistically significant differences between the sample sets: x̄1 – x̄2 z 0) 
could be accepted, meaning that changes in the regular grid building density scenarios had a 
significant influence on outflow flood characteristics from the physical model. Altering the regular 
grid layout of buildings was shown to have a highly significant influence on: (i) discharge start 
times [F(10,21) = 4.478, p = 0.001]; (ii) the time to peak [F(10,21) = 3.155, p = 0.013]; (iii) the 
time to reach the threshold value (0.01 L/sec) at the end of the experiment [F(10,21) = 90.52, 
p = 0.000]; (iv) the duration from the peak to the end of experiment [F(10,21) = 81.9, p = 
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0.000]; (v) the gradient of the rising limb [F(10,21) = 9.887, p = 0.000], and; (vi) the volume 
to peak [F(10,21) = 2.799, p = 0.023] hydrograph statistics. Much of these hydrograph statistics 
were shown to have very high significance values with outputted p values much lower than the 
p < 0.05 threshold level, indicating high confidence (> 98%) that there were differences in the 
hydrograph statistic values between experimental treatments. However, the results from the 
one-way ANOVA test suggested that building grid layout and increases in building density did 
not have any significant influences on: (i) peak outflow discharges [F(10,21) = 0.958, p = 
0.505]; (ii) the total hydrograph area [F(10,21) = 0.710, p = 0.706], and; (iii) the discharge at 
the end of the rainfall event [F(10,21) = 0.794, p = 0.634].  
A Tukey-Kramer post-hoc test was used on those hydrograph statistics that indicated having a 
statistically significant influence from changes in building density within the one-way ANOVA 
tests to examine exactly where the significant differences were between the experimental 
scenarios. The results are discussed below: 
 Discharge start time: the Tukey-Kramer test indicated that differences greater than the 
Tukey-Kramer minimum significant difference value (30.446 seconds) existed between the 5 u 
5 scenario and the 15 u 15 grid scenario, the 8 u 8 grid scenario and the 12 u 12 and 15 u 15 
grid scenarios, the 9 u 9 grid scenario and the 15 u 15 grid scenario, and the 11 u 11 grid 
scenario and the 15 u 15 grid scenario. Therefore, the presence of buildings within the physical 
modelling environment is shown to exert a statistically significant influence on discharge start 
time between the scenarios highlighted above, but differences between the other building 
density scenarios may be random and due to chance. Still, building density has been shown to 
have an influence on discharge start times and there is a relatively negative overall trend 
associated with increasing the density of buildings within the physical model. This is shown in 
Table 4.12, with the statistically significant results highlighted in red. 
Table 4.12: Tukey-Kramer table showing the significant differences between building grid 
scenarios (shown in red) for the discharge start time hydrograph statistic. Values in grey show 
the minimum significant difference values which need to be exceeded in the actual difference 
to show statistically significant differences between scenarios. 
  Tukey-Kramer minimum significant difference values (hr) 
  5 u 5 6 u 6 7 u 7 8 u 8 9 u 9 10 u 10 11 u 11 12 u 12 13 u 13 14 u 14 15 u 15 
Ac
tu
al
 d
iff
er
en
ce
 (h
r) 
5 u 5 - 30.45 30.45 30.45 30.45 34.04 30.45 30.45 30.45 30.45 30.45 
6 u 6 3.33  - 30.45 30.45 30.45 34.04 30.45 30.45 30.45 30.45 30.45 
7 u 7 5.00 1.667  - 30.45 30.45 34.04 30.45 30.45 30.45 30.45 30.45 
8 u 8 10.00  13.33  15.00  - 30.45 34.04 30.45 30.45 30.45 30.45 30.45 
9 u 9 5.00  8.33  10.00  5.00  - 34.04 30.45 30.45 30.45 30.45 30.45 
10 u 10 19.17  15.83  14.17  29.17  24.17  - 34.05 34.04 34.04 34.04 34.04 
11 u 11 3.33  6.67  8.33  6.67  1.667  22.50  - 30.45 30.45 30.45 30.45 
12 u 12 21.67  18.33  16.67  31.67* 26.67  2.50  25.00 - 30.45 30.45 30.45 
13 u 13 15.00  11.67  10.00  25.00  20.00  4.17  18.33  6.67  - 30.45 30.45 
14 u 14 11.67  8.33  6.67  21.67  16.67  7.50  15.00  10.00  3.33  - 30.45 
15 u 15 31.67* 28.33  26.67  41.67* 36.67* 12.50  35.00* 10.00  16.67  20.00  - 
 Time to reach the threshold value: the Tukey-Kramer test indicated that differences 
greater than the Tukey-Kramer minimum significant difference value (0.0479 hours) existed 
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between much of the experimental runs (shown in Table 4.13). However, some experiments 
were not shown to have significant differences between groups (i.e. those adjacent scenarios, 
such as the 5 u 5 and 6 u 6 building grid scenarios). Although there were no observable 
differences between the scenarios and the actual differences were shown to be lower than the 
minimum significant difference values, these were very close to being significant in some cases, 
and there was a clear observable increase in the difference between scenarios with lower and 
higher building densities (see Table 4.13a). Table 4.13a shows a transect comparing the 5 u 5 
building grid scenario with all other scenarios investigated. The 6 u 6 and 7 u 7 building grid 
scenarios were shown to be different to the 5 u 5 grid scenario (actual differences of 0.017 and 
0.033 hours respectively) but the observed differences were shown to be less than the Tukey-
Kramer minimum significant difference value (0.0479 hours), so the differences identified were 
not defined as statistically significant. However, the differences were shown to increase with an 
increase in building density, and all building grid scenarios > 8 u 8 were shown to be statistically 
significant (indicated in red), with an actual difference value greater than the minimum 
significant difference (shown in grey). This demonstrates that building density has an influence 
on the time to reach the threshold value and that the relationship shown in Figure 4.20d (that 
an increase in the number of buildings in the regular grid placement results in a shorter falling 
limb and a decrease in the time taken to achieve a discharge threshold level of 0.01 L/sec at 
the falling limb of the hydrograph) is statistically significant. 
Table 4.13: Tukey-Kramer table showing the significant differences between building grid 
scenarios (shown in red) for the time to reach the threshold value (0.01 L/sec) hydrograph 
statistic. Table 4.Xa shows that differences increase with an increase in building grid density.  
  Tukey-Kramer minimum significant difference values (hr) 
  5 u 5 6 u 6 7 u 7 8 u 8 9 u 9 10 u 10 11 u 11 12 u 12 13 u 13 14 u 14 15 u 15 
Ac
tu
al
 d
iff
er
en
ce
 (h
r) 
5 u 5 - 0.05 0.048 0.048 0.048 0.05 0.05 0.05 0.05 0.05 0.04 
6 u 6 0.017 - 0.048 0.048 0.048 0.05 0.05 0.05 0.05 0.05 0.04 
7 u 7 0.033 0.02 - 0.048 0.048 0.05 0.05 0.05 0.05 0.05 0.04 
8 u 8 0.057* 0.04 0.02 - 0.048 0.05 0.05 0.05 0.05 0.05 0.04 
9 u 9 0.083* 0.07* 0.05* 0.027 - 0.05 0.05 0.05 0.05 0.05 0.04 
10 u 10 0.113* 0.10* 0.08* 0.06* 0.03 - 0.05 0.05 0.05 0.05 0.05 
11 u 11 0.137* 0.12* 0.10* 0.08* 0.05* 0.02 - 0.05 0.05 0.05 0.04 
12 u 12 0.160* 0.14* 0.13* 0.10* 0.08* 0.05 0.02 - 0.05 0.05 0.04 
13 u 13 0.220* 0.20* 0.19* 0.16* 0.14* 0.11* 0.08* 0.06* - 0.05 0.04 
14 u 14 0.233* 0.22* 0.20* 0.18* 0.15* 0.12* 0.10* 0.07* 0.01 - 0.04 
15 u 15 0.253* 0.24* 0.22* 0.20* 0.17* 0.14* 0.12* 0.09* 0.03 0.02 - 
 
 
 
 
 Duration from peak to the end of the experiment: The post-hoc Tukey-
Kramer test (shown in Table 4.14) to assess the significance between building grid increases 
and the duration from the peak to the end of the experiment shows a similar trend to the results 
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7 building grids are different to the 5 u 5 grid scenario 
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density, and all scenarios from 8 u 8 and above are 
statistically significant (actual difference > minimum 
significant difference). 
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for the time to reach the threshold level statistic discussed above, demonstrating that an 
increase in the building grid layout scenarios (i.e. the number of buildings present within the 
physical modelling environment) leads to statistically significant shorter peak to end times (and 
thus, a shorter hydrograph falling limb); 
Table 4.14: Tukey-Kramer table showing the significant differences between building grid 
scenarios (shown in red) for the duration from the peak to the end of the experiment hydrograph 
statistic. 
  Tukey-Kramer minimum significant difference values (hr) 
  5 u 5 6 u 6 7 u 7 8 u 8 9 u 9 10 u 10 11 u 11 12 u 12 13 u 13 14 u 14 15 u 15 
Ac
tu
al
 d
iff
er
en
ce
 (h
r) 
5 u 5 - 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 
6 u 6 0.02 - 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 
7 u 7  0.04  0.02  - 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 
8 u 8 0.07* 0.05* 0.03  - 0.05 0.05 0.05 0.05 0.05 0.05 0.05 
9 u 9 0.09* 0.07* 0.05* 0.02  - 0.05 0.05 0.05 0.05 0.05 0.05 
10 u 10 0.15* 0.13* 0.11* 0.08* 0.05  - 0.05 0.05 0.05 0.05 0.05 
11 u 11 0.13* 0.11* 0.09* 0.06* 0.00  0.01  - 0.05 0.05 0.05 0.05 
12 u 12 0.16* 0.14* 0.12* 0.09* 0.07* 0.02  0.03  - 0.05 0.05 0.05 
13 u 13 0.22* 0.20* 0.18* 0.15* 0.13* 0.08* 0.09* 0.06* - 0.05 0.05 
14 u 14 0.23* 0.21* 0.19* 0.16* 0.14* 0.09* 0.10* 0.07* 0.01  - 0.05 
15 u 15 0.24* 0.22* 0.20* 0.17* 0.15* 0.10* 0.11* 0.08* 0.02  0.01 - 
 Gradient of the rising limb: The post-hoc Tukey-Kramer test to examine the 
significance between building density scenarios and their influence on the gradient of the rising 
limb (see Table 4.15) shows that only a few scenarios show statistically significant differences 
from one another (i.e. the higher building density scenarios > 13 u 13 tend to have significant 
differences to the other density groups) and there is not a particularly clear rising trend in 
dissimilarity like observed within the other hydrograph variables; 
Table 4.15: Tukey-Kramer table showing the significant differences between building grid 
scenarios (shown in red) for the gradient of the rising limb hydrograph statistic. 
  Tukey-Kramer minimum significant difference values (hr) 
  5 u 5 6 u 6 7 u 7 8 u 8 9 u 9 10 u 10 11 u 11 12 u 12 13 u 13 14 u 14 15 u 15 
Ac
tu
al
 d
iff
er
en
ce
 (h
r) 
5 u 5 - 0.08 0.08 0.08 0.08 0.09 0.08 0.08 0.08 0.08 0.08 
6 u 6 0.03  - 0.08 0.08 0.08 0.09 0.08 0.08 0.08 0.08 0.08 
7 u 7 0.03  0.00 - 0.08 0.08 0.09 0.08 0.08 0.08 0.08 0.08 
8 u 8 0.04  0.00  0.00  - 0.08 0.09 0.08 0.08 0.08 0.08 0.08 
9 u 9 0.03  0.00  0.01 0.01  - 0.09 0.08 0.08 0.08 0.08 0.08 
10 u 10 0.08  0.05  0.05  0.04 0.05 - 0.09 0.09 0.08 0.09 0.09 
11 u 11 0.03  0.00  0.01  0.01  0.00  0.05  - 0.08 0.08 0.08 0.08 
12 u 12 0.08  0.04  0.04  0.04  0.05  0.00  0.05  - 0.08 0.08 0.08 
13 u 13 0.09* 0.06  0.06  0.06  0.07  0.02  0.07  0.02  - 0.08 0.08 
14 u 14 0.12* 0.09* 0.09* 0.09* 0.09* 0.04  0.09* 0.05  0.03  - 0.08 
15 u 15 0.17* 0.13* 0.13* 0.13* 0.14* 0.09*  0.14* 0.09* 0.07  0.04  - 
 Volume to peak: The post-hoc Tukey-Kramer test to examine the significance 
between building density scenarios and their influence on the overall volume of discharge to the 
peak value of the hydrograph presented in Table 4.16 shows that only the 6 u 6 and 15 u 15 
building density scenarios show statistically significant differences and, although all other 
scenarios result in differences in the volume to peak values, these are not above the Tukey-
Kramer minimum significant difference value and are thus not statistically significant. 
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Table 4.16: Tukey-Kramer table showing the significant differences between building grid 
scenarios (shown in red) for the volume to peak hydrograph statistic. 
  Tukey-Kramer minimum significant difference values (hr) 
  5 u 5 6 u 6 7 u 7 8 u 8 9 u 9 10 u 10 11 u 11 12 u 12 13 u 13 14 u 14 15 u 15 
Ac
tu
al
 d
iff
er
en
ce
 (h
r) 
5 u 5 - 11.03 11.03 11.03 11.03 12.33 11.03 11.03 11.03 11.03 11.03 
6 u 6 1.29 - 11.03 11.03 11.03 12.33 11.03 11.03 11.03 11.03 11.03 
7 u 7 2.50  3.79  - 11.03 11.03 12.33 11.03 11.03 11.03 11.03 11.03 
8 u 8 5.34  6.63  2.84  - 11.03 12.33 11.03 11.03 11.03 11.03 11.03 
9 u 9 2.26  3.55  0.24  3.08  - 12.33 11.03 11.03 11.03 11.03 11.03 
10 u 10 8.89 10.18  6.39  3.55  6.63  - 12.33 12.33 12.33 12.33 12.33 
11 u 11 1.15  2.44  1.35  4.19  1.11  7.74  - 11.03 11.03 11.03 11.03 
12 u 12 4.03  5.32  1.52  1.31  1.77  4.87  2.87  - 11.03 11.03 11.03 
13 u 13 6.20  7.49  3.69  0.86  3.94  2.70  5.04  2.17 - 11.03 11.03 
14 u 14 8.22  9.51  5.71  2.88  5.96  0.68  7.06  4.19  2.02  - 11.03 
15 u 15 9.87  11.16* 7.37  4.53  7.61  0.98 8.72  5.84  3.67  1.65 - 
Using a one-way ANOVA and subsequent Tukey-Kramer tests has demonstrated that increases 
in building density and quantity result in the outflow discharge characteristics of the physical 
model changing significantly, with some hydrograph statistics showing statistically significant 
differences associated with altering the density of buildings within the physical model. This 
demonstrates that building density has a deterministic influence on some modelled outflow 
discharge characteristics. However, although hydrograph statistics are shown to be influenced 
by building density changes, some statistics (e.g. volume to peak) do not show strong changes 
in their magnitude with an increase in building density and, although they are shown to be 
statistically significant within the one-way ANOVA testing, the significant differences are not 
directly associated with increases in building density, only variations within the building density 
scenarios. These changes may be due to buildings altering the runoff and lateral flows of water 
across the physical model plot towards the outflow unit. However, the differences in runoff may 
also be due to the presence of buildings acting to displace water, resulting in different volumes 
associated with higher numbers of buildings on the plot surface. 
4.6.3 Building layout 
It is important to understand whether the layout, distribution and configuration of buildings within 
the physical model plot area results in changes in the outflow characteristics. Therefore, 
upstream, downstream and side of outlet scenarios were conducted and simulated at 6 u 6 and 
12 u 12 building densities. Table 4.17 and Figure 4.21 present the extracted hydrograph 
statistics from the experimental runs undertaken, demonstrating a number of differences 
associated with building density when comparing the hydrograph statistic plots for the 6 u 6 and 
12 u 12 scenarios (supporting the building density results presented in Section 4.6). Further, 
the hydrograph statistics for the building layout scenarios do not reveal any distinct and 
noticeable variations between building layout scenarios, both in the 6 u 6 and 12 u 12 building 
grid scenarios. Some subtle trends do appear to exist. For example, the time to start appears 
to be lower in the distributed grid and densely distributed central grid layouts, when compared 
to the upstream, downstream and side of outlet concentrated building scenarios. Further, some 
layout scenarios appear to have more variation than others. This is demonstrated in the total 
hydrograph area (see Figure 4.21f), which shows that the regular gridded and central focused 
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building scenarios appear to output more variation than within the upstream, downstream and 
side of outlet focused building density scenarios. However, it is uncertain whether the variations 
and trends are due to dissimilarities within the experimental runs or whether the layout of 
buildings is directly causing differences in the outflow hydrograph characteristics.  
Table 4.17: Hydrograph statistics for the building layout scenarios investigated. 6 u 6 (36 
building) and 12 u 12 (144 building) grid scenarios were investigated, with buildings focused in 
the upstream, downstream and centre of the catchment, as well as the side of the outlet. A 
regular grid scenario, as presented in Section 4.6.1 was also used within the analysis.  
  Building layout scenarios 
  6 u 6 (36 buildings) 12 u 12 (144 buildings) 
  Hydrograph statistics Grid† US DS Side Central Grid† US DS Side Central 
a Discharge start time (s) 
 
165 
180 
190 
 
 
210 
190 
205 
 
 
170 
195 
195 
 
 
200 
205 
195 
 
170 
185 
195 
 
155 
160 
165 
 
 
175 
215 
185 
 
 
175 
165 
175 
 
 
135 
180 
175 
 
 
160 
170 
175 
 
b Time to peak (m) 
41.7 
40.7 
39.3 
 
41.5 
42.0 
41.0 
 
41.7 
41.0 
41.1 
 
41.1 
41.0 
41.0 
 
41.2 
40.8 
40.5 
 
40.3 
40.3 
40.5 
 
40.8 
40.6 
40.9 
 
40.7 
40.8 
40.8 
 
40.7 
40.7 
40.9 
 
40.3 
40.7 
40.7 
 
c Peak outflow Q (L/s) 
0.254 
0.237 
0.248 
 
0.255 
0.256 
0.288 
 
0.249 
0.249 
0.254 
 
0.256 
0.256 
0.260 
 
0.254 
0.237 
0.251 
 
0.256 
0.268 
0.233 
 
0.260 
0.255 
0.259 
 
0.258 
0.259 
0.257 
 
0.261 
0.261 
0.258 
 
0.256 
0.268 
0.233 
 
d Time to threshold (m) * 
113.4 
112.8 
113.4 
 
115.5 
115.9 
114.8 
 
114.5 
110.3 
114.9 
 
111.9 
115.7 
116.0 
 
113.6 
113.1 
110.6 
 
103.2 
105.6 
105.0 
 
105.7 
106.0 
106.2 
 
105.5 
102.9 
106.2 
 
107.2 
107.0 
105.6 
 
102.9 
105.4 
105.1 
 
e Peak to end (m) 
71.4 
72.0 
74.4 
 
74.0 
73.9 
73.8 
 
72.8 
69.3 
73.8 
 
70.8 
74.7 
75.0 
 
72.4 
72.3 
70.1 
 
64 
65.4 
64.2 
 
64.9 
65.4 
65.3 
 
64.8 
62.1 
65.4 
 
66.5 
66.3 
64.7 
 
62.6 
64.7 
64.4 
 
f Total hydrograph (L) 
129.39 
120.23 
125.57 
 
128.48 
129.49 
130.09 
 
125.91 
125.44 
128.36 
 
129.11 
128.86 
131.63 
 
129.31 
120.19 
125.04 
 
128.34 
133.41 
116.48 
 
129.82 
128.00 
128.78 
 
129.95 
128.75 
128.30 
 
131.18 
130.66 
128.62 
 
128.28 
133.36 
116.45 
 
g Gradient of rising limb 
0.382 
0.351 
0.362 
 
0.350 
0.342 
0.369 
 
0.354 
0.352 
0.367 
 
0.362 
0.354 
0.377 
 
0.386 
0.365 
0.382 
 
0.427 
0.433 
0.365 
 
0.419 
0.415 
0.318 
 
0.446 
0.426 
0.408 
 
0.438 
0.426 
0.419 
 
0.445 
0.449 
0.378 
 
h Volume to peak (L) 
77.16 
68.88 
66.34 
 
75.84 
77.52 
75.87 
 
74.44 
72.93 
74.88 
 
75.49 
74.61 
76.39 
 
75.86 
69.31 
69.47 
 
77.74 
81.02 
69.57 
 
79.85 
78.13 
78.98 
 
79.99 
79.51 
78.98 
 
81.05 
79.81 
79.02 
 
77.71 
82.56 
70.01 
 
i End of rainfall Q (L/s) 
0.21 
0.19 
0.21 
 
0.21 
0.22 
0.21 
 
0.21 
0.21 
0.21 
 
0.21 
0.21 
0.22 
 
0.21 
0.20 
0.21 
 
0.21 
0.21 
0.19 
 
0.21 
0.20 
0.21 
 
0.21 
0.21 
0.21 
 
0.21 
0.21 
0.21 
 
0.21 
0.21 
0.19 
 
j Gradient of falling limb 
-0.916 
-0.746 
-0.411 
 
-0.903 
-0.985 
-0.914 
 
-0.941 
-0.849 
-0.894 
 
-0.891 
-0.880 
-0.869 
 
-0.851 
-0.779 
-0.647 
 
-0.822 
-0.865 
-0.744 
 
-0.954 
-0.902 
-0.967 
 
-0.924 
-0.970 
-0.940 
 
-0.987 
-0.909 
-0.954 
 
-0.822 
-1.000 
-0.782 
 
k Peak to end volume (L) 
51.71 
50.75 
58.77 
52.31 
51.68 
53.82 
51.05 
51.72 
53.09 
52.96 
53.93 
54.98 
52.92 
50.28 
54.74 
49.33 
51.24 
45.70 
48.81 
48.73 
48.69 
48.80 
47.96 
48.30 
49.06 
49.79 
48.40 
49.30 
49.65 
45.23 
† Refers to regular grid scenario presented in Section 4.6.1; *End threshold = 0.01 L/sec 
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To investigate whether any statistically significant variations existed between the building layout 
scenarios, one-way ANOVA tests were conducted on all layout scenarios for the 6 u 6 and 12 
u 12 building density scenarios. The ANOVA tests undertaken for both 6 u 6 and 12 u 12 building 
density layout scenarios demonstrated that no statistically significant differences (p > 0.05) 
existed, meaning that no changes were associated with altering the layout of buildings within 
the physical model catchment, for all of hydrograph statistics apart from the time to peak within 
the 144 building density layout scenarios (p = 0.024). A post-hoc Tukey-Kramer test confirmed 
that statistically significant differences existed in the time to peak (min) value between the 
regular grid building layout scenario and the upstream, downstream and side of outlet 
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Figure 4.21: Building layout 
hydrograph statistic results 
plotted for the building scenario. 
Grid refers to the regular grid 
layout investigated in Section 
4.17. Markers in black refer to 
the 6 u 6 building grid (i.e. 36 
buildings), while markers in red 
refer to those using a 12 u 12 
building grid (i.e. 144 buildings). 
(i) 
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concentrated building scenarios, suggesting that the regular grid building layout scenario had a 
statistically different time to peak (min) than all other scenarios apart from the centrally focused 
building density scenario, which is perhaps the most similar scenario in terms of layout (see 
Figure 4.21i). This could be due to layout changes influencing the time taken to reach the peak 
discharge value, with the regular grid scenario resulting in a shorter time to peak than the other 
scenarios, which is not observed within the 36 building density scenarios because the density 
is too low. However, this difference could also be down to chance and changes in building 
density may not be responsible for affecting the time to peak within the 144 building density 
layout scenarios investigated. 
Table 4.18: Results from a one-way ANOVA test to determine whether statistically significant 
differences existed between the hydrograph statistic readings with changes in the layout of 
buildings within the physical model for 36 building density (i.e. 6 u 6) and 144 building density 
(i.e. 12 u 12) scenarios. N.B. p values < 0.05 are indicated in red, indicating statistically 
significant differences possibly influenced by the layout of buildings.  
  Hydrograph statistics 36 building density 144 building density 
a Discharge start time (s) [F(4,10) = 2.437, p = 0.116] [F(4,10) = 1.989 , p = 0.172] 
b Time to peak (min) [F(4,10) = 1.011, p = 0.447] [F(4,10) = 4.500 , p = 0.024] 
c Peak outflow Q (L/sec) [F(4,10) = 1.986, p = 0.173] [F(4,10) = 0.296 , p = 0.874] 
d Time to threshold (min)* [F(4,10) = 1.436, p = 0.292] [F(4,10) = 1.809 , p = 0.204] 
e Peak to end (min) [F(4,10) = 0.941, p = 0.479] [F(4,10) = 1.602 , p = 0.248] 
f Total hydrograph (L) [F(4,10) = 1.757, p = 0.214] [F(4,10) = 0.340 , p = 0.845] 
g Gradient of rising limb [F(4,10) = 1.635, p = 0.240] [F(4,10) = 0.768 , p = 0.570] 
h Volume to peak (L) [F(4,10) = 1.831, p = 0.200] [F(4,10) = 0.576 , p = 0.686] 
i End of rainfall Q (L/sec) [F(4,10) = 0.502, p = 0.736] [F(4,10) = 0.346 , p = 0.841] 
j Gradient of falling limb [F(4,10) = 1.939, p = 0.180] [F(4,10) = 2.782 , p = 0.086] 
k Peak to end volume (L) [F(4,10) = 0.387, p = 0.813] [F(4,10) = 0.162 , p = 0.953] 
4.7 Evaluating the relative importance and sensitivities of physical model treatments 
examined 
Although an independent analysis of each individual factor affecting rainfall-runoff responses 
within the physical modelling system has been conducted, it is important to understand the 
relative importance and sensitivities of each of the factors to determine which factor has the 
largest influence on modelled outputs. This can be done by comparing the RMSE and NSE 
values for each of the physical model treatments examined (rainfall intensity, see Table 4.4; 
rainfall duration, see Figure 4.10; permeability coverage, see Figure 4.16, summarised in Table 
4.19), which indicates that changes in the range of rainfall intensities investigated produce 
relatively minor changes in RMSE (< 0.096 L/sec) and NSE (> 0.958) values when compared 
to the reference scenario. However, more significant differences are observed within the 
permeability scenarios (RMSE values up to 0.028 L/sec; NSE values as low as -2.49) and 
rainfall durations scenarios (RMSE values up to 0.13 L/sec; NSE value as low as -620.04). This 
demonstrates higher physical model outflow sensitivity to alterations in the duration of rainfall 
within the range of parameter values investigated. Nevertheless, all factors are shown to 
influence rainfall-runoff responses within the physical model.   
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Table 4.19: Summary table of RMSE and Nash-Sutcliffe coefficient values for rainfall intensity, 
rainfall duration and permeability coverage scenarios.  
 Max observed RMSE value Max observed Nash-Sutcliffe value 
Rainfall intensity 0.096 L/sec 0.958 
Rainfall duration 0.13 L/sec -620.04 
Permeability coverage 0.028 L/sec -2.49 
To gain a combined and relative understanding of the sensitivities of physical model treatments 
and to quantify the influence of each of the factors in relation to each other, the percentage 
change in the output value for each of the hydrograph statistics in relation to the reference 
simulation values (shown in the appropriate tables as percentage increases [+X%] or decreases 
[-Y%]) can be plotted against the percentage change in the treatment examined in relation to the 
reference simulation (i.e. the percentage increase in the coverage of buildings or permeability 
coverage, or an increase in duration or intensity when compared to the baseline simulation; see 
Table 4.20). This could only be conducted for those factors which showed numerical and 
quantifiable increases and could not be used to determine the influence of categorical factors. 
Thus, the sensitivity of changes in rainfall intensity, duration, permeability coverage (%) and 
building density were investigated, but the sensitivities of the categorical factors (permeability 
layout and building spatial distribution) were not assessed. Figure 4.22 presents the sensitivity 
of the simulated model variables, with Table 4.20 outlining the scenarios used as reference and 
the percentage increase between scenarios.  
Table 4.20: Rainfall intensity, rainfall duration, permeability coverage and building density 
scenarios conducted and their percentage increase in relation to the reference simulation 
(shown in red). N.B. the building density increase was calculated in relation to the actual number 
of buildings present on the plot surface of the physical model. These percentage values 
presented in green make up the X-axis, ‘Change in variable (%)’, of Figure 4.22. The Y-axis, 
‘Change in output (%)’ refers to the percentage change in the hydrograph statistic value in 
relation to the reference simulation (for example, a 14.7% increase in rainfall intensity from 95 
mm/hr to 109 mm/hr results in a 7.9% increase in the peak discharge value [0.210 L/sec to 
0.226 L/sec respectively], shown in Table 4.3). Changes in variables (%) are shown in the 
respective hydrograph statistic tables). 
 Scenarios investigated and increase from reference simulation (%) 
Rain intensity (mm/hr) 95 109 117         
Rainfall duration (min) 5  10 15 20 30 45 60     
Permeability coverage 
(%) 
0 20 40 60 80 100      
Building density (grid) 
Total number of 
buildings 
5 u 5 
25 
6u6 
36 
7u7 
49 
8u8 
64 
9u9 
81 
10u10 
100 
11u11 
121 
12u12  
144 
13u13 
269 
14u14 
196 
15u15 
225 
 
 
 +7.9%           +12.4% 
+100%            +200%          +300%     +500%    +800%      +1100% 
+20%       +40%        +60%      +80%           +100% 
+44%            +96%            +156%      +224%      +300%       +384%      +476%         +576%       +684%        +800% 
Ref. 
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Figure 4.22: Sensitivity of all simulated model 
variables, showing % change in output (i.e. value 
for each hydrograph statistic metric in relation to 
the reference simulation value) plotted against % 
change in the variable (i.e. increase in coverage 
of buildings/ permeability, increase in duration or 
increase in intensity) as a percentage increase in 
relation to the reference simulation. This is 
explained in detail in Section 4.7. N.B. different 
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Figure 4.22 shows that the physical modelling system is most sensitive to changes in the 
investigated range of parameter values of rainfall duration (5 to 60 minutes) for all of the 
hydrograph statistics apart from the discharge start time metric, which is shown to be most 
influenced by changes in permeability due to storages and attenuation of surface water flows 
within the plot surface of the physical model. This supports the RMSE and NSE values for the 
entire hydrograph dataset for the rainfall duration scenarios, which shows the largest deviations 
from the reference simulation (see Figure 4.10; showing a RMSE value of 0.13 L/sec and NSE 
value of -620.04 for the comparison between the 5 minute reference simulation and the 60 
minute rainfall duration scenario). This can be seen in Figure 4.22b (i) which shows the influence 
of rainfall duration on the time to the peak of the flood event, as an increase in rainfall duration 
at a uniform intensity prolongs the peak and results in a larger volume of water entering the 
system, meaning the peak of the flood event is greater and is delayed. Conversely, rainfall 
intensity, permeability coverage and building density are shown to have a less substantial 
influence on the time to peak of the flood event. Rainfall intensity is demonstrated to not affect 
the time to the peak (showing a maximum % change in the hydrograph statistic value of 1.59% 
in comparison to the reference simulation’s time to peak value), whereas permeability coverage 
is shown to result in a 15.3% increase in the time to peak when the 80% permeability scenario 
is compared to the 0% permeability reference simulation. This demonstrates that, although 
permeability does affect the time to the peak of the flood event, this is comparatively less when 
contrasted against the rainfall duration scenarios. The permeability scenarios show a maximum 
percentage increase of 15.3% to reach the peak of the flood event, whereas increases in the 
duration of the rainfall duration results in a maximum percentage increase in 572% in the time 
to peak between the 5 and 60 minute rainfall duration scenarios.  As demonstrated in Section 
4.6.1, increases in the density of buildings are not shown to drastically affect the timing of the 
peak and no upward trend is apparent, but subtle variations between building density scenarios 
do exist. 
Additionally, differences in the percentage change in the output for rainfall duration show 
different responses between different hydrograph statistic metrics, demonstrating that some 
hydrograph statistics are more sensitive or show different responses to rainfall duration 
changes. For example, the time to peak and the overall volume of the hydrograph (see Figure 
4.22b,h) show a strong linear increase with rainfall duration. However, the peak discharge (see 
Figure 4.22c), time to the end threshold (see Figure 4.22d), the timing from the peak to the end 
(see Figure 4.22e) and the discharge at the end of the rainfall event (see Figure 4.22i) show a 
levelling off at the higher duration rainfall events, suggesting that the differences become less 
pronounced and less sensitive as rainfall duration increases.  
Further, rainfall intensity and building density factors are shown to be relatively insensitive for 
most metrics (with the exception of the discharge start time and the gradient of the rising limb 
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metrics) within the analysed range of intensities and building density when compared to rainfall 
duration, exerting a relatively minor influence on hydrograph characteristics. These factors are 
still shown to influence hydrograph outputs but to a lesser extent. Changes in permeability 
coverage are shown to result in moderate changes to the hydrograph characteristics with an 
increase in permeability and largely demonstrate a negative response, suggesting that 
increases in permeability result in a decrease in the volumes, gradients and timings of the 
outflow flood hydrograph (with the exception of the time to start duration metrics which shows 
a strongly positive change in output, demonstrating the attenuation of the start of outflow 
discharge with an increase in permeability), supporting the results presented in Section 4.5. 
Thus, changes in rainfall duration within the range of durations examined are shown to 
demonstrate considerable influences on all of the hydrograph statistics analysed and the 
physical model demonstrates the strongest trends in relation to increases in the duration of 
rainfall. This is most likely due to rainfall duration increasing the volume of water available within 
the physical model, resulting in larger volumes present within the physical modelling system. 
Nevertheless, permeability coverage, rainfall intensity and building density factors are shown to 
result in some noticeable trends, but these are relatively minor in comparison to the changes 
associated with increases in rainfall duration, but their influence would be expected to increase 
considerably if the range of scenarios was extended to greater rainfall intensities and building 
densities. 
4.8 Chapter summary 
 
This Chapter has presented the results from a physical modelling investigation into key 
terrestrial, urban catchment variables and meteorological factors which affect the occurrence, 
severity and magnitude of surface water flooding, thus achieving Research Objective 2. The 
results presented within this Chapter have demonstrated that a physical modelling environment 
provides a suitable and informative approach to studying rainfall-runoff processes and 
mechanisms and allows a visual and detailed look at the causation of key parameters on outflow 
characteristics and in-situ water depths. The results obtained from the novel physical modelling 
setup have allowed a detailed and systematic understanding of the influence of model 
parameters and their influence on surface water flood risk and occurrence. 
Firstly, results have shown a number of intuitive model sensitivities associated with increases 
in the intensity of rainfall within the physical modelling environment. Rainfall intensity was shown 
to exert a number of influences on the hydrographs recorded at the outflow unit of the physical 
model, as well as water depths contained within the plot area of the physical model. However, 
using global statistical metrics, although there were clear trends associated with increasing the 
intensity of rainfall, this was shown to be relatively minor at the global level. 
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The data analysed for the rainfall duration scenarios showed that rainfall duration was a key 
determinant on outflow flood hydrograph magnitude, shape and duration, and that water depths 
within the physical modelling system were intuitively influenced by increases in the duration of 
simulated rainfall, displaying trends which would be expected within natural systems or 
numerical modelling environments. Results suggested that rainfall duration changes (within the 
range of 5 – 60 minutes in duration) demonstrate more significant changes to outflow flood 
hydrographs and depths recorded within the physical modelling environment than those 
presented for the rainfall intensity scenarios (within the range of 102 – 199 mm/hr). In summary, 
the influence of storm dynamics, including rainfall intensity (Section 4.3) and duration (Section 
4.4) were both shown to exert a profound influence on resultant outflow hydrographs and water 
surface depths within the physical model. 
Terrestrial factors were also shown to alter rainfall-runoff responses within the physical 
modelling environment. The percentage coverage of permeability within the physical modelling 
environment was shown to significantly influence modelled outputs, resulting in profound 
alterations to the outflow flood hydrographs in terms of the volume, magnitude and timing of 
outflow discharges. The analysis presented is comparable to numerical and real-world 
responses to permeability changes and the mechanisms observed to be operating within the 
physical modelling environment appear to replicate trends observed in nature. However, as 
Isidoro & de Lima (2014) state, it may be difficult to directly upscale the results obtained to real-
world scenarios because of the conceptually simplified model used for the laboratory 
simulations (see Table 2.1). Despite this, the physical modelling experiments undertaken to 
analyse the influence of permeability coverage on outflow discharges provide a useful and 
informative understanding of the impacts of increasing permeability within urban spaces and a 
quantifiable and controlled analysis of the hydrological influence of permeability on rainfall-
runoff rates and mechanisms. In reality, permeability is likely to be spatially variable in real world 
scenarios, rather than focused in the upstream of an urban catchment. Thus, an analysis of the 
layout of permeable elements was conducted to quantify and assess the influence of layout and 
arrangement changes of permeability within an urban physical model catchment. The 
permeability layout results demonstrated that layout does have an influence on surface water 
flows and runoff rates, with certain placements of permeable elements acting to significantly 
alter rainfall-runoff responses within the physical model catchment (e.g. the downstream 
concentrated permeability scenario). 
Changes in the density of buildings within a physical modelling environment were also shown 
to alter and modify rainfall-runoff responses, resulting in observable and statistically significant 
influences on a number of outflow hydrograph statistics (i.e. discharge start times, time to peak, 
time to reach the threshold value, duration from peak to end and the gradient of the rising limb). 
This suggests that changes in building density results in alterations to the overall volumes of 
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water able to reach the outlet and that the speed at which runoff is able to reach the physical 
model outlet may be affected. Thus, building density increases have been shown to influence 
the rainfall runoff responses within the physical modelling environment, resulting in changes to 
the magnitude, speed and timing of outflow discharges. However, building layout changes have 
not been shown to result in statistically significant changes to outflow flood hydrographs and do 
not appear to modify flows and surface runoff processes, at least at the outflow unit. Therefore, 
outflow hydrographs appear to be influenced only by the actual quantity and density of buildings, 
rather than their spatial distribution and placement within the catchment. 
When considering the relative influence of all of the factors analysed, results suggest that, for 
the range of parameter values investigated, the duration of rainfall shows the biggest influence 
on physical model outputs. However, the presence of permeable space is also shown to strongly 
attenuate and delay surface water runoff recorded at the model output and this is also affected 
by the placement and spatial distribution of permeability across the physical model plot surface. 
In comparison, rainfall intensity and building density have a considerably lower influence on the 
rainfall-runoff response and water depths observed within the physical model.   
The next Chapter focuses on the use of numerical modelling techniques to study surface water 
flooding within. Chapters 5 and 6 discuss the use of a numerical inundation modelling 
environment to assess, evaluate and quantify surface water flood risk for an actual surface 
water case study event which occurred in Loughborough, UK, on the 28th June 2012, achieving 
Research Objective 3. 
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Chapter 5: Numerical modelling methodologies – use of a numerical 
modelling environment to study surface water flood risk 
5.1 Chapter scope 
This Chapter describes the methodologies associated with the numerical modelling 
environment, FloodMap-HydroInundation2D, to determine the numerical model’s viability to 
simulate a surface water flood event and outlines the methods used to assess the sensitivities 
of numerical modelling hydraulic and hydrological parameters (including roughness, infiltration, 
drainage losses and evapotranspiration) on simulated flood outputs, allowing Research 
Objective 3 to be considered (see Figure 1.3). Furthermore, an assessment of the impact of the 
boundary conditions is conducted to evaluate the effect of grid resolution of the input DEM and 
building/structural feature footprints on surface water inundation outputs. 
This Chapter consists of ten Sections; Section 5.2 discusses the simulated case study location 
and surface water flood event (Loughborough University; 28th June 2012); Section 5.3 describes 
the simplified hydroinundation modelling environment (FloodMap-HydroInundation2D) utilised 
in this study, along with a description of how the fundamental rainfall-runoff processes are 
represented within the numerical model code; Section 5.4 details the input data required to 
conduct numerical inundation modelling; Section 5.5 outlines how the input data was pre-
processed to be implemented into the model; Sections 5.6 and 5.7 discuss how the sensitivities 
to topographic boundary conditions (Section 5.6) and numerical model parameters, including 
roughness, drainage, hydraulic conductivity, evapotranspiration (Section 5.7) were investigated; 
Section 5.8 examines the approach to validating model results using crowdsourced imagery 
and differential GPS data; Section 5.9 details the creation of reference model runs to understand 
the impact and model sensitivities to model parameterisation and topographic boundary 
condition changes, and; Section 5.10 summarises the metrics used to evaluate, assess and 
compare flood risk between scenarios. 
5.2 Case study location 
Loughborough, situated in the East Midlands, United Kingdom (see Figure 5.1) experienced a 
localised short duration, intense precipitation event on the 28th June 2012 (Jaroszweski et al., 
2014) which caused widespread surface water flooding, both in terms of its depth and extent 
across the University campus and surrounding areas due to excess surface water being unable 
to drain into drainage systems present across the urban catchment. Surface water flooding 
poses a serious risk to Loughborough, with Loughborough being ranked 69th out of 4,215 
settlements assessed within England in terms of surface water flood risk and having over 4,200 
properties estimated to be susceptible to flooding resulting from heavy rainfall (Defra, 2009). 
Further, the Environment Agency’s online Surface Water Flood Risk Mapping platform shows a 
number of high risk areas within the Loughborough area, both in the town centre and on the 
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University campus. During the 28th June 2012 flood event, the Loughborough University campus 
experienced widespread flooding in a number of locations (BBC, 2012; Leicester Mercury, 
2012), including outside Martin Hall, the former Department of Geography (now the Department 
of English and Drama), as well as in a number of academic buildings (such as David Wallace 
and Clyde William buildings), car parks and roads across the campus (see Appendix C). 
Damages within the University campus during the flood event were substantial and widespread, 
amounting to almost £1,000,000 (Facilities Management, 2014, pers. comm). 
The Loughborough University campus (see Figure 5.1) was selected as a case study location 
due to the availability of high resolution, localised data and the potential to obtain validation data 
in the form of crowdsourced imagery from those present over a small, contained urban 
catchment (< 2 km2). The Loughborough University campus also provided a study site which 
could be used to investigate the sensitivity of numerical modelling parameters and their impact 
on model outputs, including flood depth, extent and timing. Additionally, the collection of 
spatially distributed Differential Global Positioning System (dGPS) depth data provided by Dr. 
Dapeng Yu1 from one site (Martin Hall, in the East of the campus; see Figure 5.1) during the 
flood event before the floodwaters receded was possible. 
       
Figure 5.1: Location of Loughborough University, United Kingdom. Martin Hall is highlighted in 
the red rectangle in the East of the campus. 
5.3 Model description 
To conduct numerical inundation modelling of the 28th June 2012 surface water flood event, a 
hydrodynamic inundation model (FloodMap-HydroInundation2D, hereafter referred to as 
FloodMap2D; Yu & Lane, 2011; Yu & Coulthard, 2015) was used. FloodMap2D was developed 
based on a local inertial-based version of FloodMap developed by Yu & Lane (2006a,b), suitable 
for modelling two-dimensional fluvial flood inundation over topographically complex floodplains. 
The fluvial model code has been applied to model several fluvial and/or coastal storm surge 
                                                 
1 Collected by Dr. Dapeng Yu during the flood event as the flood event occurred before I was registered as a 
PhD research student at Loughborough University and was therefore not present during the event. 
* 
Town centre → 
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inundation events (e.g. New York; Yin et al., 2016a; Shanghai; Yin et al., 2016b,c; and York; 
Yu, 2005; Coles et al. 2017; see Chapter 2). 
FloodMap2D is a deterministic, adapted version of the original fluvial model code, suitable for 
the simulation of surface water flood events which are more dependent on variations in two-
dimensional topography and variations in precipitation, taking a similar structure to that of 
LISFLOOD-FP (Bates & De Roo, 2000; Bates et al., 2010) and J-FLOW (Bradbrook et al. 2004). 
The model is a simplified hydroinundation model, incorporating hydrological and hydraulic 
components which can be used to simulate runoff and flooding in large urban catchments as a 
result of extreme rainfall events. The model incorporates a number of key hydrological 
parameters and considers factors such as the influence of topography, terrestrial properties 
(including infiltration and drainage losses) and precipitation. 
FloodMap2D requires the input of readily available data in the form of gridded raster topography 
and precipitation time series inputs which can be implemented into the model with minimal data 
pre-processing. The model also offers a simple and intuitive java-based graphical user interface 
(GUI; see Figure 5.2) with control over model functioning and parameterisation. Topographic 
grid size is user-defined based upon the raster cell size of the input topography and the 
maximum number of grid cells is limited by computer memory, allowing the simulation of surface 
water flood events occurring over large spatial domains (> 1,000,000 cells depending on the 
cell size; discussed in Yu, 2010). Furthermore, the simulation time step and time step scaling 
factor can be adjusted by the user to optimise model performance and stability. Processes 
explicitly simulated by the model include precipitation, evapotranspiration, infiltration and 
surface runoff routing, which are discussed below. 
 
Figure 5.2: Graphical user interface (GUI) of FloodMap2D model showing; (i) the main window 
of the model which updates to show inundation during computation, and; (ii) the model 
configuration panel where the numerical model setup can be configured. A model wizard panel 
(not shown) summarises the model configuration and allows the project to be saved. The model 
can also be run in command line without displaying the GUI. Source: FloodMap.org. 
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An overview of FloodMap2D is presented within Yu & Coulthard (2015) and Coles et al. (2017), 
where the model has been used to simulate surface water flood events in the UK cities of 
Kingston upon Hull and York respectively. Figure 5.3 shows a conceptual diagram of the model 
code, showing the process representation within the hydrological (rainfall) and hydraulic (runoff) 
components of the modelling framework, as well as the input data required, the model 
parameters which can be user-defined and the spatially-distributed outputs which can be 
generated across the model's spatial domain.  
The following sections outline the representation of two-dimensional surface flow routing of 
water across the topographic domain (Section 5.3.1) and the model parameters within the 
hydrological (rainfall) component of the model code, including infiltration (Section 5.3.2), 
evapotranspiration (Section 5.3.3) and drainage loss parameters (Section 5.3.4). 
     
Figure 5.3: Schematic flow diagram of conceptual rainfall-runoff (FloodMap2D) model, showing 
the linkages between the hydrological and hydraulic components of the model code. N.B. 
Validation data is an input after post-processing model results in ArcGIS, not directly 
incorporated into the rainfall-runoff model. 
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5.3.1 Surface flow routing 
Surface flow routing is represented using the same structure as the inertial model presented in 
Bates et al. (2010) but with an adapted approach to the calculation of the time step. Neglecting 
the convective acceleration term in the Saint-Venant equation, the momentum equation used 
within FloodMap2D becomes: 
𝜕𝑞
𝜕𝑡
+  
𝑔ℎ𝜕(ℎ+𝑧)
𝜕𝑥
+  
𝑔𝑛2𝑞2
𝑅4/3ℎ
= 0     (Eq. 5.1) 
Where 𝑞 is the flow per unit width, 𝑔 is the acceleration due to gravity, 𝑅 is the hydraulic radius, 
𝑧  is the bed elevation, ℎ  is the water depth, and 𝑛  is the Manning’s roughness coefficient. 
Discretising the equation with respect to time produces the following equation: 
𝑞𝑡+∆𝑡− 𝑞𝑡
∆𝑡
+  
𝑔ℎ𝑡𝜕(ℎ+𝑧)
𝜕𝑥
+
𝑔𝑛2𝑞𝑡
2
ℎ𝑡
7/3 = 0   (Eq. 5.2) 
To further improve the calculation of flow routing, one of the 𝑞𝑡 in the friction term is replaced 
by 𝑞𝑡+Δ𝑡 to produce an explicit expression of the flow at the next time step: 
 𝑞𝑡+∆𝑡 = 
𝑞𝑡−𝑔ℎ𝑡∆𝑡(
∆(ℎ𝑡+𝑧)
∆𝑥
)
(1+𝑔ℎ𝑡∆𝑡𝑛2𝑞𝑡/ℎ𝑡
10/3)
    (Eq. 5.3) 
The flow in the 𝑥  and 𝑦 direction are decoupled and take the same form. Flow direction is 
evaluated at the cell edges and depth is evaluated at the centre of each raster cell, where an 
average depth value is produced. FloodMap2D evaluates the flow directions in 𝑥 and 𝑦 for each 
raster cell pixel at each iteration based on the orthogonal slopes of the cell. The flow rate across 
a cell boundary is calculated using Equation 5.3 for the two directions associated with the 
greatest orthogonal slope, with only positive flow in each direction being permitted (Horritt & 
Bates, 2001). Net inflow into a cell is calculated for each cell based on the total inflow and 
outflow to the cell which allows the derivation of water depth at each time step. Instead of using 
a global Courant-Freidrich-Levy (CFL) condition (Courant & Friedrichs, 1948), where the time 
step for the next iteration is calculated based on the maximum water depth and velocity recorded 
at the previous timestep (Bates & De Roo, 2000; Yu & Lane, 2006a), the Forward Courant-
Freidrich-Levy (FCFL) condition described in Yu & Lane (2011) for the diffusion-based version 
of FloodMap was used in the inertial model to calculate time step. The Courant condition is 
typically used to ensure model stability and accuracy (e.g. Bates & De Roo, 2000; Yu & Lane, 
2006a); if a time step is so large that the Courant condition is not satisfied, there will be an 
accumulation of water without any change in the hydrodynamic representation of the effects of 
water (Yu & Lane, 2006a). Thus, the Courant condition must be determined at each time step. 
The maximum time step that satisfies the CFL condition for a given wet cell is calculated by the 
model as: 
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∆𝑡𝑖,𝑗 ≤
𝑤 × 𝑛 × (𝑆𝑖
2+ 𝑆𝑗
2)
0.25
𝑑0.67(𝑆𝑖+ 𝑆𝑗)+ √𝑔 × 𝐷 × 𝑛 × (𝑆𝑖
2+ 𝑆𝑗
2)0.25
    (Eq. 5.4) 
where 𝑤 is the cell size, 𝑑 is the effective water depth averaged over the cell surface, 𝑆𝑖 and 𝑆𝑗  
are water surface slopes, and 𝑖 and 𝑗 are the indices for the flow direction in the 𝑥and 𝑦 direction 
respectively. 
The effective water depth is expressed as the difference between the highest water surface 
elevation and the higher bed elevation of two cells that exchange water. The minimum time step 
that satisfies the FCFL condition for all of the wet cells is used as the global time step for the 
next model iteration. Comparison with the diffusion-based adaptive time step scheme using the 
analytical solution of floodplain wetting over a horizontal plane used by Hunter et al. (2005) 
demonstrated that the FCFL condition was determined to be less constraining to flow due to a 
lower exponent value (0.67 as opposed to 1.67) on effective water depth in the denominator 
(Yu & Lane, 2011). However, as the FCFL condition used in the inertial-based FloodMap code 
is not strictly the correct stability criteria for an inertial-based model, the scheme may not 
guarantee the complete stable solution of surface flow routing and may still produce unrealistic 
wave propagation across the study area. The universal time step calculated with FCFL may 
need to be scaled further using a coefficient, ranging from 0 exclusive to 1 inclusive. Based on 
Yu (2005) and Yu & Coulthard (2015), a scaling factor of 0.5 – 0.8 was found to produce stable 
solution for all simulations conducted in this study, determined by a lack of ‘checkerboarding’ 
during flow visualisation across the study domain (Hunter et al., 2008). A scaling factor of 0.7 
was found to be most stable and was therefore used for all simulations undertaken.  
Because there is no consideration of sub-grid topography within the model, there may be an 
increase in the variance of water depth in each of the model cells through the simulation. When 
a raster cell first receives water in the form of precipitation or surface runoff, the wetting front 
edge lies within the cell. In most cases, only part of the cell will be wetted at that time step which 
may lead to problems in water diffusing across the model topography too quickly if not treated. 
When the volume of water leaving a cell is higher than that entering the cell (𝑄𝐼𝑛 <  𝑄𝑂𝑢𝑡), the 
cell is in a drying phase and there is the possibility that the water depth may be ≤ 0. This results 
in two issues in the modelling code. Firstly, negative depths are impossible, and secondly, it is 
vital that partially wet cells are accurately maintained during the drying phase to avoid the 
creation of isolated wet patches introduced due to a lack of process representation. 
To control the wetting process and to treat the drying process more realistically, FloodMap2D 
uses a wetting parameter, outlined in Bradbrook et al. (2004) and Yu (2005), which restricts 
outflow from a cell when water depths are below a certain threshold value. This permits parts 
of the topography that were previously inundated during the simulation to remain wet if, during 
drying, connectivity cannot be maintained with river channels or areas of flowing water. When 
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the cell is in a wetting phase (i.e. precipitation or surface runoff are entering the raster cell 
domain), the water should not be allowed to flow out of the cell until the wetting front has crossed 
the cell domain. Following Bradbrook et al. (2004), each cell is given a %𝑤𝑒𝑡 function which, 
when the cell is first wet, is calculated as: 
%𝑤𝑒𝑡 = min (1,
𝑣∆𝑡
∆𝑥
)     (Eq. 5.5) 
Water is not permitted to flow out of the cell until the wetting parameter (𝑤𝑒𝑡) reaches a value 
of 100% (i.e. the cell is fully covered with water). Similarly, infiltration, evapotranspiration and 
losses to drainage are not permitted until the cell is fully wet. The wetting parameter is updated 
at each time step as water travels across the topographic surface and is accumulative, 
regardless of the direction of wetting. Thus, a cell can be wetted from two directions by adjacent 
raster cells. Although the wetting parameter is partially effective at allowing water to flow out of 
a raster cell, an additional minimum depth threshold value is required by the model to be wholly 
sufficient at simulating the wetting process. Therefore, FloodMap uses a default minimum 
wetting depth of 0.05 m for fluvial studies as recommend by Yu (2005), with water depths lower 
than the threshold level having no cell outflow until the threshold value is achieved. However, 
this threshold should be adjusted in urban environments (lowered to 0.01 m) and when studying 
surface water flooding as shallow sheet flow is often associated with urban landscapes, 
especially over impermeable, concrete surfaces. Additionally, a minimum water depth for drying 
is also set following the modelling framework described in Bradbrook et al. (2004). At each time 
step, the sum of the net inflow and outflow is calculated and, if the water depth is reduced to 
the minimum depth, the outflow is scaled by a drying factor, which ensures mass conservation 
as the topographic surface dries. FloodMap2D also uses a minimum water depth of 0.01 m 
during the drying phase, as recommended by Yu (2005). 
5.3.2 Infiltration 
Infiltration refers to the downward movement of water into a soil medium and is the process by 
which water on the ground surface enters the sub-surface (Richards, 1931). Although a number 
of methods exist to calculate the volume and/or rate of infiltration into a soil (see Table 2.3), 
infiltration was represented within the numerical modelling framework using the widely applied, 
physically-based Green-Ampt infiltration equation (Green & Ampt, 1911) due to its low 
computational cost and ability to adequately predict observed infiltration rates under a variety 
of soil conditions. Because the Green-Ampt equation is a physically-based equation, saturated 
hydraulic conductivity is expressed as the rate of infiltration as a function of the physical, 
observed properties of soil, including the capillary potential, porosity and hydraulic conductivity, 
as well as time. The Green-Ampt equation is represented within the hydrological component of 
the modelling code as: 
 
Chapter 5: Numerical modelling methodologies 
 
 180 
𝑓(𝑡) =  𝐾𝑠 (
𝜑𝑓+ℎ0
𝑍𝑓
+ 1)     (Eq. 5.6) 
where 𝐾𝑠 is the saturated hydraulic conductivity of the soil, 𝜑𝑓 is the capillary potential across 
the wetting front, ℎ0  is the ponding water on the soil surface, and 𝑍𝑓 is cumulative depth of 
infiltration. 
5.3.3 Evapotranspiration 
Evapotranspiration, the process by which water is exchanged from the land to the atmosphere 
by evaporation from a terrestrial surface (e.g. soils, tarmac etc.) or by transpiration from plants 
(Allen et al., 1998), is represented within the model code using a seasonal sine curve for daily 
potential evapotranspiration (Calder et al., 1983) which can be expressed as: 
𝐸𝑝 =  𝐸𝑝 + [1 + sin 360𝑖365  − 90)]     (Eq. 5.7) 
where 𝐸𝑝 is the mean daily potential evapotranspiration and i is the day of the year (a number 
between 1 and 365, where, for example, 28th June corresponds to day 179). 
Evapotranspiration is treated as a uniform value across the entirety of the model’s spatial 
domain because of the relatively minimal influence of evapotranspiration during surface water 
flood events in the UK. For hydro-inundation modelling, evapotranspiration rates during UK 
storm conditions are typically in the order of 3 – 5 mm/day (Yu & Coulthard, 2015; Coles et al., 
2017); which is a negligible loss when compared to infiltration (Section 5.3.2) and drainage 
(Section 5.3.4) losses which may amount to 54 mm/hr for a 1 in 30-year flood event in the UK 
(Environment Agency, 2013). Like infiltration, evapotranspiration can be used as a calibration 
parameter. However, because evapotranspiration rates are considerably lower than infiltration 
rates, the model is largely insensitive to variations occurring within the plausible range of 
evapotranspiration values (Yu & Coulthard, 2015; Coles et al., 2017). 
5.3.4 Drainage losses 
Drainage losses refer to collective losses of water from the model associated with drainage 
systems within urban areas, including watercourses, sewer networks and sustainable urban 
drainage systems (SuDS). Within FloodMap2D, drainage losses can be expressed as a uniform 
loss rate across the entirety of the input topography or on a cell by cell basis as spatially 
distributed drainage capacity values (mm/hr), with each raster cell having a user-defined 
drainage value. Though hydroinundation models may consider manholes and sewer systems 
as points or cells in the model DEM mesh (as outlined in Liu et al. 2015 where storm sewer 
inlets were represented as individual model pixels of 5m horizontal resolution; see Section 
2.8.5), manholes and drains were not explicitly represented within the model. Rather, drainage 
capacity was considered as a lumped value that operated over a specific area, draining to its 
design capacity across that spatial domain (see Sections 2.8.3 and 5.7.3). While using a lumped 
drainage value may have the limitation of disregarding spatial heterogeneity in drainage rates 
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across a catchment associated with different land-use types and areas of higher manhole 
density, difficulties in finding drainage capacity data hindered the creation of a distributed 
drainage grid. The local water utility company (Severn Trent Water) were contacted to 
determine the location, capacity and specifications of the sewer systems within the study site. 
However, Severn Trent Water did not have this data available due to the sewer systems being 
privately owned by the Loughborough University estate (see Figure 5.4). Therefore, campus 
Facilities Management were consulted about sewer records and specifications. However, only 
historical records existed and these were largely paper-based, were not digitised and were in 
significantly different formats across the University which made comparisons and 
implementation into the modelling framework difficult. As a result, a distributed drainage grid 
based on drainage systems across the study site was not applied. Despite this shortcoming, 
the Environment Agency (2013) suggest that the use of a uniform drainage value between 12 
– 54 mm/hr across an urban catchment is sufficient to conduct surface water inundation studies 
(see Sections 2.8 and 5.5.3), with this large range of drainage rate values compensating for 
differences in drainage to sub-surface sewer networks, natural drainage processes and 
drainage to sustainable urban drainage systems (SuDS).  
At each time step, the amount of runoff lost to the urban storm sewer system is calculated by 
scaling the drainage capacity (mm/hr) by the model time step to produce a drainage loss during 
each model time step. Mass loss of water to drainage systems is represented in the modelling 
framework based upon the design capacity of storm sewer systems, which are normally 
designed based on a rainfall event of a specific magnitude and return period. If the storm sewer 
system is performing at full, unrestricted capacity, it is reasonable to assume that the storm 
sewer system is able to drain water away at the maximum design capacity of the storm sewer 
system. For UK sewer systems, this usually equates to a design capacity of a 1 in 30-year 
rainfall event (a design rainfall event with a total rainfall volume ≥ 70 mm of rainfall over a 24-
hour period, with the peak of the rainfall event typically having a short duration peak intensity ≥ 
30 mm/hr; Coulthard et al., 2007; Kendon et al., 2010). However, older parts of UK cities still 
rely upon Victorian drainage infrastructure and sewer systems which may not conform to 
contemporary design specifications, such as being designed to convey a 1 in 30-year flood 
event (Jones & Macdonald, 2007). Therefore, drainage systems in urban areas rarely function 
to their full design capacity due to factors including: (i) the degradation of drainage systems over 
time (Coulthard & Frostick, 2010; see Section 2.3.5); (ii) changes in drainage design 
specifications to meet changes in precipitation regimes associated with climatic changes 
(Kawahara & Uchida, 2008; World Meteorological Organisation, 2008), and; (iii) debris 
blockages (Coulthard et al. 2007). Therefore, parameterisation of drainage losses should be 
undertaken to calibrate the model and to ensure that simulations are best representative of the 
flood event.  
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Figure 5.4: Sewer plans requested for the case study from Severn Trent, showing their sewer 
record availability and lack of data for the Loughborough University campus. Figure from Severn 
Trent database from personal communication with David McKune, Severn Trent Senior 
Solutions Engineer. 
5.3.5 Surface roughness 
Surface roughness refers to the frictional forces and resistance which a fluid is subjected to 
while flowing across a stationary surface, such as the bed of a river or floodplain (Beven, 2012; 
see Section 2.7). In fluid mechanics, roughness is often represented using an empirically 
derived coefficient, Manning’s n, with n values varying according to a number of factors 
including surface roughness, presence of vegetation and sinuosity. Roughness values can be 
obtained through site survey or comparison to reference conditions (e.g. Chow, 1959). Section 
2.7 provides an in-depth review of roughness parameterisation in numerical models. Using the 
Manning’s n roughness coefficient, steady uniform flow in an open channel is represented as: 
𝑄 =
𝐴𝑅0.67𝑆0.5
𝑛
               (Eq. 5.8) 
Where 𝑄  is the flow (m3/s), 𝐴  is the area, 𝑅  is the hydraulic radius (m), 𝑛  is Manning’s 
roughness coefficient, and 𝑆 is the slope. Bradbrook et al. (2004) note that if the surface is 
partitioned as a regular DEM grid with a cell resolution of 𝑤, as is the case in the simulation of 
surface water flood events which rely on water flowing across a two-dimensional topographic 
surface, the flow across the surface of each cell can be treated separately. Therefore, the flow 
area across the surface of the cell may be calculated using: 
𝐴 = 𝑤 ×  𝑑           (Eq. 5.9) 
where 𝑤 is the width of the 2D raster cell (m) and 𝑑 is the depth of flow (m). The hydraulic radius 
is equal to the depth of the cell, represented as: 
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𝑅 =  
𝐴
𝑃
=  
𝑤 × 𝑑
𝑤
= 𝑑              (Eq. 5.10) 
where 𝑃 is the wetted perimeter of the cell (m). Therefore, for the model to represent roughness 
on a two-dimensional grid surface, the Manning’s roughness equation takes the following form: 
𝑄 =
𝑤𝑑1.67𝑆0.5
𝑛
     (Eq. 5.11) 
5.4 Input data collation 
To conduct two dimensional numerical modelling of a surface water flood event, several 
datasets of different formats were needed to input into the numerical model. Table 5.1 
summarises the data requirements and availability for undertaking numerical inundation 
modelling within the study site. 
Table 5.1: Summary table of the fundamental data requirements and availability to undertake 
the proposed numerical inundation modelling of the 28th June 2012 surface water flood event. 
§ Title Description Data format Provider Resolution 
5.4.1 Topography* LiDAR topographic data of 
Loughborough University 
terrain 
Raster-based .ASCII 
file 
Environment 
Agency Geomatics 
Group 
1m horizontal, ± 
15cm vertical 
5.4.2 Buildings and 
structures* 
Building and structural 
features present across 
the study site 
.GML file converted 
to .shp file 
Ordnance Survey Derived from 25cm 
horizontal 
resolution 
orthorectified aerial 
imagery 
5.4.3 Rainfall* Precipitation time series 
data for 28th June 2012 
surface water flood event 
.XLS file with 
columnated time and 
precipitation values 
Department of 
Geography, 
Loughborough 
University 
15-minute time 
interval, ± 0.20mm 
rain gauge tip 
sensitivity 
5.4.4 Crowdsourced 
imagery✝ 
 
Crowdsourced imagery 
used to validate 
inundation modelling 
undertaken 
Typical image (.jpeg) 
and video (.mp4) file 
formats 
Various (Twitter 
users, staff 
members etc.) 
- 
5.7.2 Differential 
GPS data✝ 
High resolution point 
depth data with time of 
data collection used to 
validate numerical model 
outputs 
Georeferenced point 
shapefile (.shp) 
Supervisory team 
(DY) 
Typically 15cm 
vertical resolution 
but ground truthed 
with OS data based 
on notes 
- Base map 
imagery 
Allows clear visualisation 
of study site and acts as a 
base map 
Georeferenced .TIFF 
file 
Ordnance Survey Derived from 25cm 
aerial imagery 
* indicates data required for numerical model functioning; ✝ indicates data used to validate numerical modelling outputs 
5.4.1 Topographic and structural features data 
To represent the topography of the case study area, high resolution (1 m horizontal and ± 15 
cm vertical) Light Detection and Ranging (LiDAR) data was obtained from the Environment 
Agency Geomatics Group, which allowed the construction of a high resolution, bare-earth Digital 
Terrain Model (DTM) of the Loughborough University campus (see Figure 5.5a). 
 
Because the bare-earth DTM only represented the terrain surface and excluded topographic, 
structural features present on the terrain surface (i.e. buildings, walls and other obstacles to 
flow present within the built environment), structural features were obtained and extracted as 
polygon shapefiles from Ordnance Survey MasterMap Topography data (see Figure 5.5b). This 
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allowed the creation of a separate building footprint layer which could be combined and overlain 
onto the bare-earth DEM layer to create a combined building-topography layer; essentially a 
Digital Surface Model (DSM; see Figure 5.5c; discussed in Section 5.5.2). This also allowed a 
separate and distinct investigation into the treatment of buildings within a numerical modelling 
environment, discussed further in Section 5.7. 
 
Figure 5.5: (a) high resolution 1m LiDAR derived bare-earth Digital Elevation Model of 
Loughborough University campus; (b) Ordnance Survey MasterMap building shapefiles 
contained within campus boundary; (c) topographic and building layers overlain. N.B. North 
arrow is offset by 35o due to rotating the study site to reduce computational processing as 
discussed in Section 5.5.1. 
5.4.2 Precipitation time series data 
Precipitation data from the 28th June 2012 surface water flood event was obtained from the 
Department of Geography’s weather station, situated in the centre of the Loughborough 
University campus (see Figure 5.1). The weather station provides an accurate record of weather 
within the Loughborough area and became part of the Environment Agency’s monitoring 
+ 
= 
(a) 
(b) 
(c) 
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network in 2016 (Hodgkins, 2017, pers. comm.). It was important to use a localised weather 
station as the short duration, convective storms which cause surface water flood events are 
typically less than 10 km across (Borga et al., 2010; Kendon et al., 2014) so using a distant 
weather station may have misrepresented localised patterns in rainfall intensity. The 
precipitation data was collected using a Campbell Scientific ARG100 tipping bucket rain gauge 
connected to a Campbell Scientific CR1000 data logger. The tipping bucket rain gauge is able 
to record accurate data (tip sensitivity of ± 0.20mm) at high temporal resolution (readings taken 
every 15 minutes). Tipping bucket rain gauges provide an accurate, low maintenance and 
reliable installation for measuring precipitation which can be easily recorded and interfaced with 
data logging apparatus. However, tipping bucket rain gauges may also have a number of 
limitations, including the fact that they: (i) are only able to collect data at one point in space and 
rainfall during the event may have been highly spatially heterogeneous, and: (ii) may under-
catch during extremely heavy rainfall events (certainly when precipitation is greater than 50 
mm/hr; Duchon & Biddle, 2010), leading to an underestimation of actual precipitation rates as 
the tipping arm is unable to keep up with the flow of the rain through the bucket and some rainfall 
is lost during the tipping process (Duchon & Essenberg, 2001; Environment Agency, 2004; 
Duchon & Biddle, 2010; Liu et al., 2013). Although the use of other data may provide a useful 
estimate of precipitation rate during the storm event (i.e. Radar derived precipitation data from 
the British Atmospheric Data Centre [BADC] NIMROD dataset; Coles et al., 2017) the 
precipitation data recorded using the tipping bucket rain gauge provided a useful, localised and 
accurate log of precipitation which could be readily inputted into the hydroinundation model. 
The use of a tipping bucket rain gauge was deemed to be an appropriate method of obtaining 
precipitation data considering the size of the study site (see Figure 5.1) but radar-derived 
precipitation data may have been more appropriate over a larger spatial domain. 
The precipitation data collected during the 28th June 2012 event using the tipping bucket rain 
gauge on campus is shown in Figure 5.6, showing that 31.8 mm of rainfall fell in a 45 minute 
duration between 11:15 and 12:00, with the majority (87%) of the precipitation occurring 
between 11:30 and 11:45 (27.8 mm). This precipitation quantity accounts for roughly half of 
June’s monthly average precipitation amount (Met Office, 2017). The precipitation rate of 27.8 
mm/15-minutes recorded on the 28th June 2012 represents the highest rainfall reading recorded 
by a significant margin since the weather station started logging on the 1st January 2008 (see 
Figure 5.7a), with the next most intense rainfall rates recorded at the station being 9.8mm/15-
minutes in June 2009 and 9.2 mm/15-minutes in June 2010. Antecedent moisture conditions 
leading up to the flood event were relatively low for the month of June when compared to the 
historic average monthly precipitation record (1981 – 2010) from nearby weather station in 
Sutton Bonington. The Met Office (2017) report an average monthly precipitation rate of 60.2 
mm and 9.4 ‘days of rainfall’ (defined as days where ≥ 1 mm of rainfall is recorded) for June, 
whereas the Loughborough University weather station recorded only 14.4 mm of rainfall and 7 
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days of rainfall between 01/06/2012 – 27/06/2012 (see Figure 5.7b), demonstrating that June 
2012 was relatively dry before the occurrence of the high-intensity rainfall event on the 28th June 
2012. 
 
Figure 5.6: 15-minute precipitation data recorded at Loughborough University weather station 
for 28th June 2012 surface water flood event between 11:00 and 17:30. No further rainfall was 
recorded for the 28th June 2012 after 16:30. 
 
 
Figure 5.7: (a) Rainfall data collected from the Loughborough University weather station 
between the period 2008 – 2015. The data obtained on the 28th June 2012 is significantly more 
intense than any other recording in the 2008 – 2016 period; (b) daily precipitation between 
01/06/2012 – 28/06/2012, showing the antecedent precipitation before the 28th June 2012 flood 
event.  
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5.4.3 Crowdsourced validation data 
Observational data associated with surface water flooding is rare and not routinely collected 
due to the storms which cause surface water flood events being localised and unpredictable. 
The use of crowdsourced data to gain external data to inform and validate numerical modelling 
simulations has been demonstrated in a number of urban locations, including a study by Parkin 
(2010), where crowdsourced data from the 2008 Morpeth fluvial flood event allowed the 
reconstruction of spatio-temporal flood mechanisms, depths and extent to be derived. Smith et 
al. (2015) also support the use of crowdsourced Twitter data to support flood modelling, 
presenting an automated framework for collecting and processing crowdsourced social media 
data about flooding in real-time during a storm event in Newcastle upon Tyne, demonstrating 
the benefit of obtaining and using data from Twitter (see Section 2.10). Furthermore, Yu et al. 
(2016) use crowdsourced point data sources of reported flood incidents to identify the 
occurrences of flooding on roads in Shanghai, China, which were used to validate hydrodynamic 
inundation simulations in Shanghai, China.  
To validate the numerical modelling conducted, crowdsourcing approaches were applied to 
collect relevant media from the flood event. Crowdsourcing involves obtaining data or 
information by soliciting contributions from the public domain (Goncalves et al., 2014) by 
harnessing contributions from large numbers of geographically distributed volunteer 
‘researchers’, allowing the public to act as sensors (Goodchild & Glennon, 2010). Using social 
media (i.e. Twitter) to search for geo-located Tweets which were timestamped 28th June 2012 
(or a few days after to account for delays in individuals uploading images and reports to social 
media), as well as the University’s internal staff/student noticeboard and contacting the Facilities 
Management team, over 140 useful photographs and videos were obtained from individuals 
present during the event. A large number of photographs were able to be collected due to the 
28th June 2012 being a University Open Day, meaning there were a large number of individuals 
present to take photographs and upload these to social media. Media obtained via 
crowdsourcing techniques allowed a spatial reconstruction of flood extent and depth which 
ultimately could be used as external validation data to calibrate and verify numerical modelling 
conducted within the case study area.  
Figure 5.8 shows the distribution of the crowdsourced imagery collected across the University 
campus for the 28th June 2012 surface water flood event, with the majority of the data being 
distributed in the busiest areas of the campus where people were able to ‘collect’ data and 
where the impacts of the flooding were most significant (i.e. the multi-story carpark, highlighted 
in box A, the University library, highlighted in the box C, and areas surrounding Martin Hall, 
highlighted in the box D, where water depths were greatest). The crowdsourced pictures and 
videos collected during the 28th June 2012 surface water flood event are presented in Appendix 
C. 
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Figure 5.8: Distribution of collected crowdsourced imagery across the Loughborough University 
campus. Boxes A, B, C and D indicate clusters of photographs taken at the multi-story car park, 
engineering road, library and Martin Hall respectively. N.B. Multiple photographs have been 
taken at some locations and all 140 photographs are not fully visible on figure due to clustering.  
 
5.5 Data pre-processing 
 
DEMs may have to be made ‘hydrologically correct’ before being used in hydrological/hydraulic 
models (Zhu et al. 2013). Therefore, several data pre-processing steps were undertaken before 
the data could be inputted into the numerical model. These pre-processing steps included: (i) 
the reduction of computational processing requirements by reducing the cell count while 
preserving topographic detail (see Section 5.5.1); (ii) the combining of building and topographic 
data into a single raster file (see Section 5.5.2); (iii) the infilling of unrealistic surface depressions 
(sinks) introduced during the processing; (iv) the removal of artefacts from LiDAR data which 
may create unrealistic flow paths (see Section 5.5.3) and; (v) the processing of precipitation 
time series to input into a raster-based model (see Section 5.5.4). 
5.5.1 Reduction of input data computational processing requirements 
 
Before the data was pre-processed to be inputted into the numerical model, a number of steps 
were taken to reduce computational processing and ensure that the high resolution topographic 
data could be inputted into FloodMap2D without exceeding computer memory and causing the 
model to stall. Firstly, a GIS-software package (ArcGIS) was used to clip all of the dataset by 
the boundary of the Loughborough University campus. Cells outside of the catchment area were 
removed from the dataset to reduce cell count and cut down on excess data. This was 
conducted because water during the surface water flood event was generally contained within 
the University boundary and there were no significant transfers of water outside of the University 
boundary during the surface water flood event (with the exception of the watercourse entering 
the campus from the north-west, shown in Figure 5.8i). The lack of hydrological connectivity is 
(A) 
(C) 
(D) 
(B) 
(i) 
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due to the campus being surrounded by three large main roads (Ashby Road, Forest Road and 
Epinal Way) and the surrounding topography being relatively flat, as supported by an initial 
watershed delineation and DEM analysis on the wider, surrounding area. 
Secondly, all datasets were rotated clockwise by 35o to reduce the raster cell count of the model 
and to ensure that the topographic mesh was aligned at 180o. Rotating the input topographic 
file significantly reduced computational requirements associated with applying rainfall over a 
DEM surface (reducing the total cell count from 909,985 to 610,400 for the 1 m DEM, a reduction 
of 32.85% total cell count; see Table 5.2) while preserving topographic detail. As a result of the 
topography input files being rotated before conducting numerical modelling, all figures 
presented of the case study location are offset clockwise from North by 35o (see North arrow in 
Figure 5.5). 
Table 5.2: Raster row, column and total cell count comparison between original 1 m resolution 
dataset with North facing upwards and the rotated 1m dataset, where north is rotated by 35o. 
 Original Dataset  Rotated Dataset Difference (%) 
Row count 1155 1120 - 3.03% 
Column count 787 545 - 30.75% 
Total cell count 908,985 610,400 - 32.85% 
 
5.5.2 Combining topographic and structural feature layers 
Because FloodMap2D is only able to have one raster-based input topography file, the 
topography and buildings layers were combined into one layer by re-inserting the buildings onto 
the bare-earth DTM, similar to the approach used by Fewtrell et al. (2008) but instead of raising 
areas demarked as buildings by 12 m (for apartment blocks) or 6 m (for standard residential 
homes), areas demarked as buildings were raised and replaced in elevation to a uniform height 
of 100 m above sea level (see Figure 5.9). This ensured that the topographic elements classified 
as buildings did not vary in height according to the underlying elevation. This was important as 
adding an arbitrary height (e.g. 6 or 12 m) onto the DEM surface elevation would mean that 
building height would vary within the building footprint according variations in the elevations of 
underlying topographic cells. Doing so may have created unrealistic preferential flow paths of 
water and introduced topographic sinks (see Section 5.5.3) which would require removal at a 
later stage. Further, the influence of buildings on surface water flows are the same regardless 
of building height, as long as the buildings are not overtopped by flood waters (Bellos & Tsakiris, 
2015). Due to the topography and building features layers being different formats (raster-based 
.ASCII file and vector-based .shp file respectively) and FloodMap2D only recognising raster 
topographic inputs, the building features layer was reformatted in a GIS software package 
(ArcGIS) to a raster format. The reformatted, raster building features data was set to have the 
same cell resolution to the topographic dataset (1 m) and the processing extent of the new layer 
was set to be the same as the topographic dataset to ensure that the cell boundaries would be 
aligned with the topographic mesh to prevent any issues when combining both layers. 
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Next, the Reclassify tool was used to change the height of the buildings on the newly created 
buildings layer to create higher building levels, similar to the Building Block method employed 
by Schubert & Sanders (2012) where DEM cells which fall within building footprints were 
assigned higher elevation values. Areas demarked as buildings were set to have a cell value of 
‘1’ and all other areas were set as ‘NoData’ values. Both raster layers were then combined to 
create a single, 1m horizontal resolution DSM layer using the ArcGIS Raster Calculator 
‘conditional’ function. Building heights were defined as a uniform, flat value of 100 m above sea 
level onto the original topographic layer to ensure that the buildings were higher in elevation 
than the bare-earth topography layer. The height of the buildings above the underlying 
topography was not shown to influence flooding within the study site, but 100 m ensured that 
buildings were always higher than the surrounding topography. All other cell values where 
buildings were not present were defined by the elevation values (minimum surface elevation = 
44 m, maximum surface elevation = 84 m) found on the bare-earth topography layer. Figure 
5.5c shows the combined, raster DSM layer. 
The Environment Agency (2012) investigated the representation of buildings in numerical 
inundation modelling studies, exploring three scenarios; (i) increased roughness within the 
building footprint; (ii) building footprints raised 0.3 – 0.6 m above existing DEM elevation, and; 
(iii) building footprints raised to an un-floodable level. The report suggested that raising buildings 
to an un-floodable level was most suitable for surface water inundation modelling as this created 
a ‘deflection effect’ on surface water flows which encountered buildings. Additionally, Schubert 
& Sanders (2012) investigated similar building treatments for urban flood inundation modelling. 
Their findings suggested that all building treatment methods examined could be used to 
accurately map flood extent and route overland flow but had different model run times between 
scenarios. The building block method was shown to provide a relatively easily implemented 
method to represent buildings within an urban area (see Section 2.6). Furthermore, as buildings 
were represented as obstructions and were able to block flow pathways, this captured flow 
between buildings better than within the building resistance scenarios where the higher 
roughness values within building footprints instead acted to resist and slow down flow through 
buildings. 
5.5.3 Removal of topographic sinks 
Most two-dimensional DEMs contain isolated single-pixel topographic depressions (sinks) 
which do not have an outlet and allow water to collect, with elevations significantly lower than 
their surrounding cells (Zandbergen, 2006). These topographic depressions, also referred to as 
sinks or pits, are recognised as areas having one or more contiguous cell(s) that are lower than 
the rest of the surrounding cells and may lead to areas of artificially and erroneously trapped 
water during the simulation of an inundation event which may trap water unnaturally. 
Topographic sinks may have been introduced into the DEM accidentally as artefacts when 
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conducting and processing LiDAR surveys due to the misrepresentation of certain surface 
features (e.g. river channels or surrounding trees or dense vegetation) in the DEM surface 
(Martz & Garbrecht, 1998; Lindsay & Creed, 2005), or through the misrepresentation of 
buildings or structural features in the DEM, for example, within courtyards where surface water 
is trapped and contained. Regardless, topographic sinks may produce unrealistic surface flow 
paths and storages within the model domain and, as such, depression filling or removal is an 
important procedure to conduct before DEMs are used within hydrological modelling (Zhu et al. 
2013). 
The existence of depressions in DEMs can substantially influence overland flow estimation and 
pre-processing to remove small pixel depressions is essential (Jenson & Domingue, 1988; Zhu 
et al. 2013). In addition, the presence of sinks in a DEM may also reduce model computational 
speed. As time step is a function of water depth, cell size and velocity (see Equation 5.4), 
unrealistic water depths associated with topographic sinks may significantly reduce the time 
step. Topographic sinks were identified across the model domain by applying rainfall from the 
28th June 2012 event across the DEM surface, which allowed the identification of topographic 
sinks, recognised by their significantly higher depths when compared to their surrounding cells. 
The fill tool within the ArcGIS Spatial Analyst toolbox was also used to identify and remove any 
sinks within the topography of the DEM surface. Additionally, all topographic sinks across the 
DEM existing in the courtyard features of buildings were removed by infilling courtyards by 
raising the DEM to the level of the surrounding buildings by creating vector shapefiles which 
covered the courtyards and carrying out the same procedure as outlined in Section 5.5.2, similar 
to as conducted by Schubert & Sanders (2012). This ensured that water was not unrealistically 
trapped within courtyards, with no ability to drain to the surrounding areas and can be seen 
visually in Figure 6.22b. Although these steps were conducted, few topographic sinks existed 
on the DEM surface (and were only introduced when buildings were overlain over the DEM) 
due to stringent ground-truthed validation and post-processing of the Environment Agency 
Geomatics LiDAR data before being released for external application (Davis, 2012; 
Environment Agency, 2016). Once the removal of potential sinks in the topographic data had 
been conducted, another model run applying precipitation to the DEM was conducted to 
determine whether the sink removal process was successful. The distributed maximum depth 
at each cell output file was analysed within ArcGIS to identify whether any cells across the 
model’s spatial domain had received significantly greater water depths than their surrounding 
cells. Once it was deemed that all topographic sinks had been removed, the DEM was ready to 
be inputted into the numerical model.  
5.5.4 Precipitation data 
To ensure the precipitation data was in a readable format for the numerical model, the 
precipitation values (mm) and the time interval of each reading (15-minutes) were extracted and 
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inputted into a single column .txt file, with the time interval in seconds (15 minutes; 900 seconds) 
as the first value in the column, and the subsequent values as the precipitation values in 
millimetres. This allowed FloodMap2D to read the input precipitation data and interpolate the 
precipitation values at each time step. Although much of the rainfall fell between 11:30 and 
12:00 (see Figure 5.6), the period between 11:00 and 19:45 was inputted into the model to 
capture the receding of flood waters as flood waters drained from the area.  
5.6 Resolution of building and topography data 
 
To evaluate the effect of the grid resolution of the input DEM and building and structural features 
footprint on surface water inundation outputs, both the DEM and building layers were combined 
in a number of resolution scenarios. Firstly, the 1 m resolution bare-earth topography was 
resampled within ArcGIS to produce coarse bare-earth DEMs with mesh resolutions of 2 m, 5 
m and 10 m, in addition to the original 1m dataset. Next, the rasterised buildings and structural 
features layer was resampled to grid resolutions to 1 m, 2 m, 5 m and 10 m using the sample 
process. Both DEM and building and structural features layers were combined together to 
separate the influence of building and DEM grid resolution on surface water inundation outputs. 
When both layers were combined into one raster DSM layer, the cell size of the finest resolution 
layer was preserved to maintain the detail in the buildings. For example, a scenario with a 10 m 
DEM resolution and a 1 m building resolution would have a combined raster cell size of 1 m. As 
well as conducting scenarios which combined DEM and building layers, bare-earth DEMs with 
no buildings or structural features present were also investigated to determine the influence of 
adjusting DEM resolution only and to determine whether representation of buildings was an 
important consideration when undertaking surface water flood modelling. Figure 5.9 presents a 
matrix of all 20 of the scenarios investigated showing a visual depiction of the changes in 
topographic and building representation with an increase in input raster cell size. 
5.7    Model parameterisation 
Parameterisation is the process of deciding, defining and assigning parameter values to use 
within the modelling framework (Demeritt & Wainwright, 2005; Neelz & Pender, 2007; Mason, 
2011). The following sections outline the parameterisation of surface roughness (5.7.1), 
hydraulic conductivity (5.7.2), drainage losses (5.7.3) and evapotranspiration (5.7.4) within the 
numerical modelling environment.  
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Figure 5.9: Matrix showing combined DEM and building resolution scenarios used to 
investigate the effect of pixel resolution of the input topography and building elements of the 
DSM input. Input DEM and building resolution scenarios investigated show an increase in the 
coarseness of the raster grid with an increase in raster cell size. Changes in resolution are 
shown using a smaller scale subset of the study site situated to the East of the University, 
surrounding Martin Hall. N.B. reference simulations for each grid resolution are highlighted in 
red and shown with an asterisk. 
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5.7.1 Surface roughness 
To understand the influence of surface roughness on modelled inundation outputs, a sensitivity 
analysis of surface roughness was conducted. Uniform Manning’s n values ranging from n = 
0.01, the value assigned to smooth concrete channels of flow where there is very little resistance 
to water flowing across a topographic surface, to n = 0.10, the value assigned to heavily 
vegetated floodplains with high flow resistance were analysed at 0.01 intervals. Additionally, a 
Manning’s n value of 0.035 was included in the analysis which represents the resistance of a 
‘typical’ floodplain (see Table 5.3), based on the reference tables for Manning’s n values in 
Chow (1959) and uniform roughness values used in a number of surface water flood modelling 
studies (i.e. Fewtrell et al., 2011; Sampson et al., 2012; Yu et al., 2016; Coles et al., 2017).  
Table 5.3: Manning’s n roughness values investigated in the numerical model code. OS* 
indicates distributed roughness values obtained from Ordnance Survey MasterMap land-use 
classifications. 
Manning’s n 0.01 0.02 0.03 0.035 0.04 0.05 0.06 0.07 0.08 0.09 0.10 OS* 
 Low                                           Resistance                                          High 
 
As well as simulating inundation using a uniform roughness value across the entirety of the 
spatial domain, spatially-distributed surface roughness coefficients were defined according to 
land-use, as Ozdemir et al. (2013) state that using a composite roughness value of 0.035 may 
be too high in some circumstances to properly represent urban surface friction conditions. 
Roughness values were assigned to each land-use type using the Ordnance Survey MasterMap 
dataset which the buildings and structural features were extracted from, based on 
recommended values provided by the Environment Agency (see Section 2.7; see Figure 6.6). 
Table 5.4 highlights some roughness coefficients for different land-use classifications, as 
recommended by the Environment Agency (2012, 2013) and used in most UK government-led 
surface water flood studies, such as the Leicester Surface Water Management Plan (2012). 
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Table 5.4: Manning’s n roughness coefficient values classified based on Ordnance Survey 
MasterMap land-use classifications, based on the Environment Agency (2012) ‘Guidance on 
surface water flood mapping for Lead Local Flooding Authorities Report’ and the United States 
Army Corps of Engineers (1981) Interim guidelines for estimating n values of floodplains report. 
OS Ref Land-use class Manning’s n 
10021 Buildings 0.03 
10053 General surface (residential gardens) 0.04 
10054 General surface (steps) 0.025 
10056 General surface (grass parkland) 0.03 
10062 Glasshouse (building) 0.03 
10089 Water (inland) 0.035 
10096 Landform (slope – dense vegetation) 0.1 
10111 Natural environment (trees and forest) 0.1 
10119 Path (step) 0.015 
10123 Path (area) 0.035 
10172 Road or track 0.017 
10183 Roadside area 0.03 
10185 Roadside structures 0.03 
10187 Structure (upper level of communication) 0.03 
10217 Unclassified land 0.035 
5.7.2 Hydraulic conductivity  
Infiltration parameters, especially hydraulic conductivity, are often used as calibration 
parameters in hydrological studies to adjust model outputs until an ‘acceptable’ coincidence 
between observations and computations is obtained (Beven, 2001; Cunge, 2003; Hunter, 2005; 
Sayama et al., 2015; Yu & Coulthard, 2015). Saturated hydraulic conductivity is a key parameter 
in surface water flood modelling and it is typically estimated based on soil properties (Clapp & 
Hornberger, 1978; Rawls et al., 1983). 
Hydraulic conductivity (𝑘) values for the study site were estimated using values in the range of 
values outlined within Clapp & Hornberger (1978) and USDA Natural Resources Conservation 
Service (2015). According to the United Kingdom Soil Observatory (2016), less permeable 
clayey soils are the dominant soil types within the study area, although some areas of loamy 
and clayey soils with a low permeability were present. Because the prevalent soil type in the 
study area fits into the sandy clay textural class, corresponding saturated hydraulic conductivity 
𝑘 values were used (1.51 – 5.08 mm/hr) in the numerical model simulations (see Table 5.5). 
Informed by the prevailing soil conditions across the Loughborough University campus, a 
number of simulations were undertaken within the range of 1.0 mm/hr and 5.0 mm/hr, namely 
1.0, 2.0, 3.0, 4.0 and 5.0 mm/hr, to analyse the sensitivity of the numerical model to hydraulic 
conductivity values. The hydraulic conductivity values used based on the soil conditions 
observed were the same as those used in previous FloodMap2D studies (Yu & Coulthard, 2015; 
Coles et al. 2017), as values within this range were found to produce reasonable model 
responses in both studies. 
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Table 5.5: Soil textural classes and corresponding hydraulic conductivity (𝑘) values. 
Source: Adapted from USDA Natural Resources Conservation Service (2015). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
5.7.3 Drainage losses 
Drainage capacity can be used as an effective calibration parameter in surface water inundation 
modelling (Sayama et al., 2015; Yu & Coulthard, 2015). However, due to the uncertainties in 
drainage rates (mm/hr) across an urban catchment during a surface water flood event, different 
studies use varying drainage values (see Section 2.8). For example, the Environment Agency 
(2013) state that the calculated range of sewer capacities in the UK are in the range of 5 mm/hr 
to 54 mm/hr, with independent validation confirming that 12mm/hr represents a ‘typical’ value 
to account for the effects of drainage losses in urban areas when applying 2D hydraulic models 
(Environment Agency, 2013).  Conversely, Coles et al. (2017) tested the sensitivity of 
FloodMap2D using drainage rate values of 30 mm/day, 50 mm/day and 70 mm/day, 
corresponding to hourly drainage values of 1.25 mm/hr, 2.08 mm/hr and 2.92 mm/hr 
respectively. Although urban drainage is predominantly designed to accommodate a 1 in 30 
year surface water flood event (Coulthard & Frostick, 2010), issues such as a lack of 
maintenance (Coulthard et al. 2007; Crichton, 2007) may reduce the drainage capacity of an 
area. Therefore, drainage loss values in hydraulic models are largely uncertain, as discussed 
in Section 2.8. 
To calibrate the numerical model, several uniform drainage loss simulations were run, from a 
‘no drainage’ scenario where the drainage rate was set as 0 mm/hr, up to the Environment 
Agency’s (2013) higher drainage threshold value of 54 mm/hr. Thirteen simulations within the 
Environment Agency’s (2013) recommended range of drainage rates to use for surface water 
flood modelling (0 mm/hr, 2 mm/hr, 4 mm/hr, 6 mm/hr, 8 mm/hr, 10 mm/hr, 12 mm/hr, 15 mm/hr, 
20 mm/hr, 25 mm/hr, 30 mm/hr, 40 mm/hr, 54 mm/hr) were conducted to calibrate the numerical 
model and to assess the sensitivity of drainage rate parameterisation upon surface water 
inundation outputs. 
H
igh                              Perm
eability                    Low 
Soil texture Typical 𝒌 values (mm/hr) Course                            Texture                        Fine  
▪ Coarse sand 508.10 
▪ Sand 
▪ Loamy sands 152.42 – 508.10 
▪ Sandy loam 
▪ Fine sandy loam 50.80 – 152.42 
▪ Very fine sandy loam 
▪ Loam 
▪ Silt loam 
▪ Silt 
15.23 – 50.80 
▪ Clay loam 
▪ Sandy-clayey loam 
▪ Silty-clayey loam 
5.08 – 15.23 
▪ Sandy clay 
▪ Silty clay  
▪ Clay 
1.51 – 5.08 
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5.7.4 Evapotranspiration 
Because evapotranspiration rates during UK storm conditions are typically low and in the range 
of 3 – 5 mm/day (0.125 – 0.208 mm/hr; Coles et al., 2017), evapotranspiration was treated as 
a uniform value across the entirety of the model's spatial domain to account for these minor 
losses. Although temperatures recorded at the Loughborough University weather station were 
relatively high during the flood event (in the region of 20oC during the flood event on the 28th 
June 2012, with a recorded temperature of 21.24oC at 11:15 before the onset of any rainfall 
and dropping to 18.67oC at 12:00 before stabilising again around 20oC; see Figure 5.10), 
evapotranspiration losses would be expected to be relatively minor when compared to losses 
attributed to infiltration and drainage. Despite the expected relatively minor influence of 
evapotranspiration, a sensitivity analysis was conducted, investigating uniform 
evapotranspiration rates of 1 mm/day, 2 mm/day, 3 mm/day, 4 mm/day, 5 mm/day, 7 mm/day, 
10 mm/day and 15 mm/day. 
Figure 5.10: Temperature data from the Loughborough University weather station for the 
28th June 2012, showing temperatures in the region of 20oC during the flood event. 
5.8 Model validation techniques 
Model validation is a crucial step required to check the accuracy of the model’s representation 
of the real system being studied and to ensure that model outputs are representative of the 
parameters being inputted into the modelling framework. To validate the numerical modelling 
outputs (e.g. depth and extent; see Figure 5.2), and to ensure that the numerical model was 
outputting results which were representative of the 28th June 2012 surface water flood event, 
crowdsourced imagery (Section 5.7.1) and spatially-referenced dGPS flood depth data (Section 
5.7.2) collected during the flood event were used. The validation of depth and extent were 
determined to be of principal importance due to the availability of validation data. Although 
velocity data could have been derived from video footage of the flood event, velocity of the flood 
data was not investigated as velocities were expected to be relatively low due to the 
mechanisms of the flood event (i.e. surface water as opposed to a high powered fluvial flood 
event), with the main impact being associated with the depth and extent of the floodwaters 
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(Green et al., 2017b). Further, the video quality and movement would have made it difficult to 
derive accurate and precise flood velocities for the flood event. 
5.8.1 Application of crowdsourced imagery to validate flood depth and extent 
FloodMap2D modelling outputs, including the depth and extent of flood waters were validated 
using crowdsourced imagery obtained from social media, as well as from students and staff 
present during the flood event via the University noticeboards. The crowdsourced images 
obtained are shown in Appendix C.  
Firstly, the photographs collected were validated to ensure that they were taken during the flood 
event. This included studying the date of the Tweet if the image was obtained via Twitter, or by 
checking the image’s time and date information contained within the metadata associated with 
the image file if available. Secondly, the location of the image was identified, either through prior 
knowledge of locations across campus or through exploring the campus to identify the locations 
pictured in the image. Many images retrieved from Twitter, and especially from the University 
noticeboard, contained a qualitative account associated with the picture and those who provided 
images or information were often interested in providing information about their experiences of 
the flood event. For example, one individual described his account of finding his car flooded in 
the Engineering Car Park and provided detailed images showing the depth of the water in 
relation to his car, which allowed the reconstruction of flood depths at that location through post-
event measurement (see Figure 6.21). 
Once it had been determined that an image had been taken during the 28th June 2012 flood 
event, the exact location of the photograph was assessed through a field survey to collect the 
GPS coordinates, which were then plotted into ArcGIS using a GIS points layer with the 
identifiers set as the image code to help identify the specific photograph (see Figure 5.8). These 
were referenced against the Ordnance Survey base map (see Table 5.1) imagery which had a 
horizontal resolution of 25 cm, allowing the photograph to be georeferenced to the exact location 
of where the photograph was taken. 
Estimated flood depths were also obtained from the images using the depth of flood waters 
against urban features captured in the photographs, including against curbs, car wheels and 
lamp posts. This allowed a spatial understanding and measurement of flood depth in key areas 
across the campus, which could be used to validate modelled flood depths. Furthermore, the 
extent of flood waters was derived from photographs taken during the flood event, allowing the 
validation of the extent and coverage of the flood event. 
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5.8.2 Use of time attributed dGPS flood measurement data to validate inundation 
outputs 
As well as photographic data providing a useful source of validation data, the use of time 
attributed, spatially referenced flood depth data collected using a differential GPS (dGPS) was 
used to validate flood depths in Martin Hall in the East Park of campus. During the peak of the 
flood event between 12:10 and 13:10, a transect of high resolution point depth data with the 
time of data collection (HH:MM) were collected along University Road to the East of Martin Hall, 
where water levels exceeded 30 cm in depth. The point depth readings collected were imported 
into ArcGIS and processed to align the data points with Ordnance Survey base map data using 
the notes collected during collection. The water depths collected along the transect were used 
as observational depth data to assist in the validation of the flood inundation modelling 
conducted. Figure 5.11 shows the location of the transect of 78 time-attributed dGPS 
measurements, also indicating the extent of the flood waters (i.e. those readings which gave a 
reading of 0 cm) as well as the depth. 
 
Figure 5.11: Location of transect of 78 time-attributed Differential Global Positioning System 
(dGPS) measurements taken slightly after the occurrence of the high intensity rainfall event, 
between 12:10 and 13:07 on 28th June 2012 along University Road outside Martin Hall. Depths 
recorded ranged from 0 cm, indicating the extent of the flood waters, to the maximum depth of 
0.38m, located at the asterisks.  
5.9 Creation of a set of reference model runs 
Reference simulations at each raster cell resolution (1 m, 2 m, 5 m and 10 m) were created 
using parameter values which were most appropriate for the physical conditions present within 
the study site (see Section 5.8.1). The reference simulations were then compared with the 
validation data (crowdsourced imagery; Section 5.7.1 and dGPS readings; Section 5.7.2) to 
ensure that the reference simulations were representative of the flood conditions experienced 
* 
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on the 28th June 2012 flood event. Details of the creation, quasi-calibration and validation of the 
reference simulations are discussed below. All parameter and resolution treatments (discussed 
in Section 5.6) were compared back to the reference simulation to understand the impact and 
model sensitivities to surface roughness, hydraulic conductivity, drainage loss and 
evapotranspiration values, as well as the resolution of topographic and building data on the 
spatial extent and depth characteristics of floodwaters across the catchment. A simplified 
diagram of the workflow of obtaining suitable, quasi-calibrated reference simulation parameter 
values is shown in Figure 5.12 and discussed below.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.12: Schematic flow diagram showing the creation of reference model runs. (a) 
informed initial model parameter values based on: (i) values used in previous surface water 
flood research, and; (ii) the physical properties present within the study site (see Table 5.6); (b) 
crowdsourced imagery and dGPS transect data was used to determine whether the model 
correctly simulated flooding within the study site, cross referencing the validation data with the 
modelled flood depths within the study site. This iterative process was repeated until the model 
was seen to perform adequately and correlate with the external validation data; (c) when the 
model was seen to perform adequately, the parameter values were used to create the reference 
simulation.  
To set up the reference model run, the input data, including the topographic raster .ASCII grid, 
rainfall data and the at-a-point hydrograph extraction cell locations were inputted into the model 
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within graphical user interface at all model topographic resolutions (1 m, 2 m, 5 m and 10 m). 
The model was initially run using parameter values within expected ranges based on previous 
academic and industry research using the physical properties, functioning and behaviours of 
natural systems (see Chapter 2). However, a further novel intuitive sensitivity analysis approach 
was undertaken to determine the most ‘suitable’ model parameter values which provided the 
‘best’ representation of the flood event to be used as a reference simulation to compare all other 
parameterisation scenarios to. This was done by simulating the case study under a range of 
parameter values to analyse the cross-influence of parameters and compare the modelled 
outputs to observational data (e.g. dGPS and crowdsourced imagery observations) to validate 
the numerical model reference run and ensure that the reference runs were realistic to compare 
model assessments of parameterisation to. Therefore, the parameters within the model 
reference runs were set based on an informed and iterative process of quasi-calibration prior to 
investigating model parameterisation. This allowed a determination of model performance in 
relation to the baseline, reference simulation and allowed the deviation of specific 
parameterisation to be evaluated against a ‘best fit’ simulation (as FloodMap2D required a pre-
run reference simulation to compare model results to). Usually, reference simulations are 
compared to the lowest parameter value in studies using FloodMap. For example, in Yu & 
Coulthard (2015), a Manning’s roughness value of 0.01 is used so model sensitivities can be 
visualised progressively increasing in relation to a lower value. However, because 𝐹-statistic 
and RMSE are relative metrics, using this original approach to a reference simulation of a 
Manning’s roughness value of n = 0.01 may not reveal model sensitivity as these metrics are 
expected to deviate further as the roughness value increases. Therefore, an intuitive and quasi-
calibrated sensitivity analysis approach was used, resulting in the model sensitivities to 
parameter assessments (see Chapter 6) being better understood. Table 5.6 highlights the 
default parameter values used for the reference simulations. Further discussion and results 
from the investigation into model sensitivities of each of the parameters are presented in Section 
7.3 but an initial overview of the selected parameter values for the reference simulations is 
presented below. 
Table 5.6: Default parameter values for the model reference simulation, 
showing the corresponding chapter within the literature review chapter. 
§ Parameter Default parameter values 
2.7 Manning’s roughness coefficient 0.035 
2.9 Hydraulic conductivity 5 mm/hr 
- Evapotranspiration 5 mm/day 
2.8 Drainage rate 30 mm/hr 
 
A preliminary test into the model sensitivity to roughness coefficient values to determine a 
suitable value for the reference simulation runs was conducted using the dGPS and 
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crowdsourced imagery for model performance assessment and validation, with findings 
suggesting that a Manning’s n value of 0.035 gave model stability and provided the most 
appropriate frictional coefficient within an urban area in terms of the timing of the flood wave. 
This supported previous academic and industry studies used in surface water flood research 
(e.g. Yu & Lane, 2006; Fewtrell et al., 2008; Fewtrell et al., 2011; Environment Agency, 2013; 
see Section 2.9.1) which state that a Manning’s roughness coefficient of 0.035 represents a 
typical value for urban flood plains and the obstacles within urban areas, with fluvial studies 
(e.g. Chow, 1959) which have been transferred to urban surface water flood events also 
supporting this. Preliminary testing showed that lower Manning’s roughness coefficients (n = 
0.01 and 0.02) led to model instabilities in some locations, so these were excluded from any 
further analyses, supporting previous studies which have demonstrated that lower Manning’s 
roughness coefficient values may lead to model instabilities when dealing with low flow 
velocities (Bates et al., 2010; see Section 2.7.1).  
A preliminary investigation into drainage values was also conducted to ascertain a suitable 
drainage parameter value for the reference simulation runs. The initial testing demonstrated 
that the model was highly sensitive to losses associated with drainage due to large potential 
losses (up to 54 mm/hr). Martin Hall depth hydrographs were intuitively used to perform local 
calibration of the model by looking at the falling limb of the hydrographs and matching these up 
with the dGPS transect and crowdsourced imagery data (see Section 7.5.1) due to the 
availability of external validation data surrounding the Martin Hall area which provided a suitable 
method of model assessment to assess numerical model performance at the Martin Hall area. 
A drainage value of 12 mm/hr did not provide sufficient drainage based on the collected dGPS 
point data and the photographs collected, with flood waters accumulating and not sufficiently 
draining from the area, whereas drainage values within the upper limit of the Environment 
Agency’s recommended drainage values (54 mm/hr) drained quickly and resulted in a rapid loss 
of flood waters so no flood water accumulated in areas which experienced flooding on the 28th 
June 2012. A drainage value of 30 mm/hr (the recommended value used by the Environment 
Agency and supported by independent validation) resulted in flood hydrograph depths 
decreasing and correlating at a rate which was within that recorded in the validation data. 
Therefore, a drainage rate of 30 mm/hr was deemed appropriate to use within the reference 
simulation runs. Further sensitivity testing to drainage is presented within Chapter 6. 
Preliminary testing into hydraulic conductivity parameter values was also conducted to 
determine a suitable value to use within the reference simulations. Model assessment of 
hydraulic conductivity values was seen to be moderately sensitive. An initial sensitivity analysis 
was conducted and, based on the physical properties of the prevalent soil type within the study 
area (see Section 5.5.2), a hydraulic conductivity value of 5 mm/hr was deemed most 
appropriate based on the intuitive sensitivity analysis process using crowdsourced imagery and 
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dGPS transect data to validate numerical modelling results and therefore used for the reference 
simulation runs. Sensitivity testing of changes to modelled infiltration rate is presented in 
Chapter 6. 
Initial testing during the stages of intuitive sensitivity analysis demonstrated that the model was 
largely insensitive to any changes in evapotranspiration parameter values as evapotranspirative 
losses represented minor losses to the overall model domain due to the influence of 
evapotranspiration being fairly minimal, despite the high atmospheric temperatures recorded at 
the Loughborough University weather station during the flood event. An evapotranspiration 
value of 5 mm/day (0.208 mm/hr) was used, based on previous research using the same 
hydroinundation model (e.g. Yu & Coulthard, 2015; Coles et al., 2017). However, in comparison 
to drainage-related losses, evapotranspiration losses were negligible. Therefore, the model was 
expected to be largely insensitive to any changes in evapotranspiration rates. Further sensitivity 
testing to evapotranspiration rate parameterisation is presented within Chapter 6. 
5.9.1 Default model resolutions for baseline simulations 
When investigating the influence of parameterisation on model outputs, a model grid resolution 
for both DEM and building/structural feature components of 2 m was used for the reference 
simulation. Simulations were carried out at 2 m resolution to present all of the results 
investigating model parameterisation as this represented a balance between modelling at high 
resolution and being able to simulate results relatively quickly. A topographic grid resolution of 
2 m took approximately 12 hours of simulation time, whereas 1 m resolution model runs 
exceeded a week of computation time. For reference, the 5 m and 10 m resolution model runs 
had total elapsed times of approximately 1 hour and 6 minutes respectively due to their 
exponentially smaller cell count. Although results from the investigation into model 
parameterisation are presented at 2 m resolution in Chapter 6, results from the investigation 
into parameterisation should be relative regardless of input topographic mesh resolution within 
FloodMap2D (Yu & Coulthard, 2015). Therefore, the sensitivity and patterns associated with 
altering model parameterisation presented herein will show the same trends and relationships 
regardless of the topographic resolution used. Table 5.7 outlines the parameterisation scenarios 
investigated. 
When investigating the influence of boundary conditions (i.e. the effects of the grid resolution of 
the input DEM and building/structural feature footprints) on surface water inundation outputs at 
each grid resolution, scenarios with differing DEM and building resolution combinations were 
compared back to the reference simulation of the same resolution. Figure 5.9 shows the DEM 
and building resolution scenarios with their respective reference simulation; for example, for the 
5 m resolution scenarios, the ‘5 m DEM and No Buildings’, ‘5 m DEM and 10 m Buildings’ and 
’10 m DEM and 5 m Buildings’ scenarios were all compared back to the reference simulation 
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(‘5 m DEM and 5 m Buildings’) scenario with both a DEM and buildings/structural features grid 
resolution of 5 m for statistical analysis and comparison. Although the ’10 m DEM and 5 m 
Buildings’ scenario has a DEM resolution of 10 m, this scenario is compared to the 5 m 
resolution reference simulation as the overall spatial grid resolution of the .ASCII file is 5 m, due 
to the finer resolution of the buildings component meaning the raster file is treated as having an 
overall cell size of 5 m.  
Table 5.7: Scenarios at 2 m grid resolution used to investigate the parameterisation of building 
resolution, drainage rate, hydraulic conductivity and roughness. Scenarios highlighted in bold 
are the reference simulation with default parameterisation; building resolution scenarios at 2 m 
resolution are presented in grey. 
 Scenario Scenario parameters 
Bu
ild
  r
es
ol
ut
io
n 2m DEM & No Buildings d = 30mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.035 
2m DEM & 2m Building resolution* d = 30mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.035 
2m DEM & 5m Building resolution d = 30mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.035 
2m DEM & 10m Building resolution d = 30mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.035 
5m DEM & 2m Building resolution d = 30mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.035 
10m DEM & 2m Building resolution d = 30mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.035 
D
ra
in
ag
e 
ra
te
 
2m DEM & 2m Building resolution (d = 0 mm/hr) d = 0mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.035 
2m DEM & 2m Building resolution (d = 2 mm/hr) d = 2mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.035 
2m DEM & 2m Building resolution (d = 4 mm/hr) d = 4mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.035 
2m DEM & 2m Building resolution (d = 6 mm/hr) d = 6mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.035 
2m DEM & 2m Building resolution (d = 8 mm/hr) d = 8mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.035 
2m DEM & 2m Building resolution (d = 10 mm/hr) d = 10mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.035 
2m DEM & 2m Building resolution (d = 12 mm/hr) d = 12mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.035 
2m DEM & 2m Building resolution (d = 15 mm/hr) d = 15mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.035 
2m DEM & 2m Building resolution (d = 20 mm/hr) d = 20mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.035 
2m DEM & 2m Building resolution (d = 25 mm/hr) d = 25mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.035 
2m DEM & 2m Building resolution (d = 30 mm/hr) * d = 30mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.035 
2m DEM & 2m Building resolution (d = 40 mm/hr) d = 40mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.035 
2m DEM & 2m Building resolution (d = 54 mm/hr) d = 54mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.035 
H
yd
r. 
co
n.
 2m DEM & 2m Building resolution (k = 1 mm/hr) d = 30mm/hr, e = 5mm/day, k = 1mm/hr, n = 0.035 
2m DEM & 2m Building resolution (k = 2 mm/hr) d = 30mm/hr, e = 5mm/day, k = 2mm/hr, n = 0.035 
2m DEM & 2m Building resolution (k = 3 mm/hr) d = 30mm/hr, e = 5mm/day, k = 3mm/hr, n = 0.035 
2m DEM & 2m Building resolution (k = 4 mm/hr) d = 30mm/hr, e = 5mm/day, k = 4mm/hr, n = 0.035 
2m DEM & 2m Building resolution (k = 5 mm/hr) * d = 30mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.035 
E
va
po
tra
ns
pi
ra
tio
n 
2m DEM & 2m Building resolution (e = 1 mm/day) d = 30mm/hr, e = 1mm/day, k = 5mm/hr, n = 0.035 
2m DEM & 2m Building resolution (e = 2 mm/day d = 30mm/hr, e = 2mm/day, k = 5mm/hr, n = 0.035 
2m DEM & 2m Building resolution (e = 3 mm/day) d = 30mm/hr, e = 3mm/day, k = 5mm/hr, n = 0.035 
2m DEM & 2m Building resolution (e = 4 mm/day) d = 30mm/hr, e = 4mm/day, k = 5mm/hr, n = 0.035 
2m DEM & 2m Building resolution (e = 5 mm/day) * d = 30mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.035 
2m DEM & 2m Building resolution (e = 7 mm/day) d = 30mm/hr, e = 7mm/day, k = 5mm/hr, n = 0.035 
2m DEM & 2m Building resolution (e = 10 mm/day) d = 30mm/hr, e = 10mm/day, k = 5mm/hr, n = 0.035 
2m DEM & 2m Building resolution (e = 15 mm/day) d = 30mm/hr, e = 15mm/day, k = 5mm/hr, n = 0.035 
R
ou
gh
ne
ss
 
2m DEM & 2m Building resolution (n = 0.01) d = 30mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.01 
2m DEM & 2m Building resolution (n = 0.02) d = 30mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.02 
2m DEM & 2m Building resolution (n = 0.03) d = 30mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.03 
2m DEM & 2m Building resolution (n = 0.035) * d = 30mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.035 
2m DEM & 2m Building resolution (n = 0.04) d = 30mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.04 
2m DEM & 2m Building resolution (n = 0.05) d = 30mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.05 
2m DEM & 2m Building resolution (n = 0.06) d = 30mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.06 
2m DEM & 2m Building resolution (n = 0.07) d = 30mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.07 
2m DEM & 2m Building resolution (n = 0.08) d = 30mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.08 
2m DEM & 2m Building resolution (n = 0.09) d = 30mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.09 
2m DEM & 2m Building resolution (n = 0.10) d = 30mm/hr, e = 5mm/day, k = 5mm/hr, n = 0.10 
2m DEM & 2m Building resolution (n = OS) d = 30mm/hr, e = 5mm/day, k = 5mm/hr, n = OS 
5.10 Metrics for sensitivity analysis, parameterisation and model calibration 
To evaluate the performance of the surface water flood modelling undertaken and to determine 
the sensitivity of altering model parameters (see Section 5.6) a number of commonly used 
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metrics were employed. This allowed statistical analysis of surface water inundation model 
predictions of inundation extent and water depth to a reference simulation which could be used 
to assess model accuracy (Bates & De Roo, 2000; Yu & Lane, 2006a,b, Bates et al., 2010; 
Sayama et al., 2015; Yu et al. 2016). Flood risk assessments were conducted at a global, model-
wide scale, and a localised, hotspot level. The global evaluation statistics used to evaluate 
model performance to a reference simulation include: (i) the total inundated area across study 
domain (Section 5.10.1); (ii) the overall model accuracy (Section 5.10.2); (iii) the 𝐹-statistic 
(Section 5.10.2); (iv) the Kappa wet statistic (Section 5.10.3), and; (v) the RMSE of global water 
depth (Section 5.10.4). All global evaluation metrics were calculated over time through the flood 
event at 5 minute intervals, using the 𝐹-statistic, Kappa wet statistic and RMSE statistic, all 
calculated against a calibrated reference simulation (discussed in Section 5.9). Furthermore, 
comparisons between the balance of the inflows and losses during each of the scenarios were 
made. The inputs (i.e. inflow rainfall volume) and losses (i.e. volumetric losses to drainage, 
infiltration and evapotranspiration), as well as a mass balance (i.e. inflow rainfall volume minus 
losses) for each scenario were compared to make sure all scenarios received equal amounts 
of rainfall and to compare the overall losses associated with parameterisation to understand the 
impact and interactions that changing parameter values had upon the overall water balance 
across the study domain. Additionally, at-a-point hydrographs were extracted from several 
locations across the study site at 5 minute intervals to allow detailed and spatially distributed 
comparisons between different scenarios (see Section 5.10.6).  
5.10.1 Total inundated area across study domain  
The total inundated area (m2) was recorded to understand the extent of flood waters across the 
study area. Within all simulations undertaken, a threshold water depth of 1 cm was used to 
assess the area inundated across the study site. Therefore, water depths < 1 cm were not 
classified as inundated but depths > 1 cm were classified as inundated and contributed towards 
the total area inundated by flood water (see Section 5.5.3). 
Although the total inundated area across the study site allows the quantification of the spatial 
extent of flood waters within the study site, the depth of flood waters is not considered within 
this metric as the metric is binary (i.e. cells are either classified as ‘flooded’ or ‘unflooded’). 
Therefore, flood waters which are spatially confined within a topographic low may have an 
increase in water depth during the flood event but no change in the extent (m2) of flood waters. 
Despite this, the total inundated area across the study domain allows the comparison and 
assessment of the extent of flood waters between different parameterisation scenarios. 
5.10.2 Overall accuracy statistic 
The overall accuracy of a model indicates how well the model matches the data in the reference 
simulation. Overall accuracy was calculated as the sum of the correctly predicted raster cells 
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(i.e. those which were wetted in both the reference simulation and the predicted comparison 
scenario), divided by the total number of raster cells in the raster topography input file: 
𝑂𝐴 =  
∑𝑖=1
𝑘 𝑛𝑖𝑖
𝑛
     (Eq. 5.12) 
where 𝑖 is the pixel index, relating to its position in the raster grid, 𝑛 is the total number of pixels 
in the raster topographic grid, 𝑘 is the number of pixels both predicted and observed to be 
wetted. 
The main disadvantage of using the overall accuracy statistic is that it is strongly dependent on 
catchment area and the statistic may indicate very high levels of similarity between two 
scenarios if flood waters are spatially confined or occupy a relatively small area across the study 
site (Reid et al., 2007). Additionally, the overall accuracy statistic takes no account of the 
expected levels of agreement due to chance (Reid et al., 2007). Therefore, the 𝐹 (Section 
5.8.2), Kappa wet (Section 5.8.3) and RMSE of depth values (Section 5.8.4) in the model grid 
cells are known to be a more reliable measure of accuracy or agreement (Cohen, 1960; Reid 
et al., 2007). 
5.10.3 𝑭-statistic 
In flood inundation modelling, the overall accuracy may introduce bias into the outputs, 
especially where large areas of the catchment remain dry and flooding extent is spatially 
confined (Yu, 2005). The 𝐹-statistic allows the comparison of fit between two datasets after a 
regression analysis, allowing model-predicted wetted areas to be compared to a validation 
dataset, such as a flood outline or a reference inundation simulation (Horritt & Bates, 2001a, 
2002). 𝐹 can be represented as: 
𝐹 =  
𝑛𝑖𝑖
𝑛𝑜+ 𝑛𝑝− 𝑛𝑜+𝑝
    (Eq. 5.13) 
where 𝑛𝑜 is the number of observed wetted pixels, 𝑛𝑝 is the number of pixels predicted to be 
wet, and 𝑛𝑜+𝑝 is the number of pixels which are wetted in both the observed and predicted 
scenarios. 
5.9.4 Kappa wet statistic 
In certain circumstances where inundation occupies a river channel, the 𝐹-statistic needs to be 
corrected for bias which may have been introduced by raster cells occupying river channels or 
surface depressions (Horritt & Bates, 2001b). Therefore, the Kappa wet statistic is used widely 
in flood inundation modelling studies (Horritt & Bates, 2001, 2002; Yu & Lane, 2006a, b) to 
understand wetted and dry cells across the catchment area. The Kappa wet statistic is based 
on the maximum estimated likelihood of the Kappa coefficient for the conditional agreement of 
the 𝑖th category being wetted and essentially expresses the ratio of the observed excess over 
chance agreement to the maximum possible excess over chance. Therefore, a Kappa value of 
1.0 corresponds to a perfect agreement, whereas a Kappa value of 0.0 indicates the observed 
agreement being down to chance (Everitt, 1998), with Kappa values > 0.80 indicating a very 
good agreement between two simulations (Reid et al., 2007). Because the Kappa wet statistic 
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is typically effective for areas where surface water flow is channelised (either in roads or river 
channels), it was assessed during experimentation whether this statistic was required (see 
Chapter 6) or whether the 𝐹 -statistic would be sufficient to make comparisons between 
scenarios.  
The expected number of raster cells in the study site that would be wet (𝑛𝑖𝑖) under a random 
simulation is 𝑛𝑖+𝑛+𝑖
𝑛
 and the maximum number of raster cells that are predicted as wet (𝑛𝑖) is the 
maximum number of cells that could be correctly classified as wet. Thus: 
?̂? =
𝑛𝑖𝑖 
(𝑛𝑖+𝑛+𝑖)
𝑛
𝑛𝑖+−(
𝑛𝑖+𝑛+𝑖
𝑛
)
=  
𝑛𝑖𝑖 − 𝑛𝑖+𝑛+𝑖
𝑛𝑖+− 𝑛𝑖+𝑛+𝑖
   (Eq. 5.14) 
if 𝑖 is calculated for wet cells, Equation 5.14 eliminates the effect on the numerator of a large 
number of cells that are always dry in both the reference and comparison simulation so Kappa 
wet is not biased by the quantity of dry cells. However, both the numerator and denominator are 
affected by the total number of cells present.  
5.10.5 Root mean square error (RMSE) of global water depth 
Predicted water depths (m) were compared with the reference simulation to evaluate the 
accuracy and performance of the model relative to the reference dataset to determine the 
impact of model parameterisation and altering the resolution of DEM and building layers. The 
depth RMSE was calculated as: 
𝑅𝑀𝑆𝐸 = √
∑ (𝑑𝑖
𝑝− 𝑑𝑖
𝑟)𝑞𝑖=1
𝑛
    (Eq. 5.15) 
where, for each verification time step, 𝑞 is the number of the predicted wet cells, 𝑑𝑖
𝑝 are the 
predicted water depth, and 𝑑𝑖𝑟 are the reference water depths. 
5.10.6 At-a-point hydrograph extraction 
To determine how water depths evolved over time through the duration of the flood event, 
spatially distributed at-a-point depth hydrographs were extracted for 67 key locations across the 
study site (see Figure 5.13) every 5 minutes during the simulation of the 28th June 2012 flood 
event. The locations selected to extract at-a-point hydrographs included: (i) ‘run-on’ areas, i.e. 
areas of surface water accumulation at lower topography where inundation was known to occur 
during the 28th June 2012 flood event and captured in the crowdsourced imagery, accounts 
from those present during the event or dGPS readings, such as Martin Hall, and; (ii) ‘runoff 
areas’, i.e. areas of higher surface topography where falling precipitation would be transported 
via overland flow to neighbouring areas with lower surface elevations, such as the Link Road 
and Rugby Pitch towards the west of Martin Hall (see Figure 5.13). The hydrographs from each 
of the hotspots investigated are presented throughout Chapter 6 and a conceptual diagram 
illustrating the runoff and run-on areas studied is presented in Figure 6.20. 
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Figure 5.13: Location of the 69 points selected to extract at-a-point hydrographs across the 
study domain. N.B. not all points have text labels due to the density of points in certain locations. 
5.11 Chapter summary 
In summary, this Chapter has detailed the functioning of the numerical modelling environment 
(FloodMap2D) and described the input data types and sources required to undertake a 
modelling investigation. Furthermore, a methodology for assessing the sensitivities of hydraulic 
and hydrological parameters (including roughness, infiltration, drainage losses and 
evapotranspiration) and the effect of grid resolution of the input DEM and building/structural 
feature footprints on simulated flood outputs has been presented. Additionally, methods for 
model validation in the form of crowdsourced imagery and dGPS transect data have been 
described. Finally, this Chapter has discussed the setting up of a reference simulation to allow 
model performance to be assessed and has described some of the key metrics for flood risk 
evaluation and assessment and how they can be used to compare flood parameterisation and 
boundary condition scenarios. Using the methodologies detailed within this Chapter, Chapter 6 
presents the results obtained from the numerical inundation modelling study and discusses in 
detail why the identified trends are apparent. As illustrated within Figure 1.3, Chapters 5 and 6 
conjoin to answer Research Objective 3 to evaluate numerical model sensitivities to model 
parameterisation and mesh resolution effects and their influence on surface water flood extent, 
timing, depth and severity, and to validate the results obtained using novel crowdsourced 
methodologies and approaches.  
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Chapter 6: Numerical modelling results – high resolution numerical 
inundation modelling of a short duration surface water flood event 
6.1 Chapter scope 
 
This Chapter presents the results from using a numerical inundation model, FloodMap-
HydroInundation2D (Yu & Coulthard, 2015), to simulate a short-duration, intense rainfall event 
(27.8 mm in 15 minutes) that occurred over the Loughborough University campus on the 28th 
June 2012. An investigation into the parameterisation of a number of key hydraulic (roughness) 
and hydrologic (hydraulic conductivity, drainage rate, evapotranspiration) parameters is 
presented, demonstrating the sensitivities to these model parameters. Furthermore, 
topographic and mesh resolution boundary condition effects are examined, demonstrating the 
influence of the resolution of building and topographic data on key surface water flood outputs. 
Model results are validated using crowdsourced imagery taken during the flood event, as well 
as using a dGPS transect which was collected from one site which experienced widespread 
inundation during the event, highlighting the importance of observational data to validate 
inundation models.   
This Chapter aims to conduct sensitivity analyses of numerical model parameters and evaluate 
model sensitivities of model parameterisation and mesh resolution effects and their influence 
on surface water flood extent, timing and severity and to validate results obtained using novel 
crowdsourcing methodologies (Research Objective 3). This Chapter consists of six sections: 
Section 6.2 presents the results from the reference simulation, showing a global overview of 
inundation extent, area, depth and the total mass balance of water across the study site; Section 
6.3 shows the influence of parameterisation of key hydraulic (roughness) and hydrological 
(drainage, hydraulic conductivity and evapotranspiration) variables and discusses the sensitivity 
of altering parameters and the implications on global flood inundation; Section 6.4 details a 
novel de-coupled investigation into the influence of altering boundary conditions, examining the 
influence of the resolution of topographic grid and building and structural features on surface 
water flood risk at the global catchment level; Section 6.5 focuses on flood risk mapping at the 
localised, hotspot level and identifies four surface water hotspots (Martin Hall and the link road 
area, the Engineering car park, the cricket pitch and stadium area and the Pilkington library), 
three of which are used to understand spatiotemporal patterns in depth, timing and extent of 
floodwaters and are validated using crowdsourced imagery and dGPS points collected during 
the flood event, and; Section 6.6 details a hotspot level analysis of: (i) the parameterisation of 
model variables, and; (ii) the influence of topographic and building mesh resolution on 
inundation outputs. 
6.2 Reference simulation results from the 28th June 2012 surface water flood event  
The process for setting up the reference model simulations is outlined within Section 5.9.1, 
detailing the creation of the baseline simulation in relation to the input data requirements and 
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the reference simulation parameter values. Additionally, Section 5.8.2 summarised: (i) the 
default model resolutions for the baseline, reference simulations; (ii) the scenarios used to 
investigate the impact of the parameterisation of drainage, hydraulic conductivity, 
evapotranspiration and roughness variables (see Table 5.7), and; (iii) the scenarios used to 
investigate the influence of DEM and building/structural features (see Table 5.8) on surface 
water inundation outputs. This section presents the key modelling results from the 28th June 
2012 surface water flood event based on the reference simulation only, with later sections 
evaluating the model sensitivities to the parameterisation of key hydraulic and hydrological 
variables and DEM and building/structural feature boundary conditions. 
A reference map of the Loughborough University campus is available within Appendix D or can 
be viewed online1 to determine the locations of the inundation hotspots referred to throughout 
this Chapter. 
6.2.1 Global assessment of inundation extent, area and depth 
The global modelled extent of flood waters across the entirety of the catchment during the 
surface water flood event on the 28th June 2012 shows that the flood event occurred very rapidly 
across the study site (see Figure 6.1), supporting witness accounts and crowdsourced imagery 
obtained from during the flood event (e.g. see Section 6.5). No accumulation of flood waters 
was predicted in the model at 11:50 (directly at the onset of the rainfall event) but a substantial 
area (21.6%) of the catchment had surface water above the 0.01 m wetting threshold at 11:55 
following the initial flux of rainfall. From 11:55 onwards, the high intensity, short duration peak 
of rainfall (27.8 mm of rainfall in a 15-minute interval; see Figure 4.5) is observed to be routed 
into a number of areas with lower elevation, including the outside of Martin Hall, Pilkington 
Library and areas surrounding the Cricket Pitches. Consequently, the extent of flood waters 
above the wetting threshold drops significantly, dropping to 13.1% wetted at 11:55 and 7.1% 
wetted at 12:15 as flood waters accumulate and concentrate in key hotspot locations (see Figure 
6.2). Figure 6.2 presents the inundation extent across the catchment showing a very rapid rise 
in surface water extent between 11:55 and 12:00 to the maximum flood extent (432,524 m2; 
21.6% of the total study area) as the catchment is saturated by the intense, rapidly occurring 
rainfall event, followed by a decrease in surface water extent as water is routed into topographic 
lows, and as water eventually drains into drainage systems present across the study area later 
in the simulation. The minor fluctuation observed at 13:30 may be explained by the additional 
but fairly insignificant input of rainfall (1.8 mm) recorded at the Loughborough University weather 
station (see Figure 4.5), also seen in the rapid increase in rainfall between 11:45 and 11:55 
depicted in the water mass balance illustrated in Figure 6.3. The decrease in water extent and 
depth can be explained by studying the global water balance (see Figure 6.3). Losses 
                                            
1 Interactive campus reference map available at: https://maps.lboro.ac.uk. 
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associated with drainage, infiltration and evapotranspiration increase as simulation time 
elapses, with drainage and infiltration making up significant losses to the total inflow volume of 
rainfall but evapotranspirative losses being negligible (supporting results obtained within Yu & 
Coulthard, 2015). The total mass balance of water in the study site follows the same pattern as 
seen in the global inundation extent, showing a bell-shaped curve with a sharp peak associated 
with the large influx of rainfall being rapidly subjected to the catchment and a strong negative 
skewness attributed predominantly to drainage and infiltration losses which remove water from 
the system through the simulation and result in a steady decline in total water across the study 
catchment. 
 
 
 
 
Figure 6.1: Simulated flood extent across the entirety of the Loughborough University campus 
through time showing a few key frames to illustrate the occurrence and recession of the flood 
event. Extent is expressed in binary form in relation to the threshold value of 1cm; if water depth 
in a cell ≥ 1 cm then inundation the cell value = 1 (inundated) but if water depth < 1 cm then the 
cell value = 0 (not inundated). Appendix D shows the extent through time at 5 minute intervals 
from the start (11:00) to the end (19:45) of the simulation. Hotspot locations are highlighted in 
the red boxes in t = 12:30. 
t = 11:55
t = 12:10 t = 12:30
t = 12:50
t = 19:45t = 15:20
t = 13:50
t = 11:50
No water above
wetting threshold (0.01 m)
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t = 12:50
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Figure 6.2: Global inundation extent (m2) above the 0.01 m wetting threshold through time for 
the reference simulation. The secondary axis shows the inundation extent (m2) expressed as a 
percentage of the total catchment area. 
 
 
Figure 6.3: Global water mass balance, showing the inputs (rainfall), losses (infiltration, 
evapotranspiration and drainage) and total water mass balance (inputs minus losses) 
operating within the reference simulation. 
Because the extent of accumulated rainfall exceeding the wetting threshold (> 0.01 m) does not 
give any indication of water depth and therefore any rise in water surface elevation does not 
result in an increase in water extent if above the wetting threshold, the spatial distribution of 
global water depth through time is important to study to understand whether the flood event had 
any significant impact across the study site. Analysis of the global depth (see Figure 6.4) 
provides a general overview of flooding across the catchment and allows the wider identification 
of flood hotspots (i.e. areas at direct flood risk where runoff may accumulate and cause 
disruption; e.g. Coles et al., 2017; Green et al., 2017a). Global flood depths show similar trends 
to the global extent illustrated in Figure 6.2, with the initialisation of surface water on the 
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catchment from 11:55 onwards. From 11:55 until approximately 15:00, runoff is shown to be 
routed across the catchment into a number of surface water hotspots along a topographic 
gradient. Consequently, water depth in these hotspot areas, including Martin Hall, Pilkington 
Library and areas surrounding the Cricket Pitches can be seen to increase in depth quite rapidly 
after the onset of the rainfall event. As such, these key hotspot locations require a further, 
localised and in-depth analysis (see Section 6.5). From approximately 15:00 onwards until the 
end of simulation (19:45), water depth can be seen to decrease in depth as water is lost to 
drainage systems and able to infiltrate into permeable surfaces across the catchment areas, 
supporting the mass balance illustrated in Figure 6.3. 
 
Figure 6.4: Global depth (m) across the entirety of the Loughborough University campus 
through time showing a few key frames to illustrate the changes in depth through the flood 
event. Prior to 11:50, no flood waters were present. Flood depths < 0.01 m were classified as 
transparent so are not visible. Appendix D shows each key frame at 5 minute intervals from the 
start (11:00) to the end (19:45) of the simulation in high resolution. 
6.3 Global sensitivity to model parameterisation 
To determine the influence of model parameterisation across the study site, a global 
assessment of key hydraulic (roughness) and hydrological (hydraulic conductivity, drainage rate 
and evapotranspiration) parameters was conducted. The following sections detail the global 
sensitivity to model parameterisation in relation to their influence on the inundation extent 
(Section 6.3.1) and global mass water balance across the study site (Section 6.3.2). Further, a 
global statistical comparison to the reference simulation for each parameter is presented 
(Section 6.3.3) using Depth RMSE and !-statistic values through time. 
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6.3.1 Influence of parameterisation on global inundated extent 
Figure 6.5 shows time series of global inundation extent for roughness (Figure 6.5a), drainage 
(Figure 6.5b), hydraulic conductivity (Figure 6.5c) and evapotranspiration (Figure 6.5d) 
parameters within the appropriate range of parameter values for the prevalent conditions 
present within the study site investigated (see Section 5.9 and Table 5.6). The influence of each 
hydraulic and hydrological parameter on global inundated extent is discussed below.  
§ Roughness 
All roughness scenarios follow a similar response to the global inundation extent (see Figure 
6.2), with slight variations in inundation extent noticeable throughout the flood simulation. 
Although trends in the extent of inundated areas attributed to the parameterisation of frictional 
values are not immediately distinguishable at the global scale, a detailed view of the peak values 
illustrates that the model responds to variations in frictional coefficient values and is sensitive 
to changes in roughness. Results show that higher values of the Manning’s n roughness 
coefficient (i.e. n = 0.10) are associated with an increase in flood extent at the peaks of the flood 
event and slightly lower inundation extent as the flood waters recede. Although difficult to 
differentiate the influence of roughness parameterisation at the global level, sensitivity to 
roughness parameterisation suggests that roughness values in the range of 0.01 – 0.10 
(including the distributed roughness parameterisation which uses values within this range; see 
Section 5.7.1) follow the same generalised trends. However, a higher Manning’s n value of 0.10 
appears to result in a considerably higher inundation extent at the peak of the flood event. 
Conversely, lower Manning’s n values of 0.01 and 0.02 appear to slightly underestimate 
inundation extent at the peak of the flood event and then slightly overestimate flood extent from 
16:00 onwards when compared to the other roughness simulations (e.g. n  = 0.035), with the 
0.02 scenario exhibiting a slight increase in flood extent at 12:55. However, as some studies 
such as Bates et al. (2010) and Ozdemir et al. (2013) have noted, the use of very low frictional 
coefficient values (i.e. < n = 0.02) may cause minor instabilities across the spatial domain of 
simplified inertial modelling codes (see Section 2.7.1), which were also seen in the modelling 
undertaken (see Section 6.3.3). These instabilities may lead to the under- (or over-) estimation 
of inundation extent and may explain the underestimation of inundation at the peak of the flood 
event depicted in Figure 6.5a. Although difficult to determine at the global level, a reference 
Manning’s n value of 0.035 provides an appropriate frictional coefficient value for surface water 
flood modelling in urban areas, as this produces model stability and seems to adequately 
represent the timing of the flood wave as 0.035 represents the theoretically most ‘correct’ 
roughness value for the prevalent land use classifications within the study site (see Section 2.7). 
This supports values used in previous academic and industry surface water flood studies (e.g. 
Fewtrell et al., 2008; Environment Agency, 2010; see Tables 5.3 and 5.4), which state that a 
Manning’s n roughness coefficient value of 0.035 best represents the obstacles and surfaces  
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Figure 6.5: Global inundated area (m2) through time for; (a) roughness; (b) drainage; (c) hydraulic conductivity, and; (d) evapotranspiration scenarios investigated.  
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present in urban spaces. Furthermore, results from the recommended distributed roughness 
values obtained from the Environment Agency show strong similarities to the uniform roughness 
values of 0.035. This is probably due to much of the study area being dominated by roughness 
values similar to the reference simulation (see Figure 6.6), as the majority of the study site is 
covered with land-use types with Manning’s n roughness coefficient values of 0.03 or similar. 
Therefore, the use of distributed roughness parameterisation is not shown to offer any 
significant advantages over uniform roughness parameterisation for the case study area but the 
benefits of distributed roughness parametrisation may be more apparent in more spatially 
heterogeneous urban environments where a larger variety of land-uses are present.  
 
Figure 6.6: Spatially distributed Manning’s n roughness coefficient values 
across the study site, with land-use classified according to the prevalent land-
use types. Land-use values were classified in accordance to Ordnance Survey 
MasterMap land-use classifications, outlined and discussed previously within 
Table 5.4.  
§ Drainage 
Figure 6.5b shows the dramatic influence that drainage parameterisation has on the global flood 
extent across the study site, with an increase in drainage rate resulting in a considerable 
reduction in the inundation extent in the catchment following the peak of the rainfall event. At 
the global level, drainage values are shown to be highly sensitive to losses associated with 
drainage processes due to the potential for large volumes of water (up to 54 mm/hr) to be 
removed from the system, as hypothesised. Although the inundated area (m2) at the peak of 
the flood event is fairly similar between drainage scenarios investigated due to a large influx of 
rainfall to the system occurring very rapidly meaning the influence of drainage-related losses 
are relatively small at the start of the event (see water balance illustrated in Figure 6.3), a 
number of notable differences are apparent. Firstly, some dampening and postponing of the 
peak of the flood event can be observed in the higher drainage loss scenarios (i.e. 40 and 54 
mm/hr), with inundated area (m2) varying significantly between scenarios. The no drainage 
scenario (0 mm/hr) is shown to have a peak inundated area > 50,0000 m2, while the highest 
drainage scenario (54 mm/hr) is shown to have a peak inundated area of 360,000 m2; a 28% 
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decrease in area. Thus, the initial peak extent may be largely reduced by increasing the model 
drainage parameter value. Secondly, as well as drainage parameterisation affecting the peak 
extent of inundation across the study site, the influence of drainage parameterisation on the 
recession of flood extent after the rapid influx of rainfall to the system is immediately apparent 
and drainage can be seen to greatly influence flood extent throughout the simulation. This is 
shown by comparing the no drainage (0 mm/hr) and highest drainage (54 mm/hr) scenarios, 
which have end of simulation above 0.01 m threshold extents of 133,760 m2 and 2,404 m2 
respectively, with drainage within this range of parameter values resulting in a 98.2% reduction 
in flood extent. 
§ Hydraulic conductivity 
Figure 6.5c shows the influence of hydraulic conductivity on global inundation extent through 
time. The lowest hydraulic conductivity value (1 mm/hr) is shown to have the highest inundation 
extent, whereas the highest hydraulic conductivity value investigated (5 mm/hr) is shown to 
have the lowest inundation extent, with intermediate values following an intuitively decreasing 
trend in extent. At the global level, the model is seen to be moderately sensitive to 
parameterisation of hydraulic conductivity within the expected range of parameter values. 
However, changes due to hydraulic conductivity are much less sensitive than those seen in the 
drainage scenarios investigated (see Figure 6.5b) because of the smaller range of potential 
losses in hydraulic conductivity scenarios (1 – 5 mm/hr) when compared to the drainage 
scenarios (0 – 54 mm/hr). Despite this, hydraulic conductivity and drainage capacity losses are 
not directly comparable in terms of their mass loss value (mm/hr) as hydraulic conductivity 
losses are non-linear and the actual loss value is based on the Green-Ampt equation, whereas 
drainage losses are linear and constant throughout the simulation, as drainage rate (mm/hr) is 
scaled at each model time step (see Section 2.8.3). This explains why hydraulic conductivity 
and drainage related losses in Figure 6.7 are not proportional. 
§ Evapotranspiration 
Figure 6.5d shows the influence of evapotranspiration on the global inundation extent across 
the study site, indicating that the parameterisation of the evapotranspiration parameter is highly 
insensitive and has only a minor influence on flood extent at the global scale as losses to 
evapotranspiration in the expected range are highly insignificant (1 – 15 mm/day; 0.04 – 0.63 
mm/hr) when compared to the other key hydraulic and hydrological parameters investigated. A 
maximum difference between the high (15 mm/day) and low (1 mm/day) scenarios results in an 
additional 11,763 m2 of inundated area, which represents a minor loss when compared to the 
influence of other parameters (i.e. drainage, which shows a difference greater than 160,000 m2 
between the high and low scenarios). This supports previous literature (e.g. Yu & Coulthard, 
2015; Coles et al., 2017) which demonstrates that model sensitivity to evapotranspiration is 
minimal.  
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6.3.2 Influence and interactions of parameterisation on water mass balance 
Figures 6.7a – d show a model assessment of global water mass balance for all roughness, 
drainage, hydraulic conductivity and evapotranspiration scenarios investigated, showing a 
range of the losses and the total balance in relation to parameterisation of the hydraulic and 
hydrological parameters and representing the interactions between model parameters when 
one hydraulic or hydrological variable is altered. In all of the scenarios, inflow rainfall (shown in 
purple) is equal due to the use of same boundary conditions (i.e. precipitation input) and the 
model being deterministic. Therefore, all scenarios receive the same inflow conditions and 
results outputted are a result of parameterisation of model variables or changes to model 
topography or boundary conditions. Firstly, evapotranspirative losses (shown in green) in all 
scenarios are seen to be insignificant, typically accounting for a total loss of < 200 m3 during the 
simulation. Furthermore, parameterisation of evapotranspiration (see Figure 6.7d) is shown to 
exert minimal influence on other model parameters and the total balance of water (i.e. input of 
rainfall minus combined losses) is shown to vary very little within the range of evapotranspiration 
scenarios investigated (0 – 15 mm/day). 
Drainage losses (shown in red) are shown to vary significantly throughout experimentation and 
the model is shown to be highly sensitive to the parameterisation of drainage at the global scale. 
Parameterisation of drainage is shown to have a significant impact on drainage-related losses, 
with Figure 6.7b depicting large drainage-related losses with an increase in the drainage 
parameter value, increasing from 7,881 m3 under the lowest drainage scenario (2 mm/hr) to 
50,173 m3 under the 54 mm/hr drainage scenario (2.5 ´ 102 greater than the typical losses 
accounted for by evapotranspiration). Roughness and hydraulic conductivity parameters are 
also shown to have a moderate influence on drainage rates observed globally within the 
simulation (see Figure 6.7a and Figure 6.7c). The differences in drainage rates through time 
due to roughness parameterisation could be accounted for due to roughness affecting the 
movement of water across the study site. Under a lower frictional coefficient (n = 0.01) scenario, 
water is able to flow with less frictional resistance across a topographic surface and thus pond 
in areas of lower topography and have a less spatially distributed extent very early into the 
simulation. Conversely, a higher frictional coefficient (n = 0.10) is likely to result in slower 
movements of water across a topographic surface and a more spatially distributed extent for 
longer in the simulation (see Figure 6.5a). However, when the highest (n = 0.10) and lowest (n 
= 0.01) Manning’s n values are isolated (see inset in Figure 6.5a), some fluctuation is apparent 
through time, indicating that this is not simply an area-loss relationship. Because drainage is 
treated as a lumped value across the raster cell domain (see Section 5.3.4), drainage is 
therefore a function of the inundated area (i.e. quantity of wetted cells), and a larger extent is 
likely to result in larger drainage rates. The differences in drainage rates due to hydraulic 
conductivity (infiltration shown in blue) may be accounted for due to a lower hydraulic  
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Figure 6.7: Global water balance for all: (a) roughness, (b) drainage; (c) hydraulic conductivity, and; (d) evapotranspiration scenarios investigated. 
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conductivity value (1 mm/hr) meaning that less water is lost due to infiltration into the soil and is 
thus available on the DEM surface to be removed from the system by another means of mass 
loss (e.g. drainage). This is also apparent for the lower drainage parameter value scenarios, as 
an increase in hydraulic conductivity losses can be seen to be associated with lower drainage 
rates (see Figure 6.7b), due to a larger potential availability of water to be removed via 
infiltration.  
Interestingly, at 18:30, there is cross-over in drainage values (see Figure 6.7a). This may be 
due to the influence of infiltration losses within the study site, as infiltration-related losses for a 
cell are calculated using the Green-Ampt equation which is non-linear, while drainage losses 
are expressed linearly by scaling the drainage rate (mm/hr) by each model timestep. Therefore, 
a larger spatial area may not always result in greater infiltration losses and variations may be 
apparent throughout the duration of the simulation. 
When studying the water mass balance (shown in grey) which illustrates an equilibrium between 
the inputs and losses to the system, noticeable differences are evident between the 
parameterisation of varying hydraulic and hydrological variables. Firstly, the water balance 
shown for all scenarios within an appropriate range of drainage rate values (see Figure 6.7b) is 
shown to be highly variable based on parameterisation of the drainage parameter, having a 
significant influence on the volume of flood waters observed across the study site. For example, 
when a high drainage rate (54 mm/hr) is used within the modelling environment, flood waters 
can be seen to be completely removed from the system at 18:30, which does not match reports 
from individuals present during the flood event. Conversely, using a low drainage rate of 2 
mm/hr does not appear to capture the recession of flood waters through the simulation as the 
volume of water present across the floodplain is similar to the initial flood peak following the 
onset of rainfall at the end of the simulation. This demonstrates how parameterisation of the 
drainage rate model variable can be used as an effective calibration parameter, but also 
suggests that the use of a uniform drainage value should be somewhere in between these two 
extremes. Additionally, this demonstrates the ability of modelling to provide a method of 
evaluating the actual drainage capacity of a storm sewer system for particular events, as they 
rarely perform to their design drainage capacity (see Section 2.3.5). 
Although the global water mass balance does not vary significantly based on variations in 
evapotranspiration parameterisation, some differences in global water balance can be observed 
based on changes to roughness and hydraulic conductivity. Firstly, a higher hydraulic 
conductivity is associated with a lower global water balance (see Figure 6.7c) due to a higher 
hydraulic conductivity value resulting in the removal of more water from the system. Secondly, 
for the roughness simulations, a reduction in global water balance associated with a higher 
frictional resistance may be explained by the roughness-drainage relationship discussed in 
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Section 6.3.1. It is uncertain why the range of the global water mass balance becomes more 
pronounced between the 0.01 and 0.10 scenarios near the end of the simulation but this may 
be explained by roughness effects associated with the movement of water across the DEM 
surface after the delivery of more rainfall to the system at 16:30, or due to roughness becoming 
a more prominent determinant when shallower flows are present across the study site. 
 6.3.3 Global statistical comparison of model parameterisation 
To investigate model sensitivities to the effects of parameterisation of model variables (and the 
topographic resolution of data; see Section 6.4) and their resultant influence on the spatial 
distribution of flood waters and water depths at the global level, Depth RMSE and !-statistic 
metrics were employed. As discussed in Section 5.10, The !-statistic allows the comparison of 
fit between two datasets, allowing model-predicted wetted areas to be compared to a validation 
dataset (Horritt & Bates, 2001a, 2002), while the Depth RMSE metric allows predicted water 
depths (m) to be compared with the reference simulation to evaluate the accuracy and 
performance of the model relative to the reference dataset to ascertain the impact of model 
parameterisation (as well as altering the resolution of DEM and building layers; see Section 6.4) 
on surface water flood depths across the study site. By comparing each of the parameter 
scenarios back to their respective reference simulation, an understanding of the deviation of 
each parameter change can be statistically quantified. A global statistical comparison for all 
hydraulic and hydrological parameters to their reference simulation is presented below.  
§ Roughness 
Model sensitivity to roughness parameterisation using the Depth RMSE and !-statistic metrics 
are presented within Figures 6.8a and 6.9a respectively. The model demonstrates varying 
sensitivity to roughness depending on the Manning’s n roughness coefficient, showing a 
stratified and intuitive sensitivity to roughness as Manning’s n roughness values (i.e. 0.03 and 
0.04) closest to the reference simulation (0.035) show the highest statistical similarities to the 
reference simulation, and generally exhibit the lowest and highest Depth RMSE and !-statistic 
values respectively. Furthermore, the distributed roughness scenario demonstrates high 
statistical similarities to the reference simulation, likely due to the majority of the catchment 
being dominated by land uses which possess similar Manning’s n values to the reference 
simulation (see Figure 6.6). Although all Depth RMSE values are less than 1.8 cm, this 
represents a deviation of approximately 6% of the maximum flood depths reported outside of 
Martin Hall, the worst affected area on campus. Further, the patterns observed within the Depth 
RMSE and !-statistic plots (see Figure 6.8a and 6.9a) appear to change between the wetting 
and dry phases; during the wetting phase around 12:00, Depth RMSE are at their highest, 
meaning there is a large difference between the reference simulation and the parameterisation 
scenarios, but during the drying phase from 14:00 onwards, Depth RMSE gradually decreases 
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and becomes more comparable to the reference simulation (see Figure 6.8a). This may reflect 
the dissimilarity in simulated depths through time, suggesting that roughness affects flood water 
velocities and the speed at which water is able to traverse across the DEM surface. The !-
statistic also reflects this (see Figure 6.9a); ! -values at the onset of rainfall suggest that 
simulations are similar in water distribution across the catchment to the reference simulation, 
but immediately after the rainfall event the !  value deviates further from the reference 
simulation, reflecting the differences in velocity as the flood waters are routed across the 
surface. 
§ Drainage 
Model sensitivity to drainage parameterisation is presented within Figures 6.8b and 6.9b, 
showing the Depth RMSE and !-statistic respectively. The model was shown to be highly 
sensitive to losses associated with drainage due to the large potential losses from the system 
(up to 54 mm/hr). Model sensitivities to drainage show a more linear and stable response when 
compared to the 30 mm/hr reference simulation, with the Depth RMSE increasing sharply after 
the onset of rainfall and then gradually plateauing as flood waters begin to drain (see Figure 
6.8a). As expected, those drainage scenarios with drainage values closest to the reference 
simulation (e.g. 20, 25 and 40 mm/hr) show the closest similarity to the reference simulation, 
and those with drainage values significantly further away from the reference simulation (e.g. 0, 
2, 4 mm/hr) show the greatest differences to the reference simulation. Depth RMSE values are 
greater than those exhibited within the roughness simulations, resulting in larger Depth RMSE 
values of up to 6.1 cm in the no drainage scenario and 5.2 cm in 8 mm/hr drainage scenario 
(see Figure 6.8b). The !-statistic time series shows a similar pattern (see Figure 6.9b), with 
those drainage values closest to the reference simulation having higher !-values. However, the 
time series depicted in Figure 6.9b also shows a decreasing !-value through the simulation as 
the influence of drainage becomes increasingly greater as water is removed via drainage 
processes occurring (see drainage rates in Figure 6.7b), resulting in a dramatic drop in the !-
value. For example, there are statistical similarities between the reference simulation and the 
25 mm/hr scenario (closest to the reference simulation; ! = 0.66), whereas the 0 and 54 mm/hr 
scenarios are statistically different (! < 0.13). 
§ Hydraulic conductivity 
The patterns of model sensitivities shown in Figures 6.8c and 6.9c show that the model is 
moderately sensitive to the parameterisation of hydraulic conductivity. Compared to the 
reference simulation (5 mm/hr), the Depth RMSE increases with a decrease in hydraulic 
conductivity value in sequence; the 4 mm/hr scenario is shown to have a fairly low deviation  
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Figure 6.8: Depth RMSE through time for; (a) roughness; (b) drainage; (c) hydraulic conductivity, and; (d) evapotranspiration scenarios compared to their respective 
reference simulation. N.B. Roughness values of 0.01 and 0.02 were omitted due to model instabilities at these Manning’s n roughness values.  
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Figure 6.9: F-statistic through time for; (a) roughness; (b) drainage; (c) hydraulic conductivity, and; (d) evapotranspiration scenarios compared to their respective 
reference simulation. Note that no data is observed between 11:00 and 11:55 because the F-statistic cannot be calculated when no inundation is present across the 
study site. N.B.The roughness value n = 0.01 was omitted due to model instabilities associated with using a very low frictional value. The model is shown to be highly 
insensitive to changes in roughness within an appropriate range as the lowest F-value observed is 0.8. 
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from the reference simulation (less than 0.9 cm RMSE), but the 1 mm/hr simulation has a much 
larger Depth RMSE (2.0 cm RMSE) when compared to the reference simulation (see Figure 
6.8c). Furthermore, the hydraulic conductivity scenarios follow the same pattern as the drainage 
scenarios, with the deviation from the reference simulation increasing through time as the 
simulation progresses and water begins to infiltrate into the soil. The model appears to be less 
sensitivity to hydraulic conductivity than to the parameterisation of the drainage parameter, as 
all ! -values show that the simulations are statistically similar to the 5 mm/hr reference 
simulation (! = 0.86, 0.78, 0.69 and 0.58 for the 4, 3, 2 and 1 mm/hr scenarios respectively; see 
Figure 6.9c).   
§ Evapotranspiration 
The model was shown to be highly insensitive to evapotranspiration parameterisation, 
demonstrating minor losses to the overall model domain due to the negligible influence of 
evapotranspiration (see Figure 6.8d and 6.9d). In comparison to drainage associated losses, 
evapotranspiration losses were shown to be negligible; all Depth RMSE values were under 0.7 
cm and !-values were typically fairly very high (> 0.9), demonstrating statistically insignificant 
differences to the reference simulation, apart from directly after the rainfall event when !-values 
dropped slightly to ! = 0.8. Despite this, the model is shown to be highly insensitive to any 
changes in the parameterisation of evapotranspiration.  
6.4 Global sensitivity to resolution of topographic and building/structural features 
To determine the global model sensitivities to the mesh resolution of topographic and 
building/structural feature components of the elevation grid across the study site and to 
understand and quantify the influence that both elevation and building factors had upon the 
spatial extent and depth of flood waters, a detailed and de-coupled investigation into the 
influence of topographic DEM and building features was undertaken. At the global level, the 
global inundation extent (see Figure 6.10; Section 6.4.1) and statistical comparisons to a 
reference simulation using the !-statistic (see Figure 6.12; Section 6.4.2) and Depth RMSE (see 
Figure 6.13; Section 6.4.2) metrics provided an understanding of the influence which each 
boundary condition factor had on inundation characteristics at the catchment level. 
6.4.1   Global inundation extent 
Firstly, comparisons between the global inundation extent provide an insight into the influence 
of boundary conditions on the spatial distribution and extent of flood waters across the 
catchment. All boundary condition scenarios of different resolution were shown to be 
comparable in actual extent (i.e. the catchment area represented within the input topographical 
.ASCII grid file) with the exception of the 1 metre scenarios which were shown to have 
significantly smaller catchment areas (see Figure 6.11) when compared to the other resolution 
scenarios. The difference in extent between the 1 metre and the 2 – 10 metre scenarios was 
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due to the catchment being cropped in size in the 1 metre scenarios to exclude areas to the 
west of Burleigh Brook (the west area of campus to exclude areas by Holywell Park) to reduce 
the computational cost of the model and to ensure that the model ran at high resolution without 
unexpectedly crashing. Although a significant portion of the catchment was missing in the 1 
metre scenarios, the removal of the catchment to the west of Burleigh Brook was not thought to 
affect simulated flood depth and extent in other key areas of the catchment which experienced 
inundation as the removed areas were not hydrologically connected to key hotspot areas (such 
as Martin Hall or Pilkington Library) because these areas were situated to the other side of 
Burleigh Brook (see Figure 5.1). Additionally, no inundation was reported to the west of Burleigh 
Brook during the event and no crowdsourced images for model validation were obtained, so 
exclusion of this area in the 1 m scenario for the benefit of running the simulation without 
crashing seemed like an appropriate compromise. 
The global inundated extents for the 1 m, 2 m, 5 m and 10 m scenarios are presented in Figure 
6.10. All resolution scenarios show the same pattern, with a sharp peak in the inundated extent 
of the catchment immediately following the rainfall event, followed by a sharp decrease in 
inundation extent. Although the 1 m scenarios show a similar trend to other resolution scenarios, 
the extent of inundation at the peak is significantly lower than in other resolution scenarios, 
reflecting the differences in catchment size highlighted above (see Figure 6.11) as less raster 
cells were available to receive rainfall and thus be classified as ‘inundated’. 
In all scenarios, the resolution of the DEM appears to exert an influence on the peak of the flood 
event, with a coarser DEM resolution resulting in a higher peak inundated area. Scenarios with 
the coarsest DEM resolution of 10 m (i.e. 10 m DEM + 1 m buildings, 10 m DEM + 2 m buildings, 
10 m DEM + 5 m buildings) appear to overestimate the inundated area at the peak of the flood 
event when compared to the reference simulation, with the 5 m DEM scenario also 
overestimating the inundation extent at the global level. Following the peak of the flood event, 
the coarser resolution DEM scenarios also appear to result in an underestimation in flood extent, 
with the deviation from the reference simulation increasing with an increase in DEM coarseness, 
demonstrating model sensitivity to mesh resolution. 
When compared to the reference simulation and at the global scale, the influence of the DEM 
appears to exert more of a significant influence on the extent and spatial distribution of flood 
waters than the influence of the resolution of the building and structural components (i.e. 
buildings, walls, curbs etc.) of the topographic layer. However, the influence of buildings is also 
apparent and, although the peak of the flood event is relatively comparable to all of the reference 
simulations for the no building scenarios, the exclusion of buildings from the topographic surface 
appears to overestimate flood extent immediately following the peak. This is especially apparent 
in Figure 6.10b between 12:15 and 13:30, where the exclusion of buildings and structural 
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Figure 6.10: Global inundated extent (m2) through time for; (a) 1 m; (b) 2 m; (c) 5 m, and; (d) 10 m DEM and building combination scenarios investigated. 
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features appears to result in a greater flood extent when compared to scenarios with buildings 
present on the floodplain. This could be due to two reasons. Firstly, because the building 
elements are raised in elevation, water falling on areas demarked as buildings will flow out of 
these areas quickly, so less inundation will be observed because building tops will not be 
flooded. Alternatively, the scenarios with no buildings present are more connected to 
neighbouring topographic DEM cells, meaning that when water was to flow across the DEM 
surface along a topographic gradient to cells with a lower elevation, water would be able to flow 
without obstruction and more raster cells would be available to be classified as inundated, thus 
resulting in a larger extent.  
Conversely, when cells within the footprint of buildings are raised in elevation (see Section 2.6.2 
& 6.5.2), water would be unable to flow through these cells and less raster cells are ultimately 
classified as inundated. The presence of buildings results in a reasonably marked increase in 
flood extent on the falling limb of global inundation extent. The same trends are noticeable when 
buildings of different resolution are present on the topographic surface, with this effect becoming 
more pronounced with an increase in coarseness of the resolution of buildings and structural 
features. This supports conclusions found in previous literature, including Fewtrell et al. (2008), 
Hunter et al. (2008), Schubert et al. (2008), Schubert & Sanders (2012) and Bellos & Tsakiris 
(2015), detailed in Section 2.6. 
 
Figure 6.11: Extent of catchment area (m2) for different DEM and building resolution scenarios. 
Simulations at 1m resolution were significantly smaller in extent due to the catchment being 
cropped to reduce computational cost and to ensure the model ran at higher resolution. All but 
three spatial extents were equal in area (2441600 m2; 2.44 km2). Those which were different 
spatial extents (marked a, b, c) deviated by an insignificant amount (a: - 0.9%; b: -0.4%; c: -
0.2%). Inset shows the area cropped out in the 1 metre scenario. 
6.4.2   Statistical comparisons to reference simulations 
Statistical comparisons to the reference simulation for all model topographic resolutions using 
the Depth RMSE (see Figure 6.12) and !-statistic (see Figure 6.13) metrics provided some 
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understanding of the influence which DEM and buildings had on inundation depth and extent at 
the catchment level within the study site. Generally, all Depth RMSE time series (see Figure 
6.12) showed a similar shape to those presented for the parameterisation scenarios, showing a 
rapid increase in Depth RMSE following the onset of the rainfall event, followed by a peak and 
then a gradual decline in Depth RMSE as the simulation progresses. However, some building- 
and DEM-specific trends were also apparent. Firstly, Figure 6.12 shows that, for all resolution 
scenarios investigated, the scenarios with no buildings present across the catchment area 
deviate most significantly from the reference simulation. This is apparent within the 1 metre (no 
building) scenario where a Depth RMSE greater than 6.5 cm is recorded at 13:45, and within 
the 2 metre (no building) scenario where a Depth RMSE greater than 5 cm is recorded at 14:15. 
For the 5 m and 10 m resolution (no building) scenarios, the Depth RMSE is slightly lower (4 
cm) but the influence of removing buildings from the DEM on depths across the study site is still 
apparent due to cells within buildings having no (or very minimal) depths of water present. 
Therefore, it can be assumed that the presence of buildings on global water depths are 
important to consider when undertaking surface water flood modelling and affect the distribution 
of water depth across a study site, supporting the conclusions from the physical modelling work 
(see Chapter 4). Furthermore, it also appears that the removal of buildings from the topographic 
surface is affected by the resolution of the raster grid used in the modelling environment as 
Depth RMSE values are shown to be greater at finer grid resolutions. Therefore, the influence 
that buildings have upon the water depth across the study site appears to be greatest in the 
finer grid resolution model runs. 
As well as the presence of buildings having a profound influence on global water depths, the 
resolution of the topographic elevation grid is also shown to affect the Depth RMSE time series. 
Depth RMSE is shown to increase with a coarsening in DEM resolution, demonstrating that 
water depth is sensitive to changes in DEM grid resolution at the global level and that a 
coarsening of topographic DEM data results in changes in water depths across the study site 
(see Figure 6.12). Thus, the results demonstrate a sensitivity to spatial mesh resolution and 
show that a coarser mesh resolution is typically associated with reduced accuracy of flood 
depths across the study site at the global level, supporting previous studies evaluating the 
influence of topographic data on surface water flood outputs (see Section 2.6). 
Those scenarios with a DEM resolution equal to the reference simulation but with building 
resolutions of a different resolution are shown to be most similar to the reference simulation. 
For example, within the 1 m simulations investigated, the ‘1 m DEM, 2 m Buildings’ and ‘1 m 
DEM, 5 m Buildings’ scenarios have the lowest Depth RMSE, meaning they are most 
comparable to the reference simulation (see Figure 6.12). This is also the case for the 2 metre 
simulations (2 m DEM, 5 m Buildings and 2 m DEM, 10 m Buildings) and the 5 m simulations 
(5 m DEM, 10 m Buildings). Conversely, those scenarios with a DEM resolution different from  
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Figure 6.12: Depth RMSE through time for all (a) 1 m, (b) 2 m, (c) 5 m, and 
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simulation. N.B. model ran out of memory and unexpectedly crashed 2.8 
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the reference simulation have higher Depth RMSE values. This indicates that altering the DEM 
exerts a significant control on the depth across the catchment and the influence of altering the 
DEM resolution is more substantial than any resolution changes associated with buildings or 
structural features. This may be explained by the DEM surface being generally more expansive 
than any buildings or obstructions which are present on the floodplain. This can be 
conceptualised by thinking of the DEM surface as the primary surface which flow is routed over. 
Without the DEM component, water would be unable to be routed across an elevation grid. 
However, although the influence of buildings have been shown to affect Depth RMSE values, 
the buildings and structural features components of the DEM can be thought more as secondary 
modifier elements which provide resistance and affect flow pathways and movements of surface 
water as it travels across the DEM surface. Instead, buildings add topographic complexity and 
detail to the elevation surface but are not crucial for flow routing. 
Interestingly, however, the differences in Depth RMSE between different resolutions of DEM 
(i.e. when comparing a 1 m DEM, 2 m Buildings scenario to a 2 m DEM, 1 m Buildings scenario) 
seem to vary and become more apparent with a coarsening in DEM resolution. For example, at 
the finest resolution investigated (1 metre), the 2 metre DEM scenario with 1 metre Buildings 
outputs a similar Depth RMSE time series to the 1 metre DEM scenarios with varying resolution 
buildings (see Figure 6.12a). However, as resolution coarsens (see Figures 7.12b – d) the gap 
between resolution scenarios becomes more apparent and the differences in altering resolution 
appear seemingly more sensitive. This is apparent in Figures 7.12b, where there is a 
considerable gap between the 2 metre scenarios (excluding the No Buildings scenario) and the 
5 metre and 10 metre DEM scenarios, and in Figure 6.12c, where the 10 metre DEM 
significantly differs from the 5 metre DEM scenario. This may indicate that a topographic grid of 
2 metre is sufficient to represent the topographic detail present in an urban floodplain and that 
a finer DEM resolution may not add extra detail or accuracy to the modelling of surface water 
flooding. This supports previous research (see Section 2.5) which suggests that elevation grid 
resolutions of 2 metres or less are sufficient for conducting numerical modelling of surface water 
flood events (Fewtrell et al., 2008) and that the use of finer resolution spatial data (i.e. 1 metre 
or less) may not necessarily provide noticeably more accurate inundation outputs (Mark et al., 
2004; Haile & Rientjes, 2005; Mignot et al., 2006; Fewtrell et al., 2008). Additionally, the results 
presented demonstrate that the differences between the finer (< 2 metre) DEM scenarios are 
relatively minimal. Therefore, this may suggest that a horizontal DEM resolution of 2 m is a 
suitable and appropriate resolution to conduct inundation modelling of surface water flood 
events, providing a balance between computational cost and accuracy of inundation outputs. 
However, these findings challenge results presented in Mark et al. (2004) who state that urban 
flood modelling can be conducted at horizontal DEM grid resolutions of < 5 m, as the present 
study shows that a horizontal grid resolution of 5 m does not adequately capture detailed 
patterns of inundation in topographically complex urban areas. It is likely that the horizontal 
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DEM resolution threshold of < 5 m presented by Mark et al. (2004) was suitable for inundation 
modelling in 2004. However, due to significant advances in urban inundation modelling in the 
last 15 years facilitated by computational processing developments (see Section 2.5), flood 
modelling can now easily be conducted at higher (< 2 m) horizontal resolution and 2 m seems 
a more appropriate and realistic threshold level for conducting complex urban flood modelling 
of surface water flood events, especially at smaller spatial scales.  
The !-statistic results presented in Figure 6.13 also provide some insight into the influence of 
DEM mesh and building resolution on the distribution of flood waters across the catchment area. 
Firstly, the influence of the boundary conditions investigated appear to exert a more significant 
influence on the distribution of surface water flood waters than the model parameters 
investigated because the range of !-values are typically much lower than those presented in 
Figure 6.9. Additionally, the !-values appear to be sensitive to topographic resolution, as the !-
values recorded in the 1 metre resolution scenario at 12:00 range between 0.36 – 0.50, whereas 
these are higher, more variable and more statistically significant for all scenarios in those 
scenarios with a resolution greater than 1 metre (2 m: ! = 0.37 – 0.75; 5 m: ! = 0.43 – 0.70; 10 
m: ! = 0.57). 
Changes in DEM model resolution are shown to result in considerable differences to the 
reference simulations for all resolutions investigated. For example, changes from the reference 
simulation (2 metres) to 5 and 10 metres results in considerable differences between the 
simulations (see Figure 6.13b), with !-values dropping to 0.32 and 0.20 at the end of the 
simulation for the 5 and 10 metre scenarios respectively, indicating no statistical similarities 
between the reference simulations and those scenarios with different mesh resolutions. 
Therefore, the !-statistic results show that surface water flood outputs are highly sensitive to 
changes in horizontal mesh resolution and that changes in resolution may result in considerably 
different model outputs. 
As well as DEM resolution affecting modelled outputs, the !-statistic results presented in Figure 
6.13a and Figure 6.13b demonstrate that altering the resolution of the buildings and structural 
features present on the floodplain affects the distribution of flood waters across the catchment. 
However, in the 2 metre scenario, altering the building resolution still outputs moderately 
statistically different model outputs when compared to the reference simulation, with the !-value 
dropping to 0.6 at the end of the simulation. The scenarios shown in Figure 6.13b, where the 
resolution of the building is altered while the DEM remains the same (see [i]), which 
demonstrates that, although changes in building resolution outputs different results to the 
reference simulation, there is little difference once the buildings have had their resolution 
changed, with the 5 m and 10 m building resolution scenarios being virtually identical when  
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Figure 6.13: F-statistic through time for all: (a) 1 m, (b) 2 m, (c) 5 m, and (d) 10 
m simulations investigated, showing the influence of altering DEM and building 
resolution in comparison to the reference simulation. N.B. in Figure 6.13a, 
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compared to the reference simulation. However, when buildings are completely removed from 
the DEM surface, !-values are low throughout the time series and the distribution of flood 
waters are not statistically comparable to the reference simulation (see Figure 6.13 [ii] and [iii]), 
demonstrating that the presence of buildings on a catchment has considerable influence on the 
distribution of flood waters through time and that exclusion of buildings from the DEM can 
produce less accurate results than altering the resolution of the DEM (see [iii]). Therefore, future 
studies should focus on the inclusion of buildings, rather than focusing on improvements to the 
horizontal resolution of DEM surfaces, as the presence of buildings are important at altering the 
hydrological response of urban areas (supporting conclusions presented for the physical 
modelling environment presented in Chapter 4).   
6.5 Flood risk mapping and identification of surface water flood hotspots  
Although the influence of: (i) parameterisation of key hydraulic (roughness) and hydrological 
(drainage, hydraulic conductivity and evapotranspiration) variables, and; (ii) altering boundary 
conditions (mesh resolution of DEM and building/structural feature elements) have been shown 
to be act as statistically significant determinants on surface water flood inundation outputs at 
the global level, a detailed and localised understanding of inundation at the hotspot level is also 
useful to determine the small-scale influence of parameterisation and boundary conditions 
within a numerical modelling environment. Using crowdsourced imagery and reports from the 
flood event in conjunction with the modelled inundation extent (see Figure 6.1) and water depth 
(see Figure 6.4) data at each raster cell across the study site domain at each time step, a 
number of key hotspot locations and transitional areas could be identified across the study site. 
An animated spatial map showing distributed water depth through time across the entirety of 
the catchment (see Appendix D) also allowed clear visualisation of surface water flooding 
through time and space, as well as the identification of water flow pathways/networks and run-
on areas in the study site. Using these key locations, localised flood risk maps and at-a-point 
hydrographs could be extracted to understand the spatial and temporal distribution of flood 
waters across the catchment. These have been separated into the three main hotspot locations 
with a good spatial availability of crowdsourced validation imagery: (i) Martin Hall and the link 
road area (see Section 6.5.1); (ii) Engineering car park (see Section 6.5.2), and; (iii) Pilkington 
library (see Section 6.5.3) and are discussed below. 
6.5.1 Martin Hall and East Link Road 
During the 28th June 2012 flood event, rapid runoff from surrounding areas collected just outside 
of Martin Hall along Towers Way. Because the area surrounding Martin Hall was the worst 
affected region on the Loughborough University campus, many crowdsourced images and 
videos were captured during the event, providing external model validation data for the event. 
Witness reports and crowdsourced photography obtained after the flood event detailed rapidly 
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occurring flood waters of significant depth (i.e. 20 cm or greater) which collected along Towers 
Way, adjacent to the Martin Hall building, with video footage from the event (see Appendix C) 
showing sheet flows of runoff travelling from nearby areas, through Shirley Pearce Square area 
before settling along Towers Way. Figure 6.14 shows some of the crowdsourced images 
collected for the area surrounding Martin Hall, showing the extent and depth of flooding at the 
Martin Hall hotspot, as well as the large volumes of water which flowed along Shirley Pearce 
square from surrounding areas of higher topography. The photographs presented in Figure 6.14 
provide opportunities for observational measurements of depth against urban features such as 
car tyres, walls, curbs and lamp posts, and allow the derivation of flood extent using post-flood 
in-situ dGPS measurements. Areas of depth and extent validation (as well as the time when the 
photographs were taken if available) are highlighted within Figure 6.14. Figure 6.14a, for 
example, shows the water extent during the flood event (indicated in [i] and [ii]), and water depth 
can be estimated against the car tyre shown in [iii]. Figure 14b also allows water depth to be 
derived against the car tyre [iv] and the adjacent curb [v], showing water was contained within 
the road channel at the time of the photograph (12:52). From Figure 6.14b, the water depth can 
be estimated against the car and the curb; in [iv], water depth is slightly less than the curb height, 
which was measured post-flood as 13 cm in height. The water levels can also be measured 
against the car tyre in [iv], as water only slightly overtopped the sidewall on the car tyre. A 
vehicle registration check was used to determine the tyre specifications and dimensions on the 
car shown in Figure 6.14b which showed that the stock tyres on the 2009 Vauxhall Corsa 
Hatchback had a sidewall height of 9.65 cm. Therefore, the water depth in [iv] can be estimated 
to be somewhere between 9.65 – 13 cm at 12:52, but likely nearer to 13 cm in depth as the 
entirety of the tyre sidewall and some of the hub cap is seen to be submerged in the photograph. 
Furthermore, Figure 6.14b shows wrack marks in the form of litter deposits [v] which indicate 
the maximum extent of the flood waters prior to the photograph being taken, indicating the 
recession of flood waters prior to the photograph being taken.  
Figures 6.14c – f also show the extent and depth of inundation in the areas surrounding Martin 
Hall, indicating that water depth varied significantly in time and space. Higher water depths were 
also apparent surrounding Martin Hall (see Figures 6.14a,e,f), with Figure 6.14e showing flood 
waters against a parked car, which can allow the derivation of water depth. A vehicle registration 
check on the car shown in Figure 6.14e shows the car is a 1998 Volkswagen Golf S 5 Door 
Hatchback. Because the water depth exceeds the vehicle’s base height (14.2 cm according to 
the vehicle dimensions available on the manufacturer’s website), water depths can be inferred 
to be greater than this at the specific location. Furthermore, the water depth in the area appear 
to be greater than half the height/diameter of the car’s tyre as the water in the picture is shown 
to cover the wheel hubs in the centre of the car’s front and back wheels. The original 
manufacturer’s specification of tyres for the Volkswagen Golf S show that tyre height should be
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Figure 6.14: Crowdsourced photographs from the 28th June 2012 event. a – f show flood waters along Towers Way, adjacent to Martin 
Hall; x – z show flood waters travelling through Shirley Pearce Square as they flowed the towards the hotspot depicted in a – f.  
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25” (63.5 cm; although this may vary slightly with tyre pressure and ambient temperature). 
Therefore, water depth in Figure 6.14e can be inferred to exceed 31.75 cm in the area shown 
just outside of Martin Hall along Towers Way. This supports the dGPS survey point transect 
(presented below; see Figure 6.17) which showed that depths reached a maximum depth of 38 
cm.  
As well as Figures 6.14a – f showing the flood waters which collected along Towers Way 
adjacent to Martin Hall, Figures 6.14x – z also show flood waters travelling through Shirley 
Pearce Square as they were routed towards the Martin Hall hotspot. The photographs show 
high velocity flood waters with a high sediment content. This supports witness accounts from 
the event which stated that flood waters flowed towards Martin Hall from the nearby upstream 
East Link Road, travelling along the pavement outside of the James France Building (seen in 
Figure 6.14x) and along Shirley Pearce Square (shown in Figure 6.14y). 
The reference numerical model inundation simulation outlined in the previous sections appears 
to reproduce the flow pathways observed during the flood event, with the numerical model 
showing rapid runoff and sheet flow travelling along Shirley Pearce Square towards Martin Hall 
where it settled along Towers Way, supporting crowdsourced imagery and videos shown in 
Figure 6.14x,y,z and Appendix C. This is illustrated in Figure 6.15 which shows the flow 
pathways of water travelling along the East Link Road (a), the rugby pitch (b), Shirley Pearce 
Square (c), James France (d) and Car Park 9 (e) and eventually collecting along Towers Way 
outside Martin Hall (f), where the photographs depicted in Figures 7.14a–f were taken. Figure 
6.15 shows that, between 11:50 – 12:10, much of the surface of catchment surrounding Martin 
Hall had water of very low depth (between 1 – 10 cm) following the intense rainfall event. 
However, from 12:00 onwards, this water is shown to be routed along the surface water flow 
pathways illustrated in the 12:15 figure panel of Figure 6.15 until eventually settling in the Martin 
Hall flood hotspot along Towers Way. This is increasingly visible between 12:10 and 12:35. 
Additionally, it is likely that much of the sediment content entrained in the flood waters seen in 
the videos in Appendix C was due to surface runoff arriving from the nearby rugby pitch (b). 
The reference numerical model inundation simulation also appears to give comparable water 
depth and extent when compared to the crowdsourced images collected. Figure 6.16 shows a 
localised view of the Martin Hall area, showing the rapid occurrence of flood waters in the 
surface water flood hotspot. Typically, water depths between 10 – 35 cm were seen across the 
surface water flood hotspot, which supports the range of depths seen in the crowdsourced 
photographs. However, there is a small region of higher flood depth, where floodwaters were 
predicted to exceed 60 cm in depth. Although crowdsourced photographs do not cover this area 
and there is no way to externally validate this using data collected during the flood event,  
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Figure 6.15: Flood depths (m) through time for the reference simulation, showing the pathways of water travelling along East Link Road (a), the rugby pitch (b), 
Shirley Pearce Square (c), James France (d) and Car Park 9 (e) onto Towers Way (f) outside Martin Hall. See Appendix C for animated video file figure.  
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Figure 6.16: Reference simulation flood depths (m) through time at the Martin Hall flood hotspot, showing flood waters flowing to and collecting along Towers Way.
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water depths of this magnitude may well have occurred during the flood event. However, it is 
more likely that the water depth exceeding 60 cm can be explained through inspection of the 
DEM and post-flood analysis of the area which showed the presence of a large tree which 
caused a minor artefact in the DEM during the processing and removal of vegetation from the 
topographic surface which wasn’t removed during the removal of isolated, single-pixel 
topographic sinks (see Sections 2.5 and 5.5.3). The spatial patterns in flood depths depicted in 
Figure 6.16 also support the results from the dGPS surveyed point transect collected during the 
flood event, with the numerical modelling appearing to perform adequately and sufficiently 
replicate the depth and spatial pattern of floodwaters along a transect of Towers Way (see 
Figure 6.17). Although the reference scenario appears to slightly overestimate flood depths, 
especially between 15 – 80 metres from the first dGPS point, this could be: (a) due to the model 
requiring further calibration of hydraulic and hydrological parameters, or; (b) because depths 
are highly spatially variable and may vary considerably within the 2 m grid square depending 
where the dGPS point measures was taken. Despite this slight underestimation between 
modelled and observed water depths, the model appears to simulate flood depths relatively 
accurately within the Martin Hall flood hotspot. 
 
Figure 6.17: Spatial transect of flood depths, showing flood depths recorded at each of the 
raster cells at a simulation time of 12:50 for the reference simulation in blue, compared to dGPS 
survey points which intercept the raster transect line. The transect shows inundation between 
points [i] and [ii] shown in Figure 6.18. Vertical error bars of ± 5 cm are used which are thought 
to be conservative due to: (i) the resolution of the DEM used in the reference simulation, which 
has a horizontal grid resolution of 2 m and a vertical accuracy of ± 15 cm, and (ii) any spatial 
discrepancies in collecting the points. Figure 5.11 shows the location of the dGPS points and 
the transect line used. 
In terms of the modelled inundation extent, the reference model run also appears to predict the 
extent and coverage of flooding within the area, with crowdsourced imagery showing the extent 
of floodwaters closely matching the modelled inundated areas (see Figure 6.18). For example;  
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(i) Figure 6.18a shows that flood waters are contained in the road channel at the corner of 
Towers Way which matches the inundation within the numerical model; (ii) Figure 6.18b shows 
flood waters contained within the road channel, but also some inundation on the red tactile 
paving, which is replicated within the modelling results; (iii) Figure 6.18c shows that the majority 
of flood waters are contained within the road channel on the opposite side of the road to the 
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Figure 6.18: Crowdsourced photographs at their 
respective locations in relation to inundation extent in 
the Martin Hall hotspot. The map showing inundation 
shows floodwaters at 12:35, as the dGPS points and 
majority of photographs taken were collected around 
this point in time, to allow realistic comparison 
between flood extent and crowdsourced imagery.  
[i] 
[ii] 
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parked cars, but also shows some floodwaters present on the grassed area, which is observed 
in the modelled inundation outputs; (iv) Figure 6.18d matches with the modelled inundation 
extent, and; (v) Figure 6.18e shows the extent of floodwaters on the other end of Towers Way 
which closely matches the extent of floodwaters within the numerical model. Therefore, 
crowdsourced photographs provide an adequate and reliable method of validating the extent of 
the numerical model and show that the reference simulation performs sufficiently to represent 
the inundation present in the Martin Hall area for the 28th June 2012 flood event. However, the 
viability of crowdsourced images to validate numerical modelling outputs depends on a number 
of factors, including: (i) the availability and spatiotemporal coverage of validation data, and; (ii) 
the quality of crowdsourced data in terms of its ability to determine flood depth and extent 
against urban features. 
Figure 6.15 – 7.18 show the spatial distribution of floodwaters in the Martin Hall surface water 
hotspots and demonstrates that floodwaters rapidly drain from the surrounding areas down to 
Towers Way up until approximately 12:20, where waters then settle and eventually decrease in 
depth and extent due to model mass losses (e.g. drainage, infiltration and evapotranspirative 
losses). However, a more detailed and focused evaluation is required to gain an understanding 
of the temporal patterns of inundation in the hotspot area. As a result, an at-a-point analysis 
using depth hydrographs at key raster cells within the hotspot area may be required to determine 
any localised spatiotemporal patterns in inundation depth over time which may not be 
recognised when analysing maps of the study area. 
§ At-a-point hydrograph analysis 
Figure 6.19 presents a number of at-a-point hydrographs which have been extracted from the 
Martin Hall surface water flood hotspot. Studying the hydrographs, there is a noticeable 
difference between those hydrographs which have been collected directly from storage/run-on 
areas, where runoff is stored in surface depressions and cells with lower surface elevation (i.e. 
the area along Towers Way where floodwaters reside in Figure 6.16 from approximately 12:40 
onwards) in black, compared to those which have been collected from surrounding areas which 
are either: (i) runoff areas, where precipitation falls upon higher elevation cells and the majority 
of precipitation is lost to neighbouring cells with lower elevation, or; (ii) transitional regions, 
where runoff passes through intermediate elevation cells down a topographic gradient, shown 
in red. These conceptual cell classifications are represented diagrammatically in Figure 6.20, 
which shows that micro-topographic features and gradient changes across an urban study 
domain may affect the location of inundation and the characteristics of water movement and 
storage in particular model cells. The conceptual diagram presented in Figure 6.20 provides a 
theoretical basis for the at-a-point hydrograph analysis presented herein.  
The at-a-point hydrographs collected from within the storage/run-on areas along Towers Way 
Daniel Green 
 243 
       
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
0
0.1
0.2
0.3
0.4
11:00 13:00 15:00 17:00 19:00
D
ep
th
 (m
)
Time
0
0.1
0.2
0.3
0.4
11:00 13:00 15:00 17:00 19:00
D
ep
th
 (m
)
Time
0
0.1
0.2
0.3
0.4
11:00 13:00 15:00 17:00 19:00
D
ep
th
 (m
)
Time
0
0.1
0.2
0.3
0.4
11:00 13:00 15:00 17:00 19:00
D
ep
th
 (m
)
Time
0
0.1
0.2
0.3
0.4
11:00 13:00 15:00 17:00 19:00
D
ep
th
 (m
)
Time
0
0.1
0.2
0.3
0.4
0.5
11:00 13:00 15:00 17:00 19:00
D
ep
th
 (m
)
Time
0
0.1
0.2
0.3
0.4
11:00 13:00 15:00 17:00 19:00
D
ep
th
 (m
)
Time
0
0.1
0.2
0.3
0.4
0.5
11:00 13:00 15:00 17:00 19:00
D
ep
th
 (m
)
Time
0
0.1
0.2
0.3
0.4
0.5
11:00 13:00 15:00 17:00 19:00
D
ep
th
 (m
)
Time
0
0.1
0.2
0.3
0.4
0.5
0.6
11:00 13:00 15:00 17:00 19:00
D
ep
th
 (m
)
Time
0
0.02
0.04
0.06
0.08
11:00 13:00 15:00 17:00 19:00
D
ep
th
 (m
)
Time
0
0.04
0.08
0.12
11:00 13:00 15:00 17:00 19:00
D
ep
th
 (m
)
Time
0
0.1
0.2
0.3
11:00 13:00 15:00 17:00 19:00
D
ep
th
 (m
)
Time
0
0.1
0.2
0.3
11:00 13:00 15:00 17:00 19:00
D
ep
th
 (m
)
Time
0
0.1
0.2
0.3
0.4
11:00 13:00 15:00 17:00 19:00
D
ep
th
 (m
)
Time
(l) 
Figure 6.19: At-a-point hydrographs extracted within the numerical model 
at different spatial locations within the Martin Hall surface water hotspot. 
At-a-point hydrographs in black indicate hydrographs which have been 
collected directly within the flooded area of the hotspot (i.e. run-on areas), 
whereas at-a-point hydrographs in red refer to points which lie outside of 
the flooded area are transitionary locations (i.e. runoff areas). N.B. the 
location of hydrograph (L) is shown in the map inset; hydrographs are 
shown with different vertical axis to show depths more clearly. 
(A) (B) (C) (D) 
(E) (F) (G) (H) 
(I) (J) (K) 
(M) (N) (O) 
(L) 
Hydrograph look-up codes (see Appendix D): (A) MHtransect1, (B) MHtransect2, (C) MHtransect3, (D) MHtransect4, (E) MHtransect5, (F) PGROffice, (G) MHRoad, (H) MartinHall, 
(I) MHtransect6, (J) MHtransect7, (K) MarHallCP, (L) EastLink3, (M) EastLink2, (N) DavidWilliamsMH, (O) MHSquare2. 
Martin Hall and East Link Road 
surface water hotspot 
Red rectangles indicate the inundation depths observed (including the uncertainties in time [horizontal] and depth [vertical] in the external validation photography. 
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which experienced prolonged flooding exhibit hydrographs with a sharp rising limb, followed by 
a short, sustained peak between approximately 12:45 and 14:00, with the falling limb of the 
hydrograph characterised by a gradual decline in surface water elevation associated with mass 
losses, such as drainage, infiltration and evapotranspiration. Conversely, the hydrographs 
collected from transitionary regions, such as hydrographs M, N, and O, collected along the East 
Link Road > David Williams > Martin Hall Car Park flow pathway shown in Figure 6.15 show 
different hydrograph shapes. Hydrographs at these locations are characterised by a very rapid 
rising limb, a sharp peak, followed by prompt and dramatic falling limb, which is shown clearly 
within Hydrograph M, collected from along the East Link Road. Interestingly, Hydrographs N 
and O (sampled outside of David Williams and the upper Martin Hall Car Park; both shown in 
Figure 6.14y) also have a second, delayed peak at approximately 13:40. This is likely due to 
the delayed delivery of water from other locations across the catchment; the first peak 
represents rapid runoff arriving from along the East Link Road (Hydrograph M), with the 
secondary, smaller peak representing a wave of surface water   arriving from the rugby pitch 
and surrounding roads (see Figure 6.15) which would be slightly more delayed than the 
floodwaters arriving from the nearby and higher gradient East Link Road. Hydrograph L, 
collected from the utmost point on the East Link Road and furthest away from the Martin Hall 
hotspot exhibits characteristics of both hydrograph types, reaching a sharp peak of 0.3 m at 
approximately 12:40, then gradually declining in a somewhat linear fashion until the end of the 
simulation. This could be due to the hydrograph extraction point being situated between the 
East Link Road and the nearby nature reserve meaning that water is stored in the areas 
surrounding the nature reserve, then gradually released to the nearby carpark or drained 
through model mass losses over time and thus, peak flows are attenuated. 
 
 
 
 
 
 
 
 
 
Figure 6.20: Diagrammatic representation of water routing across a rectangular raster DEM 
grid from high elevation areas (runoff areas; A) to regions of lower elevation (run-on/storage 
areas; C), via transitional cells (B) and hypothetical at-a-point hydrographs demonstrating the 
differences between each of the cell classifications. (A) and (B) show similar hydrographs, but 
with (B) being slightly delayed, as all cells exhibit characteristics of (A) because precipitation is 
uniform across the study site and all cells receive equal amounts of precipitation through time.  
i
ii
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(B) Elevation 
High 
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(A) Runoff areas, where precipitation falls upon a higher 
elevation cell and the majority of precipitation is lost to 
neighbouring cells with lower elevations; 
(B) Transitional regions, where runoff passes through 
intermediate elevation cells; 
(C) Storage/run-on areas, where runoff is stored in surface 
depressions and cells with the lowest surface elevation 
Hypothetical hydrographs 
(ii) 
(i) 
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§ Validation of flood depths using crowdsourced imagery 
The at-a-point hydrographs appear to correlate well with the crowdsourced media and dGPS 
data collected during the event, predicting that maximum water depths were typically less than 
40 cm (with the exception of Hydrographs G and H in Figure 6.19, which are both separate from 
the road channel which makes up the Martin Hall transect line, having peak inundation depths 
greater than 40 cm which can be explained by the presence of a tree causing the creation of an 
artefact in the DEM and thus resulting in slightly lower elevation depths than in reality, as 
discussed above). Hydrograph A (see Figure 6.19), for example, shows a similar location to 
photographs (a) and (b) presented in Figure 6.18. The photographs show that water depths in 
the area are contained within the curb of the road and thus have a depth of less than 14 cm, 
and around 13 cm in depth against the sidewall of the red Vauxhall Corsa tyre (see above), 
which appears to match the depths recorded in Hydrograph A which has a depth of 14.6 cm 
around the time when photograph (b) was taken (12:52). This demonstrates a fairly good 
agreement between modelled water depths and the in-flood validation data. However, because 
of: (i) small scale spatial variability in the water depths within the photographs, and; (ii) the way 
that at-a-point hydrographs are extracted by the model meaning that hydrographs are recorded 
at each raster cell domain (which have a horizontal resolution of 2 ´  2 m), results may be slightly 
inconclusive and small-scale variations in water depth are not inherently detected by the 
numerical model. Despite this, the reference model shows good agreement to the external 
validation data and appears to adequately represent the inundation present in the Martin Hall 
hotspot during the 28th June 2012 flood event. 
Hydrographs B and C (see Figure 6.19) taken from along the Towers Way transect can also be 
validated using crowdsourced imagery (photographs (c), (e) and (f) in Figure 6.14), with the 
hydrographs showing peak inundation depths of 31 and 35 cm respectively, at roughly the same 
time when the photographs were taken (13:10). The validation photograph shown in Figure 
6.14e shows a water depth of approximately 32 cm when measured against the wheel of the 
car which shows a strong agreement between the modelled inundation depth and the 
crowdsourced validation data. Additionally, this supports the dGPS surveyed point transect data 
presented in Figure 6.17 which demonstrates that expected depths along the transect at the 
location of the photographs were within the range predicted by the hydrographs and 
crowdsourced images, although the reference scenario does appear to slightly overestimate 
flood depths when compared to the dGPS survey points. 
Finally, when examining the Martin Hall transect line (Hydrographs A, B, C, D, E, F and J in 
Figure 6.19), it is evident that the floodwaters in the hydrographs on the edge of transect 
(Hydrographs A and J) become dry (i.e. 0 cm of floodwaters) at 17:40 while the other 
hydrographs in the transect still have inundation present. This demonstrates the recession and 
reduction in extent of inundation through time associated with model mass losses to drainage, 
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infiltration and evapotranspiration, which supports the observed reduction in inundation extent 
through time which was reported by individuals present during the event. This can be 
distinguished at the global and hotspot levels in Figures 6.1, 6.4 and 6.16. 
The reference numerical inundation model simulation appears to accurately simulate flood 
depths and extent of floodwaters during the 28th June 2012 flood event in the areas surrounding 
the Martin Hall hotspot, with the modelling results being shown to be comparable to external 
validation data in the form of crowdsourced imagery and dGPS point transects. Furthermore, 
the timing of floodwaters arriving and dissipating at the hotspot location appear to be 
comparable to the 28th June 2012 flood event, with the model predicting inundation with some 
degree of accuracy at a horizontal raster resolution of 2 metres. 
6.5.2 Engineering car park 
During the 28th June 2012 flood event, the car park next to the School of Architecture, Civil and 
Building Engineering also received floodwaters of considerable depth during the event, with 
many staff and visitors to the University having their cars damaged by the flood waters. Figure 
6.21 shows some of the useable crowdsourced photographs of flood waters situated in the car 
park obtained from affected individuals who took the photographs mainly for insurance 
purposes. The images collected from the Engineering car park show flood waters of moderate 
depth and extent, with a number of vehicles submerged in water depths almost exceeding their 
wheel arch and almost overtopping the top of their bumper. Flood waters can also be seen to 
have a spatially distributed extent, covering the majority of the car park plot. Further, flood 
waters are shown to have a high sediment yield. However, the time and date metadata are not 
available for the photographs so it is uncertain when the flooding of this magnitude occurred 
during the event. 
The silver Audi A6 saloon (1) pictured in Figure 6.21 shows water depths reaching the top of 
the car’s registration plate and the majority of the wheel hub cap, indicating water depths were 
of significant depth. Using car detail information, it was shown that the total height of the tyre 
was 63.25 cm, with the sidewall of the tyre having a height of 11.2 cm and the wheel hub cap 
having a diameter of 40.64 cm. Using these dimensions, the water height can be roughly 
estimated as 51 cm (see Figure 6.20 inset [i]), but it is probable that water depths were slightly 
lower than this depth as the entirety of the wheel hub cap was not submerged. Furthermore, 
Figure 6.20c shows a red 1994 Honda Civic fifth generation (identified using a registration 
check) with water depths reaching the bottom of the fog lights in the bumper. The flood waters 
can be observed to be below knee height of the individual shown in Figure 6.20c. Within the 
car’s manual, the bottom of the fog light is shown to be in-line with the front wheel’s hub cap, 
which using calculations derived from an online vehicle tyre checker allows water depths to be 
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estimated as approximately 28.7 cm. This also supports anthropometric literature which states 
that the mean knee height of an adult female is 38.94 cm (Gordon, 1988). 
A focused and localised view of the reference numerical inundation model simulation for the 
Engineering car park is shown in Figure 6.22, with the car park highlighted in a red rectangle 
and the location of some of the vehicles shown in Figure 6.21 referenced in the first key frame 
(11:50) of the figure. Figure 6.22 shows the development and recession of floodwaters 
 
Figure 6.21: Crowdsourced images from the 28th June 2012 flood event showing the degree of 
flooding experienced in the Engineering car park. N.B. times for photographs are not contained 
within the metadata of any of the photographs.  
through time at a number of key timeframes, showing no flood waters at 11:50 at the onset of 
the rainfall event, but the abrupt and rapid occurrence of surface water flooding from 12:00 
onwards. Interestingly, the reference inundation model predicts that only a small portion of the 
(a) (b) (c) 
(d) (e) 
(1) 
(2) (3) 
(4) 
(1) 
(3) 
(2) 
(2) 
(4) 
[i] 
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Figure 6.22: Reference simulation flood depths (m) through time at the Engineering Car Park flood hotspot. The extent of the car park is 
depicted in the red rectangle in the 11:50 frame, with the location of the cars in Figure 6.21 marked as (1) – (4). 
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car park surrounding the location of the silver Audi experienced inundation depths exceeding 
10 cm in depth, with the small section of the car park experiencing inundation from 12:00 
onwards and disappearing at the end of the simulation, after receiving additional inundation 
from another source at 14:00. However, the extent and depth of inundation in the car park 
appears to be more substantial in the crowdsourced validation imagery collected during the 
event than predicted in the numerical model. This is supported by the extracted at-a-point 
hydrographs recorded within the area (see Figure 6.23) which show considerably lower 
modelled water depths through the event when compared to the crowdsourced validation 
imagery. The inundation model appears to predict flood waters being focused within the two 
adjacent channels of Burleigh Brook which flow either side of the car park (see Figure 6.23a) 
and are able to drain and channel flood waters collected in the car park (see Figure 6.23b) to 
areas downstream, with very little inundation contained within the vicinity of the car park, 
contrasting with the crowdsourced imagery collected during the flood event. 
 
Figure 6.23: Modelled at-a-point hydrographs recorded during the flood event at: (a) the 
watercourse by the car park; (b) the centre of the car park next to the Audi, and; (c) the road 
adjacent to the car park. Locations are marked on Figure 6.22 in the 13:00 panel. 
A post-flood ground truthing of the area revealed that both conduits of the watercourse were 
channelled into small, deep underground culverts which were seen to direct water from the two 
channels of Burleigh Brook underneath the road (shown in the 11:50 panel of Figure 6.22 as 
the red triple compound lines), with a small gap in the central reservation of the road channel. 
Therefore, flooding in the Engineering car park was likely caused by complex and combined 
surface water and fluvial mechanisms and interactions. Under high flow regimes as experienced 
on the 28th June 2012, the culvert would have acted as a bottleneck, resulting in the backing up 
of flow upstream of the culvert in the Engineering car park and within the immediate surrounding 
areas. Furthermore, blockages caused by entrained debris such as tree branches (which were 
reported to have been removed during the post-flood clean-up by Facilities Management, 2015, 
pers. comm.) would have significantly reduced the capacity of the culvert to drain flood waters 
from the car park. This would have resulted in the flooding of the immediate upstream locations, 
including the car park. This does not appear to have been captured or replicated within the 
numerical inundation modelling and, upon inspection of the input DEM surface used (see Figure 
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6.24b), the culvert and its associated restriction to flow does not appear to be properly 
represented, with the elevation grid representing the surface watercourse with no constraint or 
resistance to flow and full hydrological connectivity to the watercourse downstream of the culvert. 
This is due to the modelling environment used being two-dimensional as opposed to a coupled 
1D-2D model (see Section 2.4) which could have used one-dimensional elements to represent 
the culvert in the watercourse. However, reassignment of the cell elevation values of the DEM 
cells under the road channel and within the culverted reach of the watercourse may reduce the 
downstream hydrological connectivity of the culvert and result in a more appropriate 
representation of inundation within the Engineering car park during the 28th June 2012 flood 
event. To test this hypothesis, the DEM cells within the culverted section of the watercourses 
were raised to road level (see Figure 6.22c) to simulate a culvert in the most appropriate way in 
a fully two-dimensional model. The numerical model reference simulation was then re-run to 
obtain a new set of results for the Engineering car park area to see whether changes in the 
treatment of the underground culvert system better represented the inundation observed in the 
car park area. 
 
Figure 6.24: (a) basemap and (b) DEM surface overlain over basemap of the area surrounding 
the Engineering car park showing that the culverted sections of Burleigh Brook are represented 
as standard, above-ground watercourses within the numerical modelling environment which 
would not adequately represent the restriction imposed by the culverted section of the Brook 
and would result in the ability of the car park to drain freely. (c) shows the post-processed DEM 
surface to remove hydrological connectivity and better represent the underground culvert in a 
2D modelling environment. N.B. Figure 6.22b shows an infilled courtyard (*), as discussed in 
Section 6.5.3. 
Results from the altered numerical model presented in Figure 6.25 portrays inundation which is 
more comparable to the inundation observed in the crowdsourced imagery from the flood event, 
with a reduction in the hydrological connectivity between upstream and downstream of the 
culvert resulting in greater inundation present within the car park domain. The revised model 
with the 2D treatment of the culverts does indeed show inundation present within the car park, 
(a) (b) (c) 
* 
Daniel Green 
 251 
with water depths in some raster cells within the car park reaching inundation depths of 23 cm. 
Further, no implications of changing the culvert representation were observed downstream of 
the Brook. 
However, the degree of inundation present in the numerical model does not appear to match 
that seen in the crowdsourced imagery, as depths appear much greater in the imagery collected. 
This is more than likely due to river flow from upstream. Modelled water depths appear to be 
generally less than 20 cm (shown in the ‘Maximum’ panel of Figure 6.25, which shows the 
maximum depth values observed during the simulation at each raster cell). This is likely not due 
to the difficulties in representing underground conduits or culverts within two-dimensional 
modelling environments. Although the treatment of the culvert exhibited in Figure 6.24c does 
not fully replicate the flow processes occurring, the 2D approach does replicate the blockage 
effect along the watercourse that the culvert system would instigate and provides the best 
method of representing this within a two-dimensional model. Instead, this is likely due to the 
complications of using two-dimensional surface water inundation models to simulate complex 
surface water – fluvial interactions. The treatment of the culvert system highlights the difficulties 
in using fully two-dimensional inundation models to study these interactions as the model 
requires an explicit one-dimensional representation (in conjunction with the two-dimensional 
topographic grid; see dual-drainage models in Section 2.5) of the culvert system which would 
involve a one-dimensional representation of the Burleigh Brook crossing through campus. 
Furthermore, within the fully two-dimensional surface water flood model used, the only inflow 
defined is that from precipitation and no gauged fluvial discharge data was inputted into the 
model because: (i) the event and focus of the study was predominantly on the surface water 
mechanisms of the event, and; (ii) no gauged, observational fluvial data existed for Burleigh 
Brook. The flood depths in the Engineering car park shown in Figure 6.25 are probably 
underestimated because surface water has also been directly routed into a dry river channel, 
rather than one that has existing, wetted boundary conditions. Furthermore, water contained 
within the watercourse is likely to have been routed from further upstream and may include 
flows derived from areas not represented within the surface water model domain. 
For the case of the Engineering car park, the inundation model provides an indication of the 
spatial distribution of flood hotspots across the catchment and is thus a useful tool for 
determining areas at direct surface water flood risk from intense precipitation events, despite 
underestimating surface water flood depths because of the lack of the fluvial component within 
the numerical modelling environment. Inclusion of one-dimensional watercourses to the model 
(to create a dual-drainage modelling environment) may help to correctly simulate the inundation 
present within the Engineering car park and to account for flooding from fluvial mechanisms. 
However, this is beyond the scope of the study as the principal focus of the modelling campaign  
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Figure 6.25: Revised reference simulation flood depths (m) through time at the Engineering Car Park flood hotspot using the blockage treatment of the culverts 
passing underneath the road network as highlighted in Figure 6.22c. N.B. ‘Maximum’ refers to the maximum observed cell depths through the simulation. 
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undertaken was to study surface water flood mechanisms only, rather than to incorporate fluvial 
flood mechanisms into the modelling framework. 
6.5.3 Pilkington Library 
In the areas surrounding the Pilkington library, flood waters were observed to flow rapidly down 
the steep embankments surrounding the library (seen in Figures 7.26a,b,c) where they 
remained for some time and drained away to the surrounding areas (e.g. Figure 6.26g,j) or to 
the sewer drainage network which was observed to be beyond its design capacity during the 
even due to surcharging of drains (e.g. Figure 6.26i). Flood waters were also observed along 
the main University road outside of the entrance to the library (see Figure 6.26n). Although 
many photographs were taken of inundation surrounding the library during the event (presented 
in Figure 6.26 and in Appendix C), none of the photographs obtained contained any temporal 
data relating to the time when the photograph was taken in the metadata as this likely was lost 
during transfer of the files to another computer or memory stick. However, the photographs 
collected show extensive flooding in the immediate area surrounding the library.  
An at-a-point hydrograph from the reference numerical model simulation (see Figure 6.27) 
shows a sharp peak in depth with the arrival of rainfall (up to 43 cm in water depth), briskly 
followed by a decrease in flood depth which drains in a downward linear trend down until the 
end of the simulation (19:45) where flood waters were predicted to be completely removed from 
the raster cell from which the at-a-point hydrograph is extracted. Although the pictures do not 
show any evidence of floodwaters exceeding 40 cm in depth, which is what the numerical model 
predicted water depths to be at the peak of the event (12:10), floodwaters in the Library hotspot 
do appear to be reasonably deep and widespread within the crowdsourced photographs and it 
is reasonable to say that floodwaters reached at least 24 cm in depth (see [i] in Figure 6.27), 
which is what the model predicts flood depths to be at 12:45, after which they decline in depth 
steadily over time.  
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Figure 6.26: Crowdsourced images taken surrounding the Pilkington Library hotspot during the 28th June 2012 flood event. Spatial locations of 
photographs are depicted in Figure 6.27b. 
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Figure 6.27: (A) At-a-point hydrograph taken directly outside the 
Pilkington Library; (B) spatial locations of crowdsourced imagery 
surrounding the Pilkington Library hotspot, as well as Hydrograph A.  
 
6.6 Hotspot analysis – localised assessment of parameterisation 
 
Although the above sections present an analysis of some key urban surface water hotspots 
within the study site using the reference simulation, a detailed hotspot analysis is required to 
understand the influence of altering model parameter values and DEM/building related 
boundary conditions on localised inundation at the hotspot level. The influence of roughness 
(Section 6.6.1), drainage, hydraulic conductivity and evapotranspiration (Section 6.6.2) 
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parameterisation, as well as building and DEM mesh resolution (Section 6.6.3) on simulated 
flood depth, extent and timing at the hotspot level is presented in the sections below. 
6.6.1 Influence of roughness parameterisation at the hotspot scale 
 
Although the influence of roughness has been quantified at the global level (see Section 6.3), it 
is imperative to determine the influence of roughness on flood depth, extent and timing at the 
hotspot level. To illustrate this spatially, Figure 6.28 shows the maximum flood depths in the 
Martin Hall flood hotspot area for varying uniform (n = 0.03 – 0.10) and distributed roughness 
values scenarios. Manning’s roughness coefficients of n = 0.01 and n = 0.02 were excluded 
from the analysis undertaken because of minor model instabilities at low frictional coefficient 
values. However, Figure 6.28 demonstrates that an increase in the Manning’s n roughness 
coefficient value results in a reduction in the maximum depth of flood waters observed during 
the simulation by over 10 cm along Towers Way in the area where the transects were recorded, 
which is particularly apparent in the areas surrounding the deepest floodwaters along Towers 
Way when comparing the lowest and highest frictional resistance scenarios (0.03 and 0.10 
respectively). As well as maximum flood depths being affected by roughness parameterisation 
within the Martin Hall flood hotspot, the maximum inundation extent can also be seen to 
decrease with an increase in frictional resistance. The at-a-point hydrographs for the Martin Hall 
flood hotspot (see Figure 6.29) also support the trends in maximum flood depths seen in Figure 
6.28, showing a linear and instinctive response associated with decreases in inundation depth 
with an increase frictional resistance. Again, the distributed roughness scenario is shown to 
have similar depths and extent to the Manning’s n = 0.03, 0.035 and 0.04 scenarios, supporting 
trends observed at the global level (see Section 6.3.3) due to the distributed roughness scenario 
having similar Manning’s n values (see Figure 6.6). Furthermore, as well as dampening the 
peak of the hydrograph (see hydrographs presented within Figure 6.29), an increase in the 
frictional resistance value can also be seen to delay the peak of the at-a-point hydrographs. 
This is expected due to parameterisation of surface roughness controlling the friction and 
potential speed at which surface water is able to flow across and ultimately arrive at the hotspot 
region, resulting in the delayed arrival of floodwaters with an increase in floodplain friction. 
Interestingly, the ‘EastLink3’ hydrograph shown in Figure 6.29 doesn’t appear to be sensitive to 
any changes in roughness parameterisation. This could be because water is quick to arrive at 
the cell location (possibly due to only receiving rainfall directly from the cell or immediate 
surrounding areas) and losses are to neighbouring cells. Hydrographs from other locations 
across campus are presented in Appendix D but show similar trends to the roughness 
parameterisation presented in Figure 6.29. 
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Figure 6.28: Maximum flood depths (m) surrounding Martin Hall for 
varying uniform (n = 0.03 – 0.10) and distributed roughness value 
scenarios. An increase in roughness reduces the depth and extent 
of flood waters by over 10 cm along University Road (a) and 
surrounding the Sir. John Beckwith Building (b). n = 0.01 and 0.02 
have been excluded due to model instabilities. 
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Figure 6.29: Hydrographs from the Martin Hall hotspot showing at-a-point sensitivity to roughness parameterisation. N.B. see Figure 6.19 for spatial 
location of hydrographs; hydrographs have different vertical (depth) axis to better visualise trends associated with roughness parameterisation. 
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6.6.2 Influence of drainage, hydraulic conductivity and evapotranspiration rate 
parameterisation at the hotspot level 
 
Using the Martin Hall hotspot to exemplify the parameterisation spatially, Figure 6.30 
demonstrates that the same trends in parameterisation at the global level (see Figure 6.5) are 
replicated at the hotspot level, with the model showing a large sensitivity to the parameterisation 
of drainage parameterisation within the expected range of drainage values predicted by the 
Environment Agency (2013; see Sections 2.10 & 5.3.4). When the drainage value was set to 0 
mm/hr (i.e. no drainage), there was a very large and unrealistic accumulation of flood waters 
accrued along Towers Way and the respective flow pathways which drained into the Martin Hall 
hotspot. Further, a drainage value of 12 mm/hr did not appear to provide sufficient drainage 
when compared to the dGPS point data and the crowdsourced photographs, resulting in an 
overestimation of flood depths within the area, whereas drainage values within the upper limit 
of the Environment Agency’s recommended drainage values (54 mm/hr) resulted in the 
accumulation of very little flooding which appears to significantly underestimate flood depths 
within the hotspot area. Furthermore, flood waters appear to drain very quickly from the area, 
resulting in no flooding very early on in the simulation which does not reflect observations from 
those present during the event. 
The model can be seen to be moderately sensitive to the parameterisation of the hydraulic 
conductivity variable within the expected range of parameter values based on the physical 
properties of soil in the study site, with reasonable differences in the extent and depth of flood 
waters being outputted by the model in the low (1 mm/hr) and high (5 mm/hr) hydraulic 
conductivity scenarios (see Figure 6.30 and 6.31). These trends show similar trends to those 
observed at the global level (see Figure 6.5). Again, parameterisation of the drainage variable 
is seen to be considerably more sensitive than changes to hydraulic conductivity values, but 
both variables are demonstrated to have application in being used as calibration parameters to 
adjust the model to fit validation data. 
Conversely, changes in evapotranspiration are shown to exhibit no noticeable differences in 
water depth and extent, demonstrating that parameterisation of the evapotranspiration model 
parameter is highly insensitive at the hotspot level due to insignificant mass losses (< 10 
mm/day; 0.42 mm/hr) when compared to drainage and infiltration related losses. These trends 
are also demonstrated in the at-a-point hydrographs from across the study site, presented in 
Figure 6.31. The at-a-point hydrograph for the ‘MHtransect2’ shows that parameterisation of the 
drainage rate is the most sensitive and an increase in parameter value reduces the peak depth 
recorded and results in a more rapid decrease in flood depth through the simulation (see Figure 
6.31a). Hydraulic conductivity (Figure 6.31b) shows moderate sensitivity but does not result in 
as dramatic decreases in flood depths as seen in the parameterisation of drainage. Equally, the 
at-a-point hydrograph for the parameterisation of evapotranspiration shows that changes in the 
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parameter value are highly insensitive and the use of evapotranspiration as a calibration 
parameter would be ineffective and would require the use of unrealistically high 
evapotranspiration rates (see Figure 6.31c). At-a-point hydrographs from other locations across 
the catchment are presented in Appendix D, but show similar trends to those presented in Figure 
6.31. 
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Figure 6.30: Martin Hall flood hotspot showing the 
influence of drainage, hydraulic conductivity and 
evapotranspiration parameterisation. Drainage 
appears to be the most sensitive, whereas the 
model is highly insensitive to any changes in the 
evapotranspiration parameter. Hydraulic 
conductivity can be seen to be moderately 
sensitive to any parameter value changes. 
Reference value simulations are outlined in red. 
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Figure 6.31: (a) drainage, (b) hydraulic conductivity, and; (c) evapotranspiration 
parameterisation at at-a-point hydrograph ‘MHtransect2’. Areas marked as (i) and (ii) show the 
range in depths observed at 14:00 and 19:00. N.B. at-a-point hydrographs for other spatial 
locations across the study site are presented in Appendix D. 
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6.6.3 Influence of building and DEM mesh resolution at the localised, hotspot scale 
 
The influence of building and DEM mesh resolution at the localised, hotspot level appears to 
have an influence on the spatial distribution of floodwaters (see Figure 6.32) and at-a-point 
hydrographs distributed across the study site. Figure 6.32 shows the influence of systematically 
altering DEM and building mesh resolution on simulated maximum flood depths through the 
simulation within the Martin Hall flood hotspot, showing a number of notable differences in flood 
extent and depth within the flood hotspot. Visually, it is noticeable that those scenarios 
conducted at 1 and 2 metre resolution provide better visualisation of inundation at the hotspot 
level than the 5 and 10 metre simulations, supporting studies by Mark et al. (2004) and Fewtrell 
et al. (2008). However, it is worth comparing these further to understand whether the higher 
resolution scenarios offer more accurate results in terms of the simulated flood depth and extent. 
In terms of the overall resolution of the topographic data inputted into the model, sensitivity to 
mesh resolution at the hotspot level is apparent. Comparing the scenarios with corresponding 
building and DEM resolutions (i.e. 1 m DEM and buildings, 2 m DEM and buildings, 5 m DEM 
and buildings, and 10 m DEM and buildings scenarios; shown as [i] – [iv] in Figure 6.32), there 
doesn’t appear to be any noticeable differences between the 1 m and 2 metre scenarios in terms 
of the extent and depth of flood waters within the hotspot. However, the 5 and 10 metre 
resolution scenarios look visually different, with flood waters appearing greater in extent with a 
coarsening of grid resolution, which can be easily identified along Towers Way and in the 
smaller cells surrounding the main areas of flood waters which appear larger in extent because 
of the larger DEM cells. Previous studies (i.e. Yu and Lane, 2006a) suggest a high sensitivity to 
the mesh resolution of topographic data in diffusion based flood inundation modelling is 
associated with the smoothing effect associated with the coarsening of raster-based 
topographic data. Therefore, resampling from a DEM with a fine spatial resolution (i.e. < 2 
metres) to one with a coarser mesh resolution (i.e. 10 metres) inevitably smooths the surface 
topography and results in a more rapid flow propagation. For urban areas in particular where 
complex topography is present, there should be a reduction in blockage effects associated with 
the misrepresentation of urban features (i.e. buildings, roads and structural features) when the 
resolution is coarsened. As a result, flow routing processes are prone to error when using 
coarser resolution topographic grid surfaces and resultant water depths and extent may be over- 
or under-estimated. This appears to be the case in Figure 6.32, as flood waters with a greater 
extent and depth are observed due to more rapid flow propagation across the surface 
topography because of the misrepresentation of buildings and structural features.  
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When studying the isolated influence of building resolution using a de-coupled investigation of 
the resolution of DEM and building elements, the exclusion of buildings from the model 
topography appears to increase simulated maximum flood depths quite dramatically in all 
resolution scenarios studied (see [a] – [d] in Figure 6.32, which shows all resolution scenarios 
investigated without building representation). This is likely due to an increase in connectivity 
between areas of higher elevation and those areas prone to flooding in areas of lower elevation 
due to a reduction of the blockage effects of buildings, discussed above. This is particularly 
noticeable in the flood waters present along Towers Way, where the area with the highest water 
depth (shown in red) appear to be more spatially extensive than in the simulations where 
buildings are present. Additionally, the areas which supply flood waters to the hotspot around 
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Figure 6.32: The influence of systematically altering DEM and 
building resolution on simulated maximum flood depths for the 
Martin Hall flood hotspot. Model parameters were kept constant. 
N.B. reference simulations are shown as ‘*ref’. 
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Shirley Pearce Square also appear to have significantly overestimated flood water depths and 
extent when compared to the reference simulations (see Figure 6.32) and those simulations 
with buildings present. Furthermore, the extent of the floodwaters in the hotspot area appear 
more widely distributed, with flood waters covering a much larger spatial area when buildings 
are excluded from the simulation. 
Within the scenarios which including representation of buildings on the DEM surface, there are 
also a number of differences although these are not as easily identifiable from looking at the 
spatial distribution of flood depths across the Martin Hall area which, upon visual inspection, 
appear to be fairly similar in terms of extent and simulated flood depths regardless of the building 
resolution. Therefore, it appears that some representation of buildings, irrespective of 
resolution, is needed to reproduce flood characteristics, especially at the hotspot level. 
However, further analysis of at-a-point hydrograph may provide some indication on the influence 
of building resolution on simulated water depths within the hotspot.  
Key at-a-point hydrographs showing the influence of DEM and building resolution changes for 
scenarios conducted at 2 metre resolution are presented in Figure 6.33. The hydrographs 
presented show that when buildings are not represented in the topographic mesh, water depths 
are overestimated when compared to the reference simulation. In most hydrographs, the 
removal of buildings results in an overestimation of flood depth through time, likely because 
water is able to flow without obstruction and flood waters are able to flow much quicker to areas 
of lower topography, resulting in an increase surge of flood waters and thus, increased flood 
depth. However, this is likely dependent on the quantity (i.e. density and amount) and size (i.e. 
building footprint or area) of buildings present within the study site and this influence is likely to 
be exacerbated with an increase in the spatial coverage characteristics of buildings present. 
This is clearly shown in the ‘MHtransect2’ hydrograph; the scenario with no buildings present 
shows a 36.6% increase in peak water depth when compared to the reference simulation (water 
depths of 43.3 cm and 31.7 cm respectively). Furthermore, although the rising limb for both 
scenarios is similar up until 12:20, the no building scenario keeps on rising while the reference 
simulation plateaus, showing the delivery of more water to the raster cell where the hydrograph 
was extracted. This reflects the increase in flow propagation and increased connectivity 
associated with the removal of buildings from the topography, resulting in the delivery of greater 
volumes of surface water to Towers Way, supporting the trends observed for the physical model 
presented within Section 4.6.1. The other hydrographs appear to show a similar trend in relation 
to higher water depths or a continued delivery of water to the at-a-point hydrograph with the 
exception of the ‘BusinessSch’ at-a-point hydrograph which appears to show a reverse trend, 
with the no building scenario resulting in a slight underestimation (1 cm) of water depth when 
compared to the reference simulation. This is probably due to the at-a-point hydrograph being 
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Figure 6.33: At-a-point hydrographs showing the influence of DEM and building resolution alterations 
for scenarios conducted at 2 m resolution. N.B. figures have different vertical (depth) axis. 
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situated in the centre of a road channel and the flood waters which settled at this spatial location 
being channelled predominantly along the road channel upstream in an area where there is a 
relatively low density of buildings because of the presence of sports pitches and green areas. 
Therefore, because water was routed along a road channel along a topographic gradient and 
there would be very little interaction between the surface water and any buildings from source 
to sink, the influence of buildings on the resultant flood hydrograph is minimal. Conversely, the 
‘MHtransect2’ at-a-point hydrograph shows a significant influence of building presence on flood 
depths because surface water arriving at the flood hotspot has travelled through complex 
topography with multiple densely distributed buildings of varying shape and area. The scenarios 
presented here appear to show buildings having an obstruction effect (i.e. blocking or increasing 
the resistance of flood waters from arriving at a specific location), supporting the trends 
associated with buildings within a physical model presented within Isidoro et al. (2012b). 
However, this is likely to depend on the characteristics of buildings within the study site and the 
effects observed may be different in relation to changes in the density, size and distribution of 
buildings; for example, in some very densely distributed cases, buildings may actually have a 
routing effect (i.e. they channel waters downstream), opposing the results presented herein. 
This effect was witnessed within the physical modelling environment presented in Chapter 4 
(see Section 4.6.1), with the physical model buildings acting to speed up flows to the physical 
model outlet by channeling and directing flows towards the outlet unit, demonstrating the 
different but important influences of buildings within an urban catchment associated with 
different modelling techniques, as well as different densities, placements and characteristics of 
buildings present within the study/plot area. 
As well as the exclusion of buildings from topographic grid affecting flood depths at some of the 
at-a-point hydrographs across the model domain, changes in building resolution are also shown 
to affect simulated flood depths and timing. Interestingly, for the ‘MHtransect2’ at-a-point 
hydrograph (see Figure 6.33), building resolution appears to exert very little influence on 
simulated flood depths, with the reference (2 m DEM and 2 m buildings) scenario being almost 
identical in terms of depth and timing of flood waters to the 2 m DEM and 5 m buildings and 2 
m DEM and 10 m buildings scenarios. The same trend is observed in all of the other 
hydrographs presented in Figure 6.33. This demonstrates that, although subtle differences exist 
when building resolution is changed, these differences are only minor. Therefore, it is important 
to represent and consider the presence of buildings within urban surface water inundation 
models but the actual resolution of buildings is not a crucial determinant on modelled flood 
outputs, which is somewhat surprising when comparing the building footprints of buildings with 
different resolutions visually (i.e. Figure 5.9). Thus, realistic model outputs may still be achieved 
so long as buildings are present and represented within the topographic mesh, supporting 
conclusions made for floods in urban environments by Fewtrell et al. (2008). Although the 
‘BusinessSch’ at-a-point hydrograph (see Figure 6.33) also presents the same trends as the 
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other hydrographs and the 2 m DEM and 5 m buildings scenario is comparable to the reference 
simulation, there is a notable difference between the reference simulation and the 2 m DEM and 
10 m building scenario, with flood depths being considerably greater (10 cm) than in the 
reference simulation. This is likely because, although buildings are represented satisfactorily at 
5 metre resolution and under, at a building resolution of 10 metres, a threshold is reached where 
buildings surrounding the at-a-point hydrograph are no longer properly represented and the flow 
pathways which supply surface water to the raster cell are disrupted, blocked or altered. In this 
case, it may be that at 10 metre resolution, the grid resolution is too course to represent small 
scale building features and to adequately represent buildings with complex geometries and 
angles, meaning that buildings are misrepresented and act as large structures which channelise 
and misdirect surface water flow towards the ‘BusinessSch’ at-a-point hydrograph raster cell 
under the more course building grid resolution scenario.  
Changes to the resolution of the DEM appear to exert a considerable influence on water depths 
within the at-a-point hydrographs examined in Figure 6.33. Within the ‘MHtransect2’ 
hydrograph, the simulations with a DEM resolution of 5 and 10 metres (and building resolutions 
of 2 metres) show an increasing underestimation in water depth within the raster cell with an 
increase in the coarseness of the DEM grid resolution. This is also the case in the ‘BusinessSch’ 
at-a-point hydrograph in Figure 6.33. It appears that the changes in the grid resolution of the 
DEM component of the topography are greater than changes to the resolution of the buildings 
and structural features present on the DEM and that a coarser DEM resolution is generally 
associated with reduced accuracy in simulated flood depths at the hotspot level. This is likely 
because of the point raised in Section 6.4, as the primary DEM component of the topographic 
mesh is more spatially widespread than the building and structural components which instead 
acts more as a secondary flow modifier. 
When comparing the influence of mesh resolution changes of building and DEM components 
to the influence of model parameterisation, parameterisation appears to result in uniform and 
stratified losses across catchment according to an increase or decrease in parameter value. 
Thus, hydrograph responses are generally analogous regardless of spatial positioning of the 
raster cell used to extract the at-a-point hydrograph. However, changes in the resolution of the 
building and structural features component of the topography appear to be more spatially varied. 
As a result, subsequent at-a-point hydrograph responses are dependent on a number of factors 
including the raster cell positioning up- or down-catchment (and cell elevation in relation to the 
surrounding topography) as well as the density, geometry, location and size of buildings present 
within the case study site. 
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6.7 Chapter summary 
In conclusion, this Chapter has presented the results from a numerical modelling study into a 
surface water flood event which occurred at the Loughborough University campus on 28th June 
2012, with a particular focus on parameterisation and mesh resolution effects on surface water 
flood extent, depth, timing and severity, as well as the validation of numerical model outputs 
using novel crowdsourced methodologies, thus achieving Research Objective 3.  
Within this Chapter, parameterisation of key hydraulic (e.g. roughness) and hydrological (e.g. 
drainage, hydraulic conductivity and evapotranspiration) variables has been investigated for a 
surface water flood event. Results have shown that the model is most sensitive to changes in 
drainage rate parameterisation within the expected range of parameter values, with drainage 
changes resulting in considerable losses from the numerical modelling system at the global and 
local scales. Further, the model has been shown to be moderately sensitive to changes in 
hydraulic conductivity and roughness has been shown to result in considerable differences in 
the timing of runoff delivery to key hotspot locations. The model was shown to be relatively 
insensitive to changes in the evapotranspiration parameter, supporting previous fluvial and 
surface water research undertaken. Further, a novel investigation into the interactions between 
model variables was presented, showing that alterations to the parameter values of key surface 
water flood modelling variables, particularly drainage rates, hydraulic conductivity values and 
Manning’s n roughness coefficient values, result in interactions in the water mass balance 
observed at the global scale.    
Further, the resolution of a topographic DEM grid surface and the presence of buildings on a 
DEM were shown to have considerable influence on the flood characteristics at the global and 
localised, hotspot level. Notably, the inclusion of buildings on a DEM grid were shown to have 
a considerable influence on the distribution of flood waters through time, with the exclusion of 
buildings from the DEM grid being shown to produce less accurate results than altering the 
overall resolution of the DEM horizontal grid cells. This is significant because the results suggest 
that future surface water inundation studies should focus on the inclusion and representation of 
buildings and structural features on a DEM surface, as these have an important role in modifying 
rainfall-runoff responses. Focus on building representation was shown to be more vital than 
concentrating on efforts to increase the resolution of the horizontal grid cells which make up a 
DEM surface, as DEM resolutions of 2 m were shown to be sufficient to conduct detailed surface 
water flood analyses as they provide sufficient representation of topographic detail present on 
an urban floodplain, supporting conclusions in previous research into the resolution of horizontal 
DEM grid cells. Further, topographic DEM surfaces with a horizontal resolution less than 2 m 
were shown to add no noticeable details or added accuracy to the modelling of surface water 
flood events while substantially affecting computational performance and model run times. 
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Finally, crowdsourcing has been shown to be a valuable and informative method of post-flood 
validation for flood depth and extent. Detailed depth information was shown to be obtained from 
crowdsourced imagery collected, using features (e.g. lamp posts, curbs, cars and people) 
present within urban environments as references to infer and obtain flood water depths. Further, 
the usability of crowdsourced imagery to determine flood extent has been shown. 
Crowdsourced imagery was shown to correlate with dGPS data collected during the flood event, 
demonstrating the potential of crowdsourced methodologies, if available, to aid in the calibration 
of surface water inundation models and ultimately accurately validate numerical inundation 
models. 
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Chapter 7: Conclusions and future research developments 
7.1 Chapter scope 
This thesis has investigated two different modelling approaches to examine and investigate 
rainfall-runoff runoff responses, using a physical, laboratory-based environment and a 
numerical modelling platform. Both of these modelling environments have been used to study 
and explore key themes in surface water flood research. This Chapter summarises the findings 
of the thesis and revisits the main thesis aims and objectives presented within Section 1.2 and 
Figure 1.3. The overall aim of this thesis was: 
To develop, apply and critically assess numerical and physical modelling 
approaches to understand rainfall-runoff responses associated with surface 
water flooding in an urban context, and to investigate and quantify the influence 
of controlling factors and urban properties on surface water flood outputs. 
Specifically, the first section of this thesis sought to address the following Research Objectives 
using the physical modelling environment, with the physical modelling methodologies (Chapter 
3) and results (Chapter 4) focusing on achieving RO1 and RO2 respectively. The second 
section of the thesis (Chapters 5 and 6) focused on the numerical modelling aspects of the 
research undertaken within FloodMap2D to address RO3. Finally, after consideration of RO1, 
RO2 and RO3 using both physical and numerical modelling approaches, the final Research 
Objective (RO4) may be considered herein (Chapter 7). 
This Chapter discusses and reflects on the key research outputs presented within this thesis 
with respect to the research aim and objectives and identifies a number of key research outputs 
which build upon previous surface water inundation literature, considering the key themes 
arising from the research undertaken. This involves undertaking a critical evaluation of the 
application of physical and numerical modelling approaches to understand surface water flood 
research, which satisfies RO4. This Chapter concludes by considering a number of avenues for 
future research. 
7.2 Research achievements with respect to research aim and objectives 
RO1. To design, construct and calibrate a large rainfall simulator-based physical modelling 
environment which can be used to investigate rainfall-runoff responses within a 
controlled laboratory environment; 
This methodological research objective focused on the development of a suitable physical 
modelling environment to conduct experimentation focusing on surface water inundation 
within. This was successfully achieved by considering previous literature to inform the 
development and construction of the two-tiered physical modelling setup, and considering a 
number of key design principles to design a physical modelling environment which would be 
suitable for conducting rainfall-runoff experiments within. 
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When designing, constructing and calibrating the physical modelling environment for the 
purpose of simulating urban rainfall-runoff processes, a number of key themes and conclusions 
emerged, including the design of scenarios to replicate the influence of meteorological and 
terrestrial factors on surface water flood outputs. Particular focus was placed on producing 
repeatable simulated rainfall events to allow ‘cause and effect’ to be investigated when 
conducting rainfall-runoff experiments to identify any deterministic relationships which may be 
apparent, as well as identifying and considering model scaling within the physical modelling 
setup. Additionally, the key theme of ‘rainfall uniformity’ emerged when the repeatability of 
simulated rainfall was assessed, leading to the quantification of uniformity within rainfall 
simulator studies using the Christiansen Uniformity Coefficient to be critiqued due to its 
misrepresentation of rainfall uniformity across a plot surface. As a result, a combination of 
quantitative and qualitative methods for assessing rainfall uniformity were developed to be 
more valuable metrics for researchers using a rainfall simulator, as the single percentage value 
captured by the Christiansen Uniformity Coefficient metric was shown to be an ineffective and 
easily manipulated method of assessing plot scale uniformity (see Section 3.3.1). Three 
research questions were assessed before any experimentation using the rainfall simulator was 
conducted. 
1) Is the CUC method sensitive to the resolution and spatial layout of the sampling 
methodology used? 
Findings suggested that the resolution and spatial layout of collection containers across the 
physical model plot surface were likely to affect the final CUC value because the CUC 
methodology treats uniformity values independent of their spatial location (i.e. as a ‘list’ of 
values, rather than considering their spatial attributes), therefore giving no indication of how 
‘non-uniform’ a particular area of the plot surface may be. Thus, visualisation, quantification 
and presentation of uniformity which captures localised patterns of rainfall should be 
considered, rather than relying on a single percentage value to represent plot-scale rainfall 
distributions. 
2) How can uniformity be quantified and visualised more meaningfully to represent 
localised patterns in rainfall distribution? 
Because of (1) suggesting that the CUC method may give a false sense of uniformity due to a 
lack of spatial or qualitative information, more focus should be placed on the spatial 
components of uniformity, as uniformity is a spatial problem which requires a spatial answer 
and understanding. Therefore, methods focusing on the visualisation of simulated rainfall (i.e. 
rainfall densograms; see Figures 3.6, 3.7 and 3.9, and expressing rainfall data in terms of its 
standard deviation from the mean; see Figure 3.10a) should be the focus when studying 
uniformity under a rainfall simulator setup. Thus, a more qualitative, spatial and visual 
understanding is of greater importance than achieving or quantifying uniformity via the CUC 
(%) methodology. 
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3) Does the CUC methodology appreciate repeatability of uniformity between 
experimental runs? 
The CUC methodology was not found to provide a clear understanding of changes in uniformity, 
both: (i) temporally within an individual experimental run, and; (ii) between different experimental 
runs to appreciate changes and variability and to gain an understanding of the repeatability of 
rainfall simulation between experimentation. The CUC methodology was shown to provide a 
basic understanding of repeatability between physical model runs. However, this was shown to 
be more valuable when coupled and presented in combination with spatial evaluation metrics 
to determine whether rainfall patterns were replicated over space (see Figures 3.11 and 3.12). 
Further, a number of metrics for the assessment of hydrological results were developed, such 
as a volumetric method to assess physical model outflow discharges, as well as the 
development of an instantaneous water depth measurement interface involving the novel use 
of an eTape water depth sensor. Following on from work by Isidoro et al. (2012a,b), a number 
of key outflow hydrograph statistics (see Table 3.5) and depth statistics (see Table 3.6) were 
defined to extract from the outputted hydrological data to understand the influence of simulated 
variables on physical model outputs. These allowed RO1 to be attained and also allowed the 
influence of key meteorological and terrestrial factors to be quantified and assessed in RO2.  
RO2. To conduct a series of controlled laboratory experiments to contribute towards a 
greater understanding of the physical drivers of surface water flooding, including the 
influence of catchment permeability coverage (%) and spatial distribution, building 
density and configuration,  as well as meteorological factors, such as rainfall intensity 
and duration and to assess the extent to which data collected within a physical 
modelling environment can be used to inform flood inundation modelling and 
understand rainfall-runoff responses in urban catchments; 
This research objective focused on the generation of laboratory data to understand the 
influence of meteorological and terrestrial factors on the rainfall-runoff processes occurring 
within the experimental physical modelling environment designed in RO1. A number of key 
outcomes were derived from undertaking the physical modelling experiments. Results 
demonstrated intuitive model sensitivity to increasing the intensity and duration of rainfall (see 
Figures 4.4 – 4.10), with increases in the intensity and duration of rainfall resulting in higher 
peak discharges and larger outflow volumes at the model outflow unit, as well as increases in 
the water depth within the physical model plot surface. Findings also showed that terrestrial 
factors also influenced the rainfall-runoff responses within the physical modelling environment. 
Firstly, increases in percentage permeability (see Figure 4.14) were shown to considerably 
alter the outflow flood hydrographs shape, volume, magnitude and timing due to storages 
within the physical model plot surface. Thus, a reduction in the overall volume of water received 
at the outflow hydrograph and a decrease in the peak of the flood event was observed with an 
increase in permeability coverage. Building density was also shown to modify outflow 
discharges but to a lesser extent (see Figure 4.20). For example, increases in the density of 
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buildings resulted in a more rapid receding limb of the hydrograph (see Figure 4.20d), 
shortening the tend statistic from 1.91 hours in the 5 u 5 building grid scenario to 1.64 hours in 
the 15 u 15 building grid scenario. Increases in building density were also shown to increase 
the gradient of the rising limb (see Figure 4.20g; 0.311 in the 5 u 5 building grid scenario, but 
0.535 in the 15 u 15 building grid scenario), resulting in a more rapid hydrological response of 
the physical model plot surface, opposing the findings presented in Isidoro et al. (2012b) but 
suggesting that buildings can have a channelling influence on surface water flows as well as a 
blockage effect (Isidoro et al., 2012b). However, both studies imply that that the representation 
of buildings in hydrological models is imperative. The layout and distribution of permeable 
elements was shown to affect the rainfall-runoff response recorded at the model outflow, with 
downstream concentrated permeability resulting in statistically different hydrograph data to all 
other permeability layout scenarios, but the layout of buildings was not seen to result in 
significant changes to the outflow flood hydrographs; outflow hydrographs appeared to only be 
influenced by the actual quantity and density of buildings, rather than their spatial distribution 
and placement within the catchment. 
When considered relatively and comparatively (see Figure 4.22), findings suggested that, for 
the range of parameter values investigated, the duration of rainfall resulted in the most 
significant changes from the respective reference scenario (i.e. +1110% increase in the peak 
discharge value between the 5 minute rainfall duration reference simulation and the 60 minute 
rainfall duration comparison scenario; see Figure 4.22, and an overall NSE value of -620 when 
comparing the 5 minute rainfall reference scenario to the 60 minute rainfall duration scenario). 
Additionally, the presence of permeable surfaces within the physical modelling environment 
was shown to strongly attenuate and delay surface water runoff recorded at the model output, 
which was also affected by the placement and spatial distribution of permeability across the 
catchment (with downstream focused permeability resulting in the most considerable 
differences in hydrograph shape and magnitude). In comparison, rainfall intensity and building 
density scenarios demonstrated less pronounced influences on rainfall-runoff processes and 
water depths observed within the physical model. 
The use of RMSE and NSE hydrological metrics to test statistical similarities (Green & 
Stephenson, 1986; Moriasi et al., 2007) was also shown to provide a useful and novel method 
of analysing differences in the magnitude and timing of hydrograph data in physical models. 
NSE metric values showing positive readings (1 – 0) show that statistical similarities exist 
between the two datasets in terms of the timing and magnitude of recorded discharge values 
(with NSE = 1 being optimal), while negative values (i.e. < 0) suggest statistical differences 
between both datasets (see Table 4.19), with increasing deviation from 0 suggesting an 
increase of dissimilarity. Using the NSE metric, all rainfall intensity scenarios were shown to 
have an influence on outflow discharges but all scenarios were still relatively comparable (NSE 
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= 0.958), while permeability coverage (NSE = -2.49) and rainfall duration (NSE = -620.04) were 
shown to result in significant changes in the magnitude and timing of the hydrograph values in 
the scenarios analysed. 
Physical models were shown to be informative research tools to investigate the influence of 
key meteorological and terrestrial factors on rainfall-runoff responses, with rainfall duration and 
permeability coverage (%) being shown to be the largest relative determinants of changes to 
the outflow discharge characteristics within the range of parameter values investigated, 
achieving RO2. 
RO3. To conduct sensitivity analyses of numerical model parameterisation and mesh 
resolution effects on surface water flood extent, timing and severity, and to validate 
numerical modelling results using novel crowdsourced methodologies; 
Using the numerical modelling environment, key themes of: (i) parameterisation of hydraulic 
(roughness) and hydrological (drainage rate, infiltration and evapotranspiration) model 
variables, and; (ii) the influence of mesh resolution effects of elevation and building elements 
of the DEM on surface water inundation outputs, both at the global and local level, were 
studied. Further, the viability of crowdsourced approaches to provide external model validation 
data was investigated using the 28th June 2012 flood event at Loughborough University. 
Findings from the investigation into model parameterisation showed that the numerical model 
was most sensitive to changes in drainage rates within the expected range of parameter 
values, with changes in drainage resulting in considerable losses from the numerical model 
domain at global and local scales (see Figures 6.5b and 6.31a). Further, the model was also 
shown to be moderately sensitive to hydraulic conductivity (see Figures 6.5c and 6.31b) and 
roughness (see Figures 6.5a and 6.29) parameterisation at both scales of analysis. 
Conversely, the parameterisation of evapotranspiration (see Figures 6.5d and 6.31c) was 
shown to result in insignificant changes to surface water flood extent and depth, demonstrating 
that the model was largely insensitive to any changes in the parameterisation of 
evapotranspiration at the global and local scales. The global scale of analysis was shown to 
be a good indicator of the overall influence of model parameterisation and boundary condition 
changes which matched localised patterns observed at the hotspot scale, supporting research 
by Savage et al. (2016). However, detailed analyses at the hotspot level were critical to 
calibrate and validate the numerical model, as well as allowing small-scale variations to be 
understood using at-a-point hydrograph assessments. A localised analysis was shown to be 
especially important to identify the effects of resolution changes in the DEM and buildings 
which were shown to be spatially dependent on the density, presence, size and geometry of 
buildings within the study site.   
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A novel method of analysis was presented for the water mass balance of the numerical 
modelling system (see Figure 6.7), allowing an interpretation on the interactions and 
interdependencies of altering model variables at the global level of analysis. Drainage rate 
parameterisation within the investigated range of drainage rate values investigated (0 – 54 
mm/hr; see Figure 6.7b) was shown to result in large changes in overall model losses 
associated with drainage as expected. However, lower drainage rates were also shown to 
increase hydraulic conductivity losses due to the increased availability of surface water being 
available to infiltrate into the soil or be removed from the model via alternative processes. 
Drainage was also shown to affect the balance of losses at the global level, with a higher 
roughness value (i.e. n = 0.10; see Figure 6.7a) resulting in higher initial losses from the system 
due to the water being more dispersed across the catchment for longer due to increased 
frictional resistance of flow meaning water was not spatially confined or concentrated in a 
particular area. Further, the overall water mass balance was shown to be affected by 
roughness, with higher Manning’s n roughness coefficient values resulting in larger overall 
model losses due to increased resistance of flow. Therefore, parameterisation of model 
variables was shown to be crucial for altering rainfall-runoff responses within the numerical 
modelling system, with drainage rate, roughness and hydraulic conductivity parameterisation 
resulting in considerable changes to the extent, depth and timing of surface water inundation 
within the study site.  
Although previous studies have looked at the representation of buildings in the simulation of 
urban flood events using numerical models (see Section 2.6), Chapter 2 identified that research 
looking into how the resolution of buildings in the urban floodplain and the resultant effect on 
surface water flow pathways and movement of flooding across a topographic domain had not 
been conducted (see Section 2.6). The findings presented in Chapter 6 have shown that the 
resolution of topographic elements of a DEM (both surface elevation and the buildings) are 
crucial in altering the flood characteristics at the global and localised hotspot levels. This 
research objective focused on a novel de-coupled investigation of the elevation and building 
components of the DEM in a strategic matrix of scenarios to understand the independent 
influence of building and topographic mesh resolution effects on surface water flood outputs. 
Notably, the inclusion of buildings on a DEM surface was shown to have a considerable 
influence on the distribution of flood waters through time (regardless of resolution), with the 
exclusion of buildings from the DEM grid being shown to produce less accurate results than 
altering the overall resolution of the DEM horizontal grid cells. This suggests that future surface 
water inundation studies should focus on the inclusion and representation of buildings and 
structural features present on the DEM surface as these have a crucial role in modifying rainfall-
runoff responses. Focus on building representation was shown to be more vital than 
concentrating on advances in the horizontal resolution of the grid cells which make up a DEM, 
as a DEM resolution of 2 m was shown to be sufficiently detailed to conduct the urban surface 
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water flood modelling undertaken. This supports previous inundation research (e.g. Mark et al., 
2004; Haile & Rientjes, 2005; Mignot et al., 2006a,b; Fewtrell et al., 2008; see Section 2.5) 
which state that 2 m is appropriate to represent urban complexities and that horizontal cell 
resolutions < 2 m add no noticeable benefits or added accuracy to the modelling of surface 
water flood events while substantively increasing computational performance and model run 
durations. 
Lastly, the application of crowdsourced photography was shown to provide a useful and 
informative method of post-flood model validation of the extent and depth of urban surface water 
floods. Novel methods of obtaining detailed depth information using comparisons to reference 
features (e.g. lamp posts, curbs, cars and people) present within the urban environment to infer 
and obtain detailed water depths were presented, demonstrating the benefits of extracting 
usable and detailed inundation metric data from photographs collected during a flood event. 
Additionally, depths extracted from crowdsourced imagery were shown to strongly correlated 
with dGPS data collected during the flood event, demonstrating the benefits of using 
crowdsourced material to aid in the calibration and validation of surface water inundation 
models. 
RO4. To critically assess and evaluate the application of physical and numerical modelling 
approaches to understand rainfall-runoff responses. 
This thesis has shown that both physical and numerical modelling strategies are sufficient and 
useful analytical tools to investigate, assess and study urban rainfall-runoff responses. 
However, each of the methods investigated are shown to have advantages for conducting 
research into surface water flooding. Firstly, the research undertaken within the physical model 
was shown to provide a detailed and comprehensive understanding of the impact of 
meteorological and terrestrial variables on resultant rainfall-runoff responses, providing a clear, 
visual and informative understanding of the deterministic relationships occurring within a 
simplified urban environment. The physical model has been shown to clearly demonstrate 
processes and interactions which may affect rainfall-runoff processes and thus lead to more 
severe occurrences of surface water flooding in a strategic laboratory format. Results are 
shown to match with expected hydrological responses to intense precipitation events and 
although results cannot be directly extrapolated and up-scaled to real world environments (due 
to scaling issues and the physical model having no direct connection or representation of a 
case study event), the results may allow inferences to made on the implications of investigated 
factors on real world situations or issues. However, further, case study specific work is required 
to allow physical modelling works to be directly comparable to real world systems or flood 
events and the physical modelling work conducted herein only provides an understanding of 
the influences of individual physical model parameters on the resultant rainfall-runoff 
responses.  
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Conversely, the numerical modelling work undertaken has been shown to provide a detailed 
case study specific understanding of inundation using real-world, actual (or hypothetical and 
future) flood events, which can be validated using external data sources. However, results may 
be altered and affected by the parameterisation of model hydraulic and hydrological variables, 
as well as DEM and building mesh resolutions of the input topographic grid, so researchers 
should ensure that considerable work is conducted to ensure that input data and 
parameterisation is sufficiently detailed to correctly simulate surface water flooding. Thus, both 
research methodologies have their advantages and shortcomings, but are equally distinctively 
valid and effective methods for understanding urban surface water flooding and rainfall-runoff 
processes.  
7.3 Comparisons between physical and numerical modelling approaches 
Linkages can be made between the results from the physical and numerical modelling strategies 
investigated throughout this thesis. These can be sub-divided into two key themes: (1) the 
influence of buildings in rainfall-runoff models, and; (2) permeability losses and model storages. 
Firstly, the influence of buildings on rainfall-runoff responses has been a key theme throughout 
the thesis in both physical and numerical modelling approaches. Both modelling approaches 
have demonstrated that the influence of buildings are important features to consider as they 
affect the timing and magnitude of surface water runoff exiting via a physical model outflow, or 
entering a flood hotspot of lower topography. Although results are not directly comparable, some 
similarities in the results can be identified. Firstly, the physical modelling environment 
demonstrated that buildings have a significant influence on model outflows, as increases in 
building density resulted in a more rapid hydrological response due to the buildings present 
within the physical model plot surface acting the channelise flow towards the outflow. The 
influence of buildings was shown to be more complex within the numerical modelling 
environment as some locations (i.e. Martin Hall) portrayed buildings having an obstruction effect 
(i.e. acting to block or increase resistance of flood waters from traversing across a DEM 
surface), supporting the conclusions from physical modelling work undertaken by Isidoro et al. 
(2012b). However, the influence of buildings within the numerical model was hypothesised to 
be dependent on the density, size and distribution of buildings within the study site, as routing 
influences of buildings were also witnessed (e.g. within the at-a-point hydrograph close to the 
Business School). Both research methods highlighted the importance of buildings on rainfall-
runoff responses within urban environments. 
Secondly, comparisons associated with the influence of permeability on the magnitude of 
inundation were apparent between both modelling approaches. Increasing surface permeability 
within the physical modelling environment were shown to result in significant changes to the 
volume, magnitude and timing of outflow hydrographs, similar to the numerical model responses 
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presented for the Loughborough University case study using the hydraulic conductivity (i.e. a 
function of infiltration into the soil) and drainage (i.e. losses to natural and artificial drainage 
processes) parameters which showed a decline in the peak volumes recorded in the at-a-point 
hydrographs, as well as a slight attenuation in flows. The permeable elements present within 
the physical model also had an influence on the resistance of flow to traverse across the 
catchment, which is comparable to increasing the roughness coefficient value within the 
numerical model to account for more dense vegetation (i.e. 0.01 represents a smooth, 
impermeable surface, while 0.035 may represent a relatively vegetated surface).  
7.4 Critical evaluation of methods and results 
The following sections outline a critical assessment of the methodologies and results presented 
within this thesis. Critical evaluations for the physical modelling research (Section 7.4.1) and 
the numerical modelling work (Section 7.4.2) undertaken are outlined below. 
7.4.1 Physical modelling approach 
While designing, constructing and calibrating a large-scale rainfall simulator-based physical 
modelling environment to investigate rainfall-runoff responses within a controlled laboratory 
environment, a critical evaluation of the methods and results is required to ensure that the 
research environment was suitable and appropriate to produce meaningful results (see RO1). 
However, the construction and use of a novel physical modelling platform to investigate surface 
water inundation may have a number of shortcomings. These may include: (i) the propagation 
of errors when obtaining and processing hydrological data; (ii) the lack of repetition of 
experimental runs when analysing experimental treatments; (iii) the quantification and 
assessment of the uniformity of simulated rainfall (dealt with in Chapter 2 and Section 7.2); (iv) 
difficulties in choosing an appropriate length of rainfall; (v) trial and error when producing 
uniform rainfall or recording outflow discharges; (vi) difficulties in choosing a suitable range of 
rainfall intensity scenarios to investigate, and; (vii) the development of suitable monitoring and 
data measurement techniques. Although the majority of these points were discussed when 
designing and calibrating the rainfall simulator setup (see Chapter 3), a post-experimental 
evaluation of the physical modelling approach is discussed below. 
Firstly, the propagation of errors within the physical model system may have resulted in some 
inconsistencies in physical model outputs. Although an understanding of the minor errors which 
may be propagated when obtaining and processing the raw hydrograph dataset was considered 
in Figure 3.17, errors may have also been associated with the stability of the simulated rainfall. 
The stability and consistency of rainfall simulator pressure was visually assessed and monitored 
using the pressure regulating valve at the rainfall simulator inflow (see Section 3.3) but the 
implementation of pressure measurements as outlined within Isidoro & de Lima (2015) could 
have been conducted to ensure that rainfall was applied consistently throughout the duration of 
Daniel Green 
 279 
a single experimental run, as well as between experimental runs. Further, errors may have been 
introduced in the conversion of outflow discharge weight (kg) to volume (L; see Figure 3.17) or 
in the smoothing of the hydrograph data (see Section 3.5). These influences may be relatively 
minor but a consideration of propagating errors when measuring and processing the physical 
model data is imperative.  
Secondly, although repetitions of the blank control surface were undertaken to ensure that 
results obtained were statistically similar and the changes exhibited within the output data were 
a result of the experimental treatments considered, the repetition of all experimental treatments 
could have been conducted for more robust statistical analyses to be undertaken. However, 
due to time constraints, repeatability was assessed and proven before undertaking 
investigations into the experimental treatments of model parameters instead, using the blank 
control surface to test repeatability. Repetitions (i.e. repeating each experiment three or more 
times) may have allowed more statistically robust conclusions to be obtained.  
Thirdly, the representation of permeability within the physical model may have been erroneous, 
as the sponge was not observed to release stored water without pressure being applied, and 
no strong delays or accurate attenuation of flows was observed, as the sponge appeared to 
retain water following the rainfall event and not fully replicate the hydrological response of soils 
or permeable spaces (see Figure 2.2). The adequate representation of permeability within 
physical rainfall-runoff modelling has previously been considered (e.g. Black, 1970; Roberts & 
Klingeman, 1970) but difficulties associated with capturing the exact hydrological response of 
permeable spaces is complex may not be fully possible in a laboratory based scaled model. 
Fourthly, the initial set of experiments focused on a blank, control surface (see Section 4.2) and 
the building density and layout scenarios (see Section 4.6) applied a rainfall duration of 45 
minutes as this was hypothesised to result in a practical quantity of inflow inundation to conduct 
experimentation with, as Noh et al. (2016) proposed that shorter durations and/or lower 
intensities may result in difficulties in establishing conclusive results. However, once the 
permeability experiments were undertaken (see Section 4.5), the rainfall duration was scaled 
back as a rainfall duration of 45 minutes was too long as the permeable sponge elements quickly 
became saturated and ineffective (as discussed in Section 3.8.4). Retrospectively, it may have 
been beneficial to use comparable rainfall durations for all experimental treatments (with the 
exception of rainfall duration) to allow more clear comparisons to be made. However, a rainfall 
duration of 45 minutes still allowed trends in building density and layout to be made.  
Fifthly, a number of misjudgements were made throughout the development process of the 
physical modelling system, demonstrating that trial and error was required as the equipment 
was developed independently. Initially, the quantity of rainfall nozzles was an uncertainty when 
developing the rainfall simulator component of the physical model as this required tweaking to 
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ensure adequate uniformity. As discussed in Section 3.3, 32 nozzles were originally used on 
the rainfall simulator but after preliminary testing, it was clear that there were a number of areas 
which received noticeably lower volumes of water than other plot areas. Thus, this pipe network 
was removed from the rainfall simulator and replaced with a second iteration consisting of 64 
nozzles (see Section 3.3 and Figure 3.3). Secondly, the measurement of outflow discharge also 
required trial and error. Originally, a turbine flow meter was used to measure outflow discharge 
but this was later replaced with two weighing scale systems (see Section 3.4 and Figure 3.13). 
Sixthly, when undertaking the measurements of water depth within the physical model plot 
surface, the eTape water level monitoring system was noticed to be temperamental for some 
experimental runs (including within the permeability experiments; see Section 4.5.6, and the 
building density runs), due to slight flexes in the sensor causing the sensor envelope to 
compress, resulting in the output of an erroneous data reading. This resulted in a few errors 
meaning water depth measurements were unusable for further analysis. Retrospectively, the 
use of more monitoring equipment (e.g. multiple eTape sensors and the application of Particle 
Image Velocimetry [PIV]) to visualise flow pathways within the physical model may have 
provided further useful data for analyses, allowing more detailed inferences to be made on the 
influence of model parameters on rainfall-runoff processes occurring within the physical model. 
Further, the use of dye-tracing experiments (i.e. using fluorescein; Smart & Laidlaw, 1977) may 
have been useful for examining the influence of buildings within the physical model and may 
have allowed further analysis on whether buildings have a channelisation or blockage effect on 
surface water flows.  
Finally, the range of suitable rainfall intensities to conduct a sensitivity analysis into the influence 
of rainfall intensity on rainfall-runoff processes may have been improved by conducting a larger 
range of rainfall intensity scenarios to provide a more thorough understanding of the effect of 
rainfall intensity on rainfall-runoff processes, as it was realised after the experimental period 
that the range of rainfall intensities (102 – 199 mm/hr) may have been too small, and a larger 
range of rainfall intensities (e.g. 25 – 250 mm/hr) may have provided further evidence on the 
impact of heavy rainfall on the occurrence of surface water flooding. Further, the rainfall 
intensities investigated may be too high for UK based rainfall events (Kendon et al., 2014), 
meaning that direct comparisons between the physical modelling results and UK surface water 
flood case studies may be ambiguous. Rainfall intensity is a key driver of surface water flooding 
(Borga et al., 2011; Kendon et al., 2014; National Flood Resilience Review, 2016) and, although 
the physical modelling experiments showed that rainfall intensity affected the resultant model 
outflows and depths, a larger range of rainfall intensities may have provided further evidence 
into the influence of rainfall intensity on surface water flood events using a rainfall simulator-
based physical modelling system.  
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7.4.2 Numerical modelling approach 
Data was a crucial aspect of this thesis and there are obvious errors associated with its 
measurement (Salas, 1993) which have been addressed throughout the thesis for the primary 
data collected and analysed. However, data obtained from secondary sources (such as the 
topographic DEM mesh or the precipitation data) may include unknown errors which may be 
difficult to identify or quantify. As a result, errors may have been propagated throughout the 
analyses undertaken by using erroneous input data, resulting in some numerical model outputs 
(i.e. water depths or the distribution of flooding across the study site) possibly having a degree 
of error and uncertainty. 
Further, although the numerical model (FloodMap2D) has been applied to numerous published 
case study locations and events (e.g. Yu & Lane, 2006a,b; Yu & Coulthard, 2015; Coles et al., 
2017), errors may still be apparent within the numerical modelling framework due to the 
simplified representation of flow routing and hydraulic processes (Horritt & Bates, 2001) in the 
hydroinundation model. Despite this, extensive previous research has found that simplified 
models such as FloodMap2D are able to produce accurate results when compared to more 
complex numerical modelling codes. 
The parameterisation of model variables, including Manning’s n roughness coefficient values 
and drainage rate values may also be ambiguous. Because a fixed Manning’s n roughness 
coefficient value was used based on the prevalent land-use type across the entirety of the study 
site (or considered based on distributed land-use using Ordnance Survey data), representation 
of roughness was static throughout the duration of all simulations and did not change with the 
velocity and depth of flood waters (Mustafa et al., 2016; see Section 2.7.2), which roughness 
parameterisation should be affected by. The model also had no direct representation of the 1D 
drainage network and used a mass loss (mm/hr) value scaled by the model time step to 
calculate drainage losses throughout the simulation. Therefore, drainage was not considered 
as a temporally variable parameter through the duration of the flood event and no representation 
of drainage surcharging (which was observed to occur at the Pilkington Library and Martin Hall 
hotspots due to the drainage network being overwhelmed by the high intensity rainfall) was 
considered. However, given current understanding of these variables informed by previous 
research (see Sections 2.7 and 2.8), as well as the extensive calibration of all model variables 
undertaken herein (see Chapter 6), this may not be a shortcoming as the sensitivity of model 
parameters was recognised. Roughness and drainage coefficients are explicitly and regularly 
used as calibration parameters in surface water flood research to compensate for processes 
which are not represented within numerical model frameworks, but it is worth noting that the 
use of these model parameters may have some uncertainties (Lane, 2005). 
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7.5 Concluding remarks and future research developments 
This thesis has provided a novel investigation into rainfall-runoff processes occurring within a 
unique two-tiered physical modelling environment, as well as within a numerical model context 
where parameterisation and DEM/building resolution influences have been conducted within a 
strategic and de-coupled way. This thesis has contributed to surface water flood research and 
provided novel methods of understanding parameterisation of system variables and building 
representation within numerical and physical modelling strategies. The thesis aim (‘to develop, 
apply and critically assess numerical and physical modelling approaches to understand rainfall-
runoff responses associated with surface water flooding in an urban context, and to investigate 
and quantify the influence of controlling factors and urban properties on surface water flood 
outputs’) has been fully achieved by considering the research objectives (see Section 7.2), 
suggesting that both physical and numerical modelling approaches are feasible and valuable 
techniques to understand rainfall-runoff processes. However, future work should be directed 
towards coupling physical and numerical modelling to advance understanding in rainfall-runoff 
interactions and to develop further complexities and process understanding of key hydraulic 
and hydrological model variables. While conducting the research undertaken within this thesis, 
a number of key considerations for future research were identified. These are discussed in the 
sections below. 
7.5.1 Future work focusing on the physical modelling components of the research 
undertaken 
Building upon the rainfall-runoff research conducted within the physical modelling environment, 
future work may be directed at designing and simulating more complex multi-variate simulations 
which consider the influence of a combination of permeability and building coverage and layout 
scenarios which are more representative of a real-world urban environment. A number of 
additional model variables may also be simulated using the physical modelling system 
developed herein to develop further complexity and knowledge of rainfall-runoff processes. 
These may include: (i) the influence of SuDS by retrofitting building elements with permeable 
green roof elements; (ii) model slopes of varying gradient and direction, as the physical 
modelling system was designed with screw jacks to allow tilting of the physical model plot 
surface and this will lead to slope-driven overland flow mechanisms which have been shown to 
have different hydrological responses to rainfall-runoff processes which are predominantly 
depth-driven; (iii) wind-driven rainfall using a setup of fans (following the approach outlined 
within Isidoro et al. 2012a); (iv) the simulation of spatial storm movement (Isidoro & de Lima, 
2014) by activating and deactivating the Antelco VariJet nozzles using the in-built nozzle valves 
(or adding a circuit of solenoid values); (v) simulating different rainfall hyetographs using 
controllable circuits of inflow to the physical model, and; (vi) the development of sub-surface 
drainage components to the physical modelling environment to create a three-tier model. 
Although all of these potential avenues for future work are attainable using the current setup of 
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the physical model, the implementation of a scaled drainage system to the current modelling 
setup may be challenging due to difficulties in adequately representing drainage losses in a 
scaled model. Further work may also focus on implementing sediment or varying land covers 
(i.e. agricultural land of varying compactness or crop cover) into the physical modelling 
environment. However, this may be difficult to implement due to the difficulties with working with 
soils (e.g. drying times, blockages of model outflows, contamination of soils and messiness etc.) 
outlined within Green (2014).  
Chapter 3 presented a critique of the spatial characteristics of simulated rainfall within a physical 
modelling system. However, no literature has investigated or assessed temporal variability in 
simulated rainfall to determine whether simulated rainfall is spatiotemporally uniform in time. 
Future research should focus on the placement of rain gauges onto a physical model plot 
surface to evaluate plot-scale spatiotemporal uniformity to create a time series of animated 
uniformity densograms, allowing the determination of whether rainfall uniformity is static or 
dynamic during an experimental run, as current methods to evaluate uniformity only provide 
details on uniformity during an experimental run of a given length. Spatial assessment of rainfall 
simulator temporal uniformity could be undertaken using a series of low-cost rain gauges 
interfaced with an analogue data-logging device (e.g. Arduino) or using remote monitoring 
devices (e.g. HOBO or Grant portable data loggers), which may allow visualisation of plot 
surface uniformity under simulated rainfall through time and would add to the current 
understanding of rainfall uniformity and the development of robust rainfall simulator setups. 
7.5.2 Future work focusing on the numerical modelling components of the research 
undertaken 
Future numerical inundation modelling may seek to expanding on the numerical model case 
study undertaken to consider sub-metre topographic data (obtained from airborne or terrestrial 
LiDAR sources) to determine whether sub-metre resolution adds useful detail and topographic 
complexity to the numerical modelling study undertaken, and to determine whether the 
observed trends and relationships are in line with the results for parameterisation of model 
variables and alterations to the resolution of DEM and building components presented within 
Chapter 6. 
Additionally, the use of radar data as a precipitation input may be applied to the numerical 
inundation model used to determine whether radar-derived precipitation estimates are 
advantageous to the simulation of a small-scale, high resolution surface water flood event. This 
may add a spatial complexity and storm dynamics to the input precipitation which may affect 
the distribution of water depth and extent across the catchment. However, the advantages of 
applying radar-derived precipitation are uncertain as the case-study site is of comparable size 
to the highest resolution radar data cells (2 km2) currently available for academic use in the 
United Kingdom. 
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Further, Section 6.5.2 identified the influence of surface water – fluvial (‘pluvial-fluvial’) 
interactions resulting in widespread inundation observed within the Engineering car park. Future 
work may seek to couple 1D/2D elements together to model these interactions to determine 
whether fluvial aspects resulted in the inundation present within the car park, which would allow 
a detailed understanding of the interactions between flood mechanisms which is seldom 
considered within the current inundation literature as fluvial flooding and surface water flooding 
are often studied independent of one another. Further, this could be combined with a 1D 
representation of sub-surface drainage networks if drainage network data from Facilities 
Management is corroborated into a useable digital format, adding further complexity to the 
numerical modelling environment to assess whether these added factors allow more accurate 
simulation of surface water inundation events.  
Finally, a re-evaluation of flood risk to determine future flood risk within the University could be 
undertaken. Since the June 28th 2012 flood event, numerous redevelopment and renovation 
works have occurred within the Loughborough University campus, including within Shirley 
Pearce Square, where large areas of green space and a car park have been replaced by a large 
expanse of impermeable surface (see Figure 7.1) and additional slopes and pathways towards 
Towers Way. Although the redevelopment has improved the aesthetical value of the area, future 
work may focus on determining whether this has increased flood risk and vulnerability, as the 
works undertaken are likely to accelerate the movement of surface water flows towards Towers 
Way and the areas shown to experience widespread flooding in Section 6.5.1 (see Figure 6.14).  
 
Figure 7.1: Redevelopment of Shirley Pearce Square, showing large expanses of impermeable 
surfaces which runoff would be routed along before settling along Towers Way if a future high 
intensity rainfall event was to occur over the Loughborough University campus. Source: 
Loughborough University. 
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7.5.3 Future work combining physical and numerical inundation modelling 
Preliminary unreported work was undertaken to directly and comparably simulate the physical 
modelling system within FloodMap2D by creating a topographic grid (3 m u 3 m DEM surface 
with 1 cm grid cells) and applying comparable rainfall conditions to the impervious DEM surface, 
as well as scenarios with comparable building and permeability conditions. This would allow the 
direct comparison of numerical and physical modelling results, allowing the assessment of 
whether both modelling strategies produced similar rainfall-runoff responses to similar boundary 
conditions (i.e. topographic mesh and precipitation inputs). Although the input data was created 
for this composite modelling approach, FloodMap2D was unable to handle the input data and 
required considerable alterations to the model code and treatment of flow routing which were 
unfeasible during the timeframe of this thesis. The use of a less complex, diffusion-based 
version of FloodMap2D where a simplified treatment of the shallow water equations using only 
pressure, weight and friction components of the Saint-Venant equations is used (as opposed to 
using a more complex inertial-based version of FloodMap2D, where the inertial terms within 
shallow water equations are incorporated but gravitational components which make up the 
complete solution of the Saint-Venant equations are disregarded) may be more suitable for 
simulating the physical modelling environment in a numerical modelling framework due to 
overland flow within the physical model being driven predominantly by the difference in head 
(i.e. depth) of the surface water as opposed to being driven by slope/gravity. However, future 
work should focus on the development of a composite modelling approach (i.e. the joint use of 
physical and numerical models; Sutherland & Barfuss, 2011; Green, 2014) similar to outlined 
herein, as this may allow the assessment and evaluation of physical model results, as well as 
allowing numerical model parameters to be calibrated and validated based on physically-based 
data. Although composite modelling is still in its infancy in the hydrological and hydraulic 
community, there is a growing trend towards the coupling of both methods of analysis to develop 
a research plan that utilises the benefits of both modelling techniques. 
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Table 1: Goodness of fit statistical functions. Source: adapted from Green & Stephenson (1976) and Pattison (2010). 
# Criterion Equation Remarks Suggested value References 
1 Sum of Squared 
Residuals ![#$(&) − #)(&)*+,*-.  § Bias towards high flows as largest residuals often occur at higher discharges which are given greater weight when squared; § Assumes residuals have a normal distribution with a mean of zero. Not always 
the case and can lead to incorrect model interpretations; 
§ Output is dimensional so cannot be compared to models in different units 
Small SSR indicates a tight fit of the 
model to the observational data. 
Values closer to 0 indicate best 
performance of curve fitting 
Diskin & Simon 
(1977) 
2 Sum of Absolute 
Errors !|	[#1(&) − 	#)(&)|*,*-.  § Output is dimensional so outputs cannot be compared to outputs in different units; § Output is dependent upon number of observations so comparison between 
events of different length is not possible 
A SAE value closer to 0 suggests a 
better fit between model output and 
observational data 
Stephenson (1979) 
3 Nash-Sutcliffe 
Model Efficiency 
2	345	6672	34      where 
 
8	$+ = 	![#$(&) − 	#:,*-. ]*+ 
§ Dimensionless so comparison between models is possible; 
§ Generally insensitive to input parameters, with model giving relatively high NSE 
values; 
§ Extremely sensitive to extreme values and may yield sub-optimal results when 
the dataset contains large outliers 
NSE values < 0.65 represent poor 
model performance. NSE values > 
0.65, > 0.80 and ≥ 0.9 represent 
acceptable, good and very good 
performance ratings respectively. 
Nash & Sutcliffe 
(1970); Rouhani et al. 
(2007); Wu & 
Johnston (2008); 
Ritter & Muñoz-
Carpena (2013) 
 
4 ‘Normalised’ 
Objective Function 
1#: =>>?@ A$.C § Normalised form of the coefficient of variation; § Recommended for use by the Flood Studies Report (1975);  
§ Not influenced by the number of observations inputted into the model 
Values closer to 0 indicate good 
performance 
Ibbitt & O’Donnell 
(1971); Flood Studies 
Report (1975) 
5 Root Mean Square 
Error D1@!(#1(&),*-.− 	#)(&))*+E$.C 
§ Widely used to assess model performance in hydrological studies; 
§ Dimensional so uses the units of the observed dataset; 
§ Good measure of accuracy but only to compare errors between models at the 
same scale 
Suggested value dependant on 
units due to dimensional output but 
RMSE values closer to 0 suggest 
better model fit to observational 
data. 
Patry & Mariño 
(1983); Hyndman & 
Koehler (2006); Yu & 
Coulthard (2015) 
 
6 Reduced Error 
Estimate F∑ (,*-. #$(&) −	#)(&))*+∑ (,*-. #$(&) − 	#:)*+ H$.C § Treats higher discharges with more weighting than low flow rates so highly insensitive to errors at lower discharges Values closer to 0 indicate best performance Manley (1978); Dile et al. (2016) 
7 Proportional Error 
of Estimate I!J#1(&) − 	#)(&)#1(&) K,*-. L
$.C
 
§ Gives equal weighting to all errors, resulting in equal representation of all flow 
rates inputted into model 
Values closer to 0 indicate best 
performance 
Manley (1978); Dile et 
al. (2016) 
8 Standard Error of 
Estimate D!(#$(&) − 	#)(&))*+@ − 2,*-. E
$.C
 
§ Dimensional so comparisons possible between models in different units; 
§ Not influenced by number of observations inputted into model 
Values closer to 0 indicate best 
performance 
Jewell et al. (1978) 
9 Percentage Error 
in Peak J#N) −	#N1#N1 K	× 	100 § Useful when considering peak flows in hydrographs; § Expresses error as a percentage (%) of the peak value Values closer to 0 indicate best performance Green & Stephenson (1986); Pattison (2010) 
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10 Percentage Error 
in Mean =#:) − 	#:$#:$ A 	× 	100 § Expresses error as a percentage (%) of the mean value; § Assesses the mean of the hydrograph so useful for assessing all flows recorded 
 
Values closer to 0 indicate best 
performance 
Green & Stephenson 
(1986); Pattison 
(2010) 
11 Percentage Error 
in Volume =Q) − 	Q$Q$ A 	× 	100 § Useful for understanding overall volume of experimental run; § Hindered by the fact that the volume may be the same but the distribution of 
flow and shape of hydrograph may be different 
Values closer to 0 indicate best 
performance 
Green & Stephenson 
(1986); Pattison 
(2010) 
12 Variance .,![#$(&) − 	#)(&)]*+,*-.  § Overcomes problem of number of observations affecting result as is a function of the number of observations Values closer to 0 indicate best performance Green & Stephenson (1986); Pattison (2010) 
13 Mean Deviation .,![#$(&) −	#)(&)]*,*-.  § Dimensional output which expresses how far, on average, all the values deviate from the mean value Values closer to 0 indicate best performance Green & Stephenson (1986); Pattison (2010) 
14 Percentage Error 
in Timing of Peak J#N)RSTU5	VW3RSTU#N1RSTU K	× 	100 § Expresses error as a percentage (%) error of the timing of the peak discharge Values closer to 0 indicate best performance Green & Stephenson (1986); Pattison (2010) 
 X = number of observations in time series; Y = observation number in time series sequence; Z[(\) = observed discharge at time \; Z](\) = simulated discharge at time \ 
 Z^ = average discharge; 
 
 Z^[ = average observed discharge; Z^] = average simulated discharge;  Z_] = simulated peak discharge; Z_[ = observed peak discharge; 
 
 Z_]	\Y`a = simulated peak discharge time; Z_[	\Y`a = observed peak discharge time; b] = simulated outflow volume; b[ = observed outflow volume. 
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