We present the Lyman-α flux power spectrum measurements of the XQ-100 sample of quasar spectra obtained in the context of the European Southern Observatory Large Programme "Quasars and their absorption lines: a legacy survey of the high redshift universe with VLT/XSHOOTER". Using 100 quasar spectra with medium resolution and signal-to-noise ratio we measure the power spectrum over a range of redshifts z = 3 − 4.2 and over a range of scales k = 0.003 − 0.06 km −1 s. The results agree well with the measurements of the one-dimensional power spectrum found in the literature. The data analysis used in this paper is based on the Fourier transform and has been tested on synthetic data. Systematic and statistical uncertainties of our measurements are estimated, with a total error (statistical and systematic) comparable to the one of the BOSS data in the overlapping range of scales, and smaller by more than 50% for higher redshift bins (z > 3.6) and small scales (k > 0.01 km −1 s). The XQ-100 data set has the unique feature of having signal-to-noise ratios and resolution intermediate between the two data sets that are typically used to perform cosmological studies, i.e. BOSS and high-resolution spectra (e.g. UVES/VLT or HIRES). More importantly, the measured flux power spectra span the high redshift regime which is usually more constraining for structure formation models.
INTRODUCTION
The absorption features blueward of the Lyman-α (Ly-α) emission line in the spectra of high-redshift quasars (QSOs) in the 1990s by a detailed comparison of analytic calculations (Bi & Davidsen 1997; Hui 1999; Viel et al. 2002) and numerical simulations (Cen et al. 1994; Zhang et al. 1995; Miralda-Escudé et al. 1996; Hernquist et al. 1996; Theuns et al. 1998 Theuns et al. , 2002 with observed absorption spectra (e.g. Kim et al. (2004) ).
In the last decade, a range of different statistics have been proposed (Schaye et al. 2000; Ricotti et al. 2000; Theuns & Zaroubi 2000; Theuns et al. 2002; Viel et al. 2005; Bolton et al. 2008; Lidz et al. 2010; Becker et al. 2011; Rudie et al. 2012; Garzilli et al. 2012; Bolton et al. 2012; Lee et al. 2014; Iršič et al. 2013; Boera et al. 2014) , and successfully used, that focused on specific aspects (e.g. targeting cosmology, temperature of the IGM, etc.). However, the main quantity of choice when comparing observations with the theoretical predictions has become the one-dimensional flux power spectrum PF (k) (Croft et al. 1999 (Croft et al. , 2002 Kim et al. 2004; Viel et al. 2004; McDonald et al. 2005; Viel et al. 2013a; Palanque-Delabrouille et al. 2013) . This is because the flux power spectrum is tracing the actual fluctuations in the observed forest, making it easy to understand systematics and the noise properties. The flux power spectrum also more cleanly decouple the scales involved (e.g. fluctuations due to poor continuum fitting are restricted to large scales).
Several measurements of the flux power spectrum have been performed in the last two decades, ranging from measurements on a few ten high-resolution, high signal-to-noise ratio QSO spectra (Vogt et al. 1994; Kim et al. 2004; Viel et al. 2004 Viel et al. , 2013a to measurements on many thousands of QSO spectra with poor resolution and signal-to-noise (York et al. 2000; Dawson et al. 2013; McDonald et al. 2005; Palanque-Delabrouille et al. 2013) . Taken together, these measurements cover over three orders of magnitude in scale (k = 0.001 − 0.1 km −1 s), however, they are either only centered on large scales, or only on small scales, and no study has done a combined measurements of both.
In this paper we present a new set of measurements of the one-dimensional PF (k) on an intermediate dataset: a hundred QSO spectra with medium resolution (∼ 10 − 20 km s −1 ) and medium signal-to-noise ratio (S/N ∼ 10 − 30). The goal is to achieve measurements of both large and small scales simultaneously and thus provide a bridge between the traditionally used data-sets probing either large or small scales.
The paper is structured as follows: in Sec. 2 we discuss the observational data used in our analysis, as well as the synthetic data on which the data analysis procedure was tested. The various steps of the data analysis are described in detail in Sec. 3. The final results are presented in Sec. 4 and we conclude in Sec. 5.
DATA & SYNTHETIC DATA

XQ-100 Sample
In this work we use 100 QSO spectra from the XQ-100 Legacy Survey (López et al. 2016) , observed with the XShooter spectrograph on the Very Large Telescope (Vernet et al. 2011) . These 100 quasars span the redshift range 3.51 < z < 4.55.
We limit ourselves to spectra obtained from the UVB and VIS spectrograph arms (see López et al. (2016) for more details), since the near-infrared spectral range gives us no information regarding the Ly-α forest. For each QSO spectrum we merge the two spectral arms into one spectrum by a simple method. We re-bin the spectra onto a fixed wavelength grid with ∆ log 10 λ = 3×10 −5 (with λ in Å), which is the larger of the two bin sizes of the individual arms. In the region where the arms overlap we perform weighted average of the flux, continuum and resolution element. We have performed a test where we treated each spectral arm as independent quasar observation and the results showed that the effect of simple merging has negligible effect on the flux power spectrum measurements, at least at the scales where we are able to measure it.
Since the weighting is done using the optimal inverse variance weights, any bad pixel that was determined to be so during pipeline reduction analysis is thus down-weighted. However, the subsequent merged spectra are also examined by eye if they make sense and don't have any pixels that are obvious outliers. Using weighted merging of the arms also ensures that the continuum transition from one arm to the other is smooth. Whereas this introduces some false large scale fluctuations in the continuum was not thoroughly explored, however any such contributions would show up as excess of continuum power, which we have investigated and verified it is very small (comparable to the noise levels), see Sec. 4.5.
The resolution elements were taken to be constant per arm, with the values of 20 and 11 km s −1 for UVB and VIS arms, respectively.
The continuum used in our analysis is based on cubic spline fits and is described in more detail in López et al. (2016) .
After the spectral arms have been merged we perform additional cuts on the data. First, we exclude pixels with negative or zero flux errors as well as any bad pixels (with very negative flux of f < −10 −15 , or as a flux over continuum level f /C < −100).
Second, we mask regions around Damped Lyman-α (DLA) systems using the DLA sample provided by the survey team (Sánchez-Ramírez et al. 2016 ). We do not use data within 1.5 equivalent widths from the center of the DLA.
When measuring the flux power spectrum within the Ly-α forest we only use the pixels within the 1045 − 1185 Å restframe wavelength range of each QSO spectrum. This range is conservative in the sense that we do not probe the absorption region close to the quasar Ly-α and Ly-β emission lines (McDonald et al. 2005) .
Synthetic data
Our data analysis pipeline was tested with synthetic data that were generated exclusively for this work. We want to generate a realistic flux field with a QSO redshift distribution matching that of the observed data sample.
First, we approximated the observed QSO redshift distribution by binning the emission redshifts of the XQ-100 sample into 10 redshift bins, as shown in Fig. 1 . To generate synthetic QSO sample we have drawn their redshifts from this distribution. Figure 1 shows the distribution of 5000 and 100 randomly drawn QSO redshifts from the distribution given by the data. Figure 1. The QSO redshift distribution for XQ-100 data sample (red), for N Q = 5000 quasars of the synthetic data sample (blue), and for N Q = 100 quasars of a synthetic data sub-sample (green).
name N Q pixel size/resolution mock 5000 5000 XQ-100 values mock 100 100 XQ-100 values Table 1 . Different mock catalogues used in testing the dataanalysis routine.
The various mock QSO catalogues used in this paper are presented in Table 1 .
In the next step we want to produce flux spectra along the line of sight of each QSO from the synthetic catalogues. To this end we use a suite of high resolution hydro-dynamical simulations of the intergalactic medium between redshifts 3 < z < 5, with 2 × 2048 3 particles in a 40 h −1 Mpc box size (PRACE: Sherwood simulations - Bolton et al. (2016) ). The outputs were produced with a redshift step of ∆z = 0.1 in a given redshift range, in the form of an extracted optical depth along 5000 randomly selected lines-of-sight.
For each line-of-sight, and each redshift bin, the simulated optical depth is given on a velocity grid (τ (v)).
First, we convert this to a grid of wavelengths (λ), or equivalently Ly-α absorption redshifts (1+z = λ/λα), where λα stands for Ly-α line (1215.67 Å). The conversion is done so that the mean absorption is assumed to happen at the redshift bin of the simulation output (zs)
where v is the velocity coordinate along the line-of-sight within a simulation box. Since the length of the absorption spectrum along each line-of-sight, at a given redshift zs extends over the whole box size, and since the cosmological simulations have periodic boundary conditions we make use of that to extend the signal also to negative velocities by periodically repeating the spectrum from a simulation box. Thus, for a redshift bin zs the signal spans the redshift range of zs − ∆zs < z < zs + ∆zs, where ∆zs is simply the redshift length of the simulation box at a redshift zs. We choose to only repeat the periodic signal once, since in the case of our simulations the redshift difference between each zs and its neighbours is less than 2∆zs. Second, we collect all the redshift outputs along each line-of-sight into a single optical depth array. In principle the merging of the simulation boxes at different redshifts can be done using a variety of methods (e.g. weighted interpolation between signals in neighbouring redshift bins). However we adopted the simplest method and order them, one after the other, by increasing simulation redshift, choosing simulation redshift bin with lower mean redshift in the areas of overlap between two simulation outputs.
Such a construction allows us to have a line-of-sight extending over many redshifts, and thus mimicking the observed spectrum. There are, of course, a few shortcomings we would like to point out.
Most importantly, our basic ingredient is a spectrum extracted from a numerical simulation with a given box size. Hence, we will only be able to measure meaningful statistics on smaller scales. But we will be able to do so for each redshift along a single line-of-sight.
Secondly, such a construction has rather discrete jumps in flux on the border between regions from simulation outputs with different mean redshift. The artifacts in a spectrum caused by such discrete jumps can be avoided by using a more advanced technique of merging the simulation outputs together along each line-of-sight, such as linear (or higher order) interpolation. However, for our own tests on the power spectrum, this did not play an important role, and thus we settled for the simplest merging.
Thirdly, it is usually common to rescale the optical depth acquired from simulations at a given redshift, so that the mean flux in that redshift bin matches the observed one. Such re-scaling can be viewed as a correction of the Ultra Violet background ionization rate from the simulations to match the observed mean flux (due to degeneracy between the two). The increase (or decrease) in the optical depth is usually less than 20%.
We performed a similar correction, but on the optical depth along the entire constructed line-of-sight. The correction factor had a redshift dependence, with redshift binning matching that of the simulation output. The values were computed through iteration with the condition that the mean flux computed along a specific line-of-sight matches one from observations. For the purpose of testing the data analysis on synthetic data it did not matter what exactly is the input observed mean flux, as long as we recover it. We chose to use one given by Palanque-Delabrouille et al. (2013) .
The last part in creating the synthetic data involved tailoring the simulation output to a given survey specifications: QSO redshift distribution, pixel-size, resolution and noise properties.
First, we assigned a QSO emission redshift to each lineof-sight, thus specifying what part of the redshift range falls in the Ly-α forest region for that QSO spectrum. Quasars used in this procedure were determined by the synthetic quasar catalogue.
Each QSO spectrum was then rebinned with the same wavelength bin size as in the XQ-100 observations (∆ log 10 λ = 3 × 10 −5 ). A convolution was performed on each spectrum with a Gaussian kernel with resolution element of 33 km s −1 . Such a resolution element is larger than the one in XQ-100 survey but for our purposes of testing the data analysis procedure the exact number did not matter.
In the end we also added noise to the spectrum. In principle adding noise after the convolution with the resolution kernel only adds a component that is flux-independent (e.g. read-out noise). If the dominating contribution to the noise were flux dependent (e.g.. Poisson noise) we could add it before convolving with the resolution kernel. Both options were tested in the synthetic data and subsequent data analysis, but for most of the tests presented in the rest of the paper synthetic data has only flux-independent noise component added.
To make sure that our data-analysis routines correctly recognize and subtract the noise we used a noise model that is comparable to averaging the flux errors of the actual XQ-100 data. As shown in Fig. 2 , the noise has a slight wavelength dependence towards the edges of the spectrum. Even though the scatter is not negligible, it was not modeled in the synthetic data. The function we used to describe the noise model in the synthetic data is not a fit to the averaged flux errors. It is just a simple closed form function that exhibits the same large-scale wavelength-dependence behaviour. We found that for testing purposes of this paper such a model was sufficient.
The very complicated flux error dependence comes from two instrumental effects. First is that the flux error has a long wavelength mode modulation, where it increases towards the edges of the observed spectral range, which coincides with the edges of the CCD camera where the pixel sensitivity is lower than in the middle of the CCD. This is the effect we wanted to capture in the model of the flux errors since a large mode fluctuations in real space of the flux errors might cause sharp features in the Fourier space. We wanted to make sure we access such a possibility on the mock data, and understand any potential systematics it might cause. However, our error estimate did not show any weird behaviour compared to having a constant value of flux error with wavelength. Second effect on the observed flux error that causes it to have a very complicated dependence was the small scale modulation, which is caused by lower sensitivity at the overlapping higher Echelle orders of the spectrograph. We did not model such a small scale variation in our mock catalogues, since our error estimates on both mock and real data would average over such small scales.
It should be noted that while the synthetic data in this paper were designed for analysis of the flux power spectrum, they should be applicable to other flux statistics as well.
DATA ANALYSIS
In this section we describe the steps taken in the data analysis procedure. The same strategy was adopted for both real and synthetic data in order to check for any systematic effect arising due to the analysis itself.
The bulk of the analysis consists of the Fourier transforms of the input spectra, which is a method that has been used extensively before, on similar data sets (Croft et al. 1999 (Croft et al. , 2002 Kim et al. 2004; Viel et al. 2004 Viel et al. , 2013a ). This method is used to measure the flux power spectrum of the Ly-α forest. The measurements, of both real and synthetic data, are in 7 z−bins (z = 3.0 − 4.2 with step ∆z = 0.2) and 19 k−bins (k = 0.003 − 0.06 km −1 s, linearly binned with step ∆k = 3 × 10 −3 km −1 s).
Continuum
Using the provided continuum fits for each QSO spectrum (C), we first divided the continuum of the XQ-100 spectrum measurement (f ). While we tested the robustness of the results by using different continuum models, we opted in the end for the official XQ-100 continuum fits described in López et al. (2016) . We did not fit the continuum at the same time as the mean flux or the power spectrum. In the synthetic data, the continuum was modeled as a constant equal to unity.
Redshift sub-samples
For each line-of-sight we split the data into separate subsamples (z-bins) by measured redshift. Each pixel is assigned an absorption redshift which determines the redshift of the sub-sample it falls into. We perform this step, so that the Fourier Transform used for the power spectrum analysis is performed on the level of z-bins and not on the whole lineof-sight. This is foremost much easier to handle, since the scales of different mean redshifts are not mixed together. It is also convenient to measure the power within a redshift bin where the variation in wavelength is described by a velocity coordinate only. This is an approximation, since measuring flux along a photons' path gives a relation between redshift and proper coordinate (or equivalently velocity coordinate). However the corrections are very small when measuring Ly-α power spectrum (McDonald et al. 2006; Iršič et al. 2016 ).
Mean Flux
We perform an un-weighted average of the flux to obtain an estimate of the mean flux (F = F = f /C ). A sample average gives us an unbiased estimator of the true value, but underestimates the error on the average. To perform the unbiased weighted average the full variance would have to be known (which is the sum of the error flux variance and variance due to cosmic fluctuations). However, the cosmic variance is not known at this stage in the data analysis. One option would be to measure the mean flux and its variance together through a likelihood based iteration scheme, or compute the variance from the measured power spectrum. We opted for the latter, and simpler method.
Flux Power Spectrum
For each line-of-sight, and each z-bin we perform Fourier Transform on a flux fluctuation field (δF = F/F − 1). The flux power estimator is then given as a sum of the squared Fourier coefficients over all the pixels in all the z-bins along all the lines-of-sight that contribute to the measured (k, z) bin:
where Nij represents the number of pixels contributing to the bin (ki, zj). The sum goes over all the pixel pair configurations with a wave number kn and redshift zm. We have denoted the Dirac delta function as δD.
At this point we also correct the result for the effects of finite pixel width and resolution element. Deconvolution of the flux fluctuation field translates into simple division in the Fourier space, thus
where pn,m is pixel width of pixel corresponding to bin (kn, zm) and Rn,m is resolution element of the same pixel. Both p and R are in velocity units. The pixel width p is constant in both our data sets (p = c∆ log 10 λ, with λ in Å), whereas the resolution element can vary and is given for each pixel. In the synthetic data set, R is constant and equal to 33 km s −1 but in the real data set it varies between 11 and 20 km s −1 due to different resolutions in different spectral arms.
The de-convolution kernel in Fourier space, W (k; p, R), is a product of a Gaussian (Gaussian smoothing of the resolution element) and a Fourier transform of a square function (pixel width):
Noise power
In the subsection above we have explained how the total flux power spectrum is evaluated. However, this power describes both fluctuations due to noise and the cosmological signal In red we show results using 5000 mock QSO spectra and using 100 mock QSO spectra (in blue). In black we plot the standard observational results by Kim et al. (2007) we are interested in. It is fair to assume that noise is uncorrelated with the cosmological signal, and thus it can be removed at the power spectrum level:
We estimate the noise power by assuming that the PN (k, z) can be treated as constant in k, and its normalization for each redshift can be obtained through the variance of the flux errors as a function of redshift. To that end we compute the estimate of the flux error variance, at the step when we compute the mean flux
where Mj is the number of pixels that correspond to a redshift bin zj. The noise power is then given bȳ
where kmin = 0 for our choice of binning and kmax is equal to Nyquist scale, which is the largest independent scale we measure through our Fourier Transform analysis. The estimate obtained through the above relation is used in our data analysis as the noise power. This method has been tested on synthetic data (see next Section) and provides satisfactory results.
RESULTS
In this section we present the results of the data analysis procedure presented in this paper. First we show the results and tests of various methods and approximations used in the analysis of the synthetic data. We then show the main results of this paper, performed on the XQ-100 sample of QSO spectra. In the last subsection we discuss the way to obtain the estimate of the errors on the flux power spectrum bins.
Power spectrum results on synthetic data
First we apply the data analysis procedure to the synthetic catalogue 5000 QSO spectra in order to test for possible systematic effects in our analysis. By using a larger number of QSO spectra we hope to beat down the statistical fluctuations and proclaim the deviations that remain as systematic errors.
The measurements of the mean flux on synthetic data are presented in Fig. 3 . The input mean flux with which we have calibrated the simulation outputs is plotted in full black line (BOSS 2013 -Palanque-Delabrouille et al. (2013 ). Red points with error-bars are measurement from the data analysis procedure presented in this paper. The results agree well with the input version and suggests no important systematic effects are present in this measurement. The analysis was also repeated on a synthetic catalogue with only 100 QSOs. The results are plotted in green in Fig. 3 , and agree well with the 5000 QSO spectra sample. Note however that the error-bars are very similar, and that is because they are dominated by the variance of flux fluctuations. As a comparison, Fig. 3 also shows observed flux from two other surveys (Kim et al. (2007) and Becker et al. (2013); Viel et al. (2013a) ) on a different sample of measured real data spectra.
Next, the data analysis was tested on the measurements of the flux power spectrum. Fig. 4 shows the results as a function of scale (k) for three redshift bins (z = 3.0 -red, z = 3.6 -blue and z = 4.2 -green). The full lines represent the measurements performed on the synthetically generated spectra as described in Sec. 2.2. For comparison we show the flux power spectrum obtained by measuring it directly on the simulation output at the specified redshifts (using 5000 lines of sight), without going through the construction procedure of the synthetic data (dotted lines). The departures from the input power spectrum at large scales are due to insufficient number of lines-of-sight probing those scales. This is apparent from looking at the dashed-line in Fig. 4 where the same analysis is performed on only 100 QSO spectra.
However, there are still some fluctuations present at smaller scales that persist even when increasing the number of QSO spectra in our analysis of the synthetic data. Fig. 5 shows in greater detail the ratio between the recovered flux power from the synthetic data and simulation power spectrum at those redshifts. The three colours still represent three redshift bins, but different line style show different tests done in either the construction of the mock data or the data analysis procedure.
The dashed coloured lines (Fig. 5) show the effect of not correcting for the pixel width. The lines show the recovered power spectrum from the mocks, where no noise has been added (PN = 0) and no convolution with the resolution element has been performed performed (R = ∞). No corrections to noise, resolution or pixel width were added when extracting the flux power from the mocks. The ratio is dif- ferent from unity because in the synthetic data the spectra were rebinned using XQ-100 wavelength bin size, while the flux power spectrum from simulations was computed using much finer binning. The dotted lines (Fig. 5) shows the effect of not correcting for the resolution element. The lines show the recovered power spectrum from the mocks with no noise (PN = 0), but spectra were convolved with a Gaussian kernel with a resolution element R (see Sec. 2.2). However, no correction to the resolution was made in the data analysis. Comparing with dashed lines, properly correcting for the resolution has much bigger impact on the recovered flux power than correcting for the pixel width.
Additional tests were performed, where both noise (PN = 0) and resolution (R) were added to the synthetic data, and while the data analysis corrected for the resolution element, no correction to the noise was added (dot-dashed coloured lines in Fig. 5 ). Not correcting for the noise clearly introduces spurious power on small scales which increases rapidly, while large scales remains unaffected.
The last test (full lines in Fig. 5 ) shows the effect of correcting the resolution element with slightly wrong value. We assume that our knowledge of the (synthetic) data resolution element is of the order of few km s −1 (or roughly 10%). Both noise and XQ-100 pixel width were used in the construction of the mock sample, and both were as well corrected for in the power spectrum estimation. However the effect of misestimating the resolution element translates into wrong power spectrum recovery on small scales. Deviations of the flux power spectrum on small scales (k ∼ 0.05 km −1 s) are of order of 5 − 10%.
On large scales tests agree nearly perfectly with each other, which indicates that the fluctuations there are specific to the data-set not the data-analysis routine, and thus of statistical nature. However on smaller scales the differ- Figure 5 . The ratio between flux power spectrum measured from the synthetic data (mock 5000) and the input simulation power spectrum is reported. The colours again correspond to three redshift bins (red -z = 3.0, blue -z = 3.6, green -z = 4.2). Different line styles correspond to different assumptions when generating synthetic data as well as different data analysis steps taken: P N -whether noise is added to the synthetic data, R -whether resolution/pixel width were added; P (k, R) -whether in the data analysis resolution was corrected, and −P N whether noise was subtracted (see text for details). ence to the simulation power are interpreted as correcting for slightly wrong values of resolution element or pixel width (where resolution carries more weight). The differences are again of the same order of magnitude (5 − 10%) at the small scale end of our measurements. Additional cause of these differences might be that no correction has been made in the analysis regarding the aliasing of small scales approaching Nyquist scale. To account for these systematic effects in our data analysis we use the results shown in full lines in Fig. 5 to determine the systematic errors. The absolute difference between the models shown in Fig. 5 (full lines) , and the reference line of unity was used as a systematic error standard deviation.
Lyman alpha flux power spectrum from XQ-100 sample
This section contains the main results of the data analysis of the XQ-100 data sample. First we present the measurements of the mean transmitted flux as a function of redshift, in Fig. 6 . The error bars were obtained using the method described in Sec. 3.3. As a comparison we also plot mean flux fitting formulas from Palanque-Delabrouille et al. (2013) and Kim et al. (2007) . The mean flux measurements of XQ-100 data agree well with Kim et al. (2007) up to redshift around 3.8. The line for Kim et al. (2007) plotted in this paper is in fact an extrapolation of the fitting formula performed on lower redshift QSO spectra (z < 3). However comparing it to our results, it seems to be valid even at higher redshifts. The difference in mean flux normalization between our results and Palanque-Delabrouille et al. (2013) is probably due to different continuum fitting procedures. In Fig. 6 we also compare to the results of the mean transmitted flux of Becker et al. (2013) . The difference is mainly due to different continuum fitting. Moreover the results by Becker et al. (2013) presented in this paper were rescaled to match lower redshift measurements by Faucher-Giguère et al. (2008) . Our data lacks the sufficiently low redshifts (z = 2 − 2.5) to be used as rescaling of the results by Becker et al. (2013) . The most important result of our paper is present in Fig. 7 . The figure shows the flux power spectrum, measured on the XQ-100 sample of QSO spectra, as a function of scale for three redshift bins from our analysis. All the steps from the data analysis procedure were performed in order to obtain the flux power values presented in this plot (see Table A1 for full sample of measurements). We have also subtracted the metal power spectrum, measured within the same data sample and extrapolated to lower redshifts (see Sec. 4.3). As a comparison the measurements of the BOSS 2013 analysis are also plotted (Palanque-Delabrouille et al. 2013) as well as overlapping redshift from high-redshift measurements (Becker et al. 2013) . Since XQ-100 data sample only has 100 QSO spectra, the flux power cannot be measured at scales as large as BOSS analysis could. However, as predicted, due to higher resolution and signal-to-noise, smaller scales are measured. The error-bars of the flux power used in this plot were estimated using a bootstrap covariance matrix of the data itself (see Sec. 4.4 for details) as well as the systematic errors estimation using the method described in Sec. 4.1. The XQ-100 flux power spectrum measurements presented in this paper also agree remarkably well with the high-redshift measurements. 
Metal flux power spectrum
The flux power spectrum measured in this paper using the data analysis presented in Sec. 3 contains the power coming from both Ly-α forest (predominantly) as well as a small contamination from the metals.
Typically one can estimate the metal power spectrum in the QSO spectra redwards of the Ly-α emission line, where only metal absorption is present (McDonald et al. 2005 ). The absorption due to metals is coming from mostly lower redshifts, but if unidentified it contaminates the higher redshift Ly-α forest. It is thus further assumed that the metal fluctuations are uncorrelated with the real Ly-α signal, and that one can remove the effect of the metals by subtracting their power spectrum from the measured one. If higher accuracy is desired further corrections can be added to this approach (Iršič & Slosar 2014 ).
However, to measure the power spectrum redwards of the Ly-α emission line, for the same redshift range, where flux power in the forest is measured, a secondary sample of lower redshift QSO spectra is needed. Since XQ-100 data sample only contains 100 quasars at relatively high redshift, measurements of the metal power spectrum could only be achieved for the higher redshift bins, as shown in Fig. 8a . To measure the power we have adopted the restframe wavelength range of 1268 − 1380 Å in each QSO spectrum. As is evident from Fig. 8a Using this information we averaged our Pm(k, z) over the three redshift measurements for each k-bin and used this as an extrapolation to lower redshifts. This is shown in Fig. 8b . Even though such an approximation is very rough, the value of Pm(k, z) is generally smaller or at best of the same order as the statistical errors on our flux power spectrum measurements.
To perform a more detailed analysis of the metal power spectrum another sample of lower redshift quasars would be needed, or individual metals contaminating the forest would need to be identified. However, we believe that the results would not change significantly and leave such a detailed analysis for future studies.
Covariance matrix
To estimate the error-bars on the flux power spectrum the separate QSO spectra contributions to the power spectrum were bootstrapped by assuming each spectrum to be an independent measurement of the flux power (Slosar et al. 2011 (Slosar et al. , 2013 Iršič et al. 2013) . We generated 1000 bootstrapped samples of the input data-set and calculated the corresponding bootstrap covariance matrix.
The method was applied first to the synthetic data sample, for mean flux as well as flux power spectrum measurements. Fig. 9a shows how the diagonal elements of the bootstrapped covariance matrix (bootstrap variance) for the mean flux changes as a function of redshift. The relative error on the mean flux from bootstrapped samples is roughly constant. Different line styles correspond to using 100 or 1000 bootstrap samples, and the differences are small. Two colour schemes (magenta) and (green) correspond to estimating the error-bars on a mock 100 or 5000 catalogues. The ratio between the two estimations is exactly NQ(mock 5000)/ NQ(mock 100), meaning that the variance scales as expected with the number of QSO spectra in the sample (∼ 1/ NQ). In red we plot the estimates of the mean flux error-bars coming from the integrals over the full (signal + noise) power spectra at each redshift bin.
Same analysis test was performed also on the flux power spectrum variance estimation, as shown in Fig. 9b . Full lines and dot-dashed lines correspond to the bootstrapped samples of mock 100 and mock 5000 QSO spectra respectively. The scaling of the variance holds in this case as well. In dashed lines we show the estimation of the systematic errors on the mean flux (see Sec. 4.1).
The full bootstrap covariance matrix of the flux power spectrum is shown in Fig. 10 . The plots correspond to the analysis done on mock 5000 (Fig. 10a ) and mock 100 (Fig. 10b) synthetic quasar catalogues. The covariance matrix in the plots was normalized (i.e. what is shown is Cij/ CiiCjj) so that the structure is readily discernible. Within one redshift bin the correlations between different kbins are largely uncorrelated, with small correlation growing from large to small scales. However the correlations between adjacent redshift bins are quite large. This is a spurious result of the way synthetic data are generated since up to two simulation snapshots with successive redshift span roughly the size of one redshift bin in the measurements. The structure remains basically the same (albeit noisier) when comparing the results obtained on only a 100 QSO spectra.
Finally, the same scheme was adopted on the XQ-100 sample, and the results of the bootstrap covariance matrix are shown in Fig. 11 . The correlation matrix is somewhat Figure 9 . Left: The estimation of relative variance on the mean flux measurements of the synthetic data sample. In red is shown the variance obtained through our data analysis (see Sec. 3.3), while magenta and green colours present the 1000 bootstrapped variance of mock 100 and 5000 QSO spectra sample respectively. Dashed lines show the corresponding variance when only 100 bootstrap samples were used. Right: The estimation of the relative variance on the flux power spectrum measurements of the synthetic data sample. Three colours correspond to three redshift bins: red -z = 3.0, blue -z = 3.6 and green -z = 4.2. full and dot-dashed lines show the results obtained on mock 100 and 5000 QSO spectra samples respectively (both with 1000 bootstrap samples). In dotted lines the estimation of the systematic error is shown.
noisy, which is to be expected comparing to the analysis with varying number of input spectra performed on the synthetic data. The correlations with adjacent redshift bins are negligible. Previous studies have shown, that bootstrapped covariance matrix underestimates the variance elements of the matrix by roughly 10% (Kim et al. 2004; Palanque-Delabrouille et al. 2013; Busca et al. 2013; Slosar et al. 2013; Iršič et al. 2013) . To compensate for that in order to achieve a conservative estimation of the error-bars, the full bootstrapped covariance matrix was multiplied by a factor of 1.1.
Continuum errors
Since the absorption of the IGM at higher redshift becomes stronger, it becomes hard to provide an objective estimate of the continuum levels, due to inability to find transmission regions in the Ly-α forest. Most attempts in the literature regarding this issue assume that either the quasar intrinsic emission in the Ly-α forest region is unchanging from quasar to quasar and with redshift, or they model it on a quasarby-quasar basis (Kim et al. 2004; McDonald et al. 2005; Palanque-Delabrouille et al. 2013; Viel et al. 2013b; Busca et al. 2013; Slosar et al. 2013; Iršič et al. 2013) .
Nevertheless, the discussions and analysis on the topic in the literature agree that a change in the normalization of the continuum level in the Ly-α forest is perfectly degenerate with the mean transmitted flux estimations. On the other hand, any large scale modulations of the continuum affect the measurements of the correlations within the forest, but when working in Fourier space, they are confined to large scales.
To estimate the possible contamination of the continuum power leaking into the flux power spectrum, we perform a measurements of the bare continuum fits, as if they were representing fluctuating absorption features of the Ly-α forest. This would be equivalent to averaging the continua over all the lines-of-sight, to obtain an average and a statistical description of its fluctuations. Such an approach is a valid approximation in the limit for which we assume that all quasar continua follow the same shape (but different normalization due to different overall observed fluxes). The results of this simple model are shown in Fig. 12 . The figure shows the continuum power spectra for three different redshift bins (dot-dashed line), compared to the levels of the statistical errors (dashed line) on the measurements of the flux power (full line)
1 . The continuum power spectra show a plateaulike feature towards smaller scales (k > 0.01 km −1 s), increasing in power towards large scales (k < 0.01 km Figure 10 . The error correlation matrices of the flux power spectrum (C ij / C ii C jj ). Top figure (10a) corresponds to the analysis done on 5000 synthetic spectra, and bottom figure (10b) to the analysis on only 100 synthetic spectra. The structure of the plot is that within each labeled redshift bin, the k-bins follow in increasing order. See text for details. small, indeed it is comparable to the estimated noise power (dotted line).
While we do not use this approach in our standard analysis, it convinces us that the systematic errors due to the Figure 12 . This figure shows the levels of the leaking continuum power spectrum into the total measured Ly-α forest power spectrum (dot-dashed lines). Compared to the statistical (and systematic errors) evaluated in the previous sections of this paper (dashed lines), uncertainties due to continuum fitting are small on the measurements of the power spectrum. The full forest flux power and the power spectrum of the noise are shown as a comparison (full lines and dotted lines, respectively). The three colours represent three redshift bins: z = 3.0 (red), z = 3.6 (blue) and z = 4.2 (green).
continuum estimation, that would result into increased uncertainties on very large scales are much smaller than the statistical and systematic errors on our measurements and can thus be neglected. We caution that this is a simple estimation, and valid only for the data presented in this paper.
CONCLUSIONS
In this paper we have performed a Ly-α flux power spectrum analysis on the XQ-100 sample of 100 medium resolution, medium signal-to-noise QSO spectra in the redshift range 3.5 < z < 4.5 (López et al. 2016) . The results are shown in Fig. 6 for the mean flux measurements, in Fig. 7 for the flux power spectrum measurements and in Fig. 11 for the estimation of the error correlations of the flux power. The resulting mean transmitted flux is in good agreement with previously measured mean flux by Kim et al. (2007) at lower redshifts. The redshift dependence shows slight deviations from the fitting formula in the Kim et al. (2007) paper at the higher redshift end, but it is still within 1 − 2σ discrepancy.
Measurements of the flux power spectrum cover the range of z = 3.5 − 4.2 in 7 redshift bins and k = 0 − 0.06 km −1 s in 20 k-mode bins. The results agree well with the expectations that despite a small sample of QSO spectra, the higher values of spectral resolution and signal-tonoise ratio, allow for measurements of smaller scales than a large QSO number survey such as SDSS-III/BOSS (Dawson et al. 2013 ). The total error bars on our measurements (combined statistical and systematic) are of the same order as those in BOSS analysis, specifically on small scales (k > 0.01 km −1 s). At higher redshifts (z > 3.6) our error bars are even smaller by more than 50%.
In the final analysis the official (and publicly available) XQ-100 Legacy Survey continuum fits were used. To consistently measure the mean flux (and flux power) a simultaneous measurement of the quasar continua should be performed. However, wrong estimation of the continuum levels would result in a slight change of normalization in the mean flux, while any long-range modulations of the continuum are absorbed into large scales k-bins in the PF (k) measurements -and thus will not change the results on the medium to small scales this experiment probes.
Since many QSO spectra in the sample feature a DLA, these strong absorption system affect the flux power. In the current analysis we have simply removed the pixels within 1.5 of the DLA equivalent width around the DLA central absorption redshift. However, with a more careful analysis DLA component could be removed from the spectra and thus additional wavelength ranges could be potentially added to the flux power spectrum analysis to increase the final signal-to-noise in the PF (k) measurements. However, since the effect on the flux power seemed to be small and only affected large-scale k-bins, a simpler approach was adopted in the final analysis of the data.
Through the use of a realistic synthetic QSO spectra sample, an estimation of the systematic error of our data analysis was obtained. However, for the larger part the systematic error bars are below the statistical errors, obtained through bootstrapping the data sample. This is valid at least in the probed k-mode range. At larger scales, additional contribution to systematic errors is introduced due to imperfect continuum fitting, while at small scales imperfect de-convolution of the resolution/pixel width contribution introduces significant obstacles. Last but not least, a Fourier Transform analysis also introduces aliasing on small scales which is difficult to correct for. For that reason such small scales (just below Nyquist k-mode) were not measured in the data analysis presented in this paper. We leave such corrections to subsequent analysis.
Due to lack of lower-redshift quasars in the XQ-100 sample, the contaminating metal power in the Ly-α forest was only measured in three highest redshift bins (z = 3.8 − 4.2). A simple and rough extrapolation was used to obtain an estimate of the metal power at smaller redshifts. A separate study could be used to address this issue. We also point out that if the metal power spectrum is measured sufficiently accurately at all redshifts, additional second order corrections are known to be necessary to recover the Ly-α forest flux power (Iršič & Slosar 2014) .
The results on the flux power spectrum presented in this paper have a great potential in putting additional constraints on the cosmological parameters, as the measurements stretch between large and small scales, probed respectively by low-resolution large-quasar number surveys, and a few high-resolution, high signal-to-noise QSO spectra. The power in these intermediate scale range is sensitive to to the small scale properties of the dark matter, as well as to reionization epoch through the Jeans scale measurements. 
