Bursting and reformation cycle of the laminar separation bubble over a
  NACA-0012 aerofoil: The dynamics of the flow-field by ElJack, Eltayeb & Soria, Julio
Bursting and reformation cycle of the laminar separation bubble over a
NACA-0012 aerofoil: The dynamics of the flow-field
Eltayeb M. ElJack1,*, and Julio Soria2,3
1 Mechanical Engineering Department, University of Khartoum, Khartoum, Sudan
2 Laboratory for Turbulence Research in Aerospace and Combustion, Department of
Mechanical and Aerospace Engineering, Monash University, Melbourne, Australia
3 Aeronautical Engineering Department, King Abdulaziz University, Jeddah, Saudi Arabia
* emeljack@uofk.edu
Abstract
Detailed flow dissection using Dynamic Mode Decomposition (DMD) and Proper Orthogonal Decomposition
(POD) is carried out to investigate the dynamics of the flow-field around a NACA-0012 aerofoil at a Reynolds
number of 5 ˆ 104, Mach number of 0.4, and at various angles of attack around the onset of stall. Three
distinct dominant flow modes are identified by the DMD and the POD: 1) a globally oscillating flow mode
at a low-frequency (LFO mode 1); 2) a locally oscillating flow mode on the suction surface of the aerofoil at
a low-frequency (LFO mode 2); and 3) a locally oscillating flow mode along the wake of the aerofoil at a
high-frequency (HFO mode). The LFO mode 1 features the globally oscillating-flow around the aerofoil, the
oscillating-pressure along the aerofoil chord, and the process that creates and sustains the triad of vortices
(two counter-rotating vortices (TCV) and a secondary vortex beneath them) ElJack & Soria (2018). The LFO
mode 2 features the expansion and advection of the upstream vortex (UV) of the TCV. The life-cycle of the
triad of vortices is perfectly synchronised with the LFO mode 1 and 2. Time histories of the lift and the drag
coefficients mimic the temporal evolution of the LFO mode 1 and 2, respectively. The POD temporal modes
show that the LFO mode 1 leads the LFO mode 2 by a phase of pi{2; in total agreement with the previously
reported observations that the lift coefficient leads the drag coefficient by a phase of pi{2. The reattachment
location of the shear layer oscillates along the aerofoil chord in harmony with the lift coefficient and the LFO
mode 1 with a phase difference of pi. The HFO mode originates at the aerofoil leading-edge and features the
oscillating mode along the aerofoil wake. The wall-normal velocity component drives the HFO mode and
plays a profound role in the dynamics of the flow. The HFO mode exists at all of the investigated angles
of attack and causes a global oscillation in the flow-field. The global flow oscillation around the aerofoil
interacts with the laminar portion of the separated shear layer in the vicinity of the leading-edge and triggers
an inviscid absolute instability that creates and sustains the TCV. When the UV of the TCV expands, it
advects downstream and energies the HFO mode. The LFO mode 1, the LFO mode 2, and the HFO mode
mutually strengthen each other until the LFO mode 1 and 2 overtake the HFO mode at the onset of stall. At
the angles of attack 9.7˝ ď α ď 10.0˝, the streamwise velocity, the wall-normal velocity, and the pressure are
dominated by the LFO mode 1; and the low-frequency flow oscillation (LFO) phenomenon is fully developed.
At higher angles of attack, the HFO mode overtakes the LFO mode 2, and the aerofoil undergoes a full stall.
1 Introduction
The stability of the Laminar Separation Bubble (LSB) and its associated Low-frequency Flow Oscillation
(LFO) phenomenon at the onset of an aerofoil stall have been investigated extensively numerically and
experimentally. Understanding the dynamics of the flow-field is the major goal of most of the research
work. The dynamics of any turbulent or transitional flow is dominated by an organized motion known
as coherent structures. These are recognizable flow structures that survive dissipation by viscosity for a
relatively long time and have a typical life-cycle. The origin of such coherent structures is an unstable flow
mode that feeds on the mean flow. The temporal and spatial evolution of such organized flow motion is
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of major importance because the instantaneous solution of the flow is dependent on it. If the dynamics of
the flow is well understood and described mathematically, researchers would develop better models that
predict the phenomenon; thus, reduce the huge cost of modelling the phenomenon numerically using LES or
experimentally in very expensive test rigs. Furthermore, such coherent motion contains most of the kinetic
energy and acts as a primary mechanism that dissipates energy. If the dynamics is better understood, more
efficient and effective aerodynamic shapes can be engineered. Most importantly, such organized flow motion
induces oscillations in the aerodynamic forces, vibrations, noise, and drag. Thus, suppressing or energizing
such coherent structures greatly improves the aerodynamic performance of aerofoils. Hence, researchers and
engineers would develop smart control means that remove the undesired effects of the phenomenon, utilize
the phenomenon when it presents a control opportunity, and improve aerodynamic performance of aerofoils.
The aforementioned organized motion is embedded into a stochastic spatiotemporal data and its extraction
is not as easy and straightforward as it might seem. The low-order statistics characterize the flow-field in
the mean sense. However, valuable information is lost in the averaging process. For instance, the spatial
evolution of coherent structures in the flow-field cannot be captured using the low-order statistical moments.
Furthermore, the dynamics of the flow and the evolution of the various flow modes in time cannot be described
using low-order statistics. High order statistical methods like Dynamic Mode Decomposition (DMD) and
Proper Orthogonal Decomposition (POD) are used to extract deterministic organized flow motion from a
stochastic spatiotemporal data. The power of the DMD method is that it provides growth rates in addition to
the shape of the dynamic modes of the flow at various frequencies. Whereas, the power of the POD method
lies in the fact that the decomposition of the flow-field in the POD eigenfunctions converges optimally fast in
the energy sense (L2–norm). Thus, the POD recovers the most dominant flow modes based on their energy
content. Combining both methods in an analysis would combine their strengths and provide most of the
information needed to describe the dynamics of the flow.
Most of the previous work on the aerofoil at near stall conditions were experimental. The measurements were
mostly acquired at a single point or a line, and two-dimensional simultaneous measurements are rare. Since
the DMD and the POD methods are applied primarily to plane data or three-dimensional data, neither the
DMD nor the POD was used in investigating the LSB and its associated LFO phenomenon in the flow-field
around an aerofoil at near stall conditions. However, recently Almutairi et al. (2015) and Almutairi et al.
(2017) applied the DMD method to the pressure field of the flow-field around a NACA-0012 aerofoil at
Rec “ 1.3 ˆ 105, M8 “ 0.4, and at the angle of attack of 11.5˝. The authors sampled the instantaneous
pressure field on the x–y plane at a non-dimensional frequency of 658 and the data spans about one low-
frequency cycle. The DMD identified two dominant modes; a low-frequency mode at Strouhal number of
0.008 featuring the bursting and reformation cycle of the LSB, and a high-frequency mode featuring the
trailing-edge shedding frequency. They concluded that the trailing-edge shedding induces acoustic waves that
travel upstream and excite the separated shear layer via some receptivity mechanism, and thus forces it to
undergo early transition and reattach the separated flow. However, the second “peak” in the DMD spectrum
the authors referred to as a high-frequency mode is not of significant magnitude. If the data-set spanned
more than one low-frequency cycles, the high-frequency peak would have been filtered out in the averaging
process, or at least would not have been recognized as a “peak” in the DMD spectrum. Nevertheless, there
exists such a high-frequency dominant mode in the flow-field featuring the oscillating flow mode along the
aerofoil wake. However, the existence of a such flow mode is a necessary but not a sufficient condition for the
acoustic waves feedback mechanism. Therefore, their conclusion that there is a high-frequency dominating
mode in the pressure field and this mode is responsible for the feedback mechanism via acoustic waves needs
further investigation. As will be seen later, there are no significant high-frequency modes in the pressure
field in all of the investigated angles of attack. However, there is a pronounced peak in the DMD spectrum of
the wall-normal velocity component in all of the investigated angles of attack.
ElJack et al. (2018) used the data sets generated by Eljack (2017) to characterise the flow-field around
the NACA-0012 aerofoil. The authors used a conditional time-averaging to describe the flow-field in detail
and investigate the effects of the angle of attack on the characteristics of the flow-field. They reported the
existence of three distinct angle-of-attack regimes. At relatively low angles of attack, flow and aerodynamic
characteristics are not much affected by the LFO. At moderate angles of attack, the flow-field undergoes a
transition regime in which the LFO develops until it reaches a quasi-periodic switching between separated and
attached flow. At high angles of attack, the flow-field and the aerodynamic characteristics are overwhelmed
by a quasi-periodic and self-sustained LFO until the aerofoil approaches the angle of full stall. The authors
concluded that most of the observations reported in the literature about the LSB and its associated LFO
are neither thresholds nor indicators for the inception of the instability, but rather are consequences of
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it. ElJack & Soria (2018) utilized the conditional time-averaging used by ElJack et al. (2018) and a conditional
phase-averaging to reveal the underlying mechanism that generates and sustains the LFO phenomenon.
The authors shown that a triad of three vortices, two co-rotating vortices (TCV) and a secondary vortex
counter-rotating with them, is behind the quasi-periodic self-sustained bursting and reformation of the LSB
and its associated LFO phenomenon. They reported that a global oscillation in the flow-field around the
aerofoil is observed in all of the investigated angles of attack, including at zero angle of attack. The authors
found that when the direction of the oscillating-flow is clockwise, it adds momentum to the boundary layer
and helps it to remain attached against the APG and vice versa. However, the dynamics of the flow and how
various flow modes interact with each other are lost in the averaging processes. The objective of the present
paper is to carry out a detailed dissection of the flow-field and shed some light on the dynamics of the flow.
The DMD and the POD methods were applied to data sets sampled on the x–y plane including the velocity
components, the pressure, and the aerodynamic coefficients. The data sets span four low-frequency cycles
and were locally-time-averaged every 50 time-steps and ensemble-averaged in the spanwise direction on the
fly before they were recorded. This has enhanced the statistics and provided a database far better than the
pressure field sampled and used by Almutairi et al. (2015) and Almutairi et al. (2017).
1.1 Dynamic Mode Decomposition (DMD)
Since it was introduced in the fluid dynamics community, the DMD method has been used extensively to
analyze transitional and turbulent flows (Schmid & Sesterhenn, 2008; Rowley et al., 2009; Schmid, 2010,
2011; Schmid et al., 2011; Tu et al., 2014). The power of the DMD method lies in the fact that it provides
growth rates, frequencies, and their associated dynamic modes. Such information is hard to recover using any
of the other higher statistical methods including the POD (Lumley, 1967; Holmes et al., 1996).
The DMD method does not require any ordering of the data in space or in a form of a matrix. All that
matters is a sequence of snapshots in time Vp:, tq regardless how they are ordered in space. Following Schmid
(2010), Schmid (2011), and Schmid et al. (2011), consider a set of data consisting of n snapshots sampled
experimentally or numerically and ordered in time with a constant time step ∆t:
tVn1 “ v1, v2, v3, . . . , vnu (1)
The snapshots are assumed to be linearly correlated, i.e., vj is linearly correlated with vj`1 or vj`1 “ Avj ,
and this linear mapping can be implemented to the whole data set Vn1 to obtain a set of the following form:
tv,Av,A2v, . . .An´1vu (2)
or
Vn`12 “ AVn1 (3)
For a sufficiently large sequence, one can assume a linear relation between snapshots and construct the
pn` 1qth snapshot by a linear combination of the preceding n snapshots, thus:
Vn`12 “ AVn1 « Vn1S (4)
S is a companion matrix that contains the coefficients of the linear mapping. The problem now becomes a
least-square problem to find S that approximate the linear mapping with a minimum error.
rQ,Rs “ qrpVn´11 q (5)
S “ R´1QHVn2 (6)
Once the companion matrix is calculated one can solve the eigenvalue problem and find the eigenvalues Γ
and the eigenvectors Φ of the matrix S, i.e.,
SΦ “ ΓΦ (7)
The eigenvalues of S contain the growth rates and phase velocities of the flow modes, while the eigenvectors
represent the shape of the dynamic modes.
λj “ logpΓjjq
∆t
(8)
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The real parts of λ represent the growth rates, while the imaginary parts represent the corresponding phase
velocities. The dynamic modes are then constructed by projecting the original snapshots onto the eigenvectors
as follows:
DMpjq “ Vn´11 p:, :qΦp:, jq (9)
Where DMpjq represents the jth dynamic mode. The multiplication in the right-hand side of the equation
is matrix multiplication which means that the flow-field Vn´11 is projected onto the entire length of the
jth eigenfunction Φ. However, the eigenfunctions are not normalized. Consequently, the sum of all of the
projected flow modes does not reconstruct the original flow-field as it is the case in the POD method.
1.2 Proper Orthogonal Decomposition (POD)
The POD method was proposed by Lumley to objectively recover the most energetic structures of a turbulent
flow-field (Lumley, 1967). There are various methods to implement the POD. In the classical POD method,
the ensemble-averaged two-point correlation matrix is estimated, and the eigenvalue problem is then solved
for the POD eigenvalues and eigenvectors. The classical method is computationally demanding when applied
to numerical simulation data. Sirovich (1987) introduced the “snapshot” method to meet this problem. The
method is closely related to the space-time symmetry. That is, the two-point correlation in space is equivalent
to the two-point correlation in time. Thus, the two-point correlation matrix is formulated in time rather than
in space, and the eigenvalue problem is formulated by taking the inner product of the flow variables in time.
The reader is referred to Lumley (1967, 1981), Sirovich (1987), and (Holmes et al., 1996) for more details on
the theory of the POD method and its various implementations to numerical and experimental data.
The snapshot POD method is formulated as follows:
Aϕ “ Λϕ (10)
A is the correlation matrix, ϕpnq are the POD eigenfunctions, and Λpnq are the POD eigenvalues. The
oscillating streamwise velocity component, wall-normal velocity component, and the pressure (u2, v2, and p2)
are used to formulate the correlation matrix A as follows:
Aij “ 1
N
pUpÝÑx , tiq,UpÝÑx , tjqq (11)
U “
»– u2v2
p2
fifl
Where p¨, ¨q represents the inner product process, and N is the number of snapshots. The eigenvalues and
eigenfunctions are used to construct the spatial POD modes, Ψ˜pnqpÝÑx q, as follows:
Ψ˜pnqpÝÑx q “ 1
N
?
Λpnq
Nÿ
k“1
ϕpnqptkqUpÝÑx , tkq (12)
The obtained spatial POD modes, Ψ˜pnqpÝÑx q, are orthogonal but not normalized. The spatial POD modes are
duly normalized to obtain the orthonormal spatial POD modes Ψ. The POD coefficients, apnqptq, are then
determined using:
apnqptq “
ż
Domain
UpÝÑx , tqΨpnqpÝÑx qdpÝÑx q (13)
The POD coefficients are uncorrelated and their mean values are the eigenvalues Λpnq
Λpnq “ apnqptqapmqptqδnm (14)
The oscillating flow variables, U, are then reconstructed from:
UpÝÑx , tq “
Mÿ
m“1
apmqptqΨpmqpÝÑx q (15)
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Where M is the number of POD modes. The total kinetic energy of the oscillating-flow is the sum over all
the POD modes. Thus, the percentage of the kinetic energy fraction of the oscillating-flow in each POD
mode is given by
ξpnq “ Λ
pnqřN
n“1 Λpnq
(16)
The cumulative kinetic energy of the oscillating-flow over m POD modes is given by
ξtpmq “
mÿ
n“1
Λpnq (17)
The percentage of the kinetic energy of the oscillating-flow in each POD mode at any instant in time is given
by
ζpnqptq “ Λ
pnqϕpnqptqřN
n“1 Λpnqϕpnqptq
(18)
2 Results and discussion
LESs were carried out for the flow around the NACA-0012 aerofoil at sixteen angles of attack (α “ 9.0˝–10.1˝
at increments of 0.1˝ as well as α “ 8.5˝, 8.8˝, 9.25˝, and 10.5˝). The simulation Reynolds number and Mach
number were Rec “ 5ˆ 104 and M8 “ 0.4, respectively. The free-stream flow direction was set parallel to
the horizontal axis for all simulations (u “ 1, v “ 0, and w “ 0). The entire domain was initialised using
the free-stream conditions. The simulations were performed with a time step of 10´4 non-dimensional time
units. The samples for statistics are collected once transient of simulation has decayed after 50 flow-through
times which is equivalent to 50 non-dimensional time units. Aerodynamic coefficients (lift coefficient pCLq,
drag coefficient pCDq, skin-friction coefficient pCf q, and moment coefficient pCmq) were sampled for each angle
of attack at a frequency of 10, 000 to generate two and a half million samples over a time period of 250
non-dimensional time units. The locally-time-averaged and spanwise ensemble-averaged pressure, velocity
components, and Reynolds stresses were sampled every 50 time steps on the x–y plane. A dataset of 20, 000
x–y planes was recorded at a frequency of 204 for each angle of attack. The reader is referred to Eljack (2017)
and ElJack et al. (2018) for more details.
2.1 Application of the DMD
The locally-time-averaged and spanwise ensemble-averaged data was formulated into a two-dimensional matrix.
The rows contain the streamwise velocity component upx, y, tq; the wall-normal velocity component vpx, y, tq;
the pressure ppx, y, tq; and the aerodynamic coefficients (CLptq, CDptq, Cmptq, and Cf ptq). The columns contain
the temporal variation of these variables in time which span 20, 000 data points, 100 non-dimensional time
units, or four low-frequency cycles. The companion matrix, S, was then determined and the eigenvalue
problem was solved for the eigenvalues, Γ, and the eigenvectors, Φ. After that, the growth rates and phase
velocities were calculated, and the dynamic modes were constructed. All of the utilized flow variables have
the same eigenvectors (dynamic modes shapes), and eigenvalues (growth rates and phase velocities). However,
the amplitude of each dynamic mode at different frequencies is dependent on the flow variable. Thus, despite
the fact that all of the analyzed flow variables share the same eigenvalues and eigenvectors, each flow variable
has its own spectrum.
2.1.1 The DMD spectra
The DMD spectra were estimated for the lift coefficient, the drag coefficient, the skin-friction coefficient, the
streamwise velocity, the wall-normal velocity, and the pressure. The DMD analysis decomposes the oscillating-
flow into too many low-frequency modes. Whereas, the POD method recovers only two low-frequency modes
that reconstruct the oscillating-flow favourably, as will be discussed later. The DMD spectra of all of the flow
variables were used to identify the most dominant DMD flow mode. There is at least one low-frequency peak
in the spectrum of each of the analyzed flow variables. It is found that there are two dominant low-frequency
modes at all of the investigated angles of attack. It is noted that the first low-frequency mode (LFO mode
1) and the second low-frequency mode (LFO mode 2) dominate the lift coefficient and the drag coefficient,
5/33
respectively, at all of the investigated angles of attack. Thus, the most dominant low-frequency mode in the
DMD spectrum of the lift coefficient and the drag coefficient are considered to be the LFO mode 1 and
the LFO mode 2 for all of the flow variables, respectively. The DMD spectrum of the wall-normal velocity
is the only spectrum that peaks at a high frequency at all of the investigated angles of attack. Thus, the
most dominant high-frequency mode in the DMD spectrum of the wall-normal velocity is considered to
be the dominant high-frequency mode (HFO mode). Hence, the DMD spectra of the lift coefficient, the
drag coefficient, and the wall-normal velocity are used to identify the LFO mode 1, the LFO mode 2, and
the HFO mode, respectively. Once each of the three modes is identified, its frequency is used to locate its
corresponding dynamic mode in the spectrum of the other flow variables. Thus, the DMD spectra of all of
the flow variables show three dominant modes. However, each of the three dominant modes is only dominant
in the DMD spectrum of the variable used to identify it.
Figure 1 (top) shows the DMD Spectra for the lift coefficient for the angles of attack of 9.25˝–10.5˝. The
filled black circles denote the LFO mode 1, the filled red circles display the LFO mode 2, and the filled
blue circles indicate the HFO mode. As seen in the figure, the LFO mode 1 dominates the spectra of the
lift coefficient in all of the investigated angles of attack. The LFO mode 2 is insignificant at the angle of
attack of 9.25˝, and its relative amplitude increases as the angle of attack increases. At the angle of attack of
10.5˝ both LFO mode 1 and 2 dominate the spectrum of the lift coefficient with almost the same relative
amplitude. The HFO mode has an insignificant magnitude in the DMD spectra of the lift coefficient at all of
the investigated angles of attack. This is indicative that the HFO mode does not contribute, directly, to the
oscillations in the lift coefficient. The same can be said about the spectra of the drag coefficient, figure 1
(medium); the spectra of the skin-friction coefficient, figure 1 (bottom); the spectra of the pressure, figure 2
(top); and the spectra of the streamwise velocity component, figure 2 (medium). However, the LFO mode 2
dominates the spectra of the drag coefficient, and the LFO mode 1 and 2 exchange the dominance of the
spectra of the skin-friction coefficient, the pressure, and the streamwise velocity. There is no significant
high-frequency peak in any of the spectra of these variables.
It is interesting to note that the DMD spectrum of each flow variable exhibits a single low-frequency
peak. Whereas, the spectra of the lift and the skin-friction coefficients estimated using the fast Fourier
transform algorithm exhibit two low-frequency peaks corresponding to the LFO mode 1 and the LFO mode 2.
Furthermore, the two low-frequency peaks were more pronounced in the spectra of the lift and the skin-friction
coefficients as seen in figures 33 and 34 in ElJack et al. (2018). Two and half million samples spanning
250 non-dimensional time units were used in estimating the lift and the skin-friction spectra; whereas, only
20, 000 data points spanning 100 non-dimensional time units were used to estimate the DMD spectra. Thus,
it is easy to identify multiple low-frequency peaks when the spectral resolution is high enough to resolve the
gap between the two peaks. We argue that the DMD spectra exhibit two low-frequency peaks; however, the
data points are not enough to resolve the two peaks. Thus, the two low-frequency peaks merged in one peak
as shown in the figures.
The spectra of the wall-normal velocity are dominated by two low-frequency modes and a broad-band of
high-frequency modes for each of the investigated angles of attack. At the angle of attack 9.25˝ the spectra is
dominated by a high-frequency mode as seen in figure 2 (bottom). As the angle of attack increases above
9.25˝, a sudden and a drastic change takes place and the dominant mode shifts to the LFO mode 1 and the
LFO mode 2. The two low-frequency modes dominate the spectra of the wall-normal velocity component
until the angle of attack is raised above 10.0˝; then, the high-frequency mode dominates the spectra, again,
as seen in the figure.
Figure 3 shows plots of Strouhal number of the most dominant flow modes versus the angle of attack. The
most dominant low-frequency modes of the lift coefficient (LFO mode 1) and the skin-friction coefficient
are similar to those obtained using the fast Fourier transform algorithm in ElJack et al. (2018). The most
dominant low-frequency mode of the drag coefficient (LFO mode 2) is similar to that of the lift and the
skin-friction coefficients but does not exhibit a uniform pattern. The Strouhal number of the most dominant
flow mode of the pressure and the streamwise velocity component increases almost linearly with the angle of
attack as seen in the figure. The wall-normal velocity component is dominated by a high-frequency flow
mode at the angles of attack of α “ 9.25˝ and α ě 10.1˝, and dominated by a low-frequency mode at the
angles of attack of 9.4˝ ď α ď 10.0˝. The vertical axis is broken into two ranges, St “ 0.005–0.0075 and
St “ 0.175–0.31, in the plot for the wall-normal velocity component to capture both the low-frequency and
the high-frequency ranges that dominate it.
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2.1.2 The low-frequency modes
Figure 4 shows the DMD spectrum of the lift coefficient (left) and streamlines patterns superimposed on
colour maps of the spanwise vorticity ωz for the LFO mode 1 (right) at the angle of attack of 9.8
˝. The
DMD spectrum shows the growth rates of the LFO mode 1 and the LFO mode 2, indicated by black and red
filled circles, respectively. The LFO is quasi-periodic; however, the growth rates of the LFO mode 1 and
the LFO mode 2 are of opposite signs in most of the investigated angles of attack. This is indicative that
the two low-frequency modes drive the dynamics of the LFO, and play a contradicting role. That is, the
LFO mode 1 decays to a minimum during which the LFO mode 2 grows to a maximum. Thus, when the
LFO mode 1 vanishes and the flow reaches a temporary equilibrium, the LFO mode 2 amplifies and starts a
new disequilibrium. The process continues in a periodic manner. The size of the circles denotes the relative
amplitude of each of the dynamic modes. The relative magnitude of the LFO mode 1 and the LFO mode
2 increases as the angle of attack is increased, and the relative amplitude of the higher modes diminishes.
At the angle of attack of 9.25˝, the relative amplitude of the oscillating-flow is distributed among various
flow modes; thus, the size of the circles are almost of the same size and diminishes for higher modes. The
relative magnitude of the LFO mode 1 and 2 becomes more pronounced as the angle of attack is increased.
Consequently, only the two low-frequency modes and a few other low-frequency modes are shown in the figure,
and the higher modes become insignificant. At the angle of attack of 9.8˝, the LFO mode 1 and 2 contain
more than 50% of the total amplitude of oscillation and the remaining amplitude is almost equally distributed
among higher modes. This is indicative that the LFO process is fully developed and the oscillating-flow is
more pronounced in magnitude and more coherent in shape. This also implies that only the two low-frequency
modes and a few other low-frequency modes play a major role in the dynamics of the LFO. As the angle
of attack is further increased, the relative amplitude of the LFO mode 1 and 2 decreases while the relative
amplitude of the higher modes increases. The figure shows only the DMD spectra of the lift coefficient;
however, the DMD spectra of the pressure, the drag, the skin-friction, and the moment coefficients are similar
to that of the lift coefficient.
The LFO mode 1 features the triad of vortices at all of the investigated angles of attack as seen on the
right-hand side of the figure. The triad of vortices is driven by the oscillating-velocity across the laminar
portion of the separated shear layer. The magnitude of the oscillating-velocity increases as the angle of attack
increases. The oscillating-velocity drives the upstream vortex of the triad of vortices as discussed in ElJack &
Soria (2018). However, in ElJack & Soria (2018) the shape and evolution of the triad of vortices are obscured
by higher flow modes. Whereas, the triad of vortices presented in figure 4 are evolving at a single frequency.
The triad of vortices which governs and sustains the LFO phenomenon seem to exist at low angles of attack.
Hence, the LFO phenomenon seems to exist at lower angles of attack but dominated by higher-frequency
modes like vortex shedding and shear layer flapping.
Figure 5 shows streamlines patterns superimposed on colour maps of the oscillating-pressure of the LFO
mode 1 and 2 for the angle of attack of 9.8˝. The left-hand side of the figure shows the LFO mode 1, and the
right-hand side shows the LFO mode 2. As seen in the figure, the LFO mode 1 is a global flow mode that
drives and sustains the triad of vortices. The LFO mode 1 seems to preserve shape over all of the investigated
angles of attack. However, the magnitude of oscillation increases as the angle of attack increases. The LFO
mode 2 originates and evolves on the suction surface of the aerofoil as seen in the figure. The LFO mode 2
features the expansion and advection of the upstream vortex of the two co-rotating vortices. Therefore, these
two low-frequency modes are interlinked and govern the dynamics of the LFO. The LFO mode 1 generates
the triad of vortices and feeds energy into the upstream vortex of the TCV. When the upstream vortex of
the triad of vortices is saturated with energy, it expands and the LFO mode 2 dominates the flow until the
oscillating-flow switches its direction then the LFO mode 1 takes over again. This explains why the spectra
of the lift and the skin-friction coefficients, estimated using the Fast Fourier transform algorithm in ElJack
et al. (2018), have two low-frequency peaks. The two low-frequency peaks correspond to the LFO mode 1
and 2, and they strengthen each other. The Strouhal number of the LFO mode 1 and 2 is written at the
bottom of each dynamic mode. Despite the fact that the LFO cycle is very disturbed at this relatively low
Reynolds number, a pattern can be seen in the Strouhal numbers of the LFO mode 1 and 2. At the angle of
attack of 9.25˝, the LFO mode 1 oscillates at a low-frequency of St “ 0.0083 while the LFO mode 2 oscillates
at an exceptionally low frequency of St “ 0.0037. This is indicative that while the flow oscillates globally,
the UV of the TCV (the LFO mode 2) expands at a very low frequency. Thus, the flow remains attached
with rare and occasional separations. The frequency of the LFO mode 2 increases as the angle of attack is
increased. Hence, the flow-field separates more frequently. At the angle of attack of 9.8˝ the LFO mode 1
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and 2 oscillate at almost the same frequency. Thus, the UV of the TCV expands at the same rate at which
the flow oscillates globally, and the LFO is fully developed.
2.1.3 The high-frequency mode
Figure 6 shows streamline patterns of the most dominant high-frequency mode superimposed on colour maps
of its corresponding wall-normal velocity for the angles of attack of 9.25˝–10.5˝. As seen in the figure, the
HFO mode features large oscillations that originate at the leading-edge and advects towards the trailing-edge.
At the trailing-edge, the HFO mode interacts with the local flow instability, stretches by the strong shear,
and energies the vortex shedding. The magnitude of the oscillation is proportional to the angle of attack.
It is interesting to note that there is no high-frequency peak in the spectra of the lift, the drag, and the
skin-friction coefficients. This is due to the fact that the aerodynamic coefficients are more sensitive to
variations in the flow-field adjacent to the aerofoil surface. Thus, any important flow feature that dominates
the flow-field away from the aerofoil surface, and does not affect the flow variables near the wall will not
be reflected in the aerodynamic forces. Consequently, such important flow feature will not show up in the
spectra of the aerodynamic coefficients.
Figure 2 shows that the spectra of the wall-normal velocity peaks significantly at high-frequency. Whereas,
the spectra of the streamwise velocity and the pressure show no significant peak at high-frequency. This is
indicative that, the HFO is primarily driven by the wall-normal velocity component. However, the streamwise
velocity and/or the pressure might indirectly affects the behaviour of the HFO mode. Furthermore, the spectra
of the wall-normal velocity are interchangeably dominated by the HFO mode and the two low-frequency
modes. Therefore, it seems that the HFO mode and the two low-frequency modes are interlinked, and play a
profound role in the dynamics of the flow. The HFO mode originates in the vicinity of the leading-edge in a
fashion similar to that of the LFO mode 2. Thus, the HFO mode is very likely to be a subharmonic of the
LFO mode 2. Furthermore, there could be higher subharmonic of both the LFO mode 1 and 2 embedded in
the high-frequency modes. However, at this relatively low Reynolds number the LFO cycle is very disturbed as
mentioned before. Hence, further investigation at a higher Reynolds number is needed before such conclusion
can be drawn.
2.2 Application of the POD
Application of the DMD to the data revealed that there are distinct three flow modes, two low-frequency
modes and a high-frequency mode, that dominate and control the dynamics of the flow. However, the evolution
of each mode in time and details of the interaction among these three modes are not clear. Furthermore, the
DMD method decomposed the oscillating-flow into too many low-frequency modes. Thus, it was difficult to
identify the dominant modes. Should the oscillating-flow being objectively recovered by a few low-frequency
modes, identifying the most important low-frequency modes would have been straightforward. Therefore,
the snapshot POD method was applied to the data to further investigate the dynamics of the flow. The
locally-time-averaged and spanwise ensemble-averaged streamwise velocity, wall-normal velocity, and pressure
are utilized. The two-point correlations of the three variable, in time, are duly estimated using 20, 000 data
points which span 100 non-dimensional time units, or four low-frequency cycles. The eigenvalue problem,
Aϕ “ λϕ, was solved and the POD eigenvalues and eigenvectors are obtained, where A represents the
correlation matrix.
2.2.1 The POD modes
The POD eigenvalues are then utilized to estimate the cumulative energy content using equation 17. Figure 7
shows the cumulative energy plotted versus the number of POD modes used to estimate it. The arrow
denotes the direction in which the angle of attack increases. The range of angles of attack is α “ 9.25˝–9.8˝
on the left-hand side of the figure, and α “ 9.8˝–10.5˝ on the right-hand side. The angle of attack of 9.8˝ is
duplicated in both figures because it is the angle at which the POD modes have the fastest convergence to
the total energy. That is, the minimum number of POD modes used to attain more than 99% of the total
energy. Thus, it is displayed in both figures to compare the convergence of POD modes at other angles of
attack. As seen in the figure, at the angle of attack of 9.25˝ the cumulative energy converges slowly towards
1 as the number of POD modes approaches 250 modes. The cumulative energy converges faster as the angle
of attack increases. The fastest cumulative energy convergence is achieved at the angle of attack of 9.8˝ as
mentioned before. The convergence process of the POD energy slows down as the angle of attack is further
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increased as seen on the right-hand side of the figure.
The percentage of the energy content of each POD mode, ξpnq, is shown in figure 8. The energy percentage
is estimated from the fraction of each POD eigenvalues, λpnq, to the sum of all POD eigenvalues using
equation 16. The filled black, red, and blue bars denote the energy percentage of the LFO mode 1, the LFO
mode 2, and the HFO mode, respectively. The LFO mode 1 dominates the flow-field in all of the investigated
angles of attack. The LFO mode 2 is the second most dominant flow mode in the range of angle of attack of
9.4˝ ď α ď 10.0˝, the third at α “ 9.25˝, the fourth at α “ 10.1˝, and the sixth most dominant flow mode
at the angle of attack of 10.5˝. The HFO mode is the second most dominant flow mode for the angles of
attack α “ 9.25˝ and α ě 10.1˝, and the third most dominant flow mode in the range of angle of attack of
9.4˝ ď α ď 10.0˝. The analysis of the energy content of each POD mode shows that the order of the POD
modes does not change in the range of angles of attack of 9.25˝ ă α ă 10.1˝. This is indicative that the range
of angles of attack of interest is covered in this study as noted before in ElJack et al. (2018) and ElJack &
Soria (2018). At the angle of attack of 9.8˝, the three dominant POD modes contain more than 65% of the
energy. The remaining energy percentage is distributed among other higher POD modes.
Figure 9 shows the temporal POD modes, ϕpnq, at the angle of attack of 9.7˝–10.0˝. The LFO process is fully
developed at this range of angles of attack. The left-hand side of the figure shows the LFO mode 1, ϕp1q,
denoted by the solid black line, and the LFO mode 2, ϕp2q, denoted by the solid red line. The HFO mode,
ϕp3q, is shown on the right-hand side of the figure. The two low-frequency modes are out of phase. The LFO
mode 1 leads the LFO mode 2 at all of the investigated angles of attack by pi{2. The HFO mode seems to
fluctuate more energetically when the LFO mode 2 is at its maximum and minimum values.
The temporal POD modes, ϕpnq, are not scaled with their corresponding eigenvalues, λpnq. The temporal
POD modes show how a specific POD mode evolves in time regardless of its amplitude or fraction of energy
compared to other POD modes at that instant. Therefore, the temporal POD modes are scaled with their
corresponding eigenvalues, and the percentage of the scaled amplitude of each of the temporal POD modes
is estimated at each instant in time as indicated by equation 18. Figure 10 shows the percentage of the
scaled amplitudes of the oscillating-flow in each POD mode as a function of time at the angle of attack of
9.25˝–10.5˝. The black, red, and blue lines display the LFO mode 1, the LFO mode 2, and the HFO mode,
respectively. The scaled temporal POD modes make more sense since they feature the temporal evolution of
the flow modes with their real magnitudes.
At the angle of attack of 9.25˝, the LFO mode 2 is actually a high-frequency mode. Moreover, it is less
energetic than the HFO mode as shown in figure 8. Thus, the flow oscillates at a low-frequency, but the
LFO mode 2 is not energetic enough to separate the flow. Therefore, the flow at this angle of attack remains
attached with occasional separations at small amplitudes. As the angle of attack is increased to 9.4˝, the LFO
mode 1 becomes more pronounced in amplitude and repeats almost regularly. The LFO mode 2 becomes
more significant and peaks at a percentage of more than 20%. The HFO mode oscillates at relatively smaller
amplitude, but it seems to be more energetic when the LFO mode 1 vanishes and the LFO mode 2 peaks. As
discussed before, the LFO mode 2 peaks when the UV of the TCV expands and advects downstream. Thus, it
seems that when the UV expands and advects downstream it energies the flow oscillation at the trailing-edge
and along the aerofoil wake. Hence, the HFO mode fluctuates at a relatively higher amplitude when the LFO
mode 2 peaks. The magnitude of the maximum or minimum peak of the LFO mode 1 and 2 are interlinked.
That is, if the LFO mode 1 peaks at a relatively high amplitude, so will the LFO mode 2, and vice versa.
At the angles of attack of 9.7˝–10.0˝, the LFO mode 1 peaks at 75% and the LFO mode 2 peaks at about 25%.
At these angles, the cycle becomes more regular and repeats periodically with some disturbed cycles. when
the periodic cycle of the LFO mode 1 is disturbed, so does that of the LFO mode 2. The LFO mode 2 becomes
a high-frequency mode, again, at the angles of attack of 10.1˝ and 10.5˝ with a percentage comparable to
that of the HFO mode. However, the percentage of the energy of the LFO mode 2 increases significantly
when the percentage of the LFO mode 1 increases. The LFO mode 1 and 2 are out of phase by pi{2. It has
been consistently reported in the literature that there is a phase difference of pi{2 between the lift and the
drag coefficient. This seems to be connected to the phase lag between LFO mode 1 and 2 as will be discussed
later.
Figures 11 and 12 show streamlines patterns superimposed on colour maps of the pressure field of the
two most dominant low-frequency POD modes, the LFO mode 1 and the LFO mode 2, for the angles
of attack of 9.25˝–10.5˝. The left-hand side of the figure displays the LFO mode 1, and the right-hand
side of the figure shows the LFO mode 2. The two low-frequency modes were constructed by multiplying
their corresponding orthonormal spatial POD modes by the average amplitude of their corresponding POD
coefficients, |ap1qptq| and |ap2qptq|. The POD analysis extracted only two low-frequency modes, the LFO
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mode 1 and the LFO mode 2. Whereas, the DMD analysis decomposed the low-frequency oscillating-flow
into too many low-frequency modes. Furthermore, the low-frequency modes extracted by the POD method
are more coherent and consistent compared to those extracted by the DMD method. The POD method
objectively recovers coherent motion based on its energy content. Thus, the POD captured efficiently the
most energetic two low-frequency modes. On the contrary, the DMD method recovers dynamic modes based
on their frequencies and growth rates. Thus, the DMD decomposes the signal of the oscillating-flow into too
many modes to satisfy the sinusoidal nature of each mode. However, the DMD method provides the flow
modes and their corresponding frequencies and growth rates. Thus, combining the two methods provided
all the information that govern and control the dynamics of the flow-field. The POD method consistently
constructed the LFO mode 1 and 2. Thus, description of the spatial evolution of these two modes will be
discussed in accordance with the POD results. However, the DMD method provided their frequencies and
growth rates. Hence, the frequency and growth of these flow modes will be discussed in accordance with the
corresponding DMD results.
The LFO mode 1 features the process that generates and sustains the triad of vortices, and the LFO mode 2
features the expansion and advection of the upstream vortex (UV) of the two co-rotating vortices (TCV) as
discussed in ElJack & Soria (2018). The oscillating-flow is rotating in the clockwise and the flow is fully
attached as seen on the left-hand side of the figure. Thus, the UV of the TCV separates the flow as it
expands and advects downstream. However, the process reverses its direction as the LFO mode 1 and 2
change their sign. At the angles of attack of 9.7˝ ď α ď 10.0˝, the LFO mode 2 seems to interact directly
with and energies the HFO mode. That is, as the UV of the TCV expands and advects downstream, it is
attracted by the low-pressure region at the trailing-edge; thus, energies the trailing-edge shedding. At higher
angles of attack, the LFO mode 2 breaks down into multiple vortices as it interacts with the trailing-edge
instability. However, the LFO mode 2 energies the HFO mode and the trailing-edge shedding when the flow
is fully attached and when it is fully separated. That is, the interaction takes place and the HFO mode
becomes more energetic whenever LFO mode 2 peaks. In total agreement with the previous discussion about
the scaled temporal POD modes, and contradicts the conclusion made by Almutairi et al. (2017) that the
tailing-edge shedding energies when the flow is separated and dies down when the flow is attached.
It is worth noting that, the POD method decomposes the high-frequency oscillating-flow into too many
modes featuring the oscillating mode along the aerofoil wake. On the contrary, the DMD method effectively
recovered the sinusoidal HFO mode. The HFO mode recovered by the POD method is similar to that
constructed using the DMD method. However, the HFO mode constructed using the POD method is less
coherent compared to its DMD counterpart. Thus, all discussions concerning the shape and coherence of the
HFO mode is discussed in accordance with the DMD results.
2.2.2 Reconstruction of the flow-field
Figures 11 and 12 show an “average” spatial distribution of the LFO mode 1 and 2 without any description
of the temporal evolution of these modes. The orthonormal POD spatial modes and the POD coefficients
can be used to reconstruct the original flow-field using any subset of the POD modes. The flow-field was
reconstructed and probed at selected locations. Comparison of the reconstructed signals probed at different
locations shows that the streamwise velocity, the wall-normal velocity, and the pressure have interesting
behaviour at the leading and the trailing edges of the aerofoil. Figure 13 shows comparisons of the original
LES data and the reconstructed POD data using the LFO mode 1, the LFO mode 2, and the HFO mode for
the streamwise velocity, the wall-normal velocity, and the pressure in the vicinity of the aerofoil leading and
trailing edges at the angle of attack of 9.8˝. The leading-edge probe was chosen to be in a location inside the
upstream vortex of the two co-rotating vortices. The trailing-edge probe was chosen to be located at about
0.4 chords downstream the trailing-edge. The grey solid line indicates the original LES data; whereas, the
black, red, and blue solid lines display the reconstructed data using the LFO mode 1; the LFO mode 1 and
the LFO mode 2; and the LFO mode 1, the LFO mode 2, and the HFO mode, respectively.
The left and right-hand sides of the figure show signals of the flow variables in the vicinity of the aerofoil
leading-edge and downstream the trailing-edge, respectively. The three most dominant POD modes; the LFO
mode 1, the LFO mode 2, and the HFO mode; reconstructed the oscillating-flow favourably. However, these
three dominant flow modes contain a maximum of 65% of the energy of the flow in all of the investigated angles
of attack. Thus, at least 45% of the energy content is not accounted for by these three dominant modes. It is
noted that these three dominant flow modes represent the oscillating-flow and not the “turbulent-fluctuating”
part of the flow. Thus, the remaining 45% of energy content is “turbulent-fluctuating”; therefore, it is not
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reflected by these three modes.
The leading-edge probe shows that the velocity components and the pressure are reconstructed mostly by the
LFO mode 1 and the LFO mode 2; thus, the HFO mode does not contribute much to any of the flow variables.
This is indicative that, the HFO mode does not influence, directly, the flow at this location. Furthermore,
the original data of the velocity components are mostly recovered by the LFO mode 2. While the LFO
mode 1 has a little and uniform effect, it is the LFO mode 2 that shaped the signal to its original LES form.
This is indicative that the velocity components in this location are mostly influenced by the expansion and
advection of the UV of the TCV rather than being influenced by the LFO mode 1. The pressure field is
mostly recovered by the LFO mode 1 in this location with very little and limited effect of the LFO mode 2
and the HFO mode. The trailing-edge probes show that the flow variables are overwhelmed by the HFO
mode and its subharmonic. However, the low-frequency pattern exists in all of the flow variables at this
location. Thus, the velocity components are influenced exclusively by the LFO mode 1 and the HFO mode.
Whereas, the pressure at this location is influenced by the LFO mode 1 and the HFO mode in addition to a
limited effect of the LFO mode 2.
As the original oscillating-flow is reconstructed using the three most dominant POD modes, the aerodynamic
forces could be reconstructed as well. The pressure coefficient was estimated utilizing the pressure field
reconstructed using the LFO mode 1, the LFO mode 2, and the HFO mode. The obtained pressure coefficient
was then duly integrated around the aerofoil to obtain the reconstructed lift and pressure-drag coefficients.
The reconstructed velocity components were also used to estimate the reconstructed skin-friction coefficient
and the reconstructed reattachment location of the shear layer.
Figure 14a shows an ideal sinusoidal cycle of the LFO mode 1 and 2. The ideal cycle for the LFO mode 1 and
the LFO mode 2 mimics the cycle of the lift and the drag coefficients, respectively. The negative sign of the
percentage of the two modes indicates that the flow switches its direction rather than the percentage being
negative. That is, when the percentage is positive, the oscillating flow is rotating in the clockwise direction
and the fluctuating lift coefficient is positive, and vice versa. The ideal cycle has a minimum of p´q 75% of
the LFO mode 1 at the phase angle of 0˝. The percentage of the LFO mode 1 then decreases until it vanishes
at the phase angle of 90˝. After that, the percentage of the LFO mode 1 becomes positive and increases until
it peaks at 75% at the phase angle of 180˝. The percentage decreases, again, until it becomes zero at the
phase angle of 270˝. The LFO mode 1 and the LFO mode 2 are out of phase by pi{2, and the LFO mode 2
peaks at a maximum percentage of one-third that of the LFO mode 1.
Reconstruction of the oscillating-pressure-coefficient using the LFO mode 1, the LFO mode 2, and the HFO
mode at the phase angles of Φ “ 0˝, 90˝, 180˝, and 270˝ at the angle of attack of 9.8˝ are shown in figure 14.
The LFO mode 1 and the LFO mode 2 vanishes at certain phase angles as seen in figure 14a. Thus, the
reconstructed oscillating-pressure-coefficient using the LFO mode 1; and the LFO mode 2 is zero at the phase
angles of Φ “ 90˝, 270˝; and 0˝, 180˝, respectively. Generally speaking, the lift and the drag coefficients
oscillates in accordance with the LFO mode 1 and the LFO mode 2, respectively. Furthermore, when the
oscillating-pressure-coefficient is positive, it decreases the oscillating-lift-coefficient and vice versa. The
dramatic changes in the reconstructed oscillating-pressure-coefficient take place on the suction surface of the
aerofoil, as seen in the figure. It is noted that the reconstructed oscillating-pressure-coefficient using the
LFO mode 1 and the LFO mode 2 mostly influences the lift coefficient and the drag coefficient, respectively.
The reconstructed oscillating-pressure-coefficient using the HFO mode preserves its shape and switches its
direction every pi{2. The effect of the HFO mode on both the oscillating-lift and the oscillating-drag is not
significant.
Figure 15 compares the lift, the pressure-drag, the drag, and the location of the reattachment of the shear
layer reconstructed using the LFO mode 1 and the LFO mode 2, to these estimated from the LES data at the
angle of attack of 9.8˝. The LFO mode 1 and 2 reconstruct the aerodynamic forces favourably as seen in the
figure. The location of the reattachment of the shear layer oscillates up and downstream that of the mean
bubble length. The discontinuities in the reattachment location are due to the fact that the flow becomes fully
separated and it does not reattach at all. The location of the reattachment was reconstructed using the LFO
mode 1 only, and cannot be compared to that estimated from the LES data. As mentioned before, the LFO
cycle is very disturbed at this low Reynolds number. Therefore, the instantaneous skin-friction fluctuates
several times above and below zero around the point at which it crosses the x-axis. Thus, estimating the
reattachment location of the shear layer, instantaneously, is not feasible.
The phase-averaged oscillating-flow presented in ElJack & Soria (2018) was limited to 36 phase angles. The
POD eigenvalues and eigenfunctions were used to reconstruct the flow-field. The reconstructed flow-field
resembles that of the original flow-field. As the POD objectively recovers the most dominant flow features, the
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LFO is captured using the two low-frequency modes and the HFO mode. Although these three POD modes
account for about 60% of the total energy in the oscillating-flow, they represent the original oscillating-flow
favourably as seen in figure 13. The rest of the POD modes are at high-frequency; thus, they do not contribute
to the oscillating-flow and the LFO phenomenon but rather contribute to the “turbulent-fluctuations” part
of the flow-field.
Figures 16 and 17 shows the reconstructed oscillating-flow using the LFO mode 1, the LFO mode 2, and
the HFO mode at the angle of attack of 9.7˝. The starting point in time for the reconstructed flow at flow
time “ 8.5 is shown in figure 10, α “ 9.7˝, and indicated by the black circle and Φ “ 0˝. The flow is fully
separated at zero phase angle, the oscillating-flow direction is anti-clockwise, and the triad of vortices are
present and in their most coherent state. At the flow time of 8.75 the upstream vortex of the triad of vortices
pops up above the downstream vortex of the triad of vortices. At the flow time of 9.0 and 9.25 the upstream
vortex pops a little more above the UV of the TCV. At the flow time of 9.5, the UV starts to slide above the
DV of the TCV. The downstream vortex starts to merge with the upstream vortex and energies it at the flow
time of 9.75. While the downstream vortex merges with UV, the latter continue to expand until the two
vortices form one vortex at the flow time of 10.25. At the flow time of 11.0 and the phase angle of 90˝ the
recently formed vortex expands abruptly. It is interesting to note that the LFO mode 2 peaks at this instant
in time as shown in figure 10, α “ 9.7˝. After that, the recently formed vortex continue to expand and
starts to change the direction of the oscillating-flow. The secondary vortex seems to be present and intact
during this process. At the flow time of 13.5 the secondary vortex vanishes and a new downstream vortex
forms. As the oscillating-flow continue to change its direction of rotation, a new upstream vortex starts to
form at the flow time of 14.0. It is interesting to note how the vorticity changes sign at this instant in time,
and how it creates the new UV of the TCV which is rotating in the clockwise direction. The newly formed
upstream vortex grows in size and strength at the flow time of 14.5 and 14.75. The flow is fully attached
and the LFO mode 1 at its maximum amplitude at the flow time of 15.0 and the phase angle of 180˝. The
oscillating-flow direction is clockwise, and the triad of vortices are present and in their most coherent state.
The reconstructed oscillating-flow using the LFO mode 1, the LFO mode 2, and the HFO mode is added
to the mean flow to obtain the reconstructed instantaneous flow-field. Figure 18 shows the reconstructed
instantaneous flow-field as it attaches at the angle of attack of 9.7˝.
Reconstruction of the flow-field at the angle of attack of 9.7˝ provided detailed description of how the flow
attaches. When the cycle of the LFO proceeds to phase angles Φ ą 180˝, the process reverses its direction
and the fully attached flow starts to separate. Thus, a similar sequence of events takes place, as shown in
figures 19 and 20. The flow-field was reconstructed at the angle of attack of 9.8˝. The starting point in
time for the reconstructed flow is shown in the plot of the lift coefficient in figure 15a and indicated by the
black circle and Φ “ 180˝. The flow is fully attached and the LFO mode 1 is at its maximum amplitude.
The triad of vortices is present and at their most coherent state. The flow evolves in a similar fashion to
that of the attaching flow discussed in the previous paragraph until the abrupt expansion of the vortex at
the flow time of 9.75 and the phase angle of 270˝. After that, the oscillating-flow changes its direction of
rotation from the clockwise to the anti-clockwise direction. The triad of vortices continues to deform as
the oscillating-flow continues to switch its direction globally until the triad of vortices arrives at their most
coherent state at the flow time of 17.5 and the phase angle of 360˝. Finally, the oscillating-flow direction is
anti-clockwise, and the flow is fully separated. Consequently, the lift coefficient drops to its minimum value
as seen in figure 15a. The reconstructed instantaneous flow-field at the angle of attack of 9.8˝ is shown in
figure 21. The evolution of the oscillating-flow is visualised in a step by step snapshots that reveals how the
flow attaches and separates. Thus, a detailed description of the LFO phenomenon is given and the underlying
mechanism is discussed in detail.
2.3 The phase lag between the lift, the drag, and the reattachment location
Time histories of the aerodynamic coefficients provided by Almutairi et al. (2015) and Eljack (2017) show
that the lift coefficient leads the drag coefficient by a phase of pi{2. The LFO mode 1 features the process that
creates and sustains the triad of vortices and adds energy to the upstream vortex of the two counter-rotating
vortices. The LFO mode 2 on the suction surface of the aerofoil features the expansion and advection of
the UV of the TCV as mentioned before. The life cycle of the triad of vortices is perfectly synchronised
with the two low-frequency modes as discussed in § 2.2.2. The lift coefficient follows the dynamics of the
LFO mode 1 while the drag coefficient follows the LFO mode 2. Figure 10 show that the LFO mode 1
leads the LFO mode 2 by a phase of pi{2. Furthermore, figures 14 and 15 show that the oscillation of the
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pressure coefficient reconstructed using LFO mode 1 contribute mostly to the lift coefficient. Whereas, the
reconstructed oscillating-pressure-coefficient using the LFO mode 2 contributes mostly to oscillations in the
drag coefficient. Thus, the lift coefficient leads the drag coefficient by a phase angle of pi{2.
Figure 15 shows that the reattachment location of the shear layer oscillates along the aerofoil chord up and
downstream the location of the mean bubble size. The oscillation mimics that of the LFO mode 1 and
the lift coefficient with a phase difference of pi. However, the location of the reattachment of the shear
layer exhibits discontinuities as a result of the flow being fully separated and the reattachment location on
the aerofoil surface is not defined. Figure 21 shows that at the phase angle of Φ “ 180˝, the flow is fully
attached. Thus, the reattachment location is at its closest point to the leading-edge and has a minimum on
the plot; whereas, the lift coefficient has a maximum when the flow is fully attached. At the phase angle of
Φ “ 90˝ and Φ “ 270˝, the flow is partially separated. Thus, the lift coefficient is at its mean value and
the reattachment location takes place around the mean bubble length. At the phase angles Φ ă 90˝ and
Φ ą 270˝, the reattachment location moves downstream the mean bubble length until it becomes undefined
as the phase angle approaches 0˝ or 360˝, as seen in figure 21.
Ansell & Bragg (2015) carried out wind-tunnel measurements to characterize the LFO present in the flow-field
around a NACA-0012 aerofoil with a horn-ice shape. The authors integrated the pressure coefficient around
the aerofoil at mid-span location to obtain the lift coefficient. They correlated the lift coefficient and the
location of the shear layer reattachment. They found that the elongation of the LSB takes place at the
maximum lift and the shrinkage of LSB presents when the lift coefficient decreases. The authors reported
that at the low-frequency mode, the lift coefficient leads the reattachment location of the shear layer by a
phase of pi{2. The discrepancy is due to the fact that Ansell & Bragg (2015) investigated the LFO around an
aerofoil with an iced leading-edge, and the LFO phenomenon could be governed by a different underlying
mechanism.
2.4 The dynamics of the flow
The flow-field around the NACA-0012 aerofoil exhibits an instability at the trailing-edge that drives alternating
vortices at a high frequency, the HFO mode. The stagnation point in the vicinity of the leading-edge pitches
up and down in accordance with the dynamics of the alternating vortices. Thus, a global flow oscillation
around the aerofoil initiates at low-frequencies, the LFO mode 1 and the LFO mode 2. Extensive investigation
of the various flow modes and their interaction among each other revealed that the LFO mode 1, the LFO
mode 2, and the HFO mode are the most important and dominant flow modes that govern the dynamics of
the flow at the onset of stall. The LFO mode 1 of the streamwise velocity and the wall-normal velocity is the
globally oscillating-flow around the aerofoil. The LFO mode 1 of the pressure field is the oscillating-pressure
along the aerofoil chord. Thus, the LFO mode 1 features the process that creates and sustains the triad
of vortices and adds energy to the upstream vortex (UV) of the two counter-rotating vortices (TCV). The
LFO mode 2 of the wall-normal velocity features the ejection of the UV of the TCV. The HFO mode of the
wall-normal velocity is the oscillating-wall-normal-velocity along the aerofoil wake. At relatively low angles of
attack, the amplitude of the LFO mode 1 and 2 is insignificant; however, it increases as the angle of attack
increases. The LFO mode 1, the LFO mode 2, and the HFO mode are interlinked, and mutually strengthen
each other until the LFO mode 1 and 2 overtake the HFO mode at the inception of a stall. Consequently,
the aerodynamic coefficients start to oscillate at low-frequency. The LFO mode 1 dominates the streamwise
velocity, the wall-normal velocity, and the pressure field in the angles of attack of 9.7˝ ď α ď 10.0˝. Thus,
the LFO is fully developed in this range of angles of attack. The LFO loose momentum as the angle of attack
is further increased, and the HFO mode dominates the flow-field.
Conclusions
The objective of the present work was to carry out a detailed flow dissection and shed some light on the
dynamics of the flow-field around a NACA-0012 aerofoil at a Reynolds number of 5ˆ 104, Mach number of
0.4, and at various angles of attack around the onset of stall. The Dynamic Mode Decomposition (DMD)
and the Proper Orthogonal Decomposition (POD) methods were applied to data sets sampled on the x–y
plane including the velocity components, the pressure, and the aerodynamic coefficients. The data sets span
four low-frequency cycles and were locally-time-averaged every 50 time-steps and ensemble-averaged in the
spanwise direction on the fly before they were recorded. Three distinct dominant flow modes are identified
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by the DMD and the POD:
1. A globally oscillating flow mode at a low-frequency (LFO mode 1). The LFO mode 1 of the streamwise
and the wall-normal velocity components is the globally oscillating-flow around the aerofoil. The LFO
mode 1 of the pressure field is the oscillating-pressure along the aerofoil chord. Thus, the LFO mode 1
features the process that creates and sustains the triad of vortices and adds energy to the upstream
vortex (UV) of the two counter-rotating vortices (TCV).
2. A locally oscillating flow mode on the suction surface of the aerofoil at a low-frequency (LFO mode 2)
presenting the ejection of the UV of the TCV.
3. A locally oscillating flow mode along the wake of the aerofoil at a high-frequency (HFO mode)
highlighting the oscillating-wall-normal-velocity along the aerofoil wake.
The life-cycle of the triad of vortices is perfectly synchronised with the LFO mode 1 and 2. Time histories of
the lift and the drag coefficients mimic the temporal evolution of the LFO mode 1 and 2, respectively. The
POD temporal modes show that the LFO mode 1 leads the LFO mode 2 by a phase of pi{2. This explains
the previously reported observations that the lift coefficient leads the drag coefficient by a phase of pi{2. The
reattachment location of the shear layer oscillates along the aerofoil chord in harmony with the lift coefficient
and the LFO mode 1 with a phase difference of pi.
The wall-normal velocity component drives the HFO mode and plays a profound role in the dynamics of the
flow. The HFO mode exists at all of the investigated angles of attack and causes a global oscillation in the
flow-field. The global flow oscillation around the aerofoil interacts with the laminar portion of the separated
shear layer in the vicinity of the leading-edge and triggers an inviscid absolute instability that creates and
sustains the TCV. When the UV of the TCV expands, it advects downstream and energies the HFO mode.
The LFO mode 1, the LFO mode 2, and the HFO mode mutually strengthen each other until the LFO mode
1 and 2 overtake the HFO mode at the onset of stall. Consequently, the aerodynamic coefficients start to
oscillate at a low-frequency. At the angles of attack 9.25˝ ď α ď 9.6˝, the LFO mode 2 is dominating the
flow variables, and the low-frequency flow oscillation (LFO) exhibits a transition regime. At the angles of
attack 9.7˝ ď α ď 10.0˝, the flow variables are dominated by the LFO mode 1, and the LFO phenomenon
is fully developed. At higher angles of attack, the HFO mode overtakes the LFO mode 2, again, and the
aerofoil undergoes a full stall.
Finally, the root causes that trigger the instability of the laminar separation bubble are determined and the
mysterious underlying mechanism of its associated LFO phenomenon is revealed. Furthermore, the dynamics
of the flow is discussed in detail. This opens the door for optimum design of aerofoils and other aerodynamic
shapes, and smart control of the flow-field around them.
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Figure 1. DMD Spectra of the lift coefficient (top), the drag coefficient (medium), and the skin-friction
coefficient (bottom) for the angles of attack α “ 9.25˝–10.5˝. The filled black circles denote the LFO mode
1, the filled red circles display the LFO mode 2, and the filled blue circles indicate the HFO mode.
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Figure 2. DMD Spectra of the pressure (top), the streamwise velocity component (medium), and the
wall-normal velocity component (bottom) for the angles of attack α “ 9.25˝–10.5˝. The filled black circles
denote the LFO mode 1, the filled red circles display the LFO mode 2, and the filled blue circles indicate the
HFO mode.
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(a) The lift coefficient (LFO mode 1) (b) The drag coefficient (LFO mode 2)
(c) The skin-friction coefficient (d) The pressure
(e) The wall-normal velocity component (f) The streamwise velocity component
Figure 3. Strouhal number pStq of the most dominant dynamic mode plotted versus the angle of attack for
the lift coefficient, the drag coefficient, the skin-friction coefficient, the pressure, the wall-normal velocity, and
the streamwise velocity. The vertical axis is broken into two ranges, St “ 0.005´0.0075 and St “ 0.175´0.31,
in the plot for the wall-normal velocity.
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α “ 9.8˝ α “ 9.8˝
Figure 4. Low-frequency dynamic modes for the angle of attack α “ 9.8˝. Left: The spectra of the
lift coefficient, where λr is the growth rate and St is the Strouhal number. Right: Streamlines patterns
superimposed on colour maps of the spanwise vorticity ωz for the DMD construction of the oscillating-flow
using the LFO mode 1.
LFO mode 1, St “ 0.0062 LFO mode 2, St “ 0.0077
Figure 5. Streamlines patterns superimposed on colour maps of the pressure field for the DMD construction
of the oscillating-flow using the LFO mode 1 and the LFO mode 2 for the angle of attack of α “ 9.8˝.
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α “ 9.25˝, St “ 0.2682 α “ 9.40˝, St “ 0.2224
α “ 9.5˝, St “ 0.2225 α “ 9.6˝, St “ 0.1853
α “ 9.7˝, St “ 0.2784 α “ 9.8˝, St “ 0.1707
α “ 9.9˝, St “ 0.1572 α “ 10.0˝, St “ 0.1732
α “ 10.1˝, St “ 0.2685 α “ 10.5˝, St “ 0.2893
Figure 6. Streamlines patterns superimposed on colour maps of the wall-normal velocity component for the
DMD construction of the oscillating-flow using the HFO mode for the angles of attack of 9.25˝–10.5˝.
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Figure 7. The cumulative energy of the POD modes, ξtpmq, estimated by summing the POD eigenvalues,
λpnq, over m POD modes. The arrow indicates the direction in which the angle of attack α increases.
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Figure 9. Temporal POD modes, ϕpnq, at the angles of attack of 9.7˝–10.0˝. Left: the LFO mode 1 (black)
and the LFO mode 2 (red), ϕp1q and ϕp2q, respectively. Right: The HFO mode, ϕp3q.
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Figure 10. The percentage of the scaled amplitudes of the oscillating-flow in each POD mode as a function
of time for the angles of attack of 9.25˝–10.5˝. The black line displays the LFO mode 1, the red line indicates
the LFO mode 2, and the blue line denotes the HFO mode.
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α “ 9.25˝, LFO 1 α “ 9.25˝, LFO 2
α “ 9.5˝, LFO 1 α “ 9.5˝, LFO 2
α “ 9.7˝, LFO 1 α “ 9.7˝, LFO 2
Figure 11. Streamlines patterns superimposed on colour maps of the pressure field for the POD reconstruction
of the oscillating-flow using the LFO mode 1 and the LFO mode 2 for the angles of attack of 9.25˝–9.7˝.
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α “ 9.8˝, LFO 1 α “ 9.8˝, LFO 2
α “ 10.0˝, LFO 1 α “ 10.0˝, LFO 2
α “ 10.5˝, LFO 1 α “ 10.5˝, LFO 2
Figure 12. Streamlines patterns superimposed on colour maps of the pressure field for the POD reconstruction
of the oscillating-flow using the LFO mode 1 and the LFO mode 2 for the angles of attack of 9.8˝–10.5˝.
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Figure 13. Signals of the LES data of the streamwise velocity, wall-normal velocity, and the pressure probed
in the vicinity of the aerofoil leading and trailing edges compared to their corresponding POD reconstruction
of the data at the angle of attack of 9.8˝. Grey solid line: LES data; black solid line: reconstructed data
using the LFO mode 1; red solid line: reconstructed data using the LFO mode 1 and the LFO mode 2; and
the blue solid line: reconstructed data using the LFO mode 1, the LFO mode 2, and the HFO mode.
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Figure 14. POD reconstruction of the oscillating-pressure-coefficient using the LFO mode 1, the LFO mode
2, and the HFO mode at the phase angles of Φ “ 0˝, 90˝, 180˝, and 270˝ at the angle of attack of 9.8˝.
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Figure 15. POD reconstruction of the lift coefficient, the pressure-drag coefficient, the drag coefficient, and
the reattachment location of the shear layer using the LFO mode 1 and the LFO mode 2 at the angle of
attack of 9.8˝.
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time=8.5, Φ “ 0˝ time=8.75 time=9.0
time=9.25 time=9.5 time=9.75
time=10.0 time=10.25 time=11.0, Φ “ 90˝
time=11.75 time=12.25 time=12.5
time=12.75 time=13.5 time=14.0
time=14.5 time=14.75 time=15.0, Φ “ 180˝
Figure 16. Streamlines patterns superimposed on colour maps of the spanwise vorticity ωz for the POD
reconstruction of the oscillating-flow using the LFO mode 1, the LFO mode 2, and the HFO mode for the
angle of attack of 9.7˝. The flow-field is attaching.
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time=8.5, Φ “ 0˝ time=8.75
time=9.0 time=9.25
time=9.5 time=9.75
time=10.0 time=10.25
time=11.0, Φ “ 90˝ time=11.75
time=12.25 time=15.0, Φ “ 180˝
Figure 17. Streamlines patterns superimposed on colour maps of the streamwise velocity component for the
POD reconstruction of the oscillating-flow using the LFO mode 1, the LFO mode 2, and the HFO mode for
the angle of attack of 9.7˝. The flow-field is attaching.
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time=8.5, Φ “ 0˝ time=8.75
time=9.0 time=9.25
time=9.5 time=9.75
time=10.0 time=10.25
time=11.0, Φ “ 90˝ time=11.75
time=12.25 time=15.0, Φ “ 180˝
Figure 18. Streamlines patterns superimposed on colour maps of the streamwise velocity component for the
POD reconstruction of the instantaneous flow-field using the LFO mode 1, the LFO mode 2, and the HFO
mode for the angle of attack of 9.7˝. The flow-field is attaching.
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time=6.0, Φ “ 180˝ time=6.25 time=6.5
time=7.5 time=8.0 time=8.5
time=9.0 time=9.25 time=9.75, Φ “ 270˝
time=10.75 time=11.75 time=12.0
time=12.5 time=14.0 time=15.25
time=16.25 time=16.75 time=17.5, Φ “ 360˝
Figure 19. Streamlines patterns superimposed on colour maps of the spanwise vorticity ωz for the POD
reconstruction of the oscillating-flow using the LFO mode 1, the LFO mode 2, and the HFO mode for the
angle of attack of 9.8˝. The flow-field is separating.
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time=6.0, Φ “ 180˝ time=8.0
time=9.75, Φ “ 270˝ time=10.75
time=11.75 time=12.0
time=12.5 time=14.0
time=15.25 time=16.25
time=16.75 time=17.5, Φ “ 360˝
Figure 20. Streamlines patterns superimposed on colour maps of the streamwise velocity component for the
POD reconstruction of the oscillating-flow using the LFO mode 1, the LFO mode 2, and the HFO mode for
the angle of attack of 9.8˝. The flow-field is separating.
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time=6.0, Φ “ 180˝ time=8.0
time=9.75, Φ “ 270˝ time=10.75
time=11.75 time=12.0
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time=16.75 time=17.5, Φ “ 360˝
Figure 21. Streamlines patterns superimposed on colour maps of the streamwise velocity component for the
POD reconstruction of the instantaneous flow-field using the LFO mode 1, the LFO mode 2, and the HFO
mode for the angle of attack of 9.8˝. The flow-field is separating.
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