A classic result in the study of spanners is the existence of light low-stretch spanners for Euclidean spaces. These spanners have arbitrary low stretch, and weight only a constant factor greater than that of the minimum spanning tree of the points (with dependence on the stretch and Euclidean dimension). A central open problem in this field asks whether other spaces admit low weight spanners as well -for example metric space with low intrinsic dimension -yet only a handful of results of this type are known.
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Given a complete graph G, a (1 + ǫ)-spanner for G (with 0 < ǫ < 1) is a subgraph H ⊂ G which preserves all pairwise distances in G to within a factor of 1 + ǫ. Low-stretch spanners with additional favorable properties -such as low degree, weight or small hop diameter -have been the object of much study, in settings such as Euclidean space, planar graph metrics, and metrics with low intrinsic dimension [7, 5, 4, 2, 12, 23, 24, 15, 32, 18] .
A spanner H is said to be light if its weight is proportional to the weight of the minimum spanning tree of G, w(MST(G)), and its lightness is the constant (or term) multiplying w(MST(G)). A major result of the nineties is that d-dimensional Euclidean spaces admit light (1+ǫ)-spanners, with lightness ǫ −O(d) [17] . An important result in its own right, the light Euclidean spanner is also a central component in the fastest polynomial time approximation scheme (PTAS) for the Euclidean traveling salesman problem (TSP): Using a light spanner, a (1 + ǫ)-approximate tour can be computed in time 2 ǫ −O(d) n + 2 O(d) n log n [6, 30] .
The existence proof for light Euclidean spanners is complex. At its core, it relies on the leapfrog property specific to Euclidean space. It seems difficult to extend this proof to other natural spaces, and in fact light spanners are known for only a handful of settings. These include planar graphs [3] , unit disk graphs [26] , and graphs of bounded pathwidth [20] and bounded genus [16] . In fact, a central conjecture in this area asks whether all metric spaces M with low intrinsic dimension admit light (1 + ǫ)-spanner. The best lightness bound known for spanners in these metrics is Ω(log n) [31, 18] .
In this paper we take a step towards this conjecture, by showing that light spanners exist for snowflake metrics of low doubling dimension; the α-snowflake of a metric (X, δ) is the metric (X, δ α ), with 0 < α < 1. Snowflake metrics have been a focus of study in the recent literature [8, 22, 27, 1, 21, 11, 29, 28] . We will give two separate proofs for the existence of light low-stretch spanners for snowflake metrics. 1 As an immediate corollary, we derive a fast approximation algorithm for TSP on snowflake metrics, which yields a dramatic improvement on what was previously known [10] .
The first proof, presented in Section 3, is based on a new observation: For any constant-dimensional vector space V , the edges of a light (1 + ǫ)-spanner for space (V, ℓ2) also 1 For large stretch, the existence of a light O(ddim(M ))spanner for snowflake metric M follows from Assouad's Theorem [8] (as improved in [22] ), which states that M embeds into ℓÕ (ddim(M )) 2 with distortion O(ddim(M )) for fixed α.
form a light (1 + ǫ O(1) )-spanner for any space (V, ℓp), when 1 ≤ p ≤ ∞. This result is of independent interest, and also implies an efficient approximation algorithm for traveling salesman in ℓp (see Corollary 5.3) . Further, combining this result with the fact that the α-snowflake of any metric M embeds with 1 + ǫ distortion into ǫ −O(ddim(M )) -dimensional ℓ∞ [25] , we conclude in Theorem 3.5 that every snowflake metric M admits (1 + ǫ)-spanners of lightness 2 ǫ −O(ddim(M )) .
Unsatisfied with the lightness bound provided by Theorem 3.5, we present a second proof in Section 4. This proof is more involved, but yields an exponentially better lightness bound. The proof considers the standard net-tree spanner (NTS), and demonstrates that for snowflake metrics, the NTS is light. In Theorem 4.7, we show that the NTS on a snowflake metric M has stretch (1 + ǫ) with lightness ǫ −O(ddim(M )) . The advantage of this spanner over that of Section 3 is threefold: (1) It bypasses the heavy machinery of the leapfrog property and the use of low-distortion embeddings.
(2) The dependencies on ǫ and the doubling dimension in the lightness bound, as well as the leading constant therein, are significantly smaller. This is of particular interest to practitioners in the field. (3) The NTS is the central tool in several spanner constructions that combine small weight with other favorable properties, and the weight bound in all these constructions depends on the weight of the NTS. Consequently, we improve the weight bound in all these constructions (see Section 5) .
An interesting property of our spanners is that they have logarithmic hop-diameter, a result not possible for regular metric spaces. In fact, even 1-dimensional Euclidean space requires linear hop-diameter for light spanners [15] .
Structure of the Paper.
In Section 2 we provide preliminary notes and definitions that are used throughout the paper. We present the first proof in Section 3: We show that there exists a light spanner for all ℓp spaces, and that this implies a light spanner for snowflake metrics as well. The second proof appears in Section 4. Finally, we detail some further applications of our proofs, including TSP algorithms, in Section 5.
PRELIMINARIES
Let (X, δ) be an arbitrary n-point metric. Without loss of generality, we assume that the minimum inter-point distance of X is equal to 1. We denote by ∆ = maxu,v∈X δ(u, v) the diameter of X.
Doubling dimension.
The doubling dimension of a metric space (X, δ), denoted by ddim(X) (or ddim when the context is clear), is the smallest value ρ such that every ball in X can be covered by 2 ρ balls of half the radius. A metric is called doubling if its doubling dimension is bounded above by a constant [22] .
Hierarchical Nets.
A set Y ⊆ X is called an r-cover of X if for any point x ∈ X there is a point y ∈ Y , with δ(x, y) ≤ r. A set Y is an r-packing if for any pair of distinct points y, y ′ ∈ Y , it holds that δ(y, y ′ ) > r. We say that a set Y ⊆ X is an r-net for X if Y is both an r-cover of X and an r-packing. By recursively applying the definition of doubling dimension, we can derive the following key fact [22] . Fact 2.1. Let R ≥ 2r > 0 and let Y ⊆ X be an r-packing in a ball of radius R. Then, |Y | ≤ ( R r ) 2 ddim(X) .
Write ℓ = ⌈log ∆⌉, and let {Ni} ℓ i≥0 be a sequence of hierarchical nets, where N0 = X and for each i ∈ [ℓ], Ni is a 2 i -net for Ni−1. We refer to Ni as the i-level net, and the points of Ni are called the i-level net-points. Note that N0 = X ⊇ N1 ⊇ . . . ⊇ N ℓ , and N ℓ contains exactly one point. The same point of X may have instances in many nets; specifically, an i-level net-point is necessarily a j-level net-point, for every j ∈ [0, i]. When we wish to refer to a specific instance of a point p ∈ X, which is determined uniquely by some level i ∈ [0, ℓ] (such that p ∈ Ni), we may denote it by the pair (p, i).
Net-tree Spanner.
For each i ∈ [0, ℓ − 1], cross edges are added between i-level net-points that are within distance γ · 2 i from each other, for some parameter γ = Θ( 1 ǫ ). The resulting graph is a (1 + ǫ)-spanner of the point set [19, 13] . By Fact 2.1, for each i ∈ [0, ℓ], the degree of any net-point (p, i) in the net-tree spanner (due to i-level cross edges) is ǫ −O(ddim) .
Let R be the sum of radii of all net-points, where the radius rad(p, i) of an i-level net-point (p, i) is equal to 2 i , disregarding the single net-point at level ℓ. It is easy to see that the weight of the net-tree spanner is given by R · γ · ǫ −Θ(ddim) = R · ǫ −Θ(ddim) . However, as shown in Section 4.1, R may be as large as Θ(log n) · ω(M ST (X, δ)), even for 1dimensional Euclidean metrics. Consequently, the net-tree spanner in doubling metrics has lightness ǫ −Θ(ddim) · log n. On the other hand, it turns out that in snowflake doubling metrics the net-tree spanner is light.
PROOF VIA ℓP SPACE
In this section we present our first proof that snowflake metrics admit light (1 + ǫ)-spanner. We will first need to prove a certain property concerning Euclidean vectors (Section 3.1). We then show that given a set of d-dimensional vectors S, the edges of a light (1 + ǫ)-spanner for (S, ℓ2) also form a light (1 + ǫ O(1) )-spanner for all (S, ℓp) p ≥ 1, which itself implies a light spanner for snowflake metrics.
Before presenting the proof for ℓp spaces, we formally state the Euclidean light spanner theorem of [17] . For an edge set E, let wp(E) be the sum of the lengths of the edges under ℓp. Let MSTp(S) be the edge set of the minimum spanning tree for S under ℓp. 
Properties of Euclidean vectors
In Section 3.2 we will require a property of Euclidean vectors detailed in Lemma 3.3 below. We begin with the following simple fact:
This claim is confirmed by dividing both sides of the first inequality by √ ǫ + √ ǫ0. The division immediately yields the right hand side of the second inequality; the left hand side follows by noting that √ ǫ + √ ǫ0 ≤ 1 2 + 1 2 = 1, and then observing that
Proof: The first part of the Lemma is trivial: Since the vectors are orthogonal,
Moving to the second part, note that we may assume without loss of generality that all v i have the same length: We can always enforce this property by segmenting the vi's into small vectors with equal parallel contribution without violating the conditions of the lemma.
We have
We wish to bound
where A0 contains elements of value less than 1, and A1 contains elements of value greater or equal to 1. Likewise, partition V into two subsets V0, V1 ⊂ V , where vi ∈ Vj if and only if ai ∈ Aj. We have
By the assumption of the lemma,
The final inequality follows from the triangle inequality. It follows immediately that
Recall that we may assume that all v i 2 are equal, so
Set P a i ∈A 1 a i 3 = ǫ1|V1| and P a i ∈A 0 a 2 i 3 = ǫ0|V0|, so that ǫ1|V1| + ǫ0|V0| ≤ ǫ|V | and it must be that ǫ1 ≥ 1 3 > ǫ and ǫ0 ≤ ǫ. If we fix the term ǫ0 and take the elements of A0 as variable, we see that P a i ∈A 0 ai attains its maximum value when ai = √ 3ǫ0 for all ai ∈ A0. So P a i ∈A 0 ai ≤ √ 3ǫ0|V0|, and using Lemma 3.2 we have that 
Light ℓp and snowflake spanners
Here we will show that ℓp spaces -and therefore snowflake metrics -admit light spanners. Observe that for any ddimensional vector x, when p ≥ 2 we have
and when p ≤ 2 we have
We can prove the following lemma:
Proof: We first prove the weight guarantee. Recall that MST2(S) is the minimum weight connected graph under ℓ2.
When p ≤ 2, we have
This completes the proof of lightness, and we proceed with the stretch guarantee. Consider any vertex pair x0, xt ∈ S, connected in E by the minimal (under ℓ2) edge path P0,t = {(x0, x1), . . . , (xt−1, xt)}. Let V be a set of vectors vi transitioning xi to xi+1, that is vi = xi+1 − xi. We will employ Lemma 3.3 with respect to V and vector w = xt−x0. For parallel vectors, we have that
We conclude that
It follows that a (1 + ǫ)-spanner for (S, ℓp) with lightness ǫ −Õ(d) can be achieved by building a (1+O((ǫ/d ′ ) 2 ))-spanner for (S, ℓ2) of lightness ǫ −O(d) , as in Theorem 3.1. Remark. Lemma 3.4 shows that the stretch guarantee of a Euclidean spanner holds even if the metric is later changed to a different ℓp. While this claim is true for Euclidean spanners, it does not hold for all ℓp spanners, for example ℓ∞: Consider three vectors v1 = (0, 0), v2 = (1, 1), v3 = (2, 0), and the two edges {v1, v2} and {v2, v3}. Then this spanner has no distortion for (S, ℓ∞), but constant distortion for (S, ℓp) and fixed p.
Given a metric M = (X, δ) with dimension ddim(M ), the metric (X, δ α ) has doubling dimension ddim(M ) α [21] . Har-Peled and Mendel [25] demonstrated that 1 2 -snowflake metrics embed into ℓ∞ with low distortion and dimension, and their result can be extended to show that (X, δ α ) embeds into d-dimensional ℓ∞ with distortion 1 + ǫ and target di- [21] . Together with Theorem 3.1 and Lemma 3.4, we may conclude: 
DIRECT SNOWFLAKE PROOF
In this section we present a second, tighter proof for the existence of light spanners for snowflake metrics. Let (X, δ) be an arbitrary n-point doubling metric, and let 0 < α < 1 be an arbitrary parameter. The corresponding snowflake metricX := (X, δ α ) is also doubling, with doubling dimension at most ddim(X) α . Denote by∆ = maxu,v∈X δ α (u, v) the diameter ofX, and writel = ⌈log∆⌉. Next we build the sequence of hierarchical nets {Ñi}l i≥0 and the net-tree spanner for the snowflake metricX; denote byR the sum of radii of all net-points, disregarding the single net-point at levell.
In what follows we prove thatR = O( 1 1−α ) · ω(M ST (X)), which implies that the lightness of the net-tree spanner for
We first give some intuition by considering a trivial metric in Section 4.1. The proof of the general case proceeds in two stages.
1. In the first stage (Section 4.2) we construct an auxiliary graphG whose weightW is Ω(R). The graphG will be given as the union ofl simple paths, and is thus more amenable to analysis than the standard net-tree spanner. The vertex set of this graphG is equal to X.
2. In the second stage (Section 4.3) we show thatW = O( 1 1−α ) · ω(M ST (X)).
Intuition and High-Level Ideas
Before delving into the proof, it is instructive to consider the 1-dimensional Euclidean case, and to restrict our attention to α = 1 2 . The intuition behind the general proof is present even in this basic case.
Let ϑ = ϑn be a set of n points v1, . . . , vn lying on the x-axis with coordinates 1, . . . , n, respectively, and consider the corresponding snowflake metricθ = (ϑ, ℓ 2 ). (See Figure  1 for an illustration.) Since the diameter∆ ofθ is √ n − 1, the number of levels in the underlying net-tree is given bỹ ℓ = ⌈log∆⌉ = ⌈ 1 2 log(n − 1)⌉. Also, the doubling property implies that the number of i-level net-points is proportional to n 2 2i . IfRi stands for the sum of radii of all i-level net-
Observe that ω(M ST (θ)) = n − 1. It follows thatR = O(ω(M ST (θ))), which proves the desired bound on the lightness. 2 This argument is simple, but it is unclear how to generalize it for arbitrary snowflake metrics. We next provide a more involved proof, whose intuition will be used in the general proof.
Suppose for simplicity of the presentation that n − 1 is an integer power of 4. For each index i ∈ [0,l − 1], we choose a subset Pi = {v1, v 1+2 2i , v 1+2·2 2i , . . . , vn} of pivots fromθ, where the ℓ2 distance between any two consecutive i-level pivots is exactly 2 2i . SinceÑi is a 2 i -packing, the ℓ2 distance between any pair of i-level net-points is greater than 2 2i . Consequently, it is easy to see that the number |Pi| of i-level pivots is greater than the number |Ñi| of i-level and net-points, i.e., |Pi| > |Ñi|. Let Πi be the simple path connecting all points of Pi, i.e., Πi = (v1, v 1+2 2i , v 1+2·2 2i , . . . , vn). Notice that the weight of each edge in Πi (under the snowflake distance function) is equal to the radius 2 i of i-level net-points. Since |Pi| ≥ |Ñi|, the weight ω(Πi) of Πi is no smaller thanRi. LetG = Sl −1 i=0 Πi be the union of thel paths Π0, . . . , Πl −1 , and let W = Pl −1 i=0 ω(Πi) be the weight ofG. Observe thatW ≥R. (See Figure 2 for an illustration.) We have thus reduced the problem of lower boundingR to that of lower boundingW .
Even though lower boundingW for this basic 1-dimensional case can be done by a direct calculation, our goal here is to present a method that can be applied in the general case.
Any edge (v l , v l+1 ) of path Π0 = (v1, . . . , vn) will be called a path edge. We say that edge e = (vj, v k ) (with 1 ≤ j < k ≤ n) loads a path edge (v l , v l+1 ) if j ≤ l < l+1 ≤ k. Thus edge (vj, v k ) loads the k − j path edges (vj, vj+1), . . . , (v k−1 , v k ).
Next we would like to distribute the weight vj, v k (v l , v l+1 ) caused by edge e = (vj, v k ) ∈G, for j ≤ l < l + 1 ≤ k, is defined as
This means that if we sum up the loads of the k − j path edges (vj, vj+1), . . . , (v k−1 , v k ) due to edge e = (vj, v k ), we have the weight vj, v k 1 2 2 = |k − j| 1 2 of that edge. For each path edge (v l , v l+1 ), the sum of loads on that edge caused by all edges e ∈G is called the load of (v l , v l+1 ) byG, and is denoted by
. A double counting argument (see Observation 4.5 below for more details) yields W = ξ(G). We have thus reduced the problem of lower boundingR to that of lower bounding the load ξ(G) ofG.
To get some intuition, consider first the graphG from Figure 2 , which corresponds to the case n = 17. It is easy to see that each path edge is loaded by a single edge of Πi, for each i ∈ [0, 1]. For example, edge (v1, v2) is loaded by edge (v1, v2) of path Π0 and edge (v1, v5) of path Π1, and we thus have
It follows that
· ω(M ST (θ)).
We turn to the case of general n.
Consider any path edge (v l , v l+1 ). It is loaded by a single edge ei of Πi, for each level i ∈ [0,l − 1], and its load caused by edge ei is given by ξ (v l ,v l+1 ) (ei) = 1 2 i . Summing over alll levels, we have
Stage I
We will now analyze an arbitrary snowflake metricX = (X, δ α ), where 0 < α < 1. In this first stage we will construct an auxiliary graphG = (X,Ẽ,w) whose weight W =ω(G) is at least as large asR (up to a constant). The graphG will be given as the union ofl simple paths, and is thus more convenient for analysis purposes than the standard net-tree spanner. The vertex set of this graphG is equal to X, andG is equipped with a weight functionw which is dominated by the distance function δ α .
To mimic the 1-dimensional case, we start by computing a Hamiltonian path Π = (v1, . . . , vn) forX of weight ω(Π) = P i∈[n−1] δ α (vi, vi+1) at most O(ω(M ST (X))). (Computing 2 ). Only 6 edges (out of the total`1 7 2´e dges) are depicted in the figure, along with their weights which are set according to the snowflake distance function · 1 2 ; thus the weight of edge (v1, v17), for example, is given by |17 − 1| such a path Π is a standard procedure, which can be easily carried out given a constant-factor approximation MST for X.) As before, we'd like to compute a set Pi of i-level pivots, for all i ∈ [0,l − 1] -but this process will be carried out more carefully now. Having done that, the graphG will be obtained as before, from the union of thel paths Π0, . . . , Πl −1 , with each Πi connecting the set Pi of i-level pivots via a simple path.
We show how to compute the set Pi of i-level pivots, for i ∈ [0,l − 1]. Recall that in the 1-dimensional case, any two consecutive i-level pivots are at (snowflake) distance exactly 2 i apart; we cannot achieve this property in the general case. Instead, we will make sure that the distance between consecutive pivots will be at least 2 i−1 . (The reason we use a distance threshold of 2 i−1 rather than 2 i is technical -this enables us to guarantee that |Pi| ≥ |Ñi|.)
For i = 0, we simply take P0 = X = {v1, . . . , vn}, and Π0 = Π = (v1, . . . , vn). Next consider i ∈ [l − 1]. The first ilevel pivot p (i) 1 is v1. Having assigned the j first i-level pivots p (i) 1 , . . . , p (i) j , the next pivot p (i) j+1 is the first point after p (i) j in Π which is at distance at least 2 i−1 from it. Formally, let k be the index such that p (i) j = v k , and let k ′ be the smallest index after k such that δ α (p
, the i-level path Πi is a simple path over the i-level pivots. Although an edge e may be very long, we set the weightω(e) of each edge e of path Πi to be 2 i−1 , and it follows that the edge weightsω(e) of edges e ∈ Πi will be dominated by the corresponding snowflake distances. (Indeed, by construction, the snowflake distance between any pair of consecutive i-level pivots is at least 2 i−1 .) Recall that in the 1-dimensional case we used the weights ω(·) as given by the snowflake distances -here we use different weights ω(·) that are dominated by ω(·). Denote the edge set of Πi byẼi, with |Ẽi| = |Pi| − 1. LetG = (X,Ẽ,ω) be the graph obtained from the union of thel paths Π0, . . . , Πl −1 , with E = Sl −1 i=0Ẽ i, andω is the weight function as defined above.
As in the 1-dimensional case, we next show that the weight W ofG is not much smaller thanR.
The analysis starts with the next observation, which follows immediately from the construction.
We argue that the number of i-level pivots is no smaller than the number of i-level net-points. Proof: Since the i-level netÑi is a 2 i -packing, any two i-level net-points are at distance at least 2 i apart. By Observation 4.1, for any two consecutive i-level pivots p 
Proof: The first equality is immediate from the construction and the third inequality follows from Lemma 4.2. In what follows we prove the second inequality |Pi| − 1 ≥ 1 2 · |Pi|, or equivalently |Pi| ≥ 2.
If all indices k ∈ [2, n] satisfied δ α (p (i) 1 = v1, v k ) < 2 i−1 , the distance between any two points of X would be smaller than 2 i <∆, a contradiction. Let k ′ be the smallest index for which δ α (p
By construction, v k ′ will be the second i-level pivot p Proof: For each i ∈ [0,l − 1], we denote byRi the sum of radii of all i-level net-points. Observe thatRi = |Ñi| · 2 i . By Lemma 4.3 and the construction, we havẽ 
Stage II
In this second stage we show thatW = O( 1 1−α )·ω(M ST (X)). We use a charging scheme, which generalizes the one used in Section 4.1:
1. First, we distribute the weight of each edge ofG between the path edges in Π that it "loads". (This is where we leverage on the fact that the metricX = (X, δ α ) is a snowflake, by using the original distance function δ.)
2. Second, we show that the load incurred in this way by each path edge
). This implies that the weightW =ω(G) ofG does not exceed the weight ω(Π) of the underlying path Π by more than a factor of 1 1−α , thereby giving
The path distance δΠ(vj, v k ) between a pair vj, v k ∈ X of points is given by P k−1 i=j δ(vi, vi+1), i.e., the path distance is defined with respect to the original (non-snowflake) distance function δ. As in Section 4.1, any edge (v l , v l+1 ) of path Π = (v1, . . . , vn) will be called a path edge. Also, we say that edge e = (vj, v k ) (with 1 ≤ j < k ≤ n) loads a path edge (v l , v l+1 ) if j ≤ l < l + 1 ≤ k. Thus edge (vj, v k ) loads the k−j path edges (vj, vj+1), . . . , (v k−1 , v k ). Next we would like to distribute the weightω(e) of edge e = (vj, v k ) to all the path edges that it loads. Specifically, the load ξ (v l ,v l+1 ) (e) on path edge (v l , v l+1 ) caused by edge e = (vj, v k ) ∈G, for j ≤ l < l + 1 ≤ k, is defined as
(Note that this definition generalizes Equation (1) from Section 4.1.) It is easy to see that the weightω(e) of edge e inG is distributed between all the path edges that it loads, so that the sum of loads on these path edges caused by edge e is equal toω(e). Also, the load on a specific path edge (v l , v l+1 ) caused by edge e ∈G is relative to the ratio between the weight of this path edge (with respect to the original metric δ) and the total weight of all the path edges that are loaded by edge e (also with respect to the original metric δ), where the latter term is exactly the path distance between the two endpoints of e. For each path edge (v l , v l+1 ), the sum of loads on that edge caused by all edges e ∈G, is called the load of (v l , v l+1 ) bỹ G, and denoted by ξ (v l ,v l+1 ) = ξ (v l ,v l+1 ) (G). The load of the graphG, ξ(G), is the sum of loads over all path edges
. A double counting yields:
We have thus reduced the problem of lower boundingR to that of lower bounding the load ξ(G) ofG. We use the following lemma to complete the argument.
Proof: Fix any index l ∈ [n−1]. Note that edge (v l , v l+1 ) is loaded by a single edge of Πi, for each i ∈ [0,l − 1], denoted ei. Specifically, edge ei connects a pair of consecutive i-level pivots p
Note that all edges of Πi inG have weight 2 i−1 , and soω(ei) = 2 i−1 . Thus the load on edge (v l , v l+1 ) incurred in level i ∈ [0,l − 1] is given by
, and so the total load on edge (v l , v l+1 ) byG is equal to
.
Next, we bound the load on edge (v l , v l+1 ) incurred in levels i ∈ [t + 1,l − 1]. We have
and so δ(p
. By the triangle inequality,
Note also that
Hence the load on edge (v l , v l+1 ) incurred in level i ∈ [t + 1,l − 1] is given by
Summarizing, we have 
· ω(M ST (X)).
By Corollary 4.4,
Finally, recall that the weight of the net-tree spanner forX exceedsR by at most a factor of ǫ −O( ddim(X) α ) , and so its
Theorem 4.7. Let M = (X, δ) be an n-point doubling metric. For any 0 < α < 1 and ǫ > 0, the lightness of the net-tree spanner for the α-snowflake metric (X, δ α ) is
APPLICATIONS
In ICALP'13 Chan et al. [14] showed that, in any doubling metric, one can build a (1 + ǫ)-spanner with constant degree and with logarithmic diameter and lightness, within O(n log n) time. A close examination of the construction of [14] shows that its lightness is dominated by the lightness of the standard net-tree spanner. Plugging Theorem 4.7 in the construction of [14] gives rise to a logarithmic improvement in the lightness bound, for snowflake doubling metrics. This result is summarized in the following statement. Remark. For the 1-dimensional Euclidean metric ϑn discussed in Section 4.1, any (1 + ǫ)-spanner with diameter O(log n) must have lightness Ω(log n) [15] . In contrast, Corollary 5.1 shows that one can get diameter O(log n) together with constant lightness in snowflake doubling metrics. This reveals a fundamental difference between snowflake and nonsnowflake doubling metrics in the context of light spanners.
The construction of [14] was extended to the fault-tolerant (FT) setting in [14, 33] . Plugging Theorem 4.7 in the FT constructions of [14, 33] gives rise to a logarithmic improvement in the lightness bound, for snowflake doubling metrics. This result is summarized in the following statement. We turn to algorithms for TSP. A celebrated result of Arora [6] states that for Euclidean TSP, a (1+ǫ)-approximate tour in d-dimensional space can be computed within time n(log n) ǫ −O(d) , and this result generalizes to ℓp spaces as well. Rao and Smith [30] utilized a light Euclidean spanner to reduce the runtime to 2 ǫ −O(d) n + 2 O(d) n log n, and a light ℓp spanner is needed to extend their results to ℓp space. As a consequence of Lemma 3.4 we have:
Corollary 5.3. Let X be a set of n d-dimensional vectors. A (1 + ǫ)-approximate ℓp tour for X can be computed within time 2 ǫ −Õ(d) n + 2Õ (d) n log n.
The best runtime for producing a (1+ǫ)-approximate metric tour for an n-point metric X is about n 2 O(ddim(X)) for fixed ǫ [10] . For the α-snowflake of X, Theorem 4.7 provides a light spanner. Using an appropriate net hierarchy (see [9] , for example) we can utilize the machinery of Rao and Smith [30] and obtain a significantly better result. 
