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Abstract
Proton and hydride-ion conducting oxides show potential for application in
several technological devices, such as solid oxide fuel cells and batteries. How-
ever, fundamental properties pertaining to the local structure and conduction
mechanisms in these materials are unclear. Such fundamental knowledge is
crucial for the development of novel materials and, ultimately, for their appli-
cation in technological devices. This thesis reports on investigations of local
structure and dynamics in two families of hydrogen containing perovskite struc-
tured oxides, namely proton-conducting BaZrxM1−xO3Hx (M = In, Sc and Y,
x ≤ 0.5) and hydride-ion conducting BaTiO3–xHx (x ≤ 0.15).
For the proton conducting BaZrxM1−xO3Hx materials, the investigations
focused on the nature of the proton sites in polycrystalline powder samples
and were performed using inelastic neutron scattering and infrared and Ra-
man spectroscopy combined with computer simulations. The results reveal the
presence of a distribution of different types of proton sites, which were virtu-
ally the same for all chemical compositions except for a high level (x ≥ 0.5)
of In-doping. It is argued that the high In-doping results in the presence of
additional proton sites located in distorted structural arrangements and which
resemble those found in the hydrated form of the brownmillerite structured
Ba2In2O5 system. It is also shown that the local environment for a specific
proton changes over time due to the lattice vibrational dynamics. Additionally,
thin-film samples were investigated by means of X-ray and neutron reflectiv-
ity and nuclear reaction analysis, with the aim to obtain details about the
incorporation and distribution of protons in the samples. A key result is the
observation of a thin (3-4 nm) proton-rich layer near to the surface of the films.
This layer features proton sites characterized by relatively week hydrogen-bond
interactions and a reduced proton mobility compared to the bulk of the film.
The studies on hydride-ion conducting BaTiO3–xHx materials focused on
revealing the nature of the local environments of the hydride ions and were
performed using inelastic neutron scattering techniques and computer simu-
lations. It is found that the presence of oxygen vacancies in the proximity
of the hydride ions significantly influences their local environments and the
vibrational properties.
Keywords: Perovskite oxides, hydrogen, vibrational dynamics, local coordination,
thin films, vibrational spectroscopy, neutron scattering.
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Abbreviations
AIMD Ab initio molecular dynamics
eSDL / nSLD Electronic / neutron scattering length density
INS Inelastic neutron scattering
IR Infrared
MSD Mean square displacement
NMR Nuclear magnetic resonance
NR Neutron reflectivity
NRA Nuclear reaction analysis
QENS Quasielastic neutron scattering
SOFC Solid oxide fuel cell
TOF Time of flight
XRR X-ray reflectivity
Symbols
bcoh, binc, btot Coherent, incoherent and total neutron scattering length
δ(O-H), ν(O-H) O-H bend, O-H stretch
σcoh, σinc, σtot Coherent, incoherent and total neutron scattering cross section
BZO BaZrO3
BTO BaTiO3
10In/BZO 10% In-doped BaZrO3
10Sc/BZO 10% Sc-doped BaZrO3
20YBZO 20% Y-doped BaZrO3
47In/BZO 47% In-doped BaZrO3
50In/BZO 50% In-doped BaZrO3
50Sc/BZO 50% Sc-doped BaZrO3
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Chapter 1
Introduction
The study of the local coordination and dynamics of hydrogen species in mate-
rials is an important area of research due to the commonly strong correlation of
the macroscopic properties of materials and their local structure and dynamics.
Examples include very diverse phenomena encompassing different scientific ar-
eas, such as the role of hydrogen in water state transitions and supercooled
states [1], protein binding affinity [2,3], DNA dynamics [4], photosynthesis [5],
molecular self-assembly or catalysis [6] and proton conductivity [7–10].
Of specific concern of this thesis is the study of local coordination environ-
ments of hydrogen atoms in perovskite type oxides, with a focus on proton con-
ducting oxides. These materials have received considerable attention mainly
due to their potential application as electrolytes in fuel cells [9, 11–16], but
also in other devices such as hydrogen sensors [14, 17], membranes for hydro-
gen separation [18,19], steam electrolyzers [20] and membrane reactors [14,21].
Fuel cells, in particular, represent one of the most promising technologies in
the strive towards a coal- and oil-free economy [11,22,23].
As schematically illustrated in Figure 1.1, fuel cells are composed of an ion-
or proton-conducting material (electrolyte) that is sandwiched between two
electrodes, an anode and a cathode. The conversion of chemical energy into
electricity is based on the chemical reaction between hydrogen (H2), contained
in the fuel, and oxygen (O2) to produce water (H2O). Usually the fuel is
supplied at the anode, and an oxidant is supplied at the cathode. The reaction
on the anode generates electrons which can be accepted on the cathode, and
that can move through an external electrical circuit. If the electrolyte is a solid
oxide, the device is referred to as a solid oxide fuel cell (SOFC). In order to
be used as electrolyte in a SOFC, the conductivity of the proton conducting
material should effectively exceed ≈ 10−2 S·cm−1 [12]. This value is obtained
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Figure 1.1: Schematic illustration of a fuel cell based on an oxide-ion conduct-
ing electrolyte (left) and one based on a proton conducting electrolyte (right).
from the ratio between the typical thickness, 15µm, and the maximum area
specific resistivity allowed, 0.15 Ω·cm2, of electrolytes [12].
Currently, the most common SOFCs are based on oxide-ion conducting
electrolytes of ZrO2 –Y2O3 solid solutions, known as yttria stabilized zirconia
(YSZ), and operate above 500 ◦C [9]. However, such a high operation temper-
ature brings some drawbacks, as, for instance, the fact that the start up time
of the devices is long or that, because the cells have to endure high temper-
ature, their life time is relatively short [24–26]. Prolonged exposure to high
temperature may as well cause chemical interdiffusion between the materials of
the electrolyte and the electrodes and mechanical stresses of the components
due to thermal expansion [24, 25]. For these reasons, the operation at high
temperature usually requires the use of expensive materials [24–27].
Lowering the operation temperature would potentially reduce these issues,
and would in principle enable the application of SOFCs in portable and trans-
portation devices [16, 26–29]. In this respect, SOFCs based on proton con-
ducting oxide electrolytes have emerged as promising candidates for operation
in the temperature range between 200 and 500 ◦C [27, 29–31]. However, the
proton conductivity of the materials already available today is still below the
target value of 10−2 S·cm−1. More specifically, the reported proton conductiv-
ity values can vary, depending on the oxide, from 10−7 and 10−2 S·cm−1 in the
200–500 ◦C temperature range, yet very few materials can reach conductivity
close to 10−2 S·cm−1 below T = 500 ◦C [9,11,27,29–31].
To overcome this obstacle, and to be able to design better materials, it
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is imperative to understand which are the factors, i.e. materials structural,
chemical and physical properties, that boost or hinder proton conductivity. In
turn, this understanding requires the unraveling of the behavior of hydrogen
atoms in solids on both a local and a macroscopic scale. This is a remark-
ably fascinating scientific problem, which has motivated an impressive amount
of research regarding the coupling between local structure and dynamics and
macroscopic or functional properties, such as ionic conductivity. As an ex-
ample, in BaZrO3-based proton conducting oxides a certain number of the Zr
atoms are usually replaced by a dopant such as Y, In or Sc. Several studies
have looked into the proton-dopant interaction, and it has been proposed that
this interaction is of attractive nature and, as such, detrimental for proton
mobility [32–37]. It has also been speculated that the vibrational dynamics of
the protons and of the lattice (phonons) play an important role in proton con-
ductivity [7,8,10,38–42]. Yet, due to the complexity of the problem, which in-
volves several parameters such as chemical composition, long-range structural
arrangement, local environments and vibrational dynamics, several challenges
remain open. One of these challenges concerns the fact that the nature of the
proton-dopant interaction is not completely clarified. In BaZrO3-based oxides,
depending on the type of dopant atom the conductivity of the materials can
vary considerably, e.g. between 10−5 and 10−2 Scm−1 at T = 300 ◦C [30, 31],
but, the reason for this spread in conductivity is not understood. Similarly, the
details of the coupling between vibrational dynamics and conductivity remain
unclear.
Further, there is nowadays a growing interest in reducing the thickness of
the electrolyte, below 1 µm, for application in miniaturized devices such as
micro-SOFCs, where one uses thin films of proton conducting oxides [12, 28,
43–45]. Due to the intrinsic difference between a thin film and a powder sam-
ple, new challenges and research questions opens up. For instance, a problem
hindering conductivity in powder samples is the presence of grain boundaries,
which can be avoided in epitaxially grown, crystalline, films [46, 47]. Addi-
tionally, films may be strained and textured, which affects significantly the
performance of the electrolyte [45–50]. From one side, new investigations are
required in an effort to extend our current knowledge about bulk powder sam-
ples to thin films. On the other side, the possibility to prepare and manipulate
thin films represents a valuable, yet not fully exploited, tool for the study of
the fundamental properties of proton conducting oxides.
Another new exciting possibility to advance the understanding of hydrogen
dynamics in perovskite materials has recently emerged with the discovery of
the perovskite type oxyhydrides, ATiO3−xHx (A = Ba, Sr, Ca) [51–53]. Per-
5
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ovskite type oxyhydrides do not contain mobile protonic species (H+) as proton
conducting perovskites. Instead, the hydrogens in these oxides are of hydridic
nature (H−), and most likely mobile. However, several aspects regarding the
plausible hydride ion dynamics and their interaction with the surrounding
atoms are yet to be understood. In particular, a clear interpretation of how
the local dynamics of the hydride ions depend on the concentration of hydride
ions and oxygen vacancies, and on temperature, is lacking.
1.1 Overview and aim of the thesis
On the basis of the background given, this thesis focuses on investigations of
local structure and dynamics in perovskite-type oxides, including both proton
and hydride ion conducting materials, and is divided into three complemen-
tary research themes. The first research theme concerns the investigation and
characterization of the local environments and vibrational spectra of hydro-
gen, in both proton and hydride ion conducting materials, i.e. acceptor doped
BaZrO3 and BaTiO3–xHx . The studies are based on the use of inelastic neu-
tron scattering (INS) and IR spectroscopy, and computer simulations. The
unifying aim is to obtain insight into the proton and hydride ion local coordi-
nation environments as a function of the type and amount of dopant atoms,
the amount of hydrogen and the presence of oxygen vacancies. The materi-
als of choice exhibit a “simple”, cubic, structure, which makes them suitable
as model compounds for the investigation of local structure and dynamics in
perovskite materials.
The second research theme concerns the nature of the incorporation of
protons in BaZrO3-based proton conductors. Specifically, the aim of this part
is to investigate the possible presence of an uneven proton distribution, and
the work pays particular attention to the connection between the structural
properties of the perovskite structure, proton concentration and conductivity.
For this purpose, epitaxial thin films of In-doped BaZrO3 were investigated.
The choice of thin films is motivated by the fact that they are particularly
suitable for depth profiling, since well-established techniques, as for instance
reflectivity and nuclear reaction analysis, can be used on films. A relatively
high In-doping level (≈ 50%) was chosen because it leads to a high nominal
concentration of protons after hydration, thus providing a good signal/contrast
in the experiments.
The third and last research theme concerns the lattice vibrational dynam-
ics in BaZrO3-based oxides, and their role in the dynamics of protons. In
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particular, the investigation focuses on the lattice vibrations in BaZrO3 and
Y-doped BaZrO3 by means of Raman and resonance Raman spectroscopy. The
main aim of the study is to investigate Raman spectra measured for different
incident photon energy and identify potential resonance energies. Addition-
ally, the study aims to assess and discuss the potential of resonance Raman
spectroscopy for the study of proton conducting oxides, specifically thin film
samples, and the coupling between lattice and proton dynamics. Lattice dy-
namic are often investigated by “standard” Raman spectroscopy, but the Ra-
man signal is usually weak. Further, since visible light is used, the penetration
depth is of the order of 400-700 nm, which may represent a problem when
investigations thin films. Resonance Raman spectroscopy, based on the use
of UV light, may potentially solve these issues, but, up to now, there are no
reports on resonance Raman spectra of BaZrO3 based materials.
7
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Chapter 2
Proton and hydride-ion
conducting perovskite oxides
2.1 Perovskite oxides: a short overview
(a) Perovskite type oxides own their name from the perovskite mineral CaTiO3,
but the name is nowadays commonly used to refer to the class of compounds
with the general formula ABO3. A is usually a large divalent cation, such as
Ba2+ or Sr2+, and B is usually a smaller tetravalent ion, as for instance Zr4+,
Ce4+ or Ti4+. In the “ideal” cubic perovskite structure the A cations occupy
the body centered positions and the BO6 octahedra occupy the corners of a
cube, as schematically illustrated in Figure 2.1. However, depending on the
specific relative sizes of the A and B cations, the structural arrangement may
deviate from the ideal cubic to e.g. tetragonal, hexagonal or orthorhombic
structure.
Because the perovskite structure can accommodate very different cations,
the materials belonging to the class of perovskite type oxides are characterized
by a large variety of different behaviors. Some examples are BaTiO3 (BTO),
which shows piezoelectric and ferroelectric properties, BaBiO3-BaPbO3 solid
solutions, which exhibit superconductive behavior, and LaMnO3, which shows
magnetoresistance. Additionally, properties can be affected, and sometime
finely tuned, by cation substitution (doping) on the A or B sites. For instance,
the ferroelectric properties of BTO can be tuned by exchanging some Ba2+ ions
with Pb2+ or Sr2+ions. As another example, an insulator to metal transition
can be obtained in SrTiO3 and BTO by partially substituting Ti
4+ with Nb5+.
(a)The main references for this section, unless otherwise indicated, are Refs [54,55].
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Figure 2.1: Schematic illustration of the cubic ABO3 perovskite structure.
This versatility and property tuning can be utilized for different applications.
Piezoelectric perovskite materials have the potential to be used in, for instance,
sensors and actuators, whereas those showing dielectric properties may be used
in capacitors, sensors or memory devices. Electrochromic perovskite oxides,
i.e. materials that change color when an electric field is applied, have a wide
application in so-called smart windows or mirrors. Perovskite oxides show-
ing electronic conductivity can be used as anode or cathode materials in fuel
cells, whereas, as already mentioned, those materials with proton conducting
properties show potential as fuel cell electrolytes [24,26,56].
The materials of concern for this thesis are based on two perovskite ox-
ides, barium zirconate (BaZrO3, BZO) and barium titanate (BTO). BZO is a
material with nearly perfect cubic perovskite structure, whereas BTO is a per-
ovskite with a large A cation which goes through several structural changes
as the temperature increases. At low temperature (<183 K) BTO shows a
rhombohedral structure, whereas from 183 to 278 K and from 278 to 396 K
it is characterized by an orthorhombic and tetragonal structure, respectively.
Above 396 K, the material shows a cubic structure [55, 57].
2.2 Proton conducting perovskite oxides
Proton conduction in oxides was observed for the first time around the year
1960 [9, 10, 58] and the investigation of proton conducting perovskite oxides
started few decades later (1980-1990) with the work from Iwahara and co-
workers [30, 59–62]. These were, in particular, the first reports discussing the
potential of acceptor doped SrCeO3, BaCeO3 and BZO. Barium cerate based
materials exhibit better conductivity but are more likely to degrade with time
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because of their tendency to react with CO2 and water [63]. In contrast,
acceptor doped BZO, where tetravalent Zr atoms are substituted by trivalent
dopants, e.g. Ga, Sc, In, Gd or Y, are the materials that combine chemical
stability with high proton conductivity in the 200–500 ◦C temperature range.
They can reach conductivity values up to 10−3–10−2 S·cm−1 [11, 29, 63, 64],
but the use of one specific dopant instead of another one can determine a
shift of several orders of magnitude of the maximum proton conductivity. For
example, at T = 300 ◦C the maximum proton conductivity of doped BZO
varies from 10−5 to 10−2 Scm−1, where the doping with Ga results in the
lowest conductivity and the doping with Y results in the highest [30,31,65,66].
Not surprisingly, these proton conductivity data illustrate that the mech-
anism involved during conduction must be strongly influenced by the struc-
tural properties of the material, both on a macroscopic and on a microscopic
level. Nevertheless, measurements of proton conductivity alone cannot pro-
vide insight about the mechanism involved during the conduction process or
about the local structure and dynamics. For this reason an increasing number
of other experimental techniques, which are more suitable for the investiga-
tion of local structure and dynamics, have been employed. Among others,
quasielastic neutron scattering (QENS) [32–34,67–70], nuclear magnetic reso-
nance (NMR) [35, 36, 71, 72], vibrational spectroscopy [70, 73–78], muon spec-
troscopy [34] and luminescence spectroscopy [79] have been used. Additionally,
several investigations were also carried out by or in combination with computer
simulations [35,37,71,73,80–91]. The results provided so far by means of these
techniques, together with the most important questions still to be answered,
are discussed in the following sections.
2.2.1 Incorporation of protons
Protons are not native members of the oxide structures, but can be incorpo-
rated by the reaction between oxygen vacancies present in the lattice and water
vapor. This reaction, which is usually referred to as hydration, protonation
or proton loading, leads to the formation of hydroxyl ions (OH−) on oxygen
sites. Oxides do not always contain oxygen vacancies, if not in very small con-
centration, but an oxygen deficient structure can be obtained, in a controlled
way, by the introduction of impurity in the material. For ABO3 oxides this is
usually achieved by acceptor doping, a process which consists in the substitu-
tion of some of the B4+ cations with acceptors, i.e. cations of lower valency,
specifically M3+ ions. In the specific case of BZO, acceptor doping leads to
compounds of composition BaZr1−xMxO3−x/2. Typical dopants for the Zr sites
11
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Zr octahedra
M octahedra
O
H
Figure 2.2: Schematic illustration of the cubic perovskite structure of hydrated,
acceptor doped BZO, of general formula BaZr1−xMxO3Hx. Ba atoms are omit-
ted for clarity. The presence of hydroxyl groups (OH−) is highlighted in the
structure.
are Y3+, In3+, Sc3+, Yb3+, Ga3+ and Gd3+.
Proton can be incorporated into the acceptor doped, oxygen deficient struc-
ture through hydration, which is often performed by exposing the materials to
a humid atmosphere during heating. During this process the water molecules
(H2O) in the gaseous form may dissociate into hydroxyl groups (OH
−) and
protons (H+) on the surface of the sample, where the first ones may then fill
the oxygen vacancies, and the second ones can bind to oxygen atoms of the
lattice. The simultaneous diffusion of protons, from the surface towards the
bulk of the material, and of oxygen vacancies, from the bulk towards the sur-
face, allows new molecules to dissociate. More dissociation of water molecules
on the surface leads to more protons in the bulk of the material, and this
process can, theoretically, continue until when all the oxygen vacancies of the
materials have been filled. This can be written as
BaZr1−xMxO3−x/2 + H2O⇒ BaZr1−xMxO3Hx,
where the final situation is referred to as a full (complete) hydration of the
material [Figure 2.2].
However, the protonation degree reported in the literature for hydrated
acceptor doped BZO varies in a quite broad range, between 60% and 100% [31,
64,65,92–97], and, in a few reported cases, even hydration degrees higher than
100% have been observed [70,97]. A low protonation degree is an indication of
unfilled oxygen vacancies in the material. The presence of such unfilled oxygen
vacancies or an excess of protons points toward the likelihood that the protons
may distribute unevenly in the material. The effects of oxygen vacancies and of
12
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Figure 2.3: (a-d) 2-D sketch of different possible proton sites in the cubic
structure of BaZr1−xMxO3Hx, Green, blue and red spheres represent Zr, M
and oxygen atoms. The presence of an oxygen vacancy is indicated with a
white sphere in an oxygen site. (e) Sketch of the double-Morse type potential,
V(r). Changes in the potential shape, as described in the text, are indicated
by the blue dotted line. Red lines indicate the vibrational O-H stretch modes.
an uneven distribution of protons on key materials properties, such as proton
conduction, are not known.
2.2.2 Local structure and proton sites
Protons in oxides are generally considered as protonic defects in a host struc-
ture. As illustrated in the example of Figure 2.3 (a), a proton form a covalent
bonded to one oxygen atom, O(1), of the lattice, where the covalent bond
H-O(1) is indicated by a continuous line. The proton can form, additionally,
a hydrogen bond with a neighboring oxygen atom, O(2), indicated here as
H··O(2) and with a dotted line in Figure 2.3 (a).
Due to the presence of several structural defects, such as dopant atoms, the
protons can be located in different local environments, or proton sites, where
each site can be defined by the chemical composition and structural arrange-
ment around the proton. A proton can, for instance, be part of a hydroxyl
group located between two different ions [Figure 2.3 (a)] or between two dopant
atoms [Figure 2.3 (b)] or even close to an oxygen vacancy [Figure 2.3 (c)]. A
proton may also be in the proximity of another proton [Figure 2.3 (d)], where
the likelihood of this event is dependent on the proton density. Further, an
13
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environment can be characterized by distortions with respect to the average,
in this case cubic, structure. These distortions may be driven by the presence
of defects in the structure, indicating a sort of “indirect”, and even long range,
proton-defect interaction.
A proton covalently bonded to an oxygen atom O(1) and forming a hydro-
gen bond with a second oxygen atom O(2), as described above, is occupying
a minimum in a double-Morse type potential, as schematically illustrated in
Figure 2.3(e). The shape of the potential can change from site to site, and it is
strongly affected by the local structure, for instance by the O(1)-O(2) distance
and the length of the covalent and the hydrogen bonds.
2.2.3 Dynamics
Proton diffusion
Protonic defects in oxides are able to migrate, or diffuse, through the lattice.
On the short-length scale the diffusion of protons can be described by the
so-called Grotthuss mechanism, i.e. the repetition of (i) a transfer of the
protons between oxygen atoms and (ii) a reorientation of the O-H bonds [64,
98]. This mechanism is schematically illustrated in Figure 2.4, where the
proton is initially bonded to an oxygen atom O(1) and forms a hydrogen
bond with O(2). During the transfer from O(1) to O(2), Figure 2.4 (a), the
proton forms a new H-O(2) covalent bond and a new O(1)··H hydrogen bond.
When the O(1)··H bond breaks, the H-O(2) bond is free to rotate until a new
hydrogen bond, to another oxygen atom of the perovskite lattice, is created
[Figure 2.4 (b)]. According to this description, the short scale diffusion relies
on an alternating formation and breaking of hydrogen bonds.
Note that the transfer involves the movement of the proton from one min-
imum of the double-Morse type potential, Figure 2.3 (e), to another, which
requires the overcome of the energy barrier between the two proton sites. The
rotation step requires instead the energy necessary to break the hydrogen bond.
It has been longly debated which of the two elementary transport steps re-
quires more energy, or, in other words, which process occurs with lower rate
and therefore hinders the proton conductivity.
Nevertheless, at the present time there is not a clear answer to this question.
Several studies have supported the theory that the reorientation is the fastest
of the two steps [80–82,99], but others have suggested that the two steps may
have similar rates [38,64], or even that the reorientation step may actually be
the rate-limiting one [39,86]. Not only may the “truth” depend on the specific
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Figure 2.4: Schematic 2-D representations of a proton transfer (a) and a O-H
bond reorientation (b) in a cubic ABO3 perovskite structure.
system, but the results of simulations are strongly dependent on the simula-
tion parameters and functional, and, from the experimental point of view, the
results may vary depending on sample-to-sample differences. Additionally, for
a specific proton site, the shape and hight of the potential barrier, together
with the orientation and length of both covalent bonds and hydrogen bonds,
are strongly influenced by the environment around the protons [37,73,83,100].
It follows that transfer and reorientation rates are likely to be site dependent,
as strongly supported by recent QENS experiments [70,101,102].
O-H vibrational dynamics
Since protons are covalently bonded to the oxygen atoms of the perovskite
lattice, they participate to the O-H vibrational modes, referred to as local
vibrational modes since, unlike phonons, they do not propagate throughout
the lattice. These modes may be divided into O-H bend, δ(OH), modes, also
referred to as O-H wags or librations, and O-H stretch, ν(OH), modes, which
are schematically illustrated in Figure 2.5.
Regarding acceptor doped BZO, ν(OH) modes are generally found at ener-
gies between 250 and 450 meV, whereas the δ(OH) modes are found at energies
between, approximately, 100 and 150 meV.(b) IR spectroscopy measurements
have revealed that the ν(OH) band is, for these materials, very broad and
structured [64, 73, 78, 104], and similar observations were made, by means of
neutron spectroscopy measurements, for the δ(OH) band [74]. As an example
of this, Figure 2.6 (a) shows the IR spectra of 10In/BZO and 50In/BZO in the
(b)Experimental and calculated O-H vibrational frequencies in acceptor doped perovskite
oxides can be found elsewhere [64,73,74,83,88,92,103,104].
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Figure 2.5: Schematic 2-D representations of (a) the δ(OH) mode and (b) the
ν(OH) mode in a cubic perovskite structure. The arrows indicate the direction
of the motion.
ν(OH) region. Additionally, it was shown that the δ(OH) band mirrors the
ν(OH) band, which indicates that a high-energy ν(OH) modes correspond to
low-energy δ(OH) modes, and vice versa [74].
The shape and size of the δ(OH) and ν(OH) bands suggest that they are
the result of the overlapping of several different contributions, reflecting the
co-existence of several unique local proton environments in the structure of
the material, each characterized by a specific local arrangement around the
proton and a different length (strength) of the hydrogen bond. The shortening
(strengthening) of the hydrogen bond, in particular, causes the O-H stretch
modes to shift towards lower energy (red-shift) and the wag modes to shift
towards higher energy (blue shift) [38,73,74,105,106].
It has been suggested that the O-H vibrational dynamics are closely related
to the proton transport and that both the transfer step and the reorientation
step can be promoted by thermal or optical excitation. For instance, if the
first O-H stretch vibrational level is populated, the proton effectively needs less
energy to cross the energy barrier between the two minima of the double-Morse
type potentia [Figure 2.3 (e)], thus vibrational dynamics may promote the
transfer step [7, 8, 69, 73]. The role of the O-H vibrational modes, specifically
ν(O-H) modes, in hydrogen dynamics has been investigated by Sphar and
coworkers [7,8] using a picosecond transient bleaching technique combined with
IR absorption spectroscopy. As an example, they studied hydrogen dynamics
in Rutile TiO2 containing a small amount of “as-grown” hydrogen, where the H
atoms are part of hydroxyl groups (OH−). One of the keys results of this work
is that the excitation of the ν(O-H) mode couples a δ(O-H)-assisted proton
transfer (jump).
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Figure 2.6: (a) IR absorbance spectra over the ν(OH) region and (b) Raman
spectra over the lattice modes region for hydrated 10In/BZO and 50In/BZO
[see paper II]. The spectra have been vertically separated for clarity.
These findings strongly suggests that both vibrational modes play a crucial
role in the diffusion of protons. Therefore, it is likely that a similar process
occurs in other materials, such as acceptor doped BZO, i.e. that vibrational
dynamics can influence the transfer and reorientation rates. It is important
to notice that, conversely to acceptor doped BZO, in TiO2 the O-H stretch
band is a sharp peak at 407 meV. This means that the vibrational dynamics
in acceptor doped BZO are site dependent, which therefore reflects on the
transport steps.
Lattice dynamics
The lattice vibrations, or phonons, of BZO based oxides are found below 100
meV in the vibrational spectra, i.e. at lower energies with respect to the O-H
vibrational dynamics [75, 76, 78, 107]. Figure 2.6 (b) shows, as an example,
the Raman spectra of 10In/BZO and 50In/BZO. Bands below ≈25 meV are
generally assigned to deformational motions of Ba-[(Zr/M)O6] units, whereas
the bands above ≈25 meV are related to vibrational modes of oxygen atoms
[75,76].
Note that a perfectly cubic perovskite should have only four optical, triply
degenerate, phonons, three of which are IR active, and none of which is Raman
active. Any impurity or deformation of the cubic structure may, however, lead
to a change in the structural symmetry and hence to the activation of Raman
modes, the appearance of new contributions to the spectrum or the broadening
of the spectral features [75,107]. According to diffraction data, acceptor doped
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BZO possesses an average cubic structure [78, 93–95, 100, 108–110]. The pres-
ence of features in the Raman spectra of these materials suggests, therefore,
that the cubic symmetry is locally distorted [75, 76]. This is not surprising,
since the materials contain dopant atoms, protonic defects and perhaps un-
filled oxygen vacancies, which can all be considered as impurities and can lead
to local structural distortions.
Since the rate of proton transfer may strongly depend on the distance
between the two neighboring oxygen atoms, vibrational dynamics involving
the oxygen atoms may be of importance for the proton transfer rate. More
specifically, it has been longly hypothesized that proton transfer is possible
only when the oxygen-oxygen distance get, momentarily, small enough for the
proton to “jump” from one oxygen to another [10]. There is nowadays a quite
wide consent about the fact that, similarly to O-H vibrational modes, lattice
vibrations, and in particular those involving displacements of oxygen atoms,
play an important role in the proton transfer process [10,38–41]. However, the
details of this plausible“phonon assistance” are not clear.
2.2.4 The role of local coordination
Dopant atoms and proton-dopant association
Although it is well known that the introduction of dopant atoms in the per-
ovskite lattice affects the local structure of the material [73–76,76,89,96], there
have been several hypothesis about which properties of the dopant are of rele-
vance in the determination of the material diffusion properties. Among others,
the size, or ionic radii [31, 37, 110] and the electronic structure [31, 64, 88, 96,
111, 112] have been discussed in detail. Yet, the connection between these
properties and the proton conductivity is still not fully clarified. On the con-
trary, investigation of proton local dynamics showed no relevant dependence
on the type of dopant (Y, In or Sc) [70,101,113].
The interaction between a proton and the dopant atoms has been widely
investigated in scenarios where one can consider only one single proton in-
teracting with one single dopant atom, which is comparable to a low doping
regime, i.e. a doping level below 20% [32–35]. In this regime, dopants are
often described as trapping centers, indicating that the proton is attracted to
the dopant and, during diffusion, tends to spend more time close to the dopant
[32–35]. This view was initially introduced, few decades ago, by Hempelmann
and coworkers, and supported by QENS results on SrCe0.95Yb0.05H0.02O2.985
[32, 33] and muon spin relaxation study on Sc-doped SrZrO3 [34]. QENS re-
sults, in particular, indicated the presence of two dynamical processes, one
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slower than the other. The slowest dynamics were associated to proton sites
close to “trapping-centers”, i.e. the dopant atoms, whereas the fastest were
assigned to proton sites in “trap-free” regions.
More recently, Yamazaki and coworkers investigated proton trapping in
Y-doped BZO by means of NMR measurements combined with conductivity
measurements [35]. The results from this study supported the view of dopant
atoms as trapping center, and suggested that while at room temperature the
majority of the protons are trapped, increasing the temperature they can es-
cape the trapping sites. The authors also proposed that trapping sites in
Y-doped BZO are characterized by stronger hydrogen bond. Proton trapping
was also reported for Sc-doped BZO in recent studies based on a combination
of NMR and computer simulations [36, 71]. Further support to this proton
trapping scenario were provided by luminescence spectroscopy [79] and com-
puter simulations [37, 84–87,114].
The “typical” proton-trapping scenario does not take into account the pres-
ence of dopant pairs or groups of neighboring dopants. In this respect, it is im-
portant to consider that even if a proton is associated with a dopant, it can still
undergo to local motion, both jump and reorientation, around the dopant [35].
This would suggest that in a high-doping scenario a proton could move from
trapping center to trapping center without really escaping from them. Recent
computational results suggest that the trapping effect seems to be enhanced
when two or three dopants (Y) are close to each other [91]. Nevertheless, the
presence of a network of dopant atoms creates a sort of preferential conduction
pathway, where the protons can move without de-trapping [91]. According to
this study, the trapping effect would be moderate by the presence of a high
density of dopant atoms. However, conductivity measurements have shown
that the proton conductivity in BaZr1−xYxO3Hx, with x > 0.2, decreases with
increasing doping level. This was interpreted as the fact that, above x ≈ 0.2,
the increase of the density of dopant atoms somehow enhances the trapping
effect [97].
It has also been proposed that, rather than as well-localized trapping cen-
ters, the dopant-proton interaction may occur in a more delocalized man-
ner [40, 64, 67]. Giannici et al. suggested, supported by X-ray absorption
spectroscopy, that the different proton conductivity values associated to dif-
ferent dopants in BZO relates with the disorder that the dopants introduce in
the host lattice, and its effect on the electronic structure [96,111,112]. In their
view, those dopants which give rise to the highest proton conductivity, e.g.
Y3+, are the ones which introduce high local disorder and have low solubility
in the host matrix. Accordingly, they proposed that the In3+ cation mimics
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the doped atom (Zr4+), while the Y3+ cation acts as a rigid inclusion in the
host lattice.
Proton-proton interaction
The protons themselves can be considered as charged defects, and the insertion
of charged defects influences both the short- and long-range structure of the
perovskite [83, 115], as it is shown, for example, by the expansion of the unit
cell volume upon hydration [93,97,100,108]. The presence of protonic defects
can distort the local structure, for instance, by pulling oxygen atoms close
together [37]. Hence, the presence of protons may affect the local environment
of other protons, indicating an indirect type of interaction. And yet, only few
works have investigated the proton-proton interaction, and possible effects on
proton trapping and proton diffusion, in a scenario with multiple protons.
Gomez and coworkers presented one of the few works where two protons are
considered [90]. In their computational study on Y-doped BZO they suggested
that the presence of several protons actively reduces the trapping effect. Their
results also indicate that the protons tend to pair, in agreement with previous
results from Bork et al. [116] on SrTiO3. According to these works, the ef-
fect of one proton on another one is mediated by local lattice distortions, i.e.
the presence of one proton distorts its surrounding environment and therefore
affects the local environment of any proton in the vicinity. The interaction
may be, therefore, described as indirect, in opposition to a direct, for example
electromagnetic, interaction. Interestingly, the presence of an extended distor-
tion domain has been suggested as the origin of an increased hydrogen bond
strength in such multiple-proton scenario.
Additional insights into the topic are given by Buannic and coworkers and
their work on Sc-doped BZO [36, 71]. They considered different scenarios of
two protons in the proximity of each other [71]. Interestingly, configurations
where both protons are “trapped”, i.e. are situated close to dopant atoms,
are not the most energetically stable ones. The most energetically favorable
scenario appeared instead to be the one where one proton is close to a dopant
atom whereas the other is close to a Zr atom. Further, one of the most stable
configurations was found to be the one where the same oxygen atom accepts
both the covalent and the hydrogen bond, which would confirm the presence
of a strong, but indirect, interaction between protons.
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Figure 2.7: Schematic view of the interaction between protonic defect and ac-
ceptor (a) and between protonic defect, acceptor and oxygen vacancy, redrawn
from ref. [72].
Oxygen vacancies and other defects
The presence of dopant atoms and protons is not the only factor that de-
termines the local structure, as other defects may as well contribute. As an
example, oxygen vacancies are well known structural defects which interact
strongly with the protons in proton conducting oxides [115, 117, 118]. Oxy-
gen vacancies can be described as a positively charged defect, with charge
+2. Computational results have suggested that the the presence of an oxygen
vacancy causes local lattice contraction, in particular due to the attraction
between the positively charged defect and the negatively charged oxygen ions
of the lattice [115,117,118].
In a recent NMR study of Sc-doped BZO Oikawa and coworkers [72] sug-
gested that the oxygen vacancies cluster close to the Sc-atoms, and their pres-
ence mitigate or eliminate the trapping effect of the dopant. Using a relatively
simplified description, in acceptor doped BaZrO3 the acceptor, e.g. Sc, has a
negative net charge, and can therefore attract and trap a proton, which is char-
acterized by a positive charge, as schematically illustrate in Figure 2.7 (a). It is
suggested that the association of a dopant with an oxygen vacancy also results
in a positively charged defect, as schematically illustrated in Figure 2.7 (b).
The authors propose that the electrostatic repulsion between the proton and
the oxygen vacancy, of positive charge, effectively cancels out the negative
charge of the Sc-dopant. This suggests that proton-dopant attraction may be
significantly reduced in a system containing oxygen vacancies. Similar claims
have been done also for other dopants, even though the presence of oxygen
vacancies do not affect each material in the same way [119].
It is worth to mention that, despite they are not further discussed in this
thesis, there are other factors of practical importance for structure and proton
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conductivity in acceptor doped perovskite oxides, such as the presence of grain
boundaries [63, 64, 120–123] and A-site non-stoichiometry [124, 125]. Grain
boundaries are characterized, with respect to the bulk of the grain, by a high
resistivity, which is known to lower the overall proton conductivity of the
material [63,64,120,123]. The discussion about the origin of the grain boundary
resistance is beyond the aim of this thesis, yet, it is important to note that
regions at and near grain boundaries are different from the bulk of a grain
[120,121,126,127]. Hence, proton sites at the grain boundaries and bulk proton
sites are probably not alike, and this needs to be taken into account in the
investigation of the nature and distribution of proton sites in these materials.
Considering A-site non-stoichiometry, Ba deficiency is known to be detrimental
for proton conductivity in Y-doped BZO [124,125].
2.3 Hydride-ion conducting perovskite oxides
Perovskite oxyhydrides, of general formula ATiO3−xHx (A =Ba, Sr, Ca and
x < 0.6), are a novel class of oxyhydrides which have emerged as interesting
materials towards mixed electronic-ionic conductors with potential application
in energy storage and conversion [51–53]. Conversely to proton conducting
oxides, where the hydrogen atoms are part of hydroxyl groups (OH−), in oxy-
hydrides the hydrogen atoms are present as hydride ions (H−) on oxygen sites,
i.e. they are situated in the lattice.
Until less than 10 years ago the presence of hydridic hydrogen have been
reported in relatively few materials other than perovskite oxyhydrides, such
as LaHO [128], Zr5Al3O0.5H4.8 [129], Ba21Ge2O5H24 [130], Ba3AlO4H [131],
Sr3Co2O4.33H0.84 [132], 12CaO·7Al2O3:H [133]. One of the main reason for
such limited number of reports is that for a long time these materials have been
rather difficult to synthesize. The obtained oxyhydrides were often unstable
and the content of hydride ions difficult to control. In 2002 it was reported, for
the first time, the synthesis of LaSrCoO3H0.7 [134,135] via a simpler approach,
known as topochemical reaction. These exciting developments opened up to
the possibility to expand the class of oxyhydride materials.
2.3.1 Synthesis, structure and electronic properties
On the basis of the approach proposed in 2002, in 2012 Kobayashi and cowork-
ers proposed to synthesize perovskite oxyhydrideATiO3−xHx via the topochem-
ical reaction between ATiO3 and the metal hydride CaH2 [51]. During the
isotopic reaction the metal hydride reduces the Ti4+ ions and creates oxygen
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Figure 2.8: Schematic illustration of the cubic perovskite structure of
ATiO3−xHx. The presence of an hydride ion, located on an oxygen site, is
highlighted in the structure.
vacancies in ATiO3, which are filled by the hydride ion, therefore creating the
oxyhydride. This can be seen, hence, as the substitution of hydride ions for
oxygen atoms of the ATiO3 lattice, as illustrated in Figure 2.8. The formation
of hydride species on oxygen sites relies on the fact that titanium has more than
one oxidation state. More specifically, in the oxyhydride phase the O2− and
H− ions form the octahedral environment around Ti atoms, which makes the
Ti atoms exist in a mixed IV/III oxidation state [51]. An important properties
of ATiO3−xHx oxyhydrade is that they are stable at room temperature and
up to ≈ 400 ◦C. Above this temperature the hydrogen are released, which is a
strong indication of hydride ion diffusion through the perovskite structure [53].
Kobayashi and coworkers managed, using the topochemical approach as
described above, to synthesize the perovskite oxyhydrade BaTiO3–xHx [51].
The work motivated further effort in the synthesis and characterization of
perovskite oxyhydride ATiO3−xHx [52]. In a recent work, Nedumkandathil
and coworkers [136] showed that BaTiO3–xHx samples can be obtained by
using different metal hydrides other than CaH2 to reduce BaTiO3, such as
NaBH4, NaH, MgH2 and NaAlH4.
Among other oxyhydrides, BaTiO3−xHx is the material exhibiting the high-
est amount of hydride ions obtained using this approach, with a concentration
up to x ≈ 0.6. Interestingly, in BTO-based materials the change of the oxida-
tion state of the Ti ions causes an expansion of the structure with respect to the
BTO structure, and, as a result, the material is, differently from BTO, cubic at
all temperatures [57]. The introduction of the hydride ions influences also other
properties of the material. For instance, introduction of hydride ions can be
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seen as a donor doping of the material, since the insertion of H− contributes to
electronic (n-type) conductivity [137–139]. Conductivity measurements have
confirmed that BaTiO3−xHx is, indeed, electronically conductive [51,137].
The presence of the hydride ions in the perovskite structure also influ-
ences the color of the material, which goes from white for BaTiO3 to blue for
BaTiO3–xHx . This color change has been investigated by Schrader et al, who
suggested that the phenomena is related to a hopping process of polarons [140].
A polaron is an electron, in this case the one donated by the hydrogen, which is
localized at a specific site, here the Ti site. However, the extra electron could,
instead of creating a polaron, be delocalized within the electronic band [57].
Despite electronic conductivity and materials color change are both related to
the presence of an extra electron in the structure, it is still debated in literature
whether the extra electron localized or delocalized [137,140].
2.3.2 Dynamics
Hydride ion diffusion
Since hydride ions are expected to be mobile in the oxide host, it has been
discussed which is the mechanism that can describe their diffusion through the
perovskite structure. Investigation of other type of oxyhydrides have shown
that the diffusion can be enhanced by introducing oxygen vacancies in the
materials [141–143]. This was the case for La1−xSr1+xLiH2−xO2 [141], where
pure H− conductivity can be observed and can be boosted by the introduction
of oxygen vacancies. Investigations on EuTiO2.82H0.18 [143] and SrTiO3 [142]
show that the presence of oxygen vacancies allows anionic exchanges, hence,
oxygen vacancies must somehow promote the mobility of anionic species.
In BaTiO3–xHx the mobility of the hydride ions was demonstrated by hy-
drogen / deuterium exchange [51,144], and two main diffusion mechanism has
been proposed so far. The first mechanisms is a diffusion aided by the pres-
ence of oxygen vacancies. In the presence of a neighboring vacancy the ion
may “jump” from its position and occupy the vacant site, as illustrated in
Figure 2.9 (a-b). This diffusion mechanism may require, therefore, a comple-
mentary diffusion of oxygen vacancies and oxide ions. Indeed, results from
hydrogen / deuterium exchange measurements [144] suggest that for a low
content of hydride ions (x < 0.4) the H− diffusion requires the diffusion of
oxygen ions. However, for a higher hydrogen content the H− ions seem to
form a preferential conduction pathway, independent on the oxygen diffusion.
Recent QENS results [145] have shown that in the presence of enough oxy-
gen vacancies the diffusion is likely independent on the counter diffusion of
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Figure 2.9: (a-b) Schematic representation of possible hydride ion vacancy
assisted diffusion events in the BaTiO3–xHx structure, characterized by the
“jump” of the ion into neighboring, vacant, oxygen sites and (c) 2-D sketch
of the ω‖ and ω⊥ vibrational modes of the hydride ion in BaTiO3–xHx . The
arrows indicate the direction of the motions.
oxygen ions. This suggests a scenario where oxygen vacancies form a per-
colating pathways in the perovskite lattice, and the diffusion occur through
jumps to neighboring oxygen vacancy sites. Further, computational results
from Tang and coworkers [144] indicate that diffusion of hydride ions may oc-
cur through jumps between nearest neighboring sites (Figure 2.9 (a)) as well
as next-nearest neighboring sites (Figure 2.9 (a-b)). In this respect, QENS
measurements suggest that at low temperature (≈250 K) the jumps are more
likely between nearest neighboring sites, whereas at higher temperature (≈400
K) hydride ion may jump between next-nearest neighboring oxygen vacancies.
The second possible diffusion mechanism, alternative to this vacancy-assisted
diffusion, is that the hydride ions first become protons which then diffuse inter-
stitially [51,137–139,146]. The results discussed so far do not completely clar-
ify whether, during diffusion, the hydride ions maintain their negative charge.
However, the presence of protonic states is not supported by any experimental
data reported so far.
Vibrational dynamics
Because of the different local coordination of protonic and hydridic species,
the vibrational signature of the hydride ions in a perovskite oxyhydride is
quite different from the one of protons in the proton conducting analogue. A
systematic study of the vibrational spectra would give important insight about
the local coordination of hydride ions and its role in the materials functional
properties.For BaTiO3–xHx , where the hydride ions form Ti-H-Ti bonding,
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the hydrogen atoms participate in the Ti-H vibrations. These consist of three
vibrational modes, one, ω‖, along the Ti-H-Ti bond and two, degenerate, ω⊥,
perpendicular to this bond direction, as schematically shown in Figure 2.9 (c).
Calculations have suggested that the Ti-H vibrational modes are charac-
terized by vibrational energies between 100 and 130 meV [137]. However,
these results did not distinguish between the presence of a polaron or an extra
electron in the bandstate. In this context, a combined study of experimental
and calculated vibrational spectra could be the key to discriminate the nature,
localized or delocalized, of the extra electrons donated by the hydrogen atoms.
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Methodology
3.1 Neutron scattering: a brief introduction
Neutron scattering is an extremely powerful and versatile experimental method.
This section aims to illustrate the basic principles of neutron scattering,(a)
whereas the fundamentals of the specific techniques used in this thesis, inelas-
tic neutron scattering (INS) and neutron reflectivity (NR), are discussed in
the following sections.
In a neutron scattering experiment a sample is irradiated with neutrons,
which are sub atomic particles displaying a wave-particle duality and that can
exchange both energy and momentum upon scattering on the sample. The
properties of the sample can be studied by investigating how the neutrons are
scattered from the sample, i.e. by investigating the exchanged energy and mo-
mentum. A neutron is electrically neutral, and the neutron-matter interaction
occurs via scattering on the atomic nuclei, mediated by the nuclear force. A
neutron can also interact magnetically with matter, due to its magnetic spin,
but this interaction can be neglected in the case of non-magnetic materials,
as the ones studied here. The strength of the neutron-nucleus interaction is
described by the scattering cross section σ or the scattering length b, where
σ = 4pib2 is expressed in barns (1 barn = 10−24 cm2).
An interesting aspect of neutron scattering is that σ does not show any
systematic dependence on the atomic number, which instead is the case for
probes such as X-ray radiation. This means that neutrons are more sensible
to the presence of some specific (light) atomic species which may be, instead,
(a)An extensive treatment of the principles of neutron scattering and neutron scattering
based techniques can be found in Ref. [147–149], which are the main references for this
section.
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Figure 3.1: Schematic illustration of the neutron scattering process (a), as
described in the text, where (b) shows the transferred momentum Q obtained
as ki − kf .
difficult to detect with X-rays. This is the case of hydrogen atoms, as it will
be further discussed. Due to their electrical neutrality and generally weak
interaction with matter, neutrons are usually considered a not-perturbative
and highly penetrating probe. It is worth to mention, before moving forward,
that a sample can both scatter and absorb neutrons.
A sketch of a neutron-nucleus scattering event is depicted in Figure 3.1.
The energy and momentum exchanged are determined by the initial (i) and
final (f) states of the neutron, i.e. before and after the scattering event. These
two states are described by the initial and final momentum of the neutron, ki
and kf ,
(b) and by its initial and final energy
Ei =
~
mN
k2i , Ef =
~
mN
k2f ,
where mN is the mass of a neutron. The energy and momentum transferred
from the neutron to the sample are ~ω = Ei−Ef andQ = ki−kf , respectively.
When no energy is exchanged, i.e. ~ω = 0, the scattering is referred to as
elastic, otherwise the scattering is referred to as inelastic.
During a neutron scattering experiment, the measured quantity is usually
the intensity of the scattering as a function of ω and Q, i.e. I(Q,ω). This in-
tensity is proportional to the double differential cross section d2σ/dEfdΩf , i.e.
the number of scattered neutrons in the solid angle dΩ and having final energy
in the interval Ef ± dEf , divided by the incident neutron flux, conventionally
(b)Bold symbols, such as ki, are used in this thesis to identify vectors. The norm of a
vector k is simply indicated by k = |k|.
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expressed as
d2σ
dEfdΩf
=
N
4pi~
[σcohScoh(Q, ω) + σincSinc(Q, ω)] . (3.1)
Here
Scoh(Q, ω) =
1
2Npi~
N∑
i,j(i 6=j)
∫
dt〈e−iQ·ri(0)eiQ·rj(t)〉e−iωt (3.2)
Sinc(Q, ω) =
1
2Npi~
∑
i
N
∫
dt〈e−iQ·ri(0)eiQ·ri(t)〉e−iωt, (3.3)
where i and j label the N different scattering nuclei in the sample, ri(t) is the
time dependent atomic position of the nucleus i and 〈 〉 indicates a thermal
average. The quantity σcoh and σinc are referred to as the coherent and inco-
herent scattering cross sections, and Scoh(Q, ω) and Sinc(Q, ω) are the coherent
and incoherent dynamic structure factors.
The coherent part of the scattering intensity depends on the correlation,
at different times, between the positions of two different nuclei. The incoher-
ent part instead depends on the correlation between the positions of the same
nucleus at different times. Coherent scattering contains information about
the structure (elastic case), as in neutron diffraction or neutron reflectivity,
and about collective motions of atoms (inelastic case). Incoherent scattering
can, instead, probe the properties of individual atoms, such as hydrogen self-
dynamics in acceptor doped BaZrO3 or BaTiO3–xHx . Note that hydrogen has
a particularly large incoherent neutron scattering cross section, see Table 3.1,
which makes neutron scattering notably suitable for the study of proton inco-
herent dynamics, such as local dynamics (vibrations).
3.2 Vibrational spectroscopy
Atoms in materials are not still, rather they oscillate (vibrate) around their
equilibrium positions. For each specific system the collection of all its charac-
teristic vibrations is unique, a sort of fingerprint that can be used to identify
compounds. Vibrational spectroscopy techniques probe the vibrational dy-
namics of atoms in a system and provide access to its vibrational spectrum,
where characteristic vibrations are manifested as bands. Each vibrational band
is characterized by its frequency, which depends on the type of atoms involved
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Table 3.1: Coherent neutron scattering lengths, bcoh, and coherent, incoher-
ent and total neutron scattering cross sections, σcoh, σinc and σtot, of hydro-
gen atoms and other atomic elements of relevance for this thesis, taken from
Ref. [150]. The symbols H and D stand for the two isotopes of hydrogen, 1H
and 2H (deuterium), respectively.
Element bcoh (fm) σcoh (barn) σinc (barn) σtot (barn)
H -3.7390 1.7583 80.27 82.03
D 6.671 5.592 2.05 7.64
O 5.803 4.232 8 · 10−4 4.232
Sc 12.29 19.0 4.5 23.5
Ti -3.438 1.485 2.87 4.35
Zr 7.16 6.44 0.02 6.46
In 4.065 2.08 0.54 2.62
Ba 5.07 3.23 0.15 3.38
in the vibration, their mutual chemical bonds and their geometrical arrange-
ment. The intensity and shape of a band are instead defined by the number
of vibrating species, the local structural arrangement of and around them and
how well defined the vibration is.
A vibrational spectrum contains, therefore, information about the type
of atoms and their structural arrangement in a material, but also about the
presence and the nature of structural distortions, defects and different local
configurations. One should note that the intensity and shape of a band may
also depend on the nature of the probe, e.g. IR light or neutrons.
Vibrational spectroscopy techniques rely on the excitation (or de-excitation)
of vibrational states, achieved either by the absorption of a photon at the en-
ergy of the vibration, as in IR spectroscopy, or by inelastic scattering, as in
Raman and INS spectroscopy, where the exchanged energies correspond to vi-
brational energies. In both IR and Raman spectroscopy light is used to excite
the vibrational states, and both rely on (different) selection rules, meaning
that some modes may be IR and/or Raman silent (inactive). In INS, which is
based instead on the use of neutrons, the intensity is proportional to the pop-
ulation of the vibrational species present in the sample and all vibrations are
active, and therefore, in principle, measurable. Further, due to the differences
between photons and neutrons, IR and Raman are limited to the observation
of vibrational modes at the Brillouin zone centre, whereas INS is not.
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3.2.1 Inelastic neutron scattering
This section is dedicated to the discussion of INS in the specific case of vibra-
tional, incoherent, dynamics of hydrogen in powder samples, and the following
description is developed in the framework of the incoherent approximation.(c)
The INS intensity is calculated assuming that it results solely from hydro-
gen dynamics and treating all the scattering as incoherent but using the total
scattering cross section [149], i.e.
I(Q, ω) ∝ d
2σ
dEfdΩf
∣∣∣∣
H
=
N
4pi~
σH,totSinc(Q, ω)H (3.4a)
⇒I(Q, ω) =
∑
l
I(Q, ω)l ∝
∑
l
∫
dt〈e−iQ·rl(0)eiQ·rl(t)〉e−iωt. (3.4b)
Here l labels the different hydrogen atoms and I(Q, ω)l is the contribution of
the atom l to the total intensity.
For a specific hydrogen atom (l =H) in the vibrational mode ν, of energy
ων , it can be shown that
I(Q, ων)
(n)
H ∝
(Q · uH,ν)2n
n!
e
−
(
Q·∑
ν
uH,ν
)2
, (3.5)
where n = 1 indicates fundamental modes, n = 2 their first overtones, n = 3
their second overtones, and so forth. The symbol uH,ν refers to the displace-
ment vector of the hydrogen atom along the direction of the vibration, and
the sum in the exponential term runs over all the vibrational modes of the
hydrogen atom, both internal and external.
The separation between internal and external modes is customary of molec-
ular crystals, where one can distinguish between intramolecular, localized,
modes and intermolecular, delocalized, modes. Internal (intramolecular) and
external (intermolecular) modes are effectively decoupled from each other. In
the systems investigated in this thesis the vibrational dynamics of hydroge-
nous species, i.e. the δ(O-H), ν(O-H) and Ti-H vibrational modes, can be all
considered localized and decoupled from the lattice modes. One can therefore
draw an analogy to molecular crystals and use the terms internal and exter-
nal modes to refer to the highly localized vibrational modes of hydrogenous
(c)The complete derivation of the following results can be found in Ref. [149] and is based
on the assumptions that (i) all modes are dynamically decoupled, (ii) the scattering can be
described as completely incoherent and (iii) 2kBT/~ω << 1. For a more general derivation
the reader may consult Refs. [147,148].
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species, mentioned above, and the phonon modes, respectively. Note that the
decoupling is, here, the result of the large difference in mass between hydrogen
atoms and the other atoms of the lattice.
For a powder sample, as the ones investigated in this thesis, the scattering
intensity is comparable with the average of the dynamic structure factor taken
with respect to all the possible directions in space, leading to an intensity
I(Q,ων)
(n)
H depending only on the scalar quantity Q. This can be written as
I(Q,ων)
(n)
H =
1
4pi
∫ [
I(Q, ων)
(n)
H
]
dQ, (3.6)
where the integral is intended only on the orientation of the vector Q.
Isotropic and almost isotropic oscillator approximations
The expression in eq. (3.6) is, analytically, complex, but it can be drastically
simplified under particular approximations known as the isotropic oscillator
and almost isotropic oscillator [149, 151]. In the first case, the mean square
displacements (MSD) in the different internal modes νH are all equal to the
same, value, i.e. |uH,ν |2 = u¯2 (∀ ν). The almost isotropic oscillator approxi-
mation is based on the weaker assumption that |uH,ν |2 ≈ u¯2 (∀ ν).
Using the isotropic oscillator approximation eq.(3.6) can be simplified as
I(Q,ων)
(n)
H ∝
(Q2u¯2)
n
n!
e−Q
2u¯2 ∀ν. (3.7)
If Q
(n)
(max) is the value of Q which maximizes I(Q,ω)
(n), by derivation of eq. (3.7)
it can be shown that
Q(n)max =
√
n/u¯2 ∀ν ⇒ Q(n)max =
√
n Q(1)max. (3.8)
As a graphical example, figure 3.2 shows the Q-profiles, i.e. scattering intensity
as a function of Q, calculated using eq. (3.7), for n = 1, 2 and 3, and with
u¯2 = 1.9 · 10−2 A˚2 .(d) The maximum of the curves occurs at higher Q values
when the order of the transition increases, as expected from eq. (3.8).
Using the weaker assumptions of the almost isotropic oscillator approxi-
(d)The value for u¯2 was calculated from u2H,ν = ~/ (4pimH) ·ν−1H , where mH is the hydrogen
mass and νH was here chosen = 110 meV, i.e. comparable with Ti-H vibrational frequencies
in BaTiO3–xHx .
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Figure 3.2: (a) Theoretical Q-profiles calculated for fundamental vibrations
(n = 1) and their first and second overtones (n = 2, n = 3) of an isotropic
oscillator. (b) INS intensity I(Q,ω) of a powder sample of BaTiO3–xHx [Paper
III]. The INS intensity is shown according to the color-code bar.
mation eq.(3.6) can be simplified as [149,151]
I(Q,ω)
(n)
H = Q
2nγ
(n)
H e
−Q2α(n)H . (3.9)
For fundamental modes (n = 1, ω = ων)
γ
(1)
H,ν ∝ u2H,ν , α(1)H,ν =
1
5
(
u2H,tot + 2u
2
H,ν
)
, (3.10)
where
u2H,tot = u
2
H,int + u
2
H,ext, u
2
H, int =
∑
n
u2H,ν . (3.11)
u2H,tot, u
2
H, int and u
2
H,ext are the total, internal and external MSDs, respectively.
For first order overtones (n = 2, ω = 2ων) and binary combination modes
(n = 2, ω = ων + ων′) the coefficients αH and γH are given by
γ
(2)
H,ν ∝ u4H,ν , α(2)H,ν =
1
7
(
u2H,tot + 4u
2
H,ν
)
, (3.12a)
γ
(2)
H,comb ∝ u2H,νu2H,ν′ , α(2)H,comb =
1
7
(
u2H,tot + 2u
2
H,ν + 2u
2
H,ν′
)
. (3.12b)
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Differentiation of Eq. (3.9) leads to
Q(n)max =
√
n/α
(n)
H . (3.13)
Note that if u2H,ext is negligible u
2
H,tot ≈ 3u¯2 and α(1)H,ν ≈ α(2)H,ν ≈ α(2)H,comb ' u¯2,
leading to
Q(n)max ≈
√
n/u¯2. (3.14)
In this thesis, equations derived within the almost isotropic oscillator ap-
proximation were used for the study of the hydride ion vibrational modes
in BaTiO3–xHx , and the analysis of the Q-dependence was used to extract
information about the MSD characteristic of the hydride ion. As an exam-
ple, the INS intensity as function of both Q and ω measured for a sample of
BaTiO3–xHx is shown in Figure 3.2. The contribution at ≈ 110 meV are as-
signed to fundamental modes, and those at higher energies, i.e. ≈ 220 and 330
meV, to overtones. The maximum intensity occurs at higher Q values when
the order of the transition increases, as expected.
The general case
For the majority of the cases eq. (3.6) cannot be further simplified, as in the
case of O-H vibrations in acceptor doped BaZrO3. However, some of the results
obtained so far are extendable, at least qualitatively, to such more complex
scenarios. To give an example, Q-profiles were calculated using Eq. (3.6) with
|uH,ν=1| = |uH,ν=2| = 0.182 A˚ and |uH,ν=3| = 0.071 A˚,(e) and for n = 1
and 2. The calculated curves are shown in Figure 3.3, and the values of Q
[ν,n]
max
relative to the curves are summarized in Table 3.2. For comparison, the INS
intensity as function of both Q and ω measured for a 50In/BZO sample is also
shown in Figure 3.3. One can observe that the values of Qmax occur at a higher
Q value for higher order transitions (n > 2), compared to the corresponding
fundamental modes (n = 1), in agreement with the previous results. Further,
Qmax increases when |u| decreases, in agreement with the dependence shown
in eq. (3.8) and eq. (3.14).
The generality of the behavior of Q
(n)
max as a function of n and u, as il-
lustrated above, is an important result in INS spectroscopy, showing that the
study of the Q-profiles can provide a mean to distinguish between fundamental
modes (n = 1) and higher-order transitions (n > 2) [149].
(e)The values of |uH,1|, |uH,2| and |uH,3| reflect the calculated root mean-square displace-
ment of δ(O-H) and ν(O-H) modes in 50In/BZO [73].
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Table 3.2: Values of Qmax relative to the curves shown in Figure 3.3(a)
fundamental (n = 1) overtones (n = 2)
ν = 1 ν = 3 ν = 1 ν = 3
Qmax [A˚
−1] 7.3 9.5 10.2 15
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Figure 3.3: (a) Theoretical Q-profiles for fundamental harmonic O–H vibra-
tions (n = 1) and their overtones (n = 2) in 50In/BZO [73]. (b) INS spectrum
of hydrated 50In/BZO powder [Paper I].
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Figure 3.4: Schematic illustration of the energy transitions characteristic of IR
and Raman spectroscopy, as described in the text. E0, E1 and E2 label the
energies corresponding to fundamental and excited vibrational states, respec-
tively.
3.2.2 Optical spectroscopy
Infrared spectroscopy
(f)IR spectroscopy relies on the resonant interaction between IR radiation,
λ ∈ [700 nm - 1 mm], and matter. When the energy hν0 of the incident light
matches the energy hν(= E1 − E0) of a vibrational transition, see Figure 3.4,
the light-matter interaction results in the absorption of some of the incident
light. By measuring how much IR light has been absorbed, scattered or trans-
mitted from a sample at different frequencies one can gain information about
the vibrational modes characteristic of the sample.
From a fundamental point of view, absorption occurs when the dipole mo-
ment, µ(=
∑
i eiri), of a vibrating moiety oscillates at the same frequency as
the electromagnetic (IR) radiation, where ei and ri are the atomic charges of
the atom involved in the vibration and their relative atomic positions. The
measured intensity of a vibrational band is proportional to the square of the
change induced in the dipole moment. Vibrational modes which are not caus-
ing any change in the dipole moment are therefore normally not observable
with IR spectroscopy.
(f)An exhaustive description of IR and Raman spectroscopy can be found in several text-
books, e.g. Refs. [152–155], which are also the main references for this section.
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Raman spectroscopy
Raman spectroscopy is based on the inelastic (Raman) scattering of light from
a sample. Elastic scattering, i.e. with no exchange of energy, is referred
to as Rayleigh scattering. Raman scattering is further divided into Stokes
and anti-Stokes scattering, depending on whether the material gains or loses
energy. Upon inelastic scattering the energy absorbed or lost by the material
corresponds to the energy hν(= E1 − E0) of an excited vibrational state.
Raman scattering relies on the fact that the interaction between the elec-
tromagnetic field  and a sample induces a dipole moment µind = α in the
material, where α is the polarizability of the sample. The process can be
described (see Figure 3.4) as the excitation of an intermediate, virtual, vibra-
tional state. De-excitation of this intermediate state may occur by returning
to the initial state or to a state with energy higher or lower than the initial
one, corresponding to the Rayleigh, Stokes and anti-Stokes scattering, respec-
tively. Rayleigh scattering includes the majority of the scattered light, and
Stokes scattering is usually more intense than anti-Stokes scattering. Further,
Raman scattering only occurs for vibrations that modulate the polarizability
of the sample.
A variation of “traditional” Raman spectroscopy, as described above, is
resonance Raman spectroscopy. Conversely to “traditional” Raman, where
the scattering of the light occurs via excitation of virtual states, in resonance
Raman scattering the incident photon energy is tuned to overlap with (or be
very close to) an electronic transition present in the sample, as shown in Fig-
ure 3.4, which typically means in the ultraviolet (UV) region. Under resonant
conditions, the intensity of the Raman spectra can be greatly enhanced. Fur-
ther, since a real electronic transition is excited, different selection rules apply,
and Raman silent modes can become active in a resonance Raman spectrum.
3.3 Profiling techniques
3.3.1 X-ray and neutron reflectivity
Reflectivity techniques can be used to probe simultaneously the thickness and
composition depth profile of a sample, and rely on the study of the interference
pattern generated from the presence of multiple reflections in a system.(g)
Figure 3.5 shows a schematic example of a reflectivity experiment in the
case of a system with two interfaces, of thickness h, e.g. a film on an “infinitely
(g)The following introduction to the basic principle on reflectivity is mainly after Ref. [156].
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Figure 3.5: Schematic depiction of the reflectivity process from a system with
two interfaces. k, k′ and kR are the wavevectors of the incident, reflected and
refracted waves, θ and θR are the angles of the incident and refracted light,
and Q = k − k′ is the transferred wavevector.
thick” substrate. The incident beam (X-ray or neutron) is characterized by
its wavelength λ and wave vector k, with |k| = 2pi/λ. The angle θ between
the beam and the vacuum-sample interface is referred to as the incident angle,
and n1 and n2 are the refractive indices of the sample and the substrate,
respectively. The refractive index can be expressed as n = 1 − δ − iβ, where
the terms δ and β describe the dispersive (refractive) and absorptive aspects
of the light- or neutron-matter interaction, respectively. In the case of X-rays
as incident radiation, δXR ∝ eSLD, whereas for neutron as incident radiation
δN ∝ nSLD, where eSLD and nSLD are the electronic and neutron scattering
length densities, respectively. The term β will be, for now, ignored. At the
vacuum-sample interface, Figure 3.5, part of the beam is reflected at an angle
θ and part is refracted at an angle θR, where cos(θ) = n1 cos(θR).
Once in the sample, the beam can be reflected multiple times at both inter-
faces, and part of these reflections may emerge from the sample and contribute
to the total reflected intensity. As it can been seen in the example of Figure 3.5,
these multiple reflections are characterized by a fixed path difference, which is
a function of h and θ. In a typical specular reflectivity experiment the mea-
sured quantity is the ratio between the total reflected and incident intensities,
referred to as absolute reflectivity. This is usually expressed as R(θ) or R(Qz),
where Qz = 4pi sin(θ)/λ is the modulus of the transferred wave vector.
If the quantity n1, n2 and h are known, it is then possible to calculate R(Qz)
for the system of Figure 3.5. This requires to solve the equations describing
the propagation of radiation and using proper boundary conditions at the
interfaces. As an example, Figure 3.6 (a) shows R(Qz) as calculated for a
50 nm thick layer of 50In/BZO on top of an “infinitely thick” layer of MgO. The
presence of a path difference between the different multiple refections produces
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Figure 3.6: (a) XRR curve generated for a uniform, 50 nm thick layer of
50In/BZO on top on an infinitely thick MgO layer using the GenX software
[157]. The corresponding eSLD profile is shown in the inset. (b) XRR curve as
measured on a thin film (≈ 50 nm) of 47In/BZO on a MgO substrate, together
with the best fit and the calculated eSLD profile [Paper IV].
an interference pattern, as a function of θ, in the total reflected intensity. This
results in an oscillating term in R(Qz), of periodicity ∆Qz = 2pi/h, where the
oscillations are usually referred to as Kiessig fringes. The Kiessig fringes of
the reflectivity curve in Figure 3.6 (a) have a period of ≈ 0.012 A˚−1. Another
characteristic feature of the reflectivity curve in Figure 3.6 (a), and in general
of any reflectivity curve, is the presence of an initial plateau, which is related
to the existence of a critical angle θc, and a critical Qz value Qc, such that
R(θ) = 1 for θ < θc. In the example of Figure 3.6 (a) Qc is ≈ 0.05 A˚−1.
Similarly to the case of only two interfaces, i.e. a single layer, R(Qz) for
a layered system depends on the values of the refractive indices (n) and the
thicknesses (h) of the different layers. If, for a specific system, all these param-
eters are know, the corresponding reflectivity curve R(Qz) can be calculated.
It follows that, in principle, from the study of R(Qz) one can obtain informa-
tion about the refractive indices, and, therefore, the SLD, of each layer in a
layered system.
More generally, from the analysis of a specular reflectivity curve one should
be able to obtain the depth profile of the SLD, SLD(z), in a sample. This
depth profile can be interpreted as a composition depth profile when the scat-
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tering lengths of the constituent atoms are known, i.e.
eSLD(z) =
m∑
i=1
fiρi(z), nSLD(z) =
m∑
i=1
bcoh,iρi(z), (3.15)
where ρi(z), fi and bcoh,i are the number density, the electronic scattering factor
and coherent neutron scattering length of the atomic species i. However, by
increasing the complexity of the structure, e.g. by introducing more than two
layers, an uneven depth profile, roughness at the interfaces, and/or absorption
in the sample, the analytical expression of R(Qz) becomes more and more
challenging, and, with respect to the example above, the interpretation less
straightforward. In 1954, Parrat proposed a recursive method that, starting
from a reflectivity curve, yields the SLD as a function of depth in layered
structures [158].
A real example of a XRR curve, as measured on a 50 nm thin film of
47In/BZO on a MgO substrate, is shown in Figure 3.6 (b). The steeper decay
of the reflectivity curve and a damping of the Kiessig fringes, with respect to
the example in Figure 3.6 (a), are (mainly) resulting from surface roughness.
The beating in the curve reveals the presence of an inhomogeneity in the eSLD,
which is shown in the inset of Figure 3.6 (b). The initial rise of the intensity
is a well known instrumental effect due to over illumination, i.e. when only a
portion of the beam is illuminating the sample, so that the effective incident
intensity is only a fraction of the total available incident intensity.
3.3.2 Nuclear reaction analysis
(h)Nuclear reaction analysis (NRA) via the 1H(15N,αγ)14C reaction is a tech-
nique that can be used to determine the hydrogen content and depth pro-
file inside a material. The nuclear reaction(i) occurs when the 15N atoms are
accelerated to the resonance energy ER = 6.385 MeV, and produces γ-rays
characterized by an energy Eγ,res ≈ 4.4389 MeV.
During a NRA experiment a beam of nitrogen nuclei, 15N, is accelerated
towards a sample, where the measured experimental quantity is the γ count
rate, Iγ(EN), as a function of the energy of the nitrogen beam. For depth
profiling the 15N nuclei are accelerated to energies EN > ER. If the
15N nuclei
have energy EN = ER, they will undergo the nuclear reaction with
1H close to
(h)Here it follows a description of the basic principles of nuclear reaction analysis, mainly
after the approach of Ref. [159].
(i)The complete nuclear reaction is 1H + 15N → 16O → 12C + α + γ.
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the surface of the sample, whereas nuclei with EN > ER will penetrate into the
sample. In the sample, these nuclei will lose energy because of their interaction
with matter, which is described by the material’s electronic stopping power s.
Once the nuclei reach the resonance energy, the reaction can occur. In a
simplistic description, the energy loss (∆E) is proportional to the trajectory
length in the sample, z, and the stopping power, i.e. ∆E(z) = s · z, and the
resonance occurs when ∆E(z) = EN − ER. The γ count rate measured for
a specific EN is directly proportional to the concentration of hydrogen atoms
nH(z) at the depth z where the reaction occurs, i.e.
Iγ(EN) ∝
∫
δ (EN − ER − z · s)nH(z)dz. (3.16)
In a more realistic description the δ distribution is substituted by Lorentzian-
shaped cross section of the reaction. One should also take into account that
the ion beam is not perfectly monochromatic, rather the energy is distributed
around the nominal energy EN . Further, the energy distribution increases
while the 15N nuclei travel inside the material, due to the stochastic nature of
the interaction with the electrons. Accordingly, the δ distribution is replaced
by an effective instrumental function F , i.e.
Iγ(EN) ∝
∫
F (EN , z)nH(z). (3.17)
To obtain the absolute concentration of 1H one must compare the γ count
rate with measurements on a reference sample with known composition and H
content. The precision of NRA measurements is influenced by the quality and
the uncertainty about the calibration sample serving as a reference, but the
accuracy of the method is extremely high and only limited by the statistical
uncertainty related to the γ count rate.
3.3.3 Depth profiling in proton conducting oxides
In this thesis, the combination of XRR, NR and NRA has been used to deter-
mine the composition depth profile in hydrated, deuterated and dehydrated
films of 47In/BZO. A key property of NR, with respect to this work, is the
large neutron cross section of hydrogen and deuterium, and the large con-
trast between the coherent scattering length densities of these two elements
(table 3.1). Conversely to the neutron cross section, the X-ray cross section
is larger for heavier elements. This means that NR is highly sensible to the
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hydrogen/deuterium insertion and desorption, whereas XRR gives mainly in-
formation about the composition of the perovskite host, i.e. the concentration
depth profile of Ba, Zr and In. NR and NRA measurements can both provide
an (independent) assessment of the hydrogen concentration depth profile. NR
offers much higher depth resolution than NRA, whereas NRA gives a much
accurate estimation of the hydrogen content depth profile.
In the work reported in this thesis, NR was used to estimate the average
bulk hydrogen concentration, and this value was used to calibrate the NRA
measurements.
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Instrumentation
4.1 INS spectrometers
In this thesis three INS spectrometers were used, MERLIN and TOSCA, both
available at the ISIS Pulsed Neutron and Muon Source (STFC Rutherford
Appleton Laboratory, U.K.) and VISION, available at the Spallation Neu-
tron Source (SNS) at the Oak Ridge National Laboratory, U.S.(a) All three
instruments are based on the time-of-flight (TOF) technique, meaning that
the energy E of the neutrons is derived by measuring the time ∆t they need
to cover a certain, known, distance ∆L, i.e.
E =
1
2
mN
(
∆L
∆t
)2
,
where mN is the mass of the neutron.
MERLIN is a medium resolution direct geometry spectrometer, which indi-
cates that the energy of the incoming neutrons is fixed, and the INS intensity
is measured for different final energies. Incident neutrons with (nominally)
the same energy are usually obtained from an incident white beam by using a
chopper or a monochromator, see Figure 4.1 (a). This type of spectrometer is
suitable for simultaneous measurements of Q and ~ω. MERLIN, specifically,
is equipped with an array of detectors to cover a large angular range, from 4◦
to 140◦, i.e. it offers the possibility to explore a large Q-range and, compared
to other INS spectrometers, is characterized by a large incident flux [161]. The
energy of the incident neutrons can be chosen in a large range, from 7 to 2000
(a)Exhaustive descriptions of the INS spectrometers and their characteristics can be found
elsewere, e.g. [149,160].
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Figure 4.1: Schematic view of a direct geometry (a) and an indirect geometry
(b) INS TOF spectrometer.
meV, and the instrument resolution is of the order of 3-5% of the incident
energy [161].
TOSCA and VISION are high resolution indirect geometry spectrometers.
These instruments use a white incident neutron beam and the scattered neu-
trons are detected only in a very narrow range of final energies. Neutrons with
the correct, usually very low, final energy, are selected by the use of an ana-
lyzer, see Figure 4.1(b). Accordingly, they follow a specific, fixed, trajectory
through (Q,ω) space. TOSCA and VISION are suitable for INS measurements
with transferred energy up to approximately 1000 meV, and are characterized
by a resolution of the order of 1% of the transferred energy [162–164].
In this thesis, MERLIN was used for the investigation of I(Q,ω) in the
entire range of the O–H and Ti-H vibrational dynamics, including both fun-
damental vibrational modes and their overtones. TOSCA and VISION were
employed for a more detailed investigation of the I(ω) spectra.
4.2 Optical spectroscopy
IR spectrometer
The IR measurements reported in this thesis were performed on a Bruker Al-
pha Fourier Transform IR (FTIR) spectrometer in diffuse reflectance configura-
tion.(b) As schematically illustrated in Figure 4.2 (a), in a FTIR spectrometer
a polychromatic IR light is divided into two beams, where the path difference
between the beams can be varied using an interferometer. Downstream of the
interferometer both beams are directed on the sample and, subsequently, on a
(b)An exhaustive description of this instrument can be found elsewhere [153,154].
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detector. An interference pattern is recorded as a function of the path differ-
ence, and the Fourier transformation of it yields a vibrational spectrum, i.e.
intensity vs frequency [153, 154, 165]. The measurements can be performed in
two modes of operation: reflectance (specular or diffuse) and transmittance,
see Figure 4.2 (a). Measurements in diffuse reflectance mode, as the ones per-
formed in this thesis, are most suitable for powder samples and are realized
by blocking the specularly reflected light.
IR source
Interferometer
Reflection Transmission
Sample Detector(a)
(b)
Laser source Grating(s) and optics
CCD
detector
Sample
Figure 4.2: Simplified schemes of (a) a FTIR spectrometer with reflectance
(specular or diffuse) and transmittance modes of operation and (b) a back-
scattering geometry Raman spectrometer (b).
Raman spectrometers
The Raman spectroscopy measurements reported in this thesis were performed,
at room temperature, on a triple-grating Dilor XY 800 spectrometer equipped
with a tunable Ar+/Kr+ laser generating linearly polarized light. The spectra
presented in this thesis were collected using light with an incident wavelength
of 514 nm. During an experiment the light is focused onto the sample by a
microscope, and the backscattered signal is collected in a triple grating system.
A schematic depiction of a Raman spectrometer in back-scattering geometry
is given in Figure 4.2 (b). The spectrometer can be used in different types
of operation, distinguished by different optical paths and detected spectral
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windows. The dispersed light is collected onto a CCD detector cooled by
liquid nitrogen.
The resonance Raman spectroscopy experiments reported in this thesis
were performed in backscattering geometry using the custom made equipments
at the CFEL - Center for Free Electron Laser Science, in Hamburg. The setup
uses a two laser system and an intracavity as a frequency doubling unit, and
gives access to exciting energies between 1.55 eV and 6.19 eV (ca. 200-800
nm). A detailed description of the set-up can be found in Ref. [166].
4.3 Neutron reflectometers
Neutron reflectometers can be divided into two main groups of instruments:
monochromatic instruments and TOF instruments. In the first case, neutrons
with a specific wavelength (λ) are used and the reflectivity is measured at the
specular condition as a function of the incident angle θ by rotating both the
sample and the detector (see Figure 4.3). In TOF measurements, the incident
angle θ is fixed and a polychromatic pulsed beam is used. The reflectivity data
is collected as a function of the traveling time ∆t, over a distance ∆L, and
converted to R(Qz) through the relationship
Qz = mN
∆L
∆t
· 4pi sin(θ)
h
. (4.1)
For the NR experiments in this thesis, two different instruments were used:
the polarized beam reflectometer (PBR) at the NIST Center for Neutron Re-
search (NCNR) and the D17 reflectometer at the Institut Laue-Langevin (ILL).
Both instruments are featured by a horizontal scattering geometry, meaning
that the sample is held vertical and the plane containing the incident and re-
flected beams is horizontal, as illustrated in Figure 4.3. The PBR reflectometer
exploits a monochromatic beam (λ = 4.786 A˚) [167, 168], whereas D17 allows
measurements in either monochromatic or TOF mode [169,170].
A key aspect of TOF instruments is that they allow to collect data over
a fairly large Q-range in a relatively short time. However, the simultaneous
measurements over a large Q-range usually results in reflectivity data having
different statistics at low and high values of Qz. Using a monochromatic in-
strument it is possible to set different measuring times for different Qz values,
thus obtaining similar (high) statistics in the majority of the Q-range. In this
thesis, the D17 spectrometer in the TOF operation mode was used to per-
form NR experiments while heating and cooling a sample. The simultaneous
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Incident beam
θ
Ω
Sample
Detector
Figure 4.3: Schematic top view of a horizontal scattering geometry (vertical
sample) reflectivity set-up for a monochromatic instrument, where the two
independent rotational movements of the sample (θ) and of the detector (Ω)
are indicated. The specular condition is obtained for Ω = 2θ.
access to a large Q-range was important for the monitoring of fast changes
in the reflectivity curves, although with low statistics. This is important, for
instance, in order to catch sight of fast changes in the chemical composition
of the sample upon dehydration. The complementary use of the monochro-
matic PBR instrument provided data with higher statistics at high Qz values
(Qz > 0.1 A˚
−1), which were important to properly analyze the concentration
depth profile in the samples.
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Results and discussion
The unifying theme of my thesis has been the study of hydrogen sites in
BaZr1−xMxO3Hx and BaTiO3–xHx , with particular attention to the coupling
between local structure and dynamics. In this chapter I discuss the main
finding from this work, as well as their implications and their contribution to
the current understanding of hydrogen diffusion in materials of relevance for
energy application.
5.1 Local structure and dynamics in acceptor
doped BaZrO3
5.1.1 Vibrational spectroscopy and computer simula-
tions
The first part of this thesis was dedicated to the investigation of proton sites
in BaZr1−xMxO3Hx, with M = In and Sc and x = 0.1 and 0.5. The work pays
particular attention to the local environment and dynamics of the protons and
the role of the type (M) and level (x) of doping, and was performed using
INS and IR spectroscopy. Complementary AIMD simulations were performed
for structural model with M = In and Sc and x = 0.125 and 0.5. Vibrational
density of states (VDOS), which can be compared to the INS spectra, were cal-
culated from the simulations. A key finding is that 10Sc/BZO, 10In/BZO and
50Sc/BZO are characterized by very similar O-H vibrational spectra, as ex-
emplified in Figure 5.1. For 50In/BZO the INS spectrum shows a pronounced
broadening of both O-H vibrational bands, and the IR spectrum in the ν(O-H)
region exhibits two bands at 250 and 290 meV, which are absent for the other
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Figure 5.1: INS spectra of BaZr1−xMxO3Hx (M = In and Sc, x = 0.1 and 0.5),
together with the band assignment and a sketch of the δ(O-H) and ν(O-H) vi-
brations. The spectrum of 50In/BZO is vertically offset for easier comparison.
The inset shows the IR spectra of the same samples in the ν(O-H) region.
samples.
A peak-fit analysis of the INS bands, together with a detailed analysis of
their Q-dependence, was used to identify spectral contributions associated to
different proton sites, as shown in the example of Figure 5.2. Interestingly,
the computational results revealed that the hydrogen bond length (dO··H) ex-
perienced by each specific proton, together with the characteristic vibrational
frequencies, vary significantly over time. In order to compare calculated and
experimental vibrational frequencies, we have therefore computed the VDOS
for specific ranges of dO··H, see Figure 5.3(a). Specific δ(O-H) and ν(O-H)
vibrational energies were, in this way, associated to different hydrogen bond
strengths. The computational results also suggest that hydrogen bond length
fluctuations are mainly driven by lattice dynamics, as illustrated in the exam-
ples of Figure 5.3 (b-c). It is proposed that oxygen dynamics are most likely
responsible for the fluctuations of the potential energy barrier associated to
specific diffusion events, e.g. oxygen movements shortening (strengthening)
the hydrogen bonds may favor proton hopping.
The combination of experimental and computational results revealed that
in all materials the majority of protons are located in sites with weak and
medium hydrogen bonding. In 50In/BZO a portion of protons is located in
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Figure 5.2: (a) INS intensity I(Q,ω) as measured for 50In/BZO together with
(b) the INS spectrum and the fit to the data in the δ(O-H) energy region
and (c) the corresponding Q-dependence analysis (c). a1-a4 are the identified
peak-fitted components. The black bullets in (a) represent the values of Q
which maximize the INS intensity of the bands, obtained from Q-dependence
analysis. The highlighted area corresponds to the δ(O-H) modes.
additional sites with strong and very strong hydrogen bonding. These sites
are compatible with the broadening effect observed in the INS spectra. We
suggest that the presence of the IR peaks at 250 and 290 meV is due to
the existence of a relatively small amount of protons located in structural
arrangements characterized by very strong hydrogen bonding, specifically with
dO··H ≈ 1.5 A˚. Accordingly, these peaks were assigned, for the first time, to
low energy fundamental ν(O-H) vibrations. Crucially, there are few to no
sites with dO··H ≈ 1.5 A˚ within the structural arrangements considered in the
simulations. This suggests that such proton sites are stabilized in some sort of
“extreme”, heavily distorted environments, not included in the simulations.
Interestingly, the additional proton sites observed in 50In/BZO resemble a
type which can be found in hydrated Ba2In2O5, i.e. BaInO3H. Ba2In2O5 ex-
hibits a brownmillerite structure, an oxygen-deficient variant of the perovskite
structure [105, 171–173], which is also adopted by In-doped BZO when the
In-doping is higher than ≈75%. [73, 75, 96]. As schematically shown in Fig-
ure 5.4, in BaInO3H the proton can occupy two distinct proton sites, H(1) and
H(2), where the H(1) sites are relatively similar to those found in perovskite
structures. The H(2) proton site is, instead, characterized by a more distorted
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Figure 5.3: (a) VDOS obtained for specific strengths (lengths) of the hydrogen
bond, as indicated in the legend. The dO··H distribution over the simulations
is shown in the inset. (b) Fluctuations of the hydrogen bond length (dO··H),
as extracted from the AIMD simulations, and (b) corresponding characteristic
frequencies, obtained by PSD analysis. The correspondence between the period
of the oscillations and the characteristic frequency is highlighted in the figure.
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Figure 5.4: (a) Schematic drawing of the BaInO3H structure with the H(1)
and H(2) proton sites, also shown in (b) and (c), respectively.
local environment and a stronger hydrogen bonding [105, 171–173]. Further,
the associated ν(O-H) band is located at relatively low energies [174], and
is, crucially, comparable with the extra features observed in the vibrational
spectra of 50In/BZO. Since EXAFS and Raman studies suggest that there is
no long-range browmillerite ordering in 50In/BZO [75,96], it is proposed that
50In/BZO contains a small fraction of proton sites reminiscent of the H(2) site
in BaInO3H, but without the formation of browmillerite domains.
In contrast to In-doped BZO, Sc-doped BZO exhibits an average-cubic per-
ovskite structure even for a complete substitution of Sc for Zr, corresponding
to the Ba2Sc2O5 material [175], and the IR spectra of 10Sc/BZO, 50Sc/BZO
and 100Sc/BZO [175] are essentially the same, with no indication of H(2)
sites. A recent IR investigation [78] shows that the ν(O-H) spectra of Y-doped
BZO exhibit, similarly to those of Sc-doped BZO, little to no contribution in
the region associated to very strong hydrogen bonding, and the increase of
Y-doping level results only in a minor spectral evolution. It is suggested that
for In dopants the increase of doping level leads to localized distortions and,
consequently, to the population of additional proton sites, whereas for other
dopants, such as Sc, the increase of doping level has much smaller impact on
the proton site distribution.
We also looked at proton-proton association, and our results suggest that
when protons are in close proximity to each other they may cooperatively
increase the structural distortions and stabilize strong hydrogen bonds. This
is in agreement with computational works on Y-doped BaZrO3 [90] and SrTiO3
[116], which have suggested that the protons affect each others indirectly, via
local lattice distortion. The indirect-interaction scenario is also supported by
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Figure 5.5: Schematic 2-D illustration of a conduction pathway for protons in
the presence of a network of dopant atoms, here indicated with blue coloring.
The arrows indicate the direction of the motion of the proton through the
lattice
computational results on Sc-doped BZO [71]. Our work further suggests that
the local distortions are dynamical, driven by both lattice and O-H vibrational
dynamics.
Finally, in In50/BZO it was found that structures with protons close to
dopant atoms are, generally, energetically favorable, in complete agreements
with the concept of proton-trapping [34–37, 68, 71, 84–87]. However, due to
the high doping level, the In atoms are percolated by design in the structural
models. As also suggested by very recent computational results on Y-doped
BZO [91], the presence of a network of dopant atoms creates a sort of prefer-
ential conduction pathway, as schematically illustrated in Figure 5.5, so that
the diffusion of the protons away from a dopant atoms is not required even
in long-range diffusion. Accordingly, the concept of proton trapping is not
directly transferable to the highly doped BZO, as studied here, and the proton
trapping effect is not as critical as in the low-doping limit.
5.1.2 Depth concentration profiling of thin fims
In order to obtain more insight about proton local coordination in acceptor
doped BZO, I, together with my colleagues, further investigated the distribu-
tion of protons, upon hydration, in these materials. The study was performed
on 50 nm thick films of 47In/BZO, grown by pulsed laser deposition, by means
of NR, XRR and NRA techniques. Additionally, XRD, RBS and IS measure-
ments, were used to investigate the structure, chemical composition and proton
conductivity of the samples.
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Figure 5.6: (a) XRR curve as measured on a nominally dehydrated film of
47In/BZO. The beating, of ∆Qz ≈ 0.2 A˚−1, corresponds to a layer of thickness
d = 2pi/∆Qz ≈ 30 A˚. (b) Schematic illustration of the model used to analyze
the reflectivity data, with a thin near-surface layer on the top of the bulk part
of the sample.
The results from XRR reveal the presence, in the film, of a sub-layer with a
characteristic thickness of 30–40 A˚. This is manifested in the X-ray reflectivity
curves as a beating of a period of ≈ 0.2 A˚−1, as can be observed in the example
in Figure 5.6 (a) A systematic analysis of the XRR and NR curves, based on
model systems containing one, two or three layers, showed that the best model
to describe the data contains a thin layer close to the surface of the sample, and
a thicker layer beneath, as illustrated in Figure 5.6 (b). A model containing a
single layer was not adequate to fit the data, whereas models based on more
than two layers did not improve the quality of the fits. The eSLD and nSLD,
as shown in Figure 5.7 (a-b), were obtained from the best fit to the data.
These results indicate that the 3–4 nm thick layer, close to the surface of the
film, is characterized by a somehow altered cationic composition. The values
of the nSLD for the bulk of the film are compatible with the insertion of H/D
in the perovskite structure, and suggest that the bulk of the samples are fully
hydrated/deuterated upon hydration/deuteration. The combination of the
results from NR and NRA was used to asses the proton concentration profile
in the samples upon hydration and de-hydration, which showed the presence
of high-proton density in the near-surface layer. The hydrogen concentration
profile, as extracted from NRA measurements, is shown in Figure 5.7 (c).
According to these experimental results, the bulk of the sample absorbs and
desorbs protons as anticipated, whereas the surface layer either retains or re-
obtains protons after desorption.
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Figure 5.7: The eSLD (a) and nSLD (b) profiles as obtained from the analysis
of the XRR and NR curves measured on the hydrated, dehydrated and deuter-
ated 50 nm films of 47In/BZO. (c) Hydrogen concentration profile, expressed
as hydrogen atoms per unit cell, as obtained from NRA measurements on the
same samples.
The presence of residual protons also after dehydration is consistent with
results from previous IR absorbance spectroscopy in the O-H stretch region [93,
95,104], and nuclear magnetic resonance [72] for the same or similar perovskite
materials. Of particular relevance is that In-doped BZO shows a preferential
desorption of protons experiencing strong or very strong hydrogen bonding,
and that these protons are essentially gone for temperatures above ca. 350 ◦C
[104]. The residual protons in the surface region of the films are therefore likely
to be characterized by weak or very weak hydrogen bonding interactions.
Although the results reported here specifically concern thin films, it is
not unlikely that residual protons in powder samples accumulate close to the
surface of the grain. Interestingly, QENS studies of micro- and nano-crystalline
samples of In-doped BZO have suggested that in the nano-crystalline samples
the protons somehow accumulate on the surface and/or grain-boundary regions
[127,176]. Additionally, the authors have found clear evidence of proton motion
only in the microcrystalline samples, indicating that protons in the surface
regions are most probably less mobile [127, 176]. The results, as discussed so
far, would indicate a correlation between weak hydrogen-bonding interactions
and low proton mobility, as found for the near-surface protons.
5.1.3 Resonant Raman spectroscopy
Our study on proton sites in acceptor doped BZO have suggested, in agreement
with the current view in the field [7, 8, 10, 38–42, 177–179], that the lattice
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dynamics are responsible for the fluctuations of the hydrogen bonds strength
and, consequently, the potential barrier for proton transfer. In this context, I
have also investigated the resonance and non-resonance Raman spectra of BZO
and 20Y/BZO. The study was aimed to compare the Raman spectra measured
for different incident photon energies, identify potential resonant energies, and
to asses the potential of resonance Raman spectroscopy for the study proton
conducting oxides and similar materials, with particular attention towards time
resolved experiments.
For this purpose, resonance Raman experiments were performed on a 500
nm thick film of 20Y/BZO and a polycrystalline sample of BZO by using
photon energies between 3.44 and 5.17 eV. Complementary measurements were
performed on the BZO polycrystalline sample using visible light (2.41 eV),
whereas no reliable spectrum cold be measured, in the same conditions, for
20Y/BZO. The latter was due to the fact that, since the penetration depth of
the used light is of the order of 500 nm, the Raman scattering signal from the
film is overwhelmed by the Raman scattering signal from the substrate.
The resonance behavior was investigated by analyzing the experimental
spectra and by following the evolution of the different spectral components as
a function of the photon energy, as shown in Figure 5.8. The activation of a
strong resonance Raman effect is observed, in both materials, for an incident
photon energy of approximately 5 eV, in agreement with the reported band gap
for BZO [37, 117, 180–184]. The resonance involves all spectral components,
and under resonant conditions the spectral intensity was found to be enhanced
by two to three orders of magnitude. Concerning the spectral components,
their number and positions did not show any apparent dependence on the
incident photon energy, rather the spectral features were found to be very
similar from one spectrum to another. Further comparisons with the spectra
recorded using visible light (2.41 eV) have confirmed that the spectral features
observed far from resonant conditions are the same as observed close to and
under resonance.
Importantly, the results confirm that resonant Raman spectroscopy can be
used on films, which are not always suitable for non-resonant investigation,
as in the case of the 500 nm thick film of 20Y/BZO. With a view toward
the future the use of resonant Raman could therefore have some critical ad-
vantages in, for instance, time-resolved experiments. First, these experiments
may require the use of film samples, hence it is important to be able to rely
on techniques which are suitable for these kind of samples. Additionally, by
measuring close to resonant conditions one can achieve higher spectral inten-
sity, which means reduced measuring time and lower signal-to-noise ratio, both
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Figure 5.8: (a-b) Example of resonance Raman spectra as measured on BZO
sample using different incident photon energies, together with a peak-fit analy-
sis of the spectrum measured an 4.96 eV incident photon energy. (c) Example
of evolution of the integrated intensity as a function of the incident photon
energy, as obtained for the three spectral components labelled as ν5, ν8 and
ν9.
affecting significantly the quality of the data.
5.1.4 Final remarks
The sum of the results obtained on BaZrO3-based proton conducting oxides
shines new light on the local structure and dynamic processes in these mate-
rials. The defect chemistry, e.g. the presence of dopant atoms or protons, but
also cation deficiency, is important in the formation of a variety of different lo-
cal coordination environments for the protons, characterized by different length
(strength) of the hydrogen bond and O-H vibrational energies. The strength
of the hydrogen bond, in particular, seems to be related to the ability of the
proton to (locally) diffuse, specifically weak hydrogen bonding interaction may
correspond to proton with low mobility. However, the fundamental properties
defining a proton sites, e.g. the lenght of the hydrogen bonding, are strongly
affected by the fluctuation of the lattice. This implies that the lattice dynamics
are of fundamental importance for the determination of the proton mobility,
and, accordingly, for the proton transport properties of BaZrO3-based oxides
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5.2 Local structure and dynamics in BaTiO3−xHy
Building further on the investigation of local structure and dynamics in proton
conducting perovskites, I also investigated the nature of local structure and
dynamics in the perovskite oxyhydride BaTiO3−xHy. The specific aim was to
understand the influence of hydrogen content (y) and oxygen vacancy content
(x − y) on the local structure and dynamics of the hydride ions. For this
purpose, INS vibrational spectra were recorded for four different compositions
of BaTiO3−xHy, characterized by the simultaneous presence of hydride ions
and oxygen vacancies.
The vibrational spectra were fully characterized and divided into funda-
mental Ti-H modes (85–160 meV), and second- and third-order transitions
modes, at 180–300 meV and 300–410 meV, respectively, as shown in Fig-
ure 5.9 (a). Here, a careful analysis of both the spectral intensity I(ω) and its
Q-dependence I(Q) [Figure 5.9 (b)] was used to clearly distinguish between
fundamental and higher-order transitionsw. The Ti-H fundamental vibrational
frequencies were found at, approximately, ω⊥ = 114 meV and ω‖ = 128 meV.
The assignment is supported by the comparison with vibrational frequencies
obtained through DFT calculations, and is in accordance with previously pub-
lished theoretical calculations [137]. Additionally, it was also shown that all
hydrogen species are present as hydride ions located on vacant oxygen sites of
the perovskite structure, with no indications of O-H groups or other interstitial
hydrogen species present.
The INS measurements further reveal the presence of several fundamen-
tal contributions to the vibrational spectra (Figure 5.10), which is interpreted
as the simultaneous presence of different local environments of the hydride
ions. In order to obtain more details about these local environments, we have
performed DFT calculation for structural models with and without oxygen va-
cancies. The vibrational energies of the hydride ions as calculated for different
structural models are summarized in Figure 5.10, together with an example of
two models, containing an hydride ion and a oxygen vacancy as a first nearest
neighbor (1NN) and second nearest neighbor (2NN), respectively.
The combination of experimental and computational results suggests that
a small portion of hydride ions is, indeed, located at sites corresponding to the
1NN and 2NN configurations. The presence of sites in the proximity oxygen
vacancies is of particular relevance because it supports the claim that hydride
ions can diffuse by jumping to 1NN sites, at low temperature (225 K), and to
2NN at higher temperature (500 K) [145].
Interestingly, the experimental results indicate that the site distribution is
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Figure 5.9: (a) INS spectra of one of the BaTiO3−xHy samples, together with
the assignments of the different INS bands and a sketch of the Ti-H ω⊥ and ω‖
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Figure 5.10: INS spectrum of one of the BaTiO3−xHy samples, together with
the fit of the spectrum. The presence of several spectral components is due
to the presence of distinct hydride ion sites. The frequencies calculated for an
hydride ion far from any oxygen vacancies, in the band state configuration,
and for hydride ions with an oxygen vacancy as 1NN and 2NN are indicated in
the graph. A 2D sketch of the two configurations containing oxygen vacancies
is also given.
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almost independent on the vacancy and hydride ion concentration. A detailed
analysis of the Q-dependence for the main contributions to the INS spectra
was used to extract the vibrational MSD of the hydride ions in two different
samples and as a function of temperature. The values were compared with
those extracted from DFT calculation, showing and excellent agreement. No
apparent temperature dependence was observed for both the vibrational ener-
gies and MSDs.
In summary, the combination of the results summarized in this thesis and
recently published work [51,53,137,144,145] provides a novel view about hydro-
gen species in perovskite oxides. In BaTiO3 the formation of hydride species,
located on oxygen sites, significantly perturbs the perovskite structure, which
is exemplified in the fact that BaTiO3–xHx does no longer change its structure
over temperature, as BaTiO3, but rather shows a stable cubic structure. In
perovskite oxyhydrides the dynamic properties of the hydride ions are strongly
affected by the presence of oxygen vacancies. Specifically, long-range diffusion
at low temperature relies on the formation of structural environments with
hydride ions in the proximity of oxygen vacancies.
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Chapter 6
Conclusions and Outlook
To conclude, this thesis has provided new insight about the nature of hydro-
gen sites, and the coupling between local structure and dynamic properties,
in both proton and hydride-ion conducting perovskite-type oxides. Concern-
ing acceptor doped BaZrO3, it is found that the increase of In-doping level
strongly affects the proton site distribution and leads to increasing local dis-
tortions, whereas for other dopants, e.g. Sc and Y, the doping level has little
or no impact on it. It is also argued that extended, dynamic, lattice distor-
tions influence the properties of the proton sites and mediate proton-proton
interaction. Additionally, it is found that thin films are characterized, near
to the surface, by a 3-4 nm thick proton-rich layer. It is proposed that these
near-surface protons are characterized by generally low mobility and weak
hydrogen bonding, suggesting an important correlation between the strength
of hydrogen-bonding interactions and proton mobility. The complementary
study of the oxyhydride BaTiO3–xHx confirms the insertion of hydride ions
on oxygen sites of the BaTiO3 lattice. The work also provide evidences of the
presence of local configurations with oxygen vacancies as the nearest neighbors
to the hydride ions, in agreement with the observed nearest or second nearest
neighboring jumps of long-range hydride ion diffusion.
The combination of the results obtained for both family of perovskite-
type oxides point towards some very important differences in the proton and
hydride-ion transport properties. It is proposed that for the determination of
the proton transport properties a key role is played by the vibrational proper-
ties of the materials, whereas the diffusion of hydride-ions crucially depends on
the defect chemistry of the oxide, specifically on the presence of oxygen vacan-
cies in the structure. Accordingly, for the design of novel proton conducting
oxides it is imperative to elucidate the role of lattice and O-H vibrations in
63
CHAPTER 6
the proton diffusion For the development of hydride-ion conducting materials,
instead, it may be beneficial to elucidate which are the amounts of oxygen
vacancies and hydride-ions maximizing the hydride-ion diffusions.
Besides the importance of the specific findings, a key aspect of the studies
discussed above is the novelty of the proposed approach, such as the combined
study of the energy and momentum dependence of the INS signal for the
investigation of hydrogen sites in both proton and hydride ion conducting
materials. Similarly, the combination of XRR, NR and NRA was used, for
the first time, to investigate structural properties and proton sites distribution
in proton conducting oxides. Finally, this work has established the presence
of clear advantages in the use of resonant Raman technique, with respect to
standard Raman spectroscopy, such as the higher intensity near the resonance
or the fact that the technique is generally more suitable for the investigation
of thin samples.
With a view towards the future, the new insight obtained into the local
coordination environment and dynamics of protons in acceptor doped BaZrO3
opens up to new exciting possibilities for research, such as the investigation of
the coupling between O-H vibrations and proton diffusion. Specifically, follow-
ing the approach described by Sphar et al. [7, 8] and discussed in Chapter 2,
one could investigate thin film samples by means of the transient bleaching
technique measurements combined with IR spectroscopy measurements, and
selectively probe vibrational modes assigned to specific proton sites. Comple-
mentary, the promising results from the resonance Raman investigations have
opened up to the possibility of using this technique in time-resolved experi-
ments. For instance, IR pump - (resonance) Raman probe experiments could
be used to unravel the correlation between lattice dynamics, proton vibrational
dynamics and, ultimately, proton transport properties.
Further, the results obtained from the depth profiling in thin films have
left unclarified the origin of the proton enriched surface region and its absorp-
tion and desorption mechanism. NR and NRA measurements during in situ
hydration and dehydration could provide more insight in this direction. In
particular, it would be of interest to perform the hydration / dehydration in
several steps, allowing to study intermediate levels of hydration as well.
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