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Abstract—Load forecasting is crucial for multiple energy man-
agement tasks such as scheduling generation capacity, planning
supply and demand, and minimizing energy trade costs. Such
relevance has increased even more in recent years due to the
integration of renewable energies, electric cars, and micro-
grids. Conventional load forecasting techniques obtain single-
value load forecasts by exploiting consumption patterns of past
load demand. However, such techniques cannot assess intrinsic
uncertainties in load demand, and cannot capture dynamic
changes in consumption patterns. To address these problems,
this paper presents a method for probabilistic load forecasting
based on the adaptive online learning of hidden Markov models.
We propose learning and forecasting techniques with theoretical
guarantees, and experimentally assess their performance in
multiple scenarios. In particular, we develop adaptive online
learning techniques that update model parameters recursively,
and sequential prediction techniques that obtain probabilistic
forecasts using the most recent parameters. The performance of
the method is evaluated using multiple datasets corresponding
with regions that have different sizes and display assorted
time-varying consumption patterns. The results show that the
proposed method can significantly improve the performance of
existing techniques for a wide range of scenarios.
Index Terms—Load forecasting, probabilistic load forecasting,
online learning, hidden Markov model.
I. INTRODUCTION
LOAD FORECASTING is crucial for multiple energymanagement tasks such as scheduling generation capac-
ity, planning supply and demand, and minimizing energy trade
costs [1]–[4]. The importance of load forecasting is growing
significantly in recent years due to the increasing development
of power systems and smart grids [4]. In addition, accurate
load forecasting has a beneficial impact in environment and
economy by reducing energy waste and purchase [5].
Forecasting methods are enabled by exploiting consumption
patterns related to multiple factors such as past loads, hours
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Fig. 1: The offline learning method cannot capture the change from two-peak
to flatter pattern on day t0+3d, while the online learning method can harness
such change.
of day, days of week, holidays, and temperatures [4]–[9].
Accurate forecasting is hindered by intrinsic uncertainties in
load demand and dynamic changes in consumption patterns
[10]–[13]. These problems are becoming more relevant in
recent years due to the integration of renewable energies,
electric cars, and microgrids [14]–[18]. Uncertainties in load
demand cannot be assessed by methods that obtain single-
value forecasts, and dynamic changes in consumption patterns
cannot be captured by methods based on offline learning
of static models. On the other hand, probabilistic forecasts
can evaluate load uncertainty and are essential for optimal
stochastic decision making (e.g., unit commitment [19]) [20]
while online learning is necessary to harness dynamic changes
in consumption patterns [21]. Figure 1 illustrates how changes
in consumption patterns affect the performance of methods
based on offline and online learning. The top figure shows the
two-peak consumption pattern that both methods learn on day
t0, and the middle figure shows how both methods accurately
forecast until a flatter pattern emerges on day t0 + 3d. Then,
methods based on offline learning cannot adapt to the new
pattern, while methods based on online learning correctly
adapt to such change.
Most conventional techniques for load forecasting obtain
single-value forecasts based on offline learning. Such tech-
niques can be classified in three main groups: techniques
based on statistical methods (e.g., linear regression (LR)
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[9], autoregressive moving average (ARMA) [22], [23], au-
toregressive integrated moving average (ARIMA) [24], and
seasonal autoregressive integrated moving average (SARIMA)
[25], [26]); techniques based on machine learning methods
(e.g., deep learning [27], neural networks [28], and support
vector machines (SVMs) [9], [29]); and techniques based on
weighted combinations of several forecasts [30]–[32]. Existing
techniques that obtain probabilistic forecasts are based on
offline learning, while those based on online learning obtain
single-value forecasts. Current probabilistic methods are based
on Gaussian process (GP) [33] and quantile regression (QR)
[34], [35]. Current online learning methods adapt to dynamic
changes in consumption patterns by adjusting offline learn-
ing algorithms. In particular, such methods retrain regularly
the models of conventional techniques such as ARMA [36],
update the weights in combined forecasts [37], or update the
smoothing functions in additive models [38].
In this paper, we present techniques for adaptive probabilis-
tic load forecasting (APLF) that can harness changes in con-
sumption patterns and assess load uncertainties. Specifically,
the main contributions of the paper are as follows:
• We model the data using hidden Markov models (HMMs)
and develop online learning techniques for APLF that
update HMM parameters recursively.
• We develop sequential prediction techniques for APLF
that obtain probabilistic forecasts using the most recent
HMM parameters.
• We describe in detail the efficient implementation of the
steps for online learning and probabilistic prediction in
APLF method.
• We quantify the performance improvement provided by
the method presented in comparison with existing load
forecasting techniques under multiple scenarios.
The rest of this paper is organized as follows. Section II
describes the problem of load forecasting and introduces the
performance metrics. In Section III, we present the theoretical
results for APLF learning and prediction. Section IV compares
the procedures of offline learning and online learning, and
describes in detail the implementation of APLF. The per-
formance of APLF and existing techniques is compared in
Section V under multiple scenarios. Finally, Section VI draws
the conclusions.
Notations: N (x;µ, σ) denotes the Gaussian density
function of the variable x with mean µ and standard deviation
σ; p (x|y) denotes the probability of variable x given variable
y; p(x, y) denotes the joint probability of variables x and
y; 1{·} denotes the indicator function; bold lowercase letters
represent vectors; bold capital letters represent matrices; IK
denotes the K×K identity matrix; 0K denotes the zero vector
of length K; [ · ] denotes vectors; and [ · ]T and E{·} denote
the transpose and expectation of its argument.
II. PROBLEM FORMULATION
Load forecasting methods estimate future loads given past
loads and factors that affect future loads such as hours of day,
days of week, and weather forecasts. Forecasting techniques
determine a prediction function that assigns instance vectors
x (predictors) to target vectors y (responses).
Instance vectors x are composed by past loads and obser-
vations related to future loads (e.g., weather forecasts), and
target vectors y are composed by future loads. We denote
load by s and load forecast by ŝ, with st and ŝt being the
load and the load forecast at time t. In addition, for each
time t, we denote by rt the observations vector at time t
that can include data such as weather forecasts wt. Then,
for a prediction horizon L (e.g., 24 hours, 30 minutes) and
prediction times t+1, t + 2, ..., t+L, the instance vector
is given by x =
[
st−m, ..., st, r
T
t+1, ..., r
T
t+L
]T
, the target
vector is given by y = [st+1, st+2, ..., st+L]
T, and the vector
of load forecasts is given by ŷ = [ŝt+1, ŝt+2, ..., ŝt+L]
T.
Furthermore, each time t is categorized by a calendar vari-
able c(t) ∈ {1, 2, ..., C} that describes time factors af-
fecting load demand such as hour of day, day of week,
month of year, and holiday. The calendar variable is used to
model separately loads corresponding with each calendar type
c(t) ∈ {1, 2, ..., C} as described in Section III. Conventional
techniques such as LR [9] and SVMs [29] use instance vectors
composed by past loads, observations, and calendar variables.
The proposed APLF method uses instance vectors composed
by one past load and observations.
Forecasting methods determine prediction functions us-
ing training samples formed by pairs of vectors x and
y. Offline learning algorithms determine a static prediction
function f using training samples obtained up to time t0,
(x1,y1), (x2,y2), ..., (xt0 ,yt0), while online learning algo-
rithms determine prediction functions ft using all available
training samples at t ≥ t0, (x1,y1), (x2,y2), ..., (xt,yt).
Therefore, the static prediction function f cannot adapt to
changes in consumption patterns that occur after time t0, while
prediction functions ft can adapt to patterns’ changes using
the latest information (see Figure 1).
Performance of forecasting algorithms is evaluated in terms
of accuracy using the absolute value of prediction errors:
e = |s− ŝ| (1)
while probabilistic performance can be evaluated using metrics
such as pinball losses [39] and calibration [40]. Overall
prediction errors are commonly quantified using root mean
square error (RMSE) given by
RMSE =
√
E
{
|s− ŝ|2
}
and mean average percentage error (MAPE) given by
MAPE = 100 · E
{ |s− ŝ|
s
}
.
The pinball loss of the q-th quantile forecast ŝ(q) is given by
L
(
s, ŝ(q)
)
=
{
q
(
s− ŝ(q)
)
if s ≥ ŝ(q)
(1− q)
(
ŝ(q) − s
)
if s < ŝ(q)
and the overall pinball loss is commonly quantified by the
average over all quantiles. The calibration of the q-th quantile
forecast ŝ(q) is given by
C(q) = E
{
1s≤ŝ(q)
}
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Fig. 2: Hidden Markov model for sequences {st}t≥1 and {rt}t≥1 charac-
terized by conditional distributions p (st|st−1) and p (rt|st).
and quantifies the probability with which the load is smaller
than the quantile forecast ŝ(q). Finally, the expected calibration
error (ECE) is given by
ECE = E {|q − C(q)|}
and quantifies the overall calibration error of probabilistic
forecasts.
III. MODELS AND THEORETICAL RESULTS
This section first describes the HMM that models loads
and observations, we then develop the techniques for online
learning and probabilistic forecasting.
We model the relationship between the loads {st}t≥1 and
observations {rt}t≥1 using HMMs also known as state-space
models [41], [42]. Such models allow to predict hidden states
from past states and observations, and are determined by
the conditional distribution p (st|st−1) that represents the
relationship between two following loads, and the conditional
distribution p (rt|st) that represents the relationship between
each load and observations vector (see Figure 2). We model
the sequence of loads and observations as a non-homogeneous
HMM so that both conditional distributions change in time.
Such dynamic modelling allows to adapt to changes in con-
sumption patterns.
The conditional distributions p (st|st−1) and p (rt|st) are
modeled using Gaussian distributions with mean uTη and
standard deviation σ, where u is a known feature vector
and parameters η, σ are different for each calendar type
c(t) ∈ {1, 2, ..., C}. For each c = c(t), we denote by uTsηs,c
and σs,c the mean and standard deviation that determine the
conditional distribution of load at time t given load at time
t− 1 that is
p (st|st−1) = N
(
st;u
T
sηs,c, σs,c
)
(2)
with ηs,c ∈ R2, σs,c ∈ R, and uTs = [1, st−1]T. In addition,
for each c = c(t), we denote by uTrηr,c and σr,c the mean and
standard deviation that determine the conditional distribution
of load at time t given observations at time t. Hence, assuming
there is no prior knowledge available for the loads, we have
that
p (rt|st) ∝ p (st|rt) = N
(
st;u
T
rηr,c, σr,c
)
(3)
with ηr,c ∈ RR, σr,c ∈ R, and ur = ur (rt) ∈ RR. The
proposed method can consider general functions ur(·) and
observations rt. In cases where the observations vector is
high dimensional, APLF method can use a function ur(·)
that reduces the dimensionality of observations. For instance,
if r ∈ RN , ur(r) ∈ RR can be the result of applying a
dimensionality reduction method such as principal component
analysis (PCA). In the experimental results of Section V, we
use a simple function ur(·) that returns binary vectors and
encodes weather shifts.
Using the above models, at each time t the HMM describing
the sequences of loads and observations is characterized by
parameters
Θ = {ηs,c, σs,c,ηr,c, σr,c : c = 1, 2, ..., C} (4)
where ηs,c, σs,c characterize the conditional distribution
p(st|st−1) and ηr,c, σr,c characterize the conditional distri-
bution p(rt|st) for times t with calendar type c = c(t).
The parameters for each calendar type and conditional
distribution can be obtained by maximizing the weighted
log-likelihood of all the loads obtained at times with the
same calendar type. Specifically, if st1 , st2 , ..., stn are loads
obtained at times with calendar type c ∈ {1, 2, ..., C}, i.e.,
c = c(t1) = c(t2) = ... = c(tn), and ut1 ,ut2 , ...,utn are
the corresponding feature vectors for parameters ηs,c, σs,c as
given in (2) or for parameters ηr,c, σr,c as given in (3), the
exponentially weighted log-likelihood of loads up to time ti,
for i = 1, 2, ..., n, is given by
Li (η, σ) =
i
∑
j=1
λi−j logN(stj ;u
T
tj
η, σ) (5)
where weights λi−j , j = 1, 2, ..., i, allow to increase the influ-
ence of the most recent data using a parameter λ ∈ (0, 1) that
is commonly known as forgetting factor. The maximization
of (5) is a convex optimization problem since Li(η, σ) is
a concave function because Gaussian distributions are log-
concave and λi−j > 0 for any i, j. In addition, the maximum
of (5) is unique as long as its Hessian is negative definite
which happens for any i ≥ i0 such that
Hi0 =
i0
∑
j=1
λi0−jutju
T
tj
(6)
is a non-singular matrix.
The next Theorem shows that the maximization of the
weighted log-likelihood in (5) can be solved recursively using
parameters given by
ηi = ηi−1 +
Pi−1uti
λ+ uTtiPi−1uti
(
sti − uTtiηi−1
)
(7)
σi =
√
√
√
√σ2i−1 −
1
γi
(
σ2i−1 −
λ
(
sti − uTtiηi−1
)2
λ+ uTtiPi−1uti
)
(8)
with
Pi =
1
λ
(
Pi−1 −
Pi−1utiu
T
ti
Pi−1
λ+ uTtiPi−1uti
)
(9)
γi = 1 + λγi−1. (10)
Theorem 1. Let i0 be an integer such that the matrix Hi0
given by (6) is non-singular, and η∗i ∈ RK , σ∗i ∈ R be
parameters that maximize the weighted log-likelihood given
by (5) with N(stj ;u
T
tj
η
∗
i , σ
∗
i ) ≤ M for any j ≤ i ≤ n.
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If parameters ηi ∈ RK , σi ∈ R are given by the recursions
in (7)-(10) for i > 0 with η0 = 0K , any σ0, P0 = IK , and
γ0 = 0. Then, we have that
Li (η
∗
i , σ
∗
i )− Li (ηi, σi) ≤ πM2 ‖η∗i ‖
2
λi (11)
for any i ≥ i0.
In addition, if parameters ηi ∈ RK , σi ∈ R are given by
the recursions in (7)-(10) for i > i0 with
ηi0
= Pi0
(
i0
∑
j=1
λi0−jstjutj
)
(12)
σi0 =
√
√
√
√
1
γi0
(
i0
∑
j=1
λi0−js2tj −
i0
∑
j=1
λi0−jstju
T
tj
ηi0
)
(13)
Pi0 = (Hi0)
−1 (14)
γi0 =
i0
∑
j=1
λi0−j . (15)
Then, we have that ηi = η
∗
i and σi = σ
∗
i for any i ≥ i0.
Proof: See appendix A.
The first part of the above result shows that parameters given
by the recursions (7)-(10) for i > 0 with η0 = 0K , any σ0,
P0 = IK , and γ0 = 0, approximately maximize the weighted
log-likelihood. In addition, the log-likelihood difference with
respect to the maximum given by (11) decreases exponentially
fast with the number of iterations i since λ ∈ (0, 1). The
second part shows that parameters given by the recursions (7)-
(10) for i ≥ i0 with ηi0 , σi0 given by (12)-(15), maximize the
weighted log-likelihood for any i ≥ i0. Note that the parame-
ters are updated in recursions (7)- (10) by adding a correction
to the previous parameters ηi−1 and σi−1. Such correction
is proportional to the fitting error of the previous parameter
sti − uTtiηi−1 so that parameters are updated depending how
well they fit the most recent data.
Recursion (7) for parameters describing means is similar
to that used for the recursive minimization of weighted least
squares [43]. The main technical novelty in Theorem 1 lies
in recursion (8) for parameters describing standard deviations,
and inequality (11) describing the near-optimality of parame-
ters initialized with η0 = 0K , any σ0, P0 = IK , and γ0 = 0.
Existing techniques for least squares only allow to recursively
obtain parameters describing means, while Theorem 1 allows
to recursively obtain parameters describing both means and
standard deviations. Such generalization is of practical rele-
vance since it allows to obtain probabilistic models determined
by time-changing means and standard deviations. In addition,
existing techniques address the possible singularity of matrix
(6) during the initial steps by adding a regularization term
in (5), but such approach cannot be used to obtain standard
deviations. The bound in (11) guarantees that parameters given
by recursions (7)-(10) are close to be optimal when initialized
with η0 = 0K , any σ0, P0 = IK and γ0 = 0, and are optimal
when initialized as given by (12)-(15).
The above Theorem enables the adaptive online learning
of parameters Θ described in (4). As detailed in Section IV,
Theorem 1 allows to update parameters ηs,c, σs,c and ηr,c,
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Fig. 3: APLF method obtains load forecasts together with reliable uncertainty
assessments of load demand.
σr,c using the recursions (7) and (8) every time new loads and
observations are obtained corresponding with calendar type c.
Such parameters are updated using their previous values and
the states variables given by (9) and (10). In the following, we
denote Ps,c and γs,c (resp. Pr,c and γr,c) the state variables
required to update parameters ηs,c and σs,c (resp. ηr,c and
σr,c) for c = 1, 2, ..., C, and we denote by Γ the list composed
by those state variables, that is
Γ = {Ps,c, γs,c,Pr,c, γr,c : c = 1, 2, ..., C}. (16)
In addition, we denote λs (resp. λr) the forgetting factor
required to update parameters ηs,c and σs,c (resp. ηr,c and
σr,c), for c = 1, 2, ..., C.
The previous result describes how to update HMM param-
eters using the most recent data, the next result shows how
to obtain probabilistic forecasts using the HMM characterized
by parameters Θ.
Theorem 2. If {st, rt}t≥1 is an HMM characterized by
parameters Θ as described in (4). Then, for i = 1, 2, ..., L
p (st+i|st, rt+1, ..., rt+i) = N (st+i; ŝt+i, êt+i) (17)
where means ŝt+1, ŝt+2, ..., ŝt+L and standard deviations
êt+1, êt+2, ..., êt+L can be computed by the following recur-
sions
c = c (t+ i) , ûs = [1, ŝt+i−1]
T,ur = ur (rt+i)
ŝt+i =
ûTsηs,cσ
2
r,c + u
T
rηr,c
(
σ2s,c +
(
vTηs,c
)2
ê2t+i−1
)
σ2r,c + σ
2
s,c +
(
vTηs,c
)2
ê2t+i−1
(18)
êt+i =
√
√
√
√
√
σ2r,c
(
σ2s,c +
(
vTηs,c
)2
ê2t+i−1
)
σ2r,c + σ
2
s,c +
(
vTηs,c
)2
ê2t+i−1
(19)
for v = [0, 1]
T
, ŝt = st, êt = 0, and i = 1, 2, ..., L.
Proof: See appendix B.
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(b) APLF method updates the model every time a new sample is obtained. Then, the model used for forecasting adapts to the most recent data.
Fig. 4: Block diagrams for offline learning algorithms and APLF method.
The above Theorem enables to recursively obtain probabilis-
tic load forecasts N (st+i; ŝt+i, êt+i), for i = 1, 2, ..., L that
allow to quantify the probability of forecast intervals (see Fig-
ure 3). As detailed in Section IV, Theorem 2 allows to obtain
load forecasts ŝt+i together with estimates of their accuracy
êt+i for each i = 1, 2, ..., L. Such forecasts are obtained using
the recursions (18) and (19) with the most recent parameters
every time new instance vectors x are obtained. Specifically,
for each i = 1, 2, ..., L, the probabilistic forecast at time
t+i, N (st+i; ŝt+i, êt+i), is obtained using 1) the probabilistic
forecast N (st+i−1; ŝt+i−1, êt+i−1) at previous time t+ i− 1;
2) observations vector rt+i at time t + i; and 3) parameters
ηs,c, σs,c and ηr,c, σr,c corresponding with calendar type at
time t+ i, c = c(t+ i).
The results in this section provide theoretical guarantees for
the learning and prediction steps of APLF method. The next
section describes APLF in comparison with approaches based
on offline learning, and details the implementation steps for
learning and prediction using APLF.
IV. IMPLEMENTATION
Offline learning methods obtain one model, while online
learning methods obtain a sequence of models. In particular,
APLF method learns a model every time a new sample is
obtained. Figure 4 describes the block diagrams for load
forecasting based on offline learning and based on APLF
method.
Load forecasting methods based on offline learning train a
model using a set of samples. Later, such methods predict the
load for each new instance vector using the learned model.
At learning, t0 training samples are used to obtain the model
following different approaches. For instance, ARMA algorithm
calculates parameters for the autoregressive, moving average,
and error terms [22], while techniques based on machine learn-
ing calculate parameters determining a regression function [9],
[29], [44]. At prediction, the learned model and the instance
vector xt are used to obtain load forecasts ŷt at time t, for
t > t0. The model used in the prediction step is the same for
all times t, and the actual loads yt for t > t0 are only used
to quantify the prediction error (see Figure 4a).
Load forecasting methods based on online learning train
models regularly using the most recent samples. Later, such
methods predict for each new instance vector using the latest
learned model. At learning, training samples and possibly the
previous model are used to obtain a new model following
different approaches. For instance, the method proposed in
[36] recalculates parameters of the ARMA algorithm, the
method proposed in [37] recalculates the weights in com-
bined forecasts, and the method proposed in [38] updates the
smoothing functions in additive models. At prediction, the
latest learned model and the instance vector xt are used to
obtain load forecasts ŷt at time t.
APLF is a forecasting method based on online learning
that updates model parameters using recursions in Theorem 1
and obtain probabilistic forecasts as given by Theorem 2. At
learning, APLF obtains the new model using the instance
vector xt, the actual loads yt, and the previous model.
At prediction, APLF uses the latest model to obtain load
forecasts ŷt = [ŝt+1, ŝt+2, ..., ŝt+L]
T
and estimated errors
êt = [êt+1, êt+2, ..., êt+L]
T
that determine probabilistic fore-
casts as given in (17). The model used in the prediction step
adapts at each time t to the most recent data, and the actual
loads yt are not only used to quantify the error, but also to
update the model (see Figure 4b).
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Algorithm 1 and Algorithm 2 detail the efficient
implementation of the learning and prediction steps of
APLF. The corresponding source code in Python and Matlab
languages is publicly available on the web https://github.com/
MachineLearningBCAM/Load-forecasting-IEEE-TPWRS-
2020. The running times of Algorithm 1 and Algorithm 2
are amenable for real-time implementation with very low
latency since APLF has memory complexity O(CR2), the
learning step has computational complexity O(LR3), and
the prediction step has computational complexity O(LR).
Note that the values of R are small in practice, for instance
we use R = 3, L = 24, and C = 48 in the numerical
results of Section V. Algorithm 1 follows recursions given in
Theorem 1 for parameters Θ and state variables Γ described
in (4) and (16), respectively. Specifically, such algorithm
updates parameters ηs,c, σs,c and ηr,c, σr,c as well as state
variables Ps,c, γs,c and Pr,c, γr,c using instances and actual
loads with calendar type c. Algorithm 2 follows recursions
given in Theorem 2 using the parameters Θ described in
(4) and the new instance vector. Specifically, such algorithm
obtains L load forecasts and L estimates of their accuracy
using the latest parameters ηs,c, σs,c and ηr,c, σr,c and the
corresponding instance vector. Note that the proposed method
can predict at any time of the day and use general prediction
horizons L. In addition, these prediction times and horizons
can change from one day to another just by modifying the
corresponding inputs in Algorithm 2.
Algorithm 1 Learning step for APLF
Input: Θ model parameters
Γ state variables
λs, λr forgetting factors
xt =
[
st, r
T
t+1, r
T
t+2, ..., r
T
t+L
]T
new instance vector
yt = [st+1, st+2, ..., st+L]
T
new loads vector
t time
Output: Θ updated model parameters
Γ updated state variables
for i = 1, 2, ..., L do
c← c (t+ i)
us ← [1, st+i−1]
T
ur ← ur (rt+i)
for j = s, r do
Pj,c ←
1
λj
(
Pj,c −
Pj,cuju
T
jPj,c
λj + uTjPj,cuj
)
γj,c ← 1 + λjγj,c
σj,c ←
√
√
√
√σ2j,c −
1
γj,c
(
σ2j,c −
λj
(
st+i − uTjηj,c
)2
λj + uTjPj,cuj
)
ηj,c ← ηj,c +
Pj,cuj
λj + uTjPj,cuj
(
st+i − u
T
jηj,c
)
V. NUMERICAL RESULTS
This section first describes the datasets used for the ex-
perimentation, and then compares the performance of APLF
method with respect to that of existing techniques. The first
Algorithm 2 Prediction step for APLF
Input: Θ model parameters
xt =
[
st, r
T
t+1, r
T
t+2, ..., r
T
t+L
]T
new instance vector
t time
Output: ŷt = [ŝt+1, ŝt+2, ..., ŝt+L]
T
load forecasts
êt = [êt+1, êt+2, ..., êt+L]
T
estimated errors
N(st+i; ŝt+i, êt+i), i = 1, 2, ..., L prob. forecasts
ŝt ← st
êt = 0
for i = 1, 2, ..., L do
c← c (t+ i)
ûs ← [1, ŝt+i−1]
T
ur ← ur (rt+i)
Obtain load forecast ŝt+i using equation (18)
Obtain prediction error êt+i using equation (19)
T
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Fig. 5: Consumption patterns can significantly change in two consecutive
years.
set of numerical results quantifies the prediction errors, while
the second set of numerical results evaluates the performance
of probabilistic load forecasts and analyzes the relationship
between training size and prediction error.
Seven publicly available datasets are selected for numerical
experimentation. The datasets correspond with regions that
have different sizes and display different consumption patterns
that change over time. Such changes can be observed in
Figure 5 that shows load demand per hour of day and day
of year during 2004 and 2005 in Dayton (US). This figure
shows that consumption patterns change significantly not only
for different seasons but also between consecutive weeks and
between consecutive years. Therefore, methods based on static
models often obtain inferior accuracies since they cannot adapt
to dynamic changes in consumption patterns.
We group the seven datasets by size of the region: large,
medium, and small. Two datasets belong to large-size regions:
load demand in Belgium from 2017-2019 made available by
Elia group, and load demand in New England from 2003-2014
made available by ISO-NE organization. Three datasets belong
to medium-size regions: Global Energy Forecasting Com-
petition 2012 (GEFCom2012) dataset from 2004-2007 [45],
Global Energy Forecasting Competition 2014 (GEFCom2014)
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TABLE I
RMSE AND MAPE OF PREDICTION ERRORS FOR APLF AND 11 STATE-OF-THE-ART TECHNIQUES ON 7 DATASETS.
Method
Large-size region Medium-size region Small-size region
Belgium New Engld. GEFCom12 GEFCom2014 Dayton 400 builds. 100 builds.
[GW] [%] [GW] [%] [MW] [%] [MW] [%] [GW] [%] [kW] [%] [kW] [%]
LR 1.47 11.8 1.73 8.0 5.48 20.6 0.30 15.0 0.46 15.5 0.06 9.1 0.07 14.3
SARIMA 0.81 5.5 1.22 5.4 3.42 11.6 0.25 12.0 0.22 7.7 0.05 9.9 0.07 16.5
QR 1.05 9.2 1.17 5.6 5.46 25.5 0.29 14.7 0.20 7.1 0.08 17.6 0.12 26.8
GP 0.52 4.0 0.89 4.2 2.50 8.5 0.24 10.6 0.19 6.3 0.04 6.8 0.05 11.2
SVM 0.69 4.7 1.11 5.5 3.28 12.2 0.24 12.3 0.17 5.7 0.04 8.0 0.05 11.4
DRN 1.74 13.0 0.52 2.3 2.17 7.6 0.27 19.5 0.31 11.3 0.04 7.0 0.07 14.7
AR 0.66 5.1 1.28 5.6 3.94 16.2 0.30 18.5 0.38 13.6 0.04 8.9 0.07 16.9
ARNFS 1.08 9.4 1.95 10.9 4.41 17.4 0.33 18.4 0.31 14.1 0.04 8.1 0.05 11.4
ARRFFS 1.18 10.3 2.05 11.2 4.54 17.2 0.34 17.7 0.28 10.3 0.08 17.5 0.10 23.4
SFDA 1.14 8.9 1.41 10.2 5.04 16.8 0.35 14.5 0.39 21.8 0.06 13.0 0.08 18.6
AFF 0.95 6.7 1.23 5.8 2.91 10.7 0.25 15.2 0.26 9.6 0.05 10.2 0.07 14.6
APLF 0.33 2.3 0.86 3.9 2.15 8.1 0.20 9.6 0.16 5.5 0.03 6.3 0.05 11.0
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Fig. 6: Load demand presents different consumption patterns and variability in the three regions with different sizes.
dataset from 2005-2011 [39], and load demand in Dayton from
2004-2016 made available by PJM interconnection. Finally,
two datasets belong to small-size regions that correspond
with load demand for 400 and 100 buildings in New South
Wales from 2013 and are made available by the Australian
Government as part of the project Smart Grid Smart Cities.
In the numerical results, training for offline learning algo-
rithms is done using training sizes depending on the length
of datasets. Two years of data are used for training in New
England and GEFCom2012 datasets; one year of data are used
for training in Belgium, GEFCom2014, and Dayton datasets;
and 3/4 of a year of data are used for training in 400 and
100 buildings datasets. Prediction for all algorithms is done
using the rest of the data as follows. At 11 a.m. of each day,
all forecasting methods obtain future loads for a prediction
horizon of L = 24 hours hence, every vector of load forecasts
is formed by forecasts obtained from 1 to L hours ahead.
APLF results are obtained using the following implemen-
tation details. The instance vector composed by past loads
and observations is given by x =
[
st, r
T
t+1, ..., r
T
t+L
]T
. The
observations vector rt contains the temperature wt at time
t and the mean of past temperatures w̄c(t) at calendar type
c(t), i.e., rt =
[
wt, w̄c(t)
]T
. The observations vector rt is
represented by the feature vector ur (rt) for a function ur(·)
that encodes temperature shifts. Specifically, such function
determines the vector ur (rt) = [1, α1, α2]
T
, where α1 (resp.
α2) takes value 1 if the temperature is above (resp. below)
certain thresholds and takes value 0 otherwise, that is
α1, α2 =











1, 0 if wt − w̄c(t) > W1 and
wt > W2 or wt < W3
0, 1 if wt − w̄c(t) < −W1 and
wt > W2 or wt < W3
0, 0 otherwise
where we take threshold values W1 = 20
◦F , W2 = 80
◦F ,
and W3 = 20
◦F for all datasets. The calendar information c(t)
specifies the type of hour: c(t) from 1 to 24 indicates the hour
of day of weekdays, and c(t) from 25 to 48 indicates the hour
of day of weekends and holidays, i.e., c (t) ∈ {1, ..., C} with
C = 48. Then, APLF method obtains parameters ηs,c, σs,c and
ηr,c, σr,c for C = 48 calendar types as given by Algorithm 1
initialized with η0 = 0K , any σ0, P0 = IK , and γ0 = 0.
Such parameters are updated by taking forgetting factors as
λs = 0.2 and λr = 0.7 for any calendar type and for
all datasets.1 Forgetting factors (λs, λr) and threshold values
(W1,W2,W3) are the hyper-parameters of APLF method.
1Possible numerical instabilities of state matrices P in Algorithm 1 are
addressed by their reinitialization in case their trace becomes larger than 10
similarly to methods based on recursive least squares [46].
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Fig. 7: CDFs of prediction errors provide detailed performance comparison between APLF method and conventional techniques in three regions with different
sizes.
Hyper-parameters’ values can be selected by using various
methods such as cross-validation over a grid of possible
values. For simplicity, in this paper we select values for
hyper-parameters by inspection over one dataset and then we
use the same values in all datasets. The numerical results
corroborate the robustness of APLF method to the choice
of hyper-parameters since we use the same hyper-parameters’
values in all numerical results and with significantly different
datasets.
APLF method is compared with 11 state-of-the-art tech-
niques based on statistical methods, machine learning, and
weighted combination of several forecasts. Three techniques
are based on statistical methods: LR [9], SARIMA [25], and
QR [34]; six techniques are based on machine learning: GP
[33], SVM [29], deep residual network (DRN) [27], and three
versions of AR-NARX method [9] based on linear regression
(AR) [9], fixed size least squares SVM using the Nyström
method (ARNFS) [44], and fixed size least squares SVM using
Random Features (ARRFFS) [47]; finally, two techniques are
based on weighted combination of several forecasts: secondary
forecasting based on deviation analysis (SFDA) [31] and
adaptive forgetting factor (AFF) [38].
In the first set of numerical results we quantify the pre-
diction error of APLF in comparison with the 11 existing
techniques for the 7 datasets. RMSE and MAPE assessing
overall prediction errors are given in Table I. Such table shows
that existing techniques such as DRN and QR can achieve high
accuracies in certain large-size regions using sizeable training
datasets (e.g., New England dataset), however such techniques
become inaccurate in other datasets such as those correspond-
ing with small-size regions and smaller training datasets (e.g.,
100 buildings dataset). Table I also shows that the online
learning method AFF achieves higher accuracies than multiple
offline learning algorithms such as LR, ARRFFS, and SFDA.
Figures 6 and 7 provide more detailed comparisons using 5
representative existing techniques (AR, SARIMA, QR, SVM,
and AFF) in comparison with proposed APLF in 3 datasets that
correspond with regions of assorted sizes. Figure 6 shows two
days of load demand and load forecasts in the three regions
while Figure 7 shows the empirical cumulative distribution
functions (CDFs) of the absolute value of prediction errors.
Table I, and Figures 6 and 7 show that the proposed APLF
TABLE II
PINBALL LOSS AND ECE FOR APLF AND 2 STATE-OF-THE-ART
TECHNIQUES ON 7 DATASETS.
Region
QR GP APLF
Pinball loss ECE Pinball loss ECE Pinball loss ECE
Belgium 0.34 [GW] 0.08 0.14 [GW] 0.19 0.11 [GW] 0.07
New Engld. 0.70 [GW] 0.07 0.24 [GW] 0.09 0.22 [GW] 0.07
GEFCom12 1.03 [MW] 0.06 0.78 [MW] 0.14 0.77 [MW] 0.12
GEFCom14 0.06 [MW] 0.60 0.05 [MW] 0.15 0.06 [MW] 0.19
Dayton 0.09 [GW] 0.06 0.04 [GW] 0.12 0.04 [GW] 0.05
400 builds. 0.02 [kW] 0.10 0.01 [kW] 0.05 0.01 [kW] 0.07
100 builds. 0.03 [kW] 0.08 0.01 [kW] 0.03 0.01 [kW] 0.08
Pinball losses [MW]
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1
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Fig. 8: CDFs of pinball losses compare the probabilistic performance of APLF
method with state-of-the-art probabilistic techniques.
method achieves high accuracies in comparison with existing
techniques in every dataset studied. In particular, Figure 7
shows that high errors occur with low probability for APLF
method. For instance, in New England dataset, the error of
APLF method is less than 0.8 GW with probability 0.8, while
the 5 other methods reach errors of around 1.3 GW with such
probability.
In the second set of numerical results we quantify the
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Fig. 9: Calibration plots describe the reliability of probabilistic forecasts of APLF method in comparison with state-of-the-art probabilistic techniques in three
regions with different sizes.
probabilistic performance of APLF in comparison with QR
[34] and GP [33] and we study the relationship between train-
ing size and prediction error. Pinball loss and ECE assessing
probabilistic forecasts are given in Table II. Such table shows
that APLF achieves high performance in terms of both pinball
loss and ECE, while GP sometimes achieves poor results in
terms of ECE and QR achieves poor results in terms of pinball
loss. Figures 8 and 9 provide more detailled quantification
of the probabilistic performance of different methods. Fig-
ure 8 shows the empirical CDFs of pinball losses of APLF
method, QR, GP, and the benchmark for the GEFCom2014
dataset [39]. These CDFs show that the probability of high
pinball losses is significantly lower for APLF method. In
particular, the CDFs in Figure 8 show that APLF and GP have
a similar median pinball loss of around 0.04 MW. However,
APLF has pinball losses less than 0.08 MW with probability
0.8, while GP reaches pinball losses of 0.16 MW with such
probability. Figure 9 shows the correspondence between the
calibration C(q) of probabilistic forecasts and the quantile q
for the datasets used in Figures 6 and 7. These calibration plots
show that GP and QR tend to obtain forecast quantiles higher
than the true quantiles, while APLF obtains more unbiased
probabilistic forecasts. In particular, the true load is higher
than the 50 quantile forecast load with probability very near
50 % for APLF. In addition, Figure 9 shows that APLF obtains
improved calibrations especially in the lower quantiles.
Finally, Figure 10 shows the RMSE obtained by APLF
method and the 5 existing techniques shown in Figures 6 and 7
for different sizes of training sets using GEFCom2012 dataset.
These results are obtained computing RMSEs 20 times for
each size of training set. The samples used for training in these
numerical results are different at each experiment and testing
sets always contain two years of data. As can be observed
from Figure 10, the accuracy of online learning algorithms
does not significantly change with the length of the training
dataset, while offline learning algorithms require large training
datasets to achieve accurate results.
APLF method achieves remarkable results both in terms of
single-value and probabilistic forecasts, and adapts to different
consumption patterns in every region studied even where
variability in load demand is more significant. Numerical
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Fig. 10: The length of the training dataset does not affect the accuracy of
online learning algorithms but significantly affects the accuracy of offline
learning algorithms.
results confirm that APLF better captures dynamic changes
in consumption patterns than existing methods.
VI. CONCLUSION
The paper proposes techniques for adaptive probabilistic
load forecasting (APLF) that can adapt to changes in con-
sumption patterns and assess load uncertainties. We developed
online learning techniques that update model parameters using
a simple recursive algorithm, and prediction techniques that
obtain probabilistic forecasts using the most recent parameters.
In addition, we described the theoretical guarantees and effi-
cient implementation of the online learning and probabilistic
prediction steps for APLF. The paper also compared the
accuracy of the proposed APLF with existing techniques in
multiple datasets. These datasets represent challenging scenar-
ios with different sizes and different consumption patterns that
change over time. The experimental results show the perfor-
mance improvement of APLF method in terms of prediction
errors and probabilistic forecasts. As shown in the paper, the
proposed method can improve forecasting performance in a
wide range of scenarios using efficient and flexible algorithms
for adaptive online learning.
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APPENDIX A
PROOF OF THEOREM 1
Proof: We first prove that for any i > 0 the optimal
parameters η∗i , σ
∗
i satisfy
i
∑
j=1
λi−jutju
T
tj
η
∗
i = qi (20)
γiσ
∗
i
2 =
i
∑
j=1
λi−js2tj − q
T
i η
∗
i (21)
while parameters ηi, σi and matrix Pi given by recursions
(7)-(10) with η0 = 0K , any σ0, P0 = IK , and γ0 = 0 satisfy
P−1i ηi = qi (22)
γiσi
2 =
i
∑
j=1
λi−js2tj − qTi ηi (23)
P−1i = λ
iIK +
i
∑
j=1
λi−jutju
T
tj
(24)
where qi =
i
∑
j=1
λi−jstjutj . Then, in the second step of
the proof we obtain bound in (11) using equations (20)-
(24). Finally, we prove that parameters ηi, and σi given by
recursions (7)-(10) with ηi0 , σi0 given by (12)-(15) satisfy
ηi = η
∗
i and σi = σ
∗
i , for i ≥ i0.
Parameters η∗i and σ
∗
i satisfy equations (20) and (21),
respectively, because they maximize the log-likelihood in (5).
The differentiable function Li (η, σ) is concave since Gaussian
functions are log-concave. Then, Li(η, σ) has a maximum
achieved by parameters that result in zero derivatives. Since
Li (η, σ) = −
i
∑
j=1
λi−j
(
stj − uTtjη
)2
2σ2
+ λi−j log
(
σ
√
2π
)
we have that
∂Li(η, σ)
∂η
=
i
∑
j=1
λi−j
utj (stj − uTtjη)
σ2
that becomes zero for η∗i given by (20), and
∂Li(η, σ)
∂σ
=
i
∑
j=1
λi−j
(
stj − uTtjη
)2
σ3
− λi−j 1
σ
that becomes zero for σ∗i given by (21) since γi given by (10)
equals γi =
i
∑
j=1
λi−j .
By induction, we prove that ηi and σi given by recursions
(7) and (8) satisfy equations (22) and (23) for η0 = 0K , any
σ0, P0 = IK , and γ0 = 0. Firstly, we prove it for i = 1. From
(9), we have that
P1 =
1
λ
(
IK −
ut1u
T
t1
λ+ uTt1ut1
)
=
(
λIK + ut1u
T
t1
)−1
(25)
applying the matrix inversion Lemma and using that P0 = IK .
Hence, from (7), (8), and (10), we get
P−11 η1 =
(
λIK + ut1u
T
t1
) st1ut1
λ+ uTt1ut1
= st1ut1
σ21 =
λs2t1
λ+ uTt1ut1
=
λs2t1 + s
2
t1
uTt1ut1 − s2t1uTt1ut1
λ+ uTt1ut1
= s2t1 − st1u
T
t1
st1ut1
λ+ uTt1ut1
= s2t1 − st1u
T
t1
η1
since η0 = 0K , P0 = IK , and γ0 = 0.
If (22) and (23) hold for i− 1, then for i we have that
Pi =
(
λPi−1
−1 + utiu
T
ti
)−1
(26)
applying the matrix inversion Lemma to equation (9). There-
fore, using the recursion of ηi in (7), we have that
P−1i ηi =λPi−1
−1
ηi−1 +
λuti
λ+ uTtiPi−1uti
(
sti − uTtiηi−1
)
+ utiu
T
ti
ηi−1 +
utiu
T
ti
Pi−1uti
λ+ uTtiPi−1uti
(
sti − uTtiηi−1
)
=λqi−1 +
λuti
λ+ uTtiPi−1uti
(
sti − uTtiηi−1
)
+ utiu
T
ti
ηi−1 +
utiu
T
ti
Pi−1uti
λ+ uTtiPi−1uti
(
sti − uTtiηi−1
)
(27)
=λqi−1 + uti
(
sti − uTtiηi−1
)
+ utiu
T
ti
ηi−1
=
i−1
∑
j=1
λi−jstjutj + stiuti = qi
where the equality (27) is obtained by using the induction
hypothesis. Using the recursion of σi in (8), we have that
γiσi
2 =(γi − 1)σi−12 +
(
sti − uTtiηi−1
)
·
(
sti −
stiu
T
ti
Pi−1uti
λ+ uTtiPi−1uti
− λu
T
ti
ηi−1
λ+ uTtiPi−1uti
)
=
i−1
∑
j=1
λi−js2tj − λq
T
i−1ηi−1 +
(
sti − uTtiηi−1
)
(28)
·
(
sti −
stiu
T
ti
Pi−1uti
λ+ uTtiPi−1uti
− λq
T
i−1Pi−1uti
λ+ uTtiPi−1uti
)
(29)
=
i−1
∑
j=1
λi−js2tj + s
2
ti
−


i−1
∑
j=1
λi−jstju
T
tj
+ stiu
T
ti


·
(
ηi−1 +
Pi−1uti
λ+ uTtiPi−1uti
(
sti − uTtiηi−1
)
)
(30)
where the equality (29) is obtained by using the induction
hypothesis. Then, we obtain (23) from (30) by using the
recursion for ηi in (7).
In addition, by induction we prove that Pi given by recur-
sion (9) satisfies the equation (24). The case i = 1 is proved
in the equation (25). If (24) holds for i − 1, then for i by
using (26) and the induction hypothesis we have that
Pi =
(
λ
(
λi−1IK +
i−1
∑
j=1
λi−1−jutju
T
tj
)
+ utiu
T
ti
)−1
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that directly leads to (24).
To obtain the bound in (11), we first use the definition of
Li and equations (21) and (23) to obtain
Li (η
∗
i , σ
∗
i )− Li (ηi, σi) =
γi
2
log
(
σ2i
σ∗i
2
)
=
γi
2
log
(
1 +
σ2i − σ∗i 2
σ∗i
2
)
≤ γi
2
∣
∣
∣σ2i − σ∗i 2
∣
∣
∣
σ∗i
2
=
1
2
∣
∣
∣
∣
qTi (η
∗
i − ηi)
σ∗i
2
∣
∣
∣
∣
. (31)
We then use the following inequalities
∣
∣qTi (η
∗
i − ηi)
∣
∣ ≤ λi ‖η∗i ‖ ‖ηi‖ (32)
1
σ∗i
2 ≤ 2πM2 (33)
where the inequality (32) is obtained using equations (20) and
(22) because
∣
∣qTi (η
∗
i − ηi)
∣
∣ =
∣
∣
∣
∣
∣
qTi
(
( i
∑
j=1
λi−jutju
T
tj
)−1
−Pi
)
qi
∣
∣
∣
∣
∣
=
∣
∣
∣
∣
∣
qTi
( i
∑
j=1
λi−jutju
T
tj
)−1(
P−1i −
i
∑
j=1
λi−jutju
T
tj
)
Piqi
∣
∣
∣
∣
∣
=
∣
∣
∣
∣
∣
λiqTi
( i
∑
j=1
λi−jutju
T
tj
)−1
Piqi
∣
∣
∣
∣
∣
= λi
∣
∣
∣η
∗
i
T
ηi
∣
∣
∣
and the inequality (33) is obtained due to the fact that
log
(
1
σ∗i
)
− log
√
2π ≤ logM ⇒
∣
∣
∣
∣
1
σ∗i
∣
∣
∣
∣
≤
√
2πM
because
Li (η
∗
i , σ
∗
i ) = γi(− log σ∗i − log
√
2π)
and
Li (η
∗
i , σ
∗
i ) ≤ γi logM
since N(stj ;u
T
tj
η
∗
i , σ
∗
i ) ≤ M for any j ≤ i ≤ n.
Substituting inequalities (32) and (33) in (31), we have that
Li (η
∗
i , σ
∗
i )− Li (ηi, σi) ≤πM2λi ‖η∗i ‖ ‖ηi‖
that leads to bound in (11) using the definition of ηi given by
(22) and the following inequalities
∥
∥
∥
∥
∥
Pi
i
∑
j=1
λi−jutju
T
tj
η
∗
i
∥
∥
∥
∥
∥
≤
∥
∥
∥
∥
∥
Pi
i
∑
j=1
λi−jutju
T
tj
∥
∥
∥
∥
∥
‖η∗i ‖ ≤ ‖η∗i ‖
where the last inequality is obtained because for any i such
that the matrix (6) is not singular, we have that
( i
∑
j=1
λi−jutju
T
tj
)−1( i
∑
j=1
λi−jutju
T
tj
+ λiIK
)
 IK
which implies
( i
∑
j=1
λi−jutju
T
tj
+ λiIK
)−1 i
∑
j=1
λi−jutju
T
tj
= Pi
i
∑
j=1
λi−jutju
T
tj
 IK .
Now, we proof by induction that for any i ≥ i0 parameters
ηi and σi given by recursions (7)-(10) with ηi0 , σi0 , Pi0 ,
and γi0 given by (12)-(15) satisfy ηi = η
∗
i , σi = σ
∗
i , and
Pi = (
i
∑
j=1
λi−jutju
T
tj
)−1. Firstly, for i = i0 the assertions are
obtained directly from (12)-(15) since Hi0 is non-singular and
η
∗
i and σ
∗
i satisfy 20 and 21, respectively.
If ηi−1 = η
∗
i−1 and σi−1 = σ
∗
i−1 hold, then for i we have
that
Pi = (λP
−1
i−1 + utiu
T
ti
)−1 =
( i
∑
j=1
λi−jutju
T
tj
)−1
(34)
applying the matrix inversion Lemma to equation (9). From
(7), we get
ηi =Pi−1qi−1 +
Pi−1uti
λ+ uTtiPi−1uti
(
sti − uTtiPi−1qi−1
)
=
Pi−1
λ+ uTtiPi−1uti
qi = Piqi
by replacing the induction hypothesis and using (34) together
with the matrix inversion Lemma. Then, the result for σi = σ
∗
i
can be obtained analogously to the steps in (28)-(30).
APPENDIX B
PROOF OF THEOREM 2
The proof uses the following Lemma.
Lemma. Let N (x; a, b), N (y;αx, β) be two Gaussian den-
sity functions, then
N (x; a, b)N (y;αx, β) =
N
(
x;
aβ2 + αyb2
β2 + α2b2
,
√
b2β2
β2 + α2b2
)
N
(
y; aα,
√
β2 + α2b2
)
.
Proof:
N (x; a, b)N (y;αx, β)
=
1
2πbβ
exp
{
− (x− a)2
2b2
+
− (y − αx)2
2β2
}
=
1
2πbβ
exp



−
x2 − 2xaβ2+αyb2
β2+α2b2 +
a2β2+y2b2
β2+α2b2
2 b
2β2
β2+α2b2



.
Then, the result is obtained since the above expression
equals
1
2πbβ
exp





−
(
x− aβ2+αyb2
β2+α2b2
)2
2 b
2β2
β2+α2b2
− (y − αa)
2
2 (β2 + α2b2)





by completing the squares.
Proof of Theorem 2:
In the following, st:t+i and rt+1:t+i denote the sequences
{st, st+1, ..., st+i} and {rt+1, rt+2, ..., rt+i} respectively, for
any i.
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We proceed by induction, for i = 1 we have that
p (st+1|st, rt+1) ∝ p (st+1, st, rt+1)
= p(rt+1|st+1, st)p(st+1|st)p(st)
∝ p (rt+1|st+1) p (st+1|st) (35)
∝ N
(
st+1;u
T
rηr,c, σr,c
)
N
(
st+1;u
T
sηs,c, σs,c
)
(36)
where proportionalty relationships are due to the fact that st
and rt+1 are known, (35) is obtained because the conditional
distribution of rt+1 depends only on st+1 since {st, rt}t≥1
form a HMM, and (36) is obtained because we model condi-
tional distributions as Gaussian given by (2) and (3).
Using the previous Lemma, (36) leads to (17) with ŝt+1
and êt+1 given by (18) and (19), respectively, since ŝt = st
and êt = 0.
If the statements hold for i− 1, then for i we have that
p (st+i|st, rt+1:t+i) ∝ p (st+i, st, rt+1:t+i)
=
∫
p (st, st+i−1:t+i, rt+1:t+i) dst+i−1 (37)
=
∫
p (st, st+i−1:t+i, rt+1:t+i−1) p (rt+i|st+i) dst+i−1
(38)
= p (rt+i|st+i)
·
∫
p (st, st+i−1, rt+1:t+i−1) p (st+i|st+i−1) dst+i−1
(39)
∝ p (rt+i|st+i)
·
∫
p (st+i−1|st, rt+1:t+i−1) p (st+i|st+i−1) dst+i−1
∝ N
(
st+i;u
T
rηr,c, σr,c
)
·
∫
N (st+i−1; ŝt+i−1, êt+i−1)N
(
st+i;u
T
sηs,c, σs,c
)
dst+i−1
(40)
where proportionalty relationships are due to the fact that st
and rt+1:t+i are known, (37) is obtained by marginalizing,
(38) and (39) are obtained by using the properties of HMMs,
and (40) is obtained by using the induction hypothesis and the
models of conditional distributions as Gaussians given by (2)
and (3). Then, the result is obtained by applying the previous
Lemma to (40) twice, and substituting us = [1, st+i−1]
T. 
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