Abstract-There are many standards which are relevant for building safety or mission critical software systems. An effective standard is one that should help developers, assessors, and users of such systems. For developers the standard should help them build the system cost-effectively, and it should be clear what is required in order to conform to the standard. For assessors it should be possible to determine, objectively, compliance to the standard. Users and society at large should have some assurance that a system developed to the standard has quantified risks and benefits. Unfortunately, the existing standards do not adequately fulfill any of these varied requirements. We explain why standards are the way they are and then provide a strategy for improving them. Our approach is to evaluate standards on a number of key criteria that enable us to interpret the standard, identify its scope, and check the ease with which it can be applied and checked. We also need to demonstrate that the use of a standard is likely either to deliver reliable and safe systems at an acceptable cost or help predict reliability and safety accurately. Throughout the paper we examine, by example, a specific standard for safety critical systems (namely IEC 1508) and show how it can be improved by applying our strategy.
INTRODUCTION AND BACKGROUND
OFTWARE standards exist to protect customers and the public from poor quality products and shoddy design practices. They should encourage developers to produce systems of acceptable reliability and safety. As well as helping users and developers of software systems, standards aim to help assessors by encoding those rules by which "quality" can be defined and evaluated. However, given the important role that standards play in systems engineering we must strive to continually improve them for the benefit of the user, developer, and assessor.
The goal of this paper is to describe a strategy to evaluate current standards and make recommendations for improving standards in the short and long term. The improvement strategy is based on the simple principle that a software standard is effective if, when used properly, it improves the quality of the resulting software products costeffectively. The strategy is applicable to any software standards, but is especially pertinent to the safety critical ones. The latter can be viewed as simply the most demanding of the software standards; if you remove the safety integrity requirements material from such standards then they can be applied to any software system with high quality requirements. We considered evidence from the literature and also conducted a small number of empirical studies of specific company standards [17] . We found no evidence that any of the existing standards are effective according to the criteria that we will describe in this paper. This will come as no surprise to anybody who has sought quantitative evidence about the effectiveness of any software engineering method or tool. However, what concerned us more was that, in general, software standards are written in such a way that we could never determine whether they were effective or not.
There was certainly no shortage of standards to review. We came across over 250 standards (from various international and national bodies) that we considered to fall within the remit of software engineering. The common feature of all of them was that they defined some aspect of perceived "best practice" relevant for developing or assuring high quality software systems or systems with software components. Unfortunately, there is no consensus about what constitutes best practice, and it follows that there is no consensus about how to distinguish those best practice techniques that should always be applied. Thus, for standards of similar names and objectives we came across very different models of software quality and the software development process.
We discovered the following general problems in the standards we reviewed: 1) Heavy overemphasis on process rather than product. Traditional engineering standards assure product quality by specifying properties that the product itself must satisfy. This includes the specification of extensive product testing. Software engineering standards almost entirely neglect the product and concentrate on the development process. Unfortunately, there is no guarantee that a "good" process will lead to a good product, and there is no consensus that the processes mandated in many of the standards are even "good." 2) Imprecise requirements. The traditional notion of a standard is of a set of mandatory requirements. Such requirements must be sufficiently precise in definition so that conformance can be determined objectively by appropriate tests. Where no such precision is possible, and hence where mandatory enforcement is impossible, standards bodies traditionally defined documents as "codes of practice" or "guidelines." In this respect software engineering is subjected to a proliferation of "standards" which are at best guidelines that could never be mandated realistically. 3) Non-consensus recommendations. Many of the standards proscribe, recommend, or mandate the use of various technologies which have not themselves been validated (in the sense of having been shown to be practically useful and effective). The standards may, therefore, be mandating methods which are not effective for achieving the aim of high quality systems. 4) Unclear about risks and benefits. It is not clear from standards how to predict the risks and benefits presented by the system. The language in standards studiously avoids and discourages any assertions of this kind and thus leaves the user unsure about whether the standard indicates a system's fitness for purpose or otherwise. 5) Standards too big and poorly organized. Most standards attempt to address the complete system development life-cycle. This results in extremely large documents containing sets of unrelated requirements, of which many will be irrelevant in a given application. Such standards are almost impossible to apply, and generally stay "left-on-the-shelf."
In Section 2 we define the scope of the paper, including a background of the key standards, and the scope of what we mean by assessment. In Section 3 we explain why standards are the way they are by describing the different philosophies underlying their construction. Section 4 summarizes our framework for evaluating standards, the steps of which are detailed in the five subsequent section. Thus, in Section 5 we discuss the notion of clarity and objectivity in respect to conformance assessment; our objective is to provide recommendations on how to rationalize and refine standards in such a way that we move toward the scenario where at least the obligations for the assessor are clear and objective. In Section 6 we explain how to classify requirements according to whether they focus primarily on one of three categories: process, product, or resource. Using this classification, we show how the safety critical standards concentrate on process and resource requirements at the expense of clear product requirements. We explain how to shift the focus towards the product requirements. In Section 7 we clarify the differing roles played by prediction and measurement in standards and touch on how subjective judgment informs risk assessment. Section 8 addresses the need for balance between differing types of requirements, while Section 9 explains how conformance assessment to a standard could involve greater objectivity, especially for the assessor.
Our emphasis is on how we can interpret and use standards despite their current weaknesses. We do not question the importance of standards to safety critical systems development, and a lot of very good work has gone into the existing standards. Thus, in Section 10 we make concrete recommendations on how standards could be improved in the short-term, and in Section 11 we address more difficult problems that relate to creating domain specific standards in the longer-term.
SCOPE: STANDARDS AND ASSESSMENT
In this section we define first the scope of the standards covered by the paper and then provide a brief background to the key standards. We finally define the scope of what we mean by assessment.
Scope of Standards Covered by This Paper
The scope of our work is the large set of standards which come under the umbrella of software engineering. This includes the set of IEEE/ANSI standards that are contained in the collection [10] , such as IEEE/ANSI 983-1986 "Guide for Software Quality Assurance Planning," IEEE/ANSI 1008-1987 "Standard Software Unit Testing," and IEEE/ANSI 1012-1986 "Standard Software Verification and Validation Plans." Excluded from our scope are the standards for programming languages (such as the ANSI C standard) or standards for interfacing to programming languages or operating systems (such as the POSIX family of standards [11] ). Of special relevance, however, are the standards which have been proposed for developing safety-critical software applications. The need for, and hence prevalence of, such standards has been more widely recognized in Europe than in the United States. Hence, the specific standards that we will refer to in depth in this paper originate in Europe.
Background to IEC 1508 and Other Safety Related Standards
The most important relevant standard is the generic IEC1508 "Functional Safety of Electrical/Electronic/Programmable Electronic Safety-related Systems" [8] . This standard is produced by the International Electrotechnical Commission, (IEC) a world wide organization promoting international standardization and cooperation in the electrical and electronic fields. In the 1980s the IEC recognized that computerrelated systems were being used widely to perform safety functions. They decided that, if computer system technology was to be effectively and safely exploited, it was essential that those responsible for making decisions had sufficient guidance for the safety aspects. The standard IEC1508 was developed to set out a generic approach for ensuring the safety of programmable systems. It proposes an overall safety lifecycle for both hardware and software-addressing all stages from initial concept, through design, implementation, operation and maintenance to decommissioning, of a programmable electronic system used to achieve safety. A risk-based approach is adopted to determine the required "safety integrity," and numerical targets are set for safety performance. The standard adopts a broad range of approaches intended to achieve safety. The standard IEC1508 was the result of an extensive period of consultation lasting many years, and which included publication of an interim version IEC 65A [9] that was widely reviewed.
The standard IEC 1508 has created intense interest in Europe and is likely to be adopted widely in diverse industries. It is, therefore, timely to both publicze and scrutinise the standard. Hence, throughout this paper we use IEC 1508 as an example of applying our method. Needless to say there are potential improvements to be found in all software standards but since IEC1508 is not yet widely in use our suggestions may prove helpful to those involved in its future development and application.
By way of comparison, the most closely related standard to IEC 1508 of United States origin is DO-178B [18] which was produced especially for software in avionics systems. The major similarities in the standards are general assumptions about best practice software development and testing which evolve from the traditional software engineering lifecycle. In this respect both standards differ from the highly contentious United Kingdom draft defence standard for safety critical software systems Def-Stan 00-55 [14] . The latter assumes that the traditional software engineering life-cycle is inadequate for critical applications, and mandates the use of formal methods instead. Such methods are mentioned in both IEC 1508 and DO-178B only as possible approaches for the most critical components. The key difference between IEC 1508 and DO-178B is that most of the requirements are mandatory in IEC 1508 rather than guidelines as in DO-178B.
The Notion of Assessment
The word assessment is given many different interpretations in the standards community. Typically, in relation to safety critical software, there are three broad categories to consider: 1) Assessment in the sense of testing, reviewing, or proving a product; 2) Assessment in the sense of determining the integrity requirements to place on a software component based on system level hazards; 3) Assessment in the sense of comparing actual quality delivered against quality requirements.
We believe that standards already address the first two types of assessment adequately. However, it is the third, assessing against requirements (whether conformance or predictions), where most improvements can be made. Consequently, in this paper we concentrate on the third type of assessment.
WHY STANDARDS ARE THE WAY THEY ARE
It is important to understand why software engineering standards are the way they are before we attempt to evaluate them. In this section, we examine the standards-making process and describe the conflicts that lead to standards which are a confusing mix of different philosophies.
Creating a standard is a lengthy collaborative effort between industry, users, consultants, and academia, all with different and potentially conflicting ideas. This process can take many years and the eventual procedures and requirements have to be widely agreed upon before a standard is released. Each of the different parties to this process brings particular commercial and engineering perspectives, interests and experience. From an engineering perspective we can identify different, and sometimes opposing, forces at work on standards: Of course, the above three classifications are mutually dependent in many ways. Standards will vary in their mix of emphases. For example, as a result of the Piper Alpha accident Lord Cullen recommended a nonprescriptive, riskbased product approach be applied to health and safety matters in North sea oil and gas platforms [13] . This has been encapsulated in the idea of a safety case, defined by Shaw as:
"a clear, defensible, comprehensive, and convincing argument, developed by an operator, aimed at identifying the risks inherent in operating a system, demonstrating that the operating risks are fully understood, that they have been reduced to an acceptable level and are properly managed" [19] Central to all of the above issues are the roles played by novelty and technological change. Where we have mature well understood designs, such as in traditional hardware artifacts, we encode this understanding in prescriptive, product-oriented standards. The risks of using such products are known, so the assessment process simply involves evaluating conformance against the standard. If we know a product conforms we may trust that the product presents an acceptable risk. However, for novel systems, such as the majority of software systems, our experience is much smaller and assessment much more difficult. Even where we have mature, well-understood product designs of known quality, such as in word processing systems, the IT industry forces rapid technological change. This rate of change produces an explosion of variety of system types needing to be assessed. For regulators, assessors, and users as well as developers, this presents a challenging situation and has had a profound influence on the software standards we have.
Software engineering and safety critical system standards have failed to meet the challenge presented by system novelty and change. The prevailing attitude is that software engineering should at least present itself as being as mature as manufacturing and traditional engineering. Therefore, software standards typically pretend to be traditional and conformance oriented because this is what people expect. However, software standards can only be as prescriptive as traditional product engineering standards if we understand the properties of software products sufficiently well. This understanding is clearly not currently available even for the most common application domain products such as databases, real-time control systems, and word processors. Furthermore, the problem presented by system novelty dictate that a very large number of product specific software standards would need to be developed.
As a reaction to the problem of novelty some standards have embraced the risk-based approach where a system is assessed against its specific mode of use rather than against a generic product type. Under a risk-based approach the developer and user must analyse the system in its intended environment, identify the practical potential hazards presented by the system, predict their consequences and take action to reduce risk to an acceptable level with respect to the costs involved [7] . In this way the risk presented by novelty and complexity can be analyzed and accounted for, but at an expense felt appropriate for safety-critical systems only. The act of assessment in a risk-based approach moves from compliance against the standard (although this remains to some extent) to assessment of the system itself. In this way an assessment becomes a meaningful measure of trust for the eventual user of the system. This is clearly a positive development but has led to the danger that some standards may present a confusing mixture of different philosophies. By attempting to combine conformance and risk-based clauses, prescriptive requirements, and nonprescriptive guidelines software standards may be in danger of losing their authority and the support of the developers it is trying to enlighten.
FRAMEWORK FOR EVALUATING STANDARDS
In order to interpret and evaluate standards we consider a number of steps that must reflect the various requirements placed upon a standard by system developers, assessors, and users. These steps are: 1) Determine the clarity of requirements in standards. De- velopers are obliged to comply to the requirements set forth in a standard if they wish to claim conformance to it. Clear requirements make the system construction task easier and the evaluation of conformance more straightforward. 2) Classify the requirements in standards. We can classify requirements in a standard according to whether they are process, resource or product oriented. Requirements can also be separated into those that focus on compliance and those that are risk-based. 3) Identify the role of measurement and prediction. Assessing processes and products is more meaningful and useful where concrete measurements and sensible prediction models are required by the standard when assessing compliance and predicting risk 4) Determine the balance of requirements. Having classified requirements as product, process, or resource, it is important to consider the overall balance between these classes. For example, a standard whose aim is to improve product safety should not be made up primarily of just process and/or resource requirements. 5) The need for objectivity in conformance assessment. The extent to which an assessor can determine whether the standard has genuinely been followed will depend on whether the requirements, definitions and descriptions listed in the standard are observable and verifiable.
Each of these criteria will be separately addressed in Sections 5, 6, 7, 8, and 9.
CLARITY OF REQUIREMENTS IN STANDARDS
A standard is a collection of individual requirements. Our main concern is to consider the clarity of each mandatory requirement in the following two key respects:
1 Generally, obligation 2) will follow from 1). For example, in IEC 1508, 2 Part 1, there are a number of requirements concerning the Safety Plan. Of these 6.2.2e asserts that the Safety Plan shall include a "description of the safety lifecycle phases to be applied and the dependence between them." The developer knows that certain specific information must appear in the document. To evaluate conformance the assessor only has to check that this information is there. Conversely, however, it is not necessarily true that 1) will follow from 2). For example, for the software safety lifecycle we have: Requirement 7.1.6. "Each phase shall be terminated by a verification report." Obligation 2) is clear. The assessor has, strictly speaking, only to check the existence of a specific report for each specified phase. However, the developer's obligations for the requirement is unclear; a subsequent requirement (in the software verification section) sheds little light on what constitutes an acceptable verification report: Requirement 7.9.2.4. "A Software Verification report shall contain the evidence to show that the phase being verified has, in all respects, been satisfactorily completed."
Unfortunately, in a key standard like IEC 1508 most requirements are unclear in both respects. For example, requirement 7.4.6.1a asserts that: "The source code shall be readable, understandable, and testable."
It is unclear what is expected of developers, while an assessor could only give a purely subjective view about conformance.
In traditional engineering standards it is widely accepted that the necessary clarity for both obligations 1) and 2) have to be achieved for all requirements [5] . Partly because of the immaturity of the discipline, software engineering standards do not have this clarity. Our objective here is to provide recommendations on how to rationalize and refine standards in such a way that we move toward the scenario where we can make the obligations for the assessor clear and objective where it is possible to do so. 2 . Unless otherwise stated all examples are taken from IEC 1508 Part 3.
CLASSIFYING REQUIREMENTS IN STANDARDS

Processes, Products, and Resources
Our approach to interpreting standards begins by classifying individual requirements according to whether they focus primarily on processes, products, or resources:
A Process is any specific activity, set of activities, or time period within the manufacturing or development project. Examples of process requirements are: Ideally, it should be absolutely clear for each requirement which process, product, or resource is being referred to and which property or attribute of that process, product, or resource is being specified. The example requirements above are reasonably satisfactory in this respect (even though they do not all have the desired clarity discussed in Section 5). However, in many requirements, it is necessary to "tease out" this information. Consider the following examples, 7.4.5.3. "The software should be produced to achieve modularity, testability, and maintainability."
Although this refers explicitly to the software production process, this requirement really only has meaning for the resulting product, namely the source code. Moreover, the three specified product attributes are quite different and should be stated as separate requirements (preferably in measurable form as discussed below in Section 5.3).
"
The design method chosen shall possess features that facilitate software modification. Such features include modularity, information hiding and encapsulation." Although this requirement refers to two processes (design and modification) its primary focus is a resource, namely the design method. Three very different attributes of the method are specified.
7.4.7.1.
"Each module shall be tested against its Test Specification." This is, strictly speaking, a combination of two separate requirements (and should be treated as such). One is a product requirement: the existence of a document (Software Module Test Specification) to accompany each module. The other is a process requirement that specifies that a certain type of testing activity has to be carried out.
The above classification of standards' requirements represents only the first stage in our proposed means of interpreting standards. It is important because it forces us to identify the specific object of the requirement, and to seek clarification where this is unclear. As a final example, consider the following requirement:
"
Where the software is to implement both safety and nonsafety functions then all of the software shall be treated as safety-related unless adequate independence between the functions can be demonstrated in the design." By thinking about our classification we can interpret this rather vague and confusing requirement. First of all we tease out the fact that this is a product requirement, but that there are two levels of product being considered: the software as a whole; and the set of individual functions which are being implemented. We need to break up the requirement into the following subrequirements:
1) The individual functions in the software shall be identified and listed in the Software Architecture Specification; safety-related functions shall be marked as such. (This is a product requirement; the product is the Software Architecture Specification.) 2) An independence check will be performed on each <safety, nonsafety> pair of functions identified in 1).
(This is a process requirement: how the check is to be performed needs to be further expanded.) 3) A <safety, nonsafety> pair of functions are defined to be independent provided that... (needs to be further expanded). Two functions that are not independent are defined to be dependent. (Product requirement) 4) The whole system shall be partitioned into two groups of functions: Group A will contain all safetyrelated functions together with all nonsafety related functions which are dependent on at least one safety related function. Group B will contain all remaining nonsafety-related functions. The whole software system shall be classified as safety-related if Group B is empty. (Product requirement)
THE ROLE OF MEASUREMENT AND PREDICTION
For product requirements, we make a distinction between attributes which are internal and those which are external. An internal attribute of product X is one that is dependent only on product X itself (and hence not on any other entity, be it another product, process or resource). For example, where X is source code, size is an internal attribute. An external attribute of a product X is one that is dependent on some entities other than just product X itself. For example, if product X is source code then the reliability of X is an external attribute. Reliability of X cannot be determined by looking only at X; it is dependent on the machine running X, the person using X, and the mode of use. If any of these are changed then the reliability of X can change. We have already seen numerous examples of external attributes in the above requirements (testability, maintainability, readability). Attributes like modularity (in 7.4.5.3) can, with specific definitions, be regarded as internal [4] . We have already mentioned that standards are influenced by two forces; the requirement to assess conformance objectively and the need to anticipate risks presented by novel systems. The act of determining conformance objectively is a form of measurement, where the assessor is attempting to find the "distance" between actual practice, as performed by the developer or evident in the product, and expected practice as embodied in the standard. For internal attributes, whether they are of process, resources or products, improving conformance assessment means that we must make their definitions and descriptions more rigorous and precise. However, anticipation of future risks and failures involves prediction, and is markedly different from conformance assessment. Prediction of the future dependability of software-based systems is an uncertain business requiring considerable human judgment and skill [15] . Assessors have little concrete evidence of the historical dependability of similar systems to base predictions on and even were this to exist the novelty of many systems may make this evidence necessarily weak [12] . Thus, the assessor is forced to make predictions conditional on the particularities of the system's design, the competence of the developers, and the methods and processes deployed. The weight that can be assigned to each of these differing sources of evidence is unknown and highly uncertain. Likewise, how we combine this evidence is an open research issue.
The distinction between internal and external attributes is now a widely accepted basis for software evaluation. Clearly, external attributes are the ones of primary concern, especially as, from a user's perspective, the ultimate goal is to determine acceptance criteria for safety critical systems. This means that we have to determine whether the system's external attributes like safety, reliability, and maintainability are acceptable for the system's purpose. In practice, these attributes cannot be measured directly until the system is being used so we are forced to make a decision about the acceptability of these attributes before the system is even extensively tested. This means that we are forced to look for evidence in terms of internal product attributes, or process and resource attributes.
In IEC1508 the role of the assessor is explicitly to address conformance to the standard. As a measurement task this has its problems as described in Sections 5 and 6. However, where the assessor must address safety, the need to perform prediction emerges. Central to this is the notion of a SIL (Safety Integrity Level), which is a probability of failure interval. IEC1508 recommends the use of particular methods, techniques and measures 3 to developers if they want to increase the likelihood of achieving a particular SIL. For higher SIL levels supposedly more rigorous methods are recommended. Table 1 shows the recommendations made for independent validation in Section 7.7.2.8 of IEC1508: If a developer wants to achieve a higher level of safety, say SIL 4, then it is highly recommended that an independent organization performs validation. For SIL 1 only an independent person is recommended and they are not required to be from another organization or department. IEC1508 is careful to state that these recommendations are guidelines only but expects deviation from them to be recorded and justified to the assessor.
We can make two important points about IEC1508 based on this example:
1) It uses deterministic recommendations as surrogates for what are really predictions. Rationally we would only recommend one act over another if we believed that it increased the likelihood of achieving a particular SIL. Furthermore, we would want these likelihoods ideally to be based on real experience and observation. 2) These recommendations are conditional on the situation to hand. The standard recognizes that factors such as the design novelty, complexity and poor experience of similar products should be accounted for when determining whether a recommendation should be followed. This is equivalent to determining whether these factors will affect detrimentally the likelihood of achieving the desired SIL.
From these points we can see that the important role played by prediction is left unclear and implicit because the language does not appear to admit uncertainty. IEC1508 attempts to force prediction into the straightjacket of conformance assessment where evidence is black and white rather than in shades of grey.
In IEC1508 it is left up to the assessor to determine subjectively whether a SIL target will be achieved and with what likelihood. To do this assessors must combine mentally the various recommendations, uncover their complex interrelations and use this evidence to inform their prediction. How, for example, is an assessor to determine the effects of novelty on whether the developer should employ an independent validation team from within or outside the organization? Should an organization be able to claim SIL 3 when they have no experience of similar products and the system requirements are complex? This will always be an uncertain task requiring considerable judgment but it is clearly difficult and one where the standards offers no guidance on how this should or could be done. Furthermore the assessor is given significant responsibility, beyond mere conformance evaluation, in the ultimately important process of predicting risk without the need to document or justify it.
We believe that those standards which set out to embrace a risk-based approach to assessment of complex systems should make explicit either the prediction systems to be used or the prediction calculus to be applied by the assessor. Doing this should make standards more relevant to the users of systems since assessment would be more solidly related to prediction of the risks and failures that they might face. The ESPRIT funded SERENE project [3] is using Bayesian Belief Networks to model the safety assessment procedures in various industrial settings as a way of making predictions about safety using diverse sources of evidence [16] .
BALANCE BETWEEN TYPES OF REQUIREMENTS
The Oxford Encyclopedia English Dictionary defines a standard as:
"an object or quality of measure derived as a basis or example or principle to which others conform or should conform or by which the accuracy or quality of others is judged."
This definition conforms to the widely held intuitive view that standards should focus on specifying measurable quality requirements of products. Indeed, this is the emphasis in traditional engineering standards. This point was discussed in depth in [5] which looked at specific safety standards for products (such as pushchairs). These explicitly specify tests for assessing the safety of the products. That is, they provide requirements for an external attribute of the final product. The measurable criteria for the testing process are also specified. There is, therefore, a direct link between conformance to the standard and the notions of quality and safety in the final product. Standards such as BS4792, the safety of pushchairs [2] 4 also specify a number of requirements for internal attributes of the final product, but only where there is a clearly understood relationship between these and the external attribute of safety. We contrast this approach with software safety standards. Very few requirements in these standards are welldefined product requirements. For example, [5] total 115 with 14 internal product and 13 resource requirements). There is not a single external product requirement. In contrast, BS 4792 consists entirely of product requirements (28 in total) of which 11 are external.
The distribution of requirements in DEF-STAN 00-55 seems fairly typical of software standards studied. The standard IEC 1508 is slightly different in that there is a very large number of resource requirements, but again we find far more process than product requirements. The problem with most of these requirements is that they are not demonstrated to be fit for purpose because, unlike BS 4792, there is no evidence that they enhance safety. For example, the following are typical internal product requirements from IEC 1508:
7.4.4.6. "The coding standards shall specify good programming practice, proscribe unsafe language features, and describe procedures for source code documentation."
"
The software design shall include, commensurate with the required safety integrity level, selfmonitoring of control flow and data movements."
7.4.5.
3. "The software should be produced to achieve modularity, testability, and maintainability." Each of these requirements (which would need further clarification to be usable anyway) represent particular viewpoints about internal structural properties that may impact on system safety. Unfortunately, there is no clear evidence that any of them really does [6] . The many process and resource requirements in standards such as IEC 1508 have an even more tenuous link with final system safety.
THE NEED FOR OBJECTIVITY IN CONFORMANCE ASSESSMENT
The classification of standards" requirements into process, product, or resource represents a small step in clarifying standards. We need to classify further the requirements according to the ease with which we can assess conformance. Our objective is to identify the "rogue" requirements by making definitions and descriptions more precise. Rogue requirements are those for which the assessor's obligation (as discussed in Section 2) is unclear; that is, where an assessment of conformance has to be purely subjective. Note that we are only considering the objectivity of the act of conformance assessment, not the objectivity of predictions.
Assuming that a requirement refers to some specific, well-defined process, product or resource, we distinguish four degrees of clarity for each requirement (as shown in Table 2 ): Ideally, the vast majority of requirements should be in categories '**' and '***' (with a small number of necessary "R's for definition). In the IEE pushchair safety standard BS4792 every one of the 28 requirements is in category '***' Although IEC 1508 is more objective than the vast majority of software standards reviewed (and is indeed a significant improvement on its earlier draft IEC SC65A), many requirements (including most of the examples presented so far) still fall into the "R" and '*' category. This means that conformance to such requirements can only be assessed purely subjectively. For example, it would be near impossible to assess conformance to the following requirement:
7.4.6.1a. "The source code shall be readable, understandable, and testable."
Here the requirement is effectively redundant unless we can achieve consensus amongst a large number of experts (which would be uneconomic). Alternatively, we could attempt to re-write it in a form which enables us to check conformance objectively. If there is mutual agreement (between developer and assessor) in the overall value of a requirement (however vague) then this is the option we propose. However, we stress that there is a considerable difference between 1) making a requirement objective, and 2) being able to assess conformance to a requirement objectively.
Option 1) is generally very difficult and often impossible; in an immature discipline there is even some justification for allowing a level of subjectivity in the requirements. It is only option 2) that is being specifically recommended. The following example explains the key difference between 1) and 2) and shows the different ways we might interpret requirements to achieve 2). There are generally many ways in which this can be done: EXAMPLE 1. We consider how we might interpret requirement 7.4.6.1a above in order that we can assess conformance objectively. First of all we note that there are actually three separate product requirements, namely:
1) Each software module shall be readable; 2) Each software module shall be understandable; 3) Each software module shall be testable.
We concentrate on just 1) here. Consider the following alternative versions: 1) To accompany each software module a report justifying readability will be produced. 2) To accompany each software module a report justifying readability will be produced. This report will include a section that explains how each variable in the module is named after the real-world entity that it represents.
3) The ratio of commented to noncommented code in each software module shall be at least 1 to 4, and the total size shall not exceed 1000 LOC. 4) An independent reviewer, with a degree in Computer Science and 5 years experience of technical editing, shall devote a minimum of 3 hr to reviewing the code in each software module. The reviewer shall then rate the module for readability on the following 5-point ordinal scale:
• 0 (totally unreadable) • 1 (some serious readability problems detected, requiring significant rewrite); • 2 (only minor readability problems detected, requiring rewrite); • 3 (only trivial readability problems detected); • 4 (acceptable).
The module must achieve a rating of 3 or higher.
Each of the above versions can be checked for conformance in a purely objective manner even though a large amount of subjectivity is still implicit in each of the requirements. In the case of 1) we have only to check the existence of a specific document. This is a trivial change to the original requirement since we have still said nothing about how to assess whether the document adequately justifies if the module is readable. Nevertheless, we have pushed this responsibility firmly onto the developers and not the assessors. Alternative 2) is a refinement of 1) in which we identify some specific criteria that must be present in the document (and which might increase our confidence in the readability argument). For alternative 3) we have only to check that the module has the right "measures." A simple static analysis tool can do this. In alternative 4) we have only to check that the rating given by the independent reviewer is a 3 or 4 and check that this person does indeed have the specified qualifications and experience.
In each of the alternative versions measurement plays a key, but very simple role. In the case of version 4) the requirement is based on a very subjective rating measure. Nevertheless, we can determine conformance to this requirement purely objectively. None of the alternative requirements except 3) is a requirement for which the module itself (a product) is the focus. Alternatives 1) and 2) are both requirements of a different product, while Alternative 4) concentrates on the results of a reviewing process. Example 1 confirms that being able to assess conformance to a requirement objectively does not mean that the requirement itself is objective. Nor, unfortunately, does it always mean that assessment will be easy. The approach that we are proposing is to move toward identifying measurable criteria to replace ill-defined or subjective criteria. This is consistent with the traditional measurement-based approach of classical engineering disciplines. Texts such as [4] explain how to move toward quantification of many of the subjective criteria appearing in a standard such as IEC 1508. The following example further illustrates the method: EXAMPLE 2. Requirement 7.2.2.5a asserts "To the extent required by the integrity level the Software Safety Requirements Specification (SSRS) shall be expressed and structured in such a way that it is as clear, precise, unequivocal, verifiable, testable, maintainable and feasible as possible commensurate with the safety integrity level." Each of the required attributes here (which need to be treated as separate requirements) are ill-defined or subjective. In the case of "maintainable" there are a number of ways we could interpret this so that we could assess conformance objectively.
The most direct way is to specify a mean or maximum time in which a change to the SSRS can be made.
Since such measures are hard to obtain it may be preferable to specify certain internal attributes of the SSRS, such as: the electronic medium in which it must be represented; the language in which it has to be written; that it has to be broken up into separately identifiable functions specified using less than 1000 words each; etc. Specification measures such as Albrecht's Function Points [1] might even be used. A radically different approach is that of alternative 4) in Example 1 where we simply specify what expert's rating of maintainability has to be achieved.
A STRATEGY FOR IMPROVING STANDARDS
So far we have concentrated on how we can interpret and use standards despite their many weaknesses. We do not question the general importance and value of standards to safety critical systems development. Nevertheless, there are very wide differences of emphasis in specific safety-critical standards. For example, DEF-STAN 00-55 and IEC1508 are totally different in their underlying assumptions about what constitutes a good software process; DEF-STAN 00-55 mandates the use of formal specification (and is structured around the assumption that formal methods are used), while IEC1508 mentions it only as a technique which is "highly recommended" at the highest safety integrity level (level 4). Clearly the standards cannot all be equally effective. They are certainly not equally easy to apply or assess. It follows that there is a need for evaluating the effectiveness of standards, especially when we consider the massive technological investments which may be necessary to implement them. What we have described so far may be viewed as a "front-end" procedure for standards evaluation. This is like an intuitive quality audit, necessary to establish whether a given standard satisfies some basic criteria. It also enables us to interpret the standard, identify its scope, and check the ease with which it can really be applied and checked. However, for proper evaluation we need to demonstrate that, when strictly adhered to, the use of a standard is likely either to deliver reliable and safe systems at an acceptable cost, or help predict reliability and safety accurately.
We looked at how to assess standards in some of these respects [17] . The basic impediment to proper evaluation is the sheer flabbiness of the relevant standards. Many of the standards address the entire development and testing lifecycle, containing massive (and extremely diverse) sets of requirements. It makes no scientific sense, and is in any case impractical, to assess the effectiveness of such large objects. Thus we use the notion of a ministandard. Any set of requirements, all of which relate to the same specific entity or have the same specific objective, can be thought of as a standard in its own right, or a ministandard. Rather than assess an entire set of possibly disparate requirements, we instead concentrate on ministandards.
From our discussion on the forces at work during the creation of standards there emerged three clear ministandard types:
• Product ministandards. A product ministandard would cover a specific product entity, such as a test plan or a software module, describe and define its desirable attributes and specify a measurement procedure whereby conformance could be assessed.
• Process ministandards. A process ministandard would cover similar ground to the product ministandard except it would address process and resource entities rather than product entities. For example we could imagine ministandards for the requirements specification phase, the maintenance process or the design method.
• Risk-based ministandards. A risk-based ministandard would act as the glue to combine the product and process ministandards together. The risk-based ministandard would combine the differing evidence from both process and product ministandards to make a prediction about another product or process attribute, which might have its own ministandard. For example, we might take evidence about conformance to a requirements specification phase ministandard to predict whether conformance to a requirements document ministandard is likely to be achieved as a result of following the specification process. In this way we can invoke complex cause-effect chains of inference between standards and evaluate one standard's usefulness in terms of its effects on others.
The need to decompose standards into manageable ministandards is a key stage in the evaluation strategy described in [17] . Many software-related standards are written in a way which makes this decomposition extremely difficult. Any system developer or user would select those ministandards relevant to the systems development and use.
However, the parts of IEC 1508 relevant to software are structured in a naturally decomposable way. We can identify seven key ministandards in the relevant parts of IEC 1508:
Process Ministandards
• 
Product Ministandards
• The Software Requirements Specification (Part 3, Section 7.2)
Risk-Based Ministandards
• Methods for Determining Safety Integrity Levels (Annexes C to E)
Developers and assessors would require a road-map and guidelines on how to select ministandards on the basis of relevance. We can think of this road-map as forming an argument for the dependability of the system and a justification of why particular ministandards were selected [15] .
The formal obligations for evaluating the efficacy of process and product ministandards reduce to evaluating the following criteria in a given application of the standard:
• Benefits. What observable benefits are supposed to result from the application of the ministandard? Specifically, which external attributes of which products, processes or resources are to be improved? For example, is it reliability of code, maintainability of code or designs, productivity of personnel? We would also ask whether those benefits were actually achieved. Was the system safe to an acceptable degree? What was its reliability? • Degree of conformance. To what extent have the requirements been conformed to (note that to measure this properly we need to be able to assess conformance objectively)?
What is the extra cost of following the ministandard for the expected benefits to be achieved?
For a risk-based ministandard the evaluation will focus on the extent to which it helps risk-based prediction of some attribute based on evidence from others. The relevant criteria here would be:
• Predictive Accuracy. Are the event likelihoods and predictions realistic and trustworthy? • Informativeness: Is the chain of argument meaningful and useful to assessor, developer and user? • Representativeness. Does it employ a realistic and meaningful way of representing and manipulating uncertain evidence and the predictions made using this evidence?
Essentially, a successful product or process ministandard is one where, for a given environment, it has been demonstrated that the greater the degree of conformance to the standard, the greater are the benefits, providing that such improvements merit the costs of applying the standard. The costs and benefits of a risk-based standard on the other hand can only be evaluated by its second-order effects on other standards.
IMPROVING STANDARDS IN THE LONG-TERM
The recommendations we have made in this paper have covered the need to evaluate standards using a formal strategy. In particular we have focused on:
• making requirements more objective for conformance assessment • classifying requirements according to the entities they are addressing (process, product, resource) • balancing the requirements in standards according to their intended purpose • recognizing the differing roles played by measurement and prediction in conformance and risk-based assessment • reorganizing standards into more meaningful ministandards with clearer goals All of the above goals are achievable in the short-term given appropriate resources and commitment from either the standards making bodies or organizations actually using standards. However, improvement in the long-term will require a greater understanding of software systems and the potential risks they present.
The recommendations we have made here have concentrated largely on tightening up and clarifying definitions of systems entities and their attributes. For example, by following our recommendations standards would have to list objective definitions of reliability, testability, structure, quality etc. In traditional engineering such abstract attributes are typically only standardized for products where concrete descriptions of purpose, functionality, and structure already exist. Inclusion of measures such as reliability and safety in a software standard will only make sense when purpose, functionality and structure have been clearly defined for a specific software product. Database systems, expert systems and real-time control systems are all solving different problems yet are covered by the same standards. A user would not choose a database system over an expert system simply because the expert system has a higher reliability. The users first wants functionality and then reliability.
If we were to take the model of current software engineering and systems safety standards and apply it to traditional engineering products we would end up with bizarre results. For example, we would not want to develop a single product standard for "transportation systems" in the same way we do for software systems. To do so would mean effectively amalgamating standards for trains, cars, aeroplanes, bicycles, boats and ships and generalizing reliability and safety targets to apply to abstract "generic mode of transport." It would not make sense to describe known designs and safety features of ships alongside those of cars. The reliability targets for cars would not be the same as it is for aeroplanes. A generic "transportation system" standard is clearly absurd because we lose the whole notion of a standard as a benchmark to compare similar artifacts. Yet software standards treat all software as belonging to the same generic domain regardless of the purpose behind its use.
The community needs standards that mandate minimum desirable functionality for specific types of products. Only in novel or complex situations should the user have to rely on developers applying "best practice" and expensive risk assessments. Where we do have such product standards they are largely informal, as in the case of Commercial OffThe-Shelf (COTS) products like word-processors, databases and spreadsheets. The functionality of each of these is fairly well understood and accepted, but they often fall down on their unknown or low reliability. We should be identifying such product types and standardizing them to ensure minimum levels of functionality and reliability. Of course standardizing the wide variety of different software systems will not be easy but should be more relevant to the majority of users' needs.
The appeal of software is often its capacity for novelty; that ability to do something new. Indeed it could be claimed that it is questionable to apply product standards to systems that are hybrids of various product types. For instance, a pharmaceutical system may contain databases, neural nets, and real-time control modules all of which work together to form the system. It is for situations such as these that process oriented and risk-based standards would still be needed to help predict the consequences of novelty and unknown complexity. However, where knowledge about particular product types has been accumulated it should be encoded in product ministandards which would in turn act as valuable inputs to a risk-based assessment exercise for any hybrid system formed from their union.
SUMMARY AND CONCLUSIONS
For software standards to be usable we expect the individual requirements to be clear to:
• Users so that they know what benefits the standards deliver; • Developers so that they know what they are required to do and • Assessors so that they know how to determine conformance and predict risk.
Unfortunately, many requirements in the relevant standards are not clear in any of these three respects. This was partly explained by the different philosophies acting upon standards development.
We have shown how to interpret unclear requirements in both respects, but with special emphasis on the assessors' needs. There is a significant difference between: 1) making a requirement objective, 2) being able to assess conformance to a requirement objectively, and 3) whether conformance implies that the product will be fit for purpose.
While 1) is generally very difficult, we have shown how to achieve 2) in a rigorous manner. We have also stated how conformance assessment is no substitute for risk assessment when addressing 3). Evaluating fitness for purpose of novel and complex software systems makes extensive use of human expertise. However, existing standards cannot easily accommodate human judgment and have ignored the dominant role it plays.
The vast majority of all requirements in existing systems standards are unnecessarily unclear. Our approach to interpreting such requirements begins by teasing out the relevant process, product or resource that is the primary focus. In many cases this means breaking down the requirement into a number of parts. This technique alone can often achieve greatly improved clarity. This strategy also helps isolate the differing roles played by risk prediction and conformance assessment. We provided some examples drawn from IEC 1508 on how to do this.
When the requirements in standards are classified according to products, processes and resources, we found a dearth of external product requirements (in stark comparison with safety-related standards in traditional engineering disciplines). The emphasis was on process and resource requirements with a smaller number of internal product requirements. This balance seems inappropriate for standards whose primary objectives are to deliver products with specific external attributes, namely safety and reliability. Moreover we suggest that the long-term development of standards should attempt to overcome this process bias by constructing domain specific standards for products.
Finally, we discussed the need for assessing the effectiveness of standards. The sheer size of existing standards makes them too large to assess as coherent objects. Thus, we used the notion of ministandards, whereby coherent subsets of requirements all relating to the same specific process, product, or resource. The identification of ministandards helps us not only in assessment but also in rationalising and interpreting standards. We proposed a decomposition of IEC 1508 into ministandards.
We have presented some simple practical advice on how to improve software standards. Unfortunately, the standards-making process is long and tortuous. In many cases this process itself contributes to some of the problems highlighted earlier. Perhaps, in addition to the consensus approach, it is time that the software industry validated its own standards against a universal set of objective criteria before releasing them for general use.
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