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Abstract
In this paper, we propose algorithms for the following problems in the implicitization of a set of
differential rational parametric equations P. (1) To find a characteristic set for the implicit prime ideal
of P. (2) To find a canonical representation for the image of P. (3) To decide whether the parameters
of P are independent, and if not, to re-parameterize P so that the new parametric equations have
independent parameters. (4) To compute the inversion maps of P, and as a consequence, to decide
whether P is proper. If the implicit variety is of dimension one and P is not proper, to find a proper
re-parameterization for P.
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1. Introduction
The study of unirational algebraic varieties and the corresponding rational parametric
equations is a classic topic in algebraic geometry. The recent extensive study of this
problem is focused on finding effective algorithms that can transform between the implicit
representation and parametric representation of unirational varieties (Abhyankar and Bajaj,
1988; Albano et al., 2000; Buchberger, 1987; Canny and Mannocha, 1992; Emiris and
Sendra, 2002; Galligo, 2002; Gao and Chou, 1992; Gonzalez-Vega, 1997; Hong, 1997;
Kalkbrener, 1991; Orecchia, 2001; Sederberg and Chen, 1995; Sendra and Winkler, 1991;
Schicho, 1995; Wang, 1995) due to the fact that these algorithms have applications in solid
modelling.
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On the other hand, much of the differential algebra (Boulier et al., 1995; Ritt, 1950;
Kolchin, 1973; Matera and Sedoglavic, 2002; Ollivier, 1990; Rosenfeld, 1959) or the
differential algebraic geometry (Buium and Cassidy, 1998; Wu, 1987) can be regarded
as a generalization of the algebraic geometry theory to the analogous theory for algebraic
differential equations. However, considerable parts of the results in algebraic geometry
have yet to be extended to the differential case. In this paper, we will consider some
computational issues related to the implicitization of differential rational parametric
equations (DRPEs). Two examples of DRPEs are given below.
Example 1.1. Consider
x = u2, y = u′
where x and y are indeterminates and u is a parameter. This set of parametric equations
is the parametric representation for the differential variety (definition in Section 2) defined
by the following algebraic differential equation
x ′2 − 4xy2 = 0.
Example 1.2. Consider
x = u, y = au + b
where x and y are indeterminates, u is a parameter, and a, b are arbitrary constants, i.e.,
a′ = b′ = 0. This set of parametric equations is the parametric representation for the
differential variety defined by the following algebraic differential equation
x ′y ′′ − x ′′y ′ = 0.
Differential varieties with parametric representations are called unirational (definition
in Section 3). It is clear that unirational differential varieties are one of the simplest type of
varieties, and the parametric representations are the general solution of the corresponding
algebraic differential equations.
In this paper, we propose algorithms for the following problems related to a set
of DRPEs. (1) To find a characteristic set for the implicit prime ideal (definition in
Section 3) of a set of DRPEs. (2) To find a canonical representation for the image
(definition in Section 4) of a set of DRPEs. (3) To decide whether the parameters of
a set of DRPEs are independent, and if not, to re-parameterize the DRPEs so that the
new DRPEs have independent parameters. (4) To compute the inversion maps of a set
of DRPEs, and as a consequence, to decide whether a set of DRPEs is proper. If the
implicit variety is of differential dimension one and the DRPEs are not proper, to find a
proper re-parameterization for the given DRPEs. This is based on a constructive proof of
the differential Lu¨roth’s theorem (Ritt, 1950). The computation is mainly based on the
characteristic set method for algebraic differential equations (Ritt, 1950; Wu, 1987; Chou
and Gao, 1993; Boulier et al., 1995).
The rest of this paper is organized as follows. In Section 2, we introduce some basic
notations. In Section 3, we show how to compute the characteristic set for the implicit
ideal of a set of DRPEs. In Section 4, we show how to compute the image of a set of
DRPEs. In Section 5, we treat the independency of the parameters. In Section 6, we show
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how to compute the inversion maps of a set of DRPEs. In Section 7, we propose several
problems for further study.
2. Preliminary notations from differential algebra
In this section, we will introduce the notations needed in this paper. More details about
these notations could be found in Kolchin (1973), Ritt (1950) and Wu (1987).
Let K be an ordinary differential field of characteristic zero, e.g., Q(t), x1, . . . , xn ,
u1, . . . , um indeterminates over K, and E a universal extension field of K containing
u1, u2, . . . , um . We denote by xi, j the j th derivative of xi . We use K{x1, . . . , xn} or K{X}
to denote the ring of differential polynomials (d-pols) in the indeterminates x1, . . . , xn .
Let P be a d-pol in K{X}/K. If p is the smallest number such that P ∈ K{x1, . . . , x p},
then p is called the class for P . For a d-pol P and a variable xi , let ord(P, xi ) denote the
highest order of P in xi . For a d-pol P of class p > 0, ord(P, x p) is called order of P ,
denoted by ord(P). Let P be a d-pol of class p and order o. Then we may write P as the
following form
P = ad xdp,o + ad−1xd−1p,o + · · · + a0
where the ai are d-pols with orders less than o in x p. Then x p is called the leading variable
of P , x p,o is called the lead of P , ad = 0 is called the initial of P and S = ∂ P/∂x p,o is
called the separant of P . Let P be a d-pol of class p > 0 and order o. A d-pol Q is said to
be reduced with P if ord(Q, x p) < o or ord(Q, x p) = o and the degree of x p,o in Q is less
than that in P . For two d-pols P and Q, let R = prem(P, Q) be the pseudo-remainder of
P with respect to Q (Ritt, 1950). We have the following remainder formula for R
J P =
∑
i
Bi Q(i) + R (2.1)
where J is the product of certain powers of the initial and separant (SI-product) of Q, Q(i)
is the i th derivative of Q, and Bi are d-pols.
A set of d-polsA = {A1, . . . , Am} is an ascending chain, or simply a chain, if the class
for Ai is less than the class of Ai+1 and A j is reduced with Ai for j > i . For a d-pol P , let
prem(P,A) = prem(prem(P, Am), A1, . . . , Am−1) and prem(P,∅) = P . For a triangular
set A, let
SAT(A) = {P ∈ K{X} | ∃J such that J P ∈ Ideal(A)}
where J is an SI-product of d-pols inA and Ideal(A) the differential ideal generated byA
(Ritt, 1950).
A chain A = A1, . . . , A p is called irreducible if there exist no d-pols P and Q which
are reduced with the d-pols in A such that prem(P,A) = 0, prem(Q,A) = 0 and
prem(P Q,A) = 0. It is known that (Ritt, 1950, p. 107)
Lemma 2.1. If A ⊂ K{X} is irreducible, then SAT(A) is a prime ideal of differential
dimension n − |A|. Conversely, for any prime ideal I , there is an irreducible chainA such
that I = SAT(A). A is called a characteristic set of SAT(A).
In this paper, by dimension we always mean the differential dimension (Ritt, 1950).
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For a d-pol set S, let
Zero(S) = {η = (η1, . . . , ηn) ∈ En | ∀P ∈ S, P(η) = 0}
which is called the differential variety defined by S. For two d-pol sets S andD, we define
the quasi differential variety as follows.
Zero(S/D) = Zero(S) − ∪d∈DZero(d).
Let I be a differential prime ideal in K{X}. A generic zero of I is a point η ∈ Zero(I )
such that every d-pol in K{X} annulled by η is contained in I .
Let A be an irreducible chain. The variables which are not leading variables of d-pols
in A are called the parametric variables of A. The order of an irreducible chain A is the
sum of the orders of the d-pols in A. For a prime ideal I = SAT(A), the order of A is
called the order of I or Zero(I ) with respect to the parametric variables of A. It is known
that the order of a prime ideal I does not depend on the choice of the chains with the same
set of parametric variables (Ritt, 1950).
We will need the following forms of Wu–Ritt’s zero decomposition theorems
(Ritt, 1950; Wu, 1987).
Theorem 2.1. For two d-pol sets S andD, we have a method to find irreducible ascending
chainsAi such that
Zero(S/D) = ∪i Zero(Ai/D ∪ {Ji })
where Ji is the SI-product of Ai .
Theorem 2.2. For two d-pol sets S andD, we have a method to find irreducible ascending
chainsAi such that
Zero(S/D) = ∪i Zero(SAT(Ai )/D).
A large amount of work has been done related to the theorems. Some of it may be found
in Chou and Gao (1993), Gao and Chou (1994), Hubert (2000), Boulier et al. (1995), Li
and Wang (1999) and Reid (1991).
3. The implicit ideal of a set of DRPEs
For nonzero d-pols P1, . . . , Pn, Q1, . . . , Qn in K{u1, . . . , um}, or K{U}, we call
x1 = P1(U)Q1(U) , . . . , xn =
Pn(U)
Qn(U)
(3.1)
a set of DRPEs. We assume that not all Pi (U) and Qi (U) are in K and
gcd(Pi (U), Qi (U)) = 1. For simplicity reasons, DRPEs involving arbitrary constants like
the one in Example 1.2 are not considered. There is no difficulty to extend the results in
this paper to that case.
The implicit ideal of (3.1) is defined as
ID(P, Q) = {P ∈ K{x1, . . . , xn} | P(P1/Q1, . . . , Pn/Qn) ≡ 0}.
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Zero(ID(P, Q)) is called the implicit variety of (3.1). LetV be a differential variety. If there
exists a set of DRPEs like (3.1) such that V is the implicit variety for (3.1), then V is called
unirational and (3.1) is called a parametric representation for V .
Lemma 3.1. ID(P, Q) is a differential prime ideal with η = (P1/Q1, . . . , Pn/Qn) as a
generic zero.
Proof. It is clear that ID(P, Q) is a differential ideal. Let P and Q be two d-pols such
that P Q ∈ ID(P, Q). Then P(η)Q(η) = 0 which implies P(η) = 0 or Q(η) = 0. Hence
P ∈ ID(P, Q) or Q ∈ ID(P, Q). Since ui ∈ E, η ∈ Zero(ID(P, Q)). From the definition,
η is a generic zero of ID(P, Q). 
Using the same notations introduced above, let
PS = {F1 = P1 − x1 Q1, . . . , Fn = Pn − xn Qn}
and DS = {Q1, . . . , Qn}. Since PS is an ascending chain under the variable order
u1 < · · · < um < x1 < · · · < xn , we may define SAT(PS).
Lemma 3.2. SAT(PS) is a differential prime ideal of dimension m and SAT(PS) ∩ K{X}
is the implicit ideal of (3.1).
Proof. Under the variable order u1 < · · · < um < x1 < · · · < xn , PS is an ascending
chain whose leading variables have degree one. So it is an irreducible ascending chain
and SAT(PS) is a prime ideal with a generic zero η = (U, P1/Q1, . . . , Pn/Qn) (Ritt,
1950; Wu, 1987). The dimension of SAT(PS) is the differential transcendental degree of
η over K, which is m. Since η is a generic zero of SAT(PS), η0 = (P1/Q1, . . . , Pn/Qn)
is a generic zero of I = SAT(PS) ∩ K{X}. By Lemma 3.1, η0 is also a generic zero of
ID(P, Q). Thus I and ID(P, Q) have the same generic zero, and ID(P, Q) = I . 
Lemma 3.3. Zero(PS/DS) = Zero(SAT(PS)/DS).
Proof. Since PS ⊂ SAT(PS), Zero(SAT(PS)/DS) ⊂ Zero(PS/DS). Let η ∈ Zero
(PS/DS). Then Fi (η) = 0 and Qi (η) = 0. Let H ∈ SAT(PS). Then there is a product J
of powers of Qi such that
J H ∈ Ideal(PS).
We thus have J (η)H (η)=0. Since J (η) =0, H (η)=0 and hence η ∈ Zero(SAT(PS)). 
From Lemma 3.2, to compute a characteristic set for the implicit ideal, we need to
find a characteristic set for the prime ideal SAT(PS) under the variable order x1 <
· · · < xn < u1 < · · · < um . With Lemma 3.3, this problem is reduced to finding
a zero decomposition for Zero(PS/DS). Apply Theorem 2.2 under the variable order
x1 < · · · < xn < u1 < · · · < um , we have
Zero(PS/DS) = ∪i Zero(SAT(Ai )/DS)
where Ai are irreducible ascending chains.
Lemma 3.4. There is anAk in the above decomposition such that when substituting xi by
Pi/Qi , every d-pol in Ak becomes zero. We have SAT(Ak) = SAT(PS).
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Proof. Since η = (U, P1/Q1, . . . , Pn/Qn) ∈ Zero(PS/DS), such a k must exist.
We will show that SAT(Ak) = SAT(PS). From the above decomposition and Lemma 3.3,
SAT(PS) ⊂ SAT(Ak). Since η is a generic zero of SAT(PS) and is a zero of Ak ,
we have Ak ⊂ SAT(PS). For any SI-product J of Ak , we have J /∈ SAT(PS). Otherwise,
J ∈ SAT(PS) ⊂ SAT(Ak), which is in contradiction with the fact thatAk is an irreducible
chain. Let H ∈ SAT(Ak). Then there is a d-pol L which is an SI-product of the d-pols in
Ak such that L H ∈ Ideal(Ak) ⊂ SAT(PS). Since L /∈ SAT(PS) and SAT(PS) is a prime
ideal, we have H ∈ SAT(PS). Hence SAT(Ak) ⊂ SAT(PS). 
After changing the names of the variables, we may write Ak as follows.
A1(x1, . . . , xd+1), . . . , An−d (x1, . . . , xn),
B1(x1, . . . , xn, u1, . . . , us+1), . . . , Bm−s(x1, . . . , xn, u1, . . . , um). (3.2)
By Lemma 3.2, SAT(PS) = SAT(Ak) is of dimension m. Then the set of parametric
variables of Ak , {x1, . . . , xd ,u1, . . . , us}, must contain m elements (Ritt, 1950, p. 44).
We thus have d + s = m.
Theorem 3.1. The implicit ideal of (3.1) is ID(P, Q) = SAT(A1, . . . , An−d ).
Proof. From the above computation process, (3.2) is a characteristic set of SAT(PS). Now,
the result is a consequence of Lemmas 3.2 and 3.3. 
The problem of how to compute a basis for the implicit prime ideal is open.
Example 3.2. Let us consider the following DRPEs
x = u2, y = u′. (3.3)
Let S = {x − u2, y − u′}. Under the variable order x < y < u, by Wu–Ritt’s zero
decomposition Theorem 2.1, we have
Zero(S) = Zero({4xy2 − x ′2, 2yu − x ′}/xy)
∪ Zero({x ′, y, u2 − x}/u) ∪ Zero({x, y, u}).
Only 4xy2 − x ′2 vanishes for x = u2, y = u′. From the process of obtaining (3.2), the
implicit ideal is SAT(4xy2−x ′2). For this example, we may obtain the basis for the implicit
ideal. By the lower power theorem (Ritt, 1950, p. 65), SAT(4xy2 − x ′2) = [4xy2 − x ′2].
4. The image of a set of DRPEs
The image of (3.1) in En is
IM(P, Q) = {(η1, . . . , ηn) ∈ En | ∃τ ∈ Em(ηi = Pi (τ )/Qi (τ ))}.
To compute the image, we need the following concept. For two d-pol sets S and D in
K{U, X}, we define the projection with X as follows
Projx1,...,xn Zero(S/D) = {e ∈ Em | ∃a ∈ Ens.t.(e, a) ∈ Zero(S/D)}.
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Lemma 4.1. We can find d-pol sets Si and d-pols di , i = 1, . . . , t , such that
IM(P, Q) = ∪ti=1Zero(Si/{di }). (4.1)
Proof. It is obvious that IM(P, Q) = {(x1, . . . , xn) | ∃τ ∈ Em(Qi (τ )xi − Pi (τ )
= 0∧Qi (τ ) = 0)} = Proju1,...,um Zero(PS/DS), where PS and DS are defined in Section 3.
With the algorithm to compute the projection presented in Gao and Chou (1994), we can
find Si and di such that (4.1) is valid. 
The following result describes the relation between the image and the implicit variety
of a set of DRPEs and gives a canonical representation for the image.
Theorem 4.1. Let V be the implicit variety of (3.1) and d the dimension of V . Then
(1) IM(P, Q) ⊂ V ;
(2) V − IM(P, Q) is a quasi differential variety with dimension less than d or with
dimension d but with order less than that of V ; and
(3) we can find irreducible ascending chainsA, Ai such that
IM(P, Q) = Zero(SAT(A)) − ∪ki=1Zero(Ai/Ji Di ),
where SAT(A) is the implicit ideal of (3.1), Ji are the SI-products of Ai and Di are
d-pols. In other words, V is the closure of I M(P, Q) with respect to the differential
Zariski topology on AnE.
Proof. (1) is a consequence of Lemma 3.2, (2) is a consequence of (3) and the differential
dimension theorem (Ritt, 1950, p. 49). We need only to prove (3). By Lemma 4.1, we can
find d-pols sets Sk and d-pols dk in K{X} such that
IM(P, Q) = ∪ Zero(Sk/dk).
By Theorem 2.1, we may further assume
IM(P, Q) = ∪ Zero(Ai/di Ji ) (4.2)
where Ai are irreducible ascending chains and Ji are the SI-products of Ai . Let
η = (P1/Q1, . . . , Pn/Qn). Then η ∈ IM(P, Q). Hence, η ∈ Zero(Ak/dk Jk) ⊂
Zero(SAT(Ak)) for some k. We will show that the implicit variety V of (3.1) is
Zero(SAT(Ak)). Since by Lemma 3.1 η is a generic zero of V , we have V ⊂
Zero(SAT(Ak)). Because of (1), we have Zero(SAT(Ak)/dk Jk) = Zero(Ak/dk Jk) ⊂ V .
Let g be a generic zero of SAT(Ak). Since dk Jk /∈ SAT(Ak), dk(g)Jk(g) = 0. Then
g ∈ V which implies Zero(SAT(Ak)) ⊂ V . Thus, V = Zero(SAT(Ak)). By formula
(2.1), Zero(Ak/Jk) = Zero(SAT(Ak)/Jk). Also note that Zero(Ai/di Ji ) ⊂ IM(P, Q)
⊂ V = Zero(SAT(Ak)). We have
IM(P, Q) = Zero(SAT(Ak)/dk Jk)⋃∪i =k Zero(Ai/di Ji )
= (Zero(SAT(Ak)) − Zero({dk Jk}))⋃∪i =k Zero(Ai/di Ji ).
= Zero(SAT(Ak)) − (Zero({dk Jk}) − ∪i =k Zero(Ai/di Ji )).
Let S1 and S2 be d-pol sets and D1 and D2 d-pols. We have the following formulae
Zero(S1/D1) ∩ Zero(PS2/D2) = Zero(PS1 ∪ PS2/D1 D2)
Zero(S1/D1) − Zero(S2/D2) = ∪P∈S2Zero(S1/D1 P) ∪ Zero(S1 ∪ {D2}/D1).
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With these formulae, we may transform Zero({dk Jk}) − ∪i =k Zero(Ai/di Ji ) to the
desired form. 
Example 4.2. Continue from Example 3.2. We compute the image of DRPE (3.3). Using
the projection method in Gao and Chou (1994) we have
IM(P, Q) = Zero({4xy2 − x ′2}/xy) ∪ Zero({x ′, y}/x) ∪ Zero({x, y})
= Zero({4xy2 − x ′2}/xy) ∪ Zero({x ′, y}).
By Theorem 4.1, we may find the following canonical representation
IM(P, Q) = Zero({4xy2 − x ′2}/xy) ∪ Zero({x ′, y})
= Zero({4xy2 − x ′2}) − (Zero(xy) − Zero({x ′, y}))
= Zero({4xy2 − x ′2}) − ((Zero(x) ∪ Zero(y)) − Zero({x ′, y}))
= Zero({4xy2 − x ′2}) − ((Zero(x) ∪ Zero(x ′, y)) − Zero({x ′, y}))
= Zero({4xy2 − x ′2}) − (Zero(x) − Zero({x ′, y}))
= Zero({4xy2 − x ′2}) − Zero(x/y).
In the above, we use the fact Zero(y) = Zero(x ′, y) which is valid under the condition
4xy2 − x ′2 = 0.
From the above example, we see that the image is generally not equal to the implicit variety.
5. Independent parameters
The parameters u1, . . . , um of DRPEs (3.1) are called independent if the implicit ideal
of (3.1) is of dimension m, or equivalently the differential transcendental degree of the field
K < P1/Q1, . . . ,Pn/Qn > over K is m.
Lemma 5.1. Suppose that we have constructed (3.2). Then the dimension of ID(P, Q) is
d = m − s > 0. Therefore, the parameters are independent iff s = 0.
Proof. The dimension of a prime ideal equals the number of parameters of its characteris-
tic set (Ritt, 1950). By Theorem 3.1, the dimension of ID(P, Q) = d = m − s. 
Theorem 5.1. If the parameters of (3.1) are not independent and K = Q(t) is the field of
the rational functions, then we can find a set of new DRPEs
x1 = P1/Q1, . . . , xn = Pn/Qn (5.1)
which has the same implicit variety as (3.1) but with independent parameters.
Proof. Let J be the SI-product of (3.2). Since (3.2) is irreducible, we have
prem(J, (3.2)) = 0. We can find a nonzero d-pol K reduced with (3.2) and free of the
leads of the d-pols in (3.2) (with Lemma 4 in Wu, 1994, p. 175) such that
K ∈ Ideal(A1, . . . , An−d , B1, . . . , Bm−s , J ).
Since prem(Qi , (3.2)) is not zero, we can find a nonzero d-pol qi reduced with (3.2) and
free of the leads of the d-pols in (3.2) such that
qi ∈ Ideal(A1, . . . , An−d , B1, . . . , Bm−s , Qi ).
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Let M = K ·∏nj=1 q j . M is a d-pol free of the leads of the d-pols in (3.2). Then M is not
in SAT((3.2)). Substituting xi by Pi/Qi in M , we obtain a nonzero differential rational
function N in ui . Since K = Q(t), there exist h1, . . . , hs in K such that when replacing
ui by hi , i = 1, . . . , s, N becomes a nonzero d-pol N (Ritt, 1950, p. 35). Let Pi , Qi ,
and Bi be the d-pols obtained from Pi , Qi , and Bi by replacing ui by hi , i = 1, . . . , s.
Note that Pi , Qi , and Bi involve us+1, . . . , um only. Now we have obtained (5.1). Since
N = 0, after the substitution (3.2) is still an ascending chain, which is denoted by (3.2)′.
Let the implicit varieties defined by (3.1) and (5.1) be W and V respectively. We want
to prove W = V . By the selection of hi , it is clear that W ⊂ V . Let φ = (a1, . . . , an)
be a generic zero of V . Substituting xi by ai in Bi we obtain B̂i . By the selection of
hi , the SI-products of B̂i are nonzero. Then by the projection theorem (Lemma 3.5 in
Gao and Chou, 1994), there exist solutions hi for ui , i = s + 1, . . . , m, from B̂i = 0,
which do not vanish M , and hence neither Qi nor the initial and separant of Bi . Let
η = (a1, . . . , an, h1, . . . , hm). We have M(η) = 0 which implies that Q(η) = 0 and
J (η) = 0. Since Fi = Pi − xi Qi ∈ SAT((3.2)), there exists an SI-product L of (3.2) such
that
L Fi ∈ Ideal((3.2)).
Then L(η)Fi (η) = 0. From J (η) = 0, we have L(η) = 0. Hence Fi (η) = Pi (η) −
ai Qi (η) = 0. In other words, ai = Pi (η)/Qi (η) and φ ∈ W . We have proved W = V . 
Example 5.2. Let us consider the following DRPEs
x = u2 + 2uv2 + v4, y = u′ + 2vv′. (5.2)
Let S = {x − u2 − 2uv2 − v4, y − u′ − 2vv′}. Under the variable order y < x < v < u,
by Wu–Ritt’s zero decomposition Theorem 2.1, we have
Zero(S) = Zero({x ′2 − 4xy2, 2y(u − v2) − x ′}/x ′y)
∪ Zero({y, x ′, (u − v2)2 − x}/u − v2)
∪ Zero({y, x, u − v2}).
With Lemma 3.4, we may check that
x ′2 − 4xy2, 2y(u − v2) − x ′
is the chain corresponding to (3.2). By Lemma 5.1, we may check that the parameters u
and v are not independent. The SI-product for the above chain is J = x ′y. To eliminate x ′
from J with x ′2 − 4xy2, we have K = 4xy4. To find a set of independent parameters, we
need only to select a value for v such that M = 4xy4 = 4(u2 + 2uv2 + v4)(u′ + 2vv′)4 is
not zero. Let us choose v = 0. (5.2) becomes (3.3), which has an independent parameter.
6. Inversion maps and proper parametric equations
The inversion problem is that given a point (a1, . . . , an) on the image of (3.1), find a set
of values (τ1, . . . , τm) for the u such that
ai = Pi (τ1, . . . , τm)/Qi (τ1, . . . , τm), i = 1, . . . , n.
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This problem can be reduced to a differential equation solving problem. In the following,
we show that in certain cases, we can find a closed form solution to the inversion problem.
Inversion maps for (3.1) are functions in xi and their derivatives
u1 = f1(x1, . . . , xn), . . . , um = fm(x1, . . . , xn)
such that xi ≡ Pi ( f1, . . . , fm)/Qi ( f1, . . . , fm ) become identities when replacing xi by
Pi/Qi .
The inversion problem is closely related to whether a set of parametric equations is
proper. DRPEs (3.1) are called proper if for a generic zero (a1, . . . , an) (and hence ‘most’
of the points) of the implicit variety, there exists only one (τ1, . . . , τm) ∈ Em such that
ai = Pi (τ1, . . . , τm)/Qi (τ1, . . . , τm), i = 1, . . . , n.
By Theorem 5.1, we may assume that the parameters u1, . . . , um of (3.1) are
independent, i.e., s = 0. Then (3.2) becomes
A1(x1, . . . , xm+1)
. . .
An−m(x1, . . . , xn)
B1(x1, . . . , xn, u1)
. . .
Bm(x1, . . . , xn, u1, . . . , um)
(6.1)
B1 = 0, . . . , Bm = 0 are differential equations in ui respectively. Since (6.1) is a
characteristic set of SAT(PS), a solution of Bi = 0 which does not annul the SI-product
of (6.1) is a solution of ui in terms of xi , and can be treated as a set of inverse functions.
As shown by the following theorem, we may obtain explicit representation for the inverse
functions in certain cases.
Theorem 6.1. Using the above notations. We have that (3.1) is proper if and only if
Bi = Ii ui − Ui are linear in ui for i = 1, . . . , m, and if this is the case, the inversion
maps are
u1 = U1/I1, . . . , um = Um/Im
where the Ii and Ui are d-pols in K{X}.
Proof. First note that the Bi = 0 (i = 1, . . . , m) are the relations between the x and
u1, . . . , ui which have the lowest order and degree in ui . Since (6.1) is an irreducible
ascending chain, for a generic zero η of the implicit variety V , Bi (η, u1, . . . , ui ) = 0,
i = 1, . . . , m, always have multiple roots for the ui if Bi is not linear in ui . Therefore
a point x ∈ IM(P, Q) corresponds to one set of values for ui iff Bi are linear in ui ,
i = 1, . . . , m. Let Bi = Ii ui − Ui where Ii and Ui are in K{X} then the inversion maps
are ui = Ui/Ii , i = 1, . . . , m. 
If a set of DRPEs with independent parameters is proper, these DRPEs and their
inverse maps give a birational differential isomorphic between the implicit variety and the
differential affine space AmK. In this case, the implicit variety is called rational. The classical
Lu¨roth’s theorem in algebraic case says that that unirational varieties of dimension one are
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always rational (Walker, 1978). Ritt proved that Lu¨roth’s theorem is valid in the differential
case (Ritt, 1950):
Lemma 6.1. Let u be an indeterminate and F a differential field such that K ⊂ F ⊂ K〈u〉.
Then there exists a v ∈ K〈u〉 such that F = K〈v〉. Furthermore, u is a generic zero of a
prime ideal I ⊂ F[y]. Let I = SAT({ f (y)}) for an irreducible d-pol f (y) and
f (y) = ar D1 + · · · + a1 Dr + a0
where ai ∈ F ⊂ K〈u〉 and Di are products of derivatives of y. Then one of the elements
as/ar is not in K and we have F = K〈as/ar 〉.
In what follows below, we provide a method to find a proper re-parameterization for an
improper DPREs.
Theorem 6.2. If m = 1 and DRPEs (3.1) are not proper, we can find a new parameter
s = f (u1)/g(u1) where f and g are in K{u1} such that the re-parameterization of (3.1)
in terms of s,
x1 = F1(s)G1(s) , . . . , xn =
Fn(s)
Gn(s)
(6.2)
are proper.
Proof. Let K0 = K〈P1/Q1, . . . , Pn/Qn〉 be the differential extension field of K by adding
P1/Q1, . . . , Pn/Qn (Ritt, 1950). In other words, K0 is the set of all rational functions in
Pi/Qi and their derivatives with coefficients in K. Since P1(u1) − Q1(u1)l = 0 where
l = P1(u1)/Q1(u1) ∈ K0, u1 satisfies an algebraic differential equation over K0. Let I
be the prime ideal in K0{w} with u1 as a generic zero and { f } the characteristic set for I .
Write f as the following,
f (w) = ar D1 + · · · + a1 Dr + a0
where ai ∈ K0 and Di are products of derivatives of w. By Lemma 6.1, at least one of
ai/ar , say η = as/ar , is not in K and K0 = K(η). This means that xi = Pi/Qi can
be expressed as rational functions in η and its derivatives and η can also be expressed
as a rational function of Pi/Qi and their derivatives. In other words, there is a one-to-
one correspondence between the values of the xi = Pi/Qi and η. Therefore η is the new
parameter we seek. To compute η, let B1(x1, . . . , xn, u1) = 0 be the d-pol from (6.1). Then
B1(w) = B1(P1/Q1, . . . , Pn/Qn, w) = 0 is a d-pol in K0{w} with the lowest order and
degree in w such that B1(u1) = 0, i.e., B1(w) can be taken as f (w). So s can be obtained
as follows. If B1 is linear in u1, nothing needs to be done. Otherwise let
B1 = br D1 + · · · + b1 Dr + b0
where the bi are in K{X} and Di are products of derivatives of u1. Substituting xi by
Pi/Qi , bi becomes an element ai(u1) in K0. At least one of ai/ar , say a0/ar , is not in K.
Let s = a0/ar . By Lemma 6.1, xi = Pi/Qi can be expressed as rational functions in s and
its derivatives. Eliminating u1 from (3.1) and ar s − a0, we obtain Ri = Q′i xi − P ′i which
must be linear in xi . We thus obtain (6.2). Note that ai comes from bi by substituting x j
by Pj /Q j , j = 1, . . . , n, then s = b0/br is an inversion map of (6.2). 
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Example 6.3. Let us consider the following DRPEs
x = u4, y = 2uu′. (6.3)
Let S = {x − u4, y − 2uu′}. Under the variable order x < y < u, by Wu–Ritt’s zero
decomposition Theorem 2.1, we have
Zero(S) = Zero({4xy2 − x ′2, 2yu2 − x ′}/xy)
∪ Zero({x ′, y, u4 − x}/u) ∪ Zero({x, y, u}).
Since 2yu2 − x ′ is not linear in u, by Theorem 6.1(6.3) are not proper. An inversion map
is u =
√
x ′
2y . To find proper DRPEs, by Theorem 6.2, we have
B1 = 2yw2 − x ′ = 4uu′w2 − 4u3u′.
We may select a new parameter s = (4u3u′)/(4uu′) = u2. Eliminating u from s = u2 and
(6.3), we obtain a new set of parametric equations
x = s2, y = s′
which has the same implicit ideal as (6.3) and is proper. This is actually DRPEs (3.3). The
inversion map for this set of proper parametric equations is s = x ′/2y, which has meaning
for those points in the image satisfying y = 0.
7. Several problems for further study
Several problems in the implicitization of DRPEs remain open. One is to find a basis
for the implicit ideal, which should be very difficult because it is closely related to the
computation of Gro¨bner basis for differential ideals. Another problem is to find a proper
re-parameterization for a set of improper DRPEs in the general case, which is related to the
Lu¨roth’s theorem. For m = 2 and in the algebraic case, if the base field K is the complex
number field C, then there always exists a proper re-parametrization for the original
improper parametric equations for algebraic surfaces (Castelnuovo, 1894). However if the
base field K is Q (the field of rational numbers) or R (the field of real numbers), this
needs not to be the case (Segre, 1951). If the implicit variety determined by the parametric
equations are of dimension ≥2, then even for K = C there exist improper parametric
equations that do not have a proper re-parametrization (Artin and Mumford, 1972). In the
differential case, Lu¨roth’s theorem is false even in the case of two variables (Ollivier, 1998).
The problem to decide whether an improper DRPE has a proper re-parameterization is still
open. From Example 4.2, we see that the image is generally not equal to the implicit variety.
An interesting problem is to find conditions for DRPEs under which the image is exactly
the implicit variety. For some results in the algebraic case, see Gao and Chou (1991).
The results in this paper are about the implicitization of DRPEs. The inverse problem,
i.e., to decide whether an implicitly given differential variety is unirational, and if it is,
to find a set of DRPEs for it, is still open. In the algebraic case, this problem is closely
related to the singularities and genus of the corresponding algebraic variety. Please consult
Abhyankar and Bajaj (1988), Sendra and Winkler (1991) and Schicho (1995) for some
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results in the algebraic case. It would be very interesting to develop such methods in the
differential case.
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