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I. INTRODUCTION
There are a variety of physical systems in which a well-defined separation of time scales exists; that is, a class of variables fluctuates on a time scale that is characteristically more rapid than the time scale of the remaining variables [Gardiner (1985) ]. A well known and widely studied system is Brownian motion of micron-sized particles in suspension. Here, one follows the position of the Brownian particles, since momentum fluctuates too rapidly to be observed.
In the technique called passive microbead rheology, a tracer bead of radius R sufficiently small to be subjected to Brownian motion (R < 1 lm), but larger than the miscrostructure of the medium, is placed in a viscoelastic medium, and the trajectory or displacement of the bead is measured by some optical technique [Mason et al. (1997) ; Addas et al. (2004) ; Yamada et al. (2000) ; Kimura (2009) ; Squires and Mason (2010) ]. Unlike bulk rheometers, microbead rheology requires only very small samples (picoliter to microliter order) and elastic modulus as small as 10-500 Pa can be measured [Kimura (2009)] . These advantages make the technique especially useful for the analysis of biological samples [Addas et al. (2004) ; Yamada et al. (2000) ].
One-bead microrheology is limited to systems where the microstructure of the medium is smaller than the size of the bead. If this condition is not satisfied the continuum mechanics assumptions used in the analysis may become invalid. Two-bead microrheology is used to overcome this issue. In that technique, the cross-correlation of two beads is used to estimate the rheological properties [Levine and Lubensky (2001) ]. The distance between the two beads is chosen to be larger than the characteristic length-scale of the material. In the present work, our models are blind to the microstructure of the medium and the bead-medium interactions, and we assume that continuum mechanics hold through. Extension of our methods to two-bead microrheology is postponed to a future manuscript.
The dynamics of a bead embedded in a viscoelastic medium are described by the generalized Langevin equation (GLE) [Mason et al. (1997) ]. A memory function accounts for the frictional resistance experienced by a diffusing particle in the GLE description. Because of the viscoelasticity, this frictional resistance is nonlocal in time and the frictional force experienced by a diffusing particle is influenced by its velocity at earlier times. The GLE description predicts ballistic behavior in the autocorrelation function of bead displacements, at short time scales [McKinley et al. (2009) ; Fricks et al. (2009) ; van Zanten and Rufener (2000) ]. In real systems, the bead mass is very small, and therefore the ballistic regime is usually not observed experimentally, not even in the highestfrequency measurements available [Willenbacher et al. (2007) ; van Zanten and Rufener (2000) ]. Therefore, eliminating the inertia-related fast variable from the GLE to obtain fundamental equations that can correctly describe the bead displacements inside the experimentally observable window provides a more efficient and simpler way of modeling and simulating passive microbead rheology.
There are, however, subtle physical and mathematical issues that arise in the elimination of inertia from the GLE. McKinley et al. (2009) were the first to discuss the singular nature of the zero-mass limit, by pointing that there is an anomalous gap between the mean-squared displacement (MSD) derived by taking the zero-mass limit in the equation of motion and the MSD for finite bead mass. In a future paper, we will address this issue in detail. For purposes of the present work, the main conclusion is that, to eliminate bead inertia in a self-consistent way, one must have a high-frequency purely dissipative element in the memory kernel. This purely dissipative element can be introduced as a purely viscous element arising from say solvent viscosity, but it can also come from the fluid inertia, since the Basset forces act as a purely dissipative element at high frequency damping the oscillations that arise from bead inertia. We show the occurrence of this damping in a one-mode Maxwell fluid in a complementary work, in this work we show that the results can be extended to multimode fluids.
The elimination of particle inertia from the Langevin equation, used to describe the motions of colloidal particles suspended in Newtonian fluids, is a common, welldocumented, practice [Gardiner (1985) ; Hinch (1994) ]. This procedure has been widely exploited in Brownian dynamics (BD) simulations to increase computational efficiency [Hinch (1994) ; Grassia et al. (1995) ]. The elimination of particle inertia from the GLE poses a more difficult mathematical problem that has not been fully explored and exploited. A method called adiabatic elimination is often used to eliminate fast or irrelevant degrees of freedom from the description of a system, resulting in a reduced and simpler description in terms of the remaining slow degrees of freedom [Gardiner (1985) ; Schaink et al. (2000) ]. The method can be directly applied if the model describing the system is expressed in terms of Markovian equations (i.e., Langevin equations). If the governing equations are non-Markovian (e.g., the GLE), the elimination of fast variables might still be accomplished by the adiabatic elimination method, but the equations must first be reduced to Markovian equations [Fricks et al. (2009) ; Schaink et al. (2000) ; Dygas et al. (1986) ; Mori (1965) ]. This means that before eliminating inertia one has to specify a memory kernel, which must be discrete for the GLE to be written as a discrete system of Markovian equations. In this work, we present an alternative method to eliminate inertia from the GLE in the frequency domain. Our approach is to eliminate inertia from the GLE and produces results equivalent to the adiabatic elimination method but is mathematically simpler and does not require a discrete memory kernel to be specified before eliminating inertia. This means that the derived GLE is not limited to discrete memory kernels, but can be used with continuous memory kernels. Of course, BD simulations of the GLE still require discretization, but this may be accomplished after inertia elimination, using either a generalized Maxwell or a continuous fraction approximation [Dygas et al. (1986) ] of the memory function. This allows for a somewhat more general approach and avoids having to apply the method of adiabatic elimination for a highdimensional system of stochastic differential equations. Fricks et al. (2009) have recently introduced direct GLE simulation and data analysis algorithms for microbead rheology. They developed an exact algorithm to generate particle trajectories efficiently from a GLE with a Prony series memory kernel with an arbitrary number of modes N, which corresponds to the generalized Maxwell model. They have also shown that the time-domain analysis of microbead rheology data is a valuable complement to formulas based on bead displacement statistics in the frequency domain [Mason and Weitz (1995) ; Schnurr et al. (1997)] . A very common approach to microbead rheology data analysis is to calculate the one-sided Fourier transform of the MSD from the trajectory data using fast Fourier transform (FFT) algorithms. These methods are known to introduce errors associated with frequency discretization and finite size windowing. In the method developed by Fricks et al. (2009) , a single trajectory of the bead is analyzed in the time-domain using the maximum likelihood estimators via the Kalman filter.
Following on those ideas we have developed a similar simulation and data analysis toolkit for microbead rheology. Our aim is to develop time-domain methods that can be extended to trapped particles. Traps can introduce nonlinear terms in the GLE, and therefore the methods introduced and developed by Fricks et al. (2009) , which are highly efficient and exact for linear GLEs cannot be applied. In microbead rheology, there are various scenarios where particles might be trapped. For instance, some microbead rheology techniques use optical tweezers, which have been shown to exert nonconservative, nonlinear forces on the particles [Roichman et al. (2008a [Roichman et al. ( , 2008b ]. Also, particles can be trapped by aharmonic potentials generated by a surrounding solid network (e.g., gel) [Fletcher and Geissler (2009); Storm et al. (2005) ].
Simulations of the microbead rheology experiment have been shown to be useful for testing data analysis algorithms and data acquisition errors inherent to specific particle tracking techniques. For instance, BD simulations have been used in Savin and Doyle (2005) to study dynamic and static errors in video-microscopy microrheology measurements. In that work, trajectories of a particle embedded in a purely viscous fluid were generated, with the aim of quantifying the effects of sampling time in the signal-to-noise ratio.
This paper is organized as follows. In Sec. II, we describe how to eliminate inertia from a GLE in the frequency domain. In Sec. III, we use the generalized Stokes relation (GSR) to relate the memory functions in the inertial and inertia-less GLEs to G(t) and J(t). We show that methods used to interconvert between discrete forms of these material functions can be directly applied to the memory functions. In Sec. IV, the nonMarkovian GLEs are reduced to higher-dimensional Markovian SDEs. The results of the synthetic MSD data generated with BD simulations, for beads embedded in viscoelastic fluids, are shown in Sec. V. Using our simulation toolkit, we illustrate the synergistic effects of medium and particle inertia in a multimode Maxwell fluid in Sec. VI. In Sec. VII, we show how to analyze the MSD data in the time domain to obtain J* and G*. In Sec. VIII, we illustrate the elimination of inertia for particles trapped in anharmonic potentials and present BD simulations results for the case of a cubic trap.
II. ELIMINATION OF INERTIA IN THE GLE
Neglecting particle inertia in the Langevin equation is a common, well-documented practice in the modeling and simulation of colloidal particles suspended in Newtonian fluids [Gardiner (2009); Hinch (1994) ; Grassia et al. (1995) ]. If the particle and the media are isotropic, elimination of particle inertia from the Langevin equation can be done simply, setting the particle mass equal to zero [Grassia et al. (1995) ].
In GLEs, neglecting particle inertia is a more complicated and not fully explored problem. It was first addressed by Schaink et al. (2000) using the method of adiabatic elimination. That approach requires the GLE to be made Markovian at the onset; the authors accomplish this by specifying a one-mode exponential memory kernel and using the method proposed by Dygas et al. (1986) to rewrite the GLE as a higher dimensional Markovian system. This method was generalized to N-mode exponential memory kernels by McKinley et al. (2009) . There are two limitations with that approach. The first one is that it limits a priori the memory kernels that can be used in the inertia-less GLE. The second problem is that unless N ! 1 the inertia-less GLE does not produce bead displacement autocorrelations consistent with the complete GLE [McKinley et al. (2009)] . In this work, we eliminate inertia directly from the GLE in the frequency domain and derive inertia-less GLE that is not limited to discrete or exponential memory kernels. Additionally, we show that for discrete exponential memory kernels, introducing a purely dissipative element makes the autocorrelations derived from the inertia-less GLE consistent with the ones derived from the complete GLE, even for a small number of modes.
The dynamics of a bead embedded in a viscoelastic fluid are known to be described by a GLE [Hess and Klein (1983) ; Chaikin and Lubensky (1994) ]. dp b ðtÞ dt ¼ ÀH e dr b ðtÞ À
where m is the particle mass, k B is the Boltzmann constant, and T is the temperature. f(t) is the memory function, which has been written as a scalar, implying that we consider only isotropic particles and materials. The models presented in this work can be extended to nonspherical particles or anisotropic materials by using an appropriate tensorial form for f(t). The external force to trap the particle around a fixed position is assumed to be linear with restoring constant H e. The trapping force is often produced by an optical tweezer in experimental systems. Although recent work has suggested that optical traps can exert nonlinear nonconservative forces on particles [Roichman et al. (2008a [Roichman et al. ( , 2008b ], the linear approximation is commonly used for the trapping force for laser tweezers and small bead displacement [Gittes and Schmidt (1998) ; Neuman and Block (2004) ]. The microbead rheology simulation toolkit presented in this work can be generalized to nonlinear traps, as illustrated in Sec. VIII. dr b is the displacement of the bead from the equilibrium position of the trap and p b is the momentum. The random force on the bead satisfies the fluctuation dissipation theorem
Because of the integral that appears in the GLE, the elimination of the inertia-related fast variable, p b , may not seem simple, at first sight. However, the elimination of the momentum is straightforward in the frequency domain. By taking the two-sided Fourier transform of the GLE, Eq.
(1), we obtain
where
Àixt dt is the two-sided Fourier transform of the bead displacement and f½x is the one-sided Fourier transform of the memory kernel (i.e., f½x
We indicate the Fourier transform by frequency argument with square brackets, and one-sided transform by an overbar. In the frequency domain, Eq. (2) can be written as
Note that it is the two-sided Fourier transform of f(t) that arises here. The presence of d(x þ x 0 ) in Eq. (4) indicates that f B is a stationary process. Now, making the left side of Eq. (3) zero and solving for dr b , we obtain the GLE without inertia for the bead displacement
where l½x is the one-sided Fourier transform of the memory function with respect to the inertia-less bead motion. This is given as unity divided by one-sided Fourier transform of the original memory function,
For nonspherical particles or anisotropic materials, the inertia-less memory function is defined by f½x Á l½x ¼ d. The second term in the right side of Eq. (5) is the colored noise defined by
Using Eqs. (6) and (4), it can be proven that it satisfies the FDT 
Equation (9a) describes the bead motion except at the short-time regime t . ffiffiffiffiffiffiffiffiffiffiffi ffi m=H e p where inertial effects are not negligible. The simplicity of the mathematical procedure presented to eliminate particle inertia from the GLE does not imply that the effects of particle inertia should be treated as irrelevant in the analysis of microbead rheology. The procedure presented to eliminate inertia from the GLE is effectively equivalent to applying an optimal low pass filter in the frequency domain to the Brownian force to eliminate the high frequencies where inertial effects are present. This is clear in Eq. (7), where the inertia-less Brownian force is defined; the memory function is acting as a low pass filter. In recent microrheology experiments where high-frequency measurements (up to 10 6 rad/s) are made of wormlike micelle solutions, oscillations are not observed in the MSD. This indicates that in real measurements, the high-frequency inertial components of the Brownian force are being filtered out by dissipative elements in the medium.
The GLEs derived in this section can be solved to obtain relations between positional autocorrelation functions of the bead (e.g., MSD, power spectral density) and the memory functions f or l. The positional autocorrelation functions of the bead are observable quantities, while the memory functions contain combined information about the rheological properties of the medium, and size of the probe bead.
One widely used equation in the analysis of microbead rheology is the GSER, which relates the G* to the MSD in the frequency domain. The GSER is comprised of two important relations. The Einstein component of the GSER, which relates the MSD to the memory function f in the frequency domain, is a solution to Eq. (1). Additional assumptions and equations are required to extract rheological properties from the memory functions, which comprise the Stokes component of the GSER.
III. SPECTRAL DECOMPOSITION OF THE MEMORY FUNCTION
Equations (1) and (9) can be used to relate an observable quantity (positional autocorrelations of a probe bead) with the response of the fluid to the bead. However, we usually seek a material property of the fluid, i.e., G* or J*. If the probe size is much larger than the microstructure of the material constitutive equations from continuum mechanics can be used to find a relation between the memory function and the material property. To obtain the so-called GSR for viscoelastic fluids, we make use of the correspondence principle between the equation of motion for a Newtonian fluid (creeping flow) and for a linear viscoelastic material in the frequency domain [Lee (1955) ; Zwanzig and Bixon (1970) ; Xu et al. (2007) ]. According to the correspondence principle, we make the substitution g ! G*/(ix) in the Stokes relation for Newtonian fluid to obtain the GSR f½x
In the last equation, the terms corresponding to fluid inertia are neglected. This simplification is justified at frequencies much smaller than the characteristic frequency of fluid inertia determined from the penetration length around the bead [Landau and Lifshitz (1987) ; Xu et al. (2007) ; Liverpool and MacKintosh (2005) ]. We consider the effects of fluid inertia in Sec. VI. Since the creep compliance and the dynamic modulus are related by G*(x)J*(x) ¼ 1, the GSR can be expressed in terms of the creep compliance and the memory function for the GLE with no particle inertia as
Equations (10) and (11) indicate that efficient methods for conversion between the dynamic modulus and the creep compliance may be directly adapted to obtain l(t) from f(t). We use here a procedure introduced by Baumgaertel and Winter (1989) for a discrete relaxation spectrum. A specific functional form for G(t) and J(t) must now be prescribed to obtain a final, useful form of the memory functions. These functions are defined through the relaxation spectrum H(k) of the fluid and can be obtained by a simple integral transformation, e.g.,
The relaxation spectrum H(k) can be continuous or discrete (i.e., a sum of Dirac delta functions). One continuous relaxation spectrum that has been widely used for describing material functions obtained from molecular models is the BSW spectrum [Baumgaertel and Winter (1992) ]. However, for convenience in data analysis and modeling of viscoelastic materials, discrete representations of the relaxation or retardation spectrum are often used. Moreover, a continuous spectrum can be approximated to arbitrary accuracy by a discrete spectrum [Baumgaertel et al. (1990) ; Baumgaertel and Winter (1992) ]. Note that Eq. (9) can be used with any type of memory kernel, discrete or continuous, in contrast to previous works where a discrete memory kernel is specified [Schaink et al. (2000) ] before eliminating particle momentum from the GLE. Therefore, continuous spectra such as the BSW spectrum can be used with this equation.
In what follows, we consider a discrete relaxation spectrum. We assume that its dynamic modulus is described in terms of the generalized N-mode Maxwell model plus a purely viscous element which takes into account the presence of a solvent or of faster, unresolvable viscoelastic modes. The inclusion of a purely dissipative element in the dynamic modulus of the medium is a novel idea that allows us to eliminate particle inertia avoiding the singularity observed in the inertia-less MSD by McKinley et al. (2009) . We discuss in detail, the physical origins of this purely dissipative term and its relation to inertial effects in a separate work,
where g j and k j are the elastic modulus and the relaxation time of the jth Maxwell element, respectively, and g 0 is the viscosity of the purely viscous element. This viscosity can be very small, even experimentally undetectable, but it should be finite to avoid the inertia-less singularity. Inserting Eq. (13) into Eq. (10), we obtain
where H j ¼ 6pRg j and f 0 ¼ 6pRg 0 . Taking the inverse one-sided Fourier transform of Eq. (14), we obtain the expression for the memory function in the time domain as
Now that the memory function for the complete GLE [Eq. (6)] has been specified, we seek an efficient procedure to find the spectrally decomposed memory function for the inertia-less GLE. Since the one-sided Fourier transforms of f(t) and l(t) are directly proportional to G* and J*, respectively, methods for calculating the retardation spectrum from a relaxation spectrum can be directly used to solve the problem. The memory function for the inertia-less GLE in the time domain is found to be,
where the parameters l 0 , fc j g and fK j g, which specify J* and l(t) using the procedure described in Baumgaertel et al. (1990) after setting the values for f 0 , fH j g and fk j g. The cited procedure reduces to finding the roots of a polynomial to obtain fK j g and solving a linear system of equations to obtain l 0 and fc j g. All the elements necessary to relate bead displacement autocorrelations to the rheological properties of the viscoelastic medium have now been presented. In what follows, we use these models to create computer simulations of passive microbead rheology experiments. To that end, a discrete G* is specified and using Eqs. (15) and (16) memory functions for the inertia and inertia-less GLEs calculated. We consider two different viscoelastic fluids, whose relaxation spectra are shown in Tables I and II . Using the procedure described in Sec. IV, simulations can then be used to produce autocorrelation functions of the bead displacements.
The relations derived in this section are also the starting point for constructing data analysis algorithms for microbead rheology. In that case, the goal is to obtain rheological properties of the host medium from the bead displacement autocorrelation (i.e., MSD) data obtained from an experiment. As discussed in Sec. II, the memory functions can be related to the MSD from solutions to Eq. (1) for the complete GLE or Eq. (9) for the inertia-less GLE. Then, Eq. (10) or Eq. (11) can be used to obtain a relation between the probe motion and G* or J*, respectively. In Sec. VII, we discuss in detail how to obtain G* from MSD data.
As a consistency check, we perform computer simulated experiments in which G* is specified a priori. We then use the simulated MSD to calculate an output G*. The input and output G* should be equivalent.
IV. MARKOVIAN STOCHASTIC DIFFERENTIAL EQUATIONS
Lower-dimensional non-Markovian SDEs can be written as equivalent higherdimensional Markovian SDEs. In this section, the non-Markovian GLEs Eqs. (1) and (9) with memory functions (DZetat) and Eq. (16), respectively, are written as Markovian SDEs by introducing new stochastic variables with white noise spectra. In this particular case, the complete GLE Eq. (1) is a six-dimensional system, comprised of threedimensional equations for momentum and displacement. The Markovian SDEs are necessary for performing the BD simulations presented in Sec. V. We follow the methodology presented by Fricks et al. (2009) for GLEs for exponential multimode memory kernels, in which only one additional stochastic variable is introduced per mode. Dygas et al. (1986) had previously presented the same procedure for a two-mode memory kernel. The Markovian SDE for particle momentum is given by dp b ðtÞ ¼ À H e dr b ðtÞ þ
where Q j are the new stochastic variables introduced to make the system Markovian. The SDEs for Q j are found to be where the N þ 1 Wiener processes fW j g(j ¼ 0,1,2,…,N) have white-noise properties, i.e., dW j ðtÞ
The resulting Markovian system of SDEs is a set of 6 þ 3N equations, which includes the 3D equations for momentum, displacement and 3N additional stochastic variables. It is possible to prove that Eqs. (17) and (18) (17) and (18) is purely mathematical. However, there is a mathematical isomorphism between the evolution equations for the simple physical system shown in Fig. 1(a) , and the Markovian SDEs that describe the motion of a bead embedded in a viscoelastic fluid. In the physical system depicted in Fig. 1(a) a labeled Brownian bead trapped by an elastic spring of strength H e is embedded in a purely viscous fluid. A viscous drag force and a delta-correlated Brownian force act directly on it. Additionally, the labeled bead is connected to N other virtual Brownian beads by virtual springs with strengths H 1 , H 2 , …, H N . Q j is a vector connecting the real bead to the virtual beads and gives the deformation of the virtual springs.
Similarly, the particle motion described by the GLE without inertia [Eq. (9)] with memory function [Eq. (16)] can be written as an equivalent higher-dimensional Markovian system of SDEs. In this case, the complete GLE is comprised of a three-dimensional FIG. 1. Diagram of a physical system, whose evolution equations are mathematically isomorphic to (a): GLE with particle inertia Eq. (1) and (b) inertia-less GLE Eq. (9). equation for the particle displacement. The procedure for reducing the non-Markovian inertia-less GLE to Markovian SDEs is similar to the one used for the GLE with inertia. However, since the memory functions have slightly different forms, the results are different. The SDE for the particle displacement in this case is
where here again Q j are the new stochastic variables introduced to make the system Markovian. Baumgaertel et al. (1990) have shown that the term l 0 À P N j¼1 c j K j is guaranteed to be positive according to the constraints.
The SDEs for Q j can be written as
Here, again a mathematical isomorphism exists between Eqs. (20) and (21) and the simple physical system depicted in Fig. 1(b) . In this case, N þ 1 delta-correlated Brownian forces are acting directly on the labeled Brownian bead, which again is trapped by an elastic spring. However, the spring constant has been modified with respect to the system with inertia. Here too, the labeled bead is connected by springs to N virtual Brownian beads, and the stochastic variables Q j can be interpreted as the displacement of the virtual Brownian beads.
It is illustrative to consider an example where the inertia-less model can be expressed analytically in terms of the original material parameters. We consider a three-parameter model comprised of a single Maxwell element and a purely viscous element originating from the solvent viscosity. The viscoelastic parameters are H, k, and f 0 . The original memory function for the three element model is
By setting N ¼ 1, we obtain l 0 ¼ 1/f 0 , c ¼ H=f 2 0 , and
. Thus, the memory function for the inertia-less GLE becomes
In Sec. V, materials with multimode relaxation spectra are considered. Fricks et al. (2009) have proposed an efficient algorithm to generate sample paths from a GLE with a memory kernel given by the generalized Maxwell model. Their method takes advantage of the fact that the GLE to be simulated has no nonlinear elements. Therefore, they can use the quadrature solution of the higher-dimensional Markovian process that is derived from the GLE after specifying the generalized Maxwell model kernel. Since the method uses the analytical solution, the simulated sample paths are guaranteed not to be polluted with time-discretization errors. Additionally, they have established appropriate sampling rates of the quadrature solution to properly resolve the bead position autocorrelations.
V. BD SIMULATIONS
However, for GLEs that contain nonlinear elements (i.e., particles trapped in anharmonic potentials) analytical quadrature solutions cannot be written for Eqs. (17) and (18) or for Eqs. (20) and (21), and a discrete numerical method must be used to generate the bead displacement trajectories. Additionally, since the physics of external particle traps or purely elastic elements of the medium appear at long time scales, it becomes necessary to simulate longer bead trajectories. These longer trajectories, in turn, require an appropriate method for processing long bead-displacement trajectories. To observe all the relevant time scales of the materials considered here, we have developed our simulation toolkit by adapting widely used algorithms for BD simulations [Gardiner (1985) ] and time-domain correlators [Magatti and Ferri (2001) ].
We start by making the Markovian stochastic differential equations with and without inertia, Eqs. (17), (18), (20), and (21) dimensionless by using ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi k B T=H e p as the characteristic length scale and the smallest relaxation time, k ¼ min fk j g, as the characteristic time scale (dimensionless parameters are denoted by an asterisk). We have used either an explicit vector Euler algorithm or the, more stable, weak vector semiimplicit algorithm [Gardiner (2009); Ö ttinger (1996) ] for discretization of the SDEs. The choice of algorithm, for a specific simulation, depends on the stiffness of the memory function and the particle trap. Time steps of 10 À5 D t/k 10 À4 were used. The simulation results presented here were convergent and stable in this range of time-step sizes. To observe all the characteristic relaxation time scales of the synthetic fluids introduced in Tables I and II a long-time trajectory for the probe particle is simulated. A typical trajectory consists of 10 7 time steps, and storage of these trajectories is computationally impractical. Therefore, an adaptation of a multitau photon correlation spectroscopy (PCS) algorithm [Magatti and Ferri (2001) ; Likhtman et al. (2007) ] was used to calculate the MSD during the simulations. Instead of storing the complete trajectory and calculating the MSD in postprocessing, the MSD at specified lag times (on the order of 10 2 ) is calculated in real time during the simulations. The PCS algorithm makes use of correlators with adjustable size and sample rate. Each correlator is used to calculate the MSD in a different range of lag times. The results from all the correlators are assembled to obtain the MSD over a wide range of time scales. Between 18 and 20 correlators each fed with 80 trajectory points were used to obtain each of the MSDs presented in this work, which span over six decades of lag times. Ensemble averages over 200 MSDs obtained from the PCS method are presented as results. The PCS method allows us to calculate positional autocorrelation functions of very long trajectories, using 5 orders of magnitude smaller storage [Likhtman et al. (2007) ]. An extensive study of the effect of sample rate and its associated errors induced by this in the calculation of autocorrelation functions by the PCS has been presented by Magatti and Ferri (2001) . Figure 2 shows the MSD calculated with the BD simulations for a particle embedded in a fluid described by four, closely spaced, Maxwell modes. We have performed simulations using the SDEs which include inertia for three different values of particle mass, Eqs. (17) and (18). In the simulations that include particle inertia, the mass was set to artificially large values, to illustrate inertial effects. Oscillations can be observed in the MSD of simulations performed with equations where particle mass is retained. This behavior has also been previously discussed and observed in theoretical constructions of the MSD [van Zanten and Rufener (2000) ; McKinley et al. (2009) ]. The time range during which the oscillations occur is determined by the particle mass and the trap stiffness; more precisely the characteristic time of the oscillation is k m ¼ ffiffiffiffiffiffiffiffiffiffiffi ffi m=H e p . The oscillations in the MSD stem from the resonance between the elastic component and the inertia of the bead. For time scales large compared to k m , the fluctuations in particle momentum relax to zero, and the effects of particle inertia become negligible. As mass is made smaller, the MSD obtained from the simulations that include particle inertia approach, the MSD obtained with the inertia-less SDEs. This shows that the results from the complete GLE converge to our derived inertia-less GLE, thus providing an independent confirmation for our derivation. Figure 3 corresponds to the MSD of a bead embedded in a fluid with four Maxwell modes, but in this case the modes are widely spaced and therefore the spectrum is broader. To illustrate that the simulation toolkit is not limited by the number of modes in the material Fig. 4 shows the MSD of a particle embedded in a fluid with ten Maxwell modes. Again as the mass is progressively made smaller the results from the simulations performed with the SDEs that include bead inertia approach the inertia-less results.
A feature that is common to all the MSD curves plotted in Figs. 2-4 is the plateau reached at long time scales. This plateau in the MSD appears because the particle is trapped; if the particle were not trapped, it would behave in a purely diffusive way at long time scales. The value of the MSD at this plateau depends on the trap stiffness and is hDdr 2 b ðt ¼ 1Þi eq ¼ 6k B T=H e . The continuous lines in Figs. 3 and 4 are the leastsquares fits of 6k B T/H e minus a sum of exponentials to the MSD generated by the BD simulation. We explain below what the exact form of this fitted function is and how it can be used to calculate G* or J*.
The main motivation to eliminate particle inertia from the complete GLE for particle momentum was to obtain a simpler, more efficient model, that could describe correctly the observable trajectory of a particle embedded in a viscoelastic medium. In real systems, where the particle mass is very small and the solvent viscosity is small but finite, effects of particle inertia appear only in the high-frequency regime. In a typical system, x m :¼ 1/k m is of the order of 10 MHz [Starrs and Bartlett (2003) ]. In the simulations performed with Eqs. (17) and (18), the small particle mass limit is hard to approach numerically since as mass is made smaller the bead position fluctuates faster making it necessary to use very small time steps Dt ( k m to achieve convergent and stable solutions. If the zero particle mass limit is to be approached numerically, the time-step size must be reduced proportionally to keep the BD simulations stable. These issues can be avoided simply by using the inertia-less SDEs, Eqs. (20) and (21). With these equations, the experimentally observable MSD can be simulated using BD with much less computational cost. This implies the computation time for simulating the observable frequency window for a typical real system can be reduced by a factor as high as 10 4 . Additionally, there is a less-significant reduction in the computation time of the inertia-less simulations caused by the elimination of one variable (i.e., momentum) from the description of the system. If the zero-particle-mass limit is taken without the presence of a purely viscous element, the frequency of oscillation x m diverges and the correct long-time plateau in the MSD, i.e., hDdr 2 b ðt ¼ 1Þi eq ¼ 6k B T=H e is not produced. However, in the presence of a (very small) purely viscous element, particle inertia can be eliminated safely and the inertia-less model reproduces correctly the MSD of the model with inertia at time scales larger than k m. At short-time scales, the inertia-less model produces a MSD in which inertial effects do not appear and the behavior changes from ballistic ($t 2 ) to diffusive ($t). In real fluids, the purely viscous element can be interpreted as the presence of a solvent or as the diffusive part of a faster viscoelastic mode of the fluid that is outside the experimentally observable window. The purely viscous element can also come from the fluid inertia, which at high frequencies, acts dissipative, as shown in Sec. VI.
VI. MEDIUM INERTIA
When writing Eq. (10), we neglected the terms corresponding to medium inertia. These inertial contributions from the fluid are comprised of the fluid mass dragged by the bead and the viscoelastic Basset force. This last term can be neglected if x ( x M where x M is determined by [Xu et al. (2007) ]
If the Basset force is taken into account, Eq. (10) becomes
where q is the medium density. And m in Eq. (1) should now be taken as an effective mass which includes the mass of fluid dragged by the bead. In Fig. 5 , BD simulation results that include both bead inertia and fluid inertia are shown. The input dynamic modulus used for these simulations corresponds to a fluid with four Maxwell modes FIG. 5 . Simulated MSD for different values of bead mass in a four-mode fluid (M4C) including particle and medium inertia. Corresponding input parameters for this simulation are shown in Table I . f 0 ¼ 0 for the simulations that include particle and bead inertia.
(M4C, Table I ). For these simulations, the purely viscous element was not included in the memory functions.
To perform BD simulations that include fluid inertia, the inverse one-sided Fourier transform of Eq. (25) has to be calculated. The Basset-force term, which includes the square root of G* cannot be inverted to the time-domain analytically. We have, therefore, used a rational minimax approximation [Hart et al. (1968) ] of the Basset force term, which is valid in the frequency range at which the simulations are performed. The rational approximation can easily be transformed to the time-domain. Putting the spectrally decomposed dynamic modulus for the M4C fluid (Table I ) and the rational approximation for the Basset force in Eq. (25) and taking the inverse one-sided Fourier transform, an eight-mode exponential memory kernel is obtained, with the four Maxwell modes coming from the Stokes component and four additional modes coming from the Basset force.
The main effect of introducing fluid inertia is that the oscillations in the MSD are damped. For time scales smaller than k m , the MSD assumes a ballistic behavior ($t 2 ). For the squares in Fig. 5 , bead inertia has been eliminated, but keeping a small value of fluid density. Note that no gap is observed between this result and the results that include bead inertia. The only difference being that a purely diffusive regime is observed at short-time scales. In this case, the Basset force is effectively acting as the purely viscous element that allows elimination of bead inertia, without observing the anomalous gap pointed out by McKinley et al. (2009) . These results are in agreement with what is observed experimentally for the MSD of Brownian particles in viscous and viscoelastic fluids. Only under extremely low pressures, in air, have oscillations been observed in the MSD of a Brownian particle [Li et al. (2010) ].
VII. ANALYSIS OF THE SYNTHETIC MSD DATA
In what follows, we present an efficient way to recover the material parameters from the simulated MSD. Most relations between the MSD of the bead and the rheological properties of the host fluid have very general and simple forms in the frequency domain. On the other hand, the MSD data are usually taken in the time domain. A common approach to analyze microbead rheology data is to calculate the power spectral-density (PSD) by applying FFT directly to the raw bead position data and squaring the absolute value of the result, then the imaginary part of the one-sided Fourier transform of the MSD is obtained from the Kramers-Kronig relation [Schnurr et al. (1997) ]. Fricks et al. (2009) recently developed a time-domain data analysis algorithm for passive microbead rheology. Their method is based on the analysis of a single short bead path using a maximum likelihood function derived using a Kalman filter. The autocorrelation functions of the bead velocity are used as an exploratory tool to determine appropriate sample rate for the path and the initial values of the parameters to be found by maximizing the maximum likelihood function.
In this work, we also use a time-domain data analysis strategy. However, our methods have been chosen with the purpose of analyzing long bead displacement paths. The PCS method allows us to calculate the MSD at specified lag times chosen in a convenient logarithmic scale. This is a significant data reduction step that makes it computationally feasible to analyze materials with a wide range of relaxation times, including time scales spanning from particle and material inertia effects to particle traps or purely elastic elements. Our approach is, therefore, to derive analytical functions that can be fitted to the MSD data in the time domain. We show how J(t) and G(t) can be obtained from the fitted parameters.
The continuous line in Fig. 6 , labeled as input, shows the PSD calculated analytically using the inertia-less GLE Eq. (5) and the GSR Eq. (10) corresponding to the dynamic modulus specified in Table I . Finally, the dashed lines show the PSD obtained by analyzing the trajectories obtained from the BD simulations using the FFT routine. This technique reproduces the input PSD well at the intermediate frequency range but fails at the high and low frequency ends. The errors in the PSD calculated using FFT are due to a well-known aliasing, an issue inherent to discrete Fourier transforms [Press et al. (1986) ]. As can be observed in Fig. 6 , these errors are particularly problematic for the study of inertial effects, which occur at high frequencies. The discrepancies observed at low frequencies will also be problematic if, for example, the effects of nonlinear traps, which will be observable at long-time scales, are to be analyzed. Additionally, the PCS method allows the calculation of autocorrelation functions with less error, and less computational resources, than the FFT-based PSD estimators [Likhtman et al. (2007) ; Magatti and Ferri (2001) ].
The starting point for our data analysis procedure is the GSER written in terms of the inertia-less memory function
Since we are seeking an analytic expression that we can fit to the time-domain data, we need to take the inverse one-sided Fourier transform of both sides of this relation. By putting the one-sided Fourier transformed expression for the spectrally decomposed inertia-less memory function, Eq. (16) where we have introduced the modified retardation times fK 0 j g and the modified fc 0 j g which, as indicated by the parentheses, are functions of the original parameters that determine J(t), that is, fK j g, fc j g, and l 0 of the trap stiffness H e. The relation between the modified and the original parameters is found numerically for a spectrum with more than two Maxwell modes. After finding the modified parameters fK 0 j g and fc 0 j g by fitting Eq. (27) to the time-domain MSD data, the retardation times fK j g are determined by the inverse of the real roots of the following polynomial with respect to ix:
and fc j g and l 0 can be found by solving the N þ 1 linear equations that result from pairing the corresponding frequency terms in the following equation:
Once the parameters that determine J(t) (i.e., fc j g, fK j g, and l 0 ) have been found, the parameters that determine G(t) (i.e., fH j g, fk j g, and f 0 ) can be calculated using the method described in Baumgaertel and Winter (1992) . The set of parameters that was initially inputed into the simulations, and the ones that are obtained from analyzing the BD simulation results are compared to evaluate the efficacy of the data analysis procedure. The continuous lines shown in Figs. 2 and 3 are the fits of Eq. (27) to the MSD obtained with the inertia-less BD simulations.
To perform a blind test of the data analysis algorithm, we have used only the MSD data produced with the inertia-less BD simulations. Since the functional form of the MSD becomes more complex and the fitting to the more noisy data more challenging, analyzing the MSD data with oscillations will be a harder task. This, however, does not constitute a limitation of our analysis methodology since, as has been pointed out in Sec. VI, oscillations are not observed in the MSD of particles embedded in real fluids, where the medium inertia acts as a purely dissipative element at high frequencies.
In this work, the MSD data used are synthetic. Hence, the number of Maxwell modes in the input spectrum used to generate the MSD is known. Consequently, the number of parameters necessary to fit the MSD is also known. However, in the analysis of actual experimental data the number of modes necessary to fit the MSD is not known a priori. To make the analysis more realistic, we have allowed the fitting parameters fc 0 j g to become equal to zero during the fitting procedure. This means that modes that do not improve the fit can be eliminated by the algorithm. For the fluid that was originally specified as having a dynamic modulus with four closely spaced Maxwell modes (Table I) , the analysis produces an output modulus with only three modes. For the fluid with a broader relaxation spectrum M4W (Table II) , the analysis produces a spectrum with the same number of modes as the input spectrum.
For the three-element model discussed in Sec. IV, Eq. (27) reduces to a very simple analytical expression in terms of the parameters that determine the dynamic modulus of the fluid 
The continuous line plotted in Fig. 7 is the dynamic modulus that was input into the BD simulations for the fluid with four closely spaced Maxwell modes (M4C, Table I ). The dynamic modulus that results from analyzing the MSD data produced with the inertialess BD simulations is plotted with a dashed line. A very good agreement between the input and output functions is obtained. Figure 8 shows the same comparison but for the material with four widely spaced Maxwell modes (M4W , Table II ). Again a good agreement between the input and output dynamic moduli is obtained. In Fig. 6 , the PSD obtained using FFT was compared to the PSD obtained using the time-domain model-based analysis used in this work. Both methods reproduce equally well the input PSD in the intermediate frequency range, but the time-domain analysis reproduces more accurately the input PSD at the lower and higher frequency ranges. A similar comparison between time-domain analysis and the traditional numerical frequency-domain calculation of rheological properties from MSD data has previously been done by Fricks et al. (2009) , who also find the time-domain analysis to be more accurate.
To illustrate that their simulation methods are not mode limited. Fricks et al. (2009) presented the MSD obtained from simulations for a GLE with a 22-mode memory kernel. The performance of their time-domain maximum likelihood method in recovering the dynamic modulus, from a simulated bead trajectory, was illustrated with a four-mode Maxwell fluid. The number of degrees of freedom in the maximum likelihood function scales linearly with the number of modes in the memory kernel. Therefore, its maximization becomes harder as the number of modes increases. Our methods suffer from the same limitation. Since the number of parameters to be fitted scales linearly with the number of modes, the minimization of the sum of squared residuals becomes a harder problem as the number of modes increases. Note that l 0 , fc 0 j g, and fK 0 j g are all fitting parameters, and therefore we are performing nonlinear fits. This constitutes a limitation when the number of modes increases, since the convergence of the fits becomes harder to achieve and the uncertainty in the fitted parameters becomes larger. Both in our data FIG. 7 . Comparison between the dynamic modulus used as input in the inertia-less simulations and the dynamic modulus recovered by fitting Eq. (27) to the simulation results for synthetic material M4C. The time step size used in the simulation was Dt ¼ 10 À4 k 1 , a trajectory of 10 7 k 1 time steps was simulated.
analysis methodology and in the maximum likelihood method proposed by Fricks et al. (2009) , the limitation is associated with the convergence of the numerical optimization algorithm (minimization or maximization, respectively), as the number of modes increases.
The differences between the input and output G* are generated by the numerical errors introduced by the numerical techniques used for generating and analyzing the synthetic data. The synthetic trajectory data are exempt of static and dynamic errors inherent to experimental tracking setups, and in this work we have not attempted to include tracking noise in our model. However, the simulated MSD does contain statistical errors associated with the finite size of the bead trajectory used to calculate it. Increasing the size of the trajectory or the ensemble can reduce these errors but will also increase the computational cost of the simulation. Details about the statistical error in the PCS method can be found in Magatti and Ferri (2001) . The statistical errors propagate through the fitting to G*, which gives rise to the small differences observed between the input and output moduli. A useful application of the simulations of passive microbead rheology presented here would be to study how the capacity of the microrheology technique to resolve the relaxation modes of the fluid is affected by different types of measurement noise. For example, by including equations in the model to describe the experimental noise of specific techniques one can predict the resolution of the experimental technique [Savin and Doyle (2005) ].
We have used an efficient method for data analysis in which an explicit function of time is fitted to the MSD. In our procedure, no numerical transformation of the raw data from the time to the frequency domain is necessary. We have derived analytical expressions for all the quantities involved, and therefore transformations between time and frequency domain are performed very efficiently.
VIII. NONLINEAR TRAPS
Some of the most common microbead rheology experimental setups use optical tweezers and laser interferometry to trap and track the displacement of the probe beads. The forces generated by these optical traps are usually assumed to depend linearly on bead displacement and to be conservative. However, recent work has shown that radiation pressure exerted by laser tweezers on spherical beads can be nonlinear and nonconservative. This produces an accumulation of circulation in the trajectory of the particle [Roichman et al. (2008a [Roichman et al. ( , 2008b ]. Additionally, recent experimental evidence [Fletcher and Geissler (2009); Storm et al. (2005) ] indicates that biological networks and gels exhibit nonlinear elasticity even at very small deformations. This means that even in passive microbead rheology a nonlinear response of the elastic elements of the material might be observed. Therefore, the analytic tools used to date cannot be applied to such systems. The tools developed here are applicable, however. In Sec. II, we assumed that the trapping force acting on the bead is produced by a harmonic potential. However, the procedure for eliminating inertia from the GLE in the frequency domain is also valid for anharmonic potentials. For that general case, we can rewrite Eq. (1) as dp b ðtÞ dt
where U(dr b (t)) is an external potential field acting on the bead. Is important to note that we are only considering nonlinearities of the purely elastic element. The memory function f(t) remains linear and can, therefore, still be determined from the GSR. The same procedure to derive the inertia-less GLE in the frequency domain, described in Sec. II can be used to eliminate the particle momentum from Eq. (31) to obtain
Note that Eq. (5) can be recovered simply by setting Uðdr b ðtÞÞ ¼ H e 2 dr b ðtÞ j j 2 . Equations (31) and (32) can be written as a set of equivalent higher-dimensional Markovian SDEs by the procedure described in Sec. IV. The elimination of inertia for an anharmonic quartic potential was checked numerically by performing BD simulations for a trapped bead embedded in material M4C (Table I) , the length scale to make the material parameters dimensionless in this case is ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi k B T=H e 4 p . The external potential field used was isotropic and quartic; therefore, the trapping force becomes ÀH e jdr b (t)j 2 dr b (t). The MSD for the particle embedded in material M4C and trapped in the quartic potential is shown in Fig. 9 . It can be observed that, as the particle mass is progressively decreased, the MSDs obtained with the complete model, Eq. (31), converge to the simulations performed with the inertia-less model, Eq. (32).
In Fig. 10 , we show the equilibrium distribution of bead positions when the bead is trapped in the quartic potential, the continuous line is a Gaussian fit to this distribution. It can be observed that the fit becomes worst at the edges of the distribution. To illustrate the effect of the nonlinear elastic element in the analysis of microbead rheology data, we now proceed with the analysis as if the trap was harmonic. The continuous orange line in Fig. 9 shows a fit of Eq. (27) to the inertia-less MSD obtained for the particle trapped in the quartic potential. We use this fit to obtain G* using the procedure described in Sec. VII.
The comparison between the dynamic modulus used as input in the simulation and the output modulus that results from treating the trap as if it were linear is shown in Fig. 11 . Note that we have included the purely elastic element (the trap), in G* since our goal here is to show the effect of nonlinearities in the analysis of materials that can be modeled as a purely elastic mesh embedded in a viscoelastic fluid. Figure 11 (a) shows that there is a small discrepancy between the input and output G* at low frequencies. This discrepancy becomes more significant, if the trapping potential is stiffer (sextic potential) as can be observed in Fig. 11(b) , where the error propagates through most of the frequency ranges. In the analysis shown the trap stiffness (elastic constant) was obtained from the MSD fit and not from the Gaussian fit to the distribution of bead positions. If the Gaussian fit to the distribution is used to obtain the trap stiffness, the errors in the estimated G* become larger. These results indicate that for materials that strain harden at very small strains, using the traditional microbead rheology data analysis techniques may introduce errors in the estimated rheological properties.
New experimental and theoretical evidence by Roichman et al. (2008b) and Pesce et al. (2009) show that a colloidal particle immersed in a fluid and trapped by an optical tweezer does not come to equilibrium but rather circulates in steady-state motion. This (Table I) and trapped in a quartic potential. The inset shows the residuals between the actual distribution that comes out from a BD simulation and a fit of that distribution to a Gaussian curve.
has been shown to be caused by nonconservative forces exerted on the particles by the optical trap. The nonconservative force comes from radiation pressure that acts in the direction of the propagating laser beam. Roichman et al. (2008b) modeled the trap as a radially symmetric harmonic well with radiation pressure directed along the optical axis
where the trap stiffness H e and the scale of radiation pressure f 1 are proportional to the laser's power. And r is the effective width of the trap, d z is the unit vector in the direction of the optical axis [Roichman et al. (2008b) ]. They consider only viscous fluids. The nonconservative force exerted by the trap causes the particle to wind clockwise in a plane parallel to the beam direction [Roichman et al. (2008b) ; Pesce et al. (2009) ]. The amount of clockwise circulation can be quantified using the accumulated circulation v(t) defined by
where dr and dz are the first and third components of the displacement vector dr b in cylindrical coordinates, and d h is the unit vector in the h direction. The angle brackets denote taking an average at steady state. Exploring the effect of such nonconservative forces on a particle immersed in a viscoelastic fluid is a nonlinear problem with a wide spectrum of relevant time scales, where the use of our microbead rheology simulation toolkit is useful. Figure 12 shows the accumulated circulation results obtained from BD simulations for a purely viscous fluid ðf Ã 0 ¼ 0:1Þ, a one-mode Maxwell fluid and for the four-mode Maxwell fluid specified in Table II . It can be observed that in the viscoelastic fluid the bead also circulates. However, the more complex spectrum of time scales is clearly reflected in the circulation rate. In real systems, the quantity f 1 /(rH e ) is a small number around 0.1 [Roichman et al. (2008b) ]. However, to emphasize the effects of the nonconservative force in the simulations, we have set f 1 /(rH e ) ¼ 1. This allows the particle to explore regions far away from the trap center. Thus, the particle motion is more influenced by the nonconservative force [Pesce et al. (2009)] .
A relevant question to microbead rheology is if the circulation of the bead produced by the radiation pressure has an effect in the rheological properties obtained from the bead displacement data. From a simple inspection of Eq. (33), one notices that the radiation pressure can only affect the z-component of the bead displacement; therefore, we consider the data analysis of that component. Here, we wish to see if a naive analysis that ignores the non-Gaussian shape of the trap and the nonequilibrium circulation still gives a good estimate of G*. One might expect that the fluid memory could couple with the circulation to modify the relationship between MSD and G*. Pesce et al. (2009) have   FIG. 12 . Accumulated circulation for a bead trapped in an optical tweezer with nonconservative forces along the optical axis. For the purely viscous fluid f Ã 0 ¼ 0:1, the parameters used for the simulations with the viscoelastic fluid are shown in Table I . already shown that bead displacement autocorrelations are not affected by these forces for a viscous fluid.
To analyze the bead displacement data, we simply treat the displaced center of the nonconservative trap as the origin of an effective harmonic trap. Figure 13 shows a comparison between the MSDs, of three different fluids, obtained from simulations that include radiation pressure (symbols) and analytical solutions that do not include radiation pressure (continuous lines). The absolute residuals between the MSDs that include radiation pressure and the ones that do not are shown in the inset. No pattern is observed in these residuals, and their magnitude is what is expected from the finite size of the ensemble used to calculate the MSDs obtained from simulations. We can, therefore, conclude that the radiation pressure will not have any effect in the rheological properties estimated from the MSD of a trapped particle.
These results are not surprising in light of the fact that the angular velocities of the circulation made dimensionless by the longest relaxation time of the fluid is approximately 10
À2
, which means that the circulation is effectively Newtonian. Considering that we have made the radiation pressure unrealistically large in our simulations, this suggests that the circulatory motion is probably always too slow to have any effect in the estimates of the rheological properties of an homogeneous fluid obtained from microbead rheology.
IX. CONCLUSIONS
Simulations of the motion of micron-sized particles embedded in viscoelastic fluids can be useful for developing and testing data analysis algorithms for passive microbead rheology. However, these simulations become computationally cumbersome if highfrequency inertial effects are taken into account. The elimination of particle momentum from the Langevin description of colloidal particles suspended in viscous fluids is a wide spread practice used to increase the computational efficiency of BD simulations. The Table I . The modulus for the one-mode viscoelastic is the first mode of the four-mode fluid. Plot markers as in Fig. 12 . Inset absolute residuals between the MSDs that include the effect of radiation pressure and the ones that do not. Brown line shows the residuals for a BD simulation without radiation pressure.
elimination of particle inertia from the GLE with a multimode exponential memory kernel has been addressed by McKinley et al. (2009) and previously by Schaink et al. (2000) for a one-mode exponential memory kernel.
In this work, we have presented a method to derive an inertia-less GLE, by eliminating particle inertia in the frequency domain. Our method does not require a specific type of memory function to be specified before eliminating inertia, therefore the derived inertialess GLE can be used either with continuous or discrete memory functions. For the case of discrete exponential memory functions McKinley et al. (2009) have shown that the inertia-less limit is singular and that an infinite number of modes are required to obtain self-consistent results. By adding a very small (possibly undetectable) purely viscous element to the exponential multimode memory function, we have shown that the inertialess GLE produces MSDs consistent with the numerical zero-particle-mass limit of the inertial GLE simulations, even for a small number of modes. Additionally, we have previously shown that this purely dissipative element can arise entirely from fluid inertia, since the Basset force acts dissipative at high frequency. Therefore, we conclude that the presence of the purely dissipative element in the memory function is not limited to special cases, such as dilute polymer solutions, where important viscous dissipation arises from the solvent, but is rather a general feature for any system where the particle and medium density are similar.
Time-domain simulation and data analysis strategies for passive microbead rheology were recently developed and introduced by Fricks et al. (2009) . Their simulation strategy exploits the linearity of the GLE and, therefore, is exact and highly efficient. Their methodology to extract rheological properties from bead trajectories is based on the analysis of a single path using the maximum likelihood function. We have developed an alternative time-domain strategy that extends the applicability of the time-domain methods to include medium inertia effects and linear and nonlinear particle traps. Our approach was to adapt traditional BD simulation algorithms to the simulation of the GLE. Analogous to the common practice of BD simulations of Langevin equations, we have made use of the inertia-less GLE to make the simulation of the nonlinear GLEs more computationally efficient. By making use of the PCS algorithm, Our methodology has been made especially suitable and efficient for the analysis of data with a broad distribution of timescales spanning from high-frequency inertial effects to purely elastic responses (over six decades of frequency). As a relevant example of the specific applicability of our microrheology simulation toolkit we have shown that, the radiation pressure of optical traps [Roichman et al. (2008b) ] do not affect passive microbead rheology data analysis.
Having all the necessary elements to simulate the microbead rheology experiment by BD and the explicit time-domain analytical expressions to fit the MSD data, we performed Monte Carlo simulations to test the data analysis algorithm. The correspondence between the dynamic modulus inputed into the simulations and the dynamic modulus that is obtained after analyzing the MSD data obtained from the BD simulations was very good. We have shown that a small purely dissipative element in the memory function of the GLE allows one to simulate the passive rheology correctly with zero-mass, avoiding the singularity. As has been demonstrated here and in other works [Fricks et al. (2009); Savin and Doyle (2005) ], BD simulations are useful for testing data analysis or error handling algorithms in microbead rheology.
