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Operating a crane is a sophisticated job that not only requires the operators to have 
extensive skills and experience, but more importantly a comprehensive situation awareness 
(SA) of the crane and its surroundings throughout the operation. Despite that several real-
time assistance systems exist, they cannot reliably monitor crane motion in real-time and 
fail to fully consider environmental constraints and changes. In addition, very few of them 
explored the actual impact of the system on lift performance and operators’ SA. 
This doctoral research creates a framework for enabling real-time safety assistance 
for mobile crane lifting operations, and to explore a quantitative method to validate the 
impact of such assistance system on lift performance and the operator’s SA. Based on the 
framework, a practical system architecture is created featuring three major components: 
real-time crane motion capturing, as-is site condition modeling and updating, and hazard 
analysis and real-time visualization. First, crane poses are reconstructed in real-time based 
on the critical motions of crane parts captured by a hybrid sensor system. Second, as-is 
lifting site conditions are modeled based on point cloud data and updated using a point 
cloud-vision hybrid approach. Lastly, the risk of colliding the crane parts and lifted load 
into nearby obstructions is pro-actively analyzed and warnings are provided to the operator 
through a graphical user interface. A prototype assistance system implementing the system 
architecture is developed and deployed on a real mobile crane. A series of field tests in 
realistic lift scenarios revealed that this system was able to capture and visualize crane 
motion in real-time with an accuracy of 0.43 m. Based on crane motion and as-is site 
conditions, the system was able to identify the potential collision hazards and provide 
xiv 
 
timely warnings to the operator to mitigate the risk. The effectiveness of the assistance 
system is quantitatively validated by the improvement in lift performance and SA, where 
lift performance is quantified by five key performance indexes (KPIs) and SA is measured 
using an online query-based technique. 
The major contribution of this research is the creation of a technical framework and 
a practical system architecture toward providing effective safety assistance to crane 
operators during lifting operations. The findings in this research have the potential to 
complement existing safety measures in crane lifting practices by providing an additional 










CHAPTER I INTRODUCTION 
 
This chapter examines crane accident records and prominent challenges in crane safety.  
According to the investigation of past crane accidents, this chapter unveils the direct and 
root causes of crane accidents and outlines the research objectives and scope in this thesis.  
 
1.1. Motivation and Background  
1.1.1. Crane lifting operations and the safety issues 
A crane is one of the most essential and commonly used type of machinery in the 
construction industry. The global crane market is anticipated to exceed $45 billion in 2016, 
an increase of more than 25% over 2012 [1]. In the United States alone, approximately 
125,000 cranes of different types are in operation every day among all sectors of the 
construction industry, from single houses to international mega projects [2]. Throughout 
the entire construction phase of a project, cranes are responsible for a great portion of 
vertical and horizontal transportations of construction resources including materials, 
equipment, and personnel.  
Compared to other types of accidents, crane-related accidents are less common; 
however, once they occur, the consequences are much more significant as they very often 
result in significant cost increase, schedule delay, and most importantly and commonly, 
serious injuries and fatalities. From 1997 to 2014, the number of fatalities in crane-related 
accidents totaled 1215 for all industry sectors [3] (Figure 1). It should be noted that the 
construction industry was responsible for 566 fatalities (47%) in that period, within which 
306 deaths (54%) related to mobile cranes. Another source reported that 632 construction 
workers were killed in crane-related accidents from 1992 to 2006, 78% of which were 
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associated with mobile cranes [4]. Responsible Behind these numbers are more than 
250,000 crane operators and a very large but undetermined number of other workers and 
even the general public. Unlike other accidents on construction sites, the victims in crane-
related accidents are not necessarily limited to construction labors and crane operators but 
also pedestrians as observed in many crane-related accidents [5].   
 
 
Figure 1: Fatalities in crane-related accidents from 1997 to 2014 [3] 
 
 
1.1.2. Direct and root causes of crane-related accidents  
Construction sites are often very congested with obstructions such as materials, 
equipment, and structures of different heights and shapes. The Center for Construction 
Research and Training (CPWR)  reported that 61% crane accidents involved crane parts or 
loads colliding with obstructions (e.g., power lines, personnel, structure) [4]. Similarly, 
Beavers et al. concluded that struck by the load (32%) and failure of boom/cable (12%) 
together accounted for 44% of the total number of fatalities [6]. In most cases, collision 
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accidents occur mainly due to spatial conflicts existing between crane parts and the 
surrounding obstructions. Within the large workspace of cranes, the presence of built 
building structure, storage of materials, and power lines introduces massive potential 
spatial conflicts in crane lifting operations. Suruda et al. [7] reported that 40% of the deaths 
in crane-related accidents were related to spatial conflicts. Furthermore, when analyzing 
crane-related spatial conflicts, one must consider the dynamic crane motions and changes 
in the surrounding environment as the project proceeds [8].   
In addition to spatial conflicts, these obstructions introduce blind spots into crane 
lifting operations, which significantly limits the operator’s visibility. Sitting high in a tower 
crane cabin or low in a mobile crane cabin, operators often find it difficult to determine the 
absolute height or relative distances between the lifted load and surrounding objects. The 
limited visibility and depth perception lead to the poor situation awareness of the hazards 
associated with the lifting operation, which greatly limits the operators’ ability to identify 
potential hazards, choose risk-free paths, and timely react to emergencies [9]. It has been 
well recognized that real-time information and assistance for decision-making are 
necessary and sometimes critical for many construction tasks involving human-machine 
interaction [10].  
As spatial conflicts being one of the major direct causes of crane-related accidents, 
human errors are considered an underlying source of risks [11]. King found that 32 out of 
the 75 crane accidents from 2004 to 2010 (43%) were due to the operator failure in their 
responsibilities [12], while Neitzel et al. pointed out that 75% of crane overturn accidents 
are due to operator error [5]. A recent investigation on risk factors in crane-related near-
misses and accidents reveals that inattention is the most prevalent type of risk that accounts 
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for 19% of incidents [13]. In addition, signal person error and operator error total 24% of 
the 212 investigated incidents. Crane lifting operations are inherently a sophisticated job 
that imposes significant mental workload to crane operators. In any given second during a 
lifting operation, a crane operator is required to process the information from multiple 
scattered sources simultaneously (Figure 2). During the lift, a crane operator needs to 
continuously monitor the environment changes such as wind speed and the presence of 
foreign objects (e.g., unauthorized equipment and personnel), based on which the operator 
adjusts the crane maneuver speed or alters the lifting strategy. At the same time, the 
operator has to understand the crane’s capacity and status using the load chart, boom angle 
indicator, or load moment indicator. In addition, lifting operations usually involve the 
coordination with the riggers or signal people. However, the information the operator 
receives from these sources is not always accurate or complete due to various reasons such 
as obstructed line-of-sight, poor communication or misunderstanding.  
 
 



















1.2. Research Objectives and Scope 
Despite significant attention and extensive research efforts on crane safety, crane remains 
one of the major sources of construction fatalities in recent decades. Although direct causes 
may vary in different accidents, the underlying cause is often related to operator errors. 
The primary research goal is to design, test, and validate a framework for providing real-
time safety assistance that reduces crane accidents related to operator errors. To achieve 
the research goal, two critical research questions need to be answered:  
1) What components, requirements and expectations constitute effective and reliable 
safety assistance for crane lifting operations?  
2) How to validate the effectiveness of a safety assistance system in improving lift 
performance and operators’ situation awareness?  
In order to achieve the primary goal and to answer the research questions, three 
research objectives have been set as follows: 
• To develop a framework that identifies major technical components to realize 
effective real-time safety assistance 
• To create sensor systems and processing algorithms that enable real-time crane 
motion capturing, as-is site condition modeling and updating, and hazard analysis 
and visualization  
• To create assessment techniques that validate the effectiveness of assistance 
systems in improving lift performance and operator’s situation awareness  
This research will focus on mobile cranes as they are the most commonly used type 
of cranes in construction and more prone to accidents than other types. The hazards 
6 
 
considered in this research will be limited to collisions between crane parts and surrounding 
obstructions.  
 
1.3. Dissertation Organization 
Chapter 1 introduces the challenges in crane safety, explores the direct and root causes of 
crane accidents, and outlines the research objectives in this thesis.  
Chapter 2 summarizes the current practices in crane safety, critically reviews the state-of-
the-art in real-time lift assistance, and highlights the importance of human factor in the 
design and validation of assistance systems.  
Chapter 3 presents a technical framework for enabling real-time safety assistance and a 
practical system architecture to facilitate implementation. 
Chapter 4 describes the design, development and deployment of a sensor system for real-
time crane motion capturing. This chapter highlights a computation algorithm that monitors 
and tracks crane load position using a wireless IMU sensor.  
Chapter 5 introduces a method to automate 3D modeling and updating of as-is lifting site 
condition enabled by a point cloud processing pipeline and a point cloud-vision hybrid 
method for 3D scene updating. 
Chapter 6 introduces a pro-active hazard analysis algorithm and a visualization framework 
for effective safety warning and user interaction.  
Chapter 7 describes a quantitative assessment technique for validating the improvement of 
lift performance and operators’ situation awareness. Two field tests are introduced to 
validate the effectiveness of the developed safety assistance system.  
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Chapter 8 presents an indicative economic analysis of the real-time safety assistance 
framework to explore the potential return of investment on such assistance system.  
Chapter 9 summarizes the work in this research and outlines the future research directions. 
This chapter highlights the research findings and limitations and emphasizes the 





















CHAPTER II LITERATURE REVIEW 
 
Crane safety has been a great concern in both construction industry and academia. Closely 
related to the techniques employed in this research, this chapter thoroughly reviews and 
evaluates the previous research efforts in crane safety including crane lifting planning, 
real-time crane motion monitoring, construction visualization and simulation, and 
operator situation awareness analysis. Limitations in previous research and the needs for 
the proposed research are concluded based on the review findings.  
 
2.1. Current Practices in Crane Lifting Planning 
Crane lifting planning is an essential planning task that is critical for the productivity and 
safety of the entire project [14]. Tasks in crane lifting planning usually include three basic 
components: crane location planning, lifting path planning, and lifting visualization and 
simulation. 
 The goal of crane location or layout planning aims to maximize crane utilization in 
transporting construction resources. This is a complicated optimization problem involving 
various spatial-temporal constraints. In current practices, a crane location is typically 
determined by experienced lift coordinators through trial and error given the site shape and 
topography, and the distribution of anticipated lifting tasks [15]. This manual process can 
be assisted or validated by simulation technologies [16] [17] and optimization algorithms 
[18][19][20][21].  
The objective of path planning is to plan a collision-free and efficient lift path based 
on load data (e.g., size, weight) and site geometric constraints. Traditionally, the lift path 
is planned mainly depending on the planners’ intuition and experience and this process is 
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often labor intensive and error prone [22]. Recently, researchers have adopted the 
knowledge and techniques in robotic motion planning to automate the lift planning process. 
In this approach, a crane is treated as a multi-degree-of-freedom robotic manipulator and 
various algorithms, such as Heuristic Search [23][24], Probabilistic Road Map [25], 
Rapidly Exploring Random Tree (RRT) [26][27][28][29], were tested to optimize a lift 
path to ensure a collision-free travel while guaranteeing a respectively short lift path 
(Figure 3). It should be noted that the computer-aided path planning only works when 
provided with accurate and comprehensive site geometric information. Site geometry, 
however, is not always available or accurate in the early planning phase. In addition to 
static obstructions, when analyzing crane-related spatial conflicts, one must consider the 
dynamic crane motions and changes in the surrounding environment as the project 
proceeds [8]. Design changes occur throughout the planning phase and even during the 
construction phase, and thus site drawings or models used for lift path planning no longer 
represent all the geometric constraints existing in the actual lifting site. These variances 
between planned and actual site conditions inevitably compromise the validity of the 









 Simulating and visualizing lifting process are critical tasks in crane lifting planning. 
Detailed simulation and close-to-reality visualization help the management team and the 
operator to understand constraints and hazards associated with lifting tasks [30]. In the past 
decades, the developments in kinematics and dynamic modeling for crane motion 
simulation and collision detection enables a wide range of applications in visualization and 
simulation in crane operations [31]. Configurable models that consist of multiple rigid 
bodies and different joint constraints were introduced to represent multi-body dynamics 






2.2. Existing Technologies for Real-time Lifting Assistance  
With the development of information technology, researchers realized that technology can 
provide another layer of protection in construction safety [33]. Crane operations can benefit 
from technologies similar to the advanced driver assistance systems implemented on 
vehicles that provide real-time support to the driver based on surrounding situations. The 
following sections introduce technologies that have been investigated or implemented in 
crane lifting operations.  
 
2.2.1. Anti-overturn devices  
Mobile cranes can overturn as a result of lifting excessive loads, overreaching, high winds 
and/or swinging loads, which increase the load radius and overturning moment. Overturns 
can also happen when the crane is erected with unstable ground conditions (e.g., slope, 
loose soil) or when the outriggers are not used properly. Although cranes overturn are 
caused by various reasons, 75% of overturn accidents are related to human errors [7]. 
Referring to the load charts is the most straightforward way for the crane operator to 
understand the crane’s capacity under different configurations. However, it is not easy for 
the operator to know the crane’s states such as boom angle and horizontal reach, especially 
during the lifting operation. Therefore, load moment indicator (LMI) was introduced to aid 
the crane operator by measuring the overturning moment on the crane, i.e., load multiplied 
by radius. It compares the current lifting condition to the crane’s rated capacity or load 
chart and indicates to the operator the percentage of capacity at which the equipment is 
working and sends warnings if the percentage exceeds a safe limit. Many anti-upset devices 
such as anti-two-block devices, boom stops, and LMI systems have become standard or 
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mandatory for most cranes, especially heavy-duty cranes (Figure 4). Active anti-overturn 
devices, such as the LMI system, send warnings to the operator when a potential overturn 
incident is detected. Upon receiving the warning, the operator needs to determine what 
measures need to be taken and then correctly take the actions to mitigate the potential 
hazards. Therefore, the use of active systems such as LMI will adversely increase the 
cognitive workload during the lifting operations. 
 
 




2.2.2. Camera system for enhancing operator visibility   
Providing additional view angles using cameras is a straightforward solution to increase 
operators’ visibility. Typically, a camera system includes a wireless camera mounted on 
crane trolley or hook block directed downwards, and a monitor in the crane cabin showing 
the lifted load and the workspace underneath [28] [29]. Despite much positive feedback 
from the users, whether the camera system will increase the operator’s SA is controversial. 
Since the monitor in the cabin provides only 2-dimensional images without depth 
13 
 
perception, the operator cannot determine the height of load at the lower level or the 
proximity from the load to surrounding objects. In addition, the cameras are fixed to the 
crane parts, which makes it less flexible in complicated lifting scenarios such as blind lifts. 
Furthermore, camera systems provide no automatic warning function, and thus the operator 
has to constantly check the monitor while operating the crane. This introduces additional 
workload and distractions to the operator, which could ironically increase the risk of 
accidents. 
 
2.2.3. RTLS-based crane motion tracking 
A real-time location system (RTLS) is a technology that tracks the location of tagged 
objects in real-time. In construction, RTLS technology has been used for site security, 
resource location tracking, and equipment safety. In crane operation domain, Luo et al. 
discussed the requirements for autonomous crane safety monitoring[34]. They envisioned 
the requirements and strategies to leverage RTLS technology for autonomous crane safety 
monitoring. To estimate mobile crane poses in near real-time, Zhang et al. employed a 
high-precision RTLS technology named Ultra-wide band (UWB) with UWB readers 
deployed around the lifting site and UWB tags mounted on different spots of crane boom 
and lifted load [35] (Figure 5). The system is able to estimate crane poses in near real-time 
through noise filtering and missing data filling. Using the similar technology, Hwang 
studied the characteristics of different collision types and developed a computer program 
for monitoring crane motions and sending warnings if a potential collision hazard was 
detected [36]. Li et al. took advantage of Global Positioning System (GPS) and Radio 
Frequency Identification (RFID) for developing a real-time crane motion monitoring 
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system [37]. Tracking crane parts and construction workers, this system aims to assist the 
safety operation in blind lifts by detecting the presence of unauthorized workers within a 
risk zone. Luo et al. analyzed the impact of RTLS sensor errors on autonomous crane safety 
monitoring [38]. They proposed a three-level safety zone for incorporating RTLS-based 




Figure 5: UWB sensor and tag deployment for crane motion tracking [34] 
 
 
These efforts demonstrated the feasibility of using RTLS for crane pose/motion 
monitoring. However, the RTLS technology suffers from several limitations that 
compromise its performance in crane motion monitoring. Firstly, most RTLS system 
requires setting up hardware including readers, cables for data transmission and 
synchronization, power supply, and computer for data collection and processing. 
Depending on the range of the RTLS readers, the number of readers needed to cover the 
site needs to increase accordingly as the size of the crane to be monitored increases. In 
addition, crane lifting is a 3-dimentional operation that requires the RTLS system to be 
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deployed at various heights in order to track the vertical movement of crane parts and load. 
This not only requires setting up a big amount of RTLS antennas around the lifting site 
ahead of time, but also means a big investment in hardware given that the cost of UWB is 
approximately $140/m2 [39]. Secondly, the site security and vandalism for the installed 
sensing system would be another concern unless the components are installed and retrieved 
every day. Thirdly, the RTLS technology inherently suffers from signal interference due 
to multi-path propagation, fading and scattering of signals [40]. These problems become 
more significant in metallic and densely packed construction environment. As recognized 
by Zhang et al., their UWB tracking system failed to reliably track the load position because 
the tags on the crane load cannot be detected and tracked continuously due to serious signal 
loss [35]. 
 
2.2.4. Vision and LiDAR-based equipment pose monitoring methods 
Computer vision techniques extract high-dimensional data from digital images or videos 
and it has been widely used for robot pose tracking in robotics research. Feng et al. 
introduced a computer vision based approach that uses a set of cameras and markers to 
identify the pose of articulated equipment [41]. This method requires to set up at least two 
cameras and multiple planer markers on each of the articulated part and on a pre-survey 
fixed location near the equipment (Figure 6). This method is able to yield centimeter-level 
tracking accuracy with a flexible and cost-effective system comprised of ordinary cameras 
and markers. Although this method performed well in tracking the pose of an excavator in 
a small workspace, limitations such as sensitivity to occlusions and increased complexity 
in system setup can be expected when this method is applied to tracking crane pose on a 
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much larger scale and more dynamic workspace. Instead of using markers, Yang et al. 
proposed an algorithm to track the job pose of a tower crane by processing and analyzing 
the images captured by a single site surveillance camera [42]. With the known locations of 
the surveillance camera and the configuration of the tower crane, a set of synthetic images 
were generated using a virtual 3D model of the crane. The crane poses in actual images can 
be identified by comparing them to the synthetic images. This method requires pre-
surveying the location of the camera and crane, which is possible for tower crane settings 
but is challenging for mobile crane setting as the system needs to re-setup every time the 
mobile crane moves.  
 
 
Figure 6: SmartDig system using computer vision technique [40] 
 
 
LiDAR or Laser scanning is a non-destructive sensing technology that rapidly and 
accurately captures the shape physical objects in a form of point cloud. To help equipment 
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operators rapidly perceive the crane pose and surrounding environment, Cho and Gai 
introduced a dynamic object recognition and registration methods using computer vision 
and laser scanning technologies [43]. The 3D point cloud is projected to a 2D space where 
the geometric features represented by a local SURF descriptor are compared to a prepared 
template database for recognition. This method is effective and efficient for recognizing 
target objects that are known to be present on the construction site. For unknown objects 
with high shape variance, however, the performance of this method is limited. In addition, 
the refresh rate of the time-elapsed 3D visualization, which is limited by the scanning speed 
of LiDAR system, is considered inadequate for many real-time applications (Figure 7).  
 
 
Figure 7: Time-elapsed 3D scenes of the workspace [42] 
 
 
Wang and Cho proposed a smart scanning technique for tracking the location and 
pose of construction equipment as well as modeling the dynamic workspace [44]. By 
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updating the target object’s point cloud data while keeping the previously scanned static 
workspace data, this method greatly improves the modeling and visualization rate, which 
makes it suitable for real-time visualization and decision-making support. The biggest 
benefit of LiDAR-based pose monitoring methods is that ii is non-invasive, meaning that 
there is no need to deploy any sensors or devices on the equipment. Instead, it requires a 
data acquisition system to operate in proximity to the equipment, and sophisticated 
infrastructure setup for real-time data processing and transmission.  
 
 
2.2.5. Critical motion capturing using Encoder Sensors 
Critical crane motions stand for the key freedoms of major crane parts that, when combined 
are able to represent most possibilities of crane maneuvers. Lee et al. proposed a crane 
motion monitoring system using multiple encoders and laser sensors, which successfully 
captured and visualized the motion of a tower crane in real-time [45] (Figure 8). However, 
this system does not consider the load sway, and the configuration of a laser sensor and 
reflection board cannot reliably measure the load elevation during excessive load sway. 
Ren and Wu developed a real-time anti-collision system that creates a safe lift zone during 
lifting based on the location and shape of static obstacles collected prior to the lift [46]. 
However, this process involves extensive manual input and additional data collection time 













Compared to the RTLS-based and camera-based crane monitoring methods, the 
direct motion capturing method hold several apparent advantages. Firstly, hardware 
employed in the systems is usually more cost-effective and durable in long-term use. Once 
securely installed on the crane, the sensors require little maintenance and with proper 
enclosure they can work properly in harsh environmental conditions. Secondly, sensor-
based methods do not require external hardware deployment on the site, and thus it 
introduces minimal interruption to other construction activities.  
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Table 1 summarizes the characteristics of the aforementioned technologies that are 
available to provide real-time lift assistance to the operators. There is no doubt that each of 
these technologies to a certain extent or on certain aspect improves the operator’s SA in 
understanding the crane status as well as the environment conditions. However, these 
technologies are subject to limitations including compromised accuracy and reliability in 
harsh construction environment, inadequate modeling and representation of lifting site 
conditions, and time-consuming and demanding system setup process prior to the lift. 
Another issue that hinders the industry from adopting such technologies in the field is a 
lack of scientific and systematic validation of these systems’ effectiveness in field 
experiments. The following section introduces the current body of knowledge and practices 
in effectiveness evaluation of existing assistance systems.  
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Table 1: Summary of state-of-the-art real-time lift assistance 
 
 
 RTLS-based Camera-based Vision and LiDAR-based Encoder-based 
Occlusion-resistant     
Simple & durable setup      
As-is environment     
Graphical user interface     
Analysis & warning     
References [34] [36] [35] [37] [38] [47] [48] [49] [10] [43] [44] [45] [46] [50] [51]  
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2.3. Effectiveness of Lift Assistance Systems 
2.3.1. Interactions between operators and assistance systems 
The interaction between the operator and the assistance system is an important factor in the 
effectiveness of operational assistive systems. Most assistance systems such as the Load 
Moment Indicator (LMI) system provide only numerical feedback, failing to give operators 
contextual awareness. In such cases, operators must rely on their understanding of the 
current operating conditions (e.g., crane pose and orientation) to interpret feedback without 
more descriptive information. This under-interpreted feedback causes increased cognitive 
load, which may adversely offset the benefits provided by the assistance system. Therefore, 
it is important to design a user interface (UI) that is processed peripherally, requiring 
minimal interpretation and integration. For example, the screen size and location of the UI 
screen within a cabin can greatly affect the users’ perception of the content (e.g., models, 
numbers) displayed by the assistance system. In the development of a tower crane 
navigation system, Lee et al. (2012) assessed the usefulness of different screen sizes in 
visualizing real-time crane information. Based on the feedback from operators, they 
determined that a 13-inch screen most effectively maximized the screen visibility in the 
confined space of a crane cabin. Also, they attempted to simplify the control of the system 
by replacing a sluggish touch screen with a 19-key mini keypad. This solution, however, 
still requires hand control, which distracts the operator from the main lifting task. In 
addition, a system that provides poorly or excessively presented feedback can increase 
operator workload, thus reducing the benefits of the assistance system. In such 
circumstances, selective feedback that provides warnings only when a potential hazard is 
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detected becomes very useful as it reduces the overall cognitive load, especially when the 
system turns “transparent.”  
 
2.3.2. Evaluation of assistance effectiveness 
Although crane users currently have an array of safety devices available for use, the 
effectiveness and utilization of these devices are unclear [52]. It is important to evaluate 
the effectiveness of these safety devices in actual lifting tasks in order to identify potential 
challenges and suggest further improvement. Previous efforts predominantly focused on 
the technology side, while the measurable impacts of such systems on lift safety and 
efficiency from an operational performance perspective remains unknown. In addition, 
most of these tests were validated in a simulated environment instead of utilizing real lifting 
tasks with actual pressure and constraints [36] [37] [53].  
 Chi et al. (2012) designed two UIs to improve the effectiveness of a tele-operated 
crane system [36]. The first UI design provided multiple views captured by video cameras, 
and the second UI design featured additional guidance enabled by augmented reality (AR) 
technology. The effectiveness of the developed UIs was evaluated by a subject test that 
consisted of novice and expert groups; these evaluations included both subjective (i.e., 
NASA task loading index) and objective (i.e., completion time for a lifting task) evaluation 
methods. Although the completion time reflects the lift efficiency to some extent, it is not 
comprehensive as it cannot reflect how the UIs will affect safety performance. Lee et al. 
(2012) introduced a tower crane navigation system that visualizes real-time crane motion 
captured by sensors and the surrounding buildings extracted from BIM models. The 
usefulness of the system was analyzed by measuring how often the operators use it as 
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compared to use rates of an LMI system. Previous studies in the field of human behavior 
and psychology indicate that the visual focus of attention is a good indicator of a worker’s 
actual focus [54]. Videos recorded in the crane cabin were analyzed to measure the duration 
of operator use of the navigation system as well as the conventional LMI system. The 
results after 71 days of implementation showed that 93.3% of the operators solely relied 
on the navigation system compared to only 6.7% who solely relied on the traditional LMI 
system. This evaluation focused on the perceived ease of use and usefulness of the 
developed system from the operator’s subjective perspective. Although these results 
somewhat reflected the effectiveness of the proposed system, an objective and quantitative 
evaluation method for assessing the system’s actual impacts on crane lift performance was 
not investigated.  
 
2.4. Operator Error and Situation Awareness 
2.4.1. Operator error analysis from a cognitive perspective 
In the field of cognitive psychology, human error is considered a result of failures in the 
cognition process, which will lead to unexpected or unsafe behaviors. High-risk industries 
such as nuclear power, aviation, transportation, and mining have taken advantage of 
cognitive analysis in risk control and safety management. The human cognition process 
can be simulated by various information processing models, among which the sequential 
stage model by Furnham precisely describes the cognition process of the equipment 
operators [55]. This model simulates operator cognition process as a sequential chain that 
consists of three cognition stages: hazard perception, hazard recognition, and 





Figure 10: Sequential model of accident development from a hazard cognition 
perspective (adapted from [54]) 
 
 
This model can be applied to the cognition and decision-making processes of crane 
operators and the development of crane-related accidents. When crane operators are 
exposed to one or multiple hazards, they need to first perceive the presence of the hazards 
through the status, attributes, and dynamics of relevant elements in the environment. 
Successful hazard perception involves an acute state of alertness and high level of sensory 
skill from the operators, and it requires them to maintain a good SA during the operation. 
Once the operators perceive the hazard and proceed to the next stage of hazard recognition, 
they need to correctly recognize the type and severity of the hazards using their experience 
and knowledge as well as a comprehensive SA. Based on the information acquired, the 
operators need to make appropriate decisions and actions to mitigate or avoid the hazard 
from further development. Operator success in all of the cognition states will result in safe 
behavior. Failure in any of the stages will result in unsafe behavior. Nevertheless, it should 
be noted that there is always a chance that safe behavior may result in an accident or that 





























2.4.2. Situation awareness in crane lifting operations  
The sequential model of accident development shown in Figure 10 shows that the stages 
of hazard perception and hazard recognition are largely dependent on whether operators 
have a good SA of the crane and the environment around them, as well as whether they 
have an adequate cognitive capability to process the information they perceive, as well as 
the cognitive capacity to prioritize which is the most pressing hazard requiring action. 
Failures to detect and recognize hazards is generally categorized as an SA problem [56], 
one which has a high likelihood of leading to performance failure [57]. Situation awareness 
(SA) is defined by Endsley as “a person's perception of the elements of the environment 
within a volume of time and space, the comprehension of their meaning and the projection 
of their status in the near future” [58]. During crane operations, crane operators’ SA 
depends on an understanding of both the crane (e.g., crane motion, capacity, malfunctions) 
and the physical characteristics of the environment (e.g., wind speed, blind spots, 
clearances to obstructions) (Figure 11). Although SA is difficult to quantify, it can be 
described by its boundaries: the upper limit is determined by the environment, while the 
lower limit is determined by the cognitive resources of individual operators [59].  
To maintain a good SA, an operator needs to determine which objects and/or 
actions in the environment require the most focus. This can be aided by well-designed 
bottom-up analysis, warning, and display assistances, and/or well-practiced and educated 
top-down scanning patterns. Meanwhile, SA can be harmed due to time stress or the 
increasing number of hazards present. These effects are explained by the relationship 
between SA and working memory (WM), as shown in Figure 4. Maintaining a good SA 
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demands a certain amount of cognitive resources or executive processing capabilities that 
come from WM.  
 
 
Figure 11: Situation awareness (SA) in crane operation and the relationship between 
SA and working memory (WM) 
 
 
Based on the concept of SA and the relationship between SA and WM, the overall 
SA of an operator should be improved by an effective crane assistance system. Specifically, 
the assistance system should behave as a supplement to the operator recognition process 
that helps the operator identify the most significant hazards from a massive amount of 
information being received from multiple sources. In addition, the system should be 
capable of informing the operator of the existence of a hazard through an effective warning 
method or a combination of different warning methods.  
 
2.4.3. Measures of situation awareness 
Over the years, a number of measurement methods for situation awareness have been 
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classified into three categories: 1) process indices-based, 2) performance-based, and 3) 
query-based techniques.  
Process indices-based techniques examine the way subjects process information 
obtained from the environment such as by analyzing gaze movement using eye tracking 
technology [60][61]. Another type of process indices is physiological measures such as 
electroencephalographic (EEG) activity, eye blinks, and cardiac activity, which represent 
the subject’s overall functional state [62][63][64]. Although the changes in the subject’s 
physiological states may be associated with cognitive activities, there is not necessarily a 
direct link between physiological states and the level of SA.  
In performance-based techniques, the level of SA is inferred from the performance 
outcomes based on the assumption that better performance indicates better SA. Commonly 
used performance metrics include productivity level, time to perform the task, and the 
accuracy of the response or, conversely, the number of errors committed. The main 
advantage of performance measures is that they yield objective, quantitative results without 
disrupting task performance. Although in many cases there is a positive relation between 
SA and performance, this connection is not always direct and explicit [65].  
In query-based techniques, subjects are asked directly about their perception of 
certain aspects of the situation. The queries are usually designed by domain experts based 
on the characteristics of the tasks. One of the most widely used query-based techniques is 
the Situation Awareness Global Assessment Technique (SAGAT) [66]. The operation is 
frozen at randomly selected times and subjects are queried about their perception of the 
situation at that instant. SAGAT is popular as it produces a quantitative assessment of SA 
and it can benchmark the result with similar data in a similar context [67]. However, 
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SAGAT is criticized as it interrupts the natural flow of the task. To address these limitations, 
Durso et al. developed the Situation Present Assessment Method (SPAM) based on the 
premise that SA involves simply knowing where to find a particular piece of information 
in the environment [68]. In addition to being less intrusive than other techniques [69], the 
benefits of using SPAM lie in it uses response time to indicate the level of SA so that the 
results reflect the real-time dynamic SA of the operator.  
Despite that each SA measure technique available has their advantages in certain 
circumstances, no single measure is able to effectively reflect the level of SA given the 
multivariate nature of SA. Therefore, valid and reliable measurement of SA should utilize 
a combination of distinct yet related measures that complement each other [70].  
 
 
2.5. Point of Departure 
Despite many safety considerations embedded in lift pre-planning, the ability to provide 
real-time safety assistance to crane operators during the lifting is inadequate. Although 
multiple technologies have been introduced to provide safety assistance to the operator, 
very few of them were actually adopted in the practice. Based on a throughout review of 
the state-of-the-art in crane safety technologies, gaps in the knowledge are identified 
including the lack of a reliable real-time crane motion capturing method, inadequate 
consideration of environmental constraints and changes, and missing validation of the 
assistance systems’ impact on lift performance and operators’ situation awareness. Each of 
these limitations in the state-of-the-art and shortcomings in existing technologies will be 
addressed in this research. The following chapters will introduce the research framework 
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and system architecture, as well as the research methodology that enables an effective 























CHAPTER III RESEARCH FRAMEWORK 
 
This chapter presents a framework that outlines the technical steps and requirements for 
enabling real-time safety assistance for crane operations. To facilitate the implementation 
of this framework, a thorough system architecture is proposed.  
 
3.1. Technical framework 
To address the limitations in the state-of-the-art and advance the body of knowledge in lift 
safety assistance, this research designed and created a framework that enables real-time 
pro-active safety assistance for mobile crane lifting operations. As shown in Figure 12, this 
framework consists of five layers (i.e., object, sensing, processing, analyzing, and UI layer) 
and two objects of interest (i.e., crane and environment).  The framework outlines the major 
tasks or requirements in each layer. In the object layer, crane motion can be represented by 
the angle and length measurements of a crane’s manipulation and suspension modules, and 
the environment constraints can be modeled by the dimension and location of the 
obstructions present in the lifting site. In the sensing layer, suitable sensors need to be 
selected to directly measure the crane critical motions identified in the object layer. A 
method for acquiring 3D geometry is needed to capture the as-is conditions of the lifting 
site. In the processing layer, sensing data captured by the sensors need to be synchronized 
and synthesized in real-time, and the obstructions need to be automatically identified based 
on the as-is geometric data. Based on the processed data that represents the crane motion 
and site condition, hazards associated with the current condition analyzed based on the 
clearances between crane modules and the obstructions. In the UI layer, crane motion, site 
condition, and the identified hazards are visualized in real-time. The UI should 
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automatically warn the operator once a hazard is detected, as well as allow the operators to 
obtain information pertinent to their needs through interaction.  
 
   
 




3.2. System Architecture 
 Based on the framework, a system architecture is developed to facilitate the 
implementation of the real-time lifting assistance. The system architecture consists of three 
components: crane motion capturing, site condition modeling and updating, and user 
interface and interaction (Figure 13). To capture crane motion in real-time, a combination 
of wired rotary encoder sensors and a wireless inertia measurement unit (IMU) sensor are 
adopted to measure the critical motions of crane modules (e.g., boom lift angle, boom 
extension length, boom slew angle, load sway). The data from the encoders are first 






Manipulation and suspension module
(Angle and length measurement)
Obstructions
(dimension, location)
Direct measurement by sensors As-is 3D geometry acquisition
Sensor data synchronization Obstruction identification
Visualization, interaction, and warning
Analyzing layer Hazard analysis based on proximity thresholds
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the packet that includes the measurements from all encoders. In addition, the processing 
unit will detect and reject corrupted or incomplete packets. In site condition modeling and 
updating, the format of a point cloud, collected by a laser scanner or other photogrammetry 
technologies, is used to represent the as-is lifting site condition as it can be efficiently 
acquired. To reconstruct an as-is lifting site, the site point cloud needs to be converted to 
bounding box objects to represent site obstructions. Bounding boxes will be automatically 
constructed to represent the obstruction through multiple steps of point cloud processing. 
With the point cloud and bounding boxes serving as base 3D information, updating the 
lifting site condition, more precisely the location change of obstructions (e.g., vehicles, 
materials), can be achieved by correlating the 2D images captured by a camera with the 
known 3D information. Based on the crane motion data and the site condition data, the on-
board computer will virtually reconstruct and realistically visualize the lift scene using a 
game engine, and analyze the hazards based on the real-time data. Once a hazard is 
detected, warnings will be delivered to the operator through both visual and auditory 




Figure 13: System Architecture 
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CHAPTER IV REAL-TIME CRANE MOTION CAPTURING 
 
This chapter introduces the design, development, and deployment of a sensor system for 
real-time crane motion capturing. Two methods and different types of sensor are employed 
for measuring the critical motions for crane manipulation and suspension modules. Based 
on the accuracy of each sensor measurement, the load positioning error is estimated and 
compared to the actual error in a series of field tests. 
 
4.1. Direct Measurement of Crane Motion Using Sensors 
4.1.1. Critical motion analysis of crane manipulation and suspension modules   
A crane can be understood as an entity comprised of multiple rigid bodies connected by 
different types of joints, depending on the crane type and configuration. This simplification 
makes it possible to represent any possible crane pose by measuring critical the angle or 
length of a particular joint that connects two rigid bodies. For example, a telescopic boom 
mobile crane can be decomposed to two independent modules: the manipulation module 
and the suspension module (Figure 14). The manipulation module is comprised of three 
rigid bodies including a truck base, a crane body, and a telescopic boom. Then, the 
telescopic boom is further broken down into two rigid bodies (i.e., main boom and sub-
booms) connected a prismatic joint that only allows translational movement between these 
two rigid bodies. The connection between the truck base and the crane body as well as the 
connection between the crane body and the main boom are modeled by a revolute joint that 
only allows one rotational degree of freedom between the two rigid bodies. The suspension 
module consists of a normal rigid body, the lifted load, and an extensible rigid body for the 
hoist line. Although hoist line itself is elastic and can be hardly considered a rigid body, 
36 
 
when used in a pulley system where double or triple tackles serve together, the cable bundle 
is resistant to twisting and bending, especially when the lifted load performs a 3-
dimentional pendulum motion in a very small magnitude. The connection between the 
suspension module and the sub-booms is modeled by a spherical joint that allows rotation 
in all direction and only constraints translational movement. Based on the critical motion 
analysis, a telescopic boom mobile crane is simplified as six rigid bodies connected by five 
joints. This means that any motion that can be possibly performed by a crane can be 
represented and reconstructed by measuring the boom slew angle, boom lift angle and 
boom extension length in the manipulation module and the length of the hoist line and load 
sway in the suspension module.   
 
 





















4.1.2. Manipulation module motion capturing using rotary encoders 
Rotary encoders are electromechanical devices that are used in various electronic and 
mechanical devices for measuring angular position or motion of a shaft or axle in the 
device. The prototype system will adopt rotary magnetic absolute encoders to measure 
three critical motions of the crane manipulation module: boom slew and lift angles, hoist 
line extension and boom extension. Although the proposed motion capturing method 
adopts commercially available encoders, it is more flexible than other commercial 
solutions [71] in that the selection and deployment of the sensors are also suitable for 
retrofitting existing cranes in service. 
 
4.1.3. Suspension module motion capturing using an inertia measurement unit  
An inertial measurement unit (IMU) is an electronic device that measures velocity, 
orientation, and gravitational forces, using a combination of accelerometers and 
gyroscopes, sometimes magnetometers. IMU sensors were originally developed for the 
maneuver of aircraft and spacecraft, such as an unmanned aviation vehicle (UAV) and 
satellites, to report inertial measurements to the pilot system. Recently, IMU sensors have 
been widely used as orientation sensors for measuring human body motions in sports 
athlete training and movie production. A typical IMU sensor contains angular and linear 
accelerometers for tracking the changes in position and gyroscopes for maintaining an 
absolute angular reference. Generally, an IMU sensor has least one accelerometer and one 
gyroscope for each of the three axes: pitch (nose up and down), yaw (nose left and right) 
and roll (clockwise or counter-clockwise). When rigidly mounted to an object, the IMU 
sensor measures the linear and angular acceleration and automatically calculates the 
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orientation of the attached object. In the particular case of load sway, it is assumed that the 
cable length is known and the cable is rigid. Therefore, the load sway motions can be 
simplified to a typical 3-dimentional (3D) pendulum motion (Figure 15a). Given the 
measured angular orientation of each axis (Figure 15b) and the cable length, the estimated 
position of the load relative to the fixed point can be calculated by converting the Euler 
angle measurements to Cartesian coordinates in the local coordinate system (Figure 15c).  
 
 
Figure 15: Transforming the angular measurements to absolute positions 
 
 
This process of converting the Euler angle measurements to Cartesian coordinates 
is demonstrated in the following steps. Firstly, one single load orientation measurement 
can be decomposed into three elemental rotations, yaw, pitch, and roll. The yaw, pitch, and 
roll rotations can comprehensively represent a 3D rigid body in any orientation. These three 
elemental rotations and the individual rotation matrices are defined as follows: a yaw is a 
counterclockwise rotation of 𝛼𝛼 about the z-axis; a pitch is a counterclockwise rotation of 
𝛽𝛽 about the y-axis; a roll is a counterclockwise rotation of 𝛾𝛾 about the x-axis. The rotation 













�                                          (Eq. 2) 




�                                          (Eq. 3) 
 
Therefore, a single rotation matrix, as shown in Eq. 4, can be formed by multiplying 
the yaw, pitch, and roll rotation matrices.  
 
𝑅𝑅 (𝛼𝛼,𝛽𝛽, 𝛾𝛾) = 𝑅𝑅𝑧𝑧 (𝛼𝛼) ∙ 𝑅𝑅𝑦𝑦 (𝛽𝛽) ∙ 𝑅𝑅𝑥𝑥 (𝛾𝛾) = 
�
𝑐𝑐𝑐𝑐𝑐𝑐𝛼𝛼 ∙ 𝑐𝑐𝑐𝑐𝑐𝑐𝛽𝛽 𝑐𝑐𝑐𝑐𝑐𝑐𝛼𝛼 ∙ 𝑐𝑐𝑠𝑠𝑠𝑠𝛽𝛽 ∙ 𝑐𝑐𝑠𝑠𝑠𝑠𝛾𝛾 − 𝑐𝑐𝑠𝑠𝑠𝑠𝛼𝛼 ∙ 𝑐𝑐𝑐𝑐𝑐𝑐𝛾𝛾 𝑐𝑐𝑐𝑐𝑐𝑐𝛼𝛼 ∙ 𝑐𝑐𝑠𝑠𝑠𝑠𝛽𝛽 ∙ 𝑐𝑐𝑐𝑐𝑐𝑐𝛾𝛾 + 𝑐𝑐𝑠𝑠𝑠𝑠𝛼𝛼 ∙ 𝑐𝑐𝑠𝑠𝑠𝑠𝛾𝛾
𝑐𝑐𝑠𝑠𝑠𝑠𝛼𝛼 ∙ 𝑐𝑐𝑐𝑐𝑐𝑐𝛽𝛽 𝑐𝑐𝑠𝑠𝑠𝑠𝛼𝛼 ∙ 𝑐𝑐𝑠𝑠𝑠𝑠𝛽𝛽 ∙ 𝑐𝑐𝑠𝑠𝑠𝑠𝛾𝛾 + 𝑐𝑐𝑐𝑐𝑐𝑐𝛼𝛼 ∙ 𝑐𝑐𝑐𝑐𝑐𝑐𝛾𝛾 𝑐𝑐𝑠𝑠𝑠𝑠𝛼𝛼 ∙ 𝑐𝑐𝑠𝑠𝑠𝑠𝛽𝛽 ∙ 𝑐𝑐𝑐𝑐𝑐𝑐𝛾𝛾 − 𝑐𝑐𝑐𝑐𝑐𝑐𝛼𝛼 ∙ 𝑐𝑐𝑠𝑠𝑠𝑠𝛾𝛾
−𝑐𝑐𝑠𝑠𝑠𝑠𝛽𝛽 𝑐𝑐𝑠𝑠𝑠𝑠𝛽𝛽 ∙ 𝑐𝑐𝑐𝑐𝑐𝑐𝛾𝛾 𝑐𝑐𝑐𝑐𝑐𝑐𝛽𝛽 ∙ 𝑐𝑐𝑐𝑐𝑐𝑐𝛾𝛾
�   
(Eq. 4) 
 
Since the load sway motion is a simple 3-dimentional pendulum motion, the load 
trajectory lies on the internal surface of a sphere with the radius of the cable length. Hence, 
the unit vector on local z-axis always points to the center of the sphere. Therefore, 
converting the Euler angle measurements to Cartesian coordinates is simplified to 
converting this unit vector on the local z-axis to a vector in the global coordinate system 
according to the single rotation matrix containing three elemental rotations. Thus, the load 
position can be estimated by multiplying the rotation matrix with a unit vector (0, 0, 1) and 
the cable length L using Eq. 5.  
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� ∙ 𝐿𝐿 = �
𝑐𝑐𝑐𝑐𝑐𝑐𝛼𝛼 ∙ 𝑐𝑐𝑠𝑠𝑠𝑠𝛽𝛽 ∙ 𝑐𝑐𝑐𝑐𝑐𝑐𝛾𝛾 + 𝑐𝑐𝑠𝑠𝑠𝑠𝛼𝛼 ∙ 𝑐𝑐𝑠𝑠𝑠𝑠𝛾𝛾
𝑐𝑐𝑠𝑠𝑠𝑠𝛼𝛼 ∙ 𝑐𝑐𝑠𝑠𝑠𝑠𝛽𝛽 ∙ 𝑐𝑐𝑐𝑐𝑐𝑐𝛾𝛾 − 𝑐𝑐𝑐𝑐𝑐𝑐𝛼𝛼 ∙ 𝑐𝑐𝑠𝑠𝑠𝑠𝛾𝛾
𝑐𝑐𝑐𝑐𝑐𝑐𝛽𝛽 ∙ 𝑐𝑐𝑐𝑐𝑐𝑐𝛾𝛾
� ∙ 𝐿𝐿       (Eq. 5) 
 
It should be noted that the initial orientation measurement (𝛼𝛼,𝛽𝛽, 𝛾𝛾)  is not 
necessarily the origin since the surface where the sensor is placed might not be completely 
leveled. Therefore, a deviation from the origin can be expected in the estimation of the load 
trajectory based on this method. To minimize this error, the initial load orientation is taken 
into consideration. The orientation data measured when the load is static is averaged and 
introduced to the calculation as an offset for correcting the deviation. 
 
4.4. Error Estimation and Sensitivity Analysis for Crane Pose Reconstruction  
When analyzing the error of the final load positioning, error propagation as a result of the 
changes in boom lift angle, slew angle, and boom extension must be considered. The goal 
of this section is to understand how the error of each sensor will affect the result of the 
motion reconstruction, namely the position of the crane load. Given that the load position 
is dependent on boom lift angle, boom length and boom slew angle, a load position in X-
Y plane can be calculated as shown in Eq. 6, 7 and 8.  
𝑋𝑋 = 𝐿𝐿𝑏𝑏 ∙ cos𝜃𝜃𝑙𝑙 ∙ 𝑐𝑐𝑠𝑠𝑠𝑠 𝜃𝜃𝑠𝑠 + 𝐿𝐿ℎ ∙ sin𝛼𝛼                                   (Eq. 6) 
𝑌𝑌 = 𝐿𝐿𝑏𝑏 ∙ cos 𝜃𝜃𝑙𝑙 ∙ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜃𝜃𝑠𝑠 + 𝐿𝐿ℎ ∙ sin𝛽𝛽                                   (Eq. 7) 
𝑍𝑍 = 𝐿𝐿𝑏𝑏 ∙ sin𝜃𝜃𝑙𝑙 − 𝐿𝐿ℎ ∙ cos𝛼𝛼 ∙ cos𝛽𝛽                                    (Eq. 8) 
in which,  
𝜃𝜃𝑙𝑙: 𝑏𝑏𝑐𝑐𝑐𝑐𝑏𝑏 𝑙𝑙𝑠𝑠𝑙𝑙𝑙𝑙 𝑎𝑎𝑠𝑠𝑎𝑎𝑙𝑙𝑎𝑎  
𝜃𝜃𝑠𝑠: 𝑏𝑏𝑐𝑐𝑐𝑐𝑏𝑏 𝑐𝑐𝑙𝑙𝑎𝑎𝑠𝑠 𝑎𝑎𝑠𝑠𝑎𝑎𝑙𝑙𝑎𝑎  




Each angle and length measurements were considered as a random variable with a 
standard deviation based on the sensor measurement accuracy (Table 2). The accuracy of 
each sensor indicates the measurement uncertainty. 
 
Table 2: Accuracy and range of sensor measurements 
 
Measurement Type (unit) Accuracy Range 
Boom slew angle (𝜃𝜃𝑠𝑠) Angle (degree) ± 0.3 deg 0 to 360 deg 
Boom lift angle (𝜃𝜃𝑙𝑙) Angle (degree) ± 0.3 deg 0 to 78 deg 
Boom length (𝐿𝐿𝑏𝑏) Length (m) ± 0.05 m 11 to 38 m 
Hoist line length (𝐿𝐿ℎ) Length (m) ± 0.08 m 0 to 40 m 
Load pitch angle (𝛼𝛼) Angle (degree) ± 0.7 deg 0 to 8 deg 
Load roll angle (𝛽𝛽) Angle (degree) ± 0.7 deg 0 to 8 deg 
 
Eq. 9 shows a variance formula to calculate error propagation, where 𝜎𝜎𝑓𝑓  is the 
uncertainty of model output, X and Y are model inputs, and 𝜎𝜎𝑥𝑥 and 𝜎𝜎𝑦𝑦 are the uncertainty 
of input X and Y. Since the measurements from the sensors are independent, it is assumed 















+ ⋯                              (Eq. 9) 
 
The following presents the results in calculating the uncertainty of the load 
positioning in X-axis using Eq. 6 and 9. Following the presented method, the uncertainties 
of the load positioning in Y and Z-axis can be calculated similarly. We take partial 





= cos 𝜃𝜃𝑙𝑙 ∙ 𝑐𝑐𝑠𝑠𝑠𝑠 𝜃𝜃𝑠𝑠                                                    (Eq. 10) 
𝜕𝜕𝑋𝑋
𝜕𝜕𝜃𝜃𝑙𝑙
= − 𝐿𝐿𝑏𝑏 ∙ sin𝜃𝜃𝑙𝑙 ∙ 𝑐𝑐𝑠𝑠𝑠𝑠 𝜃𝜃𝑠𝑠                                         (Eq. 11) 
𝜕𝜕𝑋𝑋
𝜕𝜕𝜃𝜃𝑠𝑠
= 𝐿𝐿𝑏𝑏 ∙ cos 𝜃𝜃𝑙𝑙 ∙ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜃𝜃𝑠𝑠                                            (Eq. 12) 
𝜕𝜕𝑋𝑋
𝜕𝜕𝐿𝐿ℎ
= sin𝛼𝛼                                                                   (Eq. 13) 
𝜕𝜕𝑋𝑋
𝜕𝜕𝛼𝛼
= 𝐿𝐿ℎ ∙ cos𝛼𝛼                                                            (Eq. 14) 
                                                                                                                            























          
= (cos 𝜃𝜃𝑙𝑙 ∙ 𝑐𝑐𝑠𝑠𝑠𝑠 𝜃𝜃𝑠𝑠 ∙ 𝜎𝜎𝐿𝐿𝑏𝑏)
2 + (− 𝐿𝐿𝑏𝑏 ∙ sin𝜃𝜃𝑙𝑙 ∙ 𝑐𝑐𝑠𝑠𝑠𝑠 𝜃𝜃𝑠𝑠 ∙ 𝜎𝜎𝜃𝜃𝑙𝑙)
2 +  (𝐿𝐿𝑏𝑏 ∙ cos 𝜃𝜃𝑙𝑙 ∙ 𝑐𝑐𝑐𝑐𝑐𝑐 𝜃𝜃𝑠𝑠 ∙
𝜎𝜎𝜃𝜃𝑠𝑠)
2 + (sin𝛼𝛼 ∙ 𝜎𝜎𝐿𝐿ℎ)
2 + (−𝐿𝐿ℎ ∙ cos𝛼𝛼 ∙ 𝜎𝜎𝜕𝜕)2      
    (Eq. 14) 
 
It should be noted that the variance of X changes as each input values change (i.e., 
𝐿𝐿𝑏𝑏, 𝜃𝜃𝑙𝑙 ,𝜃𝜃𝑠𝑠, 𝐿𝐿ℎ ,𝛼𝛼). This means in different crane configurations, the error of load positioning 
is different. To consider the overall uncertainty in load positioning under different crane 
configurations, Monte Carlo method was used to generate 10,000 combinations of input 
values (Figure 16). Using Eq. 14, the standard deviation of X in each combination of input 
values was calculated. Results show that the mean error of load positioning in x-axis is 
0.2141 m with standard deviation of 0.0908 m. The minimum error is 0.0215 m and the 




Figure 16: Error estimation using Monte Carlo Method 
 
 
For each sensor measurement, the error is increased or decreased by 20% while 
other measurement errors remain the same. We calculated the change of the load 
positioning result for all five measurements one by one, and Figure 17 shows how the load 
positioning error changes as each input measurement error changes. It is obvious that the 
measurement of load pitch orientation has the biggest impact on the uncertainty of load 
positioning. The measurements of hoist line length and boom length have a minimal impact 





Figure 17: Sensitivity analysis of load positioning in X-axis 
 
 
On top of sensor measurement errors, data collection and synchronization might 
increase the error if they are not handled properly. The data from the encoders are first 
synchronized in a processing unit so that the game engine program on the tablet receives 
the packet that includes the measurements from all encoders at a frequency of 50Hz. In 
addition, the processing unit and the program will detect and reject corrupted or incomplete 
packets. Given that all the encoders are connected to the processing unit by cables, delay 
in data collection and transmission is negligible. All these measures ensure the error related 
to data collection and synchronization is minimized. 
 
4.5. Field Test and Discussion 
To validate the proposed method for crane motion reconstruction, a prototype system was 
developed and deployed on a 70-ton telescopic boom mobile crane. The prototype system 
adopted rotary magnetic encoders to measure three critical motions: boom slew, hoist line 
extension and boom extension (Figure 18). The boom slew angle was measured by 
attaching a small measuring gear on the rotary encoder to the main slewing gear underneath 















the crane cabin. Similar to the slewing angle, the length of the hoist line was calculated 
based on the rotation of the crane hoist winch measured by another rotary encoder. The 
boom extension was obtained using another rotary encoder by measuring the length of a 
wire with one end fixed at the middle of the boom and the other end attached to the tip of 
the boom. Unlike other motion measurements, the boom lift angle was directly measured 
by an inclination sensor attached to the crane boom. All the rotary encoders and inclination 
sensor were powered by the crane battery and connected to a microcontroller.  
 
 
Figure 18: Sensor configuration for critical motion capturing 
 
A wireless IMU sensor was used to measure the position of the lifted load. As 












were enclosed in a waterproof case that is NEMA 4X / IP66 rated. The case can be attached 
to the side of the hook block using heavy-duty tapes or bolts.  The wireless IMU 
continuously measures and transmits load orientation to the tablet for data processing.   
 
 




A tablet served as a computation device for hazard analysis while displaying the 
reconstruction lifting site to the operator. Although visualization delay was expected 
because of data transmission and computation, the test operators observed no noticeable 
delay during the test. The visualization results were validated by comparing the 
reconstructed crane boom and load motions to site camera recordings from two view 
angles: site overview and top view from the crane boom head. The site overview 
comparison demonstrates the accuracy in reconstructing crane boom motions (Figure 20) 
and the top view from boom head comparison demonstrates the accuracy in reconstructing 
crane load sway motions (Figure 21). In these figures, the solid cube indicates the lifted 
load and the circle indicates the target drop off location.  
Wireless IMU & battery 
in a waterproof case












Figure 21: Comparison between actual load sway motion (upper) and reconstructed load sway motion (lower) from the 










Since it is very difficult to measure the error during the lift, the overall 
reconstruction error of the system was represented by the error of load positioning at the 
end of each lift. This assumption is reasonable as the final load position is greatly affected 
by the reconstruction accuracy of both the boom and load motion. Furthermore, it also 
reflects the overall error that may accumulate during the lift.  As the load was always placed 
at the exact same drop off location, the load positioning error is the horizontal distance 
between the actual and planned drop off location. Figure 22 plots the load positioning errors 
in 92 consecutive lifts, and the maximum, minimum, median, first and third quartile of the 
errors are shown in the box plot to the right. The average error for reconstruction is 0.43 m 
and the maximum error for reconstruction is 0.93 m. Compared to theoretical error 
calculated based on the propagation of nominal sensor errors, the average value of the 
actual errors is higher (0.43m vs. 0.21m) and the variances are bigger as well (0.49m vs. 
0.09m). Differences between the actual and theoretical errors are mainly due to variances 
in sensor setup or system calibration as well as possible measurement errors. The 
logarithmic trend line indicates a slightly increasing tendency of the errors over the 92 lifts. 
It should be noted that no re-calibration was conducted during the test lifts. This indicates 
the system error did accumulate over time in extensive usage conditions, and thus re-




Figure 22: Errors of virtual lift reconstruction during 92 lifting tasks  
 
 
 Accurate motion capturing and reconstruction are essential for enabling real-time 
hazard analysis and visualization. The error of load positioning mainly comes from three 
sources: sensor measurement error, error propagation in motion reconstruction, and 
accumulated system error due to sensor setup. Sensor measurement error can be reduced 
by using sensors that are more accurate and durable. Error propagation in motion 
reconstruction varies in different crane configurations (e.g., boom length and angle) and 
thus can be hard to reduce. The accumulated system error can be reduced by improving the 
way the sensors are deployed. For example, the length of the hoist line is measured by 
attaching a small wheel to the edge of the hoist line winch. Although the contact between 
the wheel and the winch is perfectly firm in the beginning, it might become loose in the 
long term and thus increase the error in the length measurement of the hoist line. This 
problem can be solved by deploying a rotary encoder directly on the axle on the winch with 
an enclosure. Such improvement in system deployment will be addressed in the future 
































































Another critical issue that can significantly compromise the effectiveness of real-
time systems is the delay or latency in data processing and visualization. Crane lifting 
operations are so dynamic that an accident can develop in a couple of seconds. The tested 
prototype system showed no noticeable delay or latency based on the operator feedback 
and the comparison between the actual and reconstructed crane motion (see Figure 9 and 
10). This is partially because the communication between sensors (except the IMU sensor) 
and the computer were via wired connection. In addition, delay in data processing or 
lagging in visualization can be expected if a less powerful tablet is used for data processing 
and visualization.  
 
4.7. Conclusions 
This chapter presents a novel sensor system for real-time crane motion capturing. Based 
on kinematics analysis for mobile cranes, crane motions can be represented by multiple 
critical angle and length values in the manipulation and suspension modules. Using 
different sensors, these values are synchronized and processed by an algorithm to 
automatically reconstruct crane motion in real-time. A prototype system was developed 
and deployed on a real crane to validate the performance of real-time motion capturing 
with respect to accuracy and latency. The test results show that the prototype system 
achieved 0.43 m accuracy with negligible latency across 92 lifts during a period of 5 days. 
These results indicate that the sensor system is able to reliably and accurately capture crane 
motion in real-time. These capabilities are essential for an assistance system to carry out a 
realistic visualization of crane motion, reliable and timely analysis of unsafe conditions, 
and effective warnings to the operator.  
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CHAPTER V AS-IS SITE CONDITION MODELING AND 
UPDATING 
 
Cranes’ lift capability and maneuverability are greatly affected by the geometric 
constraints in the surrounding environment, especially for mobile cranes as their location 
and workspace change quite frequently as a project proceeds. A major limitation in 
traditional lift planning approaches is the lack of information to represent the as-is lifting 
site condition. This chapter introduces a series of novel algorithms for as-is site condition 
modeling and updating based on point cloud and visual data.  
 
 
5.1. As-is Geometric Data Collection  
Recent advances in rapid geometry data acquisition make it possible to obtain 
massive 3-dimentional geometric data in a short amount of time with minimal efforts. A 
point cloud is a set of points containing coordinate data (XYZ) and color data (RGB) 
representing the geometry of objects in the captured scene. A terrestrial laser scanner 
collects point cloud data with good accuracy (+/- 2mm) and efficiency (up to 976,000 
points per second) [72]. However, one drawback of laser scanning is the cost of owning or 
renting a laser scanner. An alternative for rapid generation of point cloud data is using 
Structure from Motion (SfM) photogrammetry technology. The first step in SfM method 
involves collecting aerial images of a construction site from a UAV at multiple viewpoints. 
The construction site images are highly-overlapping and encircle the site in order to cover 
the full 3D structure of construction-related entities. Next, the 3D point cloud of the 
construction site (see Figure 2a) is generated based on the image data using a Structure 
from Motion (SfM) algorithm adopted from [73]. This algorithm detects common features 
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across each camera frames using Scale Invariant Feature Transform (SIFT) [74], which 
finds point correspondences between images and solves for point coordinates and camera 
poses in a bundle adjustment procedure.  
 
5.2. Site Condition Modeling based on Point Cloud 
To model the as-is lifting site, the point cloud acquired by laser scanning or 
photogrammetry technologies is converted into bounding boxes to represent the dimension 
and location of mobile assets (e.g., vehicles, materials) and obstructions (e.g., building 
structure, power lines, trees). The pipeline of obtaining oriented bounding boxes for various 
objects in point clouds involves the steps of segmentation, clustering, and orientation 
estimation. The input point cloud is first down-sampled from its original number of points 
to around 10,000 points by performing voxel grid filtering. Individual points in the original 
point cloud are projected onto a grid of 1cm-sized voxels and only a single point 
representing the center of each occupied voxel is preserved in the point cloud while the 
extraneous points are filtered out. Next, ground plane segmentation is performed using 
Random Sample Consensus (RANSAC) [75]. Points from the ground plane are filtered out 
so that object points can be separated nicely in the clustering step. The RANSAC algorithm 
iteratively computes an estimate of the ground plane parameters by randomly sampling 
points from the point cloud. The best estimate in terms of the number of inliers is 
determined and all points located within 0.4m of the calculated plane are filtered out. The 
ensuing clustering step involves grouping points that are contained within the same 
neighborhood together and labeling each group as an individual cluster. The threshold 
parameter used in this study is 0.4m but it can also be manually adjusted so that the points 
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belonging to the same object would not be split into separate clusters and the points 
belonging to different objects would not be grouped into the same cluster. Even with 
carefully tuned clustering parameters, this step may occasionally face problems with over-
segmentation or under-segmentation, which affects the tightness of fit and orientation 
accuracy of the bounding boxes. However, the final bounding box span in 3D space to 
determine collisions remains largely the same. Finally, an oriented bounding box is 
computed for each point cluster by considering the physical spread of points in the z-axis 
(vertical axis) and the x-y-plane. Principal Component Analysis (PCA) [76] is used to 
determine the two principal directions in which points in the cluster vary the most in the x-
y-plane. The principal directions are used to determine the orientation of the objects 
bounding box in the x-y-plane. The final bounding box is then computed by determining 
the maximum and minimum length along the vertical axes and the horizontal principal 
axes. The total computation time for the whole process largely depends on the down-
sampling ratio but it only takes a few minutes to down sample a site point cloud of around 
30 million points. Regardless of the original point cloud resolution, a final point cloud with 
a size of around 10,000 points is considered sufficient and efficient for obstruction 
identification since it is only necessary to recover a rough outline of each detected object.  
Once the bounding boxes for obstructions are automatically created, they are 
prepared for visualization with the adjustment of the surface transparency level and being 
labeled as obstructions in a game engine. The workflow for lift scene reconstruction is 
illustrated in Figure 23. As the mobile assets and obstructions in the as-is lifting site are 




Figure 23: Lifting site condition modeling process based on point cloud data 
 
 
5.3. Site Condition Updating Using a Point Cloud-Vision Hybrid Approach 
Updating the site condition in dynamic crane lifting site is important for hazard detection, 
collision avoidance, and 3D visualization for operators of heavy equipment such as cranes. 
Point cloud data captures complete 3D information but requires a long period of time to 
acquire and process; On the other hand, visual data can be collected quickly but lacks depth 
information. To address these shortcomings, this section introduces a point cloud-vision 











First, the point cloud data collected by a laser scanner or SfM method was projected 
onto a 2D plane to generate a synthetic image (Figure 24a). Feature points can be calculated 
from the synthetic image using a point based method [77]. Then a depth buffer is created 
based on the 3D point cloud data, where bright points indicate points that are close to the 
camera while darker points indicate points that are further away from the camera (Figure 
24b). This enables us to calculate the 3D position of each feature point on the synthetic 
image. The 2D time-lapse images captured by a UAV or a wide-angle camera mounted on 
crane boom are matched to the synthetic image to obtain a corresponding set of 3D point 
features. Finally, a camera pose estimate is calculated for each 2D image by minimizing 
the least-squares re-projection error of 3D point features in the image.  
 
 
Figure 24: (a) synthetic image and (b) depth buffer generated from point cloud 
 
 
The next step in the processing pipeline is object detection. For each 2D image 
taken in the previous step, the pixel coordinates of objects to be tracked are identified 
through a point-based method, namely matching of SIFT feature points. This process is 
semi-automated by the user specifying interested objects in the reference image. As shown 
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in Figure 3, bounding boxes are drawn around the two vehicles to be tracked in the 
reference image (Figure 25a) while the same objects are detected in the tracking image 
through feature point matching (Figure 25b). The process can potentially be fully 
automated by having a database of possible objects to be tracked or training an object 
detection classifier.  
 
 
Figure 25: Object detection using feature point matching with a reference image, (a) 
objects of interest, (b) feature points identified 
 
 
In the last step, the location of each detected object in global coordinates is 
calculated based on the recovered camera pose and its image coordinates. A ray casting 
method is used where the object location is determined by the intersection of a line formed 
by an image projection vector originating from the camera with the point cloud surface. 
For each detected object in the image, a corresponding projection vector is determined 
based on its pixel coordinates and camera parameters such as focal length and image size. 
Figure 26 shows the projection of detected objects from image coordinates to 3D space. 
Successfully matched objects have their bounding boxes updated in the point cloud based 




Figure 26: Projection of image coordinates into 3D space from camera origin 
 
 
An ongoing construction project was selected as a case study of the proposed 
method. Two vehicles (i.e., a concrete mixer truck and a minivan) were chosen as the 
targeted mobile assets to be tracked. Both vehicles moved in random patterns in an area of 
40 m by 20 m. This case study employed an 8-axis UAV (octocopter) equipped with a 
mirrorless digital camera. In total 169 images at a resolution of 4912 x 3264 were used to 
generate the 3D point cloud of the site. Table x shows the computation time involved in 
each step of the proposed pipeline. The step of SfM computation and point cloud generation 
takes the longest amount of time but only needs to be carried out once at the start of the 
experiment. On the other hand, the tracking and location updating step involve a trade-off 
between accuracy and computation time. Using high-resolution images for tracking will 
potentially improve the tracking accuracy since more feature points can be detected but 
this will also increase the computation time. 
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Figure 27 shows the results obtained from tracking two vehicles over time using 
images captured from the UAV. The left column shows the 2D image annotated with 
feature points for each detected object. The right column shows the updated 3D site model 
(point cloud) corresponding to each captured image. The 3D site model is generated using 
a top-down view of the site 3D point cloud with bounding boxes formed around each 
tracked object. Results from the case study indicate that the proposed method dynamically 
updates the 3D location of two vehicles in a construction site by using the images captured 
from a UAV and matching them to a 3D site model in the form of a point cloud. The first 
four and the last images (time: 0s to 44s and 144s) show the cases of successful tracking 
where the bounding box for the two vehicles are shown in green. The result at time 73s 
shows a case when the matching algorithm lost track of a vehicle due to insufficient feature 
points. The corresponding bounding box is drawn based on the previous location estimate 





Figure 27: Results of 3D location updating of two vehicles: image captured from 
UAV (left) and updated 3D site model (right) 
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As limited by the data collection and computation time, this method cannot update 
the 3D site model in real-time. Nevertheless, it is not always necessary to update the site 
condition in real-time. First, workers as the most dynamic assets on a construction site do 
not need to be tracked on the lifting site considering that workers except the lift crew are 
not allowed to be in the lift zone. Secondly, although other mobile assets such as equipment 
and vehicles might be present in the lift workspace for material delivery, their location and 
movement are fairly predictable during the lifting operation. As such, frequent updates for 




To integrate environment constraints into the hazard analysis in the assistance system, this 
chapter describes two novel methods that enable as-is lifting site condition modeling and 
updating. Two technologies for rapid collection of point cloud data on lifting site are 
introduced. A processing pipeline is introduced to model site condition based on point 
cloud data. To overcome the shortcomings in location tracking using visual data and point 
cloud, a point cloud-vision hybrid method is introduced to track the location of mobile 












CHAPTER VI HAZARD ANALYSIS AND REAL-TIME 
VISUALIZATION  
 
Hazard analysis and warning are the core of a safety assistance system. This chapter 
introduces a pro-active hazard analysis algorithm and a visualization framework for 
effective safety warning and user interaction.  
 
6.1. Hazard Analysis based on Crane Motion and Site Condition 
Once crane motions are captured and a lifting site is reconstructed with the recognized 
obstructions, the next task in this framework is to analyze potential hazards in real-time 
based on pre-defined proximity thresholds. The pro-active hazard analysis is enabled by 
the four steps as follows. First, the algorithm considers four crane parts as the objects 
subject to collision hazards: crane cabin, boom, hoist line, and load. Second, the 
obstructions present on the site are categorized into three levels of severity based on the 
potential consequences if the collision occurs. For example, power lines in the crane 
workspace fall into the highest level of severity while trees fall into the lowest level of 
severity. In the third step, based on safety regulations from the Occupational Safety and 
Health Administration (OSHA) [78] and industry best practices [11], different safe 
proximity thresholds are assigned to each severity levels as shown in Table 3. Lastly, the 
game engine keeps track of the proximity between each crane part and each obstruction. 
The proximity is defined as the distance between the closest points on the surfaces of each 
object. To minimize the delay in real-time visualization, the hazard analysis needs to be 
conducted in an efficient manner. As such, the program only monitors the crane parts and 
the obstructions within a distance less than 5 m; this input can be changed based on the 
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size of the crane, types of lifting work, and conditions of the job site. When the proximity 
between the crane part and the obstruction is beyond the respective threshold, the program 
will highlight the objects of interest and send visual and auditory warnings through the 
graphical user interface to the operator. The process of hazard identification is illustrated 
in a flowchart as shown in Figure 28. 
 
Table 3: Proximity thresholds in the hazard analysis based on level of severity 
Level of severity Proximity threshold Examples 
High  4 m Energized power lines 
Moderate 2 m Building structures, equipment 




Figure 28: Flowchart of collision hazard identification 
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6.2. Real-time Visualization and Warnings 
A user interface (UI) is the main channel of the communication between the operator and 
the system. The information presented by the UI has to be concise and easily 
understandable so that the operator can perceive the information with minimal cognitive 
workload. The UI of the developed system will consist of three main views of the virtually 
reconstructed lift scene: a voice control free view, an elevation view and a top view. All 
views simultaneously show the virtually reconstruction lift scene in real-time that consists 
of the crane movement and the environment conditions (Figure 29). The main free view 
will be controlled by the voice commands from the operator (e.g., zoom in/out, left/right, 
up/down, reset) so that the operator can easily focus on the objects of interest from an 
occlusion-free angle. The elevation view and the top view are useful to understand the 
elevation and position of crane load and parts. In addition to the three view, the UI will be 
augmented by information including visual warnings for collision hazard and excess load 
sway, highlighted obstructions in proximity to the load or crane parts, previous lift path, 




Figure 29: A Graphical User interface (GUI) for real-time visualization and warning 
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In the prototype system, the tasks of hazard analysis and visualization were 
accomplished using an on-board tablet computer. The tablet is equipped with an Intel Core 
i7 1.7GHz processor, Intel 5000 integrated graphic card, 8 GB RAM, and 512 GB storage. 
The tablet offered a bright 11-inch display so that the user interface is visible to the operator 
even under normal sunlight conditions (Figure 30). The tablet was mounted on a fully 
adjustable monitor holder, which makes it very flexible to be configured to what the 
operator considers fit. A game engine Unity 3D [79] was used as the program for real-time 
data processing and 3D visualization. To minimize the distraction to the main lifting tasks, 
a commercial voice recognition program was integrated into Unity3D to enable voice 
control over the user interface.  
 
 




This chapter describes the development of a hazard analysis approach that continuously 
monitors the crane motion and site condition and pro-actively detects collision hazards 
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based on a set of pre-defined clearance thresholds. With the aim of minimizing distraction 
to the main lifting task, an interactive UI was designed to provide both auditory and visual 























CHAPTER VII EFFECTIVENESS VALIDATION OF LIFTING 
ASSISTANCE 
 
This chapter presents five key performance indexes (KPIs) to quantify the operator’s 
performance and introduces an online query-based technique to assess the operator’s SA. 
In addition, perceived workload during the lifting operation was measured using NASA-
TLX. These methods were used to validate the effectiveness of a prototype of the assistance 
system in a series of field tests.   
 
7.1. Effectiveness Assessment Approach 
Previous efforts in evaluating a crane assistance system mainly focused on measuring 
tracking accuracy and ease of use. Very few emphasized the system’s impact on operator 
performance and effectiveness in improving the operators’ SA. This is partly because the 
performance and SA of crane operator are difficult to define and quantify. In addition, most 
of these tests were validated in a simulated environment instead of utilizing real lift tasks 
with actual pressure and constraints (Hwang 2012; Chi et al. 2012; Li et al. 2013). The 
following sections introduce an effectiveness assessment approach consist of three 
methods for quantifying and measuring the operator’s workload, lifting performance, and 
situation awareness. Section 7.2 introduces two field tests and analyzes the test results 
using the assessment approach.  
 
7.1.1. Assessment of perceived workload  
During the crane lifting operation, operators’ performance and SA can be affected by the 
workload imposed by the assigned lifting task including mental, physical, and temporal 
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demands. Given the same lifting task, different operators may perceive different workload 
because of subjective, individual differences in training, experience, and cognitive 
capability. The perceived workload of the individual operator can be measured using 
NASA Task Load Index (NASA-TLX) [80]. The NASA-TLX is a widely used, subjective, 
multidimensional assessment tool that allows users to perform subjective workload 
assessments on operators working with various human-machine systems. NASA-TLX 
derives an overall workload score based on a weighted average of the ratings on six 
dimensions, including Mental Demands, Physical Demands, Temporal Demands, Own 
Performance, Effort, and Frustration. It has been used to assess workload in various human-
machine environments such as aircraft cockpits, command, control, and communication 
(C3) workstations; supervisory and process control environments; and simulations and 
laboratory tests [81].  
In the assessment of perceived workload, participants were instructed to place an 
“X” on each of the six scales at the point that matches their experience. Each scale has two 
endpoint descriptors such as “bad” and “good”, or “low” and “high”. These numerical 
ratings for each scale reflect the magnitude of the factors in a given task. Then, the 
participants were presented with a series of pairs of rating scale tiles (for example, Effort 
vs. Mental Demands) and asked to choose which of the items was more important to their 
experience of the workload in the lifting task they just performed. This was used to evaluate 
the contribution of each factor (its weight) to the workload of a specific task. Given the 
numerical rating and the weight of each factor, an adjusted rating can be computed for 




7.1.2. Quantitative assessment of lifting performance  
Crane lift performance has multiple dimensions and thus it is difficult to be defined and 
quantified. This section proposes a quantitative assessment method to measure lift 
performance with respect to efficiency and safety criteria, including collision avoidance, 
load sway control, lift time minimization, lift path selection, and load placement accuracy. 
Accordingly, five key performance indexes (KPIs) are proposed to evaluate the 
performance in these safety and efficiency criteria. These five KPIs are concluded based 
on a review of the literature and practices in operator training and qualification, as well as 
interviews with multiple experienced crane operators and lift supervisors. The five KPIs 
are defined as follows.  
 
Collision avoidance: Colliding with surrounding obstructions (e.g., structure, equipment) 
is a major cause of crane-related accidents. The operator’s performance in keeping the load 
from proximity to surrounding obstructions is quantified by the percentage of total lift time 
when the clearances between the load and other crane parts to surrounding obstructions are 
within a series of pre-defined thresholds depending on the type of obstructions (∑ Tclearance).   
 
Load sway control: Excess load sway can lead to crane instability or boom failure, and 
thus should be avoided in crane operations. The operator’s performance in controlling load 
sway is quantified by the percentage of time when the load swings beyond the threshold of 




Lift time efficiency: Cranes are responsible for most vertical and horizontal transportation 
of structural elements, materials, and equipment. Thus, efficient execution of a lifting 
operation is critical to the productivity of other activities and the overall project efficiency. 
For clarity purposes, the total lift time in seconds (Tlift) for a particular task is used to 
quantify the efficiency of a crane lifting operation.  
 
Lift path efficiency: Choosing the appropriate lift path is very important for a lifting 
operation. A short path might reduce the lift time but increase the chance of an accident as 
it is close to surrounding obstructions, while a longer path might be free of collisions but 
take more time to complete. Lift path selection is a rather subjective decision depending 
on many factors such as the preference of the individual operator, site condition, and crane 
capability. Therefore, it is difficult to evaluate the path chosen by an operator solely based 
on the length of the lift path. In our method, the lift path selection is assessed together with 
other safety and efficiency measurements (e.g., clearance to obstructions, lift time) to 
obtain a more comprehensive understanding of the operator performance. From an 
efficiency perspective, operator’s performance in selecting the shortest lift path is 
quantified by the total distance the hook travels during the lifting task (Dpath). 
 
Load placement accuracy: Delivering the load to the desired position is an essential task 
for crane operators, and a skilled operator can place the load more accurately so that less 
effort is needed from ground workers to guide and stabilize the load. Thus, the cycle of one 
lift will be shortened and the overall lift efficiency will be improved. Operator performance 
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in placing the load accurately is quantified by placement error between the actual and 
expected positions (Dplacement). 
 
Given the five KPIs defined above, a lift performance equation is constructed as below:  
 
Operator performance = f (∑ Tclearance , ∑ Tsway ,  Tlift ,  Dpath ,  Dplacement)                       (Eq. 15) 
 
∑ Tclearance - percentage of total lift time when the load is in a dangerous clearance to 
obstructions 
∑ Tsway - percentage of total lift time when load sway is beyond the allowable magnitude 
Tlift - time spent for the lifting task 
Dpath - distance the hook travels during the lifting task 
Dplacement - placement error between the actual and expected positions 
 
Each lifting task has its unique management requirement (e.g., productivity 
pressure) and environment constraints (e.g., wind condition, spatial conflicts) that 
influence the lift performance. Therefore, the results of the lift performance equation 
cannot be applied across different sites and cranes. For a particular lifting task, the lift 
performance equation can be used to track the lift performance of a single operator over 






7.1.3. Online assessment of situation awareness  
SA has been widely considered as an important factor in dynamic decision-making, and 
several indirect or subjective methods (e.g., physiological measurement, performance 
measures, self-rating) have been proposed and used in the SA research of aircraft pilots 
and air traffic controllers. This research employed an online query-based SA measurement 
method adapted from SPAM [82]. In this method, the operator will be presented with 
queries about the situation while the situation remains present and while they continue to 
perform the primary task. Figure 31 shows the steps in the query process. The questioner 
will indicate the operator that he intends to ask a query. Once the operator is ready to take 
the query, he or she will suspend the operation and indicate the questioner that he is ready. 
Then, the questioner will ask the question. The duration between the time the questioner 
finishes the question and the time operator start answering the question is considered the 
response time. Once the questioner records the operators’ answer to the query, he will 
indicate the operator to resume the operation. The operator’s level of SA will be quantified 
by the response time and response correctness.  
 
 














Two major challenges that are addressed in this research when using this method 
are 1) designing proper queries that can effectively reflect the level of SA in crane lifting 
operations, and 2) choosing the proper timing to make the queries so that it does not 
interfere the primary lifting tasks while remains effective for real-time SA assessment. A 
list of queries is shown in Table 4, in which two queries focus on past events, three queries 
focus on present events, and one query focuses on future events. These queries were 
designed based on a discussion with safety experts, crane supervisors, and crane operators 
to ensure they reflect the most essential understanding of the lifting task and associated 
risks. During each lifting operation, one of the queries is chosen to ask according to the 
concurrent situation. For example, when the load is being lifted above a tree, the questioner 
can ask the current clearance between load or boom and tree.  
 
Table 4: Query list for online SA measurement 
 Type Query 
1 Past What is the maximum sway distance so far?  
2 Past How many warnings have you received from the system so far?  
3 Present What is the current boom reach? 
4 Present What is the current clearance between load/boom and obstructions? 
5 Present How far is the load placed from its target placement location? 








7.2. Field Tests and Validation Results 
7.2.1. Field test 1 overview 
The objective of field test 1 is to explore the impact of system usage on lift performance. 
Based on the system architecture, a prototype system was developed and deployed on a 70-
ton telescopic boom mobile crane. Four operators with lifting experiences ranging from 13 
years to 21 years participated in the test. They performed in total 92 lifting tasks on two 
lifting sites with different conditions and constraints. Three test scenarios were created with 
different assistance levels. Prior to the tests, all the operators were trained to become 
familiar with the display and voice control of the system; they were asked to practice with 
the system until they reported feeling comfortable using it. During each lifting task, their 
performance in safety and efficiency was recorded and quantified based on the criteria 
proposed in the previous section. It should be noted that the experiments were conducted 
in real lift jobs with actual temporal and spatial constraints, and the participating operators 
were exposed to real-lift pressure and risks. Compared to virtual simulations or surveys 
that have been commonly used in previous research, the data collected and presented in 
this research is more realistic and therefore the results are closer to the actual effectiveness 
of the assistance system.   
Two lifting tasks were chosen to assess the prototype system as shown in Figure 32 
and Figure 33. Lifting tasks in both sites contain blind spots where the operator does not 
have a direct line-of-sight to the load (test Task 1) or to the drop off location (test Task 2). 
In addition, the site of Task 2 is surrounded by trees which are approximately 8 m high. 
These confined lift workspaces present significant collision risks and challenge the 








Figure 33: Illustration of Task #2 in isometric view 
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Pick/drop locations
Obstruction close to lift path
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To evaluate the usefulness of the system, three operational scenarios were created 
with different assistance levels: no assistance, optional assistance, and full assistance. In 
the no assistance scenario, the operators performed the lifting tasks as usual without 
assistance from the system. In the optional assistance scenario, the operators had the option 
to choose how much they want to use the system based on their individual preferences. In 
the full assistance scenario as shown in Figure 8, the cabin window was blocked (i.e., 100% 
blind) so that the operator could not see the crane or the lifted load and had to fully rely on 
the assistance from the system. To ensure safety, a lift supervisor can stop the operation if 
any risk occurs.  
The impact of the assistance system to operator performance in these three 
operation scenarios was analyzed by quantifying the lift performance with respect to safety 
and efficiency. Furthermore, as the operators had the freedom to determine how much they 
wanted to use the system in the optional assistance scenario, the relationship between the 
level of usage of the assistance system and the actual lift performance of each operator 
could be analyzed by focusing on individual differences.  
 
7.2.2. Assessment of effectiveness in lift performance improvement 
As explained in section 7.1.2, this study utilizes five KPIs to quantify the lift performance 
of each operator. In the tests, the five performance indicators were measured by the 
assistance system and recorded in a performance report after each lift. The measurements 
of the five KPIs for the 92 lifting tasks in no assistance, optional assistance, and full 
assistance scenarios are shown in the boxplots in Figure 34 and the mean value and 





Figure 34: Boxplot of five key performance indexes (KPIs) in no assistance, optional 
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Table 5: Mean and standard deviation of five KPIs in three test scenarios 
 
 
By examining the general trend of the results, it is observed that except for the 
placement error index, all of the other four KPIs were noticeably affected by the extent of 
operator’s engagement with the assistant system. Specifically, both safety performance 
indexes (i.e., collision avoidance and load sway control) improved as the level of assistance 
increased. In the no assistance scenario, operators estimate the clearances between the load 
and obstructions using their direct vision or by being directed by a signal person. However, 
their vision capability (as well as that of the signal person) can be affected by occlusions, 
illumination, and the perception of depth. With the help of the system, either optional or 
full assistance, the operators were warned of potential collisions or excess sway proactively 
so that they could make a timely response to the risks. With optional assistance, the 
operators switched back and forth between eye observation and system visualization to 
confirm the observed or warned incidents, which cost them a longer response time. With 
full assistance, they were not allowed to check the situation with their eyes but were forced 
KPIs Measure No assistance Optional Full assistance 
Collision avoidance 
Mean 33.5% 21% 19% 
STDEV 17.6% 7.9% 15.3% 
Load sway control 
Mean 46.3% 29% 26% 
STDEV 8.2% 8.1% 12.4% 
Lift path efficiency 
Mean 67.8 m 78.32 m 70.5 m 
STDEV 9.3 m 12.3 m 4.5 m 
Lift time efficiency 
Mean 76.7 s 120.9 s 152.8 s 
STDEV 22.5 s 32.8 s 54.9 s 
Load placement accuracy 
Mean 0.59 m 0.66 m 0.6 m 
STDEV 0.21 m 0.23 m 0.3 m 
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to fully trust the system. The results show that they achieved better safety performance in 
the full assistance scenario; this to some extent indicates the effectiveness of the system in 
improving lift safety performance.  
In terms of the efficiency performance, as the assistance level increased, the results 
show that the operators actually took longer to finish the lifting task, which is different 
from the authors’ expectation, as the system is designed to improve the productivity of the 
lifting operation. Interviews with the operators revealed that this increased time may be a 
result of the operators feeling nervous when they were not allowed to see through the 
windows. In these situations, the operators tended to act more carefully, which resulted in 
a decreased performance in lift time efficiency. Therefore, proper training for the operators 
is critical for them to operate the system with confidence.  
Except for lift path efficiency, operator performance in the other four categories 
exhibits significant variances. This is partly because the operators were not used to solely 
looking at the screen instead of their usual practice of looking through the cabin windows. 
Variance in lift path efficiency is much smaller with full assistance compared to the 
efficiency resulting from the no assistance and optional assistance trials. This is mainly 
because in the system UI, the operator can check and verify the lift path in advance with 
the consideration of efficiency and safety. In other words, the system allows them to 
optimize the lift path so that the actual paths are very close to the optimal path (i.e., shortest 
collision-free path). Compared to other KPIs, placement error is not as sensitive to the 
usage of the assistance system. Conversely, the variance of placement error increases 
slightly as the operators use the system more often. This is because on both lifting sites the 
operators had a clear line-of-sight to the locations where the loads were supposed to be 
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placed. It was easier for them to use their eyes than the system to check the position of the 
load and guide it to the designated location. When they were forced to use the system solely 
in the full assistance scenarios, their performance became less reliable.   
 
7.2.3. Impact analysis of individual characteristics  
The effectiveness of the assistance system can also be affected by the habits or 
attitudes of the individual crane operators. To understand the impact of the assistance 
system on the performance of operators who possess different characteristics, the 40 lifts 
on test site 1 who operated with optional assistance were further broken down to investigate 
how the usage of the system would affect the lift performance for each of the four 
individual operators. As the direction of the operator’s eyes is a good indicator of the 
operator’s attention focus, the level of usage was defined as a percentage of time when the 
operator looked at the display in the total lift time. The time the operator looked at the 
display was determined based on the video recordings from two cameras in the crane cabin. 
The relationship between the lift performance and the percentage of time the operators used 






Figure 35: Relationship between system usage (percentage of total lift time in 
seconds) and the lift performance of each individual operator 
 
 
System usage patterns were observed to be different for each operator. Operator A 
used the system most often (40% -70% of total lift time), while operator C and D used the 
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usages in each single lifting task varied by approximately 30% across individual lift 
iterations, while the system usage by operator C was more consistent with a 10% variance 
across among his 10 lift iterations. For each individual operator, variance in system usage 
in different iterations may be a result of the individual operator’s ability to properly use the 
system (e.g., read information and visual representation on the display) and confidence in 
using the system. Although the functionalities of the system were thoroughly introduced to 
the operators, who had approximately 30 minutes to practice with the system before the 
actual test lifts, it still took several iterations for them to report feeling comfortable and 
confident using the system. As test results indicate, the learning curve may vary among 
different operators due to their individual characteristics such as learning ability and risk-
taking tendencies.   
The logarithmic trend lines of the performance measurements demonstrate the 
relationship between system usage and lift performance. In terms of safety performance, 
the performance of collision avoidance significantly increases as the operators use the 
assistance system more often. Trend lines follow a similar tendency for all four operators. 
As for the performance of load sway control, only operator B performed better as the 
system usage increased. These results demonstrate that operators A and C experienced 
more difficulty in controlling the load sway as they spent more time looking at the display 
instead of directly looking at the load. Load sway is very common during crane lifting 
operations. It normally occurs due to acceleration or braking in boom lifting or swing. Once 
load sway occurs, the operator needs to compensate the sway by moving the boom in the 
opposite direction. This operation requires extensive skill and a good hand-eye 
coordination. Although the system is reasonably accurate and fast in reconstructing the 
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crane motion, it is difficult for the operators to solely rely upon the system for load sway 
control.    
The system usage has minimal impact on the lift path efficiency and the load 
placement accuracy. All four operators demonstrated similar results in these categories. 
These results are in compliance with the results from the previous section, which 
demonstrates that there is not much opportunity for improvement during the lift. This is 
probably because that the operators have already chosen a relatively optimal lift path in the 
beginning of the lift, through the 3D virtual reconstruction of the lift scene. The lift time 
efficiency, however, significantly decreases as the operators use the system more often. An 
analysis of the video recordings reveals that with regard to such critical moves as load sway 
control and blind lifts, the operators tended to be more careful and slower when using the 
system, which complies with the confidence issue discussed earlier.    
 
7.2.4. Field test 2 overview 
With the purpose of understanding the effectiveness of the system in improving operator’s 
SA, field test 2 recruited five crane operators whose experience range from 8 to 16 years. 
Similar to field test 1, the operators were trained to be familiar with the functionalities of 
the assistance system in a 30-minute training session. With a different focus, field test 2 
investigated how the assistance will affect the operator’s SA and how the workload of 
different lifting tasks will influence the effectiveness. To differentiate the complexity level 
of the lifting operation, two lifting tasks were designed with different spatial and temporal 
constraints. Although surrounded by trees and other spare crane parts, lifting task 1 features 
a simpler lifting operation as no obstructions present between the pick and drop locations 
(Figure 36 and Figure 37). Lifting task 2 requires the operator to lift the load over a row of 
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trees of 15 m in height (Figure 38 and Figure 39). Sitting in the cabin at ground level, the 
operators can hardly see the load when it is above the tree and therefore estimating the 
clearance from the tree to the load or boom is very challenging. Two operation scenarios 
were created where in control scenario the operators only use traditional LMI system and 
in test scenario the operators use both LMI and the proposed assistance system. In total 60 



















Figure 37: Illustration of lifting task #1 in isometric view 
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Figure 38: Illustration of lifting task #2 in top view 
 
 
Figure 39: Illustration of lifting task #2 in isometric view 
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7.2.5. Workload indexes for two lifting tasks 
This research adopted the NASA Task Load Index (NASA-TLX) to quantify the workload 
imposed on the operators in the two test lifting tasks. A NASA-TLX rating package was 
explained and presented to each operator after the lifting operations. They were asked to 
fill out the rating and weight sheets based on their experience in the lifts. As the operators 
vary in individual characteristics such as motivation, risk-taking tendency, and mental and 
physical capabilities, different operator may perceive different level of workload given the 
same conditions and constraints. Therefore, the workload index for each lifting task was 
computed based on an averaged index from the five operators. Overall, lifting task 1 
received an adjusted rating of 5.42 whereas lifting task 2 received 6.65. This result indicates 
that lifting task 2 imposed a larger amount of workload to the operators than lifting task 1. 
This can be further assured by the fact that all five operators rated Task 2 higher than Task 
1, with a largest difference of 2 and smallest of 0.73.  
In addition to the workload indexes for the lifting tasks, it is also interesting to see 
how the operator rates and weights each workload dimension in general. Among the six 
dimensions, the largest rating difference between the two tasks lay in mental demand (5.8) 
whereas the smallest difference in physical demand (0.6). In the meantime, the operators 
weighted mental demands as the second biggest contributor (second to performance) to the 
workload and physical demands as the smallest. These results show that mental demand 
was a dominating source of workload in the two test tasks, and very likely in crane lifting 
operations in general as these tasks represented the common characteristics in day-to-day 




7.2.6. Assistance effectiveness in improving lift performance  
Lift performance in the two lifting tasks was quantified using the five KPIs introduced in 
Section 7.1.2: ∑Tclearance, ∑Tsway, Tlift, Dpath, and Daccuracy. All five KPIs were recorded by 
the computer program after each lifting operation and computed based on their definitions. 
It should be noted that ∑Tclearance and ∑Tsway were normalized by dividing the accumulated 
time by total lift time Tlift of the corresponding lift. Therefore, their units are percentage. 
Figure 40 presents the average values of the five KPIs based on data recorded from the 60 
lifts.  
If we compare the KPIs in the two tasks, lift path was much longer in Task 2 (160%) 
and Task 2 took much longer to complete (158%). This assured the fact that Task 2 was 
designed to be more complex than Task 1 and the difference in complexity level will affect 
both the performance and the level of SA. Compared to Task 1, operators achieved better 
performance in Task 2 in controlling load sway (34%) and load placement accuracy (32%). 
This indicates that the operators were more cautious when controlling the sway and load 
















Task 1 Task 2








Task 1 Task 2











Task 1 Task 2












Task 1 Task 2























Task 1 Task 2




When comparing the value of each KPIs in the two scenarios, it is observed that 
there was a noticeable improvement in safety performance in the test scenario, especially 
in Task 1 where ∑  Tclearance decreased by 19.4% and ∑  Tsway decreased by 28.6%. 
Although the improvement of safety performance in Task 2 followed the same trend, the 
magnitude of improvement was less noticeable where ∑ Tclearance decreased by 5.7% and ∑ 
Tsway decreased by 20%. Although the operators tended to perform more safely when 
provided the assistance, the system had no obvious positive impact on efficiency 
performance except that the selection of lift path (Tlift) in Task 2 was more efficient 
(17.8%). This can be explained by that Task 1 was designed to be simple where there were 
not much room for improvement to shorten the lift path (see Figure 37), whereas Task 2 
featured a more complicated lift and the operators had more flexibility in selecting the lift 
path (see Figure 39). In addition, placement accuracy (Dplacement) was improved in both 
tasks, 17.6% in Task 1 and 19.4% in Task 2. This was mainly because the operators were 
able to check and adjust the load position when placing the load based on the top view 
provided by the assistance system.  
When looking at the variances of safety KPIs, the variances of safety KPIs were 
consistent in Task 1 and 2 and in control and test scenarios. This suggested that the safety 
performance of crane lifting operations varies even for the same task in the same scenario. 
This also suggested that introducing the assistance system did not significantly change the 
operators’ working pattern. For efficiency KPIs, the variances of Tlift and Dplacement were 
much smaller comparing to Dpath, and the variances in test scenario are smaller than control 
scenarios. This may because that though the UI of the assistance system, the operators 
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obtained a better spatial awareness and therefore could plan the lift more efficiently and 
consistently, and place the load more accurately.    
 
 
7.2.7. Assistance effectiveness in improving operator’s SA 
As introduced in Section 7.1.3, an online query-based SA measure was used to quantify 
the operators’ SA during the operation. The level of SA was quantified by the response 
time and response correctness for each query. Figure 41 and Figure 42 present the average 
response time and average response correctness of the 60 queries in different tasks and 
scenarios. The quantile box plot indicates the variance in the results of response time and 
correctness. It was observed that the average response time in both tasks was remarkably 
reduced when the assistance system was used, 17.5% in Task 1 and 28.6% in Task 2. The 
quartile box plat indicates that the variances of response time in the control scenario in both 
tasks are much smaller than that in the test scenario. This result suggests that the operators 
have developed a consistent patent of understanding the situation based on their experience 
without the assistance. Despite the fact that overall response time was reduced, the 
introduction of the assistance system may change the way the operators search and 
understand the situation. Therefore, training plays an important role in the successful 
integration of the assistance system. Overall, the results show that the introduction of the 
assistance system facilitated the operator’s ability to comprehend the situation, especially 










Response correctness is shown in percentage and it was computed by comparing 
the operators’ responses to the correct answer recorded in the system. The results show that 
average response correctness was improved in the test scenario, 2.3% in Task 1 and 9.5% 
in Task 2. The box plot suggests that the response correctness in test scenario was in general 
more consistent, especially in Task 2. Although not as obvious as the decrease in response 
time, the improvement of response correctness suggests that the assistance system was able 
to provide helpful information to augment the operator’s awareness of the lifting task so 
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If we break down the results of average response time into each queries (Figure 43), 
we notice that the estimation of incident number took the longest time for the operators to 
respond (6.3s), while the load displacement took the shortest time (3.6s). It is worth noting 
that using the system greatly reduced the response time of the prediction of lift time by 
37.4% from 6.7s to 4.1s. This was because the assistance system provided a 3D 
representation of the crane pose and the lifting site so that the operator could easily 
understand the lift progress and predict the complexity and time of the remaining lift job. 
Also, there was noticeable response time improvement in estimating load clearance 
(21.1%) and boom reach distance (22.3%). This also resulted from the direct visual 
feedback from the user interface and the flexibility to change the view angle. There was no 
query asked for recalling the number of incidents and the displacement of load in the 
control scenario, as these queries were considered less relevant in that specific situation 








































In the breakdown of the results of average response correctness (Figure 44), 
estimation of boom reach was closest to the reality (94.5%) while load displacement was 
least correct (74%). Overall, response correctness was improved in all recorded queries, by 
6.8 % on average (3.2% for boom reach estimation, 12.3% for sway magnitude estimation, 
8% for lift time prediction, and 3.7% for clearance estimation). It should be noted that the 
estimation correctness of load sway magnitude increased by 12.3% with the assistance of 
the system. This is easy to understand because the assistance system continuously monitors 
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7.2.8. General feedback from the operators  
Each operator participated in the field tests was asked to provide their feedback about the 
prototype system through a survey. The survey focused on three aspects: ease of use, 
impact on lift safety, and impact on lift efficiency. Table 6 summarizes the results of the 










































Table 6: Results of general feedback survey in five Likert scale   
 








(11-yr exp.) Average 
Ease of use 
1 It was easy to setup the system for a new lifting task.      4 5 3 4 4 4 
2 
Graphs and information displayed on 
the screen were informative and easy 
to follow.      
5 4 4 4 4 4.2 
3 The warnings were effective and accurate.         3 5 4 3 4 3.8 
4 I was comfortable with the screen size and position.  4 5 3 4 2 3.6 
5 Voice control was easy to use and I barely used the touch screen.   4 4 4 4 3 3.8 
6 
The virtual environment was very 
realistic and reflected the actual 
constraints.  
3 5 4 4 3 3.8 
7 
The motion of the virtual crane 
matched with the real crane without 
delay.   
4 5 4 5 4 4.4 
Impact on lift safety 
8 I heavily relied on the system when I couldn’t see the load.   4 4 3 3 4 3.6 
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9 I felt confident when I used the system.  4 5 4 4 3 4 
10 I would perform more safely with the system.   4 5 4 3 4 4 
11 I would be comfortable with using the system without a signal person.  2 5 3 3 2 3 
12 I had a better understanding of the hazards associated with the lifting task 4 5 4 4 2 3.8 
Impact on Efficiency 
13 Using the system decreased my productivity during blind lifts.   3 2 3 4 4 3.2 
14 The system helped me to choose a safer and more efficient lift path 4 5 4 5 3 4.2 
15 My productivity would increase if I were more used to the system. 4 4 5 5 4 4.4 
16 The lift organization and planning were easier with the system.  4 5 4 5 4 4.4 
Others 
15 I think the system should be standard on mobile cranes.     4 5 3 4 4 4 





The system was considered easy to use in term of setting up a new lifting task and 
visualizing the crane motion and environment conditions in a timely manner. Nevertheless, 
the operators show distinct opinions about the screen size and position. Some felt the screen 
size and its position were just right and it would block their view otherwise, whereas others 
preferred a bigger screen at a higher position. This problem is expected to be solved with 
a head-up display or an augmented reality glass in the future.  
As to the system’s impact on lift safety, although the operators were not fully 
relying on the system, they felt confident when they used the system during the lift. They 
also believed that the use of the system improved the overall lift safety as they obtained a 
better understanding of the hazards associated with the lifting task. However, they did not 
think the system can completely replace the use of a signal person at this moment. The 
main reason for the hesitation is that they felt less secured when relying solely on a 
technology. The insecurity is mainly from the fact that when there is a signal person they 
will share the responsibility if an incident occurs, whereas when there is not the operator 
will be the only one to blame.  
Most operators believed that viewing the lift scene in 3D and having the ability to 
toggle the view helped them to carry out a safer and more efficient lift plan, particularly 
the selection of lift path. There was a moderate opinion about whether using the system 
would increase or decrease the lift efficiency. Some operators argued that in less complex 
lifting tasks, especially when they have the direct line-of-sight to the load and obstructions, 
they found the warning was redundant and interrupted their job. They will have to check 
the source of the warnings and sometimes found the level of risk to be over-estimated. 
Nevertheless, all operators agreed that in complex lifts especially in blind lifts or lifts at 
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night, the system will play an important role in helping them to understand the collision 
risks. This led to a more productive lift as they save the time for communication with the 
signal person and they did not need to wait for the signal person to get to an observing 
place. It was also pointed out by the operators that they spent more time than needed on 
operating the system (e.g., change view angle) which could be avoided if they are more 
used to the system.  
 
7.3. Conclusions 
To validate the effectiveness of a safety assistance system for crane operation, this chapter 
introduces an assessment approach that quantifies the improvement in lift performance and 
SA, where lift performance is quantified by five key performance indexes (KPIs) and SA 
is measured by an online query-based technique. These proposed methods were tested and 
validated in two field tests. The first field test involved 4 operators in 92 lift iterations and 
it focused on the impact of system usage level to lift performance as well as the influence 
of individual characteristics on the system usage pattern. The second field test involved 
five operators in 60 lift iterations for two lifting tasks of different complexity levels. The 
second field test explored the impact of task complexity and operator workload on lift 
performance and the situation awareness (SA) of crane operators. Results from the two 
field tests indicate that the assistance system has a positive impact on improving lift 
performance as well as the operators’ SA level. General feedback from the operators 
suggests the prototype system was easy to use and effectively assisted their safety and 
efficiency performance. Overall, results from the two field tests suggest that the assistance 
system facilitated the operator’s ability to comprehend the situation, especially the 
information closely related to site geometric constraints, which led to a safer and more 
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efficient lifting operations. It should be noted that the experiments were conducted in real 
lift jobs with actual temporal and spatial constraints, and the participating operators were 
exposed to real lifting pressure and risks. Compared to virtual simulation or survey that 
were commonly used in previous research, the data collected and presented in this research 
is more realistic and therefore the results are closer to the actual effectiveness of the 




















CHAPTER VIII ECONOMIC ANALYSIS  
 
Although this research mainly focuses on technical challenges in the proposed framework 
for real-time safety assistance, understanding the economic impact of such assistance 
framework is important to facilitate industry adoption. This chapter presents an indicative 
economic analysis of the proposed lift assistance framework. A fundamental assumption in 
the economic analysis is that the savings on safety and efficiency improvement (i.e., fatality 
and injury reduction) are calculated based on the performance improvement observed in 
the field tests.  
 
8.1. Cost estimate  
Costs in adopting an assistance system contain hardware purchase (e.g., tablet computer 
and sensors) and service costs (e.g., installation, laser scanning). Table 7 shows the cost 
breakdown for a prototype of the assistance system for a single crane. The total cost for 
one single system is estimated at $8000. It should be noted that due to the difference in 
crane type and specification, the selection of sensors and the complexity of installation 
might vary. Therefore, the cost for adopting an assistance system might fluctuate around 







Table 7: Cost breakdown for a single assistance system 
Item Cost 
Tablet computer $800 
Processing unit and Encoder sensors $4000 
IMU sensor $600 
Installation  $100 
Laser scanning* $2000  
Maintenance  $500 
Total  $8000  
* Assume only operation cost for laser scanning 
 
8.2. Return estimate  
There are two categories in the return, the savings due to improved lift safety and the 
savings due to improved lift efficiency. According to the field test results, using the system 
resulted in 15% reduction in collision-related near misses and 10% reduction in lift time. 
The following sections show the details in return calculation in these two categories. The 
benefits of adopting the system are estimated in US dollars per year. 
 
8.2.1. Benefits in safety improvement  
Losses in a crane accident vary due to the different consequence it may cause. Based on 
the level of severity, the consequences of a crane accident can be classified into the near-
miss incident, property damage, injury, and fatality. Based on the data from Bureau of 
Labor Statistics, Waehrer et al. estimated that the cost of average construction fatality, 
including direct and indirect costs, is 4 million US dollars, and nonfatal days-away injuries 
cost $42,000 per case [83]. Based on the records on Craneaccidents.com, claims for 
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damage to the crane are usually not less than $100,000. Therefore $100,000 is taken in this 
analysis for the saving in each property damage case. These numbers are adopted to 
estimate the savings in different types of incidents.  
 
The occurrence of different types of incidents is estimated based on historical data of crane-
related accidents. The number of fatalities in crane-related accidents per year is estimated 
based on the BLS statistics from 1997 to 2004, which averages 74 fatalities per year. Using 
the occurrence of crane-related fatalities in historical data as the basis, the “Iceberg” or 
“Pyramid” theory [84] is utilized to estimate the occurrence of injuries, property damage, 
and near misses. The “Iceberg” or “Pyramid” theory implies a ratio of 1:10 between deaths 
and injuries, a ratio of 1:30 between death and property damage, and a ratio of 1:600 
between death and near misses (Figure 45). Therefore, the annual occurrence of crane-
related fatalities is 76 cases, annual occurrence of injuries is 760 cases, annual occurrence 
of property damage is 2280 cases, and annual occurrence of near misses is 22800 cases.  
 
 












As the field test results indicate that using the system resulted in 15% reduction in collision 
incidents. If we consider these collision incidents as near-misses, it is assumed that the 
system has the potential to reduce property damage cases by 1.5%, injury cases by 0.5%, 
and fatality cases by 0.05%.  
Eq. 16 is used to calculate the total saving in safety improvement. The annual 
saving in safety improvement by using the system is $3.7 million among all cranes in the 
construction industry. Although it is difficult to estimate the exact number of cranes in the 
construction industry, OSHA suggested there are approximately 125,000 cranes in 
operation [2]. Therefore, the annual return in safety improvement for a single crane is 
$29.6. Although the return in safety improvement seems negligible in its pecuniary value, 
reduction in fatalities, injuries, and other such losses have a massive social impact that is 
intangible and unfair to be monetized.  
 
𝑆𝑆𝑎𝑎𝑆𝑆𝑠𝑠𝑠𝑠𝑎𝑎 = ∑𝑎𝑎𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑙𝑙 𝑐𝑐𝑐𝑐𝑐𝑐𝑎𝑎𝑜𝑜𝑎𝑎𝑠𝑠𝑐𝑐𝑎𝑎𝑐𝑐 ×  𝑜𝑜𝑎𝑎𝑟𝑟𝑎𝑎𝑐𝑐𝑙𝑙𝑠𝑠𝑐𝑐𝑠𝑠 𝑜𝑜𝑎𝑎𝑙𝑙𝑎𝑎 × 𝑐𝑐𝑎𝑎𝑆𝑆𝑠𝑠𝑠𝑠𝑎𝑎 𝑝𝑝𝑎𝑎𝑜𝑜 𝑐𝑐𝑎𝑎𝑐𝑐𝑎𝑎    E.q. 16 
 
 
8.2.2. Benefits in efficiency improvement  
The field test results indicate that the system could potentially accelerate the lifting 
operation by 10%. This will generally result in 10% saving in crane rental and daily 
operation costs. Assuming the average rental cost for a crane is $300,000 per year and 
assuming the working time of a crane is 10% in a year, the system could save the crane 





8.3. Return of investment analysis 
Based on the cost and return analyses, for a single crane, the investment in the system is 
$8000, while the return in safety improvement is $29.6 and the return in efficiency 
improvement is $3000. Without considering inflation, the investment will be returned in 
2.6 years.  
 
8.4. Conclusions 
This chapter presents an indicative economic analysis of the proposed lift assistance 
framework. Hardware and service costs for implementing a real-time assistance system are 
presented and the returns in safety and efficiency improvement are estimated based on 
safety record assumptions and actual test data acquired from the field tests. Given a cost of 
$8000 and returns of $3029.6 for adopting a real-time assistance system on a single crane, 
the investment will be returned in 2.6 years. It should be noted that this economic analysis 
is intended to be an indicative assessment, instead of an accurate assessment. In addition, 
it should be emphasized that the decrease in fatalities, injuries and other such losses have 














CHAPTER IX CONCLUSIONS AND DISCUSSION 
 
This chapter aims to summarize the work in this doctoral research and to conclude the 
research findings that address the research questions and objectives. This chapter also 
discusses the limitations in this research effort and the future work needs to be conducted.  
 
9.1. Summary 
Despite many safety considerations already embedded in lift pre-planning and operation, 
the ability to provide real-time safety assistance to crane operators during the lifting is 
inadequate. Although multiple technologies have been introduced to provide safety 
assistance to the operator, very few of them were actually adopted in the practice. Based 
on a throughout review of the state-of-the-art in crane safety technologies, gaps in the 
knowledge are identified including the lack of a reliable real-time crane motion capturing 
method, inadequate consideration of environmental constraints and changes, and missing 
validation of the assistance systems’ impact on lift performance and operators’ situation 
awareness. To close these gaps in knowledge, this thesis introduces a framework that 
outlines the technical steps and requirements for enabling real-time safety assistance for 
crane operations, as well as a thorough system architecture to facilitate the implementation 
of this framework. Further, this thesis describes in detail the design, development, and 
testing of three major technical components including real-time crane motion capturing, 
as-is site condition modeling and updating, and pro-active hazard analysis and 3D 
visualization. A prototype system was developed based on the proposed system 
architecture and deployed on a real mobile crane. Field test results indicate this system was 
able to track and visualize crane motion in real-time with an average accuracy of 0.43 m. 
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Based on crane motion and as-is site conditions, the system was able to identify the 
potential collision hazards and provide timely warnings to the operator to mitigate the risk.   
To address the need to assess the effectiveness of assistance systems, this research 
developed an objective approach that quantifies the improvement in lift performance and 
SA, where lift performance is quantified by five key performance indexes (KPIs) and SA 
is measured by an online query-based technique. This assessment approach was tested in 
two field tests to validate the effectiveness of a prototype of the proposed safety assistance 
system based on the system architecture. The first field test focuses on the impact of system 
usage level to lift performance as well as the influence of individual characteristics on the 
system usage pattern. The second field test explored the impact of task complexity and 
operator workload on lift performance and the situation awareness (SA) of crane operators. 
Results from the two field tests indicate that the assistance system has a positive impact on 
improving lift performance as well as the operators’ SA level. General feedback from the 
operators suggests the prototype system was easy to use and effectively assisted their safety 
and efficiency performance.  
 
9.2. Research Contribution and Impacts 
The primary goal of this research is to reduce crane accidents related to operator 
errors. To achieve this goal, a framework along with multiple innovative hardware design 
and computation algorithms are presented for enabling real-time safety assistance. 
Findings in this research supplements and enhances existing knowledge in both research 
and practices concerning crane safety. As a summary, major contributions of this doctoral 
research are concluded as follows:  
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• A scientific framework is created to outline the requirements and technical 
roadmap for effective and reliable safety assistance for crane operations. As this 
framework address several common challenges in equipment operation 
monitoring and analysis, this framework is essential for the development of real-
time assistance for construction equipment in general. To be specific, this 
research presents an IMU-based sensing method and a computation algorithm 
for crane load positioning, a point cloud-vision hybrid approach for quick site 
condition modeling and mobile asset location updating, and a hazard recognition 
algorithm for collision risk analysis and pro-active warning. 
• A practical system architecture enabled by the creation of novel methods and 
computation algorithms for sensor data processing and real-time visualization is 
presented. The proposed system architecture enables easy deployment of cost-
effective sensors that can be equipped with a new crane as well as retrofit a used 
crane. In addition, a UI design was created for effective warning and hands-free 
interaction with the assistance system. 
• An assessment approach is introduced for validating the effectiveness of safety 
assistance systems. This approach quantifies the lift performance, measures the 
level of SA during the operation, and considers the impact of workload on 
performance and SA. This approach can be further used to validate the 
effectiveness of emerging technologies that work closely with a human operator 





9.3. Discussion and Recommendation for Future Research  
• Despite that many methods developed for mobile cranes can be applied for other 
crane types, designing the assistance system for other crane types should identify 
their unique requirements such as sensing range, crane kinematics, and the scenario 
where multiple cranes need to work together.  
• The methods developed for site condition updating are able to continuously track 
the change of site conditions, but it cannot update the 3D site model in a very high 
frequency or in real-time. Ideally, the site condition is preferred to be updated in 
real-time to capture any tiny changes at any given moment. In reality, technology 
limitations such as data acquisition rate and computational capability make real-
time 3-dimension geometry updating very challenging and expensive even if 
possible. Nevertheless, with the advance in sensing technology and improvement 
of computation capability, continuous data collection, and real-time computation 
can be anticipated in the near future.  
• The effectiveness of a prototype assistance system was validated in two field tests 
and the test results show the improvement in lift performance and operators’ 
situation awareness. Nevertheless, based on the principle of statistical analysis, the 
sample size of operators participated in the field tests were not large enough to show 
the statistical significance of the improvement. Particularly, the variances in the 
measurements tend to be large due to the limited number of subjects and the 
significant difference in experience and maneuver pattern among them. That being 
said, results in these field tests reflect the general trend in the improvement of lift 
performance and SA by introducing the assistance system. The conclusions are 
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meaningful to understand the strengths and limitations of the current design and to 
guide the future work.  
• Another limitation in the SA measurement in field test 2 is that the query process 
was not blind to the questioner. This means potentially the questioner could 
intentionally select the easy query to get a better result in the test scenario. These 
biases in the results can be minimized by asking multiple queries and randomly 
selecting part of them for SA measurement.  
• Although this thesis reported the cost breakdown for a prototype assistance system, 
a thorough economic analysis is not conducted. This is mainly because the return 
of investment for adopting such assistance system is difficult to estimate. In 
particular, savings in safety performance improvement is always hard to quantify, 
and most likely cannot be monetized. That said, a rough economic analysis is 
presented in the thesis based on extensive assumptions. The results can be used as 
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