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Проведено качественное исследование решений двумерной неавтономной дифференциальной сис-
темы, эквивалентной однородной стационарной квадратичной системе. Доказаны теоремы о совпадении 
отражающей функции таких систем. До настоящего момента подобные исследования для неавтономных 
систем не проводились. Используя результаты исследования поведения решений однородной квадратичной 
стационарной системы и знание о том, что системы с одинаковой отражающей функцией имеют одно 
и то же отображение за период, доказаны теоремы о существовании асимптотически устойчивых 
(неустойчивых), ограниченных (ограниченных по одной из фазовых переменных), -периодических ре-
шений для всех систем, эквивалентных в смысле совпадения отражающей функции рассмотренной не-
автономной системе. Приведены простые примеры, иллюстрирующие заключения доказанных нами 
теорем и утверждений. Доказаны также теоремы о взаимно однозначном соответствии между реше-
ниями двухточечных краевых задач. 
2π
 
Качественному исследованию полиномиальных стационарных систем посвящено много работ, 
среди которых и работа В.В. Амелькина [1]. Было бы интересно перенести результаты таких исследова-
ний на нестационарные системы. 
В настоящей работе, используя результаты Л.С. Лягиной [2] и понятие отражающей функции  
В.И. Мироненко [3], исследовано качественное поведение в целом решений нестационарной системы вида: 
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где ( ), ( )t  tα β  – произвольные непрерывные на  нечетные функции. 
ТЕОРЕМА 1. Все системы дифференциальных уравнений вида (1), где ( ), ( )t  tα β  произвольные 
непрерывные на  нечетные функции, имеют одну и ту же отражающую функцию, и она совпадает с 
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                                                             (2) 
поэтому системы (1) и (2) имеют один и тот же оператор сдвига на любом временном промежутке [ ],−ω ω .  
В частности, система (1), в которой  – ( )tα 2ω -периодическая функция, ( ) 0tβ ≡ , имеет такое же отобра-
жение за период [ ],−ω ω , как и система (2). 
Доказательство. Согласно [4; 3, с. 55 – 81, 170 – 180] для доказательства теоремы достаточно до-
казать, что 
( ) ( )
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удовлетворяет соотношению:  
0,t x xX X∆ + ∆ − ∆ =                                                                  (3) 







m x m xy m y
X
n x n xy n y
⎧ + +⎪= ⎨ + +⎪⎩
С помощью подстановки убеждаемся, что указанные X  и ∆  обращают соотношение (3) в тожде-
ство. Теорема доказана.  
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ТЕОРЕМА 2. Среди всех квадратичных систем только системы вида (1) имеют такую же отра-
жающую функцию, как и стационарная система (2). 
Доказательство. Все квадратичные системы, имеющие такую же отражающую функцию, как и ста-
ционарная система (2), могут быть записаны следующим образом: 
*
( )k kx X t= + α ∆∑ , где имеет вид:  k∆
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;
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и является решением уравнения (3). 
Подставим ( , , )k x y  t∆  в уравнение (3) и сгруппируем слагаемые так, чтобы получить ряд по сте-
пеням x  и  Коэффициенты при каждом из таких членов приравняем к нулю. Решив составленную та-
ким образом смешанную систему, получим 
.y
( , , )x y  t∆ в виде: 
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где  – произвольные постоянные. 1 2,c  c
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Тогда, согласно [3], все системы вида (1) имеют одну и ту же отражающую функцию. 
СЛЕДСТВИЕ. Если ( ( ), ( ))x t  y t  – решения системы (2), а ( )( ), ( )u t v t  – решения системы (1), для 
которых выполняются равенства:  и ( ) ( ); ( ) ( )x u  y v−ω = −ω −ω = −ω , ( )tα  – 2ω -периодическая функция, 
 то  имеют место равенства: ( ) 0,tβ ≡ k N∀ ∈
((2 1) ) ((2 1) ); ((2 1) ) ((2 1) ).x k u k    y k v k− ω = − ω − ω = − ω                                        (4) 
Доказательство. Поставим в соответствие каждому решению ( )( ), ( )x t  y t  стационарной системы (2) 
решение  возмущенной системы (1) такое, что ( ( ), ( )u t  v t ) ( ) ( ), ( ) ( )x u  y v−ω = −ω −ω = −ω . По теореме 1 
системы (1) и (2) эквивалентны и имеют одно и то же отображение за период [ ],−ω ω , если ( )tα  – 
-периодическая функция, . Тогда согласно лемме 4 из [4] выполняются неравенства (4) на-
стоящего следствия. Следствие доказано. 
2ω ( ) 0tβ ≡
ТЕОРЕМА 3. Продолжимое на [ ];−ω ω  решение ( )0 0 0 0( ; , , ), ( ; , , )u t x y v t x yω ω  системы (1) является 
решением двухточечной задачи с краевыми условиями ( )( ), ( ), ( ), ( ) 0u  v  u  vΦ −ω −ω ω ω =  тогда и только 
тогда, когда решение ( 0 0 0 0( ; , , ); ( ; , , ))x t  x  y y t  x  yω ω  стационарной системы (2) является решением крае-
вой задачи с такими же условиями: . ( )( ), ( ), ( ), ( ) 0x y x yΦ −ω −ω ω ω =
Доказательство. Согласно теореме 1 системы дифференциальных уравнений (1) и (2) имеют одну 
и ту же отражающую функцию: 1
2
( , , )
F
F t x y
F
⎛ ⎞= ⎜ ⎟⎝ ⎠
. Установим взаимно однозначное соответствие между 
решениями систем (1) и (2) так, что в момент времени t = ω  пара решений ( )( ); ( )u t  v t  и ( )( ); ( )x t  y t  прохо-
дит через одну и ту же точку ( 0 0, )x y , т.е. ( ) ( ), ( ) ( )u x v yω = ω ω = ω . Для таких решений верны соотношения: 
( ) ( ) ( )
( ) ( ) ( )
1 1 0 0 1
2 2 0 0 2
( ) ; ( ), ( ) ; , ; ( ), ( ) ( );
( ) ; ( ), ( ) ; , ; ( ), ( ) ( ).
u F u v F x y F x y x
v F u v F x y F x y y
−ω = ω ω ω = ω = ω ω ω = −ω
−ω = ω ω ω = ω = ω ω ω = −ω  
Таким образом, если , то и ( )( ), ( ), ( ), ( ) 0x  y  x  yΦ −ω −ω ω ω = ( )( ), ( ), ( ), ( ) 0u  v  u  vΦ −ω −ω ω ω = , и на-
оборот. Теорема доказана. 
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Приведем некоторые следствия из этой теоремы. 
ПРИМЕР 1. Продолжимое на [ ];−ω ω  решение ( )0 0 0 0( ; , , ), ( ; , , )u t  x  y  v t  x  yω ω  системы 
( )( ) ( ) ( )( ) (* *2 22 2 11 ( ) ( ) ; 1 ( ) ( ) )1x m y t t x m ty y n xy t t y n txy= + α +β + = +α +β +  является решением двухточеч-
ной задачи с краевыми условиями:  тогда и только тогда, когда решение ( ( ), ( ), ( ), ( ) 0,u  v  u  vΦ −ω −ω ω ω =)
( )0 0 0 0( ; , , ); ( ; , , )x t  x  y y t  x  yω ω  стационарной системы * *22 1, ,x m y y n xy= =  является решением краевой за-
дачи с условиями: ( )0 0( ), ( ), , 0x  y  x  yΦ −ω −ω = , где ( ), ( )x  y−ω −ω  связаны соотношением: 
2 2 21 1
0 0
2 2
( ) ( )n ny x y
m m
−ω − −ω = − 2x . 
ПРИМЕР 2. Продолжимое на [ ];−ω ω  решение ( )0 0 0 0( ; , , ), ( ; , , )u t x y v t x yω ω  системы 
( )( ) ( ) ( )( ) (* *2 20 0 11 ( ) ( ) ; 1 ( ) ( )x m )1х t t x m tх y n xy t t y n txy= + α +β + = + α +β + является решением двухточечной 
задачи с краевыми условиями  тогда и только тогда, когда решение ( ( ), ( ), ( ), ( ) 0u v u vΦ −ω −ω ω ω =)
( )0 0 0 0( ; , , ); ( ; , , )x t x y  y t x yω ω  стационарной системы * *20 , 1x m x y n xy= =  является решением краевой зада-
чи с условиями: 
1 1
0 0
0 0 0 0( ), ( ) , , 0
n n
m mx x y x x y
−⎛ ⎞Φ −ω −ω =⎜ ⎟⎜ ⎟⎝ ⎠
. 
Пусть теперь  – 2 -периодическая нечетная непрерывная функция, ( )tα ω ( ) 0tβ ≡ : 
( ) ( )








1 ( ) .
;x m x m xy m y t
y n x n xy n y t
⎧ = + + +α⎪⎨⎪ = + + +α⎩
                                                           (5) 
Так как системы (2) и (5) имеют одну и ту же отражающую функцию, а значит одно и то же ото-
бражение за период [ ],−ω ω , то, на что и указывает следствие, решения возмущенной системы (5) совпа-
дают с решениями стационарной системы (2) в дискретные моменты времени ( )2 1kt k= − ω , не совпадая, 
вообще говоря, при других значениях времени . Это обстоятельство используется при доказательстве 
теоремы 4. 
t
ТЕОРЕМА 4. Пусть (  решение системы (5), при )( ), ( )u t v t t = −ω  проходящее через точку ( )0 , ,0x  y  
и пусть ( ( ), ( ))x t  y t  решение системы (2), при t = −ω  проходящее через ту же точку ( 0 , 0 )x  y . Тогда:  
1) если решение ( ( ), ( ))x t y t  системы (2) ограниченно на [ ),−ω ∞ , то решение  системы (5) 
также ограниченно на [  
( ( ), ( )u t v t )
)
), ;−ω ∞
2) если ( ( ), ( )x t y t  постоянное или 2ω -периодическое решение системы (2), то  есть 
-периодическое решение системы (5); 
( )( ), ( )u t v t
2ω
3) если для решения ( ( ), ( ))x t y t  системы (2) 2 2( ) ( ) 0x t y t+ →  при , то и для решения 
 системы (5) верно соотношение 
t →+∞
( ( ), ( )u t  v t ) 2 2( ) ( ) 0u t v t+ →  при . t →+∞
Доказательство 
1. Пусть ( )( ), ( )x t y t  ограниченное на [ ),−ω ∞  решение системы (2). Согласно условию теоремы 
, . Существует такое число , что 0( ) ( )u x x−ω = = −ω 0( ) ( )v y y−ω = = −ω a ( ) 02 3x k xω− ω ≤ + a , 
( ) 02 3y k y aω− ω ≤ + , . Так как k N∀ ∈ ( )tα – непрерывная функция, то решения системы (5), для кото-
рых выполняются соотношения ( ) 0u x a−ω ≤ + , ( ) 0 ,v y a−ω ≤ +
)
 продолжимы на [ . Таким обра-
зом для рассматриваемых решений выполнимы условия теоремы 4 из [4], следовательно, указанное ре-
шение  продолжимо на [  и ограниченно. 
),−ω ω
( ( ), ( )u t v t ),−ω ∞
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2. Пусть ( )( ), ( )x t y t  постоянное или 2ω -периодическое решение системы (2). Очевидно, что это 
решение является ограниченным и потому для него справедливы указанные в пункте 1 свойства. Соглас-
но теореме 5 из [4] соответствующее ему решение ( )( ), ( )u t v t  системы (5) является -периодическим. 2ω
3. Пусть теперь  при . Тогда решение 2 2( ) ( ) 0x t y t+ → t →+∞ ( )( ), ( )x t y t , а значит и решение 
( )( ), ( )u t v t , ограничено на [ )0,∞ . Более того, 2 2 2 2((2 1) ) ((2 1) ) ((2 1) ) ((2 1) ) 0u k v k x k y k− ω + − ω = − ω + − ω →  
при . Но тогда в силу теоремы о непрерывной зависимости решений от начальных данных на ка-
ждом конечном промежутке времени 
∞→k
[ ](2 1) ; (2 1)k k− ω + ω  мы убедимся в том, что  при 
. 
2 2( ) ( ) 0u t v t+ →
t →+∞
Теорема доказана. 
Заменой переменных, не меняющей качественных свойств решений и совмещающей одну из ин-









x m x m xy m y
y n xy n y
⎧ = + +⎪⎨⎪ = +⎩
 
где  – новые коэффициенты, полученные после преобразования. Далее во всех утвер-
ждениях будем считать, под системой (5) подразумевается система, полученная после указанного преоб-
разования. Используя теорему 4 и результаты Л.С. Лягиной, проведем качественное исследование пове-
дения в целом решений возмущенной системы (5). 
0 1 2 1 2, , , ,m m m n n
УТВЕРЖДЕНИЕ 1. Пусть , тогда решения 0 1 1 20, : :m m n m= = 2n ( )( ), ( )u t v t  системы (5) при 







 являются 2ω -
периодическими решениями. Других периодических решений система (5) не имеет. Решения  
системы (5) при , не проходящие через точки вида 
( )( ), ( )u t v t








 ограничены при , 
если , и ограничены при , если . 
t →+∞
2 0m < t →−∞ 2 0m >
УТВЕРЖДЕНИЕ 2. Пусть , тогда решения 0 1 1 20, : :m m n m= ≠ ( )( ), ( )u t v t  системы (5) при 
, проходящие через точки вида  являются t = −ω ( )0 ,0 ,x 2ω -периодическими решениями системы. Дру-
гих периодических решений система (5) не имеет. 
УТВЕРЖДЕНИЕ 3. Пусть , квадратное уравнение  имеет 
действительные корни 
0 1 20, 0m n n≠ = = 20 1 2 0m x m x m+ + =
1x  и 2x , тогда решения ( )( ), ( )u t v t  системы (5) при t = −ω , проходящие через 
точки вида ( )0 0 1,x x x  или ( 0 0 2, ) ,x x x  являются 2ω -периодическими решениями. Других периодических 
решений система (5) не имеет. Решения (  системы (5) при )( ), ( )u t v t ,t = −ω  проходящие через точки вида 
( 0 0, ) ,x y  либо ограничены на , если 0 1 0 0 2x x y x x< <  или 0 2 0 0 1,x x y x x< <  ( )1 2x x< , либо ограничены при 
, либо ограничены при . (Примечание. Если t →+∞ t →−∞ 1 2x x= , то система (5) не имеет ограничен-
ных на  решений). 
УТВЕРЖДЕНИЕ 4. Пусть , 0 1 20, 0m n n≠ = = 21 0 24 0m m m− <  или 0 0m ≠  и хотя бы один из коэф-
фициентов  отличен от нуля, тогда решение 1 2,n n ( )( ), ( )u t v t  системы (5) при t = −ω , проходящее через 
точку ( )0,0 ,  является единственным -периодическим решением системы (5). 2ω
УТВЕРЖДЕНИЕ 5. Пусть , , тогда решения 
 системы (5) при  проходящие через точки вида 
( )20 1 2 1 2 1 2 1 20, 4 0, 0m m n n m m n n m= − + > − < 1 0n ≠
( ( ), ( )u t v t ) ,t = −ω ( )20 1 2 1 20, 4 0,m m n n m= − + =  ограни-
чены либо при , либо ограничены при , если t →+∞ t →−∞ 0 1 0 0 2 ,x k y x k≤ ≤  или 0 2 0 0 1,x k y x k≤ ≤  






n m n m n m
k k k
m
⎛ ⎞− ± − +⎜ ⎟> =⎜ ⎟⎝ ⎠
. 
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УТВЕРЖДЕНИЕ 6. Если  или если  ( )20 1 2 1 2 1 2 1 20, 4 0, 0m m n n m m n n m= − + > − > 0 0,m = 1 0,m =  
 , то для решений 2 1,m n= 2 0n = ( )( ), ( )u t v t  системы (5) при t = −ω , не проходящих через точки вида 
, выполняется соотношение  либо при , либо при . ( 0 ,0x ) 2 2( ) ( ) 0u t v t+ → t →+∞ t →−∞
УТВЕРЖДЕНИЕ 7. Пусть ( )20 1 2 1 20, 4 0m m n n m= − + =  и 1 2 1 20, , 0m m n n= = ≠  или 
 и , тогда решения ( )20 1 2 1 20, 4 0m m n n m= − + = 1 2 1 20, , 0m m n n≠ = = ( )( ), ( )u t v t  системы (5) при ,t = −ω  
проходящие через точки вида  ограничены либо при t , либо при . ( )0 ,0 ,x →+∞ t →−∞
УТВЕРЖДЕНИЕ 8. Пусть , тогда все решения ( )20 1 2 1 20, 4 0m m n n m= − + < ( )( ), ( )u t v t  системы (5) 
ограничены на . Среди них есть -периодические решения. 2ω
УТВЕРЖДЕНИЕ 9. Пусть  и хотя бы один из коэффициентов  отличен от нуля, 
, 
0 0m ≠ 1 2,n n




< < , тогда все решения ( )( ), ( )u t v t  системы (5) ограничены на , при-
чем выполняется соотношение  при . 2 2( ) ( ) 0u t v t+ → t →±∞
УТВЕРЖДЕНИЕ 10.  Пусть ( )( )
2





k m n m n m n k m n
f k
n k n
− + += +




n m n m m n m
k
m
− ± − + −=  
– действительные числа,  и хотя бы один из коэффициентов  отличен от нуля, тогда, если 
верны два из трех неравенств: , ,  (одно из двух, если ), то среди реше-
ний  системы (5) найдутся ограниченные на 
0 0m ≠ 1 2,n n
(0) 1f > 1( ) 1f k > 2( ) 1f k > 1k k= 2
)( ( ), ( )u t v t  решения, для которых выполняется соотноше-
ние  при , а также решения, ограниченные только при  или , для 
которых соотношение  выполняется также только при  или  соответст-
венно. 
2 2( ) ( ) 0u t v t+ → t →±∞ t →+∞ t →−∞
2 2( ) ( ) 0u t v t+ → t →+∞ t →−∞
Заключение. Установленная нами взаимосвязь между стационарными и нестационарными систе-
мами даёт возможность переносить свойства решений стационарных систем на нестационарные, что 
очень важно при решении вопросов об устойчивости решений. Проведено качественное исследование 
решений двумерной неавтономной дифференциальной системы, эквивалентной однородной стационар-
ной квадратичной системе. Доказаны теоремы о совпадении отражающей функции таких систем. Дока-
заны теоремы о существовании асимптотически устойчивых, ограниченных, 2π -периодических решений 
для всех систем, эквивалентных в смысле совпадения отражающей функции рассмотренной неавтоном-
ной системы. Доказаны также теоремы о взаимно однозначном соответствии между решениями двухто-
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