In this paper, the sample range from a heterogeneous exponential sample is shown to be larger than that from a homogeneous exponential sample in the sense of the star ordering. Then, by using this result, some equivalent characterizations of stochastic comparisons of sample ranges with respect to various stochastic orders are established. In this process, two open problems mentioned in Mao and Hu (2010) [16] are solved. The main results established here extend and strengthen several known results in the literature including those of Khaledi and Kochar (2000) [8], Zhao and Li (2009) [22] and Genest et al. (2009) [7].
Introduction
Spacings have found many important applications in diverse problems such as in the characterizations of distributions, prediction problems, goodness-of-fit tests, outlier testing, auction theory, life-testing and reliability analysis. Many prominent goodness-of-fit tests are based on functions of sample spacings; see for example, [4] . Let X 1 , . . . , X n be nonnegative random variables. The ith order statistic, denoted by X i:n , i = 1, . . . , n, is the ith smallest one of these nX i 's.
In reliability engineering, an n component system that works if and only if at least k of the n components work is called a k-out-of-n system. The lifetime of a k-out-of-n system can therefore be represented as X n−k+1:n . In particular, the parallel and series systems are 1-out-of-n and n-out-of-n systems, respectively.
There is a large literature on stochastic comparisons of sample spacings. Interested readers may refer to Kochar and Xu [11] for an elaborate review on this topic. Considerable attention has been paid recently to stochastic comparisons of sample ranges from heterogeneous exponential variables. Let X 1 , . . . , X n be independent exponential random variables with X i having hazard rate λ i , i = 1, . . . , n. Let Y 1 , . . . , Y n be a random sample of size n from an exponential distribution with common hazard rate λ. Then, Kochar and Rojo [10] showed that, for λ =λ = 1 n  n i=1 λ i , X n:n − X 1:n ≥ st Y n:n − Y 1:n .
Khaledi and Kochar [8] further showed that this result is also true based on the geometric mean of λ i 's, i.e., λ =λ = (  n i=1 λ i ) 1/n . More recently, Zhao and Li [22] have presented the following equivalent characterization: X n:n − X 1:n ≥ st Y n:n − Y 1:n ⇐⇒ λ ≥ λ * ,
. Kochar and Xu [12] strengthened the result of Kochar and Rojo [10] from the usual stochastic order to the reverse hazard rate order, that is, for λ =λ,
Recently, Genest et al. [7] have further showed that, for λ =λ,
Mao and Hu [16] presented several equivalent characterizations of stochastic comparisons of sample ranges with respect to various stochastic orders. In particular, they established the following equivalent characterizations:
These authors also posed the equivalent characterization of the hazard rate ordering between two sample ranges as an open problem; that is, whether there exists some constant λ 0 such that
For a formal definition of the usual stochastic order (≥ st ), the likelihood ratio order (≥ lr ), the reversed hazard rate order (≥ rh ), the hazard rate order (≥ hr ), the dispersive order (≥ disp ), and the excess wealth order (≥ ew ), one may refer to Shaked and Shanthikumar [19] .
In this paper, we further study this topic, making the following main contributions:
(a) Reveal that the distribution of sample range from heterogeneous exponential samples is more skewed than the one from homogeneous exponential samples. More specifically, we prove that
where ≥ ⋆ denotes the star ordering (see Definition 2.1). It is known in the literature that X ≥ ⋆ Y implies that X is more skewed than Y as explained in [17, p. 69 ] (see also [21] ). Further, we provide a lower bound for the coefficient of variation (cv) of sample range from heterogeneous exponential samples without any restricting condition; that is
This observation has a potential application in testing the heterogeneity of exponential samples. For example, assume that a system consists of n independent exponential components (which is a typical assumption in engineering). Suppose due either to the nature of the experiment or budgetary constraints, only the extreme observations can be recorded. If one is interested in testing whether this system has the same type of components, then a quick way is to look at the coefficient of variation of sample ranges. If it is far from
1 k , then the homogeneity assumption is in doubt. Some formal statistical tests are required for further analysis. (b) Unify recent results on stochastic comparisons of sample ranges. It is shown that dispersive order, hazard rate order and stochastic order for comparing sample ranges from heterogeneous exponential samples and homogeneous exponential samples are equivalent. Similarly, we show the equivalence between excess wealth order and expected value order for the sample ranges. Hence, our results in this paper extend and strengthen the recent results in [10, 8, 22, 7] . Those results can be used to establish lower sharp bounds for the functional forms of distributions as described by various stochastic orders. Using the equivalent characterization, we are able to solve the open problems posed by Mao and Hu [16] . (c) Provide very simple proofs for recent results on stochastic comparisons. By using Lemma 3.1 in Section 3, we offer very simple proofs for Theorem 2.4 in [22] , and Theorem 3.1 of [18] (see Section 5) .
The rest of this paper is organized as follows. In Section 2, we present some pertinent definitions. Next, in Section 3, we establish the main result of this paper concerning the star ordering. In Section 4, we present some equivalent characterizations of stochastic comparisons with respect to different stochastic orders. Finally, in Section 5, we provide a discussion on the obtained results and make some conjectures with regard to further results in this direction.
Pertinent definitions
In this section, we first recall some definitions, which will be used in the sequel.
Assume random variables X and Y have distribution functions F and G, survival functionsF = 1 − F andḠ = 1 − G, density functions f and g, and failure rate functions r X = f /F and r Y = g/Ḡ, respectively.
The star order is also referred to as IFRA (increasing failure rate in average) order in reliability theory, since the average failure of F at x is
Thus, F ≤ ⋆ G can be interpreted in terms of average failure rates as
is increasing in u ∈ (0, 1]. Note that X has an increasing failure rate in average if and only if F is star-ordered with respect to the exponential distribution. It is known in the literature ( [17] , p. 69) that
For a detailed discussion on the star order and logconcavity, one may refer to Barlow and Proschan [5] and Marshall and Olkin [17] .
Star ordering of exponential ranges
The following lemma plays a key role in our main result, and the idea of its proof comes from the work of Yanagimoto and Sibuya [21] . Lemma 3.1. Let X be a nonnegative random variable with distribution function F and density function f , and Y 1 , . . . , Y n be another set of independent nonnegative random variables with distribution functions G 1 , . . . , G n , and density functions g 1 , . . . , g n , respectively. If f (e x ) is logconcave in x ∈ R, and for all i = 1, . . . , n, G i ≥ ⋆ F , then
Let us define the following function
to be decreasing in x ∈ R, which in turn implies that
is decreasing in u ∈ (0, 1), which means that h(u; f ) is a concave function in u ∈ (0, 1). Now, using Jensen's inequality, we then have
But, from (3.1), we also have 
It is of interest to note that the required condition that f (e x ) is logconcave is very general. Many distributions such as Weibull, gamma and uniform possess this property. One may refer to Xu and Hu [20] for more examples. . One may also refer to Yanagimoto and Sibuya [21] for comparison of tails of distributions for estimating safe doses based on star ordering.
The following main result establishes that the sample range from heterogeneous exponential variables is stochastically larger than the range from a homogeneous exponential sample in the sense of the star ordering. Theorem 3.2. Let X 1 , . . . , X n be independent exponential random variables with X i having hazard rate λ i , i = 1, . . . , n. Let Y 1 , . . . , Y n be a random sample of size n from an exponential distribution with common hazard rate λ. Then, X n:n − X 1:n ≥ ⋆ Y n:n − Y 1:n .
Proof. According to Theorem 4.1 of [18] , the distribution function of X n:n − X 1:n can be represented as
n−1:n−1 denotes the distribution function of the largest order statistic from the variables
which is the same as the distribution function of Z n−1:n−1 from n−1 independent exponential random variables Z 1 , . . . , Z n−1 with common hazard rate λ; see [2] . Now, we need to show that
For this purpose, according to Lemma 3.1, it is enough to verify the following two conditions:
It has been proved in Theorem 3.1 of [13] that the largest order statistic from heterogeneous exponential variables is stochastically larger than the range from a homogeneous exponential sample in the sense of convex transform order, which is a stronger order than the star order. Hence, condition (a) follows immediately.
Next, to prove condition (b), from Theorem 1.C.29 of [19] , we have f R  e t  to be logconcave if and only if, for all a ∈ (0, 1), aZ n−1:n−1 ≤ lr Z n−1:n−1 .
(3.4)
Since
Eq. (3.4) follows from the fact that the likelihood ratio order is closed under the formation of order statistics (cf. Theorem 1.C.33, [19] ). Hence, the theorem. Remark 3.3. Theorem 3.2 shows that the sample range from heterogeneous exponential variables is more skewed than the range from a homogeneous exponential sample as measured by the star ordering. Interestingly, a similar property for order statistics has been proved by Kochar and Xu [13, 15] .
As a direct consequence, we have the following bound for the coefficient of variation for the range of heterogeneous exponential samples. Corollary 3.3. Let X 1 , . . . , X n be independent exponential random variables with X i having hazard rate λ i , i = 1, . . . , n. Then,
Proof. Assume that Y 1 , . . . , Y n are independent and identical exponential random variables with common hazard rate 1. Since Y n:n − Y 1:n and Y 1:n are independent (see [9] ), we readily have
Hence, we have (see [5] , p. 60)
It then follows from Theorem 3.2, for n ≥ 2, that
Now, we discuss whether Theorem 3.2 is also true for other spacings. As shown by Kochar and Korwar [9] , the distribution function of normalized spacings D * k:n = (n−k+1)(X k:n −X k−1:n ) for k = 1, . . . , n, with X 0:n ≡ 0, is a mixture of independent exponential random variables with the density function
where r extends over all permutations of {1, 2, . . . , n}. It is also known that D k:n = (n − k + 1)(Y k:n − Y k−1:n ) is exponentially distributed if Y 1 , . . . , Y n are independent and identical exponential random variables (see [5] ).
Hence, as a direct consequence of Lemma 3.1, we have the following result for normalized spacings. Theorem 3.4. Let X 1 , . . . , X n be independent exponential random variables with X i having hazard rate λ i , i = 1, . . . , n. Let Y 1 , . . . , Y n be a random sample of size n from an exponential distribution with common hazard rate λ. Then,
where D * k:n and D k:n are the normalized spacings from X 's and Y 's, respectively. One may refer to Kochar and Xu [11] for some equivalent characterizations of stochastic comparisons of simple spacings with respect to different stochastic orders.
Equivalent characterizations of stochastic comparisons of exponential ranges
In this section, we present several equivalent characterizations of stochastic comparisons of sample ranges according to different stochastic orders. Theorem 4.1. Let X 1 , . . . , X n be independent exponential random variables with X i having hazard rate λ i , i = 1, . . . , n. Let Y 1 , . . . , Y n be a random sample of size n from an exponential distribution with common hazard rate λ. Then, the following equivalent results hold:
(a) X n:n − X 1:n ≥ disp Y n:n − Y 1:n ; (b) X n:n − X 1:n ≥ hr Y n:n − Y 1:n ; (c) X n:n − X 1:n ≥ st Y n:n − Y 1:n ;
. Proof. Observing that Y n:n − Y 1:n has increasing failure rate ( [5] , p. 108), it follows from [3] that (a) implies (b); see also Theorem 3.B.20 of [19] . The result that (b) implies (c) is obvious. The equivalence of (c) and (d) follows from [22] . It is known from Theorem 3 of [1] that under the condition X n:n − X 1:n ≥ ⋆ Y n:n − Y 1:n , which has been established in Theorem 3.2, (c) implies (a), which completes the proof of the theorem.
Remark 4.1. It has been shown by Kochar and Xu [14] that if X ≥ ⋆ Y , then
Using Theorem 3.2, one then only needs to verify the condition near origin, which does result in a simpler proof for the equivalence of (c) and (d) given in [22] .
Remark 4.2. Theorem 4.1 unifies the recent research on the stochastic comparisons of sample ranges, which includes [8, 22, 7] . Further, Theorem 4.1 provides a necessary and sufficient condition, which strengthens the results in [8, 7] .
Theorem 4.1 also answers the question in [16] for the hazard rate order. That is, λ 0 is, in fact, λ * . Remark 4.3. Theorem 4.1 may be used to derive sharp lower bounds for the distribution functions of sample ranges from heterogeneous exponential samples. For example, assume we have a system with n components X 1 , . . . , X n with hazard rates λ 1 , . . . , λ n . But we only have the information about the arithmetic meanλ =  n i=1 X i /n and the geometric mean λ = (  n i=1 λ i ) 1/n . Based on history, it is known that (X n:n − X 1:n > t 0 ), then we are interested in estimating the probability that P(X n:n − X 1:n > t 0 + s | X n:n − X 1:n > t 0 ). Theorem 4.1 can be used to provide a sharp lower bound. That is, for t 0 > 0 and s > 0,
Now, assume that true parameter (λ 1 , λ 2 , λ 3 ) is (.1, .2, .4 ). In Fig. 1 , we plot the function P(s) with different λ's for t 0 = .5. It is seen that the geometric mean bound (λ,λ,λ) = (.2, .2, .2) is the worst. The parameter (λ * , λ * , λ * ) = (.18, .18, .18) provides a sharp lower bound. If one further reduces the value of λ * from.18 to.15, there exists a crossing, as seen in Fig. 1 .
The following result gives equivalent characterizations for the excess wealth order, based on which the conjecture of Mao and Hu [16] is solved. Theorem 4.2. Let X 1 , . . . , X n be independent exponential random variables with X i having hazard rate λ i , i = 1, . . . , n. Let Y 1 , . . . , Y n be a random sample of size n from an exponential distribution with common hazard rate λ. Then, the following equivalent results hold:
Proof. It is obvious that (a) implies (b). Next, it follows from Theorem 4.3 of [6] and Theorem 3.2 that (b) implies (a). Note that (cf. [13] )
which completes the proof of the theorem.
Remark 4.4.
It can be shown that λ hm ≥  λ, which does confirm the conjecture of Mao and Hu [16] . Note that λ hm ≥  λ is equivalent to
It has been shown by Mao and Hu [16] that
It is, therefore, enough to prove that
which is guaranteed by the arithmetic mean-geometric mean inequality.
Discussion and some conjectures
Let U ≡ Y k:n be the kth order statistic from an exponential sample Y 1 , . . . , Y n with common hazard rate λ, and let V be another random variable with the distribution function
where λ > 0, λ i > 0, p i > 0,  n i=1 p i = 1, and, F (λ i ) k:n denotes the distribution function of kth order statistic from an exponential sample with common hazard rate λ i . Theorem 3.1 of [18] shows that
The proof of this result, as presented by Pǎltǎnea [18] , is quite involved. But, by using Lemma 3.1, we can present a simpler proof of this result as follows. As a direct consequence of Lemma 3.1, it follows that
Hence, from the proof of Theorem 4.1, we obtain
which can be readily verified as shown in Theorem 3.1 of [18] .
In the case of general spacings, we conjecture that X k:n − X 1:n ≥ ⋆ Y k:n − Y 1:n , k = 2, . . . , n.
As noted in the proof of Theorem 3.2, the key step will be to prove that X k:n ≥ ⋆ Y k:n . Some numerical computations lead us to believe that this is true. In fact, Eq. (5.1) has been shown to be true for the multipleoutlier exponential models by Kochar and Xu [15] , but the general result stated in (5.1) remains open!
