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Abstract
In recent years, machine translation (MT) research has focused on investigating how hybrid machine translation as well as system
combination approachescan bedesigned so that theresulting hybrid translationsshow an improvement over the individual “component”
translations. Asafirst step towardsachieving this objectivewehavedeveloped aparallel corpuswith source text and thecorresponding
translation output from a number of machine translation engines, annotated with metadata information, capturing aspects of the
translation process performed by the different MT systems. This corpus aims to serve as a basic resource for further research on
whether hybridmachine translation algorithmsand system combination techniquescan benefit from additional (linguistically motivated,
decoding, and runtime) information provided by thedifferent systems involved. In thispaper, wedescribe theannotated corpuswehave
created. We provide an overview on the component MT systems and theXLIFF-based annotation format we have developed. We also
report on first experimentswith theML4HMT corpusdata.
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1. Introduction
Machinetranslation (MT) isan activefield of researchwith
many different paradigms that try to solve the underlying
translation problems. In recent years, an important focus
for research hasbeen investigating how hybrid MT aswell
as system combination methods based on the translation
output of several translation engines can be designed and
implemented so that the resulting translations achieve an
improvement over the individual component parts.
One of the main objectives in our research within the
META-NET Network of Excellence1 isa) to provideasys-
tematic investigation and exploration of optimal choices
in hybrid machine translation, and b) to support hybrid
MT design using sophisticated machine learning (ML)
techniques.
As a first step towards achieving these objectives, we have
developed a parallel corpus containing source text and
the corresponding translation output of several MT sys-
tems, representing carefully selected machine translation
paradigms, annotatedwithmeta-information, capturing de-
tails of the translation process performed by the different
MT systems. By including fine-grained and heterogeneous
system-specific information asmeta-data in the translation
output (rather than just providing surfacestrings), wewant
to provide rich features for machine learning methods to
optimisecombination in hybrid MT.
The first release of the ML4HMT corpus is available at
http://dfki.de/ml4hmt/; it comprises annotated
translation output from fiveMT systems, namely:
1More information availableat http://meta-net.eu/
- Joshua (Li et al., 2009);
- Lucy (Alonso and Thurmair, 2003);
- Metis (Vandeghinsteet al., 2008);
- Apertium (Ramı´rez-Sa´nchez et al., 2006);
- MaTrEx (Penkaleet al., 2010).
The language pairs inside the corpus are the listed below,
all languagepairsareavailable in both directions:
- English $ German;
- English $ Spanish;
- English $ Czech.
In thispaper, wedescribethetraininganddevelopment data
used to generate and compile the corpus (Section 2), the
translationenginesused for building thecorpus(Section3),
and then present its file format in more detail (Section 4).
Weconcludeby giving asummary and an outlook to future
work in Section 5.
2. Data
2.1. Annotation SourceData
Asasourceof thedata to be included and annotated in the
corpus we decided to use theWMT 2008 (Callison-Burch
et al., 2008) “news-test2008” news test set, which is a set
of 2,051 sentences from the news domain translated to all
languages of our interest, namely English, Spanish, Ger-
man, andCzech, but also someother languages likeFrench
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or Hungarian. This test set wasprovided by theorganizers
of the Third Workshop on Machine Translation (WMT) in
2008 as test data for the shared translation task. The test
set fromWMT 2010 (Callison-Burch et al., 2010) hasbeen
reserved for final tests in the future (if needed).
2.2. Training Data-Dr iven Systems
Someof theMT systemsused in thiswork are data-driven
(Joshua and MaTrEx). They require a) parallel data for
translation phrase pair extraction, b) monolingual data for
language modelling, and c) parallel development data for
tuning of systemparameters. Originally we intended to use
the Europarl corpus (Koehn, 2005) for training purposes,
but since this widely used parallel corpus did not include
Czech at the timewhen we started the development of the
corpus, wedecided to makeuseof theAcquis (Steinberger
et al., 2006) and News Commentary parallel corpora2 in-
stead.
The development data sets required for tuning the SMT
systems were taken from the WMT 2008 “nc-test2007”
test set3, which consists of 2,007 sentences from thenews-
commentary domain and is available in English, French,
Spanish, German, and Czech.
3. System Descr iptions
3.1. Joshua
Descr iption
Joshua, later referred to as system t1, is an open-source
toolkit for statistical machine translation, providing a
full implementation of state-of-the-art techniques mak-
ing use of synchronous context-free grammars (SCFGs).
The decoding process features algorithms such as chart-
parsing, n-gram language model integration, beam-and-
cube-pruning, or k-best extraction, while training includes
suffix-array grammar extraction and minimum error rate
training (MERT).
Annotation
In our meta-data annotations, we provide the output of
the decoding process given the “ test set” , as processed by
Joshua (SVN revision 1778). The annotation set contains
theglobally applied featureweightsand for each translated
sentence:
- the full output of the produced translation with the
highest total score (among then-best candidates);
- languagemodel scores;
- translation tablescores;
- the scores from the derivation of the sentence (phrase
scores);
2TheWMT NewsCommentary parallel corpus contains news
text and commentaries from the Project Syndicate and is pro-
vided as training data for the series of WMT translation shared
tasks (See http://statmt.org/). Version 10 was released
in 2010 and isavailable in English, French, Spanish, German, and
Czech.
3Note that this test set is different (in domain, size, and con-
tents) from theaforementioned “news-test2008” test set.
- merging/pruning statistics from thesearch process.
- each translated sentence, represented by ahierarchical
phrase, containing zero or moretokensandpointing to
zero or morechild phrases;
- word alignment.
3.2. Lucy
Descr iption
The Lucy RBMT system, system t2, uses a sophisticated
RBMT transfer approach with a long research history. It
employs a complex lexicon database and grammars to
transformasourcesentenceintoatarget languagerepresen-
tation. The translation of a sentence is carried out in three
major phases: 1) analysis, 2) transfer, and 3) generation.
Annotation
In addition to the translated target text, Lucy provides in-
formation about the tree structures that have been created
in the three translation phasesandwhich havebeen used to
generatethefinal translation of thesourcetext. Insidethese
trees, wecan find:
- information about part-of-speech;
- phrases;
- lemma information;
- word/phrasealignment.
In our meta-data annotations, we provide “flattened” rep-
resentations of the parse trees. For each token, the set of
annotated datamay contain:
- allomorphs;
- canonical representations;
- linguistic categories;
- thesurfacestring.
3.3. Metis
Descr iption
TheMetissystem, system t3, computescorpus-based trans-
lations on the basis of a monolingual target corpus and a
bilingual dictionary. The bilingual dictionary functions as
aflat translationmodel that providesn translationsfor each
sourceword. Themost probable translation given the con-
text is then selected by consulting thestatistical model built
from the target languagecorpus.
Annotation
Meta-data information for Metis is extracted from the set
of final translations ranked by theMetissearch engine. For
each translation weobtain:
- thescorecomputed during thesearch process;
- information about part-of-speech;
- lemma information;
- morphological features which are grouped under one
featurederived from thesourcetokenandmay include
gender, number, tense, etc.
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3.4. Aper tium
Descr iption
Apertium, system t4, originated as one of the machine
translation engines in the project OpenTrad, which was
funded by theSpanish government. Apertium isashallow-
transfer machine translation system, which usesfinite state
transducersfor all of its lexical transformations, andhidden
Markov models for part-of-speech tagging, or word cate-
gory disambiguation. Constraint grammar taggers are also
used for some languagepairs (e.g., Breton $ French).
Annotation
We use Apertium version 3.2. Our meta-data annotation
includes:
- information about part-of-speech;
- lemma information;
- syntactic information.
For English ! Spanish, we have used the following
commands: en-es-chunker (for syntax information),
en-es-postchunk (for tags and lemmas), and en-es
(for the translation).
3.5. MaTrEx
Descr iption
The MaTrEx machine translation system, system t5, is
a combination-based multi-engine architecture developed
at Dublin City University exploiting aspects of both the
Example-based Machine Translation (EBMT) and SMT
paradigms. The architecture includes various individ-
ual systems: phrase-based, example-based, hierarchical
phrase-based, and tree-based MT. For the corpus data pro-
ducedhereweused thestandardMoses(Koehnet al., 2007)
phrase-based SMT system as integrated intoMaTrEx.
Annotation
We obtained sentence translations from MaTrEx using its
phrase-based SMT system which decomposes the source
sidetophrases(n-grams), finding their translationandcom-
posing them to a target language sentence which has the
highest score according the SMT model. Meta-data anno-
tations for each sentence translated by MaTrEx include:
- scores from eachmodel;
- translation probability for each phrase;
- futurecost estimate for each phrase.
Also, information about unknownwords is included.
4. CorpusDescr iption
We have developed a new dedicated format derived
from XLIFF (XML Localisation Interchange File For-
mat) to represent and store the corpus data. XLIFF
is an XML-based format created to standardize local-
isation. It was standardised by OASIS in 2002 and
its current specification is v1.2, released on Febru-
ary 1, 2008; see http://docs.oasis-open.org/
xliff/xliff-core/xliff-core.html.
An XLIFF document iscomposed of oneor more<file>
elements, each corresponding to an original file or source.
Each <file> element contains the source of the data
to be localised and the corresponding localised (trans-
lated) data for one locale only. The localisable texts are
stored in <trans-unit> elements, each having 1) a
<source> element to store the source text, and 2) an
optional <target> element to store the translation.
We defined new elements adding to the basic XLIFF for-
mat (inside the"metanet" namespace) allowing to store
a wide variety of meta-data annotation of the translated
texts by different MT systems (tools). The tool infor-
mation is included in the <tool> element appearing in
the header of the file. Each tool can have several pa-
rameters (i.e. model weights) which are described in the
<metanet:weight>.
Annotations are stored in the <alt-trans> element
within the <trans-unit> elements. The <source>
and <target> elements in the <trans-unit> ele-
ments refer to the source sentence and its reference trans-
lation, respectively. The <source> and <target> ele-
ments inside<alt-trans> elements represent the input
and output of a particular MT system (tool). Tool-specific
scoresassigned to the translated sentencesarestored in the
<metanet:scores> element whilethederivation of the
translation isspecified in the<metanet:derivation>
element. Its content is tool-specific.
The full format specification is available as an XML
schema. An exampleannotation isshown in Figure1.
5. Usability of theCorpus
Wecompared the performance of the contributing systems
(t1-t5) on the sentence level, using two popular metrics,
WER and smoothed-BLEU (Lin and Och, 2004). Table 1
shows the percentage of the cases that a specific system
gave the best translation for a sentence according the two
sentence-level metrics4.
This indicates that the variousMT systems included in the
corpus perform complementary to each other. We also
show the overall BLEU score of each system and com-
pare that to the “optimal” scores achievable if it would be
possible to choose the best sentence of each system. This
indicates the possibilities of improvement by a sentence-
selection approach given the corpus. We believe that even
higher performance would be possible using more sophis-
ticated system combinationmethods.
Additionally, basedon theSpanish ! Englishsubset of this
corpus, Okita and van Genabith (2011) have developed a
consensus-based approach with an improvement 2 points
BLEU over the single best system on the test set, whereas
Avramidis (2011) haspresented positivecorrelation of sev-
eral featuresobtained fromour corpus. Thework presented
in Federmann et al. (2011) reports on experiments on a
stochastic substitution system based on our corpusdata.
6. Conclusion
Wehavedeveloped an annotated hybrid sampleMT corpus
which contains a set of 2,051 sentences translated by five
4measured over thedevelopment set; tiesallowed
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Figure1: Exampleof annotation from theML4HMT corpus.
Systems
t1 t2 t3 t4 t5
Ranked 1st WER [%] 26.44 37.56 5.85 16.00 58.54
Ranked 1st s-BLEU [%] 14.73 38.63 5.85 23.41 29.95
Overall BLEU 12.80 14.94 8.29 13.34 14.47
Optimal WER 17.62
Optimal s-BLEU 18.95
Table1: Preliminary investigation of theusability of thecorpus for Hybrid MT
different MT systems5 (Joshua, Lucy, Metis, Apertium, and
MaTrEx) in six translation directions (Czech ! English,
German ! English, Spanish ! English, English ! Czech,
English ! German, and Spanish ! English) and anno-
tated with various meta-data information provided by the
MT systems.
This resourcewill be used for feature extraction and train-
ingmachinelearningmethodsthat combinetranslationout-
put from variousMT systems in hybrid MT. The corpus is
available from the internet and hasalready been released to
and used by the participants of the Shared Task on Apply-
ingMachineLearning techniquestooptimising thedivision
of labour in Hybrid MT (ML4HMT-2011)6.
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