Abstract: For the past two decades, single-index model, a special case of projection pursuit regression, has proven to be an efficient way of coping with the high dimensional problem in nonparametric regression. In this paper, based on weakly dependent sample, we investigate the single-index prediction (SIP) model which is robust against deviation from the single-index model. The singleindex is identified by the best approximation to the multivariate prediction function of the response variable, regardless of whether the prediction function is a genuine single-index function. A polynomial spline estimator is proposed for the single-index prediction coefficients, and is shown to be root-n consistent and asymptotically normal. An iterative optimization routine is used which is sufficiently fast for the user to analyze large data of high dimension within seconds. Simulation experiments have provided strong evidence that corroborates with the asymptotic theory. Application of the proposed procedure to the rive flow data of Iceland has yielded superior out-of-sample rolling forecasts.
Introduction
be a length n realization of a (d + 1)-dimensional strictly stationary process following the heteroscedastic model 1) in which E (ε i |X i ) = 0, E ε 2 i |X i = 1, 1 ≤ i ≤ n. The d-variate functions m, σ are the unknown mean and standard deviation of the response Y i conditional on the predictor vector X i , often estimated nonparametrically. In what follows, we let X T , Y, ε have the stationary distribution of X T i , Y i , ε i . When the dimension of X is high, one unavoidable issue is the "curse of dimensionality", which refers to the poor convergence rate of nonparametric estimation of general multivariate function. Much effort has been devoted to the circumventing of this difficulty. In the words of Xia, Tong, Li and Zhu (2002) , there are essentially two approaches: function approximation and dimension reduction. A favorite function approximation technique is the generalized additive model advocated by Hastie and Tibshirani (1990) , see also, for example, Mammen, Linton and Nielsen (1999) , Huang and Yang (2004) , Xue and Yang (2006 a, b) , Wang and Yang (2007) . An attractive dimension reduction method is the single-index model, similar to the first step of projection pursuit regression, see Friedman and Stuetzle (1981) , Hall (1989) , Huber (1985) , Chen (1991) T , for instance, Powell, Stock and Stoker (1989) , Härdle and Stoker (1989) , Ichimura (1993) , Klein and Spady (1993) , Härdle, Hall and Ichimura (1993) , Horowitz and Härdle (1996) , Carroll, Fan, Gijbels and Wand (1997) , Xia and Li (1999) , Hristache, Juditski and Spokoiny (2001) . More recently, Xia, Tong, Li and Zhu (2002) proposed the minimum average variance estimation (MAVE) for several index vectors.
All the aforementioned methods assume that the d-variate regression function m (x) is exactly a univariate function of some x T θ 0 and obtain a root-n consistent estimator of θ 0 . If this model is misspecified (m is not a genuine single-index function), however, a goodness-of-fit test then becomes necessary and the estimation of θ 0 must be redefined, see Xia, Li, Tong and Zhang (2004) . In this paper, instead of presuming that underlying true function m is a single-index function, we estimate a univariate function g that optimally approximates the multivariate function m in the sense of 2) where the unknown parameter θ 0 is called the SIP coefficient, used for simple interpretation once estimated; X T θ 0 is the latent SIP variable; and g is a smooth but unknown function used for further data summary, called the link prediction function. Our method therefore is clearly interpretable regardless of the goodness-of-fit of the single-index model, making it much more relevant in applications.
We propose estimators of θ 0 and g based on weakly dependent sample, which includes many existing nonparametric time series models, that are (i) computationally expedient and
(ii) theoretically reliable. Estimation of both θ 0 and g has been done via the kernel smoothing techniques in existing literature, while we use polynomial spline smoothing. The greatest advantages of spline smoothing, as pointed out in Huang and Yang (2004) , Xue and Yang (2006 b) are its simplicity and fast computation. Our proposed procedure involves two stages:
estimation of θ 0 by some √ n-consistentθ, minimizing an empirical version of the mean squared error, R(θ) = E{Y − E( Y | X T θ)} 2 ; spline smoothing of Y on X Tθ to obtain a cubic spline estimatorĝ of g. The best single-index approximation to m(x) is thenm(x) =ĝ x Tθ .
Under geometrically strong mixing condition, strong consistency and √ n-rate asymptotic normality of the estimatorθ of the SIP coefficient θ 0 in (1.2) are obtained. Proposition 2.2 is the key in understanding the efficiency of the proposed estimator. It shows that the derivatives of the risk function up to order 2 are uniformly almost surely approximated by their empirical versions.
Practical performance of the SIP estimators is examined via Monte Carlo examples. The estimator of the SIP coefficient performs very well for data of both moderate and high dimension d, of sample size n from small to large, see Tables 1 and 2 , Figures 1 and 2 . By taking advantages of the spline smoothing and the iterative optimization routines, one reduces the computation burden immensely for massive data sets. Table 2 reports the computing time of one simulation example on an ordinary PC, which shows that for massive data sets, the SIP method is much faster than the MAVE method. For instance, the SIP estimation of a 200-dimensional θ 0 from a data of size 1000 takes on average mere 2.84 seconds, while the MAVE method needs to spend 2432.56 seconds on average to obtain a comparable estimates. Hence on account of criteria (i) and (ii), our method is indeed appealing. Applying the proposed SIP procedure to the rive flow data of Iceland, we have obtained superior forecasts, based on a 9-dimensional index selected by BIC, see Figure 5 .
The rest of the paper is organized as follows. Section 2 gives details of the model specification, proposed methods of estimation and main results. Section 3 describes the actual procedure to implement the estimation method. Section 4 reports our findings in an extensive simulation study. The proposed SIP model and the estimation procedure are applied in Section 5 to the rive flow data of Iceland. Most of the technical proofs are contained in the Appendix.
The Method and Main Results

Identifiability and definition of the index coefficient
It is obvious that without constraints, the SIP coefficient vector
identified only up to a constant factor. Typically, one requires that θ 0 = 1 which entails that at least one of the coordinates θ 0,1 , ..., θ 0,d is nonzero. One could assume without loss of generality that θ 0,d > 0, and the candidate θ 0 would then belong to the upper unit hemisphere
Define the risk function of θ as 2) which is uniquely minimized at θ 0 ∈ S d−1
is not a compact set, so we introduce a cap shape subset of
Clearly, for an appropriate choice of c, θ
, which we assume in the rest of the paper.
with well-defined score and Hessian matrices 
Variable transformation
Throughout this paper, we denote by Assumption A2: The density function of X, f (x) ∈ C (4) B d a , and there are constants
For a fixed θ, define the transformed variables of the SIP variable X θ
Remark 2.2. For any fixed θ, the transformed variable U θ in (2.4) has a quasi-uniform [0, 1] distribution. Let f θ (u) be the probability density function of U θ , then for any u ∈ [0, 1]
Noting that x θ is exactly the projection of
According to Assumption A2
.
On the other hand
where
In terms of the transformed SIP variable U θ in (2.4), we can rewrite the regression function 6) then the risk function R (θ) in (2.2) can be expressed as
Estimation Method
Estimation of both θ 0 and g requires a degree of statistical smoothing, and all estimation here is carried out via cubic spline. In the following, we define the estimatorθ of θ 0 and the estimatorĝ of g.
To introduce the space of splines, we pre-select an integer n 1/6 ≪ N = N n ≪ n 1/5 (log n) −2/5 , see Assumption A6 below. Divide [0, 1] 
is a sequence of equally-spaced points, called interior knots, given as
in which t j = jh, j = 0, 1, ..., N + 1, h = 1/ (N + 1) is the distance between neighboring knots.
The j-th B-spline of order k for the knot sequence T denoted by B j,k is recursively defined by 
Define the empirical risk function of θ 9) then the spline estimator of the SIP coefficient θ 0 is defined aŝ
and the cubic spline estimator of g ism θ with θ replaced byθ, i.e.
Asymptotic results
Before giving the main theorems, we state some other assumptions.
Assumption A3: The regression function m ∈ C (4) B d a for some a > 0. Assumption A4: The noise ε satisfies E (ε |X ) = 0, E ε 2 |X = 1 and there exists a positive constant M such that sup
Assumption A5: There exist positive constants K 0 and λ 0 such that α (n) ≤ K 0 e −λ 0 n holds for all n, with the α-mixing coefficient for
defined as
B∈σ{Zs,s≤t},C∈σ{Zs,s≥t+k}
Assumption A6: The number of interior knots N satisfies:
Remark 2.3. Assumptions A3 and A4 are typical in the nonparametric smoothing literature, see for instance, Härdle (1990) , Fan and Gijbels (1996) , Xia, Tong Li and Zhu (2002) . By the result of Pham (1986) , a geometrically ergodic time series is a strongly mixing sequence.
Therefore, Assumption A5 is suitable for (1.1) as a time series model under aforementioned assumptions.
We now state our main results in the next two theorems.
Theorem 1. Under Assumptions A1-A6, one haŝ
Proof. Denote by (Ω, F, P) the probability space on which all
are defined. By Proposition 2.2, given at the end of this section
So for any δ > 0 and ω ∈ Ω, there exists an integer n 0 (ω), such that when n > n 0 (ω),
Using (2.12), there exists n 1 (ω), such that when
According to Assumption A1, R * is locally convex at θ 0,−d , so for any ε > 0 and any ω, if
for n large enough , which implies the strong consistency.
Theorem 2. Under Assumptions A1-A6, one has
in whichγ p andγ p,q are the values of
∂θp∂θq γ θ taking at θ = θ 0 , for any p, q = 1, 2, ..., d−1 and γ θ is given in (2.6).
Remark 2.4. Consider the Generalized Linear Model (GLM): Y = g X T θ 0 + σ (X) ε, where g is a known link function. Letθ be the nonlinear least squared estimator of θ 0 in GLM.
Theorem 2 shows that under the assumptions A1-A6, the asymptotic distribution of theθ −d is the same as that ofθ. This implies that our proposed SIP estimatorθ −d is as efficient as if the true link function g is known.
The next two propositions play an important role in our proof of the main results. Proposition 2.1 establishes the uniform convergence rate of the derivatives ofγ θ up to order 2 to those of γ θ in θ. Proposition 2.2 shows that the derivatives of the risk function up to order 2 are uniformly almost surely approximated by their empirical versions.
Proposition 2.1. Under Assumptions A2-A6, with probability 1
Proofs of Theorem 2, Propositions 2.1 and 2.2 are given in Appendix.
Implementation
In this section, we will describe the actual procedure to implement the estimation of θ 0 and g. We first introduce some new notation. For fixed θ, write the B-spline matrix as
as the projection matrix onto the cubic spline space Γ
n,θ . For any p = 1, ..., d, denotė
as the first order partial derivatives of B θ and P θ with respect to θ.
The next lemma provides the exact forms ofŜ * (θ −d ).
Lemma 3.1. For the score vector ofR
where for any p = 1, 2, ..., d
Proof. For any p = 1, 2, ..., d, the derivatives of B-splines in de Boor (2001) implieṡ
Next, note thaṫ
Thus, (3.4) follows immediately.
In practice, the estimation is implemented via the following procedure.
Step 1 
through formula (2.5), where the radius a is taken to be the 95% percentile of
Step 2. Compute quadratic and cubic B-spline basis at each value U θ,i , where the number of interior knots N is
Step 3. Find the estimatorθ of θ 0 by minimizingR * through the port optimization routine
the initial value and the empirical score vectorŜ * in (3.3). If d < n, one can take the simple LSE (without the intercept) for data
with its last coordinate set positive.
Step 4. Obtain the spline estimatorĝ of g by pluggingθ obtained in Step 3 into (2.10).
Remark 3.1. In (3.5), c 1 and c 2 are positive integers and [ν] denotes the integer part of ν. The choice of the tuning parameter c 1 makes little difference for a large sample and according to our asymptotic theory there is no optimal way to set these constants. We recommend using c 1 = 1 to save computing for massive data sets. The first term ensures Assumption A6. The addition constrain c 2 can be taken from 5 to 10 for smooth monotonic or smooth unimodel regression and c 2 > 10 if has many local minima and maxima, which is very unlikely in application.
Simulations
In this section, we carry out two simulations to illustrate the finite-sample behavior of our SIP estimation method. The number of interior knots N is computed according to (3.5) with c 1 = 1, c 2 = 5. All of our codes have been written in R. 
T ∼N (0, I 2 ), truncated by [−2.5, 2.5] 2 and For δ = 0, 1, we draw 100 random realizations of each sample size n = 50, 100, 300 respectively. To demonstrate how close our SIP estimator is to the true index parameter θ 0 , Table 1 lists the sample mean (MEAN), bias (BIAS), standard deviation (SD), the mean squared error (MSE) of the estimates of θ 0 and the average MSE of both directions. From this table, we find that the SIP estimators are very accurate for both cases δ = 0 and δ = 1, which shows that our proposed method is robust against the deviation from single-index model. As we expected, when the sample size increases, the SIP coefficient is more accurately estimated. Moreover, for n = 100, 300, the total average is inversely proportional to n.
Example 2. Consider the heteroscedastic regression model (1.1) with Lastly, we report the average computing time of Example 2 to generate one sample of size n and perform the SIP or MAVE procedure done on the same ordinary Pentium IV PC in Table 2 . From Table 2 , one sees that our proposed SIP estimator is much faster than the MAVE. The computing time for MAVE is extremely sensitive to sample size as we expected.
For very large d, MAVE becomes unstable to the point of the breaking down in four cases.
An application
In this section we demonstrate the proposed SIP model through the river flow data of Jökulsá Eystri River of Iceland, from January 1, 1972 to December 31, 1974. There are 1096
observations, see Tong (1990) . The response variables are the daily river flow (Y t ), measured in meter cubed per second of Jökulsá Eystri River. The exogenous variables are temperature (X t ) in degrees Celsius and daily precipitation (Z t ) in millimeters collected at the meteorological station at Hveravellir.
This data set was analyzed earlier through threshold autoregressive (TAR) models by Tong, Thanoon and Gudmundsson (1985) , Tong (1990) , and nonlinear additive autoregressive (NAARX) models by Chen and Tsay (1993) . Figure 4 shows the plots of the three time series, from which some nonlinear and non-stationary features of the river flow series are evident. To make these series stationary, we remove the trend by a simple quadratic spline regression and these trends (dashed lines) are shown in Figure 4 . By an abuse of notation, we shall continue to use X t , Y t , Z t to denote the detrended series.
In the analysis, we pre-select all the lagged values in the last 7 days (1 week), i.e., the predictor pool is {Y t−1 , ..., Y t−7 , X t , X t−1 , ..., X t−7 , Z t , Z t−1 , ..., Z t−7 , }. Using BIC similar to Huang and Yang (2004) for our proposed spline SIP model with 3 interior knots, the following 9 explanatory variables are selected from the above set {Y t−1 , ..., Y t−4 , X t , X t−1 , X t−2 , Z t , Z t−1 }.
Based on this selection, we fit the SIP model again and obtain the estimate of the SIP coefficient display the fitted river flow series and the residuals against time.
Next we examine the forecasting performance of the SIP method. We start with estimating the SIP estimator using only observations of the first two years, then we perform the out-ofsample rolling forecast of the entire third year. and Tsay (1993) . Among the above five models, the SIP model produces the best forecasts.
Conclusion
In this paper we propose a robust SIP model for stochastic regression under weak dependence regardless if the underlying function is exactly a single-index function. The proposed spline estimator of the index coefficient possesses not only the usual strong consistency and √ n-rate asymptotically normal distribution, but also is as efficient as if the true link function g is known. By taking advantage of the spline smoothing method and the iterative method, the proposed procedure is much faster than the MAVE method. This procedure is especially powerful for large sample size n and high dimension d and unlike the MAVE method, the performance of the SIP remains satisfying in the case d > n.
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Appendix
A.1. Preliminaries
In this section, we introduce some properties of the B-spline.
Lemma A.1. There exist constants c > 0 such that for 
Since all the knots are equally spaced, 
When r < 1, we have
the right inequality follows in this case as well. For the left inequalities, we derive from Theorem 5.4.2, DeVore and Lorentz (1993)
Since each u ∈ [0, 1] appears in at most k intervals (t j, t j+k ), adding up these inequalities, we obtain that
The left inequality follows.
For any functions φ and ϕ, define the empirical inner product and the empirical norm as
In addition, if functions φ, ϕ are L 2 [0, 1]-integrable, define the theoretical inner product and its corresponding theoretical L 2 norm as
Lemma A.2. Under Assumptions A2, A5 and A6, with probability 1,
Proof. We only prove the case k = k ′ = 4, all other cases are similar. Let
with the second moment
. So the Cramér's condition is satisfied with Cramér's constant c * . By the Bernstein's inequality (see Bosq (1998) , Theorem 1.4, page 31), we have for k = 3
Observe that 5cδ n = o(1) by Assumption A6, then by taking q such that n q+1 ≥ c 0 log n, q ≥ c 1 n/ log n for some constants c 0 , c 1 , one has a 1 = O(n/q) = O (log n), a 2 (3) = o n 2 via Assumption A6 again. Assumption A5 yields that
Thus, for fixed θ ∈ S d−1 c , when n large enough
We divide each range of θ p , p = 1, 2, ..., d − 1, into n 6/(d−1) equally spaced intervals with disjoint endpoints −1 = θ p,0 < θ p,1 < ... < θ p,Mn = 1, for p = 1, ..., d − 1. Projecting these small cylinders onto S d−1 c , the radius of each patch Λ r , r = 1, ..., M n is bounded by cM −1 n . Denote the projection of the M n points as θ r = θ r,−d , 1 − θ r,−d 2 2 , r = 0, 1, ..., M n . Employing the discretization method, sup
By (A.1) and Assumption A6, there exists large enough value δ > 0 such that
which implies that
Thus, Borel-Cantelli Lemma entails that
Employing Lipschitz continuity of the cubic B-spline, one has with probability 1
Therefore Assumption A2, (A.2), (A.3) and (A.4) lead to the desired result.
Denote by Γ = Γ (0) ∪ Γ (1) ∪ Γ (2) the space of all linear, quadratic and cubic spline functions on [0, 1]. We establish the uniform rate at which the empirical inner product approximates the theoretical inner product for all B-splines B j,k with k = 2, 3, 4.
Lemma A.3. Under Assumptions A2, A5 and A6, one has
Proof. Denote without loss of generality,
β jk B j,k , for any two 3 (N + 3)-vectors α = (α −1,2 , α 0,2 , ..., α N,2 , ..., α N,4 ) , β = (β −1,2 , β 0,2 , ..., β N,2 , ..., β N,4 ) .
Then for fixed
According to Lemma A.1, one has for any θ
which, together with Lemma A.2, imply (A.5).
A.2. Proof of Proposition 2.1
For any fixed θ, we write the response Y T = (Y 1 , ..., Y n ) as the sum of a signal vector γ θ , a parametric noise vector E θ and a systematic noise vector E, i.e., n, θ be the cubic spline space spanned by {B j,4 (U θ,i )}
n, θ yields that
whereγ θ is given in (2.8). We break the cubic spline estimation errorγ
In the above, we denote by V n,θ the empirical inner product matrix of the cubic B-spline basis and similarly, the theoretical inner product matrix as V θ 
Lemma A.5. Under Assumptions A2, A5 and A6, there exist constants
and 
Using Theorem 5.4.2 of DeVore and Lorentz (1993) and Assumption A2, one obtains that
which, together with (A.13), yield
Now the order of A n in (A.5), together with (A.14) and (A.15) implies (A.11), in which c V = c f C, C V = C f C. Next, denote by λ max (V n,θ ) and λ min (V n,θ ) the maximum and minimum eigenvalue of V n,θ , simple algebra and (A.11) entail that
Meanwhile, let w j = the (N + 4)-vector with all zeros except the j-th element being 1, j = −3, ..., N . Then clearly
This, together with (A.5) yields that , one gets V
CN, a.s.. Hence part one of (A.12) follows. Part two of (A.12) is proved in the same fashion.
In the following, we denote by Q T (m) the 4-th order quasi-interpolant of m corresponding to the knots T , see equation (4.12), page 146 of DeVore and Lorentz (1993) . According to Theorem 7.7.4, DeVore and Lorentz (1993) , the following lemma holds.
Lemma A.6. There exists a constant C > 0, such that for 0 ≤ k ≤ 2 and γ ∈ C (4) [0, 1] 
Proof. According to Theorem A.1 of Huang (2003) , there exists an absolute constant C > 0, such that A.17) which proves (A.16) for the case k = 0. Applying Lemma A.6, one has for 0 ≤ k ≤ 2
As a consequence of (A.17) and (A.18) for the case k = 0, one has
which, according to the differentiation of B-spline given in de Boor (2001), entails that 
Proof. According to the definition ofγ θ in (A.7), and the fact that Q T (γ θ ) is a cubic spline on the knots T
which entails that
, applying (A.19) to the decomposition above produces (A.20). The proof of (A.21) is similar.
Lemma A.9. Under Assumptions A2, A5 and A6, there exists a constant C > 0 such that
Proof. To prove (A.22), observe that for any vector a ∈ R n , with probability 1
To prove (A.23), one only needs to use (A.12), (A.22) and (3.1).
Lemma A.10. Under Assumptions A2 and A4-A6, one has with probability 1
Similarly, under Assumptions A2, A4-A6, with probability 1
Proof. We decompose the noise variable ε i into a truncated part and a tail part ε i = ε
It is straightforward to verify that the mean of the truncated part is uniformly bounded by
n , so the boundedness of B spline basis and of the function σ 2 entail that
The tail part vanishes almost surely
Borel-Cantelli Lemma implies that
For the truncated part, using Bernstein's inequality and discretization as in Lemma A.2
Therefore (A.24) is established as with probability 1
The proofs of (A.25), (A.26) are similar as E {m (
is needed for (A.26) as sup
we note that for any p = 1, ..., d
According to (2.6), one has
Applying Assumptions A2 and A3, one can differentiate through the expectation, thus
, which allows one to apply the Bernstein's inequality to obtain that with probability 1
which is (A.27).
Lemma A.11. Under Assumptions A2 and A4-A6, forε θ (u) in (A.9), one has
, so the order ofε θ (u) is related to that ofâ. In fact, by Theorem 5.4.2 in DeVore and Lorentz (1993)
where the last inequality follows from (A.12) of Lemma A.5. Applying (A.24) of Lemma A.10, we have established (A.28).
Lemma A.12. Under Assumptions A2 and A4-A6, forε θ (u) in (A.8), one has
The proof is similar to Lemma A.11, thus omitted.
The next result evaluates the uniform size of the noise derivatives.
Lemma A.13. Under Assumptions A2-A6, one has with probability 1
Applying ( (A.34) in which
By (A.24), (A.12), (A.22) and (A.23), one derives Proof of Proposition 2.1. According to the decomposition (A.6)
Then ( A.20), (A.30) and (A.31 ) that with probability 1
It is clear from (
Putting together all the above yields (2.14). The proof of (2.15) is similar.
A.3. Proof of Proposition 2.2
Lemma A.14. Under Assumptions A2-A6, one has
Proof. For the empirical risk functionR (θ) in (2.9), one haŝ
Using the expression of R (θ) in (2.7), one has
Bernstein inequality and strong law of large number for α mixing sequence imply that
Now (2.13) of Proposition 2.1 provides that
which entail that
The lemma now follows from (A.37), (A.38) and (A.39) and Assumption A6.
Lemma A.15. Under Assumptions A2 -A6, one has
Proof. Note that for any p = 1, 2, ..., d
1 2
Bernstein inequality implies that
Meanwhile, applying (2.13) and (2.14) of Proposition 2.1, one obtains that .45) Note that
Applying (2.13), one gets
while (A.24), (A.26) and (A.12) entail that with probability 1
By applying (A.24), (A.26), and (A.12), it is clear that with probability 1
while by applying (A.16) of Lemma A.7, one has Note that the second order derivative ofR (θ) and R (θ) with respect to θ p , θ q are
The proof of (A.42) for k = 2 follows from (2.13), (2.14) and (2.15).
Proof of Proposition 2.2. The result follows from Lemma A.14, Lemma A.15, equations (A.50) and (A.51).
A.4. Proof of the Theorem 2
LetŜ * p (θ −d ) be the p-th element ofŜ * (θ −d ) and for γ θ in (2.6), denote 
Therefore, according to (A.40), (A.41) and (A.48) 
Now (2.11) of Theorem 1 and Proposition 2.2 with k = 2 imply that uniformly in p, q = 1, 2, ..
where l p,q is given in Theorem 2. Noting that
and according to (A.48) and Lemma A.16
with ψ pq given in Theorem 2. Cramér-Wold device and central limit theorem for α mixing sequences entail that
, with H * (θ 0,−d ) being the Hessian matrix defined in (2.3). The above limiting distribution of √ nŜ * (θ 0,−d ), (A.52) and Slutsky's theorem imply that 
