Let a pointed Hopf algebra H, over a field K, be generated as an algebra by the finite group G = G(H) of group-like elements of H and by a coideal A, which satisfies the normalizing condition
Introduction
Let H be a Hopf algebra over the field K, let A be a K-algebra, and assume that A is an H-module algebra. The main topic of this paper is related to the following question: if H is finite dimensional (or more generally, acts finitely on A) and the subalgebra of invariants A H satisfies a polynomial identity (shortly PI), must A also satisfy a PI? In many concrete (classical) situations the answer is positive. In particular, there are two important results of Kharchenko for finite group actions (H = K [G] , when either the order |G| is invertible [15] or with no assumption on the order of G provided the algebra A is reduced [14] ). The question has also positive answer for group graded rings, that is for actions of H = (K[G])
* . This is a result of Bergen and Cohen (see [8] , where it is shown that if a ring R is graded by a finite group such that the identity component of the grading satisfies a PI, then R satisfies a PI). The result of Bergen and Cohen was extended by Bahturin and Zaicev in [5] to larger class of graded algebras (which are not necessarily associative). The case of actions of general Hopf algebras was considered by Bahturin and Linchenko in [4] , where they proved that the condition that for every H-module algebra A such that A H is PI, also A is PI is equivalent to that for every H-module algebra A such that A H is nilpotent, also A is nilpotent. It was also noticed in [4] that any of these conditions imply that H is semisimple. Another case of the question was also positively confirmed by Linchenko in [18] ; for H being triangular and semisimple over an algebraically closed field of characteristic zero (see also a different argument of Montgomery in [22] ).
Notice that most of the results discussed above concern the situation when the acting Hopf algebra H is semisimple. The goal of this paper is to continue the study of PI property for the extension A H ⊆ A in the opposite case, when H contains a "big" subset acting on A nilpotently. A natural example, in this direction, is the n 2 -dimensional Taft Hopf algebra H = T n 2 (ω), where
ω is a primitive n-th root of unity, g ∈ G(H), and ∆(x) = x ⊗ 1 + g ⊗ x, (x) = 0. We see that studying the actions of T n 2 (ω) is equivalent to studying invariants of automorphisms and nilpotent skew derivations. This context (for actions on prime rings) was considered by Bergen and Grzeszczuk in [11] (see also [22] ).
We begin by introducing the terminology that will be used throughout and by giving a brief outline of this paper. If A is an algebra over a field K with an automorphism g, we say that an K-linear map δ : A → A is called a skew derivation or a g-derivation if
for all a, b ∈ A. We denote by a g the action of g on a ∈ A.
Following [20] recall that if H is a Hopf algebra with comultiplication ∆ : H ⊗ H → H, antipode S : H → H and counit : H → K, then an associative K-algebra A is said to be left H-module algebra if A is a left H-module, h · (ab) = (h 1 · a)(h 2 · b), where ∆(h) = h 1 ⊗ h 2 and h · 1 A = (h)1 A , for all h ∈ H, a, b ∈ A. The invariants of H on A are the set A H = {r ∈ A | h · r = (h)r for all h ∈ H} .
If A is an H-module algebra, then there is a homomorphism π : H → End K (A) defined by π(h)(a) = h · a, for all h ∈ H and a ∈ A. If dim K (Im π) = N < ∞, then we say that H acts finitely of dimension N . Clearly dim K (Im π) ≤ dim K H, so if H is finite dimensional, then H acts finitely on A.
The Hopf algebras which are considered in this paper are pointed. As usual let G = G(H) = {0 = g ∈ H | ∆(g) = g ⊗ g} be the group of group-like elements of H. For any σ, τ ∈ G, we denote the vector space of (σ, τ )-skew primitives of H by P σ,τ (H) = {x ∈ H | ∆(x) = x ⊗ σ + τ ⊗ x} . The Taft-Wilson Theorem states that the first term H 1 of the coradical filtration of H is given by
Recall that a subspace A ⊆ H is a coideal if ∆(A) ⊆ A ⊗ H + H ⊗ A and if (A) = 0. Notice that if A is an H-module algebra, then
is a subalgebra of A (containing A H ). We say that A is normalized by
A is G-stable, so there is a natural action of G on A
A . We will prove that if A is semiprime, then the existence of a "special" coideal A of H, for which the subalgebra of invariants A A is semiprime, is sufficient (in many cases) to obtain strong relations between structures of A and A H .
The main result of this paper will be Theorem 10 Let a pointed Hopf algebra H, over a field K, be generated as an algebra by the finite group G = G(H) of group-like elements of H and by a coideal A, which satisfies the normalizing condition If it concerns the additional assumption in characteristic zero, we should notice that there is a conjecture (see [2] ) that any finite dimensional pointed Hopf algebra over an algebraically closed field is generated by group-like and skew primitive elements, that is by H 1 . This conjecture was confirmed in particular, when H is cotriangular (see [1] ).
We conclude the paper with applications of the above theorem and an example showing the necessity of assumptions.
The ring of quotients and central localizations
In this section we will show general properties of the symmetric Martindale ring of quotients Q = Q(A) of a semiprime algebra A in the case when A is acted on by a Hopf algebra. We denote by C the extended centroid of A, i.e. the center of Q. It is well known (see [7] and [16] ) that C is von Neumann regular and selfinjective. Furthermore, if X is a nonempty subset of Q, then there exists a unique idempotent e X ∈ C such that ann C (X) = (1 − e X )C and ann Q (X) = (1 − e X )Q ( [7] , Theorem 2.3.9). We start with the following easy observation.
Proposition 1 Let A be an H-module algebra and Z its commutative von Neumann regular subalgebra. Then the subalgebra Z H = Z ∩ A H is von Neumann regular.
Proof. Let a ∈ Z H . By assumption there exists c ∈ Z such that a 2 c = a. Then e = ca is an idempotent of Z and a = ea. Notice that for any h ∈ H,
Thus e ∈ A H ∩ Z. It gives that
Consequently ce ∈ Z H and a 2 ce = ae = a. 2
Below we will frequently use the following version of the Baer's injectivity criterion: a right R-module M is injective if and only if for any essential right ideal J of R and a homomorphism of right R-modules ϕ : J → M there exists m ∈ M such that ϕ(x) = mx, for x ∈ J. In particular, we have the following Remark 1. If N ⊆ M are right R-modules, where M is injective and J is an essential right ideal of R, then any homomorphism ϕ : J → N of right R-modules is induced by some element m ∈ M , that is
Remark 2. From the above Remark it can be easily deduced that a nonsingular homomorphic image of an injective module is injective. Recall that a right R-module is said to be nonsingular if it has zero singular submodule S(M ) = {m ∈ M | ann R (m) is an essential right ideal of R}. Let f : M → N be a homomorphism "onto", where N is nonsingular and M injective. We claim that if ker f = 0, then ker f is an injective module. To this end, let ϕ : J → ker f be a homomorphism of right R-modules, where J is an essential right ideal of R. By Remark 1, there exists an element m ∈ M such that ϕ(x) = mx, for all x ∈ J. Then mJ ⊆ ker f , so f (m)J = 0. Since S(N ) = 0, we obtain f (m) = 0, that is m ∈ ker f . By Baer's criterion ker f is injective. Hence ker f is a direct summand of M and thus N is injective.
Proposition 2 Let A be a semiprime H-module algebra such that the Haction on A extends to an H-action on Q. Proof.
(1) Let I = QT Q. We know that ann Q (I) = (1 − e T )Q, for some idempotent e T ∈ C. It remains to show that e T ∈ C H . Since I and ann Q (I) are H-stable ideals of Q, the ideal J = I ⊕ (1 − e T )Q is essential and H-stable.
Thus h·e T − (h)e T ∈ ann Q (J) = 0 and hence e T ∈ C∩Q H = C H . The checking that ann C (T ) = (1 − e T )C and ann C H (T ) = (1 − e T )C H is straightforward.
Before proving (2),(3) let us consider the following, common to both cases, situation. Let M be an injective right C-module, N its C H -submodule and ϕ : J → N a homomorphism of right C H -modules, where J is an essential ideal of C H . Since C H is von Neumann regular, any nonzero ideal of C H contains a nonzero idempotent. Thus we can consider a maximal subset T ⊆ J of pairwise orthogonal idempotents. By using (1) and essentiality of J we immediately obtain that ann C H (T ) = ann Q (T ) = 0. Notice that sums T C H = t∈T tC H and T C = t∈T tC are direct. Thus the mapping ϕ : T C → M given by ϕ( tc t ) = ϕ(t)c t is a well defined homomorphism of C-modules. Since M is injective, by Baer's criterion there exists m ∈ M such that ϕ(x) = mx for all x ∈ T C. Now if y ∈ T C H , then my = ϕ(y) = ϕ(y) ∈ N . It means that the mapping ϕ − ϕ : J → M is a homomorphism of right C H -modules which is a zero map on the essential ideal T C H ⊆ J. This forces that ϕ − ϕ is a zero map on J. Consequently, we have proved that there exists an element m ∈ M such that ϕ(x) = mx, for all x ∈ J.
Now we are ready to finish the proof of Proposition.
For (2) it is enough to consider the above situation when N = C H and M = C. It remains only to prove that m ∈ C H . Notice that ϕ(y) = my ∈ C H , for all
For (3) it is enough to consider the above situation when N = M . Then (3) follows immediately by Baer's criterion.
For the first part of (4) we put N = B A and M = B in the Remark 1. Then it remains to show that m ∈ B
A . But this follow using the same argument as in (2) . For the second part (N = Z(B A ) and M = B A ) we need to show that if m ∈ B
A is such that mJ ⊆ Z(B A ), then m ∈ Z(B A ). Since C H centralizes the elements of B, we obtain that for j ∈ J and q ∈ B A ,
Hence (mq − qm)J = 0, and by essentiality of J, mq = qm. Therefore m ∈ Z(B A ). This finishes the proof. 2
Now we will restrict considerations to special actions of Hopf algebras. We additionally assume that any nonzero H-stable ideal of A contains nontrivial invariants. Notice that if the H-action on A extends to an H-action on Q, then also I H = 0 for any nonzero H-stable ideal I of Q. Under this assumption we have Lemma 3 The ring of quotients Q = Q(A) is nonsingular as a right C Hmodule and for any nonempty subset X of Q there exists an idempotent e X ∈ C H such that
Proof. It is easy to see that the singular submodule S(Q C H ) is an H-stable twosided ideal of Q. By assumption if it is nonzero, then we can take a nonzero
H . Since 1 ∈ C H , e x must be nonzero and thus ann
For the second part, we know that ann C (X) = (1 − e X )C, where e X is an idempotent of C. If ann C H (X) = (1 − e X )C ∩ C H = 0, then we put e X = 1.
Suppose that (1 − e X )C ∩ C H = 0. Since (1 − e X )C is injective over C, by using Proposition 2(3), we see also that (1 − e X )C is injective over C H . We claim that (1 − e X )C ∩ C H is injective over C H . Indeed, let us consider an essential ideal of J of C H and a homomorphism ϕ : J → (1 − e X )C ∩ C H . By injectivity of C H and (1 − e X )C, one can choose elements m 1 ∈ C H and m 2 ∈ (1 − e X )C such that ϕ(x) = m 1 x and ϕ(x) = m 2 x for all x ∈ J. Then (m 1 − m 2 )J = 0 and m 1 = m 2 , since S(Q C H ) = 0. Therefore ϕ is induced by an element of (1 − e X )C ∩ C H . By Baer's criterion, ann C H (X) is an injective ideal of C H . Hence ann C H (X) is a direct summand of C H and therefore ann C H (X) = (1 − e X )C H for an idempotent e X ∈ C H . This finishes the proof. 2
From Lemma 1 of [6] (see also Lemma 1.6.26 in [14] ) it follows that the annihilator of any injective C-submodule of Q equals to the annihilator of a single element. Below we show a counterpart of this property for injective C H -submodules of Q. Under the same assumptions as in Lemma 3 we have the following
Proof. First recall that the set of all central idempotents of a ring is ordered with respect to the relation: e ≤ f if and only if ef = e. Let M be a set of all ordered pairs (m, e m ), where m ∈ M and e m is taken from the above lemma. We can order the set M by the relation defined as follows: (x, e x ) (y, e y ) if and only if y e x = x and e x ≤ e y .
It is clear that if (x, e x ) (y, e y ) and e x = e y , then x = y. We will prove that any chain in (M, ) has an upper bound. To this end, suppose that {(m α , e mα )} is an linearly ordered subset of M. Let J = e mα C H . It is clear that J is an ideal of C H , as an union of a chain of ideals. Hence one can consider a mapping ϕ : J → M given by ϕ( e mα c) = m α c. Notice that ϕ is a well defined homomorphism of C H -modules. Indeed, if e mα a = e m β b, where e mα ≤ e m β , then Proposition 5 Let A be a semiprime H-module algebra such that the Haction on A extends to an H-action on Q and any nonzero H-stable ideal of A contains nontrivial invariants. Suppose that B is a subalgebra of Q containing C H and B is injective as a C H -module. Then for any multiplicatively closed subset S of C H \ {0}
Let A be either a subHopfalgebra or a coideal of H acting finitely on B.
Then the A-action on B extends to an A-action on
H is a field contained in the center of Q S and in the center of (Q S )
A .
Proof. We will use a shortened notation q instead of η S (q).
(1) Suppose that B is semiprime. In order to prove that B S is semiprime, it is enough to show that for any b ∈ B, bB S b = 0 implies b = 0. Suppose bB S b = bBb = 0. The semiprimeness of B, guarantees that ann
On the other hand, since B is an injective C H -module and bBb is a nonsingular C H -module, we obtain that bBb is an injective C H -module (by using Remark 2 to the mapping x −→ bxb, which is a C H -module homomorphism). Now Lemma 4 gives ann C H (bBb) = ann C H (bb 0 b), for some b 0 ∈ B. By assumption bb 0 b = 0, so sbb 0 b = 0 for some s ∈ S. Consequently, sb = 0 and thus b = 0. 
Let T be a finite subset of A such that π(T ) is the generating set over K for the associative subalgebra of End K (B) generated by π(A). For h ∈ T , let s h ∈ S be such that (2) and (3) we have
Thus there exists r ∈ S such that rs 1 c = rsq 1 . Therefore rs 1 c ∈ C H and s −1 c = (
This completes the proof. 2
Main Result
Throughout this section, H = G, A will denote a Hopf algebra generated as an algebra by the group G = G(H) of group-like elements and a coideal
Suppose that A is a left H-module algebra such that the coideal A acts on A nilpotently and finitely of dimension N . The normalizing condition on A implies immediately that A H = (A A ) G . Our first goal in this section is to prove a series of going-up results showing how the structure of the left A H -module A A is related to that of A H A.
Suppose that V is a vector space over K. For a subset E ⊆ End K (V ) we let V E denote the subspace {v ∈ V | e(v) = 0 for all e ∈ E}.
Lemma 6 Let E be a finite dimensional nilpotent subalgebra of the associative algebra End K (V ) Then there exist elements e 1 , . . . , e n ∈ E (n ≤ dim K E) such that
In particular if V = 0, then V E = 0.
Proof. We proceed by induction on dim K E. If dim K E = 1, then E = Ke, where e 2 = 0. In this case V E = ker e and e satisfies desired property. Suppose now that dim K E > 1. Let m ≥ 2 be such that E m = 0 and E m−1 = 0. Take a nonzero element e 1 ∈ E m−1 . It is clear that e 1 E = Ee 1 = 0. Put V 1 = ker e 1 . Then V 1 is a subspace of V stable under any e ∈ E. Let θ : E → End K (V 1 ) denote the natural homomorphism sending any e ∈ E into the restriction of e to V 1 . Then θ(E) is a nilpotent subalgebra of End K (V 1 ), and since e 1 ∈ ker θ, dim K θ(E) < dim K E. By induction hypothesis one can choose n − 1 elements e 2 , . . . , e n ∈ θ(E) (where n − 1 ≤ dim K θ(E)) such that V θ(E) 1 = ker θ(e 2 ) ∩ · · · ∩ ker θ(e n ) and the chain of subspaces
H -module endomorphism. Applying the above Lemma to V = A, one can choose elements e 1 = π(h 1 ), . . . , e n = π(h n ) (h 1 , . . . , h n ∈ H and n ≤ N ) and a chain of
. . , n. It means that using the homomorphism π(h i ) : A i−1 → A i one can lift many module theoretical properties from A i to A i−1 . Applying an easy induction argument we obtain the following Corollary 7 Let H = G, A be a Hopf algebra generated as an algebra by the group G = G(H) of group-like elements and a coideal A of H such that
Suppose that A is a left H-module algebra such that the coideal A acts on A nilpotently and finitely of dimension N . Then
A is left Noetherian (Artinian), then A H A is also Noetherian (Artinian). Furthermore in this case, A is left Noetherian (Artinian) and is a finitely generated left A H -module. (4) If A A has finite Goldie rank as a left A H -module, then A has finite Goldie rank as a left A H -module. In this case,
Recall that a derivation d of a ring R is called R-algebraic if there exist r 0 , r 1 , . . . , r n−1 ∈ R and invertible r n ∈ R such that
for all r ∈ R. Leroy and Matczuk, in [17] , showed that if R is a prime ring of characteristic zero, then any R-algebraic derivation of R is X-inner. In particular, any R-algebraic derivation of a prime ring of characteristic zero acts trivially on the center of R. We will need the following extension of this fact to semiprime algebras.
Lemma 8 Let R be a semiprime algebra over a field of characteristic zero. Then any R-algebraic derivation d of R acts trivially on the center of R.
Proof. Let z ∈ Z(R) and let P be a minimal prime ideal of R. Since P is d-stable, we can consider the induced derivation d of the factor ring R = R/P . Clearly d is R-algebraic, so by the quoted above result of Leroy and Matczuk it follows that d(z) = 0. Consequently d(z) ∈ P , for every minimal prime ideal
We will make use of the following presumably known Lemma 9 If A is a semiprime H-module algebra, where H is pointed and acts finitely of dimension N on A, then any essential ideal of A contains an H-stable essential ideal.
Proof. Let π : H → End K (A) be a homomorphism of algebras induced by the action of H on A. By using Taft-Wilson Theorem (see [20] ) we can decompose H as a finite union N i=0 H i of an increasing chain of subspaces {H i } such that
Notice that for any a, x ∈ A and h ∈ H n (n ≥ 1) satisfying (iii) we have
where h 1 , h 2 ∈ H n−1 . Thus by induction on subscripts of H n we immediately obtain that for any ideal I of A, the subspace
is a twosided H-stable ideal of A. Let I be an essential ideal of A. Since, in particular G acts finitely on A, the intersection σ∈G I g reduces to the "finite intersection", and hence σ∈G I σ is essential. Thus we may assume that the ideal I is G-stable. By condition (iii) it follows that h i · I 2 ⊆ I + (H i−1 · I) 2 , so using easy induction argument we obtain that
We are now in position to prove the main result.
Theorem 10 Let a pointed Hopf algebra H, over a field K, be generated as an algebra by the finite group G = G(H) of group-like elements of H and by a coideal A, which satisfies the normalizing condition
If char K = 0 we additionally assume that H is generated by group-like and skew primitive elements. If A is a semiprime H-module algebra and A acts on A finitely and nilpotently with the semiprime subalgebra of invariants A A , then A satisfies a PI if and only if A A satisfies a PI.
Furthermore, if the order |G| is invertible, then A satisfies a PI if and only if A H satisfies a PI.
Let Q = Q(A) denote the symmetric Martindale quotient ring of A. From the result of Montgomery (see [21]) it follows that the H-action on A can be extended to an H-action on Q. Notice also that if I is a nonzero H-stable ideal of A, then by Corollary 7, I
A is a nonzero G-stable ideal of a semiprime PI ring A A , and hence Z(I) = 0. Z(I) is reduced, so Z(I) G = 0. Consequently, I H = 0 and we can apply results of the previous section to our situation. We proceed in a series of several steps.
Step 1 The subalgebra Q
A is semiprime. Furthermore, there is a natural embedding of Q A into Q(A A ), and thus the algebras Q A and A A satisfy the same multilinear identities. A is an essential ideal of A A . Now let q ∈ Q A be such that qQ A q = 0. We can choose an H-stable essential ideal I of A satisfying qI ⊆ A and Iq ⊆ A. Since qI A q = 0, the semiprimeness of A A gives us qI A = 0 and hence q = 0. Thus Q A is semiprime.
Proof. First we claim that if I is an
By the previous paragraph, for any q ∈ Q A there exists an essential ideal of A A of the form I A such that qI A ⊆ A A and I A q ⊆ A A . Now if J is an essential ideal of A A such that qJ = 0, then (I A q)J = I A (qJ) = 0 and hence I A q = 0. The above implies that q = 0. A similar argument shows that Jq = 0 implies q = 0. Therefore Q A can be treated as a subalgebra of Q(A A ). It is well known that a semiprime ring and its symmetric Martindale quotient ring satisfy the same multilinear identities, so Q A also satisfies a PI. 2
Step 2 If I is an H-stable essential ideal of A, then 
and again by the Kharchenko result (Z(L
Step 3 The coideal A acts on Q nilpotently of dimension N .
Proof. Let A be the subalgebra of H generated by A. It is enough to show that for any element ω ∈ A if ω · A = 0, then ω · Q = 0. To this end, let q ∈ Q and I be an H-stable essential ideal of A such that Iq ⊆ A, qI ⊆ A. Since any h ∈ A acts on Q as a Q H -bimodule map, we have that for any c ∈ (
Thus ω · q ∈ r.ann Q (Z(I A ) G ) = 0, by the previous step. 2
In the next step we will describe connections between C H and (Z((Q) A )) G .
Step 4 For any a ∈ (Z(Q A )) G the inner derivation ad a acts nilpotently on Q.
Proof. According to Lemma 6, we can find elements h 1 , h 2 , . . . , h n ∈ H (n ≤ N ) and a chain of left Q A -submodules Q i , where Q i = ker h 1 ∩ · · · ∩ ker h i (we identify here π(h i ) with h i ) such that the sequence of Q H -homomorphisms
satisfies Q i−1 ∩ker h i ⊆ Q i , for i = 1, . . . , n. Since a ∈ Q H , h·ad a (x) = ad a (h·x) for all h ∈ H, x ∈ Q. Now we will show by induction that
for i = 0, 1, . . . , n. The case i = 0 is clear, since a ∈ Z(Q A ). Suppose now that i ≥ 0 and (ad a ) 2 i (Q n−i ) = 0. From the properties of the sequence (2) it follows
The proof of (3) is complete.
In particular we obtain that (ad a )
Step 5 If char K = 0, then A acts trivially on
Proof. Since H is generated by group-like and skew primitive elements, it is enough to prove that any (σ, τ )-primitive element acts trivially on C G . The algebra H acts on A by algebraic transformations, so we need to show that for g ∈ G any algebraic g-derivation δ of Q acts trivially on
Suppose that δ(c) = 0 and put q = δ(c). Since Qq = qQ and Q is semiprime, the element q is not nilpotent. Moreover from the identity qx = x g q it follows that
Thus if n is the order of g, then q n ∈ C. Substituting x = q g and x = q in the identity xq = q g x, we obtain q g q = (q 2 ) g and q g q = q 2 , respectively. Hence q 2 ∈ C g and for any i ≥ 2
Consequently q n ∈ C g . Since C g is a von Neumann regular ring (Proposition 1), we can choose an element b ∈ C g such that q n = bq 2n . Then e = bq n is a central idempotent of Q and e g = e. Thus δ(e) = 0. Consider the function d = l q n−1 • δ, where l x denotes the left multiplication by x. Note that for
Thus d is a derivation of Q. On the other hand we have
Denote byd andδ the restrictions of d and δ to eQ. Then we haveδ = l ebq •d. Sinceδ is algebraic over K, the mapping l ebq •d is also algebraic. From the
it follows immediately that for any k ≥ 1 there exits a 0 , . . . , a k−1 ∈ eQ such that
Since b is central and e = bq n is a nonzero central idempotent, the element ebq is invertible in eQ . The above identity gives us that the restriction of d is eQ-algebraic. By Lemma 8 the derivation d acts trivially on eC, and hence
Step
Step 4 the inner derivation ad a acts nilpotently on Q. By using [13] , there exists λ ∈ C and an integer m ≥ 1, such that (a − λ) m = 0. It implies that for any g ∈ G (a − λ g ) m = 0, since a is fixed under the action of G. The elements from the set {a − λ g | g ∈ G} commute and are nilpotent, so the element
is nilpotent (here tr(x) = g∈G x g is the trace map for the action of G on Q). By using Step 5 we see that tr(λ) ∈ C H , so |G|a − tr(λ) ∈ (Z(Q A )) G . Since Q A is semiprime, we obtain that |G|a − tr(λ) = 0. Thus a ∈ C H and the proof is complete. 2
By Propositions 2 and 5 we know that (1) (Q S )
A is a semiprime algebra acted on by
H is a field contained in the center of (Q S ) A .
Step 7 (Z((Q S ) A )) G is a field and the algebra (Q S ) A is a direct sum of at most |G| simple algebras. Thus Q S is a direct sum of at most |G| simple algebras.
G is a field by the previous paragraph. To show that the algebra (Q S )
A is a direct sum of at most |G| simple algebras it is enough to notice that (Q S )
A is G-simple. But (Q S ) A is semiprime and PI, so any its nonzero G-stable ideal contains a nonzero central and fixed by G element, which is invertible. 2 Now we are ready to finish the proof of our main result.
Proof of Theorem 10. Suppose that Q
A satisfies a polynomial identity of degree d. By Step 7 we know that (Q S ) A = A 1 ⊕ · · · ⊕ A m , where m ≤ |G| and A i are simple algebras. By the classical result of Kaplansky we have
. By Lemma 7(2) we see that dim
, where Q S is viewed as the left vector space over the field (Z ((Q S ) A )) G (not necessarily central). Now it is easy to see that the algebra Q S is a subquotient of the matrix algebra
Thus by the theorem of Amitsur and Levitzki, Q S satisfies the standard polynomial identity of degree 2t. The above holds for any maximal ideal of C H , so Q satisfies the standard polynomial identity of degree 2t
Notice that better bound on the PI degree can be obtained when char K = 0. By Step 6, Q S has dimension at most 2
over the central subfield (C S )
H . Thus Q S (as a semisimple finite dimensional algebra) satisfies the standard polynomial identity of degree 2 dim
If the algebra A is reduced (that is A does not contain nilpotent elements) the assumption that A A is semiprime is automatically satisfied. Thus using the above theorem and Kharchenko's result (on PI property for finite group actions on reduced rings) we have the following Corollary 11 Suppose that a pointed Hopf algebra H = G, A is generated as an algebra by the finite group G = G(H) of group-like elements and by a coideal A satisfying the normalizing condition AK[G] = K[G]A. If char K = 0 we additionally assume that H is generated by group-like and skew primitive elements. If A is a reduced H-module algebra such that A acts on A nilpotently and finitely, then A satisfies a PI if and only if A H satisfies a PI.
Applications and Examples
1. Invariants of Lie color algebras. Let G be a finite abelian group and let : G × G → K * be a skew symmetric bicharacter on G, where K * is the multiplicative group of a field K. That is, (gh,
for all x ∈ L g , y ∈ L h and z ∈ L. It is easy to see that G is the disjoint union of the subsets G + = {g ∈ G | (g, g) = 1} and
Note that each element g ∈ G induces a linear character λ g : G → K * defined by λ g (x) = (g, x) . Thus the map Λ : G → G = Hom(G, K * ) given by g → λ g is a group homomorphism. If R = ⊕ g∈G R g is a G-graded associative K-algebra then the group G acts as automorphisms on R by defining ( g∈G r g ) λ = g∈G λ(g)r g , for any λ ∈ G. We let D g denote the set of all K-linear Λ(g)-derivations of degree g, that is the set of all K-linear endomorphisms δ : R → R such that δ(R h ) ⊆ R gh and δ(xy) = δ(x)y + x Λ(g) δ(y). Then Der(R, ) = ⊕ g∈G D g is a Lie color algebra with respect to the Lie color
If L = ⊕ g∈G L g is a Lie color algebra and R = ⊕ g∈G R g is a G-graded associative K-algebra, we say that L acts on R if there is a homomorphism of Lie color algebras Ψ : L → Der(R, ). When L acts on R, we define the subalgebra of invariants R L to be {r ∈ R | δ(a) = 0 for all δ ∈ Ψ(L)}. Recall that if K has a positive characteristic p > 2, then L may have the additional structure of a restricted Lie color algebra. This means that there exists a p
If L is restricted and L acts on R, we additionally assume that Ψ also satisfies Ψ(
, where x ∈ L g and g ∈ G + . Similarly as ordinary Lie algebras (restricted Lie algebras) Lie color algebra L has an enveloping algebra U (L) (restricted enveloping algebra u(L), respectively) on which the group G acts. Actions of L correspond to actions of the skew group algebra H = U (L) * G and H is a noncommutative and noncocommutative Hopf algebra. For a more complete description of Lie color, restricted Lie color algebras and their enveloping algebras we refer to [3] .
Note that H = U (L) * G acts finitely of dimension N on a G-graded algebra R if and only if any homogeneous element of L acts on R as an algebraic skew derivation. In the case when L is restricted and
Suppose that a finite dimensional nilpotent Lie color algebra L = ⊕ g∈G L g acts finitely of dimension N on a G-graded algebra R = ⊕ g∈G R g . In [23] , Scheunert shows that if L is a Lie color algebra and G is finitely generated, then the multiplication in L can be twisted by a 2-cocyle σ to obtain a new algebra L σ which is actually a Lie superalgebra. In [10] it is shown that whenever a Lie color algebra L acts on a G-graded algebra R, then R can be twisted to obtain a new algebra R σ on which the Lie superalgebra L σ acts. More precisely, we can consider the bicharacter˜ :
By [10] L σ acts finitely on a twisted algebra R σ , where the twisting is given by the formula
for r g ∈ R g , r h ∈ R h . Moreover, the subalgebra of invariants R Lσ σ can be obtained from R L using the same twisting. Notice that the identity components of G-graded algebras R Lσ σ and R L (R σ and R) are isomorphic. Thus, if the group G is finite, then by [8] it follows that R L (resp. R) satisfies a polynomial identity if and only if R Lσ σ (resp. R σ ) satisfies a polynomial identity. Therefore, to examine the PI property for actions of Lie color algebras it is enough to consider the case of actions of Lie superalgebras. Suppose that a finite dimensional nilpotent Lie superalgebra L = L 0 ⊕ L 1 acts finitely of dimension N on an algebra R. Let g be the associated with this action automorphism of R (g 2 = 1). Then by R L 0 we denote the largest subspace of R on which any derivation from L 0 acts nilpotently, that is
It is clear that R L 0 is a subalgebra of R and R L 0 is stable under the automorphism g. Furthermore, it well known that (after eventual extension of the field of scalars) the algebra R is graded (with finite support) by the dual of the Lie algebra L 0 with R L 0 as the identity component of the grading . Therefore,
(1) if the algebra R is semiprime, then R L 0 is also semiprime, (2) R satisfies a PI if and only if R L 0 satisfies a PI.
Proof. Since L is nilpotent, one can choose a chain
Notice that for any two transformations δ, ∂ ∈ L 0 ∪ L 1 the following relation holds:
Now we can use the induction argument assuming that R L 0 is stable under all skew derivations from V j . If ∂ ∈ V j+1 , then the above gives that [δ, ∂] ∈ V j for δ ∈ L 0 , and hence δ N ∂(r) ∈ R L 0 . This immediately implies that δ 2N ∂(r) = 0, so ∂(r) ∈ R L 0 . Therefore R L 0 is ∂-stable for any ∂ ∈ V j+1 and the proof is complete. 2
We can now use an Engel-type Theorem ( [9] , Theorem 2), which says: if L is a finite-dimensional Lie color algebra and a vector space V is an L-module such that every homogeneous x ∈ L acts nilpotently on V , then L acts nilpotently on V . Thus the coideal A = L of U (L) * G acts on R L 0 nilpotently. The above considerations and Theorem 10 imply
where G is a finite abelian group and L = ⊕ g∈G L g is a finite dimensional nilpotent Lie color algebra acting finitely on a semiprime G-graded algebra R = ⊕ g∈G R g . If the subalgebra R L is semiprime, then R satisfies a PI if and only if R H satisfies a PI.
2. Actions of minimal triangular pointed Hopf algebras. Following [12] recall a construction of minimal triangular pointed Hopf algebras. Let G be a finite abelian group, and : G × G → K * be a non-degenerate skew symmetric bicharacter on G (it means that the map Λ : G → G = Hom(G, K * ) given by g → λ g is a group isomorphism, and thus in particular K contains a primitive |G| root of unity). Then a datum D = (G, , n) is a triple, where n is a nonnegative integer function n : G − → Z + (g → n g ). To each datum it can be associated a Hopf algebra H(D) as follows. For each g ∈ G − , let V g be a vector space of dimension n g and let B = ⊕ g∈G − V g . Then H(D) is generated as an algebra by G ∪ B with respect to the following relations: xy = (h, g)yx and xa = (a, g)ax for all g, h ∈ G − , x ∈ V g , y ∈ V h and a ∈ G. The coalgebra structure of H(D) is determined by letting g ∈ G be a group-like element and x ∈ V h be a (1, h)-primitive element for h ∈ G − . Notice that B is a coideal of H(D), B is normalized by G, and B m = 0, where m = 1 + g∈G − n g (since x 2 = 0 for any x ∈ V g ). On the other hand from [12] and [1] it follows that if K is an algebraically closed field of characteristic zero, then any minimal triangular pointed Hopf algebra is isomorphic to some Hopf algebra of the form H(D). Thus we have the following application of Theorem 10: Corollary 14 Let H be a finite dimensional minimal triangular pointed Hopf algebra over an algebraically closed field of characteristic zero. Then for any reduced left H-module algebra A, A H satisfies a PI if and only if A satisfies a PI.
Notice that the same conclusion holds for actions of finite "supergroups" over fields of characteristic not 2, which are described in [1] and play an important role in the classification of triangular Hopf algebras.
3. Fixed points of actions of finite groups. Let G be a finite group containing a normal Sylow p-subgroup G p . Suppose G acts by automorphisms on a semiprime K-algebra A, where K is a field of prime characteristic p. The action of G corresponds to the action of the group algebra H = K[G]. Let A be the the linear span over K of all elements 1 − g, where g ∈ G p . Clearly A is normalized by K[G], and acts nilpotently on A. Since R A = R Gp and R G = (R Gp ) G/Gp , the quoted in the introduction result of Kharchenko gives us that R G satisfies a PI if and only if R Gp satisfies a PI. Therefore by Theorem 10 we have the following Corollary 15 If a finite group G with a normal Sylow p-subgroup G p acts on a semiprime algebra R over a field of characteristic p and if R Gp is semiprime, then R satisfies a PI if and only if R G satisfies a PI. 
