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Abstract. In this article we expose the convex geometry of the class of coding
problems that includes the likes of Basis Pursuit Denoising. We propose a novel
reformulation of the coding problem as a convex-concave min-max problem.
This particular reformulation not only provides a nontrivial method to update
the dictionary in order to obtain better sparse representations with hard error
constraints, but also gives further insights into the underlying geometry of the
coding problem. Our results shed provide pointers to new ascent-descent type
algorithms that could be used to solve the coding problem.
1. Introduction
With the recent success of sparsity based techniques in a bewildering range of
topics in signal processing, the importance of sparsity in modern day data science
can hardly be overstated. Due to the many benefits of sparse representation in
applications such as compression, robustness, clustering etc., there is an ever in-
creasing demand to have maximally sparse and reasonably accurate representation
of the data. The objective is to express the given data samples pxtqt as sparse linear
combinations of a standard collection of vectors called the dictionary. To this end,
let D “
`
d1 d2 ¨ ¨ ¨ dK
˘
denote a dictionary of K vectors, whereK is some pos-
itive integer. Let ft denote the representation of sample xt for every t P 1, 2, . . . , T .
Then the problem of finding a dictionary that offers sparse representation of the
given data is conventionally studied in the following formulation:
(1) minimize
pftqt, D P D
1
T
Tÿ
t“1
´
‖ft‖1 ` γ ‖xt ´Dft‖
2
2
¯
where D is some set of feasible dictionaries and γ ą 0 is a regularization parameter.
It is to be observed that the problem (1), is not convex. However, it is convex
with respect to the variable ft while keeping D fixed and vice versa. Thus, the
Emails: mohammedrayyan@sc.iitb.ac.in, dchatter@iitb.ac.in.
1
2 M. RAYYAN SHERIFF AND D. CHATTERJEE
primary underlying principle to solve (1) is then to alternate between the following
minimization problems:
(2)
minimize
pftqt
1
T
Tÿ
t“1
´
‖ft‖1 ` γ ‖xt ´Dft‖
2
2
¯
and
minimize
D P D
1
T
Tÿ
t“1
‖xt ´Dft‖
2
2 .
It should be noted that, individually both the problems in (2) are convex problems.
In particular, the optimization over the dictionaries is a QP, and admits a solution in
closed form. Moreover, sophisticated co-ordinate descent based techniques to solve
this QP have led to the development of online schemes that learn better dictionaries
as in [MBPS10]. Most of the literature [MBPS10], [AEB06], etc., studies Dictionary
Learning by considering the problem formulation (1) or its equivalents and employ
the alternating minimization scheme of (2). A brief overview on the relevance of
the dictionary learning problem and methods used to learn a ‘good’ dictionary are
given in [TF11].
It should be noted that the cost function in (1) is a weighted cost of the sparsity
inducing ℓ1-penalty ‖ft‖1 and the error term ‖xt ´Dft‖
2
2. The regularization pa-
rameter γ influences the tradeoff between the level of sparsity and the error. For a
given value of γ, the tradeoff is specific to a given distribution or data set. However,
the precise relation between the regularization parameter γ and the tradeoff is not
well understood. Thus, apriori one doesn’t know which value of the regularization
parameter λ to choose for a given distribution or data set. It is a tuning parameter
that has to be learned from the data.
In many image processing applications like compressed sensing [D`06], [CW08],
inpainting, denoising [EA06] etc., where an image is considered to be corrupted by
noise. Then the restoration is done by solving the Basis Pursuit Denoising problem#
minimize
f
‖f‖1
subject to ‖X ´ pADqf‖2 ď ǫ,
where X is the image, f is its representation, A is the sensing matrix and ǫ depends
on the statistical properties of the noise. It is desirable to use a dictionary D
that admits a sparse representation f of the image X . Therefore, we consider the
following formulation of the dictionary learning problem.
(3)
minimize
pftqt, D
1
T
Tÿ
t“1
‖ft‖1
subject to
#
D P D,
‖X ´DfpXq‖2 ď ǫ for every t “ 1, 2, . . . , T .
In contrast to (1), where the value of γ has to be learned, we see that the pa-
rameter ǫ in (3) is typically known with good statistical guarantees. Thus, avoiding
the extra computational burden is such circumstances.
It should be noted that the dictionary variable D affects the objective function
of (3) indirectly, whereas, the objective function in (1) directly depends on the
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dictionary D. The fact that the dictionary variable D does not appear in the
objective function of (3) makes it hard to update the dictionary via alternating
minimization scheme (2). Our objective in this article is to address this issue by
studying the underlying convex geometry of the basis pursuit denoising problem
in a broad generality. We provide an equivalent formulation of the basis pursuit
denoising problem that can be used to update the dictionary. Furthermore, such
a reformulation also provides new insights and new ascent-descent algorithms that
can be used to solve the basis pursuit denoising problem itself.
The article unfolds as follows: In section 2 we formally introduce the coding
problem (generalised version of the Basis Pursuit Denoising problem) and provide
the equivalent reformulation. In section 3, we study the underlying convex geometry
of the coding problem and provide some auxiallary results. We employ standard
notations, and specific ones are explained as they appear.
2. The dictionary learning problem and its solution
Let n be a positive integer, Hn be an n-dimensional Hilbert space equipped with
an innerproduct x¨, ¨y and its associated norm ‖¨‖. For every x P Hn and r ą 0, let
Bpx, rq :“ ty P Hn : ‖x´ y‖ ă ǫu and let Brx, rs :“ ty P Hn : ‖x´ y‖ ď ǫu.
Every vector x P Hn is encoded as a vector fpxq in R
K via the encoder map
f : Hn ÝÑ R
K . The reconstruction of the encoded samples from the codes fpxq is
done by taking the linear combination
Kř
i“1
fipxqdi with some standard collection of
vectors D :“
`
d1 d2 ¨ ¨ ¨ dK
˘
referred to as the dictionary. For a given encoder
map f , since every vector x P Hn is identified by its code fpxq, we shall refer to
fpxq also as the representation of x under the encoder f . Our objective is to find
dictionaries that offer representation of vectors in Hn with desirable characteristics,
eg., sparsity, robustness with respect to loss of coefficients etc. We refer to the task
of finding such a dictionary as the dictionary learning problem. In view of this, let
us introduce ourselves to the various quantities involved:
˝ Cost function : It is desirable for the codes to have certain characteristics like
sparsity, minimum energy etc. This is achieved by considering an encoder that
optimizes a certain cost function c : RK ÝÑ r0,`8r. The particular charac-
teristics present in the codes depend on the type of cost function chosen. For
instance, choosing cp¨q “ ‖¨‖1 induces sparsity in codes. With regards to the cost
function c, we shall assume the following:1
Assumption 2.1. The cost function c : RK ÝÑ r0,`8r satisfies the following.
– Convexity : The mapping f ÞÝÑ cpfq is convex.
– Positive Homogeniety : For every α ě 0 and f P RK , we have cpαfq “ αcpfq.
– inf-compactness : The set Vc :“ tf P R
K : cpfq ď 1u is compact.
It is to be noted that a cost function that satisfies Assumption 2.1 is a guage
function corresponding to the set Vc, and whenever the set Vc is symmetric about
the origin, the cost function is a norm . Some typical examples of the cost function
that are used in practice are:
1The properties enlisted in the Assumption 2.1 are in force throughout the article.
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– The ℓ1-norm : ‖¨‖1, provides sparse representations [BJM
`11], [Tib96],
[D`06].
– The ℓ2-norm : ‖¨‖2, provides unique representation and group sparsity
[MVDGB08].
– Gauge function corresponding to any custom compact convex set containing
the origin.
In many applications, the cost function is obtained by adding a small penalty
function to the actual objective function in order to obtain some other desirable
features. For instance, in the basis pursuit denoising problem (7), it is customary
to add a small ℓ2-penalty to the ℓ1-cost in order to enforce uniqueness of the
optimal solution. We observe that by considering a generic definition of cost
function cp¨q as discussed, such adjustments to the actual objective function are
easily incorporated.
˝ Feasible dictionary set : We reconstruct the samples by taking a linear combina-
tion with the dictionary vectors. Therefore, if we allow the dictionary vectors to
have arbitrary lengths, every vector can be written as a linear combination with
coefficients that are arbitrarily small. Thus, we consider an upper bound on the
length of each dictionary vector and for simplicity, we have chosen this upper
bound to be unity. Thus, the following is the set of feasible dictionaries:
(4) D :“
 
D “
`
d1 d2 ¨ ¨ ¨ dK
˘
: ‖di‖ ď 1 for all i “ 1, 2, . . . ,K
(
.
˝ The error constraint and the error threshold function : We would like to encode
samples such that the reconstruction is similar to the original samples. Ideally, we
would want to obtain exact reconstruction. However, permitting a small amount
of error in the reconstruction allows us to encode samples to obtain other desirable
features like sparse representation etc. It must then be obvious that the amount
of permissible error in reconstruction shouldn’t be too large. In view of this, we
define the error function as the norm of the error in reconstruction: x´Dfpxq.
We consider the following error constraint:
‖x´Dfpxq‖ ď ǫpxq ` δcpfpxqq,
where ǫ : Hn ÝÑ R` is the error threshold function and δ ě 0 is a design
parameter and can be identically set to zero. However, we shall discuss later
while formulating the coding problem that by considering δ ą 0 we obtain some
desirable characteristics. Some relevant examples of the error threshold function
include:
– A constant function, where ǫpxq “ ǫ for some ǫ ě 0.
– An SNR type function, where ǫpxq “ ǫ ‖x‖ for some ǫ ě 0.
2.1. The coding problem. The central task in representing a given data opti-
mally, is the coding problem. In broad generality, the coding problem is the task
of encoding a vector x P Hn as another vector f P R
K . The encoding is done so
as to minimize a given objective function c : RK ÝÑ r0,`8r with the constraint
that the error in reconstruction: x´Df is within the limits for a given dictionary
D P D. Formally, we have the following problem:
(5)
$’’&
’’%
minimize
pc, fq P RˆRK
c
subject to
#
cpfq ď c
‖x´Df‖ ď ǫ` δc,
ON CONVEX DUALITY IN LINEAR INVERSE PROBLEMS 5
where ǫ and δ are some fixed non-negative real numbers. For δ “ 0, we see that
the feasible collection of f is independent from the variable c. As a consequence we
see that for every feasible f P RK , the minimization over the variable c is achieved
for c “ cpfq. Thus the coding problem reduces to the following more familiar
formulation.
(6)
#
minimize
f P RK
cpfq
subject to ‖x´Df‖ ď ǫ.
Amoment’s reflection shows that the problem (6) is feasible if and only if imagepDqX
Brx, ǫs ‰ H.
It might be surprising at first to see the rather unusual formulation of the coding
problem (5). Our formulation (5) makes way for the possibility of δ being strictly
positive rather than just zero and by allowing δ to take a positive but sufficiently
small value, we obtain several advantages:
‚ The coding problem is always strictly feasible, which is easily seen by considering
c “ 1
δ
‖x‖ and f “ 0. This is a crucial feature in the initial stages of learning an
optimal dictionary, essentially when the data lies in a subspace of lower dimension
m, such that m,K ! n.
‚ Considering δ ą 0 in the coding problem leads to a useful fixed point charac-
terization of the optimal dictionary. Such characterizations also lead to simple
online algorithms that learn optimal dictionary.
An example of the coding problem which is of practical relevance is the classical
Basis Pursuit Denoising problem [EA06], [CW08], that arises in various scenarios
of compressed sensing.
(7)
#
minimize
f P RK
‖f‖1
subject to ‖x´Df‖ ď ǫ.
Definition 2.2. Let D P D and let ǫ, δ ě 0. A vector x P Hn is said to be
pD, ǫ, δq-encodable if the corresponding coding problem (5) is feasible.
We know that whenever δ ą 0, the coding problem is feasible and when δ “ 0,
feasibility is guaranteed if and only if Brx, ǫs X imagepDq ‰ H. Therefore, x P Hn
is pD, ǫ, δq-encodable if and only if at least one of the following holds:
‚ δ ą 0,
‚ Brx, ǫs X imagepDq ‰ H.
We emphasise that the constraints in the coding problem are convex and the
cost function is convex-continuous and coercive.2 Therefore, from the Weierstrass
theorem we conclude that whenever the coding problem is feasible, it admits an
optimal solution.
Let CδpD, x,ǫq denote the optimal value achieved in the coding problem and
let FδpD, x,ǫq be the set of optimal codes. As a result, we see that x P Hn is
2Recall that a continuous function γ defined on an unbounded set U is said to be coercive in
the context of an optimization problem, if :
‚ suptγpuq : u P Uu “ `8, in the context of minimization of γ.
‚ inftγpuq : u P Uu “ ´8, in the context of maximization of γ.
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pD, ǫ, δq-encodable if and only if CδpD, x,ǫq is finite. For a given dictionary D,
every pD, ǫ, δq-encodable vector x is thus encoded as an element f˚ P FδpD, x,ǫq
while incurring a cost of CδpD, x,ǫq. It should be noted that, both the encoding
cost CδpD, x,ǫq and the set of codes FδpD, x,ǫq are specific to a given cost function
cp¨q, even though it is not specified in their notation.
2.2. The dictionary learning problem. Let P be a distribution on Hn and X
be a P distributed random variable. Let c : RK ÝÑ R` be a given cost function
that satisfies Assumption 2.1, ǫ : Hn ÝÑ R` be a given error threshold function
and δ be a non-negative real number. Our objective is to find a dictionary that
facilitates optimal encoding of the data, which are the samples drawn from P. We
know that the cost incurred to encode the random variable X using the dictionary
D P D, is given by CδpD,X, ǫpXqq. Therefore, we consider the following dictionary
learning problem :
(8) minimize
D P D
EP
“
CδpD,X, ǫpXqq
‰
.
For a large integer T , let rX : T s :“ pxtq
T
t“1 be a collection of samples drawn from
the distribution P. Let us consider the dictionary learning problem for the sampled
data, given by:
(9) minimize
D P D
1
T
Tÿ
t“1
CδpD, xt, ǫpxtqq .
For the special case of δ “ 0, the dictionary learning problem (9) can be restated
using the definition of the coding cost CδpD, xt, ǫpxtqq in the more conventional
form as:
(10)
minimize
D, pftqt
1
T
Tÿ
t“1
cpftq
subject to
$’&
’%
ft P R
K ,
D P D,
‖xt ´Dft‖ ď ǫpxtq for all t “ 1, 2, . . . , T.
Whenever ‖x‖ ď ǫ, we immediately see that the pair R`ˆR
K Q pc˚, f˚q :“ p0, 0q
is feasible for (5). Moreover, since cpfq ą 0 for every f ‰ 0 we conclude that:
(11) CδpD, x,ǫq “ 0 if and only if ‖x‖ ď ǫ.
However when ‖x‖ ą ǫ, the dependence of the encoding cost CδpD, x,ǫq on the
dictionary D variable is not immediately evident. Also as discussed, the current
formulation (5) of the coding problem, does not admit a straightforward alternating
minimization scheme that alternates between the variables f and D to update the
dictionary. However, since the coding problem is convex, it gives rise to an interplay
of convex bodies that are determined by the dictionary variable, the cost, and the
error functions of the coding problem. Based on the principle of separation of these
convex bodies by linear functionals, we obtain a geometric reformulation of the
coding problem in the form of a convex-concavemin-max problem and establish that
the optimal value of this min-max problem is equal to the encoding cost CδpD, x,ǫq.
Such a reformulation brings out the dependence of the encoding cost CδpD, x,ǫq on
the dictionary variable in a natural way that is essential to solve the dictionary
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learning problem. The novelty and the convergence attributes of the dictionary
learning problem (8), (9) can be attributed to this reformulation.
2.3. Main result and discusiion.
Theorem 2.3. Consider the coding problem (5) for x P Hn, D P D and ǫ, δ ě 0.
(i) Consider the optimization problem:
(12)
$&
%
sup
λ
xλ, xy ´ ǫ ‖λ‖
subject to δ ‖λ‖ `max
hPVc
xλ, Dhy ď 1 .
The optimal value in (12) is finite if and only if x is pD, ǫ, δq-encodable in
the sense of Definition 2.2, in which case,the value of (12) is equal to the
encoding cost CδpD, x,ǫq.
(ii) When ‖x‖ ą ǫ, consider the following inf-sup problem:
(13)
$&
% infη ą 0 minh P Vc supλ η `
1
η
´
xλ, xy ´ ǫ ‖λ‖
¯
´
´
δ ‖λ‖ ` xλ, Dhy
¯
subject to xλ, xy ´ ǫ ‖λ‖ ą 0 .
The optimal value in (13) is finite if and only if x is pD, ǫ, δq-encodable, in
which case, it is equal to the encoding cost CδpD, x,ǫq.
Remark 2.4. We prove the theorem in two propositions 3.13 and 3.21 where the
Optimization problems (12) and (13) are studied in detail respectively. In particu-
lar, complete details on the existence and characterization of the optimal solutions
to (12) and saddle point solutions to (13) have been provided.
Remark 2.5. We shall see that the maximization problem (12) is a form of dual to
the coding problem (5) and (13) is an equivalent primal-dual min-max problem. In
particular, we see in Lemma 3.17 and Proposition 3.21 that the Lagrange dual of
(12) is indeed equivalent to (13).
Remark 2.6. Since we are interested in the encoding purpose, in practice, we solve
(5) and obtain optimal codes. However, since the optimal solutions to equivalent
formulations (12) and (13) are used to learn a “good” dictionary that is to be used
in the encoding process, it is of practical importance that solutions to (12) and
(13) are characterized in terms of the solutions to (5). Thus, there is no additional
computational load of solving (12) or (13). It turns out that indeed solutions to
both (12) and (13) can be explicitly characterized in terms of the encoding cost
CδpD, x,ǫq and the optimal codes FδpD, x,ǫq.
Remark 2.7. The objective function of (13) is linear w.r.t. the dictionary variable
D and concave w.r.t. λ. Since D is compact, Sion’s minimax theorem allows us to
push the minimization over D inside, and this perhaps is the main advantage that
allows us to update the dictionary in a useful manner.
3. Convex geometry of the coding problem
In this section we investigate/study the coding problem (5) in detail with special
emphasis on the underlying convex geometry. As a result of our investigation, we
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derive the geometric reformulation (12) of the coding problem which leads to the
convex-concave min-max problem (13).
Let x P Hn, D P D, ǫ, δ ě 0 and c : R
K ÝÑ r0,`8r be the cost function that
satisfies the Assumption 2.1. For each r ě 0, we define:
(14)
SδpD, rq :“ tz P Hn : there exists f P R
K satisfying cpfq ď r and ‖z ´Df‖ ď δr u.
Due to inf-compactness of c, the sublevel sets Vcprq :“ tf P R
K : cpfq ď ru are
compact and convex for every r ě 0. Moreover, since the map f ÞÝÑ Df is a
linear transformation between two finite dimensional spaces, it implies that the set
S1r :“ tDf : f P Vcprqu is the image of a compact set under a linear map, and is
therefore, compact and convex.3 Finally, we note that the set SδpD, rq is the image
of the linear map S1r ˆ Br0, δrs Q pz
1, yq ÞÝÑ z1 ` y, and consequently, SδpD, rq is
also compact and convex.
Lemma 3.1. For every dictionary D P D and δ, r ě 0, we have
(15) SδpD, rq “ tz P Hn : CδpD, z, 0q ď ru.
In other words, the set SδpD, rq consists of all those points in Hn that can be encoded
for zero reconstruction error by incurring at most a cost r.
Proof. On the one hand, it follows from the definition of SδpD, rq that for every
z P SδpD, rq, there exists fz P R
K such that cpfzq ď r and ‖z ´Dfz‖ ď δr. By
considering ǫ “ 0, we see that the pair pr, fzq is a feasible point for the coding
problem (5), and hence we have CδpD, z, 0q ď r. On the other hand, if z P Hn is
such that CδpD, z, 0q ď r, we know that there exists a pair pc
˚, f˚q P R`ˆR
K such
that c˚ “ CδpD, z, 0q ď r and satisfies the following:
‚ cpf˚q ď c˚ ď r, and
‚ ‖z ´Df˚‖ ď 0` δc˚ ď δr.
It then follows that, for every z P Hn satisfying CδpD, z, 0q ď r, we have the
membership z P SδpD, rq. Collecting the two assertions we arrive at (15). 
It is easy to see that if z P SδpD, 1q, then rz P SδpD, rq for every r ą 0, and
vice versa. Thus, SδpD, rq “ rSδpD, 1q for every r ą 0. Moreover, we note that
z P SδpD, 0q if and only if z “ 0. The linear scaling relation
(16) SδpD, rq “ rSδpD, 1q for all r ě 0 .
follows at once. Moreover, when δ ą 0, the set SδpD, 1q has non-empty interior,
and is therefore an absorbing set of Hn. In addition, when δ “ 0, we immediately
see that SδpD, rq Ă imagepDq. Furthermore, for every z P imagepDq we know that
there exists f P RK such that z “ Df , and therefore z P S0pD, cpfqq. Summarizing,
we obtain:
lim
rÑ`8
SδpD, rq “
"
Hn δ ą 0 ,
imagepDq δ “ 0 .
As the scaling factor r increases, the set SδpD, 1q scales linearly by absorbing
every pD, ǫ, δq-encodable point in the set Hn. In particular, the set Brx, ǫs intersects
3Considering, for instance, cp¨q “ ‖¨‖
1
, we see that Vc is the ℓ1-closed ball in RK and S11 “
convp˘diqKi“1.
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with SδpD, rq for some r ě 0. We shall see that the encoding cost CδpD, x,ǫq of
a vector x using a dictionary D is the least scaling of the set SδpD, 1q so that it
nontrivially intersects with Brx, ǫs.
Lemma 3.2. Let D P D, ǫ, δ ě 0 and let x P Hn be pD, ǫ, δq-encodable in the sense
of Definition 2.2, then we have
(17) CδpD, x,ǫq “ min
!
r ě 0 : SδpD, rq X Brx, ǫs ‰ H
)
.
Proof. Let r ě 0 be such that SδpD, rq X Brx, ǫs ‰ H. Then on the one hand,
there exists yr P Brx, ǫs and fr P R
K such that ‖yr ´Dfr‖ ď δr and cpfrq ď r.
From this we get
‖x´Df‖ ď ‖x´ yr‖ ` ‖yr ´Dfr‖ ď ǫ` δr ,
which implies that the pair pr, frq is feasible for (5), and as a result we get CδpD, x,ǫq ď
r. By minimizing over r ě 0 such that SδpD, rq X Brx, ǫs ‰ H we get our first in-
equality:
CδpD, x,ǫq ď min
 
r ě 0 : SδpD, rq XBrx, ǫs ‰ H
(
.
On the other hand, for every pair pr, fq that is feasible for (5), by defining
y :“ x1t0upǫq `
ǫDf`δrx
ǫ`δr 1s0,`8rpǫq we establish that y P Brx, ǫs X SδpD, rq.
Whenever ǫ “ 0 we see that y “ x, and from the feasibility of the pair pr, fq it
easily follows that ‖x´Df‖ ď δr and cpfq ď r. Thus, y “ x P SδpD, rq. Similarly,
if ǫ “ 0, we see that Brx, 0s “ x “ y. Therefore, y P Brx, ǫs X SδpD, rq, and
consequently this intersection is non-empty.
For ǫ ą 0, we see that
‖x´ y‖ “
∥
∥
∥
∥
x´
ǫDf ` δrx
ǫ` δr
∥
∥
∥
∥
“
ǫ
ǫ` δr
‖x´Df‖ ď ǫ , and
‖y ´Df‖ “
∥
∥
∥
∥
ǫDf ` δrx
ǫ ` δr
´Df
∥
∥
∥
∥
“
δr
ǫ` δr
‖x´Df‖ ď δr .
These inequalities, along with the fact that cpfq ď r imply that y P Brx, ǫsXSδpD, rq
and in particular that Brx, ǫs X SδpD, rq ‰ H. As a consequence, the inequality:
r ě mintr ě 0 : SδpD, rq XBrx, ǫs ‰ Hu
holds for every pair pr, fq that is feasible for (5). By minimizing over all such pairs
pr, fq, we obtain the converse inequality
CδpD, x,ǫq ě mintr ě 0 : SδpD, rq XBrx, ǫs ‰ Hu.
This completes the proof. 
An interesting viewpoint to take from this is the fact that every D P D gives
rise to an atomic set SδpD, 1q, and the coding cost CδpD, x,ǫq of a vector x is
the approximate Minkowski gauge function with respect to this set.4 Then the
corresponding dictionary learning problem can be viewed as the task of finding a
‘good’ gauge function arising from a dictionary.
4We say “approximate” in the sense that we do not scale the atomic set SδpD, 1q so as to absorb
x. Instead, we scale it only untill it intersets nontrivially with a given neighborhood of x.
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We now know that the coding cost CδpD, x,ǫq to encode a vector x P Hn using a
dictionary D P D is precisely the minimum amount by which the set SδpD, 1q has
to be scaled linearly so that it intersects with Brx, ǫs. In this context, let us define:
SδpD, x, ǫq :“ Sδ
`
D,CδpD, x,ǫq
˘
“ CδpD, x,ǫq ¨ SδpD, 1q .
We observe that both the sets SδpD, x, ǫq and Brx, ǫs are compact and convex, and
as a result, they intersect at a unique point.
Lemma 3.3. Let x P Hn be pD, ǫ, δq-encodable in the sense of Definition 2.2.
Let pc˚, f˚q P r0,`8rˆRK be an optimal solution to the coding problem (5), i.e.,
c
˚ “ CδpD, x,ǫq and f
˚ P FδpD, x,ǫq. Then the sets Brx, ǫs and SδpD, x, ǫq intersect
at a unique point y given by:
(18) Brx, ǫs X SδpD, x, ǫq “ y :“ x1t0upǫq `
ǫDf˚ ` δc˚x
ǫ` δc˚
1s0,`8rpǫq.
As a consequence, we assert that
‚ whenever, ‖x‖ ą ǫ, every f˚ P FδpD, x,ǫq satisfies ‖x´Df
˚‖ “ ǫ` δc˚ ;
‚ for every f˚, g˚ P FδpD, x,ǫq, we have Df
˚ “ Dg˚ .
Remark 3.4. We emphasize that even though the codes f˚ P FδpD, x,ǫq obtained
from the coding problem (5) may not be unique, the reconstruction xrec :“ Df
˚ of
the vector x obtained from its codes is unique.
Remark 3.5. When x R Br0, ǫs since c˚ ą 0, it is easily verified that the unique
point of intersection y˚ in Lemma 3.3 can also be written as:
y˚ “ Df˚ `
δc˚
ǫ` δc˚
`
x´Df˚
˘
1s0,`8rpδq.
Proof. We note that for ǫ “ 0, by definition Brx, ǫs “ x, and thus the assertion
holds trivially. We shall establish (18) by considering the remaining cases.
‚ 0 ă ‖x‖ ď ǫ : From 11, we know that CδpD, x,ǫq “ 0 and FδpD, x,ǫq “ t0u.
This implies that SδpD, x, ǫq “ t0u. In addition, we see that 0 P Brx, ǫs whenever
‖x‖ ď ǫ. As a result, we obtain that Brx, ǫs X SδpD, x, ǫq “ t0u. Now, by using
the fact that pc˚, f˚q is an optimal solution to the coding problem (5) if and only
if pc˚, f˚q “ p0, 0q, we see that y in (18) evaluates to 0 confirming (18).
‚ 0 ă ǫ ă ‖x‖ : We shall prove by contradiction that the sets Brx, ǫs and SδpD, x, ǫq
intersect at a unique point. Let y1 ‰ y2 be such that y1, y2 P Brx, ǫsXSδpD, x, ǫq.
Since Brx, ǫs is a strictly convex set, 1
2
py1` y2q P Bpx, ǫq. However, since Bpx, ǫq
is an open set, one can find ρ ą 0 such that Br 1
2
py1 ` y2q, ρs Ă Bpx, ǫq. Since
0 R Bpx, ǫq, we conclude that 2ρ ă ‖y1 ` y2‖; Defining θ :“
´
1´ 2ρ‖y1`y2‖
¯
,
we see that θ Ps0, 1r. It is easily verified that
∥
∥ 1
2
py1 ` y2q ´
θ
2
py1 ` y2q
∥
∥ “ ρ,
which leads us to the first inclusion θ
2
py1 ` y2q P Br
1
2
py1 ` y2q, ρs Ă Brx, ǫs.
In addition, we note that the set SδpD, x, ǫq is also convex, which means that
1
2
py1`y2q P SδpD, x, ǫq. Since SδpD, x, ǫq scales linearly, we conclude that
θ
2
py1`
y2q P θSδpD, x, ǫq. From these two inclusions, it is clear that
θ
2
py1 ` y2q P Brx, ǫs X θSδpD, x, ǫq “ Brx, ǫs X SδpD, θCδpD, x,ǫqq ,
and equivalently, Brx, ǫs X SδpD, θCδpD, x,ǫqq ‰ H. This, however, contradicts
the assertion of Lemma 3.2 since θ ă 1.
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To summarize, we have established that if the intersection of the sets Brx, ǫs
and SδpD, x, ǫq is not a singleton, we can slightly shrink the set SδpD, x, ǫq such
that it still intersects Brx, ǫs nontrivially. This is a contradiction in view of
Lemma 3.2.
To prove that y defined in (18) is the unique point of intersection, it suffices
to show that y P Brx, ǫs X SδpD, x, ǫq. To this end, we observe that:
‖x´ y‖ “
∥
∥
∥
∥
x´
ǫDf˚ ` δc˚x
ǫ` δc˚
∥
∥
∥
∥
“
ǫ
ǫ` δc˚
‖x´Df‖ ď ǫ , and
‖y ´Df˚‖ “
∥
∥
∥
∥
ǫDf˚ ` δc˚x
ǫ` δc˚
´Df˚
∥
∥
∥
∥
“
δc˚
ǫ` δc˚
‖x´Df˚‖ ď δc˚.
These inequalities, along with the fact that cpf˚q ď c˚, imply that y P Brx, ǫs X
SδpD, x, ǫq. This establishes (18).
We proceed to establish the two consequences. to see the first, let us prove that
the error constraint is active at the optimal solution pc˚, f˚q whenever ‖x‖ ą ǫ ě 0.
If ǫ “ δ “ 0, then the error constraint is trivially active since ‖x´Df˚‖ ď 0 implies
that ‖x´Df˚‖ “ 0. If at least one of the parameters ǫ and δ is positive, we note
that ǫ`δc˚ ą 0 since c˚ ą 0 for ‖x‖ ą ǫ. Thus, the quantity y :“ ǫDf
˚`δc˚x
ǫ`δc˚ is well
defined for every f˚ P FδpD, x,ǫq. If we suppose that ‖x´Df
˚‖ ă ǫ`δc˚ for some
f˚ P FδpD, x,ǫq, then it is easily verified that ‖y ´Df
˚‖ ď δc˚. Since we know
that cpf˚q ď c˚ “ CδpD, x,ǫq, the preceding inequality implies that y P SδpD, x, ǫq.
Moreover, since SδpD, x, ǫq is a convex set that contains 0, we conclude that
αy P SδpD, x, ǫq for every α P r0, 1s.
It is easily verified that ‖x´ y‖ ă ǫ, and thus y P Bpx, ǫq. As a result, one can find
ρ ą 0 such that Bry, ρs Ă Brx, ǫs. Since 0 R Brx, ǫs, we see at once that ρ ă ‖y‖,
and conclude that
αy P Bry, ρs Ă Brx, ǫs for every α such that
ˆ
1´
ρ
‖y‖
˙
ď α ď 1.
These two inclusions together contradict the fact that the setsBrx, ǫs and SδpD, x, ǫq
intersect at a unique point.
It remains to prove the final assertion that for every f˚, g˚ P FδpD, x,ǫq, the
equality Df˚ “ Dg˚ holds. Indeed, whenever ‖x‖ ď ǫ, we have CδpD, x,ǫq “ 0
and FδpD, x,ǫq “ t0u. This implies that f
˚ “ g˚ “ 0, and thus Df˚ “ Dg˚.
Let us consider the case when ‖x‖ ą ǫ, and suppose that Df˚ ‰ Dg˚ for some
f˚, g˚ P FδpD, x,ǫq. Then it follows that
1
2
pf˚ ` g˚q satisfies the error constraint
∥
∥
∥
∥
x´
1
2
Dpf˚ ` g˚q
∥
∥
∥
∥
“
∥
∥
∥
∥
1
2
px´Df˚q `
1
2
px´Dg˚q
∥
∥
∥
∥
ď ǫ` δc˚.
Moreover, since cp1
2
pf˚ ` g˚qq ď c˚, we conclude that 1
2
pf˚ ` g˚q P FδpD, x,ǫq.
However, since Df˚ ‰ Dg˚, the triangle inequality implies that the above error
constraint is satisfied strictly. This contradicts our earlier assertion that the error
constraint is active for every f˚ P FδpD, x,ǫq. The proof is complete. 
3.1. A geometric reformulation of the coding problem. Lemma 3.2 gives us
a nontrivial reformulation of the coding problem (5) that highlights the underlying
geometry of the coding problem in a natural way. The key implication of Lemma
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3.2 can be explained in the following setup. Imagine the set SδpD, 1q being linearly
scaled. As it expands, it eventually intersects the set Brx, ǫs at some scaling pa-
rameter r ě 0. Lemma 3.2 asserts that the coding cost CδpD, x,ǫq is precisely the
amount by which the set SδpD, 1q has been scaled when this intersection first occurs.
We observe that beyond this value of scaling, the sets Brx, ǫs and SδpD, rq have
nontrivial intersection, giving rise to interesting consequences due to the convexity
of the sets involved.
Let us recall the well known Hahn-Banach separation principle. Any two com-
pact convex subsets of Hn are disjoint if and only if they can be strictly separated
by a linear functional. For every r ě 0, both the sets Brx, ǫs and SδpD, rq are
compact and convex subsets of Hn. Therefore, we conclude from the separation
principle that for a given r ě 0, we have
Brx, ǫs X SδpD, rq “ H if and only if
max
zPSδpD,rq
xλ, zy ă min
yPBrx,ǫs
xλ, yy for some λ ‰ 0 .5
By considering the contrapositive of the separation principle, we get that for a given
r ě 0, Brx, ǫs X SδpD, rq ‰ H if and only if
min
yPBrx,ǫs
xλ, yy ď max
zPSδpD,rq
xλ, zy for every λ ‰ 0 .
From the Cauchy-Schwartz inequality we see that xλ, yy ě ´ ‖y‖ ‖λ‖ ě ´ǫ ‖λ‖
whenever y P Br0, ǫs. Therefore,
min
yPBrx,ǫs
xλ, yy “ xλ, xy ´ ǫ ‖λ‖ .
In addition, we easily verify from the linear scaling property (16) that
max
zPSδpD,rq
xλ, zy “ r max
zPSδpD,1q
xλ, zy
Using these two simplifications, we conclude that for a given r ě 0,
(19)
Brx, ǫs X SδpD, rq ‰ H if and only if
xλ, xy ´ ǫ ‖λ‖ ď r max
zPSδpD,1q
xλ, zy for every λ ‰ 0 .
Recall that a non negative real number r is feasible in (17) if Brx, ǫsXSδpD, rq ‰ H,
and this feasibility condition is recharacterized in (19) in terms of linear functionals.
For a given r ě 0, we conclude about its feasibility in (17) by verifying whether
the inequality (19) holds for every non zero linear functional. The following lemma
allows us to reduce the set of linear functionals xλ, ¨y over which the inequality (19)
needs to be verified in order to conclude that a given r ě 0 is feasible in (17)..
Lemma 3.6. Let x P Hn be a pD, ǫ, δq-encodable vector in the sense of Definition
2.2 for a given D P D and ǫ, δ ě 0. The condition 0 “ max
zPSδpD,1q
xλ, zy holds for a
non zero λ P Hn if and only if both δ “ 0 and πDpλq “ 0.
6 Moreover, such a λ also
satisfies
xλ, xy ´ ǫ ‖λ‖ ď 0.
6πD : Hn ÝÑ imagepDq is the orthogonal projection operator onto imagepDq.
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Proof. Firstly, if 0 “ max
zPSδpD,1q
xλ, zy, then necessarily δ “ 0. Otherwise, we note
that
∥
∥
∥
δ
‖λ‖ λ´Dp0q
∥
∥
∥ “ δ ¨1, and therefore, δ‖λ‖ λ P SδpD, 1q, in which case we arrive
at the following contradiction:
0 ă δ ‖λ‖ “
B
λ,
δ
‖λ‖
λ
F
ď max
zPSδpD,1q
xλ, zy “ 0 .
It follows that δ “ 0. Secondly, we claim that max
zPS0pD,1q
xλ, zy “ 0 if and only if
πDpλq “ 0. On the one hand, it is immediate that if πDpλq “ 0 then xλ, z
1y “ 0
for every z1 P imagepDq, and in particular we have max
zPS0pD,1q
xλ, zy “ 0. On the
other hand, if max
zPS0pD,1q
xλ, zy “ 0 and πDpλq ‰ 0, we know that there exists some
z1 P imagepDq such that xλ, z1y ‰ 0. Without loss of generality, let us suppose that
xλ, z1y ą 0. Since δ “ 0, we know that S0pD, 1q is an absorbing state to imagepDq.
Therefore, there exists an α ą 0 such that αz1 P S0pD, 1q. However, this leads to
the contradiction
0 “ max
zPSδpD,1q
xλ, zy ě
@
λ, αz1
D
ą 0.
Finally, since x is pD, ǫ, 0q-encodable, we conclude that Brx, ǫs X imagepDq ‰ H.
Let y1 P Brx, ǫs X imagepDq, then
xλ, xy ´ ǫ ‖λ‖ “ min
yPBrx,ǫs
xλ, yy ď
@
λ, y1
D
“ 0.
This completes the proof. 
By virtue of the Lemma 3.6, the inequality (19) is automatically satisfied by all
those linear functionals xλ, ¨y such that 0 “ max
zPSδpD,1q
xλ, zy. Therefore, in order to
assert that a given r ě 0 is feasible in (17), it now suffices to verify (19) for only those
linear functionals xλ, ¨y that satisfy the inequality 0 ă maxtxλ, zy : z P S0pD, 1qu.
For a given r ě 0, we therefore conclude that
(20)
Brx, ǫs X SδpD, rq ‰ H if and only if
xλ, xy ´ ǫ ‖λ‖
max
zPSδpD,1q
xλ, zy
ď r for every λ such that 0 ă max
zPSδpD,1q
xλ, zy .
Lemma 3.7. For a given D P D, ǫ, δ ě 0 and x P Hn that is pD, ǫ, δq-encodable
in the sense of Definition 2.2, let us consider the coding problem (5). Then the
encoding cost CδpD, x,ǫq satisfies
(21) CδpD, x,ǫq ě
$&
%
sup
λ
xλ, xy ´ ǫ ‖λ‖
subject to max
zPSδpD,1q
xλ, zy “ 1 .
Proof. Defining λ1 :“ 1
max
zPSδpD,1q
xλ, zyλ, we conclude from (20) that for a given r ě 0
(22)
Brx, ǫs X SδpD, rq ‰ H if and only if@
λ1, x
D
´ ǫ
∥
∥λ1
∥
∥ ď r for every λ1 such that max
zPSδpD,1q
@
λ1, z
D
“ 1.
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Therefore, for every λ1 that satisfies max
zPSδpD,1q
xλ1, zy “ 1, we know that the
quantity xλ1, xy ´ ǫ ‖λ1‖, is bounded above by every r ě 0 such that Brx, ǫs X
SδpD, rq ‰ H. To tighten the bound, we shall maximize the function λ
1 ÞÝÑ
xλ1, xy´ ǫ ‖λ1‖ and minimize over r ě 0 subject to the respective constraints. This
leads us to the following inequality.
min
!
r ě 0 : SδpD, rq X Brx, ǫs ‰ H
)
ě
$&
%
sup
λ1
@
λ1, x
D
´ ǫ
∥
∥λ1
∥
∥
subject to max
zPSδpD,1q
@
λ1, z
D
“ 1 .
In view of Lemma 3.2, the quantity on the left side of the preceeding inequality is
simply the encoding cost CδpD, x,ǫq, thereby completing the proof. 
3.1.1. Separation of sets Brx, ǫs and SδpD, x, ǫq.
Definition 3.8. Let D P D and ǫ, δ ě 0 be given, then for every x P HnzBr0, ǫs that
is pD, ǫ, δq-encodable, let ΛδpD, x, ǫq Ă Hn denote the collection of points λ
˚ P Hn
that satisfy the following two conditions:
‚ xλ˚, xy ´ ǫ ‖λ˚‖ “ CδpD, x,ǫq , and
‚ max
zPSδpD,1q
xλ˚, zy “ 1.
Lemma 3.9. Let D P D and ǫ, δ ě 0 be given, and pick any x P HnzBr0, ǫs that
is pD, ǫ, δq-encodable. Then every λ˚ P ΛδpD, x, ǫq separates the convex sets Brx, ǫs
and SδpD, x, ǫq, and supports them at their unique point of intersection y
˚. In other
words, every λ˚ P ΛδpD, x, ǫq satisfies
(23) max
zPSδpD,x,ǫq
xλ˚, zy “ xλ˚, y˚y “ min
yPBrx,ǫs
xλ˚, yy “ CδpD, x,ǫq.
Proof. We first note that SδpD, x, ǫq “ CδpD, x,ǫq ¨ SδpD, 1q. Thus, for every λ
˚ P
ΛδpD, x, ǫq, the following relations hold:
max
zPSδpD,x,ǫq
xλ˚, zy “ CδpD, x,ǫq max
zPSδpD,1q
xλ˚, zy “ CδpD, x,ǫq, and
min
yPBrx,ǫs
xλ˚, yy “ xλ˚, xy ´ ǫ ‖λ˚‖ “ CδpD, x,ǫq.
In other words, the linear functional xλ˚, ¨y separates the setsBrx, ǫs and SδpD, x, ǫq.
Moreover, both these sets are compact and convex, and we know from Lemma 3.3
that they intersect at a unique point y˚. Therefore, the linear functional xλ˚, ¨y
must support both these sets at their intersection point y˚, and (23) follows at
once. 
Claim 3.10. If at least one of ǫ, δ is positive, and 0 ‰ λ1 P Hn satisfies (23) then
there exists α ě 0 such that λ1 “ αpx ´Df˚q for every f˚ P FδpD, x,ǫq.
Proof. We recall from the Remark 3.5 that the sets Brx, ǫs SδpD, x, ǫq intersect at
the unique point y˚, given by
y˚ “ Df˚ `
δc˚
ǫ` δc˚
`
x´Df˚
˘
1s0,`8rpδq,
where c˚ :“ CδpD, x,ǫq and f
˚ P FδpD, x,ǫq.
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‚ On the one hand, if ǫ ą 0 and λ1 satisfies: xλ1, y˚y “ min
yPBrx,ǫs
xλ1, yy, then
necessarily λ1 “ α1px´ y˚q for some α1 ě 0.
‚ On the other hand, if δ ą 0, and λ1 satisfies: xλ1, y˚y “ max
zPSδpD,x,ǫq
xλ1, zy, then
due to the fact that y˚ P BrDf˚, δc˚s Ă SδpD, x, ǫq λ
1 also satisfies: xλ1, y˚y “
max
zPBrDf˚,δc˚s
xλ1, zy. It follows that: λ1 “ α2py˚ ´Df˚q for some α2 ě 0.
By substituting for y˚ and simplifying, we easily deduce that in both the cases
λ1 “ αpx ´Df˚q for some α ě 0. 
We note that whenever the set ΛδpD, x, ǫq defined in Def. 3.8 is non-empty,
inequality (21) is satisfied with equality, and is achieved precisely for every λ˚ P
ΛδpD, x, ǫq. Based on the different possible cases that could arise, we provide a
complete description of the set ΛδpD, x, ǫq in the following proposition.
Proposition 3.11. Let D P D and ǫ, δ ě 0 be given, and x P HnzBr0, ǫs be
a pD, ǫ, δq-encodable in the sense of Def. 2.2. The set ΛδpD, x, ǫq is completely
describe by considering all possible cases in the following.
(i) If δ “ 0, ǫ “ 0 and x ‰ 0, then the set Λ0pD, x, 0q is non-empty, and in
particular, Λ0pD, x, 0q X imagepDq ‰ H. A vector λ
˚ P Λ0pD, x, 0q if and
only if the linear functional xλ˚, ¨y supports the set S0pD, x, 0q at x, and
satisfies max
zPS0pD,1q
xλ˚, zy “ 1.7
(ii) If at least one of the following is true
‚ δ ą 0
‚ δ “ 0 and ǫ ą 0 with Bpx, ǫq X imagepDq ‰ H
then the set ΛδpD, x, ǫq consists of a unique element λ
˚ given by
(24) λ˚ “
x´Df˚
max
zPSδpD,1q
xx´Df˚, zy
for any f˚ P FδpD, x,ǫq .
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(iii) If δ “ 0 and ǫ ą 0 such that Bpx, ǫq X imagepDq “ H, then ΛδpD, x, ǫq “ H.
Proof. If ǫ “ δ “ 0 and x ‰ 0, then the set Brx, ǫs “ txu. Thus, in view of
Lemma 3.9 we know that λ˚ P Λ0pD, x, 0q if and only if the linear functional xλ
˚, ¨y
supports the set S0pD, x, 0q at x, and satisfies max
zPS0pD,1q
xλ˚, zy “ 1. It remains
to be shown that the set Λ0pD, x, 0q is non-empty, and we do so by showing that
there exists λD P Λ0pD, x, 0q X imagepDq. Since x is pD, 0, 0q-encodable, we have
x P imagepDq. We note from Lemma 3.2 that C0pD, x, 0q is the least amount by
which the set S0pD, 1q has to be linearly scaled so that it contains x. This implies
that x lies on the boundary of the set S0pD, x, 0q, i.e., x R relintpS0pD, x, 0qq. In
addition, since S0pD, x, 0q is a convex subset of imagepDq, we know that there
exists 0 ‰ λD P imagepDq such that the linear functional xλD, ¨y supports the set
7If imagepDq is a proper subspace of Hn, then every λ in the orthogonal complement of
imagepDq supports the set S0pD, 1q at every point, and in particular at x. However, such a
λ doesn’t satisfy the condition xλ, xy ´ ǫ ‖λ‖ “ CδpD,x,ǫq.
8Even though the set FδpD, x,ǫq may contain multiple elements, λ˚ is unique due to the fact
that Df˚ is unique.
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S0pD, x, 0q at the boundary point x. As result, we obtain:
xλD, xy “ max
zPS0pD,x,0q
xλD, zy “ CδpD, x,ǫq max
zPS0pD,1q
xλD, zy .
Since S0pD, 1q is an absorbing set to imagepDq we have 0 P relintS0pD, 1q and
therefore 0 ă max
zPS0pD,1q
xλD, zy. Thus, defining λ
˚ :“ λD
max
zPS0pD,1q
xλD , zy
it readily
follows that λ˚ P Λ0pD, x, 0q. This establishes the assertion (i) of the proposition.
If either ǫ ą 0 or δ ą 0 and λ˚ P ΛδpD, x, ǫq. Then from Lemma 3.9 we
know that λ˚ must satisfy (23). Furthermore, from the Claim 3.10 we deduce that
λ˚ “ αpx´Df˚q for some α ě 0. This implies that the set ΛδpD, x, ǫq is non-empty
if and only if there exists some α ě 0 such that the following two conditions hold
simultaneously:
α
`
xx´Df˚, xy ´ ǫ ‖x´Df˚‖
˘
“ CδpD, x,ǫq, and
α
´
max
zPSδpD,1q
xx´Df˚, zy
¯
“ 1.
It is easily seen that such an α exists if and only if 0 ă max
zPSδpD,1q
xx´Df˚, zy.
Then by defining α :“ 1
max
zPSδpD,1q
xx´Df˚, zy , it is easily verified that the set ΛδpD, x, ǫq
is the singleton tαpx´Df˚qu.
Lemma 3.6 shows that the condition 0 “ max
zPSδpD,1q
xx´Df˚, zy holds if and only
if δ “ 0 and πDpx ´ Df
˚q “ 0. Moreover, since Df˚ P imagepDq it implies that
πDpxq “ Df
˚. As a result,
min
zPimagepDq
‖x´ z‖ “ ‖x´Df˚‖ “ ǫ,
therefore, Bpx, ǫqX imagepDq “ H. Equivalently, we conclude that ΛδpD, x, ǫq “ H
if and only if δ “ 0 and Bpx, ǫq X imagepDq “ H. The assertions (ii) and (iii) now
follows at once. 
Lemma 3.12. Let D P D and ǫ, δ ě 0 be given, then for every λ P Hn,
(25) max
zPSδpD,1q
xλ, zy “ δ ‖λ‖ ` max
hPVc
xλ, Dhy .
In particular, for any λ˚ P ΛδpD, x, ǫq and h
˚ P 1
CδpD,x,ǫq
FδpD, x,ǫq,
(26) 1´ δ ‖λ˚‖ “ xλ˚, Dh˚y “ max
hPVc
xλ˚, Dhy .
Proof. We recall from the definition of SδpD, 1q that the set SδpD, rq is the image
of the linear map: Vc ˆ Br0, δs Q pz
1, hq ÞÝÑ z1 `Dh. This allows us to write the
optimization problem max
zPSδpD,1q
xλ, zy equivalently as:
max
h, z1
@
λ, z1 `Dh
D
subject to h P Vc, z
1 P Br0, δs.
It is easily seen that the above optimization problem is separable into maximization
over individual variables, and using the fact that max
z1PBr0,δs
xλ, z1y “ δ ‖λ‖ for every
λ P Hn we obtain (25) at once.
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Applying (25) directly to λ˚ P ΛδpD, x, ǫq gives us
(27) max
hPVc
xλ˚, Dhy “ ´δ ‖λ˚‖ ` max
zPSδpD,1q
xλ˚, zy “ 1´ δ ‖λ˚‖ .
Let y˚ denote the point at which the sets Brx, ǫs and SδpD, x, ǫq intersect, and let
c
˚ “ CδpD, x,ǫq, h
˚ P 1
CδpD,x,ǫq
FδpD, x,ǫq. Then we know from (23) that xλ
˚, y˚y “
c
˚. On substituting for y˚ from Remark 3.5 by considering f˚ “ c˚h˚ we get
c
˚ “ xλ˚, y˚y “ c˚ xλ˚, Dh˚y `
δc˚
ǫ` δc˚
xλ˚, px´ c˚Dh˚qy1s0,`8rpδq.
Whenever δ ą 0 we know from Proposition 3.11 that λ˚ and px ´ c˚Dh˚q are
co-linear. Thus, we obtain that:
xλ˚, px´ c˚Dh˚qy “ ‖λ˚‖ ‖x´ c˚Dh˚‖ “ pǫ` δc˚q ‖λ˚‖ .
Simplifying for xλ˚, Dh˚y, gives us
(28) xλ˚, Dh˚y “ 1´
´
δ ‖λ˚‖ 1s0,`8rpδq
¯
“ 1´ δ ‖λ˚‖ ,
(26) follows at once from (27) and (28). 
3.1.2. Reformulation of the coding problem as a maximization. The inequality (21)
is the second crucial step in reformulating the coding problem into the form required
to solve the dictionary learning problem. By relaxing the maximization problem
on the right side of (21), we obtain our first important equivalent reformulation of
the coding problem.
Proposition 3.13. For x P Hn, D P D and ǫ, δ ě 0, let us consider the coding
problem (5) and the optimization problem:
(29)
$&
%
sup
λ
xλ, xy ´ ǫ ‖λ‖
subject to δ ‖λ‖ `max
hPVc
xλ, Dhy ď 1 .
(i) The supremum value in (29) is finite if and only if x is pD, ǫ, δq-encodable,
and is equal to the coding cost CδpD, x,ǫq.
(ii) Existence and description of an optimal solution to (29).
(a) Irrespective of the value of δ, for any ǫ ě 0 if ‖x‖ ď ǫ, then λ˚ “ 0 is
an optimal solution.
(b) Whenever ‖x‖ ą ǫ, the optimization problem (29) admits an optimal
solution if and only if the set ΛδpD, x, ǫq defined in 3.8 is non-empty
and λ˚ is a solution if and only if λ˚ P ΛδpD, x, ǫq. As a result, the
supremum is indeed a maximum and it is achieved at λ˚.
(c) (can this be added as a remark instead?) Whenever ‖x‖ ą ǫ and the set
ΛδpD, x, ǫq is empty, the optimization problem (29) does not admit an
optimal solution even though the value of the supremum is finite.
Remark 3.14. Let us consider the basis pursuit denoising problem (7) for x P Hn,
D P D and ǫ ě 0. The equivalent problem analogous to (29) in this context is
(30)
#
sup
λ
xλ, xy ´ ǫ ‖λ‖
subject to
∥
∥DJλ
∥
∥
8
ď 1 .
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Proof. We first note that for every λ P Hn, the following equality holds due to (25).
δ ‖λ‖ `max
hPVc
xλ, Dhy “ max
zPSδpD,1q
xλ, zy .
We shall replace the constraint function in (29) with the one above and establish
that the assertions of the proposition hold for the following equivalent optimization
problem.
(31)
$&
%
sup
λ
xλ, xy ´ ǫ ‖λ‖
subject to max
zPSδpD,1q
xλ, zy ď 1 .
We shall establish the proposition by considering the following exhaustive and mu-
tually exclusive cases separately.
Case 1: When x is not pD, ǫ, δq-encodable. We know that this happens only if
δ “ 0 and Brx, ǫs X imagepDq “ H. Since πDpxq is the orthogonal projection of
x onto imagepDq, we have xx´ πDpxq, zy “ 0 for every z P imagepDq. Moreover,
since Brx, ǫs X imagepDq “ H we see that ‖x´ πDpxq‖ ě ǫ ` ρ for some ρ ą 0.
From the condition that δ “ 0 we conclude that SδpD, 1q Ă imagepDq, and defining
λ1α :“ αpx ´ πDpxqq, we see that max
zPSδpD,1q
xλ1α, zy “ 0. Therefore, λ
1
α is a feasible
point in (31) for every α ě 0. In addition, we see that@
λ1α, x
D
´ ǫ
∥
∥λ1α
∥
∥ “ α
´
xx´ πDpxq, xy ´ ǫ ‖x´ πDpxq‖
¯
“ α
´
‖x´ πDpxq‖
2
` xx´ πDpxq, πDpxqy ´ ǫ ‖x´ πDpxq‖
¯
“ α ‖x´ πDpxq‖
´
‖x´ πDpxq‖ ´ ǫ
¯
ě αpǫ` ρqρ.
By considering arbitrarily large value of α, we observe that the cost function in
(31) attains arbitrarily large values for λ1α, i.e., the supremum is `8.
Case 2: When 0 ď ‖x‖ ď ǫ. We know that the coding cost CδpD, x,ǫq is identically
equal to zero, and we shall conclude that so is the value of the supremum in (31).
Indeed, since 0 P Brx, ǫs, for every λ P Hn we have
xλ, xy ´ ǫ ‖λ‖ “ min
yPBrx,ǫs
xλ, yy ď xλ, 0y “ 0.
Thus, zero is an upper bound for the supremum in (31). However, it is easily
verified that λ˚ :“ 0 is a feasible point in (31) for which the cost function evaluates
to zero. This implies that the value of the supremum is indeed equal to zero and
that λ˚ “ 0 is an optimal solution. It is to be to be noted that whenever ‖x‖ “ ǫ,
there could be non-zero optimal solutions.
We shall first establish the following simple claims that are essential to prove the
proposition.
Claim 3.15. When x is a pD, ǫ, δq-encodable vector and ‖x‖ ą ǫ, the following
holds
(1) The value of the supremum in (31) is positive.
(2) If λ P Hn satisfies max
zPSδpD,1q
xλ, zy ă 1, then it is a sub-optimal solution to
(31).
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(3) The coding cost CδpD, x,ǫq is an upper bound for the supremum in (31).
Proof. Since SδpD, 1q is compact, we know that max
zPSδpD,1q
xx, zy is finite. This im-
plies that condition 1 ě max
zPSδpD,1q
xαx, zy holds for some α ą 0; in other words,
λα :“ αx is feasible in (31). However, the cost function then satisfies xλα, xy ´
ǫ ‖λα‖ “ α ‖x‖
`
‖x‖ ´ ǫ
˘
ą 0. Since we are considering the supremum over all
feasible λ, it is positive. The assertion (1) of the claim is established.
We first note from Lemma 3.6 that if max
zPSδpD,1q
xλ, zy “ 0 for some λ P Hn, then
it is clearly sub-optimal since the objective function evaluates to a non-positive
quantity. Secondly, if some λ P Hn satisfies 0 ă max
zPSδpD,1q
xλ, zy ă 1, then it is
easily seen that Hn Q λ
1 :“ λ
max
zPSδpD,1q
xλ, zy is feasible in (31). Moreover, the cost
function then satisfies@
λ1, x
D
´ ǫ
∥
∥λ1
∥
∥ “
xλ, xy ´ ǫ ‖λ‖
max
zPSδpD,1q
xλ, zy
ą xλ, xy ´ ǫ ‖λ‖ ,
and the assertion (2) of the claim holds.
The assertions (1) and (2) of the Claim permit us to reduce the inequality con-
straint of (31) to an equality. Thus, (21) holds, and we conclude that the encoding
cost CδpD, x,ǫq is an upper bound for the supremum in (31) as well. 
Case 3: When x is a pD, ǫ, δq-encodable vector and ‖x‖ ą ǫ with ΛδpD, x, ǫq ‰ H.
We know that there exists a λ˚ P Hn such that the following two conditions hold:
max
zPSδpD,1q
xλ˚, zy “ 1, and
xλ˚, xy ´ ǫ ‖λ˚‖ “ CδpD, x,ǫq.
The first equality implies that λ˚ is a feasible point to (31), and the latter, in con-
junction with the assertion (3) of the Claim 3.15, shows that the upper bound of
CδpD, x,ǫq is achieved at λ
˚. This implies that, CδpD, x,ǫq is indeed the optimum
value of (31), and that every λ˚ P ΛδpD, x, ǫq is an optimal solution to (31). Con-
versely, if λ˚ is an optimal solution to (31), then from assertion (2) of the Claim
3.15 and the fact that CδpD, x,ǫq is the optimum value, we see that λ
˚ P ΛδpD, x, ǫq.
Case 4: When x is a pD, ǫ, δq-encodable vector and ‖x‖ ą ǫ with ΛδpD, x, ǫq “ H.
We know that this happens only if δ “ 0 and Bpx, ǫqX imagepDq “ H. Since x is a
pD, ǫ, δq-encodable, the set Brx, ǫs intersects imagepDq at the unique point πDpxq
- the orthogonal projection of x onto imagepDq. As a result, the coding problem
(5) is feasible but not strictly. Since no point other than πDpxq in Brx, ǫs intersects
with imagepDq, the coding problem (5) reduces to the following:#
minimize
f P RK
cpfq
subject to Df “ πDpxq,
which simply is the coding problem for πDpxq with ǫ “ δ “ 0. Since, πDpxq P
imagepDq, it is pD, 0, 0q-encodable. Therefore, C0pD, x, ǫq “ C0pD, πDpxq, 0q and
F0pD, x, ǫq “ F0pD, πDpxq, 0q. In addition, from the Proposition 3.11 it follows that
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the set Λ0pD, πDpxq, 0q is non-empty. In other words, there exists λ
1 P imagepDq
such that the following two conditions hold simultaneously.@
λ1, πDpxq
D
“ C0pD, πDpxq, 0q “ C0pD, x, ǫq and max
zPS0pD,1q
@
λ1, z
D
“ 1
Using the above facts, we shall first establish that the coding cost CδpD, x,ǫq is
not just an upper bound but indeed the supremum in (31). For every α ě 0 let
λpαq :“ λ1 ` αpx ´ πDpxqq. Since the linear functional xx´ πDpxq, ¨y vanishes on
imagepDq, for every z P imagepDq we have
xλpαq, zy “
@
λ1, z
D
` α xx´ πDpxq, zy “
@
λ1, z
D
.
As a result, 1 “ max
zPS0pD,1q
xλpαq, zy, and thus λpαq is a feasible point to (31). In
addition, the cost function evaluated at λpαq satisfies:
xλpαq, xy ´ ǫ ‖λpαq‖
“ xλpαq, πDpxqy ` xλpαq, x´ πDpxqy ´ ǫ ‖λpαq‖
“
@
λ1, πDpxq
D
` α ‖x´ πDpxq‖
2
´ ǫ
b
‖λ1‖
2
` α2 ‖x´ πDpxq‖
2
“ C0pD, x, ǫq ` ǫ
´
αǫ´
b
‖λ1‖2 ` α2ǫ2
¯
.
Since λpαq is feasible in (31) for every α ě 0, the supremum in (31) is sandwitched
between sup
αě0
xλpαq, xy´ ǫ ‖λpαq‖ and the coding cost C0pD, x, ǫq. However, we see
that:
sup
αě0
xλpαq, xy ´ ǫ ‖λpαq‖ ě lim
αÑ`8
xλpαq, xy ´ ǫ ‖λpαq‖ “ C0pD, x, ǫq.
9
This implies that the supremum in (31) is indeed equal to the coding cost C0pD, x, ǫq.
Now that we know the value of the supremum, if there were any λ1 that is an optimal
solution to (31), then necessarily λ1 P Λ0pD, x, ǫq. This contradicts the fact that
Λ0pD, x, ǫq “ H. Therefore, (31) admits no solution whenever Λ0pD, x, ǫq “ H. 
Remark 3.16. Whenever ‖x‖ ď ǫ, CδpD, x,ǫq “ 0 and the following holds for every
λ1 P Hn. @
λ1, x
D
´ ǫ
∥
∥λ1
∥
∥ “ min
yPBrx,ǫs
@
λ1, y
D
ď min
y1PBr0,ρs
@
λ1, y1
D
“ ´ρ
∥
∥λ1
∥
∥ .
In particular, for each λ1 P Hn that satisfies max
zPSδpD,1q
xλ1, zy “ 1 , we also get
1 “ max
zPSδpD,1q
@
λ1, z
D
ď
∥
∥λ1
∥
∥ max
zPSδpD,1q
‖z‖ .
Combining the above two inequalities, we arrive at@
λ1, x
D
´ ǫ
∥
∥λ1
∥
∥ ď ´ρ
∥
∥λ1
∥
∥ ď
´ ρ
max
zPSδpD,1q
‖z‖
ă 0 “ CδpD, x,ǫq .
9For any b ą 0, we see that
lim
αÑ`8
´
α´
a
b` α2
¯
“ lim
αÑ`8
´
α´?b` α2
¯´
α`?b` α2
¯
´
α`?b` α2
¯ “ lim
αÑ`8
´b
α`?α2 ` b “ 0.
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As a result, the inequality (21) is satisfied strictly in this situation. We empha-
size here that the optimization problem (29) is obtained by considering a simple
convex relaxation of the constraint in the maximization problem of (21). An inter-
esting observation is that this convex relaxation is essential in establishing that the
supremum value is indeed equal to the coding cost whenever ‖x‖ ď ǫ.
Lemma 3.17. Let D P D, ǫ, δ ě 0 and x P HnzBr0, ǫs. Then for the inf-sup
problem
(32)
$&
%
inf
η ą 0
sup
λ
xλ, xy ´ ǫ ‖λ‖ ´ η
´
δ ‖λ‖ `max
hPVc
xλ, Dhy ´ 1
¯
subject to xλ, xy ´ ǫ ‖λ‖ ą 0,
(i) the optimal value of (32) is finite and equal to the corresponding coding cost
CδpD, x,ǫq if and only if x is pD, ǫ, δq-encodable;
(ii) the minimization over η is achieved, and we have
CδpD, x,ǫq “ argmin
η ą 0
$&
%
sup
λ
xλ, xy ´ ǫ ‖λ‖ ´ η
´
δ ‖λ‖ `max
hPVc
xλ, Dhy ´ 1
¯
s.t. xλ, xy ´ ǫ ‖λ‖ ą 0,
(iii) furthermore, the inf-sup problem (32) admits a saddle point solution if and
only if ΛδpD, x, ǫq ‰ H, and pη
˚, λ˚q P R`ˆHn is a saddle point solution to
(32) if and only if η˚ “ CδpD, x,ǫq and λ
˚ P ΛδpD, x, ǫq.
Remark 3.18. The inf-sup problem (32) is the Lagrange dual of (29), even though
the domain of the optimization variable λ in (29) has been restricted to the set
xλ, xy ´ ǫ ‖λ‖ ą 0 instead of the whole Hn while considering the dual. However,
such a restriction is inconsequential since the optimal value of (29) is equal to the
encoding cost CδpD, x,ǫq, which is positive whenever ‖x‖ ą ǫ. In addition, it should
also be noted that the constraint on the dual variable is η ą 0 and not η ě 0. This
is so because for η “ 0, one could choose λ “ αx for arbitrarily large values of α,
and then the supremum over λ is `8 since ‖x‖ ą ǫ.
Remark 3.19. By considering λ “ 0 in (29) we note that (31) is a strictly feasible
convex problem. Therefore, it is immediate that the inf-sup value achieved is equal
to the encoding cost due to strong duality. However, the proof of the lemma given
below has an added advantage in that it provides the optimal value η˚ of the dual
variable which is not evident from duality arguments alone.
Remark 3.20. We observe that the dictionary variable D appears in (29) only in the
constraint in the form of the set SδpD, 1q. However, by considering the Lagrange
dual (32) we see that the dictionary variable is pushed to the cost function. It
may appear that by considering the dual of the coding problem (5) itself we could
have accomplished this task. However, it turns out that by doing so, there is no
advantage to be gained in solving the dictionary learning problem.
Proof. Let us define the functions l : s0,`8rˆHn ÝÑ R and g :s0,`8rÝÑ R by
lpη, λq :“ xλ, xy ´ ǫ ‖λ‖ ´ η
´
δ ‖λ‖ `max
hPVc
xλ, Dhy
¯
, and
gpηq :“
#
sup
λ
lpη, λq
subject to xλ, xy ´ ǫ ‖λ‖ ą 0.
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The inf-sup problem (32) then simplifies to inf
η ą 0
η ` gpηq.
Since lpη, ¨q is positively homogenous w.r.t. λ, it is easily seen that for a given
η ą 0, if there exists some λ1 such that lpη, λ1q ą 0 and xλ1, xy ´ ǫ ‖λ1‖ ą 0, then
gpηq “ `8. On the contrary, for η ą 0 if lpη, λq ď 0 holds for every λ that satisfies
xλ, xy ´ ǫ ‖λ‖ ą 0. Then by considering λα :“ αx for α ą 0, we see that:
xλα, xy ´ ǫ ‖λα‖ “ α ‖x‖
`
‖x‖ ´ ǫ
˘
ą 0.
Moreover, since lim
αÑ0
lpη, λαq “ 0, it immediately follows that gpηq “ 0. Therefore,
gpηq “
#
`8 if lpη, λ1q ą 0 and xλ, xy ´ ǫ
∥
∥λ1
∥
∥ ą 0 for some λ1 P Hn,
0 if lpη, λq ď 0 for every λ P Hn that satisfies xλ, xy ´ ǫ ‖λ‖ ą 0.
If x is not pD, ǫ, δq-encodable. We know that this happens only when δ “ 0 and
Brx, ǫs X imagepDq “ H. Equivalently, we have δ “ 0 and ‖x´ πDpxq‖ ą ǫ.
Then for every η ą 0, we see that λ1 :“ x ´ πDpxq satisfies xλ
1, xy ´ ǫ ‖λ1‖ “
‖x´ πDpxq‖
`
‖x´ πDpxq‖ ´ ǫ
˘
ą 0, and xλ1, zy “ 0 for all z P imagepDq. There-
fore,
lpη, λ1q “
@
λ1, x
D
´ ǫ
∥
∥λ1
∥
∥ ´ η
´
δ
∥
∥λ1
∥
∥ `max
hPVc
@
λ1, Dh
D¯
“
@
λ1, x
D
´ ǫ
∥
∥λ1
∥
∥ ´ η
`
0
˘
ą 0 .
Thus, gpηq “ 0 for every η ą 0. Therefore the optimal value of (32) is `8 when x
is not pD, ǫ, δq encodable.
If x is pD, ǫ, δq-encodable. Since we are minimizing η ` gpηq over η ą 0, the inf-sup
problem (32) reduces to
(33)
#
inf
η ą 0
η
subject to lpη, λq ď 0 for all λ satisfying xλ, xy ´ ǫ ‖λ‖ ą 0.
We know that Brx, ǫs and SδpD, x, ǫq intersect, and CδpD, x,ǫq ą 0. It is easily
verified that CδpD, x,ǫq is feasible for (33). Moreover, from the Lemma 3.6 and
(25) we know that every λ that satisfies xλ, xy ´ ǫ ‖λ‖ ą 0, also satisfies 0 ă
δ ‖λ‖`max
hPVc
xλ, Dhy. Therefore, by normalizing λ so that δ ‖λ‖`max
hPVc
xλ, Dhy “
1, we conclude from the definition of lp¨, ¨q that the following two conditions are
equivalent.
‚ lpη, λq ď 0 for all λ satisfying xλ, xy ´ ǫ ‖λ‖ ą 0.
‚ η ě
$’&
’’%
sup
λ
xλ, xy ´ ǫ ‖λ‖
subject to
#
xλ, xy ´ ǫ ‖λ‖ ą 0
δ ‖λ‖ `maxhPVc xλ, Dhy “ 1.
Since ‖x‖ ą ǫ, in view of the assertion (2) of Claim 3.15, Remark 3.18 and Propo-
sition 3.13, we conclude that the value of the supremum in the above condition is
equal to the encoding cost CδpD, x,ǫq. It is then immediate that (33) reduces to
inf
ηěCδpD,x,ǫq
η. It is straightforward that the infimum of (33) is indeed a minimum
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and equal to the encoding cost CδpD, x,ǫq that is achieved by the optimal solution
η˚ “ CδpD, x,ǫq. This proves assertion (ii) of the lemma.
We recall from the Remark 3.18 that (32) is the Lagrange dual of (29), where
strong duality holds. It then immediately follows that pη˚, λ˚q is a saddle point
solution to (32) if and only if λ˚ is an optimal solution to the primal problem (31)
and η˚ is a solution to the dual problem (33). In other words, pη˚, λ˚q is a saddle
point solution to (31) if and only if η˚ “ CδpD, x,ǫq and λ
˚ P ΛδpD, x, ǫq whenever
the optimal solution set ΛδpD, x, ǫq in (31) is non-empty. This completes the proof
of the lemma. 
Proposition 3.21. Let D P D and ǫ, δ ě 0 be given, and let x P HnzBrx, ǫs.
Consider the following inf-sup problem:
(34)
$&
% infη ą 0 minh P Vc supλ η `
1
η
´
xλ, xy ´ ǫ ‖λ‖
¯
´
´
δ ‖λ‖ ` xλ, Dhy
¯
subject to xλ, xy ´ ǫ ‖λ‖ ą 0.
The following assertions hold w ith regards to (34) and the corresponding coding
problem (5) and its equivalent (31).
(i) The optimal value of (34) is finite and equal to the encoding cost CδpD, x,ǫq
if and only if x is pD, ǫ, δq-encodable.
(ii) Existence and description of an optimal solution to (34).
(a) For every pD, ǫ, δq-encodable vector x P HnzBr0, ǫs, the minimization
over variables pη, hq in (34) is achieved, and
pη˚, h˚q P argmin
ηą0, hPVc
$&
% supλ η `
1
η
´
xλ, xy ´ ǫ ‖λ‖
¯
´
´
δ ‖λ‖ ` xλ, Dhy
¯
s.t. xλ, xy ´ ǫ ‖λ‖ ą 0,
if and only if η˚ “ CδpD, x,ǫq and h
˚ P 1
CδpD,x,ǫq
¨ FδpD, x,ǫq.
(b) In addition, the inf-sup problem (34) admits a saddle point solution if
and only if the set ΛδpD, x, ǫq is non-empty, then a triplet pη
˚, h˚, λ˚q P
R` ˆ Vc ˆHn is a saddle point solution to (34) if and only if
η˚ “ CδpD, x,ǫq, h
˚ P
1
CδpD, x,ǫq
¨ FδpD, x,ǫq and λ
˚ P CδpD, x,ǫq ¨ ΛδpD, x, ǫq.
Proof. The objective function in (36) is convex-concave in ph, λq, and the set Vc is
compact. Therefore, we conclude from the Sion’s minimax theorem that the order
of optimization over λ and h can be interchanged. Making this change in the order
of optimization, (34) is reduced to the following equivalent reformulation
(35)
$&
% infη ą 0 supλ
1
η
´
xλ, xy ´ ǫ ‖λ‖
¯
´
´
δ ‖λ‖ `max
hPVc
xλ, Dhy ´ η
¯
subject to xλ, xy ´ ǫ ‖λ‖ ą 0.
By employing the change of variables λ1 :“ 1
η
λ, let us consider a slightly different
reformulation of (34) and (35).
(36)
$&
%
inf
η ą 0
sup
λ1
@
λ1, x
D
´ ǫ
∥
∥λ1
∥
∥ ´ η
´
δ
∥
∥λ1
∥
∥ `max
hPVc
@
λ1, Dh
D
´ 1
¯
subject to
@
λ1, x
D
´ ǫ
∥
∥λ1
∥
∥ ą 0.
24 M. RAYYAN SHERIFF AND D. CHATTERJEE
Since for every η ą 0, the supremum over λ in (35) is equal to the supremum over
λ1 in (36), it is straight forward that the optimal values (if they exist) of (34), (35)
and (36) are equal. Note that (36) is identical to (32), and therefore, we conclude
from Lemma 3.17 that the optimal value of (34) is finite and equal to the encoding
cost CδpD, x,ǫq if and only if x is pD, ǫ, δq-encodable. This establishes the assertion
(i) of the proposition.
Necessary condition for pη˚, h˚q to be minimizers. Since the order of optimization
between the variables h and λ can be interchanged, we know that if η˚ is a minimizer
to (34), then it is also a minimizer to (35). Therefore, we have
η˚ P argmin
η ą 0
$&
% minh P Vc supλ η `
1
η
´
xλ, xy ´ ǫ ‖λ‖
¯
´ δ ‖λ‖ ´ xλ, Dhy
subject to xλ, xy ´ ǫ ‖λ‖ ą 0,
“ argmin
η ą 0
#
sup
λ
xλ, xy ´ ǫ ‖λ‖ ´ η
´
δ ‖λ‖ `max
hPVc
xλ, Dhy ´ 1
¯
subject to xλ, xy ´ ǫ ‖λ‖ ą 0,
“ CδpD, x,ǫq.
The last equality follows from the assertion (ii) of Lemma 3.17.
We conclude the necessary conditions on the minimizer by showing that the
pair pη˚, hq P CδpD, x,ǫq ˆ Vc is suboptimal for every h R
1
CδpD,x,ǫq
¨ FδpD, x,ǫq. In
particular, we will show that the supremum over λ for every such pair is equal to
`8.
Firstly, note that Dpη˚hq R Brx, ǫ` δη˚s. Otherwise, we have
cpη˚hq “ η˚cphq ď η˚ and
‖x´Dpη˚hq‖ ď ǫ` δη˚.
Moreover, since η˚ “ CδpD, x,ǫq, the pair pη
˚, η˚hq is therefore an optimal solution
to the coding problem (5), which contradicts the fact that pη˚hq R FδpD, x,ǫq.
Secondly, if Dpη˚hq R Brx, ǫ ` δη˚s then θDpη˚hq R Brx, ǫ ` δη˚s for every
θ P r0, 1s. Suppose this was not true, i.e., there exists θ P r0, 1s such that θDpη˚hq P
Brx, ǫ` δη˚s. Clearly θ ă 1, and moreover, for every λ P Hn we have
xλ, xy ´ pǫ` δη˚q ‖λ‖ “ min
yPBrx,ǫ`δη˚s
xλ, yy ď xλ, θDpη˚hqy .
Therefore, we have
0 ě
#
sup
λ
xλ, x´ θDpη˚hqy ´ pǫ` δη˚q ‖λ‖
subject to xλ, xy ´ ǫ ‖λ‖ ą 0.
By considering λα :“ αx, we easily see that xλα, xy ´ ǫ ‖λα‖ ą 0 and by choosing
arbitrarily small values of α we conclude that the supremum above is indeed equal
to 0.
Evidently, θη˚ ą 0, then for the feasible pair pθη˚, hq, the objective function of
(34) evaluates to$&
% supλ θη
˚ `
1
θη˚
´
xλ, xy ´ ǫ ‖λ‖
¯
´
´
δ ‖λ‖ ` xλ, Dhy
¯
subject to xλ, xy ´ ǫ ‖λ‖ ą 0,
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“
$&
% supλ θη
˚ `
1
θη˚
´
xλ, x´ θDpη˚hqy ´ pǫ` δη˚q ‖λ‖
¯
subject to xλ, xy ´ ǫ ‖λ‖ ą 0,
“ θη˚.
Since θη˚ ă CδpD, x,ǫq, we have arrived at a contradiction. Therefore, θDpη
˚hq R
Brx, ǫ` δη˚s for every θ P r0, 1s.
We observe that the line segment
 
θDpη˚hq : θ P r0, 1s
(
and the set Brx, ǫ`δη˚s
are both compact and convex subsets of Hn, and do not intersect. Therefore, there
exists a linear functional that separates them strictly. In other words, there exists
a λh P Hn such that
(37)
xλh, xy ´ pǫ` δη
˚q ‖λh‖ “ min
yPBrx,ǫ`δη˚s
xλh, yy
ą max
θPr0,1s
xλh, θDpη
˚hqy
“ maxt0, xλh, Dpη
˚hqyu.
Finally, we see that the objective function of (34) evaluated at pη˚, hq satisfies$&
% supλ η
˚ `
1
η˚
´
xλ, xy ´ ǫ ‖λ‖
¯
´
´
δ ‖λ‖ ` xλ, Dhy
¯
subject to xλ, xy ´ ǫ ‖λ‖ ą 0,
“
$&
% supλ η
˚ `
1
η˚
´
xλ, xy ´ pǫ` δη˚q ‖λ‖ ´ xλ, Dpη˚hqy
¯
subject to xλ, xy ´ ǫ ‖λ‖ ą 0,
ě
#
sup
αą0
η˚ `
α
η˚
´
xλh, xy ´ pǫ` δη
˚q ‖λh‖ ´ xλh, Dpη
˚hqy
¯
subject to α
`
xλh, xy ´ ǫ ‖λh‖
˘
ą 0,
“ η˚ `
1
η˚
´
xλh, x´Dpη
˚hqy ´ pǫ` δη˚q ‖λh‖
¯´
sup
αą0
α
¯
“`8.
The last equality follows from the condition xλh, xy´pǫ`δη
˚q ‖λh‖ ą xλh, Dpη
˚hqy
of (37). This completes the necessary implication of the assertion (ii)-(a) of the
proposition.
Sufficient Condition for the pair pη˚, h˚q to be a minimizer. We shall establish that
for η˚ “ CδpD, x,ǫq and h
˚ P 1
CδpD,x,ǫq
FδpD, x,ǫq, the pair pη
˚, h˚q is indeed a
minimizer. Since the optimal value of (34) is equal to the encoding cost CδpD, x,ǫq
and η˚ “ CδpD, x,ǫq, it suffices to prove that
(38) 0 “
$&
% supλ
1
η˚
´
xλ, xy ´ ǫ ‖λ‖
¯
´
´
δ ‖λ‖ ` xλ, Dh˚y
¯
subject to xλ, xy ´ ǫ ‖λ‖ ą 0,
Since pη˚h˚q P FδpD, x,ǫq, we have Dpη
˚h˚q P Brx, ǫ`δη˚s, and the following holds
for every λ P Hn.
xλ, xy ´ pǫ` δη˚q ‖λ‖ “ min
yPBrx,ǫ`δη˚s
xλ, yy ď xλ, Dpη˚h˚qy .
As a result, we get xλ, x´Dpη˚h˚qy ´ pǫ ` δη˚q ‖λ‖ ď 0, and therefore, 0 is
an upper bound to the supremum of (38). However, since ‖x‖ ą ǫ, we see that
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λα :“ αx satisfies xλα, xy ´ ǫ ‖λα‖ ą 0 for every α ą 0. By choosing the value of
α arbitrarily close to 0, we obtain
0 “
"
sup
αą0
1
η˚
´
xλα, xy ´ ǫ ‖λα‖
¯
´
´
δ ‖λα‖ ` xλα, Dh
˚y
¯
.
Since λα is feasible in (38) for every α ą 0, we conclude that (38) is indeed true and
thus, pη˚, h˚q is a minimizer. This completes the sufficient implication of assertion
(ii)-(a).
Necessary conditions for pη˚, h˚, λ˚q to be a saddle point solution to (34). Suppose
that (34) admits a saddle point solution pη˚, h˚, λ˚q. Then we know that pη˚, h˚q
must minimize
minimize
ηą0, hPVc
$&
% supλ η `
1
η
´
xλ, xy ´ ǫ ‖λ‖
¯
´
´
δ ‖λ‖ ` xλ, Dhy
¯
subject to xλ, xy ´ ǫ ‖λ‖ ą 0.
Therefore, we conclude from the assertion (ii) of the proposition that η˚ “ CδpD, x,ǫq
and h˚ P 1
CδpD,x,ǫq
FδpD, x,ǫq.
Due to the saddle point condition for the minimizing variables, we also have
(39) pη˚, h˚q P argmin
η ą0, hPVc
"
η `
1
η
´
xλ˚, xy ´ ǫ ‖λ˚‖
¯
´
´
δ ‖λ˚‖ ` xλ˚, Dhy
¯
.
We note that the optimization in (39) over variables η and h is separable. Therefore,
by considering the optimization over η separately, we obtain
(40) η˚ P argmin
η ą0
"
η `
1
η
´
xλ˚, xy ´ ǫ ‖λ˚‖
¯*
“
b
xλ˚, xy ´ ǫ ‖λ˚‖ .
By considering the optimization over h, and using (25) we get
(41) xλ˚, Dh˚y “ max
hPVc
xλ˚, Dhy “ ´δ ‖λ˚‖ ` max
zPSδpD,1q
xλ˚, zy .
Moreover, the fact that the optimal value in (35) is achived at the saddle point
pη˚, h˚λ˚q, gives
CδpD, x,ǫq “ η
˚ `
1
η˚
´
xλ˚, xy ´ ǫ ‖λ˚‖
¯
´
´
δ ‖λ˚‖ ` xλ˚, Dh˚y
¯
.
We simplify using (40), (41) and the fact that η˚ “ CδpD, x,ǫq, to obtain
(42) CδpD, x,ǫq “ max
zPSδpD,1q
xλ˚, zy .
Collecting (40) and (42), gives at once that λ˚ P CδpD, x,ǫq ¨ ΛδpD, x, ǫq. This
proves the necessary implication of the saddle point conditions.
Sufficient condition for pη˚, h˚, λ˚q to be a saddle point. Let us assume that the
set ΛδpD, x, ǫq is not empty, and let η
˚ “ CδpD, x,ǫq, h
˚ P 1
CδpD,x,ǫq
FδpD, x,ǫq and
λ˚ P CδpD, x,ǫq ¨ ΛδpD, x, ǫq, then we shall establish that pη
˚, h˚, λ˚q is indeed a
saddle point solution to (34). It is immediately seen that:
argmin
ηą0
!
η `
1
η
`
xλ˚, xy ´ ǫ ‖λ˚‖
˘)
“
b
xλ˚, xy ´ ǫ ‖λ˚‖ “ CδpD, x,ǫq .
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From (26) it readily implies that h˚ P argmax
hPVc
xλ˚, Dhy. Since the optimization
over variables η and h in (34) is separable for every fixed λ, we obtain the required
minimizing condition of a saddle point.
(43) pη˚, h˚q P argmin
ηą0, hPVc
η `
1
η
´
xλ˚, xy ´ ǫ ‖λ˚‖
¯
´
´
δ ‖λ˚‖ ` xλ˚, Dhy
¯
.
To complete the proof, it remains to be shown that λ˚ satisfies the saddle point
condition for the maximising variable. In other words, the following must hold
(44) λ˚ P
$&
% argmaxλ
1
η˚
´
xλ, xy ´ ǫ ‖λ‖
¯
´
´
δ ‖λ‖ ` xλ, Dh˚y
¯
subject to xλ, xy ´ ǫ ‖λ‖ ą 0.
We know from (38) that the value of the maximum in (44) is equal to 0. Moreover,
since λ˚ P CδpD, x,ǫq ¨ ΛδpD, x, ǫq, it satisfies
xλ˚, xy ´ ǫ ‖λ˚‖ “
`
CδpD, x,ǫq
˘2
ą 0 ,
xλ˚, Dh˚y ` δ ‖λ˚‖ “ CδpD, x,ǫq from (26).
It immediately implies that the objective in (44) indeed achieves its maximum value
of 0 at λ˚. The proof is now complete. 
Remark 3.22. The objective function in the problem (34) is concave w.r.t. λ and
jointly convex in the arguments pη, hq. Whereas, the objective function in (36) is
not jointly convex in the arguments pη, hq even though it is concave w.r.t. λ. This
is one of the main advantages of the problem formulation (34).
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