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V magistrskem delu na kratko opi²ite posplo²eni linearni model. Pojasnite teorijo
rudarjenja podatkov in modele strojnega u£enja: odlo£itveno drevo, naklju£ni goz-
dovi in nevronska mreºa. Te modele primerjajte med seboj in podajte rezultate.
Predstavite tudi konkreten zgled uporabe.
Mentor: prof. dr. Tomaº Ko²ir




Strojno u£enje: Vrednotenje v zavarovalni²tvu
Povzetek
V magistrskem delu si bomo pogledali posplo²eni linearni model in njegove pred-
postavke. Kot ºe samo ime pove, je posplo²eni linearni model posplo²itev linearnega
modela. Najpomembnej²a posplo²itev je predpostavka, da slu£ajna spremenljivka ni
nujno porazdeljena normalno, ampak spada v druºino eksponentnih porazdelitvenih
funkcij.
V drugem delu magistrskega dela se bomo posvetili strojnemu u£enju in pri-
merjanju metod strojnega u£enja s posplo²enim linearnim modelom. Kot vemo, se
nahajamo v dobi podatkov. Edina re²itev za procesiranje in iskanje smisla v ogro-
mni koli£ini podatkov, ki je na voljo, je strojno u£enje in podatkovno rudarjenje.
Znanstveniki pravijo, da nekatere metode strojnega u£enja posnemajo odlo£anje
posameznikov. Tema tega magistrskega dela je tako poskus menjave posplo²enega
linearnega modela z modeli strojnega u£enja. Pogledali si bomo, kako zgradimo od-
lo£itvena drevesa in kak²ne parametre imamo, kako so zgrajene umetne nevronske
mreºe in njihovo povezavo z biolo²kimi nevronskimi mreºami ter kako se pri strojnem
u£enju odlo£amo za najbolj²i model. Na koncu je podan tudi primer izra£una ²tirih
modelov (odlo£itveno drevo, naklju£ni gozd, nevronske mreºe in kaskadni model)
ter primerjava s posplo²enim linearnim modelom v programskem jeziku R.
Machine learning: Pricing in actuarial science
Abstract
In the master's thesis we will examine the Generalized Linear Model (GLM)
and its assumptions. As the name already implies, the GLM is a generalization of
the linear model. The most important generalization is the assumption that the
random variable is not necessarily distributed normally but belongs to the family of
exponential distribution functions.
In the second part of the master's thesis, we will look at machine learning and
compare the methods of machine learning with GLM. As we know, we are living
in the era of data. The only solution for processing and making sense of the vast
amount of available data, is machine learning and data mining. Scientists say that
some methods of machine learning mimic the decision-making of humans. The
theme of this master's thesis is thus an attempt to replace GLM with one of the
machine learning methods. We will look at how we can build decision trees and
what parameters we have, how articial neural networks are built, how they are
related to biological neural networks, and how we can choose the best model in
machine learning. Finally, an example of the calculation of four models (decision
tree, random forest, neural networks and cascade model) as well as a comparison of
these models with GLM in programming language R is presented.
Math. Subj. Class. (2010): 62J12, 62P05, 97M30
Klju£ne besede: posplo²eni linearni model, strojno u£enje, rudarjenje podatkov,
pre£no preverjanje, odlo£itvena drevesa, naklju£ni gozdovi, nevronske mreºe
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Magistrsko delo je razdeljeno na tri dele. V prvem delu si bomo ogledali po-
splo²eni linearni model in njegovo uporabo pri ra£unanju premij v zavarovalni²tvu.
Drugi del bo pozornost preusmeril na strojno u£enje in moºnost uporabe le-tega na-
mesto posplo²enega linearnega modela. Tretji del pa je namenjen prikazu rezultatov
modelov v programskem jeziku R ter problemom, na katere sem naletel pri pripravi
modelov.
Zaradi visoke konkuren£nosti med zavarovalnicami je za posamezno zavaroval-
nico zelo pomembno, kako dobro je sposobna identicirati rizi£ne in nerizi£ne zava-
rovance, saj to nakazuje, kako dobro je zavarovalnica sposobna prilagajati premijo,
ki jo zara£una, glede na posameznika. Na evropskem trgu je za dolo£anje premij pri
avtomobilskih zavarovanjih ºe nekaj £asa uveljavljen posplo²eni linearni model ali
angle²ko Generalized Linear Model (GLM). Le-ta s svojo segmentacijo omogo£a de-
ljenje trga na rizi£ne stranke in nerizi£ne stranke. S posplo²enim linearnim modelom
na podlagi lastnosti posameznika kot tudi lastnosti avtomobila prepoznamo lastno-
sti, ki vplivajo na rizi£nost posameznika, hkrati pa lahko tudi dolo£imo, v kak²ni
meri posamezna lastnost vpliva na vi²ino premije. V svojem delu bom na kratko opi-
sal posplo²eni linearni model, ki ga trenutno uporabljajo ²tevilne zavarovalnice. Pri
tem sem za pomo£ vzel delo E. Ohlsson, B. Johansson: Non-Life Insurance Pricing
with Generalized Linear Models, 2010 in magistrsko delo Klan£ar, D. z naslovom
Uporaba posplo²enega linearnega modela v zavarovalni²tvu.
V zadnjih nekaj desetletjih se je ra£unalni²ka mo£ mo£no pove£ala. S tem je na
trg pri²lo strojno u£enje in tako kot v drugih ekonomskih panogah, se je tudi v zava-
rovalni²tvu zaradi konkuren£nosti trga pojavilo vpra²anje, ali lahko strojno u£enje
vpeljemo tudi v izra£un premije oziroma ali ga lahko uporabimo za prepoznavanje
rizi£nosti posameznikov. Temu vpra²anju sem se posvetil v tem magistrskem delu in
v zaklju£nem primeru tudi prikazal primerjavo med posplo²enim linearnim modelom
in tremi modeli strojnega u£enja, in sicer odlo£itvena drevesa, naklju£ni gozdovi in
umetne nevronske mreºe. Pri tem sem za pomo£ vzel delo James, G., Witten, D.,
Hastie, T., Tibshirani, R.: An Introduction to Statistical Learning with applications
in R.
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Kot vemo, se nahajamo v dobi podatkov. Koli£ina podatkov, ki jo kot posa-
meznik ustvarimo in shranimo je dandanes nepredstavljiva. Samo s tem, ko svoj
pametni telefon ves dan nosimo v ºepu, se podatki o na²i poti in na²ih postajah
shranjujejo in procesirajo. Podobno je pri avtomobilih. Dandana²nji modernej²i av-
tomobili lahko na uro proizvedejo do 25GB podatkov. Vpra²anje je, ali je moºno iz
teh podatkov pridobiti kak²ne uporabne informacije. S tem se ukvarja podatkovno






Kaj je to zavarovanje? Najve£krat za denicijo zavarovanja vzamemo kar oprede-
litev, ki je uporabljena v knjigi dr. Bonclja z naslovom Zavarovalna ekonomika
in sicer: Zavarovanje je ustvarjanje gospodarske varnosti z izravnavanjem gospo-
darskih nevarnosti. ([13] str. 13) Dr. Boncelj v svoji knjiga prav tako zapi²e:
Zavarovanje je edina gospodarska dejavnost, katere bistvo izvira iz uveljavljanja za-
kona velikih ²tevil.
e poveºemo zgornja stavka, lahko re£emo, da zavarovalnice ²tevilna tveganja, ki
so jim zavarovanci izpostavljeni, prerazporedi na vse zavarovance in £e zavarovanec
utrpi neko ²kodo, le to poravna po predpisih zapisanih v zavarovalni pogodbi. Ali
bo utrpel ²kodo ali ne1, je za posameznika seveda nemogo£e napovedati. Z upo-
rabo zakona velikih ²tevil pa lahko za ve£jo skupino posameznikov pojav dolo£enih
²kodnih dogodkov predvidimo z veliko verjetnostjo.
Razlog, zakaj se posamezniki ºelimo zavarovati izhaja iz razloga da, ko sklenemo
zavarovanje, neko negotovost zamenjamo z gotovostjo. Torej za razmeroma majhno
pla£ilo (premijo) se zavarujemo pred nekim negotovim dogodkom v prihodnosti, ki
nam lahko povzro£i veliko materialno ali nematerialno ²kodo. To ²kodo nam, £e
imamo sklenjeno zavarovanje, popla£a zavarovalnica. S tem smo negotov dogodek
spremenili v gotov, saj ²kode ne popla£amo sami.
2.2 PREMIJA
Ena najve£jih nalog zavarovalnice je pravilno dolo£anje premije, ki jo mora po-
sameznik pla£ati ob sklenitvi v zameno za zavarovalno kritje. Temu znesku pravimo
1V zavarovalni²ki terminologiji lahko re£emo tudi, ali bo posameznik izpostavljen uresni£itvi
nekega ²kodnega dogodka ali ne.
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tudi bruto ali kosmata premija. Seveda pa je ta znesek odvisen od velikosti tveganj
(premija mora biti sorazmerna z vi²ino tveganja), stro²kov in seveda ²e nekaterih
drugih dejavnikov, zato premijo (ali zavarovalno premijo) delimo na funkcionalno
in stro²kovno premijo. Funkcionalna premija zagotavlja sredstva za uresni£eva-
nje osnovne funkcije zavarovanja in se naprej deli na tehni£no premijo in dodatek
za preventivo in represijo. Tehni£na premija zagotavlja, da ob morebitni ²kodi
zavarovalnica lahko le to ²kodo popla£a. Ta premija mora biti dovolj velika, da bo
pokrila vse ²kode, ki jih zavarovanci utrpijo. Naprej se tehni£na premija deli ²e
na dva dela in sicer na nevarnostno premijo in varnostni dodatek. Nevarnostna
premija je premija, ki v povpre£ju zado²£a za kritje ²kod. Dolo£ena je na podlagi
statisti£nih analiz in aktuarskih izra£unov. Varnostni dodatek pa je potreben
zaradi moºnih negativnih odstopanj pri statisti£nih izra£unih (npr. odstopanja pri
povpre£nem ²kodnem dogajanju). Dodatek za preventivo je namenjen izvajanju
ukrepov, ki jih zavarovalnica uporabi z ºeljo zmanj²anja nastanka ²kod, z dodatkom
za represijo pa izvaja ukrepe z ºeljo zmanj²anja vi²ine ²kode v primeru nastanka
²kode.[15]
Stro²kovna premija je dodatek k funkcionalni premiji, ki pride s strani stro²kov.
Sem spadajo vsi stro²ki, ki jih ima zavarovalnica s pridobivanjem in izdajo zava-
rovanja, marketingom, stro²ki obdelave itd. Stro²ke lahko delimo na ve£ na£inov,
jaz bom omenil le dva. To sta deljenje glede na izvor nastanka in deljenje glede na
povezanost z obsegom. Prvi na£in deli stro²ke na:
• Stro²ke pridobivanja zavarovanj: To so stro²ki, ki jih ima zavarovalnica s
pridobitvijo in sklenitvijo novega zavarovanja. To je enkratni stro²ek, ki na-
stane ob sklenitvi zavarovanja. Sem spadajo na primer provizije prodajalcem,
stro²ki tiskanja, reklame itd.[15]
• Cenilne stro²ke: To so zunanji in notranji stro²ki, ki jih ima zavarovalnica
pri ocenjevanju upravi£enosti in zneskov zahtevkov za zavarovalne oziroma
²kodne primere, skupaj s sodnimi stro²ki in stro²ki izvedencev.[15]
• Ostale administrativne stro²ke: Tipi£ni stro²ki iz te skupine so na pri-
mer stro²ki korespondence, spreminjanja pogodb, pripisovanja dobi£kov zava-
rovalcem, pozavarovanja, priprave poro£il, stro²ki zaposlenih v administraciji
itd.[15]




Kot je razvidno iz denicij premij ima najve£jo uteº pri izra£unu premije prav
nevarnostna premija. Kako pa jo izra£unamo? Premijo zavarovalnica izra£una vna-
prej in ker v tem trenutku ²e ne vemo, kak²no bo posameznikovo ²kodno dogajanje,
je potrebno nevarnostno premijo izra£unati na podlagi preteklosti oziroma na pod-
lagi preteklega ²kodnega dogajanja s pomo£jo razli£nih statisti£nih analiz. V praksi
nevarnostno premijo ra£unamo kot pri£akovano vrednost vi²ine ²kode na enoto iz-
postavljenosti. Izpostavljenost je enota, s katero zavarovalnica izmeri ²tevilo ena-
kovrstnih rizikov2, ki so zavarovani v nekem £asovnem intervalu, torej lahko re£emo,
da se nevarnostna premija izra£una kot produkt ²kodne pogostosti in povpre£ne
²kode. Poglejmo si preprost primer.
Primer 2.2.1. Predpostavimo, da je v preteklosti zavarovalnica sprejela N enole-
tnih polic (tveganj). Prav tako imamo podatek, koliko ²kod in kako visoke ²kode so
se zgodile v preteklosti. Ozna£imo s k ²tevilo ²kod in z x1, x2, ..., xk vi²ino teh ²kod.





Na podlagi zgornjega lahko izra£unamo ²kodno pogostost in povpre£no ²kodo ter
posledi£no tudi nevarnostno premijo:








• nevarnostna premija (np) - produkt ²kodne pogostosti in povpre£ne ²kode










Zgornji pristop ra£unanja nevarnosti premije se seveda lahko ²e razvije. En
na£in tega je posplo²eni linearni model (GLM), ki bo predstavljen v nadaljevanju.
V zaklju£nem primeru pa bom le-tega poskusil zamenjati s strojnim u£enjem in nato
2Riziko ima dva pomena: 1. Nevarnost v zavarovalnem pomenu in 2. Tveganje. V oºjem po-
menu moºnost uresni£itve nevarnosti na konkretnem zavarovanem predmetu oziroma sam predmet
zavarovanja z nevarnostmi, ki jim je izpostavljen.[15]
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primerjal rezultate. Pa si poglejmo prehod od nevarnostne premije (izra£unane kot
v primeru 2.1.1.) do nevarnostne premije izra£unane po GLM.
2.3 OBLIKOVANJE CENV ZAVAROVALNITVU
Za oblikovanje cen v zavarovalni²tvu je pomembno, da zavarovalnica manj²a tve-
ganje. To naredi tako, da ve£a ²tevilo zavarovancev in s tem zmanj²uje varianco
povpre£nega tveganja. S tem je zavarovalnica zmoºna bolj natan£no oceniti pri£a-
kovano ²kodo, saj se z ve£anjem ²tevila zavarovanj odkloni od povpre£ja manj²ajo
ali, re£eno druga£e, varianca se zmanj²uje. Nevarnostna premija je tako enaka pri-
£akovanim ²kodam, ki so posledica sprejetja tveganja v zavarovanje. Zgornje lepo
povzame centralni limitni izrek.
Izrek 2.3.1. (Centralni limitni izrek)
Naj bodo X1, X2, ..., Xn neodvisne, enako porazdeljene slu£ajne spremenljivke, za ka-
tere velja
E[Xi] = µ,
V ar[Xi] = σ
2.
Potem velja, da se porazdelitev vsote Sn = X1 + X2 + ... + Xn pribliºuje normalni














Pomembno vlogo pri dolo£anju cen v zavarovalni²tvu predstavlja tudi vpra²anje,
kako dobro znamo prepoznati razlike v rizi£nosti med posamezniki. Vsi vemo, da
nismo vsi ljudje enako rizi£ni. Primer razlike v rizi£nosti lahko opazimo pri zavaro-
vanju avtomobilske odgovornosti, kjer je jasno, da so mladi vozniki (torej vozniki z
manj kot tremi leti izku²enj) bolj rizi£ni. e zavarovalnice le-te lastnosti pri obliko-
vanju cen ne upo²teva, se zgodi, da zavarovanci z ve£ let izku²enj (ki so posledi£no
manj rizi£ni) pla£ujejo vi²jo premijo, saj kompenzirajo ²e vse zavarovance, ki so v
kategoriji mladi voznik, le te pa pla£ujejo premalo. Samo po sebi to ²e ni problem, se
pa problem pojavi, ko za£nemo razmi²ljati o ve£jem ²tevilu zavarovalnic. Torej, £e
ena zavarovalnica dolo£a cene tako, da upo²teva tudi bolj/manj riºi£ne zavarovance,
in mi tega ne po£nemo, hitro postanemo nekonkuren£ni za manj rizi£ne zavarovance
in pridobimo samo bolj rizi£ne zavarovance. Tega pa vsekakor ne ºelimo.
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Rizi£nost posameznika lahko zaznavamo po veliko razli£nih spremenljivkah oziroma
lastnostih. To so lahko osebne lastnosti posameznika (starost zavarovanca, vozni²ke
izku²nje, spol, ...), lastnosti zavarovan£evega objekta (starost vozila, mo£ vozila,
vrsta gradnje hi²e, ...), lastnosti kraja (²tevilo prebivalcev, bliºina vode, bliºina
hribovja,...) itd. Seveda pa se tu prav tako spopadamo s problemi. Podatkov, ki bi
zelo dobro opisali razlike med rizi£nimi posamezniki v£asih ne moramo pridobiti, ali
pa so le-ti podatki neresni£ni oziroma teºko preverljivi. Prav tako se lahko zgodi,
da kak²nih spremenljivk ne smemo upo²tevati. Ena taka spremenljivka je spol, ki je
zaradi diskriminacije ne smemo uporabljati kot lastnost rizi£nosti.
2.4 MULTIPLIKATIVNI MODEL
Kot je prikazano v zgornjem poglavju, je zelo pomembno, da zavarovance raz-
delimo v razrede na podlagi njihovih lastnosti. To pomeni, da so v istem razredu
vsi zavarovanci, ki imajo iste lastnosti oziroma spadajo v isti lastnostni razred. Vsi
zavarovanci znotraj istega razreda zasluºijo, oziroma jim zara£unamo, isto premijo.
Temu re£emo tudi, da zavarovanci spadajo v isti premijski razred. e imamo v vsa-
kem takem razredu dovolj podatkov o ²kodah, je izra£un premije dokaj preprost. Po
zakonu velikih ²tevil je premija namre£ enaka pri£akovani ²kodi zavarovancev v tem
razredu. Problem nastopi, ko imamo veliko razli£nih razredov. Predpostavimo, da
imamo na primer p razli£nih spremenljivk (lastnosti) oziroma faktorjev in ima vsak
faktor ki razredov, i = 1, 2, ..., p. V tem primeru je ²tevilo premijskih razredov enako∏p
i=1 ki, kar pomeni, da ²tevilo premijskih razredov s ²tevilom faktorjev zelo hitro
nara²£a. Posledi£no se bo zgodilo, da v nekaterih razredih nimamo dovolj podatkov,
oziroma imamo podatkov zelo malo in je zato varianca v tem razredu zelo velika.
Re²itev tega je multiplikativni model, kjer predpostavimo, da lastnosti zavarovanca
na njegovo rizi£nost vplivajo multiplikativno. To predpostavko lahko uporabimo pri
modeliranju katerekoli prej omenjene vrednosti (²kodna pogostost, povpre£na ²koda
ali nevarnostna premija).[10]
Kaj pa sploh je multiplikativni model? Naj i predstavlja i-ti premijski razred, µi
pa vrednost, ki jo ºelimo modelirati. Naj bo na² model sestavljen iz p razli£nih
faktorjev, kar pomeni, da lahko i-ti premijski razred zapi²emo kot i = (i1, i2, ..., ip),
kjer z ij ozna£imo j-ti nivo v i-tem premijskem razredu. Multiplikativni model pravi,
da lahko µi zapi²emo kot
µi = γ0γ1i1γ2i2γ3i3 ...γpip ,
kjer γji za j = 1, 2, ...p dolo£a koliko se rizi£nost zavarovanca pove£a oziroma zmanj²a
na podlagi j-tega faktorja, £e je nivo te spremenljivke enak ij.[10]
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Pri multiplikativnem modelu je treba povedati ²e naslednje. Multiplikativni model
upo²teva korelacijo med faktorji, ne pa tudi interakcije med faktorji. To pomeni, da
multiplikativni model ne upo²teva odvisnosti lastnosti med seboj.
Parametre γij, ki nastopajo v multiplikativnem modelu lahko ocenimo na veliko
na£inov. V tem magistrskem delu si bomo na hitro pogledali, kako jih ocenimo s






Linearni modeli so podskupina posplo²enih linearnih modelov. Zaradi laºje raz-
lage si v nadaljevanju najprej poglejmo linearne modele. Cilj linearnih modelov (kot
tudi posplo²enih linearnih modelov) je najti povezavo med izhodno spremenljivko Y
(pravimo ji tudi odzivna ali ciljna spremenljivka) in vhodnimi podatki X oziroma
neodvisnimi spremenljivkami1 Xj, j = 1, . . . , p. Tako lahko linearni model oziroma
povezavo med Y in X zapi²emo kot vsoto med pri£akovano vrednostjo Y (ki jo
ozna£imo z E[Y ] = µ) in slu£ajno spremenljivko ϵ, ki ji pravimo tudi napaka.
Y = E[Y ] + ϵ = µ+ ϵ (3.1.1)
Tu morata veljati dve predpostavki:
1. Pri£akovano vrednost Y , oziroma µ, lahko zapi²emo kot linearno kombinacijo
spremenljivk Xj, j = 1, 2, .., p
2. Napaka ϵ je porazdeljena normalno in sicer ϵ ∼ N(0, σ2)




βiXi + ϵ = βX + ϵ, (3.1.2)
1Pravimo jim tudi naklju£ne ali pojasnjevalne spremenljivke.
9
kjer je µ = βX, ϵ ∼ N(0, σ2).
Tu se ºe pojavi prvi problem, saj zgoraj zapisani model ne bo enoli£en. Za re²itev
tega problema, moramo na za£etku dolo£iti en razred, ki bo predstavljal izhodi²£ni
razred (angl. intercept), torej tisti, ki bo pri vsaki spremenljivki dolo£il en nivo,
za katerega ne bomo ocenjevali parametra, vendar bomo ocenili en parameter za ta
izhodi²£ni razred. Ozna£imo ga z β0. Kako se tak problem re²i v praksi, bomo videli
pri primeru 3.1.1.
Iskanje optimalnega modela je ra£unanje koecientov βi z metodo minimizacije
vsote kvadratov. Teorija za minimiziranje je predstavljena v magistrskem delu Doris
Klan£ar z naslovom Uporaba posplo²enega linearnega modela v zavarovalni²tvu[10].
Tu pa si bomo pogledali uporabo na prakti£nem primeru z dvema spremenljivkama.
Pred tem pa si poglejmo ²e predpostavke linearnega modela ([9], str. 9):
• Slu£ajna komponenta: Vsaka komponenta vektorja Y je neodvisna in nor-
malno porazdeljena. Povpre£ne vrednosti µi so lahko razli£ne, vendar morajo
imeti enako varianco σ2. Linearni modeli torej predpostavljajo konstantno
varianco.
• Sistemati£na komponenta: Linearna kombinacija r spremenljivk nam da
linearni prediktor η
η = βX
• Povezovalna funkcija: (angl. Link Function) Povezava med naklju£no in
sistemati£no spremenljivko je dolo£ena s povezovalno funkcijo. Pri primeru
linearnega modela je ta funkcija kar identiteta2
E[Y ] = µ = η
Primer 3.1.1.
Predpostavimo, da imamo samo 2 spremenljivki pri vhodnih podatkih: spol in ob-




To pomeni, da iz zgornje tabele pri linearnih modelih naredimo 4 spremenljivke:
Mo²ki spol (X1), ºenski spol (X2), mesto (X3) in podeºelje (X4). Vse te spremen-
ljivke so indikatorske spremenljivke, kar pomeni da npr. X1 zavzame vrednost 1, £e
2Ve£ o teh funkcijah bo obrazloºeno v poglavju posplo²enega linearnega modela GLM.
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je oseba mo²kega spola, druga£e zavzame vrednost 0. Linearni model, ki ga dobimo
v tem primeru je torej:
Y = β1X1 + β2X2 + β3X3 + β4X4 + ϵ







1 0 1 0
1 0 0 1
0 1 1 0














Kot smo ºe omenili, naletimo na problem enoli£nosti. e k β1 in β2 pri²tejemo
katerokoli realno ²tevilo k in to ²tevilo od β3 in β4 od²tejemo, dobimo enak vektor
Y . Na tem koraku moramo zato vpeljati izhodi²£ni razred. Naj bo v na²em primeru
izhodi²£ni razred razred z nivojema: mo²ki spol in mesto. Zgornji model lahko sedaj





















kjer so v prvem stolpcu matrike X vedno enke, saj se ta stolpec nana²a na izhodi²£ni
razred. Parameter β1 predstavlja razliko v u£inku, ki jo ºenski spol povzro£i na Y in
parameter β2 predstavlja razliko, ki jo povzro£i sprememba lokacije, torej podeºelje
namesto mesta. Tak model je sedaj enoli£en. e ºelimo kar najbolj zanesljive re-
zultate, potem v izhodi²£ni razred vzamemo tiste nivoje, ki imajo pri posameznem
faktorju najve£jo izpostavljenost. Kot ºe omenjeno zgoraj, se za dolo£anje koeci-
entov βi uporabi minimiziranje vsote kvadratov ([10], str. 19), kar v na²em primeru
pripelje do minimizacije naslednje funkcije3:







= (800− β0)2 + (500− β0 − β2)2 + (400− β0 − β1)2 + (200− β0 − β1 − β2)2
(3.1.4)
Zgornjo ena£bo se da minimizirati tako, da jo odvajamo po ºelenih spremenljiv-
kah, torej po β0, β1 in β2 in ena£imo z 0. Dobimo naslednji sistem ena£b:
δSSE
δβ0
= 0 ⇒ 8β0 + 4β1 + 4β2 = 3800
δSSE
δβ1
= 0 ⇒ 4β0 + 4β1 + 2β2 = 1200
δSSE
δβ2
= 0 ⇒ 4β0 + 2β1 + 4β2 = 1400
(3.1.5)
3Kratica izhaja iz angle²kega jezika: sum of squared errors.
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Kaj nam zgornji rezultat sedaj sploh predstavlja? Tabelo, ki jo dobimo kot
napoved z na²im linearnim modelom lahko zapi²emo:
Mesto Podeºelje
Mo²ki β0 = 725 β0 + β2 = 725− 250 = 475
enski β0 + β1 = 725− 350 = 375 β0 + β1 + β2 = 725− 250− 350 = 125
Linearni model je tako kon£an. Napove, da je za mo²kega, ki ºivi v mestu
povpre£na ²koda enaka 725 enot. Napoved β0 je nato zmanj²ana za koecient β1 v
primeru, da gre za ºensko. Prav tako imamo napoved koecienta β2, ki predstavlja
zmanj²anje povpre£ne ²kode, £e posameznik ne ºivi v mestu ampak na podeºelju.
Ena£be izra£una so prikazane v zgornji tabeli.
△
Pomanjkljivosti linearnega modela
• Najve£ja pomanjkljivost linearnih modelov je predpostavka o normalni poraz-
delitvi. Slu£ajna spremenljivka Yi ni nujno porazdeljena normalno, kar se v
zavarovalni²tvu velikokrat pojavi, kot npr. modeliranje ²tevila ²kod. tevilo
²kod je porazdeljeno diskretno, hkrati pa je tudi nenegativno. Problem je
re²ljiv, £e obstaja transformacija f , tako da je f(Y ) normalno porazdeljena.
Vendar pa ni re£eno, da taka transformacija sploh obstaja.
• Linearni modeli predpostavljajo konstantno varianco. Velikokrat se zgodi, da
slu£ajna spremenljivka Yi nima konstantne variance. Varianca je lahko odvisno
od npr. pri£akovane vrednosti µi
• Slu£ajna spremenljivka Yi lahko zavzame samo nenegativne vrednosti. Ker pa
nam predpostavka pove, da je Yi porazdeljen normalno s konstantno varianco,
tej omejitvi ne moramo zadostiti in posledi£no modela ne moremo uporabiti
pri modeliranju Yi.
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V praksi, tako v zavarovalni²tvu kot tudi drugje, se velikokrat soo£imo s pro-
blemi, kjer odvisne spremenljivke niso porazdeljene normalno in nimajo konstantne
variance. V teh primeri linearni modeli ne pridejo v po²tev in se moramo posluºiti
druga£nih prijemov re²evanja. Tu uporabimo posplo²ene linearne modele oziroma
GLM (angl. Generalized Linear Models), ki nam s posplo²itvijo predpostavk line-
arnega modela pomagajo odpraviti nekatere zgornje probleme.
3.2 POSPLOENI LINEARNI MODELI - GLM
Zaradi pomanjkljivosti linearnega modela se je razvil posplo²eni linearni model
(GLM4). GLM model se spopade predvsem s predpostavko o normalnosti (normalno
porazdeljeni spremenljivki), konstantno varianco in linearno odvisnostjo. Pri GLM
modelu povpre£na vrednost odvisne spremenljivke Y ni nujno ve£ le linearna funk-
cija neodvisnih spremenljivk, ampak je dovolj, da je linearna po nekem drugem
merilu. Na primer, £e je to merilo logaritemsko, dobimo multiplikativni model na-
mesto aditivnega. To je v zavarovalni²tvu zelo lepa lastnost in velikokrat zelo upo-
rabna. Poglejmo si, kako se predpostavke modela spremenijo z zgoraj omenjenimi
posplo²itvami:
• Slu£ajna komponenta: Komponente slu£ajnega vektorja Y so neodvisne
slu£ajne spremenljivke s porazdelitveno funkcijo iz druºine eksponentno po-
razdeljenih slu£ajnih spremenljivk.
• Sistemati£na komponenta: Linearni prediktor η je linearna kombinacija r
spremenljivk
η = βX
• Povezovalna funkcija: Povezava med sistemati£nimi spremenljivkami in slu-
£ajnimi spremenljivkami je podana s povezovalno funkcijo g, ki je diferenci-
abilna in monotona, tako da za pri£akovano vrednost odvisne spremenljivke
velja
E[Y ] = µ = g−1(η)
4Kratica izhaja iz angle²kega jezika: Generalized Linear Models.
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Kot ºe prej povedano, lahko vidimo, da linearni model zado²£a zgornjim pred-
postavkam s povezovalno funkcijo g, ki je enaka identiteti. Y pa je porazdeljen
normalno in ta porazdelitev spada v druºino eksponentno porazdeljenih funkcij.
Torej je linearni model resni£no eden posebnih (najpreprostej²ih) primerov GLM
modela.
Preden se za£nemo poglabljati v posamezne dele GLM modela, si poglejmo, kako
ta model pravzaprav zapi²emo[9]:










Yi je vektor odzivnih spremenljivk,
g(x) je povezovalna funkcija, ki je poznana vnaprej in se nana²a na pri£akovano
vrednost linearne kombinacije opazovanih faktorjev,
Xi,j je matrika, ki jo zgradimo s pomo£jo posameznih faktorjev,
βj je vektor parametrov, ki jih izra£una GLM model,
ξi je vektor znanih efektov,
φ je parameter razpr²enosti,
V (x) je varian£na funkcija,
ωi je uteº, ki se nana²a na kredibilnost i-tega opazovanja, oziroma uteº za
vsako opazovanje.
Vektor Yi, matriko Xi,j, uteºi ωi in vektor ξi dobimo iz podatkov. Z izbiro ostalih
koli£in: g(x), V (x) in φ pa dokon£no dolo£imo model.
Za£nimo pri funkciji variance. Kot vemo iz verjetnosti je, varian£na funkcija
odvisna od porazdelitve, zato si za za£etek poglejmo na²o izbrano druºino porazde-
litvenih funkcij.
3.2.1 Eksponentna druºina funkcij
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Prva predpostavka nam pove, da more porazdelitev Y pripadati druºini ekspo-
nentno porazdeljenih slu£ajnih spremenljivk. To druºino denira dvoparametri£na
porazdelitvena funkcija, ki ima naslednjo obliko[9]:




+ c(yi, φ, ωi)
}
(3.2.2)
kjer se funkcija b(θi) imenuje kumulativna funkcija, ki nam z izbiro omogo£a izbiro
tipa porazdelitvene funkcije (npr. normalno, Poissoovo, gama itd.). θi in φ pa sta
parametra, ki se nana²ata na povpre£no vrednost oziroma razpr²enost. Kot vidimo
je, θi odvisna od i, kar pomeni, da je lahko za vsak yi, θi razli£en. Za φ pa to ne
velja, kar pomeni, da je φ za vse komponente Yi enak.
Za prakti£no uporabo porazdelitev iz eksponentne druºine funkcij je dobro po-
znati naslednji dve lastnosti:
• Porazdelitev je enoli£no dolo£ena z θi in φ
• Varianca Yi je funkcija povpre£ne vrednosti.




kjer je V (x) varian£na funkcija5, ki je znana, φ je parameter razpr²enosti in ωi je
konstanta oziroma uteº. Uteº nam pove, koliko je neka informacija pomembna.
GLM model torej bolj upo²teva tiste meritve, ki imajo ve£jo uteº. Kaj vzamemo
za uteº, je odvisno od tega, kaj ºelimo modelirati. Na primer, pri modeliranju
²kodne pogostosti imamo lahko neko polico, ki ima trajanje samo en mesec in neko
drugo polico s trajanjem eno leto. Kot si lahko predstavljamo, je za zavarovalnico
pomembno, koliko £asa je neka polica ºiva, saj ima zavarovalnica takrat neko
tveganje oziroma izpostavljenost. Zato se v primeru modeliranja ²kodne pogostosti
za uteºi vzame kar izpostavljenost. Spet drugi primer (ki si ga bomo pogledali
tudi v zaklju£ni nalogi) je modeliranje povpre£ne ²kode. Tukaj trajanje police ni
pomembno, pomembno je koliko ²kod se je zgodilo na dolo£eni polici. Torej v
primeru modeliranja povpre£ne ²kode za uteºi izberemo ²tevilo ²kod.
e si na hitro pogledamo nekaj primerov funkcij variance, ki so v zavarovalni²tvu
najbolj uporabne[9]:
5Varian£na funkcija je gladka funkcija, ki prikazuje varianco naklju£ne koli£ine kot funkcijo
svojega povpre£ja.
15





Binomska x(x− 1) (kjer je ²tevilo poskusov enako 1)
Inverzna Gaussova x3
Poleg varian£ne funkcije V (x) in uteºi ωi je za denicijo variance za opazovanja
potreben ²e parameter razpr²enosti φ. V nekaterih primerih je parameter raz-
pr²enosti kar enak 1 in posledi£no izpade iz GLM modela. V splo²nem in za ve£ino
porazdelitev iz druºine eksponentno porazdeljenih funkcij, pa je ta parameter neznan
in ga je potrebno oceniti iz danih podatkov. Ocena parametra razpr²enosti na£eloma
ni nujna za izra£un parametrov βi, je pa potrebna za dolo£itev nekaterih statistik,
kot je na primer standardni odklon. Oceno parametra φ lahko dobimo na dva na-
£ina. Parameter φ lahko vzamemo kot dodaten parameter in ga ocenimo s pomo£jo
metode najve£jega verjetja6 ali pa uporabimo cenilko za oceno parametra. Pomanj-
kljivost prvega na£ina izra£una parametra φ je, da za njega ne moremo napisati









Pri linearnih modelih je povezovalna funkcija ºe omenjena in je £e se spomnimo,
enaka identiteti. Pri posplo²enih linearnih modelih pa se povezava med slu£ajnimi
spremenljivkami in sistemati£nimi spremenljivkami izraºa s pomo£jo povezovalne
funkcije. Tu nam posplo²itev omogo£a, da se aditivnost v koecientih linearnega
modela ohranja s pomo£jo povezovalne funkcije. e zapi²emo malo druga£e, na-
mesto aditivnosti koecientov za pri£akovano vrednost Y (E[Y ]), pri GLM modelu
zahtevamo aditivnost v koecientih neke transformacije E[Y ], zapisano kot g(E[Y ]).
To transformacijo poimenujemo povezovalna funkcija. Za to funkcijo mora veljati,
da je monotona in odvedljiva. To pomeni, da mora za vektor µ = (µ1, µ2, ..., µn)
veljati:
g(µ) = η = βX
6Metoda najve£jega verjetja je metoda, s katero izra£unamo parametre βi.
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V praksi je bolj uporabno gledati µi kot funkcijo linearnega prediktorja, zato se
ve£krat gleda inverzna funkcija funkcije g(.) torej[9]:
µi = g
−1(ηi)
V teoriji se lahko za vsako opazovanje posebej uporabi druga povezovalna funk-
cija, vendar se v praksi to ne uporablja. Tabela 3.2 nam prikazuje nekaj tipi£nih
povezovalnih funkcij, ki se uporabljajo tako v zavarovalni²tvu kot tudi drugje:




Logit ln(x/(1− x)) ex/(1 + ex)
Obratna 1/x 1/x
V zavarovalni²tvu je zelo uporabna logaritemska povezovalna funkcija. Ta funk-
cija nam omogo£a konstrukcijo multiplikativnega GLM modela. Koecienti βi so
multiplikativni in jih lahko zapi²emo[9]:
µi = g
−1(β1xi1 + β2xi2 + ...+ βpxip) = exp(β1xi1) · exp(β2xi2) · ... · exp(βpxip)
V tabeli 3.2 je omenjena tudi logit povezovalna funkcija. Ta se uporablja npr.
pri modeliranju verjetnosti dogodkov, saj ta funkcija zagotovi, da je µi ∈ (0, 1).
Zapi²emo jo kot:





3.3 TIPINA PRIMERA GLM V ZAVAROVAL-
NITVU
Dva tipi£na primera uporabe GLM modela v zavarovalni²tvu sta model za ²kodno
pogostost in model za povpre£no ²kodo.V nadaljevanju magistrskega dela bom po-
sku²al ta dva modela zamenjati s strojnim u£enjem zato je prav, da si ju pogledamo
malo bolj podrobno.
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3.3.1 Porazdelitvena funkcija ²kodne pogostosti
Naj bo N(t) ²tevilo ²kod za posamezno polico na £asovnem intervalu [0, t] in naj
velja N(0) = 0. Slu£ajni proces {N(t); t ≥ 0} imenujemo ²kodni proces. Beard,
Pentikainen in Pesonen [12] so pokazali, da se pod predpostavkami iz poglavja o
multiplikativnem modelu (predpostavki 2. in 3.) in pod predpostavko, da se dve
²kodi ne moreta zgoditi hkrati, da dokazati, da je ²kodni proces kar Poissonov pro-
ces. To pomeni, da je ²tevilo ²kod za posamezno polico porazdeljeno Poissonovo v
kateremkoli £asovnem obdobju. Poleg tega, £e upo²tevamo ²e GLM predpostavko
o neodvisnosti med policami, dobimo Poissonovo porazdelitev tudi na agregatnem
nivoju. Tako je vsota ²kodnih dogodkov porazdeljena kot Poissonova slu£ajna spre-
menljivka.
Naj bo Zi ²tevilo ²kodnih dogodkov za nek premijski razred i, s trajanjem oziroma
izpostavljenostjo ωi in matemati£nim upanjem µi, ko je ωi = 1. Potem velja, da je
E[Zi] = ωiµi in Zi je Poissonovo porazdeljena slu£ajna spremenljivka. Verjetnostno





, zi = 0, 1, 2, ...
V praksi nas ve£krat bolj zanima modeliranje ²kodne pogostosti (angl. Claim
Frequency) kot pa ²tevilo dogodkov, torej nas bolj zanima slu£ajna spremenljivka
Yi = Zi/ωi. Ta slu£ajna spremenljivka je prav tako porazdeljena Poissonovo in jo
poimenujemo relativna Poissonova porazdelitev. Verjetnostna funkcija za Yi je torej
enaka[10]:






= exp{ωi[yilog(µi)− µi] + c(yi, ωi)},
kjer je
c(yi, ωi) = ωiyilog(ωi)− log((ωiyi)!)
za tiste vrednosti yi, za katere je ωiyi nenegativno celo ²tevilo, saj to ²tevilo pred-
stavlja ²tevilo ²kodnih dogodkov, ki ne more biti manj²e od 0. Zgornja funkcije je
oblike (3.2.2), £e je θi = log(µi),
fYi(yi, µi) = exp{ωi(yiθi − eθi) + c(yi, ωi)}[10]
Vidimo, da je φ = 1, b(θi) = eθi . Vemo, da je µi < 0, torej je −∞ < θi < ∞.
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Opomba 3.3.1. V tem trenutku si lahko postavimo vpra²anje ali je Poissonova
porazdelitev realisti£na. Re£eno druga£e, zanima nas ali so predpostavke, ki so
nam zagotovile Poissonov proces realisti£ne. V praksi je velikokrat teºko zadovoljiti
predpostavko o homogenosti znotraj premijskega razreda. Kot vemo, se lahko ²kodne
pogostosti skozi leto razlikujejo, vendar pa to ni nujno problem, saj vemo, da je
²tevilo ²kodnih dogodkov v celotnem letu tudi porazdeljeno Poissonovo. Problem je
lahko v tem, da bi morale imeti slu£ajne spremenljivke v istem premijskem razredu z
isto izpostavljenostjo enako porazdelitveno funkcijo. To pa v praksi ni nujno res, saj
je v modelu teºko upo²tevati prav vse faktorje, ki vplivajo na rizi£nost zavarovanca.
V tem primeru pride prav tako imenovana me²ana Poissonova porazdelitev, ki ima
ve£jo varianco. S to porazdelitvijo doseºemo, da je µi tudi slu£ajna spremenljivka.
Modeli, ki predpostavijo me²ano Poissonovo porazdelitev, se v praksi bolje prilegajo
zavarovalni²kim podatkom, kot pa standardna Poissonova porazdelitev.[10]
3.3.2 Porazdelitvena funkcija povpre£ne ²kode
Naj Zi predstavlja celotno ²kodo v premijskem razredu i in naj ωi predstavlja
²tevilo ²kodnih dogodkov v premijskem razredu i. Pri modeliranju povpre£ne ²kode
nas zanima porazdelitev slu£ajne spremenljivke Yi = Zi/ωi. Zaradi laºje notacije
lahko izpustimo indeks i, saj predstavlja le premijski razred. I²£emo torej porazde-
litev slu£ajne spremenljivke Y = Z/ω. Ideja tu je, da najprej modeliramo ²kodno
pogostost, kjer dobimo ²tevilo ²kodnih dogodkov kot izid slu£ajne spremenljivke.
Nato pa modeliramo povpre£no ²kodo, ki jo izra£unamo na podlagi dobljenega ²te-
vila ²kodnih dogodkov.
Pri iskanju porazdelitve za ²kodno pogostost smo svoje mi²ljenje osredoto£ili na
neodvisnost in homogenost ter s pomo£jo tega pri²li do Poissonove porazdelitve. Tu
tega ne moremo narediti in tako ni o£itno, katera porazdelitev je v tem primeru
najbolj primerna. Vemo, da mora biti porazdelitev pozitivna in njena gostota mora
biti asimetri£na, saj so velike ²kode seveda manj verjetne. Iz teh dveh zahtev vidimo,
da normalna porazdelitev popolnoma odpove, obstaja pa veliko porazdelitev, ki te
dve zahtevi izpolnjujejo. Najbolj uporabljena porazdelitev v zavarovalni²tvu za
modeliranje povpre£ne ²kode je gama porazdelitev. Gre za to, da gama porazdelitev
implicira, da je standardni odklon sorazmeren z µi. To pomeni, da je koecient




konstanten, kar pa je s prakti£nega
vidika o povpre£ni ²kodi smiselno.
e sedaj predpostavimo, da je posamezna ²koda gama porazdeljena in ker gle-
damo le posamezno ²kodo velja, da je ω = 1. Gostoto verjetnosti za gama porazde-





zα−1e−βz, z > 0[10]
Ozna£imo sedaj gama porazdelitveno funkcijo z G(α, β). Vemo, da je povpre£na
vrednost za gama porazdelitev α/β in varianca za gama porazdelitev enaka α/β2.
Za gama porazdelitev, pa velja tudi naslednja lepa lastnost:
Trditev 3.3.2. Naj bodo X1, X2, ..., Xn gama porazdeljene neodvisne slu£ajne spre-
menljivke s parametri X1 ∼ Γ(α1, β), X2 ∼ Γ(α2, β), ..., Xn ∼ Γ(αn, β). Potem je
vsota teh slu£ajnih spremenljivk tudi gama porazdeljena in sicer:
Y = X1 +X2 + ...+Xn; Y ∼ Γ(α1 + α2 + ...+ αn, β).
e predpostavimo, da je Z vsota ω neodvisnih gama porazdeljenih slu£ajnih spre-
menljivk s porazdelitveno funkcijo G(α, β), potem vemo, da je Z ∼ G(ωα, β). Go-
stota verjetnosti slu£ajne spremenljivke Y = Z/ω je tako enaka[10]:




To pomeni, da je Y ∼ G(ωα, ωβ) s pri£akovano vrednostjo α/β. Ker ºelimo pokazati,
da je zgornja gostota oblike (3.2.2), naredimo reparametrizacijo in sicer µ = α/β in
φ = 1/α. Ker vemo, da sta α > 0 in β > 0, potem sta tudi µ > 0 in φ > 0. Sedaj
lahko gostoto verjetnosti slu£ajne spremenljivke Y zapi²emo kot[10]:










+ c(y, φ, ω)
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; y > 0,











Potrebna je ²e ena reparametrizacija in sicer µ zamenjamo z θ, kjer je θ = 1/µ.
S tem dobimo, da je θ > 0 in naslednjo gostoto verjetnosti slu£ajne spremenljivke
Y , kjer upo²tevamo notacijo za premijsko skupino (indeks i)
fYi(yi, θi, φ) = exp
{yiθi + log(−θi)
φ/ωi




Zaklju£imo lahko, da gama porazdelitev res spada v druºino eksponentno porazde-








Glavni razlog, da se je v zadnjem £asu podatkovno rudarjenje in strojno u£enje
mo£no raz²irilo je to, da se trenutno nahajamo v dobi podatkov. Kaj to pomeni?
Koli£ina podatkov na svetu in v na²ih ºivljenjih je vse skozi nara²£ajo£a. Bolj
pomembno, zbiranju podatkov o nas in na²em ºivljenju ni videti konca. Dandana²nji
ra£unalniki, raznovrstni poceni diski in shranjevanje na spletu nam zelo preprosto
omogo£ajo shranjevanje podatkov, tudi tistih, ki bi jih druga£e zavrgli. Laºje je
stvar shraniti, kot se v hipu odlo£iti ali bomo ta podatek ²e potrebovali. Dana²nja
elektronika, ki jo najdemo ºe skoraj povsod, neprestano shranjuje na²e odlo£itve,
preference, stvari, ki so nam v²e£ in stvari, ki jih ne maramo; od odlo£itve v trgovini
do na²ih nan£nih odlo£itev, kot tudi na²e prihode in odhode. Svetovni splet (World
Wide Web - WWW) nas preplavlja z informacijami, medtem ko se vse na²e odlo£itve
shranjujejo. e samo pomislimo, da je zgornje povedano gledano le na osebnem
nivoju, si koli£ine podatkov, ki se po svetu shranjujejo pri poslovanju sploh ne
moremo predstavljati.
V vseh teh podatkih se seveda skrivajo potencialno uporabne informacije. Cilj
podatkovnega rudarjenja je iz velike koli£ine podatkov razbrati, kaj je pomembno,
v katerih podatkih se skrivajo informacije, ki bi potencialno povedale najve£ in ka-
terih podatkov ne potrebujemo. Temu pravimo prepoznavanje vzorcev. Vendar to
iskanje vzorcev ni nekaj novega, saj se £lovek s prepoznavanjem vzorcev ukvarja
ºe od samega za£etka. Lovci so prepoznavali vzorce v obna²anju ºivali, kmetje so
prepoznavali vzorce o rasti pridelkov in politiki prepoznavajo vzorce o razmi²lja-
nju volilcev. Cilj rudarjenja podatkov je prepoznavanje vzorcev in si s pomo£jo
tega, razlagati podatke oziroma iz podatkov izvle£i bistvo. Pri tem si pomagamo
s strojnim u£enjem, ki je eden od najpomembnej²ih korakov v procesu rudarjenja
podatkov. Strojno u£enje se ukvarja z razvojem in preu£evanjem algoritmov, ki se
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u£ijo iz podatkov ter uporabo teh algoritmov1 pri napovedovanju prihodnosti.
Tudi podatkovno rudarjenje oziroma iskanje vzorcev v podatkih, samo po sebi ni
novo. Ekonomisti, statistiki, prognostiki in komunikacijski inºenirji ºe dolgo delajo
na ideji, da vzorce v podatkih lahko identiciramo in preverimo avtomati£no ter jih
nato uporabimo za napovedovanje. Ker pa se je v zadnjem £asu koli£ina shranjenih
podatkov mo£no pove£ala2, je rudarjenje podatkov, kot tudi strojno u£enje, pri²lo
v ospredje. S tem, ko se podatkovna skladi²£a polnijo z nepredstavljivim ²tevilom
podatkov, je na²e edino oroºje za iskanje skritih vzorcev podatkovno rudarjenje. S
pametno analizo podatkov (rudarjenjem) postanejo podatki dragocen vir informacij.
Le-to ima lahko mo£an vpliv na napovedovanje, ²e posebej v poslovnih krogih. Pa
poskusimo podatkovno rudarjenje ²e denirati.
Podatkovno rudarjenje je, kot ºe omenjeno, proces odkrivanja vzorcev v podat-
kih. Ta proces mora biti avtomati£en oziroma delno avtomati£en, najdeni vzorci pa
morajo biti uporabni, oziroma nas morajo voditi k neki prednosti, ki je po navadi
ekonomska[1].
e poskusimo sedaj zgornjo denicijo nekoliko razloºiti. Podatkovno rudarjenje
je namenjeno re²evanju problemov z analizo podatkov, ki so ºe v podatkovnem skla-
di²£u, nato s pomo£jo te analize, napovedovati nove situacije, ki nastanejo oziroma
napovedovati nove lastnosti za nove podatke, ki pridejo v podatkovno skladi²£e.
To si lahko na hitro pogledamo na primeru problema zvestobe stranke na visoko
konkuren£nem trgu. Podatkovno skladi²£e z informacijami o posamezniku (njego-
vih lastnostih) in njegovi porabi storitev3 lahko ponudi odgovor na vpra²anje ali
bo stranka zapustila ponudnika ali bo pri ponudniku ostala. Na podlagi prete-
klih podatkov o uporabi in lastnostih, lahko s pomo£jo podatkovnega rudarjenja in
strojnega u£enja prepoznamo pomembne vzorce oziroma lastnosti, ki so speci£ni
za zveste stranke. Prav tako lahko na drugi strani najdemo vzorce, ki so speci£ni
za stranke, ki ºelijo ponudnika zamenjati oziroma so ga v preteklosti ºe zamenjale.4
Ko take lastnosti prepoznamo, lahko to uporabimo na novih podatkih oziroma na
trenutnih uporabnikih in tako identiciramo rizi£ne uporabnike (torej tiste, ki ºelijo
zamenjati ponudnika) in tiste, ki so ponudniku zveste. S pomo£jo tega lahko rizi£-
nim uporabnikom ponudimo nekaj ugodnosti in si, vsaj za nekatere, zagotovimo, da
ponudnika ne zapustijo. Prav tako lahko te lastnosti uporabimo za privabitev no-
vih uporabnikov od konkuren£nih ponudnikov. Nekaj podobnega bom uporabil tudi
sam v zavarovalni²tvu. Na podlagi posameznikov in njihovih lastnosti bom posku²al
napovedati ali bo posameznik utrpel ²kodo, in £e ja, kako visoka bo njegova ²koda.
Kaj to£no pa pomeni strojno u£enje? Vsi vemo kaj pomeni, da se nekaj nau£imo.
Kaj pa to pomeni v ra£unalni²kem jeziku? Ra£unalnika ne moremo u£iti tako, kot bi
u£ili £loveka, zato je treba na u£enje ra£unalnika gledati nekoliko druga£e. Iz prej²nje
1Algoritmom pri strojnem u£enju pravimo tudi modeli.
2Bilo je ocenjeno, da se v 20 mesecih koli£ina podatkov podvoji.
3Posameznikovi uporabi storitev in njegovih lastnostih.
4Se razlikujejo od tistih, ki so ponudniku zvesti in tistih, ki ºelijo oziroma so zamenjali ponu-
dnika.
24
denicije o rudarjenju podatkov vemo, da se strojno u£enje ukvarja z razvojem in
preu£evanjem algoritmov, ki so zelo pomembni pri odkrivanju vzorcev. Ta proces
mora biti avtomati£en oziroma delno avtomati£en, najdeni vzorci pa morajo biti
uporabni oziroma nas morajo voditi k neki prednosti. Operativna denicija u£enja
je tako lahko napisana na podoben na£in[1]:
Stvari se nau£ijo, ko se njihovo obna²anje spremeni na tak na£in, da naloge v priho-
dnosti opravljajo bolje.
e gledamo zgornjo denicijo u£enja, potem lahko re£emo, da je u£enje ra£unalnika
bolj povezano z uspe²nostjo, kot pa s pridobivanjem znanja. Znanje ra£unalnika
lahko testiramo tako, da primerjamo trenutno obna²anje z obna²anjem v preteklosti.
Prav zaradi tega v£asih namesto u£enju ra£unalnika (modela, o £emer bom govoril
v poglavjih naprej) re£emo tudi, da smo ra£unalnik (model) natrenirali. Nekaj
modelov, ki jih poznamo v strojnem u£enju, bom predstavil v nadaljevanju. e pa
se na hitro vrnemo na primer prebega strank in razmislimo, kaj bi model predstavljal
v tem primeru, oziroma kaj je njegova vloga? Kot je omenjeno zgoraj, bi s pomo£jo
strojnega u£enja prepoznali lastnosti, ki so pomembne za zveste stranke in lastnosti,
ki so pomembne za slabe stranke (torej tiste, ki ºelijo ponudnika zamenjati). Zgradili
bi algoritem oziroma model, ki bi lo£il, na podlagi lastnosti, slabe stranke od zvestih
in bi za vsakega novega posameznika napovedal ali bo zvest ali ne. Torej vloga
nau£enega modela je napovedovanje zvestobe novih uporabnikov.
4.2 STROJNO IN STATISTINO UENJE
Ve£ina ljudi i²£e povezavo med statistiko in strojnim u£enjem. V resnici je po-
trebno ta dva pojma povezati, saj obstaja ve£dimenzionalen kontinuum pri tehnikah
analize podatkov. Nekatere od teh tehnik so pri²le iz standardnih statisti£nih prije-
mov, druge pa popolnoma izhajajo iz ra£unalni²ke znanosti. Zgodovinsko gledano
imata oba pristopa razli£ne tradicije oziroma iskanje re²itev. Statistika se ukvarja
s preverjanjem hipotez, medtem ko se strojno u£enje bolj ukvarja z oblikovanjem
procesov za generalizacijo, kot iskanjem re²itve skozi vse moºne hipoteze. Vendar
je ta pogled preveliko poenostavljanje. Statistika je veliko ve£ kot le preverjanje
hipotez, po drugi strani pa pri strojnem u£enju ni vedno nujno, da sploh karkoli
i²£emo.
V preteklosti so se tako v statistiki kot tudi v strojnem u£enju hkrati razvijale
podobne sheme. Za primer lahko pogledamo delo statistikov Classication and re-
gression trees objavljeno leta 1984 in delo raziskovalca v strojnem u£enju J. Ross
Quinlana, ki je razvijal sistem povezan z regresijskimi drevesi. Ta dva sicer ne-
odvisna projekta sta proizvedla zelo podobni shemi za u£enje s pomo£jo dreves iz
primerov, £eprav so bili raziskovalci seznanjeni z delom nasprotnika ²ele veliko ka-
sneje. Kakorkoli je ºe bilo v preteklosti, sta se danes ti dve veji znanosti zdruºili.
Tehnike, ki si jih bomo pogledali v nadaljevanju dela, se mo£no opirajo na statistiko,
saj pri gradnji pravil ali dreves ve£ina ra£unalni²kih algoritmov sloni na statisti£nem
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preverjanju. Statisti£ni testi pa se pri strojnem u£enju uporabljajo za preverjanje
ra£unalni²kih modelov in vrednotenje algoritmov strojnega u£enja.
Ve£ino problemov strojnega u£enja lahko razdelimo v dve skupini: nadzorovano
u£enje (angl. Supervised learning) in nenadzorovano u£enje (angl. Unsupervised
learning). Pri nadzorovanem u£enju je vsak primer oziroma opazovanje (v na²ih
podatkih x1, x2, ..., xn) povezan z vrednostjo izhodne spremenljivke yi, i = 1, 2, ..., n.
Na²a naloga je zgraditi model, ki bo povezal opazovanja z izhodno spremenljivko
s ciljem, da bo ali pravilno napovedal izhodno spremenljivko za nove podatke ali
pa omogo£il, da bomo bolje razumeli povezavo med izhodno spremenljivko in pri-
meri. Veliko klasi£nih metod5 strojnega u£enja kot so linearna regresija, logisti£na
regresija, nevronske mreºe in metoda podpornih vektorjev (angl. support vector
machine, SVM) spadajo pod kategorijo nadzorovanega u£enja. Nekatere omenjene
modele bomo obdelali v nadaljevanju, zato si sedaj raje poglejmo nenadzorovano
u£enje[2].
Nenadzorovano u£enje pa zajame druga£ne tipe problemov. Enako kot zgoraj,
imamo tukaj primere xi, i = 1, 2, ..., n, vendar pa v tem primeru nimamo povezave z
izhodno spremenljivko yi. Zato tu nikakor ni mogo£e uporabiti linearnega modela,
saj nimamo spremenljivke, ki bi jo ºeleli napovedati. Re£emo lahko, da na teh po-
datkih delamo na slepo. Temu na£inu u£enja pravimo nenadzorovano, ker nimamo
izhodne spremenljivke, s katero bi lahko nadzorovali na²o analizo. Tako se takoj
pojavi vpra²anje. Kak²no strojno u£enje torej lahko uporabimo v tem primeru? Kar
lahko naredimo je, da i²£emo povezave med vhodnimi spremenljivkami. Priljubljena
metoda v nenadzorovanem u£enju je metoda razvr²£anja v skupine6 (angl. cluste-
ring). Cilj te metode je ugotoviti ali se na podlagi primerov da najti kak²ne skupine,
ki se med seboj dovolj razlikujejo, oziroma so si med seboj dovolj podobne.
Kot je pojasnjeno ºe zgoraj, ve£ina problemov pade v nadzorovano ali nenadzoro-
vano u£enje. Vendar v£asih razvr²£anje v posamezno skupino problemov ni mogo£e.
Zato imamo ²e eno skupino, ki ji pravimo delno-nadzorovano u£enje. Ta nastopi
v primerih, ko imamo izhodno spremenljivko le za deleº opazovanj. Na primer, £e
imamo n opazovanj in za m teh opazovanj (m < n), imamo izhodno spremenljivko
(yi). Za ostale n−m pa imamo samo opazovanja, izhodne spremenljivke pa ne. V
tem primeru, zato ºelimo uporabiti strojno u£enje, ki bo upo²tevalo na eni strani
m izhodnih spremenljivk za tista opazovanja, katera imajo izhodno spremenljivko
in hkrati tudi n − m opazovanj pri katerih izhodne spremenljivke nimamo. Temu
re£emo delno-nadzorovano u£enje. Te teme se v nadaljevanju magistrskega dela ne
bomo ve£ dotaknili.
Sedaj pa si strojno u£enje poglejmo ²e malo bolj na matemati£ni na£in.
5Pri strojnem u£enju se velikokrat uporaba pojmom metoda in model poistovetita. Torej line-
arna regresija kot model in linearna regresija kot metoda tu pomenita isto.
6Pravimo ji tudi metoda rojenja
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4.3 NADZOROVANO STROJNO UENJE
Strojno u£enje je iz matemati£nega vidika na za£etku dokaj preprosto. Prva
stvar, ki jo moramo imeti so lepo urejeni podatki. S tem ni mi²ljeno, da so urejeni
po velikosti, ampak, da so lepo porazporejeni po matriki podatkov, kjer vrstice pred-
stavljajo primere oziroma opazovanja, stolpci pa spremenljivke. e se spomnimo
na primer visoko konkuren£nega trga, bi tu ena vrstica predstavljala posameznika,
stolpci pa njegove lastnosti. Na²i podatki urejeni v matriki izgledajo tako[2]:
⎡⎢⎢⎢⎣
x1,1 x1,2 · · · x1,p
x2,1 x2,2 · · · x2,p
. . . . . .
. . . . . .
xn,1 xn,2 · · · xn,p
⎤⎥⎥⎥⎦
Ena vrstica predstavlja en primer oziroma posameznika, to pa pomeni, da imamo
n primerov. Dalje en stolpec predstavlja eno spremenljivko oziroma lastnost, kar
pomeni, da imamo p spremenljivk. Oznaka za vrstico oziroma posamezni primer
je xi, i = 1, 2, ..., n za stolpec pa Xj, j = 1, 2, ..., p. Praviloma velja, da je n > p,
saj se opazovanja lahko hitro nabirajo, pri £emer pa novih spremenljik ne moremo
denirati. Vendar pa to ne pomeni, da je ²tevilo p nujno majhno. Velikokrat, ²e
posebej v medicini in pri podatkih o spletu, je ²tevilo spremenljivk lahko zelo veliko
- govorimo o tiso£ih ali celo milijonih spremenljivk. Zgornji matriki pravimo tudi
vhodni podatki in jo lahko zapi²emo kot X = (X1, X2, . . . Xp).
Seveda pa moramo imeti tudi izhodno spremenljivko7. To je spremenljivka, ki
jo bomo ºeleli napovedati na podlagi vhodnih spremenljivk. Ker vhodni podatki
temeljijo na preteklosti, za vsako opazovanje poleg lastnosti poznamo tudi izhodno
spremenljivko. Zato se matrika podatkov pogosto zapi²e v naslednji obliki[2]:
⎡⎢⎢⎢⎣
x1,1 x1,2 · · · x1,p | y1
x2,1 x2,2 · · · x2,p | y2
. . . . . .
. . . . . . | . . .
xn,1 xn,2 · · · xn,p | yn
⎤⎥⎥⎥⎦
Naloga strojnega u£enje je poiskati funkcijo f , ki predstavlja neko povezavo med
vhodnimi podatki in y. To lahko zapi²emo tudi kot[2]:
y = f(X) = f(X1, X2, . . . , Xp) + ϵ
Tukaj je f neznana funkcija s p parametri X1, X2, . . . , Xp, ϵ pa je naklju£na napaka
s povpre£jem 0. V tej formuli f predstavlja sistemati£no informacijo, ki jo lahko
7Izhodni spremenljivki pravimo tudi odzivna, odvisna ali ciljna spremenljivka.
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izvemo o y na podlagi vhodnih podatkov. e povemo druga£e, funkcija f poveºe
vhodne podatke z izhodno spremenljivko, oziroma f je pravzaprav model podatkov,
ki ga lahko uporabimo za napovedovanje in/ali sklepanje. Naloga strojnega u£enja
je, da funkcijo f oceni. Z izbiro na£ina ocenjevanja funkcije f se rodijo razli£ne
metode strojnega u£enje, kot so linearna regresija, regresijska drevesa, metoda pod-
pornih vektorjev (angl. support vector machine, SVM) in tudi nevronske mreºe.
Vendar pa si najprej poglejmo, zakaj in kako se lotimo ocenjevanja funkcije f .
4.3.1 Ocenjevanje funkcije f
Zakaj funkcijo f sploh ocenjujemo?
Obstajata dva ve£ja razloga zakaj ocenjujemo funkcijo f : napoved in sklepanje.
Pa poglejmo vsakega posebej.
Napoved
V praksi so vhodni podatki pogosto zlahka pridobljeni. Problem nastane s pridobi-
vanjem podatkov y oziroma izhodnih podatkov. Le teh ne moremo preprosto dobiti.
V tem primeru si pomagamo z napovedovanjem Y , in sicer po naslednji formuli[2]:
Ŷ = f̂(X),
kjer f̂ predstavlja na²o napovedno funkcijo8 in Ŷ na²e napovedne rezultate. Temu
na£inu napovedovanja znanstveniki pravijo £rna ²katla (angl. black box). To
pomeni, da nas ne zanima, kak²ne oblike je funkcija f̂ , zanima nas samo, ali ta
funkcija pravilno napoveduje Y oziroma, kako dobro napoveduje.
Splo²no gledano, na²a napovedna funkcija f̂ nikoli ne bo popolnoma napovedala
Y . To£nost napovedovanja Y je vedno odvisna od dveh napak - Reducibilna in
nereducibilna napaka (angl. reducible error in irreducible error). Reducibilna napaka
je napaka, katero lahko zmanj²amo in posledi£no izbolj²amo to£nost f̂ . S pomo£jo
tehnik strojnega u£enja moramo zato izbrati £im bolj²i pribliºek, saj vemo, da vsi
pribliºki niso dobri. e tudi pa nam uspe najti funkcijo, ki bi odli£no napovedala
na² f , torej da bi veljalo Ŷ = f(X), bi na²a napoved ²e vedno vsebovala napako. To
je zato, ker je Y fukcija tudi odvisna od ϵ, in ϵ po deniciji ne moremo napovedati na
podlagi X. Tej napaki pravimo nereducibilna napaka, saj se je ne moremo znebiti.
To lahko pokaºemo tudi tako[2]:
8Funkcijo f̂ imenujemo tudi napovedni model.
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E(Y − Ŷ )2 = E[f(X) + ϵ− f̂(X)]2
= [f(X)− f̂(X)]2  
reducibilna napaka
+ V ar(ϵ)  
nereducibilna napaka
(4.3.1)
kjer je E(Y − Ŷ )2 pri£akovana vrednost kvadrata razlike med napovedjo in dejansko
vrednostjo Y in V ar(ϵ) predstavlja varianco napake ϵ.
Sklepanje
Po drugi strani pa nas poleg napovedovanja velikokrat tudi zanima, na kak²en
na£in na²e spremenljivke, torej X, vpliva na Y oziroma, £e povemo malo druga£e,
kako se spremeni Y ob spremembi X. V tem primeru ²e vedno ºelimo napovedati f ,
ampak na² cilj ni narediti £rne ²katle, temve£ razumeti povezavo med X in Y . Ob
takem pogledu se nam postavijo naslednja vpra²anja:
• Katere spremenljivke so dobre za napovedovanje y? V praksi se velikokrat
izkaºe, da spremenljivke, ki so nam na voljo, niso vse enako dobre, zato se je
vedno treba vpra²ati, katere so dobre. Iskanje le nekaj najbolj²ih spremenljivk
izmed vseh moºnih se v praksi velikokrat izkaºe za zelo uporabno.
• Kak²na je povezava med napovedno spremenljivko in ostalimi spremenljivkami?
Nekatere spremenljivke imajo pozitiven vpliv na napovedno spremenljivko,
spet druge imajo nanjo negativen vpliv. Re£eno druga£e nekatere spremen-
ljivke Y pove£ujejo, druge ga zmanj²ujejo. Poleg tega je lahko povezava med
spremenljivko in napovedno spremenljivko tudi bolj kompleksna, saj je lahko
odvisna tudi od drugih spremenljivk.
• Ali je preu£evanje linearne odvisnosti med spremenljivkami in napovedno spre-
menljivko dovolj? Ali je potrebno pose£i po £em bolj kompleksnem? Zgodovin-
sko gledano je ve£ina metod za napovedovanje f temeljila na linearni odvisno-
sti. To je sicer v nekaterih primerih primerno, vendar se pri ve£ini odvisnosti
izkaºe, da linearna odvisnost ni dovolj. Linearni model nam zato ne more
podati dovolj dobre odvisnosti med spremenljivkami in napovedno spremen-
ljivko, kar pomeni, da moramo izbrati bolj kompleksne metode. Nekatere od
teh metod si bomo pogledali v nadaljevanju.
e na kratko povzamemo - glede na to ali ºelimo model za napoved ali za sklepa-
nje (ali morda za oboje), poznamo razli£ne metode ocenjevanja f . Linearni modeli
nam omogo£ajo preprosta razumljiva sklepanja, vendar nam dajo slab²e napovedi.
Po drugi strani pa nam mo£no nelinerne metode lahko podajo zelo dobre napovedi,
vendar pa je njihovo razumevanje oziroma sklepanje je tako reko£ nemogo£e oziroma
zelo teºko[2].
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4.3.2 Regresijski problemi in problem razvr²£anja
V vsakem podatkovnem skladi²£u imamo dve vrsti spremenljivk kvalitativne (po-
znane tudi kot kategori£ne) in kvantitativne. Kvantitativne spremenljivke so nume-
ri£ne spremenljivke. Primeri numeri£nih spremenljivk so starost osebe, vi²ina, cena
delnic itd. Kvalitativne spremenljivke pa niso numeri£ne, ampak zavzamejo neko
vrednosti, ki ni nujno ²tevilka. Primer kvalitativnih spremenljivk so spol, znamka
avtomobila (Opel, Audi, Hyundi,...), vrsta zavarovanja, itd. Probleme napovedo-
vanja kvantitativne spremenljivke poimenujemo problem regresije, problem napove-
dovanja kvalitativne spremenljivke pa razvr²£anje. Na za£etku vsakega problema
je zato pomembno prepoznati, za kateri problem gre, saj so nekatere metode na-
menjene samo regresijskim problemom (linearna regresija,...), spet druge pa samo
za razvr²£anje (logisti£na regresija,...). Nekatere metode pa lahko uporabimo za
oboje (to so npr. metoda najbliºjih sosedov, nevronske mreºe, odlo£itvena drevesa,
naklju£ni gozdovi, itd).
4.4 TONOST NAPOVEDNEGA MODELA
Pri strojnem u£enju je zelo pomembno, kako izra£unamo to£nost modela. Za
to potrebujemo nek na£in primerjave med napovedjo modela in resni£nimi podatki.
V primeru regresijskega problema si pomagamo s povpre£no kvadratno napako






(yi − f̂(xi))2, (4.4.1)
kjer je f̂(xi) napoved, ki jo na²a funkcija (model) izra£una na podlagi i-te vrstice
(opazovanja). To nam intuitivno pove, da bo MSE majhen, £e so napovedi in prave
vrednosti zelo blizu, in velik, £e se napovedi (oziroma samo nekatere napovedi) zelo
razlikujejo od prave vrednosti.
Kako pa je z to£nostjo modela pri razvr²£anju? e imamo problem razvr²£a-
nja, potem napovedujemo nek razred (npr. Ja/Ne, A skupina/B skupina/C skupina
itd.) in ne ²tevilke, kar pomeni, da si z MSE ne moremo pomagati. V tem primeru si
pomagamo s stopnjo napake (angl. error rate). Predpostavimo, da ºelimo oceniti f
na podlagi podatkov {(x1, y1), (x2, y2), ..., (xn, yn)}, kjer so yi, i = 1, 2, ..., n kvalita-
tivne. Potem je stopnja napake enaka deleºu napak, ki jih naredimo, ko uporabimo






I(yi ̸= ŷi), (4.4.2)
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kjer je ŷi napovedani razred za f̂(xi) in I(yi ̸= ŷi) indikatorska funkcija z naslednjo
formulo:
I(yi ̸= ŷi) =
{
1, £e yi ̸= ŷi
0, sicer
Na tem mestu je tudi potrebno omeniti, da poznamo dve napaki, ki se imenujeta
u£na napaka (angl. traning error) in testna napaka (angl. test error). Imeni
teh dveh napak prideta iz ra£unanja napake na dolo£eni podmnoºici podatkov. Po
ve£ini imamo v praksi podatke vedno razdeljene na dve mnoºici - na u£ne podatke
(angl. training data) in na testne podatke (angl. test data)9. Na u£nih podatkih
po izbrani metodi izra£unamo na²o oceno funkcije f , ki jo potem preverimo na
testnih podatkih. Tu je pomembno, da na² model v procesu u£enja modela, testnih
podatkov ne vidi oziroma, da podatki za testiranje z u£enjem modela nimajo ni£.
e sedaj uporabimo zgornjo formulo MSE in izra£unamo napako na u£nih podatkih,
tej napaki pravimo u£na napaka. Ta napaka pa nas pravzaprav ne zanima. Bolj nas
zanima napaka, ki jo dobimo, £e na² model (napovedno funkcijo) uporabimo na
testnih podatkih. Tej napaki pravimo testna napaka10. Koli£ina za izra£un testne
napake se ²e vedno izra£una s formulo (4.4.1), vendar je ra£unana na podatkih za
testiranje. Za najbolj²i model vzamemo tisti model, ki ima najmanj²e povpre£je te
napake.
Isto velja za modele razvr²£anja, le da v teh primerih namesto MSE vzamemo
formulo err (4.4.2). V praksi je ra£unanje u£ne napake dokaj preprosto. Ra£unanje
testne napaka pa je velikokrat nemogo£e, saj testne mnoºice nimamo. Seveda zelo
hitro pridemo do ideje deljenja podatkov, ki jih imamo na voljo, na u£ne podatke in
na testne podatke. To je sicer dobra ideja, vendar je kot metoda preverjanja to£nosti
modela dokaj ²ibka. Kot se izkaºe v praksi, je pri enkratnem deljenju podatkov na
dve mnoºici testna napaka pogosto pristransko ocenjena, oziroma ima zelo veliko
varianco. Zato sta se za ra£unanje testne napake oziroma za ocenjevanje testne
napake uveljavili predvsem dve metodi vzor£enja in sicer k-kratno pre£no preverjanje
(angl. k-fold cross validation) in zankanje (angl. bootstrap). Obe metodi uporabljata
vzor£enje podatkovne mnoºice za ocenjevanje testne napake.
4.4.1 Plo²£ina pod krivuljo ROC
V kon£ni nalogi bomo videli, da nam sicer zgornji dobri deniciji to£nosti modela
v na²em primeru ne prideta prav. Zakaj? Ker so na²i podatki nesimetri£ni.
e imamo podatke oziroma napovedno spremenljivko, ki je v ve£ini £asa enaka
nekemu razredu npr. NE (torej, £e je v 92% vedno NE) potem nam zgornja to£nost
ne bo pomagala, saj, £e naredimo model, ki nam bo kot napovedno vrednost vedno
9Poimenujemo jih tudi u£na in testna mnoºica.
10Drugo ime za testno napako je tudi napovedna napaka.
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napovedal NE, bo ºe imel stopnjo napake 8% (oziroma to£nost 92%) in drugih mo-
delov sploh ne bomo iskali. Tako moramo najti nek na£in, da merimo to£nost tudi v
takih primerih. Tu prideta v po²tev ROC (angl. Receiver operating characteristic)
in AUC (angl. Area under the curve). Spadata v skupino binarnega razvr²£a-
nja[3] oziroma razvr²£anje v dva razreda. Uspe²nost tega klasikatorja se ra£una s
pomo£jo kontingen£ne tabele (glej spodnji primer 4.4.1). V tej tabeli vsaka vr-
stica predstavlja dejanski/opazovani razred, ki je nastopil v testnih podatkih, vsak
stolpec pa predstavlja razred, kot ga napove na² izbrani model. Torej, £e pogle-
damo spodnji primer, nam prva vrstica pove, da imamo 75 pozitivnih primerov, od
tega jih je bilo 60 napovedanih pravilno in 15 napa£no. Zadnji stolpec in zadnja
vrstica pa nam podata marginalne vsote. Le te so pomembne, saj nam pomagajo
pri ocenjevanju statisti£ne zna£ilnosti.
Iz kontingen£ne tabele je nato dovolj preprosto izra£unati nekaj razli£nih indika-
torjev to£nosti modela. Najpreprostej²i indikator je to£nost (accuracy), ki je ravno






I(yi = ŷi), (4.4.3)
Velikokrat je tudi priro£no, da si to£nost modela pogledamo po razredih. V
ta namen moramo denirati ²e nekaj pojmov. Pravilno razvr²£ene pozitivne in
negativne primere ozna£imo tudi TP in TN. Nepravilno razvr²£ene pozitivne in
negativne primere pa ozna£imo FP in FN 11. e kontingen£no tabelo zapi²emo s
temi oznakami dobimo obliko tabele kot je prikazana v Tabeli 4.1.
Napoved ⊕ Napoved ⊖ Vsota
Dejanski ⊕ TP FN AP = TP+FN
Dejanski ⊖ FP TN AN = FP+TN
Vsota PP = TP+FP PN = FN+TN N
Tabela 4.1: Kontingen£na tabela.
Ozna£imo tudi marginalne vsote in sicer AP = actual positives, AN = actual ne-
gatives, PP = predicted positives, PN = predicted negaties. N predstavlja skupno
²tevilo vseh primerov; N = AP + AN = PP + PN= TP +FN + FP + TN. Zgornje
dva pojma lahko sedaj zapi²emo tudi kot:
err = (FN + FP )/N
in
acc = (TP + TN)/N.
11TP = true positive, TN = true negative, FP = false pozitive, FN = false negative.
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Kot lahko sedaj vidimo velja tudi: err+ acc = 1. Kontingen£no tabelo smo zapisali
tako, da lahko sedaj zapi²emo ²e nekaj mer za to£nosti. Prva mera je stopnja
resni£no pozitivnih primerov (angl . true positive rate). Stopnja resni£no pozitivnih










I(yi = ŷi = ⊕)∑
I(yi = ⊕)
(4.4.4)
Stopnja resni£no pozitivnih primerov je ocena verjetnosti, da je pozitivni primer
klasiciran pravilno torej P (ŷi = ⊕|yi = ⊕). Podobno lahko napi²emo za stopnjo
resni£no negativnih primerov (angl. true negative rate), ki prestavlja deleº (dejan-
skih) negativnih primerov oziroma je ocena za verjetnost, da je negativni primer
klasiciran pravilno P (ŷi = ⊖|yi = ⊖) (matemati£na formula je v Tabeli 4.2.
Primer 4.4.1. Predpostavimo, da nam nek napovedni model poda naslednjo kon-
tingen£no tabelo[3]:
Napoved ⊕ Napoved ⊖ Vsota
Dejanski ⊕ 60 15 75
Dejanski ⊖ 10 15 25
Vsota 70 30 100
Iz tabele je razvidno, da je tpr = 60/75 = 0.80, trn = 15/25 = 0.60 in ass =
(60 + 15)/100 = 0.75, ki pa ni povpre£je stopnje resni£no pozitivnih in stopnje
resni£no negativnih primerov (kar bi moralo veljati, £e je ²tevilo pozitivnih in ne-
gativnih primerov isto). V primeru, ko ²tevilo pozitivnih in negativnih primerov
ni enako, moramo upo²tevati tudi to, torej deleº pozitivnih (pos = 0.75) in nega-
tivnih primerov (neg = 0.25) in tako dobimo naslednjo ena£bo za accuracy, kjer
upo²tevamo razliko v deleºih
acc = pos · tpr + neg · tnr [3]
△
e vedno pa nismo omenili nesimetri£nih podatkov. Kot vidimo v primeru ne-
simetri£nih podatkov, zgornje formule odpovejo. Tukaj pride v po²tev ºe prej ome-
njena ROC krivulja. ROC krivulje nari²ejo stopnjo resni£no pozitivnih primerov
(tpr) na vertikalni osi (y-osi) v odvisnosti od stopnje laºno pozitivnih primerov
(fpr) na vodoravni osi (x-osi). Kako izgleda ROC prostor lahko vidimo na sliki 4.1.
Na ta prostor nato ri²emo ROC krivulje in z uporabo AUC lahko dolo£imo najbolj²i
model. Ve£ja ko je plo²£ina pod ROC krivuljo, bolj²i je model.
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Mera Denicija Enako kot Ocena
²tevilo poz. pr. Pos =
∑
I(yi = ⊕)
²tevilo neg. pr. Pos =
∑
I(yi = ⊖) |Te| − Pos
TP TP =
∑
I(ŷi = yi = ⊕)
TN TN =
∑
I(ŷi = yi = ⊖)
FP FP =
∑
I(ŷi = ⊕, yi = ⊖) Neg − TN
FN FN =
∑
I(ŷi = ⊖, yi = ⊕) Pos− TP
deleº poz. pr. pos = 1
n
∑
I(yi = ⊕) Pos/Neg P (yi = ⊕)
deleº neg. pr. neg = 1
n
∑
I(yi = ⊖) 1− pos P (yi = ⊖)
razmerje razredov clr = pos/neg Pos/Neg
(*) accuracy acc = 1
n
∑
I(ŷi = yi) P (ŷi = yi)
(*) stopnja napake err = 1
n
∑
I(ŷi ̸= yi) 1-acc P (ŷi ̸= yi)
resni£no poz. pr. tpr =
∑
I(yi=ŷi=⊕)∑
I(yi=⊕) TP/Pos P (ŷi = ⊕|yi = ⊕)
resni£no neg. pr. tnr =
∑
I(yi=ŷi=⊖)∑
I(yi=⊖) TN/Neg P (ŷi = ⊖|yi = ⊖)
laºno poz. pr. fpr =
∑
I(yi=ŷi=⊕)∑
I(yi=⊖) FP/Neg = 1-tnr P (ŷi = ⊕|yi = ⊖)
laºno neg. pr. fnr =
∑
I(yi=ŷi=⊖)∑
I(yi=⊕) FN/Pos = 1-tpr P (ŷi = ⊖|yi = ⊕)
Tabela 4.2: Povzetek razli£nih mer za to£nost modela. (*) pomeni, da so denirane samo
za binarno razvr²£anje (samo dva razreda)[3].
Kako naredimo krivuljo ROC, si poglejmo na spodnjem primeru.
Primer 4.4.2. Predpostavimo, da smo napovedni model ºe zgradili in napovedali
izhodno spremenljivko na testnih podatkih (ta spremenljivka je binarna in recimo,
da zavzame vrednosti DA ali NE). Za izris krivulje ROC potrebujemo tudi verje-
tnosti, da je neko opazovanje razvr²£eno v razred DA oziroma NE. Na²a napoved
je pravzaprav enaka drugi vrstici tabele 4.3, torej vektor verjetnosti, kjer posame-
zni element predstavlja verjetnost, da je opazovanje i razvr²£eno v razred DA
(i = 1, 2, ..., 8). Ker ºelimo narisati ROC krivuljo, moramo posledi£no izra£unati
kontingence pri razli£nih verjetnostih razreda DA (druga vrstica tabele 4.3). Iz-
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Slika 4.1: ROC prostor
brani verjetnosti pravimo tudi prag in za njo velja, da vsa opazovanja, ki imajo
verjetnost razvr²£anja v razred DA ve£jo od izbrane vrednosti pragu (pi > prag),
razvrstimo v razred DA, vse ostale pa v razred NE. Za tri vrednosti je ta izra£un
prikazan v tabeli 4.3.
Primer 1 2 3 4 5 6 7 8
Dejanski razred NE DA DA NE DA NE NE DA
Napoved (verj. DA) 0.1 0.15 0.25 0.3 0.4 0.6 0.75 0.9
Napovedni razred (prag 0) DA DA DA DA DA DA DA DA
Napovedni razred (prag 0.4) NE NE NE NE NE DA DA DA
Napovedni razred (prag 0.9) NE NE NE NE NE NE NE NE
Tabela 4.3: Tabela napovedi.
Za vsako izbrano vrednost pragu nato izra£unamo kontingen£no tabelo in iz nje
dobimo vrednosti TPR in FPR, ki jih potrebujemo za to£ko v prostoru ROC (tabela
4.4).
e to naredimo za veliko ²tevilo pragov dobimo krivuljo ROC na sliki 4.2. Indikator,
kako dober model smo naredili, je AUC - plo²£ina pod krivuljo.
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prag = 0.9 N+ N- Vsota
D+ 0 4 4
D- 0 4 4
Vsota 0 8 8
TPR = 0, FPR =0
prag = 0.4 N+ N- Vsota
D+ 1 3 4
D- 2 2 4
Vsota 3 5 8
TPR = 0.5, FPR =0.25
prag = 0 N+ N- Vsota
D+ 4 0 4
D- 4 0 4
Vsota 8 0 8
TPR = 1, FPR =1
Tabela 4.4: Kontingen£ne tabele pri prag = 0.9, 0.4 in 0.
Slika 4.2: ROC prostor in krivulja. Za primerjavo sta narisana dva modela. Prvi model
in podatki so napisani v tem primeru, za drugi model pa so tabela napovedi in kontingen£ne
tabele napisane v prilogi in sicer tabela 1 in tabela 2.
Primer je vzet iz predavanj prof. Ljup£a Tudorovskega o strojnem u£enju iz dne
5.3.2016, ki je potekal na Fakulteti za matematiko in ziko.
△
4.5 METODE VZORENJA ZA OCENJEVENJE
NAPOVEDNE NAPAKE
Metode vzor£enja so zelo pomembno orodje v moderni statistiki. Ukvarjajo se s
ponavljajo£im vzor£enjem podatkov in ponovnim modeliranjem na teh podatkih. S
tem ºelijo odkriti dodatne informacije o modelu. Za primer si poglejmo ocenjevanje
variabilnosti linearne regresije.
Iz u£nih podatkov lahko hitro izbiramo razli£ne vzorce. Na vsakem vzorcu po-
sebej lahko uporabimo linearno regresijo in na koncu preverjamo razlike med prila-
gojenimi modeli. S tem lahko dobimo kak²ne dodatne informacije o modelu, ki jih
sicer, £e uporabimo vse podatke, ne bi.
Metode vzor£enja so lahko ra£unsko zelo zahtevne, ²e posebej, ko jih upora-
bljamo za ocenjevanje napovedne napake, saj temeljijo na ve£kratni uporabi metode
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strojnega u£enja na razli£nih podmnoºicah u£nih podatkov. Vendar so se metode
vzor£enja mo£no razvile v zadnjem £asu, saj je pri²lo do velikega napredka pri hi-
trosti ra£unalni²kega ra£unanja, kar nam omogo£a uporabo metod vzor£enja. V
magistrskem delu bom opisal in v kon£ni nalogi tudi uporabil dve metodi, ki se
v praksi najbolj uporabljata: pre£no preverjanje (angl. Cross-Validation)
in zankanje (angl. Bootstrap). Obe metodi vzor£enja sta zelo uporabni pri
ocenjevanju testne napake z izbrano metodo strojnega u£enja, s ciljem primerjanja
modelov med seboj in izbiro najbolj ustreznega modela.
4.5.1 Pristop s pomo£jo validacijske mnoºice
(angl. The validation Set Approach)[2]
eprav pri tem pristopu pravzaprev ne vzor£imo podatkov, vendar jih le razde-
limo na dve mnoºici, ta pristop vseeno ²tejemo pod metode vzor£enja. Ta pristop
je zelo enostaven, saj metoda naklju£no razdeli u£ne podatke na dve podmnoºici
in sicer na podmnoºico za u£enje modela (oz. novo u£no mnoºico podatkov) in na
podmnoºico za validacijo ali izpu²£eno podmnoºico. Model torej nau£imo na novih
u£nih podatkih in oceno za testno napako izra£unamo na podmnoºici za validacijo
(v primeru regresije to naredimo z uporabo MSE).
Slika 4.3: Pristop s pomo£jo validacijske mnoºice je bil ponovljen 10 krat. Vsaki£
smo uporabili druga£no naklju£no delitev podatkov. Kot je razvidno iz zgornjega grafa, je
variacija med razli£nimi delitvami velika.
Ta pristop je zelo preprost in za implementacijo ni potrebno veliko dela, ima pa
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dva pomanjkljivosti:
1. Izra£un testne napake je mo£no odvisen od tega, katere podatke izberemo za
u£enje in katere za testiranje. Razli£no izbiranje podatkov lahko ali zelo izbolj²a
testno napako ali pa jo zelo pokvari. Za primer si lahko pogledamo graf na sliki
4.3, ki prikazuje ravno to, kako ima razli£no izbiranje podmnoºic mo£no variacijo
pri testni napaki.
2. Ker uporabimo samo del podatkov, ki so nam na voljo za u£enje modela, se
lahko zgodi, da stopnjo napake precenimo. Do tega pride zaradi pravila, ki velja pri
strojnem u£enju: Ve£ podatkov, ki jih imamo za u£enje modela, bolj²i model bomo
imeli. Posledi£no, ker zmanj²amo u£no mnoºico, je lahko stopnja napake precenjena
za celotno mnoºico podatkov.
4.5.2 Pre£no preverjanje (angl. Cross-Validation)
Poznamo ve£ variant metod pre£nega preverjanja. Dotaknili se bomo le dveh
metod, vendar pa vse temeljijo na istem principu in cilju: minimiziranje testne
napake. To je dovolj preprosto, £e imamo na voljo testne podatke (test set), vendar
temu ni vedno tako. Velikokrat se zgodi, da testnih podatkov nimamo. Re²itev je,
da se lahko napako izra£una na u£nih podatkih (u£na napaka), vendar tu takoj ºe
nastopi problem. U£na napaka in testna napaka se lahko mo£no razlikujeta, zato
je potrebno uporabiti eno od metod vzor£enja, da izra£unamo testno napako, ki je
uporabna za identiciranje to£nosti modela. Pre£no preverjanje naredi prav to - iz
u£nih podatkov naredi podmnoºice, model nau£i na podskupini teh podmnoºic in
nato testno napako izra£una na podatkih, ki jih ni uporabil za u£enje modela. Na
podlagi tega, kako naredi podmnoºice in katere potem uporabi za ra£unanje testne
napake, se pre£no preverjanje naprej deli na razli£ne modele.[2]
Metoda izpusti enega (angl. Leave-One-Out Cross-Validation ali LOOCV12)
Metoda izpusti enega je zelo podobna pristopu s pomo£jo validacijske mno-
ºice, poleg tega pa posku²a odpraviti pomanjkljivosti, ki jih ima pristop s pomo£jo
validacijske mnoºice. Tako kot zgornja metoda oziroma pristop, tudi ta metoda
razdeli podatke na dve mnoºici, vendar namesto, da naredi dve enako veliki pod-
mnoºici, vzame za podatke validacije le eno opazovanje (x1, y1),13 ostale podatke
{(x2, y2), (x3, y3), ..., (xn, yn)} pa uporabi za u£enje modela. Ta metoda uporabi vsa
opazovanja, razen enega (torej n − 1) in naredi predikcijo ŷi za tisto opazovanje,
ki je izklju£eno. Ker je bilo opazovanje (x1, y1) izvzeto iz u£enja modela, je testna
napaka v tem primeru enaka MSE1 = (y1 − ŷ1)2. eprav za MSE1 velja, da je
ocena nepristranska, vemo, da je le-ta napaka ²e vedno slaba. Testna napaka teme-
lji na le enem opazovanju in je zato zelo variabilna, kar nam lahko mo£no pokvari
13Tukaj x1 predstavlja prvo vrstico matrike, y1 pa vrednost odzivne spremenljivke.
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to£nost modela. Tega se re²imo tako, da postopek ponovimo n-krat. Torej postopek
ponovimo tako, da naprej izklju£imo opazovanje (x2, y2) in model u£imo na preosta-
lih podatkih {(x1, y1), (x3, y3), ..., (xn, yn)} in izra£unamo MSE2 = (y2 − ŷ2)2. Nato
izklju£imo tretje opazovanje in tako naprej do n-tega opazovanja. S tem dobimo n








S tem se znebimo kar nekaj pomanjkljivosti prej²nje metode (pristop s pomo£jo
validacijske mnoºice). Prva in zelo pomembna je, da ta metoda ni toliko pristranska
kot prej²nja. e se spomnimo, je bila druga pomanjkljivost ravno to, da uporabimo
le polovico podatkov, ki so nam na voljo za u£enje. Tukaj temu ni tako, saj upo-
rabimo vse podatke razen enega za u£enje modela. Posledi£no to tudi pomeni, da
metoda LOOCV ne preceni testne napake toliko, kot jo preceni pristop s pomo£jo
validacijske mnoºice. Druga prednost metode LOOCV je, da ponovna uporaba te
metode na podatkih poda isti rezultat. To pomeni, da ni naklju£nosti v metodi.
e ena pomanjkljivost pristopa s pomo£jo validacijske mnoºice je bila, da smo s
ponovno uporabo metode dobili mo£no razli£ne testne napake. Tega pri metodi
LOOCV ni, saj vedno dobimo le eno testno napako, ne glede na to, kolikokrat bomo
metodo zagnali. Gra£ni prikaz metode LOOCV je prikazan na sliki 4.4.
LOOCV metoda je splo²na metoda in jo lahko uporabimo tako v primeru razvr-
²£anja kot v primeru regresije (prikazano zgoraj).
K-kratno pre£no preverjanje (angl. K-Fold Cross Validation)
Alternativa metodi LOOCV je metoda K-kratno pre£no preverjanje. Pri tej
metodi podatke razdelimo v K podmnoºic (angl. K-folds), ki so pribliºno ena-
kih velikosti. Prva podmnoºica se uporabi kot validacijska mnoºica, ostali podatki
(K − 1 podmnoºic) pa se uporabijo za u£enje modela. MSE1 je torej napaka iz-
ra£unana na prvi validacijski mnoºici. Proces se ponovi K-krat in vsaki£ se vzame
druga podmnoºica za validacijo. Iz tega izhaja tudi ime metode K-kratno pre£no
preverjanje. Rezultat tega je torej K ocen napake MSEi, i = 1, 2, ..., k. Ocena za








Slika 4.4: Na levi je prikazana uporaba Metode izpusti enega. Na desni pa lahko vidimo
10-kratno pre£no preverjanje[2].
Tako lahko dokaj preprosto vidimo, da je LOOCV le posebni primer K-kratnega
pre£nega preverjanja, kjer za K vzamemo vsa opazovanja, ki so nam na voljo, torej
K = n. V praksi se ve£inoma uporablja 5-kratno ali 10-kratno pre£no preverjanje.
Kaj pa je prednost uporabe npr. 10-kratnega pre£nega preverjanja v primerjavi z
LOOCV? Najo£itnej²a prednost je pri zahtevnosti ra£unanja. LOOCV mora metodo
uporabiti n-krat, kar je lahko ra£unsko zelo zahtevno. Na drugi strani pa 10-kratno
pre£no preverjanje metodo uporabi le 10-krat. e imamo zelo veliko podatkov, se
ta prednost mo£no ob£uti.
Na desni strani slike 4.4 lahko vidimo, kako izgleda gra£ni prikaz 10-kratnega
pre£nega preverjanja. 10-kratno pre£no preverjanje je bilo uporabljeno 10-krat, vsa-
ki£ na druga£ni delitvi podmnoºic. Kot vidimo nekaj variabilnosti ²e vedno ostane,
saj naklju£no delimo podatke, vendar pa je ta variabilnost mo£no zmanj²ana v pri-
merjavi s pristopom s pomo£jo validacijske mnoºice.
Zgornji primeri in ena£be se nana²ajo na regresijske probleme. Seveda pa to
ne pomeni, da zgoraj omenjenih metod ne moremo uporabiti na primerih razvr²£a-
nja. Vse povedano namre£ velja tudi za razvr²£anje, spremenijo se le ena£be, saj v
primeru razvr²£anja ne moremo ra£unati MSE. Namesto tega ra£unamo stopnjo














Ena£bi za pristop s pomo£jo validacijske mnoºice in LOOCV se zapi²eta analogno.
4.5.3 Zankanje (angl. Bootstrap)
Tako kot pri vseh metodah vzor£enja tudi tukaj vzor£imo podatke iz obstoje£e
mnoºice podatkov. Ideja zankanja je, da podatke vzor£imo s ponavljanjem. Do
sedaj smo si pogledali metode, ki vzor£ijo podatke brez ponavljanja - torej, ko smo
izbrali neko opazovanje, ki bo nastopilo v u£ni mnoºici, tega opazovanja nismo mogli
izbrati ²e enkrat. Pri zankanju temu ni tako, saj lahko neko opazovanje izberemo
ve£krat. Na primer, £e imamo mnoºico podatkov, ki je dolºine n (torej imamo n
opazovanj), ºelimo narediti vzor£enje n-krat (vzor£enje po vrsticah). S tem dobimo
novo mnoºico podatkov spet dolºine n in to mnoºico uporabimo kot u£no. Ker
imamo ponavljanje, se bo seveda zgodilo, da bo neko opazovanje izbrano ve£krat.
Posledi£no to pomeni, da nekatera opazovanja iz originalne mnoºice podatkov ne
bodo izbrana. Ta opazovanja bomo zato lahko uporabili za testno mnoºico. Tu si
lahko postavimo vpra²anje, kak²na je verjetnost, da neko opazovanje ne bo izbrano za
u£no mnoºico. Z vsakim izbiranjem vemo, da je verjetnost izbire nekega opazovanja
enaka 1/n. To pomeni, da je verjetnost, da tega opazovanja ne bomo izbrali, enaka






≈ e−1 = 0, 368
To je verjetnost, da neko opazovanje ne bo izbrano (za novo u£no mnoºico). To
pomeni, da £e imamo veliko opazovanj, bo testna mnoºico vsebovala pribliºno 36,8%
opazovanj/primerov, nova u£na mnoºica pa 63,2% opazovanj/primerov14. Tu pa
nastopi ºe prvi problem. e model sedaj u£imo na tej dobljeni u£ni mnoºici in
izra£unamo testno napako na dobljeni testni mnoºici, bo ta napaka pesimisti£na
ocena testne napake. Res je, da u£na mnoºica vsebuje n opazovanj, vendar ima
le 63% vseh opazovanj/primerov. e to primerjamo npr. z 10- kratnim pre£nim
preverjanjem, kjer je ta procent enak 90% vidimo, da ta na£in ni najbolj²i. To
napako je torej potrebno nekoliko popraviti. V ta namen zdruºimo to testno napako
z u£no napako (napako izra£unano na u£ni mnoºici). Kot smo ºe omenili prej, je u£na
napaka zelo optimisti£na in je kot samostojne ne smemo uporabiti za kakr²nokoli
odlo£anje o to£nosti modela. Pri zankanju pa jo uporabimo na naslednji na£in[1]:
ErrZ
15 = 0, 632× Errtestna napaka + 0, 368× Errucna napaka
14Zaradi te verjetnosti nekateri ta na£in zankanja tudi poimenujejo 0,632 zankanje.
15Popravek temelji na dejstvu, da je verjetnost odsotnosti primera iz vzorca enaka 0,368.
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Ta postopek se ponovi B-krat, z razli£nimi vzor£enji in ko rezultat povpre£imo








Do sedaj smo si pogledali, kaj strojno u£enje pomeni in kako izbiramo optimalni
model. V nadaljevanju pa bomo obravnavali vpra²anji, kako zgradimo modele in
kak²ne modele imamo na voljo.
Prva metoda strojnega u£enja, ki si jo bomo pogledali, so odlo£itvena drevesa.
Odlo£itvena drevesa lahko uporabimo tako za regresijske probleme kot za probleme
razvr²£anja. Najprej si bomo pogledali drevesa na primeru regresijskega problema,
nato pogledali teorijo, ki stoji za gradnjo drevesa in zaklju£ili s pregledom odlo£i-
tvenih dreves pri problemu razvr²£anja.
4.6.1 Regresijska drevesa
Za motivacijo si poglejmo naslednji problem (primer je vzet iz [2]). Recimo,
da imamo naslednje podatke o igralcih baseballa (tabela 4.5), iz katerih ºelimo
napovedati igral£evo pla£o. Na voljo imamo dve spremenljivki in sicer Leta -
²tevilo let igranja in Udarci - ²tevilo udarcev v prej²nji sezoni.
Igralci Pla£a (v tiso£ $) Udarci Leta
Alan Ashby 475,00 81 14
Alvin Davis 480,00 130 3
Andre Dawson 500,00 141 11
Andres Galarraga 91,50 87 2





Tabela 4.5: Tabela igralcev in njihove lastnosti.
Na podlagi teh podatkov ºelimo narediti napovedni model za novega igralca oziroma
model o vi²ini pla£e za novega igralca. Slika 4.5 prikazuje regresijsko drevo, ki ga
lahko naredimo za te podatke. Sestavljajo ga delitvena pravila, ki se za£nejo na
vrhu drevesa. Zgornja delitev razdeli opazovanja na tista, ki imajo spremenljivko
Leta < 4, 5 na levo stran, za katera imamo odgovor takoj na voljo. Vsi tisti primeri,
ki pa imajo spremenljivko Leta ≥ 4, 5, pa padejo na desno stran drevesa. Napoved
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za levo stran drevesa je izra£unana kot povpre£je pla£e vseh takih primerov, ki imajo
Leta < 4, 5. Za take igralce bi torej ponudili pla£o 225,8 tiso£ dolarjev.
Slika 4.5: Primer regresijskega drevesa.
Za igralce, ki pa imajo spremenljivko Leta ≥ 4, 5 pa je razvita desna stran drevesa.
Ta stran drevesa (oziroma igralci, ki imajo Leta ≥ 4, 5) se naprej delijo na podlagi
spremenljivke Udarci. Na splo²no drevo segmentira igralce v tri skupine: igralci, ki
so igrali 4 leta ali manj, igralci , ki so igrali 5 let ali ve£ in so v prej²nji sezoni imeli
manj kot 118 udarcev in na igralce, ki so igrali 5 let ali ve£ in so v prej²nji sezoni
imeli 118 udarcev ali ve£. Zapi²emo jih lahko tudi:
• R1 = {X|Leta < 4, 5}
• R2 = {X|Leta ≥ 4, 5;Udarci < 118}
• R3 = {X|Leta ≥ 4, 5;Udarci ≥ 118}
Napovedane pla£e za te tri razrede so: R1 = 225 800$, R2 = 464 900$ in R3 =
949 200$.
Skupine R1, R2 in R3 poimenujemo vozli²£a ali listi drevesa. Kot vidimo na sliki
4.5, se drevesa tipi£no ri²ejo obrnjena na glavo, v smislu, da so listi drevesa na dnu.
To£ke vzdolº drevesa, kjer je prostor napovedovanja razdeljen, imenujemo notranja
vozli²£a. V primeru na sliki 4.5 imamo dve notranji vozli²£i, ki sta zapisani kot tekst
Leta < 4, 5 in Udarci < 117, 5. Povezave med listi pa poimenujemo veje.
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Velika prednost odlo£itvenih dreves za razliko od linearnih ali posplo²enih linear-
nih modelov je, da si lahko dokaj preprosto predstavljamo, kaj nam zgrajeno drevo
pove. Pa poskusimo interpretirati drevo zgrajeno v zgornjem primeru. S slike 4.5 je
razvidno, da je pri dolo£anju pla£e najpomembnej²a spremenljivka Leta. Igralci z
manj izku²njami imajo na£eloma manj²e pla£e kot tisti, ki imajo ve£ izku²enj. Prav
tako lahko vidimo, da za igralce, ki imajo manj izku²enj, spremenljivka o udarcih ni
pomembna oziroma za dolo£anje vi²ine njihovih pla£ le-ta ne igra pomembne vloge.
Med izku²enimi igralci (Leta ≥ 4, 5) pa ²tevilo udarcev v prej²nji sezoni mo£no
vpliva na vi²ino pla£e, torej ve£ doseºenih udarcev v prej²nji sezoni dviguje pla£o
posameznim izku²enim igralcem. Treba pa si je zapomniti, da je zgornji primer eden
najenostavnej²ih, zato je bilo njegovo interpretacijo tudi dokaj preprosto zapisati.
Sedaj pa si poglejmo teorijo dolo£anja skupine.
Gradnja drevesa - problem regresije
Na zgornjem primeru smo si pogledali, kako izgleda regresijsko drevo in kako si
lahko njegove rezultate interpretiramo. Ni£esar pa ²e nismo povedali o sami gradnji
drevesa.
V grobem imamo za gradnjo drevesa dva koraka[2]:
1. Deljenje napovednega prostora - to je prostor, na katerem vse moºne vrednosti
X1, X2, ..., Xp, razdelimo na J disjunktnih skupin R1, R2, ..., RJ .
2. Za vsako opazovanje, ki pade v neko skupino Rj naredimo napoved. Ta napo-
ved je povpre£je izhodne spremenljivke za vsa opazovanja v u£nih podatkih,
ki spadajo v to skupino Rj.
Tu se nam postavi naslednje vpra²anje: Kako skonstruiramo skupine R1, R2, ..., RJ?
V teoriji so lahko te skupine kakr²nekoli oblike, vendar si zaradi laºjega izra£una
izberemo, da bodo na²e skupine imele obliko pravokotnikov oziroma ²katel. Cilj








kjer je yRj povpre£je izhodne spremenljivke iz u£nih podatkov za j-to ²katlo. Seveda
je nepredstavljivo, da bi posku²ali narediti vse razdelitve napovednega prostora v J
²katel, zato delitev v skupine raje naredimo s pomo£jo pohlepnega pristopa imeno-
vanega rekurzivno binarno deljenje (angl. recursive binary splitting). Ime pristopa
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izhaja iz dejstva, da se na vsakem koraku gradnje drevesa najbolj²e deljenje izra-
£una in izbira samo na tem koraku. To pomeni, da ne gledamo, kak²na je najbolj²a
delitev za celotno drevo, ampak samo najbolj²a na tem dolo£enem koraku.
Za izvedbo binarnega deljenja moramo najprej izbrati spremenljivko Xj in neko
²tevilo s, ki bo napovedni prostor razdelila v skupini {Xj|Xj < s} in {Xj|Xj ≥ s}
na tak na£in, da minimizira RSS. To naredimo za vse spremenljivke X1, X2, ..., Xp in
vse moºne ²tevilke s ter izberemo delitev pri kateri je RSS najmanj²i. e pogledamo
bolj podrobno, za vsak j in vsak s deniramo par polovic[2]:
R1(j, s) = {X|Xj < s} in R2(j, s) = {X|Xj ≥ s}








kjer je yR1 povpre£je izhodne spremenljivke na u£nih podatkih v skupini R1(j, s) in
yR2 povpre£je izhodne spremenljivke na u£nih podatkih v skupini R2(j, s). Izra£un
vrednosti za j in s, ki minimizirata (4.6.1), je hitro izvedljiv, ²e posebej £e nimamo
veliko spremenljivk (majhen p).
Po enkratni iteraciji tega procesa dobimo dve skupini. Le-tega nato ponavljamo,
na vsaki podskupini posebej in ponovno dobimo najbolj²i j in s za vsako podskupino.
Proces ponavljamo, dokler ne doseºemo kriterija ustavljanja.
Kriterij ustavljanja si izberemo sami in je lahko na primer trenutek, ko nobena
skupina ne vsebuje ve£ kot 5 opazovanj. Ko imamo skupine narejene (R1, R2, ..., RJ),
izra£unamo povpre£je izhodne spremenljivke za vsako skupino in proglasimo to kot
na²e napovedi za posamezno skupino.
Obrezovanje dreves
Zgoraj opisani proces napove zelo dobre rezultate na u£nih podatkih, vendar
je velika verjetnost, da bodo napovedi na testnih podatkih slabe, saj se bo model
pretirano prilegal u£nim podatkom (angl. overtting). To se lahko zgodi zaradi pre-
ve£ kompleksnega drevesa. Manj²e drevo, torej manj²e ²tevilo skupin R1, R2, ..., RJ
lahko pripelje do manj²e variance in bolj²o interpretacije.
Ena moºnost, kako to popraviti, je, da grajenje drevesa omejimo in sicer tako, da
mu dolo£imo neko mejo, £ez katero RSS ne sme. Ta strategija nas bo res pripeljala
do kraj²ega drevesa, vendar ni nujno, da bo drevo dobro. Lahko se namre£ zgodi, da
£eprav prva delitev ni bila dobra, bi kasneje v deljenju obstajala neka delitev, ki bi
bila zelo dobra, vendar je mi zaradi meje ne bomo naredili. Rezultat bi bil manj²e
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drevo, ki pa ne bi bilo najbolj²e. Bolj²a strategija je, da na za£etku zgradimo
celotno drevo T0, kot je prestavljeno zgoraj in potem to drevo obreºemo in tako
dobimo poddrevo.
Kako najdemo najbolj²i na£in obrezovanja? Na² cilj je, da najdemo poddrevo, ki
bo imelo najniºjo testno napako, to pa lahko naredimo s pre£nim preverjanjem. Kot
vemo, je lahko pre£no preverjanje dokaj zahtevno, ²e posebej v primeru, ko imamo
veliko drevo in posledi£no veliko moºnih poddreves, zato je bolje, £e uporabimo
drugo metodo, ki bo izbrala samo nekaj moºnih poddreves in testno napako ra£u-
nala le na teh. Ena od takih metod se imenuje metoda naknadnega rezanja na osnovi
cene zahtevnosti (angl. cost complexity pruning) ali metoda naknadnega rezanja na
osnovi naj²ibkej²e povezave (angl. weakest link pruning), ki nam omogo£a, da na-
redimo zaporedje indeksiranih dreves z nenegativnim nastavitvenim parametrom α,
namesto, da bi gledali vsa moºna poddrevesa. Tako vsaka vrednost nastavitvenega






(yi − ŷRm)2 + α|T | (4.6.2)
Tukaj |T | predstavlja ²tevilo listov drevesa T , Rm predstavlja podprostor napove-
dnega prostora, ki ustreza m-temu listu, ŷRm pa je napoved izhodne spremenljivke
za Rm. Nastavitveni parameter α nadzoruje kompromis med kompleksnostjo mo-
dela in prilagajanjem modela podatkom. Ko je α = 0 dobimo poddrevo, ki je enako
na²emu prvotnemu drevesu T0, ker takrat zgornji izraz ocenjuje u£no napako. Ko
pa za£ne α nara²£ati, dodajamo kazen velikim drevesom, torej drevesom z velikim
²tevilom listov. Zgornji izraz ºelimo minimizirati, zato se bo to zgodilo za manj²a
drevesa.
Proces izbire optimalnega α je opisan v naslednjem algoritmu[2]:
Algoritem 1: Grajenje regresijskega drevesa
1 S pomo£jo binarnega deljenja zgradimo veliko drevo na u£nih podatkih.
Grajenje ustavimo le, ko nek list vsebuje manj opazovanj kot neko celo
²tevilo, ki ga dolo£imo sami.
2 Uporabimo metodo naknadnega rezanja na osnovi cene zahtevnosti na
zgrajenem drevesu, da dobimo zaporedje najbolj²ih poddreves, kot funkcij
parametra α.
3 Uporabimo pre£no preverjanje za izbiro α. U£ne podatke razdelimo na K
podmnoºic. Za vsak k, k = 1, 2, . . . , K naredimo naslednje: (a)
Ponovimo koraka 1 in 2 na vseh podmnoºicah razen na k-ti. (b)
Ocenimo kvadrat povpre£ne napovedne napake na podatkih v k-ti
podmnoºici, kot funkcijo α.
4 Vrnemo poddrevo iz koraka 2, ki pripada izbrani α.
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4.6.2 Klasikacijska drevesa
Seveda lahko odlo£itvena drevesa uporabimo tudi na problemu razvr²£anja. Raz-
lika tu je, kot je prej omenjeno, v spremenljivki, ki jo napovedujemo. V tem primeru
je kvalitativna in ne kvantitativna, kot v primeru regresije. Razlika med modeloma
prihaja tudi v na£inu napovedovanja, saj pri kvantitativnih spremenljivkah ne mo-
remo napovedati povpre£ne vrednosti za opazovanja, ki pripadajo istemu listu. Zato
tu napovedujemo s pravilom najve£jega ²tevila glasov - v vsakem listu drevesu torej
pogledamo ve£inski glas vseh opazovanj v tem listu.
Grajenje drevesa v primeru razvr²£anja je podobno grajenju drevesa v primeru
regresije. Tudi tu si pomagamo z binarnim deljenjem, vendar pa tukaj ne moremo
uporabiti RSS kot kriterij za deljenje. Hitra re²itev tega je napaka razvr²£anja.
Napovedovali bomo namre£ s pomo£jo pravila najve£jega ²tevilo glasov na u£nih
podatkih v dolo£enem listu, zato bomo za napako razvr²£anja v tem primeru vzeli




pmk tukaj predstavlja deleº opazovanj iz u£ne mnoºice, ki so vm-tem listu in spadajo
v k-ti razred. Kot pa se izkaºe, napaka razvr²£anja ni dovolj ob£utljiva pri gradnji
drevesa, zato sta se v praksi uveljavili dve drugi meritvi in sicer entropija in Gini-jev
indeks [2].







Za Ginijev indeks velja, da je to mera £isto£e vozli²£a, saj lahko vidimo, da v primeru,
ko je p̂mk blizu 0 ali 1, dobimo zelo majhno vrednost, kar nam pove, da vozli²£e
vsebuje veliko ve£ino opazovanj iz istega razreda.







Vemo, da je p̂mk deleº, kar pomeni, da je vedno 0 ≤ p̂mk ≤ 1. Iz tega sledi da je
izraz −p̂mklog(p̂mk) ≥ 0. Iz tega se preprosto vidi, da za entropijo velja enako kot za
Gini-jev indeks. Torej, £e je p̂mk blizu 0 ali 1, dobimo majhno vrednost kar pomeni,
da je to prav tako mera £isto£e vozli²£a, kot v zgornjem primeru. Primer drevesa
razvr²£anja vidimo na sliki 4.6.
Slika 4.6: Primer drevesa razvr²£anja.
Slika 4.6 prikazuje drevo zgrajeno na podatkih "Default" v programskem jeziku R.
Napovedujemo ali bo posameznik zmoºen pla£evati kredit ali ne (Yes, No). Imamo
dve spremenljivki; Stanje, ki nam pove, kak²no je stanje na ra£unu po pla£ilu anui-
tete in tudent, ki je kvalitativna spremenljivka in nam pove ali je posameznik ²tu-
dent ali ne (Yes, No). Kot vidimo, pri drevesu ni potrebno, da so vse spremenljivke
kvantitativne, ampak so lahko tudi kvalitativne. Na grafu vidimo tudi, da imamo
pogoj tudent = Yes. To pomeni, da v kolikor je spremenljivka "tudent" enaka
drugi vrednosti te spremenljivke (v na²em primeru je to "Yes") se razvije leva stran
grafa, za vse ostale vrednosti (v na²em primeru je ta vrednost "No") pa se razvije
desna stran drevesa.16
4.6.3 Prednosti in slabosti odlo£itvenih dreves
+ Odlo£itvena drevesa je zelo preprosto razloºiti. Pravzaprav so bolj preprosto
berljiva kot na primer linearni modeli ali posplo²eni linearni modeli.
16Vrednost kvalitativne spremenljivke ni nujno omejena na zalogo vrednosti 2, ampak je lahko
tudi ve£ja. V tem primeru, bi na desno stran drevesa spadali vsi primeri, ki so razli£ni od "Yes".
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+ Nekateri znanstveniki trdijo, da je odlo£anje dreves zelo podobno sprejemanju
£love²kih odlo£itev, kar pomeni, da so hitreje berljiva.
+ Odlo£itvena drevesa se da predstaviti na zelo lep gra£en na£in, kot lahko
vidimo na slikah 4.5 in 4.6.
+ Odlo£itvena drevesa brez teºav preberejo tudi kvalitativne spremenljivke in
tako ni potrebe po ustvarjanju slamnatih spremenljivk.
- Odlo£itvena drevesa nimajo najbolj²ih napovedi, vendar se da to slabost od-
praviti. V nadaljevanju bomo obravnavali metodi vre£enja (angl. bagging) in
naklju£nih gozdovih (angl. Random Forest), ki se spopadata s to pomanjklji-
vostjo.
4.7 NAKLJUNI GOZDOVI
Kot omenjeno zgoraj, je moºnost izbolj²ave odlo£itvenega drevesa agregacija ve-
£jega ²tevila odlo£itvenih dreves. Naklju£ni gozdovi so nadgradnja metode vre£enja,
zato si najprej poglejmo kaj je metoda vre£enja.
4.7.1 Metoda vre£enja
Metoda zankanja predstavljena v poglavju 4.5.3, je zelo mo£no orodje. Kot smo
ºe povedali, se zankanje uporablja za ra£unanje standardne napake neke opazovane
koli£ine. Pri metodi vre£enja pa se bo zankanje uporabilo druga£e in sicer tako,
da bomo s pomo£jo zankanja posku²ali izbolj²ati metode strojnega u£enja, v na²em
primeru odlo£itvena drevesa.
Kot omenjamo v prej²njem poglavju, je najve£ja pomanjkljivost odlo£itvenih
dreves visoka varianca. To pomeni, da £e bi u£no mnoºico naklju£no razdelili na
dva dela, se lahko zgodi, da se to£nost dreves zgrajenih na razli£nih podatkih 17
mo£no razlikuje. Tu si tako lahko pomagamo z metodo imenovano agregatno
zankanje (angl. bootstrap aggregation) oziroma metoda vre£enja, saj z njeno
pomo£jo lahko zmanj²amo varianco metod strojnega u£enja. Ta metoda je v praksi
velikokrat uporabljena z odlo£itvenimi drevesi, zato je v tem delu predstavljena
posebej.
Spomnimo se, da £e imamo n neodvisnih spremenljivk Z1, Z2, ..., Zn in ima vsako




povedano, to pomeni, da povpre£enje slu£ajnih spremenljivk zniºuje varianco. Isto
logiko lahko uporabimo na odlo£itvenih drevesih in na vsaki u£ni mnoºici zgradimo
17Prvo drevo zgrajeno na podmnoºici D1 ⊂ XY in drugo drevo zgrajeno na podmnoºici D2 ⊂
XY . Seveda mora veljati da sta D1 in D2 disjunktni in velja D1 ∪D2 = XY
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kjer f̂ b(x) predstavlja napoved drevesa na b-ti u£ni mnoºici. To seveda prakti£no ni
mogo£e, saj v praksi nikoli nimam B razli£nih u£nih mnoºic in zato si pomagamo z
zankanjem. Iz u£ne mnoºice tako sestavimo B podmnoºic z naklju£nim izbiranjem








Tukaj f̂ ∗b(x) predstavlja napoved na b-ti podmnoºici na²ega zankanja. To je sedaj
na²a napoved z metodo vre£enja, ki ima manj²o varianco in posledi£no bolj²o to£nost
(v regresijskem pogledu niºji MSE).
Do sedaj smo obravnavali le regresijo oziroma napovedovanje kvantitativnih spre-
menljivk. Zato je prav, da se vpra²amo, kako je z drevesi razvr²£anja oziroma z
napovedovanjem kvalitativnih spremenljivk?
Na voljo imamo veliko razli£nih pristopov; en najpreprostej²i med njimi je pristop
ve£ine glasov (angl. majority vote). Prav tako kot v regresijskem primeru, tudi
tu zgradimo veliko dreves na razli£nih podmnoºicah u£nih podatkov in za kon£no
napoved vzamemo tisto napoved, ki se pojavi najve£krat oziroma tisto, ki ima ve£ino
glasov. Prikaz rezultatov, ki jih dobimo z uporabo metode vre£enja lahko vidimo
na sliki 4.8.
S tem ko uporabimo metodo vre£enja, sicer res pove£amo to£nost modela, ven-
dar izgubimo eno mo£no prednost odlo£itvenih dreves interpretacijo rezultatov. Ker
imamo veliko mnoºico dreves, bi za predstavitev odlo£anja bilo potrebno narisati
vsa drevesa, tako kot na sliki 4.5, kar pa seveda pri velikem ²tevilu dreves ni mogo£e.
Tako je potrebno pomembnost spremenljivk pridobiti druga£e. Spomnimo se, da se
drevesa gradijo s pomo£jo ena£be poimenovane RSS in torej pri vsaki delitvi gle-
damo, kje se le-ta najbolj zmanj²a. Ker je vre£enje le gradnja ve£jega ²tevila dreves
to pomeni, da se pri vsaki gradnji drevesa za vsako spremenljivko lahko shranijo
spremembe RSS. e na koncu ºelimo dobiti skupno pomembnost spremenljivke, to
spremembo povpre£imo s ²tevilom dreves in tako dobimo pomembnost spremenljivke
skozi celotni vre£enje[2].
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Slika 4.7: Pomembnost spremenljivk pri podatkih Boston. Pomembnost je izra£unana
kot povpre£je RSS pri vsaki spremenljivki posebej.
Za primer metode vre£enja in metode naklju£ni gozdovi, sam se odlo£il uporabiti
podatke Boston18. S temi podatki bom posku²al napovedati povpre£no vrednost
stanovanj na podeºelju Bostona. Na razpolago imamo 12 odvisnih spremenljivk, ki
so vidne na sliki 4.7. Bolj podroben opis spremenljivk je v prilogi in sicer v tabela
3.
4.7.2 Naklju£ni gozdovi
Naklju£na drevesa so zelo podobna metodi vre£enja s to razliko, da pri gradnji
drevesa naredijo popravek.
S pomo£jo metode zankanja ²e vedno gradimo ve£je ²tevilo dreves. Do razlike
pride pri gradnji posameznega drevesa in sicer zato, ker naklju£ni gozdovi ne upora-
bijo vseh moºnih odvisnih spremenljivk za gradnjo. Recimo, da imamo m razli£nih
odvisnih spremenljivk, s katerimi ºelimo napovedati neko spremenljivko. Naklju£ni
gozdovi naredijo naklju£ni izbor p odvisnih spremenljivk iz celotne izbirem (p < m),
ki jih bomo uporabili pri gradnji drevesa. Ta naklju£ni izbor se zgodi za vsako drevo
posebej. Ponavadi za p velja p ≈
√
m.
18Podatki so ºe vgrajeni v programskem jeziku R v paketu MASS.
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Zgornji postopek se lahko zdi nelogi£en, vendar se izkaºe, da je ta pristop ne-
koliko bolj²i. Zakaj? Recimo, da imamo odvisno spremenljivko X1, ki zelo dobro
napoveduje Y . Prav tako imamo ²e nekaj odvisnih spremenljivk, ki zmerno dobro
napovedujejo spremenljivko Y . e uporabimo metodo vre£enja, bodo vsa drevsa
zgrajena zelo podobno. Prva delitev, ki se bo zgodila bo pri vseh drevesih po spre-
menljivki X1. Posledi£no bodo vsa drevesa med seboj zelo podobna, kar tudi po-
meni, da bodo med seboj mo£no korelirana. Kot vemo iz statistike, se povpre£je
velikega ²tevila koreliranih spremenljivk ne zmanj²a toliko, kot bi se zmanj²alo pov-
pre£je nekoreliranih spremenljivk. V kolikor nam torej uspe zmanj²ati korelacijo
med drevesi, lahko posledi£no ²e bolj zmanj²amo povpre£no napako in varianco. To
doseºemo s tem, da pri gradnji dreves nikoli ne upo²tevamo vseh moºnih odvisnih
spremenljivk, kar pomeni, da pri nekaterih drevesih najpomembnej²a spremenljivka
(spremenljivka, ki najbolje napoveduje Y , t.j. X1) ne bo vzeta kot odvisna spre-
menljivka in bodo posledi£no izbrane druge spremenljivke. To se zgodi v pribliºno
(p−m)/p primerih.[2]
Naklju£na drevesa sem prav tako uporabil na podatkih Boston. Izbolj²anje na-
pake je vidno na sliki 4.8.
Slika 4.8: Rezultati napak odlo£itvenega drevesa, metode vre£enja in naklju£nih gozdov na
podatkih Boston. Testna napaka je izra£unana kot funkcija ²tevila dreves B. Prekinjena
£rta predstavlja napako le enega odlo£itvenega drevesa. Sliko le-tega lahko vidimo v prilogi
slika 1.
Na sliki 4.8 lahko vidimo kako se metoda vre£enja in naklju£ni gozdovi odreºejo
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na podatkih Boston v programskem jeziku R. Kot je razvidno iz slike to£nosti modela
nara²£a oziroma napaka modela pada. Kot bomo videli v poglavju 5, se isto izkaºe
v zaklju£nem primeru.
4.8 NEVRONSKE MREE
Nevronske mreºe ali umetne nevronske mreºe (angl. Artical Neural
Network - ANN) so zelo pomembno orodje pri strojnem u£enju. Temeljijo na ideji
posnemanja £love²kih moºganov pri odlo£anju v danem trenutku, vendar pa je treba
poudariti, da to v bliºnji prihodnosti ²e ne bo tako hitro mogo£e. love²ki moºgani
so namre£ sestavljeni iz 85 milijard nevronov in kot bomo videli v nadaljevanju,
je kakr²nakoli primerjava umetnih nevronskih mreº z biolo²kimi nevronski mreºami
²e nemogo£a. Dandana²nje umetne nevronske mreºe so sestavljene le iz par sto
nevronov, kar je ºe v primerjavi z navadno muho, ki ima pribliºno 100.000 nevronov
zelo malo.
Osnovne ANN so bile skozi zadnjih 50 let uporabljene za simuliranje £love²kega
odlo£anja oziroma re²evanja problemov. Na za£etku je to vklju£evalo u£enje tako
logi£ne funkcije IN kot tudi funkcije ALI. (angl. AND, OR). Prvi poskusi z ANN so
bili namenjeni predvsem razumevanju biolo²kih nevronov ter razumevanju njihovega
odlo£anja. Ko je tehnologija ra£unalnikov napredovala, so napredovale tudi nevron-
ske mreºe. Dandanes se ANN uporabljajo pri re²evanju veliko razli£nih problemov
od ekonomskih do podjetni²kih odlo£itev, kot tudi raznoraznih napovedovanjih ve-
denja. ANN se obravnavajo kot standardno orodje pri podatkovnem rudarjenju,
najve£krat pri klasikaciji, pri napovedovanju in metodi rojenja (angl. clustering)
pa tudi pri[5]:
• Prepoznavanju govora in pisanja, kot so na primer transkripcijske storitve za
glasovno po²to in stroji za razvr²£anje po²te
• Avtomatiki v pametnih napravah, kot so na primer samovoze£i avtomobili ali
droni
• Modelih napovedovanja vremena in prepoznavanju podnebnih vzorcev, mode-
lih dinamike teko£in ter veliko drugih znanstvenih, druºabnih in ekonomskih
pojavih.
ANN so zalo priljubljene zaradi mo£ne zmoºnosti prepoznavanja vzorcev. Ostaja
veliko zna£ilnosti, zaradi katerih so ANN primerne in koristne pri rudarjenju podat-
kov.
Prvi£, v nasprotju z ostali modeli (kot je GLM), pri ANN ne potrebujemo pred-
postavk o porazdelitvi podatkov in strukturi modela. ANN so mo£no prilagodljive,
saj je model v ve£ini odvisen od karakteristik oziroma vzorcev, ki se jih nevronska
mreºa nau£i od podatkov v procesu u£enja. Prav ta na£in je popoln za re²evanje
problemov resni£nega sveta in prepoznavanje vzorcev, ki ²e niso bili odkriti.
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Drugi£, matemati£ni pristop ANN-jev pri natan£nosti aproksimacije oziroma
predstavljanju razli£nih kompleksnih povezav je zelo dobro razvit in podprt s strani
teorije (Chen in Chen, 1995; Cybenko, 1989; Hornik, Stinchcombe in White 1989).
Nevronske mreºe so v primerjavi z modeli s predpisanim pristopom, mo£nej²e orodje
ravno zaradi svoje univerzalnosti in eksibilnosti pri modeliranju osnovnih podatkov.
Veliko problemov podatkovnega rudarjenja, kot so prepoznavanje vzorcev, razvr²£a-
nje in napovedovanje, se soo£a z mapiranjem funkcij ali aproksimacijo funkcije, kar
pomeni da je zelo pomembno pravilno prepoznati osnovno funkcijo. S tem lahko
prepoznamo neke nove povezave, ki jih pri slab²ih aproksimacijah ne bi.
Tretji£, ANN so nelinearni modeli. Kot vemo, so resni£ni podatki velikokrat
nelinearni zato tradicionalni linearni modeli hitro odpovejo. Tu nastopijo ANN, saj
s svojo nelinearnostjo in neparametri£nostjo bolje modelirajo kompleksne probleme.
etrti£, z uporabo ANN lahko re²ujemo probleme, kjer je v podatkih veliko
²uma in imamo na voljo veliko spremenljivk. Tudi to lahko poveºemo z resni£nimi
(vsakodnevnimi) podatki, saj vemo da je v teh podatkih velikokrat kar nekaj ²uma.
4.8.1 Od biolo²kih do umetnih nevronskih mreº
Kot smo ºe omenili ideja o umetnih nevronskih mreºah temelji na poskusu re-
plikacije biolo²kih nevronov, zato si za bolj²o predstavo na hitro poglejmo, kako
delujejo biolo²ki nevroni. Kot je razvidno iz slike 4.9 so vhodni signali sprejeti preko
biokemijskega procesa v delu celice imenovane dendrit. Proces nato sprejete im-
pulze uteºi glede na njihovo relativno pomembnost oziroma frekvenco. Celica za£ne
zbirati sprejete impulze in ko le-ti doseºejo nek prag, celica sproºi izhodni signal,
po aksonu do konca nevrona oziroma do aksonskega terminala. Na tem delu
nevrona so elektri£ni signali preprocesirani v kemijske, s pomo£jo katerih so signali
nato poslani do sosednjih nevronov preko mikro odprtin imenovanih sinapse[5].
Slika 4.9: Biolo²ki nevron in potovanje signalov preko njega.
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Sestava in delovanje umetnih nevronov sta zelo podobna delovanju biolo²kih
nevronov. Usmerjeni diagram Slika 4.10 denira razmerje med vhodnimi spremen-
ljivkami, ki so sprejete preko dendritov (spremenljivke x), in izhodnimi spremen-
ljivkami (spremenljivka y). Tako kot pri biolo²kih nevronih so tudi tu vsi sprejeti
signali preko dendritov uteºeni glede na pomembnost (vrednosti w)19. Signali so
nato se²teti v celici in signal je posredovan naprej v odvisnosti od aktivacijske
funkcije, ozna£ene z f .
Slika 4.10: Umetni nevron oziroma umetna nevronska mreºa z enim nevronom in eno
izhodno spremenljivko.









Uteº wi pripomore k ve£jemu ali manj²emu vplivu signala xi pri skupni kon£ni vsoti
signalov. Skupna vsota signalov je nato uporabljena s strani aktivacijske funkcije
f(x), katera nam tudi dolo£i izhodni signal y(x). eprav poznamo veliko razli£nih
umetnih nevronskih mreº, so za njihovo denicijo potrebne tri stvari[5]:
• Aktivacijska funkcija: Funkcija, ki transformira uteºeno vsoto signalov v
izhodni signal in le-ta signal po²lje naprej v mreºo.
• Mreºna arhitekturo: Le-ta nam pove koliko nevronov je v mreºi, pa tudi
koliko plasti skritih nevronov imamo.
19Kako se izra£unajo uteºi si bomo pogledali v nadaljevanju tega poglavja.
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• Algoritem u£enja: Le-ta dolo£a s kak²nim algoritmom izra£unamo uteºi na
posameznih povezavah med nevroni v odvisnosti od vhodnih signalov oziroma
spremenljivk.
4.8.2 Aktivacijske funkcije
Aktivaijska funkcija je mehanizem, pri katerem se vsi vhodni podatki procesi-
rajo in prenesejo naprej po mreºi. V biolo²kih nevronih je ta proces zami²ljen kot
se²tevanje vseh signalov. e je vsota teh (uteºenih) signalov ve£ja od dolo£enega
praga, nevron sproºi signal naprej po mreºi, sicer pa ne naredi ni£. Enako velja tudi
za umetne nevronske mreºe. Funkcija je poimenovana threshold activation function
(aktivacijska funkcija s pragom), ker rezultat obstaja samo, ko je dolo£en prag do-
seºen. Slika 4.11 prikazuje funkcijo, ki je uporabljena v takem primeru pri umetnih
nevronskih mreºah.
Slika 4.11: Threshold activation function oziroma aktivacijska funkcija s pragom = 0.
Funkcija dobi ime po svoji obliki, saj rezultat obstaja le, ko je vsota signalov ve£ja od 0,
kar pomeni da ima pri x = 0 stopnico.
eprav je stopni£asta funkcija zanimiva v primerjavi z biolo²kimi nevronskimi
mreºami, v praksi za umetne nevronske mreºe ni uporabna. e se ne osredoto£imo
na primerjavo z biolo²kimi nevroni, namre£ dobimo ve£ji spekter matemati£nih ak-
tivacijskih funkcij. Izbor aktivacijske funkcije je odvisen od ºeljenega odnosa med
podatki. eprav obstaja veliko moºnosti za aktivacijsko funkcijo, se v praksi najve£
uporabljajo naslednje:
• Sigmoidna (logisti£na) aktivacijska funkcija: f(x) = 1
1 + e−x
• Linearna aktivacijska funkcija: f(x) = x
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• Popravljena linearna funkcija: f(x) =
{
0 x < 0
x x ≥ 0
• Aktivacijska funkcija hiperboli£ni tangens: th(x) = ex − e−x
ex + e−x
• Gaussova aktivacijska funkcija: f(x) = e−x2
Slika 4.12: Sigmoidna (logisti£na) aktivacijska funkcija. Slike ostalih funkcij so prikazane
v prilogi na sliki 2.
Med njimi je v praksi najve£krat uporabljena sigmoidna aktivacijska funkcija
prikazana na sliki 4.12. Kljub temu da ima tako imenovano S obliko, podobno
kot stopni£asta aktivacijska funkcija, izhodni signal ni ve£ binarni, ampak lahko
zavzame, katero koli ²tevilo med 0 in 1. Prav tako je sigmoidna aktivacijska funk-
cija odvedljiva, kar pomni da se da izra£unati odvod funkcije na celotnem razponu
vhodnih podatkov. To je zelo pomembna lastnost, ki bo uporabljena pri dolo£anju
algoritma u£enja.
Glavna razlika med aktivicijskimi funkcijami je izhodni signal. Obi£ajno je le-ta
(0, 1) ali (−1,+1) ali (−∞,+∞). Pravilna izbira aktivacijske funkcije lahko pripelje
do nevronskih mreº, ki se bolje prilegajo nekaterim podatkom kot drugim. Z izbiro
linearne aktivacijske funkcije lahko pripeljemo nevronsko mreºo do zelo podobnih
rezultatov kot z izbiro linearnega modela. Kot se vidi iz grafov funkcij, je pri ve£ini
aktivacijskih funkcij razpon izhodnih signalov, na katerega imajo vhodni podatki
vpliv, relativno majhen. Na primer, pri sigmoidni funkciji je izhodni signal vedno 0
ali 1, takoj ko je vhodni signal manj²i od −5 ali ve£ji od 5. Stiskanje signala na ta
na£in pripelje do nasi£enih signalov pri visokih in nizkih vhodnih signalih.
Re²itev zgoraj omenjenega problema je transformiranje vseh podatkov tako, da
njihove vrednosti vedno padejo v majhen razpon okoli 0. To pomeni, da je podatke
potrebno standarnizirati ali normalizirati. S tem bomo omogo£ili, da bo imela akti-
vacijska funkcija pomen na celotnem razponu vseh podatkov in da spremenljivke z
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velikimi vrednostmi (npr. mo£ vozila ali masa vozila) ne bodo dominirale spremen-
ljivk z majhnimi vrednostmi (npr. starost vozila ali starost zavarovanca). e ve£,
tako je u£enje modela hitrej²e, saj lahko algoritem ponovitve ra£una hitreje[5].
4.8.3 Mreºna arhitektura
Sposobnost u£enja nevronske mreºe izhaja iz njene arhitekture oziroma vzorcev,
strukture in povezav med nevroni. Da vemo, kak²no arhitekturo imajo nevronske
mreºe, potrebujemo tri stvari:
• ²tevilo nivojev;
• ²tevilo nevronov v posameznem nivoju
Arhitektura dolo£a, kako kompleksna je nevronska mreºa in kako kompleksne pro-
bleme lahko napovedujemo. Splo²no velja, da bolj kompleksne nevronske mreºe
lahko zaznavajo bolj skrite vzorce, vendar za ceno hitrosti[5].
tevilo nivojev
Za denicijo arhitekture nevronskih mreº je najprej potrebno razlikovati med raz-
li£nimi nevroni znotraj nevronskih mreº. Na sliki 4.10 je ºe prikazana eno-nivojska
nevronska mreºa (angl. single-layer network). Nabor nevronov v prvem delu, ki je
imenovan vhodni nivo, sprejme neprocesirane podatke direktno iz vhodnih podat-
kov. Naloga vsakega posameznega nevrona je procesiranje dolo£ene spremenljivke
iz vhodnih podatkov. Signali so nato poslani iz vhodnih nevronov naprej po nevron-
ski mreºi do izhodnega nevrona, kjer je s pomo£jo aktivacijske funkcije izra£unana
kon£na napoved (v na²em primeru y). Ker imamo samo en nivo, imamo posledi£no
tudi samo en nabor uteºi (ozna£eni w1, w2, w3 in w4). Kot je hitro razvidno iz slike,
je o£itni na£in grajenja bolj kompleksnih nevronskih mreº z dodajanjem nivojev.
Take nevronske mreºe poimenujemo ve£nivojske nevronske mreºe (angl. multi-
layer network ali multilayer perceptron) in nivoje v mreºi imenujemo skriti nivoji
(angl. hidden layers). Nevroni v skritih nivojih procesirajo signale iz prej²njega
nivoja nevronov (to je lahko ali vhodni nivo ali prej²nji skriti nivo) preden se signali
po²ljejo do izhodnega nivoja. Na koncu ni nujno, da imamo le en izhodni nivo. Pri
problemih razvr²£anja je ponavadi toliko izhodnih nivojev, kolikor imamo razredov
v izhodni spremenljivki. Najpogosteje so nevroni po celotni nevronski mreºi tudi
popolnoma povezani, kar pomeni, da je vsak nevron iz enega nivoja mreºe povezan
z vsemi nivoji iz naslednjega nivoja. Slika 4.13 prikazuje ve£nivojski, popolnoma
povezani nevron[5].
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Slika 4.13: Ve£nivojska nevronska mreºa z dvema skritima nivojema in dvema izhodnima
nevronoma. Ve£ izhodnih nevronov se uporablja pri problemih razvr²£anja, kjer vsak izhodni
nevron podaja verjetnost, da dolo£eno opazovanje spada v dolo£eni razred.
tevilo nevronov v posameznem nivoju
Poleg ²tevila nivojev se nevronske mreºe med seboj razlikujejo tudi po ²tevilu
nevronov v posameznem nivoju. tevilo nevronov v vhodnem nivoju je dolo£eno s
²tevilom vhodnih spremenljivk, ²tevilo nevronov v izhodnem nivoju pa je dolo£eno
s ²tevilom napovedanih razredov. e imamo regresijo, je to le en, £e pa imamo
problem razvr²£anja, pa je ²tevilo odvisno od razredov v izhodni spremenljivki.
Izbira ²tevila nevronov v skritih nivojih pa je prepu²£ena uporabniku.
Pravilo za izbiro ²tevila nevronov ºal ne obstaja. Pravilno ²tevilo nevronov je
odvisno od ²tevila podatkov, ²uma v podatkih, ºeljene kompleksnosti u£enja in ²e
veliko drugih faktorjev. Splo²no pa velja, da bolj kompleksni problemi zahtevajo
ve£je ²tevilo nevronov. Posledi£no se bo veliko ²tevilo nevronov bolj prilagajalo
u£nim podatkom, kar pomeni, da lahko pride do prevelikega prilagajanja. To po-
meni, da bo napoved zelo dobra na u£nih podatkih, ne pa nujno dobra na testnih
podatkih oziroma na podatkih, katere ºelimo napovedati. Prav tako se z ve£jim
²tevilom nevronov £as izra£una uteºi podalj²a in celotna nevronska mreºa hitro po-
stane zelo zahtevna. Najbolj²e vodilo, ki se ga spla£a uporabiti v praksi, je, da je
uporaba manj²ega ²tevila nevronov pri zadovoljivih rezultatih bolj²a, kot ve£anje
²tevila nevronov[5].
4.8.4 U£enje nevronskih mreº z vzvratnim raz²irjanjem na-
pake (angl. backpropragation) - algoritem u£enja
Mreºna arhitektura je sama po sebi ²e vedno nepopisan list. Z algoritmom u£enja
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²ele nau£imo nevronsko mreºo in jo pripravimo za odlo£anja naprej. S procesiranjem
vhodnih podatkov povezave med nevroni krepimo ali oslabimo, podobno kot otro²ki
moºgani, ki se u£ijo s spoznavanjem okolja. Uteºi v nevronskih mreºah popravljamo
na podlagi vzorcev opazovanih skozi £as.
U£enje nevronskih mreº s prilagajanjem uteºi je ra£unsko zelo zahtevno, zato,
£eprav so se ANN razvijale ºe desetletja prej, so se za£ele uporabljati za re²evanje
problemov ²ele v sredini 80-ih let, po odkritju metode u£enja. Algoritem, ki upora-
blja vzvratno raz²irjanje napake je znan v angle²kem jeziku kot backpropragation.
V splo²nem ta algoritem ponavlja (iterira) popravljanje uteºi v dveh korakih:
• Korak naprej: V tem koraku so nevroni zaporedno aktivirani od vhodnega
do izhodnega nivoja s prilagajanjem rezultatov na podlagi uteºi in aktivacijske
funkcije. Ko doseºejo izhodni nivo, se izra£una kon£ni signal, ki pa se ne po²lje
iz mreºe.
• Korak nazaj: V tem koraku se kon£ni signal izra£unan v prej²njem koraku
primerja z ciljno vrednostjo v u£nih podatkih. Razlika med napovedano in
resni£no vrednostjo se nato po²lje nazaj po mreºi in uteºi se prilagodijo tako,
da se napaka zmanj²a.
Za£etne uteºi, ker informacij za izra£un ²e nimamo, se ponavadi izberejo naklju£no.
Nato algoritem iterira in popravlja uteºi.
Vpra²anje, ki pa ²e vedno ostaja je, za koliko se bo uteº spremenila na vsakem
koraku iteracije. Odgovor je metoda imenovana pravilo delta: gradientna me-
toda oziroma v angle²£ini gradient descent. Algoritem znotraj gradientne metode
uporabi odvode vsake aktivacijske funkcije v nevronu, da identicira smer naklona
za vsako uteº posebej. Tu je pomembna predpostavka (kot omenjeno v poglavju
o aktivacijskih funkcijah), da imamo odvedljivo aktivacijsko funkcijo. Prav tako
imamo v algoritmu ²e tako imenovano stopnjo u£enja (angl. learning rate), ki nam
omogo£a kontrolo, kako hitro se uteºi skozi iteracije popravljajo. Ve£ja ko je stopnja
u£enja hitreje bo algoritem prehajal po naklonu dol. To lahko mo£no zmanj²a £as
u£enja modela, vendar se pri visokih stopnjah u£enja lahko zgodi, da minimalno
napako presko£imo[5]. Poglejmo si uporabo na primeru:
Primer 4.8.1.
Predpostavimo, da imamo nevronsko mreºo z dvema vhodnima nevronoma, enim
skritim nivojem z dvema nevronoma in dva izhodna nevrona z naslednjimi podatki-
slika 4.14(primer vzet iz [8]):
Na²a naloga je izra£un uteºi, pri predpostavkah, da sta vhodna podatka 0.05 in
0.10 ter da nevronska mreºa napove rezultat 0.01 in 0.99. Korak naprej: V tem
koraku je potrebno izra£unati izhodni signal pri uteºeh, ki so bile izbrane naklju£no.
neth1 = ω1 · i1 + ω2 · i2
= 0.15 · 0.05 + 0.25 · 0.1 = 0.02575




Slika 4.14: Nevronska mreºa s podatki.




Sedaj izra£unamo skupno napako modela (ETotal). V na²em primeru bomo za izra-








(0.01− 0.61216)2 = 0.181298
Eo2 = 0.066930
ETotal = 0.181298 + 0.066930 = 0.248228
(4.8.4)
Korak nazaj: V tem koraku s pomo£jo gradientnega pravila posodobimo vse uteºi,
za£enj²i z uteºmi ω5, ω6, ω7 in ω8. Zanima nas, koliko vpliva sprememba npr. ω5 na
skupno napako oziroma ∂EToral
∂ω5






















= (o1 − outo1) · (−1) + 0






= −(1 + e−neto1 )−2 · e−neto1 · (−1)
=
e−neto1
















= 0.61216(1− 0.61216) = 0.23742
neto1 = ω5 · outh1 + ω6 · outh2
∂neto1
∂ω5
= 1 · outh1 · ω05 + 0 + 0 = outh1 = 0.5064
∂EToral
∂ω5
= 0.60216 · 0.23742 · 0.5064 = 0.072397
Popravek uteºi ω5 je naslednji:
ωt+15 = ω
t
5 − η ·
∂EToral
∂ω5
= 0.4− 0.5 · 0.072397 = 0.36380, (4.8.6)
kjer predpostavimo da je stopnja u£enja enaka η = 0.5. Indeks t tu predstavlja ²te-






5, saj ta predstavlja




Uteºi posodobimo ²ele, ko imamo izra£unane vse nove uteºi, torej tudi ω1, ω2, ω3 in
ω4, zato najprej izra£unamo nove uteºi iz prvega dela nevronske mreºe. Ponovno
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uporabimo gradientno pravilo, ki pa bo nekoliko druga£no, saj vemo da outh1 vpliva





































= (outo1 − o1) · outo1(1− outo1) · ω5
Analogno dobimo za ∂Eo2
∂outh1





= (outo1 − o1) · outo1(1− outo1) · ω5 + (outo2 − o2) · outo2(1− outo2) · ω7
Sedaj lahko zapi²emo celotno ena£bo (4.8.7), kjer upo²tevamo, da
∂outh1
∂neth1








(outo1 − o1) · outo1(1− outo1) · ω5 + (outo2 − o2) · outo2(1− outo2) · ω7
)
· outh1(1− outh1) · i1
= 0.00017836
To sedaj vstavimo v ena£bo za posodobitev uteºi (4.8.6) in dobimo novo uteº za ω1:
ωt+11 = 0.1499108




Sedaj smo posodobili vse uteºi in lahko znova izra£unamo napoved z novimi uteºmi.
Napaka prej je bila enaka 0.248228, sedaj pa je enaka 0.2354528. Napaka se sicer
ni zmanj²ala veliko, vendar je treba imeti v mislih, da smo naredili le en korak
iteracije. e to ponavljamo ve£krat npr. tiso£krat, se ta napaka mo£no zmanj²a in









Zgodovinske podatke potrebne za izra£un modelov tako za GLM kot za modele
strojnega u£enja sem dobil od Zavarovalnice Sava. Zaradi varnosti podatkov sem
nekatere spremenljivke zakril oziroma jih spremenil. Podatki so urejeni v matriko
oziroma data.frame, kjer vsaka vrstica predstavlja posameznika oziroma njegovo
polico, stolpci pa posamezne lastnosti.
Pogodba Izpostavljenost Leto_mesec Stevilo_spisov Skoda_Rezerva Leasing Moc_motorja Starost_vozila Starost_zavarovanca
1 1.00 2011_02 0 0.00 Ne 40.00 22.00 40.00 . . .
2 1.00 2011_02 0 0.00 Ne 47.00 2.00 45.21 . . .
3 1.00 2011_04 0 0.00 Ne 103.00 7.00 60.00 . . .
33 1.00 2011_03 2 930.51 Ne 64.00 22.00 21.00 . . .
55 1.00 2011_04 0 0.00 Ne 55.00 19.00 68.00 . . .
217 1.00 2011_02 1 1037.50 Ne 74.00 14.00 52.00 . . .
340 1.00 2011_04 1 187.00 Ne 80.00 0.00 45.21 . . .
341 1.00 2011_04 0 0.00 Ne 44.00 13.00 37.00 . . .
342 1.00 2011_04 0 0.00 Ne 58.00 19.00 45.21 . . .
343 1.00 2011_05 0 0.00 Ne 44.00 21.00 21.00 . . .
344 1.00 2011_05 0 0.00 Ne 33.00 23.00 73.00 . . .
345 1.00 2011_05 0 0.00 Ne 51.00 6.00 34.00 . . .
402 1.00 2011_05 1 504.58 Ne 66.00 17.00 27.00 . . .
502 1.00 2011_05 1 328.21 Ne 92.00 13.00 34.00 . . .
503 1.00 2011_03 0 0.00 Ne 92.00 15.00 42.00 . . .
504 1.00 2011_03 0 0.00 Ne 52.00 17.00 26.00 . . .
505 1.00 2011_03 0 0.00 Ne 55.00 11.00 36.00 . . .
506 1.00 2011_03 0 0.00 Ne 51.00 23.00 65.00 . . .
507 1.00 2011_03 0 0.00 Ne 66.00 12.00 50.00 . . .
508 1.00 2011_04 0 0.00 Ne 55.00 18.00 62.00 . . .
509 1.00 2011_04 0 0.00 Ne 55.00 6.00 45.21 . . .









... . . .
Tabela 5.1: Prikaz podatkov. Zaradi prostora je prikazanih le 22 polic in nekaj spremen-
ljivk. V programskem jeziku R je shranjena identi£na tabela, s katero delam v nadaljevanju.
Modela GLM na tem mestu ne bom podrobneje predstavljal, saj je osrednja tema
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moje magistrske naloge strojno u£enje.
5.2 PODATKI
Kot je bilo predstavljeno v prej²njih poglavjih, je prva naloga deljenje podatkov
na u£ne in testne podatke. S tem namenom si najprej poglejmo, kako so podatki
porazdeljeni, torej koliko polic ima ²kodo in koliko polic ²kode nima. Iz slike 5.1 je
razvidno, da imamo zelo nesimetri£ne podatke in vidimo lahko, da kar 96.95% polic
²kode nima ter da je polic s 3 ali 4 ²kodami zelo malo.
Ker je polic, ki imajo 3 ali ve£ ²kod zelo malo (27) sem se odlo£il, da jih
bom avtomati£no dal v u£ne podatke. Vse ostale podatke bom razdelil v razmerju
80:20, kjer 80 predstavlja procent za u£ne podatke in 20 procent za testne podatke.
Delitev bo narejena na podlagi spremenljivke Stevilo_spisov s pomo£jo funkcije
createDataPartition, ki jo najdemo v paketu caret.
Slika 5.1: Porazdelitev ²tevila polic po ²tevilu ²kod na polici.
Na tem koraku sem se tudi odlo£il, da bom naredil nabor treh mnoºic in modele pre-
veril na vsaki izmed njih. Prva podatkovna mnoºica bo nespremenjena, kar pomeni
da sem pustil numeri£ne spremenljivke kot numeri£ne in vse faktorske (kategori£ne)
spremenljivke pustil tak²ne, kot so (toliko razredov, kolikor jih je)1. Razredov (v
posameznih spremenljivkah) med seboj ne bom zdruºeval.
Drugo podatkovno mnoºico bom spremenil tako, da bom v posameznih faktorskih
spremenljivkah zdruºil podobne razrede. Na primer spremenljivko Znamka_avto
sem zdruºil tako, da sem zdruºil vse razrede avtomobilov, ki so imeli v posameznem
razredu manj kot 100 ²kod. Tako sem iz 61 razredov pri²el na 15 (to zdruºevanje
spada v skupino najpreprostej²ih metod rojenja).
1Spremenljivka posta ima na primer v podatkih 1 45 razredov
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Tretja podatkovna mnoºica pa je taka, kot jo uporabljamo pri GLM modelih,
torej numeri£ne spremenljivke spremenimo v faktorske (kategori£ne) razrede (to na-
redi funkcija cut, ki je ºe vgrajena v bazo). Tretja podatkovna mnoºica je torej
sestavljen izklju£no iz faktorskih podatkov.
5.3 MODELI
Na tem mestu je potrebno povedati tudi, kak²ne modele sem pravzaprav gradil in
katere spremenljivke sem uporabil. Pri modelih sem se osredoto£il na nabor modelov
iz poglavij 4.6, 4.7 in 4.8 in sicer odlo£itvena drevesa, nevronske mreºe in naklju£ne
gozdove. Kot omenjeno v prej²njem odstavku, sem podatke uredil na tri razli£ne
na£ine, pri katerih pa sem napovedno spremenljivko in odvisne spremenljivke pu²£al
iste. Moj model je vedno izgledal takole2:
Skodna_pogostost ~ Leto + BM + Vrsta_osebe
+ Leasing + Moc_motorja + Starost\_vozila
+ Starost_zavarovanca + Posta + Znamka_avto,
kjer je Skodna_pogostost izra£unana kot
Data$Skodna_pogostost <- Data$Stevilo_spisov / Data$Izpostavljenost
Iz zgornje ena£be je tako razvidno, katere spremenljivke so uporabljene v modelih.
Pozoren je treba biti le, ko gradimo modele na razli£nih podatkovnih mnoºicah in
sicer. da pravilno izberemo podatkovno mnoºico.
eprav moram zgraditi ºe veliko modelov, pa ²e vedno nisem opredelil re²itve pro-
blema velike asimitrije. Zato sem se na tem koraku odlo£il, da bom poskusil dodati
neko novo spremenljivko Utezi, s katero bom posku²al pri gradnji modela le-tega
prisiliti, da bo ve£jo pozornost dajal policam, ki imajo ²kodo. To spremenljivko sem
generiral tako, da sem rekel, naj ima vsaka polica na za£etku uteº 1; vsota vseh teh
uteºi je torej enaka vsoti polic. Nato pa sem polovico vsote uteºi dodelil policam s
²kodo in jo enakomerno porazdelil po vseh policah s ²kodo. Ostalo polovico uteºi
pa sem enakomerno porazdelil na police, ki ²kode nimajo. Policam s ²kodo dodelim
ve£jo uteº (> 1) kot policam brez ²kode (< 1). Vse do sedaj povedano se navezuje
le na gradnjo modela za ²kodno pogostost. Nadaljeval sem tako, da sem v program-
skem jeziku R zgradil vse modele za ²kodno pogostost. Pri tem sem si pomagal
s funkcijo train iz paketa caret, ki ima vgrajenih ºe veliko potrebnih stvari. Za
dolo£itev najbolj²ih parametrov pri posameznih modelih (£e se spomnimo pri od-
lo£itvenih drevesih izbiramo kako kompleksno bo, pri nevronskih mreºah izbiramo
velikost nevronske mreºe, pri naklju£nih gozdovih pa izbiramo ²tevilo dreves in ko-
liko spremenljivk izberemo za posamezno drevo) sem za notranje izbiranje izbral
2Zapis je tak, kot ga imamo v programskem jeziku R.
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5-kratno kriºno validacijo. Pri nevronskih mreºah pa sem podatke tudi normalizi-
ral. Izmed vseh modelov sem s pomo£jo testne mnoºice preveril, kateri model je
najbolj²i. Spodaj so prikazani rezultati.










Tabela 5.2: Napake na testni mnoºici za model ²kodne pogostosti.
Kot je vidno v tabeli 5.2, so rezultati z uteºmi precej slab²i, kot £e uteºi ne upo-
rabimo. Predvidevam, da do tega prihaja, ker smo z upo²tevanjem uteºi napoved
²kodne pogostosti pove£ali. S tem smo posledi£no pove£ali razlike pri policah brez
²kode. e se to zgodi ve£krat, se to seveda odrazi kot pove£anje RMSE. Prav tako
lahko iz tabele vidimo, da je najbolj²i model nevronska mreºa zgrajena na podatkih
2 (nnet.pod2) zato sem za model za ²kodno pogostost vzel tega. Pri tem modelu
sem nato preveril velikost nevronske mreºe. Parameter, ki sem ga preizku²al je size3
in sicer sem preizkusil velikosti 1, 2, 5, 8, 10, 15. Na sliki 5.2 je vidno tudi, pri kateri
velikosti nevrona je najbolj²i rezultat in kako RMSE nara²£a.
Naslednji model, ki ga bom zgradil je model za povpre£no ²kodo. Tukaj lahko
mnoºico, ki jo bom uporabil za u£enje zmanj²am samo na tiste police, ki imajo
²kodo. Postopek je od tu dalje zelo podoben prej²njemu, le da ne bom dodajal
uteºi. Mnoºico bom torej ponovno razdelil na u£ne in testne podatke, nato pa
ponovno zagnal modele z istimi spremenljivkami, le da bom zamenjal napovedno
spremenljivko.4
Povprecna_skoda ~ Leto + BM + Vrsta_osebe
+ Leasing + Moc_motorja + Starost_vozila
+ Starost_zavarovanca + Posta + Znamka_avto,
kjer je spremenljivka Povprecna_skoda izra£unana kot
3Ta parameter dolo£a ²tevilo nevronov v skritem nivoju nevronske mreºe.
4Zapis je tak, kot ga imamo v programskem jeziku R.
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Slika 5.2: Zgoraj levo: Prikaz napak na u£nih podatkih po vseh modelih za ²kodno pogostost
in povpre£no ²kodo. Opazi se, da velike razlike med modeli za ²kodno pogostost ni, pri
povpre£ni ²kodi pa nevronske mreºe in naklju£ni gozdovi mo£no izbolj²ajo napoved. Zgoraj
desno: Graf za nevronsko mreºo pri izbiri najbolj²ega modela. Iz grafa je razvidno, da
z ve£anjem ²tevila nevronov napaka nara²£a, zato sem izbral nevronsko mreºo velikosti 1.
Spodaj levo: Prikaz napak na u£nih podatkih za najbolj²i model pri modelu povpre£ne ²kode.
Iz grafa lahko razberemo, kateri model je najbolj²i. Spodaj desno: Graf napak izra£unanih
na testnih podatkih v odvisnosti od ²tevila drevesov v posameznem naklju£nem gozdu, iz
katerega razberemo najbolj²i model.
Data$Povp_skoda <- Data$Skoda_Rezerva/Data$Stevilo_spisov
Rezultati so prikazani v tabeli 5.3, iz katere je razvidno, da je najbolj²i model, torej
model, ki ima najmanj²i RMSE, naklju£ni gozd na podatkih 2.
Na sliki 5.2 so prikazani rezultati za najbolj²i model, glede na moºne izbire parame-
trov pri gradnji naklju£nih gozdov (²tevilo spremenljivk v posameznem drevesu in
minimalno ²tevilo kon£nih listov kot tudi ²tevilo dreves v posameznem gozdu).












Tabela 5.3: Napake na testni mnoºici za model povpre£ne ²kode.
spremenljivk pri najbolj²em modelu enako 9 (slika 5.2 spodaj levo) in z minimalnim
²tevilom listov 10. Iz grafa je tudi razvidno, da pri naklju£nem gozdu s 7 spremen-
ljivkami in minimalnem ²tevilu listov 5 je rezultat ºe pravzaprav primerljiv. Prav
tako je na sliki prikazana napaka RMSE na testnih podatkih pri razli£nih veliko-
stih gozdov. Vidimo, da je najbolj²i gozd z 53 drevesi. Zanimiv podatek, ki ga tudi
lahko razberemo iz grafov na sliki 5.2 je razlika med napako u£enja in testno napako.
Testna napaka je dosti vi²ja kot napaka na u£nih podatkih.
Sedaj, ko imamo oba modela tako za ²kodno pogostost kot za povpre£no ²kodo lahko
rezultate primerjamo z GLM modelom. Tabela 5.4 prikazuje primerjavo testnih
napak najbolj²ih modelov strojnega u£enja in modela GLM. Vidimo, da se modeli
zelo dobro ujemajo. Pri ²kodni pogostosti odstopanja med modeli skoraj ni, pri
povpre£ni ²kodi pa se je rezultat izbolj²al za 4. Tudi, £e gledamo relativno, se
rezultat ni mo£no izbolj²al.
Modeli Rezultat
GLM kodna pogostost 0.21541
GLM Povpre£na ²koda 4185.629
kodan pogostost (nnet) 0.21524
Povpre£na pkoda (rf) 4181.211
Tabela 5.4: Primejava modela GLM in modelov strojnega u£enje (nnet - nevronska mreºa,
rf - naklju£ni gozd).
5.4 KASKADNI MODEL
Poleg zgornjega sem se odlo£il poskusiti ²e en model. Modelu lahko re£emo kombi-
nirani model oziroma kaskadni model. S tem modelom sem ºelel nekako skom-
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binirati tako problem razvr²£anja kot tudi problem regresije.
Procesa sem se lotil tako, da sem najprej napovedoval ali se bo ²koda na posa-
mezni polici zgodila na vzorcu celotnih podatkov, potem pa sem posku²al na vzorcu
²kod napovedati oba modela. Kon£na napoved je tako kombinacija treh modelov.
Druga dva modela si bosta zelo podobna, zato bom za njiju predstavil le rezultate.
Prvega modela (torej model razvr²£anja) pa sem se lotil tako, da sem pripravil novo
spremenljivko, ki mi je povedala ali se je na polici zgodila ²koda ali ne in le to potem
tudi napovedoval. Najve£ja in najpomembnej²a sprememba v modelu je morala biti
seveda pri izbiri najbolj²ega modela. Tukaj se nisem mogel ve£ zana²ati na RMSE,
zato sem najprej pomislil na to£nost modela (accuracy), saj je ta mera, kot se spo-
mnimo iz teoreti£nega dela, primerna za probleme razvr²£anja. Tukaj pa seveda
hitro nastane problem, saj imamo zelo nesimetri£ne podatke. To pomeni, da mere
to£nosti (accuarcy) ne moremo uporabiti. Za primerjavo sem za izbiro najbolj²ega
modela uporabil tudi mero to£nosti in modele zgradil na podlagi tega. Kot se je
izkazalo so imeli vsi model enako to£nost in sicer 97%. To je bilo predvidljivo, saj so
vsi modeli zgradili model, ki je vedno napovedal razred NE. S tem smo si zagotovili
to£nost 97% in posku²anje kakr²nekoli izbolj²ave modela ni bila moºna. Vsaki£, ko
sem poskusil narediti neko delitev podatkov, je to£nost modela padla in posledi£no
je bil prvotni model bolj²i. Re²itev je preprosta in sicer ROC prostor. Le-tega sem
tudi uporabil kot mero za najbolj²i model. Spremenljivke in razli£ni podatki so
ostali isti, spremenila se je le napovedna spremenljivka:5
DA_NE_SKODA ~ Leto + BM + Vrsta_osebe
+ Leasing + Moc_motorja + Starost_vozila
+ Starost_zavarovanca + Posta + Znamka_avto,
kjer je DA_NE_SKODA denirana kot
Data$DA_NE_SPIS[Data$Stevilo_spisov != 0] <- "DA"
Data$DA_NE_SPIS[is.na(Data$DA_NE_SPIS)] <- "NE"
Rezultati tega modela so prikazani v tabeli 5.5. Kot lahko vidimo, je najbolj²i model
z naklju£nimi gozdovi na podatkih 2.
Ostane nam ²e gradnja modela za ²kodno pogostost, sedaj na zoºenih podatkih na
police s ²kodo. Model za povpre£no ²kodo ostaja enak, saj se ni spremenilo ni£.
Rezultati modela za ²kodno pogostost na zoºenih podatkih so prikazani v tabeli 5.6,
iz katere lahko vidimo, da je najbolj²i model prav tako naklju£ni gozd na podatkih
3.
Rezultati RMSE so nekoliko slab²i kot pri regresijskih modelih na nezoºenih podat-
kih, vendar se je treba spomniti, da delamo kaskadni model, kar pomeni, da moramo
gledati napako na celotnih podatkih, tako da skombiniramo modela razvr²£anja z
5Zapis je tak, kot ga imamo v programskem jeziku R.
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Tabela 5.6: Rezultati RMSE za ²kodno pogostost na zoºenih podatkih.
modelom regresije. Najprej napovemo ali bo na polici ²koda ali ne, nato napovemo
(samo na policah kjer je napovedana ²koda) kako visoka ²kodna pogostost bo ter
izra£unamo RMSE, ki v tem primeru pride 0.3058671. Primerjamo ga z rezultatom
od prej 0.21524 in vidimo, da v tem primeru pride slab²i rezultat. Najbolj²i model
je torej od prej.
Na tem koraku pa je potrebno tudi omeniti, da je na voljo veliko izbolj²av. Pri
kaskadnem modelu na primer bi se lahko ²e posvetili problemu asimetri£nih podat-
kov pri modelu za razvr²£anje. V praksi obstaja veliko na£inov, kako odpraviti ta
problem, npr. prevzor£enje, podvzor£enje ali SMOTE metoda6 (angl. Oversam-
pling, Undersampling). Pri regresijskih modelih v prvem delu primera, prav tako
lahko uporabimo metodi prevzor£enja in podvzor£enja kot tudi metodo SMOTER,
ki je podobna metodi SMOTE le da je namenjena le regresijskim problemom.





V zavarovalni²tvu je zelo pomembna naloga prepoznavanje rizi£nih in nerizi£nih
posameznikov. Za deljenje zavarovancev na ti dve skupini zavarovalnice dandanes
uporabljajo GLM model. Ta nam poleg tega omogo£a tudi ra£unanje nevarnostne
premije, ki je potreba za kritje bodo£ih ²kod. V magistrskem delu sem posku²al
GLM model zamenjati z metodami/modeli strojnega u£enja. Kot vidimo iz rezul-
tatov v poglavju 5, ni noben model strojnega u£enje veliko bolje napovedal ²kodne
pogostosti ali povpre£ne ²kode, saj so si bile vse napovedi relativno blizu. Poudariti
pa je potrebno, da je tako pri GLM modelu kot tudi pri modelih strojnega u£e-
nja na voljo ²e precej izbolj²av. Vsekakor pa lahko zaklju£imo, da strojno u£enje v
bliºnji prihodnosti ²e ne bo hitro zamenjalo GLM modela v zavarovalni²tvu, je pa
denitivno premik naprej. GLM model je namre£ ²e vedno zelo hitra metoda za
izra£un v primerjavi z nevronskimi mreºami ali naklju£nimi gozdovi. Tako trenutno
zavarovalnice ostajajo pri uporabi GLM modelov, vendar pa pri nekaterih primerih
ºe uporabljajo metode strojnega u£enja, vendar predvsem za prepoznavanje vzorcev
in ne za napovedovanje.
Omeniti je potrebno tudi, da se je uporaba GLM v zavarovalni²tvu razvijala nekaj
£asa, strojno u£enje pa je v uporabo pri²lo pred relativno kratkim £asom. Metode
strojnega u£enja se razvijajo hitro, kar pomeni da imamo na voljo veliko ve£ metod
kot tri, ki so predstavljene v tej magistrski nalogi. Moje mnenje glede uporabe
strojnega u£enja je, da smo ²e dokaj na za£etku razvoja, vendar pa verjamem, da
se bo v bliºnji prihodnosti strojno u£enje uveljavilo kot najbolj²e orodje proti vedno
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Priloga 1: Podatki za ROC krivuljo MODEL 2
Primer 1 7 4 3 5 6 2 8
Dejanski razred NE NE NE DA DA NE DA DA
Napoved (verj. DA) 0.05 0.2 0.35 0.5 0.55 0.7 0.8 0.95
Napovedni razred (prag 0.2) NE NE DA DA DA DA DA DA
Napovedni razred (prag 0.5) NE NE NE NE DA DA DA DA
Napovedni razred (prag 0.8) NE NE NE NE NE NE NE DA
Tabela 1: Tabela napovedi za MODEL 2.
prag = 0.8 N+ N- Vsota
D+ 1 3 4
D- 0 4 4
Vsota 1 7 8
TPR = 0.25, FPR =0
prag = 0.5 N+ N- Vsota
D+ 3 1 4
D- 1 3 4
Vsota 4 4 8
TPR = 0.75, FPR =0.25
prag = 0.2 N+ N- Vsota
D+ 4 0 4
D- 2 2 4
Vsota 6 2 8
TPR = 1, FPR =0.5
Tabela 2: Kontingen£ne tabele za MODEL 2 pri prag = 0.8, 0.5 in 0.2.
2
Priloga 2: Podatki Boston
Spremenljivka Pomen
crim - Stopnja kriminala na prebivalca
zn - Deleº stanovanjskih zemlji²£ nad 25, 000 sq.ft.
indus - Deleº poslovnih hektarjev na mesto
chas - 1-£e je mesto ob vodi, 0-sicer
nox - Koncentracija du²ikovih oksidov (delcev na 10 milijonov)
rm - Povpre£no ²tevilo sob na prebivali²£e
age - Deleº lastni²kih enot, zgrajenih pred letom 1940
dis - Uteºene razdalja do petih delovnih centrov v Bostonu
rad - Indeks dostopnosti do avtocest
tax - Polna vrednost nepremi£nine (v 10.000$)
ptratio - Razmerje u£enec proti u£itelj po mestih
lstat - Niºji status prebivalstva (%)
medv - Mediana vrednost lastnih stanovanj (v 1.000 $)
Tabela 3: Predstavitev spremenljivk pri podatkih Boston. Spremenljivka medv je tista,
ki jo napovedujemo.
Slika 1: Zgrajeno eno odlo£itveno drevo pri podatkih Boston, za katerega je predstavljena
napaka na sliki 4.8.
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Priloga 3: Aktivacijske funkcije
Slika 2: Aktivacijske funkcije (od leve proti desni): Linearna, popravljena linearna, hiper-
boli£na in Gaussova aktivacijska funkcija.
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