The observer/Kalman lter identi cation method is applied to the problem of online system identi cation of accurate, locally linear, aircraft dynamicmodels of nonlinear aircraft. It is a time-domain technique that identi es a discrete input-output mapping from known input and output data samples, without user imposed a priori assumptions about model structure or model order. The basic formulation of observer/Kalman lter identi cation speci c to the aircraft problem is developed and implemented in a nonlinear, six-degree-of-freedom simulation of an AV-8B Harrier. A similar simulation of a generic uninhabited combat aerial vehicle is also used. Numerical examples are presented, consisting of longitudinal and lateral/directional successive online identi cations at different nonperfect trim conditions, identi cation with sensor noise on multiple channels, and identi cation with discrete gusts. Accuracy of the identi ed linear system models to the nonlinear plant is quanti ed with comparison of eigenvalues, the Vinnicombe gap metric, and time history matching. Results demonstrate that the observer/Kalman lter identi cation method is suitable for aircraft online identi cation of locally linear aircraft models and is generally insensitive to moderate intensity Gaussian white sensor noise and for light to moderate intensity discrete gusts.
Introduction
T HE capability to generate accurate, locally linear aircraft models, online and in real time, is particularly useful in autonomous/intelligent ight control applications, where the absence of a human operator shifts the burden of decision making in real time to the onboard systems. In this type of system, small perturbation linear models generated on demand nd use in robust structuredadaptivemodel inversion ight controllers, 1 in online reference trajectorygenerators, 2;3 in assistingintelligent ight decision agents with multimodel switchingdecisions, 4 ;5 and as vehicle health monitoring mechanisms. 6 Besides autonomous/intelligent control applications, the recent literaturecontains examples and uses including identi cation of aircraft force and moment parameters 7;8 and identi cation of control effector characteristics. 9;10 These methods postprocess ight data to identify the parameters and generally possess the accuracy and data quality discussedin Refs. 11 and 12. In-ight system identi cation 13 uses current as opposed to post ight measurements of inputs and outputs and is particularly useful for ight control applications because the small perturbation linear aircraft models are available during ight. This technique has been used as a key element in a recon gurable ight control system that has been successfully ight tested, 14 and it has also been integrated with optimization-based control allocation schemes. 15 Regardless of the application,several types of linear system identi cation methods are available. Classical linear system identication methods explicitly approximate and simplify the nonlinear system dynamics in terms of a linear model, using either frequencydomain or time-domain methods. Three of the more common methods used are fast Fourier transforms, maximum likelihood estimation, and least squares. A survey of these traditional methods and their application to ight vehicles is provided in Ref. 16 . Ho and Kalman had earlier introduced an alternative approach to system identi cation using the concept of minimum realization 17 or the smallest dimension state-spacemodel among all possible realizable systems that have the same input-output relations. This result was subsequentlyextended by Juang and Pappa into the eigensystem realization algorithm (ERA). 18 ERA is a time-domain technique that directly solves for the system Markov parameters, or sampled pulse response histories, from the input and output data. It has been used with success on exible structures 19 and for systems with sensor noise. 20 Two basic limitations of the ERA technique are that the initial conditions of the system states and controls must be zero and that the perturbed system must decay to zero in steady state. Because an input matrix must be inverted, the latter requirement results in input-output data records and storage requirements that can be excessive for lightly damped systems, such as elastic ight vehicles,because of the time required for responsesto decay to zero. Additionally,the former requirement is especially limiting for ight vehicles. The trim state itself (zero accelerations, or the sum of all forces and moments equal to zero) is usually imperfect, especially in the presence of even small external atmospheric disturbances. Certain states and controls are also nonzero and often not precisely known in-ight. These limitations can preclude the use of ERA in a real-time online system identi cation setting, although it has been achieved for certain types of systems when used with input-output data correlations. 21 The observer/Kalman lter identi cation (OKID) technique is an extension of ERA that was developed 22¡24 to permit ef cient identicationof large exiblestructures,particularlythose of spacecraft. 25 Based on the concepts of stochastic estimation and deterministic Markov parameter identi cation techniques, OKID directly generates a discrete state-spacelocally linear model representationof the nonlinear system. For lightly damped systems, OKID arti cially improves system damping by introducing an asymptotically stable deadbeat observer. This signi cantly reduces the required data record, storage space, and computation time. Nonzero initial conditions on the states and controls can be easily accommodated with OKID, so that the technique is applicable to ight vehicles. Online applications of system identi cation must often contend with external disturbances. For these cases, the objective is to identify the undisturbed system even though the output data also contains the unwanted response due to exogenous inputs. Versions of OKID that have been developed to account for this effect contain explicit periodic disturbance models, 26 partially known periodic disturbance models, 27 and completely unknown periodic disturbance models. 28 For the speci c case of ight vehicle online system identi cation, the external disturbances encountered are gusts and atmospheric turbulence. Although the former tend to be discrete in nature, and easily modeled as step or ramp functions,the latter type are stochastic, not periodic. The accuracyof models identi ed online using one of the disturbance OKID methods will depend upon how closely the stochastic disturbance approximates the modeled periodic disturbance. The objective of this paper is to demonstrate the application and feasibility of the OKID method to the problem of online determination of accurate, locally linear aircraft models of nonlinear ight vehicles. The paper starts by reviewing the basic formulation of the OKID algorithm and the de nition of system Markov parameters. It then discusses observer Markov parameters and their relationship to system identi cation. The formulation is then extended to ight vehicle systems with imprecisely known trim values, and examples of multiple online identi cations. Identi cations for systems with sensor noise, and identi cation in the presence of atmospheric gust disturbances are presented. Accuracy of the identi ed model of the linearized nonlinear dynamics are veri ed with the Vinnicombe gap metric 29 and time history matching comparisons. Results are presented for aircraft nonlinear six-degree-of-freedom simulations of an AV-8 Harrier and a generic vertical/standard takeoff and landing (V/STOL) uninhabited combat aerial vehicle (UCAV6).
Basic Formulation
The discrete-time, linear state-space small perturbation model of the linearized nonlinear dynamics of an aircraft in the trim state can be represented in the form
where x.k/ 2 R n , y.k/ 2 R m , and u.k/ 2 R r are state, output, and control inputs vectors of dimension n, m, and r , respectively. The development follows from Ref. 22 . Solving for the output y.k/ with zero initial condition from Eqs. (1) in terms of the previous inputs u.i /; k D 0; 1; 2; : : : ; k, yields
: : :
Writing Eqs. (2) in matrix form, we have
with Markov parameters D; C B; C A B; : : : ; C A k ¡ 1 B, which are commonly used as the basis to identify mathematical models for linear dynamic systems. Linear state-spacemodels can then be generated from Markov parameters using the relation 
For lightly damped systems, however, the slow decaying response may produce a large Hankel matrix and, therefore,long computation times. The OKID method overcomes this problem by adding an observerinto the system and placing eigenvaluesas desired. Adding and subtracting an observer term Gy.k/ to the right-hand side of the state equation in Eqs. (1) yields
which can be written compactly as
where
G is an n £ m arbitrary matrix that can be used to make the matrix N A as stable as desired, that is, place the eigenvaluesof N A to any desired values if the system is observable. This ensures that C N A k ¡ 1 N B D 0 for k¸p, where p is the number of independent Markov parameters. For the identi cation problem, where A and C are unknown, the algorithm is normally set to place the eigenvalues at the origin by default, thereby, producing a deadbeat response. 23 This also reduces the length of the data record, thereby relieving some of the computational burden. Note that v.k/ is the input vector to the new observer augmented system Eq. (5) and is composed of the nominal system Eq. (1) inputs and outputs.
For the online system identi cation of an aircraft, nonzero initial conditions on the states and controls must be assumed, for which Eq. (5) is extended into the following form:
Using the measurement equation yields
The set of these equations for a sequence of k D 0; : : : ; l ¡ 1 can be written as
: : : ¢ ¢ ¢ : : :
The rst term in Eq. (7) represents the effect of the preceding p ¡ 1 time steps. When N A p is suf ciently small and all of the states in x are bounded, Eq. (7) can be approximated by neglecting the rst term on the right-hand side, such that
Equation (8) then has a least-squares solution
where N V C is the pseudoinverse of the matrix V . The observer Markov parameters N Y can be partitioned out as
and solved for by inspection,
However, it is the system Markov parameters that are desired, and these must be extracted from the observerMarkov parameters.Even if the system matrix A has slow eigenvalues,large numbersof system Markov parameters are not required because the deadbeat response provided by the observer permits the number of required Markov parametersto be kept small. Likewise if the system is marginallyunstable but observable. The general relationship between the system Markov parameters and the observer Markov parameters is
With the system Markov parameters now determined, the ERA method is used to obtain the desired discrete system realization [A; B; C; D], using a singular value decomposition of the Hankel matrix:
: : : : : : : : : : :
and the caret indicates identi ed system matrices, as opposed to the true system matrices. Because noise usually has lower energy than system signals, the ERA selects the signals that have larger singular values and considers them to be from the true signals. Identi cation in the presence of disturbances is not an advantage of this method because it is basically a least-squares method whose goal is to minimize the error between real output and identi ed output.
For the aircraft linear perturbation model, longitudinal perturbed state variables (outputs) are body-axis forward velocity, angle of attack, body-axis pitch rate, and pitch attitude angle and perturbed control inputs are stabilator, and nozzle:
Likewise, for the lateral/directional model, perturbed state variables (outputs) are sideslip angle, body-axis roll and yaw rates, and bank angle, and perturbed control inputs are aileron and rudder:
Using data records consisting of the perturbed control inputs and perturbed outputs, the assumed form of the input system to the OKID algorithm is a discrete state-spacerepresentationof the form,
Unspeci ed Trim Values
Because aircraft are not always precisely trimmed even in the socalled trimmed condition,values for the trim states and controls may be undeterminedor inaccurate. This is especially true for intelligent autonomously controlled uninhabited aerial vehicles and UCAVs because it may not always be possible (due to time constraints) or desirable (due to mission constraints) to command these aircraft to precise, steady-state (trim) conditions. When this situation occurs, the desired perturbedstate and control variablesthat have a linear relationship to the nonlinear system cannot be separated from the true trim states and controls. Ideally, a formulation that does not require the trim values to be speci ed is desired. To solve this problem, it is shown that we can change the form of the discrete linear equation to make the true input and output satisfy a modi ed linear model. It is well known that only small perturbations of a linear system around a steady-state or trim value have a linear relationship, that is,
where X and U are total states and controls, x and u are perturbed states and controls, and X 1 and U 1 are trim states and controls. Consideringthe trim valuesto be constantfor a given ight conditionand noting that X 1 
T permits Eq. (17) to be written
Similarly, with perturbed outputs y and trim outputs y 1 , the outputs can be converted to
This new linear system, Eqs. (18) and (19) , has the same matrices A and C as the perturbation model, but enlarged input and output matrices B and C.
Linear Model Veri cation
Accuracy of the identi ed plant models to the true plant models is veri ed in this paper using the Vinnicombe gap metric. 29 It is a modi ed gap metric that provides a measure of the distance on an operator space between a nominal linear, time-invariant system P 1 and its perturbed linear, time-invariant system P 2 . The Vinnicombe metric is a scalar value de ned as
with identity matrix I . The norm in Eq. (20) requires that a winding number condition be satis ed, which for rational plants is
where the winding number WNO is evaluated on the standard Nyquist contour indented around any imaginary axis poles of P 1 and P 2 ,´.P/ is the number of open right-hand poles of P, and ¤ denotes complex-conjugatetranspose. If two systems P 1 and P 2 are close in the Vinnicombe metric, then their closed-loop performance will be the same, for the same controller C . When the stability margin is de ned as
where 
Numerical Examples
The rst example demonstrates two successive online identi cations. The ight vehicle based applications of Refs. 1-6 only require identi cation on demand, not identi cation at each time step using persistent excitations. Therefore, this example demonstrates two successive online identi cations, on demand. A nonlinear, nonreal-time, six-degree-of-freedom simulation of the AV-8B Harrier is used as the nonlinear aircraft model. 30 There is no closed-loop controller in this simulation, so that all results are open loop (bare airframe). None of the identi cation for this rst example is done of ine or a posteriori. The OKID algorithm is embedded directly in the simulation code itself and can be invoked multiple times online during the simulation run, at times selected by the user. The length of the data stream record for use in the identi cation is selected by the user and, in this example, is 15 s in duration. The initial ight condition is Mach 0.56 at an altitude of 10,000 ft. Figure 1 shows longitudinal states and controls throughout the 70-s maneuver, and Fig. 2 shows lateral/directional states and controls. The rst online identi cation sequence is selected by the user to begin at time equals 5 s, at which point excitations consisting of doublets (and in some cases triplets) are introduced through all longitudinal and lateral/directional controls. After a simulator-generated linear model and an OKID-identi ed linear model is generated at this initial ight condition, the aircraft is commanded to descend, capture an altitude of 5000 ft, and retrim. At this new and different ight condition, the second online identi cation sequence begins at time equals 40 s with the same excitation magnitudes as used in the rst identi cation sequences. The altitude loss after the second identi cation is due to a small residual nonzero bank angle that is not commanded back to zero. A simulator-generatedlinear model is not obtained at the second trim point because this open-loop batch simulation does not precisely trim the aircraft except at time equals zero, with an iterative numerical trim algorithm. Figures 3 and 4 show the accuracy of the identi ed OKID linear models obtained in the example just described. Comparisons of the OKID-identi ed linear model are made to a simulator-generated linear model using a standard small perturbation differencing technique and to the nonlinear simulation itself. The same inputs that generate the nonlinear simulation responses are used as the inputs to both linear models for the comparison. Results from the rst lateral/directional identi cation (Fig. 3) demonstrate that the OKID local linear model faithfully approximates the nonlinear model at this condition, and the Vinnicombe 29 metric had a value of 0.234. The second online identi cation sequence occurs from time equals 40-70 s during the same simulation run, but at a different ight condition. Note that although the aircraft is not perfectly trimmed at the second ight condition, Fig. 4 shows that the online-generated OKID local linear longitudinal model exhibits good accuracy to the nonlinear simulation model. The Vinnicombe metric for the second longitudinal identi cation had a value of 0.173. Because the second ight condition is at a higher dynamic pressure than the rst ight condition and the magnitude of control excitations was the same as for the initial lower dynamic pressure ight condition, signi cantly larger and in fact perhaps excessively large perturbations were introduced. This can adversely affect the delity of the identied local linear model. The intent of this example is to demonstrate the basic feasibility of online system identi cation using the OKID method. Clearly, improved results can be achieved by proper scaling and scheduling of excitation magnitudes with ight condition. This consideration is beyond the scope of the present paper.
The examples that follow are sensor noise and external disturbance cases, using data from the UCAV6 nonlinear, non-realtime, six-degree-of-freedom ight simulation program of Ref. 31 as the nonlinear aircraft model. It is a hypothetical V/STOL-capable UCAV, based on a 70% scaled-down, uninhabited version of the AV-8B Harrier. Unlike the earlier results for the successive online identi cation example, the OKID linear models for the following examples are generated a posteriori in MATLAB ® , using the mle codes of the System/Observer/Controller Identi cation Toolbox for MATLAB of Ref. 32 . The rst case considers zero mean, Gaussian, white additive noise. The noise is injected into both the roll rate channel (0.005 variance), and body-axisside velocity channel (0.0004 variance). The latter results in noise in the sideslip angle measurement because sideslip angle is approximated in the linear model as the ratio of body-axis side velocity to total velocity. For the light noise characteristicsconsidered in this test case, Fig. 5 indicates that, in a qualitative sense, the OKID method is relatively insensitive to additive sensor noise. Comparison of the eigenvalues in Table 1 shows that there are numerical differences between the true and identi ed models, particularly in the spiral mode, but the modal composition of the OKID linear model is correct. The Vinnicombe gap metric has a large value of 0.996, which is most likely due to the presence of noise in the system, which the metric is not speci cally designed to cope with. Although a conservative result, use of some form of gap metric is desirable for autonomous applications. This is because time histories cannot be judged visually onboardthe vehicle,and calculationof a gap metric is faster than simulating several seconds and comparing magnitudes or norms of tracking errors. With data sampling of 50 Hz and using MATLAB on a Pentium 120-MHz personal computer, the CPU time for this case is 5.7 s. When it is considered that four states and two controls are being identi ed in the presence of sensor noise and that an algorithm is used implemented in a software interpreter environment, this result indicates that with a more powerful processor and a hardware implemented algorithm, the identi cation might be achieved in near real time.
To evaluate OKID performance in the presence of moderate and severe discrete atmospheric disturbances, vertical gusts of 5 and 10 ft/s were introduced during the excitation input sequence. The vertical gusts were timed to be of as much disruption to the identication process as possible and resulted in an additional component in the body-axis vertical velocity w. Note that a positive vertical gust results is a nose-down motion because w is de ned as positive downward in the north-east-down body-axis system. Figure 6 shows the result for a positivein sign, moderate verticalgust of 5 ft/s. To aid comparisonof the results, the nonlineartime history shown in Fig. 6 does not contain the gust disturbancebecause the OKID algorithm is attempting to identify the undisturbed nonlinear model, as desired. Table 2 indicates that OKID correctly identi ed the modal composition, but overall the accuracy is seen to be mediocre, particularly for the frequency of the short-period mode. This result is not unexpected because the short-period mode tends to be strongly exhibited in body-axis pitch rate and in angle of attack, and a disturbance in w will be exhibited as a disturbancein angle of attack. The OKID algorithm has no way of knowing that the output data record contains the aircraft response to a disturbance, and so it identi es the excitation plus disturbance linear model. A Vinnicombe 29 gap metric value of 1 corroborates this conclusion. Figure 7 shows the results for a positive in sign, severe vertical gust of 10 ft/s. For this stronger gust, Table 3 shows that the OKID algorithm is unable to predict even the correct modal composition of the aircraft dynamics. The Vinnicombe 29 gap metric reports a value of 1 for this case. Although the order of the model is correct, and the modes are correctly identi ed as being stable, and the shortperiod mode is predictedfairly well, the OKID algorithmincorrectly predicts rst-order modes, whereas the linearizer-generatedmodel of the undisturbed aircraft contains the standard short-period and phugoid modes. Incorrect modal composition of an identi ed linear model, as occurred in this example, in general renders the identi ed model useless. Most system identi cation techniques have some degree of dif culty handlingexternal disturbances.The OKID technique is no different; as both disturbances examples indicate, it is not reliable for linear system identi cation of nonlinear systems subjectedto anything more than mild discrete external disturbances. Because the basic formulation of OKID does not explicitly account for external disturbances, this result is not unexpected.
Conclusions
The OKID methodology, a time-domain input-output mapping technique originally intended for exible structure a posteriori system identi cation, has been applied to the problem of on demand, online linear model system identi cation of nonlinear, rigid-body aircraft dynamics. A formulation suitable for nonzero initial conditions (suitable for aircraft trim) was developed and embedded to run online in a nonlinear, non-real-time, six-degree-offreedomsimulationprogramof an AV-8B Harrier. An exampleusing this system was presented for consecutive online longitudinal and lateral/directional identi cations at different trim conditions, and additional examples for the cases of sensor noise and discrete external disturbances (gusts) were generated using a nonlinear, nonreal-time, six-degree-of-freedom simulation program of a UCAV. Results in the examples were compared using eigenvalues, time histories, and the Vinnicombe 29 gap metric. Based on the results presented, it is concluded that the OKID identi cation method is entirely suitable, without major modi cation, for the problem of generating online linear system models of nonlinear, rigid-body aircraft dynamics. As with any identi cation method, accuracyof OKID results is strongly dependenton the ability to excite system modes suf ciently, without driving the system unstable. This entails proper selection of which control effectors to use for injecting excitation inputs and the magnitudes of these inputs. It is particularly important for aircraft applications because the aircraft response to control inputs varies strongly with ight condition.
The nonzero initial condition feature of OKID allows the online identi cation of accurate linear aircraft models at various ight conditions, even when the aircraft is not perfectlytrimmed, that is, when the system was not in steady state.
Values for the Vinnicombe 29 gap metric tended to be very conservative for the noise and disturbancecases. This does not necessarily mean that an identi ed model was totally unsuitable, but another candidatemeasure to considerwould be the frequency-by-frequency equivalent of the Nu gap metric, which is the chordal distance of the generalized stability margin as a function of frequency.
Finally, for the class of system studied, OKID is relatively insensitive to moderate-intensity Gaussian white sensor noise on multiple channels, and light-to-moderate-intensity discrete gust disturbances. However, identi cation accuracy degrades signicantly in the presence of large magnitude, high-intensity discrete gust disturbances.
