Abstract. We study a one dimensional metastable dynamics of internal interfaces for the initial boundary value problem for the following convection-reaction-diffusion equation ∂tu = ε∂
Introduction
The slow motion of internal shock layers has been widely studied for a large class of evolutive PDEs on the form
where P ε [u] is a nonlinear differential operator that depends singularly on the parameter ε. Such phenomenon is known as metastability. The qualitative features of a metastable dynamics are the following: through a transient process, a pattern of internal layers is formed from initial data over a O(1) time interval; once this pattern is formed, the subsequent motion of such interfaces is exponentially slow, converging to their asymptotic limit. As a consequence, two different time scales emerge: for short times, the solutions are close to some non-stationary state; subsequently, they drift towards the equilibrium solution with a speed rate that is exponentially small. In other words, the equation exhibits in finite time metastable shock profiles (called interfaces) that persist during an exponentially (with respect to a small parameter) long time period and that move with exponentially slow speed.
Many fundamental partial differential equations, concerning different areas, exhibit such behavior. Among others, we include viscous shock problems (see, for example [16] , [17] , [19] , [25] for viscous conservation laws, and [5] , [28] for Burgers type's equations), relaxation models as the Jin-Xin system [27] , phase transition problems described by the Allen-Cahn equation, with the fundamental contributions [7] , [9] , and the Cahn-Hilliard equation studied in [1] and [23] .
In this paper we study the slow motion of internal interfaces generated by the evolution of the solution to a convection-reaction-diffusion equation. Given > 0, we consider the initial-boundary value problem (1.1)
x ∈ I, t > 0 u(0, t) = u( , t) = 0 t > 0 u(x, 0) = u 0 (x) x ∈ I where I = (0, ) is a bounded interval of the real line, and the unknown u ∈ L 2 (I). Here ε is a small and positive parameter, that can be seen as a viscosity coefficient, while f satisfies
The main example we have in mind is the initial-boundary value problem for the generalized Burgers equation, also known as the Burgers-Sivashinsky equation, that is (1.3)
∂ t u = ε ∂ 2 x u − u∂ x u + u, together with boundary conditions and initial datum u 0 (x). Such equation arises from the study of the dynamics of an upwardly propagating flame-front in a vertical channel (see [24] ); precisely, setting u(x, t) = −∂ x y(x, t), the dimensionless shape y = y(x, t) of the flame front interface satisfies We mean to analyze the behavior of solutions u ε to (1.1) in the vanishing viscosity limit, i.e. ε → 0. In particular, we address the question whether a phenomenon of metastability occurs for such kind of problem, and how this special dynamics is related to the size of the viscosity coefficient and to the choice of the initial datum u 0 .
In the limit ε → 0, equation (1.1) formally reduces to the first order hyperbolic equation (1.5) ∂ t u = −∂ x f (u) + f (u), u(x, 0) = u 0 (x).
The set of solutions for such equation is the one given by the entropy formulation, in the sense of Kruzkov (see [14] ). In this case it is well know the existence and uniqueness of the solution U hyp (x, t) to the Cauchy problem for (1.5) (i.e. x ∈ R). Moreover, denoting by u ε the solution to (1.1), it is possible to prove that u ε (x, t) → U hyp (x, t) as ε → 0, (for more details, see [15, 22] ). Finally, such convergence is in L 1 loc , and it is uniform away from shock waves, as proven in [21] .
When Dirichlet boundary conditions are taken into account, the case of a bounded domain is more delicate than the Cauchy problem. First of all, the boundary conditions u(0, t) = u( , t) = 0 has to be interpreted in a nonclassical way in the sense of [3] .
Concerning existence results and asymptotic behavior for the solution to the boundaryvalue-problem for (1.5), a complete analysis has been performed by C. Mascia and A. Terracina in [18] ; here the authors deal with the initial-boundary value problem for a general reaction-convection equation of the form (1.6)
showing how the boundary conditions influence the large-time behavior of solutions. Moreover, they prove the presence of discontinuous stationary solutions for (1.6), that correspond to stationary solutions with internal layers for the viscous problem when ε > 0.
When ε > 0, the presence of a diffusive term has a smoothing effect on solutions. Indeed, all the discontinuities turn into smooth internal layers, that are less sharp as ε increases.
Numerical computations show that, for a certain class of initial data, equation (1.3) exhibits a metastable behavior. Precisely, in [4] , it has been proved that a sufficient condition for the appearance of a metastable dynamics is that the initial datum satisfies
Starting from such initial configuration, one observe that an interface is formed in an O(1) time scale. Once such interface is formed, it starts to move towards one of the wall x = 0 or x = , but this motion is extremely slow. Hence, two different time scales emerge: a first transient phase of order O(1) in time where the interface is formed, and an exponentially long time phase, that can be extremely long providing ε very small, where the interface drifts towards its equilibrium configuration. In terms of the shape y(x, t), in a first stage of its dynamics the solution assumes a somewhat asymmetric parabolic shape. In particular, the tip of such parabola corresponds to the point where u vanishes. The subsequent motion of the tip of the parabolic flamefront interface towards one of the wall x = 0 or x = can be extremely slow with respect to the parameter ε.
There are several papers concerning the dynamics of solutions to equation (1.1) , that is a special case of a more general class of convection-reaction-diffusion equations on the form
. The initial-boundary value problem in different dimensional sets for (1.8) has been investigated in a numbers of works, under different assumptions for the functions f and g. To name some of these papers, we recall here [6, 8, 11, 12, 13] .
A pioneering article in the study of metastable dynamics of solutions for the convectionreaction-diffusion equation (1.1) is the reference [5] . Here the authors analyze the specific case f (u) = u 2 /2 (Burgers-Sivashinsky equation), proving that there exist different types of stationary solutions: more precisely, there exist one positive stationary solution U + ε and one negative stationary solution U − ε that are linearly stable, and two other unstable equilibrium solutions U ± ε,1 , that have exactly one zero inside the interval. Moreover, it turns out that the stationary solution U − ε,1 (that, in terms of the shape y, corresponds to a parabolic-shaped flame-fronte interface) is metastable. Indeed, concerning the time-dependent problem, in [5] the authors rigorously prove that, for the particular class of initial data considered in [4] , the solutions generated by such initial configurations exhibit a metastable behavior, in the sense that they remain close to the initial configuration for a time of order T ε = e 1/ε , before converging to one of the stable steady states U ± ε . Such slow motion is a consequence of the presence of a first small eigenvalue associated with the linearization around the unstable stationary solution U − ε,1 : in particular, λ 1 is positive but exponentially small in ε. Therefore, starting from initial data that are small perturbation of such unstable steady state, the corresponding time-dependent solution starts to move towards one of the stable equilibrium configurations U ± ε , but this motion is extremely slow, since it is described by terms of order e λ ε 1 t . Hence, differently from the cases considered in [19, 20, 27] , here the metastable behavior is characterized by the fact that the steady state U − ε,1 is unstable, so that the solutions starting from an initial configuration close to U − ε,1 are pushed away towards their asymptotic limit, but the time of convergence can be extremely long.
The problem of slow motion for equation (1.1) has been examined also in [28] for a generic flux function f (u) that satisfies hypotheses (1.2). Here the authors show that the first eigenvalue associated with the linearized problem around the equilibrium solution U − ε,1 is exponentially small with respect to ε; more precisely, they provide an asymptotic expression for such principal eigenvalue. The presence of a first small eigenvalue leads to a metastable behavior for the time-dependent problem, studied by using the so-called projection method: the authors are able to derive an (asymptotic) ordinary differential equation describing the motion of the unique zero of the solution u, that corresponds, in term of the shape y, to the tip location of a parabolic-shaped interface.
The existence and the stability properties of stationary solutions to (1.1) that have more than one zero inside the interval, and the corresponding time-dependent problem, has been conversely studied in [10] .
The aim of this paper is to prove existence results for the stationary solutions to (1.1) in the case of a generic flux function f (u), and to rigorously study the subsequent motion of solutions starting from initial data on the form (1.7). The strategy we mean to use here is analogous to the one firstly performed in [19] to study the slow motion of internal layers for parabolic evolutive systems under appropriate assumptions on the spectrum of the linearized operator around the steady state. In particular, it was required that the spectrum of such linearized operator was composed by real and negative eigenvalues (for more details, see [19, Section 2] ). For the problem studied in this paper, we know that there exists a first positive eigenvalue that is exponentially small in ε, so that the stationary solution is unstable but it is metastable, as already stressed before. This is the strategy we mean to follow.
• We build up a one parameter family of functions {U ε (x; ξ)} ξ∈I , where the parameter ξ represents the unique zero of the function U ε , i.e. the location of the interface, and such that each element of the family can be seen as an approximation of the unstable steady state U − 1,ε in a sense that we will specify later.
• We linearize around an element of the family, by looking for a solution to (1.1) in the form u(x, t) = U ε (x; ξ(t)) + v(x, t).
• We prove that, under appropriate assumptions on the spectrum of the linearized operator around the steady state and on the family of functions {U ε }, a metastable behavior occurs.
We close this Introduction with an overview of the paper. In Section 2 we prove the existence of four different types of stationary solutions for equation (1.1), and we discuss the stability properties of these steady states. In Section 3 we develop a general approach to describe the dynamics of solutions belonging to a neighborhood of a one-parameter family {U ε (x; ξ)} ξ∈I of approximate steady states, where we use as coordinates the parameter ξ, describing the location of the internal interface, and the perturbation v, describing the distance between the solution u and an element of the family. By linearizing the original equation around an element of the family, we end up with a coupled system for the variables (ξ, v), whose analysis is performed in the subsequent Section 4. In particular we here deal with an approximation of the system, obtained by linearizing with respect to v and by disregarding the o(v)−terms. Specifically, we state and prove Theorem 4.1, providing, under appropriate assumptions on the spectrum of the linearized operator around U ε as well as on the behavior of U ε as ε → 0, an explicit estimate for the perturbation v. We will show that v has a very fast decay in time up to a remainder that is small in ε; such decomposition will be used to decoupled the system for (ξ, v), in order to obtain a reduced equation for the interface location ξ(t), analyzed in Proposition 4.2. In particular, these results characterizing the couple (ξ, v) give a good qualitative explanation of the transition from the metastable state to the finale stable state.
Finally, in Section 5, we consider, as an example, the Burgers-Sivashinsky equation: in this case we are able to provide an explicit expression for the approximated family {U ε }. In order to apply the general theory developed in the previous Sections, we give a measure on how far is an element of the family {U ε } from being an exact steady state, as well as an explicit expression for the speed of the interface. It turns out that all these terms are small with respect to ε. Subsequently, we analyze spectral properties of the linear operator arising from the linearization around the approximate steady state U ε , showing that the spectrum can be decomposed in two parts: the first eigenvalue λ ε 1 is positive and of order e −1/ε ; all the remaining eigenvalues {λ ε k } k≥2 are negative and behave like −C/ √ ε. Such estimates will translate into a one-dimensional dynamics, since all of the components of the perturbation relative of all the eigenvectors except the first will have a very fast decay for ε small, and in a slow motion for the interface as a consequence of the size estimate for the first eigenvalue. This analysis is needed to give evidence of the validity of the assumption of Theorem 4.1.
Last part of this Section is devoted to the analysis of the complete system for the couple (ξ, v), where the o(v)−terms are considered: we take into account quadratic terms that, in the specific case under consideration, involve a dependence on the space derivative of the solution, so that an additional bound is needed. The main contribution of this Section is Theorem 5.2, where we prove an estimate for the difference R := |(v − z)(t)| H 1 ,where z is a function with a very fast decay, and the remainder R is estimated.
The main difference with respect to the other papers that have considered the problem of metastability for equation (1.1) is that here we deal with a generic flux function f that satisfies hypotheses (1.2); also, we develop a general theory to rigorously prove the slow motion of the internal interfaces, that could be also applicable to other types of convection-reaction-diffusion equations and, hopefully, to the case of systems, provided that the assumptions of Theorem 4.1 are satisfied. In principle, when rigorous results are not achievable, it could be possible to obtain numerical evidence of the spectrum of the linearized operator.
Moreover, in this paper we are able to give explicit expressions for the speed and for the size of the interface location ξ, as well as for the time of convergence of such interface towards its equilibrium configuration; as a consequence, the two phases of the dynamics are explicitly described and separated.
The stationary problem
In this Section we deal with the stationary problem for (1.1), that is
for x ∈ (0, ). This problem has been extensively studied in the case f (u) = u 2 /2 in the work of H. Berestycki, S. Kamin and G. Sivanshinsky [5] . Here the authors prove the existence and uniqueness of four type of solutions to (2.1): they prove that there exist a unique positive solution U + ε , a unique negative solution U − ε , and two other stationary solutions U 2.1. Existence of stationary solutions. We here mean to use analogous techniques in order to prove the existence of stationary solutions in the case of a generic flux function that satisfies hypotheses (1.2). In particular we are interested in studying the existence of the stationary solution, named here U ε M (x), that gives rise to a metastable behavior. Let us stress again that, in this case, U ε M (x) is said to be metastable because, starting from an initial datum located near U ε M , the solution drifts apart the unstable steady state towards one of the stable equilibrium configurations, and this motion is extremely slow. This behavior is different from other cases (see, for example, [19, 27] ) where the unique steady state is metastable in the sense that, starting from an initial configuration located far from the equilibrium, the time-dependent solution starts to drifts in an exponentially long time towards the asymptotic limit.
, that has one zero inside the interval (0, ) and such that
Proof. Let x 0 ∈ (0, ), and let us consider the interval (x 0 , ). Denoting by N u := −ε∂ 2
On the other side, given α ∈ R + , we consider the function
Since f (v) is positive inside the interval (x 0 , ), if we denote by m = max
order to have N v ≤ 0, we have to require
so that there exists a positive solution u + (x) to (2.1) in (x 0 , ) such that u + (x 0 ) = 0. A symmetric argument can be used inside the interval (0, x 0 ) to prove the existence of a negative solution u − (x), so that
For the proof of the second part of the Proposition, it will be enough to give a description of the positive solution u + (x) for x ∈ (x 0 , ). The same arguments can be used for the symmetric case of u − (x) in the interval (0, x 0 ).
First of all, we know that u + (x) ≤ x − x 0 for all x ∈ (x 0 , ), so that u + (x 0 ) ≤ 1; moreover, u + ( ) < 0. Since u + > 0, there exists at least a value x 1 ∈ (x 0 , ) such that
Now let us suppose that there exists a value x 2 > x 1 such that u + (x 2 ) is an internal minimum for u + . From the equation we have
which is impossible since x 2 is a minimum for u. Hence, u + (x) is negative for all x ∈ (x 0 , ). Finally, from the equation
Remark 2.2. Because of the assumption (1.2) 3 on the symmetry of the flux function f , it turns out that x 0 ≡ /2. In particular, the steady state U ε Proof. First of all we note that, if
where ω(x) < 0 and θ(x) > 0 are C 2 functions such that h λ a,c is a continuous function with continuous derivative in x = a, b, c, d. More precisely we require
Under these hypotheses, it is easy to check that h λ a,c is a supersolution to (2.1) for x ∈ (0, /2), and a subsolution for x ∈ ( /2, ). Hence, for ε small enough, we deduce
Since λ can be chosen arbitrarily close to 1, while a and c can be chosen arbitrarily close to 0 and respectively, it follows that U ε M (x) converges pointwise to x − /2 as ε → 0 for all x ∈ (0, ).
With analogous techniques it is possible to prove similar results for the other solutions to (2.1), starting from the properties of U ε M (x) and making use of symmetries and scalings in the problem. Furthermore, equilibrium solutions with more than one zero crossing are also possible (see [10] for more details).
Indeed, as already stated before in [5] for the case f (u) = u 2 /2, we state the following result.
Proposition 2.4. Concerning the solutions to (2.1), there exists a unique positive solution U ε,+ (x) such that • U ε,+ ≤ 1, 0 < U ε,+ ≤ x and U ε,+ ≤ 0 for x ∈ (0, ).
• U ε,+ converges to x in (0, ) pointwise when ε → 0. Additionally, there exists a unique negative solution U ε,− (x) := −U ε,+ ( − x) such that
• U ε,− ≤ 1, x − < U ε,− ≤ 0 and U ε,− ≥ 0 for x ∈ (0, ).
• U ε,− converges to x − in (0, ) pointwise when ε → 0. Finally, there exists a unique stationary solution U ε N S that has one zero inside the interval (0, ) and such that
• 0 < U ε N S (x) < x for x < /2, and
pointwise for x = /2 when ε → 0.
Stability of stationary solutions.
Concerning the stability properties of the stationary solutions to (1.1), the following Proposition holds.
Proposition 2.5. The stationary solutions U ε,± (x) are stable, while U ε
The proof of the Proposition is based on the following well known result concerning the evolution problem (1.1) with a sub or supersolution as initial datum (see [2, 26] and [5, Theorem 6.4 
]) .
Proposition 2.6. Let v(x) be a weak subsolution (respectively supersolution) to (2.1). Let u(x, t) be the solution to (1.1) with initial datum u 0 (x) = v(x). Then, for t → +∞, u(x, t) converges monotonically to a stationary solution U (x) to (1.1), i.e. u(x, t) U (x) ( or u(x, t) U (x)).
Proof of Proposition 2.5. We prove only the instability property of U ε M . To prove the results stated for U ε N S and U ε,± , the basic idea is the same, and follows the lines of [5, Theorem 6.4] .
Given (a, b) ⊂ (0, ), let us defineŪ ± (x; a, b) as the unique positive (respectively negative) solution to ε ∂
Moreover, given 0 < α < β < γ < , let us define
Hence, if α = 0, 0 < β < /2 and γ = , we know that U ε
. Now let v(x, t) be the solution to (1.1) with initial datum v 0 (x) = v(x). We have v(x, t) U ε,+ as t → +∞, since there are no other stationary solutions U (x) such that v ≤ U . This prove the instability of
As a consequence of the asymptotic instability of U ε M (x), if we start from an initial datum u 0 (x) close to such unstable configuration, we will see in finite time that the solution u(x, t) to (1.1) "run away" from U ε M . Precisely, there exist δ > 0 and a time T > 0 such that
However, as already stressed before , solutions to (1.1) generated by initial data close to U ε M exhibit a metastable behavior, i.e. the convergence to one of the equilibrium configuration U ε,± is exponentially slow in time. To rigorously describe such behavior, from now on we will consider equation (1.1) together with initial data of the form 0 in (a 0 , ) , for some a 0 ∈ (0, ).
The metastable dynamics and the linearized problem
In this Section we analyze the solution u to (1.1) in the vanishing viscosity limit, i.e. ε → 0. In particular, we address the question whether a phenomenon of metastability occurs for such kind of problem, and how this special dynamics is related to the viscosity coefficient and to the initial datum u 0 .
Let us define the nonlinear differential operator
that depends singularly on the parameter ε, meaning that P 0 [u] is of lower order. Our primarily assumption is the following: we suppose that there exists a one-parameter family of functions {U ε (x; ξ)} ξ∈I such that
• The nonlinear term P ε [U ε ] is small in ε in a sense that we will specify later.
• There exists a valueξ ∈ I such that the element of the family U ε (x;ξ) corresponds to a stable steady state to (1.1).
• Each element of the family is such that
The parameter ξ describes the unique zero of U ε , corresponding to the location of the interface; under these hypotheses, starting from an initial configuration close to U ε , a metastable behavior for the time-dependent solution is expected.
The family {U ε (x; ξ)} ξ∈I can be seen as a family of approximate steady states for (1.1), in the sense that each element satisfies the stationary equation up to an error that is small in ε. More precisely, we ask for the existence of a family of smooth positive functions Ω ε (ξ), that converge to zero as ε → 0, uniformly with respect to ξ, and such that
We also consider the following additional assumption specifying the structure of the term Ω ε : we require that there exists a family of smooth positive functions ω ε = ω ε (ξ), uniformly convergent to zero as ε → 0, such that
This hypothesis incorporates the fact that, for a distinct valueξ ∈ I, the element U ε (·,ξ) solves the stationary equation. The dependence of Ω ε and ω ε on ε is here crucial, since they measure how far is an element of the family U ε from being an exact stationary solution. Let us stress that, differently to the construction in [28] , where the approximate stationary solutions satisfy exactly the equation and the boundary condition to within exponentially small terms, here we assume that the generic element U ε satisfies the boundary conditions exactly and the equation approximately.
Once the one-parameter family {U ε (x; ξ)} ξ∈I is chosen, we look for a solution to (1.1) in the form
where the perturbation v ∈ L 2 (I) is determined by the difference between the solution u and an element of the family of approximate steady states. The idea of a linearization around U ε is developed in order to separate the two distinct phases of the dynamics of the solution. Firstly, we mean to understand what happens far from the stable equilibrium solution when the interface is formed; subsequently, we want to follow its evolution towards the asymptotic limit. To this aim, we suppose that the parameter ξ, describing the unique zero of the "quasi-stationary" solution U ε , depends on time, so that its evolution towards one of the wall x = 0 or x = (corresponding to the equilibrium solutions U ε,+ and U ε,− respectively) describes the asymptotic convergence of the interface towards the equilibrium. Hence, our purpose is to determine an equation and/or an expression for the value ξ(t), characterizing the metastable behavior.
By substituting (3.1) into (1.1), we obtain
is the linearized operator arising from the linearization around U ε , while Q ε [v, ξ] is the higher order term in v, defined as
3.1. Spectral hypotheses and the projection method. We begin by analyzing the spectrum of the linearized operator L ε ξ . The eigenvalue problem reads ε∂
Firstly, we show that the eigenvalues of L ε ξ are real. To this aim, let us introduce the self-adjoint operator
It is easy to check that ϕ ε is an eigenfunction for L ε ξ relative to the eigenvalue λ ε if and only if ψ ε (x; ξ) = exp − 1 2ε
is an eigenfunction for the operator M ε ξ relative to the eigenvalue µ ε = ελ ε . Hence ε σ(L ε ξ ) ≡ σ(M ε ξ ), so that, since M ε ξ is self-adjoint, we can state the the spectrum of L ε ξ is composed by real eigenvalues.
Moreover, we assume the spectrum of L ε ξ to be composed of a decreasing sequence {λ ε k (ξ)} k∈N of real eigenvalues such that • λ ε 1 (ξ) → 0 as ε → 0, uniformly with respect to ξ.
• All the eigenvalues {λ ε k } k≥2 are negative and there exist constants C, C such that λ
Hence, we assume that there is a spectral gap between the first and the second eigenvalue. Moreover, we ask for λ ε 1 to be small in ε (uniformly with respect to ξ) and we assume the sequence {λ ε k } k≥2 to diverge to −∞ as −k 2 . Remark 3.1. We note that there are no requests on the sign of the first eigenvalue λ ε 1 ; in Section 2 we have proven the instability of U ε M , so that, since U ε well approximates the exact steady state U ε M , we can state that the first eigenvalue λ ε 1 is positive. The metastable behavior is indeed a consequence of the smallness, with respect to ε, of such first eigenvalue.
Denoting by ϕ ε k = ϕ ε k (·; ξ) the right eigenfunctions of L ε ξ and by ψ ε k = ψ ε k (·; ξ) the eigenfunctions of the corresponding adjoint operator L ε, * ξ , we set
In order to obtain a differential equation for the parameter ξ, we use an adapted version of the projection method: since we have supposed the first eigenvalue of the linearized operator to be small in ε, i.e. λ ε 1 → 0 as ε → 0, a necessary condition for the solvability of (3.2) is that the first component of the solution v 1 has to be zero. More precisely, in order to remove the singular part of the operator L ε ξ in the limit ε → 0, we set an algebraic condition ensuring orthogonality between ψ ε 1 and v, so that the equation for the parameter ξ(t) is chosen in such a way that the unique growing terms in the perturbation v are canceled out. In formulas
Using equation (3.2), we have
, we obtain a scalar nonlinear differential equation for the variable ξ, that is
We notice that if U ε (·;ξ) is the exact stationary solution, then
The fact that L ε ξ (∂ ξ U ε ) is uniformly small suggests that the first eigenfunction ψ ε 1 is proportional to ∂ ξ U ε (at least for small ε), so that we can renormalize the first adjoint eigenfunction in such a way
Since we consider a small perturbation, in the regime v → 0 we have
where the remainder R is of order o(|v|), and it is defined as
Inserting in (3.3), we end up with the following nonlinear equation for ξ
Moreover, plugging (3.4) into (3.2), we obtain a partial differential equation for the perturbation v (3.5)
where
Analysis of the linearized system
Equations (3.4)-(3.5) form a coupled system for the couple (ξ, v). This system is obtained by linearizing with respect to v, and by keeping the nonlinear dependence on ξ, in order to describe the evolution of the interface when it is localized far from the equilibrium location. Hence, the terms arising from the linearization around v ∼ 0 are asymptotically smaller than the other terms, so that in the following we will consider the nonlinear system obtained by neglecting the o(v) order terms, that is
We mean to analyze the behavior of the solution to (4.1) in the limit of small ε. In order to state our first result, let us recall the hypotheses we assumed on the terms of such system.
H1.
We choose a family of approximate steady states {U ε (x; ξ)} ξ∈I such that • There exists a valueξ ∈ I such that the element U ε (x;ξ) correspond to a stable steady state for the original equation.
• For every ξ ∈ I, each element of the family satisfies U ε (x; ξ) > 0 for x ∈ (0, ξ) and U ε (x; ξ) < 0 for x ∈ (ξ, ).
• There exists a family of smooth and positive functions Ω ε (ξ), uniformly converging to zero as ε → 0, such that there holds
• There exists a family of smooth positive functions ω ε = ω ε (ξ), uniformly convergent to zero as ε → 0, such that
H2. The sequence of real eigenvalues {λ ε k (ξ)} k∈N of the linearized operator L ε ξ is such that
• λ ε 1 (ξ) → 0 as ε → 0 uniformly with respect to ξ.
H3. The eigenfunctions ϕ ε k (·; ξ) and ψ ε k (·; ξ) are normalized so that
Moreover we assume
for some constant C that does not depend on ξ.
In the following, we use the notation Λ ε k := sup ξ∈I λ ε k (ξ).
Theorem 4.1. Let hypotheses H1-3 be satisfied. Then, denoted by (ξ, v) the solution to the initial-value problem (4.1), for any ε sufficiently small, there exists a time T ε such that for any t ≤ T ε the solution v can be represented as
where z is defined by
and the remainder R satisfies the estimate
Moreover, for v 0 sufficiently small in L 2 , the final time T ε can be chosen of the order C|Λ ε 1 | −1 , hence diverging to +∞ as ε → 0. Proof. The idea of the proof is analogous to the proof of [19, Theorem 2.1]. Setting
we obtain an infinite-dimensional differential system for the coefficients v j (4.6)
and the coefficients a j , b jk are given by
Convergence of the series is guaranteed by assumption (4.4). Now let us set
Note that, for 0 ≤ s < t, there hold
By differentiating (4.4), we deduce
so that, since ψ ε 1 , a j = 0 for any j, equation (4.6) for k = 1 simplifies to
Choosing v 1 (0) = 0, it follows (4.9)
for k ≥ 2. Let us introduce the function
which satisfies the estimate |z|
after some computations we end up with
for some constant C > 0 depending on the L ∞ −norm of ψ ε k . The assumption on the asymptotic behavior of the eigenvalues λ ε k , k ≥ 2, can now be used to bound the series. Indeed, there holds
so that
, so that, recalling that Λ ε 2 is bounded away from 0, we deduce
Hence, as soon as
Finally, condition (4.10) gives a constraint on the final time T ε . Indeed we ask for
to assure condition (4.10) to be satisfied. Constraint (4.11) can be rewritten as
, that is, we can choose T ε,1 of the form
for v 0 sufficiently small. On the other hand, from (4.12), we have
Now the proof is completed.
Theorem 4.1 gives a very precise estimate for the perturbation v. Indeed, we have proven that v has decays properties similar to those of the function z(x, t), hence it converges to zero very fast for t → +∞; moreover, the difference |v − z| L 2 is bounded by |Ω ε | L ∞ , meaning that it is small with respect to ε.
Since the final time T ε is diverging to +∞ for ε → 0, estimate (4.5) holds globally in time, and the precise decomposition for the perturbation v can be used in the equation for ξ(t) in order to decoupled the system (4.1). Indeed
so that, for small ε and |v 0 | L 2 , the function ξ(t) behaves like the solution ζ(t) to the following problem dζ dt = θ ε (ζ), ζ(0) = ξ 0 .
Proposition 4.2. Let hypotheses H1-2-3 be satisfied. Let us also assume that (4.13) θ ε (ξ) < 0 for any ξ ∈ I, and θ ε (ξ) < 0.
Then, for ε and |v 0 | L 2 sufficiently small, ξ(t) converges to its equilibrium locationξ as t → +∞.
Proof. For any initial datum ξ 0 , the variable ξ(t) solves an equation of the form
Therefore, by means of the standard method of separation of variables, we get
that is, ξ converges toξ as t → +∞ and the convergence is exponential, in the sense that there exists β ε > 0 such that (4.14)
for any t under consideration.
Estimate (4.14) shows the exponentially slow motion of the interface for small ε. Indeed, its evolution towards the equilibrium position is much slower as ε becomes smaller, since β ε → 0 as ε → 0.
More precisely, the collocation of the interface ξ(t) remains close to some non equilibrium value for a time T ε that can be extremely long when ε is small, before converging to its stable configuration, corresponding to one of the wall x = 0 or x = .
Application to the Burgers-Sivashinsky equation
The aim of this Section it to apply the general theory developed in the previous Sections to the specific example of the so called Burgers-Sivashinsky equation, that is (5.1) ∂ t u = ε∂ 2 x u − u∂ x u + u, complemented with boundary conditions and initial datum (5.2) u(0, t) = u( , t) = 0 t ≥ 0, and u(x, 0) = u 0 (x) x ∈ I.
More precisely, we mean to show that the hypotheses of Theorem 4.1 are satisfied in this specific case.
To begin with, let us consider the case ε = 0: equation (5.1) formally reduces to the first order hyperbolic equation
together with boundary and initial conditions. In this case, stationary solutions solve the first order equation d dx
where the boundary conditions have to be interpreted in the sense of [3] . We concentrate on entropy stationary solutions with at most one internal jump. Hence, we can construct a two parameters family of steady states, solutions to (5.3), defined as
where the parameters (ξ 1 , ξ 2 ) belong to the triangle T := {(ξ 1 , ξ 2 ) : 0 ≤ ξ 1 ≤ ξ 2 ≤ }. In particular, it is possible to distinguish several different regions of the triangle, corresponding to different types of steady states with different properties.
1. When (ξ 1 , ξ 2 ) belongs to the interior of the triangleT := {(ξ 1 , ξ 2 ) : 0 < ξ 1 < ξ 2 < }, the corresponding solution has two boundary layers and a single jump inside the interval (0, ).
2. When (ξ 1 , ξ 2 ) belong to one of the sides Γ 1 := {(ξ 1 , ξ 2 ) : ξ 1 = 0, 0 < ξ 2 < } and Γ 2 := {(ξ 1 , ξ 2 ) : 0 < ξ 1 < , ξ 2 = }, the corresponding steady state have one internal jump and one boundary layer. 
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Finally, when (ξ 1 , ξ 2 ) coincide with one of the vertex (0, 0) or ( , ), the corresponding solutions have one boundary layer (at the right side and at the left side of the interval respectively), and no jump discontinuities. Such solutions are the hyperbolic version of U ε,+ and U ε,− respectively, and we refer to them as U 0,± .
Hence, at the level ε = 0, we have infinitely many steady states with different properties (see fig. 1 ).
When ε > 0, the presence of the Laplace operator has a smoothing effect on stationary solutions: all the jump discontinuities turn out into a viscous shock. It is possible to obtain an implicit expression for the stationary solutions to (5.1), that solve
If we look for a solution of the form u = σ(v), we get the following Bernoulli equation
that can be solved by means of the standard change of variable ω = σ 2 . We deduce the following equation for ω expression for the term Ω ε (ξ). Indeed we get
and we deduce
showing that Ω ε is null at ξ = 0 and small with respect to ε. We can also define
where Ω ε (ξ) ≤ ω ε (ξ)ξ, meaning that, when ξ = 0, the element U ε (x; 0) solves the stationary equation. Indeed U ε (x; 0), defined as
is an approximation (up to an error that is small in ε) for the stable stationary solution
It is also possible to derive an explicit expression for the leading order term in the equation of motion for ξ(t), defined as
Indeed, with the approximation
Since, formally, for small ε and small v, the dynamics of the parameter ξ is approximately given by dξ dt = θ ε (ξ), formula (5.7) shows that the speed of the interface is small with respect to ε. Finally, θ ε (ξ) < 0 for all ξ ∈ I, and it is easy to check that
Hence, from (4.14) (see Proposition 4.2), we get
showing the exponentially slow convergence of the interface location toward its equilibrium ξ = 0. More precisely, the speed rate of convergence is proportional to ε, and the convergence is slower as ε becomes smaller.
Remark 5.1. The previous construction for the family of functions {U ε (x; ξ)} is useful since we can derive an explicit expression for an element of the family, so that we can explicitly develop computations; however, this construction does not lead to an optimal estimate for the terms Ω ε and θ ε , since we expect they behave like e −1/ε .
Following the line of [19] , another possible way to build up the family {U ε (x; ξ)} consists in matching exact steady states in the intervals (0, ξ) and (ξ, ) at x = ξ, under appropriate boundary conditions: precisely, denoted by U ± (x, a, b) the unique positive (negative respectively) stationary solution to
x ∈ (a, b), t ≥ 0 u(a, t) = u(b, t) = 0 t ≥ 0 U ε (x; ξ) is obtained by matching the functions U − (x, 0, ξ) and U + (x, ξ, ) (satisfying the left and the right boundary conditions respectively, together with the request U ± (ξ)=0). In formulas U ε (x; ξ) := U + (x; 0, ξ) for x < ξ U − (x, ξ, ) for x > ξ.
In this case we have no an explicit expression for an element the family of approximate steady states; since the error is concentrated in x = ξ, we can only state that P ε [U ε ] is a Dirac distribution concentrated at ξ, that is P ε [U ε (x; ξ)] = r ε (ξ)δ x=ξ for some function r ε (ξ). Going further, we can infer that
and we expect this term to be exponentially small in ε, even if we are not able to prove it in this present paper. Moreover, it is easy to check that, with such a construction, the elements of the family corresponding to ξ = 0 and to ξ = , coincide with the exact stable steady states U ε,± (x). Hence, we expect r ε (ξ) to be null both in x = 0 and x = .
In this case, in the limit ε → 0, the nonlinear term θ ε (ξ) is given by θ ε (ξ) = r ε (ξ) ψ ε 1 (ξ; ξ).
where ψ ε 1 satisfies the normalization condition ψ ε 1 (·; ξ), ∂ ξ U ε (·; ξ) = 1. In particular, the (slow) speed of the interface depends only from r ε (ξ), the residual of U ε , as already pointed in [19, 20, 27] .
The spectrum of the linearized operator.
We analyze the spectrum of the linearized operator L ε ξ , and we give a precise distribution of its (real) eigenvalues, in order to show that the general technique developed in Section 3 is indeed applicable in the case of the Burgers-Sivashinsky equations.
Chosen an approximate steady state U ε (x; ξ) satisfying the boundary conditions U ε (0) = U ε ( ) = 0, and linearizing the equation (5.1) around U ε , we end up with the following linearized problem
First of all, let us notice that λ ε is an eigenvalue for L ε ξ if and only if λ ε − 1 is an eigenvalue for the differential linear diffusion-transport operator . We recall here that U ε (x) → U hyp (x) for ε → 0, where U hyp is defined as U hyp (x) = x − ξ. More precisely there exists C > 0 such that
5.2.1. Estimate for the first eigenvalue. An asymptotic expression for the first eigenvalue of the linearized operator L ε ξ has been furnished by X. Sun and M. Ward in [28] . Here the authors linearize the equation (5.1) around an approximate steady state obtained by using the so called method of matched asymptotic expansion; moreover they show that the principal eigenvalue associated with this linearization is positive and has the following asymptotic expression (for more details, see [28, Section 3] Positivity of λ ε 1 is strictly related to the instability property of the stationary solution U ε M (x). However, even if λ ε 1 is positive, it is exponentially small with respect to ε, leading to a metastable behavior for solutions starting from an initial datum close to U ε M . Indeed, as already pointed out, the time T ε of convergence of the solution towards its asymptotic configuration is proportional to |Λ ε 1 | −1 . Hence the dynamics takes place within a time scale of order e 1/ε . Thus, in order to proceed with the same methodology implemented in the proof of Theorem 4.1, we also need an estimate for the L 2 norm of the space derivative of the component v.
Before stating the main result of this section, let us also recall that the spectral hypotheses are in this case satisfied.
