





































































第 5章では，シナプス前後の Preニューロンと Postニューロンの発火タイミ
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て，確率共鳴 (Stochastic Resonance: SR)が知られている [1–3]．SRの概念は現在では閾
値特性 (barrier or threshold)，ノイズ源，弱入力信号の 3つの構成要素が整えば，多様な
システムにおいて広範に観測されるものと理解されている．SRは地球に見られる氷河期


































































以下，第 2 章では，まず SR の概念を説明する為に，双安定なポテンシャルを持つシ
ステムを対象に SRの基本特性について評価について述べる．次に，CRの概念を説明す
る為に，cubic 離散写像システムという 2 対のカオスアトラクターを持つシステムにお
いて，CRの基本特性について述べる [13, 14]．第 3章では，Velarde-Llina´s IOニューロ
ンモデルに着目し，単体の IOニューロンと IOニューロンの結合系を対象に，CRと SR
の信号応答性について検討する [24–29]．第 4 章では，実験的に確認されている主要な
発火パターンを再現でき，そのスパイクパターンの多様性が高いモデルとして注目され
ている Izhikevich ニューロンモデルを取り上げ，その CR 信号応答性について検討を行
う [30–32]．第 5章では，STDPを保持した，ノイズの存在下における Izhikevichニュー



































このような時系列変化 {x(t)}のノイズ (D)依存性を調べる為に，(2.1)式を 4次の
ルンゲ・クッタ法で ∆t=10−2の刻み (bin)で離散化し数値解を求める．図 2.2は
A=0.2,f0=0.01におけるD=0.0,1.0,5.0,10.0,20.0,40.0の場合の時系列変化{x(t)}
4
である．ノイズを印加しない場合 (D = 0.0)は，外部信号 s(t)のみの効果で一方の井戸の
中で運動している．ノイズ強度 D が小さい場合 (D = 1.0)は，時々閾値を越えることが
出来ている．そして，ノイズ強度Dが最適に近い強度で印加された場合 (D = 5.0, 10.0)，
図 2.1でポテンシャルの山越えが起こりやすくなる時刻 t2, t4 のタイミングでほとんど毎
回，一方の井戸からもう一方の井戸への切り替わりが起こっている．さらに D が大きく
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Csx(τ)=<(s(t+τ) <s>)(x(t) <x>)> (2.8)











による intar-motionのみがとらえられるからである．すなわち，井戸 A内では 1の値と
なり，井戸 B内では 1となるため，一方の井戸内のみでの intra-motionの C(τ)は 0とな
る．図 2.3の結果は A = 0.4より大きい信号強度では信号の強制力のみによって井戸間の
往来が起こっていることを示している．よって，ノイズ効果による往来 (SR)を評価する




















次に，信号の強制力が支配的にならない A = 0.4以下の信号強度において，外部信号
s(t) と共にガウス型白色ノイズ Dξ(t) を印加する．図 2.4 の結果は外部信号 s(t), (A =
0.4, 0.1, f0 = 0.01) に Dξ(t) を加えた場合のノイズ強度 D 依存性である．最適な信
号強度 D = 10.0 で SNR,C(τ) がピークとなるシステム応答性が確認できる．なお，
A = 0.4における D = 0.2付近以下, A = 0.1における D = 5.0付近以下での complete





































































図 2.4 A = 0.4((a), (c)), A = 0.1((b), (d)) における信号下システム応答の SNR と入出力相
関 C(0)の D 依存性 (f0 = 0.01).
2.1.3 システム応答の信号強度依存性
図 2.5は，図 2.4のノイズ依存性から判明した最適なノイズ強度D = 10.0に設定し，シ
ステム応答の信号強度依存性を評価した結果である．ノイズ・フリーな場合 (D = 0 case)
の two-stateの C(0)と比較して，信号強度が A = 0.4より小さい領域で入出力相関 C(0)
が増大しており，ノイズ効果による井戸間の往来 (SR)が確認できる．なお，SNRでは，
D = 0.0の時の SNRが存在しないので，このような比較はできない．
図 2.5 における A = 10−3, 10−2, 0.1, 0.4, 1.0 の時の時系列変化と対応するノイズ・フ
リーな場合の時系列変化を図示したのが図 2.6である．信号の強制力だけでは井戸間の往
来は起こらなかったのが，A = 10−3, 10−2 ではノイズ効果により外部信号 s(t)(図中の破
線) とは無関係に井戸間を往来している．A = 0.1で外部信号と往来のタイミングがそろ




























































































































図 2.6 上段は A = 0.001, 0.01, 0.1, 0.4, 1.0の場合 (D = 10.0, f0 = 0.01)，下段はノイズ・フ
リーの場合 (D = 0, f0 = 0.01)の時系列変化.
11
2.1.4 システム応答の信号周波数依存性
図 2.7は信号強度，ノイズ強度をA = 0.4, D = 10.0に設定し，信号周波数依存性を two-
state dynamicsで評価した結果である．SNRでは 30dBをピークに低周波側 (f0 < 10−3)
と高周波側 (f0 > 1)で低くくなる傾向がみえ，C(0)では高周波側で値が低くくなる．し
かし，図 2.8の f0 = 0.001, 0.01, 0.1, 1.0の場合における時系列変化を見ると，f0 = 0.01
と f0 = 0.1 は，両者とも SNR が約 30dB をとっているが時系列変化では大きな違いが
ある．また，f0 = 0.01 と f0 = 0.1 を C(0) で評価すると，両者は 0.6 程度の差があり
SNR では評価しきれない時系列変化の違いを見ることができる．一方，f0 = 0.001 と




































図 2.7 信号下システム応答の SNRと入出力相関 C(0)の信号周波数 f0 依存性 (A = 0.4, D = 10.0).
12
10-1





















































図 2.9 信号下システム応答の (a) 滞在時間頻度分布 Tr(f0 = 0.05), (b) P1 の f0 依存性．
(A = 0.4, D = 10.0).































ある．図 2.10に，システムの挙動のパラメータ aに対する分岐図とリアプノフ指数 λを
示す．このシステムは，a < acr = 2.839...においては xn = 0に対して対称な正負の２
つのカオスアトラクタを有しており，初期値によって一方のアトラクタにトラップされる
(分岐図では正負両方の初期値によるデータを記載)．そして，a = acr で両者のアトラク













































































図 2.12 信号下システム応答の SN比 (SNR)と入出力相関 C(τ)のパラメータ a依存性




































倍 (Tr=10,30,50,···)の各近傍で値が大きくなっており (一般には，周期 T0=2/Ω
において，Tr=(k 1/2)T0，k=1,2,3,···)，そのタイミングでアトラクタ間の遷移
19
が生じやすいことを示している．そこで k=1での Tr=T0/2の近傍 (±0.25T0)に




































































































x′=y,y′=(γ(1+αu) x2)y ω2(1+βu)x (3.1)
εw′=g(w) z x,z′=0.5(w I2)(w2+0.1) (3.2)


































































































図 3.3 膜電位 u(t)と内部変数w(t)の代表的な振舞い. ((a)α = 0.1, β = −0.1, I1 = 0.9, I2 =
−0.7,(b)α = 0.1, β = −0.1, I1 = 1.68, I2 = −0.65,(c)α = −0.05, β = −0.1, I1 = 1.14, I2 =



















εu′i=f(ui) vi+hwi+J(ui+1+ui1 2ui) (3.8)
uiはi番目のニューロン (i=1,2,···,10)の膜電位を，Jは電気シナプス結合強度を
表す．






εu′i=f(ui) vi+hwi+J(ui1+ui+1 2ui)+S(t)+Dξ(t), (3.10)


































































































































































































次に, 入力信号 S(t) に対するこれらの応答を, 相互相関係数 maxτ C(τ) と相互情報量
MI(F ;S), 最大リアプノフ指数 λ1, 逆コヒーレンス尺度 R , FSRを用いて評価し，その
パラメータ h依存性を図 3.10に示す．まず，図 (a)のmaxτ C(τ)の値が高くなっている
領域 ( 3.106 . h . 3.102) は図 (c) の λ1 > 0, R & 0.4，すなわちカオス状態で非周
期的な発火が生じる状態に対応しているのが分かる．ただし，h > 3.102(図中の縦点
線の右側) の領域は閾値下カオス振動の非発火状態であるため，maxτ C(τ) = 0 である
が λ1 > 0となっている．図 (b)のMI(F ;S)も，maxτ C(τ)と同様に λ1 > 0, R & 0.4
の領域で 0.8以上の高い値をとる．maxτ C(τ)に比べてMI(F ;S)では，h & 3.104で
値が大きく低下している．これは，図 3.9 での h = 3.104 の場合のように，サイクル
ヒストグラムにおいて，発火頻度が 0 となる時間領域が多くなり，それによって f1 の
生起確率 P (f1)が占める割合が信号 S 側の P (s1)に比べて著しく高くなることによる．
maxτ C(τ)では，信号 S(t)とサイクルヒストグラム F (t)自体の相関を平均値を基準に評
価しているので，このような著しい低下は見られない．さらに，このような CR応答領域













































































































































図 3.9 図 3.7 に示される h領域での正弦波 S(t) の入力時における u(t) の時系列 (左図) とサ









































































































































































図 3.13 確率共鳴とカオス共鳴時 (maxτC(τ)>0.7)における τcと FSRの散布図．(CR:
h=−3.1045,A=10−3,fst=10−2,SR:A=10−1,fst=10−2).






















































































































































































































































(b) J = 4± 10 4
図 3.17 正弦波 S(t˜)(点線) 入力時の膜電位 u1(t) の時系列 (左図) と対応するサイクルヒス
トグラム F (t˜) (右図). (a) 電気シナプス強度 J = 10−5 の場合, (b) J = 4 × 10−4 の場合





























































































































































































































図 3.21 高い信号応答性 (maxτC(τ)>0.7)と低発火頻度状態 ((0.01<FSR<0.2)を
満たす確率共鳴とカオス共鳴時の Kと τ¯cの散布図．(a)Chain型.(b)Lattice型.(CR:

































































性のノイズ強度 D依存性を図 3.24に示す．図 (a)，(b)の maxτC(τ)と MI(F;S)は
D≈5×10−2でピークを持つSR信号応答性を示す．この領域付近では，τ¯c(図(e)，(f)
























































































































































と SRの観点から評価した. その結果, CR信号応答性はこの条件下で高い性能を保持する
ことが確認された. 一方, SRの信号応答性においては, この条件を満たすパラメータ領域
は著しく限定され，CRの場合のような高い信号応答領域とこの条件との整合性は見られ
なかった．このことは, 実際の IO核においては, 確率的ノイズではなく, カオスによって
信号応答性の向上が担われている, すなわち CRが機能している可能性を示唆するものと
考えられる．
本章で取り上げた Velarde-Llina´s IO ニューロンモデルは多数のパラメータが存在し，
個々のパラメータ値を変更するとそれに応じて挙動が変化する．このことから，上記の一
連の結果は微妙なパラメータ設定による特殊なケースではないかとする危惧も生じる．し






























































































きる [22,23]．更に，適当なパラメータ (a=0.2,b=2,c= 56,d= 16,I= 99)
を設定することでカオスを生成することができる [23]．図 4.2は v(t)時系列のカオス
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(c) d = 5
図 4.9 正弦波 S(t)入力時 (点線)の v(t)の時系列 (右図)とそれに対応するサイクルヒストグ



































図 4.10 カオス共鳴における信号応答性のパラメータ d依存性．(a)F(˜t)と S(˜t)間の相





図 4.11 信号 S(t) 下における分岐図のパラメータ d 依存．(a) v の分岐図．(b) u の分岐図．





























































本章では，発火タイミング依存シナプス可塑性 (Spike-Timing Dependent Plasticity:
STDP)を保持した，ノイズの存在下における Izhikevichニューロンシステムでの確率共
鳴 (Stochastic Resonance: SR)的な信号伝搬性について検討する．
5.1 はじめに
記憶や学習といった脳の柔軟な情報処理を支える重要な性質としてシナプス可塑性が知
られている. 近年,大脳や海馬において,シナプス前後の Preニューロンと Postニューロン
の発火タイミングに依存したシナプス可塑性 (Spike-Timing Dependent Plasticity (STDP))











できる Izhikevichニューロンモデル [22, 23]に着目し，regular spiking (RS), intrinsically
bursting (IB), chattering (CH)の発火パターンを持つ STDPを保持したニューラルシステ
ムにおける SR的な現象について評価を行う [33, 34].
5.2 発火タイミング依存シナプス可塑性
ここでは，図 5.1に示されるような Ratの海馬における STDPによる興奮性シナプス後
電流 (EPSC) 変化率の発火時間間隔 ∆t = tpost tpre (tpost: Post ニューロンの発火時刻，
tpre: Preニューロンの発火時刻)依存の事例を用いて，STDPについて説明を行う．∆t > 0


















































































Ae(tpost tpre)/τ− (tpost tpre<0)




























はじめに，STDP による学習前の post ニューロンの膜電位 v(t) の時系列と STDP に
よる学習後の v(t)の時系列の比較を行う．図 5.5は，ガウス型白色ノイズをノイズ強度
D = 4 で印加した状況における，STDP 学習前の post ニューロンの膜電位 v(t) の時系
列 (左図) と 5500 個のパルスパケット (mµin = 5500 ± 20 [ms]) を用いた STDP 学習後
の postニューロンの膜電位 v(t)の時系列 (右図)で，(a), (b), (c)がそれぞれ RS，IB，CH
の発火パターンの場合の結果である．図 5.5の左図に示されるように，STDP学習前では
postニューロンは，すべての発火パターンにおいてほとんど発火していない．しかし，図
5.5 の右図に示されるように STDP 学習後においては，RS ニューロン (図 (a)) はおよそ








































































図 5.5 STDP学習前 (左図)と STDP学習後 (右図)の Postニューロンの膜電位 v(t)の時系




ロンの発火時間間隔 (ISI: inter-spike interval) の時間発展を用いて評価する．図 5.6 は，
RS(図 (a)), IB(図 (b)), CH(図 (c))のそれぞれの発火パターンにおける，パルスパケットの
入力による STDP学習中の ISIの時間発展である．RS，IB，CHのすべての発火パターン
において，ISIは入力周期である µin(= 20[ms])に収束している．収束にかかった時間に
ついては，通常の単発の発火である RSが 1.2 ± 105 であるのに対して，バースト発火を
































































図 5.6 パルスパケット印加時における post ニューロンの発火時間間隔 (ISI) の時系列．(a)












































1. G(µin, σin)のガウス分布に従う，発火確率 pin の 100個のパルスパケットを入力し，
各試行毎の postニューロンの発火時刻から平均発火時刻 µout =< tout >と発火時刻
の分散 σ2out =< (tout µout)
2 >，発火確率 pout = (firing counts/100)を計算．
2. 1で得られた (σout, pout)を (σin, pin)に設定し，1, 2を繰り返す．
このような 1と 2によるパルスパケットの繰り返し入力における一巡の操作は，図 5.9に
示されるような階層型ニューラルネットワークの各層に対応している．例えば，浅い階層
で大きな σout と低い pout を持ったパルスパケットが，層が深くなるにつれて小さな σout と
大きな pout を持ったパルスパケットに変化すれば，この階層型ニューラルネットワークに
おいて同期発火の伝搬は安定であるといえる．
図 5.10は各 STDPの学習段階における RSニューロンによって構成された階層型ニュー
ラルネットワーク中の同期発火伝搬の安定性について評価した結果である．発火時刻の
分散 (横軸)対発火確率 (縦軸)の平面上におけるベクトル (矢印)は (σout σin, pout pin)
80
図 5.9 図 5.8の評価法に対応する階層型ニューラルネットワーク．
を表している．STDP学習の初期段階における結果として，図 5.10 (a)に 2250個のパル
スパケット入力に対して STDP学習を行い，シナプス結合荷重 wi を発展させた場合の結
果を示す．この段階では，すべてのベクトルが平面上の右下の領域，すなわち大きな時
間分散と低い発火確率となる領域に向かっていく．一方，5000個のパルスパケットによ
る STDP学習を終えた段階においては，ベクトルが特定のポイント ((σin, pin) = (1, 1))に
収束する領域が現れる (図 5.10 (b))．このような同期発火の伝搬は実際の大脳皮質におい
て，観測されており syn-fire chainと呼ばれている [60–64]，更に，STDPの学習が進行す
ると，図 5.10 (c)に示される 5500パルスパケット入力後の結果のように，ほとんどすべ




果を図 5.11 に示す．STDP 学習の初期段階では，2000 個のパルスパケット入力後の結
果である図 5.11 (a) のように，すべてのベクトルが高い時間分散 σ と低い発火確率 pの
領域に向かう．そして，4000 個のパルスパケット入力後において図 5.11 (b) のように，
(σin, pin) = (1, 1)にベクトルが収束する領域が現れ，適度な学習が達成される．更に学習



























































































































































発火という 2つの状態の往来に着目し CRと SRの評価を行った．
第 3章では，小脳学習において運動誤差情報の伝達を担う下オリーブ (IO)ニューロンの























第 5章では，シナプス前後の Preニューロンと Postニューロンの発火タイミングに依
存したシナプス可塑性 (Spike-Timing Dependent Plasticity (STDP))を持つ，ノイズの存在
下における Izhikevichニューロンシステムの同期発火伝搬について評価を行った．その結
果，適度なノイズ強度の下でシナプス結合強度が増強され，階層型ニューラルネットワー
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6 #define LS_N 6
7 #define TRANSITION 5000
8
9 //Ls
10 #define D0 pow(10,-5)
11 #define REP pow(10,6)
12 #define TAU pow(10,-3)
13
14 void Lyapunov_spectrum(double *x,double t,double dydt_in[LS_N]);









9 #define A 1.8
10 #define B 0.5
11 #define GAMMA 0.21
12 #define OMEGA2 0.63
13 #define EPSILON 0.01
14 //#define H 0.5
15 #define I1 0.9














29 void Gram_Schmidt(double w[LS_N][LS_N]);
30 double InnerProduct(double *x,double *y);
31 double normed_vector(double *v);
32 void L(double *x,double *t,double t1,double p_dydt_in[LS_N]);
33 void update(double d0[LS_N][LS_N],double d0tau[LS_N][LS_N]);
34 void lambdapla(double d0[LS_N][LS_N],double lambda[LS_N]);
35 void spectrum(double lambda[LS_N]);
36 double func_f(double u);
37 double func_g(double w);
38 int func(double t,const double y[],double f[],void *params);



























































































129 double func_f(double u)
130 {
131 if(u<A) return -1.5*u;




136 double func_g(double w)
137 {
138 if(w<B) return -2.*w;





143 int func(double t,const double y[],double f[],void *params)
144 {
145
146 double alpha=((struct multiple_parameters *)params)->alpha;
147 double beta=((struct multiple_parameters *)params)->beta;
148 double gamma=((struct multiple_parameters *)params)->gamma;
149 double omega2=((struct multiple_parameters *)params)->omega2;
150 double epsilon=((struct multiple_parameters *)params)->epsilon;
151 double i1=((struct multiple_parameters *)params)->i1;
152 double i2=((struct multiple_parameters *)params)->i2;














167 void L(double *x,double *t,double t1,double p_dydt_in[LS_N])
168 {
169 const gsl_odeiv_step_type *T=gsl_odeiv_step_rk4;
170 gsl_odeiv_step *s=gsl_odeiv_step_alloc(T,LS_N);


































204 if(status !=GSL_SUCCESS) break;
205 for(i=0;i<LS_N;i++) dydt_in[i]=dydt_out[i];
206 (*t)+=h;


































































































































































4 #define N 2
5 #define Delta_T 1e-4




10 #define PLOT_SIZE 200
11
12


































































































































































6 //Differential equation parameter
7 #define Period_T 20
8 #define Delta_T 0.01
9 #define Neuron_Number 100
10 #define Max_Input_Sigma 3
11 double Input_Sigma;
12 #define Max_Variability 3*Max_Input_Sigma
13 double Variability;








22 #define Upper_Limit_LTP 100
23 #define Upper_Limit_LTD 100
24 #define Q_MAX (100+1)
25 #define TAU1 20
26 #define TAU2 20
27 #define a1 0.1



















47 double diff_model(double x0[N],double I);
48 double get_input_value(int neuron,double time);
49 void LTP_enqueue(int neuron);




54 //Value of Random number
55 const gsl_rng_type * T;
56 gsl_rng * r;
xi
57


























































































































178 //double gsl_ran_gaussian (const gsl_rng * r, double sigma)
















































227 //double gsl_ran_gaussian (const gsl_rng * r, double sigma)













































































303 // create a generator chosen by the
304 //environment variable GSL_RNG_TYPE
305 gsl_rng_env_setup();
306 T = gsl_rng_default;





































































































































438 T = gsl_rng_default;



































































Recently, according to the development of the brain measurement technology, it has 
been recognized that the information is transmitted among neurons by the spike timing 
instead of the firing rate of neurons. Therefore, the spiking neuron models which can 
describe the spike timing have been attracting a lot of attention. While, stochastic 
resonance (SR) and chaotic resonance (CR) are known as the phenomena in which the 
signal transmission is enhanced by noise and chaos, respectively. And studies of them 
have been proceeding in the area of neural systems, but almost all studies have focused 
on SR and CR in the firing rate coding neural system. There have been few studies that 
investigate the signal response of SR and CR in the spiking neural system. The main 
purpose of this study is to reveal that chaos and noise enhance the response against the 
weak external signal, that is, CR and SR arise in the spiking neural systems, and also to 
analyze their fundamental characteristics through the numerical calculation. 
In chapter 2, the concepts of SR and CR are described with the examples of a 
bistable potential system and cubic map, respectively, and their measurement indices are 
also introduced. In chapter 3, we evaluate CR and SR in the inferior olive (IO) neuron 
and its assembly by using Velarde-Llinás IO neuron model and compare their 
physiological validity. It is confirmed that CR can meet with the physiological 
characteristics of IO, however almost all SR cannot meet with them. In chapter 4, we 
examine the chaotic characteristics and the signal response of CR for Izhikevich neuron 
model by introducing the Lyapunov exponent on the Poincare section in order to avoid 
bad influence caused by the state dependent jump on the resetting process. It is 
confirmed that there exist two distinctive states, strong and weak chaotic states and both 
chaotic states can sensitively respond to the weak signal. In chapter 5, SR in Izhikevich 
neuron system with spike-timing dependent plasticity (STDP) is evaluated in some 
typical firing pattern cases, such as regular spiking (RS), intrinsically bursting (IB) and 
chattering (CH). From these results, it is found that the synaptic weights are potentiated 
according to each firing pattern of RS, IB and CH and the signals can be propagated 
stably in this system by the effect of SR. 
