In the paper we prove rates of strong convergence of M-estimators for the parameters in a general nonlinear autoregressive model. In the proofs we utilize a variational principle from stochastic optimization theory which was proved by Shapiro (1991) . The results allow applications to least squares estimators as well as to some classes of robust estimators. The application of the general theory is illustrated in the case of continuous threshold models.
Introduction
Threshold models represent a popular subject for investigations in time series analysis. They involve the problem that the autoregression function is not di erentiable at some points. Therefore some di culties occur in the treatment of statistical performance of estimators. One approach to overcome this problem is to consider smooth threshold models (STAR-models) as it is done in the paper by Chan and Tong (1986) . That paper deals with the performance of least squares estimators in STAR-models (see also Tong (1990) ). The general theory of least squares estimators and maximumlikelihood estimators of nonlinear smooth autoregressive models is due to Klimko and Nelson (1978) , and due to Hall and Heyde (1980) , resp. Tj stheim (1986) extended these results to a general class of estimators. Chan (1993) showed that the least squares estimator for the threshold in a discontinuous threshold model has a faster convergence rate than the usual one.
The aim of this paper is to prove some statements about strong convergence of Mestimators in a general autoregressive model with continuous autoregression function.
Here we treat least squares estimators as well as robust estimators (M-estimators). We aim to give statements with mild assumptions which are easy to verify and allow an immediate application in contrast to other papers on this subject (Arcones (1994) , Koul (1996) , for example). Our approach includes the case of autoregression functions which are not di erentiable, and therefore the case of continuous threshold models.
In Section 2 we provide a theorem about the strong convergence and two theorems about strong convergence rates of M-estimators. We restrict ourselves to considering models with Lipschitz-continuous autoregression functions. We show that, assuming the existence of derivatives of the autoregression function (up to a set of measure zero), we get the rate of strong convergence corresponding to the law of iterated logarithm. Under a Lipschitz-condition on the autoregression function, we obtain a slightly worse rate for the estimators. Koul and Zhu (1995) obtained similar results for M-estimators in the situation of linear autoregressive models. These authors derived Bahadur-Kiefer representation for the M-estimators, too. Asymptotic normality of M-estimators in autoregressive models was studied by Bustos (1982) in the linear case and by Koul (1996) in the nonlinear case. In the proofs of our results we utilize a variational principle from stochastic optimization theory which was proved by Shapiro (1991) . Dupa ova and Wets (1988) belonged to the rst who transferred arguments from stochastic optimization theory to proofs of convergence of estimators from statistics. A further paper in this direction is due to Geyer (1994) . We claim that our approach may be applied to other problems of estimation theory, especially to problems which can be described as an optimization one.
Section 3 is dedicated to consequences for continuous threshold models. We extend the results of Petruccelli (1986) and give a convergence rate for least squares estimators in continuous but non-smooth threshold models. Section 3 should illustrate how to apply the main results of Section 2 to speci c autoregressive models. The paper by Chan and Tong (1986) deals with least squares estimators in smooth threshold models. A result concerning strong convergence of least squares estimators of threshold models including the case of a non-ergodic time series may be found in Pham et al. (1991) .
We should mention that a lot of authors examined nonparametric estimators in autoregressive models. Among these we refer to the monograph by Gy r et al. (1989) and to the papers by Masry and Tj stheim (1995) and by the author (1998). Moreover, there is an extensive literature about the performance of least squares estimators in nonlinear regression models. We refer to earlier papers by Jennrich (1969) and Malinvaud (1970) and to the more recent paper by Richardson and Bhattacharyya (1986) . Concerning M-estimators, some references are the classical monograph by Huber (1981) and papers by Yohai and R.A. Maronna (1979) , by Liese and Vajda (1994) , and by Arcones (1994) . In Section 4 we provide some consequences for estimators in usual nonlinear regression models which are similar to that by Arcones (1994) .
Main results
In this section we consider the general nonlinear autoregressive model. More precisely, let fX t g t2N be a strictly stationary sequence of random variables ful lling X t+1 = g (X t ; : : :; X t?p+1 j 0 ) + " t+1 (t = p; p + 1 : : :) (2.1) where f" t g t=p+1;p+2::: is a sequence of i.i.d. random variables which are independent of X 1 ; : : :; X p . 0 2 R q is the vector of the true parameters of the model. For the sake of short formulas, we de neX t := (X t ; : : : ; X t?p+1 ) > . Let U be a bounded and closed set where 0 is an inner point of U. Assume that g : R p ! R is a continuous function.
Later we require that the sequence fX t g is either ergodic or geometrically ergodic, i.e., more precisely, the Markov chain fX t g has the corresponding property. Su cient conditions for this requirement may be taken from papers by Tj stheim (1990), by Ango Nze (1992) and by Masry and Tj stheim (1995) . These conditions are rather mild such that geometric ergodicity of fX t g do not seem to be a strong restriction.
Remember that stationary geometrically ergodic Markov chains are absolutely regular with -mixing coe cients which decay to zero exponentially fast. This fact is utilized in the proofs in order to obtain an inequality of Bernstein type.
In this section we want to study the consistency of M-estimators^ n of the vector 0 of parameters in model (2.1). We de ne the estimator^ n as a global minimizer:
Least squares estimators n represent a special case of^ n :
n 2 arg min 2U
We assume that is a real function which satis es a nonuniform Lipschitz-condition j (x) ? (y)j L (jxj + jyj + 1) jx ? yj 8x;y 2 R with some 0. This Lipschitz condition is ful lled in the frequently used case (x) = x 2 ( = 1) but also in the case (x) = jxj p ; 1 p < 2 ( = p ? 1). Let
Now we formulate a statement about strong consistency of^ n and a direct consequence.
Theorem 2.1. Suppose that fX t g is ergodic, is continuous and ( ) > ( 0 ) for all 2 U; 6 = 0 :
Corollary 2.2. Assume that fX t g is ergodic, is continuous and
is ful lled. Further assume that P n g X t j 0 ? g X t j 6 = 0 o > 0 for all 2 U; 6 = 0 .
(2.6) Then lim n!1^ n = 0 a:s:
Example 1: (x) = x 2 . Obviously, E" t = 0 implies (2.5).
Example 2: (x) = jxj. Let F " be the distribution function of " t . Then, under the continuity of F " ,
Hence (2.5) follows from med" t = 0. 2 Assumption (2.4) or (2.6) ensures the identi ability of the parameters. In the sequel we give two results concerning the convergence rate of M-estimators. In the proofs of these results we make use of Theorem 2.1. We suppose that the stationary density ofX t exists and use the following assumptions:
Condition L: Let ft 2 R q : 9t 1 2 U : kt 1 ? tk < "g for some " > 0. (ii) med" t = 0, (x) = jxj and " t has a bounded density h on R with h(0) > 0 or (iii) (2.5) is ful lled, has a second derivative on R and E 00 (" t ) > 0.
Let (2.6) be ful lled and Tong (1990) , for example. In contrast to Chan (1993) , the delay parameter d is xed and not a component of . We refer to the excellent monograph by Tong (1990) where a large part deals with threshold models.
We assume that fX t g is stationary and geometrically ergodic. In the case p = 1, the paper by Chan et al. (1985) contains su cient conditions for geometric ergodicity.
Further suppose that " t has the density h. Assume that the stationary density f of X t is continuous and has a support including the interval r min ? ; r max + ], > 0 where r min = minf r 1 : 2 g, r max = maxf r l?1 : 2 g. In the case of continuous threshold models, this statement extends Theorem 1 of Chan (1993) . Considering the smooth version of SETAR models (STAR-models), the law of iterated logarithm and a statement on asymptotic normality is given in Chan and Tong (1986) . The convergence rate for M-estimators can be derived in a similar way.
Regression models
Let us consider the model of nonlinear regression Y k = g (X k1 ; : : : ; X kp j 0 ) + " k (k = 1 : : : n): (4.1) Let X k := (X k1 ; : : : ; X kp ) > , 0 2 R q . We assume that X 1 ; : : :; X n and " 1 ; : : :; " n are i.i.d. random variables. M-estimators and least squares estimators for 0 are de ned as in (2.2) and (2.3), resp. Theorem 4.1. The results of Section 2 about^ n and n hold true in the case of model (4.1), too. HereX i has to be replaced by X i .
The proofs can be performed in an analogous way as in Section 5 since the random variables ( X i ; " i ) are independent.
Proofs
Standard arguments from optimization theory lead to the following theorem (cf. Vogel (1994) ). The assumptions of this theorem may be weakened by using epi-convergence (instead of (i)). In the context of this paper this weakening is not necessary and we refer to Theorem 7.33 of Rockafellar and Wets (1998) .
De ne
Proof of Theorem 2.1: Since U is a compact set, the functions and n ; n 2 N belong to the separable Banach space of bounded functions U ! R endowed with the supremum norm ( n belongs to this space almost surely). Therefore Beck's Theorem for stationary and ergodic sequences (cf. Theorem 2.1.1 in Gy r et al. (1989) ) implies assumption (i) in Theorem 5.1. The corresponding assumption (ii) is satis ed by construction of^ n . Consequently, the assumptions of Theorem 5.1 are ful lled and we get Theorem 2.1 as a consequence.
Proof of corollary 2.2: The corollary follows from Theorem 2.1 and
(FX t is the distribution function ofX t ).
Throughout the rest of this section we assume that the time series fX t g follows the model (2.1), is stationary and geometrically ergodic. We denote the Hessian matrix of at by H( ). Here we obtain r ( ) = ?E sgn " t+1 + g X t j 0 ? g X t j rg X t j = E ?1 + 2F " g X t j ? g X t j 0 rg X t j where F " is the distribution function of " t . Since med(" t ) = 0, F " (0) = 0:5, we have @ 2 @ j @ k ( 0 ) = lim !0
g X t j 0 (j; k = 1 : : : q) with~ k as above. This implies assertion (a). case (iii): We deduce r ( ) = ?E 0 " t+1 + g X t j 0 ? g X t j rg X t j
Since E 0 (" t ) = 0, we have We choose V U such that H( ) is positive de nite. This is possible since the elements of H are continuous at 0 . Consequently,
where is the smallest eigenvalue of H( ). This completes the proof. Now we proceed with proving the main results. We suppose that conditions A, L and (2.4) are satis ed. Here F n denotes the empirical distribution function of the sample (X p+1 ;X p ), (X p+2 ;X p+1 ); : : :; (X n ;X n?1 ), F the corresponding distribution W n (u k ) I n > "a n o X k=1 P W n (u k ) I(A nk ) > "a n C 2 exp n ?C 3 " 2 a 2 n ? n ?1 V 2 n + "a n Nn ?1+1= (ln n) 1= + ?1 o + n N N C 4 n 3q exp n ?C 5 " 2 a 2 n ? n ?1 V 2 n + "a n n ?1+1= (ln n) 1+1= + ?1 o + n ?2q :
for any " > 0 where N := d6qjln j ?1 ln ne. C 2 to C 5 are positive constants not depending on n or ". Consequently, the series SinceŨ is a compact set, then, for any n,Ũ can be covered with q-dimensional closed cubes U 1 : : :U having the properties: = O(n ? ) with some > 0. Let 1 ; 2 such that 2 < 1 < 2 ; 2 ( + 1) < . We deduce sup 2 Un E I(X t 2 A c n ) X t+1 ? g(X t j ) ? X t+1 ? g(X t j 0 ) k ? 0 k ?1 1 E I(X t 2 A c n ) C 1 j" t+1 j +1 + kX t k ( +1) + 1 1 C 1 1 E j" t+1 j +1 + kX t k ( +1) + 1 
