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Resumen: Este trabajo explora el control de procesos multivariables, teniendo en cuenta 
las necesidades industriales y utilizando las herramientas actuales en cuanto al control de 
procesos. Inicialmente se explican los conceptos básicos necesarios para la comprensión del 
control de procesos con múltiples entradas y múltiples salidas. Posteriormente, se hace una 
revisión de los métodos propuestos en la literatura para obtener Modelos Semi-físicos de 
Base Fenomenológica y se define una metodología que agrupa los pasos más relevantes de 
cada una generando una metodología completa para el desarrollo de modelos, que 
posteriormente es ejemplificada con un gasificador de carbón. Finalmente, visualizando las 
características propias de los sistemas de control comúnmente usados (control centralizado 
y control distribuido) se propone una metodología de diseño de un controlador que hace uso 
de controladores PID descentralizados y los coordina mediante un Controlador Predictivo 
Basado en Modelo. La metodología es ejemplificada con un gasificador de carbón en lecho 
fluidizado burbujeante. Se presentan simulaciones y comparaciones de los diferentes 
sistemas de control y finalmente se concluye acerca del desempeño de cada controlador con 
respecto al proceso seleccionado y en cuanto a la aplicabilidad industrial de la metodología 
propuesta. 
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INTRODUCCIÓN 
 
 
 
 
Regularmente los procesos químicos presentan dinámicas con comportamientos no lineales, 
retardos en la medición y otras características que dificultan su análisis y tratamiento 
matemático. Por otro lado se debe notar la diversidad de variables involucradas en un 
proceso químico, ya que no sólo es importante lo que ocurre al interior del proceso, sino 
también lo que lo rodea. Es por esta razón que en los procesos químicos no sólo se debe 
tratar con las llamadas variables de producto, que son las que indican si el proceso se está 
desarrollando de una manera apropiada para cumplir ciertas especificaciones de producto 
(por ejemplo concentración o viscosidad), sino también con variables de proceso, las cuales 
indican las condiciones en las que se está llevando a cabo el proceso (por ejemplo 
temperatura, presión o nivel entre otras). Existen también las llamadas variables medio 
ambientales (por ejemplo temperatura ambiental o humedad relativa), las cuales en 
ocasiones pueden llegar a tener gran influencia en el proceso ya que limitarán procesos 
tales como transferencia de calor o incluso provocar reacciones no deseadas. De todo lo 
anterior se puede concluir que todos los procesos químicos son  de múltiple variable 
(multivariable), sólo que en ocasiones por simplicidad en el análisis, se desprecia el efecto 
de algunas cuantas variables.  
Una planta química puede poseer miles de medidas y lazos de control. Estos lazos, que en 
más del 90 % de las industrias son estructuras PID [Espinosa et al, 2006], son a menudo 
sintonizados mediante métodos que ven cada lazo como si fuera el único existente en el 
proceso [Huang et al, 2003]. Estos métodos que son exitosamente aplicados a procesos que 
se pueden visualizar como si tuvieran una-entrada y una-salida (SISO por sus siglas en 
inglés), son a menudo utilizados para controlar un proceso o planta completa, olvidando 
que en los procesos, por naturaleza, las dinámicas tienen interacciones entre ellas.  
 Una estructura de control que trata cada variable de proceso con un lazo individual es 
conocida como control descentralizado (se reserva el término distribuido para cuando existe 
algún tipo de comunicación, como sucede en este caso) y se conoce desde hace varias 
décadas. Esta estructura de control de desarrolló a partir de otras dos estructuras, el control 
digital directo y el control híbrido [Snyder, 1989]. Esta estructura permitió el uso de 
controladores locales, conectados a una computadora desde donde el operario podía 
visualizar el proceso, recolectar información y manipular los datos obtenidos con el fin de 
buscar mejoras en el proceso (esto último fuera de línea). 
Esta estructura ha ganado reputación entre los sistemas de control debido a su facilidad de 
diseño, fácil sintonía, tolerancia a fallas, flexibilidad en la operación y simplicidad en redes 
de comunicación, entre otras características [Garelli et al, 2006]. Pero posee también varias 
desventajas como la necesidad de determinar el pareamiento entre variables, un bajo 
desempeño comparado con otras estructuras de control (por ejemplo control multivariable 
basado en modelo) [Skogestad, 2004], además de la incapacidad de tener en cuenta las 
interacciones dinámicas de las diferentes variables.  
 16 
Por otro lado se tienen las llamadas estructuras centralizadas, que hacen uso de una 
optimización de algún tipo (económica generalmente, según Skogestad [Skogestad, 2004], 
dando respuesta a ¿qué debemos controlar?). Dentro de estas optimizaciones se hace uso de 
un modelo de proceso para tener en cuenta las interacciones dinámicas del mismo. Por esta 
razón se podría pensar que el uso de estas estructuras es la solución a los problemas del 
control multivariable. Lamentablemente no es tan sencillo ya que estas estructuras tienen 
grandes puntos en contra como la necesidad de un modelo dinámico preciso del proceso, 
dificultad de sintonía, sensibilidad a incertidumbres y cambios en el proceso [Skogestad, 
2004], y por último y más grave: son totalmente dependientes de una computadora, lo que 
causaría que la planta quedara a la deriva si por algún motivo la computadora quedara 
deshabilitada. Este último punto ha sido un problema desde la aparición del control digital 
directo, que se puede decir que es la primera piedra en cuanto al control centralizado.  
Según lo expuesto anteriormente, enfocado al control de los procesos multivariable, se 
podría plantear la siguiente inquietud: ¿Sería posible armar una estructura de control que 
reuniera el control distribuido y el centralizado, conservando las características de la 
estructura distribuido y adoptando ciertas características de la estructura centralizada, para 
tener una sola estructura más eficaz que las dos por separado?, ¿Cuál sería el elemento que 
permitiría acoplar estas dos estructuras? 
Skogestad [Skogestad 2004] plantea una idea similar buscando el control total de planta. 
Dividiendo el control en varios niveles con diferentes grados de complejidad y con 
diferentes objetivos individuales, pero como se mencionó antes, con el objetivo general de 
optimizar económicamente. 
En este trabajo se propone una metodología de diseño de un controlador distribuido con una 
modificación (capa supervisora con un Controlador Predictivo Basado en Modelo, CPBM) 
que se acopla fácilmente con los lazos que actualmente están instalados en las industrias 
químicas (PID), de esta manera se restará un poco de dependencia de la computadora 
central, ya que si por algún motivo ésta llegase a faltar se tendría un conjunto de lazos PID 
operando con el último punto de ajuste enviado por la computadora. 
El trabajo está organizado de la siguiente manera: Primero se dan al lector ciertos conceptos 
preliminares que son claves para la comprensión del trabajo, posteriormente se hace un 
barrido por los métodos propuestos en la literatura para generar Modelos Semi-fisicos de 
base Fenomenológica (MSBF) y para la sintonía de controladores PID. Luego se define una 
metodología de modelamiento a usar y se ejemplifica mediante el desarrollo de un modelo 
para un gasificador de carbón en lecho fluidizado. Luego se propone la metodología para el 
diseño del controlador y se ejemplifica nuevamente con el gasificador. Finalmente, se 
presentan comparaciones de los sistemas de control utilizados comúnmente y de la 
estructura de control propuesta y se sacan conclusiones acerca del desempeño y la utilidad.  
 
Los objetivos propuestos en este trabajo son: 
 
General: 
 
  Proponer una metodología para la síntesis de un  sistema de control combinado 
(distribuido-centralizado), que tenga en cuenta las principales interacciones 
dinámicas del sistema, vistas desde el MSBF del proceso, para mejorar la operación 
del sistema de control, pero conservando las principales características del control 
distribuido: tolerancia a fallas y facilidad de diseño.  
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Específicos: 
 
  Nivel perceptivo:  
  
• Explorar y registrar los métodos propuestos en la literatura para obtener un MSBF 
de un proceso.  
• Describir los tipos de sistemas de control implementados en los sistemas 
multivariables haciendo énfasis en el control distribuido y el centralizado.  
 
 Nivel aprehensivo: 
  
• Agrupar diferentes enfoques de la literatura en una sola metodología para la 
obtención de MSBF. 
• Explicar cuáles son las principales ventajas y desventajas de las técnicas de control 
distribuido y centralizado reportadas en la literatura, cuando se aplican al control de 
sistemas multivariable.  
 
 Nivel comprensivo: 
 
• Aplicar la metodología propuesta de modelamiento y ejemplificar la obtención de 
un MSBF. 
• Mostrar cómo puede un MSBF ayudar a mejorar el desempeño de un sistema de 
control para un proceso multivariable.   
 
 Nivel integrativo: 
  
• Proponer una metodología de control combinado (distribuido-centralizado), que 
involucre el uso del MSBF del proceso para atenuar las deficiencias presentadas al 
utilizar control distribuido o control centralizado por separado.  
• Probar y validar la metodología propuesta implementándola en simulación en el 
control de un gasificador  en lecho fluidizado.  
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1. PRELIMINARES 
 
 
 
1.1 MODELAMIENTO DE PROCESOS 
 
 
1.1.1 TIPOS DE MODELOS  
 
Según [Gutiérrez, 2007], los modelos matemáticos permiten realizar predicciones 
sobre el proceso que modelan, de ahí el carácter predictivo básico de todos ellos. Sin 
embargo, un modelo contiene información que depende de cómo se relacionan los 
datos que ingresan al modelo con la predicción efectuada por el mismo: la estructura 
del modelo en sí misma contiene información. Esta información, útil al usuario, no se 
manifiesta directamente en la predicción: dos modelos que relacionan de manera 
totalmente diferente los datos con las predicciones, pueden brindar el mismo nivel de 
precisión en la predicción. En cambio, es evidente que esa información contenida en 
la estructura es un factor relevante en la selección del modelo de acuerdo con su 
finalidad [Gómez et al, 2004].  
 
Con esta argumentación, se agrupan los modelos de acuerdo con la cantidad de esa 
información adicional que brindan sobre el fenómeno: explicándolo o describiéndolo. 
De este modo, existen modelos cuyo contenido de información adicional sobre el 
proceso es el mayor posible, puesto que explican todos y cada uno de los fenómenos 
presentes en el sistema, y se les denomina Modelos Explicativos. Un segundo tipo de 
modelos son aquellos que, sin explicar los fenómenos, realizan una descripción de los 
mismos. Este grupo de modelos se denominan Modelos Descriptivos. Finalmente, los 
modelos denominados Puramente Predictivos, se limitan a realizar una representación 
que permite calcular los efectos de las relaciones entre las variables de interés del 
sistema, sin brindar ninguna descripción de los fenómenos involucrados [Gómez et al, 
2004]. La clasificación anterior no se asocia totalmente con la de modelos del tipo 
caja blanca, gris o negra que son descritos mas adelante, cuyo criterio de clasificación 
es el conocimiento previo sobre el proceso [Sjöberg et al, 1995]. 
 
En todas las tipologías de modelos la sencillez y la simpleza son cualidades deseables, 
aunque tal deseo es más accesible para algunos tipos de modelos que para otros. La 
capacidad múltiple de descripción, explicación y predicción es lo que constituye el 
poder explicativo de una teoría, o su capacidad para resolver problemas [Concari, 
2001], y es precisamente la existencia de un cierto grupo de modelos lo que ayuda en 
la construcción  de una teoría. 
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1.1.1.1 Modelos Explicativos 
 
Estos modelos buscan incrementar el entendimiento de las causas del fenómeno y 
además, se refiere a las pruebas empíricas de las proposiciones de la teoría a las que 
les da apoyo [Concari, 2001]. Normalmente son modelos complejos y basados en 
leyes y principios. En general, no se basan en modelos empíricos o heurísticos y se 
utilizan cuando el sistema ya se conoce, pero se desea conocer su comportamiento en 
una situación específica y las razones de porqué determinado fenómeno ha ocurrido 
de esa forma y no de otra manera. Finalmente se puede decir que los modelos 
explicativos en la investigación científica responden a la pregunta ¿Por qué y de qué 
forma ocurren determinados mecanismos, eventos o fenómenos en un sistema? 
[Gómez et al, 2004]. 
 
1.1.1.2 Modelos Descriptivos 
 
Describir un fenómeno implica definir sus características y componentes, así como 
definir las condiciones en que se presenta y las distintas maneras en que puede 
manifestarse [Gómez et al, 2004]. En el modelado descriptivo de un sistema se 
persigue que la representación obtenida sea adecuada para el diseño de equipos. Por 
tanto, el modelo descriptivo debe ser sencillo y aportar información a la toma de 
decisiones en las diferentes etapas del diseño. Aunque el ideal para diseño es el 
modelo explicativo, la complejidad matemática que este trae aparejada resulta 
prohibitiva a la hora de abordar labores de diseño rutinarias. Finalmente, se puede 
decir que los modelos descriptivos en el diseño de ingeniería responden a la pregunta 
¿Qué es preciso conocer del sistema para el fin de diseño? [Gómez et al, 2004]. 
 
1.1.1.3 Modelos Puramente Predictivos 
 
Aunque todos los modelos matemáticos son predictivos, cuando se habla de modelos 
puramente predictivos se hace referencia a aquellos modelos obtenidos 
empíricamente, los cuales sintetizan en una estructura sencilla (y generalmente 
predefinida) las dinámicas principales del sistema. Aunque su carácter explicativo es 
mínimo, su sencillez disminuye la complejidad computacional haciéndolos ideales 
para su uso en línea. Es decir, un modelo predictivo es un modelo lo suficientemente 
preciso para ser manipulado automáticamente [Concari, 2001]. Los modelos 
AutoRegresivos con entrada eXógena (ARX) son un ejemplo de modelos puramente 
predictivos. Finalmente, se puede decir que los modelos puramente predictivos en el 
diseño de ingeniería responden a la pregunta ¿Cómo será el comportamiento del 
sistema modelado en circunstancias diferentes? [Gómez et al, 2004]. 
 
De la clasificación anterior se pretende profundizar en los modelos explicativos, entre 
los cuales se encuentran los Modelos Semi-Físicos de Base Fenomenológica.  
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1.1.2 MODELAMIENTO SEMIFÍSICO DE BASE FENOMENOLÓGICA 
 
Desde que el hombre comenzó con la observación sistemática de la naturaleza ha tratado de 
encontrar la forma de representar el comportamiento de ésta mediante relaciones 
matemáticas de diversa complejidad, que le permitan hacer predicciones y de esta forma 
poder estar preparado para lo que se le presentará ante ciertas situaciones específicas. Es de 
esta forma que nace el modelado de los procesos físicos y químicos. 
Industrialmente, poseer un modelo del proceso que se lleva a cabo, significa estar muy 
familiarizado y tener un conocimiento profundo del proceso real en tal grado, que es 
posible realizarle modificaciones (mejoras), teniendo la ventaja de saber de antemano cuál 
será la posible respuesta del proceso real ante la modificación implementada. 
Obtener un modelo matemático de un proceso significa, en principio, deducir un conjunto 
de relaciones entre las variables con el propósito de describir el comportamiento físico y/o 
químico del proceso. Estas relaciones matemáticas que describen el comportamiento de un 
proceso, han proporcionado una visión muy valiosa en el área de los procesos en general, 
haciendo posible caracterizar eficientemente el comportamiento de una amplia gama de 
procesos de uso actual [Ogunnaike y Ray, 1994], como se verá más adelante. 
Las relaciones entre las variables del proceso pueden obtenerse por tres caminos. La 
primera es encontrar una función (polinómica, logarítmica, etc.), que sea capaz de 
reproducir una cantidad significativa de datos de variables de entrada y de salida tomados 
experimentalmente directamente en el proceso. Este tipo de modelos se conocen como 
modelos empíricos o de caja negra, y aunque son fáciles de conseguir no son muy buenos 
cuando se enfrentan con datos diferentes a los que permitieron su construcción. La segunda 
alternativa se basa en el principio de conservación de la materia y la energía. Realizando 
balances de materia, energía y cantidad de movimiento sobre algún sistema (generalmente 
el proceso o parte de él) es posible que aparezcan de manera espontánea la relación que se 
busca entre las variables del proceso. Esta opción, conocida como modelos de caja blanca o 
fenomenológicos, aunque puede involucrar gran trabajo, es la que más información brinda 
sobre el estado real del proceso. En ocasiones no aparecen de manera directa las variables 
del proceso que buscamos pero ellas pueden ser deducidas a partir de otras mediante leyes 
físicas o químicas, conformando las llamadas ecuaciones constitutivas de los modelos. La 
tercera y más real opción, los Modelos Semi-físicos de Base Fenomenológica (MSBF), son 
una combinación de las dos primeras. Consisten principalmente en buscar una estructura 
base del modelo mediante el uso de los balances de materia, energía y cantidad de 
movimiento e identificar los valores de los parámetros del modelo mediante un ajuste 
empírico, esto es, mediante experimentación y ajuste.     
Además de la clasificación dada anteriormente, existen otras clasificaciones de los  
modelos, que son las causantes de las diferentes clasificaciones que se le da a los procesos. 
Por ejemplo si las ecuaciones diferenciales de un modelo ya establecido son de primer 
orden, el proceso se conoce como un proceso de primer orden. Si las ecuaciones muestran 
comportamientos no lineales, el proceso es catalogado como un proceso no lineal. 
En muchas ocasiones, en procesos químicos, luego de realizar los balances de materia, 
energía y cantidad de movimiento aparecen ciertas variables que son como primera 
aproximación las más importantes del proceso, en ocasiones estas variables se conocen con 
el nombre de variables de estado. A continuación se profundizará un poco sobre esto.  
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A finales del siglo XIX H. Poincaré, con su trabajo pionero sobre los Nuevos Métodos de la 
Mecánica Celeste, intuyó la significación profunda de formular una teoría general de los 
sistemas dinámicos en función de conjuntos de ecuaciones diferenciales de primer orden, e 
introdujo la idea de considerar el conjunto relevante de variables del sistema como la 
trayectoria de un punto en un espacio n-dimensional [Domínguez et al, 2002]. El enfoque 
de Poincaré al estudio de problemas dinámicos rápidamente se popularizó y se conoce 
como método del espacio de estado. Así, el concepto de estado se hace dominante en el 
estudio de los sistemas dinámicos donde es fundamental considerar que la conducta actual 
está influenciada por la historia previa del sistema y su comportamiento no puede por lo 
tanto especificarse simplemente como una relación «instantánea» entre conjuntos de 
variables de entrada y de salida. Se necesita un conjunto adicional de variables cuyo 
objetivo es tomar en cuenta la historia pasada del sistema. Estas variables son las variables 
de estado, que representan la mínima cantidad de información que resume todo el pasado 
dinámico del sistema. Por lo tanto es todo lo que se necesita conocer para poder predecir su 
evolución futura frente a cualquier señal de entrada que se aplique. 
Este tipo de modelos por lo general se obtienen mediante el uso de los principios físicos y 
químicos ya mencionados para los modelos de caja blanca. Debido a su procedencia estos 
modelos cuentan con gran robustez, el modelador aunque debe conocer el proceso que 
modela puede olvidar alguna variable relevante pero, al estar basados en los principios de 
conservación, las variables relevantes aparecerán espontáneamente haciendo que el modelo 
matemático aunque pueda tener ausencia de algún efecto, este no será tan relevante como 
los que si están modelados. 
Para finalizar es saludable aclarar que los modelos son una simple aproximación al 
comportamiento real de un proceso, el grado de complejidad del modelo depende 
exclusivamente de la intencionalidad del modelador, entre mas simplificado sea el modelo 
es posible que exista mayor error entre el proceso y el modelo. Además, no existe una 
metodología estandarizada para la obtención de un modelo, aunque existen derroteros 
reportados en la literatura ([Hangos y Cameron, 2003], [Ogunnaike y Ray, 1994], [Tarifa, 
2003]) estos no pueden suplir la capacidad de análisis y el conocimiento del proceso que el 
modelador puede tener. Es por este motivo que un modelo no es único, pueden obtenerse 
diferentes modelos de un mismo proceso (y hasta siguiendo el mismo derrotero), 
simplemente variando el grado de detalle a cada uno, con el agravante de no poder decir 
que alguno es un mal modelo ya que la eficacia de un modelo solo la puede medir el 
objetivo para el cual fue creado. 
 
 
1.1.3 METODOLOGÍAS PARA LA OBTENCIÓN DE UN MSFBF 
 
Existen en la literatura varias formas de obtener modelos, entre ellos los MSBF. Una de las 
aproximaciones fue presentada en 1994 [Ogunnaike y Ray, 1994]. Esta aproximación no 
propone explícitamente los pasos necesarios para la obtención de un modelo de proceso, 
pero implícitamente en la descripción de los fundamentos sobre los cuales están cimentados 
los modelos de proceso, se puede apreciar una corta pero concisa metodología. Los pasos 
presentados para la formulación de un modelo de proceso son básicamente: 
 
• Definir sistemas de proceso: definir los límites del sistema a modelar, 
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• Aplicar principios de conservación: Aplicar balances de materia, energía y 
cantidad de movimiento a cada sistema de proceso, 
• Definición de ecuaciones constitutivas: Definir que ecuaciones ayudan a definir 
algunas de las variables para cumplir con los grados de libertad. 
 
Esta metodología es muy matemática, se basa principalmente en el planteamiento de 
ecuaciones sin preocuparse mucho por su correspondencia con la realidad, este enfoque es 
muy parecido, por no decir igual, al planteado en el clásico libro de fenómenos de 
transporte de los años 60 [Bird et al, 1960]. Otra aproximación fue presentada en 1998 
[Bequete, 1998]. Esta aproximación describe explícitamente una metodología compuesta 
por cinco pasos: 
  
• Escribir las ecuaciones de balance utilizando el método integral o instantáneo, 
• Incorporar las relaciones constitutivas apropiadas a las ecuaciones, 
• Determinar el estado, variables de entrada y salida, y los parámetros para un 
modelo (conjunto de ecuaciones) en particular, 
• Determinar la información necesaria para la solución del sistemas de 
ecuaciones dinámicas, 
• Definir variables adimensionales y parámetros para escalar las ecuaciones. 
 
Esta metodología, ya se preocupa por la solución del conjunto de ecuaciones, pero todavía 
no tiene en cuenta qué tan aproximado sea el modelo a la hora de describir el fenómeno o 
proceso real. En 2003 se presentó un conjunto de pasos que los autores denominaron 
“procedimiento sistemático de modelado” [Hangos y Cameron, 2003]. Este procedimiento 
consta de siete pasos iterativos para poder obtener un buen modelo para un proceso.  
 
1. Definición del problema: significa dar una descripción del sistema de proceso 
junto con los objetivos del modelo, 
2. Identificar factores controlantes: investigar cuales son los fenómenos físicos o 
químicos que están ocurriendo en el sistema de proceso que afectan los objetivos 
definidos en el paso 1, 
3. Evaluar los datos del problema: casi todos los modelos de procesos reales caen en 
la categoría de semi-físicos por lo tanto es necesario saber con qué parámetros 
medidos en laboratorio o estimados con base en datos reales se cuenta, 
4. Construir el modelo: plantear todo el conjunto de ecuaciones que describen el 
fenómeno, 
5. Solucionar el modelo: seleccionar e implementar un algoritmo numérico que 
permita la solución de las ecuaciones que describen el modelo. Este paso puede 
regresar al modelador al paso 4,  
6. Verificar la solución del modelo: determinar si la solución encontrada está 
comportándose de manera adecuada. Este paso puede regresar al modelador al paso 
5, 
7. Validar el modelo: una vez que el modelo responde de manera apropiada es 
necesario compararlo con datos tomados experimentalmente con el fin de saber 
cuan desviado está de la realidad. Este paso puede regresar al modelador al paso 2 o 
3. 
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Esta metodología brindó una aproximación que toma en cuenta todos los factores a la hora 
de obtener un modelo matemático, es decir el principal valor agregado es la validación de la 
solución, ya que de nada sirve un modelo de proceso que no posea un comportamiento al 
menos aproximado al comportamiento real. 
 
Tarifa [Tarifa, 2003] presenta una metodología muy parecida a la anterior, esta incluye 
algunos pasos extra que pueden ser de mucha ayuda cuando recién se esta ingresando al 
campo del modelado de procesos. 
 
1. Definición de los objetivos del modelo: ¿qué se espera del modelo? 
2. Formulación de un modelo conceptual: identificar los fenómenos relevantes del 
sistemas con base en los objetivo. 
3. Formulación del modelo matemático: deducción de las ecuaciones matemáticas 
que describen los fenómenos reportados en el modelo conceptual. 
4. Estimación de parámetros: obtener por experimentación o estimar los parámetros 
del modelo. 
5. Simplificación: realizar simplificaciones teniendo en cuenta que no dejen de 
cumplirse los objetivos del modelo. 
6. Análisis de consistencia matemática: cálculo de los grados de libertad y 
consistencia de unidades. 
7. Resolución del modelo: selección del método numérico o analítico apropiado y 
aplicarlo. 
8. Verificación: verificación de errores debido a distracciones.  
9. Validación: comparación del modelo con datos reales para detectar posibles fallas. 
10. Perfeccionamiento: verificar que el modelo cumpla los objetivos, de no ser así se 
debe regresar al paso 1.  
 
Es posible apreciar similitud en algunos de los pasos presentados por las 4 aproximaciones 
anteriores. A continuación se describirá la metodología propuesta por el Grupo de 
investigación en Automática de la Universidad Nacional de Colombia (GAUNAL), la cual 
ha sido desarrollada a partir de propuestas elaboradas anteriormente y de pasos propuestos 
por algunos de los miembros teniendo en cuenta que lo que se busca es una rutina que no se 
preste a confusiones y que produzca un modelo de proceso que cumpla con las demandas 
del modelador. 
 
1. Descripción verbal y diagrama de flujo complementarios. Una correcta 
descripción y la capacidad de elaborar un diagrama de flujo del proceso a modelar, 
aseguran que el modelador está plenamente familiarizado y conoce los aspectos 
relevantes del proceso que pretende modelar. 
• Discriminación del nivel de detalle del modelo. En este punto el modelador debe 
definir la característica de operación del proceso y el resultado esperado del modelo. 
Debe quedar claro si el modelo será explicativo, descriptivo o puramente predictivo 
2. Definición de los límites del sistema. Especificar las fronteras dentro de las cuales 
se aplicarán las ecuaciones de balance. Es posible definir varios sistemas y aplicar 
balances simultáneos. 
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3. Aplicar el principio de conservación. A cada sistema de proceso se le debe   
aplicar el principio de conservación, con lo que aparecen los balances más 
representativos, para poder alcanzar el resultado esperado del modelo.  
4. Definición de variables y parámetros. Luego de obtener las ecuaciones de balance 
se debe definir las variables de entrada, de salida y los estados del sistema. De igual 
forma se debe hacer la discriminación de los parámetros, es decir, cuales son 
constantes y cuales son el resultado de la solución de una ecuación constitutiva. 
5. Declaración de parámetros constantes conocidos. En este paso se asigna un valor 
numérico a los parámetros que se consideran constantes dentro del modelo. Para los 
demás es necesario obtener una ecuación constitutiva (regresar al paso 3). 
• Verificar grados de libertad. En este punto se verifica que el sistema tenga grado 
de libertad igual a cero (grados de libertad = numero de variables desconocidas – 
numero de ecuaciones), de no ser así se debe regresar al paso 4 y asumir más 
parámetros constantes. Si los grados de libertad se cumplen ya se tiene un modelo 
identificado. 
 
Hasta este punto se plantea la metodología propuesta por el grupo GAUNAL [Gómez et al, 
2008], que se representa de manera gráfica en el Diagrama 1. Esta metodología bastante 
clara debe ser complementada con dos pasos muy necesarios en el modelado. 
  
6. Solución y análisis preliminar.  En este punto se debe seleccionar y aplicar un 
método de solución apropiado para el conjunto de ecuaciones, y posteriormente 
realizar un análisis preliminar de la solución, es decir, que el modelo responda con 
la misma direccionalidad ante perturbaciones. En este punto el análisis debe ser 
meramente cualitativo. 
7. Validación. En este punto es válida una comparación del comportamiento del 
modelo con datos tomados directamente en el proceso, datos reportados en la 
literatura para procesos similares y por último es viable aceptar el criterio de un 
experto que avale el modelo. 
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Diagrama 1. Diagrama de la metodología propuesta por el grupo GAUNAL. 
 
 
1.2 CONTROL DE SISTEMAS MULTIVARIABLES 
 
En muchos procesos industriales el objetivo consiste en mantener más de una variable en su 
punto de ajuste o valor deseado como lo muestra la Figura 1. 
 
 
Figura 1. Diagrama de bloques de un proceso de múltiple entrada y múltiple salida. 
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En este tipo de casos se dice que el problema de control es multivariable (lo cual implica 
que el número de variables a controlar puede ser 2 o mayor que 2). Para ejemplificar el 
control de sistemas multivariables considere el reactor de  tanque agitado mostrado en la 
Figura 2. 
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Figura 2. Reactor de tanque agitado.  
 
Suponga que se desea controlar el nivel, la temperatura y la composición del efluente del 
reactor. Como potenciales variables manipuladas podemos emplear el flujo de la corriente 
de producto, la carga térmica del medio de calentamiento y el flujo de los reactivos. Se 
obtiene entonces un diagrama de bloques como el mostrado en la Figura 3. 
 
 
Figura 3. Diagrama de bloques de un reactor de tanque agitado. 
 
En este caso es relativamente simple proponer el “pareamiento” de lazos de control (por 
“pareamiento” entiéndase la decisión de qué variable manipulada controlará a qué variable 
controlada) mostrado en la Figura 4. 
 
 
 Figura 4. Pareamiento de las variables de control. 
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A dicho esquema de control de sistemas multivariables se le llama esquema de control 
descentralizado. Obsérvese que esta forma de resolver el problema de control de sistemas 
multivariables se reduce a diseñar cada lazo de control de manera independiente del resto 
de los lazos (es decir, sin tomar en cuenta la presencia del resto de los lazos de control). 
Cada lazo se diseña usando los métodos conocidos para el control de sistemas univariables. 
La Figura 5 muestra como se vería el diagrama de instrumentación y tubería (P&ID) para el 
reactor de tanque agitado.  
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Figura 5. P&ID del reactor de tanque agitado.  
 
Sin embargo, la presencia de las interacciones entre lazos o dinámicas hará que el 
desempeño de un lazo afecte a los otros y viceversa. En otras palabras, la interacción 
complica la sintonía de los lazos de manera independiente. 
 
Existe otro esquema para resolver el problema del control de sistemas multivariables, este 
se basa en el uso de un sólo controlador que acciona simultáneamente todas las variables 
manipuladas cuando alguna o algunas variables controladas se alejan de su punto de ajuste. 
Este tipo de control se conoce como control centralizado. De esta forma se consigue 
compensar el efecto de las interacciones. El grado de compensación depende del diseño del 
controlador. La Figura 6 muestra el P&ID del reactor de tanque agitado con un controlador 
centralizado. 
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Figura 6. P&ID del reactor de tanque agitado con un esquema de control centralizado. 
 
En los sistemas multivariables la interacción entre variables es el efecto más importante en 
el diseño y sintonía de los lazos de control. Se dice que un proceso presenta interacciones 
dinámicas cuando una variable de entrada afecta a más de una variable de salida. Es decir, 
que para un par definido variable de entrada y variable controlada, no sólo la variable 
controlada se aleja o se acerca a su punto de ajuste en virtud de cambios en la variable de 
entrada. La Figura 7 muestra un diagrama de cómo es la interacción dinámica.  
 
 
Figura 7. Interacciones dinámicas. 
 
Suponga que se desea analizar el problema de control a lazo cerrado de un sistema de dos 
(2) entradas y de dos (2) salidas como el mostrado en la Figura 8, cuyas funciones de 
transferencia están definidas por (1) y (2). 
 
 
 
Figura 8. Sistema de 2 entradas y de 2 salidas. 
 
 
)(*)()(*)()( 2121111 susgsusgsy +=    (1) 
)(*)()(*)()( 2221212 susgsusgsy +=   (2) 
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Se puede ver claramente que cada una de las entradas (u1, u2) tiene influencia sobre cada 
una de las salidas (y1, y2). La magnitud de tal influencia depende de las ganancias de las 
funciones de transferencia. En principio, si se diseñan los lazos de control de manera 
independiente (suponiendo los pareamientos u1 → y1, u2 → y2) se podría representar cada 
lazo de control de manera independiente como se muestra en la Figura 9. Sin embargo, 
como las interacciones dinámicas entre las entradas y las salidas están presentes, la 
representación real del sistema estaría dada por el diagrama de bloques mostrado en la 
Figura 10. 
 
 
 
Figura 9. Funciones de transferencia en lazo cerrado en arreglo descentralizado. 
 
 
 
Figura 10. Diagrama de bloques de un sistema con interacciones dinámicas 
 
Cuando el sistema multivariable presenta interacciones es posible que la selección del 
pareamiento no sea inmediata. Para entender este problema suponga que se lleva a cabo el 
siguiente experimento: 
 
1. Con todos los lazos de control abiertos se realiza una perturbación tipo escalón en 
u1. De acuerdo a lo dicho antes y1 debe cambiar (y también lo hará y2). Suponiendo 
que el sistema sea estable, se alcanzará una respuesta final en y1 denotada por ∆y1u y 
cuya magnitud es k11. 
2.  Con el lazo 2 (es decir, el lazo u2 → y2) cerrado se  realiza el mismo experimento 
sugerido en paso anterior. El controlador Gc2 tiene entonces la función de corregir 
cualquier desviación en y2 (manipulando u2) como resultado del cambio escalón 
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efectuado en u1. Nótese claramente que u1 tiene tanto un efecto directo como 
indirecto sobre y1 (a través de la acción de control u2). 
 
Observaciones.  
(a) y1 cambia (a través de g11, pero también cambia y2 (a través de g21). 
(b) Bajo control retroalimentado el lazo 2 “siente” el efecto de la interacción sobre y2, y 
entonces manipula u2 hasta que y2 regresa a su punto de ajuste. 
(c) Los cambios efectuados en u2 afectan ahora a y1 (a través de g12). Los cambios 
observados sobre y1 son de dos clases: 
 (1) El efecto directo de u1 sobre y1 (denotado por ∆y1u). 
 (2) El efecto indirecto que surge cuando el controlador 2 trata de eliminar la 
perturbación u1 afectando con esto a y1 (efecto denotado por ∆y1r). 
 
 Después de que se ha alcanzado el estado estacionario del proceso la respuesta en y1 
(denotada por ∆y1) estará dada por (3). 
 
ru yyy 111 ∆+∆=∆    (3) 
 
Una medida adecuada del grado de interacción del proceso (suponiendo que u1 controla a 
y1) está dada por (4). 
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Esta cantidad proporciona una medida del grado de interacción que ocurre cuando u1 
controla a y1, y cuando u2 controla a y2. 
 
 
1.2.1 PAREAMIENTO DE LAZOS DE CONTROL 
 
Usando los valores del índice λ11 resulta más claro cómo analizar el efecto de un cierto 
pareamiento sobre las interacciones y el desempeño en lazo cerrado. Normalmente se busca 
elegir el pareamiento con menor grado de interacción. Veamos varias situaciones posibles: 
 
• λ11 = 1 
Esto implica que ∆y1r = 0 y por lo tanto habrá cero interacción en el sistema multivariable. 
En consecuencia, seleccionando el acoplamiento: 
u1 → y1 
u2 → y2 
el sistema no presenta interacciones. Esto puede indicar que: 
• u1 no tiene efecto sobre y2. 
• u1 tiene efecto sobre y2, pero y2 no tiene efecto sobre y1. 
 
• λ11 = 0 
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Esto significa que ∆y1u = 0, es decir que u1 no tiene ningún efecto sobre y1. Por lo tanto el 
lazo u1 → y1 no sirve para controlar y1. Posiblemente el lazo u1 → y2 sea más apropiado ya 
que en este caso no existe interacción con y1. 
 
• λ11 > 1 
En este caso ∆y1r tiene signo contrario del que tiene ∆y1u (sin embargo, es menor en valor 
absoluto). En los casos en los que se cuenta con λ11 muy grande y positiva, el efecto de la 
interacción prácticamente cancela el efecto de u1 sobre y1. Por esta razón pueden requerirse 
valores grandes de la acción de control para este propósito. En general el pareamiento u1 → 
y1 no será bueno. 
 
• λ11 < 0 
Esta situación surge cuando ∆y1r tiene signo contrario del que presenta ∆y1u (además ∆y1r 
es mayor en valor absoluto a ∆y1u). El pareamiento u1 → y1 no es recomendable ya que la 
dirección del efecto de u1 sobre y1 a lazo abierto es la respuesta a la correspondiente 
dirección con el lazo cerrado. No se recomienda usar pareamientos de este tipo. 
 
• 0 < λ11 < 1 
Este caso corresponde a ∆y1u y ∆y1r respondiendo en el mismo sentido. Para λ11 >0 .5 
nótese que ∆y1u > ∆y1r (el efecto directo es mayor que el efecto de interacción). Si λ11 <0 .5 
entonces ∆y1r > ∆y1u (la interacción domina el efecto directo). Cuando λ11 = 0.5 entonces 
∆y1u = ∆y1r y ambos efectos son igualmente importantes. 
 
 
1.2.2 DEFINICIÓN DE GANANCIA RELATIVA 
 
La ganancia relativa (λij) entre la salida yi y la entrada uj (o sea, el cociente entre 2 
ganancias en estado estacionario) se define en (5). 
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Normalmente el índice λij se calcula para sistemas cuadrados de n entradas y n salidas. Al 
arreglo resultante de elementos λij se denomina la Matriz de Ganancia Relativa (RGA) y se 
denota por Λ. 
 
 
1.2.3 CONTROL DE MÚLTIPLES LAZOS  
 
El siguiente fragmento fue extractado de [Scattolini, 2008], con el ánimo de generar un 
documento totalmente autocontenido. 
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1.2.3.1 Control Descentralizado 
 
En el control descentralizado, como se ve en la Figura 11, las variables manipuladas o 
de control (u) y las variables controladas (y) se encuentran desagrupadas en diferentes 
conjuntos. Luego, estos conjuntos son acoplados para producir pares no superpuestos 
para los cuales se diseñan reguladores para operar en una forma completamente 
independiente. El problema del diseño es trivial cuando las interacciones (estáticas o 
dinámicas) entre las entradas y las salidas de pares diferentes son débiles. Es bien 
conocido que las interacciones fuertes pueden incluso causar que no sea posible 
alcanzar estabilidad o un buen desempeño con una estructura de control 
descentralizado.  
 
 
 
Figura 11. Diagrama de control descentralizado para un sistema de 2 entradas y 2 salidas. 
 
Desde finales de los años 70, las investigaciones en control descentralizado han sido 
motivadas por lo inadecuado de la teoría de control para tratar con ciertas 
características de interés en los sistemas a gran escala. Desde esos tiempos se ha 
considerado la retroalimentación de estados como un concepto clave de la teoría de 
control. Sin embargo, se debe notar que es imposible instrumentar un gran sistema 
para lograr una realimentación de estados completa, a pesar de esto último, técnicas 
de control tales como el control lineal gaussiano o control basado en observadores han 
evolucionado para superar estos inconvenientes. Una característica clave de estas 
técnicas de control es que por diseño cada salida de un sensor afecta cada entrada de 
un actuador, es decir no existe un pareamiento de variables de entrada y salida 
definido, a esto se le llama control centralizado. En muchos sistemas, pero 
particularmente en los sistemas a gran escala, es inviable ejercer control sobre todas 
las dinámicas basándose en todas las medidas tomadas. La teoría del control 
descentralizado se levantó en respuesta a esta dificultad. La característica básica del 
control descentralizado es que existen restricciones sobre la transferencia de 
información entre ciertos grupos de sensores y actuadores. Por ejemplo considere la 
Figura 11, donde sólo la variable medida y1 es usada para crear la ley de control u1 y 
similarmente con y2 y u2. Este es un caso de descentralización total. Sin embargo, 
alguna trasferencia de información restringida entre los controladores también es 
posible (Figura 12) [Sandell et al, 1978]. 
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Figura 12. Diagrama de control descentralizado con comunicación restringida 
 
Estos casos, en los cuales la tasa de transferencia está restringida a ser menor que la 
necesaria para la implementación de una estructura centralizada, es llamada 
descentralización parcial. El control descentralizado está así íntimamente ligado con 
la retroalimentación. Por lo tanto, los problemas lineales son a menudo los más 
estudiados, ya que la teoría de retroalimentación no lineal se encuentra un poco 
menos desarrollada que la teoría lineal. Es importante notar que el término 
descentralización se refiere a la estructura de control implementada, en ningún 
momento pone restricciones sobre las leyes de control, ya que estas pueden ser 
diseñadas de manera totalmente centralizada. 
Algunos autores llaman control distribuido a la descentralización parcial y se reservan 
el nombre de control descentralizado para la estructura que no presenta lazos de 
comunicación entre los controladores, aunque existen casos en los cuales no se tiene 
ninguna discriminación entre estos dos términos [Sundarapandian, 2005]. Entre las 
principales ventajas de la estructura descentralizada se pueden mencionar: 
 
- Brinda la capacidad de manejar el proceso como un sistema completo. 
- Brinda una interfaz amigable, ya que permite representar todo el proceso 
como un ‘gran dibujo’. 
- Mejora la eficiencia y calidad de todo el proceso si sus lazos individuales son 
sintonizados adecuadamente. 
- Proporciona control y monitoreo instantáneo de la planta desde el cuarto de 
control.  
- En alguna medida,  un sistema de control descentralizado realiza labores de 
reporte y análisis del desempeño del proceso. 
 
 
1.2.3.2 Control Distribuido 
 
En las estructuras de control distribuidas, como la mostrada en la Figura 12, se asume 
que alguna información es transmitida entre los reguladores locales, por eso cada uno 
de ellos tiene algún conocimiento del comportamiento de los otros. Esta estrategia de 
control ha tenido uso cuando se emplean controladores predictivos como 
controladores locales, debido a que mientras alguno de ellos está resolviendo su 
propio problema de optimización, está también intercambiando información sobre sus 
predicciones con los demás controladores. Esto le permite a cada controlador tener 
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alguna idea de cuál es el camino probable que seguirá alguna dinámica que pueda 
influenciarlo directamente, y poder tomar acciones correctivas posiblemente antes de 
que las perturbaciones actúen.   
Existe un extenso conjunto de algoritmos para control predictivo distribuido 
propuestos en la literatura. Una buena clasificación de ellos se puede hacer con base 
en la topología de la comunicación en red: 
 
• Algoritmos distribuidos totalmente conectados: la información es transmitida 
(y recibida) por algún controlador local hacia todos los otros, 
• Algoritmos distribuidos parcialmente conectados: la información es 
transmitida (y recibida) por algún controlador local hacia un conjunto dado de 
controladores. 
 
El intercambio de información entre los controladores locales puede ser hecho de 
acuerdo a los siguientes protocolos: 
• Algoritmos distribuidos no iterativos: la información es transmitida (y 
recibida) por los controladores locales sólo en cada tiempo de muestreo. 
• Algoritmos distribuidos iterativos: la información puede ser transmitida  (y 
recibida) por los controladores locales varias veces en un intervalo de 
muestreo. 
 
Por último es posible también, clasificar los métodos según el objetivo de desempeño 
en: 
• Algoritmos distribuidos independientes: cada controlador local minimiza su 
propio índice de desempeño. 
• Algoritmos distribuidos cooperativos: cada controlador busca la forma de 
minimizar el índice de desempeño global del proceso. 
 
 
1.2.4 CONTROL CENTRALIZADO 
 
Como se mencionó anteriormente el control centralizado es básicamente una estructura de 
control en la cual todas las variables medidas pueden tener influencia en el cálculo de todas 
las acciones de control, es decir todas las acciones de control están disponibles para 
contrarrestar el efecto de cualquier perturbación en cualquiera de las variables controladas. 
Entre los métodos más representativos del control centralizado se encuentra el control 
basado en modelo. Estas estructuras de control hacen control centralizado ayudándose de 
un modelo del proceso para el cálculo de las acciones de control. 
  
 
1.2.4.1 Control Basado en modelo 
    
En el análisis de procesos existen tres tipos de problemas claramente identificados:  
 
- El problema de la respuesta dinámica del proceso: en este problema las variables de 
entrada (u) están especificadas junto con un modelo para el proceso, y lo que se 
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busca establecer es la trayectoria de las variables de salida (y) ante un cambio en las 
variables de entrada. 
- El problema de modelamiento/identificación del proceso: en este problema se busca 
que, dados ciertos valores de las variables de entrada y las de salida, determinar una 
relación matemática entre los valores correspondientes de entrada y de salida. 
- El problema del control del proceso: en este caso se especifica un valor deseado 
para las variables de salida del proceso y se puede especificar el modelo que 
relaciona variables de entrada y variables de salida, y se busca establecer el valor 
que deben tener las variables de entrada para que las variables de salida alcancen o 
se mantengan en el valor deseado. 
 
Para la solución del tercer problema existen dos aproximaciones. La primera es muy 
conocida y aplicada en la industria, es el convencional control retroalimentado. Esta 
primera aproximación pre-especifica el hardware (regularmente un controlador PID), y se 
ocupa del comportamiento de las variables de salida en segundo lugar. Por lo tanto, su 
desventaja es que la solución que se encuentre estará limitada a las restricciones impuestas 
por la estructura del controlador pre-especificado. La segunda aproximación busca en 
primer lugar mantener el valor deseado de las variables de salida, utilizando el modelo del 
proceso como herramienta para determinar las acciones necesarias y posteriormente se 
preocupa por el hardware requerido que en muchos casos es un microprocesador. En 
algunos casos el controlador requerido puede tomar la forma de un simple PID. 
La segunda forma de enfrentar el problema del control de procesos es lo que se conoce 
como control basado en modelo y tiene dos aproximaciones o enfoques. Uno de ellos se 
conoce como síntesis directa. En este enfoque el comportamiento deseado de la variable de 
salida está especificado como una trayectoria, y el modelo del proceso es usado 
directamente para sintetizar el controlador requerido para causar que la variable de salida 
siga esa trayectoria exactamente. Dentro de este grupo se encuentran técnicas como el 
control de síntesis directa y el control de modelo interno, las cuales tienen el problema de 
trabajar en el dominio de una transformada y regularmente un proceso no lineal no se 
representa en este tipo de dominios, lo que restringe el uso de estas técnicas. Dentro de este 
grupo también se encuentra el control de modelo genérico el cual sí toma en cuenta 
modelos de proceso no lineales e incluso derivadas de altos órdenes. La segunda 
aproximación para el problema del control de procesos es la optimización. En esta 
aproximación el comportamiento deseado de la variable de salida se especifica en la forma 
de una función objetivo y el modelo de proceso es usado para derivar el controlador 
necesario para maximizar o minimizar esa función objetivo. Este enfoque tiene la ventaja 
de poder incluir en el controlador restricciones reales de proceso tales como capacidad de 
flujo en una tubería, temperatura máxima de trabajo de un equipo u otras restricciones que 
un modelo matemático sólo ve como un número más entre todos los posibles. 
 
Uno de los métodos del control mediante optimización es el Control Predictivo Basado en 
Modelo (CPBM), el cual es el conjunto de varios métodos de control, desarrollado con base 
en diversas disciplinas como el control óptimo, control estocástico, control de procesos con 
tiempos muertos, control multivariable o control con restricciones. Este control no es una 
estrategia específica, sino un conjunto de diferentes métodos de control desarrollados a 
partir de: 
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- Un modelo específico para la predicción, que capture las dinámicas más importantes 
del proceso. 
- Una estrategia de horizonte móvil, que prediga el futuro del proceso y las acciones 
de control futuras. 
- Una optimización sobre una acción de control que minimice una función objetivo. 
 
Lo que diferencia esencialmente los algoritmos de CPBM es el tipo de modelo utilizado 
para representar el proceso, la inclusión de ruidos y perturbaciones y la función de costo 
que se debe minimizar. 
 
 
1.2.4.2 Control Predictivo Basado en Modelo (CPBM)  
 
Según [Bordóns, 2000], el CPBM se desarrolló a finales de los años setenta cuando 
surgieron diversos algoritmos que usaban explícitamente un modelo dinámico del 
proceso para predecir el efecto de las acciones de control futuras en la salida, las 
cuales eran determinadas minimizando el error predicho sujeto a restricciones de 
operación. La optimización se repetía en cada instante de muestreo con información 
actualizada del proceso. Estas formulaciones eran de naturaleza heurística y 
algorítmica e intentaban aprovechar el creciente potencial de los computadores 
digitales por aquélla época. 
Rápidamente el CPBM adquirió gran popularidad en las industrias de procesos 
químicos principalmente, debido a la simplicidad del algoritmo y al uso del modelos 
de respuesta impulso o en escalón, que aunque poseen muchos más parámetros que 
las formulaciones en el espacio de estados o función de transferencia, suele ser 
preferido por ser intuitivo y necesitar menos información a priori para identificarlo. 
La mayoría de las aplicaciones fueron llevadas a cabo sobre sistemas multivariables 
incluyendo restricciones. Los algoritmos utilizados fueron principalmente el IDCOM 
(Identification-Command) y el DMC (Control con Matriz Dinámica, Dynamic Matrix 
Control). 
La metodología de todos los controladores pertenecientes a la familia del CPBM se 
caracteriza por la estrategia descrita a continuación y representada en la Figura 13. 
 
 
Figura 13. Estrategia del CPBM 
 
• En cada instante t y haciendo uso del modelo del proceso se predicen las salidas 
futuras para un determinado horizonte, llamado horizonte de predicción. Estas 
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salidas predichas, y(t+k|t) para k=1…N dependen de los valores conocidos hasta 
el instante t (entradas y salidas pasadas) y de las señales de control futuras 
u(t+k|k) para k=0…N-1 que se pretenden mandar al sistema y que son las que se 
quieren calcular. 
• El conjunto de señales de control futuras se calcula optimizando un determinado 
criterio en el que se pretende mantener el proceso lo más próximo posible a la 
trayectoria de referencia w(t+k) (que puede ser directamente el punto de ajuste o 
una aproximación suave a éste). Este criterio suele tomar la forma de una 
función cuadrática de los errores entre la salida predicha y la trayectoria de 
referencia pre-especificada, en ocasiones, también se incluye el esfuerzo de 
control. Si el criterio es cuadrático, el modelo lineal y no existen restricciones se 
puede obtener una solución explícita, en otro caso se debe usar un método 
iterativo de optimización. Adicionalmente se hace alguna suposición sobre la 
estructura de la ley de control futura, como por ejemplo que va a ser constante a 
partir de cierto instante. 
• La primera señal de control de la secuencia u(t|t) es enviada al proceso mientras 
que las siguientes señales de control calculadas son desechadas, puesto que en el 
siguiente instante de muestreo ya se conoce y(t+1) y se repite el primer paso con 
este nuevo valor y todas las secuencias son actualizadas. Se calcula por tanto 
u(t+1|t+1) (que en principio será diferente al u(t+1|t) al disponer de nueva 
información), haciendo uso del concepto de horizonte deslizante. 
 
Para llevar a cabo esta estrategia, se usa una estructura como la mostrada en la 
Figura 14. Se hace uso de un modelo para predecir las salidas futuras del 
proceso, basándose en las futuras señales de control propuestas. Estas señales 
son calculadas por el optimizador teniendo en cuenta la función de costo (donde 
aparece el error de seguimiento futuro) así como las restricciones. Por tanto, el 
modelo juega un papel decisivo en el controlador. El modelo elegido debe ser 
capaz de capturar la dinámica del proceso para poder predecir las salidas futuras 
al mismo tiempo que debe ser sencillo de usar y de comprender.  
 
 
Figura 14: Estructura básica del CPBM. 
 
El optimizador es otra parte fundamental de la estrategia pues proporciona las 
acciones de control. Si la función de costo es cuadrática, el mínimo se puede obtener 
como una función explícita de las entradas y salidas pasadas y de la trayectoria de 
referencia. Sin embargo, cuando existen restricciones la solución debe ser calculada 
por métodos numéricos, lo que implica mayor carga computacional. 
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Optimización en un CPBM  
 
Los diversos algoritmos de CPBM proponen distintas funciones de costo para la 
obtención de la ley de control. En general se persigue que la salida futura en el 
horizonte considerado siga a una determinada señal de referencia al mismo tiempo 
que se pueda penalizar el esfuerzo de control requerido para hacerlo. Una expresión 
general de tal función objetivo se muestra en (6). Esta ecuación no es más que una 
entre las muchas posibles expresiones, de hecho existen funciones de costo que 
incluyen restricciones a la desviación del punto nominal en los estados y en las 
variables de control, con el fin de lograr que se haga control de manera que la 
desviación del punto de ajuste en todos los sentidos sea mínima. También existen 
funciones de costo que incluyen la presencia de variables de holgura con el fin de 
suavizar algunas restricciones, en general una función de costos puede tener tantos 
términos como requiera el diseñador. 
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En la función de costos se pueden considerar: 
• Parámetros: N1 y N2 son los horizontes mínimo y máximo de costo (o de 
predicción) y Nu es el horizonte de control, que no tiene por qué coincidir con el 
horizonte máximo, como se verá posteriormente. El significado de N1 y N2 
resulta bastante intuitivo: marcan los límites de los instantes en que se desea que 
la salida siga a la referencia. Así, si se toma un valor grande de N1 es porque no 
importa que haya errores en los primeros instantes, lo cual provocará una 
respuesta suave del proceso. Nótese que para procesos con tiempo muerto d no 
tiene sentido que N1 sea menor que dicho valor puesto que la salida no empezará 
a evolucionar hasta el instante t+d. Además, si el proceso es de fase no mínima, 
este parámetro permite eliminar de la función objetivo los primeros instantes de 
respuesta inversa. 
Los coeficientes δ(j) y λ(j) son secuencias que ponderan el comportamiento 
futuro. Usualmente se consideran valores constantes o secuencias 
exponenciales. Por ejemplo se puede conseguir un peso exponencial de δ(j) a lo 
largo del horizonte usando la expresión descrita en (7). 
 
jNj −= 2)( αδ    (7) 
 
Si α está comprendido entre 0 y 1 indica que se penaliza más a los errores más 
alejados del instante t que a los más próximos, dando lugar a un control más 
suave y con menor esfuerzo. Si, por el contrario, α >1 es que se penalizan más 
los primeros errores, provocando un control más brusco. Todos estos valores 
pueden ser usados como parámetros de sintonía, obteniendo un abanico muy 
amplio de posibilidades con las que se puede cubrir una extensa gama de 
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opciones, desde un control estándar hasta una estrategia diseñada a medida para 
un proceso en particular. 
 
• Trayectoria de referencia: una de las ventajas del control predictivo es que si se 
conoce a priori la evolución futura de la referencia, el sistema puede empezar a 
reaccionar antes de que el cambio se haya efectivamente realizado, evitando los 
efectos del retardo en la respuesta del proceso. En muchas aplicaciones la 
evolución futura de la referencia r(t+k) es conocida de antemano, como en 
robótica, servos o procesos por lotes (batch). En otras aplicaciones aunque la 
referencia sea constante, se puede conseguir una mejora sensible en el 
desempeño simplemente conociendo el instante de cambio de valor y 
adelantándose a esa circunstancia. 
En el criterio de minimización (6), la mayoría de los métodos suelen usar una 
trayectoria de referencia w(t+k) que no tiene por qué coincidir con la referencia 
real. Normalmente será una aproximación suave desde el valor actual de la 
salida y(t) a la referencia conocida, mediante un sistema de primer orden como 
el mostrado en (8). 
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Donde α es un parámetro comprendido entre 0 y 1 (mientras más próximo a 1 
más suave será la aproximación) que constituye un valor ajustable que influirá 
en la respuesta dinámica del sistema. En la Figura 15 se muestra la forma de la 
trayectoria cuando la referencia r(t+k) es constante y para dos valores distintos 
de α. Para valores pequeños de este parámetro se tiene un seguimiento rápido 
w1, mientras que si aumenta, la trayectoria de referencia será w2 dando lugar a 
una respuesta más suave. 
 
Figura 15. Trayectoria de referencia. 
 
• Restricciones: en la práctica, todos los procesos están sujetos a restricciones. 
Los actuadores tienen un campo limitado de acción así como una determinada 
velocidad de cambio (slew rate), como es el caso de las válvulas, limitadas por 
las posiciones de totalmente abierta o cerrada y por la velocidad de respuesta. 
Razones constructivas, de seguridad o medioambientales o bien los propios 
alcances de los sensores pueden causar límites en las variables de proceso, tales 
como niveles en depósitos, caudales en tuberías o temperaturas y presiones 
máximas. Además, normalmente las condiciones de operación vienen definidas 
por la intersección de ciertas restricciones por motivos fundamentalmente 
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económicos, con lo que el sistema de control operará cerca de los límites. Todo 
lo expuesto anteriormente hace necesaria la introducción de restricciones en la 
función a minimizar. Muchos algoritmos predictivos tienen en cuenta las 
restricciones por lo cual han tenido gran éxito en la industria. Normalmente se 
considerarán límites en la amplitud y la velocidad de cambio de la señal de 
control y límites en las salidas: 
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Con la adición de estas restricciones a la función objetivo, la minimización 
resulta más compleja, no pudiendo obtenerse la solución analíticamente como 
en el caso sin restringir. 
 
 
1.3 CONTROLADORES PID 
 
Los controladores PID son por mucho, el algoritmo de control más ampliamente utilizado 
en la industria de los procesos. Estos tipos de controladores tienen tres acciones principales 
de control. La acción proporcional (P) genera un cambio en la entrada (variable 
manipulada) directamente proporcional a la desviación con respecto al punto de ajuste 
(error). La acción integral (I) genera un cambio en la entrada proporcional a la integral del 
error y su principal propósito es eliminar las llamadas desviaciones del estado estacionario 
(offset). La última acción y comúnmente menos usada es la derivativa (D), la cual es usada 
en algunos casos para incrementar la velocidad de respuesta del sistema. Esta acción 
produce un cambio en la entrada proporcional a la derivada del error otorgándole al 
controlador la capacidad de anticiparse a la trayectoria del error. La salida total del 
controlador es la suma de las contribuciones de las tres acciones ya mencionadas. Para la 
sintonía de un controlador de este tipo es necesario entonces definir las constantes de 
proporcionalidad que están ligadas a cada una de las acciones, comúnmente estos 
parámetros se conocen como: 
 
− Ganancia proporcional (Kd) (Incrementar su valor produce mayor acción 
proporcional y velocidad de respuesta). 
− Tiempo integral (ti(s)) (Disminuir su valor produce mayor acción integral y 
velocidad de respuesta). 
− Tiempo derivativo (td(s)) (Incrementar su valor produce mayor acción derivativa y 
velocidad de respuesta). 
 
La ecuación característica que entrega la respuesta de un controlador PID en el dominio del 
tiempo se muestra en (9). 
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A pesar que los controladores PID tienen sólo tres parámetros, no es fácil, sin un 
procedimiento sistemático hallar unos buenos valores para los parámetros. De hecho una 
visita a una planta de procesos usualmente podría mostrar que un gran número de 
controladores PID se encuentran pobremente sintonizados. 
 
 
1.3.1 MÉTODOS DE SINTONÍA 
 
En cuanto a la sintonía de los controladores PID se puede decir que cientos, sino miles, de 
artículos han sido escritos en esta tarea [Skogestad, 2001], esto se fundamenta en que los 
controladores PID son, por mucho, el algoritmo de control más ampliamente utilizado en la 
industria de procesos, y por lo tanto las mejoras en la sintonía de los controladores PID 
tendrá un impacto práctico significativo. En [Gutiérrez, 2007] se presenta la siguiente 
revisión en cuanto a métodos de sintonía de controladores PID, la cual se resumen en el 
Diagrama 2.  
 
1.3.1.1 Métodos empíricos 
 
Ziegler y Nichols 
Los autores plantean un criterio empírico de desempeño, el cual supone un comportamiento 
dinámico con razón de decaimiento de un cuarto entre dos oscilaciones sucesivas de la 
respuesta. Estos métodos fueron diseñados para procesos de primer orden con retardo. El 
método de respuesta a un escalón es aplicable a procesos estables en lazo abierto, mientras 
el método de la ganancia última es para procesos inestables en lazo abierto [Concari, 2001].  
 
Mapas de sintonía 
Debido a que los métodos de Ziegler y Nichols son heurísticos, se hace necesario realizar 
sintonía manual sobre el proceso para obtener el desempeño deseado. Por este motivo se 
han construido los mapas de sintonía, que sirven como guía en la sintonía manual y 
proporcionan cierta intuición sobre la influencia que tienen los cambios de los parámetros 
del controlador en el comportamiento del lazo cerrado [Aström y Hägglund. 1995]. 
 
Método de Chien, Hrones y Reswick 
El método de Chien, Hrones y Reswick es una modificación del método de Ziegler y 
Nichols. Estos autores proponen usar como criterio de diseño una respuesta más rápida con 
un sobreimpulso del 20%, y consideran que la sintonía ante cambios en el punto de ajuste y 
para el rechazo de perturbaciones debe ser diferente [Aström y Hägglund. 1995].   
 
1.3.1.2 Métodos analíticos 
 
En los métodos de sintonía analítica se debe obtener la función de transferencia del 
controlador Gc(s), a partir de las funciones de transferencia del proceso G(s) y la respuesta 
del lazo cerrado que se especifique Go(s) [Aström y Hägglund. 1995]. La función de 
transferencia del lazo cerrado es mostrada en (10). 
  
 43 
 
 
 
Diagrama 2. Cuadro resumen de los métodos de sintonía para controladores PID. 
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Al resolver (10) para Gc(s) se obtiene (11) que es la función de transferencia del 
controlador: 
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Síntesis de Dahlin 
Este método también conocido como sintonía λ, fue desarrollado para procesos de primer 
orden con retardo, donde se supone que la función de transferencia del lazo cerrado es 
también una función de primer orden con retardo [Aström y Hägglund. 1995]. 
 
El método de Haalman 
Este método consiste en determinar una función de transferencia de lazo ideal, la cual 
proporciona el desempeño deseado y hace que la función de transferencia del controlador 
sea )(/)(1 sGsGGc = . Una característica del método de Haalman es que cancela los polos y 
ceros del proceso a través de los polos y ceros del controlador [Aström y Hägglund. 1995]. 
 
Controlador por Modelo Interno (IMC) 
El principio de modelo interno es un método general para diseñar sistemas de control, que 
puede ser aplicado a control PID. El nombre de controlador por modelo interno se debe a 
que el controlador tiene un modelo del proceso internamente y este modelo está conectado 
en paralelo con el proceso [Aström y Hägglund. 1995]. 
 
 
1.3.1.3 Métodos basados en optimización 
 
La optimización es una poderosa herramienta para diseñar controladores. Para una 
determinada estructura de control con pocos parámetros, las especificaciones son 
expresadas como desigualdades en función de los parámetros del controlador. Como 
función a optimizar se elige la especificación más importante.  
 
 
López y Rovira 
En este trabajo se proponen tablas de sintonía, obtenidas para controladores optimizados 
con respecto a los criterios ISE (integral del error cuadrático), IAE (integral del error 
absoluto) e ITAE (integral temporal absoluta del error) para un modelo de primer orden con 
retardo [Smith y Corripio, 1997]. 
 
Módulo Óptimo y Simetría Óptima 
Estos son dos métodos para seleccionar y sintonizar controladores. Estos métodos, 
consisten en encontrar un controlador que hace que la respuesta del punto de ajuste a la 
salida de la planta, en el dominio de la frecuencia sea tan cercana como sea posible a bajas 
frecuencias [Aström y Hägglund. 1995]. 
 
 
Desigualdad Matricial Lineal (LMI) 
El diseño de un controlador PID se transforma en el diseño de un controlador por 
retroalimentación de salida estática. A través de un algoritmo de LMI iterativo (ILMI) se 
encuentran los parámetros del controlador para alcanzar el desempeño óptimo deseado 2H  
ó H
∞
 ([Bevrani y Hiyama, 2007] y [Bequete, 1998]). 
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1.3.1.4 Colocación de polos 
El método de diseño por colocación de polos está basado en el conocimiento de la función 
de transferencia del proceso, y simplemente intenta encontrar un controlador que produzca  
los polos deseados en el lazo cerrado. Para obtener controladores PID es necesario 
restringir los modelos a sistemas de primer y segundo orden [Aström y Hägglund. 1995] 
 
 
1.3.1.5 Diseño de polos dominantes 
En el método de colocación de polos se intenta asignar todos los polos al proceso en lazo 
cerrado. Una de las dificultades de este método es que modelos complejos llevan a 
controladores complejos. Es por esto, que surge el diseño de polos dominantes, donde se 
intenta asignar sólo unos polos al proceso en lazo cerrado, y así obtener controladores 
sencillos de modelos complejos [Aström y Hägglund. 1995].  
 
 
1.3.1.6 Método de Cohen-Coon 
Este método está basado en procesos de primer orden con retardo e intenta posicionar polos 
dominantes para lograr una razón de decaimiento un cuarto en la respuesta del lazo cerrado 
[Aström y Hägglund. 1995]. 
 
 
1.3.1.7 Un método automatizado por software RaPID 
RaPID es un paquete de software para sintonía de controladores PID, que se compone de 
tres unidades: i) adquisición de datos, ii) identificación del sistema y iii) diseño de un 
controlador PID óptimo. La unidad de adquisición de datos le permite al ingeniero aplicar, 
además de las señales tradicionales en escalón, señales de excitación más sofisticadas que 
extraen más información dinámica del proceso. En la unidad de identificación, las señales 
medidas sirven para determinar automáticamente un modelo matemático óptimo, 
capturando todas las dinámicas relevantes del proceso. RaPID incluye un algoritmo que 
combina identificación de subespacios y métodos de predicción del error, y es 
complementado por la intuición y el conocimiento previo que el usuario tiene del proceso.  
La unidad de diseño del controlador encuentra los parámetros de control óptimos basado en 
criterios de ingeniería como el tiempo de establecimiento, el sobreimpulso, rechazo a 
perturbaciones, consumo de energía, robustez, etc. Después de encontrar los parámetros por 
el método elegido, estos  se ajustan por ensayo y error para alcanzar la respuesta deseada, 
sacrificando la robustez proporcionada por los parámetros originales. Para el diseño del 
controlador RaPID usa optimización restringida. A diferencia de otros softwares 
disponibles en el mercado la solución final no está basada en la heurística sino que tiene en 
cuenta criterios de ingeniería [Espinosa et al, 2006]. 
 
 
1.4 LINEALIZACIÓN POR EXPANSIÓN EN SERIES O JACOBIANA 
 
En esta clase de linealización se toman los términos de primer orden de la expansión en 
series de Taylor de las expresiones matemáticas del modelo original no lineal, 
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despreciándose los términos de orden superior. Considérese el modelo no lineal 
representado en (12). 
 
))(),(),(()( tttt duxFx =&    (12) 
 
Donde x ∈ Rn es el vector de estados, u ∈ Rm es el vector de control y d ∈  Rk es el vector 
de las perturbaciones. Realizando la expansión en series de Taylor sobre el modelo 
representado en (12) se obtiene (13). 
 
      
...
!3
)(
!2
)(
)(      
...
!3
)(
!2
)(
)(      
...
!3
)(
!2
)(
)(      
),,(
3
,,
3
32
,,
2
2
,,
3
,,
3
32
,,
2
2
,,
3
,,
3
32
,,
2
2
,,
+
−






∂
∂
+
−






∂
∂
+−





∂
∂
+
−






∂
∂
+
−






∂
∂
+−





∂
∂
+
−






∂
∂
+
−






∂
∂
+−





∂
∂
+=
EE
dux
EE
dux
EE
dux
EE
dux
EE
dux
EE
dux
EE
dux
EE
dux
EE
dux
EEEEEE
EEEEEEEEEEEEEEEEEE
EEEEEEEEEEEEEEEEEE
EEEEEEEEEEEEEEEEEE
dd
d
fdd
d
f
dd
d
f
uu
x
fuu
u
f
uu
u
f
xx
x
fxx
x
f
xx
x
f
duxfx&
  (13) 
 
Finalmente la linealización jacobiana del modelo (12) es mostrada en (14). 
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donde los términos de orden superior ),( xO tSP  representados en (15) 
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deben cumplir con la siguiente expresión.             
t
tSPLim ∀→
→
   ,0
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0 x
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x
. 
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1.5 EL CONCEPTO DE ESTABILIDAD 
 
Los conceptos de estabilidad e inestabilidad están presentes en la vida cotidiana. Es de uso 
común decir: el franco suizo es estable, el dólar ha estado inestable, el estado de salud de 
fulano es estable, etc. Incluso, en muchas áreas del conocimiento, se maneja dicho concepto 
de manera intuitiva, es común oír a un ingeniero decir que una estructura es estable o no lo 
es, un químico dice que una reacción se ha estabilizado, un economista suele decir que el 
precio de determinado producto es estable, un físico diría que el movimiento de una 
partícula es estable, etc. 
Considere el movimiento de una canica bajo la acción de la gravedad sobre diferentes 
superficies como las mostradas en la Figura 16. En los cuatro casos, la canica se encuentra 
en una posición de equilibrio, pero ¿cuál será el movimiento que ejecuta la canica si la 
sacamos “un poco” de su estado de equilibrio y la soltamos? En los casos (a) y (b), la 
canica se mantendrá cerca de su posición de equilibrio oscilando alrededor de ésta, pero 
además, debido a la fricción, la canica tenderá a ocupar nuevamente dicha posición de 
equilibrio. En ambos casos, el equilibrio se dice ser asintóticamente estable. La única 
diferencia que existe en estos dos casos, es que la “perturbación” que le hagamos a la 
canica para sacarla de su estado de equilibrio debe ser mucho menor para el caso (b). 
Luego, la canica del inciso (c), cualquier “perturbación” por pequeña que ésta sea, la alejará 
de su posición de equilibrio; en este caso el equilibrio es inestable. Finalmente, en (d), para 
cualquier “perturbación” pequeña de la canica, ésta permanecerá “cerca” de la posición de 
equilibrio pero no tenderá a acercarse a dicha posición de equilibrio y estaremos en 
presencia de estabilidad no asintótica. 
 
 
Figura 16: Ejemplos de los tipos de estabilidad.  
 
La teoría de la estabilidad data casi de la llegada de la teoría de las ecuaciones 
diferenciales. El objeto de esta teoría es concluir acerca del comportamiento de un sistema 
sin calcular la trayectoria solución. Los primeros estudios sobre estabilidad se deben a 
Lagrange (1788), pero sus estudios basados en sistemas mecánicos, se redujeron a sistemas 
descritos por las llamadas ecuaciones lagrangianas de movimiento. El paso que permitió el 
análisis de sistemas de ecuaciones arbitrarios fue debido al matemático ruso Aleksandr 
Lyapunov (1892), el no sólo introdujo las definiciones básicas sobre estabilidad que son 
usadas hoy en día, sino que también probó muchos de los teoremas fundamentales.    
Considere un sistema como el representado por (16). 
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0   )),(,()( ≥= tttt xFx&    (16)  
 
donde t pertenece a los reales, x(t) pertenece a Rn, y F(.,.) es una función continua que 
mapea de los reales positivos y de Rn hacia Rn.  
Permita a s(t,t0,x0) denotar la solución para (16) correspondiente a la condición inicial x(t0) 
= x0, evaluada en el tiempo t. Recuerde que el vector x0 es un punto de equilibrio del 
sistema descrito en (16), si cumple con (17).  
 
0   ,),( 0 ≥∀= tt 0xF     (17)  
 
La teoría de Lyapunov se ocupa del comportamiento de la función s(t,t0,x0) cuando x0 es 
diferente de cero pero está muy cercano a el. Ocasionalmente el caso cuando x está lejos de 
cero es también de interés. Se dice entonces que el punto de equilibrio x0 es estable si, para 
cada ε > 0 y cada t0 Є R+ (reales positivos), existe un δ = δ(ε, t0) tal que satisfaga (18). 
 
00000    ,),,(),( ttttt ≥∀<⇒< εε xsδx    (18)  
 
El punto de equilibrio es uniformemente estable si, para cada ε > 0, existe un δ = δ(ε) tal 
que cumple con (19). 
 
00000    ,),,(0   ),( ttttt ≥∀<⇒≥< εε xsδx    (19)   
 
Finalmente, si el punto de equilibrio no cumple ninguna de las ecuaciones anteriores se dice 
es inestable. 
Las definiciones anteriores dicen que si se altera un sistema que se encuentra en un punto 
de equilibrio x0, con una perturbación de magnitud menor que un cierto ε, esta perturbación 
hará que el sistema a lo sumo, se aleje del punto de equilibrio en una magnitud δ, que podrá 
ir haciéndose más pequeña en el tiempo (estable) o mantener este valor para siempre sin 
crecer (uniformemente estable). Si la perturbación es de magnitud menor que ε y la norma 
de la función es mayor que δ, entonces se dice que el sistema es inestable.  
Lo expuesto anteriormente en el sentido de Lyapunov, puede ser llevado fácilmente al 
control de proceso. En el sentido de los sistemas continuos, es posible demostrar que si 
existe algún ε que haga cumplir (18), significa que todos los polos dentro de la función de 
transferencia del sistema representado se encuentran estrictamente en la parte izquierda del 
plano complejo, región representada en la Figura 17.  
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Figura 17. Región de estabilidad de sistemas continuos. 
 
Si existe algún ε que haga cumplir (19), significa que al menos uno de los polos dentro de 
la función de transferencia del sistema representado se encuentra estrictamente sobre el eje 
imaginario, es decir que no posea parte real. El resto pueden estar dentro de la región 
estable definida en la Figura 17.  
Si no existe algún ε que haga cumplir (18) o (19), significa que al menos uno de los polos 
de la función de transferencia del sistema representado, se encuentra estrictamente en la 
parte derecha del plano complejo, es decir que tiene parte real mayor que cero. 
En el sentido de los sistemas discretos la región de estabilidad se encuentra delimitada por 
un circulo de radio uno alrededor del origen, como lo muestra la Figura 18. Si todos los 
polos de la función de transferencia discreta se encuentran estrictamente dentro del esta 
región, el sistema es estable. Si al menos uno de los polos se encuentra justo sobre la 
circunferencia unitaria y el resto dentro de la región delimitada por esta, el sistema es 
uniformemente estable. Finalmente, si al menos uno de los polos se encuentra por fuera de 
la región delimitada por la circunferencia de radio uno, sin importar donde estén los demás, 
el sistema es inestable. 
 
 
Figura 18. Región de estabilidad de sistemas discretos. 
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2. FORMULACIÓN DE UN MODELO SEMI-FISICO DE BASE 
FENOMENOLÓGICA (MSBF) 
 
 
 
 
 
El primer insumo requerido en la metodología que se propone en esta Tesis es un modelo 
del proceso. En este trabajo se utilizará un modelo de un gasificador de carbón operando en 
lecho fluidizado burbujeante presurizado, debido a la gran interacción entre sus dinámicas. 
Este modelo se desarrollará para darle cumplimiento a uno de los objetivos específicos,  
ilustrando la forma de obtener un Modelo Semi-Físico de Base Fenomenológica (MSBF), 
siguiendo la metodología planteada por el Grupo de investigación en Automática de la 
Universidad Nacional de Colombia (GAUNAL) (Sección 2.2). 
 
Para describir el fenómeno de la gasificación es necesario familiarizarse con términos tales 
como: material carbonáceo y agente gasificante. El primero es el material combustible de 
bajo poder energético, y que será el encargado de suministrar el carbono necesario para que 
se den las reacciones químicas que se explicarán en este capítulo. El segundo proporcionará 
el hidrógeno y oxígeno necesarios para el mismo fin. Este proceso se lleva a cabo en 
reactores a gran escala diseñados específicamente para este fin y existen diferentes 
configuraciones para lograr que este proceso ocurra. Estas son: 
 
• Lecho móvil: es una configuración en la cual se suministra el material carbonáceo 
por la parte superior del reactor y el agente gasificante entrará por la parte inferior. 
De esta manera el material carbonáceo descenderá lentamente a través del agente 
gasificante mientras se producen la reacciones químicas propias de este proceso. 
 
• Flujo circulante: En esta configuración particular, el material carbonáceo y el agente 
gasificante se alimentan de acuerdo a un arreglo en co-corriente. La particularidad 
de este sistema es que aparte del agente gasificante se debe alimentar un exceso de 
algún gas inerte, solo con el fin de que este ayude a la circulación rápida del 
material carbonáceo. Este sistema por sus características de flujo de gases a la 
entrada, ocasiona un inevitable arrastre de material sólido por la parte superior del 
reactor, lo que obliga  a la utilización de ciclones que permitan la remoción de estos 
en los gases de salida. Este material sólido es nuevamente retornado al reactor para 
que pueda ser aprovechado al máximo. Hay que recordar que los gases inertes que 
se alimentaron deben ser también removidos de la corriente final, ya que restan 
poder calorífico al producto final. 
 
• Lecho fluidizado: En esta configuración el material carbonáceo se alimenta por 
encima del lugar donde se alimenta el agente gasificante, con la intención de que 
simplemente se suspenda en él. El agente gasificante pasa entre el material 
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carbonáceo permitiendo que el área superficial entre  los dos sean muy alta. Con 
esto se logra que puedan darse las reacciones sin el problema de que haya arrastre 
de sólidos por la parte superior. Como las partículas de material carbonáceo van 
reduciendo su tamaño, existirá un punto en  el cual es inevitable que sean 
arrastradas, por lo cual también se utiliza un ciclón que permita una recolección de 
este material particulado en los gases de salida. 
 
 En general, las condiciones del proceso tienen una influencia muy fuerte sobre el producto 
obtenido. Entre estos factores se encuentran el tipo de agente gasificante y la presión 
utilizada. El gas producido contendrá entonces CO, H2, CO2, CH4, H2O, N2, CnHn, en 
proporciones muy variables dependiendo de: el tipo de carbón, las condiciones de 
operación (temperatura, presión), el tipo de proceso utilizado, el uso o no de catalizadores y 
el agente de gasificación empleado. En este orden de ideas, el uso de vapor de agua 
mezclado con oxigeno o con aire como agente gasificante y operando a altas presiones 
producirá un gas combustible de mediano poder calorífico, apto para su utilización en la 
generación de energía en plantas de ciclo combinado. Ahora, utilizando aire mas vapor 
como agente gasificante, pero operando a presiones bajas, el gas producto será apto para su 
uso como combustible industrial, ya que es un gas de bajo poder calorífico. Para la síntesis 
de productos químicos como alcoholes, gasolina, amoniaco entre otros se recomienda la 
utilización de oxígeno más vapor como agente gasificante y realizar el proceso a bajas 
presiones. 
 
 
2.1 DESCRIPCIÓN   VERBAL   DE   UN   GASIFICADOR   DE   CARBÓN   EN 
      LECHO FLUIDIZADO 
 
Luego de describir el proceso de la gasificación, es clave dentro de la etapa de 
modelamiento hacer una descripción física del proceso a modelar. Un gasificador de carbón 
operando bajo un régimen de lecho fluidizado burbujeante es un reactor químico, diseñado 
especialmente para reacciones heterogéneas (sólido - gas) en las cuales se requiere un 
estrecho contacto entre fases, con el fin de bajar la resistencia a la transferencia de masa, 
logrando así una velocidad de reacción global más alta. Consta de un tubo cilíndrico 
vertical con un ducto inferior para alimentar gases, un ducto superior para la salida de la 
corriente de productos, ductos laterales para la alimentación y remoción de material sólido. 
Además, posee una placa agujereada en la parte inferior del cilindro, cercana al ducto de 
alimentación de gases (Aire/Vapor de agua). Al atravesar la placa, la corriente gaseosa es 
distribuida por toda el área trasversal del tubo cilíndrico. En el interior del tubo se 
encuentra una cierta cantidad de sólidos particulados (carbón), que son alimentados 
continuamente por uno de los ductos de alimentación de sólidos. A un cierto flujo de 
alimentación del gas, la fuerza de arrastre iguala el peso de los sólidos contenidos en el 
cilindro, causando que se mantengan suspendidos en el gas, conformando lo que se conoce 
como lecho fluidizado. Con el aumento de flujo de gas, comienza una formación constante 
de burbujas que pasan a través del lecho, de esta manera la combinación de gases y sólidos 
se comportan de manera similar a un líquido en ebullición. Esta última combinación de 
gases y sólidos se conoce como lecho fluidizado burbujeante. Este arreglo es efectivo en 
reacciones sólido–gas ya que constantemente gas rico en reactivos está pasando por los 
espacios existentes entre las partículas del sólido (carbón), manteniendo aproximadamente 
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constante el gradiente de concentraciones entre fases, lo que causa que la velocidad de 
transferencia de masa no se vea tan deteriorada por la concentración de los productos en la 
fase gaseosa [Fogler, 2005]. 
Una vez el gas abandona el lecho fluidizado, el cual sólo ocupa una fracción del tubo, pasa 
por el llamado free-board, el cual no es más que una sección de cilindro que se encuentra 
encima del lecho fluidizado. El free-board existe con el fin de no permitir que el material 
sólido del lecho sea fácilmente arrastrado fuera del cilindro por la corriente gaseosa. 
Además, en el free-board se producen algunas reacciones de tipo homogéneas (en fase 
gaseosa) que se encuentran involucradas en el proceso de gasificación. La Figura 19  aclara 
la descripción física hecha hasta este punto.   
 
 
Figura 19. Diagrama de flujo del proceso de gasificación de carbón en lecho fluidizado 
burbujeante. 
 
A medida que los sólidos reaccionan van produciendo cenizas y van reduciendo su tamaño. 
Por esta razón, estos reactores cuentan con ductos que permiten la extracción de cenizas 
con el fin de que no haya acumulación de estas al interior, afectando la velocidad de 
reacción global del carbón. Los canales de extracción de cenizas generalmente se ubican 
inmediatamente después de la placa agujereada. En algunos casos los sólidos que han 
reducido considerablemente su tamaño y las cenizas producidas, son arrastrados por los 
mismos gases hacia afuera del reactor y deben entonces ser retirados de la corriente de 
producto mediante ciclones.  
 
Luego de haber considerado los aspectos físicos de un Gasificador de Carbón en Lecho 
Fluidizado Burbujeante (GCLFB), conviene resaltar El principal beneficio que se obtiene 
llevando a cabo las reacciones de gasificación bajo este arreglo. Las velocidades de las 
reacciones heterogéneas sólido – gas no sólo dependen de la temperatura y de la 
concentración de las especies reaccionantes [Fogler y Germen, 2003], otro aspecto muy 
importante es la velocidad a la cual se transfiere masa de una fase a otra, de manera que se 
pueda llevar a cabo la reacción. Es conocido que la velocidad de transferencia de masa es 
función del gradiente de concentraciones entre ambas fases, y los coeficientes de 
transferencia de masa son función de la temperatura y del régimen de flujo de la fase 
gaseosa (laminar - turbulento). Es precisamente esta última dependencia la que explota un 
GCLFB, debido a que se busca alimentar el gas a una velocidad máxima, que eleve el 
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coeficiente de transferencia de masa entre las dos fases sin llegar al punto en el cual los 
sólidos son arrastrados por completo fuera del reactor. 
 
En un GCLFB se llevan a cabo simultáneamente varias reacciones químicas. Aunque existe 
un gran número de propuestas en la literatura, una descripción de las posibles reacciones 
involucradas en este proceso, validada con datos experimentales a altas presiones, fue 
presentada por Yan y colaboradores en 1999 [Yan et al, 1999]. En dicho trabajo se señalan 
las siguientes como las reacciones principales del proceso: 
 
Reacciones de desvolatilización de carbón: 
 
OHHCHCOCOHOCCarbón 2242 ,,,,→−−−             (20) 
SHHSCarbón 22 →+−                                                  (21) 
2NNCarbón →−                                                             (22) 
 
Reacciones heterogéneas: 
 
( ) ( ) 22 1212 COCOOC −+−→+ φφφ                                 (23) 
COHOHC +⇔+ 22                                                        (24) 
422 CHHC ⇔+                                                                (25) 
( ) ( ) ( ) ( ) 422 2/12/12/12/1 CHCOHOHC +⇔++             (26) 
COCOC 22 ⇔+                                                                (27) 
SHHS 22 →+                                                                   (28) 
 
Reacciones homogéneas: 
 
222 COHOHCO +⇔+                                                     (29) 
( ) OHOH 222 2/1 →+                                                         (30) 
( ) 222/1 COOCO →+                                                          (31) 
OHCOOCH 2224 22 +→+                                                (32) 
 
Finalmente, luego de haber repasado las características físicas del gasificador y las 
reacciones típicas que allí se llevan a cabo, se debe aclarar al lector que en un proceso de 
gasificación, entre otros posibles fines, acoplado a un ciclo combinado de generación de 
electricidad, lo que se busca es generar potencia a partir de un carbón de bajo rango [Yan et 
al, 1998], esto se logra maximizando la producción de hidrógeno y monóxido de carbono. 
Se debe tener en cuenta que obtener potencia directamente de la combustión del carbón es 
menos amigable con el medio ambiente que la combustión de gases como el monóxido de 
carbono, el hidrógeno y el metano.  
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2.2 DEDUCCIÓN DE UN MSBF PARA UN GCLFB   
 
De acuerdo a la descripción verbal para un GCLFB dada en el numeral anterior, se puede 
pensar en diferentes alternativas mediante las cuales se puede representar el proceso llevado 
a cabo en un GCLFB, mediante un conjunto de ecuaciones que describan el 
comportamiento de una manera aproximada. Los siguientes numerales se basan en la 
metodología propuesta por el grupo GAUNAL para la obtención de un MSBF. 
 
 
2.2.1 DESCRIPCIÓN VERBAL Y DIAGRAMA DE FLUJO DE PROCESO 
 
En el numeral 5.3.1.1 se dió una completa descripción del proceso llevado a cabo en un 
GCLFB, además, la Figura 19 representa el diagrama de flujo de proceso, que complementa 
dicha descripción y aclara posibles confusiones. 
 
2.2.2 DEFINICIÓN DE SISTEMAS DE PROCESO (SdeP) 
 
 
Según la descripción verbal, se pueden distinguir claramente dos regiones al interior de un 
GCLFB, el lecho fluidizado y el free-board. Estas dos regiones se tratan por separado. 
Además se tiene en cuenta otra región de volumen despreciable, en la cual se llevan a cabo 
las reacciones de desvolatilización y combustión de carbón, ubicada en el fondo del 
GCLFB. La Figura 20 aclara la ubicación de cada una de estas regiones y a continuación se 
da una descripción de los fenómenos representativos que ocurren en cada una de ellas. 
     
CARBÓN
ALIMENTADO
GASES
ALIMENTADOS
PRODUCTOS DE 
GASIFICACIÓN
CENIZAS
SISTEMA 3:
FREEBOARD
SISTEMA 2:
LECHO
 FLUIDIZADO
PLACA
DISTRIBUIDORA SISTEMA 1:
COMBUSTIÓN
DESVOLATILIZACIÓN
 
Figura 20. Definición de sistemas para obtener un MSBF. 
 
 
2.2.2.1 Sistema de Proceso 1 (SdeP 1): Zona de desvolatilización y combustión de 
carbón 
 
Como se indicó en numerales anteriores, una de las reacciones que se lleva a cabo en un 
GCLFB es la de desvolatilización del carbón, representada en (33). Esta descomposición 
comienza a presentarse a una temperatura entre los 350º y los 400ºC generando un residuo 
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rico en carbono (char) y una fracción de volátiles rica en hidrogeno [Neogi et al, 2003]. 
Este proceso ocurre casi instantáneamente dependiendo del tamaño de partícula. Para fines 
de este modelo, tomando en cuenta que el carbón se alimenta por un costado del reactor, 
lugar donde se asume que la temperatura es del orden de los 800ºC y donde ya todo el 
oxígeno alimentado ha reaccionado, se utilizó la expresión (34) propuesta en [Tomeczek y 
Wójcik, 1990] basada en la temperatura, para el cálculo del calor de reacción 
(desvolatilización en este caso). Para el cálculo se utilizó una temperatura de 700ºC y se 
asume que la desvolatilización del carbón ocurre siempre a esta temperatura. 
 
OHCOCOsAlquitraneHOCCarbón 22 +++→−−−                (33) 
 
TH d 41100 +−=∆    (17) 
 
Donde el calor de desvolatilización dH∆  esta en KJ/Kg y la temperatura en ºC. 
 
Como se sugiere en [Liu y Niksa, 2004], se asume que todo el contenido de volátiles del 
carbón alimentado es separado del residuo rico en carbono, tomando en cuenta que los 
valores aproximados para el contenido de material volátil en los carbones que pretende 
simular este modelo varían alrededor de un 40% p/p, se utilizarán las correlaciones 
presentadas por Loison y Chauvin [Londoño, 2002], las cuales muestran de manera 
aproximada la composición presentada por el material volátil, según la cantidad de volátiles 
del carbón. Una relación gráfica de estas correlaciones se muestra en la Figura 21. Apoyado 
en dicha figura (ecuaciones tomadas de [Londoño, 2002]), se observa claramente que para 
carbones bituminosos con porcentajes entre el 20% y el 50% p/p de material volátil, el 
contenido principal de este material está conformado por alquitranes hidrocarbonados.  Se 
asumirá que el material volátil está constituido en un 60% p/p de alquitranes, un 25% p/p 
de dióxido de carbono y un 15% p/p de monóxido de carbono. El contenido de agua se 
considera humedad del carbón, aunque se separa del carbón mediante la reacción de 
desvolatilización, tiene un tratamiento diferente en este modelo. 
 
 
Figura 21. Composición del material volátil del carbón seco y libre de cenizas.  
 
En cuanto a la combustión, se deben tener en cuenta los modelos validados en la literatura, 
además de datos experimentales también presentados en la literatura.  
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En [Yan et al, 1998] se puede apreciar que luego de que los gases ingresen al reactor, 
rápidamente se produce un descenso en la concentración de oxígeno, tanto en la fase 
emulsión en la que llega a cero, como en la fase burbuja en la que manteniene un valor casi 
constante pero continuamente descendiente. Este comportamiento se debe a la rapidez con 
que se producen las reacciones de combustión. En [Hamel y Krumm, 2001] se muestra un 
comportamiento similar. El reactor descrito en esta última referencia tiene múltiples 
alimentaciones a lo largo del cilindro, sin embargo la concentración de oxígeno en todo el 
reactor es casi cero, lo que confirma que las reacciones de combustión, las cuales son las 
únicas que consumen oxígeno de una manera significativa, son bastante rápidas en 
comparación con las demás reacciones que se llevan cabo en el proceso. En [Liu y Niksa, 
2004] se puede apreciar claramente este fenómeno: las reacciones de combustión hacen que 
la concentración de oxígeno llegue a cero en aproximadamente 0.03 segundos, mientras que 
las concentraciones de los productos de gasificación toman más de 35 segundos en empezar 
a estabilizarse. 
 
Por lo anterior, en este modelo se asume que en el Sistema de Proceso 1 se producen de 
manera instantánea las reacciones de combustión (35) y (36). En [Niksa et al, 2003] se 
propone que la mayoría del oxígeno alimentado al reactor se consume en la combustión de 
volátiles y pirólisis oxidativa, pero también se oxidan cantidades significativas de char. En 
este modelo se asume que parte del oxígeno alimentado se gasta en la combustión de todos 
los alquitranes presentes en la fracción de volátiles mediante un mecanismo elemental 
mostrado en (35). El oxígeno remanente se gasta en la combustión completa de una 
fracción del char alimentado. Esta suposición está sustentada en el hecho que una 
combustión homogénea como la de los alquitranes se espera que sea significativamente más 
rápida que una combustión heterogénea como es el caso de la combustión del char. 
Además, estequiométricamente se asume un peso molecular promedio de 300 para los 
alquitranes, lo cual está de acuerdo con el trabajo de Londoño [Londoño, 2002], y teniendo 
en cuenta que estos alquitranes pueden tener varios grupos OH en su estructura, una 
expresión que puede representar aproximadamente la combustión de los alquitranes es 
mostrada en (35). 
 
OtrosCOOsAlquitrane +→+ 22 5                (35) 
22 COOC →+                                               (36) 
 
Debido a la exotermia presentada en las reacciones de combustión, se debe tener en cuenta 
la gran cantidad de energía producida en este sistema. El manejo que se da a esta energía es 
sencillo: toda la energía producida por las reacciones de combustión es transferida 
directamente como un flujo energético al Sistema de Proceso 2. En el SdeP 1, se asume que 
todas las reacciones se llevan a cabo a la temperatura de alimentación del carbón, por lo 
tanto la energía de más que lleva cada corriente debido a estar a una temperatura más alta, 
es también transferida directamente al SdeP 2 como un flujo energético. Por lo tanto todas 
las corrientes que abandonan el SdeP 1 se encuentran a la temperatura de alimentación del 
carbón. 
 
En conclusión, al SdeP 1 entra carbón, vapor de agua y aire, cada uno a cierta temperatura 
de alimentación. Posteriormente, luego de una reacción de desvolatilización y una 
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combustión de parte de los volátiles y parte del char producido, la corriente que sale del 
sistema esta conformada por vapor de agua, dióxido de carbono, monóxido de carbono, 
cenizas, char y nitrógeno, todo a la temperatura de alimentación del carbón. También una 
corriente energética producto de las reacciones exotérmicas y de la energía asociada a la 
temperatura que poseían los reactivos, se transfiere del SdeP 1 al SdeP 2.  
 
 
2.2.2.2 Sistema de Proceso 2 (SdeP 2): Lecho fluidizado 
 
Esta región del GCLFB abarca todo lo que anteriormente se definió como lecho fluidizado 
burbujeante.  Este sistema se modela como un reactor continuo de tanque agitado (CSTR 
del inglés Continuos Stirred Tank Reactor), esta decisión se fundamenta en las gráficas 
presentadas en [Kunii y Levenspiel, 1969] sobre la distribución de tiempos de residencia en 
un lecho fluidizado. La referencia pone a los lechos fluidizados en algún punto entre un 
reactor de flujo pistón y un CSTR, pero el comportamiento claramente presenta una 
tendencia más cercana al reactor tipo CSTR.   
 
En este modelo todas las especies involucradas se asumen perfectamente mezcladas al 
interior del reactor, además todas las especies se consideran en estado gaseoso incluso el 
char, el cual es asumido como carbono molecular para fines cinéticos.  
 
Al interior de este sistema, se considera que se llevan a cabo simultáneamente las 
reacciones elementales mostradas en (37), (38) y (39).   
 
COHOHC +→+ 22                     (37) 
COCOC 22 →+                            (38) 
222 COHOHCO +⇔+                (39) 
 
Estas cuatro reacciones pueden resumir el proceso de gasificación de carbón que se lleva a 
cabo al interior del lecho fluidizado burbujeante. En (37) se considera la gasificación del 
carbón con vapor de agua, en (38) considera la gasificación de carbón con dióxido de 
carbono (Boudouard reaction) y en (39) se presenta el equilibrio entre los reactivos y 
productos principales involucrados en el proceso (water-gas shift reaction). En muchas 
referencias se menciona el metano como otro producto de interés, pero debido a las bajas 
concentraciones que este presenta, menores al 4% molar, en esta aplicación se optó por no 
tenerlo en cuenta.  
  
 
2.2.2.3 Sistema de Proceso 3 (SdeP 3): Free-board 
 
La tercera región, la cual consiste de todo el espacio que se encuentra al interior del cilindro 
y por encima del lecho fluidizado burbujeante, es considerada free-board y constituye el 
Sistema de Proceso 3. En este modelo se debe considerar este espacio, sólo con la intención 
de justificar las posibles expansiones que sufra el lecho fluidizado. Como se propuso en 
[Neogi et al, 2003], en este modelo también se asume que en el free-board no se llevan a 
cabo reacciones de ningún tipo. Esto es sustentable fácilmente si tenemos en cuenta que el 
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free-board se encuentra libre de material carbonáceo, por lo cual las reacciones propias de 
gasificación consideradas (37 y 38) no pueden llevarse a cabo por falta de reactivos. En 
cuanto a la reacción indicada en (39), que involucra sustancias gaseosas, se asume que los 
gases alcanzan un punto cercano al equilibrio antes de abandonar el lecho fluidizado, 
causando que el cambio en concentraciones en el free-board no sea tan relevante 
comparado con el lecho fluidizado. En [Hamel y Krumm, 2001], se observa que la 
suposición de no reactividad en el free-board no es para nada descabellada, de hecho se 
presentan perfiles de concentraciones al interior del reactor, apreciándose una clara 
estabilización del las concentraciones de agua, monóxido y dióxido de carbono e hidrógeno 
luego de superar el 60% de la longitud total del reactor, la cual es la distancia en la que se 
espera comience el free-board. 
 
 
2.2.3 APLICACIÓN  DE  PRINCIPIOS  DE  CONSERVACIÓN  SOBRE  CADA 
         SISTEMA 
 
 
2.2.3.1 SdeP 1 
Asumiendo que no hay acumulación de material, las ecuaciones que rigen el SdeP 1 pasan 
de ser diferenciales para convertirse en mapeos algebraicos, esto es totalmente lógico 
porque este sistema no tiene comportamiento dinámico, ya que la única reacción química 
que allí se lleva a cabo se asume instantánea y el cambio de temperatura de las corrientes 
también se asume instantáneo. Se usará la Figura 22 con el fin de aclarar completamente 
que es lo que ocurre en el SdeP 1, y posteriormente plantear de una manera clara los 
balances de materia y energía en este SdeP. 
 
 
Figura 22. Diagrama de flujo del SdeP1 
 
 
Balance de material   
 
Inicialmente se hace una discriminación del flujo de carbón, este se divide en carbono fijo 
(char), volátiles y cenizas. La discriminación anterior se hace con base en el análisis 
próximo del carbón. 
 60 
 
fijocarbonoincarboninchar xFF ___ *=        (40) 
volatilesincarbonvolatiles xFF *_=              (41) 
cenizasincarboncenizas xFF *_=                (42) 
volatilesinsalquitrane FF *6.0_ =                (43) 
volatilesinCO FF *25.0_2 =                     (44) 
volatilesinCO FF *15.0_ =                      (45) 
 
 
donde xi representa la fracción másica de cada sustancia en el carbón y cada flujo está 
expresado en (Kg/s). De igual manera se hace una discriminación de las corrientes en el 
gas. 
 
oxigenoinaireinoxigeno xFF *__ =       (46) 
nitrogenoinaireinnitrogeno xFF *__ =    (47) 
 
donde xi representa la fracción másica de cada sustancia en el aire y cada flujo está 
expresado en (Kg/s). 
 
Para tomar en cuenta la humedad que presenta el carbón se optó por sumarla a la corriente 
de vapor que ingresa al reactor (48). Teniendo en cuenta que el agua, el monóxido de 
carbono, el nitrógeno y las cenizas no toman parte en la reacción de combustión que tiene 
lugar en este sistema, el balance para estos componentes se obtiene fácilmente como se 
muestra en (42), (48), (49) y (50). 
 
incarbon
carbon
OHinaguainagua FxFF __1__ *2+=    (48) 
inCOCO FF _1_ =                                  (49) 
innitrogenonitrogeno FF _=                         (50) 
 
donde carbonOHx 2  representa la humedad del carbón en fracción masa. 
 
En este SdeP se hace muy necesario el balance de material para las especies que participan 
en las reacciones químicas que tienen lugar en este sistema (35 y 36). Para el caso del 
dióxido de carbono el balance genera a (51), mientras que para el char el balance genera a 
(52).  
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donde PMi representa el peso molecular del  compuesto i. 
 
 
Balance de energía 
 
El balance de energía se realiza pensando en la capacidad auto-térmica de un GCLFB. En 
estos reactores se presentan las reacciones de combustión paralelamente con las demás en 
el interior del lecho, consumiendo totalmente el oxígeno disponible, lo cual fue una de las 
suposiciones hechas en el balance de material. Se optó por modelar las reacciones de 
combustión separadamente, debido a qué al incluirlas al lecho modelado como un reactor 
del tipo CSTR, la concentración de oxígeno no llegaría a cero como lo reporta la literatura 
([Hamel y Krumm, 2001], [Liu y Niksa, 2004], [Niksa et al, 2003], [Yan et al, 1998]). 
Haciendo uso  de la suposición de existencia del SdeP 1, se llevan a cabo rápidamente las 
reacciones de combustión, cuyos productos y energía pasarán al otro sistema, modelado 
como un reactor perfectamente mezclado, generando globalmente un comportamiento 
similar al de un GCLFB.  Luego de lo anterior, se justifica realizar un balance energético en 
este sistema con el fin de conocer la energía que producen las reacciones de combustión, 
que es llevada hacia el SdeP 2 como un flujo energético que abandona el SdeP 1. Con (53), 
luego de realizar el balance energético, se obtiene el valor del flujo energético que 
abandona el SdeP 1. En este punto es conveniente recordar que todas las corrientes másicas 
que abandonan el SdeP 1 se encuentran a la temperatura de entrada del carbón a dicho 
SdeP. 
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donde Fi representa el flujo másico de la especie i en Kg/segundo, CP
i representa el calor 
específico de la sustancia i en KJ/Kg K, izacióndesvolatilQ  representa el calor de 
desvolatilización para el carbón en KJ/Kg y finalmente iH∆  representa la entalpía de la 
reacción i en KJ/Kg. 
 
 
2.2.3.2 SdeP 2 
Los balances de materia y energía en el lecho fluidizado se llevaron a cabo haciendo uso de 
la Figura 23, ya que esta aclara fácilmente las corrientes que entran y salen de este sistema. 
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Figura 23. Diagrama de flujo SdeP 2. 
 
Para el Sistema de Proceso 2 (SdeP 2) se realizaron balances de material por componente, 
con el fin de conocer la concentración de cada componente a la salida del sistema. 
Inicialmente se definen las velocidades de las reacciones representadas por (37), (38), y 
(39) suponiendo un mecanismo de reacción elemental. Las expresiones (54) a (57) 
representan estas velocidades expresadas en moles/segundo. 
 
OHcharRXN pCkr 2**1818 =                               (54) 
2
**1919 COcharRXN pCkr =                                (55) 
COOHcharRXN ppCkr *** 22020 =                      (56) 
22
***´20´20 COHcharRXN ppCkr =                      (57) 
 
donde ip  representa la presión parcial del componente i al interior del lecho, ik  es la 
constante cinética de cada reacción, las cuales tienen la forma de la ecuación de Arrhenius 
y charC  representa la concentración de char al interior del SdeP 2. 
 
Las expresiones (58) a (64) se obtienen luego de realizar el balance de material por 
componente ya mencionado.  Para este balance se asumió que los cambios volumétricos 
totales debido a cambios en el número de moles gaseosas son despreciables, esto es posible 
ya que inicialmente se asumió que todas las especies que ingresan al reactor son gaseosas y 
aunque es posible que existan diferencias en las densidades de los reactivos y productos, se 
asumirá en este modelo que no son significativas. Es posible entonces considerar el flujo 
volumétrico de salida aproximadamente igual al flujo volumétrico de entrada corregido 
únicamente por temperatura y presión.   
 
[ ]1918_1_3 *1 RXNRXNcharV outtotalMchar
lecho
char rrCFF
Vsm
mol
dt
dC
−−−=


                     (58) 
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[ ]´202018_1_ 222 *1 RXNRXNRXNOHV outtotalMOH
lecho
OH rrrCFF
Vdt
dC
+−−−=                    (59) 
 
[ ]´202019_1_ 222 *1 RXNRXNRXNCOV outtotalMCO
lecho
CO rrrCFF
Vdt
dC
−+−−=                     (60) 
 
[ ]´20201918_1_ *2*1 RXNRXNRXNRXNCOV outtotalMCO
lecho
CO rrrrCFF
Vdt
dC
+−++−=      (61) 
 
[ ]´202018_1_ 222 *1 RXNRXNRXNHV outtotalMH
lecho
H rrrCFF
Vdt
dC
−++−=                        (62) 
 
[ ]
22
2 *
1
_1_ N
V
outtotal
M
N
lecho
N CFF
Vdt
dC
−=                                                               (63) 
 
[ ]CenizasV outtotalMCenizas
lecho
Cenizas CFF
Vdt
dC
*
1
_1_ −=                                                  (64) 
 
 
donde iC  representa la concentración del componente i al interior del lecho fluidizado, 
V
outtotalF _  representa el flujo volumétrico total de salida del SdeP 2 en m
3/segundo y 
finalmente lechoV  representa el volumen del lecho fluidizado. 
 
Luego de obtener todas las concentraciones, es necesario convertir estos valores a 
concentraciones reales, es decir, a concentraciones que sólo tengan en cuenta los 
componentes gaseosos, esto se hace para cada componente utilizando (65). 
 
∑
=
gaseosos
scomponente
i
iM
i C
C
x                         (65) 
 
Donde Mix representa la fracción molar del componente i en el gas que sale del SdeP 2, 
finalmente con el uso de la presión total del sistema y con los pesos moleculares, se pueden 
hallar las presiones parciales de cada componente y las fracciones másicas.  
 
Con el balance energético se busca obtener la temperatura del lecho fluidizado, la cual es 
uniforme debido a que se consideró como un reactor tipo CSTR. La expresión (67) muestra 
la expresión obtenida finalmente para el comportamiento dinámico de la temperatura. En la 
búsqueda de esta expresión se tomó como referencia la temperatura de la corriente de 
entrada, lo cual simplifica en gran manera la expresión. Además, se asume que la porosidad 
del lecho es constante, por lo tanto la masa contenida en el lecho sólo es afectada por la 
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altura del lecho (66). La capacidad calorífica a volumen constante del lecho es considerada 
constante. Nuevamente se tiene en cuenta la  consideración de que no existe un cambio neto 
en el número de moles debido a las reacciones de los gases, para poder considerar que el 
flujo volumétrico de salida sólo es afectado por la temperatura y la presión. 
 
[ ] ( )[ ]solidosgaslecholecho VKgm ρερε *1** −+=         (66) 
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donde lechovC  representa la capacidad calorífica a volumen constante promedio del lecho en 
KJ/Kg K, h representa el coeficiente convectivo en la transferencia de calor desde la pared 
del reactor hacia los alrededores, ipC  representa la capacidad calorífica del componente i, 
V
outF  representa el flujo volumétrico total de salida del SdeP 2. 
 
Para obtener la presión al interior del reactor, se toma como sistema la fase gaseosa en todo 
el reactor, es decir, volumen gaseoso del SdeP 2 más el volumen del SdeP 3. Se hace uso de 
la ecuación de los gases ideales asumiendo que todos los gases al interior se comportan 
idealmente. Posteriormente esta ecuación se deriva para obtener una aproximación al 
comportamiento dinámico, pero se debe tener en cuenta que esto sólo es una aproximación, 
por lo que probablemente sea necesario incluir algún término afín para corregir posibles 
errores de desviación.  
Sólo se toman en cuenta los cambios de volumen debido a moles que pasan de sólido a gas. 
Además, el volumen total se asume como un parámetro para la ecuación diferencial, que 
puede variar sólo con la cantidad de sólidos que estén al interior del lecho. Finalmente se 
obtiene (68), la cual muestra como el cambio de la presión en el lecho depende de los 
cambios en la temperatura del lecho y de la acumulación de moles.  
 
dt
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T
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rFF
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RT
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atm
dt
dP rxn
rxn
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M
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
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____ )(                  (68) 
 
donde R es la constante universal de los gases expresada en atm m3/mol K, M gasesintotalF __  
representa el número de moles que ingresan al SdeP 2 en mol/s, M gasesouttotalF __  representa el 
número de moles que abandonan el SdeP 3 en mol/s, )( ir  representa el numero de moles 
por segundo de char que son gasificadas y pasan a la fase gaseosa.  Finalmente, reactorP   
representa la presión del lecho en atm. 
 
Para obtener la variación del volumen del lecho, teniendo en cuenta que la porosidad y el 
área transversal son constantes, sólo se afecta el volumen debido al flujo de sólidos. 
Realizando un balance de masa y llevándolo a las unidades adecuadas finalmente se obtiene 
la (69). 
 
 65 
( ) ( ) 





−+−−−
−
=



10001000*
1
1_19181_
cenizas
cenizascenizas
char
RXNRXNcharchar
solidostransv
PM
FF
PM
rrFF
As
m
dt
dh
ρ
ε     (69) 
 
donde transvA  es el área transversal del reactor en m
2, solidosρ  es la densidad de los sólidos en 
Kg/m3, charr  es la velocidad de consumo de char y h es la altura del reactor. 
 
Además, se calcula también la caída de presión aproximada a través del lecho como se 
muestra en (70). 
 
( )ερ −=∆ 1**hP carbón     (70) 
 
 
2.2.4 DECLARACIÓN DE ENTRADAS, SALIDAS Y ESTADOS DEL MODELO 
 
Es claro que las entradas al modelo (manipuladas u y perturbaciones d) están restringidas a 
las especificaciones de las corrientes que van a ingresar al SdeP 1, estas son: 
 
Para el carbón: 
 
d1 = % de carbono fijo 
d2 = % de cenizas 
d3 = % de volátiles 
d4 = Temperatura de alimentación 
 
u1 = Flujo másico de alimentación 
 
Para las corrientes de gas: 
 
d5 = Temperatura de alimentación de gases 
d6 = Presión de alimentación 
 
u2 = Flujo másico de vapor de agua 
u3 = Flujo másico de aire 
u4 = Flujo de gases de salida del gasificador 
 
En cuanto a los estados del modelo se pueden diferenciar claramente los siguientes con 
base en el orden de las ecuaciones diferenciales establecidas: 
 
x1 = Concentración de char en el SdeP 2 
x2 = Concentración de agua en el SdeP 2 
x3 = Concentración de dióxido de carbono en el SdeP 2 
x4 = Concentración de monóxido de carbono en el SdeP 2 
x5 = Concentración de hidrógeno en el SdeP 2 
x6 = Concentración de nitrógeno en el SdeP 2 
x7 = Concentración de cenizas en el SdeP 2 
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x8 = Temperatura en el SdeP 2 
x9 = Presión en el SdeP 2 
x10 = Altura del lecho 
 
Las salidas del modelo son: 
 
y1 = Concentración de dióxido de carbono en la corriente gaseosa de salida  
y2 = Concentración de monóxido de carbono en la corriente gaseosa de salida 
y3 = Concentración de hidrógeno en la corriente gaseosa de salida 
y4 = Temperatura en el SdeP 2 
y5 = Presión en el reactor 
y6 = Altura del lecho 
y7 = Caída de presión en el lecho 
 
 
2.2.5 SIMULACIONES EN LAZO ABIERTO DEL MODELO 
 
Las ecuaciones descritas anteriormente fueron programadas en Simulink® con el fin de 
realizar simulaciones y facilitar la implementación de las estructuras de control a 
desarrollar. El primer problema que tuvo que resolverse fue la inestabilidad que presenta la 
dinámica de la presión. El valor nominal de flujo volumétrico de salida (cuando el sistema 
alcanza el estado estacionario) era demasiado grande en el arranque del reactor lo que 
causaba un lavado casi inmediato del mismo. En la Figura 24 puede apreciarse como la 
presión del reactor cae rápidamente a cero debido a que no existe un balance entre las 
corrientes de entrada y salida del reactor. Se pensó entonces que bajando un poco el flujo 
volumétrico de salida se podría resolver el problema, pero se descubrió que esta vez el 
reactor empezaba a acumular material a medida que las velocidades de reacción iban 
haciéndose mayores hasta alcanzar un equilibrio muy por encima de valores factibles en la 
realidad como puede verse en la Figura 25. Por esta razón se optó por estabilizar esta 
dinámica haciendo uso de un controlador PI y de esta manera poder continuar de manera 
exitosa con las simulaciones. La Figura 26 muestra como es el comportamiento de la 
presión y del flujo volumétrico de salida haciendo que el sistema se mantenga estable en un 
punto de operación viable.     
 
 
Figura 24: Lavado del reactor  
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Figura 25: Dinámica de presión 
 
 
Figura 26: Dinámica de Presión estabilizada 
 
Una vez se estabilizó la dinámica de la presión, se pudo continuar con la simulación de 
todo el modelo en lazo abierto. La Figura 27 muestra la respuesta de arranque del modelo 
partiendo de sus condiciones iniciales propias, exceptuando la presión. Se debe anotar que 
en estas simulaciones sólo se muestra el comportamiento de ciertas variables que se 
consideran de interés con el fin de no saturar el escrito con gráficos que no poseen mayor 
relevancia. 
 
 
Figura 27. Arranque del modelo del gasificador en lazo abierto 
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Respuesta a perturbaciones en lazo abierto del modelo 
 
Luego de haber visto como se estabiliza el modelo en el punto de operación en el cual fue 
validado, tomando en cuenta los datos de concentración de productos en estado estacionario 
reportados en [Department OE, 1996] (CO = 23.9, H2 = 14.5, CO2 = 5.5, H20 = 5.5, 
CH4=1.4, N2 = 48.6, todos en porcentaje molar) y los flujos de alimentación y 
concentraciones reportadas en [Kawabata et al, 1981], se muestra a continuación la 
respuesta de las diferentes dinámicas del proceso ante las principales perturbaciones 
modeladas y la respuesta ante variaciones en las variables manipuladas (corrientes de 
alimentación). Las Figuras 28 a 43 muestran la respuesta de las principales variables del 
modelo ante variaciones tanto en las variables manipuladas como en algunas de las 
perturbaciones incluidas en el modelo. 
 
 
Figura 28: 30% arriba F_carbón 
 
 
Figura 29: 30% abajo F_carbón 
 
Figura 30: 30% arriba P_SP 
 
 
Figura 31: 30% abajo P_SP 
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Figura 32: 30% arriba F_aire 
 
Figura 33: 30% abajo F_aire 
 
 
Figura 34: 30% arriba F_agua 
 
Figura 35: 30% abajo F_agua 
 
Figura 36: 30% arriba x_char 
 
 
Figura 37: 30% abajo x_char 
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Figura 38: 30% arriba T_agua 
 
Figura 39: 30% abajo T_agua 
 
 
Figura 40: 30% arriba T_aire 
 
 
Figura 41: 30% abajo T_aire 
 
Figura 42: 30% arriba P_in 
 
 
Figura 43: 30% abajo P_in
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3. SIMULACIONES DE CONTROL DESCENTRALIZADO Y 
CENTRALIZADO 
 
 
 
3.1 RESPUESTA  DINÁMICA   DEL   MODELO   EN   LAZO  CERRADO  CON  
      CONTROLADORES LOCALES DESCENTRALIZADOS 
 
Luego de observar las respuestas del modelo en lazo abierto se procede al diseño de la 
estructura de control distribuido. Se debe recordar en esta instancia que el control 
descentralizado es una estructura de control multivariable compuesta por varios lazos 
locales de control. Cada uno de estos lazos existe como si fuese el único en el proceso. Por 
esta razón en una estructura de control distribuido es posible tener diferentes estrategias de 
control, es decir, una dinámica puede ser controlada con un controlador PID, otra con un 
LQR, otra tener un CPBM, etc. Esta versatilidad es una de las principales ventajas del 
control distribuido. En este trabajo se tomarán como controladores base para la estructura 
distribuida, controladores del tipo PID debido a su gran uso en la industria. 
  
Inicialmente se sintonizaron los controladores haciendo uso de una versión en demostración 
del software RaPID, descrito en un numeral anterior. El software requiere un conjunto de 
datos producto de excitaciones del sistema. Para esto se simuló el modelo en lazo abierto 
con entradas aleatorias que permitieran desnudar el mayor número de modos de cada 
dinámica. La Figura 44 muestra como se perturbó la dinámica de temperatura para generar 
el conjunto de datos suministrados a RaPID. Los valores del eje y en la Figura 44 
corresponden a la respuesta dinámica del sistema en lazo abierto frente a perturbaciones 
aleatorias en el flujo de entrada de aire al proceso. Aunque no se muestra la trayectoria del 
flujo de aire se logra mostrar al lector la forma de la señal utilizada. 
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Figura 44. Excitación persistente de la dinámica de temperatura.  
 
Este mismo proceso se repitió para la dinámica de la altura y de la concentración de 
monóxido de carbono. El controlador para la dinámica de presión se sintonizó mediante 
ensayo y error debido a su característica de inestabilidad en lazo abierto. Los valores de los 
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parámetros del PID que se utilizaron finalmente en simulación son listados en la Tabla 1. 
Estos valores corresponden al estándar ISA donde P = Kp, I = Kp/ti y D = Kd*td. 
 
 
Dinámica P I D 
Altura 1e-2 9e-4 1e-7 
Presión -1e-2 -1e-4 0 
Temperatura 8.3e-7 7.4e-9 1e-6 
Fracción molar CO -2.3e-4 -2.8e-6 -1e-9 
Tabla 1. Parámetros utilizados en los controladores PID 
 
Las Figuras 45 a 52 muestran como es la respuesta en lazo cerrado de cada dinámica ante 
perturbaciones del 50% del valor nominal por encima y por debajo. 
 
 
Figura 45. Perturbación: 50% abajo en 
fracción de char en el carbón 
 
 
Figura 46. Perturbación: 50% arriba en 
fracción de char en el carbón 
 
Figura 47. Perturbación: 50% abajo en 
P_in 
 
 
Figura 48. Perturbación: 50% arriba en 
P_in 
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Figura 49. Perturbación: 50% abajo en 
T_agua 
 
 
Figura 50. Perturbación: 50% arriba en 
T_agua 
 
 
 
Figura 51. Perturbación: 50% abajo en 
T_aire 
 
 
Figura 52. Perturbación: 50% arriba en 
T_aire 
3.2 RESPUESTA DINÁMICA DEL MODELO EN LAZO CERRADO  CON UN 
      CONTROLADOR PREDICTIVO BASADO EN MODELO 
 
El control centralizado como se mencionó antes es una estructura de control en la cual 
todas las tareas de control recaen sobre una misma computadora. De esta manera la 
computadora es la encargada de recibir señales provenientes de algún sensor en el proceso, 
calcular las acciones de control y finalmente enviar las señales para que sean ejecutadas por 
algún elemento final de control. Esta estructura tiene su principal fortaleza en la capacidad 
de visualizar todo el proceso como una sola unidad. Generalmente las estructuras 
centralizadas requieren un modelo del proceso para optimizar con respecto a algún criterio 
el desempeño de la planta. Mediante el modelo, el controlador centralizado es capaz de 
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visualizar al menos todas las dinámicas modeladas y las interacciones entre ellas, por lo 
tanto hace que el desempeño del proceso sea mejor que en el control distribuido, si y sólo si 
se cuenta con un modelo preciso del sistema. 
Para ejemplificar el comportamiento de un controlador totalmente centralizado se diseñó un 
Controlador Predictivo Basado en Modelo (CPBM) debido a que es la forma más general 
de plantear el problema de control en el dominio del tiempo, además permite tener en 
cuenta la presencia de tiempos muertos, las referencias futuras en caso de que sean 
conocidas y las restricciones físicas del proceso. También permite ejecutar acciones de 
control óptimo, estocástico y prealimentado además de ser una herramienta fuerte para el 
control multivariable. Se utilizó la herramienta de diseño de CPBM con la que cuenta 
Matlab®. En secciones posteriores se aclarará como es el funcionamiento específico de la 
herramienta, en este punto sólo es importante mostrar el comportamiento de un sistema de 
control centralizado, en particular usando un CPBM. A continuación en las Figuras 53 a 60, 
se presentan los resultados de simulación obtenidos luego de diseñar dicho controlador, 
tomando como modelo de predicción una versión linealizada alrededor del punto de 
operación seleccionado, del modelo “real” de la planta. Se realizaron perturbaciones del 
orden del 10% del valor nominal de algunas de las variables de entrada. Para el caso de la 
concentración de char en el carbón, se realizó una perturbación solo del 6% del valor 
nominal por debajo debido a que el sistema controlado presenta una respuesta inestable 
(escape a infinito) frente a perturbaciones de mayor magnitud en este sentido. Esto es 
atribuible a las no linealidades propias del modelo. En la Figura 54 se aprecia que el 
sistema encuentra un estado estacionario luego de una perturbación de igual magnitud pero 
en sentido contrario, mientras que para perturbaciones mayores al 6% del valor nominal por 
debajo, el controlador centralizado es incapaz de regular el sistema generando un escape a 
infinito en algunas de las variables.   
 
 
   
Figura 53. Perturbación 6% abajo en 
C_char 
 
 
Figura 54. Perturbación 10% arriba en 
C_char 
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Figura 55. Perturbación 10% abajo en 
T_agua 
 
 
Figura 56. Perturbación 10% arriba en 
T_agua 
 
 
Figura 57. Perturbación 10% abajo en 
T_aire 
 
Figura 58. Perturbación 10% arriba en 
T_aire 
 
 
Figura 59. Perturbación 10% abajo en 
P_in 
 
 
Figura 60. Perturbación 10% arriba en 
P_in 
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4. METODOLOGÍA PROPUESTA Y EJEMPLO DE APLICACIÓN 
 
 
En este capítulo se mostrarán los caminos por los cuales se condujo la investigación. De 
una manera general se contará como estaba concebida la idea inicialmente y como fue 
madurando hasta llegar a convertirse en una metodología clara que permite el diseño de 
controladores descentralizados con una modificación para procesos multivariable, que   
brinda un mejor comportamiento de todos los controladores como un conjunto.    
 
 
4.1 APROXIMACIONES PREVIAS 
 
Es importante aclarar en primer lugar que el objetivo de este trabajo es desarrollar un 
sistema de control descentralizado con modificaciones que permitan tener en cuenta las 
interacciones dinámicas del sistema. Esto se logra partiendo de una estructura netamente 
distribuido para luego desarrollar algún elemento integrador de las dinámicas. 
 
En principio se pensó que un funcional de costo basado en el MSBF del proceso sería 
suficiente para lograr este fin. Luego de varios intentos se determinó que no es posible 
extraer de manera sencilla desde el MSBF partes que contengan toda la información 
referente a las interacciones dinámicas. El modelo del proceso es capaz de mostrar las 
interacciones dinámicas sólo cuando está completo. Pequeñas porciones del MSBF no 
representan adecuadamente todas las interacciones y mucho menos en sistemas altamente 
acoplados. Se determinó entonces que era necesario incluir el modelo completo dentro del 
funcional de costo a desarrollar. Inicialmente se pensaba también en la posibilidad de 
minimizar este funcional de costo con respecto a algún índice de desempeño, pero se pudo 
ver que una forma simple y poco costosa como la desviación del estado estacionario era 
suficiente para lograr un buen desempeño del proceso.   
 
 
4.2 METODOLOGÍA PROPUESTA 
 
La metodología buscada finalmente fue establecida mediante la definición de ciertos pasos 
intermedios que permitieron la centralización de las tareas descentralizadas de control. La 
solución al problema se encuentra basada en la inversión del modelo de proceso de manera 
que sea posible expresar el valor de las entradas como una función de las salidas, teniendo 
en cuenta un modelo como una función de transferencia P que representa la planta. Con la 
ayuda de la Figura 61 es posible ver que: 
 
)(*)()( susPsy =    (71) 
 
)(*)()( 1 sysPsu −=    (72) 
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Figura 61. Diagrama de bloques de un proceso P. 
 
Es posible entonces, establecer cuales son las entradas o acciones de control requeridas para 
obtener una respuesta específica de la planta. El problema ahora es que el modelo en 
espacio de estados presenta no linealidades, por lo tanto no es posible obtener una 
representación en el dominio de Laplace. La actual representación del modelo de la planta 
en espacio de estados tiene la forma mostrada por (73) y (74). 
 
))(),(),(()( tttt duxfx =&    (73)  
 
))(),(),(()( tttt duxhy =    (74)  
 
Con una representación del modelo no lineal en espacio de estados (73 y 74), es claro que 
salvo en casos muy particulares, no existe una manera trivial de obtener expresiones 
matemáticas para las entradas del proceso en términos de las derivadas de los estados, los 
estados, las perturbaciones y las salidas del sistema. Por lo tanto se hacen necesarios 
algunos ajustes previos del modelo para obtener alguna forma del modelo que pueda ser 
invertida. Particularmente, el CPBM sin restricciones, indirectamente obtiene una inversión 
analítica del modelo. Para este caso entonces se linealizará el modelo no lineal en espacio 
de estados, ya que esta solución analítica del CPBM sólo es posible bajo ciertas 
condiciones y una de ellas es que el modelo sea lineal.  
 
Inicialmente se procede a obtener una linealización analítica de las ecuaciones diferenciales 
que conforman el modelo. Para lograr esto se calcula la matriz jacobiana para el vector de 
ecuaciones diferenciales con respecto a los estados, posteriormente se obtiene nuevamente 
el jacobiano del vector de ecuaciones diferenciales pero esta vez con respecto a las entradas 
(perturbaciones medidas y acciones de control). Respectivamente estas dos matrices 
jacobianas evaluadas en el punto de operación producen las matrices A y B de la 
representación en espacio de estados del sistema linealizado alrededor de ese punto. 
 
Una vez que las ecuaciones diferenciales que describen el comportamiento dinámico del 
sistema se encuentran linealizadas alrededor de un punto de operación, se procede a crear 
un nuevo sistema que incluya todas las ecuaciones constitutivas del modelo. Cabe recordar 
que estas ecuaciones regularmente son meras transformaciones algebraicas que convierten 
una variable en otra. Luego de tener nuevamente todo el sistema dinámico configurado 
(ecuaciones diferenciales linealizadas y ecuaciones constitutivas), se aumenta el número de 
ecuaciones del sistema, incluyendo las ecuaciones de los controladores PID. Estas 
ecuaciones físicamente representan el cálculo de las acciones de control operando en lazo 
cerrado. De esta manera las acciones de control que eran consideradas como entradas al 
sistema, dejan de serlo y dan paso a los puntos de ajuste como nuevas entradas al proceso. 
Las ecuaciones correspondientes a los controladores PID aumentan el número de estados 
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para el modelo debido a sus acciones integrales. Con el fin de incluir estos nuevos estados 
en el modelo global del sistema, que está conformado por el modelo linealizado de la planta 
y los controladores locales, nuevamente se procede a evaluar las matrices jacobianas de las 
ecuaciones con respecto a todos los estados, incluyendo los estados que aparecen debido a 
los controladores PID, y también con respecto a las entradas. Nuevamente evaluando estas 
matrices en el punto de operación del sistema se obtienen las matrices A y B de la 
representación del sistema completo en espacio de estados. Para obtener la matriz C es 
necesario obtener la matriz jacobiana de (74) con respecto a los estados del sistema y 
finalmente D se obtiene mediante la matriz jacobiana de (74) con respecto a las entradas 
(perturbaciones y puntos de referencia). Se asume que la matriz D es una matriz de ceros ya 
que en la mayoría de los sistemas reales de interés no se presentan relaciones directas entre 
las entradas medidas y las salidas medidas del sistema. El sistema final linealizado está 
representado por (75) y (76):  
 
)()()( ttt BuAxx +=&     (75) 
 
)()( tt Cxy =    (76) 
 
Este modelo describe el comportamiento dinámico linealizado de la planta alrededor de un 
punto de operación definido, incluyendo los controladores PID locales que la mantienen en 
las vecindades de este punto.  
Como se había mencionado antes, era necesario llevar el modelo no lineal que describía el 
comportamiento de la planta hasta un modelo lineal y con una estructura como la mostrada 
en (75) y (76). Luego de haber conseguido esto, es posible proporcionar este modelo como 
un insumo para un CPBM sin restricciones que logrará controlar en primera instancia la 
variable que sea definida como de mayor interés y además se ayudará de la manipulación 
de los puntos de ajuste de las demás variables de proceso que se encuentran en lazo 
cerrado, todo esto con el fin de optimizar la respuesta del sistema, evitando que se creen 
conflictos direccionales entre los lazos de control PID. Existen dos razones poderosas que 
impulsan la manipulación de puntos de ajuste desde un sistema de control centralizado. La 
primera es la seguridad en sistemas de alto riesgo. Existen algunos procesos que exigen 
condiciones extremas, si se tiene en cuenta que los materiales de construcción toleran 
ciertos valores máximos en algunas variables (por ejemplo temperatura o presión), es 
imperativo que no se opere nunca mas allá de estos límites, ni siquiera en condiciones de 
emergencia. Por lo tanto, si  en algún momento el sistema de control falla, se tendrá un 
sistema de control basado en controladores descentralizados que llevarán a las variables de 
operación del proceso (por ejemplo temperatura o presión) a un valor seguro, que no atente 
contra la vida útil del equipo ni contra la seguridad del proceso. La segunda razón es la 
implementación de jerarquías vigiladas en las variables, que permitan obtener un mayor 
beneficio del proceso. De esta manera se define cuál o cuáles variables son de mayor 
relevancia en el proceso y mediante una estructura jerárquica es posible coordinar el 
comportamiento de las demás variables para que ayuden a la o las variables más 
importantes para que alcancen su punto de ajuste. Esto puede lograrse también con una 
estructura de control centralizado apropiadamente sintonizado, pero se perdería la 
estructura en cascada encargada de la vigilancia de los requerimientos superiores. Esto 
quiere decir que aunque el control centralizado es capaz de crear una jerarquía en las 
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variables, no posee lazos que velen por los requerimientos que se están solicitando. La 
forma práctica como se lleva a cabo el diseño del sistema de control se mostrará en la 
sección 4.3.            
 
 
4.3 APLICACIÓN  DE  LA METODOLOGÍA AL CASO DE UN GASIFICADOR 
      DE CARBÓN EN LECHO FLUIDIZADO 
 
Luego de haber planteado la forma como se implementará el sistema de control que actuará 
sobre el sistema (ver sección 4.2), se mostrará en este numeral la forma como deben 
obtenerse cada uno de los modelos requeridos y como utilizar las herramientas existentes 
para el adecuado desarrollo del sistema de control. 
 
 
4.3.1 PASO  1:  OBTENCIÓN   DE   UN   MSBF   DE   UN   GASIFICADOR  DE 
         CARBÓN EN LECHO FLUIDIZADO BURBUJEANTE  
 
 Este apartado se incluye en este punto por hacer parte de la metodología propuesta, pero se 
remite al lector al Capítulo  2 de este trabajo donde con detalle se deduce un MSBF para el 
gasificador de carbón. 
 
 
4.3.2  PASO 2: LINEALIZACION  DE  LAS  ECUACIONES  DIFERENCIALES    
          DEL MODELO 
 
Las ecuaciones diferenciales del modelo, descritas en la sección 2, fueron linealizadas 
usando el método de la matriz jacobiana. Se eligió este método debido a que puede ser 
usado para cualquier modelo no lineal. Aunque la linealización jacobiana es una 
representación exacta del modelo no lineal sólo en el punto de linealización, se asume que 
el modelo linealizado se comporta de manera aproximada en alguna vecindad del punto de 
linealización. Esto ayuda a simplificar un poco la metodología, ya que esta linealización se 
basa únicamente en los términos de primer orden de la expansión en series de Taylor del 
modelo no lineal. El sistema de control que se pretende diseñar se enfoca principalmente al 
rechazo de perturbaciones más que al seguimiento de trayectorias, por lo tanto el uso de 
linealización a través de la matriz jacobiana es válido dentro de alguna vecindad alrededor 
del punto de linealización. 
Para obtener la linealización de las ecuaciones diferenciales se usó el comando “jacobian” 
de Matlab®, las expresiones algebraicas obtenidas pueden verse en el Apéndice A. Se 
obtuvieron entonces las matrices A y B de la representación en espacio de estados del 
modelo linealizado como se muestra en (77) y (78). 
 
x
f
A
∂
∂
=    (77) 
 
u
f
B
∂
∂
=     (78) 
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Luego de tener representaciones algebraicas de las matrices A y B del modelo linealizado 
en espacio de estados, es mucho más sencillo obtener una linealización en cualquier punto 
de operación que se requiera. Para este caso, el punto alrededor del cual se evaluaron las 
matrices A y B esta listado en la Tabla 2, punto cercano al punto real de operación del 
proceso. 
 
ESTADOS VALOR UNIDADES 
P 
h 
T 
C_char 
C_H2O 
C_CO2 
C_CO 
C_H2 
C_N2 
C_cen 
20 
0.6482 
1153 
842.02 
894.59 
919.83 
2204.46 
1275.99 
2578.19 
106.21 
atm 
m 
K 
mol/m3 
mol/m3 
mol/m3 
mol/m3 
mol/m3 
mol/m3 
mol/m3 
ENTRADAS VALOR UNIDADES 
F_vol_tot 
F_carbon 
F_v_aire 
F_v_agua 
x_char 
x_cen 
x_vol 
x_agua 
x_CO 
x_CO2 
x_alq 
x_O2 
x_N2 
T_agua 
T_aire 
P_in 
2.1488e-5 
2.0137e-3 
1.7143e-4 
1.019e-4 
0.392 
0.102 
0.459 
0.047 
0.15 
0.25 
0.60 
0.2317 
0.7683 
327 
327 
20 
m3/seg 
Kg/seg 
m3/seg 
m3/seg 
Fracc. mol 
Fracc. mol 
Fracc. mol 
Fracc. mol 
Fracc. mol 
Fracc. mol 
Fracc. mol 
Fracc. mol 
Fracc. mol 
K 
K 
atm 
Tabla 2: Punto de operación alrededor del cual se linealizó el modelo 
 
Finalmente se obtuvieron las matrices A y B así: 
 
A = 
5,8E-02 1,5E-02 -8,6E-04 1,4E-03 1,5E-04 -5,8E-04 -8,6E-04 -8,6E-04 0,0E+00 5,0E-05 
-8,7E-02 -4,3E-02 -2,1E-04 -3,4E-03 -1,7E-03 -2,0E-03 5,2E-04 -7,3E-04 -1,2E-03 -2,3E+01 
0,0E+00 0,0E+00 -7,5E-03 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 2,0E-04 
-6,1E-01 -1,6E-01 1,5E-03 -2,2E-02 -9,1E-03 -1,3E-03 1,5E-03 1,5E-03 0,0E+00 3,1E+01 
-2,3E+00 -2,9E-01 5,8E-03 -3,3E-02 -4,7E-02 2,0E-02 -8,4E-03 1,6E-02 0,0E+00 2,8E+01 
1,7E+00 1,3E-01 -4,2E-03 1,8E-02 3,1E-02 -2,9E-02 9,9E-03 -1,5E-02 0,0E+00 -2,8E+01 
-1,1E+00 3,3E-02 2,7E-03 -3,8E-03 -2,1E-02 2,3E-02 -1,9E-02 1,3E-02 0,0E+00 2,8E+01 
2,3E+00 2,9E-01 -5,8E-03 3,3E-02 4,0E-02 -2,0E-02 8,4E-03 -2,4E-02 0,0E+00 -2,8E+01 
0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 -7,5E-03 -8,0E+00 
-1,8E-05 -4,7E-06 4,5E-08 -6,4E-07 -2,7E-07 -3,9E-08 4,5E-08 4,5E-08 -2,9E-08 0,0E+00 
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B = 
3,7E+02 1,3E+04 1,3E+04 -2,6E+5 0,0E+00 0,0E+00 1,3E+00 3,7E+00 -2,3E-3 -3,9E-3 3,7E+02 
1,3E+03 1,1E+05 2,8E+03 -1,9E+5 0,0E+00 0,0E+00 9,5E+00 7,6E-01 5,9E-04 -3,0E-2 1,3E+03 
0,0E+00 1,1E+05 0,0E+00 -9,0E+5 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 -3,2E-2 0,0E+00 
1,8E+03 -3,0E+4 0,0E+00 -2,9E+5 7,8E+00 0,0E+00 1,4E+00 0,0E+00 0,0E+00 8,5E-03 1,8E+03 
9,1E+02 0,0E+00 1,4E+05 -3,1E+5 0,0E+00 0,0E+00 0,0E+00 3,9E+01 -2,4E-2 0,0E+00 9,1E+02 
2,2E+03 3,0E+04 0,0E+00 -3,2E+5 0,0E+00 0,0E+00 9,6E+00 0,0E+00 0,0E+00 -8,5E-3 2,2E+03 
8,6E+02 0,0E+00 0,0E+00 -7,7E+5 0,0E+00 0,0E+00 3,8E+00 0,0E+00 0,0E+00 0,0E+00 8,6E+02 
0,0E+00 0,0E+00 0,0E+00 -4,5E+5 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 
3,0E+03 0,0E+00 0,0E+00 -3,7E+4 0,0E+00 5,9E+01 0,0E+00 0,0E+00 0,0E+00 0,0E+00 3,0E+03 
6,5E-02 -8,7E-1 0,0E+00 -8,7E+0 2,3E-04 2,3E-04 4,1E-05 0,0E+00 0,0E+00 2,5E-07 6,5E-02 
 
 
 4.3.3  PASO 3: ACOPLAMIENTO DE LOS CONTROLADORES LOCALES 
 
Una vez se obtiene la linealización de las ecuaciones diferenciales que conforman el 
modelo se procede a la unión de las ecuaciones linealizadas, de las ecuaciones constitutivas 
del modelo y de las ecuaciones que representan los controladores locales del esquema total 
de control. Posteriormente se obtiene una nueva linealización de este modelo global por dos 
razones, la primera es debido a que las ecuaciones constitutivas pueden ser funciones no 
lineales de los estados y la segunda es poder obtener nuevamente un modelo en 
representación en espacio de estados con el que se pueda trabajar de una manera sencilla. 
Este paso se llevó a cabo en Simulink®, como se describe a continuación.  
En primer lugar se introdujo un bloque de representación de modelos en espacio de estados, 
este cuadro contenía como matrices A y B las matrices halladas mediante la linealización 
de las ecuaciones diferenciales vía matriz jacobiana. La matriz C se asumió como una 
matriz identidad ya que las salidas son funciones de los estados. De esta manera, 
posteriormente se podría disponer de cualquier estado que fuese necesario para reconstruir 
alguna de las salidas del modelo. Luego se sumaron los valores de estado estacionario para 
poder reconstruir los valores de las concentraciones (de no ser así existirían divisiones por 
cero ya que la linealización crea las llamadas variables de desviación que en el estado 
estacionario valen cero). En segundo lugar se reconstruyeron todas las salidas del modelo 
tomando los estados como punto de partida,  ya que sólo en algunos casos la salida era 
idéntica al estado. En tercer lugar se introdujeron los controladores PID previamente 
sintonizados. En este punto se decidió que no era relevante que el punto de ajuste de la 
dinámica de la presión fuera manipulado desde el controlador predictivo, ya que este 
equipo busca operar a una presión elevada y no es conveniente para la reactividad que esta 
varié constantemente. Se pensó entonces controlarla directamente desde el controlador 
predictivo, pero nuevamente se cae en el problema de seguridad. Esta dinámica es muy 
importante en cuanto a seguridad por lo tanto no es viable controlarla directamente desde la 
computadora. Se optó en última instancia por permitir que la dinámica de presión actuara 
de forma independiente, esto significa que la presión estaría regulada por un lazo PID local 
pero el valor de esta dinámica sería tenido en cuenta por el modelo global. En la Figura 62  
se observa que la dinámica de la presión está incluida en el modelo global pero su punto de 
ajuste es fijo. Debido a la rapidez con la cual esta dinámica se estabiliza (vista en las 
Figuras 28 a 52), no es un error tomarla aproximadamente constante considerando que está 
controlada por su propio lazo de control PID. 
Finalmente, se definieron las perturbaciones y se les resto el valor nominal para que todas 
las entradas y salidas del modelo se acoplaran de manera adecuada al mismo punto de 
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referencia (el origen) alrededor del cual se obtuvo la linealización inicial. La Figura 62 
muestra el diagrama entrada-salida que se implementó en Simulink® para luego obtener 
una linealización global del modelo.  
 
 
Figura 62. Diagrama de bloques en Simulink para linealizar el modelo global. 
 
Una vez obtenida la representación entrada-salida del modelo, es necesario volver al 
entorno de Matlab® para obtener la representación en espacio de estados del modelo 
entrada-salida creado en Simulink® mediante el comando “linmod”, el cual es una 
instrucción que calcula un modelo lineal en espacio de estados linealizando cada bloque de 
un modelo en Simulink® de manera individual. El algoritmo utiliza jacobianos 
preprogramados de cada bloque en el modelo. Este tipo de linealización produce una 
linealización exacta de cada bloque lo cual genera mejores resultados cuando existen 
bloques que presentan discontinuidades. Este comando obtiene las matrices A, B, C y D de 
la representación en espacio de estados del modelo. La linealización para obtener el modelo 
global produjo las siguientes matrices de la representación en espacio de estados. 
 
A =  
-2601 0,06 -1,75 1,40 0,00 -0,01 -1,75 -0,01 0,00 -0,23 -15,8 0,03 0,18 
-117 -0,13 -0,03 -0,22 0,00 0,00 0,07 0,00 -0,15 -0,14 -0,72 0,01 0,04 
-4,40 0,00 -0,01 0,00 0,00 0,00 0,00 0,00 0,00 0,00 -0,03 0,00 0,00 
-2,87 0,00 0,00 -0,02 0,00 0,00 0,00 0,00 0,00 0,00 -0,02 0,00 0,00 
-97,6 -0,14 0,37 -1,05 -0,05 0,01 -0,53 0,01 0,00 0,04 -0,60 0,00 0,01 
-200, 0,10 -0,54 1,17 0,06 -0,03 1,27 -0,01 0,00 -0,19 -1,23 0,00 0,07 
-3,76 0,00 0,00 0,00 0,00 0,00 -0,02 0,00 0,00 0,00 -0,02 0,00 0,00 
-278 0,29 -0,74 2,09 0,08 -0,02 1,07 -0,02 0,00 -0,11 -1,70 0,00 0,00 
-0,18 0,00 0,00 0,00 0,00 0,00 0,00 0,00 -0,01 0,00 0,00 0,00 0,00 
-1,40 0,00 0,00 -0,01 0,00 0,00 0,00 0,00 0,00 0,00 -0,01 0,00 0,00 
14,75 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 
0,00 -0,06 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 
0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 -0,12 0,00 0,00 0,00 
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B = 
2,3E-01 7,0E-04 8,4E+02 0,0E+00 0,0E+00 7,9E-02 2,3E-01 -1,4E-04 -2,4E-04 1,2E-02 
4,9E-02 3,6E-04 1,1E+01 0,0E+00 0,0E+00 3,7E-02 3,0E-03 2,3E-06 -1,2E-04 3,8E-03 
0,0E+00 2,9E-06 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 -9,8E-07 3,0E-05 
1,1E-03 -1,5E-06 0,0E+00 4,8E-04 0,0E+00 8,6E-05 0,0E+00 0,0E+00 5,2E-07 -1,6E-05 
1,8E-02 0,0E+00 2,8E+02 0,0E+00 0,0E+00 0,0E+00 7,6E-02 -4,7E-05 0,0E+00 1,4E-03 
8,6E-02 9,7E-05 0,0E+00 0,0E+00 0,0E+00 3,8E-02 0,0E+00 0,0E+00 -3,3E-05 1,0E-03 
2,6E-04 0,0E+00 0,0E+00 0,0E+00 0,0E+00 1,1E-04 0,0E+00 0,0E+00 0,0E+00 0,0E+00 
0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 
9,1E-04 0,0E+00 0,0E+00 0,0E+00 1,8E-03 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 
6,5E-04 -7,2E-07 0,0E+00 2,3E-04 2,3E-04 4,1E-05 0,0E+00 0,0E+00 2,5E-07 -7,4E-06 
0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 
0,0E+00 2,4E-04 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 
1,2E-01 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 0,0E+00 
 
C =   
16,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 
0,00 256,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 
0,00 0,00 -1,16 0,00 -0,02 -0,01 2,99 -0,01 0,00 0,00 0,00 0,00 0,00 
0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 1,00 0,00 0,00 0,00 
0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,05 0,00 0,00 0,00 
0,00 0,00 0,00 0,00 512,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 
0,00 0,00 0,00 0,00 0,00 256,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 
0,00 0,00 0,00 0,00 0,00 0,00 0,00 256,00 0,00 0,00 0,00 0,00 0,00 
 
D = 
0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 
 
 
La matriz D es una matriz de ceros debido a que no existen relaciones directas entre las 
entradas y las salidas. 
 
Los valores propios de la matriz A en un sistema dinámico lineal, permiten determinar la 
estabilidad del sistema. En este caso se puede verificar que el sistema completo 
efectivamente es estable. Los valores propios obtenidos en este caso se listan a 
continuación. 
 
 
-2.6010e+003 
-1.4229e-001 
-8.9966e-002 
-9.0972e-002 
-1.3741e-002 
-7.0719e-003 +4.9776e-003i 
-7.0719e-003 -4.9776e-003i 
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-3.9778e-003 
-7.9635e-003 
-1.1477e-016 
1.1526e-017 
-7.5037e-003 
-7.5037e-003 
 
 
Donde el único valor propio cuya parte real es positiva tiene un exponente -17 lo cual para 
fines numéricos se considera cero (en este caso). De esta manera se tiene un sistema de 
dinámicas estables y con una dinámica marginalmente estable. Con las anteriores 
propiedades se procede entonces a diseñar el Controlador Predictivo Basado en Modelo 
(CPBM). Luego de haber linealizado el modelo global es necesario ver qué tan similar es la 
respuesta de ambos modelos, con el fin de inferir cualitativamente qué tan bien puede un 
controlador basado en el modelo global linealizado controlar el modelo original no lineal de 
la planta. Las Figuras 63 a 70 comparan el comportamiento del modelo original con  los 
controladores locales PID y el modelo global linealizado. Donde las líneas continuas 
representan el comportamiento del modelo no lineal con controladores locales y las líneas 
discontinuas representan el comportamiento del modelo global linealizado.  
 
 
 
Figura 63. Perturbación: 10% abajo en 
P_in 
 
 
Figura 64. Perturbación: 10% arriba en 
P_in 
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Figura 65. Perturbación: 10% abajo en 
T_aire 
 
Figura 66. Perturbación: 10% arriba en 
T_aire 
 
Figura 67. Perturbación: 10% abajo en 
T_SP 
 
Figura 68. Perturbación: 10% arriba en 
T_SP 
 
Figura 69. Perturbación: 10% abajo en 
F_agua 
 
 
Figura 70. Perturbación: 10% arriba en 
F_agua 
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De las gráficas anteriores se puede ver que el comportamiento de los dos modelos es 
similar en cuanto a la respuesta a perturbaciones. Aunque existen errores de estado 
estacionario, diferencias en amplitudes y en tiempos de estabilización en algunas 
dinámicas, la direccionalidad en las respuestas es similar en ambos modelos.  
 
 
4.3.4 PASO  4: DISEÑO  DEL  CONTROLADOR   PREDICTIVO   BASADO  EN  
         MODELO (CPBM). 
 
Para el diseño del CPBM global del proceso, se utilizó la herramienta de diseño en 
Matlab® de control predictivo (MPC por sus siglas en inglés).  
 
 
Figura 71. Diagrama de diseño del controlador predictivo.  
 
Esta herramienta de diseño de controladores predictivos siempre proporciona 
compensación retroalimentada para las perturbaciones no medidas y compensación 
prealimentada para cualquier perturbación medida. Requiere para tal fin un modelo del 
impacto que las perturbaciones medidas y las acciones de control tengan sobre las salidas 
de la planta. Utiliza entonces un modelo del proceso para calcular los ajustes necesarios en 
las variables manipuladas para mantener las salidas de la planta en su punto de ajuste.  
Estos cálculos consideran el efecto de cualquier restricción conocida sobre las acciones de 
control (típicamente los límites superior e inferior de un actuador o restricciones en su 
velocidad de cambio). Es posible también especificar límites sobre las salidas de la planta 
lo cual puede ser bastante útil cuando se tienen múltiples objetivos de control y múltiples 
acciones de control (procesos de múltiple entrada y múltiple salida).  
Si el modelo de la planta es preciso, la planta responde rápidamente a ajustes en las 
acciones de control, y no se alcanzan a presentar saturaciones. La acción prealimentada es 
capaz de contrarrestar perfectamente el impacto de las perturbaciones medidas. En realidad, 
las imperfecciones del modelo, las limitaciones físicas y las perturbaciones no medidas 
causan que las salidas de la planta se desvíen de su punto de ajuste. En consecuencia, la 
herramienta incluye un modelo de perturbaciones para estimar el impacto de las 
perturbaciones no medidas sobre las salidas de la planta. Posteriormente se usa este modelo 
para calcular los ajustes necesarios (retroalimentación), teniendo también en cuenta las 
restricciones. También posee la herramienta la capacidad de filtrar los efectos del ruido, el 
cual puede variar aleatóriamente con media cero o puede exhibir comportamientos 
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sesgados. El modelo que utiliza la herramienta es un modelo lineal invariante en el tiempo 
como el descrito por (79), (80) y (81), aunque el usuario sólo debe ingresar el modelo de la 
planta sin especificar el modelo para las perturbaciones. 
 
)(.)(.)(.)(.)1( kdBkvBkuBkxAkx dvu +++=+    (79) 
 
)(.)(.)(.)( kdDkvDkxCky dmvmmm ++=    (80)  
 
)(.)(.)(.)( kdDkvDkxCky duvuuu ++=    (81) 
 
Donde x(k)  es el vector de dimensión nx de los estados de la planta, u(k) es el vector de 
dimensión nu de las variables manipuladas o acciones de control, v(k) es el vector de 
dimensión nv de las perturbaciones medidas, d(k) es el vector de dimensión nd de 
perturbaciones no medidas, ym(k) es el vector de las variables de salida medidas y yu(k) es el 
vector de las variables de salida no medidas. La Figura 71 muestra cómo está definida cada 
variable dentro del sistema controlado.   
Con este modelo de la planta se plantea entonces un problema de optimización cuya 
función de costo está definida en (82), sujeto a las restricciones mostradas en (83) a (87). 
 
∑ ∑
= =
∆
−
= =
+
+−∆∆




+



+−+++∆+



∑


∑ ++−++
u u
y
n
j
n
j
etjtj
u
jij
u
ji
p
i
n
j
jj
y
ji
kkmukku
ikukikuwkikuw
ikrkikyw
1
2
1
2
arg,
2
,
1
0 1
2
,1
),/1(),...,/(
)()/(()/(
))1()/1((min
ερε
ε
   (82) 
 
)()()()()(
maxmaxminmin
iViukikuiViu ujjj
u
jj εε +≤+≤−    (83) 
 
)()()()()(
maxmaxminmin
iViukikuiViu ujjj
u
jj
∆∆ +∆≤+∆≤−∆ εε    (84) 
 
)()()1()()(
maxmaxminmin
iViykikyiViy yjjj
y
jj εε +≤++≤−    (85) 
 
1,...,,0)( −==+∆ pmhkhku    (86) 
 
0≥ε    (87) 
 
1,...,0 −= pi  
 
Donde w representa un vector de pesos para las entradas u, las salidas y, las velocidades de 
cambio de las entradas ∆u, ρ representa un vector de pesos para las holguras, ε representa el 
vector de variables de holgura, V son variables usadas cuando se definen restricciones 
suaves en diseño,  el subíndice j denota el j-ésimo componente de un vector, “(k+i/k)” 
denota el valor predicho para el tiempo k+i basado en la información disponible en el 
tiempo k, y r(k) es la referencia actual de la salida. 
 89 
 
La herramienta permite desde una interfase gráfica definir el modelo de la planta, los 
horizontes de control y predicción, el tiempo de muestreo, las restricciones, los vectores de 
pesos, dureza o suavidad de las restricciones y la naturaleza de cada variable entre otras 
características. 
 
Para el diseño del CPBM se utilizó el modelo global del proceso en su representación en 
espacio de estados creado a partir del programa de definición del modelo para el 
controlador predictivo (Apéndice C). Este modelo cuenta con:  
 
• 9 salidas medidas: Presión, Temperatura, Fracción molar de monóxido de carbono, 
Altura del lecho, Caída de presión a través del lecho, Concentración de agua, 
Concentración de dióxido de carbono y Concentración de hidrógeno. 
 
• 3 variables manipuladas: Punto de ajuste para la altura del lecho, Punto de ajuste 
para la temperatura y el Flujo volumétrico de alimentación agua. 
 
• 7 perturbaciones medidas: Fracción másica de char en el carbón, Fracción másica de 
cenizas en el carbón, Fracción másica de volátiles en el carbón, Fracción másica de 
humedad en el carbón, Temperatura de alimentación del agua, Temperatura de 
alimentación del aire y Presión de los gases de alimentación. 
 
Luego realizar las modificaciones requeridas al modelo, se empezaron a determinar los 
parámetros de sintonía del CPBM, finalmente se obtuvieron los parámetros que se muestran 
en la Tabla 3. 
 
Parámetro Valor 
Tiempo de muestreo 25 segundos 
Horizonte de predicción 3750 segundos 
Horizonte de control 2500 segundos 
SP_h_min -inf 
SP_h_max Inf 
SP_T_min -inf 
SP_T_max Inf 
F_agua_max 0.5 m3/s 
F_agua_min -0.5 m3/s (variable de desviación) 
peso Frac_mol_CO 800 
peso SP_h 20 
peso SP_T 0.005 
peso F_agua 350 
Robustez/Velocidad respuesta 0.5 
Tabla 3. Parámetros de sintonía del controlador predictivo. 
 
Algunos de estos valores pueden parecer muy grandes si se comparan con otros, por 
ejemplo el peso de la fracción molar de monóxido comparado con el peso del punto de 
ajuste para la temperatura. Esto se debe al factor de escala que presenta este sistema, es 
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decir mientras la fracción molar varía entre 0 y 1 la temperatura varía entre 0 y 1300. Si no 
se presentaran estos pesos tan diferentes probablemente el optimizador despreciaría los 
cambios relacionados con la concentración y en cambio daría mucha importancia a los 
cambios en la temperatura. 
Los horizontes de predicción y de control deben ser lo suficientemente grandes para que las 
dinámicas alcancen a estabilizarse, de esta manera poder optimizar verdaderamente la 
trayectoria que debe seguir el sistema. Para el modelo original en lazo abierto se observó 
que algunas dinámicas tardaban hasta aproximadamente 1000 segundos en estabilizarse. El 
modelo con el cual se diseñó la capa supervisora es el modelo que incluye las dinámicas de 
los controladores (Figuras 63 a 70). Se aprecia que varias de las dinámicas tardan mas de 
1500 segundos en estabilizarse. Se debe recordar que las Figuras 63 a 70 tienen 
perturbaciones del 10% del valor nominal, además que se está utilizando un modelo 
linealizado para tratar de predecir el comportamiento de un sistema no lineal. Por lo tanto 
se debe tener en cuenta que al realizar perturbaciones del 50% del valor nominal el tiempo 
de establecimiento debe aumentar. Siguiendo un proceso secuencial de aumento en los 
horizontes de predicción y control se encontró que en los valores reportados ya el sistema 
controlaba de manera apropiada el sistema no lineal y  no se apreciaron cambios 
significativos al seguir aumentando estos valores. Esto está de acuerdo con lo propuesto en 
[Morari, 1994], en cuanto a la estabilidad de los controladores predictivos basados en 
modelo. Se dice que la estabilidad evaluada con horizonte infinito puede ser calculada a 
partir de cierto valor finito, para el cual las dinámicas del sistema se encuentren en estado 
estacionario.   
Luego de diseñar el controlador predictivo, se implementó en un diagrama de bloques en 
Simulink® para el control de la planta no lineal con controladores locales, la Figura 72 
muestra el diagrama de bloques del sistema simulado. 
 
 
Figura 72. Diagrama de bloques del sistema total. 
 
Las Figuras 73 a 80 muestran el comportamiento de las variables de interés en el 
gasificador ante perturbaciones de magnitudes del 50% del valor nominal, por encima y por 
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debajo. En ninguna de las figuras se muestra el comportamiento de la presión debido a que 
en simulaciones anteriores se observó la rapidez con la que esta dinámica se estabiliza, 
además de estar internamente controlada por un lazo PID. Por estas razones se considera 
aproximadamente constante.  
 
En estas gráficas se puede observar el comportamiento de las principales variables del 
proceso ante perturbaciones de gran magnitud.  
  
 
 
Figura 73. Perturbación: 50% abajo en 
fracción másica de char en el carbón 
 
 
Figura 74. Perturbación: 50% arriba en 
fracción másica de char en el carbón 
 
Figura 75. Perturbación: 50% abajo en 
P_in 
 
 
Figura 76. Perturbación: 50% arriba en 
P_in 
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Figura 77. Perturbación: 50% abajo en 
T_agua 
 
Figura 78. Perturbación: 50% arriba en 
T_agua 
 
Figura 79. Perturbación: 50% abajo en 
T_aire 
 
 
Figura 80. Perturbación: 50% arriba en 
T_aire 
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5. COMPARACIÓN DEL MANDO DISTRIBUIDO MODIFICADO 
CON MANDO DISTRIBUIDO PURO 
 
 
 
 
 
5.1 COMPORTAMIENTO DINÁMICO DE LAS VARIABLES MANIPULADAS 
DURANTE LAS SIMULACIONES 
 
A continuación se mostrarán los resultados obtenidos para el comportamiento de las 
variables manipuladas o acciones de control en las simulaciones mostradas en las secciones 
3.1, 3.2 y 4.3.5. Se pretende comparar la forma en que cada uno de los sistemas de control 
hace uso de las acciones de control, ya que esto permitirá concluir acerca de la verdadera 
implementabilidad de cada sistema de control.  Se debe recordar que aunque en simulación 
se permitan cambios bruscos en las variables manipuladas, la realidad dice que estos 
cambios, la mayoría de las veces, no pueden ser realizados porque los elementos finales de 
control no pueden reproducir dicho comportamiento. Además, pero no menos importante, 
es posible sacar conclusiones  acerca de la vida útil de los elementos finales de control en 
cada uno de los sistemas de control estudiados.  
 
5.1.1 VARIABLES MANIPULADAS EN CONTROL DISTRIBUIDO PURO 
 
En esta sección se mostrará el comportamiento de las variables manipuladas en el sistema 
de control distribuido puro con el fin de obtener un juicio comparativo acerca de la 
utilización y por lo tanto vida útil de los elementos finales de control, se busca que el lector 
centre su atención en los movimientos fuertes ya que estos posiblemente no puedan ser 
implementado en la realidad debido a la dinámica de respuesta propia de los elementos 
finales de control. 
 
 
Figura 81. Perturbación 50% abajo en la 
fracción másica de char en el carbón 
 
Figura 82. Perturbación 50% arriba en la 
fracción másica de char en el carbón 
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Figura 83. Perturbación 50% abajo en la 
                 presión de entrada 
 
Figura 84. Perturbación 50% arriba en la   
                 presión de entrada 
 
Figura 85. Perturbación 50% abajo en la 
Temperatura del agua de alimento 
 
Figura 86. Perturbación 50% arriba en la 
Temperatura del agua de alimento 
 
Figura 87. Perturbación 50% abajo en la 
Temperatura del aire de alimento 
 
Figura 88. Perturbación 50% arriba en la 
Temperatura del aire de alimento 
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5.1.2 VARIBLES MANIPULADAS EN CONTROL CENTRALIZADO PURO 
 
En esta sección se mostrará el comportamiento de las variables manipuladas en el sistema 
de control centralizado puro con el fin de confirmar el comportamiento pobre que presentó 
este sistema de control. Se puede ver como en muchas ocasiones (Figuras 89, 90, 91, 93, 
94, 95 y 96) la variable Flujo de aire tiene una respuesta definida, pero en la trayectoria 
realiza movimientos fuertes en el sentido contrario a su respuesta total y luego recupera su 
direccionalidad.  
 
 
Figura 89. Perturbación 6% abajo en la 
fracción másica de char en el carbón 
 
 
Figura 90. Perturbación 10% arriba en la 
fracción másica de char en el carbón 
 
 
Figura 91. Perturbación 10% abajo en la 
Temperatura del agua de alimento 
 
 
Figura 92. Perturbación 10% arriba en la 
Temperatura del agua de alimento 
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Figura 93. Perturbación 10% abajo en la 
Temperatura del aire de alimento 
 
 
Figura 94. Perturbación 10% arriba en la 
Temperatura del aire de alimento 
 
Figura 95. Perturbación 10% abajo en la 
Presión de entrada 
 
 
Figura 96. Perturbación 10% arriba en la 
Presión de entrada 
 
 
5.1.3    VARIABLES    MANIPULADAS    EN    CONTROL    DISTRIBUIDO 
             MODIFICADO 
 
En esta sección se mostrará el comportamiento de las variables manipuladas en el sistema 
de control distribuido modificado, tanto de los puntos de ajuste que fija la capa supervisora, 
como las variables de entrada directa al proceso. Se puede apreciar como la capa 
supervisora regula el valor de los puntos de ajuste de una manera “suave”, es decir que no 
exige cambios grandes en un pequeño intervalo de tiempo.  La capa supervisora además 
regula el valor de los puntos de ajuste de los controladores locales de manera lenta (en 
ocasiones pareciera que el comportamiento es inestable), de esta manera ayuda a mitigar el 
efecto de las perturbaciones en un largo plazo.  
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Figura 97. Perturbación 50% abajo en la 
fracción másica de char en el carbón 
 
 
Figura 98. Perturbación 50% arriba en la 
fracción másica de char en el carbón 
 
Figura 99. Perturbación 50% abajo en la 
Presión de entrada 
 
 
Figura 100. Perturbación 50% arriba en la 
Presión de entrada 
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Figura 101. Perturbación 50% abajo en la 
Temperatura del agua de alimento 
 
 
Figura 102. Perturbación 50% arriba en la 
Temperatura del agua de alimento 
 
Figura 103. Perturbación 50% abajo en la 
Temperatura del aire de alimento 
 
 
Figura 104. Perturbación 50% abajo en la 
Temperatura del aire de alimento
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5.2 INDICE   NUMÉRICO   DE  COMPARACIÓN  ENTRE  LOS  DIFERENTES  
      SISTEMAS DE CONTROL 
 
Para obtener un índice numérico que permitiera comparar el desempeño de los tres sistemas 
de control, se definió como criterio principal la desviación del punto de ajuste ante una 
perturbación de magnitud dada. Se procedió entonces de la siguiente manera. Se definió un 
tiempo de simulación de 13000 segundos y se realizaron perturbaciones del 10% del valor 
nominal de cada variable por encima y por debajo a los 3000 segundos (tiempo que 
garantizaba el estado estacionario). A partir de este momento la desviación del punto de 
ajuste fue llevada a una función de valor absoluto y posteriormente integrada durante los 
10000 segundos siguientes. En (88) se muestra como fue definido el índice de desempeño 
(IAE).  
 
∫
=
=
−=
13000
3000
t
t
SPmedidad dtyyI    (88) 
 
Este índice puede no ser muy elaborado y no representar características muy profundas del 
sistema, pero tiene la gran capacidad de reflejar que tan desviada estuvo una variable de su 
punto de ajuste durante un tiempo definido y permitir comparaciones entre sistemas de 
control tomando la misma variable. Se debe aclarar que las variables no se encuentran 
normalizadas por lo cual no es posible realizar comparaciones entre diferentes variables, 
pero se puede comparar el comportamiento de cada variable en cada uno de los sistemas de 
control implementados en las simulaciones. En la Tabla 4 se muestra el valor obtenido para 
cada variable en las diferentes simulaciones. Las abreviaturas significan: CDM: Control 
Distribuido Modificado (propuesta de esta Tesis), CCP: Control Centralizado Puro y CDP: 
Control Distribuido Puro.  
 
VALOR DEL ÍNDICE 
  TEMPERATURA FRACCIÓN MOL DE CO ALTURA 
Perturbación CDM CCP CDP CDM CCP CDP CDM CCP CDP 
10% abajo X_char 15830 319250* 4278 15,3744 589* 6,9592 2,2873 62* 0,4520 
10% arriba X_char 11987 719420 3896 5,1372 1141 5,5344 1,8835 163 0,3905 
10% abajo T_agua 14779 573120 1154 18,6687 938 2,6270 0,2477 113 0,1097 
10% arriba T_agua 10737 462350 1125 4,5098 767 2,8235 0,4671 99 0,1089 
10% abajo T_aire 12021 458000 1282 10,8074 812 1,3568 0,2358 91 0,1226 
10% arriba T_aire 14107 564430 1326 11,6306 882 1,3721 0,4442 119 0,1181 
10% abajo P_in 11330 583810 2572 4,2074 849 4,0850 0,5363 135 0,3390 
10% arriba P_in 15612 423240 2065 24,0585 815 3,2570 0,2501 76 0,3003 
Tabla 4. Valor del índice de desempeño de los controladores 
*No fue posible realizar una perturbación del 10%, en cambio se realizó una perturbación del 6% del valor 
nominal. Esto hace que este valor no sea válido para comparaciones 
 
Con  ayuda de la Tabla 4 es posible visualizar de manera cuantitativa el comportamiento de 
cada una de las variables frente a cada uno de los sistemas de control mostrados. Con las 
Figuras 81 a 104 es posible proporcionar juicios cualitativos acerca del comportamiento de 
cada uno de los sistemas de control. Por ejemplo si se comparan el sistema de Control 
Distribuido Puro (CDP) con el sistema de Control Distribuido Modificado (CDM), es 
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posible apreciar en las Figuras 81 y 97 que se requieren menor número de “movimientos en 
la corriente de flujo de aire” en el CDM que en el CDP antes de alcanzar un punto de 
operación en Estado Estacionario (EE). Se debe entender por movimientos de la variable 
manipulada al número de veces que esta debe cambiar de dirección antes de alcanzar un 
punto de operación en EE. En esta misma figura puede apreciarse que el CDM hace que el 
flujo de agua de entrada encuentre un EE más rápidamente que en el CDP. En las Figuras 
82 y 98 se aprecia claramente que el flujo de carbón requiere menor número de 
movimientos antes de estabilizarse y estos movimientos son mas “suaves” en el CDM, 
además, encuentra más rápidamente un EE. Entiéndase como movimiento suave de una 
variable el presentar una pendiente de valor pequeño en un intervalo de tiempo dado. En las 
Figuras 83 y 99 Se aprecia como el flujo de agua alcanza el EE mucho más rápido, además, 
como el flujo de carbón presenta menor número de movimientos antes del EE, todo esto en 
el CDM. En las Figuras 84 y 100 junto con 85 y 101 se aprecian movimientos bastante 
rápidos en el flujo de agua en el CDM, este tipo de comportamiento no es deseado debido a 
la incapacidad de la mayoría de los elementos finales de control reales de llevar a cabo 
movimientos de este tipo. En las Figuras 86 y 102 se aprecia también que los movimientos 
de las variables manipuladas flujo de agua y flujo de carbón son más suaves y con menor 
tiempo de establecimiento en el CDM.    
En las Figuras 53 a 60 se puede apreciar que el CCP (implantado a través de un CPBM), no 
funcionó de manera apropiada. Inicialmente se ven errores apreciables de estado 
estacionario, lo que puede llevar a pensar que pudo existir saturación de alguna o incluso 
varias de las variables manipuladas. En las Figuras 89 a 96 se puede apreciar que ninguna 
de las variables manipuladas llegó a saturarse. Debido al pobrísimo comportamiento del 
CCP, no se profundizará en aspectos comparativos con los otros dos sistemas de control, 
pero se tendrá en cuenta a la hora de sacar las conclusiones finales de este trabajo.  
Las Figuras 45 a 52 y 73 a 80 complementan la información proporcionada por la Tabla 4. 
Igual que las figuras que permitieron dar juicios cualitativos para el comportamiento de las 
variables manipuladas, estas gráficas permiten apreciar características que no puede 
evidenciar el índice definido en (88). Por ejemplo, al comparar las Figuras 45 y 73 se puede 
apreciar que en el CDP la variable fracción mol de CO se aleja demasiado de su punto de 
ajuste cuando se aplica la perturbación, alcanzando un valor de aproximadamente 0.38, 
mientras que en el CDM esta variable nunca está por encima de 0.295. Es de aclarar que se 
aprecia que el tiempo de establecimiento es mucho mayor en el CDM, pero la variable 
siempre se mantiene en un valor cercano a su punto de ajuste. En estas mismas gráficas se 
observa como en el CDM la temperatura realiza menor número de movimientos antes de 
alcanzar el EE, al igual que la altura. Resultados similares pueden apreciarse si se comparan 
las Figuras 46 y 74. En las Figuras 47,48, 75 y 76 pueden apreciarse resultados similares a 
los anteriores, con la variable fracción mol de CO presentando un mejor comportamiento en 
el CDM, sacrificando un poco más el comportamiento presentado en la variable 
temperatura. Las Figuras 49, 50, 77 y 78 muestran un error de estado estacionario en la 
variable fracción mol de CO en el CDM, mientras que en el CDP no se presenta este 
problema. En las Figuras 101 y 102 se muestra que el punto de ajuste de la temperatura, el 
punto de ajuste para la altura, el flujo de carbón y el flujo de aire principalmente, para estas 
simulaciones no han llegado a su EE para el tiempo de simulación tomado. Esto indica que 
el sistema de control aún esta tratando de hacer algo por poner a la fracción mol de CO en 
su punto de ajuste. Finalmente en las Figuras 51, 52, 79 y 80 se aprecian comportamientos 
aproximadamente similares en los dos sistemas de control implantados.           
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6. CONCLUSIONES Y TRABAJOS FUTUROS 
 
 
La primera conclusión obligada en este trabajo debe estar orientada al mal desempeño que 
presenta el sistema de Control Centralizado Puro (CCP implantado con un CPBM) (Figuras 
53 a 60). En el capítulo anterior se habló un poco acerca del comportamiento presentado 
por este sistema de control, descartando la posibilidad de saturaciones en las variables 
manipuladas que hicieran que el sistema presentara errores de estado estacionario. Es 
posible pensar entonces en la efectividad del modelo utilizado. Si se observan las Figuras 
63 a 70, una de las apreciaciones fue que el modelo linealizado presentaba en varias 
ocasiones errores apreciables de estado estacionario con respecto al modelo no lineal 
(considerado el proceso real en las simulaciones). Si tenemos en cuenta que el CPBM 
genera su ley de control basándose en una trayectoria óptima para llegar al valor deseado, y 
para ello sólo utiliza el modelo (lineal) con el cual es diseñado, no es para nada 
descabellado pensar que el modelo con el cual se diseñó el controlador no es suficiente para 
controlar la planta no lineal. Por otro lado, debemos notar que el modelo lineal sólo 
representa de manera apropiada al modelo no lineal dentro de cierta región alrededor del 
punto de operación. Las comparaciones entre los dos modelos se llevaron a cabo realizando 
perturbaciones con una magnitud igual a un 10% del valor nominal de cada variable. Con 
estas perturbaciones se apreciaron diferencias notables entre los dos modelos (linealizado y 
no lineal). Las simulaciones realizadas para el CCP fueron obtenidas provocando 
perturbaciones de la misma magnitud en las mismas variables. Esto conlleva a la 
conclusión de que perturbaciones de un 10% del valor nominal probablemente saquen al 
modelo linealizado de aquella región en la cual representa apropiadamente al modelo no 
lineal. Así como en las Figuras 53 a 60 existen algunos comportamientos muy aproximados 
(Figuras 67 y 68), en las simulaciones del CCP también existen dos Figuras (59 y 60) que 
muestran un comportamiento aparentemente aceptable. Esto último ayuda a fortalecer la 
teoría acerca de la responsabilidad del modelo en el mal desempeño del CCP (CPBM). 
En cuanto al CDP, según los valores reportados en la Tabla 4, se puede concluir que es el 
sistema de control más apropiado para este caso. Este sistema de control reporta los valores 
más bajos para el índice de desempeño definido en (88), lo cual sugiere que la desviación 
del punto de ajuste acumulada sobre el horizonte de tiempo definido es más pequeña. Sin 
embargo se deben comparar las características cualitativas de los sistemas CDP y CDM. Si 
se comparan las respuestas dinámicas producidas por ambos sistemas de control ante 
perturbaciones iguales (Figuras 45 a 52 y 73 a 80), se puede apreciar que la variable 
fracción mol de CO presenta un tiempo mucho mayor de establecimiento en el sistema de 
CDM, pero presenta desviaciones del punto de ajuste mucho más pequeñas que en el CDP. 
Esto se torna muy importante si se tiene en cuenta que es precisamente la fracción mol de 
CO la variable que determina la calidad del producto en el proceso que nos ocupa. 
Industrialmente esto significa que, ante una perturbación dada, el CDM tardará mucho más 
en hacer que el sistema produzca nuevamente con especificaciones óptimas, pero mientras 
lo hace seguirá generando un producto que no está muy lejos de la especificación óptima. 
Si se tiene en cuenta que industrialmente los productos manejan un rango de calidad 
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aceptable, el CDM haría que el sistema se mantuviera dentro de ese margen siempre. 
Aunque el CDP tiene una menor desviación a largo plazo, inicialmente la perturbación 
puede llevar al sistema a un punto de operación que genera productos con calidades muy 
pobres. Debe resaltarse que el CDM es capaz de coordinar el comportamiento de los demás 
lazos de control, y alguna variable manipulada directamente con el fin de atenuar el 
impacto de perturbaciones en la respuesta dinámica de la variable que sea de mayor 
relevancia para el proceso. Otra característica de importancia en el CDM es el buen 
comportamiento a pesar de la falta de un modelo preciso de las dinámicas. Anteriormente 
se había mencionado que el CCP no funcionó de manera apropiada debido a la imprecisión 
del modelo con el cual se diseñó. El CDM fue diseñado exactamente con el mismo modelo 
con el que se diseñó el CCP. El error de estado estacionario que presentaba el CCP fue 
corregido indudablemente por las acciones integrales de los controladores locales. Otro 
aspecto que se corrigió fueron las oscilaciones rápidas que mostraba el CCP 
inmediatamente después de que se aplicaba la perturbación. Este efecto pudo ser corregido 
por la incapacidad del controlador PID de dar una respuesta inmediata a los requerimientos 
del CPBM que actuaba como mando central, de esta manera suavizó la respuesta de la 
variable. Se puede concluir que el CDM puede ser diseñado con base en modelos no muy 
elaborados del sistema que se desee controlar, lo cual es una enorme ventaja 
industrialmente hablando, ya que en el mundo industrial se buscan soluciones rápidas, de 
fácil implantación y sobre todo que funcionen. 
Son varios los trabajos de investigación que se pueden pensar como complemento de éste. 
Inicialmente se puede pensar en involucrar un CPBM no lineal como estructura supervisora 
para los controladores locales, esto le otorgaría una mayor fortaleza al método de CDM 
debido a que no se estaría restringido a trabajar en una región cercana alrededor del punto 
en el que se obtuvo un modelo linealizado, aunque comprometería su simplicidad, pero 
sería interesante ver qué tanto aporta el uso de una herramienta como el CPBM no lineal. 
Se debe tener en cuenta que el CPBM diseñado en la capa supervisora actuaba sin 
restricciones, con el fin de poder obtener una solución analítica al problema de control. A 
futuro se podría pensar en implementar un CPBM con restricciones que ayuden al sistema a 
mantenerse exclusivamente dentro de una región de calidad aceptable.  
Un trabajo que indiscutiblemente debe hacerse es la implantación de la propuesta en un 
sistema real, puesto que las simulaciones regularmente distan de la realidad, el método 
funciona en simulaciones, pero su aplicabilidad en el sector industrial requiere que sea 
probado en un equipo experimental. Justamente tal trabajo hace parte del proyecto de 
investigación en curso bajo el patrocinio de ISAGEN y Colciencias.  
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APENDICE A: Expresiones algebraicas obtenidas en Matlab® para la linealización de las 
ecuaciones diferenciales 
 
A continuación se mostrará el programa en Matlab® utilizado para la obtención de las 
matrices A y B con las expresiones de cada entrada para el modelo linealizado. 
El lector puede utilizar este programa directamente en el entorno de Matlab® para 
visualizar las matrices. No se muestran directamente las matrices debido a que el tamaño de 
las expresiones no permite que se puedan apreciar de manera adecuada en este formato, se 
pretende que la versión digitalizada de este trabajo sirva de ayuda al lector que requiera 
apreciar las expresiones matemáticas de la linealización.  
 
syms At h por ro_gas ro_sol Q_prod Q_desv h_conv A_pared R R2 P P_in...           % Parametros generales 
     T T_carbon_in T_pared T_amb T_agua T_aire dT...                              % Temperaturas 
     PM_cen PM_char PM_O2 PM_CO2 PM_alq PM_CO PM_N2 PM_aire PM_H2O...             % Pesos Moleculares 
     A18 A19 A20 A200 E18 E19 E20 E200...                                         % Parametors cineticos 
     C_char C_H2O C_CO2 C_CO C_H2 C_N2 C_cen...                                   % Concentraciones 
     Cv_lecho Cp_Char Cp_H2O Cp_H2O_2 Cp_CO2 Cp_CO Cp_H2 Cp_N2 Cp_cen Cp_aire...  % Capacidades calorificas 
     deltH16 deltH17 deltH18 deltH19 deltH20 deltH200...                          % Entalpias de reaccion 
     F_vol_tot F_carbon F_v_agua F_v_aire...                                      % Flujos de entrada 
     x_char x_vol x_agua x_cen x_alq x_CO2 x_CO...                                % Datos carbon  
     x_O2 x_N2                                                                    % Datos aire 
 
ec_dif = [((R*T/(At*h))*(((((F_v_agua*P_in/((273.15+T_agua)*R))*(PM_H2O/1000)) + F_carbon*x_agua)*(1000/PM_H2O)) + ...         % Presion  
                         (F_carbon*x_vol*x_CO2 + 5*F_carbon*x_vol*x_alq*(PM_CO2/PM_alq) + ...   
                         ((((F_v_aire*P_in/((273.15+T_aire)*R))*(PM_aire/1000))*x_O2/PM_O2)-... 
                         (F_carbon*x_vol*x_alq/PM_alq))*PM_CO2)*(1000/PM_CO2) + (F_carbon*x_vol*x_CO)*(1000/PM_CO) + ...      
                         ((F_v_aire*P_in/((273.15+T_aire)*R))*(PM_aire/1000))*x_N2*(1000/PM_N2) - F_vol_tot*C_H2O - F_vol_tot*C_CO2 - ... 
                         F_vol_tot*C_CO - F_vol_tot*C_H2 - F_vol_tot*C_N2 + ... 
                         (A18*exp(-E18/(R2*T)))*C_char*(C_H2O*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2)) +... 
                         (A19*exp(-E19/(R2*T)))*C_char*(C_CO2*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2)))) + (P/T)*dT 
                     (1/(Cv_lecho*At*h*(por*ro_gas + (1-por)*ro_sol)))*...                          % Temperatura 
                     (-(F_vol_tot*(Cp_Char*C_char + Cp_H2O*C_H2O + Cp_CO2*C_CO2 + ... 
                     Cp_CO*C_CO + Cp_H2*C_H2 + Cp_N2*C_N2 +... 
                     Cp_cen*C_cen)*(T - T_carbon_in)) - ... 
                     ((A18*exp(-E18/(R2*T)))*C_char*(C_H2O*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2))*deltH18 +... 
                     (A19*exp(-E19/(R2*T)))*C_char*(C_CO2*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2))*deltH19 +... 
                     (A20*exp(-E20/(R2*T)))*C_char*(C_H2O*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2))*(C_CO*P/(C_H2O + C_CO2 + C_CO + C_H2 + 
C_N2))*deltH20 +... 
                     (A200*exp(-E200/(R2*T)))*C_char*(C_H2*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2))*(C_CO2*P/(C_H2O + C_CO2 + C_CO + C_H2 + 
C_N2))*deltH200) -... 
                     deltH16*(F_carbon*x_vol*x_alq) - deltH17*(F_carbon*x_char - (F_carbon*x_char - ... 
                     ((((F_v_aire*P_in/((273.15+T_aire)*R))*(PM_aire/1000))*x_O2/PM_O2)-(F_carbon*x_vol*x_alq/PM_alq))*PM_char)) +... 
                     (((F_v_agua*P_in/((273.15+T_agua)*R))*(PM_H2O/1000)) + F_carbon*x_agua)*Cp_H2O_2*(T_agua-T_carbon_in) + ... 
                     ((F_v_aire*P_in/((273.15+T_aire)*R))*(PM_aire/1000))*Cp_aire*(T_aire-T_carbon_in) -... 
                     Q_desv*F_carbon - h_conv*A_pared*(T_pared - T_amb)) 
            (1/(At*h))*(((F_v_aire*P_in/((273.15+T_aire)*R))*(PM_aire/1000))*x_N2*(1000/PM_N2) - F_vol_tot*C_N2)               % Balance N2 
            (1/(At*h))*(((F_carbon*x_char - ((((F_v_aire*P_in/((273.15+T_aire)*R))*(PM_aire/1000))*x_O2/PM_O2)-...            % Balance Char 
                     (F_carbon*x_vol*x_alq/PM_alq))*PM_char)*1000/PM_char) - F_vol_tot*C_char - ... 
                     (A18*exp(-E18/(R2*T)))*C_char*(C_H2O*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2)) -...             
                     (A19*exp(-E19/(R2*T)))*C_char*(C_CO2*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2))) 
            (1/(At*h))*(((((F_v_agua*P_in/((273.15+T_agua)*R))*(PM_H2O/1000)) + F_carbon*x_agua)*(1000/PM_H2O))-...           % Balance H2O 
                     F_vol_tot*C_H2O - (A18*exp(-E18/(R2*T)))*C_char*(C_H2O*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2)) -...               
                      (A20*exp(-E20/(R2*T)))*C_char*(C_H2O*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2))*(C_CO*P/(C_H2O + C_CO2 + C_CO + C_H2 + 
C_N2))+... 
                      (A200*exp(-E200/(R2*T)))*C_char*(C_H2*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2))*(C_CO2*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2))) 
          (1/(At*h))*((F_carbon*x_vol*x_CO2 + 5*F_carbon*x_vol*x_alq*(PM_CO2/PM_alq) +...                                    % Balance CO2 
                      ((((F_v_aire*P_in/((273.15+T_aire)*R))*(PM_aire/1000))*x_O2/PM_O2)-(F_carbon*x_vol*x_alq/PM_alq))*PM_CO2)*(1000/PM_CO2) -... 
                       F_vol_tot*C_CO2 - (A19*exp(-E19/(R2*T)))*C_char*(C_CO2*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2)) +...               
                      (A20*exp(-E20/(R2*T)))*C_char*(C_H2O*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2))*(C_CO*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2)) -
... 
                      (A200*exp(-E200/(R2*T)))*C_char*(C_H2*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2))*(C_CO2*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2))) 
          (1/(At*h))*((F_carbon*x_vol*x_CO)*(1000/PM_CO)- F_vol_tot*C_CO + ...                                               % Balance CO 
                      (A18*exp(-E18/(R2*T)))*C_char*(C_H2O*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2)) +...                  
                      2*(A19*exp(-E19/(R2*T)))*C_char*(C_CO2*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2)) - ... 
                      (A20*exp(-E20/(R2*T)))*C_char*(C_H2O*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2))*(C_CO*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2)) 
+... 
                      (A200*exp(-E200/(R2*T)))*C_char*(C_H2*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2))*(C_CO2*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2))) 
          (1/(At*h))*(- F_vol_tot*C_H2 + (A18*exp(-E18/(R2*T)))*C_char*(C_H2O*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2)) +...     % Balance H2  
                      (A20*exp(-E20/(R2*T)))*C_char*(C_H2O*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2))*(C_CO*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2)) -
... 
                      (A200*exp(-E200/(R2*T)))*C_char*(C_H2*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2))*(C_CO2*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2))) 
          (1/(At*h))*(F_carbon*x_cen*(1000/PM_cen) - F_vol_tot*C_cen)                                                        % Balance Cenizas 
          ((1-por)/(At*ro_sol))*((((F_carbon*x_char - ((((F_v_aire*P_in/((273.15+T_aire)*R))*(PM_aire/1000))*x_O2/PM_O2)-...   % Altura  
                                (F_carbon*x_vol*x_alq/PM_alq))*PM_char)*1000/PM_char) -...  
                                 F_vol_tot*C_char - (A18*exp(-E18/(R2*T)))*C_char*(C_H2O*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2)) - ... 
                                (A19*exp(-E19/(R2*T)))*C_char*(C_CO2*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2)))*(PM_char/1000) + ... 
                                (F_carbon*x_cen*(1000/PM_cen) - F_vol_tot*C_cen)*(PM_cen/1000))]; 
 
% Declaracion de Estados 
  
estados = [P T C_N2 C_char C_H2O C_CO2 C_CO C_H2  C_cen  h]; 
  
% Declaracion de entradas 
  
acc_control = [F_carbon F_v_aire F_v_agua F_vol_tot]; 
perturbac = [x_char x_cen x_vol x_agua T_agua T_aire P_in]; 
entradas = [acc_control perturbac]; 
  
% Calculo de las matrices 
  
A = jacobian(ec_dif,estados); 
  
B = jacobian(ec_dif,entradas); 
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APENDICE B: Programas en Matlab® utilizados 
 
Definición de las variables del modelo 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
%clear all  
close all 
clc 
  
% Para linealizar 
  
% x = 
[20;1153;2409.8132;847.3116;1075.0262;885.411;2208.6068;1309.0242;105.540
3;0.6482]; 
% u = [2.8344e-3;2.2697e-4;1.6045e-4;3.0437e-
5;0.392;0.102;0.459;0.047;327;327;20]; 
   
%%% CONSTANTES 
  
%%% R EN DISTINTAS UNIDADES 
R = 8.20578e-5; % (atm m3/mol K) 
R2 = 0.00831; % (KJ/mol K) 
  
%%% PESOS MOLECULARES 
PMO2 = 32; % (g/mol) 
PMCO2 = 44; % (g/mol) 
PMalq = 300; % (g/mol) 
PMchar = 12; % (g/mol) 
PMH2O = 18; % (g/mol) 
PMN2 = 28; % (g/mol) 
PMCO = 28; % (g/mol) 
PMcen = 90; % (g/mol) 
PMaire = 29; % (g/mol) 
  
%%%CALORES ESPECIFICOS 
Cp_N2 = 0.0323; % (KJ/mol K) 
Cp_Char = 0.0176; % (KJ/mol K) 
Cp_H2O = 0.0413; % (KJ/mol K) 
Cp_CO2 = 0.0516; % (KJ/mol K) 
Cp_CO = 0.0327; % (KJ/mol K) 
Cp_H2 = 0.0306; % (KJ/mol K) 
Cp_CH4 = 0.0714; % (KJ/mol K) 
Cp_Cenizas = 0.0873; % (KJ/mol K) 
  
Cp_H2O_2 = 2.294444; % (KJ/Kg K) 
Cp_aire = 1.1248; % (KJ/Kg K) 
  
Cv_Lecho = 1.2536; % (KJ/Kg K) 
  
%%% DENSIDADES 
Densidad_char = 1000; % (Kg/m3) 
Densidad_cen = 1000; % (Kg/m3) 
 109 
Densidad_gas_aprox = 10; % (Kg/m3) 
Densidad_solidos = 1000; % (Kg/m3) 
Peso_especif_carbon = 1000; % (Kg/m3) 
  
%%% CONSTANTES CINETICAS 
E_k1 = 150; % energia de activacion R1 (KJ/mol) 
E_k2 = 130; % energia de activacion R2 (KJ/mol) 
E_k3 = 110; % energia de activacion R3 (KJ/mol) 
E_k4 = 90; % energia de activacion R4 (KJ/mol) 
E_k44 = 80; % energia de activacion R5 (KJ/mol) 
  
A_k1 = 90; % Factor de colision R1 
A_k2 = 3; % Factor de colision R2 
A_k3 = 0; % Factor de colision R3 
A_k4 = 0.1; % Factor de colision R4 
A_k44 = 0.025; % Factor de colision R4' 
  
  
Delt_H_RXN1 = 190; % Entalpia reacción 1(KJ/mol) 
Delt_H_RXN2 = 180; % Entalpia reacción 2(KJ/mol) 
Delt_H_RXN3 = 0; % Entalpia reacción 3(KJ/mol) 
Delt_H_RXN4 = -33; % Entalpia reacción 4(KJ/mol) 
Delt_H_RXN44 = 33; % Entalpia reacción 5(KJ/mol) 
  
Delt_Hrxn_alq = -22000; % (KJ/KgO2) 
Delt_Hrxn_char = -25600; % (KJ/Kg char) 
  
Calor_Desvolatil = 1700; % (KJ/Kg carbon) 
  
%%% CONTANTES VALVULAS 
K = 1; % Ganancia 
tao = 20; % Tiempo respuesta de valvula 
  
%%% PARAMETROS MODELO 
Porosidad = 0.5; % Adimensional 
Radio_reactor = 0.0375; % (m) 
Altura_total_reactor = 1.4; % (m) 
  
%%% PARAMETROS PERDIDAS AL AMBIENTE 
h_conv = 0.01; % Coeficiente convectivo (KW/m2K) 
T_pared = 60; % Temperatura pared del reactor (ºC) 
T_amb = 25; % Tempertura ambiente (ºC) 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
Linealización de las ecuaciones diferenciales 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Adecuacion del entorno de trabajo 
clc 
%clear all 
  
% Declaracion de variables simbolicas 
syms At h por ro_gas ro_sol Q_prod Q_desv h_conv A_pared R R2 P P_in...           % 
Parametros generales 
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     T T_carbon_in T_pared T_amb T_agua T_aire dT...                              % 
Temperaturas 
     PM_cen PM_char PM_O2 PM_CO2 PM_alq PM_CO PM_N2 PM_aire PM_H2O...             % Pesos 
Moleculares 
     A18 A19 A20 A200 E18 E19 E20 E200...                                         % 
Parametors cineticos 
     C_char C_H2O C_CO2 C_CO C_H2 C_N2 C_cen...                                   % 
Concentraciones 
     Cv_lecho Cp_Char Cp_H2O Cp_H2O_2 Cp_CO2 Cp_CO Cp_H2 Cp_N2 Cp_cen Cp_aire...  % 
Capacidades calorificas 
     deltH16 deltH17 deltH18 deltH19 deltH20 deltH200...                          % 
Entalpias de reaccion 
     F_vol_tot F_carbon F_v_agua F_v_aire...                                      % Flujos 
de entrada 
     x_char x_vol x_agua x_cen x_alq x_CO2 x_CO...                                % Datos 
carbon  
     x_O2 x_N2                                                                    % Datos 
aire 
%    F_char_mol F_H2O_mol F_CO2_mol F_CO_mol F_H2_mol F_N2_mol F_cen_mol...       % Flujos 
molares in 
      
  
  
% F_char_mol = ((F_carbon*x_char - ((F_aire*x_O2/PM_O2)-
(F_carbon*x_vol*x_alq/PM_alq))*PM_char)*1000/PM_char) 
% F_H2O_mol = ((F_agua + F_carbon*x_agua)*(1000/PM_H2O)) 
% F_CO2_mol = (F_carbon*x_vol*x_CO2 + 5*F_carbon*x_vol*x_alq*(PM_CO2/PM_alq) + 
((F_aire*x_O2/PM_O2)-(F_carbon*x_vol*x_alq/PM_alq))*PM_CO2)*(1000/PM_CO2) 
% F_CO_mol = (F_carbon*x_vol*x_CO)*(1000/PM_CO) 
% F_H2_mol = 0 
% F_N2_mol = F_aire*x_N2*(1000/PM_N2) 
% F_cen_mol = F_carbon*x_cen*(1000/PM_cen) 
% Q_prod = - deltH18*(F_carbon*x_vol*x_alq*1000/PM_alq) - ... 
%     deltH19*(F_carbon*x_char*1000/PM_char-((F_carbon*x_char - ((F_aire*x_O2/PM_O2)-
(F_carbon*x_vol*x_alq/PM_alq))*PM_char)*1000/PM_char)) + ... 
%     ((F_agua + F_carbon*x_agua)*(1000/PM_H2O))*Cp_H2O*(T_agua-T_carbon) + 
F_aire*Cp_aire*(T_aire-T_carbon) - Q_desv*F_carbon 
  
% F_agua = ((F_v_agua*P_in/((273.15+T_agua)*R))*(PM_H2O/1000)) 
% F_aire = ((F_v_aire*P_in/((273.15+T_aire)*R))*(PM_aire/1000)) 
  
% Vector de Ecuaciones Diferenciales a linealizar 
  
%  
ec_dif = [((R*T/(At*h))*(((((F_v_agua*P_in/((273.15+T_agua)*R))*(PM_H2O/1000)) + 
F_carbon*x_agua)*(1000/PM_H2O)) + ...         % Presion  
                         (F_carbon*x_vol*x_CO2 + 5*F_carbon*x_vol*x_alq*(PM_CO2/PM_alq) + 
...   
                         ((((F_v_aire*P_in/((273.15+T_aire)*R))*(PM_aire/1000))*x_O2/PM_O2)-
... 
                         (F_carbon*x_vol*x_alq/PM_alq))*PM_CO2)*(1000/PM_CO2) + 
(F_carbon*x_vol*x_CO)*(1000/PM_CO) + ...      
                         
((F_v_aire*P_in/((273.15+T_aire)*R))*(PM_aire/1000))*x_N2*(1000/PM_N2) - F_vol_tot*C_H2O - 
F_vol_tot*C_CO2 - ... 
                         F_vol_tot*C_CO - F_vol_tot*C_H2 - F_vol_tot*C_N2 + ... 
                         (A18*exp(-E18/(R2*T)))*C_char*(C_H2O*P/(C_H2O + C_CO2 + C_CO + C_H2 
+ C_N2)) +... 
                         (A19*exp(-E19/(R2*T)))*C_char*(C_CO2*P/(C_H2O + C_CO2 + C_CO + C_H2 
+ C_N2)))) + (P/T)*dT 
                     (1/(Cv_lecho*At*h*(por*ro_gas + (1-por)*ro_sol)))*...                          
% Temperatura 
                     (-(F_vol_tot*(Cp_Char*C_char + Cp_H2O*C_H2O + Cp_CO2*C_CO2 + ... 
                     Cp_CO*C_CO + Cp_H2*C_H2 + Cp_N2*C_N2 +... 
                     Cp_cen*C_cen)*(T - T_carbon_in)) - ... 
                     ((A18*exp(-E18/(R2*T)))*C_char*(C_H2O*P/(C_H2O + C_CO2 + C_CO + C_H2 + 
C_N2))*deltH18 +... 
                     (A19*exp(-E19/(R2*T)))*C_char*(C_CO2*P/(C_H2O + C_CO2 + C_CO + C_H2 + 
C_N2))*deltH19 +... 
                     (A20*exp(-E20/(R2*T)))*C_char*(C_H2O*P/(C_H2O + C_CO2 + C_CO + C_H2 + 
C_N2))*(C_CO*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2))*deltH20 +... 
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                     (A200*exp(-E200/(R2*T)))*C_char*(C_H2*P/(C_H2O + C_CO2 + C_CO + C_H2 + 
C_N2))*(C_CO2*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2))*deltH200) -... 
                     deltH16*(F_carbon*x_vol*x_alq) - deltH17*(F_carbon*x_char - 
(F_carbon*x_char - ... 
                     ((((F_v_aire*P_in/((273.15+T_aire)*R))*(PM_aire/1000))*x_O2/PM_O2)-
(F_carbon*x_vol*x_alq/PM_alq))*PM_char)) +... 
                     (((F_v_agua*P_in/((273.15+T_agua)*R))*(PM_H2O/1000)) + 
F_carbon*x_agua)*Cp_H2O_2*(T_agua-T_carbon_in) + ... 
                     ((F_v_aire*P_in/((273.15+T_aire)*R))*(PM_aire/1000))*Cp_aire*(T_aire-
T_carbon_in) -... 
                     Q_desv*F_carbon - h_conv*A_pared*(T_pared - T_amb)) 
            
(1/(At*h))*(((F_v_aire*P_in/((273.15+T_aire)*R))*(PM_aire/1000))*x_N2*(1000/PM_N2) - 
F_vol_tot*C_N2)               % Balance N2 
            (1/(At*h))*(((F_carbon*x_char - 
((((F_v_aire*P_in/((273.15+T_aire)*R))*(PM_aire/1000))*x_O2/PM_O2)-...            % Balance 
Char 
                     (F_carbon*x_vol*x_alq/PM_alq))*PM_char)*1000/PM_char) - 
F_vol_tot*C_char - ... 
                     (A18*exp(-E18/(R2*T)))*C_char*(C_H2O*P/(C_H2O + C_CO2 + C_CO + C_H2 + 
C_N2)) -...             
                     (A19*exp(-E19/(R2*T)))*C_char*(C_CO2*P/(C_H2O + C_CO2 + C_CO + C_H2 + 
C_N2))) 
            (1/(At*h))*(((((F_v_agua*P_in/((273.15+T_agua)*R))*(PM_H2O/1000)) + 
F_carbon*x_agua)*(1000/PM_H2O))-...           % Balance H2O 
                     F_vol_tot*C_H2O - (A18*exp(-E18/(R2*T)))*C_char*(C_H2O*P/(C_H2O + C_CO2 
+ C_CO + C_H2 + C_N2)) -...               
                      (A20*exp(-E20/(R2*T)))*C_char*(C_H2O*P/(C_H2O + C_CO2 + C_CO + C_H2 + 
C_N2))*(C_CO*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2))+... 
                      (A200*exp(-E200/(R2*T)))*C_char*(C_H2*P/(C_H2O + C_CO2 + C_CO + C_H2 + 
C_N2))*(C_CO2*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2))) 
          (1/(At*h))*((F_carbon*x_vol*x_CO2 + 5*F_carbon*x_vol*x_alq*(PM_CO2/PM_alq) +...                                    
% Balance CO2 
                      ((((F_v_aire*P_in/((273.15+T_aire)*R))*(PM_aire/1000))*x_O2/PM_O2)-
(F_carbon*x_vol*x_alq/PM_alq))*PM_CO2)*(1000/PM_CO2) -... 
                       F_vol_tot*C_CO2 - (A19*exp(-E19/(R2*T)))*C_char*(C_CO2*P/(C_H2O + 
C_CO2 + C_CO + C_H2 + C_N2)) +...               
                      (A20*exp(-E20/(R2*T)))*C_char*(C_H2O*P/(C_H2O + C_CO2 + C_CO + C_H2 + 
C_N2))*(C_CO*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2)) -... 
                      (A200*exp(-E200/(R2*T)))*C_char*(C_H2*P/(C_H2O + C_CO2 + C_CO + C_H2 + 
C_N2))*(C_CO2*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2))) 
          (1/(At*h))*((F_carbon*x_vol*x_CO)*(1000/PM_CO)- F_vol_tot*C_CO + ...                                               
% Balance CO 
                      (A18*exp(-E18/(R2*T)))*C_char*(C_H2O*P/(C_H2O + C_CO2 + C_CO + C_H2 + 
C_N2)) +...                  
                      2*(A19*exp(-E19/(R2*T)))*C_char*(C_CO2*P/(C_H2O + C_CO2 + C_CO + C_H2 
+ C_N2)) - ... 
                      (A20*exp(-E20/(R2*T)))*C_char*(C_H2O*P/(C_H2O + C_CO2 + C_CO + C_H2 + 
C_N2))*(C_CO*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2)) +... 
                      (A200*exp(-E200/(R2*T)))*C_char*(C_H2*P/(C_H2O + C_CO2 + C_CO + C_H2 + 
C_N2))*(C_CO2*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2))) 
          (1/(At*h))*(- F_vol_tot*C_H2 + (A18*exp(-E18/(R2*T)))*C_char*(C_H2O*P/(C_H2O + 
C_CO2 + C_CO + C_H2 + C_N2)) +...     % Balance H2  
                      (A20*exp(-E20/(R2*T)))*C_char*(C_H2O*P/(C_H2O + C_CO2 + C_CO + C_H2 + 
C_N2))*(C_CO*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2)) -... 
                      (A200*exp(-E200/(R2*T)))*C_char*(C_H2*P/(C_H2O + C_CO2 + C_CO + C_H2 + 
C_N2))*(C_CO2*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2))) 
          (1/(At*h))*(F_carbon*x_cen*(1000/PM_cen) - F_vol_tot*C_cen)                                       
% Balance Cenizas 
          ((1-por)/(At*ro_sol))*((((F_carbon*x_char - 
((((F_v_aire*P_in/((273.15+T_aire)*R))*(PM_aire/1000))*x_O2/PM_O2)-...   % Altura  
                                (F_carbon*x_vol*x_alq/PM_alq))*PM_char)*1000/PM_char) -...  
                                 F_vol_tot*C_char - (A18*exp(-
E18/(R2*T)))*C_char*(C_H2O*P/(C_H2O + C_CO2 + C_CO + C_H2 + C_N2)) - ... 
                                (A19*exp(-E19/(R2*T)))*C_char*(C_CO2*P/(C_H2O + C_CO2 + C_CO 
+ C_H2 + C_N2)))*(PM_char/1000) + ... 
                                (F_carbon*x_cen*(1000/PM_cen) - 
F_vol_tot*C_cen)*(PM_cen/1000))]; 
                           
% Declaracion de Estados 
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estados = [P T C_N2 C_char C_H2O C_CO2 C_CO C_H2  C_cen  h]; 
  
% Declaracion de entradas 
  
acc_control = [F_carbon F_v_aire F_v_agua F_vol_tot]; 
perturbac = [x_char x_cen x_vol x_agua T_agua T_aire P_in]; 
entradas = [acc_control perturbac]; 
  
% Calculo de las matrices 
  
A = jacobian(ec_dif,estados); 
  
B = jacobian(ec_dif,entradas); 
  
% Valores de parametros 
  
% ESTADOS 
P = 20; 
h = 0.6482; 
T = 1153; 
C_char = 842.02; 
C_H2O = 894.59; 
C_CO2 = 919.83; 
C_CO = 2204.46; 
C_H2 = 1275.99; 
C_N2 = 2578.19; 
C_cen = 106.21; 
  
% ENTRADAS 
F_vol_tot = 2.1488e-5; 
F_carbon = 2.0137e-3;  
F_v_aire = 1.7143e-4;  
F_v_agua =1.019e-4; 
x_char = 0.392; 
x_cen = 0.102; 
x_vol = 0.459; 
x_agua = 0.047; 
x_CO = 0.15; 
x_CO2 = 0.25; 
x_alq = 0.60; 
x_O2 = 0.2317; 
x_N2 = 0.7683; 
T_agua = 327; 
T_aire = 327; 
P_in = 20; 
  
%Q_prod = 19.2104; 
%F_char_mol = 0.0758;  
%F_H2O_mol = 0.0726;  
%F_CO2_mol = 0.0372; 
%F_CO_mol = 6.9696e-3; 
%F_H2_mol = 0;  
%F_N2_mol = 0.0733; 
%F_cen_mol = 3.2123e-3; 
  
Constantes_Gasificador 
  
% Otros parametros 
R = R; 
R2 = R2; 
pi = 3.141592653589793; 
At = pi*(Radio_reactor^2); 
por = Porosidad;  
ro_gas = Densidad_gas_aprox; 
ro_sol = Densidad_solidos; 
T_carbon_in = 27; 
dT = 0; 
Q_desv = Calor_Desvolatil; 
  
PM_cen = PMchar; 
PM_char = PMcen; 
 113 
PM_O2 = PMO2;  
PM_CO2 = PMCO2; 
PM_alq = PMalq; 
PM_CO = PMCO; 
PM_N2 = PMN2; 
PM_aire = PMaire; 
PM_H2O = PMH2O; 
  
  
h_conv = h_conv; 
A_pared = ((2*Radio_reactor)^2)*Altura_total_reactor; 
T_pared = T_pared; 
T_amb = T_amb; 
  
A18 = A_k1; 
A19 = A_k2; 
A20 = A_k4; 
A200 = A_k44; 
E18 = E_k1; 
E19 = E_k2; 
E20 = E_k4; 
E200 = E_k44; 
  
Cv_lecho = Cv_Lecho; 
Cp_Char = Cp_Char; 
Cp_H2O = Cp_H2O; 
Cp_H2O_2 = Cp_H2O_2;  
Cp_CO2 = Cp_CO2; 
Cp_CO = Cp_CO; 
Cp_H2 = Cp_H2; 
Cp_N2 = Cp_N2;  
Cp_cen = Cp_Cenizas; 
Cp_aire = Cp_aire; 
  
deltH16 = Delt_Hrxn_alq; 
deltH17 = Delt_Hrxn_char; 
deltH18 = Delt_H_RXN1; 
deltH19 = Delt_H_RXN2; 
deltH20 = Delt_H_RXN4; 
deltH200 = Delt_H_RXN44; 
  
A_lin = eval(A); 
B_lin = eval(B); 
est = eval(estados); 
ent = eval(entradas); 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
Definición del modelo para el diseño del controlador predictivo 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
[A1,B1,C1,D1] = linmod('Modelo_para_linealizar_in_out_Nov24'); 
modeltotal1 = ss(A1,B1,C1,D1); 
modeltotal2 = ssbal(modeltotal1); 
% modeltotal = ss(modeltotal,'min'); 
set(modeltotal2,'outputnames',{'P';'T';'%mol_CO';'Altura';'Delta 
P';'C_H2O';'C_CO2';'C_H2'}); 
set(modeltotal2,'inputnames',{'h_SP';'T_SP';'F_H2O';'x_char';'x_cen';'x_v
ol';'x_agua';'T_agua';'T_aire';'P_in'}); 
% modeltotal2tf = zpk(modeltotal2); 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
