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Abstract 
Decentralised small-scale wind energy harvesting in urban environments, as one of the potential 
solutions to tackle the energy crisis and climate change, requires the development of flow 
enhancement techniques in a fairly turbulent urban wind condition. This study proposes two types 
of building and façade configurations, including adaptive Double Skin Façade (DSF) and 
aerodynamic through-building openings, to enhance wind energy harvesting in and around 
buildings. Depending on their layout configuration, the two proposals form various types of 
confined aerodynamic duct-shape corridors suitable for installing wind turbines.  
The desirable wind flow characteristics for wind energy harvesting including speed, uniformity 
and unidirectionality of the wind flow and undesirable wind turbulence were investigated inside 
the different layout configurations of the corridors. The effect of wind speed and direction, urban 
terrain, aerodynamic modifications of layout configurations and wind turbines on the flow 
characteristics, and the effect of local wind data on annual energy production of the two proposed 
designs were studied. 
A series of wind tunnel tests in two phases were conducted utilising flow measurement techniques 
including hot-wire anemometry, Cobra probe measurements, tuft visualizations and Particle Image 
Velocimetry (PIV). Several Computational Fluid Dynamics (CFD) simulations using steady and 
unsteady RANS were also performed to investigate the mechanisms and characteristics of the flow 
inside different layout configurations of DSF and through-building openings. CFD results were 
properly validated against the wind tunnel data using statistical performance analysis, which 
showed the capability of the steady RANS, SST k-ω in particular, to estimate the mean flow 
characteristics inside the corridors. 
The results showed that the DSF with proper aerodynamic modifications including recessed 
regions and curved walls effectively channel and enhance the wind flow inside corridors for a wide 
range of wind directions, and hence, is a potential technique for enhancing wind flow in urban 
environments. It was found that proper aerodynamic modifications of the DSF maintain the 
amplified wind velocity inside the corridors up to the wind direction of ±45° to the corridor’s axis. 
Within this range of wind directions, the mean velocity inside the leading side corridors of the 
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layout with the proper modifications got almost doubled as compared with the free-stream 
velocity. The results showed that the aerodynamic modifications and the confined area of the 
corridors contribute substantially to the reduction of turbulence intensity by about 25%. 
Considering wind coming in any direction, the middle region of the corridors, where wind flow is 
relatively uniform and unidirectional, is a suitable location for installing wind turbines.  
To investigate the effectiveness of utilising the adaptive DSF for wind energy harvesting in the 
real world, an assessment method to incorporate the local wind data into CFD simulations was 
developed. The method then was applied to case studies where the annual energy production of 
four Australian cities (Sydney, Melbourne, Brisbane and Adelaide) were assessed in different 
urban terrains. From the case studies, it was shown that wind turbines inside the proposed DSF 
system can annually generate up to 50% more energy than wind turbines in the free-stream 
condition, if the building is in an open terrain, and 22%–45% more energy if the building is in 
dense urban and suburban areas. It was also found that installing wind turbines on the top-third 
height of the DSF of a tall building annually generate 130-197 MWh energy, which is sufficient 
to power 30-50 average houses.  
Investigation of the flow characteristics inside five different layout configurations of through-
building openings using two-dimensional PIV measurements showed that the layout with recessed 
regions and curved walls (Layout 3), and the hexagonal-shaped layout with converging-diverging 
passages and curved walls (Layout 5) which have a large span of relatively high, unidirectional, 
and uniform velocities with low velocity fluctuations are more suitable layouts for wind energy 
harvesting. When wind blows along the direction of corridor’s axis, the average of streamwise 
mean velocity at the middle of Layout 3 and Layout 5 is 25% and 33% greater than that of the 
layout without any modifications (Layout 1), corresponding to 95% and 135% greater wind power 
density at the middle of Layout 3 and Layout 5 than Layout 1, respectively. It was found that the 
converging-diverging passage, the middle section’s constant cross-section and well-rounded 
corners in Layout 5 effectively contribute to the amplification of streamwise velocity, and the 
progressive reduction of vertical mean velocity, the streamwise and vertical velocity fluctuations. 
It was also shown that converging inlet in the diamond-shaped Layout (Layout 4) and the 
hexagonal-shaped layout (Layout 5) contributes to the steadiness and uniformity of the wind flow. 
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Investigation on the performance of one set of wind turbines incorporated into Layout 4 showed 
that the velocity inside the corridors is preserved up to the wind direction of ±60° to the corridor’s 
axis. It was shown that installing one, two and three sets of cascaded wind turbines inside the 
corridors of Layout 4 reduces the velocity inside the corridors 20%, 30%, and 40%, respectively, 
as compared with the cavity flow velocity without any wind turbine. It was found that one, two 
and three sets of wind turbines are more suitable for free-stream wind with low (6 – 9 m/s), 
moderate (9 – 12 m/s), and high (12 – 15 m/s) speeds, respectively. It was also found that in 
moderate to high wind speeds, one, two and three sets of cascaded wind turbines installed inside 
the through-building openings can generate up to 100%, 80% and 50% more energy than the same 
number of wind turbines in free-stream, respectively. This study concludes that an optimised 
adaptive DSF system and aerodynamic through-building openings can be effective elements of an 
integrated approach for decentralised energy harvesting in urban environments.  
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 Introduction 
 
1.1. Background 
The increasing global concern about climate change and energy crisis has necessitated the 
development of technologies to reach and exploit renewable energy in unexplored regions. As 
such, decentralised small-scale wind energy harvesting in urban environments has gained 
momentum and attracted increasing attention in recent years. To maximise the potential of urban 
energy harvesting, it is vital to develop techniques to enhance the wind flow characteristics in 
urban environments, which generally suffer from low wind speed and high turbulence. This study 
explores two potential aerodynamic devices in high-rise buildings for wind energy generation. In 
this chapter, the status of renewable energy and the wind climate in Australia are demonstrated in 
Sections 1.1.1 and 1.1.2, respectively. The body of literature related to wind energy harvesting and 
wind resource assessment in urban environments in Section 1.1.3, and aerodynamic devices 
available in urban landscapes to enhance wind flow characteristics in Section 1.1.4 are reviewed. 
The issues with existing techniques are discussed in Section 1.2, and the aim and objectives of the 
study are discussed in Section 1.2 1.3. Then, the proposed solutions are briefly discussed in Section 
1.4, including adaptive Double Skin Façade (DSF) in Section 1.4.1 and through-building openings 
in Section 1.4.2. The strength, the impact and the innovation of the study are elaborated in Sections 
1.5, 1.6 and 1.7, respectively. Finally, the outline of the thesis is presented in Section 1.8.  
1.1.1. Australia’s renewable energy status 
Substantial efforts have been made globally to harvest renewable and clean energy in a variety of 
scales due to its obvious advantages of reducing carbon emissions, mitigating global warming 
effects, supplying a portion of increasing energy demand, and diversifying energy resources. 
Hence, many governments have set targets for electricity generation from renewable resources. In 
Australia, renewable energy generation of around 42,000 GWh contributed to 17.3% of the total 
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electricity generation in 2016, with 5.3% sourced from wind energy. While 17,500 GWh 
renewable energy was generated under the Large-scale Renewable Energy Target (LRET), it has 
been confirmed by the Australian government that 33,000 GWh  large scale renewable energy will 
be generated by 2020 (Clean Energy Council, 2016). The Small-scale Renewable Energy Scheme 
(SRES) of Australia is uncapped and supports the installation of new small-scale renewable energy 
generation systems such as rooftop solar panels, small wind turbines, solar water heaters and 
micro-hydro systems (Clean Energy Regulator, 2015). In total, the 2.6 million small-scale energy 
systems (largely solar panels) installed in Australia can generate or displace 10,000 GWh 
electricity, enough to power 1.6 million average Australian households. Despite this impressive 
output, the portion of small-scale wind energy generation in the total SRES of Australia is still 
very small. 
1.1.2. Australian wind climate 
In general, the atmospheric boundary layer in regions close to the ocean is thinner, and the wind 
is generally faster and more consistent than the inland wind. Since the majority of the population 
in many countries, including Australia, resides along coastal regions, there are strict limitations in 
developing wind farms close to urban areas (Yusaf et al., 2011). However, these regions are the 
most suitable sites for installing small-scale wind turbines in and around buildings. The most 
populated Australian cities, especially those in the eastern regions, are located along the coastlines, 
where the wind speed is generally suitable for energy harvesting  (Kurji and Arjomandi, 2013). 
This can be seen in the wind map of Australia in Figure 1.1 and wind roses of four major cities in 
Australia in Figure 1.2. To meet the increasing energy demand in the residential sector, Australia 
needs to improve its national energy generation capacity, which can be partially achieved by 
implementing micro-grid energy generation systems in built urban environments. 
1.1.3. Wind energy harvesting in urban environments 
While creating wind farms on the periphery of built environments is a well-developed approach to 
harvest wind energy, a relatively new method of small-scale decentralised wind turbines in urban 
environments has been attracting increasing attention in recent years. This approach takes 
advantage of harvesting at the point of use, thus reducing the cost and energy loss of the power 
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distribution network. It can also promote the knowledge of users through their close involvement 
in the process of generating power (Mithraratne, 2009). Moreover, due to its decentralised nature, 
small-scale wind energy harvesting can secure supply and reduce large-scale outages especially 
during peak demand times.  
 
Figure 1.1. Wind map of Australia (©Windlab Systems Pty Ltd 2007). 
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Figure 1.2. Wind roses of four major cities in Australia: Sydney, Melbourne, Adelaide, and Brisbane. 
In the last two decades, increasing efforts have been made to harvest wind energy in urban 
environments in the following ways: acquiring a good understanding of urban physics, assessing 
wind resource in urban environments, enhancing flow characteristics via aerodynamic devices and 
architectural modifications, assessing urban wind turbines (Toja-Silva et al., 2013), introducing 
new technologies, studying the methods of integration, optimising energy performance and 
investigating undesirable vibration and noise issues of building-mounted wind turbines  (Drew et 
al., 2013; Karthikeya et al., 2016; Ledo et al., 2011; Millward-Hopkins et al., 2013; Sunderland et 
al., 2013; Tripanagnostopoulos et al., 2004; Walker, 2011; Yang et al., 2016). One major challenge 
is to increase the power output of building-integrated wind turbines by enhancing the incident wind 
characteristics. A possible solution to this challenge is to develop aerodynamic devices in the urban 
landscape. The confirmation of the economic viability of such technology, and the subsequent 
commercial emergence of the devices in the market can pave the way for more in-depth research 
and development relevant to this area. 
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1.1.4. Aerodynamic devices in urban landscapes 
Since urban environments generally suffer from low wind speed and high turbulence, it is essential 
to identify aerodynamic devices available in urban landscapes or develop new integrated 
techniques that can enhance the wind flow to a suitable level for energy generation. In general, 
potential locations in and around buildings (particularly high-rise buildings) for installing wind 
turbines and accommodating aerodynamic devices can be classified into four categories: (a) on 
rooftop, (b) between two buildings, (c) inside through-building openings, and (d) integration into 
a building's skin (Figure 1.3).  
(a)  On rooftops: The existing literature has been mainly focused on the application of wind 
turbines on the rooftop of buildings. The main reason for rooftop installations of wind turbines is 
that the local wind velocity has achieved its highest magnitude, due to not only the maximum 
elevation from the ground, but also the amplification as the result of the concentration of the bypass 
flow over the building. However, a roof top wind turbine must be located above the separated shear 
layer created by the edge of the roof. If a turbine is installed within the separated region, the 
reversal and high turbulence wind flow dramatically reduces the efficiency of the turbine.  
(b)  In between two buildings: While the studies of flow characteristics in the passages between 
two buildings were primarily attributed to pedestrian comfort (Blocken et al., 2008a, 2008b; Li et 
al., 2015), the amplified wind speeds between neighbouring buildings can be exploited for energy 
generation. The main drawback of utilising wind energy in between buildings is that this method 
needs to be considered in early stage of urban planning and the design of neighbouring buildings. 
Moreover, while upper elevations may benefit from high wind speeds, at lower levels it may cause 
discomfort for pedestrians.  
(c)  Inside through-building openings: Through-building openings typically take advantage of 
the pressure difference between inlet and outlet, as a result of the building’s exposure to the wind 
(Toja-Silva et al., 2015a). By proper modifications, through-building openings can also serve as 
refuge floors. The dual purpose of through-building openings can make the entire integrated 
system more economically viable. In an infrequent case of emergency evacuation from refuge 
floors, consideration should be made in design to limit wind speeds within the tunnels (e.g. by 
means of activating blockage screens in the tunnels). This method also needs early planning in the 
design of the building. 
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(d) Integration into building’s skin: The integration of a wind turbine into the skin of buildings 
is a fairly new concept. Park et al. (2015) proposed to incorporate micro wind turbines into the 
entrance of a ventilated façade and use guide vanes to increase wind velocity to a sufficient level 
for harvesting.  
 
(a) (b) (c) (d) 
Figure 1.3. Possible locations for mounting wind turbine systems: (a) on rooftops, (b) in between two buildings, 
(c) inside through-building openings, (d) integration into building’s skin. 
The enhancement of the wind speed in these locations shown in Figure 1.3 is affected by a number 
of factors. These include the height of the building, the roof shape and the shadow effect of 
surrounding buildings. Table 1.1 lists recent studies that evaluate wind power in potential locations 
in and around buildings for wind energy harvesting. While the potential locations shown in Figure 
1.3 specifically refer to the locations where a wind turbine can be integrated or embedded to a 
building, another category can be recognized when the wind turbine is placed in a suitable location 
downstream of a building to take advantage of the enhanced flow passed over the building.  
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Table 1.1. Non-Exhaustive overview of literature available for wind energy assessment in and around buildings 
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Rooftop: 
(Abohela et al., 2013) Generic Single Low to Mid 
Rise 
Y N N CFD RANS / 3D / SS RKE ABL 
(Lu and Ip, 2009) Generic Multiple High Rise N N N CFD / LWD RANS / 3D / SS SKE ABL 
(Toja-Silva et al., 2015a) Generic Single Mid Rise N N N CFD RANS / 3D / SS different RANS ABL 
(Wang et al., 2015) Generic Two 
buildings 
Low Rise N N N CFD RANS / 3D / SS SKE ABL 
(Mertens, 2003) Generic Single Mid Rise N N N CFD RANS / 3D / SS SKE IBL 
(Balduzzi et al., 2012) Generic Multiple Mixed Y N N CFD RANS / 2D / SS SKE IBL 
(Watson et al., 2007) Generic Single Low Rise N Y Y CFD RANS / 3D / SS SST ABL 
(Tabrizi et al., 2014) Specific Single Low Rise Y N N CFD / FM / LWD RANS / 3D / SS SST 
 
(Heath et al., 2007) Specific Multiple Low Rise Y N N CFD RANS / 3D / U SKE IBL 
(Toja-Silva et al., 2015b) Generic Single High Rise N N N CFD RANS / 3D / SS SKE 
 
(Lu and Sun, 2014) Specific Single High Rise N N N CFD / LWD RANS / 3D / SS RNG 
 
(Ledo et al., 2011) Specific Multiple Low Rise Y N N CFD RANS / 3D / QS SST IBL 
(Chong et al., 2016) Generic Single Low Rise N N Y CFD RANS / 2D / SS - IB 
(Romanic et al., 2017) Specific Multiple Mixed Y N N CFD / LWD RANS / 3D / SS SST IBL 
(Yang et al., 2016) Specific Multiple Mixed Y N N CFD / FM / LWD RANS / 3D / SS RKE 
 
(Kim et al., 2016) Specific Single High Rise Y N N CFD / FM / LWD  RANS / 3D / SS modified k–ε 
 
(Kono et al., 2016) Generic Single High Rise N N N CFD LES - 
 
(Larin et al., 2016) Generic Single Low Rise N Y N CFD RANS / 3D / U RKE ABL 
(Krishnan and Paraschivoiu, 
2016) 
Generic Single Low Rise N Y Y CFD RANS / 3D / U RKE ABL 
(Park et al., 2016) Specific  High Rise Y Y Y WT / FS - - 
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In between two buildings: 
(Lu and Ip, 2009) Generic Multiple High Rise N N N CFD  RANS / 3D / SS SKE ABL 
(Khayrullina et al., 2013) Generic Two 
Buildings 
High Rise N N N CFD / LWD 
 
RKE ABL 
(Smith and Killa, 2007) Specific Two 
Buildings 
High-Rise N N N Report - - 
 
(Chaudhry et al., 2015) Generic Two 
Buildings 
High Rise N N N CFD / LWD 
 
SKE ABL 
(Heo et al., 2016) Generic Two 
Buildings 
High Rise N Y N CFD  URANS SST ABL 
  
 
        
Through-building openings 
(Li et al., 2016) Specific Single High Rise Y N Y WT / LWD - - ABL 
(Hassanli et al., 2016) Generic Single High Rise N N Y CFD  RANS / 3D / SS SST ABL 
(Dannecker and Grant, 2002) Generic Single - N N Y CFD / WT / LWD RANS / 3D / SS SKE 
 
  
 
        
Integration into building’s skin: 
(Park et al., 2015) Generic Single High Rise N Y Y CFD / WT / LWD RANS / 2D / SS SKO Uniform 
(Hassanli et al., 2017) Generic Single High Rise N N Y CFD / WT RANS / 3D / SS SST ABL 
  
 
        
Adjacent to building: 
(Padmanabhan, 2013) - - - N N Y CFD / FS RANS / 3D / SS SKE Uniform 
(White and Wakes, 2014) Generic Single Low-Rise N N N CFD RANS / 3D / SS SKE ABL 
RANS = Reynolds-Averaged Navier Stokes, URANS = Unsteady RANS, LES = Large Eddy Simulation. LWD = local wind data, FM = field measurement, FS = full scale, WT = wind tunnel, 3D = 
three-dimensional, 2D = two-dimensional, SS = Steady-State, QS = Quasi-State, U=Unsteady, SKE = Standard k–ε model, RKE = Realizable k–ε model, RNG = RNG k–ε model, SKO = Standard 
k-ω, SST = SST k-ω model, ABL = Atmospheric Boundary Layer profile, IBL = Internal Boundary Layer Profile.
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The conventional techniques or methods for wind resource assessment shown in column 8th of 
Table 1.1, involve installing anemometers and on-site measurements (Heath et al., 2007). 
However, these measurement campaigns are usually lengthy and not economically feasible for 
small-scale projects (Heo et al., 2016; Yang et al., 2016). Moreover, due to the geometrical 
complexity of urban environments, wind flow can change substantially over relatively small 
distances, and therefore the traditional techniques are not capable of mapping wind flow with 
a sufficient level of resolution (Tabrizi et al., 2014). The alternatives can be full-scale testing 
and wind tunnel testing of scaled models. Computational Fluid Dynamics (CFD), as the main 
method  in Table 1.1, has been proven to be an affordable, effective and more robust alternative 
for investigating flow characteristics in built environments (Chaudhry et al., 2015; Yang et al., 
2016). 
The accuracy of the wind flow simulation and the power of computing resources are the main 
factors to be considered when choosing an appropriate CFD method (Ledo et al., 2011; Tabrizi 
et al., 2014). Hence, there is always a compromise between accuracy and computational cost 
(Toja-Silva et al., 2015a). Although Large Eddy Simulation (LES) can potentially provide 
more accurate results and better agreement with experimental data, its computational cost is 
still not affordable in many projects because it needs very high-resolution computational grids. 
As the complexity of the model increases, LES simulations can lead to erroneous and 
unrealistic results if not correctly modelled. The Reynolds-Averaged Navier-Stokes (RANS) 
equations, coupled with a range of suitable turbulent models, are commonly used due to their 
efficiency (Toja-Silva et al., 2015b). One of the parameters affecting the accuracy of RANS 
simulations is turbulence model. Mixed conclusions are found regarding the most accurate 
RANS turbulence model for simulating the flow in urban environments (Larin et al., 2016). 
Nevertheless, the standard and realizable 𝑘 − 𝜀  models are widely used for modelling an 
atmospheric boundary layer and flow around buildings (Dannecker and Grant, 2002). The 
Shear Stress Transport (SST) 𝑘 − 𝜔 model has been shown to be capable of predicting the flow 
separation under an adverse pressure gradient more accurately than 𝑘 − 𝜀  models, and is more 
reliable in cases of bounded flow and ducted flow (Ledo et al., 2011; Tabrizi et al., 2014; 
Watson et al., 2007). 
In general, Table 1.1 shows that the potential of high-rise buildings for wind energy generation 
is great because of the high wind velocities around those with little shadowing effect from the 
low to mid-rise neighbouring buildings (Li et al., 2016; Park et al., 2016; Toja-Silva et al., 
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2015a). Low-rise buildings are the main interest in rural areas (White and Wakes, 2014), and 
suburban areas with a great number of low to mid-rise buildings (Heath et al., 2007).  
In Table 1.1, the term ‘Specific’ refers to target building models that are replicated from real 
buildings in specific locations. ‘Generic’ refers to the generic forms of a building which do not 
necessarily represent a real building. When investigating the flow in or around specific 
buildings through CFD simulations or wind tunnel tests, it is often that the effects from the 
surrounding buildings are considered (Balduzzi et al., 2012; Ledo et al., 2011). However, 
surrounding buildings are often not modelled when the primary focus of a study is to identify 
potential locations for installing a wind turbine, or to study the effect of building geometrical 
characteristics such as roof shape on wind energy harvesting (Balduzzi et al., 2012; Ledo et al., 
2011; Yang et al., 2016). Moreover, surrounding low-rise buildings do not need to be 
considered when the target location is a rooftop of a high-rise building (Abohela et al., 2013). 
As indicated in Table 1.1, when dealing with a generic form of a building, Atmospheric 
Boundary Layer (ABL) velocity profiles were preferred as the inlet boundary condition for 
CFD simulation. On the other hand, Integral Boundary Layer (IBL) was often used for the 
modelling of a specific building, as it accounts for a displacement height corresponding to the 
mean height of all surrounding buildings (Balduzzi et al., 2012; Heath et al., 2007). Using a 
uniform flow as inlet boundary condition is not ideal for simulating atmospheric boundary 
layer as it does not replicate the realistic wind profile and may introduce significant errors in 
simulation. In case of profiled inlet, the attention should be given to the decay of wind profiles, 
including mean wind speed and turbulence, over the length of the domain. In an ideal case, a 
horizontally homogeneous boundary layer profile should be achieved in order to correctly 
model the incident wind profile acting on the building. 
The simplification of not modelling the wind turbine is frequently made, especially in the case 
of examining the available wind energy on the rooftops of buildings, or investigating the effect 
of roof shapes or complex terrain on available wind energy (White and Wakes, 2014). To 
enhance wind energy generation, a wind turbine is often enclosed in a specially designed 
shroud, known as Diffusor Augmented Wind Turbines (DAWTs). In the next section, literature 
related to DAWTs will be reviewed. 
11 
 
1.1.4.1. Diffusor Augmented Wind Turbines integrated into buildings  
One of the techniques to enhance the desirable wind characteristics of buildings (including 
increasing the speed and the uniformity of flow) and limit the undesirable turbulence while 
maintaining the visual impact, is to enclose the wind turbine in a specially designed shroud 
(Ayhan and Sağlam, 2012). The design and application of this concept, known as Diffusor 
Augmented Wind Turbines (DAWTs), have been widely investigated (Bontempo and Manna, 
2014; Irabu and Roy, 2007; Jafari and Kosasih, 2014; Roshan et al., 2015; Wong et al., 2017). 
DAWTs are also referred to as shrouded or ducted wind turbines, and often utilise aerofoil 
profiles (Foreman et al., 1978; Igra, 1981), venturi (de Santoli et al., 2014; Wang et al., 2008; 
Watson et al., 2007), flanges (Abe et al., 2005; Kardous et al., 2013; Ohya et al., 2008), or other 
more complex forms of wind delivery systems (Allaei and Andreopoulos, 2014; Hu and Cheng, 
2008; Park et al., 2016) to enhance power generation. Wong et al. (2017) conducted an 
extensive review of VAWTs utilising flow augmentation systems. They presented current 
augmentation techniques, along with the methods and designs of augmentation devices and 
their contribution to the enhancement of power output. DAWTs embedded into buildings can 
take advantage of pressure differences, as a result of the building’s exposure to wind. Hence, 
both the building envelope and the diffusor contribute to the enhancement of flow 
characteristics. In some cases, DAWTs are embedded into the rooftop of existing buildings to 
benefit from the wind concentration effect above the roof, in addition to the enhancement effect 
of diffusors.  
Dannecker and Grant (2002) developed a prototype of a building-mounted ducted wind turbine. 
They also conducted a series of wind tunnel and numerical tests to evaluate pressure and 
velocity for different duct configurations. These tests achieved velocity enhancements up to a 
factor of 1.3 for a wide range of incident wind angles up to ±60°. Grant and Kelly (2004) 
developed a mathematical model by taking into account the pressure drop as a result of 
considering a wind turbine to predict the power output of a similar building-mounted ducted 
wind turbine. The annual energy budget of the same wind turbine system was assessed by Grant 
et al. (2008) and it was concluded that retro-fitting ducted wind turbines into existing buildings 
has great potential to efficiently harvesting wind energy. By conducting a series of wind tunnel 
tests and CFD simulations, Chong et al. (2013a) studied the performance of a Sistan wind 
turbine with an augmented guide vane as a part of an integrated device for renewable energy 
harvesting in high-rise buildings. They concluded that the Power Augmentation Guide Vane 
can increase the rotational speed, torque and power output of a Sistan rotor by a factor of 1.75, 
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2.88 and 5.80, respectively. More recently, Krishnan and Paraschivoiu (2016) studied the 
optimisation of the power coefficient of a building-mounted diffusor-augmented vertical axis 
wind turbine. They established that a performance enhancement factor of 2.5 could be achieved 
when the shroud was integrated with the wind turbine.  
The practical application of through-building openings for harvesting wind energy was 
investigated by conducting a series of wind tunnel tests for a 1:150 scaled model of Pearl River 
Tower (Li et al., 2013). It was concluded that the building orientation, the inlet shape and 
contracted section are very important factors for increasing wind speed inside the corridors by 
a factor of 1.5~2.4, depending on the wind direction. The study was extended to accommodate 
the site-specific local wind climate data and it was concluded that wind speed was better 
accelerated in upper corridors (Li et al., 2016). The highest wind speed was observed when the 
wind blew in an oblique direction and the annual energy production was estimated 0.5, 2.9, 
3.1, and 3.6 MWh in the four corridors of Pearl River tower. 
1.2. Problem definition 
While the potential of building rooftops for wind energy harvesting has been widely 
investigated, and commercialised, other potential locations and aerodynamic devices for flow 
enhancement in urban landscapes have not been extensively explored. Apart from having high 
velocities, other advantages of rooftop installation are that wind turbines do not occupy the 
useful space of occupants and can be retrofitted into existing buildings (Chong et al., 2016; 
Grant et al., 2008). However, turbines should be installed above a minimum height over the 
roof. Below this height and close to the roof, the flow is characterized by low velocity and high 
turbulence because of flow separation from building edges. Raising turbines to the level where 
the wind turbulence is weak requires a strong foundation, especially on the roofs of high-rise 
buildings, which sometimes is not viable (Kono et al., 2016). Furthermore, there is no control 
over the directionality of wind, which can also be negatively influenced by the edges of 
buildings and create large regions with high turbulence and low velocities (Toja-Silva et al., 
2013). Hence, other potential locations for installing wind turbines including inside a through-
building opening or a building’s envelope can be utilised where the enclosed region effectively 
enhances desirable characteristics including speed, uniformity and unidirectionality of the wind 
flow and diminishes undesirable wind turbulence. The wind flow inside these alternative 
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locations needs to be carefully investigated and the different techniques of flow enhancement 
inside these locations should be studied. 
1.3. Aim of the study 
The main aim of the study is to investigate the capacity of wind energy harvesting of two 
concepts: 1- Adaptive Double Skin Façade, 2- Aerodynamic Through-building Openings, in 
urban environments. These aerodynamic systems take advantage of the pressure difference 
created as a result of the building exposure to the wind in particular direction and the concept 
of the diffusor and the building augmentation to enhance the speed, the uniformity and the 
unidirectionality of wind flow, while reducing undesirable wind turbulence. The concept of the 
adaptive Double Skin Façade and the aerodynamic through-building openings for wind energy 
harvesting will be briefly discussed in Section 1.4.1 and 1.4.2, respectively, and will be 
investigated in detail in Chapters 3 to 7. Since the two concepts for the proposed applications 
are studied for the very first time with a holistic view in this thesis, we have assumed an isolated 
building without surroundings. This assumption is to prevent any uncontrolled or undesired 
parameter to influence the results. The principal aim of this study is achieved by accomplishing 
the following objectives: 
1. To demonstrate the proof of concept of the two proposed solutions by utilising the 
experimental and numerical methods. 
2. To acquire an in-depth understanding of underlying physical processes involved in the 
flow enhancements inside the confined space of the proposed solutions.  
3. To investigate the flow characteristics inside the cavity of the adaptive DSF system and 
the through-building openings with different aerodynamic modifications, subject to different 
wind directions. 
4. To determine the effect of geometrical parameters, including recessed regions, curved 
walls and converging-diverging passages on flow characteristics inside the adaptive DSF and 
through-building openings.  
5. To develop a method that incorporates wind local data into simulations in order to assess 
the performance of the proposed solutions in different urban contexts. Then to apply the 
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method to case studies to evaluate the annual energy production of the system in real 
conditions. 
6. To assess the effect of single and cascaded wind turbines on the flow characteristics inside 
the corridors subject to different wind directions. 
1.4. Proposed solutions 
1.4.1. Adaptive Double Skin Façade 
The first proposed solution is an innovative design of adaptive Double Skin Façade (DSF) with 
strategic openings. DSF is a façade consisting of two distinct planar elements separated by an 
air cavity which is conventionally used for thermal and sound insulation, ventilation and 
aesthetics (Poirazis, 2006). The natural ventilation of a typical DSF is primarily driven by the 
stack effect, although wind pressure could affect air flow within the cavity. The stack effect is 
the movement of air driven by the buoyancy force associated with the variation in air density, 
which is due to different temperatures at different heights. Openings (slots) are generally set at 
ground level and at the top of DSF to create maximum stack effect resulting from heating the 
cavity flow by solar radiation (Figure 1.4a). The proposed DSF does not have an opening to 
the inside space of the building. We utilised the cavity of the DSF for the purpose of wind 
energy harvesting and hence, created a vertical opening at the centre of the external façade and 
two side openings (Figure 1.4b). When the approaching wind is normal to the DSF, air enters 
the cavity through the central opening (high pressure regions), flows along the breadth of the 
building and discharges from the side openings (low pressure regions). When the wind 
direction changes, the pressure distribution around the building changes, resulting in a change 
in flow distribution inside the cavity. Therefore, the sensitivity of the flow distribution inside 
the cavity on the wind flow direction needs to be investigated. This design is particularly 
suitable for mid to high-rise buildings where the wind speed is generally sufficiently high for 
generating power from small-scale wind turbines. We employed a 1:150 scaled model of 
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CAARC1 standard tall building model with the model dimensions of 1200 mm high, 300 mm 
wide, and 200 mm deep.  
We firstly studied the cavity flow of a building-high DSF. A series of wind tunnel tests was 
conducted to investigate the flow behaviour within the cavity of the DSF integrated into a tall 
building model. Using CFD simulations, the capability of Reynolds-Averaged Navier-Stokes 
(RANS) equations in the prediction of the mean velocity within the cavity of the DSF for a 
series of incident wind angles was assessed. We also investigated the flow mechanisms and 
characteristics, including the mean flow velocity, uniformity, and turbulence within the cavity 
for different wind directions. Suitable regions of harvesting wind energy within the cavity were 
identified. The required design factors were discussed for the selection of a wind turbine 
governed by the characteristics of the flow within the cavity. 
  
(a)     (b) 
Figure 1.4. Mechanism of flow in (a) conventional DSF (b) proposed DSF. 
After assessing the feasibility of the proposed DSF, aerodynamic modifications were proposed 
to enhance the wind speed, and improve the uniformity and directionality of the flow. We 
investigated the effect of aerodynamic modifications on the flow characteristics inside the 
corridor-type DSF system using CFD simulations. Corridor-type DSF is realised when 
horizontal partitions or walls are placed inside the cavity of DSF to form corridors. Four 
modifications, as compared with the original building-high single-sided DSF proposed in the 
                                               
1 Commonwealth Advisory Aeronautical Research Council 
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first step, were employed: 1- double-sided DSF, 2- corridor-type DSF, 3- recessed regions, and 
4- curved walls (Figure 1.5a). Three layouts for the DSF system were proposed (Figure 1.5b). 
Based on the investigation of the flow velocity inside the corridors at different elevations in 
the first step, the layouts were considered at a selected height, representing a one-story DSF 
system. Layout 1 (which is considered as the base layout) incorporates the first two 
modifications. In the design of Layout 2, which incorporates the third modification in addition 
to the first two, the wall sections in between two horizontal divisions of each corridor at two 
opposite smaller sides of the building were recessed 13.3 mm (prototype: 2 m), similar to the 
size of the corridor’s depth. In the design of Layout 3, which incorporates all four 
modifications, the corridors' inner corners were rounded with a radius of 26.7 mm (prototype: 
4 m). Based on this study, the best layout configuration was selected for the next step.  
Figure 1.5. (a) Building model and corridor-type DSF of the base Layout, and (b) Plan view of Layout 1, 
Layout 2, and Layout 3. 
To evaluate the annual energy yield of wind turbines inside the adaptive DSF system integrated 
into high-rise buildings, we needed to consider the local wind climate in our analysis. 
Moreover, based on the flow characteristics inside the corridors, a suitable wind turbine needed 
to be selected to outperform other types of wind turbine. Therefore, in the third step, the method 
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integrated the local wind data and assessed the wind energy yield inside the selected layout of 
DSF based on the previous step. As a case study, the local wind data of four major cities in 
Australia—Sydney, Melbourne, Brisbane and Adelaide—were incorporated with CFD 
simulations to evaluate the annual energy production of the DSF system. 
It is important to note that if the DSF is properly designed to take advantage of wind pressures 
at the inlet and outlet, the wind pressure dominates the airflow rate compared to the buoyancy 
driven flow, even for conventional DSFs with top and bottom openings (Poirazis, 2006). This 
is the case for the proposed DSF that utilises strategic openings based on the pressure 
difference. Therefore, thermal effects are expected to have a negligible effect on the airflow 
rate in this scenario, and consequently, they are not considered throughout this study.  
1.4.2. Through-building openings 
The second concept incorporates aerodynamic through-building openings at certain locations 
of a high-rise building to benefit from the maximum pressure difference around the building. 
In fact, through-building openings take advantage of the pressure difference between an inlet 
and outlet, as a result of the building’s exposure to wind with a particular speed and direction 
(Toja-Silva et al., 2015a). Hence, the building envelope and the configuration of the layout can 
contribute to the enhancement of flow characteristics inside a through-building opening.   
With proper modifications, through-building openings can also serve as a refuge floor. The 
dual purpose of through-building openings can make the entire integrated system more 
economically viable. A refuge floor is an essential element of high-rise buildings, and is a semi-
permeable feature intended to be a temporary safe place during fire evacuation. At least two 
external walls of the refuge floor must be open to allow sufficient natural cross ventilation 
through the refuge space. Cross-ventilation facilitates movement of air inside the space to vent 
away smoke entering the floor (Cheng et al., 2007). Lu et al. (2001) conducted a numerical 
simulation of direct and indirect cross-ventilation across a refuge floor of a high-rise building. 
They concluded that while cross-ventilation occurs in both direct and indirect cases, in the 
latter case the geometrical blockage causes delays in cross-ventilation. In another study, Cheng 
et al. (2007) concluded that natural ventilation of refuge floor occurs in all incident wind angles. 
However, some regions of low speed or re-entering flow were identified. Although these 
studies provide useful insights about flow characteristics inside through-building openings, the 
key focus was on ventilation rather than wind energy harvesting (Hassanli et al., 2016). In this 
18 
 
research, the performance of through-building openings is assessed according to their 
contribution to energy generation. 
Five different layout configurations were proposed for through-building openings of a square 
high-rise building. A 1:100 scaled building model was considered, with dimensions of 400 × 
400 × 1200 mm3. Through-building openings, at the elevation of 3/4H, were created at two 
ends of the windward face of the building forming corridors, where H refers to the building 
height (Figure 1.6a). Five different layouts were formed by modifying the core part located 
between two panels (Figure 1.6b).  In the design of Layout 1 (L1), which was considered the 
base layout, the corridors formed a duct spanning the building width (Figure 1.6c). In Layout 
2 (L2), the windward and leeward walls of the core part were recessed 50 mm, identical to the 
corridors’ width (Figure 1.6d). In Layout 3 (L3), the core part’s corners were rounded with the 
radius of 40 mm (Figure 1.6e). Layout 4 (L4) comprised of a diamond shape core part, which 
was essentially converging and diverging passages meeting at the middle of the corridor 
(Figure 1.6f).  In the design of Layout 5 (L5), comprised of a hexagonal shape core part, a 90-
mm spanning duct in between converging and diverging passages was formed. The corners 
leading to the duct were rounded with the radius of 100 mm, and the sharp corners facing 
windward and leeward sides were rounded with the radius of 35 mm (Figure 1.6g). The 
common features of all layouts were the 50-mm height and the 50-mm width at the middle of 
the corridors (i.e. The same cross-sectional area at the middle of the corridors).  
We utilised two-dimensional Particle Image Velocimetry (PIV) to investigate mean flow 
characteristics, and flow structure inside the different configurations of through-building 
openings. Investigated in all layout configurations were the mean flow characteristics, 
including streamwise and vertical mean velocity and their corresponding velocity fluctuations. 
The coherent structure of the flow inside the corridor of each layout was also investigated to 
identify potential locations for installing a wind turbine and to select suitable layout designs 
for wind energy generation.  
While it was impractical to include a scaled wind turbine inside the scaled model in the PIV 
experiment, we utilised CFD simulations to take into account the effect of wind turbines on the 
flow velocity inside the through-building openings. Due to its blockage effect, the presence of 
a wind turbine will reduce the mean velocity and consequently the power generation. This 
reduction is not the same for different free-stream wind velocities, or when a second or third 
wind turbine is installed inside the corridor behind the first one. Therefore, we studied the flow 
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characteristics of through-building openings by considering: 1- the effect of one, two and three 
sets of cascaded wind turbines at a wind direction parallel to the corridors of through-building 
openings: 2- the effect of one set of wind turbines at different wind directions. A technique was 
developed and validated to consider the effect of wind turbines in different wind velocities 
inside the corridors. Finally, the power output of wind turbines inside the through-building 
openings at different reference velocities and directions was studied and compared with the 
power output of wind turbines in a free-stream condition.  
 
Figure 1.6. (a) Building model assembled with L1, (b) isometric view of L1 assembly, and top view of (c) 
L1, (d) L2, (e) L3, (f) L4, and (g) L5. 
Dimensions in mm 
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1.5. Strength of the study 
Based on the objectives of this research, the content of study was broken down to manageable 
research tasks. By using a systematic simple-to-complex approach, we started from a proof-of-
concept of proposals as the first step to the evaluation the annual energy production of the 
system and the performance assessment of cascaded wind turbines in the final stage. The 
applied systematic method created a proper linkage between different parts of the thesis, 
including the publications embedded into the chapters. 
A number of experimental tests were conducted including single-point velocity measurements 
using Cobra and Kanomax probes, and multi-point measurements using PIV. To investigate 
the flow structure and mean characteristics in more detail, CFD simulations were also 
performed, using SST-SAS unsteady and SST k-ω steady simulations. Utilising such a wide 
range of experimental and numerical methods worked to illuminate different parts of the 
problem, and together they provided consistent, cohesive and compelling results and 
discussions with appropriate validations.  
Moreover, wind turbines installed inside the corridors benefit from the unidirectionality of the 
wind flow. This is a substantial benefit when considering the direction of the wind flow changes 
fairly rapidly in the range of ±30°. The yaw mechanism of a HAWTs in free-stream often 
cannot self-adjust with this rapid change in the wind direction and lose its performance. 
However, both the adaptive DSF and aerodynamic through-building openings with appropriate 
layout designs can effectively collect the wind coming in ±45° and make it unidirectional, 
which eventually results in higher power generation. Likewise, the symmetry of the design in 
both proposed solutions enable the exploitation from both sides provided that an appropriate 
type of wind turbine is selected (e.g. VAWTs, Linear cascaded wind turbines with properly 
designed stators, HAWTs with a 180° pitch mechanism). 
An incidental strength of the research is that some modifications to both the DSF system and 
through-building openings can be employed to serve other purposes. With careful design 
considerations, the proposed adaptive DSF can also serve the traditional DSF’s purposes 
including passive thermal control and sound isolation. Through-building openings with some 
modifications can be used as refuge floors for high-rise buildings. Being multi-purpose ensures 
the integrity of the entire system and makes the system economically viable.  
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From an architectural perspective, utilising the DSF and through-building opening for wind 
energy harvesting is an aesthetically pleasing integration of wind turbines into buildings. While 
the design solutions can conceal wind turbines, they can also create an eye-catching 
architectural design. 
1.6. Research significance and impact 
Decentralised small-scale wind energy harvesting in urban environments as a potential 
component of zero energy buildings1, has the advantages of diversifying the energy resources 
by harvesting a clean and renewable energy, and contributing to the reduction of fusil fuels 
exploitation. This reduction can potentially reduce the carbon footprint and diminish the 
destructive effects of climate change. It can also reduce the cost and energy losses associated 
with power distribution network because of the generation at the point of use. Decentralising 
energy resources can reduce the load on power plants, especially during peak times which can 
potentially reduce the extent and frequency of large-scale outages. Moreover, the daily 
interaction of users with small-scale energy generation facilities could be a great opportunity 
for them to learn about and appreciate the energy that is produced.  Familiarisation of users 
with the process of energy generation and knowledge acquisition could lead to the better 
management of energy consumption. In the long run, in addition to the socio-political 
advantage of distributed energy generation, the implementation of methods and techniques to 
harvest renewable resources, including small-scale wind energy generation in built 
environments, can promote sustainability. The appreciation of natural ecosystems and the 
utilisation of natural resources, despite the growth in population and consumption, are essential 
steps towards having a sustainable environment where the ecology remains in balance. 
                                               
1 Zero-energy building is a building that can generate the total amount of energy consumed by the building on an 
annual basis using renewable energy created on the site or in and around the building. 
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1.7. Research innovation 
The topic of harvesting wind energy in built environments is a fairly new concept in literature 
and practice. In the conservative building industry, very few buildings around the world 1 
integrate wind turbines into their design, mainly because of the lack of understanding of the 
flow characteristics in and around buildings and the fact that wind in urban environments has 
low speed and high turbulence. This research addresses these challenges by two proposed 
solutions. The innovative design of the adaptive DSF for wind energy harvesting is proposed 
for the first time, and furthermore, strategic openings and aerodynamic modifications are 
utilised to enhance the flow characteristics of the DSF system. The performance of five 
configurations of through-building openings with different aerodynamic modifications is 
assessed. To enable the proposed systems to be used in real conditions, a method to integrate 
local wind data into the evaluation of the DSF, and a method to consider the effect of wind 
turbines on the flow characteristics inside the through-building openings are proposed. Finally, 
the concept of cascaded wind turbines inside through-building openings is introduced for the 
very first time and the energy generation of the system is quantified. 
1.8. Thesis structure 
The completed body of work is presented in the form of a thesis as a series of publications. The 
four peer-reviewed published papers and one submitted paper are embedded within the thesis 
as five chapters with their original format and style. The unpublished works are also embedded 
into the thesis to provide more detail on the background, research method and general 
conclusions of the study. Research papers based on the unpublished works have been prepared 
for submitting to journals for the consideration of publication. The detailed structure of the 
thesis is outlined as follows.  
Chapter One, Introduction, after a brief summary of the wind energy status and wind climate 
of Australia, provides an overview on wind energy harvesting and aerodynamic devices 
                                               
1 Notable examples are Bahrain World Trade Centre, London Strata Tower, Shanghai Tower, and Pearl River 
Tower in Guangzhou. 
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available in urban environments. After the literature review and the identification of the gap, 
the problem is defined, the aim and objectives are stated, the proposed solutions are briefly 
introduced, and the strength, the impact and innovation of the study are demonstrated. 
Chapter Two, Research Method, presents the governing equations in fluid mechanics specific 
to this study, and the numerical and experimental methods used as tools to accomplish the aims 
of the study. The iterative steps for CFD model development in urban environments are 
presented and the application of these steps is specifically demonstrated. The flow 
measurement techniques in wind tunnels specific to this study are briefly introduced. 
Subsequently, experimental methods are demonstrated, including single-point measurements 
conducted for the first proposal and PIV for the second proposal. In the latter case, the detailed 
description of the fundamental of PIV, including the mathematical background, the method of 
cross-correlation, pre-processing, processing and post-processing techniques are discussed. 
Finally, the detailed PIV experimental procedure is explained. 
Chapter Three presents the investigation on flow characteristics inside the adaptive building-
high DSF, the first proposal, subjected to different wind directions using wind tunnel tests and 
CFD simulations. This chapter contains the peer-reviewed publication entitled “Utilising cavity 
flow within double skin façade for wind energy harvesting in buildings” published in the 
Journal of Wind Engineering and Industrial Aerodynamics. 
Chapter Four extends the study detailed in the third chapter by considering different 
aerodynamic modifications for an adaptive corridor-type dual-sided DSF using CFD 
simulations. This chapter contains the peer-reviewed publication entitled “Potential 
Application of Double Skin Façade Incorporating Aerodynamic Modifications for Wind 
Energy Harvesting” published in the Journal of Wind Engineering and Industrial 
Aerodynamics. 
Chapter Five presents an experimental study on the flow characteristics and structure of flow 
inside five different configurations of through-building openings—the second proposal. This 
chapter contains the peer-reviewed publication entitled “Application of through-building 
openings for wind energy harvesting in built environment” published in the Journal of Wind 
Engineering and Industrial Aerodynamics. 
Chapters Six and Seven respectively present numerical studies on the integration of local wind 
data on the first proposed solution: adaptive Double Skin Façade with the application in a few 
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cases of study, and the integration of wind turbines on the second solution: aerodynamic 
through-building openings. Chapter Six contains the peer-reviewed paper entitled 
“Performance assessment of a special Double Skin Façade system for wind energy harvesting 
and a case study” published in the Journal of Wind Engineering and Industrial Aerodynamics. 
Chapter Seven comprises of two parts. The first part contains the peer-reviewed publication 
entitled “Performance Assessment of Cascaded Wind Turbines Inside Through-building 
Openings” presented in the 9th Asia-Pacific Conference on Wind Engineering in Auckland, 
New Zealand. It proposes a method to integrate cascaded wind turbines subject to zero wind 
direction is proposed, and the power output is studied. The second part of this chapter considers 
a single array of wind turbines inside a through-building opening, subject to a range of wind 
directions. 
Chapter Eight restates the research problem and the proposal. It then outlines the main findings 
of the study and the limitations of this study and recommendations for future research.  
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 Research Method 
 
2.1. Introduction 
Common methods in environmental fluid mechanics can be classified as field studies, 
laboratory experimental studies, analytical methods and numerical simulations. Field studies 
involve collecting data from real scale structures and in natural settings and are typically 
common in outdoor studies. Experimental studies are necessary when it is impossible, 
impractical or inefficient to run field measurements in prototype scale. Wind tunnel tests are 
one of the most common experimental techniques frequently used to study wind actions on 
structures, pedestrian comfort and safety, and pollution dispersion. Analytical approach is the 
basic and preliminary form of study in the engineering discipline and helps researchers 
understand the underlying physical processes of a system. However, due to the complexity of 
the fluid mechanics in many of the engineering cases, it is often impossible to find analytical 
solutions. The numerical methods based on Computational Fluid Dynamics (CFD) were 
developed to meet the need to find approximate solutions for the complex problems. Many 
advanced CFD models have been developed with the fast growing of the computing power. In 
the following sections, wind tunnel tests and CFD simulations used for this study are 
introduced and the application of each in the specific cases are demonstrated. While the gist of 
the research methods is included in the research method section of the papers that are embedded 
in the relevant chapters, this chapter present research methods with more details. Section 2.2 
introduces the governing equations used in the wind flow simulations. Section 2.3 introduces 
CFD and presents the iterative steps of CFD model development in urban environments. 
Section 2.4 covers the different experimental methods employed in this research, including 
hot-wire anemometry, Cobra probe measurements and PIV. 
2.2. Governing equations in fluid mechanics 
The commonly used governing equations of fluid mechanics are three conservation equations: 
conservation of mass (continuity), conservation of linear momentum (Newton’s second law of 
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motion) and conservation of energy (first law of thermodynamics). The conservation of linear 
momentum is more commonly termed as Navier-Stokes equations. If the thermal effect is 
insignificant, conservation of energy does not need to be solved. The partial differential 
equations of the conservation of mass and linear momentum for incompressible and viscous 
flows in tensor notation are:  
𝜕𝑢𝑖
𝜕𝑥𝑖
= 0 
(2.2-1) 
𝜕𝑢𝑖
𝜕𝑡
+ 𝑢𝑗  
𝜕𝑢𝑖
𝜕𝑥𝑗
= −
1
𝜌
𝜕𝑝
𝜕𝑥𝑖
+
𝜕
𝜕𝑥𝑗
(2𝜐𝑠𝑖𝑗) 
(2.2-2) 
where 𝑢𝑖 and 𝑥𝑖 are velocity and position vectors in i direction of Cartesian coordinate system. 
𝑡, 𝜌, 𝑃, and 𝜐 are time, density, pressure, and kinematic viscosity, respectively.  𝑠𝑖𝑗 is the strain-
rate tensor defined as: 
𝑠𝑖𝑗 =
1
2
(
𝜕𝑢𝑖
𝜕𝑥𝑗
+  
𝜕𝑢𝑗
𝜕𝑥𝑖
) 
(2.2-3) 
The direct solution for the Navier-Stokes equations is complicated and computationally 
expensive. Therefore, approximate solutions have been developed which can be broadly 
classified as time-averaging methods and filter-based methods. These methods are also known 
as Reynolds-Averaged Navier-Stokes (RANS) and Scale Resolving Simulation (SRS), 
respectively. The CFD simulations carried out in this study are based on RANS equations. 
RANS approach is based on time averaging of governing equations. In RANS, all ranges of 
the turbulence spectrum are modelled, and none are resolved. The approximate methods by 
which turbulence scales are modelled are called turbulence models. The primary variables in 
the equation of motion (e.g. velocity components) in RANS equations are decomposed into a 
mean and a fluctuating component: 
𝑢𝑖 = 𝑈𝑖 + 𝑢𝑖
′ (2.2-4) 
where 𝑈𝑖 is the mean velocity and 𝑢𝑖
′ is the velocity fluctuations. By replacing the mean and 
fluctuating components in the governing equations and taking time-average, the following 
equations are obtained: 
𝜕𝑈𝑖
𝜕𝑥𝑖
= 0 
(2.2-5) 
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𝜕𝑈𝑖
𝜕𝑡
+ 𝑈𝑗
𝜕𝑈𝑖
𝜕𝑥𝑗
= −
1
𝜌
𝜕𝑃
𝜕𝑥𝑖
+
𝜕
𝜕𝑥𝑖
(2𝜐𝑆𝑖𝑗 − 𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅ ) 
(2.2-6) 
where: 
𝑆𝑖𝑗 =
1
2
(
𝜕𝑈𝑖
𝜕𝑥𝑗
+
𝜕𝑈𝑗
𝜕𝑥𝑖
) 
(2.2-7) 
The horizontal bar denotes averaged variables over time. The averaging technique introduces 
an additional term (i.e. 𝜌𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅ ) in the momentum equation known as Reynolds stresses.  These 
stresses represent the effect of turbulent fluctuations on the averaged flow and need to be 
modelled. While Navier-Stokes equations are closed-form equations, RANS equations need 
some approximation for Reynolds stresses in order to form a closed equation. Different 
approximate solutions for Reynolds stresses are termed as turbulence models. One of the 
simplest RANS turbulence models is the first-order closure type which implements the 
Boussinesq hypothesis for incompressible flow to relate the Reynolds stresses to the mean 
velocity gradients. Boussinesq hypothesis assumes that the flow characteristics are isotropic. 
While this assumption is not very accurate, it works well for isotropic turbulent viscosity where 
typically one of the turbulent shear stresses will dominate shear flows. This is the case for many 
typical flows such as wall boundary layers, mixing layers, jets, etc. (Ansys, 2011). Based on 
Boussinesq hypothesis we have: 
−𝜌𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅ =  𝜇𝑡𝑆𝑖𝑗 −
2
3
𝜌𝑘𝛿𝑖𝑗 
(2.2-8) 
where 𝜇𝑡 is named as turbulent viscosity and 𝑘 is the turbulent kinetic energy. 𝑘 − 𝜀, and 𝑘 −
𝜔 models are the most developed first-order turbulence models in which  𝜇𝑡  is computed as a 
function of 𝑘 and 𝜀 or 𝑘 and 𝜔 
𝜇𝑡 =  𝜌𝐶𝜇
𝑘2
𝜀
    (for 𝑘 −  𝜀) 
(2.2-9) 
𝜇𝑡 =  𝛼
∗
𝜌𝑘
𝜔
      (for 𝑘 − 𝜔) 
(2.2-10) 
where 𝐶𝜇 and 𝛼
∗ are constants which can be approximately set to 0.09 and 1, respectively, for 
high Reynolds numbers. 𝜀 and 𝜔 are the turbulence dissipation rate and the specific dissipation 
rate, respectively. Two additional transport equations for 𝑘 and either 𝜀 or 𝜔 need to be solved.  
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RANS-based models are the most favourable and commonly used models among CFD 
researchers and experts in academia and industry, due to their relatively acceptable accuracy 
and affordable computational cost compared to SRS models (Blocken, 2014). The advantages 
of most developed RANS turbulence models are listed in Table 2.1.  
Table 2.1. RANS Turbulence models and their application*. 
RANS Turbulence 
Models 
Behaviour and application 
Spalart-Allmaras  Economical for large meshes.  
Good for mildly complex (quasi-2D) external/internal flows and boundary layer flows 
under pressure gradient (e.g. aerofoils, wings, aeroplane fuselages, missiles, ship hulls).  
Performs poorly for 3D flows, free shear flows, flows with strong separation. 
Standard k–ε  Robust and widely used despite the known limitations of the model.  
Suitable for initial iterations, initial screening of alternative designs, and parametric 
studies.  
Performs poorly for complex flows involving severe pressure gradient, separation, 
strong streamline curvature. 
Realizable k–ε  Suitable for complex shear flows involving rapid strain, moderate swirl, vortices, and 
locally transitional flows (e.g. boundary layer separation, massive separation, and 
vortex shedding behind bluff bodies, stall in wide-angle diffusers, room ventilation).  
RNG k–ε  Largely offers the same benefits and has similar applications as Realizable. Possibly 
harder to converge than Realizable.  
Standard k–ω  Superior performance for wall-bounded boundary layer, free shear, and low Reynolds 
number flows compared to models from the k-e family.  
Suitable for complex boundary layer flows under adverse pressure gradient and 
separation (external aerodynamics and turbomachinery).  
Separation can be predicted to be excessive and early.  
SST k–ω  Offers similar benefits as standard k–ω.  
Not overly sensitive to inlet boundary conditions like the standard k–ω.  
Provides more accurate prediction of flow separation than other turbulence models.  
RSM  Physically the most sound turbulence model. Avoids isotropic eddy viscosity 
assumption.  
More CPU time and memory required.  
Tougher to converge due to close coupling of equations.  
Suitable for complex 3D flows with strong streamline curvature, strong swirl/rotation 
(e.g. curved duct, rotating flow passages, swirl combustors with very large inlet swirl, 
cyclones).  
* extracted from Introductory FLUENT Notes (Fluent, 2011) 
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While the k-ω models give better results for bounded flow, k-ε models are more suitable for 
external flow. In our study that involved both internal and external flows, 𝑆𝑆𝑇 𝑘 − 𝜔 was 
utilised. 𝑆𝑆𝑇 𝑘 − 𝜔 is a two-equation eddy-viscosity model which blends smoothly between 
the 𝑘 − 𝜔 model in the inner part of boundary layer and the 𝑘 − 𝜀 model in the free-stream. If 
the mesh is fine enough close to the surface, 𝑆𝑆𝑇 𝑘 − 𝜔  is capable of a more accurate 
prediction of flow separation. 
2.3. Computational Fluid Dynamics 
The inability of analytical methods to solve the complexity of systems and processes in 
engineering applications has pushed researchers to find and develop better alternatives. One 
the promising approaches are numerical methods, and among such methods, the Finite Element 
Method (FEM) and Finite Volume Method (FVM) are the most favourable. They have been 
given more attention in the past few decades as a result of a considerable increase in quality 
(speed) and quantity (production) of computational resources (Blocken, 2014). In these 
methods, the whole domain discretises into small finite control volumes called cell or mesh. 
Each cell is represented by a set of element equations to the original problem. By assembling 
these cells, the global domain is constructed again and the system of partial differential 
equations (governing equations) converts to a system of algebraic equations, which can be 
simply solved, but with greater number of calculations. CFD, backed by wind tunnel tests was 
implemented, based on the aims and objectives of this study, the complexity of the proposed 
system, and the available resources.  
CFD is capable of handling complex geometries and the complicated interaction of underlying 
physics (e.g. the integration of wind turbines into the building model). The small-scale eddies 
and small fluid patterns and features can be captured with CFD if the resolution of grids is 
adequate. However, the main drawbacks of CFD are time and computational cost. The time 
one needs to gain a good understanding of different models and numerical approaches must be 
added to the time for generating good quality mesh and computation. Computational cost often 
requires high computational resources and the resources comes at a price.  
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2.3.1. Iterative steps for CFD model development  
In the current study, the method of model developments in CFD were applied (Figure 2.1), 
based on ten iterative steps, as suggested by Blocken and Gualtieri (2012). These steps were 
adopted from the original approach of developing and evaluating environmental models 
proposed by Jakeman et al. (2006). The ten iterative steps are discussed in the following 
sections, along with the purpose of each step and a demonstration of how the steps were applied 
to our study. Due to the similarity of implementing steps in both proposals, and to avoid 
repetition, the DSF system is presented. The detailed and specific applications of steps can be 
found in the method section of the related chapter. 
 
Figure 2.1. Iterative steps for CFD model development and evaluation in building environment studies 
(Jakeman et al., 2006). 
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2.3.1.1. Definition of the purposes of modelling 
The aims and objectives of a study, as outlined in the introductory chapter, greatly influence 
the selection of the model, solution method and involving parameters. One of the main 
objectives of this study—similar to most model development, simulation and evaluation 
studies—was to acquire a better understanding of the system, underlying physical processes 
and their interactions. Jakeman et al. (2006) describe this as gaining a better qualitative 
understanding of the system, knowledge elicitation and review.  
2.3.1.2. Specification of modelling context 
2.3.1.2.1 Available resources 
The scale, scope and method of the research should be identified according to the available 
resources. Therefore, we recognized the resources available to us for conducting experimental 
and numerical investigations. 
Wind tunnel facilities: We conducted the first round of experiments on the adaptive DSF, in 
the boundary layer wind tunnel at the Hong Kong University of Science and Technology. We 
acquired the necessary data by measuring the pressure and velocity of flow inside the cavity of 
DSF. For a detailed analysis of aerodynamic through-building openings, the second round of 
experiments was conducted at the closed-loop boundary layer wind tunnel at the School of 
Civil Engineering at the University of Sydney. We conducted probe measurements using Cobra 
probes and Kanomax as well as PIV. These measurements will be discussed in more detail in 
Section 2.4. 
CFD resources: ANSYS ICEM CFD meshing software package was used for constructing 
structured mesh with more control. ANSYS Fluent and ANSYS CFD-Post were selected as the 
solver and post-processor for CFD simulations. 
High Performance Computing (HPC): Part of the simulations were run on remote high-
performance computing machines at Australian National Computational (NCI) when high 
number of CPUs needed, and part of simulations executed on a remote desktop available at the 
School of Computing, Engineering and Mathematics at Western Sydney University for 
moderate simulations. Necessary skills were acquired to interact with remote machines, 
including writing Portable Batch System (PBS) commands for queued CFD jobs and writing 
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scripts in both UNIX and Fluent environment. Command-based UNIX interface and Text User 
Interface (TUI) commands and tutorials for fluent solver were studied to fulfil this purpose. 
2.3.1.2.2 Possible inputs and required outputs 
The incident wind profiles obtained from the wind tunnel tests were used as the input for the 
CFD simulations. Incident wind profile is the profile of wind at the location of the model in an 
empty wind tunnel or empty computational domain. These profiles were simulated according 
to the specifications corresponding to different terrain categories in the Australian Standards 
AS/NZS 1170.2:2011. According to the Standard, we used a logarithmic profile to define the 
wind speed profile. The specifications of wind profiles for different terrain categories are 
outlined in Table 2.2. The adjusted profiles were imposed at the inlet boundary of the 
computation domain by the User Defined Function (UDF) feature in the Fluent solver. The 
inlet profiles were adjusted to compensate the profile deterioration from the inlet to the target 
location (Blocken et al., 2007). 
Table 2.2. Terrain category and roughness length in AS/NZS 1170.2 (Standards-Australia, 2011). 
Terrain Category 
(TC) 
Roughness 
Length z0 (m)  
TC1. Exposed open terrain with few or no obstructions and water surfaces at serviceability wind 
speeds. 
0.002 
TC2. Water surfaces, open terrain, grassland with few, well scattered obstructions with heights 
generally ranging from 1.5 to 10 m. 
0.02 
TC3. Terrain with numerous closely spaced obstructions 3 to 5 m high, such as areas of suburban 
housing. 
0.2 
TC4. Terrain with numerous large, high (10 to 30 m high) and closely spaced obstructions, such as 
large city centres and well-developed industrial complexes. 
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The main variables of interest are the wind parameters that can considerably affect the potential 
wind power output by installing turbines inside the corridors of DSFs or through-building 
openings. Therefore, the mean characteristics of flow were of great importance, including the 
three components of mean velocity and turbulence intensity at specified locations. The 
uniformity, the directionality and the coherent structures of the flow also play crucial roles in 
the energy generation of wind turbines and the potential structural damage to the rotor and 
blades. 
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2.3.1.2.3 Spatial and temporal scope and scale 
Computational domain: The CFD simulation was primarily employed to replicate the condition 
in the wind tunnel test. According to the recommendations in the best practice guidelines for 
CFD simulation of flow in urban environment (COST Action 732), when the CFD simulation 
aims to replicate the wind tunnel tests, the frontal cross-section should be the same as the wind 
tunnel (Franke et al., 2007). The distance of the inlet boundary from the windward face of the 
building was set to 3H (H refers to the height of the building model), which was greater than 
the recommended value of 2H when a single building with a small blockage is being modelled 
(Franke et al., 2007). The reason for selecting a relatively small distance was to minimise the 
deterioration of the inlet profile and limit the development of streamwise gradients upstream 
of the building model, as suggested by Blocken et al., (2007). The distance of 10 H was 
considered for the distance between the building and the outlet to allow for flow redevelopment 
behind the wake region. The extensions of boundaries from the target building model and the 
boundary conditions used for the DSF system are shown in Figure 2.2.  
 
Figure 2.2. Computational domain extensions and boundary conditions. 
Time Scale: The general nature of the flow around a bluff body is unsteady and time-dependent. 
Therefore, in cases where the instantaneous parameters are important, steady-state simulations 
can lead to a large discrepancy in results. When the mean flow characteristics in the region of 
interest do not change in time, the flow is statistically steady. In these cases, we can use the 
steady-state simulations to predict the mean flow characteristics, provided that the results are 
validated against the experimental data. Therefore, we first conduced steady and unsteady CFD 
simulations and validated the results with the experimental results. Since the steady CFD 
results were capable of capturing the mean flow feature inside the cavity, steady simulations 
were selected for the rest of the study.   
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2.3.1.2.4 Model flexibility 
The building is modelled within a cylindrical enclosure which enables the rotation of the 
building model, similar to the turntable of wind tunnels. By using this method, it was possible 
to measure the whole range of incident wind angles without re-meshing the computational 
domain which resulted in a substantial decrease in the pre-processing time. 
In real conditions in urban physics, wind is not uniform across the height. However, the default 
setting in CFD solver tools is a constant value for velocity at inlet. In order to set different 
values across the height for inlet boundary condition, it was necessary to write a script and 
compile it into the software. In Fluent, this can be done by using UDFs which are script codes 
written in C language and compiled to Fluent solver. Using UDF for boundary condition gives 
full control over the inflow characteristics, such as the shape of wind velocity profile, turbulent 
intensity, definition and magnitude of turbulence kinetic energy 𝑘, turbulence dissipation rate 
𝜀, and specific dissipation rate 𝜔. 
2.3.1.3. Conceptualisation of the system 
“Conceptualisation refers to the basic premises about the working of the system being 
modelled” (Jakeman et al., 2006). In the case of DSF embedded into a building, wind and 
buoyancy are the driving forces of airflow in the cavity. As discussed in Section 1.4.1, in the 
case of the proposed adaptive DSF that utilises strategic openings based on pressure difference, 
wind force is likely to dominate buoyancy force. Therefore, thermal effects are expected to 
have a negligible effect on airflow rate, and consequently, it is not considered. For simplicity, 
the convective heat transfer between indoor and outdoor was not considered. Simplifications 
were also made in the building geometry and the approaching wind profile. The building is 
modelled as a prismatic shape without any architectural details, and the DSF is modelled as a 
solid element with a smooth surface. The logarithmic ABL profile rather than IBL profile was 
used. Moreover, a single building was modelled without considering the effect of possible 
neighbour buildings since the primary aim was to investigate the feasibility and performance 
of the design concept. 
2.3.1.4. Selection of model feature and families  
CFD simulation was selected as a complementary element for the wind tunnel tests. While the 
proof of concept in both design proposals was tested in the wind tunnel, the investigations on 
the effect of different aerodynamic modifications and different terrain categories in various 
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wind directions were performed with CFD. The main reasons for choosing CFD simulations 
were: (1) its capability to generally predict mean flow characteristics in a statistically steady 
flow, (2) its advantage to rather easily modify the geometry and evaluate its effect on different 
flow characteristics, (3) its capability so visualise the parameters of interests, such as mean 
velocity and turbulence kinetic energy in different regions inside the cavity, which gives a 
better understanding of the flow field and affecting parameters (e.g. the effect of sharp edges 
on the turbulence generation), (4) the automated feature of CFD simulations where multiple 
steps can be programmed and embedded into the software, and (5) the availability of useful 
diagnostic tools to monitor, check, assess and modify the inputs and pre-processing steps, such 
as turbulence models, mesh quality and convergence criteria in different parts. 
The main drawbacks of CFD simulations are the time-consuming efforts in generating high-
quality mesh and the computational cost associated with running unsteady simulations. In the 
case of steady simulations, more attention should be given to the simplifications made for 
RANS simulations and the consistency between the assumptions made and the actual flow 
field. Moreover, statistical performance analysis should be performed to validate CFD results 
against wind tunnel data and to assess the capability of steady RANS simulations to predict 
mean flow characteristics inside the cavity. 
2.3.1.5. Determine how parameter values are to be found 
The output parameters of interest outlined in Section 2.3.1.2.2 were found by using the 
equations of conservation of mass and linear momentum. The conservation of energy was not 
considered, as explained in Section 2.3.1.3. Prior to using the RANS approach, it was validated 
against the experimental data and unsteady simulations with hybrid RANS-LES approach.  
2.3.1.6. Choice of performance criteria 
The Performance criteria for environmental models, as Blocken and Gualtieri (2012) stated, 
“must reflect the overall aims and specific objectives of the modelling activity”. A key goal of 
this study was to enhance the wind energy generation of a potential wind turbine inside a cavity 
of DSF or inside through-building openings. Therefore, parameters and flow characteristics 
that affect the enhancement of power generation were of interest, including the mean flow 
velocity, uniformity and directionality of flow, and flow turbulence. The importance of wind 
speed is rather obvious because of the cubic relation of wind speed to power. Evidently a higher 
efficiency can be achieved when a more uniform wind profile interacts with the blades of wind 
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turbines. Therefore, one objective was to determine where the wind profile reached its optimum 
uniformity inside the cavity, and another was to evaluate the performance of different layout 
designs in terms of the uniformity of the wind flow profile. One factor affecting the efficiency 
of wind turbines is turbulence. It is generally recommended that Horizontal Axis Wind 
Turbines (HAWTs) perform better in a turbulence intensity below 15%.  The Vertical Axis 
Wind Turbines (VAWTs) can handle the turbulence above 15% better and therefore 
outperform HAWTs in this range (Toja-Silva et al., 2013). 
2.3.1.7. Identification of model structure and parameters  
In this step an iterative process has been performed to determine the sensitivity of the objectives 
including the velocity distribution inside the corridors of DSF to different model parameters. 
Different turbulence models, among those suitable for this type of study and mentioned in the 
guidelines were initially assessed (Franke et al., 2007; Tominaga et al., 2008).  Different 
algorithms were tested for pressure-velocity coupling, including SIMPLE, SIMPLEC, and 
COUPLE in Fluent solver. SIMPLE and SIMPLEC algorithms simplify the Navier-Stokes 
equations using a pressure-based segregated algorithm, while COUPLE algorithm solves the 
equations based on the full coupling between pressure and velocity. Likewise, we tested 
different orders of discretisation for momentum, turbulence kinetic energy and turbulence 
frequency. We also validated the steady-state solution against unsteady solutions and wind 
tunnel data. At the end, we chose the model structure and appropriate parameters based on the 
performance criteria mentioned in Section 2.3.1.6, the available resources and time-frame 
considerations. As pointed out in Section 2.2, 𝑆𝑆𝑇 𝑘 − 𝜔 was considered for this study in 
which both ducted and external flows were involved. 𝑆𝑆𝑇 𝑘 − 𝜔  takes advantage of 𝑘 − 𝜀  
model in the free-stream and 𝑘 − 𝜔  model close to boundaries. This turbulence model can be 
integrated through the viscous sublayer if the mesh is suitably fine, otherwise y+ insensitive 
wall functions must be used that blend between the viscous sublayer formulation and the 
logarithmic layer formulation (Fluent, 2011). 
Blocken et al. (2007) addressed the wall function problems in RANS simulations, especially 
for regions close to the ground when the ABL profile is imposed at inlet boundary. Therefore, 
an iterative process of determining the roughness height in the bottom boundary was employed, 
so that the incident wind profiles including wind speed, turbulence intensity and turbulence 
length scale profiles match with that of the wind tunnel at the target location, especially in 
lower levels. 
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2.3.1.8. Conditional verification including diagnostic checking 
This step refers to the process of consulting with technical consultants and wind engineers to 
ensure the feasibility of the design concepts, the applicability of assumptions and 
simplifications, and rough conditional verification of the overall predications of the CFD 
results. These were obviously accomplished by regular meetings with supervisors and 
attending CFD technical consultancy sessions. 
2.3.1.9. Quantification of uncertainty 
As highlighted by Jakeman et al. (2006), the source of uncertainty can come from an 
incomplete understanding of the system and physical processes involved, or from an imprecise 
implication of experimental data to the model simulation tool. Uncertainty can also originate 
from the numerical methods used in CFD, a different assumption for boundary conditions, and 
numerical simplification in discretisation. The uncertainty can partially be the result of 
assumptions considered in developing the physical relationships, such as incompressible and 
inviscid fluid assumption or Boussinesq approximation. Another source of uncertainty may be 
attributed to geometry simplifications and ignoring the microscale interaction between fluid 
(air) and solid (building). In summary, uncertainty often originates from the simplifications in 
geometry, boundary conditions, input profiles, and grid resolutions, as well as from eliminating 
or simplifying some processes that may affect the variables of interest, such as the thermal 
effect, using 2D over 3D, steady over unsteady, and RANS over LES. By using CFD guidelines 
for simulating flow in urban environments, uncertainty can be reduced. The details regarding 
the identification of sources of error and the quantification of uncertainty, including a mesh 
independence study, a statistical performance analysis in CFD simulations, errors and 
uncertainty analysis are identified in the relevant chapters. 
2.3.1.10.  Model evaluation and testing 
The final step is the evaluation of the model in light of its objectives. This step is conventionally 
termed as validation, especially in the simpler approach of evaluating (i.e. validation of CFD 
results against experimental data). The CFD validation for each study is presented in its 
relevant chapter. 
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2.4. Experimental study 
In this study, two phases of experiments were conducted for the two proposals. In the first 
phase, the cavity flow of the building-high DSF system was studied using a number of 
Kanomax probes in the 3 m ×2 m high speed test section of the boundary layer wind tunnel of 
the CLP Power Wind/Wave Tunnel Facility at the Hong Kong University of Science and 
Technology.  In the second phase, PIV and Cobra probe measurements were performed at the 
Wind/Wave Tunnel Facility at the University of Sydney to investigate the flow characteristics 
inside different layout configurations of through-building openings. In the following of this 
chapter, Section 2.4.1 introduces flow measurement techniques used in this study. Section 2.4.2 
discusses the details of the wind tunnel tests specific to the DSF system including the 
specifications of the DSF model in Section 2.4.2.1, measuring instrumentation in Section 
2.4.2.2, and calibration process in Section 2.4.2.3. Section 2.4.3 introduces the PIV technique 
used in this study followed by presenting the concept of cross-correlation is Section 
2.4.32.4.3.1 and the experimental procedure and setup in Section 2.4.3.2.  
2.4.1. Flow measurement techniques 
There are several techniques for measuring flow velocity from which single-point 
measurements using Kanomax and Cobra probes, and multiple point measurements using PIV 
were employed based on the involved physical processes, the objectives of the study, and the 
availability of technologies and flow measurement techniques in the wind tunnel facilities. 
Flow visualisation techniques was also utilised for the qualitative investigation of flow. The 
following paragraphs introduces the flow measurement techniques employed, including 
Kanomax as a kind of hot-wire anemometer, Cobra probe, and PIV.  
Hot-wire anemometry operates based on the convective heat transfer of a very thin wire (~5 
𝜇m in diameter and 1-3 mm in length) exposed to the flow. The electrical resistance of the wire 
depends on its temperature, which is primarily controlled by the convective heat transfer. The 
heat transfer is affected by flow velocity. Therefore, a relationship between the electrical 
resistance and flow velocity can be obtained. Hot-wires have an extremely high frequency-
response with a typical range in excess of 10 KHz and can be employed for a detailed study of 
turbulent flows and any flow in which the rapid velocity fluctuations are of interest 
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(“Anemometer,” 2018). A hot-wire anemometer measures the velocity magnitude and does not 
contain information about the direction of the flow. 
A Cobra probe, on the other hand, is a multi-hole pressure probe that resolves the three 
components of velocity and local static pressure. With a linear frequency-response from 0 Hz 
to more than 2000 Hz, the cobra probes used in this study are suitable for measuring turbulent 
flow for speeds ranging from 2 m/s to 100 m/s. A Cobra probe has a lower frequency-response 
compared to a hot-wire anemometer, and it remains relatively accurate for turbulence 
intensities of up to 30% and a flow cone angle within the range of ±45°.  
The main advantages of pointwise measurements, such as hot-wire anemometry and Cobra 
probe measurements, are that they are generally very accurate, and their high frequency-
response is sufficient to follow rapid changes in the flow (Adrian and Westerweel, 2011). 
Moreover, due to their small sizes, they can offer high spatial resolution. 
However, in the techniques that utilise probes, the number of concurrent measuring points is 
limited to the number of instruments available. Therefore, information about the underlying 
flow pattern is generally missing or very limited. Most often, the structure of flow is inferred 
from the properties of the statistics that are necessarily averaged over many different structures; 
this brings a high level of uncertainty about the nature of the inference (Adrian and Westerweel, 
2011). This is important in studies such as the present one which aims is to investigate the flow 
pattern and structure affected by the design modifications (the inlet configurations of the 
corridor). Another disadvantages of single-point measurement is the difficulty in taking spatial 
derivatives instantaneously, and the subsequent lack of information about some of the essential 
flow properties such as vorticity, rate of strain and viscous dissipation (Adrian and Westerweel, 
2011).  
There are also a number of concerns with probe implementation specific to this study. 
Measuring velocity vectors in the vertical extension of the corridors of the adaptive DSF or the 
aerodynamic through-building openings provide useful information about the flow pattern and 
uniformity along the height of the corridor. The simultaneous implementation of a few probes 
vertically will create blockage effects inside the corridor that affect the mass flow rate and the 
velocity field in close vicinity to the probes, which consequently, result in the imprecise 
measurement of flow at those points. Measuring velocity vectors along the corridor provides 
useful information about how flow features—primarily caused by the inlet condition—
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progressively evolve along the corridor. This analysis is beneficial for identifying suitable 
locations for installing wind turbines, based on the flow characteristics at different regions of 
the corridor. However, using probes at different locations along longitudinal extensions of the 
corridor may create interference; that is, the interference of upstream probes on downstream 
ones. In terms of implementation, it is quite difficult and time-consuming to insert probes at 
different locations in longitudinal or vertical extensions of the corridor which requires 
accessible openings or slots in specific locations on the external walls of the corridor.  
Compared with pointwise measurement techniques, properly designed and calibrated PIV can 
provides accurate flow measurements at a great number of points over the entire fluid’s field 
of view simultaneously. PIV is both capable of providing excellent flow visualisation and an 
accurate quantitative measurement of flow (Adrian and Westerweel, 2011). Two-dimensional 
or planar PIV, which is the most common PIV technique, can reveal the detailed flow pattern 
and features in an arbitrary plane at an instant in time. Although experimental PIV set up 
typically took longer than point measurements, it improves the assessment of different design 
layouts by enabling us to monitor the quantitative changes in the flow characteristics caused 
by design modifications and ultimately, it substantially reduced the time requirements for the 
experiment and design process. Furthermore, PIV generally has a relatively low frequency 
samples as it is limited to the frame rate of the camera and thus is not suitable for very unstable 
and highly turbulent flow condition. A more detailed explanation of PIV and its application in 
this study are discussed in Section 2.4.3. 
2.4.2. Wind tunnel tests 
The first phase of wind tunnel tests was carried out in the 3 × 2 m2 high speed test section of 
the boundary layer wind tunnel of the CLP Power Wind/Wave Tunnel Facility at the Hong 
Kong University of Science and Technology, in collaboration with Dr. Gang Hu. The 
measurements of pressure and velocity inside the cavity of DSF installed on the building model 
were acquired. The tests were performed in a turbulent layer flow generated by using roughness 
elements and spires upstream of the test section. Calibration tests were conducted in an empty 
wind tunnel to determine the mean wind speed and turbulence intensity at different heights and 
at the location of the building model. Using a hot-wire anemometer, the incident mean wind 
speed and turbulence intensity profiles were measured and compared with the specification of 
an open terrain (TC2) in the AS/NZS 1170.2:2011 (Standards-Australia, 2011). The mean wind 
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speed and turbulence intensity at the reference height (the top of the building model) was about 
12 m/s and 11%, respectively, as shown in Figure 2.3. The Reynolds number based on the 
breath of the building model was approximately 2×105. 
 
Figure 2.3. Normalised mean wind speed and turbulence intensity measured in the wind tunnel and the 
scaled target profiles as specified in the AS/NZS 1170.2:2011 (Standards-Australia, 2011). 
2.4.2.1. Model specification 
A 1:150 scale model of the CAARC standard tall building (Wardlaw and Moss, 1970) with the 
dimensions of 200 mm × 300 mm × 1200 mm was considered for this study, corresponding to 
the acceptable blockage ratio of 6%. The building-high external façade, with a thickness of 1.5 
mm, was placed 13.3 mm away from the larger side of the building. A building-high vertical 
slot of 27.3 mm at the centre of external façade was created, as shown in Figure 2.4a.  
2.4.2.2. Measuring instrument 
The flow velocities within the cavity of DSF were measured using Kanomax probes, an omni-
directional hot-wire anemometer with a working wind speed range from 0.1 to 25.0 m/s and a 
resolution of 0.01 m/s (“Kanomax model 0965-07 omni V probe,” n.d.).The Kanomax 
anemometer was calibrated against a constant temperature hot-wire anemometer, the details of 
which are presented in Section 2.4.2.3.  In total, 60 Kanomax anemometer probes were 
distributed at 10 levels with 6 probes at each level inside the cavity of DSF, as shown in Figure 
2.4c. The tip of the probes was located at the middle of the cavity depth. The sampling 
frequency was 10 Hz and the sampling duration was 120 s. 
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(a) (b) (c) 
Figure 2.4. (a) Geometry of DSF system and the building model, (b) The model in the wind tunnel, and (c) 
Location of Kanomax probes. 
2.4.2.3. Calibration 
The Multi-Channel Anemometer Model 1550/1560 and Kanomax probe 0965-07 were 
calibrated against a typical hot-wire anemometer inside a confined area (Figure 2.5b). The 
calibration was conducted in three different cavity depths: 10 mm, 15 mm, and 20 mm, Figure 
2.5a. Regardless of gap width (10mm, 15mm, 20mm), mean velocities measured by Kanomax 
are generally consistent with those measured by hot-wire in case 3. In contrast, in case 1 and 
2, results of Kanomax are generally larger than those of hot-wire. Furthermore, the discrepancy 
in case 1 is larger than in case 2. Distances between the two anemometers and the opening 
increase from case 1 to case 2 to case 3 and discrepancy in mean velocities becomes smaller 
from case 1 to case 2 to case 3. Therefore, the discrepancy decreases with increasing the 
distance of the anemometers from the opening. It is because near the opening the flow is very 
non-uniform. The flow is neither perpendicular to nor parallel to the windward face and has a 
yawed angle. Kanomax, which is an omni-directional anemometer, can measure this type of 
flow. However, the hotwire used can only measure the flow parallel to the windward face, 
which means that the velocity component perpendicular to the windward face is not measured. 
This is the main reason that the results of Kanomax are larger than those of hot wire in case 1 
and 2. For case 3, the location where the anemometers are installed is far from the opening, 
and hence experiences a more uniform flow parallel to the windward face.  
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Difference in gap width does not show a significant effect on discrepancies of the measured 
velocities by using the two anemometers. Therefore, the gap width will not result in negative 
effects on the accuracy of the measurements. It can be concluded that Kanomax is more reliable 
in this type of gap flow while hot-wire is considered less reliable to measure the gap flow 
because of the uncertainty of wind flow direction within the gap 
.  
(a) (b) 
Figure 2.5. (a) Comparison between Hot-wire and Kanomax measurements for three different cavity depths: 10 
mm (case 1), 15 mm (case 2), and 20 mm (case 3), (b) Calibration of Kanomax probe with hot-wire anemometer 
for the cavity flow. 
2.4.3. Particle Image Velocimetry 
Particle image velocimetry (PIV), in modern form, refers to the accurate, quantitative 
simultaneous measurement of flow velocity vectors in a nonintrusive manner at a very large 
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number of points. The experimental arrangement of a two-dimensional PIV is shown in Figure 
2.6. The two-dimensional or planar PIV technique relies on the images of double exposed seed 
particles in the flow, which is illuminated by a thin sheet of laser light (Adrian, 2005). In 
general, the flow in the wind tunnel is seeded with very small tracer particles that are capable 
of following the flow acceleration. The particles are illuminated by pulsed sheets of light 
triggered by a synchroniser at precise intervals. The synchroniser also triggers camera(s) facing 
perpendicular to the sheet of laser light, resulting in images being taken of particles. The 
particles are displaced at the intervals between the two pulses of the laser. Hence, the velocity 
vectors can be obtained by dividing the particle displacements by the time interval. 
In general, the frequency of typical PIV systems, which is governed by the repetition rate of 
the laser, is in the order of 10 Hz. Therefore, PIV temporal resolution is not sufficient to resolve 
high flow fluctuations in turbulent flows. However, the mean flow of a stationary turbulent 
flow can be determined by averaging the PIV results over an ensemble of N frames (Adrian 
and Westerweel, 2011). The stationary turbulent flow can be recognised when its statistics are 
not a function of time. In a typical PIV experiment, a large collection of realisations or samples 
is time averaged. If the time average is independent of time, the flow is called statically 
stationary. For statically stationary flow, a sampling error analysis needs to be performed, as 
discussed in detail in Chapter 5. 
 
Figure 2.6. Schematic view of experimental arrangement for PIV in a wind tunnel (Raffel et al., 2013). 
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Following this section, the concept of PIV cross-correlation is briefly introduced in Section 
2.4.3.1. The experimental procedure including the preparation of the building model in Section 
2.4.3.2.1, the issues with scattering and reflections in Section 2.4.3.2.2, the selection of optics 
and camera lenses in Sections 2.4.3.2.3 and 2.4.3.2.4, respectively, and criteria for image 
processing in Section 2.4.3.2.5 will be discussed. The details of the experimental setup and the 
parameters involved are discussed in the relevant section of Chapter 5. The definition and 
details of PIV image processing techniques used in this study are given in Appendix A, 
including the method of peak displacement detection, the advanced interrogation techniques, 
and image pre-processing and post-processing techniques. The mathematical model for the 
evaluation of PIV digital cross-correlation is also provided in Appendix B. 
2.4.3.1. Concept of PIV cross-correlation  
The visual interpretation of cross-correlation is given in Figure 2.7. Figure 2.7a and Figure 2.7b 
show sample flow fields at two consecutive times, termed in this study as an image pair. If 
particles in the second image are displaced horizontally relative to the first image at the time 
interval, the superposition of these two images allows for the visual detection of the horizontal 
motion of particles (Figure 2.7c). Likewise, the rotational motion of the particles can be 
visually detected (Figure 2.7d) by superposing the images when the particles in the second 
image are rotated relative to the first image (Gharib and Dabiri, 2012).  
 
Figure 2.7. (a) First particle image, (b) second particle image, (c) translational shift, and (d) rotational shift 
(Gharib and Dabiri, 2012). 
In the case demonstrated above, the image pair provides one velocity vector. However, 
depending on the required spatial resolution of the flow field, many velocity vectors should be 
identified in the flow field to construct the flow pattern. Therefore, the images should be 
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systematically discretised or interrogated, as schematically shown in Figure 2.8. The recoded 
images are discretised using interrogation windows, the dimension of which determines the 
spatial resolution. Each interrogation window results in one velocity vector. Therefore, if the 
Field of View (FOV) is discretised with n by m interrogation windows, the resulting velocity 
field has n by m vectors. The interrogation windows can be adjacent to each other, or more 
commonly, have a partial overlap. 
 
Figure 2.8. Concept of two-dimensional PIV. 
To find the velocity vector for each pair of interrogation windows, cross-correlation analysis 
is performed. The principle of cross-correlation of a sample interrogation window is shown in 
Figure 2.9. The black and white dots represent the particle images in the first and second 
exposure, resulting in an image pair. For each particle image in the first exposure (black dots), 
all possible displacements are determined with respect to the particle images in the second 
exposure (white dots). All possible matches receive equal weight, indicated as the amplitude 
of the peaks (z), and are presented in a three-dimensional histogram graph. Horizontal axes 
represent the particle image displacement in x and y direction. Therefore, each pyramid peak 
in the histogram of Figure 2.9 represents a possible displacement vector. This is repeated for 
all particle images in the first exposure. Then all histograms are combined and appropriately 
normalised. The highest peak in the combined histogram indicates the most probable match of 
the particle images in the first and second exposure, which is essentially the average 
displacement of the particle images in the second exposure with respect to the first exposure. 
The ratio of the highest peak to the second highest peak is called signal-to-noise ratio. 
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Figure 2.9. Principal of PIV cross-correlation. The histograms represent the possible displacements of a particle 
in the first exposure (white circle) with respect to all particles in the second exposure (black circle), where each 
combination receives an equal weight. The highest peak in the combined histogram indicates the displacement of 
the second exposure with respect to first exposure  (Adrian and Westerweel, 2011). 
2.4.3.2. Experimental procedure 
The geometry and dimensions of the building model and the proposed layout configurations 
were presented in Chapter 5  . Following this section, the preparation of the building model, 
the issues related to scattering and reflections, the selection of optics and camera, and the 
criteria for image processing are discussed. 
2.4.3.2.1 Model preparation 
The model was made of clear Perspex, which has good characteristics in terms of scattering 
and reflection of light and a high strength-to-weight ratio. We adopted a drawer-type 
mechanism to insert different layout assemblies (Error! Reference source not found.a). In 
this mechanism, the building model had slots at windward and leeward sides, at the specified 
height of 3/4H with slider guides inside the model. The layout assembly comprised a top panel, 
a bottom panel and a core part could be inserted to the slots like a drawer (Error! Reference 
source not found.b). For each set of experiments, one layout at a time was inserted. 
48 
 
The panels were solidly constructed to withstand vibration and wind forces acting on the model 
in high test wind velocities. 10 mm thick Perspex panels were used for all sides and the top of 
the building model. Another reason we chose relatively thick panels was to allow for screw 
holes to fix the model together firmly. We also used superglue at the interfaces of the panels to 
further ensure firm attachment. The thickness of the Perspex is a key factor that can reduce the 
laser light intensity, resulting in poor illumination of the particles; hence, we used a relatively 
thin panel of 3 mm for the corridors’ top panel. To avoid bending, we used a relatively thick 
Perspex panel with 8 mm thickness for the bottom of the layout assembly. Perspex is prone to 
scratches, which eventually scatter the laser light resulting in a loss of intensity and creating 
more background noise. Therefore, we used only screws for the top part so it was replaceable 
if scratched. For creating different layouts, we essentially needed to configure the core part. 
Hence, we fabricated five different core parts, all made of foam. 
Because the building model was relatively tall and heavy, the occurrence of strong cross-wind 
vibration was probable when subject to high wind velocities. The vibration of the model could 
negatively impact the quality of images and make the boundaries blurred, increasing 
uncertainty in the flow velocity close to boundaries. Therefore, we used cables at four sides of 
the model top and fastened it to the turntable to limit the model vibration (Error! Reference 
source not found.a). 
 
 
Figure 2.10. (a) Building model, (b) close-up view of layout assembly, and (c) experimental 
setup. 
49 
 
2.4.3.2.2 Scattering and reflections 
Sources of reflection were identified and properly covered or painted matt black. The edges of 
the top and the bottom panels of corridors facing the camera had to be covered with PIV 
masking tape to avoid oversaturated pixels. Therefore, vectors in 2~3 mm from the top and 
bottom of the corridor were lost due to masking. To reduce the thickness of the laser sheet, 
thickened as a result of passing through layers of Perspex, we attached two parallel PIV 
masking tape strips, with a gap of 2 mm, at the top panel of the corridor and the location of the 
laser sheet. 
2.4.3.2.3 Selection of optics  
We used a combination of two optics, with the focal length of 150 mm and -1000 mm, to create 
a diverging laser sheet large enough to cover 400 mm of the corridor’s length at the elevation 
of the corridors (≈ 0.9 m), which can be seen in Error! Reference source not found.c. The 
intensity of the laser sheet had a Gaussian profile. Therefore, the light had more intensity at the 
central regions and low intensity at the sides. Therefore, more particles at the middle of the 
corridor were illuminated and less at the side regions. This could result in fewer valid vectors 
at the sides of the corridors. One remedy we employed was to leave the smoke generator on 
for a longer period to increase the probability of illuminated particles at the sides. 
2.4.3.2.4 Selection of camera lenses 
The selection of an appropriate lens requires information about the object distance, 𝑧0, the 
desired FOV, and the camera resolution (i.e. sensor dimension). The object distance is the 
distance from the plane of the laser sheet to the effective centre of the lens (Adrian and 
Westerweel, 2011). The focal length, 𝑓, can then be calculated from the following formula 
using the x-extension of desired FOV, 𝑥0, and the corresponding sensor dimension, 𝑋0: 
𝑓 =  
𝑋0
𝑥0
𝑧0 =
36
250
× 1.25 ≈  180 𝑚𝑚 (2.4-1) 
We employed 29MP PowerView cameras (4400 × 6400 pixels) with the sensor dimensions of 
36 mm by 24 mm.  We utilised two cameras to cover a relatively long FOV. The desired FOV, 
𝑥0, for each camera was about 250 mm. Substituting the parameters into Equation (2.4-1) 
resulted in the desirable a focal length of 180 mm. Among the available lenses, the lens with 
focal length of 100 mm was selected. Therefore, the FOV was greater than required which was 
masked out during post-processing.  
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Before setting up the building model, the calibration target was placed in the exact location of 
the laser sheet by using a low power laser mode as guidance. Then we focused the camera on 
the calibration target in a low ambient light and captured calibration images. We used these 
calibration images in the image processing to convert the pixel to millimetre.  
For all illuminated particles to be in focus, the laser sheet thickness,  z, should fall into the 
camera depth of field, z. Otherwise, the out-of-focus particles create additional noise in the 
cross-correlation map, resulting in the likelihood of invalid measurements. Therefore, z 
should be selected to encompass all particles illuminated within the laser sheet. The depth of 
field of a camera lens can be determined from the following expression: 
z ≅ 4 (1 +
1
𝑀0
)
2
𝑓#
2
𝜆  
(2.4-2) 
Where M0 is paraxial lateral magnification, and 𝜆 is the wavelength of the light. M0 was about 
0.092, measured by dividing the camera sensor dimension to FOV dimension. The wavelength 
of the laser light used was 532 nm. f # or f-number in camera lenses is the ratio of the focal 
length to the entrance pupil and it is the reciprocal of the relative aperture. By increasing f #, 
the depth of field increases. The lowest f # of the lens is 2.8. By substituting the parameters into 
Equation (2.4-1), δz was determined as 2.35 mm, which was greater than the laser sheet 
thickness,  z, of about 2 mm and therefore, all particles would be in focus for greater f #. Note 
that a smaller f # means a larger aperture and consequently greater exposure of camera sensor 
to light. Therefore, very low ambient light should be used in the case of small f #, so as not to 
oversaturate the pixels and damage the camera. When the wind tunnel was seeded the accurate 
focusing was performed for the second time to ensure crystal clear particle images.  
2.4.3.2.5 Image processing criteria 
There are many parameters that affect the accuracy of PIV measurement including sub-pixel 
peak finding, tracer particle diameter, tracer particle image intensity distribution, interrogation 
window size, tracer particle image shift, quantisation effects, background noise, displacement 
gradients within an interrogation window, and out-of-plane tracer particle motion (Dabiri, n.d.).  
Based on extensive studies conducted by Keane and Adrian (Keane and Adrian, 1992, 1991, 
1990) a number of guidelines were used, as discussed in the following paragraphs. 
Interrogation window size: To specify the desirable number of velocity vectors in the field of 
view, there should be a compromise between the computational cost, accuracy, and flow details 
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desired to be resolved (e.g. enough velocity vectors in the boundary layer representing large 
velocity gradient). We considered 50 velocity vectors in the vertical extension of the corridor, 
resulting in one vector per millimetre. Considering the 50% overlapping, the appropriate 
interrogation window size would be: 
𝑖𝑛𝑡𝑒𝑟𝑟𝑜𝑔𝑎𝑡𝑖𝑜𝑛 𝑤𝑖𝑛𝑑𝑜𝑤 𝑠𝑖𝑧𝑒 =
𝑦−𝑒𝑥𝑡𝑒𝑛𝑠𝑖𝑜𝑛 𝑜𝑓 𝑐𝑜𝑟𝑟𝑖𝑑𝑜𝑟 𝑖𝑛 𝑝𝑖𝑥𝑒𝑙
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑣𝑒𝑐𝑡𝑜𝑟𝑠×𝑜𝑣𝑒𝑟𝑙𝑎𝑝
=
797
50×0.5
= 31.88 𝑝𝑥 ≈ 32 𝑝𝑥  
Hence, we selected a 32 × 32-pixels interrogation window.  
In-plane displacement: To increase the ratio of valid to total measurements, the displacement 
of the particles should be a fraction of the interrogation window. In the guidelines, 1/4 of the 
interrogation window is recommended for the particle displacement. The wind speed and the 
size of interrogation window were already defined. Therefore, pulse separation, δt, defined as 
the time interval between two pairs of an image, had to be set to meet the criteria. Considering 
a 32 × 32-pixels interrogation window, the magnification of 59 μm/pixel and a conservative 
value of 15 m/s for wind speed inside the corridor, based on the reference free-stream wind 
speed of 10 m/s (50% amplification), the maximum pulse separation can be determined as 
follows:  
 ∆𝑥 =  𝑉𝛿𝑡 <
1
4
(32 × 59)   → 𝛿𝑡 < 31 𝜇𝑠  
A few dry tests were conducted to determine the best combination of pulse separation, camera 
exposure, pulse delay, and lens aperture to have saturated well-exposed crystal-clear particle 
images. Consequently, 𝛿𝑡 of 30 μs and 𝑓# of 8 were selected. 
Out-of-plane displacement: It is recommended that the maximum out-of-plane displacement 
of a particle should be less than 1/4 of the light sheet thickness. This is about 0.5 mm since the 
thickness of the laser sheet inside the corridor is limited to 2 mm by using the PIV tapes on the 
corridor’s top panel, as explained in Section 2.4.3.2.2. Considering a conservative span-wise 
wind speed of 10 m/s (which may be observed in the layouts with the converging passage), and 
𝛿𝑡 of 30 μs, the maximum out-of-plane displacement is about 0.3 mm. This is less than 1/4 of 
the light sheet thickness, and hence, meets the criteria. 
Image density: The probability of a valid measurement can be determined using a non-
dimensional parameter, 𝑁𝐼𝐹𝐼𝐹𝑂 . 𝑁𝐼  is image density defined as 𝐶z(𝐷𝐼 𝑀0⁄ )
2.  C is the 
concentration and 𝐷𝐼 is the window dimensional area. 𝐹𝑂 accounting for out-of-plane loss of 
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pairs, is the mean fraction of particle images in an interrogation window that remains within 
the light sheet after displacing perpendicular to the light sheet. 𝐹𝐼 accounting for in-plane loss 
of pairs, is the mean fraction of particle images in an interrogation window that remains within 
the light sheet after displacing in the plane of light sheet. 𝑁𝐼𝐹𝐼𝐹0 is essentially the mean number 
of particle image pairs in the interrogation volume. It is recommended that the mean number 
of particles should be above 7-10 to have a high probability of valid measurements.  By live 
monitoring, 20 minutes of seeding was required to have more than ten particles per a sample 
interrogation window. We kept seeding for about 5 minutes every 20 minutes to compensate 
for the decline in image density. The image density reduction was probably due to particles 
depositing on the floor or flow discharging from small gaps or cracks.  
Particle image diameter:  An important experimental parameter is the particle image diameter 
(𝑑𝜏) which can be determined based on the particle diameter, 𝑑𝑝, the diffraction-limited spot 
diameter, 𝑑𝑠, and the magnification, 𝑀0: 
𝑑𝜏 ≅ (𝑀0
2𝑑𝑝
2 + 𝑑𝑠
2)
1/2 
   where   𝑑𝑠 = 2.44 (1 + 𝑀0)𝑓
#𝜆 (2.4-3) 
The diffraction-limited spot diameter is caused by lens aberrations. In most practical situations, 
the tracer particle is diffraction limited (i.e. 𝑀0𝑑𝑝 ≪ 𝑑𝑠). Therefore, if the magnification and 
𝑓#  are known the particle image diameter can be estimated. In the present test, we used 𝑀0 =
0.092 and  𝑓# = 8 which resulted in 𝑑𝜏 of 11.34 𝜇𝑚. The pixel size (𝑑𝑟) of TSI PowerView 
29MP that was used in this study was 5.5 μm. Hence the ratio of 𝑑𝜏 𝑑𝑟⁄ , that is 2.06, is very 
close to the recommended value of 2 for the optimal particle image diameter (Adrian and 
Westerweel, 2011).  
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 Adaptive Double Skin Façade: 
Flow characteristics  
 
3.1. Publication 
Hassanli, S., Hu, G., Kwok, K.C.S., Fletcher, D.F., 2017. Utilising cavity flow within double 
skin façade for wind energy harvesting in buildings. Journal of Wind Engineering and 
Industrial Aerodynamics. 167, 114–127. 
https://doi.org/https://doi.org/10.1016/j.jweia.2017.04.019 
3.2. Relevance to thesis 
This chapter presents a study on flow characteristics inside the cavity of a building-high Double 
Skin Façade (DSF), subject to wind coming in different directions, using wind tunnel tests and 
CFD simulations. This is the first peer-reviewed publication in the series of studies, utilising 
the cavity flow of the first proposal, DSF, for wind energy harvesting. This article paves the 
way for further developing advanced energy harvest methods using DSF. Therefore, a 
significant portion of the paper focused on the proof-of-concept and the validation study prior 
to detailed investigation of flow characteristics. The wind tunnel test procedure and CFD setup 
are demonstrated and a statistical performance analysis is conducted to compare between the 
results from the two methods. Steady and unsteady CFD simulations are also performed to 
validate the capability of steady RANS for investigating the flow characteristics inside the 
cavity of DSF. Further investigations of the magnitude, the direction and the uniformity of the 
mean flow velocity, and the turbulence across the cavity are presented. Finally, the potential 
locations for installing wind turbines and the wind power available at these locations are 
studied. 
  
54 
   
55 
 
 
56 
 
57 
 
  
58 
 
  
59 
 
  
60 
 
  
61 
 
  
62 
 
  
63 
 
  
64 
 
  
65 
   
66 
 
  
67 
 
 
68 
 
 Adaptive Double Skin Façade: 
Aerodynamic modifications 
 
4.1. Publication 
Hassanli, S., Hu, G., Fletcher, D.F., Kwok, K.C.S., 2018. Potential Application of Double Skin 
Façade Incorporating Aerodynamic Modifications for Wind Energy Harvesting. Journal of 
Wind Engineering and Industrial Aerodynamics. 174, 269–280. 
https://doi.org/https://doi.org/10.1016/j.jweia.2018.01.016 
4.2. Relevance to thesis 
This chapter presents a study on the investigation of flow characteristics inside a corridor-type 
DSF with different aerodynamic modifications and subject to different wind directions. This is 
the second published peer-reviewed paper in the series of publications related to the application 
of the adaptive DSF for wind energy generation. It investigates how specific geometrical 
modifications of the DSF and building can enhance the flow characteristics inside the DSF. 
Four modifications of the original building-high DSF, as studied in the previous chapter, are 
employed: 1- double-sided DSF, 2- corridor-type DSF, 3- recessed regions, and 4- curved 
walls. Based on these modifications, three layout configurations for the DSF system are 
proposed. The mean flow velocity, the flow turbulence and wind power density available inside 
the corridors at different layout configurations and different wind directions are investigated 
and compared using CFD simulations. This study establishes techniques to enhance the 
characteristics of cavity flow for wind energy generation and evaluates the effect of the 
aerodynamic modifications of DSF and the building on the velocity and turbulence of the cavity 
flow. 
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 Through-building openings: 
Flow structure and aerodynamic 
modifications 
5.1. Publication 
Hassanli, S., Chauhan, K., Zhao, M., Kwok, K. C. S., 2019. Application of through-building 
openings for wind energy harvesting in built environment. Journal of Wind Engineering and 
Industrial Aerodynamics, 184, 445–455. https://doi.org/10.1016/j.jweia.2018.11.030 
5.2. Relevance to thesis 
This chapter investigates flow characteristics and structure of flow inside through-building 
openings with five different layout configurations, using two-dimensional PIV technique. This 
is the first peer-reviewed publication in the series of studies, investigating aerodynamic 
through-building openings for wind energy harvesting. Hence, a significant portion of the study 
assess the suitability of experimental techniques employed in this study, validation and 
calibration of experimental tests. After examining the sampling error of acquired images, the 
PIV uncertainty analysis is performed to identify outliers and regions with higher uncertainty. 
The PIV experiment is validated against a series of cobra probe measurements. The probability 
distribution of streamwise velocity fluctuations at the middle of the corridor for each layout 
design in both measurements techniques is evaluated. The mean flow characteristics, including 
streamwise and vertical mean velocity and their corresponding velocity fluctuations are 
investigated in all layout designs. The coherent structure of the flow inside the corridor of each 
layout is also investigated to identify potential locations for installing wind turbine and suitable 
layout designs in terms of energy generation. Finally, a simple flow visualisation technique is 
conducted to inspect the source of high turbulence in one of the layouts. 
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 Adaptive Double Skin Façade: 
Integration of local wind data 
 
6.1. Publication 
Hassanli, S., Kwok, K.C.S., Zhao, M., 2018. Performance assessment of a special Double Skin 
Façade system for wind energy harvesting and a case study. Journal of Wind Engineering and 
Industrial Aerodynamics. 175, 292–304. https://doi.org/10.1016/j.jweia.2018.02.002 
6.2. Relevance to thesis 
This chapter presents a study on the energy generation assessment of a specific corridor-type 
DSF by integrating local wind data. This is the latest study in terms of utilising the adaptive 
DSF for wind energy harvesting and it focuses on the actual energy output of the DSF system 
in real conditions. Previous studies related to the adaptive DSF, as demonstrated in Chapters 3 
and 4, dealt with the feasibility of utilising the DSF for wind energy harvesting, the 
fundamental mechanism of flow entering and discharging in the corridors in different wind 
directions, and the effect of different aerodynamic modifications on the flow characteristics. 
Following on from these previous studies, this chapter develops a methodology to include wind 
local data in order to evaluate the annual energy production of the system in different wind 
climates and different urban terrains. Based on the study demonstrated in Chapter 4, the best 
layout configuration, Layout 3, is considered in this study. A methodology to integrate the local 
wind data is proposed. These turbines are considered within the context of four Australian cities 
(Sydney, Melbourne, Brisbane and Adelaide), each with different urban terrains. The annual 
energy generation of a set of horizontal axis wind turbines inside the corridors of the DSF is 
assessed and compared with that of the same number of wind turbines at the same height in a 
free-stream condition. The results shed some light on suitable local wind characteristics and 
urban terrains for the application of the adaptive DSF system. 
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 Through-building openings: 
Integration of wind turbines 
 
7.1. Cascaded wind turbines subject to zero wind direction 
7.1.1. Publication 
Hassanli, S., Jafari, S.A.H., Eftekharian, E., Kwok, K.C.S., 2017. Performance assessment of 
cascaded wind turbines inside through-building openings, in: 9th Asia-Pacific Conference on 
Wind Engineering. Auckland, New Zealand. 
7.1.2. Relevance to thesis 
The first section of this chapter presents the study on the utilisation of cascaded wind turbines 
(i.e. one behind another) inside aerodynamic through-building openings, subject to a wind 
direction parallel to the corridors of through-building openings. In the analysis of flow 
characteristics inside through-building openings discussed in Chapter 5, the effect of wind 
turbine(s) on the cavity flow was not considered. Due to its blockage, installing wind turbine(s) 
can decelerate the flow velocity inside corridors. The reduction in flow velocity is not the same 
if the second set of wind turbines is installed behind the first set. In this study, a technique is 
developed and validated to evaluate the effect of one, two and three sets of cascaded wind 
turbines on flow velocity and available wind power inside the corridors of the through-building 
openings. The layout configuration for the through-building openings is selected based on the 
study demonstrated in Chapter 5. Finally, a comparison is made between the power that can be 
potentially generated from one, two and three sets of wind turbines and the same number of 
wind turbines at the same height in free-stream.  
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Figure 1. Building model and schematic view of wind turbines’ location 
inside the corridors. 
 
Figure 2. Normalized mean velocity and turbulence intensity profiles at 
the target location in an empty domain. 
An accurate prediction of energy generation requires considering 
the effect of wind turbines on the pressure difference and velocity 
inside the corridors. However, explicit modelling of a wind 
turbine with its detailed features inside a through-building 
opening of a tall building located at a relatively large 
computational domain is computationally expensive and time-
demanding. Therefore, a momentum sink technique was 
developed to take into account the momentum loss as the flow 
passes through the wind turbine. 
To find the momentum loss across a wind turbine inside a 
corridor, we could not rely on the turbine manufacturer’s 
specifications and power curve as these measurements were 
collected in free stream condition. Hence, a series of CFD 
simulations were conducted by explicitly modelling the wind 
turbine in free stream and inside a corridor to validate and 
acquire the required data. The tip speed of the blades at each 
wind speed was set according to the practical RPM curve (Figure 
3). Based on the CFD results, the power curve of ducted Ampair 
300 was calculated at different velocities (Figure 3) and the 
momentum sink was determined based on the thrust acting on the 
wind turbine’s blades.  
Four cases were considered with zero, one, two and three sets of 
cascaded wind turbines. Each set consisted of four parallel wind 
turbines and they were in series with other sets as shown in 
Figure 1. The appropriate moment sink depending on the number 
of sets of cascaded wind turbines were imposed at zones defined 
inside the corridors. Based on the velocity inside the corridors, 
the power generation was calculated from the power curve of 
ducted Ampair 300 and compared with the power generation of 
the same number of wind turbines in free stream condition. 
 
Figure 3. The power curve and RPM of Ampair 300. 
Result and Discussion 
The contours of mean velocity around the building and inside the 
corridors at a reference velocity of 12 m/s with no active 
momentum sink zone corresponding to side, perspective and plan 
view are given in Figure 4.  These contours  indicate the potential 
of aerodynamic devices including through-building openings 
with recessed regions and curved walls to enhance the flow for 
energy harvesting.  
 
Figure 4. Contours of mean velocity around the building and inside the 
corridors for a reference velocity of 12 m/s without active momentum 
sink at side, perspective and plan view.  
The velocity amplification factor as the ratio of the mean velocity 
inside the corridor to the mean velocity at the same height in free 
stream at different reference velocities is given in Figure 5. The 
amplification is the result of the aerodynamic shape of through-
building openings including the recessed regions and curved 
walls. The factor ranges from 1.25 to 1.31 for free stream 
velocity of 6 m/s to 15 m/s, which highlights the capability of the 
aerodynamic devices to effectively enhance the flow velocity up 
to about 30%. The decreasing slope of the curve with increasing 
the reference velocity suggests that the amplification factor may 
reach a plateau at higher velocities. 
 
Figure 5. Amplification factor of the through-building opening in range 
of reference velocities between 6 m/s and 15 m/s. 
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The contours of mean velocity for a zoomed-in side view at 
vertical centre-plane with zero, one, two and three active 
momentum sink zones are shown in Figure 6. By enabling the 
momentum sink, the mean velocity decreases inside the corridor 
which can be qualitatively visualized by the extent of jet air 
discharging from the corridor. The active momentum sink zone 
for each case is shown by a vertical arrow in the figure.  
 
 
 
 
 
Figure 6. Contour of mean velocity inside the corridor for (a) zero, (b) 
one, (c) two and (d) three active momentum sink zone at side view. 
The wind mean velocity and power density inside the corridors 
for the four cases at different reference velocities are shown in 
Figure 7. By considering a set of wind turbines, the velocity 
decreases inside the corridors. This is attributed to the blockage 
effect of wind turbines against the flow. However, placing the 
second and third set of wind turbines does not have the same 
effect on the reduction of mean velocity as the first set. For 
example, by considering the first set of wind turbines at a 
reference velocity of 12 m/s, the mean velocity inside the 
corridors decreases from about 15 m/s to 12 m/s (20% reduction). 
By enabling two and three momentum sink zones (adding the 
second and third set of wind turbines), the mean velocity further 
reduces by 13% and 9%. In general, the mean velocity reduction 
as a result of placing the second and third sets of wind turbines is 
about 30% and 40%. The total reduction in the mean velocity is 
approximately the same for other cases with different reference 
velocities. Moreover, the installation of cascaded wind turbines 
has the benefit of limiting the variations in wind velocity. For 
example, the variation of mean velocity inside the corridors with 
three sets of cascaded wind turbines reduces to about 6.8 m/s 
when reference velocity varies from 6 m/s to 15 m/s. This 
adaptive control mechanism of flow velocity can be beneficial 
when the variations in mean velocity are high.  
 
Figure 7. Mean velocity and power density inside the corridors by 
installing one, two and three sets of cascaded wind turbines at different 
reference velocities. 
The total power generation of one set (case 1), two sets (case 2) 
and three sets (case 3) of cascaded wind turbines for two 
corridors at different free stream velocities is given in Figure 8. 
The total power generation increases with the increase in the 
mean velocity for all cases. However, the trends are different. In 
the range of reference velocities from 6 m/s to 9 m/s, the power 
generations of one, two and three sets of wind turbines are very 
close. This means that it is not very beneficial to add the second 
set of wind turbines. When the reference velocity is in the range 
of 9 m/s to 12 m/s, the power generation significantly increases 
by adding the second set of wind turbines. At 12 m/s, adding the 
second set increases the power generation by about 28%. 
However, the power generation only marginally increases (3%) 
by adding the third set. Therefore, in this range, it is beneficial to 
utilize two sets of cascaded wind turbines. In the range of 12 m/s 
to 15 m/s, two sets of turbines continue to outperform 
substantially compared with one set of wind turbines. At 15 m/s, 
adding the second set increases the power generation by about 
85%. In this range, installation of three sets can further enhance 
the power to the point that at 15 m/s the total power generation 
increases by about 23% compared with two sets. Based on this 
trend, it can be concluded that three sets of cascaded wind 
turbines clearly outperforms the other configurations at velocities 
at or greater than 15 m/s. 
 
Figure 8. Total power generation per floor (two corridors) for one, two 
and three sets of cascaded wind turbines at different reference velocities. 
To validate the technique of momentum sink, the comparison 
was made between the power generation per turbine at different 
reference velocities by explicit modelling of the wind turbine 
inside a corridor and with momentum sink technique inside a 
through-building opening (Figure 9). The results show that the 
agreement remains well within 8% for all wind velocities and 
thereby, the technique is accurate enough to predict the effect of 
wind turbines based on the flow characteristics inside the 
corridors. 
 
Figure 9. The power generation based on the explicit modelling of wind 
turbine and momentum sink equivalent at different wind velocities.  
The total power generation discussed above has shown the 
capability of cascaded wind turbines for wind energy generation 
and has specified the range wind velocities in which the potential 
of each configurations can be fully exploited. However, it is 
important to compare this system with the installation of the 
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7.2. Single array of wind turbines subject to different wind 
directions 
7.2.1. Introduction 
In the previous section, the flow velocity inside the corridors of aerodynamic through-building 
openings in the presence of one, two and three sets of cascaded wind turbines were estimated 
for the wind direction parallel to the corridors’ axis. To have a holistic view, the cavity flow 
characteristics in the presence of the wind turbines in different wind directions should also be 
evaluated. Therefore, the technique developed in the previous section is implemented to 
estimate the pressure, velocity and turbulence intensity of flow inside the through-building 
openings (which are integrated with the same type of wind turbines) when the approach wind 
is coming from different directions. The flow characteristics will change inside the through-
building opening when the turbine(s) is installed. By capturing some momentum from the flow, 
the ducted turbine increases the pressure gradient and reduces the available velocity across the 
opening. Therefore, to analyse the power generation of the turbine(s), the actual wind turbines 
were replaced by an equivalent momentum sink.  
In the previous section, the development of the technique was only summarised in the paper 
that complied to the word limit set by the conference. Therefore, the technique employed in 
the previous and the present sections is explained in detail below. 
7.2.2. Methodology 
The same building model and the layout configuration for the through-building opening were 
considered. As discussed before, to find the momentum loss across a wind turbine inside a 
corridor, we could not rely on the turbine manufacturer’s specifications and power curve, as 
these measurements were collected in a free-stream condition. Hence, a series of CFD 
simulations were conducted by explicitly modelling the wind turbine in a free-stream to 
validate the CFD model. The rotational speeds of the blades and resultant torque on the rotor 
were then determined, corresponding to different approaching wind velocities. Based on the 
simulations, the operational rotating speed at each wind velocity was extracted. The power 
generation was then calculated by multiplying the operational rotating speed at each wind 
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velocity with its corresponding resultant torque. The results agree well with the power curve 
reported by the manufacturing company. 
In the second step, the power curve of a ducted wind turbine had to be determined. Therefore, 
at each approach wind velocity and corresponding rotating speed, the resultant torque exerted 
on the ducted turbine was computed, and the power generation was then calculated. Figure 3, 
in Section 7.1, shows the power generation of the HAWT against the approaching wind 
velocity, as provided by the manufacturer. The figure also shows the power generation 
computed by the CFD model for the free-stream and ducted wind turbine. It is evident that the 
power generation of the ducted HAWT at zero wind incident angle is significantly greater than 
that of the free-stream turbine (Jafari et al., 2016b). The power generation calculated at each 
approaching velocity corresponds to a thrust force that the ducted flow exerts on the ducted 
HAWT at that velocity. The reaction of the thrust force on the ducted flow, shown in Figure 
7.1, can be modelled and replaced by a sink of momentum inside the corridor. 
 
Figure 7.1. Thrust force exerted on the ducted HAWT against the approach wind velocity. 
By replacing the CFD model of the ducted HAWT inside the corridors of the through-building 
opening with a momentum sink volume, the pressure drop was estimated, along with the 
velocity reduction which was due to the presence of the ducted HAWT. These estimated 
parameters were then imported to another CFD simulation where the turbine was explicitly 
modelled in a simple duct. This step (i.e. evaluation of power with explicit turbine modelling) 
was performed to provide a more accurate estimation of power output. 
We used small commercialised Horizontal Axis Wind Turbine (HAWT), Ampair 300. This 
HAWT has 1260 mm diameter, and four of them were located at the middle of a 4×m4m×32m 
corridor, as shown in Figure 7.2. Using the symmetry boundary condition, one quarter of the 
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corridor housing one single turbine was generated and extended to the other three quarters after 
each solution. The CFD model of the turbine and the duct were created in the actual size, using 
hybrid mesh, including 1,320,000 structured and 950,000 unstructured mesh in each quarter of 
the corridor that housed one turbine. Structured mesh was built around the rotating disk, and 
very fine unstructured mesh was created within the rotating disk and on the rotor surface. The 
inlet and outlet boundary conditions were set as velocity inlet and outflow, respectively. The 
resultant pressure, velocity and turbulence intensity created at the upstream of the corridors in 
the previous simulations were imposed as the inlet boundary to evaluate the power generation. 
The unsteady SST 𝑘−𝜔 turbulence model was implemented using Fluent CFD solver.  
 
Figure 7.2. CFD model of the ducted HAWTs in the corridor. 
7.2.3. Result and discussion 
Using the developed momentum sink in the through-building openings and rotating the 
building by 30° and 60°, the velocity, pressure and turbulence intensity of the ducted flow are 
determined and exported. Figure 7.3a-c shows the resultant mean velocity contours in the 
corridors at incident wind angles of 0°, 30°, and 60° when the free-stream velocity is 12m/s at 
the 3/4H of the building height. According to Figure 7.3a, at 0°, the ducted flow has a higher 
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velocity than the free-stream, even when the turbines are installed inside corridors. Comparing 
Figure 7.3a and Figure 7.3b indicates that the mean velocity of the ducted flow has slightly 
increased by turning the building 30°. This is believed to be the result of the negative pressure 
created at the outlet of the openings. Comparing Figure 7.3a and Figure 7.3c shows that by 
turning the building 60°, the ducted flow velocity has dropped below 6 m/s in the right corridor, 
while it is still around 12 m/s in the left one.    
  
(a) (b) 
 
 
(c)  
Figure 7.3 Velocity contour of the ducted flow at wind incident angles: (a) 0°, (b) 30° and (c) 60° when the 
free-stream velocity is 12m/s at the same elevation. 
Using the momentum sink technique, the velocity, pressure and turbulence intensity of the 
ducted flow were recorded in the presence of the ducted HAWT. Following this, the resultant 
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flow characteristics were applied to the inlet of a simple duct which explicitly houses the 
HAWTs. Power generation of the ducted HAWT installed in the left and right corridor at 
incident wind angles of 0°, 30° and 60° were determined and compared with that of the HAWT 
installed at the same elevation in a free-stream condition. The results are presented in Figure 
7.4a-d, where the free-stream velocity at the same elevation (i.e. 3/4H of the building height) 
is 6 m/s, 9 m/s, 12 m/s and 15 m/s, respectively. 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
Figure 7.4. Power generation of the ducted HAWT installed in the left and right through-building openings 
at 0°, 30° and 60° when the free-stream velocity is: (a) 6m/s, (b) 9m/s, (c) 12m/s and (d) 15m/s. 
The resultant power generations indicate that installing the turbine in a corridor with a properly 
designed inlet and outlet can strongly enhance its performance, not only at the incident wind 
angle of 0° but also at other angles. For example, for the incident wind angles below 30°, the 
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power generation of the ducted turbine is 60-100% higher than the free-stream wind turbine, 
and at 60° the power generation of the wind turbines located in the left corridor is still higher 
than the power generation of free-stream wind turbines. 
The study by Jafari et al. (2016a) showed that power generation of the same HAWT was 
approximately 40% higher than the free-stream one when they were exposed to the similar 
approaching wind velocity; however, the present study has shown a greater enhancement. The 
reason is the actual velocity amplification of the ducted flow. Due to the inlet and outlet design 
of the through-building openings, velocity of the ducted flow increases above the free-stream 
velocity at these incident wind angles, which in turn increases both the rotational speed and the 
toque exerted on the rotor. To have a thorough detailed assessment of power generation of the 
ducted HAWT, more simulations need to be performed at a smaller interval of incident wind 
angle. 
Looking at Figure 7.4d, the power generation of the ducted HAWT in the left opening at 0° 
and 30° incident wind angles is a constant 600W, because at this mean velocity the turbine has 
reached its maximum capacity and its power generation cannot exceed this point. Therefore, 
using more wind turbines at different sections of the corridor may result in greater power 
generation. Installing one or more wind turbines behind the first ones in high velocities may 
decrease the ducted flow velocity to a reasonable level where all the turbines can operate near 
their maximum power generation capacity. However, the explicit simulation of the ducted 
HAWTs indicates a dramatic drop in the velocity and pressure downstream (Figure 7.5). As a 
result, no turbine can efficiently operate right behind the front ones. Therefore, a minimum 
acceptable distance between the front and rear turbine needs to be determined for this purpose. 
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(a) (b) 
Figure 7.5 Contours of (a) velocity and (b) pressure at the upstream and downstream of the ducted HAWTs. 
7.2.4. Conclusion 
By replacing the actual model of a turbine with an equivalent momentum sink, a new technique 
was developed to determine the flow characteristic of a ducted flow in aerodynamic through-
building openings in the presence of wind turbine(s). This technique was implemented to 
estimate the pressure, velocity and turbulence intensity of the flow within through-building 
openings housing four Ampair 300 wind turbines when the building is subjected to a range of 
incident wind angles. The results show that power generation by the ducted wind turbine(s) at 
zero incident wind angle is 60-100% higher than the free-stream wind turbine at the same 
height. A properly designed layout can preserve the velocity in the through-building opening 
for incident wind angles below 60°. As a result, power generation of the ducted wind turbine(s) 
remains higher than the free-stream turbine installed at the same height, and same approaching 
wind velocity and direction. This study also shows the possibility of integration of more wind 
turbines in through-building openings at high wind velocities, as performed in Section 7.1. 
However, it has been shown that the front turbines can adversely affect the performance of the 
back turbines if they are located right behind them and thus the minimum separation between 
the turbines in that condition needs to be investigated. 
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 Conclusions 
 
8.1. Introduction 
Decentralised small-scale wind energy harvesting in urban environments has the advantages of 
diversifying the energy resources by harvesting a clean and renewable energy, reducing the 
cost and energy losses associated with power distribution network, reducing the extent and 
frequency of large-scale outages, improving consumption management by promoting users’ 
knowledge, and promoting the sustainability in the long run. While the main challenges for 
wind energy harvesting in urban environments are low velocity and high turbulence of wind 
flow, this study proposed and studied two new building and façade configurations including an 
innovative adaptive DSF system and aerodynamic through-building openings to enhance the 
speed, the uniformity, the unidirectionality and the steadiness of wind, while reducing 
undesirable characteristics of urban wind, including high turbulence. Experimental and 
numerical investigations on the two proposals were conducted, and the effects of wind 
direction, aerodynamic modification, local wind data and wind turbine on flow characteristics 
inside the corridors of the different layout configurations of the DSF and the through-building 
openings were investigated. 
The detail of the findings of each study was discussed in the conclusion section of the relevant 
chapters. In this chapter, Section 8.2 presents the main findings of the first proposal, adaptive 
Double Skin Façade, including investigation on flow characteristics (Chapter 3) in Section 
8.2.1, the effect of the aerodynamic modifications (Chapter 4) in Section 8.2.2, and the 
integration of local wind data (Chapter 6) in Section 8.2.3. Section 8.3 presents the main 
findings of the second proposal, aerodynamic through-building openings, including 
investigation on flow structure and different aerodynamic modifications (Chapter 5) in Section 
8.3.1, and the integration of wind turbines (Chapter 7) in Section 8.3.2. Finally, Section 8.3 
discusses the limitations of the study of which the recommendations for future research are 
established. 
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8.2. Adaptive Double Skin Façade 
8.2.1. Flow characteristics 
Initially, the flow mechanism and characteristics inside the cavity of a building-high DSF with 
strategic openings were investigated using wind tunnel tests and CFD simulations in Chapter 
3. It was found that the DSF with the strategic openings effectively channel the wind and 
enhance the flow within the cavity for a wide range of incident wind angles, and hence, can be 
potentially considered as an effective technique of flow enhancement in urban environments. 
The results of the wind tunnel tests and the CFD simulations showed a good agreement with 
discrepancies within a reasonable range of 15% for all incident wind angles. This indicates the 
capability of the steady RANS CFD simulations, SST K-w turbulence model in particular, to 
estimate the mean flow characteristics inside the cavity of the DSF. It was shown that as the 
flow progresses along the corridor it becomes more uniform and it’s three-dimensionality 
diminishes. Considering wind coming in any direction, the best potential location for installing 
wind turbines is the middle of the corridors where relatively uniform and unidirectional flow 
exists. It was also confirmed that the confined area of corridors contributes to the reduction of 
velocity fluctuations and the dissipation of flow turbulence. 
8.2.2. Aerodynamic modifications 
The aerodynamic modifications including recessed regions and curve walls to the original 
building-high DSF were proposed and investigated in Chapter 4. To locally implement these 
techniques and avoid modifying the entire building envelope, a corridor-type story-high DSF 
was proposed in which four corridors are recognised by horizontal divisions inside the cavity 
and the central vertical opening on the external façade of DSFs installed on the opposite sides 
of the building. This approach enabled a strategic selection of floors especially at upper levels 
(which favour higher velocity due to the ABL profile and shadowing effect of low to mid-rise 
buildings on the lower levels) to be employed for wind energy harvesting and provided a better 
housing and a proper fixture for potential wind turbines reducing vibration and vibration-
induced noise.  
The flow characteristics within the four corridors located at a selected height and subjected to 
different incident wind speeds and directions showed that there is a significant flow 
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enhancement when the wind blows within the range of ±45° to the corridors’ axis, especially 
in the layout with recessed regions and curved walls (Layout 3). The speed of free-stream wind 
flow gets almost doubled (≈1.8) when the flow reaches the middle of the leading side corridors 
of Layout 3. Considering the equal probability of wind coming in all directions, the mean 
velocity at the middle of different corridors of Layout 3 increases 30% - 350%, (depending on 
the location of the corridor as opposed to the wind direction) as compared with the 
corresponding corridors in the layout without any modifications (Layout 1). The enhancement 
is mainly due to the contribution of the recessed regions to trap the incident wind, and curved 
walls to channel it smoothly inside the corridors. By controlling the flow separation using the 
corner modification, the average turbulence intensity at the middle of all corridors reduces from 
21% in Layout 1 to 14% in Layout 3. Finally, considering the equal probability of wind coming 
in all directions, the aerodynamic modifications to a corridor-type DSF made in Layout 3 
increases the average available power density by a factor of 4.2, as compared with Layout 1.  
8.2.3. Integration of local wind data 
The Annual Energy Production (AEP) of a set of wind turbines inside the modified adaptive 
DSF was assessed using CFD simulations in Chapter 6. A methodology was proposed to 
integrate local wind data and then applied to case studies where the AEP of four Australian 
cities (Sydney, Melbourne, Brisbane and Adelaide) were assessed in different urban terrains.  
The total available wind power when the wind blows within the range of ±45° to the corridors’ 
axis was about 5 times greater than the power available when the wind blows perpendicular to 
the DSF indicating the strong directional characteristic of the proposed adaptive DSF. In the 
open terrain (TC2) of Melbourne region with strong Northerly and Southerly winds (bi-
directional wind characteristics), 24 small HAWTs with a rated power of 300 W, installed 
inside the corridors of a story-high DSF system generates up to 34 MWh annually. This annual 
energy generation is approximately 70%, 100%, and 150% more than the same settings and 
conditions in Sydney, Adelaide and Brisbane, respectively.  
It was concluded that by utilising all 15 floors at the top-third of the 45-story building model 
for wind energy harvesting in Melbourne, the AEP of approximately 300 - 500 MWh can be 
achieved depending on the terrain category. While the effect of wind turbines inside the 
through-building openings was considered in Chapter 7, the conclusion drawn can be extended 
to this study. Therefore, the reduction in the mean flow velocity inside the corridors can be 
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approximately 15%-20%, resulting in the AEP of a 130 - 200 MWh depending on the terrain 
category. Considering an average household electricity consumption of 5.25 MWh in Australia, 
the DSF system of the building located in the suburban areas (TC3) and dense urban areas 
(TC4) can power approximately 45 and 30 houses, respectively.  
It was shown that the AEP of wind turbines installed in the corridors of the DSF system 
surpasses that of free-stream wind turbines at the same height by about 30% - 50% depending 
on the local wind condition and the terrain category. In general, changing the category of terrain 
where the building is located from TC2 to TC3 reduces the AEP of the DSF by about 16%-
20% and from TC2 to TC4 by 43%-53%. While this reduction also affects the free-stream wind 
energy generation, the benefit of utilising the DSF system over the free-stream wind energy 
generation becomes more significant for terrains with smoother roughness. 
8.3. Through-building openings 
8.3.1. Flow structure and aerodynamic modifications 
The application of aerodynamic through-building openings, as the second proposal, for wind 
energy harvesting was studied in Chapter 5. Two-dimensional Particle Image Velocimetry 
(PIV), Cobra probe measurements and a flow visualisation technique were performed to 
investigate the mean flow characteristics and coherent structures inside five different layout 
configurations of through-building openings taking advantage of aerodynamic modifications 
including recessed regions, curved walls and converging-diverging passages. The sampling 
error and the uncertainties associated with velocity data were evaluated, and the results were 
validated against a series of Cobra probe measurements taken at the middle of the corridor.  
It was shown that the layout with recessed regions and curved walls (L3), and the hexagonal-
shaped layout with converging-diverging passages and curved walls (L5), which have a large 
span of relatively high, unidirectional, and uniform velocities with low velocity fluctuations, 
are more suitable layouts for wind energy harvesting. The average of streamwise mean velocity 
at the middle of L3 and L5 is 25% and 33% greater than that of the layout without any 
modifications (L1), corresponding to 95% and 135% greater wind power density at the middle 
of L3 and L5 than L1, respectively. It is noteworthy to state that L5, with a converging-
diverging passage, is more effective in terms of channelling and enhancing wind in oblique 
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wind directions and its performance as compared with other layouts can be even greater in 
other directions. It was found that the converging-diverging passage, the constant cross-section 
at the middle part and well-rounded corners in L5 effectively contribute to the amplification of 
streamwise velocity, and the progressive reduction of vertical mean velocity, the streamwise 
and vertical velocity fluctuations.  
To study the coherent structure at the target plane and identify suitable locations for installing 
a wind turbine, two-point cross-correlation analysis was also performed. The stretch of well-
correlated streamwise fluctuations in the streamwise and vertical directions at the central 
region, especially in the case of diamond-shaped layout (L4) and L5, indicates that the flow is 
more steady and instantaneous velocity is more uniform in this region compared to other 
locations. The steadiness of the flow results in the reduction of the structural damage on a 
potential wind turbine. The interaction of the more uniform flow with the turbine’s blades also 
results in higher efficiency. The stretch of well-correlated regions of vertical fluctuations in the 
vertical direction at the middle section, observed in L3 and L5, indicates that the vertical forces 
acting on the upper and lower half of a potential wind turbine in this location are in the same 
direction. Depending on the type of the wind turbine (i.e. horizontal axis, vertical axis or linear 
cascade wind turbine), the asymmetric vertical forces can result in the increase or decrease in 
the torque acting on the rotor and the efficiency of the wind turbine. 
8.3.2. Integration of wind turbines 
The effect of cascaded wind turbines (one, two and three sets of wind turbines) on the flow 
inside the corridors of aerodynamic through-building openings was investigated in Chapter 7. 
Using CFD simulations, a new technique was developed by replacing the actual model of a 
turbine with an equivalent momentum sink. The technique was implemented to estimate 
pressure, velocity and turbulence intensity of the flow inside the corridors with recessed regions 
and curved walls (L3), which originally housed four small HAWTs subjected to different wind 
directions. It was concluded that a properly designed layout preserves the velocity in the 
through-building openings for wind directions within ±60° to the corridor’s axis, and as a result 
the power generation of the ducted wind turbines in this range remains higher than that of the 
free-stream wind turbines installed at the same height. Therefore, within this range, the 
following conclusions can be drawn. 
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The performance assessment of cascaded wind turbines inside through-building openings was 
assessed using CFD simulations. It was shown that one, two and three sets of cascaded wind 
turbines inside the corridors reduce the cavity flow velocity 20%, 30%, and 40%, respectively, 
from free-stream reference velocities ranging from 6 m/s to 15 m/s. Hence, it was concluded 
that the effect of wind turbines on the reduction of mean velocity is diminished by the 
subsequent installation of wind turbines.  
It was shown that the selected number of cascaded wind turbines highly depends on the wind 
velocity. In low free-stream wind speeds (6 - 9 m/s), one set of wind turbines is more suitable 
as the power generation of one, two and three sets of wind turbines are very close to each other. 
In moderate free-stream wind speeds (9 -12 m/s), two sets are more suitable as adding the 
second set increases the total energy generation by approximately 30%. Adding the third set 
increases the generation negligibly in this range of wind speeds. In high free-stream wind 
speeds (12 - 15 m/s), adding the second and third set of cascaded wind turbines increase the 
energy generation up to about 85% and 110%, respectively. 
In moderate to high wind speeds (9 m/s to 15 m/s) one set of cascaded wind turbines inside the 
through-building openings can harvest about 1.8-1.93 times more energy than free-stream wind 
turbines installed as the same height. At wind speed of 15 m/s, two and three sets of cascaded 
wind turbines can generate 1.8 and 1.5 times more than the same number of wind turbines at 
the same height in free-stream. It is noteworthy that the installation of this number of wind 
turbines at free-stream and at the height corresponding to the through-building opening’s 
elevation requires a very solid and heavy foundation and may not be economically viable. In 
other words, utilising through-building openings for wind energy generation, besides its 
advantages of enhancing the power generation, reduces the cost of solid foundation and tower, 
which is usually 20%-25% of the total cost. 
8.4. Limitations and recommendations for future research 
The wind/wave tunnel facility at the University of Sydney is equipped with a two-dimensional 
PIV that was utilised to investigate the flow characteristics at the target plane in the corridor of 
different layout of through-building openings. A more detailed and a thorough investigation of 
the flow can be achieved using stereo PIV that provides the three-dimensional behaviour and 
pattern of the flow inside the corridor.  
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One of the issues with building-integrated wind turbines is the noise creation and transmission 
which can negatively impact the residents. This is one of the main issues for building mounted 
wind turbines especially for turbines on rooftops. One of advantages of utilising a Double Skin 
Façade or through-building opening is that it can diminish the noise transmission, because wind 
turbines are installed in a confined space. In fact, a Double Skin Façade has conventionally 
been used for sound isolation. Therefore, the interior and exterior facades are capable of 
decreasing the sound transmission to an acceptable level for occupants’ comfort. In addition, 
one possible solution to reducing the vibration-induced noise of wind turbines is to firmly 
mount the turbine to the ground. In the case of a corridor-type Double Skin Façade or through-
building opening, all four sides of the corridor provide a proper fixture for the turbine, which 
may reduce the turbine’s vibration and noise. However, this requires further investigation, 
which was out of the scope of this study and can be considered as potential future research.  
In addition, the thermal aspect of the adaptive DSF was not considered in this study. 
Encouraging more wind to flow inside the corridors can increase the heat transfer of the interior 
walls, which can eventually result in a decrease or increase of temperature in inner building 
spaces. This phenomenon—in combination with the buoyance-driven flow inside the cavity of 
DSF and integrated HVAC system—can serve as a multi-purpose DSF capable of minimising 
the energy consumption of the building and harvesting wind energy. This idea requires more 
detailed investigation on the DSF system integrated with HVAC systems. 
Using aerodynamic modifications, a number of aerodynamic techniques to enhance the flow 
inside the corridors was proposed and investigated; however, no design optimisation study was 
performed. One of the essential steps towards commercialising these ideas is to conduct multi-
objective optimisation of the layout design based on flow parameters (e.g. the wind speed 
amplification, uniformity, unidirectionality, and turbulence), construction parameters (e.g. 
complexity of the layout) and economic parameters (e.g. occupying useful space). More 
advanced optimisation can be recognised by using shutter-collectors. These shutter-collectors 
can be placed at the openings, and based on the wind speed, and direction, can be set to different 
modes, including closed, open or in-between. Using anemometers, sensors and controllers, the 
entire system can be made self-adaptive to the environment. This can be a component of an 
integrated system of a zero-energy building and a distributed power network system in smart 
cities.  
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In this study, a small HAWT (Ampair 300) was selected to be placed inside the corridors. 
While this selection was based on the criteria mentioned in the relevant chapter, other types of 
wind turbines may be a better option for the optimised design configuration. Therefore, one 
possible research project would be the selection of an appropriate wind turbine among small-
scale HAWTs, VAWTs, and LCWTs, based on their performance inside the corridors of a 
properly designed DSF or through-building openings. Moreover, this study explored the 
possibility of the integration of cascaded wind turbines (one behind the other) inside a through-
building opening, by using CFD simulations and a momentum sink method. Therefore, the 
pressure difference as the flow passed the rotor was taken into account and the flow turbulence 
created by turbines were ignored. However, this has become important in cascaded wind 
turbines since the high velocity fluctuations adversely affect the next wind turbine, and hence 
this needs further investigation and can be further examined in future research.  
While a simple cost-benefit analysis was demonstrated in this chapter, a detailed techno-
economic assessment of the proposed DSF and the through-building openings is recommended 
for future research. In terms of practical applications, a comprehensive cost-benefit analysis is 
inevitable, to establish the feasibility and potential of the two proposed design solutions in real-
world applications. This analysis can be accompanied by a techno-economic assessment, which 
involves a comparison study of wind turbines inside a DSF system or through-building 
openings and stand-alone wind turbines on towers in urban environments. 
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Appendix A: PIV cross-correlation methods 
and schemes 
 
A1. Peak detection 
Due to the nature of digital processing, discrete cross-correlations only exist at integer values. 
This means that the accuracy and precision of particle image displacements are affected by the 
pixel resolution (Adrian and Westerweel, 2011), which  results in the uncertainty of actual 
particle displacement to be within ±1/2 pixel. While this seems insignificant, it is important to 
realise that it could lead to substantial errors for smaller interrogation window sizes. For 
example, if the interrogation window size is 32×32-pixels, and maximum particle displacement 
is considered to be about 1/3 of the interrogation window (≈ 10 pixels), the uncertainty of the 
maximum particle displacement is at best 5%. Given that vorticity and strain rate are 
differentially calculated from the velocity, their uncertainties are about 10%, which is 
considered unacceptable for some applications (Dabiri, n.d.).  
To obtain sub-pixel accuracy, several methods have been developed of which the Gaussian 
method shows more accurate predictions of actual particle image displacement. In the Gaussian 
method, the Gaussian interpolation function is curve-fitted to the maximum peak and two side-
peaks of the cross-correlation map. This is repeated in both x and y directions, resulting in sub-
pixel accuracy in both directions. The reason behind the frequent implementation of Gaussian 
function is that the intensity of the illuminated particle image is well approximated by Gaussian 
intensity distributions (Raffel et al., 2013). 
When the particle images are very small (that is, 1 < d𝜏 /dr < 2), Gaussian peak fit leads to 
displacements becoming biased and leaning towards integer values. d  and dr are the diameter 
of particle image and the pixel size. Therefore, for very small particle images, the application 
of the three-point Gaussian peak fit creates an undesirable effect termed “peak-locking”. The 
optimum tracer particle image diameter that minimises the measurement uncertainty is just 
above 2 pixels (Raffel et al., 2013). 
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A3. Advanced interrogation technique 
A3.1 Multi-pass scheme 
The accuracy of the data yield in the cross-correlation process can be significantly enhanced in 
the second pass by using a window offset equal to the local displacement in a first pass. By 
offsetting the interrogation windows according to the mean displacement, the fraction of 
matched particle images to unmatched particle images is increased, thereby increasing the 
signal-to-noise ratio of the correlation peak (Raffel et al., 2013). Multi-pass scheme uses 
multiple iterations or passes to increase the accuracy of measurements. 
A3.2 Multi-grid scheme 
The multi-pass scheme can be further improved by continually reducing the interrogation 
window size, hence refining the grids. This scheme permits the dynamic spatial range to be 
increased. The dynamic spatial range is the largest observable displacement to the smallest 
displacement typically constrained by the interrogation window.  Standard cross-correlation 
cannot use a small interrogation window without losing the correlation due to large 
displacement. However, implementing the multi-grid and multi-pass simultaneously can be 
effective in a high dynamic range velocity field without losing the correlation signal (Raffel et 
al., 2013). 
A3.3 Image deformation technique 
An commonly used assumption considered in the method of standard cross-correlation is that 
the displacement of the particle images within an interrogation window is approximately 
uniform. Note that each interrogation window eventually results in one velocity vector. The 
window should be small enough to have a locally small velocity gradient, so the resulting 
vector describes the flow behaviour at the location of the window. This places a limitation on 
the velocity gradient in an interrogation window. If the velocity gradient is too large, there is a 
chance the cross-correlation analysis will measure the noise. In practice, this is not sufficiently 
accurate in most flows of interest, where the velocity field exhibits significant variations within 
the interrogation window. This is more likely to happen in the case of bonded flow, where the 
velocity gradients are relatively large. In this case, it is possible to utilise one of the iterative 
window deformation methods. The image or window deformation technique compensates for 
the velocity gradient by iteratively deforming the interrogation windows according to the 
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velocity field (Raffel et al., 2013). In a window deformation method, the displacement field 
and the spatial gradient are first estimated in the first pass using the standard method previously 
described. In the next iteration or pass, the windows are deformed based on the velocity 
gradient in the previous step, so that they better accommodate the velocity gradients. This 
technique is schematically shown in Figure A.1, where the combination of the iterative grid 
refining and image deformation was employed. In this study, the flow inside the corridors had 
a large velocity gradient especially close to boundaries, and hence, the iterative multi-pass 
multi-grid image deformation technique was employed. 
 
Figure A.1. Sketch of Image deformation technique with one multigrid step. The unreformed interrogation 
windows are indicated as solid lines and deformed windows as dash lines. 
A4. Image pre-processing 
Prior to processing the images, a number of image enhancement techniques were performed to 
improve the visibility of the images, specifically the enhancement of the particle image 
contrast. A number of reasons lead to introducing noise, including non-uniform illumination 
of particle image intensity, due to light sheet non-uniform intensities, pulse-to-pulse variations, 
irregular particle shape, out-of-plane motion, and stationary background features of images 
(Raffel et al., 2013). The techniques used in this study for background removal and to normalise 
local intensity are explained in the following sections. 
Background subtraction: There are two approaches to remove the background image that 
usually contains laser flare or other stationary features in the image. The first approach is to 
capture the image of field of view before seeding and then subtract it from each acquired image. 
The second one is through the computation of a minimum intensity image from a sufficiently 
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large number of image recordings (Raffel et al., 2013), which is then subtracted from each 
acquired image. We used the latter approach for the present study. 
Normalise local intensity: The displacement-correlation peak is dominated by brighter particle 
images, and darker particle images have a reduced influence. Therefore, another enhancement 
technique can be recognised to bring the particle image intensity to a similar intensity level, 
such that all particle images have a similar contribution in the correlation function (Raffel et 
al., 2013). We used local intensity normalisation, as suggested by Westerweel (1993), where 
each frame is normalised using the ratio of minimum to maximum intensity before the 
correlation analysis. 
A5. Image post-processing 
Data validation: There is always a portion of invalid vectors in the resulting velocity field due 
to many factors. It is recommended that the ratio of valid to total vectors should be above 90%-
95% partly achieved by using the pre-processing steps previously discussed. The remaining 
incorrectly vectors need to be inspected, deleted, or if necessary replaced. This can be done 
using special algorithms. In this study we used the global vector and local median tests. In the 
global median test, a minimum and maximum velocity in both directions was set. Any vector 
that fell outside of this range was marked as an invalid vector. The minimum and maximum 
velocity was determined by inspecting the velocity vectors at different regions, especially the 
enhanced and separated regions. The local median test, suggested by Westerweel (1994), is 
based on finding the median value of all neighbouring vectors of a sporous vector. In this test, 
the velocity vectors of all neighbouring vectors are sorted based on the magnitude, and the 
spurious vector is replaced by the median of these vectors. This test was performed to replace 
the spurious vector or smooth the velocity field. 
Gap filling and replacement: There is always a chance of missing data in the vector field due 
to reasons such as the lack of particle images in a specific region or overexposure of the 
background. In these cases, it is possible to use bilinear or weighted average interpolation of 
surrounding data to fill the gap.  We used the interpolation scheme embedded in the software 
to fill the gaps. 
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Appendix B: Mathematical model of PIV 
cross-correlation 
Considering 2D PIV, the distribution of particle images of the entire field of view at two 
consecutive time 𝑡1 and 𝑡2 is given by 𝜏1 (𝑋) and 𝜏2 (𝑋) where 𝑋 is the position vector in the 
image domain. The time delay ∆𝑡 =  𝑡2 − 𝑡1, is in order of milliseconds to microseconds. The 
particle image distributions 𝜏1 (𝑋) and 𝜏2 (𝑋) are proportional to the light intensity field 𝐼1 (𝑋) 
and 𝐼2 (𝑋)  defined within the interrogation domains 𝑊1 (𝑋 − 𝑋𝐼1)  and 𝑊2 (𝑋 − 𝑋𝐼2) , 
respectively. 
𝜏1(𝑋) =  𝐼1(𝑋) 𝑊1(𝑋 − 𝑋𝐼1) (B-1) 
𝜏2(𝑋) =  𝐼2(𝑋) 𝑊2(𝑋 − 𝑋𝐼2) (B-2) 
𝑋𝐼1 and 𝑋𝐼2 are the locations of the interrogation windows 𝑊1  and 𝑊2 in the field of view, 
respectively. Given that the tracer particles are distributed homogenously over the flow, the 
mean image intensity is independent of X (Adrian and Westerweel, 2011). Therefore, in 
separating the intensity field into the mean and fluctuation parts, X is dropped from the mean 
term: 
𝐼1(𝑋) =  〈𝐼1〉 + ∆𝐼1(𝑋)   (B-3) 
𝐼2(𝑋) =  〈𝐼2〉 + ∆𝐼2(𝑋) (B-4) 
with 
〈∆𝐼1(𝑋)〉 = 〈∆𝐼2(𝑋)〉 = 0 (B-5) 
The best matching of the two particle images is determined by using spatial cross-correlation, 
defined as: 
𝑅(𝑠) =  ∫ 𝜏1(𝑋)𝜏2(𝑋 + 𝑠) 𝑑𝑋 
(B-6) 
Substituting equations (B-1) – (B-5) into (B-6) results in: 
𝑅(𝑠) = 𝑅𝐶(𝑠) + 𝑅𝐹(𝑠) + 𝑅𝐷(𝑠) (B-7) 
where 
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𝑅𝐶(𝑠) =  ∫ 𝑊1(𝑋) 𝑊2(𝑋 + 𝑠) 〈𝐼1〉〈𝐼2〉 𝑑𝑋 
(B-8) 
𝑅𝐹(𝑠) =  ∫ 𝑊1(𝑋) 𝑊2(𝑋 + 𝑠) [〈𝐼1〉∆𝐼2(𝑋 + 𝑠) + 〈𝐼2〉∆𝐼1(𝑋)] 𝑑𝑋 
(B-9) 
𝑅𝐷(𝑠) =  ∫ 𝑊1(𝑋) 𝑊2(𝑋 + 𝑠) ∆𝐼1(𝑋) ∆𝐼2(𝑋 + 𝑠)𝑑𝑋 
(B-10) 
𝑅𝐶  represents the cross-correlation of the mean image intensity over the interrogation windows 
𝑊1 and 𝑊2; 𝑅𝐹 is the combination of cross-correlations of the fluctuating intensity in 𝑊1 with 
the mean intensity in 𝑊2  and vice versa; 𝑅𝐷 is the cross-correlation of the fluctuating image 
intensities in 𝑊1 and 𝑊2. Figure A-1 shows the cross-correlation of two interrogation windows 
with the same size and the visual representations of 𝑅𝐶 , 𝑅𝐹 , and 𝑅𝐷  where the latest term 
contains the information about the highest peak. 
Figure B.1. The spatial cross-correlation of two single-exposure images can be separated into three terms: RC, 
RF, RD (Adrian and Westerweel, 2011). 
The ensemble average over all possible realizations for the correlation terms in equation (B-7) 
is given by: 
〈𝑅(𝑠)〉 = 〈𝑅𝐶(𝑠)〉 + 〈𝑅𝐹(𝑠)〉 + 〈𝑅𝐷(𝑠)〉 (B-11) 
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where 
〈𝑅𝐶(𝑠)〉 = 𝐹𝐼(𝑠)〈𝐼1〉〈𝐼2〉𝐷𝐼
2 (B-12) 
〈𝑅𝐹(𝑠)〉 = 0 (B-13) 
〈𝑅𝐷(𝑠)|𝑢〉 = 𝒥01𝒥02𝜏00
2 𝑁𝐼𝐹𝐼(𝑠)𝐹𝑜(∆𝑧)𝐹𝜏(𝑠 − 𝑠𝐷) (B-14) 
Figure B.2 shows the separation of the term 𝑅𝐷(𝑠) into the mean and the fluctuating parts 
where the highest peak in 𝑅𝐷(𝑠) corresponds to the displacement-correlation peak 〈𝑅𝐷(𝑠)|𝑢〉. 
Subtracting 𝑅𝐷(𝑠) from the displacement-correlation peak 〈𝑅𝐷(𝑠)|𝑢〉 results in the remaining 
correlation peaks referred to as random noise peaks. To obtain a valid velocity measurement 
of tracer particles, “peak detectability” defined as the ratio of displacement-correlation peak 
(highest peak) to the highest random noise peak should be greater a certain value, typically 1.3-
1.5 (Adrian and Westerweel, 2011). 
Figure B.2. Separation of RD into its ensemble mean 〈𝑹𝑫(𝒔)|𝒖〉 and random correlation peaks (Adrian and 
Westerweel, 2011). 
As can be seen in Figure A-2, the ensemble average of 𝑅𝐷 yields a single, sharp peak termed 
as displacement-correlation peak. The location, amplitude and the shape of this peak hold all 
the information with respect to the displacement of the particle image. The location of the peak 
corresponds to the local particle image displacement. The height of the peak is proportional to 
the image density 𝑁𝐼, the out-of-plane loss correlation 𝐹𝑂, and the in-plane loss of correlation 
𝐹𝐼. The shape of the peak is also determined by the particle image self-correlation 𝜏00𝐹𝜏(𝑠) 
with the displacement distribution in the measurement volume. (Adrian and Westerweel, 
2011). For a homogeneous tracer pattern, the ensemble mean image intensity and cross-
correlation of fluctuating intensities averaged over all possible realizations are given by 
(Adrian and Westerweel, 2011): 
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〈𝐼1〉 = 𝒥01𝜏00𝐶∆𝑧0 𝑀0
2⁄  (B-15) 
〈𝐼2〉 = 𝒥02𝜏00𝐶∆𝑧0 𝑀0
2⁄  (B-16) 
〈∆𝐼1(𝑋)∆𝐼2(𝑋 + 𝑠)|𝑢〉 = 0       (B-17) 
𝒥02
𝐶 ∆z12
′′
𝑀0
2  𝜏00
2 𝐹𝑜(∆𝑧)𝐹𝜏(𝑠 − 𝑠𝐷) 
(B-18) 
where 
∆z12
′′ = ∫
𝒥1(𝑧)
𝒥01
𝒥2(𝑧)
𝒥02
𝑑𝑧 
(B-19) 
𝐹𝑜(∆𝑧) =
∫ 𝒥1(𝑧)𝒥2(𝑧 + ∆𝑧)𝑑𝑧
∫ 𝒥1(𝑧)𝒥2(𝑧)𝑑𝑧
 
(B-20) 
𝐹𝜏(𝑠) =
∫ 𝜏0(𝑠
′) 𝜏0(𝑠
′ + 𝑠)𝑑𝑠′
𝜏00
2  
(B-21) 
𝒥(𝑧) is the illuminating beam intensity and  𝒥01  and 𝒥02 are the maximum value of beam 
intensity in the first and the second window. 𝜏00 represents total particle image intensity per 
unit illumination. 
𝜏00 = ∫ 𝜏0(𝑋)𝑑𝑋 
(B-22) 
𝜏0(𝑋) is a spatially function that represents the (mean) shape of the particle image. When the 
recorded signal (i.e. the pixel grey value in the case of electronic recording) is considered, the 
proportionality constant between the light intensity and recorded image signal strength is stored 
in 𝜏00 , which is effectively a normalization constant (Adrian and Westerweel, 2011). 
Therefore, the term C is the particle concentration (i.e. the mean number of particles per unit 
volume). ∆𝑧0  is the thickness of the laser light sheet and 𝑀0  is the magnification. 𝑠𝐷  in 
equation (B-18) is the in-plane particle image displacement, this is, 𝑠𝐷 = (∆𝑋, ∆𝑌) =
(𝑀0∆𝑥, 𝑀0∆𝑦) .  (∆𝑋, ∆𝑌)  is the displacement vector in image domain and (∆𝑥, ∆𝑦)  is the 
displacement vector in flow domain. It is also convenient to define the following terms: 
𝑁𝐼 =
𝐶 ∆z12
′′ 𝐷𝐼
2
𝑀0
2  
(B-23) 
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𝐹𝐼(𝑠) =  
∫ 𝑊1(𝑋)𝑊2(𝑥 + 𝑠)𝑑𝑥
𝐷𝐼
2  
(B-24) 
𝑁𝐼  is the image density, this is, the mean number of particle images that appear on the 
interrogation region. 𝐷𝐼
2 is the area of the interrogation domain. 𝐹𝐼(𝑠) is the in-plane loss of 
pairs, which is the probability of the tracer particle remaining in the interrogation region after 
particles’ in-place displacement. 𝐹𝑜(∆𝑧) in equation (B-20) represents the out-of-plane loss of 
pairs, which is the fraction of tracer particles that remains in the interrogation region after 
particles’ out-of-plane displacement. 
