A rapid method for determining whether the real quadratic field Sí = S(\/D) has class number one is described. The method makes use of the infrastructure idea of Shanks to determine the regulator of .W and then uses the Generalized Riemann Hypothesis to rapidly estimate L(l, x) to the accuracy needed for determining whether or not the class number of 3£ is one. The results of running this algorithm on a computer for all prime values of D up to 109 are also presented, together with further results on runs on intervals of size 107 starting at 10! (t = 9,10,..., 16).
Introduction.
Let D be a square-free positive integer and let Jf = &(\/~D) be the real quadratic field formed by adjoining \TD to the rationals &. While it is known that there are only 9 complex quadratic fields with class number one, it has been conjectured since Gauss that there are an infinite number of real quadratic fields with class number h equal to one. In spite of the immense amount which has been learned about quadratic fields since the time of Gauss, this conjecture seems still to be extremely difficult to prove. An interesting recent development concerning this problem is the collection of heuristics introduced by Cohen and Lenstra [1] . Among other things their results suggest that the probability that the odd part of the class group of 3Í is one is about 75.446%.
If p is a prime and h is the class number of â'i^/p), then 2 \ h. Thus, in view of the Cohen-Lenstra heuristics, we would expect that the probability that h{(î{^/p)) = 1 is 75.446%. In Tennenhouse and Williams [9] this was tested numerically for all primes up to 108. Unfortunately, the techniques used to find the results presented in Table 1 of [9] required hundreds of hours of computer time to run. In this paper we describe a further numerical investigation into this problem for all primes up to 109. Our new algorithms run much more quickly than those used in [9] ; however, we must assume the Generalized Riemann Hypothesis (GRH) on ç.^ in order to determine whether or not h -1. This assumption, together with several refinements of our previous algorithms, allowed us to examine over 50000000 fields @{\fv) w'th p < 109 in a little less than 80 hours of computer time.
The purpose of this paper is to describe our improved algorithms and to present the results of our computer run. Our basic plan of attack is similar to that of [9] . We use the analytic class number formula 2hR = VÄL{l,x), where R is the regulator and A is the discriminant of Jf. Setting r = 1 when D = 2,3 (mod 4) and r = 2 when D = 1 (mod 4), we have A = 4£>/r2. The problem is now one of determining R and then finding L(l, x) to sufficient accuracy to guarantee whether or not h -1. In Section 2 we describe a very expeditious algorithm for determining R in 0(Dl/i+e) elementary operations. In Section 3 we discuss how to use the Euler product representation l(i,x)=n <?/(<? -(¿A?))-where the product is taken over all primes q and (A/ç) is the Kronecker symbol, to approximate L(l,x) to the desired level of accuracy.
Computation
of R. In this section we will derive our algorithm for determining R. This algorithm is based on the infrastructure ideas of Shanks [6] as implemented by Williams and Wunderlich [11] and Stephens and Williams [7] , [8] . For a somewhat different approach to Shanks' ideas we refer the reader to the papers of Lenstra [3] and Schoof [5] . Our main objective here will be to improve somewhat the regulator algorithm presented in Section 3 of [7] . As much of this material is given in [11] , [7] and [8] , our treatment will be quite brief. Proofs of the many statements given here can be found in these papers.
As in [11] , [7] and [8] . As pointed out in [7] and [8] , we have cm+i = ak for some fc > 1 and (2-10) ** = 9a9t9'm+1/U.
If A = \og(1i!'m+1/U), then by using the results needed to obtain (3.5) of [7] , we have (2.11) -logQs_1Qt_1<A<log2.
For the sake of brevity, we will use as*at to denote the pair (a^, Wm+i/U) produced by this process. The algorithm of Shanks given in Section 3 of [7] can be used to find c and U and the formulas (2.6) and (2.8) can be used to find *m+1 = \B'm-AP'm + V^) + Q'mB'm_2\/Q'0.
Since B'k increases with increasing k and B'm_1 < Q'0/y/~D (Theorem 4.2 of [7] ), this computation is easily performed. In the continued fraction expansion of u> there is a least p G Z+ such that oP+i = ûi. . By [8] we know that am = 0p+2_m when m < p + 1; thus, by using the method used to derive (3.1) of [8] we have (2.12) 6m = 6(0™,Ql) = R -6m + log(Qm_!/r).
We also note that 6m is a strictly increasing function of m and that 6m is a strictly decreasing function of m. Further, by results in [8] we know that 6m > {m -2) logr, where t = (1 + \/5)/2. We now have LEMMA 2.1. If <Xi = ak and 1 < i,k < t, then we must have either If bj / at for some i (1 < i < t), then b, = 5¿ for some i (1 < i < t) and R = 8;-8l-\og(Ql-1/Qí)).
Proof. The first part of the Corollary follows easily from the theorem. If bj ^ a¿ (1 < i < t), then by the theorem we must have bj = ci¿ for some i (1 < i < t); hence, 8* < R. From (2.12) it follows that R = 8*+8l-\og(Qt-1/Q0). and we can terminate the algorithm.
Step 2 Compute (bi, xi) = as * as. Put ATX = 1, j = 1.
Step 3 (test step) If bj e y, then ñ = 2j log *s + j log xi + log Xj -log â nd we can terminate the algorithm. If bj € /?', then R = 2j log*, + j log xi + logXj + log*t -log(Q,_i/Qo) and we can terminate the algorithm.
Step 4 This algorithm has the same order of complexity 0{DllA+e) as that given in [7] . The main difference here is that by using the same amount of storage space, we can step through our new algorithm in steps of size about 28s instead of 8S. In practice, this improves the speed of the algorithm by a factor of about 35%.
Determination
of When h -1. Given the value of R, one can use the method of Williams and Broere [10] to determine h. However, the difficulty in using this technique is that it is very time-consuming. Since our concern here is to examine a great many fields, a more expeditious method is needed. As mentioned in the introduction, the problem is to estimate ¿(l,x) sufficiently accurately that it should be possible to ascertain whether or not h = 1. In order to do this here, we make use of Oesterlé's [4] effective version of the Chebotarev density theorem. It must be emphasized, however, that for any given field Jf = S{y/U), this assumes the truth of the GRH on c^. Thus, the method that we will describe here is correct if the GRH holds for all of the values of the radicand D that we consider. We now require two simple lemmas.
LEMMA 3.1. 7/|logi| < log(2/(l + |y|)), where \y\ < 1/2, then l/(2 + y)<x<2/{l+y).
Proof. Since we have
Now and log((l + |y|)/2) < log* < log(2/(l + |y|)),
(1 + \y\)/2 < x < 2/(1 + |y|). Table 3.2 Thus, if we wish to determine whether or not h = 1, we need only select the appropriate B, a value of t and evaluate h and r. If |r| < t and h = 1, then h = 1; if |r| < í and h ^ I, then h ^ 1. If |r| > i, select the next £ value until a value of r is obtained such that |r| < t. In the next section we will discuss several details involved in the computer implementation of this algorithm.
Computer
Implementation and Results. The algorithms for determining R and when h = 1 were coded in assembly language (double-precision floating point was used for the accumulation of R and F(Q)) and run on an Amdahl 5870 computer. In this section we discuss some of the techniques which were used to get the best possible performance out of these algorithms.
In order to calculate log \Vk or log Xk efficiently, we did not compute X^=i l°g ^i or J2i=i logXt! Le-i a sum of logarithms. Since the logarithm routine is fairly expensive, we instead accumulated the products Ili=i ^« and Yli=i Xi and tnen took the logarithm of the product. However, since these products can get large enough to overflow a floating-point register, it was necessary to keep the exponent and fractional parts of the products separate. Each time a new term was multiplied to a product's fractional part, the resulting exponent was separated out and added to an integer sum-of-exponents variable (the fraction's exponent was set to 0). Taking log(frac x 16exp) = log(frac) + (exp) log 16 was easy as log 16 was precalculated. Thus only one log call was ever needed to evaluate a particular log^fc or logX^.
As was done in [7] and [8] , instead of actually conducting a preliminary sort in Step 1 of the Regulator Algorithm and then using a binary search, say, to determine whether or not b e 9', we used hashing techniques. In practice, these searches can be much more rapidly undertaken by hashing on the last byte of the Q values.
In order to determine a good value of c to be used in the initialization step of the Regulator Algorithm, we conducted some preliminary numerical experiments. We summarize the results of these in Tests showed that the early implementations of our algorithms were very slow. In fact, over 95% of the time was being spent in the evaluation of F(Q). This was because our routine for evaluating (A/ç) was too slow, no matter what we tried. (We used variations on both the Jacobi method and the Euler criterion/power algorithm technique.) Our solution to this problem was to calculate F(Q) for all D in a fixed interval under the assumption that |r| < .01. We did this by first precalculating all the quadratic residues for all the primes up to Q when £ = .01 (see Tables 3.1 and 3 .2). We could then use this information to rapidly accumulate F(Q) for each D in the interval by multiplying each F(Q) by q/(q -(A/<j)) with a single array look up. If it was necessary to go to a larger Q value (|t| > .01), we simply continued our computations on those particular D by using the Euler criterion/power algorithm technique to determine (A/g). By using an interval size 106 we cut our estimate of time needed to run this part of our program on all prime values of D up to 109 from 225 hours to 38 hours.
We also ran tests to see how frequently the use of t = .01 was good enough for determining when h = 1. We provide the results of these tests in Table 4 .2. For these tests we used an interval size of 105.
Here, n¿ is the number of primes = i (mod 4) in the interval between / and / +105 for which we could determine whether or not h = 1 using the |r| value given in the second column. Notice that 99% of the primes could be dealt with when t = .1 and over 90% could be handled with t -.01. Denote by tt(í,4;x) the number of primes up to x which are congruent to i (mod 4) and denote by f(i, 4;x) the number of those primes counted by n(i, 4;x) such that the class number of the corresponding real quadratic field is one. Put In Table 4 .3 we give some excerpts from our calculations of R(i, 4; x). During the process of conducting these investigations we noticed two errors in Table 1 of [9] . The values for /(l, 4; x) are all too small by 1 because the program used to produce this table did not get the correct value of h for D = 5. (It obtained h = 0, not 1, and since the program only produced a count, this error was not noticed at the time.) The values for 7r(l, 4; x), /(l, 4; x) and r(l, 4; x) are incorrect for x = 25 x 106; this was due to an error in copying from the larger table produced by machine to the smaller Table 1 .
We also provide some graphs of R(i,4;x) in Figures 4.1 and 4.2.
At the suggestion of Henri Cohen we also attempted to fit our values of R(i, 4; x) (i = 1, -1) to a curve of the form a + bx~a. This was done by using a golden ratio search technique to determine that a value which yielded the minimum error, where by the error we mean the sum of the squares of the vertical deviations of the data points {x~a, R(i, 4; x)) with x = I05j and j = 1,2,3,..., 104 from the least-squares straight line fitted to those points. In Figures 4.3 and 4 .4 we show plots of R(i, 4; x) against x~a for the a value that we obtained. On the same figures we have also drawn the least-squares straight line described above. Notice that in both cases the y-intercept is somewhat larger than .75446. This, of course, could be the result of the naivety of our assumption that R(i,4\x) can be accurately described by a curve as simple as y = a + bx~a. To get a further idea of how the real quadratic fields of class number one are distributed, we wrote a higher-precision version of the programs described above and sampled intervals of size / = 107 at values of x = 10* (i = 9,10,11,..., 16).
In Table 4 .4 we present the results of these calculations. By t{i,4\x) we denote the time in minutes that our programs required to determine R'(i,4;x). In spite of some fluctuations, it still appears that the overall tendency of R(i,4;x) is to decrease. Indeed, none of the calculations presented here seems to provide any inconsistency with the belief that R(i,4\x) tends to approach .75446 very, very slowly. 
