This paper deals with automatic cartoon colorization. This is a hard issue, since it is an ill-posed problem that usually requires user intervention to achieve high quality. Motivated by the recent successes in natural image colorization based on deep learning techniques, we investigate the colorization problem at the cartoon domain using Convolutional Neural Network. To our best knowledge, no existing papers or research studies address this problem using deep learning techniques. Here we investigate a deep Convolutional Neural Network based automatic color filling method for cartoons.
INTRODUCTION
Automatic image colorization examines the problem how to add realistic colors to grayscale images without any user intervention. It has some useful applications such as colorizing old photographs or movies, artist assistance, visual effects and color recovering. On the other hand, colorization is a heavily ill-posed problem. In order to effectively colorize any images, the algorithm or the user should have enough information about the scene's semantic composition.
Automatic cartoon colorization is a more difficult task than automatic natural image colorization because the drawer's or the designer's individual style implies an additional factor in the illposed problem. Consequently, we put the emphasis on to create Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. CBMI, June 19-21, 2017 plausible colorization that is convincing and aesthetic for a human observer. In this paper, we introduce a cartoon colorization method using deep learning techniques to produce plausible colorization of black-and-white cartoons.
Main contributions. This paper deals with automatic colorization of cartoons using Convolutional Neural Network. To our best knowledge, no existing papers or research studies addresses the problem of cartoon colorization using deep learning techniques.
Paper organization. This paper is organized as follows. In Section 2, the related and previous works are reviewed. We describe our algorithm in Section 3. Section 4 shows experimental results and analysis. The conclusions are drawn in Section 5.
RELATED WORKS
Image colorization has been intensively studied since 1970's. The existing algorithms can be divided into three classes.
Scribble-based approaches interpolate colors in the grayscale image based on color scribbles produced by a user. Levin et al. [15] presented an interactive colorization method which can be applied to still images and video sequences as well. The user places color scribbles on the image and these scribbles are propagated through the remaining pixels of the image. Huang et al. [9] improved further this algorithm in order to reduce color blending at image edges. Yatziv et al. [25] developed the algorithm of Levin et al. [15] in another direction. The user can provide overlapping color scribbles. Furthermore, a distance metric was proposed to measure the distance between a pixel and the color scribbles. Combinational weights belong to each scribbles which were determined based on the measured distance.
Example-based approaches require two images. These algorithms transfer color information from a colorful reference image to a grayscale target image. Reinhard et al. [18] applied simple statistical analysis to impose one image's color characteristics on another. Welsh et al. [24] utilized on pixel intensity values and different neighborhood statistics to match the pixels of the reference image with the pixels of grayscale target image. On the other hand, Irony et al. [11] determine first for each pixel which example segment it should learn its color from. This carried out by applying a supervised classification algorithm that considers the low-level feature space of each pixel neighborhood. Then each color assignment is treated as color micro-scribbles which were the inputs to Levin et al.'s [15] algorithm. Charpiat et al. [2] predicted the expected variation of color at each pixel, thus defining a non-uniform spatial coherency criterion. Then graph cuts were applied to maximize the probability of the whole colored image at the global level.
Learning-based approaches model the variables of the image colorization process by applying different machine learning techniques and algorithms. Bugeau and Ta [1] introduced a patch-based image colorization algorithm that takes square patches around each pixel. Patch descriptors of luminance features were extracted in order to train a model and a color prediction model with a general distance selection strategy was proposed.
Cheng et al. [3] introduced a fully-automatic method based on a deep neural network which was trained by hand-crafted features. Three levels of features were extracted from each pixel of the training images: raw grayscale values, DAISY features [22] , and high-level semantic features.
In recent years, Convolutional Neural Network based approaches appeared to solve the colorization problem. Iizuka et al. [10] elaborated a colorization method that jointly extracts global and local features from an image and then merge them together. In [23] , the authors proposed a fully automatic algorithm based on VGG-16 [19] and a two-stage Convolutional Neural Network to provide richer representation by adding semantic information from a preceding layer. Furthermore, the authors proposed Quaternion Structural Similarity [13] for quality evaluation. Zhang et al. [26] trained a Convolutional Neural Network to map from a grayscale input to a distribution of quantized color values. This algorithm was evaluated with the help of human participants asking them to distinguish between colorized and ground-truth images. In [16] , the authors introduced a patch-based colorization model using two different loss functions in a vectorized Convolutional Neural Network framework. During colorization patches are extracted from the image and colorized independently. Guided image filtering [8] is applied as postprocessing. Larsson et al. [14] processed a grayscale image through VGG-16 [19] architecture and obtained hypercolumns [7] as feature vectors. The system learns to predict hue and chroma distributions for each pixel from its hypercolumn.
Cartoon colorization algorithms fall into scribble-based or examplebased approaches. To our knowledge, no existing paper deals with cartoon colorization using deep learning.
Sykora et al. [20] modeled the dynamic part of a scene by a set of outlined homogeneous regions which covers the static background. The authors developed an unsupervised segmentation algorithm for black-and-white cartoon animations able to produce segmentation. Qu et al. [17] proposed a method similar to Levin's method [15] but Gabor wavelet filters were applied to measure pattern-continuity. The algorithm is initialized by a curve at the user-provided color scribbles and evolves until it achieves boundaries of regions of interest. The progression of the moving facade depends on local and global features as well.
OUR APPROACH
We reimplemented the algorithm of [26] with modifications using Keras [4] deep learning library. The algorithm of [26] has some appealing properties which makes it ideal for cartoon colorization. First of all, the authors elaborated a class rebalancing method because the distribution of ab values in natural images is biased towards low ab values. The problem is very similar in the case of cartoons. Second, colorization is treated as multinomial classification instead of regression. This means that the ab output space is quantized into bins with grid size 10 and keep the Q = 313 values which are in gamut. Figure 2 shows the empirical distribution of pixels in ab space, gathered from our cartoon database which consists of 100,000 images. It can be clearly seen that this distribution significantly differs from the distribution of natural images.
Unlike [26] , we train two CNNs for a and b channels in order to boost performance (see Figure 1) . Given an input G ∈ R H ×W ×1 grayscale image (H is the input image's height, W is the width), one CNN learns a mapping Â = F 1 (G) while the other CNN learnŝ B = F 1 (G). As pointed out in many papers, Euclidean loss function is not an optimal solution because this will result in the so-called averaging problem. Namely, the system will produce grayish sepia tone effects. That is why we use a cross entropy like loss function to compare predicted Â against the ground truth A:
where A ∈ [0, 1] H ×W ×Q 1 and Â ∈ [0, 1] H ×W ×Q 1 is quantized to Q 1 = 33 values (see Figure 2) , v(Z h,w ) stands for the weighting term that is used to re-balance the loss function with respect to the color distribution, and Z ∈ [0, 1] H ×W ×Q is used for to search the nearest quantized ab bin, where Q = 313 is the number of quantized ab value pairs. The loss function of the other CNN is exactly same but we predict the b values instead of a values:
where B ∈ [0, 1] H ×W ×Q 2 andB ∈ [0, 1] H ×W ×Q 2 is quantized to Q 2 = 20 values (see Figure 2 ) and the meaning of the other terms is the same as in Eq. 1. Based on the algorithm of [26] , each pixel is weighted by w ∈ R Q , with respect to its closest ab bin:
wherep is the smoothed empirical distribution which is obtained from the empirical distribution of colors in the quantized ab space with a Gaussian kernel G σ . We use in our experiments the following values: λ = 1 2 and σ = 5. Figure 3 shows the empirical distribution and the smoothed empirical distribution.
As we mentioned our cartoon database contains 100,000 images. Table 1 shows the main sources of our cartoon database. We take out frames from the listed cartoons by the table. In order to avoid sampling similar scenes we sampled the video stream randomly but with the criteria that the temporal distance between any two frames must be at least 20 frames and the number of sampled frames cannot exceed the 5% of the total frames.
Subsequently, we trained the two CNNs with the help of our database using ADAM optimizer [12] and early stopping [5] with the following parameters: α = 0.0001, β 1 = 0.9, β 2 = 0.999, d = 0.0, and ε = 1e − 8 where α is the learning rate, ε is the fuzz factor, and d is the learning rate decay over each update. 70% of our cartoon images have been in the training set and 30% of the images have been in the validation set, respectively. On the other hand we have tested our method on cartoon images whose source video is not in Table 1 .
EXPERIMENTAL RESULTS
Our experiments have been performed on various cartoon images whose title or images were not in our training or validation database. The proposed cartoon colorization approach has been implemented in Keras [4] and is able to colorize properly various kind of cartoon images fully automatically. Figure 4 presents several colorization results obtained by the proposed method with respect to the grayscale inputs and ground-truth colorful cartoons. It can be seen that we could produce plausible colors. Moreover, neighboring regions with different grayscale values always get different ab values. Furthermore, the amount of artifacts by edges is minimal. The color filling within a region is nearly flawless, there are only few false edges within adjacent regions. These occur mainly in homogeneous wide backgrounds. Figure 4 : Colorized results. In every sequence the first image is the ground-truth, the second is the grayscale input, and the third is the colorized results. Unfortunately, methodical quality evaluation by showing colorized cartoon images to human observers to rate the quality, is slow, expensive, and subjective. That is why, we have looked for quantitative indices. Unfortunately, there is no exact index number which could tell unequivocally the quality of a colorization. Using the source code of [6] we have done some qualitative evaluation. The colorized cartoon images and the ground truth images were compared by measuring indices implemented in [6] . Table 2 shows the averaged values of 100 colorized cartoon image -ground-truth image pairs. In the best case Normalized Cross-correlation and Structural Content are 1. By the other indices the lower value is the better. In the field of image compression if Peak Signal to Noise Ratio is 30 dB then the quality of the compression is considered to be good.
To our best knowledge, no existing papers or research studies address cartoon colorization using deep learning techniques. Since the result of existing scribble-based or example-based techniques heavily depends on the user's artistic skills or the quality of the reference image, we have not any comparisons to them.
CONCLUSION
This paper have investigated the colorization problem at the cartoon domain using deep learning techniques. We have shown that proper color filling is possible in different scales of cartoon images. There are many directions for further research. Unfortunately, the color uncertainty in cartoons is much higher than in natural images. To overcome this problem, we want to examine the learningbased colorization problem using additional information such as color-scribbles or a colorful reference image. Another direction of research would be the fine-tuning of VGG-16 based algorithms on the cartoon domain. The method can also be extended to recolorize highly textured natural images as cartoon-like samples, where the cartoon part and the textures can be separated [21] , and this artificially de-textured image can be filled by re-coloring to get a cartoon-like colored image.
