Statistical Methods for Comparison of Data Sets of Construction Methods and Building Evaluation  by Niroumand, Hamed et al.
 Procedia - Social and Behavioral Sciences  89 ( 2013 )  218 – 221 
1877-0428 © 2013 The Authors. Published by Elsevier Ltd. Open access under CC BY-NC-ND license.
Selection and/or peer-review under responsibility of Prof. Dr. Huseyin Uzunboylu, Near East University, Faculty of Education, Cyprus
doi: 10.1016/j.sbspro.2013.08.837 
2nd Cyprus International Conference on Educational Research, (CY-ICER 2013) 
Statistical Methods for Comparison of Data Sets of 
Construction Methods and Building Evaluation  
Hamed Niroumanda*, M.F.M Zainb, Maslina Jamilc 
a,b,cDepartment of architecture, Faculty of built environment and engineering, National University of Malaysia, Malaysia 
Abstract 
The construction methods and building evaluation need to statistical methods. The statistical methods are included in 
the various types but each method need to many criteria for selection. These methods need to two main criteria that 
are included as: 1. Data type is 2. Goal. Questionnaires and surveys need to select their methods from various types of 
statistical methods. This paper is investigated various types of statistical methods.  
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1. Parametric or nonparametric tests   
Distribution-Free is a nonparametric test. It used when the information about population’s distribution 
did not exist then nonparametric test is used. In other words; if data is included in the qualitative 
condition, then nonparametric test will be use although the population has included normal distribution 
then parametric test will be use. The parametric test creates more accurate estimates. Most common 
parametric tests are T-Test and ANOVA. Most common nonparametric tests are Wilcoxon test, Mann-
Whitney test, and Kruskal-Wallis test. (Vickers, 2005) 
a) One-tailed or two-tailed P-value 
P-value is a main parameter in each analysis. It is as a statistical significant. The statistical significance 
is the probability that difference between means occurs by pure chance and a significant relationship 
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between variables exists. The statistical significance shows the truth result in tests. The one-tailed P-Value 
is the probability of the difference between the means in a direction specified by hypothesis. The two-
tailed P-Value is the probability of the difference between the means in any direction. The one-tailed P-
Value is used when want define difference direction and the two-tailed P-Value is used when could not 
specify direction of the difference. (Takona, 2002) 
 
b) Paired or unpaired test 
 
Paired test compares two or more samples means that the samples are included same or related 
subjects. Unpaired test compares two or more samples means that the samples are included various 
subjects. In other word; if the data were related with the same people then test can be use the paired test 
but if the data were related with the different people then test use the unpaired test. In other words; if there 
is no meaningful paired between scores of the data groups then it can be use the unpaired test. (Takona, 
2002) 
 
2. Statistical methods for comparison of data sets   
In the various test, it is important that select an appropriate method for analysis. An appropriate method 
needs to determine data type and goal in the results. Table 1 has shown various methods in the analyses. 
 
 
Table 1 Statistical method for comparison of data sets 
Goal Kind of data 
Parametric Nonparametric 
Compare one group with a 
hypothetical value 
One-sample t-test Wilcoxon test 
Compare two unpaired data groups Unpaired t-test Mann-Whitney test 
Compare two paired data groups Paired t-test Wilcoxon test 
Compare three or more unpaired data 
groups 
One-way ANOVA Kruskal-Wallis test 
Compare three or more paired data 
groups 
Repeated-measures ANOVA Friedman test 
Quantify association between two data 
groups 
Pearson correlation Spearman correlation 
Predict value from another variable Simple regression Nonparametric regression 
Predict value from several variables Multiple regression - 
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a) T-Test 
 
T-Test is a statistical test that used in comparison of parametric data. “One sample T-Test” finds the 
difference between mean of one group and population mean. “Paired T-Test” measures difference 
between means of two paired groups. “Unpaired T-Test” measures difference between means of two 
unpaired groups (Takona, 2002). The T-Test method compares two data groups using t value that is 
calculated using the below formula: 
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b) Wilcoxon test 
 
Wilcoxon test is a statistical test that is used for comparison of nonparametric data. The Wilcoxon test 
compares two paired groups or one group. The Wilcoxon test on one group compares mean of the group 
with a hypothetical value that is defined by researchers. (Takona, 2002) 
 
 
c) Mann-Whitney test 
 
Mann-Whitney test is a statistical test that is used as comparison of two unpaired samples and 
nonparametric data. The Mann-Whitney test called the Rank Sum test. (Takona, 2002) 
 
d) ANOVA test 
 
“One-way ANOVA” is a statistical method that compares parametric data. The method is used for 
comparison of three or more unpaired data groups when the data are categorized in one way. “Repeated-
measures ANOVA” test is used for three or more paired groups. (Takona, 2002) 
 
e) Kruskal-Wallis test versus Friedman test 
 
Kruskal-Wallis test is used for nonparametric data. The test examines significance of three or more 
unpaired groups (Takona, 2002). The Kruskal-Wallis test is an extended Wilcoxon test. Friedman test 
similar to the Kruskal-Wallis test is a nonparametric test but unlike the Kruskal-Wallis test compares three 
or more unpaired groups.  
 
f) Correlation test 
 
Correlation test finds a correlation between two data groups. The correlation test measures the degree 
of association between two data groups that the degree is a number between -1 and +1. A positive degree 
shows that the two data groups have positive relationship for example large values of group1 tend to be 
associated with large values of group2. A negative degree shows that the two groups have negative 
relationship for example large values of group1 tend to be associated with small values of group2. The 
Pearson correlation is a parametric test and the Spearman correlation is a nonparametric test. (Takona, 
2002) 
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g) Regression 
 
Regression analysis models are relationship between two or more variables. One dependent variable 
and one or more independent variables are defined in a regression analysis. Simple regression analysis is 
used to predict value of a dependent variable using another variable and multiple regression analysis is 
used to predict value of a dependent variable using two or more independent variables. Nonparametric 
regression measures relationship between a dependent variable and an independent variable when the 
independent variable does not take a predetermined form of relationship and is done based upon 
information derived from data. (Takona, 2002) 
 
3. Conclusion 
    The current paper is investigated various statistical methods in building evaluation. It has shown the 
significant of various types of statistical methods in building surveys.  
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