A spectral classification comparison was performed using four different classifiers; the parametric maximum likelihood classifier and three non-parametric classifiers; neural networks, fuzzy rules, and fuzzy neural networks. The input image data is a SPOT satellite image of the Otago Harbour near Dunedin, New Zealand. The SPOT image data contains three spectral bands in the green, red and visible infrared portions of the electromagnetic spectrum. The specific area contains intertidal vegetation species above and below the waterline. Of specific interest is eelgrass (Zostera novazelandica), which is a biotic indicator of environmental health. The mixed covertypes observed in an in-situ field survey are difficult to classify because of subjectivity and water's preferential absorption of the visible infrared spectrum. In this analysis, each of the classifiers were applied to the data in two different testing procedures. In the first test procedure, the reference data was divided into training and test by area. Although this is an efficient data handling technique, the classifier is not presented with all of the subtle microclimate variations. In the second test procedure, the same reference areas were amalgamated and randomly sorted into training and test data. The amalgamation and sorting were performed external to the analysis software. For the first testing procedure, the highest testing accuracy was obtained through the use of fuzzy inferences at 89%. In the second testing procedure, the maximum likelihood classifier and the fuzzy neural networks provided the best results. Although the testing accuracy for the maximum likelihood classifier and the fuzzy neural networks were similar, the latter algorithm has additional features, such as: rules extraction, explanation, and fine tuning of individual classes.
INTRODUCTION

Biological Importance
Seagrass habitats are recognised worldwide for their productivity and diversity (1).
Seagrasses have been used as a biotic indicator species for assessing pollution, sedimentation and ecosystem change (2, 3) . High levels of plant nutrients entering estuaries and inlets can have detrimental effects on eelgrass (4, 5) . Studies have shown that nutrient loading can stimulate the growth of microalgal epiphytes on Zostera blades (6, 7) . Density and recovery issues are equally as important to studying Zostera. The initial classification provided a high mapping accuracy for large homogeneous areas of dense Zostera (8, 9) . However, areas of low density Zostera and mixed covertypes had considerable confusion. The beds also provide a nursery habitat for some fish (10) and food for black swans (Cygnus atratus) (11) common to the Otago Harbour.
Of the reviewed research that used satellite imagery for mapping aquatic or wetland vegetation, the greatest difficulty was quantifying density classes (12) . This may be due to resolution problems (3, 13) , temporal variation of the component vegetation between image acquisition and field surveys, the heterogeneity of the component covertype (14) and water column effects (2) . The goal of this study was to minimise interclass confusion caused by density and mixed covertypes using different techniques and algorithms.
Site Attributes
A System Pour l'Observation de la Terre (SPOT) multispectral (XS) image of the Otago
Harbour near Dunedin, New Zealand, was acquired and covertypes were determined from a ground reference survey. The Otago Harbour is a large shallow body of water, approximately 48 km 2 . The satellite image was acquired during low tide and all reference areas had a depth of less than 30 cm.
( Figure 1) 
Classification in Remote Sensing
Typically, statistical classifiers are used to produce resource maps from multispectral digital image data (15, 16) . Of the statistical classifiers, the maximum likelihood classifier (MLC) is most commonly used for resource mapping. However, with the development of connectionist-based algorithms, new non-parametric supervised classification algorithms have been developed and applied to spectral image classification (17, 18, 19) .
Statistical classifiers applied to remote sensing imagery generally assume that image data is normally distributed. A minimum of 28 training samples is required for normal distribution statistics regardless of the overall number of samples in the population (20) . Lillesand and Kiefer (1994) recommend that each class contains samples of between 10 and 100 times the number of bands. These limits insure that the reference sets are normally distributed and representative.
There are two main advantages of using statistical algorithms for resource mapping. The first advantage is that statistical classifiers are computationally efficient. Computational efficiency is important since environmental images are large data files. 1 A single pass through the training data creates the transfer functions between the inputs and outputs and the second pass analyses the results. The second advantage is that high testing accuracy is common.
Unfortunately, the exact relationships between sensor spectral response and covertype are unknown. For this reason, there exist three disadvantages for applying statistical classifiers to image analysis. The first disadvantage is that a large amount of sample data is required for processing. 2 The second disadvantage is that the transfer functions between the confused classes may not be updated; only the input data stream may be changed. 3 There is no feedback process for the statistical algorithms to learn from a posteriori knowledge.
Statistical algorithms do not cope well with bi-modal or non-normally distributed data.
Finally, the sensitivity for separation between classes is a function of all inputs. Closely distributed classes are not well distinguished. These disadvantages are attributes of this dataset.
1 A single SPOT scene is 3000 x 3000 pixels x 3 spectral bands. 
CLASSIFICATION TECHNIQUES AND PROCEDURES
Pre-processing
An in-depth ground reference survey was performed. Ten covertypes were identified. A list of these covertypes is given in (8, 9) . A minimum of three reference areas were visited for each covertype and the corresponding image areas were extracted and formatted for processing. Each area was appropriately tagged to eliminate confusion between covertypes prior to processing. The SPOT image data contains three spectral bands in the green, red and ( Table 1) 
Separating Reference Samples
For each algorithm, the transfer functions were created using two different testing procedures.
In the first testing procedure, entire reference areas were designated as either training or testing. The same areas were used for all of the algorithms in this analysis. This procedure is commonly adopted by commercial image processing software packages and is easy for data handling. However, it does not account for differences between areas of a given covertype being subtly different. The amount of variation between reference areas of a given covertype varies with the local environment and covertype to be mapped. For this testing procedure the training accuracy is expected to be much higher than the testing accuracy.
The second testing procedure amalgamated all the reference areas for each covertype. The amalgamated samples were then randomly sorted into training and testing samples. This process was performed once and the same training and testing sort was employed for all algorithms. The major advantage to the random sorting procedure was incorporating all unique areas into the creation of the transfer functions. This was expected to reduce the difference between the training and testing accuracy. One disadvantage was that random sorting must be performed outside of the analysis software.
Algorithms
Each trial can be considered as a system of three basic inputs (reflectance in each of the spectral bands) and ten outputs (covertypes). The classification algorithm will produce a transfer function for each output. Regardless of the algorithm used, classification is the mapping of inputs to outputs. The output class is determined for an input vector as the highest score among the system transfer functions.
( Figure 2 )
Both training and testing data were analysed in each trial. It was expected that training accuracy would be higher than testing accuracy because the transfer function was identifying those elements used in its creation. By producing confusion matrices for both the training and the testing data, learning and generalisation characteristics can be analysed. The iterative training algorithms for the NNs and FNNs were terminated when the testing error began to increase. Although the training time varied considerably among the algorithms, the testing time was negligible for all the algorithms. The following is intended to describe how the classifiers operated in this research.
Maximum Likelihood Classifier
The transfer functions were created based upon Bayes rule (16) . The distance between the input vector and the mean vector is determined. The highest score of the input vector applied to each transfer function determines the output. The score is based upon the following equation (27): for training. 4 The second testing procedure, using randomly sorted training and testing areas, showed a significant improvement to testing accuracy when compared to the first one. Fig.3 and fig.4 show the confusion tables for the two procedures. 
Neural Networks
A neural network is a computational model that consists of small processing elements (neurons), the connections between them with attached weights, and a training algorithm for timing the connection weights according to a given set of data (24, 26) . is generally given as a sigmoid (18) . A sample three layer NN is shown in fig.5 . The value of a given node, A ii , is given by :
and the activation (output) at the node is given by: 4 All processing was performed using a Window NT machine with 100 MHz processor and 36 Mbytes of RAM. The processing time may be reduced by using more efficient software on a faster machine. The processing values are actual times and show relative system speeds. A considerable amount of time was spent transforming binary image files into ASCII, converting the data format between software packages and observing the results. The algorithm and methods used here have been outlined in the literature (22, 23, 26, 28, 29) .
For both testing procedures, a single multi-layer perceptron NN was used to classify the entire system using the back-propagation algorithm from the software environment FuzzyCOPE/2 available free from the WWW:
The NN structure was chosen to have 3 input nodes, 18 hidden nodes and 10 output nodes.
The learning parameters for the backpropagation algorithm were chosen to be: learning rate 0.1 and momentum 0.5. The processing time was the slowest of all algorithms and trials at 10 and 16 hours respectively. Fig.6 and fig.7 show the classification results when a single NN was used as described above. The number of hidden nodes is a qualitative judgement that is unique for every application.
Each hidden layer may be thought of as a set of rules. As the number of hidden nodes increases, the network may learn more complex mappings. However, this also reduces the network's ability to generalise. Likewise, as the number of hidden nodes increases, the faster the network will converge to a solution. The number of hidden nodes was chosen by training several networks with a different number of hidden nodes and identifying the best solution.
Fuzzy Rules
Fuzzy rules of the type IF <antecedent> THEN <consequent> contain linguistic variables which take fuzzy values, for example "reflectance in the near infrared spectrum is high". The fuzzy values are usually defined by their numerical membership functions that represent the degree to which values from the domain at the linguistic variable belong to the fuzzy value concept (see fig.8 ).
( Figure 8 )
As with the other algorithms, fuzzy inferences may be applied to a vector of inputs (29, 26) .
For large systems, multiple rules with multiple antecedents are possible. These may be arranged by weighting the rules. To obtain a crisp output, the fuzzy output is defuzzified.
There are several techniques for amalgamation and defuzzification based upon areas contained under the component membership functions. As with neural networks, fuzzy inferences are universal approximators over any compact region (29, 26) . The number of rules and their precision will return an answer to any level of desired accuracy (see fig.9 ): Fuzzy rules are unlike the other algorithms since the relationships between input and output nodes are created by expert opinion (18, 29) . There is no automatic feedback loop to refine the rules and increase the accuracy. The original rules were extracted from the connection weights of the 10 FNNs after training (25) . A FNN simulator and rules extraction algorithm from the FuzzyCOPE simulator was used (the WWW page is given above). The fuzzy membership functions were of triangular type (29) . The rules were revised by incorporating statistical information derived from the raw data to improve classification accuracy. Table 2 shows the fuzzy rules used to classify the denzost class and the centers of the membership functions. The creation of rules was labour intensive and required a minimum of five revisions per covertype and required 8 hours of direct analyst intervention. A min-max compositional fuzzy inference was used to perform the rule amalgamation/classification (26) .
A simulator for this inference is included in the FuzzyCOPE software simulation environment as given above. The resulting confusion matrices are shown in fig.10 and fig.11 . 
Fuzzy Neural Network
A fuzzy neural network (FNN) is a hybrid system merging both fuzzy inferences with NNs (25, 26) . Fuzzy logic based systems were created to cope with complicated nonlinear systems that are difficult to describe. Problems with fuzzy systems relate to formulating the fuzzy rules to describe the process and tuning the individual membership functions to describe the fuzzy rules. Neural networks have a self-learning capacity. 
DISCUSSION
The resulting accuracies for using spatially separable training and testing areas are given in table 3. Other than the fuzzy rules classifier, the remaining algorithms produced lower testing accuracy. The training accuracies were higher than the testing accuracies, indicating a difference between the data streams.
From spatially separable training trials, fuzzy rules provided not only a considerably higher accuracy than the other algorithms, but the types of confusion between classes were different from those observed by the automated algorithms. This indicates that the human expert and the computer learn differently. However, fuzzy rules generation and refinement are quite time consuming and at this point do not seem feasible for image classification. Although the fuzzy rules algorithm provided the highest accuracy, the rule revision method compromised the separation between the training and testing data. After each revision, the resulting training and testing confusion matrices were observed, introducing a bias.
The initial rules were produced using an automated rules generation algorithm. The majority of the output rules created for each class consisted of statements where the firing rule rejects the input sample from being classified. These are called 'not' rules. These 'not' rules are less important than those rules that accept the sample, i.e. 'yes' rules. 'Not' rules are best used and should be limited to tuning the system by separating two closely related classes. The justification is that after each sample is evaluated for each class and the highest score of all classes will classify the sample. Significant computational and storage savings will be realised by reducing the total number of rules and thus enhancing the significance of the remaining rules.
( Table 3) In terms of both acceptable training and test accuracy and a good flexibility allowing for further training on new data and for rules extraction, the experiment with the 10 FNNs is obviously superior to the other approaches.
The resulting accuracies for using randomly separated training and testing samples are given in table 4. The maximum likelihood classifier and the fuzzy neural network improved by 18 and 14% from the first testing procedure using spatially separable areas. The neural networks improved by 6% at a cost of a significant time increase from 10 to 16 hours. (Table 4) The maximum likelihood classifier, fuzzy rules, and fuzzy neural networks provided sufficient classification accuracy using randomly separated training and testing data. Significant confusion still existed between the lowsand and lowzost classes. None of the classification algorithms used here takes into account the spatial autocorrelation of the reference imagery.
In fact, the most significant improvement to classification accuracy, the random sampling trials, requires that the transfer functions be produced without spatially correlated inputs.
Spatial autocorrelation would allow weighting based upon spatial distance from known pixels. 
CONCLUSIONS
The experiments presented in the paper illustrated important tools and techniques available for precise mapping of benthic communities. These techniques are suitable for mixed Further research in this area is anticipated by exploring modular fuzzy neural networks using a small number of iterations for training. Then only individual class networks will be further trained with appropriately chosen data for a very small number of iterations (26) . Other experiments will be performed using small areas to improve classification accuracy through textures. The additional training will be based upon tuning connection weights to reduce confusion.
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