In this paper we examine bases for finite index inclusion of II 1 factors and connected inclusion of finite dimensional C * -algebras. These bases behave nicely with respect to basic construction towers. As applications we have studied automorphisms of the hyperfinite II 1 factor R which are 'compatible with respect to the Jones' tower of finite dimensional C * -algebras'. As a further application, in both cases we obtain a characterization, in terms of bases, of basic constructions. Finally we use these bases to describe the phenomenon of multistep basic constructions (in both the cases).
Introduction
We write (N ⊆ M, tr) to denote a unital inclusion of finite von Neumann algebras, with 'tr' a faithful normal tracial state, and write N ⊂ M e 1 ⊂ M 1 for Jones' resulting basic construction. The trace tr is called a Markov trace of modulus τ if it extends to a positive trace T r : M 1 −→ C such that T r(xe n ) = τ tr(x) for x ∈ M .
We confine ourselves to two cases: (1) when the inclusion is one of II 1 factors with finite index, i.e., [M : N ] < ∞; and (2) when we have a connected inclusion of finite dimensional C * algebras. Then it is known that in both cases ( (1) and (2)) there exists a unique Markov trace on M , and we can iterate the basic construction to obtain a tower,
where M n+1 =< M n , e n+1 > is the result of applying the basic construction for the pair M n−1 ⊆ M n and e n+1 is the projection implementing the tr Mn preserving conditional expectation of M n onto M n−1 . We then obtain a II 1 factor M ∞ in both the cases, which is hyperfinite in case (2).
Pimsner and Popa have shown (in [8] ) that for an inclusion N ⊂ M of II 1 factors, M is a finitely generated projective module over N if and only if [M : N ] is finite by constructing a family {m j : 1 ≤ j ≤ n + 1} of elements in M , with n equal to the integer part of [M : N ], which they called "orthonormal basis" for the pair N ⊆ M . In a similar manner, we find a slightly less restrictive notion of basis in [5] .
In this paper (in section 2) we see that this notion of basis in [5] can also be carried out in our case (2) of connected inclusions of finite dimensional C * algebras. Further in section 2 we characterize bases, in both cases (1) and (2), by three equivalent conditions. One advantage of this characterization is a transparent proof of Corollary (2.7). This result has been mentioned for the case of II 1 factors in [5] (Lemma(4.3.4 (i)), but the proof there seems incomplete. Our characterization of bases now clarifies this point, and also shows that bases behave in a nice way with respect to the Jones' tower.
As an application we show (in 3.1) how the use of bases leads to a natural proof of existence, in case (2), (see [1] (Theorem 2.1)) of a unique extension of an automorphism on M which leaves N globally invariant, to an automorphism on the hyperfinite II 1 factor M ∞ which is compatible with the tower in the sense of fixing the Jones projections. It has been also proved that the initial automorphism will be automatically trace-preserving.
In [9] (Proposition 1.2) Pimsner and Popa have characterized basic construction for II 1 factor inclusion in two equivalent ways. See also [4] (section 5). In this paper we have characterized basic construction in terms of basis we introduced(lemma 3.4). We have succeeded to obtain a simple characterization of M 1 for finite demensional C * algebra case also. In [9] (Theorem 2.6)Pimsner and Popa have used their characterization of basic construction to describe the k-th step of the basic construction. In the section 3.2 we have also given another proof of this construction using our characterization of basic construction and have also done the same for connected inclusion of finite dimensional C * algebras.
Bases
As stated in the Introduction, we assume N ⊆ M is a unital inclusion of finite von Neumann algebras of one of the following two types. Case (2) : Let N ⊆ M be a connected inclusion of finite dimensional C * algebras and hence there exists unique Markov trace tr on M of modulus τ where τ = G −2 where G is the inclusion matrix for N ⊆ M .
For both the cases the following easy but very useful lemma holds whose proof can be found in [8] , (Lemma 1.2) and for Case(2) see [5] (Remark 4.3.2(a)).
In the following theorem we give three equivalent descriptions of basis, not necessarily orthonormal in the sense of Pimsner-Popa. Theorem 2.2. Let N and M be as in Case (1) or in Case (2) . Then for a finite set {λ i : i ∈ I = 1, 2, ...n} ⊆ M , the following are equivalent:
(1) Let E N be the tr-preserving conditional expectation of M onto N and define a matrix Q whose (i, j) entry is given by
, where e 1 is the Jones projection.
This proof is mainly inspired by [8] . Since tr on M is Markov, it extends to a unique trace on M 1 , namely tr M 1 . Put 
Thus (1 − f ) ≥ 0 and tr M 1 (f ) = 1; and faithfulness of tr implies f = 1. So i λ i * e 1 λ i = 1. Thus (1) implies (2).
(2) =⇒ (3):Let x * ∈ M , then
Again applying lemma(2.1) and then taking adjoint we get (3).
which implies
Again applying lemma(2.1) we get (2) . (2) =⇒ (1) :
Thus applying lemma(2.1) we get
Hence (2) implies (1). (3)).
Remark 2.3. Taking adjoints in (3) it follows that the above three are also equivalent to
Exactly same proof as in [5] Proposition 4.3.3(b)(ii).
or a tower of finite dimensional C*algebras where the two inclusions are connected with inclusion matrices G and H respectively). In either case, let {λ
Proof. Let x ∈ P and as {µ j } is a basis for P/M , we get, x = n j=1 E M (xµ j * )µ j .Now note E M (xµ j * ) ∈ M and {λ i } is a basis for M/N . Now condition(3) of the Theorem(2.2) yields,
Thus we get,
Thus again applying (3) of the Theorem(2.2) we get that
Proof. In the case (1)
In case(2) inclusion matrix for M ⊆ M 1 is G t and hence is a connected inclusion. Now in both the cases let e 2 be the Jones projection for the inclusion M ⊆ M 1 . Now,
Now (2) 
Proof. Clearly the statement is true for k = 1 with the understanding that M 0 = M . Suppose the statement is true for k. Now applying Corollary 2.8 recursively we get M k /M k−1 has basis {τ −k/2 e k e k−1 ..e 1 λ i k+1 : i k+1 ∈ I}. Then applying Corollary 2.7 we see that M k /N has basis, Consider an inclusion as in Case (2) and hence we have a unique Markov trace tr on M. Then consider the Jones tower
. and let R be the hyperfinite II 1 factor arising from this tower [5] . Suppose further we have an automorphism α 0 on M such that α 0 (N ) = N . In this present section we shall show using our concept of basis how we can costruct a unique extension of α 0 to an automorphism α of the hyperfinite II 1 factor R which is compatible with respect to the tower in the sense of fixing all the Jones projections. and q j → q σ ( j) for τ ∈ Σ m and σ ∈ Σ n . As α 0 is an automorphism,G(i, j) = G(τ (i), σ(j)). Equivalently, G = T GS for permutation matrices T and S of sizes m and n respectively. Let t be the trace vector corresponding to tr for M . Then it is the unique positive Perron-Frobenius eigenvector of G t G, hence also of S −1 G t GS. But that implies S t is a positive eigenvector of G t G with the same eigenvalue as of t and by uniqueness of Perron -Frobenius theory(see chapter XIII [2] )we get S t = t. Hence tr • α 0 = tr.
The above proof is due to Vijay Kodiyalam. Proof. We know there is a basis for M/N . Fix such a basis {λ i : i ∈ I}. Then we show {α 0 (λ i ) : i ∈ I} is also a basis for M/N . Let Q 1 be the matrix with (i, j) entry given by q 1 (i, j) = E N {α 0 (λ i λ j * )}. Now,
Thus it follows from the Theorem (2.2), that {α 0 (λ i )} is a basis for M/N . Observe since α 0 leaves N invariant it follows that
Then define
There is clearly no ambiguity in the definition of α 1 . Next we show that α 0 is a homomorphism. Consider y ∈ M 1 . Now using the properties of Jones' projection and the fact that α 0 is a homomorphism we get the following series of equations:
(since
Similarly,
Now comparing equations (1) and (2) we conclude that α 1 is indeed a homomorphism. Next,
Now using our definition of α 1 and property of Jones' projection it is easy to see that,
In the last equation we have used the fact that {α 0 (λ i )} is a basis for M/N . If x ∈ M , then xλ i * ∈ M and since α 0 is a automorphism, we find that
Let y ∈ M 1 . Now since {α 0 (λ i )} is a basis for M/N it follows that y = i y i e 1 α 0 (λ i ) for some y i ∈ M and since α 0 is an automorphism there is a unique x i ∈ M such that α 0 (x i ) = y i . Put x = i x i e 1 λ i which belongs to M 1 . Now as we have already proved that α 1 is a homomrphism which preserves e 1 and agree with α 0 when restricted to M it follows trivially that α 1 (x) = y proving α 1 is onto. Also, α 1 is *-preserving, since if x = i x i e 1 λ i we find, exactly as above, that
so α 1 is tr-preserving and hence one-one. The uniqueness assertion is obvious since M and e 1 generate M 1 . Thus α 1 satisfies all the properties mentioned in the Theorem. Proof. Apply Theorem(3.2) recursively for the tower of basic construction to get a unique (trace preserving) automorphism α i on M i which leaves M j invariant and fixes all e j such that 1 ≤ j ≤ i. and α i |M j = α j . Thus we can define an automorphism(compatible with respect to the tower) α ∞ on ∪ i M i by, α ∞ (x) = α j (x) for x ∈ M j . Now as α ∞ is bounded it extends to trace preserving automorphism α (say) on R. Also since M 1 and e i s generate R uniqueness is straightforward.
Iterating basic construction
The following gives a characterization of basic construction using bases, in both Case (1) and Case(2). This would be needed for our proof of the assertion regarding k-step basic constructions.
Lemma 3.4. Let N ⊆ M be as in Case (1) or Case (2) . Assume
n} is a basis for M/N (which exists in both the cases).
Let P be a II 1 factor in Case (1) or a finite dimensional C * -algebra in Case (2) such that P contains M and also contains a projection f such that
and satisfies further the following two properties :
1)f xf = E N (x)f for all x ∈ M and 2){τ −1/2 f λ i } is a basis for P/M . In addition for Case(2) P satisfies the following property also:
3) n −→ nf is an injective map from N into P . Then there exists an isomorphism from M 1 =< M, e 1 > onto P which maps e 1 to f.
In this situation we say that P is an instance of basic construction applied to the inclusion N ⊆ M with a choice of projection implementing the conditional expectation being given by f .
Proof. Case1 : Let x ∈ M 1 . Now from Corollary(2.8) it follows that
since, if Q 1 is the matrix whose i − j th entry is given by
Now, let x be as above and let y ∈ M 1 . Put y = i b i e 1 λ i where
. Then the following equations follow from properties of Jones' projection,
Now it can be easily checked that,
Also, we have,
Thus φ is a nonzero homomorphism. Now assume, x ∈ M , then,
φ is also *-preserving, as, if x = i a i e 1 λ i is any element of M 1 , then the following identities hold:
Since we are now in a factor φ is automatically injective. Finally we show φ is onto. For this purpose assume z ∈ P , assumption(2) then implies z = i c i f λ i for some c i ∈ M . Put, y = i c i e 1 λ i which belongs to M 1 and since φ is a homomorphism sending e 1 to f and whose restriction to M is identity, we clearly get φ(y) = z, proving onto. Thus φ is an isomorphism satisfying all the conditions stated in the lemma.
Case2 : Note assumption(2) implies P = M f M . Also this together with assumption(1) imply that P f P = M f M . Thus P = P f P which forces Z P (f ) = 1. Now just applying corollary 5.3.2 in [5] we get the result.
This completes the lemma.
Now we give another proof of k-th step basic construction for II 1 factor using basis and also we show it can be done for case (2) . (1) or (2) In other words it shows that, M 2n+1 /M n has basis as,
Thus condition (2) of the lemma 3.4 holds for factor case. To do the same for finite dimensional C*algebra we break this into two cases. Case1 : Suppose n is odd. Then the inclusion matrix for N ⊆ M would be (GG t ) k where n = (2k − 1) But it is easy to see that
Thus condition (2) of the lemma 3.4 holds in this case. Case2 : Here n is even n = 2m (say). Then the inclusion matrix for N ⊆ M would be G(
m . Now applying the Case(1) in left hand side, we get that
The opposite inequality is obvious. Thus condition(2) of Lemma 3.4 holds in this case also. We need to show that, for all k ≥ 1,
We prove it by induction over k ≥ 1. It is easy to see that,
and hence,
suppose, as induction hypothesis, for n ≥ 1,
Since i λ i * e 1 λ i = 1, we see that equation (3.2) holds for k = 1. Also we know, for n ≥ 1,
..e 2n+1 )e [−1,n−1] (e 2n e 2n−1 ..e n+1 ).
Thus,
(e 2n ..e n+1 )λ i(n) (e n e n−1 ..e 1 )λ i n+1
(e 2n e 2n−1 ..e n+1 )(e n e n−1 ..e 1 )λ i n+1 Here, the second equation holds as λ i(n) ∈ M n−1 and (e n+1 e n+2 ..e 2n+1 ), (e 2n e 2n−1 ..e n+1 ) both commutes with M n−1 . Hence the induction is complete. Now we show property(1) of the lemma 3.4.
As induction hypothesis, suppose, for n ≥ 0,
It trivially holds for n = 0. Then, for n ≥ 0,and for x n+1 ∈ M n+1 , we get the following array of equations, The fourth equation holds because of the almost trivial fact that (e 2n+2 ..e n+3 )(e n+2 ..e 2n+3 ) = τ n e 2n+2 e 2n+3 (3.4)
It should be mentioned that throughout we have used the fact that, for n ≥ 0, This completes the induction. Now using lemma 3.4 we get the desired result for II 1 factor case. For finite dimensional C * algebra only remaining thing is to prove that the map x −→ xe [−1,n] for x ∈ N is injective. From lemma(2.1) it follows xe 1 = 0 implies x = 0 for x ∈ N , proving the above fact for n = 0. Suppose the statement is true for (n − 1), that is for x ∈ N, xe 
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