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“We do not have useful machine translation. Further, there is no immediate or  
predictable prospect of useful machine translation” – ALPAC Report 1966 
 
Heutzutage, wenn man etwas aus einer Fremdsprache ins Deutsche (oder in eine andere 
verständliche Sprache) übersetzen muss, ist der erste Instinkt auf die Seite von Google 
Translate (nachfolgend auch GT) zu gehen, ein Sprachenpaar auszuwählen, den Text einzu-
fügen und in einem Moment ist der Text in einer verständlichen Sprache da. Manchmal 
muss man die Webseite überhaupt nicht verlassen, da Google Chrome die ganze Seite selbst 
in eine bevorzugte Sprache übersetzen kann.  
Es gibt viele Gründe, maschinelle Übersetzung zu verwenden. Der Autor glaubt, dass die 
wichtigsten Gründe Bequemlichkeit, Geschwindigkeit und Erschwinglichkeit sind (im Fall 
von Google Translate – kostenlos).  
Das Motiv für das Schreiben dieser Bachelorarbeit ist, dass maschinelle Übersetzung (bezie-
hungsweise Google Translate) von vielen Menschen (einschließlich des Autors) benutzt wird, 
obwohl die Übersetzungen oft fehlerhaft sind. Aus diesem Grund dachte der Autor, dass es 
interessant wäre, zu untersuchen, welche Fehler bei der Übersetzung vom Deutschen ins Est-
nische gemacht werden.  
Da in einer Bachelorarbeit nicht alle maschinellen Übersetzungsprogramme analysiert wer-
den können, hat der Autor Google Translate als primäres Forschungsobjekt gewählt. Der 
Grund, warum GT gewählt wurde, ist seine Popularität und die nahezu synonyme Verwen-
dung mit maschineller Übersetzung.  
Aber wie zuverlässig sind maschinelle Übersetzungen beziehungsweise die Übersetzungen 




Die vorliegende Bachelorarbeit versucht, Antworten auf folgende Fragen zu finden: 
- Welche Fehler macht Google Translate bei der Übersetzung aus dem Deutschen ins 
Estnische? 
- Gibt es einen Zusammenhang zwischen den Fehlern?  
Um diese Fragen zu antworten, hat der Autor die Arbeit in drei Kapiteln geteilt. 
Kapitel 1 gibt  einen Überblick über die maschinelle Übersetzung beziehungsweise die Ge-
schichte und Methoden der maschinellen Übersetzung sowie Google Translate.  
Kapitel 2 analysiert die Qualität von drei verschiedenen Texten, die von Google Translate 
aus dem Deutschen ins Estnische übersetzt werden: 
- Eine Nachrichtenmeldung. 
- Ein literarischer Text. 
- Ein populärwissenschaftlicher Text. 
Anhand dieser Analyse soll herausgefunden werden wie gut Google Translate bei der Über-








Die Idee der maschinellen Übersetzung (nachfolgend auch MÜ) ist nicht neu oder revoluti-
onär: „Als Geburtsstunde der MÜ gilt das so genannte "Weaver-Memorandum" von 1949, 
in dem der Mathematiker Warren Weaver die Übersetzung von Sprache durch Computer 
propagierte“ (Manhart 2011). Im Jahr 1951 begann Yehoshua Bar-Hillel, der erste bekannte 
Forscher auf diesem Gebiet, seine Forschungen am Massachusetts Institute of Technology 
(MIT). Ein Jahr später, 1952, organisierte er die erste MÜ-Konferenz. (Li 2014)  
Ein wichtiger Schritt für MÜ war das Georgetown-IBM Experiment im Jahr 1954.  
Das Experiment verwendete den Computer IBM 
701 und nutzte ein Wörterbuch mit 250 Wörtern 
und sechs vordefinierten Regeln. Insgesamt hat 
der Computer über sechzig englische Sätze ins 
Russische übersetzt. Dies war die erste bekannte 
Demonstration der maschinellen Übersetzung. 
(Hutchins 2004) Aufgrund des Kalten Krieges 
und der Anwendungsmöglichkeiten dieser neuen 
Technologie wurde auch die US-Regierung neu-
gierig. Dies führte zur Gründung von ALPAC 
(Automatic Language Processing Advisory Com-
mitee). (King 1984)  
 
  
Abbildung 1. New York Times 
Titelblatt, 8. Januar 1954 (Timothy 





1966 erstellten sie den ALPAC-Report, in dem festgestellt wurde, dass auf dem Gebiet der 
maschinellen Übersetzung keine wirklichen wissenschaftlichen Fortschritte erzielt worden 
waren.  Ein Zitat aus dem ALPAC- Report: „we do not have useful machine translation. 
Further, there is no immediate or predictable prospect of useful machine translation” [“wir 
haben keine nützliche maschinelle Übersetzung. Außerdem gibt es keine unmittelbare oder 
vorhersehbare Aussicht auf eine nützliche maschinelle Übersetzung”]. (ebd.) 
Im Jahr 1968 wurde SYSTRAN von Dr. Peter Toma gegründet (Universität Basel 2002) 
und wie folgt weiterentwickelt: 
• 1969 - SYSTRAN unterzeichnet einen Vertrag mit der United States Air Force (zur 
Übersetzung von Russisch ins Englische). 
• 1974 - SYSTRAN beginnt die Zusammenarbeit mit der NASA beim Apollo-Sojus-Test-
Projekt.  
• 1975 - SYSTRAN unterzeichnet einen Vertrag mit der Europäischen Kommission.   
(Frana/Klein 2021) 
1981 war das Geburtsjahr von METEO. Ein MÜ-System, das speziell für die Übersetzung 
der kanadischen Wetterberichte vom Englischen ins Französische entwickelt wurde. Es war 
bis 2001 im Einsatz. (Dickinson/Brew/Detmar 2012) In den späten 1980er Jahren schlugen 
Forscher der IBM (IBM Research Division T.J. Watson Research Center) eine neue Art der 
maschinellen Übersetzung vor: Die statistische maschinelle Übersetzung (Brown 1988). Im 
Jahr 1994 schlugen diese Forscher ein neues System namens "Candice" vor. Dies war das 
"erste seiner Art" statistische maschinelle Übersetzungssystem (nachfolgend auch SMÜ-
System). (Pietra/Pietra 1994) 
Am 28. April 2006 brachte Google sein maschinelles Übersetzungsprogramm "Google 
Translate" auf den Markt. In den ersten zehn Jahren verwendete Google Translate das sta-
tistische MÜ-Modell. Ab 2016 hat Google Translate auf die Verwendung des GNMT-Mo-
dells (Google Neural Machine Translation) umgestellt (Turovsky 2016). Darauf wird im 





1.2. Arten der Maschinenübersetzung 
 
In diesem Kapitel werden die Arten der Maschinenübersetzung vorgestellt, beginnend mit 
der ältesten Methode, der regelbasierten maschinellen Übersetzung. 
Regelbasierte maschinelle Übersetzung (RBMÜ) 
Es gibt drei Methoden von RBMÜ: Direkte Methode, Transfer-Methode und Interlin-
gua-Methode. Von diesen drei ist die direkte Methode die älteste und einfachste und die In-
terlingua-Methode die neueste und komplexeste. Bei der direkten Methode wird der Text 
Wort für Wort übersetzt. Die Transfer-Methode verwandelt die Wörter bei der Übersetzung 
in abstraktere Einheiten. Die Interlingua-Methode transformiert den Text während der 
Übersetzungen vollständig in eine künstliche, abstrakte Sprache, die "Interlingua". 
(Tripathi/Sarkhel 2010)  
Im Wesentlichen benötigt RBMÜ drei Komponenten: 
1) Ein zweisprachiges Wörterbuch.  
2) Eine Reihe von vordefinierten linguistischen Regeln für die Ausgangssprache (L1). 




Einfach erklärt, läuft der direkte RBMÜ-Prozess wie in der Abbildung 2 dargestellt folgen-
dermaßen ab: 
1. Der Originaltext wird analysiert, wobei die Morphologie des Ausgangstextes an-
hand vordefinierter Regeln analysiert wird.  
2. Die Texte werden mit Hilfe des zweisprachigen Wörterbuchs übersetzt.  
Abbildung 2.  
Direkte Methode  





3. Die Morphologie wird auf den übersetzten Text gemäß den Regeln angewendet. 
(Sreelekha 2017) 
Das offensichtliche Problem bei dieser Methode ist, dass man die Regeln nacheinander ein-
fügen muss. Bei komplizierteren Systemen kann dies außer Kontrolle geraten und eine un-
erwünschte Entwicklung nehmen.  
Beispielbasierte maschinelle Übersetzung (BBMÜ) 
Anstelle des manuellen Einfügens von Regeln und der Verwendung von Wörterbüchern 
oder einer Interlingua wurde mit der BBMÜ das Korpus zur maschinellen Übersetzung ein-
geführt. Kurz gesagt, BBMÜ ist Übersetzung durch Analogie. Die Hauptvoraussetzung für 
diese Methode ist das Vorhandensein großer Mengen an übersetzten Texten (Bilinguale 
Korpora). Um zu übersetzen, sucht das System in seinem Korpus nach ähnlichen Sätzen 
und/oder Phrasen. (Imamura u.a. 2004) Die Funktionsweise ist in Abbildung 3 dargestellt. 
Obwohl dies ein guter und logischer Ansatz für die maschinelle Übersetzung ist, kann die 
Forderung nach riesigen Mengen an vorübersetzten Texten problematisch sein. Das Prob-
lem entsteht, wenn man Sprachen übersetzen muss, für die es nicht genügend übersetzte 
Texte gibt, und ist daher eher für weit verbreitete Sprachpaare nützlich. 
 
 
Abbildung 3. Beispielbasierte maschinelle Übersetzung (Abb. von Argo Viisma). 
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Statistische maschinelle Übersetzung (SMÜ) 
Eine dritte Methode der maschinellen Übersetzung ist die Statistische Methode. Man kann 
sowohl RBMÜ als auch SMÜ als korpusbasierte MÜ-Methoden zusammenfassen.  
Bei der statistischen maschinellen Übersetzung besteht das Ziel darin, die Übersetzung zu 
finden, die am wahrscheinlichsten die beste ist. 
  
Das Herzstück der SMÜ ist das Bayes-Theorem: 
 
Die Funktsionweise des Theorems wird im Lexikon der Psychologie wie folgt erklärt: „Das 
Theorem gestattet die Berechnung bzw. konkrete Schätzung der a-posteriori-Wahrschein-
lichkeit einer Hypothese (Wahrscheinlichkeit, daß eine Hypothese nach Berücksichtigung 
eines eingetretenen Ereignisses zutrifft) aufgrund der a-priori-Wahrscheinlichkeit (Wahr-
scheinlichkeit, mit der eine Hypothese zutrifft, bevor irgendwelche Anhaltspunkte berück-
sichtigt werden) und den entsprechenden bedingten Wahrscheinlichkeiten.“ (Lexikon der 
Psychologie sub Bayes-Theorem) 
Da der P(B) alle Ergebnisse gleichermaßen beeinflussen würde, kann die Formel verein-
facht werden: P(A|B) = P(B|A) * P(A) (Uus 2007). 
Im Sinne der statistischen maschinellen Übersetzung ist  
- P(A|B) die Wahrscheinlichkeit, dass die Übersetzung die bestmögliche ist. 
- P(A) das Übersetzungsmodell (Wie wahrscheinlich ist es, dass diese Übersetzung 
mit dem Ausgangstext übereinstimmt). 
- P(B|A) das Sprachmodell (Wie wahrscheinlich ist es, dass diese Übersetzung in der 
Zielsprache gut ist). (ebd.) 
Die Aufgabe, die beste Übersetzung zu finden, liegt beim Decoder. Er muss die Wahr-
scheinlichkeiten zwischen den beiden Modellen berechnen. 
Die SMT kann weiter in die folgenden Methoden unterteilt werden: 
- Syntax-basierte maschinelle Übersetzung.  
- Phrase-basierte maschinelle Übersetzung.  








1.3. Neuronale maschinelle Übersetzung (NMÜ) und Google Translate  
 
Die neueste, modernste Methode der maschinellen Übersetzung ist die neuronale maschi-
nelle Übersetzung. Der Autor hält die Methode für sehr interessant, aber gleichzeitig auch 
für recht kompliziert. Aus diesem Grund hat der Autor beschlossen, das Thema ein wenig 
einzugrenzen und sich hauptsächlich auf die Google Neural Machine Translation (nachfol-
gend auch GNMT) zu konzentrieren, da es das Hauptwerkzeug ist, das in dieser Arbeit ver-
wendet wird. Diese neue Methode nutzt sowohl neue Technologien und Ideen als auch äl-
tere, bewährte Methoden, um die bestmöglichen maschinellen Übersetzungen zu erstellen. 
Um NMÜ (aus GNMT-Sicht) zu beschreiben, sollten nach Meinung des Autors zwei Be-
griffe definiert werden: 
Abbildung 4. Statistische maschinelle Übersetzung (Abb. von Argo Viisma) 
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„Künstliche Neuronale Netze (KNN) sind dem menschlichen Gehirn nachempfunden und 
werden für maschinelles Lernen und künstliche Intelligenz eingesetzt“ (Wuttke 2020). Das 
Netzwerk besteht aus drei Schichten: Eine Eingabeschicht, verborgene Schicht(en) und eine 
Ausgabeschicht. Zunächst werden Videos, Bilder, Töne, Texte oder beliebige andere Daten 
in die Eingabeschicht eingespeist. Zweitens werden die Daten in der/den versteckten 
Schicht(en) verarbeitet. Die Ausgabeschicht schließlich liefert das Ergebnis der verarbeite-
ten Daten aus den vorherigen Schichten. Die Schichten selbst bestehen aus künstlichen 
Neuronen, die, ähnlich wie im menschlichen Gehirn, miteinander verbunden sind. Diese 
Neuronen sind durch Gewichtungen miteinander verbunden. Diese Gewichte geben vor, 
welche Daten an die nächste Schicht von Neuronen weitergegeben werden. Indem die Ge-
wichte im Laufe der Zeit angepasst werden, kann das Netzwerk seine Verarbeitung verbes-
sern. (Schreiner 2020) 
Langes Kurzzeitgedächtnis (long short-term memory, LTSM) ist eine Art rekurrentes neu-
ronales Netz, das seinerseits eine Art von KNN ist. Ohne technisch zu werden, erlaubt 
LTSM dem KNN, sich Sachen zu merken und sie im Kontext zu verwenden.  
Um zu verdeutlichen, welche Vorteile LSTM bietet, schauen wir uns ein Beispiel an: Sie 
erzählen dem System Ihre Lebensgeschichte, in der Sie 20 Jahre lang in Spanien gelebt ha-
ben. Wenn Sie das System zu einem späteren Zeitpunkt fragen würden, welche Sprachen 
Sie sprechen, würde es wahrscheinlich vermuten, dass Sie Spanisch sprechen. Es nutzt den 
Kontext und indem es sich an das erinnert, was es früher gelernt hat, auch wenn es die rele-
vanten Informationen erst viel später abrufen muss. (Srivastava 2017)  
Von der Pivot-Sprachmethode zur Zero-Shot-Übersetzung. 
Nach Martin Benjamin (2019) verwendet die Pivot-Sprachmethode eine Sprache, die im 
Mittelpunkt des Systems steht. Bei dieser Methode macht das Programm zwei Übersetzun-
gen: zuerst wird von L1 in die Pivot-Sprache (zum Beispiel Englisch) übersetzt und dann 
von der Pivot-Sprache in L2. Wenn Sie zum Beispiel etwas aus dem Griechischen (L1) ins 
Serbische (L2) übersetzen wollen und dabei Englisch als Pivot-Sprache verwenden:  
Γάτα (L1) → Cat (EN) → Мачка (L2)  
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Obwohl die Methode auch positive Seiten hat, zum Beispiel muss man nicht zwischen allen 
Sprachpaaren übersetzen können, kann die Verwendung einer Pivot-Sprache zu Überset-
zungsfehlern führen, da das Programm "nicht weiß", dass es den Text zuerst von einer Aus-
gangssprache (L1) ins Englische (EN) übersetzt hat, bevor es aus dem Englischen (EN) in 
die Zielsprache (L2) übersetzt. (ebd.) 
Einer der interessantesten Aspekte von GNMT ist die "Zero-Shot Translation". Wie von 
Schuster, Johnson und Throat (2016) beschrieben: Im Wesentlichen hat Google Translate 
die Fähigkeit, zwischen Sprachpaaren zu übersetzen, für die es nie ausgebildet wurde. Dies 
ist ein ganz anderer Ansatz als die traditionellere Art, eine Pivot-Sprache zu verwenden. 
Um zu zeigen, wie diese Methode funktioniert, lassen Sie uns noch einmal das obige Bei-
spiel verwenden. Man kann das System darauf trainieren, das Wort "Katze" zwischen Grie-
chisch und Englisch plus Serbisch und Englisch zu übersetzen: 
Γάτα (GR) ↔ Cat (EN)  Мачка (SR) ↔ Cat (EN)  
Und obwohl dem System nie beigebracht wurde, wie man das Wort "Katze" vom Griechi-
schen ins Serbische übersetzt, stellt es die Verbindung selbst her und ist daher in der Lage, 
das Wort vom Griechischen ins Serbische zu übersetzen:  
Γάτα (GR) ↔ Мачка (SR). (ebd.) 
Das System arbeitet nicht, indem es Übersetzungen Satz für Satz auswendig lernt, sondern 
es nutzt die Semantik des Textes, um die Idee zu übersetzen. Es tut dies, indem es die alte 
Methode verwendet, eine Art Zwischensprache zu verwenden. Es ist jedoch bemerkens-
wert, dass das System die Interlingua selbst erstellt hat. (ebd.) 
Um die verschiedenen Methoden und die Geschichte der maschinellen Übersetzung zusam-
menzufassen, hat der Autor die folgende Zeichnung erstellt, die alle in Abschnitt 1 genann-




Abbildung 5. Zusammenfassung der Fortschritte und Meilensteine der maschinellen Über-
setzung (vgl. Pestov 2018) 
 
Google Translate ist ein kostenloses Online-Übersetzungsprogramm, das am 28. April 
2006 als eine statistische maschinelle Übersetzungsmaschine eingeführt wurde (Och 2006). 
Mit dem Stand April 2016 hatte Google Translate über 500 Millionen Nutzer mit über 100 
Milliarden übersetzten Wörtern pro Tag (Turovsky 2016). Heute unterstützt Google 109 
verschiedene Sprachen, darunter auch die Unterstützung für Latein (Google Übersetzer). 
Zusätzlich zu diesen 109 Sprachen befinden sich weitere 61 Sprachen für Google Translate 
in der Entwicklung (ebd.). Am 15. November 2016 lancierte Google Translate seine neuro-
nale maschinelle Übersetzungsmaschine (Google Neural Machine Translation). Das System 
wurde zunächst mit der traditionellen Methode der beispielbasierten Übersetzung trainiert, 
bei der es mit Millionen von Beispielen gefüttert wurde (Schuster/Johnson/Throat 2016). 
Das System selbst verwendet ein künstliches neuronales Netzwerk und ist mit einer hoch-
entwickelten LTSM-Struktur aufgebaut, um möglichst natürlich klingende Übersetzungen 
zu erzeugen (Yonghui u.a. 2016). In Verbindung mit der "Zero-Shot Translation" ist es ein 
maschineller Übersetzer auf dem neuesten Stand der Technik. Einer der Gründe für die Po-




Eine Liste der Funktionen von Google Translate (Google Übersetzer: Sprachen 2021): 
• Textübersetzung (Geschriebenen Text übersetzen) 
• Übersetzung von ganzen Webseiten und Dokumenten  
• Übersetzung von Texten in anderen Apps (Möglich auf Android-Geräte, iPhone und 
iPad) 
• Übersetzung der gesprochenen Sprache:  
o Transkribieren mit Übersetzung (Echtzeit-Aufnahme und -Übersetzung einer 
gesprochenen Sprache)  
o Dolmetschen eines zweisprachigen Dialogs 
• Visuelle Übersetzung  
o Übersetzung von Text auf Fotos und Bildern 
o Übersetzung in Echtzeit über die Smartphone-Kamera  
• Handschriftübersetzung (Möglichkeit, Wörter zu schreiben, anstatt sie zu tippen und 
dann zu übersetzen) 
Leider sind nicht alle der oben genannten Funktionen für alle Sprachpaare verfügbar, zum 
Beispiel ist die Übersetzung der gesprochenen Sprache auf Estnisch nicht möglich.  
Wie bereits erwähnt, verwendet Google Translate die "Zero-Shot Translation"-Methode, 
doch einigen Quellen zufolge wird auch eine Pivot-Sprache (in GT-Fall Englisch) verwendet 
(Benjamin 2019). Es ist jedoch sehr schwierig zu erkennen, in welchem Verhältnis die eine 
oder die andere Methode verwendet wird. Im Rahmen dieser Arbeit wird der Autor jedoch 
zeigen, dass die Pivot-Methode (zumindest in einigen Fällen) angewendet wird und versu-






2. Empirischer Teil: Analyse der Maschinenübersetzung  
 
2.1. Methodologie und Textauswahl 
 
Um eine angemessene Analyse durchführen zu können, musste der Autor eine logische Me-
thode zur Auswahl der Texte finden. Dies ist ein entscheidender Punkt für die Integrität der 
Arbeit, um zu vermeiden, dass der Leser das Gefühl hat, dass die Auswahl unangemessen 
voreingenommen war (zu einfach oder schwierig für Google Transalte). 
Der Autor entschied sich, die Popularität als Hauptkriterium für die Auswahl der Texte zu 
wählen. Der Hauptgrund dafür ist die Messbarkeit (Zahl der Besucher, Abstimmungsergeb-
nisse, Klicks und so weiter) des Kriteriums und die relative Zugänglichkeit dieser Informa-
tionen. Außerdem hält es der Autor für sinnvoll, Texte zu wählen, die beliebt und auch tat-
sächlich für die Mehrheit interessant sind. 
Aufgrund der technischen Begrenzung von Google Translate kann der Text nicht länger als 
5000 Zeichen sein. Aus diesem Grund hat sich der Autor dazu entschlossen, die einzelnen 
Textabschnitte relativ gleich lang zu halten. Um den Übersetzungs- und Analyseprozess in 
keiner Weise zu beeinträchtigen, hat der Autor die Texte im Vorfeld nur minimal, haupt-
sächlich formatierungsmässig bearbeitet.  
Für die Übersetzungsanalyse wurden drei Texte ausgewählt: ein Nachrichtentext, ein litera-
rischer Text und ein populärwissenschaftlicher Text. 
Um einen Nachrichtenartikel auszuwählen, musste der Autor: 
- das meistgelesene deutsche Nachrichtenportal identifizieren 
- den wichtigsten, d.h. den wichtigsten Nachrichtenartikel auf der Website wählen. 
Nach Informationen von statista.com und similarweb.com sind die meistbesuchten deutsch-
sprachigen Nachrichten-Webseiten Bild.de und T-Online.de (statista.com behauptet, es sei 
Bild.de, während similarweb.com behauptet, es sei T-Online.de). Um einen Sieger zu kü-
ren, verglich der Autor die Popularität von Bild.de und T-online.de auf Google Trends, wo-
bei Bild.de deutlich populärer war. Deshalb öffnete der Autor am 26. Dezember 2020 
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Bild.de, wo die Hauptnachricht war: „Ein großartiger Tag für Deutschland“ - Der erste 
Text, der übersetzt und analysiert wird. 
Für die Auswahl des literarischen Textes hat der Autor festgelegt, dass das Buch im Origi-
nal auf Deutsch sein muss. Dies ist wichtig, um eine Situation zu vermeiden, in der der Text 
schon einmal übersetzt worden ist. Leider ist es nach vielen Quellen, einschließlich der 
Harvard Library, unmöglich, die tatsächlichen Verkaufszahlen für Bücher herauszufinden. 
Stattdessen entschied sich der Autor für das beliebteste deutsche Buch in Deutschland. Laut 
der Deutschen Presse-Agentur ist dieses Buch Das Parfüm: Die Geschichte eines Mörders 
von Patrick Süskind, 1985 (Deutsche Presse-Agentur 2004). Der übersetzte Text stammt 
von den Seiten 4-6. 
Der populärwissenschaftliche Text stammt aus der Webseite Spektrum.de. Mit über 11 
Millionen monatlichen Besuchern ist Spektrum.de die meistbesuchte (Populär-)Wissen-
schafts-Website in Deutschland (SimilarWeb 2021). Glücklicherweise gibt es eine Liste der 
meistgelesenen Artikel auf der Hauptseite, wo am 7. Januar der erste Artikel „Gelassenheit | 
»Man kann Stress ausschalten, indem man die Umwelt anders betrachtet«“ ist. Der Text 
könnte aus dem Englischen übersetzt worden sein, aber es gibt keinen Hinweis darauf auf 
der Website. Im Zusammenhang mit dieser Arbeit spielt die Sprache des ursprünglichen 
Ausgangstextes aber keine große Rolle.   
Für die Analyse hat der Autor Folgendes getan: 
- Übersetzte1 die Texte2 (oder Textabschnitte) mit Google Translate  
- Analysierte die Übersetzungen (durch Markierung und Kategorisierung der Fehler) 
- Analysierte die Fehler und forschte auch den L1 → EN → L2 Übersetzungen nach, 





1 Um einen realen Übersetzungsprozess zu replizieren, hat der Autor jeden Text in seiner Gesamtheit über-
setzt, also nicht Satz-für-Satz oder Wort-für-Wort. 




2.2. Die Taxonomie der Übersetzungsfehler  
 
Um die von Google Translate gemachten Übersetzungsfehler zu analysieren, entschied sich 
der Autor für die Verwendung einer vereinfachten Hybrid- Fehlertaxonomie. Die Taxono-
mie kombiniert die Ideen von Adriana Font Llitjós et al. (2005) und David Vilar et al. 
(2006).  
Der Autor möchte darauf hinweisen, dass viele Fehlertaxonomien der maschinellen Über-



















Abbildung 6. Fehlertaxonomie von Llitjos, Carbonell und Lavie (2005) 
 




Für diese Bachelorarbeit wird eine neue Taxonomie vorgeschlagen, die sich an beiden oben 
genannten Taxonomien anlehnt. Die vorgeschlagene Taxonomie lautet: 
- Fehlendes Wort 
- Überflüssiges Wort 
- Syntaxfehler  
- Falsches Wort3 
 
Da der Stil eines Satzes schwer objektiv zu beurteilen ist, hat sich der Autor entschieden, 
stilistische Fehler4, die den Sinn des Satzes nicht verändern, zu ignorieren.  
Das Format, wie der fehlerhafte Satz/die fehlerhaften Sätze angezeigt und analysiert 
wird/werden, ist wie folgt:  
(X) Nummerierter Beispielsatz aus dem Ausgangstext. 
GT: Die Übersetzung von Google Translate  
AV: Die vom Autor vorgeschlagene Übersetzung 
HL: Die Übersetzung von Helgi Loik  
Wenn der Autor der Meinung ist, dass die Hervorhebung der englischen Übersetzung rele-
vant ist, wird er dies tun. Die englischen Übersetzungen sind im "GT"-Teil der Analyse auf-
geführt und mit (EN) gekennzeichnet. In diesen Fällen hat der Autor Google Translate ver-
wendet, um zunächst vom Deutschen ins Englische und erst dann vom Englischen ins Est-
nische zu übersetzen. Bei Bedarf wird Deutsch mit L1 und Estnisch mit L2 markiert. 
  
 
3 Hauptsächlich für beide, grammatische und inhaltliche Fehler gedacht. 
4 Wortfolge oder Sprachgebrauch, der nicht falsch ist, aber nach Meinung des Autors seltsam klingt. 
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2.3. Übersetzungsanalyse  
2.3.1. Nachrichtentext  
 
Der Originaltext stammt von Bild.de. Der Text wurde am 26. Dezember 2020 abgerufen 
und über Google Translate aus dem Deutschen ins Estnische übersetzt.  
 




Wortzahl 422 323 -23,46 -99 
Zeichen (mit 
Leerzeichen) 
2966 2571 -13,32 -395 
Zeichen (ohne 
Leerzeichen) 
2558 2264 -11,5 -294 
Tabelle 1. Zeichenzahl im Nachrichtentext 
 
In den Kategorien der überflüssigen Wörter oder Syntaxfehler gab es keine hervorzuhe-





(1) Das wollen beenden und das werden wir beenden  
GT: Me tahame selle lõpetada ja lõpetame selle  
AV: Me tahame selle lõpetada ja me lõpetame selle 
Fehlendes Pronomen. Ändert die Bedeutung des Satzes nicht und ist daher kein großer Feh-
ler aber jedoch reduziert die Betonung.  
 
(2)  weniger schwerste Verläufe auf den Intensivstationen  
GT: vähem raskekujulisi intensiivravi osakondi  
AV:  vähem raskekujulisi juhtumeid intensiivravi osakondades  
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Fehlendes Substantiv - das Wort "Verlauf" wurde im übersetzten Text weggelassen. Die von 
GT vorgeschlagene Übersetzung würde bedeuten „weniger schwerste Intensivstatio-
nen“ und den Sinn des Satzes ordentlich durcheinanderbringen. 
 
(3) Dafür wolle man Überzeugungsarbeit leisten, werben, informieren und sich den Fra-
gen besorgter Bürger immer wieder Stellen  
GT: Selleks soovivad nad neid veenda, reklaamida, teavitada ja vastata 
murelike kodanike küsimustele ikka ja jälle  
AV: Selleks soovivad nad inimesi veenda, reklaamida vaktsiini, rahvast teavitada ja aina 
vastata murelike kodanike küsimustele. 
Diese Übersetzung hat mehrere Probleme, von denen das "fehlendes Wort" nach der Mei-
nung des Autors der größte Schandfleck war, daher die Kategorisierung. Im Estnischen 
sollte sich ein Verb auf ein Objekt beziehen. Derzeit listet der Satz Verben auf, ohne Ob-
jekte zu nennen, was den Satz unsinnig macht. Derzeit ist es nicht verständlich, was bewor-
ben wird und wer informiert wird. Zusätzlich gab es: ein falsches Wort und ein Syntaxfeh-
ler (Wortfolge). Um diese Übersetzung zu beheben, müssten die folgenden Änderungen 




Selleks soovivad nad neid veenda,     reklaamida, teavitada ja   vastata murelike kodanike 
küsimustele ikka ja jälle 
 
Eine Alternative wäre, aus den Verben Substantive zu bilden: 
AV: Selleks soovitakse teha veenmis-, reklaami- ja teavitustööd ning aina vastata mure-








Ein offensichtlicher Ursprung von Fehlern kann die Tatsache sein, dass manchmal der Text 
zuerst ins Englische und dann ins Estnische übersetzt wird (L1 → EN → L2), statt direkt 
aus dem Deutschen ins Estnische. Dies wird bei der Betrachtung der folgenden Beispiele 
deutlich: 
 
(4) Bundesland  
GT:  Föderaalriik (Bundesland → Federal State (EN) → Föderaalriik) 
AV:  Liidumaa  
Sechs Mal wurde „Bundesland“ (und die Variationen des Wortes) als „Föderaalriik“ über-
setzt. Dies liegt (wahrscheinlich) daran, dass „Bundesland“ ins Englisch als „Federal 
State“ übersetzt wird, wonach „Federal State“ ins Estnische als „Föderaalriik“ übersetzt 
wird. Auf Estnisch lautet das Wort für Deutsche Bundesländer „Liidumaa“.   
 
(5) Zweiter Weihnachtsfeiertag 
GT:  Poksipäev (Zweiter Weihnachtsfeiertag → Boxing Day (EN) → Poksipäev) 
AV:  Teine Jõulupüha  
Ein ähnlicher Fehler wurde bei der Übersetzung von „Zweiter Weihnachtsfeiertag“ ge-
macht. Hier hat Google Translate „Poksipäev“ als die Übersetzung angeboten. Auf Estnisch 
gibt es kein solches Wort, stattdessen heißt es „Teine Jõulupüha“. 
 
(6) Dosen 
GT: Purgid (Dosen → Cans (EN) → Purgid) 
AV: Doosid  
Wieder ein auffälliger Übersetzungsfehler, der auf die Nutzung des Englischen als eine 
Pivotsprache bei Google Translate zurückgeführt werden kann, da "Cans" tatsächlich ins 




(7) Sie wollen wir zuerst schützen  
GT:  Kõigepealt tahame teid kaitsta (We want to protect you first (EN)) 
AV:  Kõigepealt tahame neid kaitsta  
Dies ist ein interessanter Fehler, da Google Translate nicht wusste, wer mit dem Wort "Sie" 
in diesem Kontext gemeint ist. Da "Sie" das erste Wort im Satz war, wurde es großgeschrie-
ben. Wenn der Kontext ignoriert wird, bedeutet dies, dass es verschiedene mögliche Bedeu-
tungen für das Wort gibt: 3. Person Singular oder 3. Person Plural/Höflichkeitsform. GT hat 
die Wahl getroffen, es mit "you" (2. Person Singular und 2. Person Plural) zu übersetzen. 
Als nächstes übersetzte GT das Wort "you" ins Estnische mit "teid" beziehungsweise 2. Per-
son Plural/Höflichkeitsform. In einem solchen Fall ist der Kontext besonders wichtig, denn 
ohne Kontext ist es unmöglich, eine korrekte Übersetzung zu gewährleisten.  
 
(8) so Spahn  
GT:  kirjutab Spahn  
AV:  ütles Spahn  
Hier können wir aus dem Kontext verstehen, dass gemeint war, dass Spahn „sagte“  
(Estnisch: ütles), nicht Spahn „schreibt“ (Estnish: kirjutab).  
Eine Anmerkung: Ein paar Sätze zuvor hat Google Translate „Ab Januar sollen, so 
Spahn…“ als „Alates jaanuarist tuleb Spahni sõnul“ übersetzt, was in beiden Fällen eine 
korrekte Übersetzung wäre.  
 
(9) …Produktions-Kapazitäten von Biotech innerhalb Deutschlands zu erweitern 
GT: … et laiendada Biontechi tootmisvõimsust Saksamaa piires  
(innerhalb Deutschlands → within Germany (EN) → Saksamaa piires)  
AV:  … et laiendada Biontechi tootmisvõimsust Saksamaal  
Auf Estnisch würde man „Saksamaal“ sagen, statt „Saksamaa piires“. Innerhalb + Landes-
name wurde eigentlich als der Landesname im Adessiven Grammatikkasus geschrieben. Da 
die englische Sprache nicht auf die gleiche Weise funktioniert, kann man davon ausgehen, 
dass der Fehler durch GT bei der Übersetzung vom Englischen ins Estnische entstanden ist. 
23 
 
2.3.2. Literarischer Text 
 
Der Originaltext stammt aus dem Buch „Das Parfum. Die Geschichte eines Mör-
ders“ von Patrick Süskind. Der Text wurde am 07.01.2021 abgerufen und über Google 
Translate aus dem Deutschen ins Estnische übersetzt.  
 




Wortzahl 502 362 -27,9 -140 
Zeichen (mit 
Leerzeichen) 
3427 2719 -20,66 -708 
Zeichen (ohne 
Leerzeichen) 
2927 2360 -19,37 -567 
Tabelle 2. Zeichenzahl im literarischen Text 
 
Da der Text vor der Rechtschreibreform von 1996 geschrieben wurde und der Schriftsteller 
künstlerische Freiheit mit der Sprache ausüben kann, war der Autor daran interessiert zu se-
hen, wie gut GT diese Aufgabe bewältigen würde. Für diese Analyse hat der Autor auch 
eine übersetzte Version des Buches (Parfüüm 2015) verwendet (übersetzt aus dem Deut-
schen von Helgi Loik), um einen zweiten Blickwinkel zu gewinnen und die GT-Überset-
zung besser bewerten zu können. 
 
In den Kategorien der fehlenden oder überflüssigen Wörter sowie der Syntaxfehler gab 





Da sich eines der Hauptthemen des Abschnitts um Geruch und Gestank dreht, hält es der 
Autor für interessant, darauf hinzuweisen, dass GT große Schwierigkeiten hatte, das Wort 
"Stank" zu übersetzen. Das Wort "Stank" und Variationen des Wortes wurden siebenmal 
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korrekt übersetzt. In acht Fällen übersetzte GT es mit "haistma" oder "haarama" (Beispiele 
10–13). Ersteres bedeutet „etwas beriechen“ und letzteres „anfassen“.  
 
(10) Es stanken die Straßen nach Mist  
GT: Tänavad haistsid sõnnikut  
HL: Tänavad haisesid sõnniku järele 
 
(11) Die Menschen stanken nach Schweiß und nach ungewaschenen Kleidern; aus dem 
Mund stanken sie nach verrotteten Zähnen  
GT: Inimesed haistsid higi ja pesemata riideid; suust haistsid nad mädanenud hambaid  
HL: Inimesed haisesid higi ja pesemata riiete järele, nende suud haisesid katkiste  
hammaste järele 
 
(12) Es stanken die Flüsse, es stanken die Plätze, es stanken die Kirchen, es stank un-
ter den Brücken und in den Palästen.  
GT: Jõed haistsid, platsid haistsid, kirikud haistsid, see haaras sildade all ja paleedes.  
HL: Haisesid jõed, haisesid väljakud, haisesid kirikud, haises sildade all ja paleedes. 
 
(13) Aus den Kaminen stank der Schwefel 
GT: Väävel haaras korstnatest 
HL: Korstnates haises väävel 
 
Der Autor dachte zunächst, dass die Fehler durch die Verwendung von Englisch als Pivot-
Sprache entstanden sind. Bei genauerem Hinsehen war dies jedoch nicht der Fall, da der 
Autor einen Test mit dem folgenden Satz machte:     
„Es stanken die Straßen“ 
Der Autor verwendete Google Translate, um den Satz zunächst ins Englische zu übersetzen, 
GT ergab folgendes: 
„The streets stank“  




Wir können sehen, dass die erste Übersetzung gut funktioniert hat. Der Satz wurde korrekt 
ins Englische übersetzt. Die Übersetzung ins Estnische ist jedoch falsch. Aus Interesse hat 
der Autor dann versucht, einen ähnlichen Satz von GT übersetzen lassen, der weniger kom-
plizierte Grammatik enthielt. Dies ist das Ergebnis: 
Die Straße stinkt  → The street stinks → Tänav haiseb 
Und mit GT direkt von Deutsch nach Estnisch übersetzen: 
Die Straße stinkt    →   Tänav haiseb 
zum Vergleich: 
Es stanken die Straßen → The streets stank →  Tänavad haistsid 
Durch die Vereinfachung (Singular und Präsensform) des Satzes war GT in der Lage, die 
korrekte Übersetzung zu liefern. Da GT angeblich nicht Wort für Wort übersetzt und mit 
Beispielen lernt, ist es wahrscheinlich, dass es nicht genügend ähnliche Sätze im Estnischen 
kennengelernt hat. Es ist möglich, dass der Fehler nicht aufgetreten wäre, wenn GT eine äl-
tere Technologie zur Übersetzung verwendet hätte. 
     
(14)  Im achtzehnten Jahrhundert lebte in Frankreich ein Mann, der zu den genialsten 
und abscheulichsten Gestalten dieser an genialen und abscheulichen Gestalten nicht 
armen Epoche gehörte. 
GT: Kaheksateistkümnendal sajandil elas Prantsusmaal mees, kes oli selle ajastu üks 
leidlikumaid ja kohutavamaid kujusid, kes ei olnud vaene leidlike ja kohutavate 
kujundite poolest. 
HL: Kaheksateistkümnendal sajandil elas Prantsusmaal mees, kes kuulus selle geniaal-
sete ja jäledate tüüpide poolest sugugi mitte vaese ajajärgu kõige geniaalsemate ja 
jäledamate tüüpide hulka.  
Das Wort "Genial" hätte man auch mit "Geniaalne" übersetzen können, da sie die gleiche  
Bedeutung haben und beide von demselben lateinischen Wort abstammen. (Lewis/Short 
1876) Der zweite Fehler in dieser Übersetzung ist, dass im Originaltext der Nebensatz die 





(15) Er hieß Jean-Baptiste Grenouille, und wenn sein Name im Gegensatz zu den Namen 
anderer genialer Scheusale, wie etwa de Sades, Saint-Justs, Fouchés, Bonapartes 
usw.,  
GT: Tema nimi oli Jean-Baptiste Grenouille ja kui tema nimi on tänapäeval unustatud, 
siis vastupidiselt teiste hiilgavate koletiste nimedele, nagu de Sades, Saint-Justs, 
Fouchés, Bonapartes jne, 
HL: Teda kutsuti Jean-Baptiste Grenouille’ks, ja kui tema nimi, vastupidi teiste geniaal-
sete koletiste, nagu de Sade’i, Saint-Justi, Fouché, Bonaparte’i jne.  
Hier sehen wir, dass GT auf einem richtigen Weg war. Entweder durch den Kontext oder 
durch Wiedererkennen der Wörter identifizierte GT die Namen "de Sade, Saint-Just, Fourcé 
und Bonaparte". Dies ist daran zu erkennen, dass GT die Großschreibung der Wörter beibe-
halten hat. Leider scheint GT nicht in der Lage gewesen zu sein, zu erkennen, dass die 
Wörter dekliniert wurden und hat daher die ursprüngliche (Genitiv-)Deklination beibehal-
ten.  
 
(16) diesen berühmteren Finstermännern  
GT: nendest kuulsamatest tumedatest meestest  
HL: neile kuulsamatele kurjusejüngritele  
Auch wenn die GT-Übersetzung ziemlich korrekt ist, da das Wort "Finstermann" direkt mit 
"tume mees" übersetzt werden kann, ist die von Helgi Loik vorgeschlagene Übersetzung 
viel besser. Vor allem, weil sie einen metaphorischen Ausdruck verwendet, der in den Kon-
text passt. 
  
(17) Es stanken…die Schlafzimmer nach fettigen Laken, nach feuchten Federbetten und 
nach dem stechend süßen Duft der Nachttöpfe. 
GT: …haistsid…magamistoad rasvast linast, niisketest tekkidest ööpotide terav magus 
lõhn. 
HL: …haisesid… magamistoad võidunud linade, niiskete sulgtekkide ja teravmagusalt 
lehkavate ööpottide järele 
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Nach Meinung des Autors wurde einer der interessanteren Fehler in diesem Satz gefunden. 
Die Übersetzung enthält nämlich einen Rechtschreibfehler, das Wort "ööpotide" sollte als 
"ööpottide" geschrieben werden. Der Autor schlägt dafür zwei mögliche Erklärungen vor: 
1) GT war nicht in der Lage, das Wort korrekt zu deklinieren  
2) GT hat dieses Wort (in diesem Zusammenhang) aus einem Text gelernt, der einen 
Rechtschreibfehler enthielt 
Zweitens - feuchte Federbetten ist adjektivischer Attribut vor Nachttöpfen und nicht ein 
Teil der Aufzählung. 
 
(18) Denn der zersetzenden Aktivität der Bakterien war im achtzehnten Jahrhundert 
noch keine Grenze gesetzt 
GT: Sest XVIII sajandil ei olnud bakterite laguneval aktiivsusel mingit piiri  
HL: sest bakterite lagundavale aktiivsusele ei olnud kaheksateistkümnendal sajandil 
veel piiri pandud 
Das Wort "zersetzen" wurde mit "lagunema" übersetzt. Die Übersetzung ist nahe dran, aber 
nicht ganz korrekt, da "lagunema" und "lagundama" keine Synonyme sind. Der Unterschied 
ist wie folgt: 
EE: Lagunema –  DE: sich zersetzen  
EE: Lagundama –  EE: etw. zersetzen 
 
(19) achthundert Jahre lang in den Grüften und Beinhäusern Knöchelchen auf Knö-
chelchen geschichtet. 
GT: kaheksasada aastat koobastes. ja ossüürid, kuhjati sõrmenukid sõrmenukkide 
otsa. 
HL: kaheksasada aastat järjest krüptidesse ja luukambritesse kondikesi kondikeste 
peale laotud. 
"Gruft" kann entweder mit "koobas" oder "krüpt" übersetzt werden, daher sollte dies nicht  
als Fehler behandelt werden, da es nicht möglich ist, genau zu wissen, was der Schriftsteller 
hier genau meinte. Die beiden anderen Fehler sind jedoch viel interessanter. Bei der Über-
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setzung von "Beinhäusern" scheint GT durch die Verwendung von Englisch als Pivot-Spra-
che ein Fehler unterlaufen zu sein. Der Autor verwendete GT, um nur die Wörter "Bein-
haus" und "Beinhäuser" ins Englische und dann ins Estnische zu übersetzen. 
Beinhaus(L1)  → Ossuary(EN)  → Ossuary(L2) 
Beinhäusern(L1) → Ossuaries(EN) → Ossuaarid(L2) 
 
Wir können sehen, dass GT Schwierigkeiten hatte, das Wort aus dem Englischen ins Estni-
sche zu übersetzen. Es hat versucht, das Wort sowohl im Text als auch im Test ähnlich wie 
sein englisches Gegenstück zu halten. Die wahrscheinlichste Ursache dafür sieht der Autor 
im Mangel an vorhandenen Übersetzungen zwischen Englisch und Estnisch, in denen das 
Wort verwendet wurde. Die falsche Übersetzung des Wortes "Knöchelchen" ist ein wenig 
kurios. Der Autor hat versucht, sowohl "Knöchelchen" als auch "Knochen" über GT vom 
Deutschen ins Estnische zu übersetzen – beide Male kam das richtige Ergebnis. Der Autor 
vermutet, dass GT durch den Kontext verwirrt war, da GT weiß, wie dieses Wort übersetzt 
werden sollte. 
 
(20) sondern zu wahren Aufständen trieb, wurde er endlich geschlossen und aufgelassen 
GT: vaid tõeliste ülestõusude juurde, kas see lõpuks suleti ja hüljati 
HL: vaid tõelisi ülestõuse korraldama, pandi surnuaed lõpuks kinni 
Die GT-Übersetzung fügte das Wort "kas" hinzu, das auf Estnisch den Beginn einer 
Ja/Nein-Frage anzeigt, ähnlich wie "wurde er" im Deutschen das Gleiche tun kann. Eine Al-
ternative wäre gewesen, die Konjunktion "kui" zu verwenden. Dies hätte eine (in der Be-
deutung) ähnliche Übersetzung ergeben wie die vom Übersetzer vorgeschlagene.  
 
(21) man errichtete an seiner Stelle einen Marktplatz für Viktualien 
GT: selle asemele rajati ohvriturg 
HL: rajati surnuaia asemele toiduainete turg. 
GT ist bei der Übersetzung des Wortes "Viktualien" versagt. Wahrscheinlich hängt es damit 
zusammen, dass das Wort veraltet ist und im heutigen Deutsch nicht verwendet wird 
(Duden sub Viktualien). Selbst wenn man nur das Wort "Viktualien" vom Deutschen ins 
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Estnische übersetzt, liefert Google Translate das Wort: " Victuals “. Trotzdem ist es GT ge-
lungen, ein Wort zu produzieren, das estnisch klingt. Leider konnte der Autor in estnischen 
Wörterbüchern keinen Eintrag für das Wort "ohvriturg" finden. Das Wort ist ein zusammen-
gesetztes Wort, bestehend aus: „Ohver“ + „turg“. Auf Deutsch: „Opfer“ + „Markt“. Das 
Wort "Viktualien" ist an sich ein echtes Wort und hätte mit "Toiduained" übersetzt werden 
müssen, oder in diesem Zusammenhang:“toiduainete turg“. Der Autor hat keine gute Erklä-
rung, woher GT das Wort "ohver" genommen hat. Alles in allem ist es ein merkwürdiger 
Fehler.  
 
2.3.3. Populärwissenschaftlicher Text 
 
Der Originaltext stammt von Spektrum.de. Der Text wurde am 07.01.2021 abgerufen und 
über Google Translate aus dem Deutschen ins Estnische übersetzt.  
 




Wortzahl 724 535 -26,1 -189 
Zeichen (mit 
Leerzeichen) 
4771 3910 -18,05 -861 
Zeichen (ohne 
Leerzeichen) 
4059 3389 -16,5 -670 
Tabelle 3. Zeichenzahl im populärwissenschaftlichen Text 
Fehlende Wörter 
 
(22) Es ist zu kalt, um sich lange draußen aufzuhalten  
GT: Liiga külm on kaua õues olla 
AV: Liiga külm on, et kaua õues olla 
Fehlende Konjunktion. Obwohl das Hinzufügen der Konjunktion den Satz korrekt machen 
würde, wäre eine andere mögliche Übersetzung: „Liiga külm on kaua õues olemiseks”. 
Letzteres würde nach Meinung des Autors besser klingen, wäre aber möglicherweise auch 




Überflüssige Wörter  
 




(23) Ein Team um Mark Krasnow von der Stanford University und Jack Feldman von der 
University of California in Los Angeles (L1)  
GT: Stanfordi ülikoolist Mark Krasnowi ja Los Angelese California ülikoolist pärit Jack 
Feldmani juhitud meeskond 
AV:  Meeskond, mida juhivad Mark Krasnow Stanfordi ülikoolist ja Jack Feldman Cali-
fornia ülikoolist Los Angeleses  
Die GT-Übersetzung änderte die Wortreihenfolge, so dass es nicht klar ist, dass das Team 
sowohl von Mark Krasnow als auch von Jack Feldman geleitet wird. Der Autor empfiehlt, 




(24)  Täglich sterben Tausende von Menschen an Covid-19. 
GT: Tuhanded inimesed surevad Covid-19-s iga päev. 
AV: Tuhanded inimesed surevad Covid-19-sse iga päev. 
Falscher Kasus – hier soll man Illativ verwenden, nicht Inessiv.  Die GT-Übersetzung deu-
tet an, dass Menschen sterben in der Krankheit und nicht aufgrund der Krankheit. 
 
(25) die auf eine sichtbare Bedrohung reagieren und die Angst und Erstarren auslösen.   
GT: mis reageerivad nähtavale ohule ning vallandavad hirmu ja külmuvad.  
 (Erstarren → Freeze (EN) → Külmuma)  
AV: mis reageerivad nähtavale ohule ning vallandavad hirmu ja tarduvad 
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Der Autor ist der Meinung, dass dies ein gutes Beispiel für die möglichen Fehler ist, die bei 
der Verwendung einer Pivot-Sprache auftreten können. Das Wort "Erstarren" hat eine estni-
sche Übersetzung - "tarduma", wobei beide Wörter die gleiche eindeutige Bedeutung haben 
und wäre daher relativ einfach zu übersetzen (nach Meinung des Autors). Wenn das Wort 
jedoch zuerst ins Englische übersetzt wird, was hier der Fall zu sein scheint, wird es mit "to 
freeze" übersetzt. Dies führt das MT-System zu einer Mistgabel - welche Bedeutung des 
Wortes "to freeze" soll es verwenden – „Einfrieren“ oder „Erstarren“? Leider hat das Sys-
tem die falsche Wahl getroffen und sich für "Einfrieren" entschieden. 
 
Erstarren   Tarduma 
  To Freeze  
Einfrieren   Külmuma 
 
(26) Eine kleine, aber wachsende Anzahl von Studien zeigte außerdem, dass eine Verän-
derung des Atems auch die Hirnaktivität verändern kann. 
GT: Väike, kuid kasvav arv uuringuid on samuti näidanud, et hinge muutmine võib 
muuta ka ajutegevust. 
AV:  Väike, kuid kasvav arv uuringuid on samuti näidanud, et hingamise muutmine võib 
muuta ka ajutegevust.  
Google übersetzte das Wort "Atmen" ins Estnische als "hing". Obwohl die Wurzel für beide 
Wörter die gleiche ist, haben die Wörter verschiedene Bedeutungen. „Hing“ bedeutet „Die 
Seele“. 
 
(27)  Stress liegt auf einem Kontinuum der autonomen Erregung:  
GT: Stress seisneb autonoomse erutuse jätkumises:  
AV:  Stress asub autonoomse erutuse kontiinumil: 
Das Hauptproblem bei dieser Übersetzung ist, dass GT das Wort "Kontinuum" nicht über-
setzen konnte. Stattdessen schlug GT die Verwendung des Verbs "jätkumine" vor. Eine viel 
einfachere Möglichkeit wäre die Verwendung des Wortes "Kontiinum" gewesen, da dies die 




(28)  Manchmal passt das gut zu den äußeren Anforderungen, etwa wenn man rennen 
muss, um den Zug zu erwischen. 
GT: Mõnikord sobib see hästi väliste nõuetega, näiteks kui peate rongile järele sõitma. 
AV:  Mõnikord sobib see hästi välisteguritega, näiteks kui peate rongi peale jõudma.  
Der erste Fehler ergibt sich aus der Übersetzung von " äußeren Anforderungen", GT hat die 
Wörter separat Übersetzt (äußeren → väliste, Anforderungen → nõuetega). Obwohl diese 
Übersetzungen technisch korrekt sind, ergeben sie nicht die richtige Übersetzung. Die kor-
rekte Übersetzung wäre eine Zusammensetzung: „välisteguritega“. Der Hauptfehler bei der 
anderen Hälfte des Satzes besteht darin, dass die GT-Übersetzung davon spricht, dem Zug 
hinterherzufahren. Dies ist merkwürdig, da der Originaltext ausdrücklich das Laufen er-
wähnt. Auch ohne den Aspekt des Laufens zu spezifizieren, sollte die Idee verständlich 
sein. 
 
(29) Wenn man etwas Aufregendes oder Belastendes sieht, wie eine Schlagzeile in den 
Nachrichten, dann steigt der Puls, der Atem geht schneller. 
GT: Kui näete midagi põnevat või stressi tekitavat, näiteks uudiste pealkiri, tõuseb teie 
pulss ja hingamine läheb kiiremini. 
AV: Kui näete midagi põnevat või stressi tekitavat, näiteks uudiste pealkiri, tõuseb teie 
pulss ja hingamine läheb kiiremaks.  
Das Wort "Schneller" kann mit zwei verschiedenen estnischen Wörtern übersetzt werden: 
"kiiremini" und "kiiremaks". „kiiremini“ – beantwortet die Frage „wie“, „kiiremaks“ –  be-
antwortet die Frage „in was umwandeln“? Kurz gesagt, wenn die Bedeutung des Wortes 
"Schneller" im Deutschen durch den Kontext verstanden wird, muss im Estnischen das 
richtige Wort verwendet werden. 
 
(30) Die Augäpfel drehen sich ein wenig in Richtung der Nase, wodurch sich die Tiefens
 chärfe und der Fokus auf eine einzige Stelle einstellen.   
GT: Silmamunad pöörlevad veidi nina suunas, mis tähendab, et teravussügavus ja foo-
kus on seatud ühte kohta.  
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AV: Silmamunad pööravad veidi nina suunas, mis tähendab, et teravussügavus ja fookus 
on suunatud ühte kohta.  
Obwohl die Wörter "pöörama" und "pöörlema" sehr ähnlich sind, haben sie doch eine etwas 
andere Bedeutung:  
Pöörlema - um die eigene Achse drehen 
Pöörama – drehen 
 
(31) Das ist ein primitiver und uralter Mechanismus, mit dem Stress das Sichtfeld  
steuert.   
GT: See on ürgne ja iidne mehhanism, mille abil stress kontrollib vaatevälja.  
AV: See on primitiivne ja iidne mehhanism, mille abil stress juhtib vaatevälja. 
Im Originaltext wurde das Wort "primitiv" verwendet, es gab keinen Grund, das gleiche 
Wort "primitiivne" nicht auch im Estnischen zu verwenden. 
 
(32) Alle Neurone vom Nacken bis zum oberen Teil des Beckens werden auf einmal akti-
viert und setzen Botenstoffe und chemische Substanzen frei, die dafür sorgen, dass 
man unter starker Erregung steht und unruhig wird.  
GT: Kõik neuronid alates kaelast kuni vaagna ülaosani aktiveeruvad korraga ja vabas-
tavad messenger-aineid ja keemilisi aineid, mis tagavad, et inimene on tugevas 
põnevuses ja muutub rahutuks.  
AV:  Kõik neuronid alates kaelast kuni vaagna ülaosani aktiveeruvad korraga ja vabas-
tavad ülekandeaineid ja keemilisi aineid, mis tagavad, et inimene on tugevas 
erutuses ja muutub rahutuks.  
Zwei offensichtliche Fehler in diesem Satz. Der auffälligste Fehler ist, dass das Wort "Bo-
tenstoffe" mit "messenger-aineid" übersetzt wurde. Wenn wir GT verwenden, um "Boten-
stoffe" ins Englische zu übersetzen, erhalten wir das Ergebnis "Messenger substance", und 
wenn wir das dann vom Englischen ins Estnische über GT übersetzen, liefert GT das Er-
gebnis „messenger-ained“.  
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Das Wort "Erregung" kam im Text sechsmal vor - fünfmal wurde es korrekt mit "erutus" 
übersetzt. In diesem Fall wurde es jedoch aus irgendeinem Grund falsch, als „põne-
vus“ übersetzt. Theoretisch sind beide Übersetzungen korrekt, aber im Kontext, in dem 
über Stress gesprochen wird, sollte "erutus" verwendet werden. 
 
(33) Man kann also eine Stressreaktion tatsächlich ausschalten, indem man die Art und 
Weise ändert, wie man die Umgebung betrachtet, unabhängig davon, was sich dort 
befindet.  
GT: Nii et saate stressireageeringu tegelikult välja lülitada, muutes oma ümbrust,  
hoolimata sellest, mis seal on.  
AV: Nii et sate stressireaksiooni tegelikult välja lülitada, muutes seda, kuidas ümbrust 
vaatate, hoolimata sellest, mis seal on.  
Das Wort "Stressreaktion" hätte mit "Stressireaktsioon" übersetzt werden müssen. "Reak-
tion" hätte als "reaktsioon" bleiben sollen, aber aus irgendeinem Grund hat GT "reageering" 
verwendet, was auf Deutsch "Reagierung" heißt. Ähnliche Worte, aber in diesem Zusam-








Die maschinelle Übersetzung mit ihrer erstaunlich langen Geschichte von der alten regelba-
sierten direkten Methode bis hin zur hochmodernen neuronalen Methode hat sich stark wei-
terentwickelt und verändert. Es wurden große Fortschritte erzielt, um bessere Übersetzun-
gen mit weniger Aufwand zu erstellen. 
Der Autor beschloss, die Übersetzungsfehler zu analysieren, die ein modernes maschinelles 
Übersetzungsprogramm (bzw. Google Translate) macht. 
Aber wie zuverlässig sind maschinelle Übersetzungen beziehungsweise die Übersetzungen 
von Google Translate? Die wichtigsten Fragen, die es zu beantworten galt, waren: Welche 
Fehler macht das Programm und warum? Dazu wurden drei verschiedene deutsche Texte 
ausgewählt, die über Google Translate ins Estnische übersetzt wurden. Anschließend wurden 
die auffälligsten Fehler hervorgehoben und einzeln analysiert. 
Die Arbeit gliedert sich in zwei Hauptteile, den theoretischen und den praktischen Teil. Der 
theoretische Teil beschreibt die Geschichte und die verschiedenen Arten der maschinellen 
Übersetzung. Der praktische Teil erklärt die Logik, wie die Texte ausgewählt wurden, wie 
die Fehler kategorisiert wurden und schließlich enthält er die Analyse selbst. 
In Anbetracht der Tatsache, dass Google Translate ein kostenloses Programm ist, muss der 
Autor zugeben, dass die Übersetzungen, die es produzierte, angemessen waren. Natürlich 
gab es Fehler, aber in vielen Fällen war der übersetzte Volltext verständlich und es gingen 
nicht viele Informationen verloren. 
Bei der Analyse der Fehler, die Google Translate gemacht hat, sind die drei Haupttypen von 
Fehlern, die es macht: 
- Grammatische Fehler 
- Fehler aufgrund von Wörtern, die mehrere Bedeutungen haben 




Alle oben genannten Fehler konnten jedoch durch die Weiterentwicklung der "Zero-Shot-
Methode" und die Fortsetzung der Arbeit am Neuronalen Netz behoben werden. Ersteres 
ermöglicht direkte Übersetzungen zwischen Sprachen, letzteres erzeugt flüssigere und na-
türlichere Übersetzungen. 
Da maschinelle Übersetzungen immer besser werden, muss man sich fragen - wann werden 
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Käesolevas bakalaureusetöös uuritakse Google Translate’i poolt tõlgitud tekstides esinevaid 
vigu. Töö eesmärgiks oli analüüsida erinevaid tekste, mis on Google Translate’i poolt saksa 
keelest eesti keelde, et aru saada milliseid vigu Google Translate teeb ja leida nende vigade 
vahel seos. 
Uuritav teema pakkus autorile huvi kuna masintõlge (eriti Google Translate) on tänapäeval 
levinud lahendus, mida kasutatakse miljonite inimeste poolt oma kiiruse ja kättesaadvause 
tõttu. Teatavasti, ilmnevad aga masintõlkel ka tihtipeale vead ning seetõttu arvas autor, et 
oleks huvitav analüüsida neid vigu süvitsi.  
Tõlgete analüüsiks valiti välja kolm erinevat teksti ning pani paika neli kategooriat, mille 
alla erinevaid vigu kategoriseerida.     
Antud bakalaureusetöö on jagatud kahte suurde peatükki. Esimeses, ehk teoreetilises osas 
annab autor ülevaate masintõlke ajaloost ja erinevatest meetoditest ning kirjeldab Google 
Translate’i funktsionaalsust ning ajalugu. Töö teine, ehk praktiline osa kirjeldab 
metodoloogiat, mille alusel valiti tekstid analüüsiks, kuidas kategoriseeritakse antud töös 
tõlkevigu. Töö teise osa kolmandas alapeatükis teostab autor tekstide analüüsi, mille käigus 
autor kõrvutab Google Translate’i tõlkeid kas autori või tõlkija tõlkega. Analüüsi käigus ei 
analüüsi autor kõiki tekstides esinevaid vigu, vaid keskendub valitud näidetele. 
Kokkuvõtvalt võib öelda, et Google Translate tõlkis tekste suhteliselt hästi, andes edukalt 
kõigi tekstide mõtted edasi. Enaik tõlkevigu, mis tekkisid Google Translate’il olid 
grammatikavead, mitmetähenduslike sõnade vale tõlge ja vead, mida põhjustas Google 
Translate’i süsteem, mis tõenäoliselt tõlgib kohati lähtekeelse teksti esmalt inglise keelde ja 




Anhang 1 – Nachrichtenmeldung 
 
Ausgangstext auf Deutsch Google-Übersetzung ins Estnische 
„Ein großartiger Tag für Deutschland“ 
Zunächst mobile Teams unterwegs ++ Impfungen in 
der Fläche Mitte des Jahres 
 
26.12.2020 - 12:58 Uhr 
Die ersten Lieferungen sind am Morgen in den Bun-
desländern angekommen. Ab dem morgigen Sonn-
tag beginnt die größte Impfkampagne der Ge-
schichte... 
 
„Das ist ein großartiger Tag für Deutschland“, sagte 
Bundesgesundheitsminister Jens Spahn (CDU, 40) 
am zweiten Weihnachtsfeiertag in Berlin. 30 000 
Tote habe die Corona-Pandemie bislang allein in 
Deutschland gefordert. 
 
Spahn weiter: „Das wollen wir beenden und das 
werden wir beenden – denn es gibt sie, die frohe 
Weihnachtsbotschaft. In diesem Moment sind Lkw 
in ganz Europa, in Deutschland in die Bundesländer 
unterwegs, um den ersten Impfstoff auszuliefern. 
Weitere Lieferungen folgen schon übermorgen.“ 
 
Dieser Impfstoff sei der Schlüssel, die Pandemie zu 
besiegen und ein normales Leben zurückzugewin-
nen. „Diese Nachricht sollte uns Mut machen, vor 
allem denjenigen, die am verletzlichsten sind – den 
Pflegebedürftigen und den Hochbetagten. Sie wol-
len wir zuerst schützen“, sagte Spahn. 
 
Bis Jahresende sollen 1,3 Millionen Dosen des 
Biontech-Impfstoffs ausgeliefert werden. Ab Januar 
sollen, so Spahn, Woche für Woche 700 000 Dosen 
in die Impfzentren der Länder gebracht werden. Für 
das erste Quartal plant der Gesundheitsminister mit 
allein 10 Millionen Dosen des Mainzer Herstellers. 
 
Weitere 1,5 Millionen Dosen des Impfstoffs von 
Moderna seien eingeplant - für den Wirkstoff des 
US-Herstellers rechne man in den ersten Januarta-
gen mit der Zulassung in der EU, so Spahn. 
 
Außerdem arbeite des Bundesgesundheitsministe-
rium gemeinsam mit dem Paul-Ehrlich-Institut da-
ran, die Produktions-Kapazitäten von Biontech in-
nerhalb Deutschlands zu erweitern. Eine Produkti-
onsstätte in Marburg solle im ersten Quartal mit der 
Produktion beginnen. 
"Suurepärane päev Saksamaale" 
Esialgu liikuvad meeskonnad ++ vaktsineerimised 
piirkonnas aasta keskel 
 
26. detsember 2020 - 12:58 
Esimesed tarned saabusid föderaalriikidesse hom-
mikul. Ajaloo suurim vaktsineerimiskampaania al-
gab homme, pühapäeval ... 
 
 
"See on Saksamaa jaoks suurepärane päev," ütles 
föderaalne tervishoiuminister Jens Spahn (CDU, 
40) Berliini poksipäeval. Kroonpandeemia on 
põhjustanud ainuüksi Saksamaal 30 000 surma. 
 
 
Spahn jätkab: „Me tahame selle lõpetada ja 
lõpetame selle - sest see on olemas, õnnelik jõu-
lusõnum. Praegu sõidavad veokid kogu Euroopas, 
Saksamaal föderaalriikidesse, et anda esimene vak-
tsiin. Rohkem tarneid toimub ülehomme. " 
 
 
See vaktsiin on pandeemia ületamise ja normaalse 
elu taastamise võti. „See uudis peaks julgustama 
meid, eriti neid, kes on kõige haavatavamad - hool-
dust vajavad ja väga vanad. Kõigepealt tahame teid 
kaitsta, ”ütles Spahn. 
 
 
Biontechi vaktsiini peaks tarnima aasta lõpuks 1,3 
miljonit doosi. Alates jaanuarist tuleb Spahni sõnul 
föderaalriikide vaktsineerimiskeskustesse tuua igal 
nädalal 700 000 annust. Esimeseks kvartaliks 
plaanib terviseminister kasutada ainuüksi Mainzi 
tootja 10 miljonit purki. 
 
Plaanis on veel 1,5 miljonit Moderna vaktsiini an-
nust - USA tootja toimeaine peaks ELis heaks ki-
idetama jaanuari esimestel päevadel, kirjutab 
Spahn. 
 
Lisaks teeb föderaalne tervishoiuministeerium 
koostööd Paul Ehrlichi Instituudiga, et laiendada 
Biontechi tootmisvõimsust Saksamaa piires. Mar-






Massenimpfungen erst Mitte des Jahres 
Spahn machte aber auch deutlich: „Selbst dann wer-
den nicht alle sofort geimpft werden können. Die 
Jüngeren werden sich noch gedulden müs-
sen.“ Mitte des Jahres 2021 könne man jedem, der 
will, ein Impfangebot machen. Jedoch nur, wenn 
weitere aussichtsreiche Zulassungen von Impfstof-
fen erfolgen, erklärte der Minister. 
 
„Der Herbst und der Winter und auch das Weih-
nachten des kommenden Jahres soll nicht mehr im 
Zeichen dieser Pandemie stehen“, macht Spahn das 
Ziel der Impfkampagne deutlich. 
 
Die Corona-Impfung sei ein Angebot und freiwillig, 
fügte Spahn an. „Aber wir haben ein klares Ziel vor 
Augen: Wir wollen so viele Menschen impfen, dass 
das Virus keine Chance mehr hat.“ Dafür wolle man 
Überzeugungsarbeit leisten, werben, informieren 
und sich den Fragen besorgter Bürger immer wieder 
Stellen. 
 
„Ärmel hoch“, heißt die Kampagne des Bundes 
rund um die Corona-Impfung. 
 
Spahns Aufruf an die Bürger: „Wir schützen mit ei-
ner Impfung uns selber und wahrscheinlich auch an-
dere. Jede Impfung mehr heißt weniger Infektionen, 
weniger schwerste Verläufe auf den Intensivstatio-





Massilised vaktsineerimised alles aasta keskel 
Kuid Spahn tegi ka selgeks: „Isegi siis ei saa kõiki 
kohe vaktsineerida. Nooremad peavad olema kan-
natlikud. ”2021. aasta keskel võib kõigile soovi-
jatele pakkuda vaktsineerimist. Kuid ainult juhul, 
kui vaktsiinidele antakse veel lootustandvaid kinni-
tusi, ütles minister. 
 
 
"Järgmise aasta sügisel, talvel ja jõuludel ei tohiks 
see pandeemia enam domineerida," ütleb Spahn, te-
hes vaktsineerimiskampaania eesmärgi selgeks. 
 
 
Koroonavaktsineerimine on pakkumine ja 
vabatahtlik, lisas Spahn. "Kuid meil on selge 
eesmärk silme ees: tahame vaktsineerida nii 
paljusid inimesi, et viirusel pole enam võimalust." 
Selleks soovivad nad neid veenda, reklaamida, 
teavitada ja vastata murelike kodanike küsimustele 
ikka ja jälle. 
 
"Varrukad üles" on föderaalse koroonavak-
tsineerimise kampaania nimi. 
 
Spahni pöördumine kodanike poole: „Me kaitseme 
ennast ja tõenäoliselt ka teisi vaktsineerimisega. Iga 
vaktsineerimine tähendab vähem nakkusi, vähem 
raskekujulisi intensiivravi osakondi, vähem surma-





Anhang 2 – Literarischer Text 
 
Ausgangstext auf Deutsch Google-Übersetzung ins Estnische 
Das Parfum. Die Geschichte eines Mörders von Pat-
rick Süskind (1985) 
 
ERSTER TEIL 1  
Im achtzehnten Jahrhundert lebte in Frankreich ein 
Mann, der zu den genialsten und abscheulichsten 
Gestalten dieser an genialen und abscheulichen Ge-
stalten nicht armen Epoche gehörte. Seine Ge-
schichte soll hier erzählt werden. Er hieß Jean-Bap-
tiste Grenouille, und wenn sein Name im Gegensatz 
zu den Namen anderer genialer Scheusale, wie etwa 
de Sades, Saint-Justs, Fouchés, Bonapartes usw., 
heute in Vergessenheit geraten ist, so sicher nicht 
deshalb, weil Grenouille diesen berühmteren Fins-
termännern an Selbstüberhebung, Menschenverach-
tung, Immoralität, kurz an Gottlosigkeit nachgestan-
den hätte, sondern weil sich sein Genie und sein 
einziger Ehrgeiz auf ein Gebiet beschränkte, wel-
ches in der Geschichte keine Spuren hinterläßt: auf 
das flüchtige Reich der Gerüche. Zu der Zeit, von 
der wir reden, herrschte in den Städten ein für uns 
moderne Menschen kaum vorstellbarer Gestank. Es 
stanken die Straßen nach Mist, es stanken die Hin-
terhöfe nach Urin, es stanken die Treppenhäuser 
nach fauligem Holz und nach Rattendreck, die Kü-
chen nach verdorbenem Kohl und Hammelfett die 
ungelüfteten Stuben stanken nach muffigem Staub, 
die Schlafzimmer nach fettigen Laken, nach feuch-
ten Federbetten und nach dem stechend süßen Duft 
der Nachttöpfe. Aus den Kaminen stank der Schwe-
fel, aus den Gerbereien stanken die ätzenden Lau-
gen, aus den Schlachthöfen stank das geronnene 
Blut. Die Menschen stanken nach Schweiß und 
nach ungewaschenen Kleidern; aus dem Mund stan-
ken sie nach verrotteten Zähnen, aus ihren Mägen 
nach Zwiebelsaft und an den Körpern, wenn sie 
nicht mehr ganz jung waren, nach altem Käse und 
nach saurer Milch und nach Geschwulstkrankhei-
ten. Es stanken die Flüsse, es stanken die Plätze, es 
stanken die Kirchen, es stank unter den Brücken 
und in den Palästen. Der Bauer stank wie der Pries-
ter, der Handwerksgeselle wie die Meistersfrau, es 
stank der gesamte Adel, ja sogar der König stank, 
wie ein Raubtier stank er, und die Königin wie eine 
alte Ziege, sommers wie winters. Denn der zerset-
zenden Aktivität der Bakterien war im achtzehnten 
Jahrhundert noch keine Grenze gesetzt, und so gab 




Kaheksateistkümnendal sajandil elas Prantsusmaal 
mees, kes oli selle ajastu üks leidlikumaid ja ko-
hutavamaid kujusid, kes ei olnud vaene leidlike ja 
kohutavate kujundite poolest. Tema lugu tuleb siin 
rääkida. Tema nimi oli Jean-Baptiste Grenouille ja 
kui tema nimi on tänapäeval unustatud, siis vastupi-
diselt teiste hiilgavate koletiste nimedele, nagu de 
Sades, Saint-Justs, Fouchés, Bonapartes jne, pole 
see kindlasti sellepärast, et Grenouille oleks olnud 
nendest kuulsamatest tumedatest meestest madalam 
enesekindluses, inimeste põlguses, moraalituses, 
lühidalt jumalakartmatuses, vaid seetõttu, et tema 
geenius ja ainus ambitsioon piirdus alaga, mis ei 
jäta ajaloos jälgi: põgus lõhnade valdkond. Sel ajal, 
millest me räägime, oli linnades hais, mida me 
tänapäeva inimesed vaevalt ette kujutaksime. 
Tänavad haistsid sõnnikut, tagahoovid uriini, 
trepikojad mädanenud puitu ja roti väljaheiteid, 
mädanenud kapsa ja lambarasva köögid, ventileeri-
mata toad haisesid tolmust, magamistoad rasvast li-
nast, niisketest tekkidest ööpotide terav magus lõhn. 
Väävel haaras korstnatest, seebikivi 
parkimistehastest, hüübinud veri tapamajadest. In-
imesed haistsid higi ja pesemata riideid; suust 
haistsid nad mädanenud hambaid, sibulamahla 
kõhtu ja keha, kui nad polnud veel eriti noored, 
vana juustu ja hapupiima ning kasvajahaigusi. Jõed 
haistsid, platsid haistsid, kirikud haistsid, see haaras 
sildade all ja paleedes. Talupoeg haises nagu 
preester, käsitööline nagu peremehe naine, kogu aa-
del üllas, isegi kuningas, ta haises nagu kiskja ja 
kuninganna nagu vana kits, suvel ja talvel. Sest 
XVIII sajandil ei olnud bakterite laguneval ak-
tiivsusel mingit piiri ja seega ei olnud inimtegevust, 
ei konstruktiivset ega hävitavat tegevust ega alus-
tava ega laguneva elu väljendust, millega ei 
kaasneks haisugi. Ja muidugi oli hais Pariisis kõige 
suurem, sest Pariis oli Prantsusmaa suurim linn. Ja 
teisest küljest oli Pariisis Rue aux Fersi ja Rue de la 
Ferronnerie'i vahel üks koht, kus hais oli eriti 
põrguline, nimelt Cimetière des Innocents. Ka-
heksasada aastat oli siia toodud Hôtel-Dieu haigla ja 
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es keine menschliche Tätigkeit, keine aufbauende 
und keine zerstörende, keine Äußerung des aufkei-
menden oder verfallenden Lebens, die nicht von 
Gestank begleitet gewesen wäre. Und natürlich war 
in Paris der Gestank am größten, denn Paris war die 
größte Stadt Frankreichs. Und innerhalb von Paris 
wiederum gab es einen Ort, an dem der Gestank 
ganz besonders infernalisch herrschte, zwischen der 
Rue aux Fers und der Rue de la Ferronnerie, näm-
lich den Cimetière des Innocents. Achthundert Jahre 
lang hatte man hierher die Toten des Krankenhauses 
Hôtel-Dieu und der umliegenden Pfarrgemeinden 
verbracht, achthundert Jahre lang Tag für Tag die 
Kadaver zu Dutzenden herbeigekarrt und in lange 
Graben geschüttet, achthundert Jahre lang in den 
Grüften und Beinhäusern Knöchelchen auf Knö-
chelchen geschichtet. Und erst später, am Vorabend 
der Französischen Revolution, nachdem einige der 
Leichengräben gefährlich eingestürzt waren und der 
Gestank des überquellenden Friedhofs die Anwoh-
ner nicht mehr zu bloßen Protesten, sondern zu 
wahren Aufständen trieb, wurde er endlich ge-
schlossen und aufgelassen, wurden die Millionen 
Knochen und Schädel in die Katakomben von Mon-
tmartre geschaufelt, und man errichtete an seiner 
Stelle einen Marktplatz für Viktualien 
 
seda ümbritsevate kihelkondade surnuid, kaheksa-
sada aastat kärutati korjuseid kümnete kaupa iga 
päev ja valati pikkadesse kaevikutesse, kaheksasada 
aastat koobastes. ja ossüürid, kuhjati sõrmenukid 
sõrmenukkide otsa. Ja alles hiljem, Prantsuse revo-
lutsiooni eelõhtul, pärast seda, kui mõned 
matusekraavid olid ohtlikult kokku varisenud ja 
ülevoolava kalmistu hais ajas elanikke enam mitte 
lihtsalt protestide, vaid tõeliste ülestõusude juurde, 
kas see lõpuks suleti ja hüljati, miljonid luud ja 
pealuud kühveldati Montmartre katakombidesse ja 







Anhang 3 – Populärwissenschaftlicher Text 
 
Ausgangstext auf Deutsch Google-Übersetzung ins Estnische 
»Man kann Stress ausschalten, indem man die Um-
welt anders betrachtet« 
Wie finden wir zu mehr innerer Ruhe? Der Neuro-
biologe Andrew Huberman von der Stanford Uni-
versity verrät im Interview zwei einfache Wege: den 
»Panoramablick« und das »physiologische Seuf-
zen«. 
 
Wir leben in einer schwierigen Zeit. Täglich sterben 
Tausende von Menschen an Covid-19. Es ist zu kalt, 
um sich lange draußen aufzuhalten – ein Stressfak-
tor für viele, die jetzt allein zu Hause sitzen. Der 
Neurowissenschaftler Andrew Huberman von der 
Stanford University untersucht Stress aus einer an-
deren Perspektive. Er sagt, bei Stress komme es 
nicht darauf an, was wir lesen, oder um die Bilder, 
die wir sehen. Es gehe vielmehr darum, wie wir mit 
Augen und Atmung darauf reagieren. 
 
Huberman stützt sich dabei auf alte und neue For-
schung. Er selbst ergründet seit rund 20 Jahren, wie 
das Sehsystem funktioniert. 2018 berichtete seine 
Arbeitsgruppe, jene neuronalen Pfade entdeckt zu 
haben, die auf eine sichtbare Bedrohung reagieren 
und die Angst und Erstarren auslösen. Eine kleine, 
aber wachsende Anzahl von Studien zeigte außer-
dem, dass eine Veränderung des Atems auch die 
Hirnaktivität verändern kann. Ein Team um Mark 
Krasnow von der Stanford University und Jack 
Feldman von der University of California in Los 
Angeles entdeckte eine enge Verbindung zwischen 
Neuronen, die die Atmung kontrollieren, und der 
Hirnregion, die für Erregung und Panik verantwort-
lich ist. Man weiß also immer mehr darüber, wie 
Sehen und Atmen direkt im Gehirn wirken. Andrew 





»Spektrum.de«: Professor Huberman, was ist 
Stress? 
 
Andrew Huberman: Stress liegt auf einem Konti-
nuum der autonomen Erregung: an einem Ende das 
Koma, am anderen Ende eine Panikattacke mit 
Herzrasen, erweiterten Pupillen und Hyperventila-
tion. Dazwischen liegen weniger starke Formen von 
»Stressi saab välja lülitada, kui vaatate keskkonda 
erinevalt« 
Kuidas leida rohkem sisemist rahu? Stanfordi üli-
kooli neurobioloog Andrew Huberman paljastab in-




Me elame raskel ajal. Tuhanded inimesed surevad 
Covid-19-s iga päev. Liiga külm on kaua õues olla - 
stressitegur paljudele, kes on nüüd üksi kodus. Stan-
fordi ülikooli neuroteadlane Andrew Huberman uu-
rib stressi teisest vaatenurgast. Ta ütleb, et kui olete 
stressis, pole vahet, mida loeme või milliseid pilte 
näeme. Pigem on asi selles, kuidas me sellele oma 




Huberman tugineb vanadele ja uutele uuringutele. 
Umbes 20 aastat on ta uurinud, kuidas visuaalne 
süsteem töötab. 2018. aastal teatas tema rühm, et 
nad avastasid närvirajad, mis reageerivad nähtavale 
ohule ning vallandavad hirmu ja külmuvad. Väike, 
kuid kasvav arv uuringuid on samuti näidanud, et 
hinge muutmine võib muuta ka ajutegevust. Stan-
fordi ülikoolist Mark Krasnowi ja Los Angelese 
California ülikoolist pärit Jack Feldmani juhitud 
meeskond avastas tiheda seose hingamist kontrolli-
vate neuronite ning erutuse ja paanika eest 
vastutava ajupiirkonna vahel. Nii et me teame üha 
enam, kuidas nägemine ja hingamine toimivad otse 








»Spektrum.de«: professor Huberman, mis on stress? 
 
Andrew Huberman: Stress seisneb autonoomse eru-
tuse jätkumises: ühes otsas kooma, teises otsas 
võistleva südame, laienenud pupillide ja hüperventi-
latsiooniga paanikahoog. Nende vahel on stressi, er-
ksuse, keskendumisvõime, unisuse ja une kergemad 
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Stress, Alarmbereitschaft, Konzentration, Schläfrig-
keit und Schlaf. Stress bedeutet normalerweise ein 
hohes Maß an vegetativer Erregung. Das dient dazu, 
den Körper zu mobilisieren. Manchmal passt das 
gut zu den äußeren Anforderungen, etwa wenn man 
rennen muss, um den Zug zu erwischen. Aber wenn 
die Stressreaktion spontan kommt oder übermäßig 
stark ausfällt, kann sie auch krankhaft werden. 
 
Wie hängen Stress und Sehen zusammen? 
 
Wenn man etwas Aufregendes oder Belastendes 
sieht, wie eine Schlagzeile in den Nachrichten, dann 
steigt der Puls, der Atem geht schneller. Eine der 
stärksten Reaktionen betrifft aber die Augen: Die 
Pupillen weiten sich, und die Position der Linse ver-
ändert sich. Das visuelle System wechselt sozusa-
gen in den Porträtmodus eines Smartphones. Das 
Sichtfeld verengt sich. Man sieht eine Sache schär-
fer, und alles andere wird unscharf. Die Augäpfel 
drehen sich ein wenig in Richtung der Nase, 
wodurch sich die Tiefenschärfe und der Fokus auf 
eine einzige Stelle einstellen. Das ist ein primitiver 
und uralter Mechanismus, mit dem Stress das Sicht-
feld steuert. 
 
Wie wirkt sich das auf den Körper aus? 
 
Das fokale Sehen aktiviert das sympathische Ner-
vensystem. Alle Neurone vom Nacken bis zum obe-
ren Teil des Beckens werden auf einmal aktiviert 
und setzen Botenstoffe und chemische Substanzen 
frei, die dafür sorgen, dass man unter starker Erre-
gung steht und unruhig wird. 
 
 
Warum ist das Sichtfeld in dieser Weise mit dem Er-
regungszustand im Gehirn verbunden? 
 
Was die meisten Menschen nicht wissen, ist, dass 
die Augen eigentlich zum Gehirn gehören. Sie sind 
nicht mit dem Gehirn verbunden – sie sind das Ge-
hirn! Während der Entwicklung bilden die Augen 
zunächst einen Teil des embryonalen Vorderhirns. 
Sie werden im ersten Trimester aus dem Schädel 
herausgedrückt, und dann verbinden sie sich wieder 
mit dem Rest des Gehirns. Sie sind also ein Teil des 
zentralen Nervensystems. Da die Augen außerhalb 
des Schädels liegen, kann sich der Organismus an 
der Tageszeit orientieren. Und so können Teile des 
Gehirns die Ereignisse in der Umgebung direkt 
wahrnehmen und bei Bedarf die Alarmbereitschaft 
von Gehirn und Körper anpassen. Es wäre schlimm, 
vormid. Stress tähendab tavaliselt vegetatiivse eru-
tuse kõrget taset. See aitab keha mobiliseerida. 
Mõnikord sobib see hästi väliste nõuetega, näiteks 
kui peate rongile järele sõitma. Kuid kui stressireak-
tsioon tuleb spontaanselt või on liiga tugev, võib see 




Kuidas on stress ja nägemine seotud? 
 
Kui näete midagi põnevat või stressi tekitavat, 
näiteks uudiste pealkiri, tõuseb teie pulss ja 
hingamine läheb kiiremini. Kuid üks tugevamaid 
reaktsioone mõjutab silmi: pupillid laienevad ja 
läätse asend muutub. Visuaalne süsteem lülitub nut-
itelefoni niiöelda portreerežiimile. Vaateväli 
kitseneb. Näete ühte asja selgemini ja kõik muu 
muutub hägusaks. Silmamunad pöörlevad veidi 
nina suunas, mis tähendab, et teravussügavus ja 
fookus on seatud ühte kohta. See on ürgne ja iidne 





Kuidas see keha mõjutab? 
 
Fokaalne nägemine aktiveerib sümpaatilise 
närvisüsteemi. Kõik neuronid alates kaelast kuni 
vaagna ülaosani aktiveeruvad korraga ja vabastavad 
messenger-aineid ja keemilisi aineid, mis tagavad, 




Miks on vaateväli sel moel seotud aju erutusseisun-
diga? 
 
Mida enamik inimesi ei tea, on see, et silmad kuul-
uvad tegelikult ajju. Nad ei ole ajuga ühendatud - 
nad on aju! Arengu käigus moodustavad silmad al-
gselt osa embrüonaalsest eesajust. Esimesel tri-
mestril surutakse nad koljust välja ja ühendatakse 
seejärel ülejäänud ajuga. Nii et nad on osa 
kesknärvisüsteemist. Kuna silmad on väljaspool 
koljut, saab organism orienteeruda kellaajale. Ja nii 
saavad ajuosad keskkonnas toimuvaid sündmusi 
vahetult tajuda ning vajadusel aju ja keha erksust 
reguleerida.. Oleks halb, kui saaksime reaktsiooniks 





wenn wir uns erst dann auf eine Reaktion vorberei-
ten könnten, wenn etwas unmittelbar mit uns in 
Kontakt tritt. 
 
Gibt es einen visuellen Modus, der mit innerer Ruhe 
einhergeht und den Stresslevel verändern kann? 
 
Ja, den »Panoramablick«, auch »optischer Fluss« 
genannt. Wenn man den Blick zum Horizont oder in 
die Ferne schweifen lässt, dann schaut man nicht 
lange an eine Stelle. Hält man den Kopf dabei ru-
hig, kann man den Blick weiten, so dass man bis an 
die Ränder des eigenen Blickfelds sehen kann. 
Diese Art des Sehens dämpft einen Mechanismus 
im Hirnstamm, der an Wachsamkeit und Erregung 
beteiligt ist. Man kann also eine Stressreaktion tat-
sächlich ausschalten, indem man die Art und Weise 
ändert, wie man die Umgebung betrachtet, unab-





Kas on olemas visuaalne režiim, mis kaasneb 
sisemise rahuga ja suudab stressitaset muuta? 
 
Jah, panoraamvaade, tuntud ka kui optiline voog. 
Kui lasete oma pilgul silmapiirile või kaugusesse 
rännata, siis ei vaadata ühte kohta kaua. Kui hoiate 
oma pead stabiilsena, saate oma vaatevälja laien-
dada, et näeksite omaenda vaatevälja servadeni. 
Seda tüüpi nägemine summutab ajutüve me-
hhanismi, mis on seotud erksuse ja erutusega. Nii et 
saate stressireageeringu tegelikult välja lülitada, 
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