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INTRODUCTION 
By comparison with the detection of the presence of a discontinuity, the in-
verse process of attempting to define the characteristics of the discontinuity 
which led to that indication is fraught with difficulty. Detection requires only 
that the ultrasonic indication is clearly distinguishable from other signals attribut-
able to electronic or material "noise". That is, it is confined to a relatively 
short time period, and exhibits a signal-to-noise ratio significantly larger than 
unity. However, both the signal and the noise are functions of numerous para-
meters, and, for inversion to be accurate and unambiguous, the inspection pro-
cess would have to provide as many independent pieces of data as there are in-
dependent factors contributing to the signal (and to the noise, too, if its nature 
is such that it is added coherently to the signal from the discontinuity). 
Similar limitations affect all nondestructive evaluation (NDE) processes, but 
for the present discussion attention will be confined to ultrasonic inspection, for 
which the indication amplitude may be seen to be directly affected by at least 
five parameters. These are: 
a) the depth of the discontinuity - i.e. its distance from the transducer; 
b) the nature of the discontinuity - i.e. its acoustic impedance - whether it is a 
crack, a void or an inclusion; 
c) the orientation of the discontinuity - i.e. the attitude of its reflecting or scat-
tering surfaces relative to the interrogating ultrasonic beam; 
d) the shape of the discontinuity - i.e. whether it is planar, laminar, spherical, 
cylindrical, irregular, etc.; and 
e) the size of the discontinuity - i.e. whether it is smaller or larger than the in-
terrogating ultrasonic beam-width and wavelength. 
By contrast, a typical ultrasonic A-scan display provides only two pieces of 
independent information: the depth and amplitude of the indication. 
The discontinuity will be detected if anyone (or more) of the five parame-
ters causes the indication amplitude to become sufficiently large, but any attempt 
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to identify exactly which of the five parameters caused the signal would be 
comparable to the challenge of trying to solve two equations containing five un-
known quantities. Inversion of the ultrasonic inspection data - like solution of 
the equations - will be possible only if additional data can be obtained, or if 
assumptions are made about absolute or relative values of some of the five un-
knowns. 
In reality, the situation is even more complicated. In addition to these 
five discontinuity parameters, the signal amplitude will also be affected by 
material parameters (such as attenuation and surface texture), by configuration 
effects (such as edge effects or access limitations), and by instrumentation 
effects (such as linearity, bandwidth, and beam uniformity). Even with the 
additional data which can be offered by B-scan or C-scan formats, it is clear 
that far too many contributing factors are involved for ultrasonic inversion to 
provide more than approximate estimates of the true discontinuity parameters. 
This lack of precise information about the characteristics of the individual 
discontinuities may be disconcerting, but it has proven to be of relatively little 
importance for many applications: if the proportion of parts containing poten-
tially rejectable indications (exceeding a standard threshold) is low enough, it 
may be practicable to reject all such parts, without concern about the exact 
characteristics of each discontinuity detected. This approach is typical of most 
Process Control applications of NDE: in effect, the NDE technique is being 
used to monitor the success of earlier stages in the control of the manufacturing 
cycle, and the occurrence of a rejectable indication, whatever its exact cause, 
flags a breakdown in the process control. It is sufficient reason to reject the 
part. The part may then be examined destructively to determine the 
characteristics of the discontinuity, in order to further improve the control of the 
process. 
However, if the rejected product is of high cost, or if the rejection rate 
becomes too high, it may be beneficial to gain a better understanding of the 
discontinuity characteristics before sacrificing the part. There is then some hope 
that a rational argument might be made for returning at least some of the 
rejectable parts to service. For example, if meaningful estimates can be made 
about the discontinuity size, shape, and orientation, it may prove possible to base 
acceptance or rejection of a specific discontinuity on the local stresses it would 
experience, rather than on the standard indication amplitude threshold. This 
type of one-at-a-time decision-making becomes more attractive as inspection 
sensitivity is raised (or the threshold is lowered), a situation typically encountered 
in life-management applications of NDE. 
FLAW SIZE ESTIMATION 
Process Control applications of NDE place emphasis on the consistency of 
the inspection technique, not on the size of the flaw which it can detect. The 
inspection procedure is written to try to ensure that the inspection is conducted 
in the same way, independent of when, where, or by whom it is performed. 
These inspection procedures usually do not address the size of the "real" 
(natural) flaws which may be detectable, but confine attention to the artificial 
reference targets which are used to establish a calibrated inspection sensitivity. 
For example, procedures of this type typically require (either implicitly or 
explicitly) that "all indications larger than that from an X/64 inch flat 
bottomed hole" must be reported. 
For Life Management purposes, inspection procedures maintain the same 
emphasis on consistency, and typically use similar calibration and inspection 
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practices, but quantification of the ability to detect "real" flaws becomes essen-
tial. For aerospace applications, this is done by measuring the proportion of a 
sample of known flaws that is detected, and presenting the results in the form 
of a graph of Probability of Detection (POD) versus flaw size, as shown in 
Figure 1. For life management purposes, POD ideally should be a step function, 
with a equal to the minimum critical flaw size; i.e. POD should be zero for 
flaws {\JDfiich are too small to be of concern, and should be unity for all flaws 
large enough to be life-limiting. If this were so, the inspection process would 
yield no "misses" (failure to detect rejectable flaws, or Type I errors) and no 
"false-calls" (rejection of acceptable parts, or Type II errors). In reality, the 
POD function is usually a vaguely S-shaped curve, and both misses and false-
calls are consequently unavoidable. The number of misses can be reduced by 
conservative use of POD data (in effect, by moving a to the right of where it 
is shown in Figure 1), but this is accompanied by an NPrlcrease in the number of 
false-calls, making improved inversion of ultrasonic data all the more necessary. 
APPROACHES TO IMPROVED FLAW CHARACTERIZATION 
Some estimate of one or more flaw characteristics may be possible by intro-
ducing a priori assumptions. A simple (and long-standing) approach to flaw 
characterization is the concept of the Equivalent Flat Bottomed Hole (EFBH). 
This builds on the common use of the FBH as a reference target, and expresses 
the size of an unknown flaw in terms of its apparent size, as though it were a 
planar void, perpendicular to the sound beam, at the depth of the indication. 
The success of this approach depends on how closely the particular flaws actu-
ally resemble FBH's. Figure 2 shows data from flaws in a nickel-base 
powder-metal, comparing their EFBH and actual measured sizes. 
Multi-directional or multi-frequency inspection 
With different assumptions, and various additional sources of inspection 
data, other approaches to flaw characterization are possible. For example, 
shear-wave inspection of the surface of a disk from two radial and two cir-
cumferential directions can prove sufficient for useful estimates of flaw shape 
and orientation to be made [1]. Detection from only one direction suggests a 
thin laminar flaw, tilted to face the detecting beam; detection from two opposed 
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Figure 1. Idealized and realistic POD curves 
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Figure 2. Comparison of EFBH and actual size for flaws in a nickel-base 
powder-metal 
directions, but with unequal estimated size, suggests a similarly oriented but 
thicker flaw; and so on. (Note that it is necessary to make an assumption that 
all flaws are of relatively simple shape, but the shape may be deduced in part 
from experimental evidence.) 
Wormley [2] and Hsu [3] assumed that they were dealing only with flaws 
that were ellipsoidal voids, and showed that (in circumstances where this 
happened to be true) good estimates of flaw dimensions could be made from 
multi-directional or multi-frequency inspection, respectively. 
Ultrasonic Imaging 
Under some circumstances, improved information about flaw size is possible 
with the use of imaging techniques. However, it must be remembered that imag-
ing is not a panacea. The principal limitation is that the flaw to be mapped 
must be larger than the beam-width of the transducer to be used in the mapping 
process. The size of a flaw which is comparable to, or smaller than, the beam 
width may be significantly overestimated; this leads to the need to use focussed 
beams to map small flaws. The choice of transducer beam properties is itself 
subject to physical constraints. For example, beam diameter in the focal zone is 
proportional to wavelength and to the Iff number" (the ratio of focal length to 
transducer diameter). Thus small beam diameter is accompanied by limited 
penetration (unless power is available to drive a very large-diameter transducer). 
It is also possible to obtain underestimates of flaw size from imaging tech-
niques. Figure 3 illustrates results from focussing three different transducers, 
(WIth beam diameters 1.4, 0.7 and OJ mm) on the nearest surface of a smooth 
1.6 mm steel ball immersed in water. The more tightly focussed the beam, the 
smaller is the apparent size of the flaw.' 
, Different impressions of size would result from focussing at different depths. 
This (admittedly unusual) example highlights the difficulty of guaranteeing that 
the size of an Image is even close to that of an unknown object. 
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PROBABILISTIC FLAW SIZE ESTIMATION 
The standard POD methods [4] in use in the aerospace industry have been 
developed and applied largely for estimating POD for surface-connected low-
cycle fatigue cracks. For this type of flaw, optical microscopy provides the nec-
essary "referee" technique from which an independent value of the flaw size 
(crack length) can be obtained, allowing presentation of data in the format of 
Figure L 
For subsurface flaws, no such referee technique exists. The standard 
method has been applied to simulated flaws, buried beneath the surface by "seed-
ing" contaminants into powder metals, or by diffusion-bonding or hot isostatic 
pressing techniques, but measurements of this kind yield only the probability of 
detecting the simulated flaw! (To go from these measurements to POD for nat-
ural flaws, a way must be found to validate them by comparison with measure-
ments made on natural flaws). 
To avoid this limitation, a method [4,5] has been developed in which natu-
ral flaws, chosen from flaws detected ultrasonically in production material, are 
examined metallographically. The ratio of the measured size to the EFBH size 
is dealt with as a statistic, from which estimates of POD are made. This statis-
tical distribution of flaw characteristics also provides a basis for calculating 
probabilistic bounds on the size of further flaws in similar material, as detailed 
below. The early steps in this approach are common to the estimation both of 
POD and of the size of individual flaws. 
First Steps 
First, it is essential to establish a carefully-controlled inspection procedure, 
both to minimize the scatter in performance and to ensure that the production 
inspections will be carried out under conditions which are as close as possible to 
those under which the data base is acquired. Standard instruments and transduc-
ers must be selected, and performance tests instituted that will reject units with 
unacceptable characteristics. An inspection procedure must be written to control 
parameters such as water-path, scan index, calibration sensitivity, and the accept/ 
reject threshold. (Subsequent changes in many of these parameters are likely to 
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render the data base invalid, although the method will accommodate to some 
changes, including changes in sensitivity and threshold.) 
Second, a suitable model flaw must be selected; this will provide the basis 
for calculation of the predicted flaw size, and should be one which is mathemat-
ically tractable. The FBH is usually the most promising model, (and in what 
follows, reference will be made solely to the FBH), but cylindrical or spherical 
model flaws may also be considered. The choice may depend on available in-
formation about the flaw characteristics, or it may be made empirically, using 
success in predicting flaw size as the criterion. Measure the response of the 
chosen ultrasonic instrumentation, using the controlled inspection procedure, to 
examples of the chosen model flaw, located at various depths covering the range 
to be inspected. Graphs of this type may be used for subsequent steps in the 
calculation, or the data may conveniently be summarized in algebraic form. 
Third, use the same controlled inspection procedure to inspect production 
material, and set aside material containing rejectable indications. A random 
selection should be made from these components for input to the fourth step, 
which is the calculation of the EFBH size for each flaw. Fifth, using extremely 
careful metallographic practice, determine the maximum dimensions of each of 
the selected flaws. Sixth, for each flaw, calculate the ratio of the EFBH size 
and the size determined metallographically; this ratio (termed the Effective 
Reflectivity, R ) incorporates differences between the model flaw and the real 
flaw in nature; orientation, shape and size. The seventh step is to examine the 
distribution of values of R , and to test for possible normality, or for conform-
ance to other standard stafistical distributions; such conformance is advantageous, 
but not essential, to the further steps in the procedure. 
The remaining steps to be described below are specific to the estimation of 
flaw size; a description of the POD methodology may be found elsewhere [1,5,6]. 
Estimation of Flaw Size 
The eighth step is the continued inspection of production components, under 
the standard conditions, to identify any components containing reportable (poten-
tially rejectable) indications. For each of these indications, the corresponding 
flaw size predicted by the flaw model may be calculated; if this predicted size 
is divided by IL, the mean value of R , the result will be the "best estimate" of 
the true flaw size. Since there is eqJal probability that the actual value of R is 
higher or lower than the mean value, there is 50% probability that the true IDtw 
size is larger or smaller than the size calculated in this ninth step. 
More conservative estimates may be made by dividing the size predicted 
from the flaw model by more extreme values of R. For example, if a value of 
R is chosen such that it is smaller than 90% of a'l values in the observed dis-
trIbution, there will be 90% probability that the true flaw size is smaller than 
this new calculated value. Figure 4 illustrates that, for a normal distribution of 
R , use of a -2(J value of R (where (J is the standard deviation) would lead to 
a ~7.7% probability that theetrue size was no larger than the calculated size. 
This simple, straightforward procedure thus leads to a probabilistic bound on 
flaw size which can aid in dispositioning of individual components. 
Multi-directional inspection 
Useful additional information about flaw size may be provided by similar 
estimates based on multi-directional inspection, as an extension of the technique 
described above. Not only does this provide reassurance about the reliance to 
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Figure 4. Example of partitioning a normal distribution 
be placed on the flaw size estimate, but it can often provide insight into the 
probable shape and orientation of the flaw. 
Adding confidence Limits to the estimates 
An alternative way of providing reassurance about the probable flaw size is 
to express the level of confidence which may be placed in the estimates. This 
may be done by application of the statistical concept of tolerance intervals [7]. 
A tolerance interval defines limits such that it may be asserted, with a given con-
fidence, based on the measured properties of a sample from a population, that a 
given proportion or percentage of the population will fall within those limits. 
The R methodology is based on statistical sampling: data from n flaws has 
been u%ed to estimate the properties of the "population" of all similar flaws. In 
effect, we have already calculated a tolerance interval to contain at least propor-
tion p of that population, with 50% confidence. Similar calculations may be 
made for other levels of confidence, using the extensive published tables [7,8]. 
For any distribution of measured values, whether or not it conforms to one 
of the standard statistical distributions, the smallest observation in the sample 
represents a one-sided tolerance limit, and the sample size n determines the con-
fidence with which it may be asserted that at least proportion p of the popula-
tion will exceed that observation. Table 1 gives the minimum sample SIze corre-
sponding to various combinations of probability and confidence for such a 
non-parametric distribution. To apply this to flaw size estimation, if the flaw 
size predicted by the model is divided by the lowest observed value of R , Table 
1 indicates the appropriate tolerance limit statement that may be made a60ut the 
resulting flaw size estimate. For example, if the sample size is 14, it may be 
asserted with 50% confidence that there is 95% probability (or 95% confidence 
that there is 80% probability) that the true flaw size is no larger than the value 
estimated in this way. 
A wider choice of tolerance intervals is possible if the measured R values 
do fit a standard distribution, and the resulting intervals are generally n[rrower. 
In particular, if the data are normal or log-normal, a factor K(n,p) may be se-
lected from Table 2 for the desired confidence and probability, constrained only 
by the number of samples. The model flaw size would then be divided by 
[j.L - K(n,p)*a], where a is the standard deviation of the R distribution, to 
obtain the corresponding estimate for the flaw size. For e~ample, for n is 60, a 
value of K equal to 2 would give 99% confidence in there being about 92% 
probability that the true flaw size was smaller than the estimated size (or 95% 
confidence of about 95% probability, or (as previously noted) 50% confidence of 
97.7% probability. 
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Table 1 Minimum sample size for one-sided nonparametric tolerance intervals 
PROPORTION CONFIDENCE 
0.50 0.70 0.95 0.99 
0.99 69 120 299 459 
0.95 14 24 59 90 
0.90 7 12 29 44 
0.80 4 6 14 21 
0.70 2 4 9 13 
0.60 2 3 6 10 
0.50 1 2 5 7 
Table 2 Factors K(n,p) for calculating one-sided tolerance limits to contain at 
least proportion p of a normally distributed population 
CONFIDENCE 0.95 0.99 
(Probability) _____ _ 
PROBABILITY 0.90 0.95 0.99 0.90 0.95 0.99 
(Proportion) 
2.36 2.91 3.98 
1.93 2.40 3.30 
1.70 2.13 2.94 
1.61 2.02 2.81 
1.28 1.64 2.33 
3.05 3.74 5.08 
2.28 2.81 3.83 
1.90 2.37 3.25 
1.76 2.20 3.05 
1.28 1.64 2.33 
NUMBER OF 
OBSERVATIONS 
10 
20 
40 
60 
infinite 
SUMMARY 
Three techniques have been briefly reviewed for providing additional in-
formation about the size of individual flaws, based on ultrasonic inspection data. 
Each has advantages and limitations. The use of probabilistic techniques for set-
ting bounds on flaw size is deserving of increased attention. This approach pro-
vides a practicable basis for reducing the impact of false-calls, by providing a 
rational basis for dispositioning of individual components. It is based on 
well-established statistical concepts, and produces results in a form consistent 
with risk analysis concepts. 
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