Abstract: It is known that the n-dimensional hypercube Q n , for n even, has a decomposition into k-cycles for k = n, 2n, 2 l with 2 ≤ l ≤ n. In this paper, we prove that Q n has a decomposition into 2 m n-cycles for n ≥ 2 m . As an immediate consequence of this result, we get path decompositions of Q n as well. This gives a partial solution to a conjecture posed by Ramras and also, it solves some special cases of a conjecture due to Erde.
Introduction
Let Q n denote the graph of the n-cube, so that V (Q n ) is the set of 2 n binary n-tuples, and E(Q n ) consists of those pairs of vertices which differ in exactly one co-ordinate. Therefore Q n is an n-regular graph with 2 n vertices and n2 n−1 edges.
A decomposition of a graph G is a collection of edge-disjoint subgraphs H 1 , H 2 , . . . , H r of G such that every edge of G belongs to exactly one H i . If all the subgraphs in the decomposition of G are isomorphic to a graph H, we say that G can be decomposed into H or H decomposes G. By k-cycle (respectively k-path), we mean the cycle (respectively path) with k edges.
Clearly, to get a decomposition of Q n into cycles it is necessary that n must be even. In what follows we assume that n is an even integer.
Due to various applications in parallel processing and interconnection networks, decompositions of the hypercube Q n into cycles have been studied extensively in the literature; see [1, 2, 4, 6, 7, 9] . Alspach et al. [1] proved that Q n has a decomposition into hamiltonian cycles; whereas Song [9] attempted to give an explicit construction of hamiltonian cycles in such a decomposition. Horak et al. [4] proved that Q n can be decomposed into any graph H of size n, each of whose blocks is either an even cycle or an edge.
Following [8] , a subset F of E(Q n ) is a fundamental set for Q n with respect to a subgroup G of the automorphism group Aut(Q n ) of Q n , if {g(F ) : g ∈ G} forms a decomposition of Q n .
Ramras [7] proved that the edge set of certain n-cycles of Q n are fundamental sets; while Mollard and Ramras [6] obtained a particular 2n-cycle whose edge set forms a fundamental set for Q n . They further asked a question for which k dividing |E(Q n )| = n2 n−1 , Q n has a decomposition into k-cycles or into k-paths. El-Zanati and Eynden [2] proved that Q n can be decomposed into k-cycles if k = 2 l with 2 ≤ l ≤ n.
of the induction step. We illustrate construction of 64-cycles in the decomposition of Q 8 and selection of edges from these cycles to form a perfect matching of Q 8 in the Appendix provided at the end.
Construction of the subgroup
For a positive integer n, we use the notation [n] for the set {1, 2, . . . , n} and consider V (Q n ), the vertex set of the hypercube Q n , as the power set P([n]). Two vertices A and B of Q n are adjacent if and only if |A∆B| = 1, where ∆ denotes the symmetric difference of the sets A and B. The direction of an edge e = (A, B) of Q n is i if A∆B = {i}. A cycle C = U 1 − U 2 − U 3 − . . . − U k − U 1 in Q n can be expressed in terms of a vertex U 1 of the cycle and edgedirection sequence S = (i 1 , i 2 , . . . , i k ) in the sense that the cycle C = C(U, S), where U = U 1 , U j = U 1 ∆{i 1 }, ∆{i 2 }∆ . . . ∆{i j−1 } for j = 2, 3, . . . , k, and U k ∆{i k } = U 1 . For example, the cycle C = ∅ − {1} − {1, 2} − {2} − ∅ in Q 4 can be written as C(∅, S) with S = (1, 2, 1, 2).
For A ⊂ [n], the map σ A : P([n]) → P([n]) defined by σ A (B) = A∆B is an automorphism of Q n . For a subgraph W of Q n , let σ A (W ) denote the image of W under the map σ A .
We state an obvious lemma regarding the action of an automorphism σ A on a cycle in Q n .
Lemma 2.1. If A ⊆ [n], and C = C(U, S) is a cycle in Q n , then σ A (C) is the cycle C(A∆U, S)
in Q n .
Let G = {A ⊆ [n − 1] : |A| even} and let G = {σ A : A ∈ G}. Then G is a subgroup of the group (P([n]); ∆) and G is a subgroup of Aut(Q n ). Let C = C(∅, S) be the 2n-cycle in Q n with the initial vertex ∅ and the edge direction sequence S = (1, 2, . . . , n, 1, 2, . . . , n). Then by Lemma 2.1, the collection C = {σ A (C) : σ A ∈ G} = {σ A (C) : A ∈ G} = {C(A, S) : A ∈ G} is a collection of 2n-cycles.
Theorem 2.2 ([6]
). The members of the above collection C decompose the hypercube Q n .
Suppose n is a power of 2. We will partition the collection C into n/2 sub-collections (say), C 1 , C 2 , . . . , C n/2 , in such a way that the 2n-cycles belonging to each sub-collection are mutually vertex-disjoint and the union of these cycles in each C i forms a spanning subgraph of Q n . To get this partition, we construct a particular subgroup H of G. The cosets of H partition G, which in turn gives the desired partition of C.
Construction of the subgroup H : Let n = 2 m , with m ≥ 2 and G = {A ⊆ [n − 1] : |A| even}. Then (G; ∆) is a group with 2 n−2 elements. Let H be the subgroup of (G; ∆) which is generated by the collection of 2-element subsets given by K = {{j, 2 i−1 + j} : j = 1, 2, . . . , 2 i−1 − 1, i = 2, 3, . . . , m}.
For convenience, we write K 1 = ∅ and for i = 2, 3, . . . , m, K i = {{j, 2 i−1 + j} : j = 1, 2, . . . , 2 i−1 − 1}.
Note that K r ∩ K s = ∅ whenever r = s.
In particular, for n = 2 3 = 8, K 2 = {{1, 3}}, K 3 = {{1, 5}, {2, 6}, {3, 7}} and so K = {{1, 3}, {1, 5}, {2, 6}, {3, 7}}. Therefore H =< {1, 3}, {1, 5}, {2, 6}, {3, 7} >= {∅, {1, 3}, {1, 5}, {1, 7}, {2, 6}, {3, 5}, {3, 7}, {5, 7}, {1, 2, 3, 6}, {1, 2, 5, 6}, {1, 2, 6, 7}, {1, 3, 5, 7}, {2, 3, 5, 6}, {2, 3, 6, 7}, {2, 5, 6, 7}, {1, 2, 3, 5, 6, 7}}. So |H| = 16.
We prove the following lemma to get cosets of H in G. We call a set of consecutive integers a consecutive string. (2) H 1 = H, H 2 = {1, 2}∆H, H 3 = {1, 2, 3, 4}∆H, . . . , H n/2 = {1, 2, . . . , n − 2}∆H are precisely the cosets of H in G.
Proof. (1) . We prove the result by using induction on m. If m = 2, then G = {∅, {1, 2}, {1, 3}, {2, 3}}
and H = {∅, {1, 3}}. Hence the result is true for m = 2. Suppose m > 2. Assume that the result is true for m − 1. We prove the result for m. Let A ∈ H. Then A = A 1 ∆A 2 ∆ . . . ∆A r , for some
, then, by induction, A is not a consecutive string.
Suppose A i ∈ K m for some i. We may assume that
Hence A is not a consecutive string.
Since H is a finite abelian group generated by n − m − 1 pairwise disjoint sets each of which has cardinality two, |H| = 2 n−m−1 .
(2). As G = {A : A ⊂ [n − 1], |A| even} and by (2) no member of the subgroup H is a consecutive string, {1, 2, . . . , 2i − 2} ∈ G − H for i = 2, . . . , n/2. Hence H 1 = H, H 2 = {1, 2}∆H,
. . , 2j −2} ∈ H, which is a contradiction by (2) . Hence all these n/2 cosets are distinct. Further, by (2), |H|×n/2 = 2 n−m−1 ×2 m−1 = 2 n−2 = |G| = |H|×|G/H|.
This gives |G/H| = n/2. Thus H 1 , H 2 , . . . , H n/2 are the only cosets of H in G.
Lemma 2.4. Let n = 2 m with m ≥ 2 and G, H i , 1 ≤ i ≤ n/2 be as in Lemma 2.3 and C = C(∅, S) be the 2n-cycle in Q n with edge direction sequence S = (1, 2, . . . , n, 1, 2, . . . , n).
Then, for each i, the members of the collection {C(A, S) : A ∈ H i } are mutually vertex-disjoint 2n-cycles and their union is a spanning 2-regular subgraph of Q n .
Proof. Let us recall that G = {A ⊂ [n − 1] : |A| even} is a group with respect to symmetric difference ∆ and H is the subgroup of G generated by the collection of 2-element sets given by 
is the collection of edge-disjoint 2n-cycles that decompose Q n .
We prove that any two members of C 1 vertex-disjoint. Consider two distinct members C(A, S) and C(B, S) of C 1 . Then A = B and A, B ∈ H 1 = H. Therefore A∆B ∈ H and A∆B = ∅. Since the edge direction sequence of these cycles is S = (1, 2, . . . , n, 1, 2, . . . , n), the vertices of the
By using an induction argument on j, it follows that
where
Suppose the cycles C(A, S) and C(B, S) share a vertex. Then A p = B q for some 1 ≤ p, q ≤ 2n.
We may assume that p ≤ q. If p = q, then A∆B = ∅, a contradiction. Hence p < q. If q ≤ n, then A∆B = {p + 1, p + 2, . . . , q} is a consecutive string, a contradiction. Similarly, n ≤ p gives a contradiction. If p < n < q, then n ∈ A∆B, a contradiction.
Thus the members of C 1 are mutually vertex-disjoint 2n-cycles of Q n . Since |C 1 | × 2n = |H| × 2n = 2 n−m−1 × 2n = 2 n , the union of the of these 2n-cycles is a 2-regular spanning subgraph of Q n .
is an automorphism of Q n . Therefore like C 1 , the members of C i are mutually vertex-disjoint 2n-cycles and their union is a spanning 2-regular subgraph of Q n .
More Properties of H :
We prove some more properties of H in the three lemmas given below. One can skip them till Section 5, as they are used there only. (2) Suppose A ∈ H contains 2 k , then for some t it must contain
Proof. Clearly, (1) and (2) follows from the definition of H. Since 2k is even for all k ≥ 1, it can be written as the sum of distinct powers of 2. Let 2k 
Proof. (1) . As every member of the group G is a subset of [2 m − 1], A < 2 m . Let k be the smallest integer such that A < 2 k . Since A = ∅ and |A| is even, k ≥ 2. We prove the result by 
where S 1 and S 2 are consecutive strings and 
This proves (1). there exists a positive integer k such A 1 < 2 k < A 2 < 2 k+1 , as n is finite.
(3). Here n = 2 m , |A 1 | = r, |A 2 | = s and so |A 2 | − |A 1 | = s − r > 0. Since r ≤ t − 1 and r ≤ s − 1, 2r ≤ t + s − 2 < s + t ≤ n − 1, and so r < n/2 = 2 m−1 . If n/2 ∈ A, then, by Lemma
We prove the result by induction on n = 2 m . If n = 2 or n = 2 2 , then such A does not exist in G. Suppose n = 2 3 . Then the only element of G that satisfy the hypothesis is {1, 3, 4, 5}.
However, this does not belong to H. Therefore the result holds for n = 2 3 . Suppose m ≥ 4.
Assume that the result holds for 2 m−1 ≥ 8. We prove the result for n = 2 m .
. . , y s }, with
To get the elements of A 2 in H, it follows that A = (P 1 ∆P 2 ∆ . . . ∆P j )∆Q for some P 1 , P 2 , . . . , P j ∈ H ′ . Hence
The element on right side of this equation is in H ′ and hence in H.
. . , x s } is not a set of consecutive integers. Therefore x 1 = 1 and also x 1 = r +1. Suppose x 1 > r +1. Then A 1 and A ′ 2 are disjoint and hence
either both |A 1 | and |A 2 | are even or both are odd. Hence either both |A 1 | and |A ′ 2 | are even or both are odd as
is the set of consecutive integers from x 1 to r. Consequently,
The setsÃ 1 andÃ 2 are non-empty consecutive strings and disjoint with each other. Thereforẽ
The Cartesian product G✷H of two graphs G and H is the graph whose vertex set is V (G) × V (H); and any two vertices (U, U ′ ) and (V, V ′ ) in it are adjacent if and only if either U = V and U ′ is adjacent to
The proof of the following lemma is trivial.
(1) Let a graph G 1 be decomposed into spanning subgraphs H 1 , H 2 , . . . , H r and let a graph
(2) Let G 1 be a graph with components H 1 , H 2 , . . . , H r and let G 2 be a graph with components
The following is an older result due to Kotzig [5] .
Lemma 2.9 ([5]). If G is the Cartesian product of two cycles, then G can be decomposed into two hamiltonian cycles.
We provide the detailed description of Kotzig's construction of Hamiltonian cycles in the following remark as given in [6] . For that we define a bijective map θ for the vertices of Q 2n .
Remark 2.11. Let C 1 = C(U 1 , S) and C 2 = C(U 2 , S) be two k-cycles in Q n with initial vertices U 1 and U 2 , respectively and the edge direction sequence
We assume that both Φ and Γ start with the same initial vertex (U 1 , U 2 ). By considering the adjacency preserving bijective correspondence from
edge-direction sequences for the cycles Φ and Γ are S and θ(S) respectively, where S is given by
. By θ(S), we mean the sequence obtained by applying θ to each term of S. Note that θ(θ(
. . .
. . 
Proof of Basis Step
In Theorem 3.1 of this section, we state the Basis Step for the proof of Main Theorem 1.6.
The proof of Theorem 3.1 is crucial and has two parts. In this section, we prove the first part of the Theorem and the second part is proved in Section 5.
We introduce the following notation.
Notation: We use the notation ⊔ for the union of edge-disjoint cycles and ⊎ for the union of vertex-disjoint cycles. Proof. If m = 1, then Q n is a just a 4-cycle and the result holds obviously. Suppose m ≥ 2. We prove the theorem in two steps. In the first step, we give a construction of the 2 m n-cycles which decompose Q n . In the second step, we give a method to select edges from these cycles to get a perfect matching in Q n satisfying (I) and (II).
Step 1. Construction of 2 m n-cycles in Q n : Consider the n-cycle C = C(∅, S) in Q n/2 , having initial vertex ∅ and edge direction sequence S = (1, 2, . . . , n/2, 1, 2, . . . , n/2). We can write S = T 2 , the concatenation of T with itself, with 
By Lemma 2.9 and Remark 2.11, C(A, S)✷C(B, S), where A, B ∈ H i , is decomposed into two
AB and Γ i AB have the same initial vertex A∆ θ(B). The edge-direction sequences of Φ i AB and Γ i AB are S and θ(S) respectively, where S = τ 2 , the concatenation of τ with itself, with
2, 3, 4, 5, . . . , n/2, 1, 2, . . . , n/2, θ(n/2)).
Hence the number of cycles in each F i and F ′ i is 2 n/2−m × 2 n/2−m = 2 n−2m . This implies that both 2-regular subgraphs F i and F ′ i are spanning subgraphs of
Therefore Q n is decomposed into 2 m n-cycles, when n = 2 m . (See Appendix for illustration of
Step 2. Selection of the edges from the cycles to satisfy (I) and (II):
Note that for fixed i, the 2 m n cycles in F i are all vertex-disjoint. So, whatever edges we select from one cycle of F i , the corresponding edges can be selected from the other cycles of F i . Also, the 2 m edges to be selected from each of the cycles should be equidistant in it by condition (I).
So, it is enough to select a single edge from any one cycle of F i , and the remaining edges will be selected automatically. The case for F ′ i is similar. Also note that all the cycles in F i and F ′ i have edge-direction sequence S and θ(S), respectively. Therefore while selecting the edges from F i , S will be under consideration. Similarly, while selecting the edges from F ′ i , θ(S) will be considered.
We will select the n edges from each cycle of F i satisfying condition (I) and denote the collection of these (2 n /n 2 ) × n = 2 n /n edges by M i . Similarly, the collection of edges to be selected from the cycles in F ′ i will be denoted by M ′ i . We begin with F 1 . Selection of the edges from the cycles of F 1 : Consider the cycle Φ 1 ∅∅ = Φ(∅, S) in F 1 . We need to select 2 m = n edges from this cycle to get the matching M 1 . We start with the first edge viz., e 1 1 = (∅, {1}). By condition (I), the next edge of M 1 should be the (n + 1) st edge of the cycle. This edge is given by e 1 2 = ({n/2, θ(1)}, {θ(1)}). (Recall that θ(i) = n/2 + i, for i = 1, 2, . . . , n/2. ) The third edge contributing to M 1 is the (2n + 1) st edge of the cycle given by e 1 3 = ({n/2 − 1, n/2, θ(1), θ(2)}, {n/2, θ(1), θ(2)}). The remaining edges of M 1 are selected similarly from the cycle. Therefore, the n edges contributing to M 1 are as follows.
n/2−1 = ({3, 4, . . . , n/2, θ(1), θ(2), . . . , θ(n/2 − 2)}, {4, 5, . . . , n/2, θ(1), θ(2), . . . , θ(n/2 − 2), e 1 n/2 = ({2, 3, . . . , n/2, θ(1), θ(2), . . . , θ(n/2 − 1)}, {3, 4, . . . , n/2, θ(1), θ(2), . . . , θ(n/2 − 1)}), e 1 n/2+1 = ({1, 2, . . . , n/2, θ(1), θ(2), . . . , θ(n/2)}, {2, . . . , n/2, θ(1), θ(2), . . . , θ(n/2)}), e 1 n/2+2 = ({1, 2, . . . , n/2 − 1, θ(2), . . . , θ(n/2)}, {1, 2, . . . , n/2, θ(2), . . . , θ(n/2)}), . . .
Observe that the end vertices of the above edges are essentially represented with the help of symbols in [n/2] = {1, 2, . . . , n/2} only. In fact, one can write the vertices in a particular pattern, which is simpler. For that purpose, we modify the usual notation [i] to i , and define it as follows.
Notation 3.2.
(i) 0 = ∅.
(iv) For X ⊆ {1, 2, . . . , n/2}, X = n/2 ∆X, the complement of X in n/2 .
(v) For A = {a 1 , a 2 , . . . , a r } ⊆ n/2 , θ(A) = {θ(a 1 ), θ(a 2 ), . . . , θ(a r )},
Observe that, n/2 + i = i and n/2 + i = i = i , for 1 ≤ i ≤ n/2.
From here on, we use the above notations throughout.
By this notation, we can write the above-mentioned edges in a compact form as follows.
Note that, end vertices of the edges in the left column are complements of end vertices of the edges in right column. In fact,these edges can be rewritten in more compact form as follows. e 1 r = ( n/2 − r + 1 ∆ θ( r − 1 ), n/2 − r + 2 ∆ θ( r − 1 ) ), e 1 n/2+r = ( n/2 − r + 1 ∆ θ( r − 1 ), n/2 − r + 2 ∆ θ( r − 1 ) ), where r = 1, 2, . . . , n/2. Note that these are the edges from the cycle Φ( ∅, S ), contributing to the matching in F 1 ,
For any cycle Φ( A∆ θ( B ), S ), different from Φ( ∅, S ) in F 1 , where A, B ∈ H, we select the n edges corresponding to the n edges of Φ( ∅, S ) as follows. Thus we have selected the edges from all the cycles in F 1 and they are vertex-disjoint, as the cycles are vertex-disjoint.
Selection of the edges from the cycles in F i : While selecting the edges from the cycles in F 1 , we had started with the first edge of every cycle. For F 2 , we started the selection with the third edge and in general for F i , we start with ( 2i − 1 ) st edge of every cycle in F i . Therefore the edges selected from the first cycle Φ( 2i − 2 ∆ θ 2i − 2 , S ) of F i are as follows.
The corresponding edges from the arbitrary cycle Φ( A∆ 2i − 2 ∆ θ 2i − 2 ∆ θ( B ) ) of F i are as follows.
, e i n/2+r Aθ( B ) : A, B ∈ H, r = 2i−1, 2i, . . . , n/2+2i−2} for i = 1, 2, . . . , n/4. Then each M i is a matching, as cycles in F i are vertex-disjoint. We take the union of all these matchings, and call it M.
Selection of the edges from the cycles in F ′ i : From any cycle of F i , we had selected ( 2i − 1 ) st , ( n + 2i − 1 ) st , ( 2n + 2i − 1 ) st ,. . . ,( n 2 − n + 2i − 1 ) st edges, contributing to the matching M i . Now from any cycle of F ′ i , we select ( n/2 + 2i − 1 ) st , ( n/2 + n + 2i − 1 ) st ,( n/2 + 2n + 2i − 1 ) st ,. . . ,( n/2 + n 2 − n + 2i − 1 ) st edges to contribute in the matching M ′ i , satisfying the condition ( I ). Therefore the edges selected from the cycle Γ i Aθ( B ) in F ′ i are as follows.
Then M ′ i is a matching in F ′ i . Again, we take the union of all these matchings, and call it M ′ .
. Note that both M and M ′ satisfy condition ( I ) by the selection of the edges. Let M = M ∪M ′ . Then M is the collection of the edges selected from n 2 -cycles in the decomposition of Q n , satisfying ( I ). It remains to prove that the edges in M satisfy also condition ( II ) of the Theorem. We prove this in Section 5. (See Appendix for Illustration.)
Proof of Main Theorem
The next theorem serves as the induction step for the proof of Main Theorem 1.6 Theorem 4.1. Let n ≥ 6 be even. Suppose Q n−2 can be decomposed into r( n − 2)-cycles
. . , C s where s = 2 n−m−3 such that each C i contains r edges e i1 , e i2 , . . . e ir whose removal from C i leaves r vertex-disjoint paths of length n−3 and further, the set {e ij : j = 1, 2, . . . , r; i = 1, 2, . . . , s} forms a perfect matching in Q n−2 . Then Q n can be decomposed into rn-cycles Z 1 , Z 2 , . . . , Z 4s such that each Z i contains r edges f i1 , f i2 , . . . f ir whose removal from Z i leaves r vertex-disjoint paths of length n − 1 and further, the set {f ij : j = 1, 2, . . . , r; i = 1, 2, . . . , 4s} forms a perfect matching in Q n .
Proof. Write Q n as Q n = Q n−2 ✷ Q 2 . One can say that Q n is obtained from four vertex-disjoint copies Q 
. . , r, and p = 1, 2, 3, 4} with q ≡ p + 1 (mod 4).
are also edge-disjoint with each other. Further, for each p ∈ {1, 2, 3, 4}, C 1p , C 2p , . . . , C rp are edge-disjoint with each other be-
. . , C p r are mutually edge-disjoint. Moreover, each C ip contains the r edges e q ij for j = 1, 2, . . . , r. Now, C p i − {e p ij : j = 1, 2 . . . , r} is union of r vertex-disjoint paths of length n − 3 each. If T is one such path with end vertices x p , y p , then T ∪ {(x p , x q ), (y p , y q )} is a path of length n − 1 in C ip − {e q ij : j = 1, 2 . . . , r}. Thus we get r vertex-disjoint paths of length n − 1 each in C ip − {e q ij : j = 1, 2 . . . , r} from r paths of lengths n − 3 in C p i − {e p ij : j = 1, 2 . . . , r}. These 4s edge-disjoint rn-cycles C ip 's altogether have the 4rns = 4rn2 n−3 /r = n2 n−1 edges which exhaust the entire edge set of Q n and thus decomposes Q n . Therefore Q n has a decomposition into rn-cycles as desired. In the following figure we have shown the construction of rn-cycles viz., C i1 and C i2 in Q n , with the help of r(n − 2)-cycles C 1 i , C 2 i and C 2 i , C 3 i in Q n−2 respectively. (The cycles C i1 and C i2 are represented by the solid lines.) Figure 3 . Construction of rn-cycles in Q n using r(n − 2)-cycles in Q n−2
Proof for Matching
The proof of Main Theorem 1.6 follows by applying induction argument on n. In Section 4,
we have proved the induction step in Theorem 4.1. However, we have stated the Basis step in Theorem 3.1, and proved its first part. It remains to prove the second part of the theorem, which is crucial.
In this section, we prove the second part of Theorem 3.1. For the proof we use the properties of the subgroup H, given in several lemmas of Section 2. Also, throughout this section we use the Notation 3.2 introduced in the Step 2 of the proof of Theorem 3.1.
Recall that in the Step 2 of Theorem 3.1, we had selected the edges from the 2 m n-cycles of Q n , satisfying condition (I) of Theorem 3.1. We need to show that those edges also satisfy condition (II) of the theorem. More precisely, we need to prove that the collection
) of 2 n−1 edges selected from the cycles of F i and F ′ i in step 2 of Theorem 3.1, is a perfect matching of Q n , where n = 2 m .
Recall that G = {A ⊂ 2 m−1 −1 : |A| even} is a group w.r.t. symmetric difference ∆ and H is the subgroup of G that is generated by the collection K = { {j, 2 i−1 +j}| j = 1, 2, . . . , 2 i−1 −1, i = 2, . . . , m − 1}. We have proved some properties of H in Lemmas 2.3, 2.5, 2.7 and 2.8 of Section 2. Those properties will be used here.
Initially we prove that the set (i) 0 = ∅.
(v) For A = {a 1 , a 2 , . . . , a r } ⊆ n/2 , θ(A) = {θ(a 1 ), θ(a 2 ), . . . , θ(a r )}, and θ(∅) = θ( 0 ) = ∅. Also, θ(A) = θ(A).
Therefore n/2 + i = i and n/2
Recall that the n edges selected from the cycle Φ 1 ∅ of F 1 contributing to M 1 are e 1 r = ( n/2 − r + 1 ∆ θ( r − 1 ), n/2 − r + 2 ∆ θ( r − 1 ) ), e 1 n/2+r = ( n/2 − r + 1 ∆ θ( r − 1 ), n/2 − r + 2 ∆ θ( r − 1 ) ), where r = 1, 2, . . . , n/2. Also, the n edges selected from the cycle Φ 
where s = 2j − 1, 2j, . . . , n/2 + 2j − 2 and j = 2, 3, . . . , n/4.
We prove that the edges e 1 r , e 1 n/2+r , e are all vertex-disjoint.
To start with, we prove that the first end vertex of e 1 r is different from the first end vertex of e j s A∆ θ( B ) in the following lemma:
Lemma 5.1. n/2 − r + 1 ∆ θ( r − 1 ) = A∆ 2j − 2 ∆ n/2 − s + 2j − 1 ∆ θ( s − 1 ∆ 2j − 2 ∆B ) for any A, B ∈ H, r ∈ {1, 2, . . . , n/2}, s ∈ {2j − 1, 2j, . . . , n/2 + 2j − 2} and j ≥ 2.
Proof. We prove the lemma by contradiction.
Suppose n/2 − r + 1 ∆ θ( r − 1 ) = A∆ 2j − 2 ∆ n/2 − s + 2j − 1 ∆ θ( s − 1 ∆ 2j − 2 ∆B ) for some A, B ∈ H, r ∈ {1, 2, . . . , n/2}, s ∈ {2j − 1, 2j, . . . , n/2 + 2j − 2} and j ≥ 2.
But this is possible only if sets on both the sides of equality are empty, as LHS ⊆ {1, 2, . . . , n/2}, while RHS ⊆ θ( {1, 2, . . . , n/2} ) = {n/2+1, n/2+2, . . . , n}. Also, by Notation 3.2(v), θ( ∅ ) = ∅.
Therefore we get
Note that by 3.2(iv), n/2 − r + 1 = n/2 ∆ n/2−r+1 and n/2 − s + 2j − 1 = n/2 ∆ n/2− s + 2j − 1 . So we can rewrite A and B as
where A, B ∈ H, r ∈ {1, 2, . . . , n/2}, s ∈ {2j − 1, 2j, . . . , n/2 + 2j − 2} and j ≥ 2.
We have following two cases.
( I ). A = ∅ or B = ∅.
Suppose A = ∅. Then 2j − 2 = n/2 − r + 1 ∆ n/2 − s + 2j − 1 . Here all the three sets start with 1 and all are subsets of {1, 2, . . . , n/2}. Therefore either n/2 − r + 1 = 2j − 2 and n/2−s+2j −1 = 0, or n/2−r+1 = 0 and n/2−s+2j −1 = 2j −2. But n/2−s+2j −1 = 0 is not possible, as j ≥ 2 and 2j − 1 ≤ s ≤ n/2 + 2j − 2. So n/2 − r + 1 = 0 and n/2 − s + 2j − 1 = 2j − 2, which gives r = n/2 + 1 = s. Due to this, B = 2j − 2 ∆ r − 1 ∆ s − 1 = 2j − 2 , a contradiction to B ∈ H by Lemma 2.3(1). Similarly, if B = ∅, then we get a contradiction to A ∈ H.
( II )
. Both A and B are non-empty.
Claim(a).
2 ≤ r ≤ n/2 and 2j ≤ s ≤ n/2.
Suppose r = 1 and s = 2j − 1. Then A becomes a consecutive string giving contradiction to A ∈ H by Lemma 2.3(1). If r = 1 and s = 2j−1, then n/2−r+1 = n/2 and n/2−s+2j−1 < n/2. Also, 2 ≤ j ≤ n/4 implies 2j − 2 ≤ n/2 − 2. So A will contain n/2, a contradiction by Lemma 2.5(1). Suppose r = 1 and s = 2j − 1. Then n/2 − r + 1 < n/2 and n/2 − s + 2j − 1 = n/2. Hence A will contain n/2, a contradiction by Lemma 2.5(1). Therefore, r = 1, s = 2j − 1. It remains to show that s ≤ n/2. If s ≥ n/2 + 1, then s − 1 and hence, B will contain n/2, a contradiction to B ∈ H by Lemma 2.5(1). Therefore 2 ≤ r ≤ n/2 and 2j ≤ s ≤ n/2 proving the claim.
We list some of the values of r − 1, s − 1, n/2 − r + 1 and n/2 − s + 2j − 1 for the ready reference as follows.
Suppose s ′ = s − ( 2j − 2 ). So our claim reduces to s ′ < r < s. Claim(c). 2j − 2 < n/4.
So by Lemma 2.5(1), one must have n/4 ∈ A 2 = {n/2 − r + 2, . . . , n/2 − s ′ + 1} and n/4 ∈ B 2 = {r, . . . , s − 1}. Now n/4 ∈ A 2 implies n/4 ≥ n/2 − r + 2, giving r ≥ n/4 + 2. But this gives a contradiction to r ≤ n/4, as n/4 ∈ B 2 . So one must have 2j − 2 < n/4.
So far, we got 2 ≤ r ≤ n/2, 2j ≤ s ≤ n/2, s ′ = s − ( 2j − 2 ) < r < s and 2j − 2 < n/4, where j ≥ 2. Now we discuss the cases related to values of s ′ as follows, which will end the proof.
Note that A = 2j − 2 ∆{n/2 − r + 2, . . . , n/2 − s ′ + 1} ∈ H, where |A 1 | = | 2j − 2 | is even. So |A 2 | = |{n/2 − r + 2, . . . , n/2 − s ′ + 1}| must be even and non-zero. So n/2 − r + 2 = n/2 − s ′ + 1. Moreover, as s ′ = n/4, n/2 − s ′ + 1 = n/4 + 1. That means n/4 ∈ A 2 . Recall that 2j − 2 < n/4, and hence n/4 / ∈ A 1 . But this implies that n/4 ∈ A, a contradiction to A ∈ H.
As s ′ < r < s and 2j − 2 < n/4, B = B 1 ∪ B 2 .
As s ′ > n/4, n/2 − s ′ + 1 < n/4 + 1 and hence n/2 − s ′ + 1 ≤ n/4. In fact, n/2 − s ′ + 1 < n/4.
For, if n/2 − s ′ + 1 = n/4, then A ∈ H is such that A ⊆ n/4 and A contains n/4. This is a contradiction by Lemma 2.5(1). Let k be the largest integer such that the largest element of A is less than n/2 k . So both n/2 k and n/2 k+1 are not in A. To prove A = A 1 ∪ A 2 is equivalent to
Then we must have n/2−r+2 ≤ 2j −2. Depending on n/2 − s ′ + 1 and nature of A being an element of H, we have following two subcases.
Subcase (i)
. n/2−s ′ +1 < 2j −2. In this case, A = {1, . . . , n/2−r +1}∪{n/2−s ′ +2, . . . , 2j −2}.
As both n/2 k and n/2 k+1 are not in A and A 1 starts with 1, we should have n/2 − r + 1 < n/2 k+1 < n/2 − s ′ + 2 < 2j − 2 < n/2 k . Here n/2 − r + 1 < n/2 k+1 gives r > n/2 − n/2 k+1 + 1 = n/4 + n/8 + . . . + n/2 k+1 + 1. Moreover, n/2 k+1 < 2j − 2 implies that B 1 = {1, . . . , 2j − 2} will contain n/2 k+1 . So for B ∈ H, we must have n/2 k+1 + n/2 k + . . . + n/8 + n/4 ∈ B 2 by Lemma 2.5(2). This gives r ≤ n/4 + n/8 + . . . + n/2 k+1 , a contradiction.
Subcase (ii)
. n/2 − r + 2 < 2j − 2 < n/2 − s ′ + 1. In this case, A = {1, . . . , n/2 − r + 1} ∪ {2j − 1, . . . , n/2 − s ′ + 1} and it satisfies the inequality n/2 − r + 1 < n/2 k+1 ≤ 2j − 2. So again by the same argument as in Subcase(i), we get contradiction.
Recall that both A and B in H are non-empty, 2 ≤ r ≤ n/2, 2j ≤ s ≤ n/2, s − ( 2j − 2 ) = s ′ < r < s. Also, A = A 1 ∪ A 2 = {1, . . . , 2j − 2} ∪ {n/2 − r + 2, . . . , n/2 − s ′ + 1} and
Let k be the largest such that A ⊆ {1, 2, . . . , n/2 k }. So by Lemma 2.5(1), n/2 k and n/2 k+1 both do not belong to A. As A 1 starts with 1 and A 1 ∩ A 2 = ∅, we have 2j − 2 < n/2 k+1 < n/2 − r + 2.
Note that 2j − 2 = |A 1 | > |A 2 | = r − s ′ . Therefore we can not have A 1 + n/2 k+1 = A 2 . ( Here by A 1 + n/2 k+1 , we mean n/2 k+1 is added to every element of set A 1 . ) But we wish to get an element in H, whose symmetric difference with A will lead to union of two consecutive strings that differ by a power of 2, as in Lemma 2.7(1).
Let S t = n/2 k+1 + n/2 k+2 + . . . + n/2 k+t , where t be the smallest, such that
and we will have to repeat the above procedure. Let S u = n/2 k+t+1 +n/2 k+t+2 +. . .+n/2 k+t+u , where u be the smallest integer
In fact, this continues, and ultimately we will be left with a single consecutive string, giving contradiction to Lemma 2.7(1). So for s ′ > n/4, we get contradiction.
By the similar arguments as given in Case 2 above, and interchanging the roles of sets A and are vertex-disjoint for any A, B ∈ H, r ∈ {1, 2, . . . , n/2}, s ∈ {2j − 1, 2j, n/2 + 2j − 2} and j ≥ 2.
Proof. Being edges in the matching M 1 , e 1 r , e 1 n/2+r are vertex-disjoint. Similarly, the edges e are all distinct. For convenience, we call e 1 r = ( X 1 , X 2 ), e 1 n/2+r = ( X 3 , X 4 ), e We first prove that Y 1 = X p for any p ∈ {1, 2, 3, 4}.
By Lemma 5.1,
θ( s − 1 ∆ 2j − 2 ∆B ) for some A, B ∈ H, r ∈ {1, 2, . . . , n/2} s ∈ {2j − 1, 2j, . . . , n/2 + 2j − 2} and j ≥ 2. Therefore A = 2j − 2 ∆ n/2 − r + 2 ∆ n/2 − s ′ + 1 , B = 2j − 2 ∆ r − 1 ∆ s − 1 . Suppose Y 1 = X 3 . Then n/2 − r + 1 ∆ θ( r − 1 ) = A∆ 2j − 2 ∆ n/2 − s + 2j − 1 ∆ θ( s − 1 ∆ 2j − 2 ∆B ). Consequently, A = 2j − 2 ∆ n/2 − r + 1 ∆ n/2 − s + 2j − 1 and
, then B contains n/2, and if n/2 + 1 ≤ s ≤ n/2 + 2j − 2, then A contains n/2, a contradiction by Lemma 2.5(1). Therefore Y 1 = X 3 .
, then B is a consecutive string or contains n/2, and if n/2 + 2 ≤ s ≤ n/2 + 2j − 2, then A is a consecutive string or contains n/2, a contradiction.
Thus we have proved that Y 1 = X p for any p ∈ {1, 2, 3, 4}. 
On the similar lines as above,
Hence, the edges e 1 r , e 1 n/2+r , e i s , e j n/2+s are all vertex-disjoint.
Proof. We have already proved that M 1 ∪ M j is a matching in Lemma 5.2. Now for i, j ∈ {2, 3, . . . , n/4} and i < j we need prove that M i ∪ M j is a matching. From Lemma 2.3(3),
recall that H i = 2i − 2 H, i = 1, 2, . . . , n/4 are cosets of H, which partition group ( G; ∆ )
of even subsets of n/2 − 1 . Moreover, by Remark 2.11, H i × H i is a coset of G × G and is given by
Step 1 in the proof of Theorem 3.1,
C( A, S ) is a 2-regular spanning subgraph of Q n/2 formed by the union of vertexdisjoint n-cycles having edge-direction sequence S = ( 1, 2, . . . , n/2, 1, 2, . . . , n/2 ) and their initial vertices belong to the subgroup H = H 1 of G.
, for all i ≤ n/4. Now i < j implies 2j−2 = 2i−2 ∆{2i−1, 2i, . . . , 2j−2}. Therefore
. So one can say that F i , F j differ by F k or F ′ k . Now M i and M j are the matchings selected from the cycles in F i and F j respectively. It suffices to prove that M 1 ∪ M i and M 1 ∪ M j are matchings for showing
k will not be a matching, which contradicts Lemma 5.2 and Lemma 5.5.
We now prove that
, where M ′ i is the collection of the edges selected from the cycles of F ′ i in Section 3, is a matching.
Proof. The cycles of F ′ i are mutually vertex-disjoint and M ′ i contains the edges selected from each cycle of F ′ i satisfying condition ( I ) of Theorem 3.1. Therefore M ′ i is a matching for each i = 1, 2, . . . , n/4. As in the proof of the above lemma, for M ′ to be a matching, it suffices to
n/2+r = ( r − 1 ∆ θ( n/2 − r + 1 ), r − 1 ∆ θ( n/2 − r + 2 ) ), where r = 1, 2, . . . , n/2
The n edges of this cycle that belong to M ′ j are as follows. f
Thus we need to prove only that the edges f 1 r , f 1 n/2+r , f are all vertexdisjoint for any 1 ≤ r ≤ n/2, 2j − 1 ≤ s ≤ n/2 + 2j − 2 and A, B ∈ H.
Suppose the first vertex r − 1 ∆ θ( n/2 − r + 1 ) of f 1 r and the first vertex A∆ 2j − 2 s − 1 ∆ θ( n/2 − s + 2j − 1 ∆ 2j − 2 ∆B ) of f 
Then it follows from the proof of Lemma 5.1 that A / ∈ H or B / ∈ H, a contradiction.
Similarly, as in the proof of Lemma 5.2, we see that any vertex of f 1 r or f 1 n/2+r is different from any vertex of both f 
are all vertex-disjoint.
As in the proof of Lemma 5.2, we call e 1 r = (
The remaining cases X p = Y q , p = 1, 2, 3, 4, q = 2, 3, 4 follow along lines similar to those in the proof of Lemma 5.2.
( 1 ). Suppose if possible X 1 = Y 1 . Then n/2 − r + 1 ∆ θ( r − 1 ) = A∆ 2j − 2 s − 1 ∆ θ( 2j − 2 ∆ n/2 − s + 2j − 1 ∆B ) for some A, B ∈ H, r = 1, 2, . . . , n/2, s = 2j − 1, . . . , n/2 + 2j − 2 and j ≥ 2. Therefore A = 2j − 2 ∆ s − 1 ∆ n/2 − r + 1 and B = 2j − 2 ∆ r − 1 ∆ n/2 − s + 2j − 1 . It is easy to observe that if A = ∅, then B / ∈ H, a contradiction.
Similarly, if B = ∅ then A / ∈ H, a contradiction. Therefore both A and B are non-empty.
Observe that n/2 − r + 1 contains n/2 if r ≥ 2 and is ∅ if r = 1. By notations given in the proof of Theorem 3.1, if s = n/2+k ≥ n/2+2 then s−1 = n/2 ∆ k −1 = {k, k +1, . . . , n/2}.
If r = 1, B is a consecutive string, a contradiction by Lemma 2.3(2).
Therefore r ≥ 2.
If 2j − 2 ≤ s ≤ n/2, then A contains n/2, a contradiction.
If s = n/2 + 1, then A is consecutive, a contradiction.
Suppose n/2 + 2 ≤ s ≤ n/2 + 2j − 2. Then the symmetric difference of A and B is A∆B = r−1 ∆ n/2−s+2j−1 ∆ s−1 ∆ n/2 − r + 1 = r−1 ∆ s−1 ∆ n/2−s ′ +1 ∆ n/2 − r + 1 = {r, . . . , s − 1}∆{n/2 − r + 2, . . . , n/2 − s ′ + 1}, where s ′ = s − ( 2j − 2 ). By the similar arguments used in the Case( i ) of the proof of Lemma 5.1, we get a contradiction.
Therefore X 1 = Y 1 .
( 2 ). Suppose X 2 = Y 1 . Then n/2 − r + 2 ∆ θ( r − 1 ) = A∆ 2j − 2 ∆ s − 1 ∆ θ( 2j − 2 ∆ n/2−s+2j−1 ∆B ), where A, B ∈ H are non-empty, r = 1, 2, . . . , n/2, s = 2j−1, . . . , n/2+ 2j −2 and j ≥ 2. Therefore A = 2j −2 ∆ s−1 ∆ n/2 − r + 2 and B = 2j −2 ∆ r−1 ∆ n/2− s + 2j − 1 .
If r = 1, then B is a consecutive string, a contradiction.
If r = 2, then A is either a consecutive string or contains n/2, a contradiction.
Therefore r ≥ 3.
Suppose 2j − 1 ≤ s ≤ n/2 + 1 then either A is a consecutive string or contains n/2, a contradiction.
Suppose n/2 + 2 ≤ s ≤ n/2 + 2j − 2. Put s − 1 = n/2 + k in A. Therefore A = 2j − 2 s − 1 ∆ n/2 − r + 2 = 2j − 2 ∆ n/2 + k ∆ n/2 − r + 2 = 2j − 2 ∆ k ∆ n/2 − r + 2 = 2j − 2 ∆{k + 1, . . . , n/2}∆{n/2 − r + 3, . . . , n/2}. If k + 1 < n/2 − r + 3, then A = 2j − 2 ∆{k + 1, . . . , n/2 − r + 2}, and if k + 1 > n/2 − r + 3, then A = 2j − 2 ∆{n/2 − r + 3, . . . , k}.
In either of the cases, A = A 1 A 2 , where |A 1 | = 2j − 2 and |A 2 | = n/2 − k − r + 2. Similarly B = 2j − 2 ∆ r − 1 ∆ n/2 − s + 2j − 1 = 2j − 2 ∆{r, . . . , n/2 − s + 2j − 1} = B 1 B 2 , where |B 1 | = 2j − 2 and |B 2 | = n/2 − s − r + 2j. Note that both |A 2 | and |B 2 | must be even. Therefore r, k, s must be of the same parity. However, k = s − 1 − n/2 imply that k and s are of different parities as n/2 is even, a contradiction.
Therefore X 2 = Y 1 . But |M 1 | = n× number of 2 m n-cycles in F 1 . Recall from Lemma 2.3(2) that |H| = 2 n/2−m .
Therefore number of 2 m n-cycles in Q n is 2 n/2−m × 2 n/2−m . So |M 1 | = n × 2 n/2−m × 2 n/2−m = 2 m × 2 n−2m = 2 n−m .
Therefore, |M| = n/2 × 2 n−m = 2 m−1 × 2 n−m = 2 n−1 .
Hence, M forms a perfect matching of Q n .
The proof of Theorem 3.1 gets completed from Lemma 5.5.
This completes the proof of Main Theorem 1.6.
Concluding Remark
In this paper, we considered the problem of decomposing the hypercube Q n into 2 m n-cycles.
We constructed such decompositions for n ≥ 2 m . However, the problem remains open for n < 2 m .
(1). Edges from cycles in One can check that the edges listed in all the tables above, together form a perfect matching of Q 8 . These edges are shown by solid lines/curves in the following figures. 
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