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Notes sur la notion d’invariant caracte´ristique
par : Mustapha RAI¨S a` Poitiers
Introduction
Soient V un espace vectoriel de dimension finie sur un corps K de caracte´ristique ze´ro et G
un sous-groupe du groupe line´aire GL(V ) de V . Le groupe G admet divers types d’invariants :
orbites, fonctions polynoˆmes, fonctions diffe´rentiables et distributions (ceci lorsque K = R). En
sens inverse, ayant privile´gie´ un ensemble d’invariants particuliers, on peut se demander quel est
le plus grand sous-groupe G˜ de GL(V ) qui laisse invariant ces invariants particuliers. Lorsque
G = G˜, ou au moins lorsque G et G˜ ont la meˆme composante neutre (cas K = R . . .), on pourra
dire que les invariants conside´re´s sont des invariants caracte´ristiques de G.
Un autre aspect de ce proble`me est le suivant : Supposons que K soit le corps des nombres
re´els et que G soit un sous-groupe ferme´ (connexe) de GL(V ). A chaque e´le´ment X de l’alge`bre
de Lie g de G il est associe´ un champ de vecteurs LX sur V : LX(v) = Xv pour tout v dans V ,
qui annule toutes les fonctions diffe´rentiables G-invariantes sur V , lorsqu’on le conside`re comme
un ope´rateur diffe´rentiel line´aire d’ordre 1 : (LXf)(v) =< df(v), X.v >. Sous l’hypothe`se de la
connexite´ de G, il vient : une fonction diffe´rentiable f sur V est G-invariante si et seulement si :
LXf = 0 pour tout X dans g. Les invariants de G sont donc ceux de l’alge`bre de Lie de champs de
vecteurs constitue´e par les LX , X de´crivant g, laquelle alge`bre de Lie est isomorphe a` g (on ne la
distinguera pas de g e´ventuellement). On peut alors se demander, par exemple, quelle est la plus
grande alge`bre de Lie de champs de vecteurs line´aires (i.e. polynomiaux, homoge`nes de degre´ 1)
sur V qui annule tous les polynoˆmes G-invariants, et la comparer a` g ; lorsque cette alge`bre de
Lie co¨ıncide avec g, on dira comme plus haut que les polynoˆmes invariants sont caracte´ristiques
pour g.
Un peu plus ge´ne´ralement, notons h l’ensemble des champs de vecteurs sur V , qui sont
combinaisons line´aires des LX (X de´crivant g), a` coefficients polynoˆmes (ou fonctions C
∞
e´ventuellement) sur V ; il est clair que h est une sous-alge`bre de Lie de l’alge`bre de Lie χ(V ) de
tous les champs de vecteurs polynomiaux sur V , et que ses invariants polynomiaux sont ceux
de g. Comme ci-dessus, on peut chercher la sous-alge`bre de Lie de χ(V ) qui annule tous les
polynoˆmes invariants, et la comparer a` h.
On traite de ces questions dans la suite sous les rubriques :
1 Les polynoˆmes caracte´ristiques
Divers exemples. Groupes adjoints des alge`bres de Lie semi-simples. Alge`bres de Takiff. Es-
paces riemanniens syme´triques. Alge`bres de Jordan.
2 Les orbites caracte´ristiques
Orbites caracte´ristiques dans les espaces syme´triques. Orbites adjointes caracte´ristiques dans
les alge`bres de Lie semi-simples.
3 Distributions caracte´ristiques
Alge`bres de Lie nilpotentes. Groupes unipotents.
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Quelques commentaires :
Sur la partie 1, il est difficile de faire preuve d’une totale originalite´, tant il y a de travaux sur
ce type de questions, principalement il est vrai dans le cas des groupes re´ductifs. Le paragraphe
consacre´ aux alge`bres de Takiff semble original.
Pour l’essentiel et a` ma connaissance, les parties 2 et 3 sont originales.
1 Sur les polynoˆmes caracte´ristiques
1.1. Divers exemples.
Soit G un sous-groupe de GL(V ). On note K[V ] l’alge`bre des fonctions polynomiales sur V ,
et K[V ]G celle des fonctions polynomiales G-invariantes. Soit G′ le plus grand sous-groupe de
GL(V ) qui laisse invariants tous les polynoˆmes G-invariants. On a e´videmment G ⊂ G′.
1.1.1. Supposons G fini. Alors G′ a les meˆmes orbites que G, car K[V ]G se´pare les G-orbites ;
donc G′ est un groupe fini (un sous-groupe de GL(V ), dont les orbites sont finies, est un ensemble
fini). Par ailleurs, il existe un point v de V (et meˆme une infinite´ de tels points v) dont la G-orbite
(resp. la G′-orbite) a meˆme cardinal que G (resp. G′). Donc G = G′.
1.1.2. Ici K = R et G est un sous-groupe compact de GL(V ). Pour les meˆmes raisons que ci-
dessus, les G′-orbites sont les G-orbites. Par ailleurs, G′ est un sous-groupe ferme´ de GL(V ), qui
laisse invariante une forme quadratique de´finie positive ; donc G′ est conjugue´ d’un sous-groupe
ferme´ du groupe orthogonal de ladite forme quadratique. Ainsi : G′ est compact.
1. Ici K = R, V = Rn et G = SO(n,R). Alors G′ = O(n,R).
2. Ici K = R, V = Cn conside´re´ comme espace vectoriel re´el de dimension 2n, et G = U(n)
est le groupe unitaire. Alors G′ = O(2n).
1.1.3. Soit H le groupe de Heisenberg de dimension 3 ; son alge`bre de Lie h est engendre´e, comme
espace vectoriel par une base (P,Q,Z) avec [P,Q] = Z ; on note x, y, z les coordonne´es sur le
dual h∗ de h, relatives respectivement a` P ∗, Q∗, Z∗, sachant que (P ∗, Q∗, Z∗) est la base duale
de (P,Q,Z). Ici le groupe G qui nous inte´resse est l’image Ad∗(H) de H par sa repre´sentation
coadjointe, c’est l’ensemble des matrices de la forme :
1 0 b0 1 −a
0 0 1

 (a, b) ∈ R2
Les orbites de G sont : les plans d’e´quation : z = z0, avec z0 6= 0, et les points du plan
d’e´quation z = 0. Les polynoˆmes G-invariants sont les polynoˆmes en z :
R[h∗]G = R[z].
Il est clair que G′ est le groupe des matrices :
α β uγ δ v
0 0 1


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Ici les polynoˆmes G-invariants ne caracte´risent pas le groupe G. On notera toutefois que G est
caracte´rise´ par ses orbites.
1.1.4. Soit G un groupe de Lie semi-simple complexe connexe, et soit g son alge`bre de Lie. Le
groupe G ope`re dans g par la repre´sentation adjointe, de meˆme que les sous-groupes de G, en
particulier un sous-groupe de Borel B et un radical unipotent N .
1. Il est bien connu qu’on a : C[g]B = C[g]G (les invariants polynoˆmes pour B sont des
invariants pour G) (on a un re´sultat analogue pour les repre´sentations holomorphes, de
dimension finie, de G, au lieu et place de la repre´sentation adjointe). On a donc : G ⊂
B′ = G′, et comme G est la composante neutre de G′ (voir 1.2.1 plus loin), il vient que G
est la composante neutre de B′.
2. Suite a` une ve´rification, j’avais conjecture´ que le groupe unipotent N pouvait eˆtre ca-
racte´rise´ par ses invariants polynoˆmes dans C[g] (dans le cas G = SL(2), la ve´rification est
visible dans la remarque de 3.2.2.). Cette conjecture a e´te´ de´montre´e par A. Bouaziz et R.
Yu sous la forme suivante : G ∩N ′ ⊂ N ; autrement dit : la composante neutre de N ′ est
N .
1.2. Groupes adjoints des alge`bres de Lie semi-simples
1.2.1. Soit g une alge`bre de Lie semi-simple complexe de dimension finie. Le groupe G auquel on
s’inte´resse ici est le groupe Int(g), i.e. le sous-groupe connexe de GL(g), d’alge`bre de Lie ad(g).
Pour chaque X dans g, on note LX le champ de vecteurs “adjoint”, de´fini par : LX(Y ) = [X,Y ]
pour tout Y dans g, et on de´signe par h l’alge`bre de Lie des champs de vecteurs sur g, qui sont
combinaisons line´aires des LX , a` coefficients fonctions polynoˆmes sur g. On a alors le the´ore`me
de Dixmier ([Di-1], the´ore`me 2.1).
The´ore`me : h est l’alge`bre de Lie des champs de vecteurs sur g, qui annule tous les polynoˆmes
Int(g)-invariants sur g,
avec son :
Corollaire : ([Di-1], remarque 2.2) : L’alge`bre de Lie du groupe G′ est celle ad(g) des de´rivations
inte´rieures de g.
Autrement dit : G est la composante neutre de G′, et conforme´ment a` l’introduction, G est
caracte´rise´ par ses polynoˆmes invariants.
1.2.2. Soient G = GL(n,C) et g = gl(n,C). Dans [Ra] (chapitre V), il est prouve´ que le sous-
groupe de GL(g) qui laisse invariants les coefficients du polynoˆme caracte´ristique est engendre´
par Ad(G) (l’image de G dans GL(g) par la repre´sentation adjointe) et par la transposition des
matrices. Le meˆme re´sultat vaut pour sl(n,C) (corollaire imme´diat du re´sultat pre´ce´dent). Donc,
pour sl(n,C) = g, le groupe Int(g) est un sous-groupe d’indice 2 du groupe (Int(g))′.
Question : Peut-on de´terminer de fac¸on pre´cise le groupe Int(g)′, lorsque g est une alge`bre de
Lie simple, comme dans le cas g = sl(n,C) ?
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1.3. Alge`bres de Takiff associe´es a` une alge`bre semi-simple
1.3.1.On examine ici le cas des alge`bres de Lie gm e´tudie´es dans [R-T]. Soit g = g0 une alge`bre de
Lie semi-simple complexe. On de´finit gm comme e´tant le quotient de l’alge`bre de Lie g⊗C[T ] par
l’ide´al J =
∑
k>m g⊗ T
k. L’alge`bre des polynoˆmes Int(gm)-invariants sur gm a e´te´ de´termine´e
dans [R-T] (the´ore`me 4.5).
1.3.2. On aura besoin d’utiliser le the´ore`me de Dixmier ([Di-1], the´ore`me 2.1), e´nonce´ pour les
champs de vecteurs a` parame`tres sur g = g0, sous la forme suivante :
Soit W un espace vectoriel complexe, de dimension finie, et soit (ei)i une base de g. On note
∂i la de´rivation le long du vecteur ei. Soit L =
∑
i ϕi∂i, ou` les ϕi sont des fonctions polynoˆmes
surW×g. Si un tel champ L annule toutes les fonctions polynoˆmes Int(g)-invariantes sur g, alors
L est une combinaison line´aire des champs adjoints Lx (x ∈ g), a` coefficients dans C[W × g].
1.3.3. Proposition : Soit L : W × gm −→ gm un champ de vecteurs qui annule les polynoˆmes
Int(gm)-invariants. Alors L est une combinaison line´aire a` coefficients dans C[W × gm] des
champs adjoints sur gm.
De´monstration : Par re´currence sur m. Le cas m = 0 est le the´ore`me de Dixmier.
a) A titre de pre´paration, on traite le cas m = 1. Chaque polynoˆme invariant p : g −→
C donne 2 polynoˆmes invariants sur g1 : P1(x0 + x1T ) = P1(x0, x1) = p(x0), P2(x0, x1) =
< dp(x0), x1 >.
Soit L = a0 + a1T un champ de vecteurs a` parame`tres sur g1, qui annule tous les polynoˆmes
Int(g1)-invariants sur g1. Il annule tous les polynoˆmes de type P1 :
0 =< dP1, L >=
( d
dt
)
0
P1(x+ tL(x)) =
( d
dt
)
0
p(x0 + ta0(w, x))
D’apre`s le the´ore`me de Dixmier, il existe une fonction polynomiale b0 :W × gm −→ g telle que :
a0(w, x) = [b0(w, x), x0]
pour tous (w, x) dans W × g1 (sachant que x0 est tel que x = (x0, x1)).
Ensuite, L annule tous les polynoˆmes de type P2 :
0 = < dP2, L >=
( d
dt
)
0
P2(x+ tL(x))
=
( d
dt
)
0
< dp(x0 + ta0(w, x)), x1 + ta1(w, x) >
=
( d
dt
)
0
< dp(x0 + t[b0(w, x), x0], x1 > + < dp(x0), a1(w, x) >
Mais l’invariance de p implique :
(∗)
( d
dt
)
0
< dp(x0 + t[b0(w, x), x0 ]) = [b0(w, x), dp(x0)]
(Noter que dp(x0) est identifie´ ici au gradient ∇p(x0) graˆce a` la forme de Killing de g). Soit en
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effet un e´le´ment e de g, et soit ϕ(w, x) une fonction polynomiale scalaire sur W ×g1. On a alors :
( d
dt
)
0
∇p(x0 + tϕ(w, x)[e, x0]) = ϕ(w, x)
( d
dt
)
0
∇p(x0 + t[e, x0])
= ϕ(w, x)
( d
dt
)
0
∇p(exp(tade)x0)
= ϕ(w, x)[e,∇p(x0)] = [ϕ(w, x)e, ∇p(x0)]
Ceci de´montre l’e´galite´ (*). On a donc :
0 =< dP2, L >=< [b0(w, x), dp(x0)], x1 > + < dp(x0), a1(w, x) >
0 =< dp(x0), [x1, b0(w, x)] + a1(w, x) >
et ceci pour tout polynoˆme p invariant sur g. Toujours d’apre`s le the´ore`me de Dixmier, il existe
une fonction polynomiale b1 :W × g1 −→ g telle que :
a1(w, x) = [b1(w, x), x0] + [b0(w, x), x1 ].
Donc :
L(w, x) = [b0(w, x], x0] + ([b1(w, x), x0] + [b0(w, x), x1 ])T
= [b0(w, x) + b1(w, x)T, x0 + x1T ]
le crochet pre´ce´dent e´tant celui de g1. C’est ce qu’il fallait de´montrer dans le cas m = 1.
b) On traite le cas ge´ne´ral de gm, avec m ≥ 1, en supposant que la proposition est vraie pour
gm−1. On se rapportera a` [R-T] pour les de´tails qui sembleraient manquer ci-dessous.
Chaque polynoˆme p sur g, Int(g)-invariant, fournit (m + 1) polynoˆmes P0, . . . , Pm sur gm,
Int(gm)-invariants :
Pj(x0, . . . , xm) =
1
j!
( d
dt
)j
p(x0 + tx1 + · · ·+ t
mxm) |t=0
Or : P0, P1, . . . , Pm−1 ne de´pendent pas de la variable xm, et les polynoˆmes :
Qj(x0, . . . , xm−1) =
1
j!
( d
dt
)j
p(x0 + tx1 + · · ·+ t
m−1xm−1) |t=0
sont Int(gm−1)-invariants.
Soit L =
∑m
k=0 ak T
k un champ de vecteurs a` parame`tres sur g qui annule les polynoˆmes
Int(gm)-invariants sur gm. Lorsque 0 ≤ j ≤ m− 1 :
0 =< dPj , L >=< dQj , a0 + a1T + · · ·+ am−1T
m−1 >
Par l’hypothe`se de re´currence, il existe des fonctions polynomiales bj : W × gm −→ g (0 ≤ j ≤
m− 1) telles que :
a0 + a1T + · · ·+ am−1T
m−1 = [b0 + b1T + · · ·+ bm−1T
m−1, x0 + x1T + · · ·+ xm−1T
m−1]
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le crochet e´tant calcule´ dans gm−1. Notons [ , ]m et [ , ]m−1 les crochets respectifs dans gm et
gm−1, on a :
[b0 + b1T + · · ·+ bm−1Tm−1, x0 + · · ·+ xm−1Tm−1 + xmTm]m
= [b0 + · · ·+ bm−1Tm−1, x0 + · · ·+ xm−1Tm−1]m−1
+([b0, xm] + [b1, xm−1] + · · ·+ [bm−1, x1])Tm
Soit maintenant P : gm −→ C une fonction polynoˆme Int(gm)-invariante. On a alors :
< dP,L >=< dP, [b0 + · · ·+ bm−1Tm−1, x0 + · · ·+ xm−1Tm−1]m−1 >
+ < dP, amT
m >=< dP, [b0 + · · ·+ bm−1Tm−1, x0 + · · ·+ xmTm]m >
− < dP, ([b0, xm] + [b1, xm−1] + · · ·+ [bm−1, x1])Tm >
+ < dP, amT
m >,
le premier terme de la dernie`re somme e´tant nul par l’invariance de P . Prenons alors P = Pm.
Il vient, avec :
Pm(x) =< dp(x0), xm > modC[x0, . . . , xm−1]
< dPm, L >=< dPm, (am −
∑
0≤j≤m−1[bj , xm−j ])T
m >
< dp(x0), am −
∑
j [bj , xm−j ] >= 0
pour tout p, Int(g)-invariant sur g. Il existe donc une fonction polynoˆme bm : W ×gm −→ g telle
que :
am(w, x) =
∑
0≤j≤m−1
[bj(w, x), xm−j ] + [bm(w, x), x0]
=
∑
0≤j≤m
[bj(w, x), xm−j ]
Par conse´quent :
a0 + a1T + · · ·+ amT
m = [b0 + b1T + · · ·+ bmT
m, x0 + · · ·+ xmT
m]m
1.3.4. Corollaire : 1) Soit L un champ de vecteurs line´aire sur gm, qui annule les fonctions
polynoˆmes Int(gm)-invariants sur gm. Alors L : gm −→ gm est une de´rivation inte´rieure de gm.
2) Int(gm) est la composante neutre de Int(gm).
1.3.5. Remarque : Le re´sultat ci-dessus ne vaut pas seulement pour les alge`bres de Takiff gm
construites sur une alge`bre de Lie semi-simple g0 . Un examen attentif de la de´monstration
donne´e ci-dessus montre qu’il suffit que g0 soit une alge`bre de Lie quadratique ayant la proprie´te´
de Dixmier, e´nonce´e dans 1.3.2.
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1.4. Espaces riemanniens syme´triques
1.4.1. Soit G/K un espace riemannien syme´trique non compact de rang 1. Le groupe K est
compact et ope`re naturellement dans l’espace tangent au point “neutre” de G/K, note´ p comme
d’habitude. L’alge`bre R[p]K des fonctions polynoˆmes K-invariantes est R[Q] ou` Q est une forme
quadratique de´finie positive sur p. Donc K ′ est le groupe orthogonal de la forme Q. Ci-dessous,
on utilise les notations de [He] et la classification des espaces riemanniens syme´triques qui s’y
trouve.
1. SO0(n, 1)/SO(n) est l’espace hyperbolique re´el de dimension n. Ici K
′ = O(n) et K ′ et K
ont la meˆme composante connexe SO(n) (c’est l’exemple 1.1.2. 1. ci-dessus).
2. SU(n, 1)/S(U(n)× U(1)) est l’espace hyperbolique hermitien. Ici K ′ = O(2n) (c’est pour
l’essentiel l’exemple 1.1.2. 2. ci-dessus).
3. Sp(n, 1)/Sp(n)× Sp(1) est l’espace hyperbolique quaternionnien (de dimension 4n). Donc
K ′ = O(4n).
4. F4/SO(9) est l’espace exceptionnel de rang 1, sa dimension est 16. Donc K
′ = O(16).
Conclusion : R[p]K caracte´rise K (au sens : K ′ et K ont la meˆme dimension) dans le seul cas
de l’espace hyperbolique re´el.
1.4.2. D’autres exemples d’espaces riemanniens syme´triques apparaissent dans [Ra] (chapitre
V), par exemple SL(n,R)/SO(n), ou` K ′ est de´termine´ explicitement, et ou` il apparaˆıt que K
est caracte´rise´ par ses polynoˆmes invariants. On verra plus loin, comme application de la notion
d’orbite caracte´ristique, que le groupe K ′ est entie`rement de´termine´ dans les cas :
SO0(n, n)/SO(n)× SO(n), SU(n, n)/S(U(n)× U(n))
avec le meˆme re´sultat : K est la composante neutre de K ′.
1.4.3. Comme dans le cas des alge`bres de Lie semi-simples, il y a un re´sultat ge´ne´ral concernant
les alge`bres de Lie syme´triques complexes, duˆ a` Levasseur et Ushirobira ([L-U]) : lorsque G/K
est un espace syme´trique de rang ≥ 2, le groupe K est caracte´rise´ par ses polynoˆmes invariants
(K est la composante neutre de K ′).
1.5. Alge`bres de Jordan
La liste des alge`bres de Jordan simples, de dimension finie sur C est la suivante :
(I) J =Mn(C), avec la multiplication de Jordan :
{x, y} =
1
2
(xy + yx)
(II) J = MSn(C) est la sous-alge`bre de Jordan de Mn(C) constitue´e par les matrices syme´tri-
ques.
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(III) J est la sous-alge`bre de Jordan de M2n(C) constitue´e par les matrices x telles que x =
E txE−1, avec :
E =
(
0 In
−In 0
)
(IV) J est l’alge`bre construite sur l’espace vectoriel Cn⊗C.1 ou` 1 est l’e´le´ment neutre, et lorsque
x = (x1, . . . , xn), y = (y1, . . . , yn) sont dans C
n :
xy =< x, y > 1, < x, y >= x1y1 + · · ·+ xnyn
(V) J est l’alge`bre exceptionnelle constitue´e par les matrices hermitiennes a` 3 lignes et 3 colonnes,
a` coefficients dans l’alge`bre de Cayley.
1. Dans le cas (I), il est connu que le groupe Aut(J) des automorphismes de J est engendre´ par
le groupe des automorphismes (inte´rieurs) de l’alge`bre associativeMn(C) et la transposition
des matrices. Dans les cas (II) et (III), il est aussi connu que tout automorphisme de Jordan
de J s’e´tend en un automorphisme de Jordan de Mp(C) (p = n dans le cas (II), p = 2n
dans le cas (III)). Par conse´quent, l’alge`bre C[J ]Aut(J) des fonctions polynoˆmes Aut(J)-
invariantes sur J , est celle engendre´e par les coefficients du polynoˆme caracte´ristique. En
sens inverse, il est prouve´ dans [Ra] (chapitre V, §3) que dans tous les cas (I), (II), (III), le
groupe Aut(J) est caracte´rise´ par ses polynoˆmes invariants. On notera que les 2 polynoˆmes
tr(x2) et tr(x3) suffisent a` caracte´riser Aut(J).
2. Dans le cas (IV), le groupe Aut(J) s’identifie au groupe orthogonal O(n,C) agissant sur les
n premie`res variables x1, . . . , xn de C
n et trivialement sur C.1, et l’alge`bre des polynoˆmes
invariants est engendre´e par la dernie`re coordonne´e λ(x + α.1) = α et par la forme qua-
dratique Q(x1, . . . , xn, α) = x
2
1 + · · · + x
2
n. On ve´rifie alors que Aut(J) est le groupe des
automorphismes de l’espace vectoriel complexe J qui laisse invariant λ et Q.
3. Dans le cas (V), il est prouve´ par Chevalley et Schafer ([Ch-Sch]) que l’alge`bre de Lie
des de´rivations de J (de type F4) est caracte´rise´e par les 2 polynoˆmes Aut(J)-invariants
tr(xox) et tr(xoxox) (ou` o est la multiplication de Jordan). On a donc la :
Proposition : Soit J une alge`bre de Jordan simple, de dimension finie sur C. Le groupe Aut(J)
est caracte´rise´ par ses polynoˆmes invariants.
Remarque : Cette situation des alge`bres de Jordan n’est pas sans relation avec celle des espaces
syme´triques : a` un espace hermitien syme´trique correspond un STJ (syste`me triple de Jordan)
hermitien positif, et vice-versa, et dans le cas des espaces hermitiens de type tube, ce STJ “est”
une alge`bre de Jordan.
On est donc amene´ a` poser la :
Question : Le groupe des automorphismes d’un STJ est-il caracte´rise´ par ses invariants poly-
noˆmes ?
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2 Sur les orbites caracte´ristiques
Soit G un sous-groupe de GL(V ). Lorsque Ω est un sous-ensemble de V , on notera St(Ω) (le
“stabilisateur” de Ω) le sous-groupe de GL(V ) constitue´ par les f dans GL(V ) tels que f(Ω) = Ω.
En particulier, lorsque Ω est une G-orbite, on a e´videmment : G ⊂ St(Ω), et on dira que Ω est
une orbite caracte´ristique de G si G = St(Ω) ou au moins si G et St(Ω) ont meˆme composante
neutre. On notera que dans le cas “re´el”, si G = K est un sous-groupe compact de GL(V ), on
a : K ⊂ K ′ ⊂ St(Ω) pour toute K-orbite Ω. La de´termination de St(Ω) est donc utile pour
connaˆıtre K ′, et en particulier : s’il existe une orbite caracte´ristique, alors K est caracte´rise´ par
ses polynoˆmes invariants.
2.1. Orbites caracte´ristiques dans les espaces syme´triques
2.1.1. On conside`re l’espace riemannien syme´trique SO0(n, n)/SO(n) × SO(n). L’espace p
s’identifie a` l’espace Mn(R) des matrices n × n, a` coefficients re´els, et un couple (x, y) dans
SO(n)×SO(n) ope`re dans Mn(R) de la manie`re suivante : (x, y).X = xXy−1 pour tout X dans
Mn(R). Notons Ω (= SO(n)) la K-orbite de la matrice unite´ In. La de´termination de St(Ω) a
e´te´ faite dans [Dj]. Il apparaˆıt que si f(SO(n)) = SO(n), alors f est de l’une des deux formes
suivantes :
ou bien f(X) = uXv avec u et v dans SO(n)
ou bien f(X) = u tXv avec u et v dans SO(n)
(ou` tX est la transpose´e de la matrice X).
Dans cet exemple, on voit que St(Ω), avec Ω = SO(n), admet K comme sous-groupe normal
connexe d’indice 2.
2.1.2. Conside´rons l’espace syme´trique SU(n, n)/S(U(n) × U(n)) ; l’espace p e´tant identifie´ a`
Mn(C), notons Ω = U(n) l’orbite sous K de la matrice unite´ In. Dans [M], il est prouve´ que les
f : p −→ p, C-line´aires et bijectives telles que f(U(n)) = U(n) sont celles ayant l’une des deux
formes suivantes :
f(x) = uxv∗ avec u et v unitaires
ou f(x) = utxv∗ avec u et v unitaires.
Rappelons que si u et v sont 2 matrices unitaires, il existe 2 autres matrices unitaires u0
et v0 telles que det(u0v0) = 1 et uxv
∗ = u0xv
∗
0 pour tout x ; par suite, les bijections line´aires
complexes f ayant la premie`re forme ci-dessus, sont exactement celles provenant de l’action
naturelle de K dans p. Si on note StC(Ω) le sous-groupe de St(Ω) constitue´ par les bijections
C-line´aires, ce qui pre´ce`de montre que K (en fait l’image de K dans GL(p)) est la composante
neutre de StC(Ω). Mais qu’en est-il du groupe St(Ω) ? Un comple´ment au the´ore`me de Marcus
cite´ ci-dessus a e´te´ apporte´ par Djokovic dans [Dj] : le groupe St(Ω) est engendre´ par StC(Ω) et
par la transformation antiline´aire f(x) = x. Donc K est aussi la composante neutre de St(Ω) et
Ω = U(n) est une orbite caracte´ristique de K.
2.1.3. Soit G/K un espace syme´trique hermitien (irre´ductible). L’espace vectoriel re´el p admet
une structure complexeK-invariante, de sorte que l’action deK dans p se fait par des applications
line´aires complexes. L’espace homoge`ne G/K se re´alise (par le plongement de Harish-Chandra)
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comme la boule unite´ D dans p+, relativement a` une norme bien pre´cise (voir par exemple [Sa],
chapitre II, §4). Dans la frontie`re de D se trouve une K-orbite particulie`re qui est la frontie`re
de Shilov du domaine borne´ syme´trique D. Notons Ω cette orbite particulie`re. Dans l’exemple
pre´ce´dent,D est l’ensemble des matrices x dansMn(C) telles que (In−xx∗) soit de´finie positive, la
norme est la norme spectrale, et Ω est l’ensemble U(n) des matrices unitaires. Dans le cas ge´ne´ral,
il se trouve que la frontie`re de Shilov Ω de D est l’ensemble des points extre´maux de D. De`s lors,
soit f un automorphisme R-line´aire de p+ telle que : f(Ω) = Ω ; on a alors f(D) ⊂ D, d’ou` :
‖f(x)‖ ≤ ‖x‖ pour tout x dans p+ (ou` ‖ ‖ est la norme de´finissant la boule unite´ D). Comme
la bijection re´ciproque g = f−1 de f a la meˆme proprie´te´ : g(Ω) = Ω, on a : ‖g(x)‖ ≤ ‖x‖, d’ou`
‖x‖ ≤ ‖f(x)‖ et ainsi ‖f(x)‖ = ‖x‖ pour tout x dans p+. Donc f(D) = D = g(D). Supposons
dore´navant que f soit C-line´aire, de sorte que f est un automorphisme biholomorphe de D. La
comparaison du groupe Hol(D) des automorphismes biholomorphes de D avec le groupe I(D)
des isome´tries (relativement a` la me´trique de Bergman) de D est e´tablie dans [Sa], page 88 :
Hol(D) est un sous-groupe d’indice 2 de I(D), et si on note I(D)0 la composante neutre de I(D),
on a :
I(D)0 ⊂ Hol(D) ⊂ I(D)
et I(D)0 est un sous-groupe d’indice au plus 2 de Hol(D). Lorsque f ∈ I(D)0, ce qui est le cas
lorsque Hol(D) = I(D)0, on a imme´diatement : f ∈ G et f(0) = 0, d’ou` : f ∈ K. Dans tous
les cas, StC(Ω)
0 ⊂ K et comme K ⊂ STC(Ω)0, il apparaˆıt que K est la composante neutre de
StC(Ω).
Ceci ne re´pond pas a` la question de savoir si Ω est une orbite caracte´ristique de K, comme
c’est le cas dans 2.1.2. On est donc amene´ a` faire lorsque le rang est ≥ 2, la
Conjecture : K est la composante neutre de St(Ω).
2.1.4. Compte-tenu de l’exemple traite´ dans 2.1.1., on peut poser la :
Question : Lorsque G/K est un espace riemannien syme´trique de rang ≥ 2, le groupe K
admet-il une orbite caracte´ristique dans p ? Si oui, quelles sont les orbites caracte´ristiques ?
2.2. Orbites adjointes caracte´ristiques dans les alge`bres de Lie semi-
simples
2.2.1. Soient g = gl(n,C), Ω l’orbite adjointe d’un e´le´ment ge´ne´rique fixe´ de g et N le coˆne des
e´le´ments nilpotents de g. Dans [Wa], il est prouve´ que St(Ω) est engendre´ par Int(g) et par la
transposition des matrices. Dans [B-P-Wa], il est prouve´ que St(N ) est engendre´ par Int(g), la
transposition des matrices et l’ensemble des homothe´ties x 7→ λx avec λ dans C∗.
Une sorte de re´capitulatif re´cent sur ces re´sultats se trouve dans [Pl-Dj].
2.2.2. Soit g une alge`bre de Lie semi-simple complexe, de dimension finie, de rang r. On note
(p1, . . . , pr) un syste`me de ge´ne´rateurs homoge`nes, alge´briquement inde´pendants de l’alge`bre
C[g]Int(g), et pi : g −→ Cr l’application de´finie par : pi(x) = (p1(x), . . . pr(x)) pour tout x.
Soit maintenant f dans GL(g) tel que pof = p pour tout polynoˆme Int(g)-invariant sur g
(autrement dit : f ∈ Int(g)′). On a imme´diatement :
tfodpof = dp pour tout p dans C[p1, . . . , pr]
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Notons d(x) le rang de pi au point x (pour x dans g). Il vient alors : d(f(x)) = d(x) pour tout
x, et f(gr) = gr, ou` gr est l’ensemble des e´le´ments re´guliers de g. De meˆme un tel f transforme
un e´le´ment ge´ne´rique en un e´le´ment ge´ne´rique, car f laisse invariant le polynoˆme discriminant
de g. D’apre`s les the´ore`mes de Kostant, il vient : Int(g)′ ⊂ St(Ω) pour toute orbite re´gulie`re Ω
et de meˆme pour toute orbite ge´ne´rique.
2.2.3. SoitN0 l’orbite re´gulie`re nilpotente. CommeN0 est dense dansN , on a : St(N0) ⊂ St(N ).
Lemme : Soit f dans GL(g). Sont e´quivalentes :
(1) f(N0) = N0
(2) f(N ) = N et d(f(x)) = d(x) pour tout x dans N .
De´monstration : (i) Soit f tel que f(N0) = N0 ; on a donc : f(N ) = N . Soit p un polynoˆme
Int(g)-invariant, sans terme constant ; alors pof est nul sur N et il existe des fonctions polynoˆmes
ϕ1, . . . , ϕr telles que pof =
∑
ϕj pj, d’ou` :
tfodpof =
∑
ϕj dpj +
∑
pj dϕj
et, pour tout x dans N :
tf(dp(f(x)) =
∑
ϕj(x) dpj(x)
soit :
dp(f(x)) =
∑
ϕj(x)fˇ (dpj(x)) avec fˇ = (
tf)−1.
Notons E(x) le sous-espace vectoriel de g∗ engendre´ par les formes line´aires dp1(x), . . . , dpr(x).
Ce qui pre´ce`de montre que : E(f(x)) ⊂ fˇ(E(x)) et d(f(x)) ≤ d(x). Mais on a aussi, avec g =
f−1 : E(g(y)) ⊂ gˇ(E(y)), ce qui s’e´crit, avec y = f(x) : E(x) ⊂ gˇ(E(f(x))), d’ou` d(x) ≤ d(f(x))
et ainsi :
fˇ induit un isomorphisme d’espaces vectoriels
de E(x) sur E(f(x)), d(f(x)) = d(x), pour tout x dans N .
(ii) Sous l’hypothe`se (2), on a : f(N0) ⊂ N0 (d’ou` f(N0) = N0) car N0 est l’ensemble des x
dans N tels que : d(x) = r.
Conjectures : (1) Soit Ω une orbite ge´ne´rique. Alors :
St(Ω)0 = Int(g)
(2) Soient N le coˆne des e´le´ments nilpotents de g et N0 l’orbite nilpotente re´gulie`re. Alors :
St(N )0 = St(N0)
0 = Int(g)× C∗.
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3 Sur les distributions invariantes caracte´ristiques
3.1. Alge`bres de Lie nilpotentes
Soit g une alge`bre de Lie nilpotente, de dimension finie sur R, et soit G un groupe de Lie
connexe d’alge`bre de Lie g. Le groupe G ope`re dans g (resp. g∗) au moyen de la repre´sentation
adjointe (resp. coadjointe), et on notera Ad(G), (resp. Ad∗(G)) l’image de G dans GL(g) (resp.
GL(g∗)) re´sultant de la repre´sentation adjointe (resp. coadjointe). On examine ici les questions
pose´es ci-dessus pour la repre´sentation coadjointe de G dans g∗.
3.1.1. On a vu dans l’exemple 1.1.3. que le groupe de Heisenberg n’est pas caracte´rise´ par ses
polynoˆmes invariants. On rappelle qu’ici g∗ s’identifie a` R3, avec les coordonne´es (x, y, z), et que
les champs de vecteurs coadjoints sont les combinaisons line´aires de
A = z
∂
∂x
, B = z
∂
∂y
Les distributions T , invariantes sous l’action coadjointe de G sur g∗, s’e´crivent :
T = 1x,y ⊗ U(z) + V (x, y)⊗ δ(z)
ou` U et V sont des distributions arbitraires. Parmi ces distributions invariantes, on privile´gie les
distributions de type :
T1 = 1x,y ⊗ δ(z − z0) (z0 6= 0)
T2 = δ(x− x0)⊗ δ(y − y0)⊗ δ(z) (x0, y0) ∈ R
2
qui sont des mesures invariantes porte´es par les orbites coadjointes de G dans g∗.
Soit L = a ∂
∂x
+ b ∂
∂y
+ c ∂
∂z
un champ de vecteurs sur g∗, a` coefficients dans C∞(R3), qui
annule les mesures invariantes porte´es par les G-orbites.
-
0 = L(1x,y ⊗ δ(z − z0)) = 1x,y ⊗ c(x, y, z)δ
′(z0)
= 1x,y ⊗ [c(x, y, z0)δ
′(z0)−
∂
∂z
c(x, y, z0)δ(z0)]
On a donc, pour tout couple (ψ, θ) de fonctions C∞ (a` support compact) ψ = ψ(x, y), θ = θ(z) :
0 =
∫
R2
ψ(x, y)[−c(x, y, z0)θ
′(z0)−
∂c
∂z
(x, y, z0)θ(z0)]dxdy
En choisissant θ telle que : θ(z0) = 0 et θ
′(z0) = 1, il vient :∫
ψ(x, y)c(x, y, z0)dxdy = 0 pour toute ψ dans D(R
2).
Donc : c(x, y, z0) = 0 pour tout (x, y, z0) dans R
2 × R∗, et ainsi c = 0.
- 0 = L(δ(x− x0)⊗ δ(y − y0)⊗ δ(z)) = (L0 δ(x− x0)⊗ δ(y − y0))⊗ δ(z)
avec L0 = a(x, y, 0)
∂
∂x
+ b(x, y, 0) ∂
∂y
.
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Donc L0(δ(x− x0)⊗ δ(y− y0)) = 0 pour tout (x0, y0) dans R2, et l’ope´rateur diffe´rentiel tL0
annule toutes les fonctions ψ C∞ sur R2 :
< tL0(ψ), δ(x− x0)⊗ δ(y − y0) >= 0.
Donc tL0 = −
(
∂a
∂x
(x, y, 0) + ∂b
∂y
(x, y, 0)
)
− a ∂
∂x
− b ∂
∂y
= 0 et par suite : a(x, y, 0) = b(x, y, 0) = 0
pour tous x et y, et il existe 2 fonctions α et β, de classe C∞, telles que :
a(x, y, z) = zα(x, y, z), b(x, y, z) = zβ(x, y, z).
Donc L = αA+ βB.
3.1.2. La question de savoir si on a le meˆme re´sultat pour une alge`bre de Lie nilpotente quel-
conque a e´te´ traite´e par J. Dixmier ([Di-2], §4), qui montre que la re´ponse est ne´gative, en
exhibant le contre-exemple suivant :
- Soit g l’alge`bre de Lie (nilpotente), de dimension 6 sur R, admettant la base (e1, . . . , e6)
avec :
[e1, e2] = e5, [e1, e3] = e6, [e2, e4] = e6.
On note (y1, . . . , y6) les fonctions coordonne´es sur g
∗, correspondant a` la base duale de
(e1, . . . , e6). Les champs coadjoints de´finis respectivement par e1, . . . , e6 sont :
A1 = y5
∂
∂y2
+ y6
∂
∂y3
, A2 = −y5
∂
∂y1
+ y6
∂
∂y4
, A3 = −y6
∂
∂y1
,
A4 = −y6
∂
∂y2
, A5 = A6 = 0
Dixmier montre que le champ y5
∂
∂y1
annule toutes les mesures invariantes porte´es par les or-
bites coadjointes, mais n’est pas combinaison line´aire, a` coefficients fonctions C∞ des champs
A1, . . . , A6.
- Parmi les distributions invariantes T sur g∗, il y a les distributions de l’un des trois types
suivants :
T1 = 1(y1, y2, y3, y4)⊗ U(y5, y6)
T2 = y1 ⊗ 1y2 ⊗
∂V
∂y4
(y3, y4, y5)⊗ δ(y6)
−1y1 ⊗ y2 ⊗
∂V
∂y3
(y3, y4, y5)⊗ δ(y6)
−1y1,y2 ⊗ y5V (y3, y4, y5)⊗ δ
′(y6)
T3 = 1y1,y2 ⊗W (y3, y4, y5)⊗ δ(y6)
ou` U, V et W sont des distributions arbitraires.
(En fait, toute distribution invariante est une somme T1 + T2 + T3.)
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- Soit L =
∑
ϕj
∂
∂yj
un champ de vecteurs qui annule toutes les distributions invariantes, les
ϕj e´tant des fonctions C
∞ (ou des fonctions polynoˆmes).
. Il annule toutes les distributions de type T1, ce qui s’e´crit : (ϕ5∂5 + ϕ6∂6)U = 0 pour
toute distribution U (on e´crira ∂j a` la place de
∂
∂yj
). D’ou` ϕ5 = ϕ6 = 0.
. Il annule toutes les distributions de type T3, ce qui s’e´crit :
ϕ3 1y1y2 ⊗ ∂3W ⊗ δ(y6) + ϕ4 1y1y2 ⊗ ∂4W ⊗ δ(y6) = 0
d’ou`, pour toute distribution W :
ϕ3(y1, . . . , y5, 0)1y1y2 ⊗ ∂3W + ϕ4(y1, . . . , y5, 0)1y1y2 ⊗ ∂4W = 0
et ϕ3(y1, . . . , y5, 0) = ϕ4(y1, . . . , y5, 0) = 0.
Il existe donc des fonctions (C∞ ou polynoˆmes suivant le cas) ψ3, ψ4 telles que : ϕ3 = y6ψ3, ϕ4 =
y6 ψ4, et :
L = ϕ1∂1 + ϕ2∂2 + ψ3y6∂3 + ψ4y6∂4
= ϕ1∂1 + ϕ2∂2 + ψ3A1 + ψ4A2 − ψ3y5∂2 + ψ4y5∂1
= (ϕ1 + ψ4y5)∂1 + (ϕ2 − ψ3y5)∂2 + ψ3A1 + ψ4A2
. L annule toutes les distributions de type T2, ce qui revient a` : (θ1∂1 + θ2∂2)T2 = 0 avec
θ1 = ϕ1 + ψ4y5 et θ2 = ϕ2 − ψ3y5. Donc :
θ1 1y1y2 ⊗ ∂4 V ⊗ δ(y6)− θ2 1y1y2 ⊗ ∂3 V ⊗ δ(y6) = 0
pour toute distribution V , soit encore :
θ1(y1, . . . , y5, 0)∂4 V − θ2(y1, . . . , y5, 0)∂3 V = 0.
Il existe donc ψ1, ψ2 telles que : θ1 = y6ψ1, θ2 = y6ψ2 et :
L = ψ1y6∂1 + ψ2y6∂2 + ψ3A1 + ψ4A2
= ψ3A1 + ψ4A2 − ψ1A3 − ψ2A4
L’examen d’autres alge`bres de Lie nilpotentes ame`ne a` faire la :
Conjecture : Soit g une alge`bre de Lie nilpotente et soit L un champ de vecteurs (a` coefficients
C∞) sur g∗, qui annule toutes les distributions invariantes sur g∗. Alors il existe une fonction
Φ : g∗ −→ g, de classe C∞ telle que :
L(x) = ad∗(Φ(x)).x pour tout x dans g∗.
3.2. Groupes unipotents
3.2.1. Soit G le groupe “unipotent standard”, c’est-a`-dire le sous-groupe de GL(n,R) constitue´
par les matrices unipotentes triangulaires supe´rieures g = (gij)i,j avec gii = 1 (1 ≤ i ≤ n), gij = 0
lorsque i > j.
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On conside`re l’ope´ration naturelle de G dans Rn.
Les champs de vecteurs associe´s sont les :
Lij = xj
∂
∂xi
1 ≤ i ≤ n− 1, i < j ≤ n
c’est-a`-dire :
x2
∂
∂x1
, . . . , xn
∂
∂x1
x3
∂
∂x2
, . . . , xn
∂
∂x2
. . . . . . . . . . . . . . . . . .
xn
∂
∂xn−1
Les fonctions polynoˆmes en x1, . . . , xn, qui sont G-invariantes, sont celles qui ne de´pendent que
de xn ; c’est l’alge`bre R[xn], et le groupe G
′ est celui des matrices de la forme :


∗ · · · ∗
∗ ∗ · · · ∗
0 0 · · · 1


De´termination des distributions invariantes T
•
x2
∂T
∂x1
= . . . = xn
∂T
∂x1
= 0
∂T
∂x1
= U0(x1)⊗ δ(x2, . . . , xn)
T = U(x1)⊗ δ(x2, . . . , xn) + 1x1 ⊗ V (x2, . . . , xn)
• T1 = U(x1)⊗ δ(x2, . . . , xn) est invariante car
xj
∂
∂xi
δ(x2, . . . , xn) = 0
lorsque 2 ≤ i ≤ n− 1 et i < j ≤ n
• T2 = 1x1 ⊗ V (x2, . . . , xn) est annule´e par les Lij et en particulier :
0 = 1x1 ⊗ LijV avec : 2 ≤ i ≤ n− 1 et i < j ≤ n.
Donc V est invariante par le sous-groupe unipotent standard de GL(n − 1,R) ope´rant dans
Rn−1 = {(0, x2, . . . , xn)|(x2, . . . , xn) ∈ Rn−1}.
Proposition : Soit n ≥ 2. Soit L un champ de vecteurs a` parame`tres sur Rn qui annule toutes
les distributions invariantes. Alors :
L =
∑
ϕij Lij
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De´monstration : On traite le cas n = 2. Les distributions invariantes s’e´crivent :
T = U(x1)⊗ δ(x2) + 1x1 ⊗ V (x2)
ou` U et V sont des distributions arbitraires.
Soit L = a(w, x1, x2)
∂
∂x1
+ b(w, x1, x2)
∂
∂x2
(w est le parame`tre).
• L(1x1 ⊗ V (x2)) = 0, avec V arbitraire (par exemple V = x2), donne b = 0.
• a(w, x1, x2)
dU
dx1
⊗ δ(x2) = 0 avec U arbitraire e´quivaut a` :
a(w, x1, 0)
dU
dx1
= 0, avec U arbitraire,
d’ou` a(w, x1, 0) = 0, et il existe une fonction ϕ(w, x1, x2) telle que : a(w, x1, x2) = x2ϕ(w, x1, x2).
Donc L = ϕx2
∂
∂x1
.
• On traite le cas ge´ne´ral, par re´currence sur n.
L = a1(w, x)
∂
∂x1
+ a2(w, x)
∂
∂x2
+ · · ·+ an(w, x)
∂
∂xn
T = U(x1)⊗ δ(x2, . . . , xn) + 1x1 ⊗ V (x2, . . . , xn)
Par l’hypothe`se de re´currence :
L0 =
n∑
j=2
aj(w, x)
∂
∂xj
s’e´crit :
L0 =
∑
ϕij(w, x)Lij(x) (2 ≤ i).
D’ou` :
a1
∂
∂x1
.U(x1)⊗ δ(x2, . . . , xn) = 0
et :
a1(w, x1, 0, . . . , 0)
dU
dx1
= 0
pour toute distribution U . Il existe donc des fonctions ϕ2(w, x), . . . , ϕn(w, x) telles que :
a1(w, x) = x2 ϕ2(w, x) + x3 ϕ3(w, x) + · · ·+ xnϕn(w, x).
D’ou` : L = ϕ2x2
∂
∂x1
+ · · ·+ ϕnxn
∂
∂x1
+
∑
i≥2 ϕij(w, x)Lij(x).
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3.2.2. Ici G est le sous-groupe unipotent de GL(n,R) :
G = {exp(tX) | t ∈ R}
X =


0 1 0 . . . 0
0 0 1
...
...
...
. . .
. . . 0
...
...
. . .
. . . 1
0 0 0 . . . 0


(Si (e1, . . . , en) est la base canonique de R
n, l’endomorphisme f de Rn dont la matrice est X ,
ve´rifie :
f(e1) = 0 f(ej) = ej−1 (2 ≤ j ≤ n)), (n ≥ 3).
La repre´sentation naturelle de G dans Rn est la restriction a` N =
{(1 t
0 1
)
| t ∈ R
}
de la
repre´sentation irre´ductible de dimension n de SL(2,R).
1. Soit Ω l’ensemble des x = (x1, . . . , xn) tels que xn 6= 0 et soit H l’hyperplan d’e´quation
xn−1 = 0. Pour chaque x dans Ω, la G-orbite G.x rencontre H en un point et un seul R(x),
dont les coordonne´es dans la base canonique : Q1, . . . , Qn−2, Qn−1 (on a donc :
G.x ∩H = R(x) = (Q1(x), Q2(x), . . . , Qn−2(x), 0, Qn−1(x))
sont des fonctions rationnelles (de x dans Ω), qui se´parent les orbites de G dans Ω, et en
fait engendrent le corps des fonctions rationnelles G-invariantes sur Rn.
2. Pour chaque x dans Rn, on pose :
Pr(x) = x
n−r−1
n Qr(x) 1 ≤ r ≤ n− 2
Pn−1(x) = xn
Les fonctions P1, . . . , Pn−1 sont en fait des fonctions polynoˆmes G-invariantes, alge´brique-
ment inde´pendantes qui engendrent le corps des fonctions rationnelles invariantes, mais ne
constituent pas un syste`me de ge´ne´rateurs de l’alge`bre des polynoˆmes invariants. Pre´cise´-
ment, si P est une fonction polynoˆme invariante, il existe un entier naturel k tel que :
xknP ∈ R[P1, . . . , Pn−1].
Les polynoˆmes P1, . . . , Pn−1 peuvent eˆtre explicitement e´crits dans les variables x1, . . . , xn,
par exemple, lorsque n = 3 :
P1(x1, x2, x3) = x1x3 −
1
2
x22
P2(x1, x2, x3) = x3
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3. On peut alors de´montrer, par re´currence sur n ≥ 3 le re´sultat suivant : Soit L = a1
∂
∂x1
+
· · ·+an
∂
∂xn
un champ de vecteurs sur Rn qui annule les fonctions P1, . . . , Pn. Il existe alors
une fonction ϕ telle que :
L = ϕ
(
x2
∂
∂x1
+ x3
∂
∂x2
+ · · ·+ xn
∂
∂xn−1
)
Sachant que : (
x2
∂
∂x1
+ · · ·+ xn
∂
∂xn−1
)
f =
( d
dt
)
0
f(exp(tX)x)
ce re´sultat signifie que G est caracte´rise´ par ses polynoˆmes invariants.
Remarque : - Supposons n = 3, et L = a1
∂
∂x1
+ a2
∂
∂x2
+ a3
∂
∂x3
. Si LP2 = 0, on a : a3 = 0.
Si LP1 = 0, on a :
a1x3 − a2x2 = 0
d’ou` a1 = ϕx2, a2 = ϕx3 et L = ϕ(x2
∂
∂x1
+ x3
∂
∂x2
).
- La re´duction du cas de la dimension n a` la dimension (n− 1), utilise les proprie´te´s :
. La variable x1 n’apparaˆıt que dans le polynoˆme P1 et
∂P1
∂x1
= xn−1n .
. Les polynoˆmes P2, . . . , Pn jouent le roˆle de P1, . . . , Pn dans le cas de la dimension
(n− 1).
4. Dans le cas n = 2, il y a un seul polynoˆme P (x1, x2) = x2 et le re´sultat pre´ce´dent n’est
pas valable. On a vu par contre dans 3.2.1. ci-dessus, que l’ensemble des distributions
invariantes est caracte´ristique.
Conjecture : Lorsque G est un sous-groupe ferme´ connexe du sous-groupe unipotent
standard de GL(n,R), l’espace des distributions G-invariantes sur Rn caracte´rise l’alge`bre
de Lie des champs de vecteurs associe´s a` l’ope´ration de G dans Rn.
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