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Abstract  
This thesis is concerned with the preparation, and subsequent investigation of, 
titanium dioxide (TiO2) nanomaterials and their ability to remove phenol from gas 
streams for application towards the abatement of polluted land fill gas (LFG). Using the 
well documented ability of TiO2 to excite an electron by UV light, phenol was removed 
from gas streams to investigate the efficacy of TiO2 nanomaterials. Phenol was chosen 
as a representative VOC but the catalysts were proven to also remove four other organic 
compounds during gas phase photocatalysis. It was found that in loadings of 1 mol % 
the degradation of phenol could be increased relative to pristine TiO2 nanofibres. The 
activity of six metal oxide dopants were fairly compared to one another where it was 
found that cobalt doped TiO2 showed very high activity, more so than P25 powder. 
Furthermore, mono-metallic cobalt nanomaterials were shown to degrade phenol in the 
gas phase, however, more studies are required on these materials.  
Supports for TiO2 were investigated in order to provide a more practical catalyst 
for industrial continuous flow reactors. These included novel zeolite:titania composites 
which were fibrous, non-woven mats of these materials were prepared by 
electrospinning and were shown to effectively remove phenol from polluted gas stream. 
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1. Introduction 
1.1 General Introduction 
In recent years environmental concerns have been a hot topic, with governments 
worldwide under pressure to reduce chemical emissions, conserve natural resources and 
protect the land. The need for technology for the reduction of toxic emissions, 
especially from industrial manufacturers and automobiles, has been particularly 
prevalent. A component of these chemical emissions are classified as Volatile Organic 
Compounds (VOC), defined as “any organic compound having an initial boiling point 
less than or equal to 250 °C measured at a standard pressure of 101.3 kPa.”1 Industries 
are under pressure to reduce their emissions as controlled by The Volatile Organic 
Compounds in Paints, Varnishes and Vehicle Refinishing Products Regulations of 2005 
and amendments in 2009, 2010 and 2012.
2
  
One specific source of VOCs, and a target area for remediation, is landfill waste 
gas (LFG). LFG is biogas composed of ~55 % CH4 and 45 % CO2, with impurities such 
as H2S, siloxanes and VOCs.
3
 Due to the ability to combust methane for fuel, there is 
the potential for landfill sites to function as a renewable energy source.
4
 However, the 
quality of the LFG must be improved by removing the impurities before it can be used 
as an energy source.  
At present, only limited technology exists to remove some of these impurities 
from the waste gas emitted, where improvements can be made in areas such as 
selectivity and catalyst regeneration. Present systems focus on filtering: for example 
Siemens advocate the use of granulated activated carbon to trap VOCs in both the liquid 
and gas phase.
5
 Another system, used by PpTek of Sussex, is polystyrene beads which 
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adsorb incoming VOCs in the gas phase.
6
 There is a draw back in that these beads can 
be blocked by siloxane compounds, deactivating the catalyst. A large drawback for both 
of these methods is that the filtration medium requires either expensive regeneration by 
thermal oxidation or inefficient disposal. Biofilters have been used as alternatives to 
VOC degradation, where the pollutants are trapped by a medium either coated in bio-
organisms, or transferred to a compartment containing bio-organisms. These organisms, 
which can be bacteria or fungi, naturally decompose the VOCs, however, in order to 
degrade a large breadth of VOCs, multiple species of organisms are required. 
Furthermore, because of the living nature of these organisms they can suffer from 
deactivation by certain harmful compounds and changes in pH.
7
  
Focusing on the points made above, I aim to develop an energy efficient 
technology to remove a variety of target VOCs from biogas through a catalytic process. 
I focus on the demonstration of the application of TiO2 based nanomaterials as the 
catalysts for photoexcited oxidation of VOCs. In this work, phenol was chosen as an 
example of a typical VOC. Long term goals of the project include further improving the 
reactivity and selectivity of the catalysts, specifically towards siloxanes and the 
conversion of biogas into fuel, such as butanol. This would render the catalytic reactor 
self-sufficient and would put energy back into the electrical grid. 
This thesis is composed of the following chapters: Chapter one is a literature 
review of the chemistry and physics of nanomaterials and a review of the most common 
methods used to analyse them. Sections 1.3-1.7 were written with the help of the 
literature referenced in the bibliography. 
Chapter two focuses on the preparation of TiO2 nanofibres, including 
preparation of electrospinning solutions, electrospinning and calcination. The variables 
16 
 
 
 
affecting electrospinning have been investigated with respect to their effect on nanofibre 
diameter and diameter distribution. This has been published in the Journal of Polymer 
Engineering (2013, 33, 5, 453-461). An analysis of calcination was performed with 
reference to X-ray diffraction, differential scanning calorimetry, infra-red and ultra-
violet spectroscopies and links drawn between crystal phase and photocatalytic activity. 
Chapter three introduces photocatalysis in earnest and describes the 
photocatalytic processes and the efficiencies of TiO2 nanofibres compared to P25. The 
role of light was investigated as a function of catalyst efficiency and additionally, the 
activation of TiO2 by heat was explored.  
Chapter four investigates the differences in activity and possible explanations 
for these changes with respect to six different d-block metals: chromium, cobalt, copper, 
iron, nickel and vanadium. 
Chapter five explores the application of silica and titania supports of TiO2, to 
increase the applicability to industrial applications. Dip-coated and fibrous zeolites were 
prepared as were dip-coated glass fibres and P25 doped nanofibres. These series of 
catalysts showed excellent activity and are promising for the future. 
Chapter six addresses the success of the project with respect to the goals set out 
in the general introduction of this thesis. 
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1.2 The Chronicle of Nanomaterials 
It is often thought that Richard Feynman inspired what later became known as 
nanotechnology after his 1959 lecture entitled "There's plenty of room at the bottom", 
during which he envisioned the manipulation of individual atoms.
8
 However, research 
into the field of nanomaterials with sub-micron dimension was only dramatically 
enhanced by the development of high resolution microscopy techniques, such as the 
scanning electron microscope (SEM),
9
 transmission electron microscope (TEM),
10
 
atomic force microscope (AFM)
11,12
 and scanning tunnelling microscope (STM), the 
last of which led to the award of the Nobel Prize in physics to Binnig and Rohrer in 
1986.
13
  
Modern nanomaterials were bench marked by the discovery of C60, part of a 
class of carbon compounds named fullerenes, in 1985 by  Kroto, Curl and Smalley, who 
were awarded the Nobel Prize in chemistry in 1996.
14
 Fullerenes are closed spheres 
composed of five and six carbon rings that are sp
2
 hybridised. In a similar synthetic 
process, elongated fullerenes, in the form of nanotubes, were discovered in 1991.
15
 The 
significance of the finding of tubular structures has lead to a wider application of 
nanomaterials in different areas, which in turn, has stimulated the development of a 
variety of nanostructured materials. The most common of these nanomaterials are: 
powders, metal oxide fibres (the focus of this research), metal oxide rods and tubes, 
numerous silicon morphologies and quantum dots, the most common of which are CdS 
and CdSe. 
The combined effect of these 20th century discoveries was the beginning of 
what are now known as nanomaterials: these are currently defined as “a natural, 
incidental or manufactured material containing particles, in an unbound state or as an 
18 
 
 
 
aggregate or as an agglomerate, and where, for 50% or more of the particles in the 
number size distribution, one or more external dimensions is in the size range 1 nm~100 
nm.”16  
 
1.2.1 Applications of Nanomaterials 
Nanomaterials of a given composition display very different properties when 
compared to the bulk material of the same composition. For example, Zsigmondy found 
that a colloidal gold solution was red, not yellow as is observed in the bulk material.
17
 
The fundamental reason for the disparity between the bulk and nanomaterials is found 
in the quantum mechanical description of the material at these length scales (Section 
1.4). This can be observed in quantum dots where an increase in energy is observed as 
size decreases (Section 1.8.4). This disparity between bulk and nanomaterials offers 
new opportunities in the applications of nanomaterials. For example, in the field of 
nanoelectronics, carbon nanotubes have been shown to act as single electron transistors 
at room temperature
18
 and radio frequency mixers for use in electromagnetic wave 
processing.
19
 Later, it was found that the use of carbon nanotubes is limited by the 
reproducibility therefore Ge/Si nanowires were developed for the same application.
20
 
Nanomaterials are also of importance to medicine where biologically compatible 
nanofibres have been used to replace damaged cardio tissue.
21
 Semiconductor quantum 
dots (QD) are excellent candidates in biomedical applications since their fluorescence is 
tuneable by adjusting the size of the QDs.
22
 CdSe quantum dots, encapsulated in poly 
ethylene glycol (PEG), have been used to detect prostate cancer cells in mice.
23
 As 
fluorescence is easily tracked by spectroscopy, it has given rise to an effective technique 
for diagnosis.
24
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Of great importance are metal oxide semiconductor (MOS) nanomaterials, the 
focus of this project. They have been used for highly selective, high sensitivity gas 
sensors.
25.26
 The photocatalytic properties of semiconductor nanomaterials have made 
them excellent photocatalysts for applications in green chemistry, namely 
environmental remediation and renewable energy. For example water splitting with 
doped TiO2, as first discovered by Fujishima and Honda, developed hydrogen fuel 
production by UV light activation, a potential source of clean, renewable energy, 
converting solar energy into chemical energy.
27,28
 Since then, TiO2 has been regularly 
used for the photocatalytic splitting of water with a standard three electrode set-up 
shown in Figure 1.1. Under illumination of the TiO2 photoanode, electrons will be 
excited to the conduction band and transfer to the counter electrode (platinum) which 
will leave holes in the valence band. The holes will oxidise water to oxygen and the 
electrons on the platinum counter electrode will reduce water to hydrogen. To facilitate 
the redox, an electrolyte is added between the cathode and anode, which determines the 
nature of the redox reactions. If using a base, the OH
-
 rather than H
+
 is involved in the 
redox reactions. 
20 
 
 
 
 
Figure 1.1. Diagram of a typical water splitting set-up. In the left-hand cell the TiO2 anode 
produces electrons by photoexcitation. These electrons are carried to the platinum counter 
electrode (right-hand cell). The electrons in the right-hand cell will reduce water to 
hydrogen and the holes left behind in the left-hand cell will oxidise water to oxygen. 
Picture courtesy of Rantej Kler.
29
 
          
               
                                                     
       
               
                                                          
                                                                                                                     
Scheme 1.1. Splitting of water using a basic electrolyte where (a) is the reduction of water 
at the platinum counter electrode, (b) is the oxidation at the anode and (c) is the overall 
equation of water splitting. 
The reverse of water-splitting takes place in an electrochemical fuel cell, which 
converts the stored chemical energy, from hydrogen, into electricity with mechanical 
21 
 
 
 
power. A fuel cell consists of an anode and a cathode with an electrolyte layer between 
the two (Figure 1.2). A fuel, most commonly H2, is pumped into the cell and split into 
an electron and a proton. The proton can travel through the electrolyte but the electron 
instead is transferred to the cathode through an external circuit, creating a direct current 
for as long as fuel is being supplied.
30
   
 
Figure 1.2. Diagram of an electrochemical fuel cell. This fuel cell demonstrates the 
opposite of water-splitting, where H2 is supplied as the fuel source to be converted by 
redox to H2O.
30
 
MOS nanomaterials are also suitable as photocatalysts for the abatement of 
pollutants in the gas and liquid phases. The former is of particular relevance to this 
project, which details the removal of VOCs from biogas using UV illuminated titania. 
22 
 
 
 
The use of nanomorphologies of TiO2 to reduce the concentration of pollutants from the 
gas phase is discussed in detail in Sections 3, 4 and 5. The by-products of these 
reactions are inorganic acids, water and carbon dioxide. Here, the carbon cycle can in 
theory be closed if the generated carbon dioxide can be further converted to 
hydrocarbons and alcohols as a renewable fuel source. This process occurs naturally in 
photosynthesis, therefore research has been ongoing towards synthetic replication. 
Although bio-organisms are frequently used to facilitate these transformations,
31
 
nanomaterials have also shown promise in this field.
32
 Both cobalt and copper based 
nanostructures have been activated with UV light in the presence of CO2, producing 
hydrogen, and a complex mixture of alkanes, alkenes and alcohols.
33
 Figure 1.3 
summarises some of the possible applications of photoactivated titanium dioxide, the 
metal oxide semiconductor used in this project.
34
 
 
 
 Figure 1.3. Applications of photoactivated TiO2.
34
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1.3 Structure of Materials 
1.3.1 Crystal Structure 
A lattice is an infinite, 3D array of points each with identical symmetry and 
properties. The lattice is the basic structure of a crystal and is a 'scaffold' on to which a 
structural basis, or motif, can be set. The imposition of this structural motif on a 3D 
lattice yields the crystal structure of the material. The example of the convolution of 
motif and lattice is illustrated in Figure 1.4. 
 
 
Figure 1.4. Convolution of the lattice (left) and structural motif (middle) to yield the 
crystal structure. 
A unit cell can be formed by drawing lines between adjacent points of the lattice 
to form a parallelepiped (Figure 1.5). There are many possibilities of parallelepiped that 
can be drawn that contain the entire motif, but the one that has the shortest sides which 
are nearest to perpendicular is usually chosen as the representative unit cell.  
24 
 
 
 
 
Figure 1.5. Example of a parallelepiped unit cell, derived from the crystal structure.Vector 
b and angle   are located on the opposite side for clarity. 
The vectors of the unit cell are labelled a, b and c and the angles between them 
are labelled          , defined as the lattice parameters. This unit cell has translational 
symmetry to all other cells. The translations of the unit cell are of the form,      
     , where           are integers. Using these translations of the unit cell the 
entire crystal structure can be built with no loss of information. The unit cell is repeated 
to fill all of the space in the crystal lattice, making it an example of tessellation in 3D 
space. 
The shape of the unit cell can be classified into fourteen 3D crystal lattices that 
can be sub-divided into seven crystal systems as a function of their symmetry, where 
their symmetry is determined by the relationship between the lattice constants and 
angles between lattice vectors (Table 1.1). This gives rise to fourteen 3D crystal lattices, 
known as the Bravais lattices.  
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Table 1.1. Structural classifications of the seven types of crystal system, with respect to 
their symmetry and physical parameters. 
System Rotational 
Symmetry 
Conditions Bravais 
Lattices 
Triclinic C1 a≠b≠c 
α≠β≠γ 
1 
Monoclinic One C2 a≠b≠c 
α=β=90⁰≠γ 
2 
Orthorhombic Three C2 a≠b≠c 
α=β=γ=90⁰ 
4 
Tetragonal One C4 a=b≠c 
α=β=γ=90⁰ 
2 
Cubic Four C3 a=b=c 
α=β=γ=90⁰ 
3 
Trigonal 
Rhombohedral 
One C3 a=b=c 
α=β=γ≠90⁰ 
1 
Hexagonal One C6 a=b≠c 
α=β=90⁰ 
γ=120⁰ 
1 
 
These seven 3D crystal systems can be further divided based on where the lattice 
points are in the parallelepiped (Figure 1.6). When the lattice points are in the corner of 
the cell it is a primitive unit cell (p). When this cell has a further point at its centre, it is 
a body-centred unit cell (i). Where the cell has the corner points plus a point at the 
centre of each of its faces it is described as a face-centred unit cell (f). When the cell has 
points at its corners and at the centre of two opposite faces it is a side-centred unit cell 
(a, b or c depending on the side that the points are on). The monoclinic crystal unit cell 
can be either primitive or base-centred, meanwhile, the cubic crystal unit cell can be a 
26 
 
 
 
primitive, face centred or body centred unit cell. Therefore, there are two types of 
crystal lattice in a monoclinic crystal and three types of crystal lattice in a cubic crystal. 
The symmetry and shape of the unit cell lattice for a particular crystal is determined by 
the nature of the bonding.  
 
Figure 1.6. Bravis lattices for cubic 3D crystal structure types, showing the position of 
atoms that give rise to these distinctions. 
A reciprocal lattice can be constructed from the Fourier transformation of the 
real space lattice into momentum space. It is called momentum space as momentum (p) 
is directly proportional to the wave vector (k) and inversely proportional to wavelength 
(  , where   is the reduced Planck’s constant. 
                                                              (1.1) 
                                                              (1.2) 
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The vectors between the momentum space lattice points are the Fourier transforms of 
the real space lattice point distances. The primitive vectors of reciprocal space are given 
by the lattice vectors of the real space cell, 
  
   
       
                                                        (1.3) 
  
   
       
                                                       (1.4) 
  
   
       
                                                       (1.5) 
where             are the basis vectors of reciprocal space, a, b and c are the real space 
vectors and         is the volume of the real space cell. The formulae shown in 
Equations 1.3-1.5 specify that if two of the real space lattice vectors increase, the 
reciprocal vector that is perpendicular will also increase. 
Crystal unit cells are formed with lattice points which also form crystal planes. 
The crystal planes are classified in relationship to lattice constants through Miller 
indices, which are defined as the reciprocals of the intersection distance of a plane 
though the real space vectors. The Miller indices quantify and assign the orientation of 
these planes with respect to the cell axis, using hkl notation. In reciprocal space, infinity 
becomes 0, and fractions become their reciprocal. This allows for hkl values to all be 
integers. For example 1⁄2, 1,  becomes 210; this plane is shown in Figure 1.7.  
28 
 
 
 
 
Figure 1.7. The 210 plane of a cell. 
When written as (hkl) this refers to a plane going through a specified axis. When 
depicted as {hkl} this refers to a family of equivalent planes, for example {100} is 
(100), (010) and (001). An entire crystal can be described in terms of the distance and 
vector of the hkl planes in the reciprocal lattice,              respectively. These can be 
combined to describe the lattice in terms of a unit vector G, where 
                                                                (1.6) 
In a cubic lattice,  
     
 
          
 
  
                                                 (1.7) 
The Miller indices are the lowest possible integers of plane intersections, where 
higher indices describe planes of increasingly small divisions. For example the (200) 
plane will have half the spacing of the (100) plane. In powder X-ray diffraction, the low 
index planes will appear at lower d-values, where d is the plane spacing. It should be 
noted that the Miller indices represent the relative distances and orientations of the 
planes in reciprocal space, where the reciprocal space planes do not necessarily coincide 
with lattice points in real space.  
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1.3.2 Electronic Structure of Crystals 
Due to the very large number of atoms present in a material, the number of 
orbitals in energy space is also very large, thus forming a continuum of states, referred 
to as bands, where many of these will have only negligible differences in the energy 
continuum. Figure 1.8 shows the electronic structures as a function of number of atoms 
within a cluster. For an isolated atom (Figure 8(a)), only the atomic orbitals are 
observed. Upon forming a diatomic molecule (Figure 8(b)) the atomic orbitals overlap 
to form the molecular bonding (lower energy) and anti-bonding (higher energy) orbitals. 
As the number of atoms increases to form a cluster (Figure 8(c), the number of bonding 
and anti-bonding orbitals remains consistent with those present in the individual atoms, 
but can still be observed as distinct orbitals. As the number of atoms further increases to 
the bulk (Figure 8(d), the number of molecular orbitals becomes large, and due to the 
similarity of their energy, form bands rather than distinct orbitals. The highest occupied 
band is called the valence band (VB) and the lowest unoccupied band is called the 
conduction band (CB). 
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Figure 1.8. Graphic representation of the evolution from the quantum level to the classical 
level, with regard to the electronic structure of a material. Where; (a) atom, (b) small 
molecule, (c) cluster and (d) bulk. When the number of atoms, and therefore orbitals 
increases (a-d), the difference in energy between the orbitals becomes less well defined and 
give rise to band-structure (d). 
The highest point of the top band in the valence band is called the valence band 
maximum (VBM). The lowest point of the lowest band in the conduction band is called 
the conduction band minimum (CBM). The distribution of the molecular orbitals as a 
function of energy is called the density of states, where some energy levels are 
forbidden and therefore will be empty of electron density. When this region extends 
through all k vectors, it is called the band gap, where k is the crystal wavevector and 
must obey the selection rule     , in order to conserve crystal momentum. If the 
promotion of an electron from the VBM to the CBM requires no change in vector (k) 
then the bandgap is considered direct. An indirect bandgap is where      (Figure 
1.9). 
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Figure 1.9. Direct and indirect bandgaps, where the direct band-gap shows no change in 
wave-vector of the excitation (shown as one straight line) and the indirect band-gap shows 
a change in wave-vector (shown as two perpendicular lines). 
 
1.4 Properties of Nanomaterials 
1.4.1 Quantum Size Effects 
As the physical size of nanomaterials are of the nanometer scale, they contain a 
relatively small number of atoms compared to bulk materials. With such a size domain, 
the electronic structure of the materials becomes a direct function of the crystal size. 
The effects that arise from the reduced lattice size are called quantum size effects, 
which are related to the energy changes caused by the quantisation of the electrons in 
the nanomaterial. This quantisation can be simulated using the particle in the box 
model, which describes the energy changes of an electron when placed under physical 
boundaries. A particle is placed in a 'box', of width x and potential V, where there is 
infinite potential for all values of   except for a portion of length L, for which V(x)=0 
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where       (Figure 1.10). Because the walls have infinite potential energy, the 
particle has zero probability of existing outside of the box. 
 
Figure 1.10. Schematic representation of the box into which the particle is confined. 
Where 0 and L and the box edges and x is the distance between these boundaries. V is the 
potential of the box, which reaches infinity at the edges (0 and L) 
Through the Schr  dinger equation we can determine the energy of a free 
particle,  
  
  
   
   
                                                                  (1.8) 
This can be solved for, 
                                                               (1.9) 
Where A and B are constants. As the wavefunction is zero at the edges of the box, 
                  ,  A=0, so the cosine term is removed, and      . These 
are the boundary conditions. B then becomes, 
                                                                 (1.10) 
33 
 
 
 
When the Schr  dinger equation acts upon the wavefunction, 
                                                     (1.11) 
 
then the value for the energy in terms of n is returned as, 
   
    
    
                                                            (1.12) 
Because of the dependence on the value of n, an electron can only possess discrete 
wavefunctions and therefore discrete energies. Due to this only certain energy levels are 
permitted. At n=1 the wavefunction is distributed over all L. At higher values of n there 
are nodes along L. However, as n tends towards infinity the number of nodes ensures 
that the probability distribution becomes smooth, leading towards the classical 
behaviour of an electron in a potential.  
As    
 
  
 , the reduction of length of the box increases the energy of the bands. This is 
shown in Figure 1.11 which is a simulation of electron energy values as a function of 
box lengths. These energies have been calculated for lengths of 1-100 nm using 
9.11x10
-31 
kg for the mass of an electron. It can be seen that the energy of the electron 
increases dramatically as the length decreases. Also shown is how these energies 
increase as the quantum number n is also increased. 
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Figure 1.11. Simulation of the energy of a particle as a function of length. The black line 
shows the energy decreasing as box length increases when quantum number n=1. The red 
line depicts the decrease in energy of a particle in a box when n=2. It can be seen that for 
n=2 the starting energy is greater than that of n=1. 
The quantisation of energy and its subsequent reliance on material size is also 
observed experimentally. For example, Figure 1.12 shows how the energy of optical 
absorption of CdSe increases as the cluster size decreases. 
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Figure 1.12. Optical density of CdSe as a function of size. As the size of the clusters 
decreases, the associated energies increase, due to quantisation of the electrons within the 
material.
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1.4.2 Surface to Volume Effects 
Due to the small dimension of nanomaterials, their density of surface area is 
large compared to bulk materials. This is of great importance in chemical reactions as 
the reactions between gas molecules on a solid surface will occur at a faster rate when 
there are a larger number of surface atoms. The surface area density is a function of 
volume and surface area. They do not scale linearly. If a cubic structure has an edge of 
length L, then the area of the surface of a face is L
2
 and the total volume of the cube is 
L
3
. The density of the surface area is proportional to 1/L, therefore, smaller particle 
sizes will help to achieve large surface area. As the number of atoms (n) increases the, 
volume of the cube increases at a higher rate than the surface atoms. This is 
demonstrated in Figure 1.13 where a cube of n atoms has been plotted against its 
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surface atoms. As n tends towards infinity the number of atoms present on the surface is 
insignificant compared to the number of internal atoms. Conversely, in a nanomaterial, 
where n is small, a large fraction of the total atoms are found at the surface. As surface 
atoms are more likely to be coordinatively unsaturated compared to internal atoms, 
materials with a lower value of n will have a lower associated stability.  
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Figure 1.13.The dependence of surface and volume atoms on the number of surface atoms 
in a cube. It can be observed that the surface atoms form a far smaller percentage of the 
composition for large clusters. 
The implication of surface atoms stability can be seen in the melting points of 
CdS, where melting point increases with crystal size. As Figure 1.14 shows, as the 
atomic radius decreases, the melting temperature of CdS decreases. As the radius 
increases the melting point becomes closer to that of the bulk material.    
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Figure 1.14. Melting point of CdS is shown to decrease as the particle radius decreases due 
to quantum size effects.
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This relationship was mathematically explained by the Gibbs-Thomson equation,
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                                                     (1.13) 
Where;     is the reduction of the melting temperature of the cluster, r is the radius of 
the cluster,   
  is the melting temperature of the bulk material,       is the molar 
volume of the liquid,     is the interfacial surface tension at the liquid-solid boundary 
and      is the bulk enthalpy of melting. Equation 1.13 demonstrates that the reduction 
of the melting point is inversely proportional to the size of the clusters, as the surface 
energy is increased for smaller clusters. 
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1.5 Analysis of Nanomaterials 
The properties of materials are strongly influenced by their physical and 
electronic structure, therefore it is necessary to be able to analyse both of these facets 
accurately and reliably. For materials chemists, X-ray diffraction and SEM imaging are 
often the first instruments used, yielding information about the crystal structure and 
morphology of a material respectively. However, further analysis by additional 
techniques will yield even more information about a material, such as elemental 
composition, oxidation state, bandgap distance or even density of states. A brief 
description of the most common of these analyses is presented below including their 
applications towards the investigation of nanomaterials. 
 
1.5.1 Structural Analysis 
Diffraction 
Diffraction is the elastic scattering of radiation from a material. It is an effective, 
non-destructive method for structural determination and estimation of particle size in 
solids. Diffraction is a perturbation of an incident wave, with interference, by the 
periodic electron density     of atoms in a crystal which gives information on the 
spacing and relative orientations of the electron density in a material. The incident 
radiation is considered a wave, where the wavelength for X-rays is of the order ~10
-10 
m, and does not change in wavelength when they are scattered. The necessity of a 
wavelength of this scale is that it must be of the same order as the distribution of 
scattering density. When the wave strikes the electron density, it causes it to oscillate at 
the same frequency as the incident radiation. These scattered waves are spherical and 
will overlap with oscillations from nearby electrons. In almost all directions there will 
39 
 
 
 
be destructive interference, however, in very few directions there will be constructive 
interference and a wave will exit the sample. When an X-ray is shone directly at a 
crystal with a screen placed behind it, the rays from constructive interference will 
scatter in a regular pattern on the screen, as shown in Figure 1.15. 
 
Figure 1.15. Scattering pattern of X-rays from a single crystal, showing the regular 
pattern of spots on the screen due to the long-range order in a single crystal. 
The diffraction pattern is collected for a range of angles by either rotating the 
crystal or rotating the beam around the crystal. The scattering pattern is the Fourier 
transform of the object. Once collected, the diffraction pattern is Fourier transformed to 
provide the electron density map of the object. 
As discussed in Section 1.3, a crystal is periodic with translational symmetry in 
all directions. It is this facet of the crystal that makes structural determination possible. 
The diffraction pattern is a direct result of the symmetry of the crystal.  Harvesting 
scattering data is possible because of the large number of regularly aligned atoms 
present in a crystalline sample. The symmetry of the diffraction yields information on 
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the symmetry of the unit cell, while the intensities provide information on the complete 
molecular structure. As all the information of the crystal is contained within the unit 
cell, information on the entire crystal can be extracted from analysis of just the unit cell. 
The diffraction pattern contains the amplitude of all the diffracted waves, however, the 
relative phases of the waves are lost which is known as the phase problem. This is 
overcome by a process called structure solution, which shall be discussed later in this 
section. 
 
Structural Determination via X-ray Diffraction 
X-ray diffraction can be divided in to two main sub classes based on sample 
type, single crystal and powder. Single crystal X-ray diffraction is primarily used for 
determining inter-atomic distances and molecular structure. This is possible because 
single crystals have long range structure. From the shape factor,     , the electron 
density, and therefore the atomic positions, can be determined within a unit cell. In 
practice this cannot be achieved by a direct Fourier transform of the scattering pattern 
due to the phase problem, so it is performed with either the Patterson or direct methods, 
which account for the phase problems in different mathematical ways. In the direct 
method, statistical relationships between the electron density of the atoms are exploited, 
and in the Patterson method the structure and phase factors are squared to give rise to 
inter-atomic vectors within the crystal.
38
 This is called the Patterson function and yields 
information on the atomic number of the atoms, making this a useful method for the 
determination of structures containing heavier elements.    
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In powder diffraction the sample is poly-crystalline; it is made up of many small 
crystals arranged in a random order. All Miller planes will be equally represented in the 
diffraction pattern. In the diffraction pattern, what were seen as sharp spots for single 
crystals are now seen as cones. Figure 1.16 shows a typical powder diffraction pattern 
from TiO2 nanofibres taken in our lab. These cones are arranged in a spacing 
determined by the spacing between the crystal planes.  
 
Figure 1.16. Powder diffraction pattern observed from pristine TiO2 nanofibres, where the 
cones respresent the Bragg planes of the material. From the centre, the cones are the 110, 
004 and 200 anatase planes. The slightly higher intensity on the left of the pattern infers 
preferential alignment. Collected on a Rigaku 007HF at University of Sussex, 2011. 
These are called Bragg peaks, where the constructive interference is predicted by  
nλ=2d sin                                                         (1.15) 
where d is the spacing between the crystal planes and   is the angle of the incident X-
ray (Figure 1.17). It defines that for two equal incident X-rays, one reflecting off the 
surface and one from the inside of the material, the distance the internal X-ray travels is 
42 
 
 
 
twice that of the plane separation. In order to be in phase with the surface reflected X-
ray, the internal X-ray must have travelled a whole number of wavelengths. 
 
 
Figure 1.17. Bragg diffraction showing two incoming waves reflecting from consecutive 
planes, exiting the sample with constructive interference.  
When trying to ascertain a crystal structure from a sample, the main difference 
between single crystal and powdered samples is that for a single crystal the structure can 
be solved but for a powder it is modelled, the most common method to do so being the 
Rietveld method. The Rietveld method is a least squares analysis that mathematically 
separates the diffraction peaks, which become overlapped in powdered samples. 
The diffraction observed in an experiment can be compared to those in a 
database, such as ICDD (International Centre for Diffraction Data, formally called Joint 
Committee on Powder Diffraction Standards) for chemical and phase analysis, for 
example differentiating between CuO and Cu2O or between rutile, anatase or brookite 
TiO2. Figure 1.18 shows a typical powder XRD pattern of P25, collected in our lab. In 
the pattern both the anatase and rutile indexes can be clearly distinguished from one 
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another. Furthermore, the percentage composition of each of the present components 
can be calculated via the relative intensities of the peaks. 
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Figure 1.18. Powder diffraction pattern of P25 TiO2, where the rutile (r) and anatase (a) 
phases can be distinguished from each other. Obtained at University of Sussex, 2012, Wei 
Cheet Lee and indexed from ICDD. 
In an amorphous sample the diffraction pattern is far harder to interpret as there 
is no long range periodic structure, therefore the diffraction patterns will no longer be 
regular, resulting in less intense, broader peaks. 
 
Particle Size Determination via X-ray diffraction 
The crystallite size in a nanomaterial can be determined using the X-ray data and 
applying the Scherrer equation, 
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                                                         (1.16) 
where   is the crystallite size, K is the shape factor,   is the line broadening at FWHM 
(full width half maximum, the width at half the maximum intensity) and   is the Bragg 
angle. As defined by Equation 1.16, as the crystallite size decreases, line broadening 
increases, therefore sharp diffraction peaks imply large crystallite size. When K is 
unknown and cannot be determined, 0.9 is used as a good estimate. A disadvantage of 
using the Scherrer equation to determine crystallite size is that it is only applicable for 
particles in the range of ~5-200 nm. This is because as the crystallite size increases, 
diffraction peak broadening decreases and peak broadening from other sources becomes 
significant. Significantly, the Scherrer equation can only estimate mean crystallite size, 
not particle size. 
The crystallite size of P25 of the sample presented in Figure 1.18 was estimated 
to be 16.5 nm, close to the particle size of ~21 nm, as stated by the suppliers (Sigma-
Aldrich). The lower estimated value is because the Scherrer equation only calculates a 
lower limit on crystallite size, as line broadening can come from other factors than the 
shape factor, such as lattice defects.  
 
1.5.2 Morphological Analysis 
Microscopy is often the first point of call for morphological analysis of 
nanomaterials due to its quick analysis time. The four most common microscopes used 
are the scanning tunnelling microscope (STM), atomic force microscope (AFM), 
transmission electron microscope (TEM) and the scanning electron microscope (SEM). 
STM and AFM allow for atomic resolution analysis by scanning a needle over the 
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material surface. In STM electrons quantum tunnel through the surface whereas in AFM 
the needle tip is repulsed by the electrons on the material surface. STM has been used to 
observe the 2x1 reconstructed surface of TiO2 (Figure 1.19).
39
  
 
Figure 1.19. STM image of rutile TiO2 011 2x1 reconstructed surface.
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AFM has been applied to the 3D surface mapping of materials, such as titanium 
dioxide. Figure 1.20 shows the surface morphology of TiO2 nanoparticles on a silicon 
substrate, from which particle size can also be determined.
40
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Figure 1.20. AFM image of TiO2 nanoparticles on a silicon substrate, where it would be 
possible to estimate crystallite size from the image.
40
 
Like STM, AFM can reach atomic scale resolution, but is disadvantaged by its 
slow analysis time and the relatively small surface area that can be analysed. 
 
Electron Microscopy 
The resolution of an image is of the order of the wavelength of radiation used to 
analyse the sample. For nanomaterials, the wavelength of visible light is too long to 
observe any features. A beam of electrons, often shortened to e-beam, have a 
wavelength of less than 1  , and therefore, theoretically it can be used to observe a 
material down to the atomic scale, however, in practice this depends on the precise 
microscope used. The resolution is typically in the region of 1-100 nm, which is a 
suitable scale for the analysis of nanomaterial morphology. The electron source is 
usually a heated filament, often tungsten, and accelerated through a potential (E) which 
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monochromates the beam into a single wavelength. The electron beam can be controlled 
by electrostatic or magnetic fields, allowing for analysis of particular regions of the 
observed sample.  
A drawback is that the sample is commonly placed under vacuum to increase the 
mean free path of the electrons, making the analysis of volatile materials problematic. 
The two most common electron microscopes are the transmission electron microscope 
(TEM) and the scanning electron microscope. The principle difference between the two 
is the interaction of the e-beam with the sample. In TEM, the electrons pass through the 
sample and are diffracted whereas in SEM the interactions are from either backscattered 
or secondary reflected electrons. Figure 1.21 shows the primary interactions of the e-
beam with the sample in electron microscopy. 
 
Figure 1.21. The interactions of an electron beam with a specimen. Backscattered and 
secondary electrons are associated with SEM and diffracted electrons are associated with 
TEM. 
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Transmission Electron Microscopy 
In TEM the electron beam is scattered by electrons in the sample with a strong 
scattering factor, as electron-electron interactions are strong. The diffraction pattern can 
be shown as the un-processed pattern or converted to an image of the sample. Figure 
1.22 shows the diffraction pattern of calcium carbonate taken by TEM, where the 
regular diffraction pattern can be observed.
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Figure 1.22. Diffraction pattern of calcium carbonate taken with a TEM, showing the 
regular patterns of spots, indicating a single crystal sample.
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A major disadvantage of TEM is that the sample can only have a maximum 
thickness, as the electrons must pass through the material. The maximum thickness is 
often in the region of 1 mm. However, a major advantage is that the high resolution of 
TEM allows for very short length scales to be observed. For example, Thamaphat et al. 
have estimated particle size from TEM images of TiO2, shown in Figure 1.23.
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Figure 1.23. TEM image of anatase TiO2 nanopowder.
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Scanning Electron Microscopy 
SEM can make use of back scattered or secondary electrons, where secondary 
electron imaging is the most commonly used method. Secondary electrons are Auger 
electrons (See Figure 1.30), detected by a scintillator, named an Everhart-Thornley 
detector, where intensity as a function of position is projected onto a video screen. Back 
scattered electrons are elastic with regard to the incident e-beam therefore they can be 
analysed as a function of Z, atomic number. This gives rise to a boost in contrast, as 
heavier nuclei will give more intense images.  
SEM is efficiently able to analyse a relatively large sample, but with much lower 
resolution than STM or AFM. The fast analysis time by SEM leads to it frequently 
being the first point of analysis for nanomaterials. 
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In this project secondary electron imaging has been used extensively in the 
analysis of both the morphology and dimensions of nanomaterials, including titania 
powder, fibres and particulated fibres, titania loaded zeolites and cobalt oxide and 
phosphate nanomorphologies. Figure 1.24 shows an SEM image of typical cobalt oxide 
nanofibres prepared in this project. From this image both the morphology and fibre 
diameter were estimated; they were found to be defect free and ~1000 nm diameter. 
Furthermore using SEM imaging of PMMA nanofibres, the relationships between 
morphology and electrospinning variables were determined (Section 2.3). 
 
 
 
 
 
Figure 1.24. Typical SEM image of cobalt oxide nanofibres produced in our lab. Collected 
2012. The diameter of the nanofibres was determined from these images (~1000 nm). 
  
1.5.3 Chemical and Oxidation State Analysis 
A further advantage of electron microscopes is that they can have integrated 
analytical methods, namely energy dispersive X-ray (EDX) and electron energy loss 
spectroscopy (EELS). These allow for elemental, and some electronic, analysis to 
complement the morphological information gained from electron microscopy. X-ray 
~5 μm 
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photoelectron spectroscopy (XPS) and Auger electron spectroscopy (AES) are related 
techniques that yield similar information. 
Both EELS and EDX require an incident beam of electrons. In EELS the e-beam 
is of a narrow de Broglie wavelength, where some of the electrons of the material will 
be inelastically scattered from processes such as core electron ionisation and valence 
band excitation. The energy difference from the inelastic scattering can be measured 
and will give details of the electronic structure of a material. For example, Akita et al. 
used an STEM with an integrated EELS to map the dispersion of gold across a titania 
surface (Figure 1.25).
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Figure 1.25. EELs spectrum of Au coated TiO2 showing the O-K edge of two samples, 
where 1 is a titania sample with a high density of Au and 2 is a titania sample with low 
density of Au.
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Furthermore, EELS has seen application in oxidation state determination,
44
 
valence band density of states
45
 and elemental analysis.
46
  
In EDX, a core electron is ionised by the e-beam, where a higher energy electron 
fills the hole with the subsequent release of X-ray radiation, this can be seen in Figure 
1.26. This radiation is a function of the element that is being investigated, allowing for 
elemental analysis. However, a drawback of EDX is that it is difficult to analyse 
elements of low effective charge (~Z <10), due to overlap of heavier element L and M 
lines with lighter element’s K lines. EELS performs better for elements of low Z, 
making them complementary techniques. In order to obtain quantitative elemental 
analysis, the sample must be compared to a known standard of the element in question.  
 
Figure 1.26. Mechanism of EDX showing the ionisation of an electron by external 
simulation and then a second electron falling into its place with the subsequent release of 
radiation. The energy of the radiation is of wavelength of X-rays. 
The X-rays are detected by a Si(Li) diode. When an X-ray hits the diode a 
number of electron-hole pairs are created which causes a change in voltage. The number 
of electron hole pairs created is proportional to the energy of the detected X-ray. The 
Si(Li) diode necessitates the presence of liquid nitrogen cooling, in order to keep the 
conductivity suitably low. The number of voltage pulses for a given detected X-ray, 
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called counts, is recorded. Combined with the raster scanning ability of SEM, EDX 
yields the concentration of an element in a particular area. Using mapping, the 
dispersion of an element over a given material can be recorded. In this project, extensive 
use has been made of an SEM with integrated EDX for elemental analysis of doped 
TiO2 nanofibres, cobalt oxide and phosphate nanomaterials and TiO2 loaded zeolites. 
Figure 1.27 shows a typical EDX spectrum of TiO2 loaded MCM41-S zeolite, where the 
silicon content of the alumina silicate zeolite is compared to the titanium content of 
TiO2, to determine their relative concentrations.  
Figure 1.27. Typical EDX spectrum of P25 loaded MCM41-S zeolite, where the intensities 
of the Si and Ti peaks can be used to determine the composition of the material. Obtained 
at University of Sussex from our experiments, 2012. 
 
X-ray Photoelectron Spectroscopy (XPS) 
Closely related to EDX is X-ray photoelectron spectroscopy. In XPS a sample is 
irradiated with an incident X-ray beam, where the radiation is of sufficiently high 
energy that the core electrons of an element are ionised. The counts of ionised electrons 
are recorded as a function of energy. A general mechanism of XPS is shown in Figure 
1.28, from the incident X-ray to the spectrum.  Because of the low mean free path of 
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electrons, XPS must be performed under ultra high vacuum and is only suitable for 
surface analysis.  
 
Figure 1.28. Diagram of XPS. Arrows indicate the pathway of incident X-rays and emitted 
electrons. 
The energy of these emitted core electrons is characteristic of the parent 
element, rendering XPS useful for elemental analysis. The electron ionisations indicate 
a valence band edge which can, when combined with another spectroscopic technique, 
can measure the band gap of a material. For example, combined with bremsstrahlung 
isochromat spectroscopy (BIS) the band gap of NiO was determined to be 4.3 eV, in 
agreement with local cluster computations at 5 eV (Figure 1.29).
47
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Figure 1.29. Combined XPS and BIS spectrum of NiO. The left-hand side (low energy) 
shows the valence band as determined by XPS. The right-hand side (high energy) shows 
the conduction band as determined by BIS.
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 Furthermore, XPS also has applications in the analysis of oxidation states of 
metals, for example determining that in SrFeO3 the iron is composed of Fe
3+
 and Fe
4+
 
ions.
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Auger Electron Spectroscopy (AES) 
During AES, a solid is irradiated with a type of radiation higher than the binding 
energy for an electron in a particular core. This leaves a hole that a higher energy 
electron can relax in to. This energy can be released as a photon, however; it could also 
transfer to a third electron, which will then be emitted from the sample. The ionisation 
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of these Auger electrons is shown in Figure 1.30. The second ionised electron is called 
the Auger electron. The mechanism of AES is similar to that of secondary electrons 
produced during SEM imaging. 
 
Figure 1.30. Diagram of AES. The external stimulation causes an initial ionisation. 
Another electron drops from a higher energy state into the hole left by the ionisation, 
releasing energy which is transferred to 3
rd
 electron. This 3
rd
 electron is the Auger 
electron. 
Auger transitions are characteristic of an atom therefore they can be used in 
elemental analysis, however, it also has applications in surface defect analysis, as 
surface defects lead to a noticeable difference in the spectrum (Figure 1.31).
49
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Figure 1.31. AES spectrum of the 110 plane of TiO2, where a-e indicate differing degrees 
of surface defects. As the degree of defects increases (a-e) the energy of the Auger electron 
is observed to increase.
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As with XPS, this technique is usually run under ultra high vacuum and is only 
suitable for top layer analysis because of the low mean free path of the Auger electron.  
 
1.5.4 Energetic Determination 
The ground state energies of electrons are quantised in a way determined by 
quantum mechanics. When these electrons are provided with sufficient energy from a 
radiation source, promotions can occur. The energy of a transition is a function of the 
difference in the gap between the ground and excited state energies therefore, if the 
energy is known, the gap between energy levels can be determined. Figure 1.32 
demonstrates the general transitions that can be measured between energy gaps. Eg is 
the energy gap between the highest occupied energy level and lowest unoccupied level. 
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IP is the ionisation potential of removing an electron to vacuum. EA is the electron 
affinity of the material obtaining an electron.  
 
Figure 1.32. Energy diagram showing the fundamental transitions of an electron. EA = 
electron affinity, Eg = energy gap and IP = ionisation potential. 
While no single technique exists that will suitably measure all of the transitions 
possible in a material, using a combination of techniques, a useful description of the 
electronics of a system can be discerned.  
Both X-ray and optical spectroscopies can be used to elucidate the electronic 
structure of a material, where the principle difference between the two is the different 
energies of the radiation. In practice this means that optical spectra are derived from the 
energy changes of outer electrons and X-ray spectra are derived from energy changes of 
the core electrons of an atom.  
 
X-ray Emission (Fluorescent) Spectroscopy (XES) 
During XES an electron is excited using X-ray radiation or an electron source. 
An electron from a higher energy state can then relax into the vacancy, releasing the 
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energy as a photon or as a soft X-ray. Mechanistically XES is analogous to 
luminescence but uses higher wavelength incident radiation and therefore has higher 
energy emissions. 
XES provides information of the local partial density of states for the valence 
band which, when combined with X-ray absorption spectroscopy (XAS), can elucidate 
the structure of the highest occupied and lowest unoccupied electronic regions.
50
 By 
superimposing the spectra from X-ray absorption and emission spectroscopies the band 
gap energy can be calculated. Figure 1.33 shows the superimposition of X-ray 
absorption and emission spectra of ZnO where the bandgap was determined to be ~3 
eV.
51
 
 
 
Figure 1.33. The difference between the valence band, determined by XES and conduction 
band, determined by XAS, are combined to determine that the band gap of ZnO is ~3 
eV.
51
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Optical Spectroscopy 
Optical spectroscopy is spectroscopy that is concerned with the use of radiation 
in the region of 10
-4
-10
-7
 m. This includes infra-red, visible and ultra-violet radiation, 
where the visible and ultra-violet regions are often recorded together. Compared to X-
ray radiation, these sources are low energy and, therefore, are regularly used in the 
analysis of lower energy transitions, such as measuring vibrational states or outer-shell 
excitations.  
 
Fourier Transform Infra-Red (FT-IR) 
Infra-red spectroscopy is often used to analyse the vibrational states of a 
material. These vibration energies are indicative of a particular bond, for example, the 
C=O band appears at 1740-1630 cm
-1
. Because of these characteristic peaks, IR 
spectroscopy is used intensely in functional group analysis. In order for a vibration to be 
IR active it has to obey the selection rule that there must be a change in the dipole 
moment between the two bonding atoms. Figure 1.34 shows a typical FT-IR spectrum 
of PMMA, where the modes of the PMMA functional groups can be observed. The 
intensitiy of the C=O stretch was recorded as a function of calcining temperature to 
elucidate the degradation pathway of PMMA during calcination. 
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Figure 1.34. Typical FT-IR spectrum of PMMA nanofibres, obtained in our lab. 
Assignments were taken from Haris et al..
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Visible Light Spectroscopy 
Visible light spectroscopy is concerned with transitions that either occur due to 
excitations via visible light (photoexcitation) or emit visible light 
(photoluminescence).Photoluminescence is perhaps the most well known visible light 
spectroscopic technique for nanomaterials as it is used in the analysis of quantum dots.   
In the analysis of quantum dots, the emitted photon energy can be used to 
determine particle size, as energy increases inversely with particle size.
16 
This can be 
observed in Figure 1.35, where the particle size of CdSe quantum dots has been 
determined by their fluorescence.
53
 It can be observed that as the particle size increases 
the intensity and energy of the fluorescence decrease. The reasons for this relationship is 
due to quantum size effects, which were discussed in detail in Section 1.4.1. 
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Figure 1.35. Fluorescence spectra of CdSe quantum dots and the particle size of each 
sample. It is observed the smaller the QD (green colours), the larger the absorbance.
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Ultra-Violet Visible (UV-Vis) Spectroscopy 
UV-Visible spectroscopy refers to absorbance and reflectance techniques where 
the incident radiation is from the UV-Vis region of the electromagnetic spectrum.  It is 
commonly used to determine the concentration of solutions by their absorbance, using 
the Beer-Lambert law, 
                                                               (1.17) 
where A is the absorption,   is the absorptivity, or molar extinction coefficient, C is the 
concentration and L is the path length of the cell. As Equation 1.17 shows, as the 
concentration of the solution increases, the absorbance also increases. Therefore, UV-
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Vis absorption spectroscopy is useful for the determination of concentration of analytes. 
It has been used extensively in this project to determine the rate of increase in 
concentration of phenol during photocatalysis by measuring the intensity of      of 
sodium phenolate (Sections 3, 4 and 5). 
When analysing solids, UV-Vis absorption can be impractical so reflectance is 
often used as an alternative. A sample is irradiated where the light scatters back to the 
detector. When the reflectance is symmetric with respect to the incident radiation it is 
titled specular reflection, however, when the reflectance is over all allowed angles it is 
titled diffuse reflectance (DRS) (Figure 1.36). An integrating sphere can be used 
alongside diffuse reflectance UV-Vis to uniformly scatter all reflected light, allowing 
for an average over all scattering angles. 
 
Figure 1.36. Specular and diffuse reflection. In specular reflection, the light is only 
reflected symmetrically with respect to the incoming radiation. In diffuse reflection the 
light is reflected over all allowed angles. 
The wavelength of UV-Vis light is sufficient to excite electrons across a 
bandgap, therefore it is used regularly in bandgap analysis of un-doped and doped 
nanomaterials, for example it has been successfully used in the determination of the 
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band gap in bulk and nano TiO2 materials.
54
 It is often used to measure any change in 
band-edge caused by the loading of dopants into TiO2 , where, as the loading of Cr 
increases (a→d), the band edge shifts towards the visible region of the electromagnetic 
spectrum (Figure 1.37).
55
  
  
Figure 1.37. Diffuse reflectance UV-Vis spectrum of chromium loaded TiO2. The band 
edge can be observed moving towards the visible region as Cr loading increases (a→d), 
due to the dopant altering the electronic structure.
55
 
 
UV radiation can also be used to ionise electrons in a technique analogous to 
XPS, termed ultraviolet photoelectron spectroscopy (UPS), where an outer shell 
electron is ionised by the relatively low energy UV radiation. UPS is most often applied 
to the determination of the valence band edge,
56,57
 however, Gall et al. used UPS in 
tandem with XPS to elucidate the valence band structure of ScN (Figure 1.38).
58
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Figure 1.38. Combined UPS and XPS spectrum of the valence band structure of ScN. The 
calculated valence band structure is shown by the dotted lines.
58
 
 The application of some of these techniques will be discussed throughout the 
remainder of this thesis, with particular reference to doped TiO2 nanomaterials.  
 
1.6 Semiconductors 
All materials can be classified by the size of the gap between the valence band 
and the conduction band, as conductors, semiconductors or insulators. The simplified 
band structures of the three materials are shown in Figure 1.39. In a conductor, the 
bandgap is non-existent, such as in metals, due to the overlap of the VB and CB. This 
allows for the flow of electrons without a potential barrier, which in turn gives rise to 
the conductive properties of metals. In insulators the bandgap is large (~> 4 eV) and 
cannot be easily surmounted. A semiconductor has a smaller bandgap (~< 4 eV) and, 
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when they are provided with a sufficient excitation energy, the energy gap can be 
bridged. Historically semiconductors have been called thermally dependent conductors, 
as thermal energy can be used to excite the electrons from VB to CB (discussed in 
Section 3.3), but the activation energy can also be supplied by photons through quantum 
transitions (discussed in Section 3.2). Photon activation of semiconductors is of great 
interest to green chemistry research as the quantum excitation process could be highly 
energetically effective as a free and unlimited supply of photons are available from the 
sun.  
 
Figure 1.39. Bandgaps of insulators, semiconductors and conductors/metals. On the left 
the valence and conduction bands overlap, giving rise to high conductivity. On the right 
the gap between the CB and VB is large, making the excitation of electrons across the gap 
difficult, resulting in an insulator. In the middle, the semi-conductor has a small band-gap, 
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where electron transitions are possible with the input of energy, allowing for conductivity 
under activation conditions. 
Within a semiconductor, the promotion of an electron creates a vacancy in the 
valence band and an electron in the conduction band. These are known as electron–hole 
pairs, also called the charge carriers, and can be used in various applications. The 
electron can be used for reductions and the hole can be used as an oxidant for chemical 
compounds. At any time, a number of electron–hole pairs are created while an amount 
will recombine, with a subsequent release of energy. At a given temperature formation 
and recombination will be in equilibrium, as determined by statistical mechanics, called 
the charge carrier concentration. This statistical distribution is the Fermi-Dirac 
distribution, 
   
 
            
                                                           (1.14) 
Where   is the population of electrons,    is the energy of a single electron,   is the 
electrochemical potential,   is the Boltzman constant and   is the temperature. An 
increase in temperature shifts the equilibrium to further populate the conduction band 
with electrons. When the population of electrons in the conduction band reaches a 
critical point, a significant electrical current will be generated.  
 
Fermi level and Fermi Energy 
The Fermi energy is the energy where there is a 50 % chance that fermions, 
electrons in this case, will have the required energy to populate the conduction band. 
Figure 1.40 shows how the Fermi level changes with temperature. The Fermi level is a 
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hypothetical concept and as such does not have to be an allowed energy state. In 
insulators and semiconductors the Fermi level is found in the bandgap, where the 
density of states is zero. Fermi energy on the other hand is the highest occupied energy 
state at absolute zero temperature. The energy difference between the Fermi level and 
the vacuum level is defined as work-function which represents the energy cost for 
creating a free electron.  
 
Figure 1.40. Fermi-Dirac distribution at several temperatures. This graph shows how the 
energy distribution of Fermions changes as the temperature increases. At higher 
temperatures (blue line) the distribution of Fermion energies is greater than at lower 
temperatures (red and black lines).
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1.7 History, Physics and Chemistry of TiO2 
TiO2, or titania, is a well known and often used white pigment. The natural 
white colour is due to the fact that TiO2 does not absorb in the visible light spectrum. 
Titania’s use as a white pigment is, to this day, still one of its most common usages, 
being present in materials such as paints. Furthermore, titania’s very low toxicity allows 
it to be used in food products, such as tablets and tooth whiteners; and is currently 
known as food number E-171.
60
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Paints containing TiO2 were observed to be “flaky”, which prompted scientists 
to investigate the reasons why.
61
 This flaking was due to the photocatalytic properties of 
TiO2, absorbing light and photooxidising the polymer filler of the paint. This occurred 
because TiO2 is a semiconductor and, in the presence of light of a suitable energy (   , 
will excite an electron from the valence band to the conduction band.  
Research into the field of TiO2 photocatalysis did not take off majorly until 1972 
when Fujishima and Honda discovered the photocatalytic splitting of water on 
TiO2 electrodes.
62
 Since then research has expanded in many areas including self-
cleaning glass,
63
 water purification
64
 and degradation of organic compounds, the focus 
of this research.
65
  
 
1.7.1 Crystal Phases of Titanium Dioxide 
TiO2 has three major phases: rutile, anatase and brookite. The rutile phase is 
both the most stable
34
 and the most common naturally occurring polymorph, however, 
anatase and brookite are found in some deposits and can be produced synthetically. All 
three contain six-coordinate titanium; where rutile and anatase form tetragonal crystal 
structures while brookite is orthorhombic (Figure 1.41). Anatase and rutile are both 
distorted structures, with two of their six Ti-O bonds having longer lengths. The name 
anatase is derived from the Greek 'anatasis', meaning extension, because of its extended 
vertical axis.  Brookite has a more complex structure with six different Ti-O bond 
lengths.
66,67
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Figure 1.41. Crystal structures of TiO2 phases. (a) Rutile, (b) Anatase and (c) Brookite. It 
can be seen that rutile and anatase have more regular crystal strctures than brookite. 
Anatase and rutile are orthorhombic with two lengths of Ti-O bond whilst brookite is 
tetrahedral with 6 different Ti-O bond lengths.
68
  
Rutile is present in the ore ilmenite (FeTiO3), where TiO2 can be extracted, with 
up to 90 % purity by the Becher process (Scheme 1.2).69 In this process, FeTiO3 is 
oxidatively decomposed into TiO2, forming Fe and CO2 as side products.  
                                                                      
                                                                     
Scheme 1.2. Extraction of TiO2 from ilmenite in the Becher process. Ilmenite is 
decomposed under oxygen into Fe2O3.TiO2 and TiO2. The Fe2O3.TiO2 is further purified 
under CO to produce pure TiO2. 
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Anatase transforms into rutile, either directly or through brookite with an energy 
of -3.26 kJmol
-1 
for a particle size of the mm order,
70
 where the transformation energy is 
size dependent, due to surface free energy being a function of particle size.
71
 The energy 
differences of the three polymorphs are small, due to their similar structures, and 
therefore they convert relatively easily. At macroscopic particle sizes, the stability is of 
the order rutile > brookite > anatase, however, at sub 11 nm sizes, rutile and anatase 
reverse stabilities and between 11 and 35 nm crystal size brookite is the most stable. 
Anatase will not transform into rutile at room temperature as it is kinetically stable; 
while exact temperatures depend on a variety of parameters including particle size, 
heating to 400-600  C is often sufficient energy to facilitate this change.34,72  
Table 1.2. -Ti-O bond lengths of the three polymorphs of TiO2. 
Scheme  Anatase Rutile Brookite 
Ti-O Bond Length 
(Ǻ) 
1.949 (4) 
1.980 (2) 
1.937 (4) 
1.965 (2) 
1.87~2.04 
 
The addition of dopants to TiO2 has been observed to alter the transitions 
between the titania phases.
73
 Adding dopants can provide more oxygen vacancies in a 
lattice, favouring the transition to rutile, whose less dense oxygen structure can more 
readily accommodate oxygen vacancies. Lattice substitution of Ti
4+
 with an M
n+ 
dopant 
has been observed to mediate this change, where n < 4,
74–76
 where such dopants include 
Li
+
, Mg
2+
, Co
2+
, Ni
2+
 and Cu
2+
. On the other hand if one were to decrease the oxygen 
vacancies, substituting with dopants with a valency n > 4, then the reverse would be 
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true. For example, in a phosphorous doped sample the onset of the phase change is 
delayed up to 900 °C.
77
  
The measured band gaps for the rutile, anatase and brookite phases are slightly 
different at 3.00 eV, 3.2 eV and 3.4 eV for rutile, anatase and brookite respectively.
78
 
While rutile and brookite show direct bandgaps, the bandgap of anatase is indirect as 
there is a change in crystal momentum (k-vector).  
In TiO2, the top of the valence band is composed of O2p orbitals and the bottom 
of the conduction band is two Ti3d bands coming from the t2g and 2g states.
79
 Theoretical 
calculations also imply that there is significant interaction between the O2p  and Ti3d 
states.
73
 Figure 1.42 shows the calculated density of states of the rutile, anatase and 
brookite phases of TiO2. 
 
Figure 1.42. Density of states in (a) rutile, (b) anatase and (c) brookite. The DOS of 
brookie (c) is more dense due to the increase in regularity of the crystal structure.
68
  
Anatase has been argued as the most photoactive of the three TiO2 crystal 
phases,
68,80
 and that the higher the composition of anatase phase the higher the 
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photocatalytic activity will be.
77
 This may be due to the decreased rate of recombination 
arising from the indirect bandgap, however, the indirect bandgap could result in less 
efficient electron excitations, compared to rutile, as crystal momentum is not 
conserved.
81
 Conversely, the smaller, direct bandgap of rutile may lead to increased 
efficiency of electron promotions but also increased recombination. Therefore, it is 
argued that the mixing of rutile with anatase, such as P25 (anatase 75%:  rutile 25 %) 
offers the highest efficiency as a photocatalytic semiconductor, such as P25.
82
 In these 
cases it is thought that the electron promotion occurs at the rutile phase, due to the lower 
excitation energy, and transfers to anatase, where the charge separation is stabilised. 
 
1.7.2 Mechanism of TiO2 Photocatalysis 
During photocatalytic oxidation reactions involving TiO2, radiation splits the 
electron–hole pair, where the hole creates OH radicals from hydroxyl groups and the 
electron reduces titanium from          . Both of these reactions must take place 
simultaneously for the process to be considered catalytic. The bound OH radical can 
then proceed to oxidise organic compounds, and the Ti
3+
 species can react with O2 to 
form super oxide, regenerating Ti
4+
. Figure 1.43 shows a graphical representation of 
TiO2 photooxidation, where the splitting of the electron-hole pair is observed under 
illumination corresponding to 3.2 eV (385 nm). The electron in the CB is then 
transferred to an oxidant and the hole accepts an electron from a reductant, resulting in 
its degradation. 
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Figure 1.43. Diagram of TiO2 energy plot showing its use as a photocatalyst. Upon 
radiation of a sufficient wavelength an electron is excited from the CB to the VB, leaving a 
hole in the former and an electron in the latter. The electron can be used for reductions 
and the hole can be used for oxidation of compounds, such as VOCs.
83
 
Scheme 13 is the mechanism proposed by Hoffman of the steps that occur when 
TiO2 is irradiated by light of a sufficient wavelength.  
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Scheme 1.3. Hoffmann’s proposed mechanism of photooxidation by TiO2. > denotes 
surface groups.
4 
Scheme 1.3(a) is the charge-carrier separation, creating the electron-hole 
pair. Scheme 1.3(b), (c) and (d) are the trapping processes of the electron and the hole at 
the surface of TiO2, on surface bound hydroxyl groups. Steps (b) and (c) are shallow 
electrons traps, and (d) is a deep electron trap from the reduction of Ti
4+
 to Ti
3+
. Scheme 
1.3(e) and (f) are the recombination reactions of the electron-hole pair, regenerating the 
initial TiO2. Scheme 1.3(g) and (h) are the interfacial charge transfer reactions, where the 
electron and hole reduce and oxidise compounds respectively. 
The inherent drawback in these processes is that the charge trapping and charge 
recombination processes are fast (ps-ns) compared to the charge transfer processes (ns-
ms). To keep the charges separated for as long as possible, an electron acceptor is 
usually required, which is often dioxygen. Because of the role it plays in delaying 
recombination, the electron acceptor has an effect on the activity of the catalyst.
84
  
It is currently unclear whether the oxidation occurs via a surface hydroxyl group, 
a free hydroxyl group
85
 or by direct band oxidation. TiOH radicals have been observed 
by EPR,
86
 which gives credit to a mechanism involving surface hydroxyl radicals, 
however, Mao et al. found no abstractable OH groups from which to create surface 
hydroxyls,
87
 evidence for direct bandgap oxidation.  
During the charge separation process hydrogen peroxide can be formed, from 
the CB electron and the VB hole, which will propagate the creation of more hydroxyl 
radicals (Scheme 1.4),
88
 as it can be split by UV light.
89
 However, not only can H2O2 be 
formed from O2, it can also act as an O2 source
4
 and trap electrons on the surface of the 
catalyst, retarding recombination.
90
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Scheme 1.4. (a) Creation of H2O2 from the electron. (b) Creation of H2O2 from the hole. 
 To be an efficient photocatalyst for photooxidation of VOCs the CBM must be 
of a more negative potential than the species to be reduced and the VBM must have a 
more positive oxidation potential than the species to be oxidised. As Figure 1.44 shows, 
the CBM and VBM of TiO2 lie at ~ -0.25 eV and ~ 3.00 eV respectively at pH 0, 
referenced to normal hydrogen electrode (NHE). In comparison, H
+
/H2 and H2O/O2 lie 
at 0.00 and 1.20 eV respectively, vs. NHE. 
 
Figure 1.44. The bandgaps and VBM and CBM of the most common semiconductors 
referenced to normal hydrogen electrode (NHE). Measurements were made in an aqueous 
solution of pH 1.
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1.8 Practical Considerations and Applications of TiO2 Photocatalysis 
A suitable photoreactor is required in order to investigate the photocatalytic 
efficiencies of TiO2. These reactors can either be designed for liquid phase or gas phase 
reactions, where each are discussed in the following sections. During both applications 
a catalyst is exposed to a pollutant and the change in concentration over time is 
measured. This can be accomplished in several ways: by directly following the decrease 
in concentration of the target VOC, or indirectly by recording the different rates of VOC 
build-up when the system is activated and deactivated, as applied in this research. 
Another indirect measurement is to follow the increase of the mineralisation products 
CO2 and H2O. The measurement methods can be split into two groups; in line sampling 
and periodic sampling, where the most frequently used are; FT-IR spectroscopy, UV-
Vis spectroscopy, GC-MS or HPLC. Typical VOCs used in photocatalysis include 
ethanol, toluene, acetone, nitric oxide and organic dyes. Decisions of VOC are based on 
toxicity, ease of availability, ease of degradation and ease of following the 
photooxidation. 
 
1.8.1 Liquid Phase  
Photoactive catalysts are often used to treat water for environmental remediation 
and the provision of clean drinking water to communities where it is otherwise 
unavailable, for example the Stream Cleaner, an applicant for the 2012 James Dyson 
award that uses photocatalysed semi-conductors to provide safe drinking water.
92
 The 
first documented example of water treatment with photoilluminated TiO2 was in 1976
93
 
and then again in 1983 by Ollis,
94,95
 however, many other research groups have also 
shown the efficacy of TiO2 in this application.
96,97
 A typical set-up is composed of a 
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glass container containing a polluted solution, into which a nanomaterial catalyst is 
placed.  The solution will be irradiated, and the concentration of the pollutant measured 
as a function of time during catalyst activation, in order to calculate the rate of removal 
of the pollutant. Data from liquid phase reactors can be readily obtained as the contents 
of the reactor are static, and the initial concentration is constant and known. 
Furthermore, good contact between pollutant and catalyst can be achieved by good 
mixing of the reactor, however, this leads to issues of separation at the end of the 
remediation, usually involving a filtration step to remove the catalyst from the solution. 
 
1.8.2 Gas phase 
In this project only gas phase decomposition of VOCs was investigated. There 
are several differences between liquid phase and gas phase heterogeneous catalysis.  In 
research, liquid phase reactors are static while gas phase are continuous flow. 
Continuous flow reactors have several additional disadvantages compared to liquid 
phase catalysis such as pressure drop and catalyst/pollutant contact time; however, there 
is little need for a separation step at the conclusion. In gas phase catalysis the challenge 
is to create a reactor that maximises the contact between the polluted gas stream and the 
catalyst. To achieve this reactor designs often contain a bottle neck where the gas is 
forced to flow over or through the catalyst. However, creating a catalyst bottle neck that 
is too dense will change the pressure on either side of the reactor leading to a stymied 
flow of gas – a pressure drop. Because of this, reactor design is paramount to catalytic 
success. 
Numerous research groups have designed gas reactors for use in photocatalytic 
degradation.
98–106
 Although scales and details change, the typical design is the same. A 
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gas supply is used to carry the VOC through the reactor (sometimes this is the VOC 
itself), a VOC reservoir, a reactor bed containing the catalyst, a UV light source and a 
detection method. Oxygen needs to be supplied to the reaction to allow for 
mineralisation, this can be from an O2 or compressed air source, but other oxygen 
sources, such as H2O2, can be used. Catalyst beds come in many designs all of which 
attempt to provide the maximum catalyst surface and VOC contact. Figure 1.45 shows 
two examples of such reactors. A. is a coaxial, two tube system, with a minimum gap 
between the inner and outer tubes, and B. is a packed flat bed reactor. 
 
Figure 1.45. A. Coaxial design reactor. a. is the inner tube with an outside coating of the 
catalyst and b. is the outer tube. There is a gap of ca. 3 mm through which the polluted gas 
flows. B. Generic flat bed reactor design whereby the VOC is forced to run through the 
catalyst. 
 In this thesis a quartz tube reactor bed loaded with the catalyst and fixed in 
placed with glass wool has been used. This set-up was chosen as it offered the benefits 
of complete transparency to UV light in addition to high contact between catalyst and 
gas stream due to the efficient loading of catalyst forcing the gas stream to flow through 
it. A detailed description of the photoreactor used in this work is discussed in Section 
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7.3. In the following chapters the photocatalytic reactor was used to analyse the 
efficiency of TiO2, CoO and Co2(PO4)3 nanomaterials in the degradation of a target 
VOC. The efficacy of the catalysts is assessed based on the electronic and 
morphological structure of the catalysts, as determined by analytical techniques such as 
XRD, SEM and FT-IR. 
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2. Preparation of Nanostructured Materials via Electrospinning 
Morphologically, powders are the simplest nanomaterial. The most well-known 
powdered, metal oxide semiconductor nanomaterial, with high photoactivity, is P25, 
which exists as a 75 % anatase: 25 % rutile mix. While nanopowders will most often 
give rise to the largest surface area, the possibility of precise control of the electronic 
properties and chemical reactivities has offered greater opportunity for other 
nanomorphologies.  
In this chapter, the most common preparation methods of nanomaterials are 
reviewed with particular respect to their ability to produce consistent nanomaterials, 
with a high level of control of the morphology and loading of dopants. I then present my 
results on the investigation of extrinsic and intrinsic electrospinning variables, which 
have been systematically investigated as a function of mean fibre diameter. As the size 
can dramatically change the activities of nanomaterials, the mean fibre diameter is an 
appropriate measurement of quality of production. The metal oxide fibres were 
synthesised using a polymer solution as a carrier for the metal oxide precursors through 
the electrospinning process. Once formed, the polymer metal ion fibres were calcined at 
high temperatures to give rise to metal oxide nanofibres.  
Here, I have investigated the degradation process of PMMA by FT-IR and UV-
Vis spectroscopies and DSC. Through these techniques, the conversion and polymer 
decomposition processes were monitored in order to elucidate the details of the 
temperature dependent formation mechanism of metal oxide nanofibres. 
Finally, the photocatalytic activity of the metal oxide fibres has been 
investigated as a function of calcining temperature, by powder X-ray diffraction. The 
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setup for the photocatalytic activity measurements is detailed in Section 7.3 and the 
details of the quantitative analysis are discussed in Section 7.4. 
 
2.1 Overview of the Preparation of Nanomaterials 
Due to the strong correlation between the length scale and morphology of 
nanomaterials and their electronic properties, the desire to effectively control their 
physical parameters becomes essential. There are many different morphologies of 
nanomaterials aside from the aforementioned powders. Spheres and crystals are 
morphologically similar to powders. Nanotubes, nanorods and nanofibres are all 
morphologies that are elongated along one axis. Novel nanomorphologies have also 
been observed, for example flowers. To produce these morphologies there are many 
methods available with three types of method, bottom-up, top-down and templating. 
The most common preparation methods are discussed below, with respect to the 
morphologies that they can produce and their ability to produce uniformly doped 
materials. The importance of doping is that the addition of an extra atom can alter the 
electronic properties, and therefore reactivities, of the material, giving rise to enhanced 
activity, as discussed in Section 1.4. 
 
2.1.1    Anodisation 
Anodisation is a top-down method of nanomaterial preparation which can yield 
highly ordered, closed bottom nanotubes. Because of the vertical alignment, nanotubes 
have applications as electrodes and for electron transport. Anodisation allows for 
control of the physical dimensions of the nanotubes by altering variables such as 
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electrolyte, current, current stability, voltage and pH.
107
 Careful control of these 
variables is required to produce consistent tubes. In our laboratory, it has been shown 
that altering the voltage over the course of preparation can result in novel, tapered 
morphologies, such as nanobottles.
108
 
Anodisation, or anodic oxidation, is an electrolytic process for the formation of 
metal oxides on a surface, whereby the substrate surface becomes the anode in an 
electrical circuit. A titanium cathode is placed into a fluoride containing electrolyte with 
an organic solvent (often ethylene glycol) where a current is passed though, creating 
TiO2 on the cathode surface. A typical experimental set-up for anodisation is depicted in 
Figure 2.1. The purpose of the fluoride ion is to create nanotubes by electrically directed 
etching into the surface (anode) of the created 3D structures.
109
 The purpose of using 
ethylene glycol is to reduce the overall anodisation speed and to balance the kinetics 
between the dissolution of the metal oxide and the oxidation process. Because of this 
mechanism nanotubes can be made from only certain materials, based on the stability of 
the metal oxide formed. 
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Figure 2.1. Diagram of a two electrode electrochemical cell for the anodisation of TiO2 
nanotubes. The TiO2 anode and the cathode create an electrical circuit where the 
electrolyte completes the cicuit. This causes etching into the TiO2 surface, creating 
nanotubes. 
The electronic structure of the formed TiO2 nanotubes can be adjusted by 
introducing a dopant. Such dopants can, in principle, be introduced by adding relevant 
chemical elements into the anodisation solution. During the anodic oxidation the 
dopants, Al, Si, Cr, Mn, Mo and Sn, were each incorporated into TiO2 nanotubes, via 
the electrolyte solution. Despite identical initial concentrations, XPS analysis revealed 
that the dopants were not present in the nanotubes in the same concentration, 
highlighting that controlled doping is still a technical challenge for anodisation.
110
  
 
2.1.2   Hydrothermal  
The relatively low production rate of nanomaterials by anodisation can be 
overcome by using hydrothermal synthesis. Hydrothermal synthesis, a bottom-up 
approach for creating nanomaterials, can be used for bulk synthesis. It can not only 
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produce large, well defined crystals, but can also be used in the formation of 
nanorods,
111
 nanotubes,
112
 nanospheres
113
 and nanowires.
114
 Furthermore, hydrothermal 
synthesis can be used to produce meso- and micro-porous materials, such as zeolites.
115
 
While there is no agreement on the exact definition of hydrothermal synthesis, in 
general it is the crystallisation of a material from a solvent at higher than ambient 
temperature and pressure, by auto-clave. Figure 2.2 depicts a typical auto-clave. Inside 
the auto-clave, the crystal material is dissolved in a solvent and a heat gradient is 
applied, which forces the material to crystallise at the cooler end. 
 
Figure 2.2. Photograph of a typical autoclave, taken at University of Sussex 2013. 
This technique is exceedingly useful for producing large quantities of crystalline 
material. It is commonly seen forming naturally occurring ores, and has been used to 
synthetically produce 100 kg of quartz.
116
 As well as crystals, sodium titanate and TiO2-
β, a meta-stable polymorph of TiO2, nanorods have been produced, from TiO2 nH2O in 
aqueous NaOH at up to 200 ˚C  in an autoclave.111  
The hydrothermal method can also be used for introducing dopants as they can 
be well dispersed in the solvent. This allows for control of bulk dopant loading. Metal 
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ions of cerium, copper, iron, manganese, silver and zinc were dissolved in a 
hydrothermal precursor and annealed after reaction in an autoclave.
117
 Similar methods 
have been used to create highly dispersed tungsten
118
 and iron
119
 loaded TiO2. Doping 
by the hydrothermal method can also be performed post-formation in order to coat the 
surface. Nanotubes, nanorods and nanowires prepared by hydrothermal treatment were 
doped by the intercalation of methanol into the samples, followed by annealing under a 
nitrogen atmosphere.
120
 The lack of oxygen forced the methanol to decompose into 
carbon rather than complete mineralisation. It was found that the carbon had doped into 
the titania lattice but with a clear difference between surface and bulk composition, 
highlighting the incomplete control of doping using this method.  
It is the necessity of the auto-clave as specialist equipment which is the largest 
disadvantage of this production method. However, for the synthesis of metal oxide 
nanomaterials, a low temperature range (150-350 ˚C) is required, much lower than for 
other preparation techniques, such as CVD.  
 
2.1.3    Chemical and Physical Vapour Deposition 
Chemical vapour deposition (CVD) is used to make a variety of nanomaterials 
including tubes,
121
 wires
122
 and flowers.
123
 A chemical precursor is heated to 
evaporation and deposited on a hot substrate (Figure 2.3), which will then decompose 
and form thin films on the substrate. Furthermore because of the high temperatures used 
and the gas flow, any volatile by-products are often removed, allowing the production 
of high purity nanomaterials, which is essential for good control of the electronic 
structure. This method was used by Pilkington to prepare Pilkington Activ self-cleaning 
windows,
124
 where TiO2 is distributed over a large surface area in a consistent coating.  
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Figure 2.3. Diagram of chemical vapour deposition. In the tube is a substrate contained 
within a crucible. The tube is heated an a precursor is added by carrier gas, and is then 
deposited onto the substrate. This can create novel morphologies, such as flowers, aswell 
as thin films. 
Sarantopolous found that controlled nitrogen doping of TiO2 could be achieved 
by using TTiP and NH3 as metal organic precursors, and controlling the mole fraction of 
NH3 and temperature of reaction.
125
 Nitrogen has also been employed in titania doping 
by using an organometallic precursor, such as titanium-amide guanidinates.
126
 This 
intrinsic doping allows for only one precursor and enhanced control of the loading.  
  Similar to CVD, is physical vapour deposition (PVD), which uses a thermally 
stable precursor so that there is no chemical transformation after evaporation. The lack 
of chemical transformation allows for the use of lower temperatures, reducing the risk 
of product decomposition
127
 and permits the use of temperature sensitive materials as 
substrates. The low temperature can decrease the adhesion between the substrate and the 
product.
128
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Figure 2.4. SEM image of alternate TiO2 and SiO2 layers.
129
 
Both CVD and PVD allow for the preparation of large quantities of thin film 
nanomaterials, and can create layered products, such as alternating layers of TiO2 and 
SiO2 (Figure 2.4). However, CVD and PVD are not without their disadvantages as both 
can only produce a limited number of morphologies. Moreover they also require 
laborious control of both extrinsic and intrinsic variables such as; temperature, vacuum 
system, concentration, substrate, initiation method and reaction time, all of which will 
affect the resultant product. 
 
2.1.4     Sol-Gel 
The sol-gel methodology is a templating method for the production of a 
multitude of nanomaterials. A sol-gel is a biphasic system of a solid in a solution, 
resulting in a gel (contracted to sol-gel). The mixture of a solid in a solution allows the 
formation of 3D polymer networks, from which porous materials can be created. Once 
the 3D polymer network is formed the liquid phase must be removed, where methods 
commonly used for removal are; evaporation, centrifugation, supercritical drying or 
simply decanting. Once the solid phase has been isolated a thermal treatment is 
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typically required, to stabilise the structure, remove unwanted side-products and to 
crystallise the product. 
Sol-gels were first reported in 1845 by Ebelman
130
 and were further developed  
by Berger and Geffen in 1939.
131
 The first known use of sol-gels for the production of 
fibres was in 1982, when Sakka produced fibres of glass from TEOS, a common 
precursor for the preparation of glass materials from sol-gels.
132
 At around the same 
time, Barringer and Bowen showed that nanoscale TiO2 can be made from these 
precursors.
133
 Since then sol-gels have been used extensively as they are a desirable way 
to produce a range of materials including glasses,
134–136
 ceramics
137
 and metal oxides.
138
 
More recently sol-gels have been used to produce a wide range of materials including 
nanorods,
139
 nanowires,
140
 nanotubes
141
 and nanofibres.
142
 To form metal oxide 
nanomaterials, typically metal alkoxides or chlorides are used, for example TiO2 
nanorods were created by dipping anodic alumina membranes into a titanium tetra 
isopropoxide (TTiP) sol-gel before being dried and heat treated.
139
 Using the same 
technique it can in principle form rods with any metal oxide composition with the 
correct precursor. The only limitation is that it can only form rod-like structures with 
random orientation.  
Because of the liquid precursor, homogenous distribution of dopants can be 
achieved making them an excellent precursor for the investigation of doped 
nanomaterials. For example it has been shown that a multitude of metals can be 
impregnated into nano-TiO2 by the sol-gel process, including copper, iron and 
aluminium.
143
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2.2     Preparation of Nanofibres by Electrospinning 
In this project, we used electrospinning of a polymer solution (PMMA in DMF) 
to create metal oxide nanofibres. This morphology was chosen because nanofibres offer 
the possibility of mechanical strength, large surface area to volume ratio and the 
possibility of forming nonwoven mats with good gas penetration, which is an advantage 
for industrial gas-solid reactors. The electronic properties, and therefore reactivities, of 
nanofibres can be easily adjusted by control of the electrospinning variables and the 
doping concentration in the original polymer solution, which will be homogeneously 
dispersed. 
 
2.2.1 History, Chemistry and Physics of Electrospinning 
Electrospinning is an evolution of electrospraying that uses more viscous 
solutions, where the surface tension is greater than the electric field, so that fibres are 
produced instead of the mist that is generated when the surface tension is low. The first 
documented example of electrospraying was in the early 20
th
 century, where it was 
noticed that in the presence of an electric field liquid surfaces behave strangely.
144
 
Taylor described the equilibrium extracting force, P, as shown in Equation 
2.1.
145
  
                                                       (2.1) 
Where w is the weight of the fluid above the nozzle, p is the pressure applied on 
the solution within the nozzle, T is the surface tension,   is the angle between the fluid 
surface and nozzle wall, which defines the shape of the meniscus, and R is the radius of 
the nozzle. It defines the relationship between surface tension and applied pressure. In 
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our experiments, w becomes negligible as the syringe is horizontal, and p is determined 
by the rate flow of the syringe pump. 
Electrostatic pressure (p) is balanced with the surface tension of a droplet. When 
an electric field of high enough strength is applied, it causes a rupture in the liquid 
surface which alters the radius of the droplet. This draws out a fibre which, because of 
its instability, breaks down into minute droplets. In the presence of an electrical field the 
equilibrium position of a liquid drop will become cone shaped, called a Taylor cone.
146
  
When the voltage at the drop exceeds a critical value related to the surface 
tension, a liquid jet will start at the vertex of the cone. To maintain the Taylor cone, 
more solution needs to be supplied at the same rate as the expulsion of matter from the 
jet. The reason for the difference between fibre formation and spray formation is that 
the surface tension of a liquid is low enough that the jet is broken down into a fine spray 
by the applied voltage. When electrospinning the surface tension is high enough that the 
jet does not get broken down by the electric field, only warped, and the expulsion 
remains as a jet.
147
 Hendricks et al. calculated the minimum spraying potential for a 
system where, above this potential, the droplet becomes unstable and can be spun into 
fibres.
148
 Equation 2.2 describes the relationship between the voltage bias, surface 
tension and droplet radius. 
                                                                   (2.2) 
Where   is voltage in volts,   is surface tension in dynes/cm and   is the droplet 
radius in cm. From Equation 2.2 it is clear that a large bias voltage will draw large 
solution droplets, resulting in larger diameter fibres. Once the solution is extruded from 
the syringe, it will be stretched into nanofibres due to the electrical field. The stretching 
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process follows the mass, charge and momentum conservation laws in agreement with 
steady state fluid dynamic theory as established by Feng.
149
 Mass conservation requires 
that 
                                                                                (2.3) 
where v is the linear stretching rate, r is the diameter of the fibre and Q is the volume 
flow rate. Q is assumed to be constant because of the force of the syringe pump, 
however, this may not be true if the delivery rate is higher than the flow rate determined 
by the stretch rate. If this is the case, then excess solution can accumulate at the nozzle 
tip, where the concentration will increase due to the solvent evaporation, leading to 
nozzle blockages and control of the solution composition may be lost.  
The fibres become spun as, after the initial electrical potential has been 
exceeded, perturbations in the charges in the jet cause the fibres to repulse each other 
constantly, in a manner that forces the fibres to spiral away from the preceding fibres. 
As the jet gets longer and thinner, these spirals become more spaced out. 
Electrospinning is an example of Earnshaw’s theorem as a collection of point charges 
cannot be held together by electrostatic forces alone.
150
 After the formation of the 
original droplet, it was found that because of the electrical forces at work, very little 
depends on aerodynamics or the gravity of the Earth.  
Since the technique has been well established, many research groups have 
focused their efforts towards investigating the effects of the parameters on the 
morphology and formation of nanofibres. Correlation between the variables has been 
observed as early as 1955, where a change in morphology of the jet was observed as 
voltage was increased.
151
 The increase in fibre diameter with increasing solution 
viscosity was first observed by Baumgarten in 1917,
147
 and expanded on by Beck-Tan 
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et al. and Gupta et al. who both established a link between solution concentration and 
fibre diameter.
152
 Both investigations showed a power law increase of fibre diameter 
with concentration, Gupta et al. suggested that the exponent was 3.1 for PMMA in 
DMF
153
 and Beck-Tan quoted 0.5 for PEO (poly ethylene oxide) in water.
152
 There is 
also a strong link between polymer concentration and viscosity, where a power law 
dependence is observed, however, a biphasic system is usually observed, where the 
dividing point is called the critical chain overlap concentration c*. The critical chain 
overlap concentration is the concentration where the polymer solutions transition from 
dilute to semi-dilute un-entangled (Figure 2.5), and can be estimated by 
    
 
   
                                                           (2.4) 
where     is the intrinsic viscosity, as is calculated from the Mark-Houwink-
Sakurada relationship for a given molecular weight. 
                                                           (2.5) 
Where M is the molecular weight and K and   are the Mark-Houwink parameters. 
94 
 
 
 
 
  
Figure 2.5. The different polymer concentration regions are shown in boxes a, b and c. 
Wavy lines are polymer chains and the spheres are the radius of gyration for the chains, a) 
dilute, c < c*, b) semi-dilute un-entangled, c > c* > ce, c) semi-dilute entangled, c> ce. 
Gupta et al. found the critical chain overlap concentration to occur at 3.5 %, while 
Beck-Tan et al. found this concentration to be 4 wt. %.
150,151
  Gupta et al. proposed that 
critical chain entanglement is observed when c/c* > 6. Gupta et al. and McKee et al. 
published exponents of 0.65 and 1.5 respectively for the semi-dilute un-entangled 
region,
153,154
 while Gupta et al. and Colby et al. published exponents for the semi-dilute 
entangled region as 5.3 and 4.8 respectively.
153,155
  
The increase in viscosity of solution as the polymer concentration increases is due 
to certain properties of polymers that set them apart from non-polymers, these are all 
related to the fact they have large molecular weights.
156,157
 These properties are: 1) 
Chain entanglement, where the polymer chain can entwine with either another part of 
the same chain or a separate chain, this makes the polymer more rigid in the solid state. 
2) Summation of intermolecular forces, whereby the force interaction that polymers 
experience is amplified by the size of the chain. 3) Time scale motion, which is the 
polymer slowing the flow of the solvent. It is the interactions, overlap and 
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entanglement, of the polymer chains that determines the solution viscosity, where low 
levels of interaction are expected not to form fibres during electrospinning. 
 
2.3    Controlling the Parameters of Electrospinning 
PMMA in DMF was chosen as a model system to analyse the extrinsic 
processing variables of nozzle diameter, applied voltage and nozzle tip to collector 
distance, and the intrinsic variables of viscosity and concentration. As the morphology 
of metal oxide nanofibres is determined by the PMMA nanostructure, a deeper 
understanding of the formation of titanium dioxide nanofibres is gained from 
knowledge of the effects of the parameters. The intrinsic variables are those that depend 
on the solution, such as concentration and viscosity, while the extrinsic variables are 
processing parameters, such as applied electric field, nozzle diameter and nozzle tip to 
collector distance. To understand the individual influence of the parameters, only one 
was altered at a time, keeping the rest constant. These parameters were investigated 
with respect to the homogeneity of the morphology, fibre diameter, and the distribution 
of fibre diameters. The error bars in the fibre diameter plots correspond to the fibre 
diameter distribution. 
The viscosity of the solutions at different concentrations was measured at room 
temperature using an Ostwald viscometer (PSL tube viscometer, BS/U type) with a 4 
mm capillary. Glycerol was used to calibrate the viscometer. To determine the 
reproducibility and the consistency of the observed viscosity, measurements were 
repeated twice. From this, the kinematic viscosity (the ratio of viscosity to density) was 
calculated, 
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                                                     (2.6) 
where   is density (g ml
-1
), η is viscosity (mPa·s) and   is time in seconds. Pure DMF 
was used as the zero measurement and glycerol (g) was used as the standard. 
 
Figure 2.6. Schematic representation of electrospinning apparatus. The extrinsic variables 
which are examined are labelled on the diagram. 
Our electrospinning experiments were performed using the set-up shown in 
Figure 2.6. We used a syringe nozzle diameter of 1.0 or 1.5 mm, with a volume flow 
rate of 1 ml/hr. Unless specified otherwise a 7 wt. % PMMA in DMF solution was used, 
with 0.15 wt. % acetyl acetone to encourage uniform spinning. Acetyl acetone is a 
chelating agent, which occupies any vacant sites on the metal precursor, raising the 
coordination number of TTiP from four to six. The titanium acetyl acetone complex is 
more soluble in organic solvents than TTiP, and therefore more likely to remain in the 
liquid phase. This results in the reduction of blockages in the nozzle and ensures that all 
the titanium precursor is used.
158,159
 This viscosity of a typical electrospinning solution 
was 9.9 mPa.s. Unless specified otherwise, the applied voltage was set at 25 kV and 
nozzle tip to collector distance was set at 25 cm. 
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Post electrospinning the fibres were steam treated to convert any remaining 
titanium precursor to low vapour pressure titanium hydroxide in order to minimise loss 
of titanium components during the subsequent drying at 100 °C. The details of the 
calcination process are discussed in Section 2.4.  
 
2.3.1 Extrinsic Variables 
Nozzle diameter 
Fibre diameter was investigated as a function of the diameter of the syringe 
nozzle diameter (r). The results show that as nozzle diameter increased, the mean fibre 
diameter increased (Figure 2.7), although there is a large variation in fibre diameter 
until the nozzle diameter was reduced to 0.5 mm. Using a 0.3 mm diameter nozzle, the 
average fibre diameter was found to be 420 ± 97 nm. The largest deviation was 
observed when electrospinning from a 0.5 mm nozzle, where the mean fibre diameter 
was found to be 605 ± 297 nm, evidencing that little control of fibre size is obtained 
using that nozzle size. Mean fibre diameters were found to be 875 ± 198 and 805 ± 212 
nm for 1.0 and 1.5 mm nozzle diameters respectively. This is in contrast to Macossay et 
al. who found no correlation between nozzle diameter and fibre diameter, however, they 
did agree that the deviation of fibre diameter decreases for smaller nozzle diameters.
160
 
98 
 
 
 
0.0 0.6 1.2
300
600
900
1200
F
ib
re
 D
ia
m
e
te
r/
n
m
Aperture Diameter/cm
 
 
 
Figure 2.7. Mean fibre diameter as a function of nozzle diameter. The error bars represent 
the distribution function of the fibres.  
When the nozzle diameter is large, the volume rate of extrusion of the polymer 
solution is increased leading to a large range of fibre diameters being produced. There is 
also less physical size restriction from the apparatus, which leads to less control of fibre 
diameters. This physical restriction explains the narrower distribution of fibre diameters 
when nozzle diameter decreases to 0.5 mm. It is also found that with a nozzle diameter 
larger than 1.0 mm with a solution of 7 wt. % PMMA and 10 wt. % TTiP resulted in 
minimum blockages during the electrospinning.  
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In all cases the nanofibres produced were observed to be long and thin with 
some minor defects, such as nodules. The nodules were caused by aggregation of the 
polymer solution in the nozzle. As can be observed in Figure 2.8, these facets are more 
prominent when using larger diameter nozzles, as the larger size allows for a greater 
pooling of polymer solution. The morphology of the electrospun nanofibres will also be 
affected by other processing parameters, such as voltage bias and working distance 
between the nozzle tip and the collector. Both will affect the strength of the electrical 
field for electrospinning. Voltage (V) and deposition distance (d) were both investigated 
Figure 2.8. SEM images taken of nanofibres electrospun using different nozzle diameters. 
A: 0.3 mm. B: 0.5 mm. C: 1 mm. D: 1.5 mm. 
A 
C 
B 
D 
~2 μm ~2 μm 
~2 μm ~1 μm 
~1 μm ~1 μm 
~2 μm ~2 μm 
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using 1.0 mm and 1.5 mm diameter nozzles to analyse the difference in trends observed 
when electrospinning from differing nozzle diameters. 
 
Applied Voltage 
 The voltage applied to the electrospinning solution was investigated 
using both 1.0 mm and 1.5mm nozzle diameters. From Figure 2.9 it can be seen that the 
mean fibre diameter does not deviate much between 5 kV and 25 kV when using a 1.5 
mm nozzle diameter. The range of diameters varies between a minimum of 433 ± 91 
nm, at 20 kV, and a maximum of 507 ± 130, at 10 kV. As the applied bias reaches 30 
kV, the fibre diameter drops to 221 ± 97, about half the diameter of the fibres 
electrospun < 30 kV.  Between 25 and 30 kV there is a critical point where the electric 
field draws the fibres out of the nozzle before they have time to grow to a large size.  
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Figure 2.9. Voltage as a function of mean fibre diameter using a 1.5 mm diameter nozzle. 
The error bars represent the distribution function of the fibres.  
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Figure 2.10. SEM images of TiO2 nanofibres at increasing applied voltage using a 1.5 mm 
diameter nozzle. A: 5 kV, B: 10 kV, C: 15 kV, D: 20 kV, E: 25 kV and F: 30 kV. 
A 
C 
B 
D 
E 
F 
~2 μm ~2 μm 
~2 μm ~5 μm 
~5 μm ~5 μm 
~5 μm ~5 μm 
~5 μm ~5 μm 
~2 μm ~2 μm 
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SEM images show the nanofibres electrospun from a 1.5 mm diameter nozzle to 
be long and thin with no defects (Figure 2.10). As the applied bias increased, only the 
fibre diameter was seen to change, with no observable difference in morphology. This 
shows that when using a large nozzle diameter (1.5 mm), the applied voltage has little 
effect on morphology, only on the fibre size. 
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Figure 2.11. Fibre diameter as a function of voltage using a 1.0 mm diameter nozzle. The 
error bars represent the distribution function of the fibres. The mean fibre diameter is 
observed to decrease with voltage due to the increased rate of evaporation of the polymer 
solution. 
 When the nozzle diameter was decreased to 1.0 mm it can be observed that the 
fibre diameter decreased with increasing voltage (Figure 2.11). At 5 kV a maximum 
mean fibre diameter of 707 ± 170 nm was observed. There was a linear decrease in fibre 
diameter to 432 ± 136 at 30 kV. The deviation of fibre diameter from the mean changed 
negligibly as applied voltage increased implying voltage has consistent control of fibre 
diameter. 
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SEM analysis revealed the fibres electrospun using a 1.0 mm diameter nozzle t 
The fibres were found to be long and thin and showed increased defects as the 
applied voltage increased (Figure 2.12). At 20 kV nodules had begun to appear in the 
fibres and by 30 kV several nodules were seen on each fibre. This is in agreement with 
Kanjanapongkul et al., who found that above 21 kV DMF evaporated at a rapid rate 
which decreased the homogenity of the fibres produced.
161
 At this critical voltage they 
Figure 2.12. SEM images of TiO2 nanofibres as a function of applied voltage using a  
1.0 mm diameter nozzl . A: 5 kV, B: 10 kV, C: 20 kV, D: 25 kV and E: 30 kV. 
A 
E 
~5 μm ~5 μm 
D 
~20 μm ~2 μm 
C 
~5 μm ~5 μm 
~10 μm ~2 μm 
B 
~5 μm ~5 μm 
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observed an increase of beads in the product. The higher voltage increases the rate that 
the solution is removed from the nozzle. It increases the extrusion so that the solvent is 
removed faster than solution from the syringe can be supplied to the tip which reduces 
the stability of the electrospinning. In our work high numbers of beads are not observed 
up until 30 kV, which is thought to be due to the increased flow rate from the syringe 
pump, which supplies solution to the tip at an increased rate, maintaining the tip 
stability.  
 
Nozzle Tip to Collector Spinning Distance (Deposition Distance) 
 The influence of the nozzle tip to collector spinning distance parameter was also 
investigated with respect to fibre diameter and morphology. Deposition distance showed 
no control over fibre diameter when electrospinning using a 1.5 mm diameter nozzle 
(Figure 2.13).  
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Figure 2.13. Fibre diameter as a function of deposition distance when electrospinning from 
a 1.5 mm diameter nozzle. Little correlation was observed between nozzle to collector 
distance and fibre diameter using a 1.5 mm aperture diameter.  The error bars represent 
the distribution function of the fibres. 
 Diameters were in the range of 639 ± 171 nm, at 10 cm, to 1186 ± 414 nm, at 25 
cm deposition distance. The large deviations of the fibre diameters further evidence a 
lack of control by deposition distance. The largest deviation was observed at 25 cm 
deposition distance of 1186 ± 414 nm. 
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Figure 2.14. SEM images of TiO2 nanofibres electrospun as a function of nozzle tip to 
collector distance, using a 1.5 mm diameter nozzle. A: 5 cm, B: 10 cm, C: 15 cm. D: 20 cm, 
E: 25 cm and F: 30 cm. 
A 
~20 μm ~10 μm 
B 
~5 μm ~5 μm 
D 
~5 μm ~5 μm 
C 
~5 μm ~5 μm 
E 
~5 μm ~5 μm 
F 
~5 μm ~5 μm 
107 
 
 
 
The nanofibres electrospun using a 1.5 mm diameter nozzle were observed to be 
of fibrous nature with defects appearing as a function of nozzle tip to collector distance 
(Figure 2.14). At short distances, 5 cm, a large amount of particulate was observed 
owing to the electric field not having sufficient time to draw out nanofibres. The fibres 
spun had a large number nodules present up until 20 cm deposition distance, where they 
began to recede, resulting in smoother nanofibres. At increased distance the electric 
field and deposition distance were balanced, maintaining the tip stability, resulting in 
consistent electrospinning. 
When the nozzle diameter was reduced to 1.0 mm, a clearer relationship 
between deposition distance and fibre diameter was observed: the mean fibre diameter 
decreased with increasing nozzle tip to collector distance (Figure 2.15). The diameter at 
2 cm was 676 ± 346 nm, reducing to 442 ± 102 at 30 cm deposition distance, indicating 
that using a 1.0 mm diameter nozzle, fibre diameter can be controlled by nozzle tip to 
collector distance. Furthermore it was observed that as the deposition distance 
increased, the deviation of fibre diameter decreased. This is evidenced by the deviation 
decreasing by three times on increasing the deposition distance from 2 cm to 30 cm, 
highlighting that the spread of fibre diameters can also be controlled by altering the 
nozzle tip to collector distance. At deposition distances above a critical value, 5-10 cm, 
the range of diameters drops rapidly as the electric field is not strong enough to support 
the weight of larger diameter (and therefore heavier) fibres, therefore only smaller 
diameter fibres were collected. 
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Figure 2.15. Fibre diameter as a function of deposition distance using a 1.0 mm diameter 
nozzle. A trend is observed of longer distances resulting in smaller diameter fibres which 
is attributed to the electric field being weaker at longer distances, and therefore, unable to 
support larger diameter fibres. The error bars represent the distribution function of the 
fibres. 
Analysis by SEM showed that fibres electrospun using a 1.0 mm diameter 
nozzle did not consistently form until above a 2 cm deposition distance, where large 
amounts of particulate were observed below that distance (Figure 2.16). Above 2 cm 
nozzle tip to collector distance, smooth fibres were observed with little to no defects. 
Using a 1.0 mm diameter nozzle, deposition distance has little effect on fibre 
morphology above this critical distance.  
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The polymer solution must be drawn out into a fibre by the electric field it is 
subjected to. When the deposition distance is small, there is not enough time for the 
field to adequately draw out a fibre before the pressure exerted on the solution has 
forced the solution out of the nozzle. As the distance increases, the electric field has 
Figure 2.16. SEM images of TiO2 nanofibres as a function of nozzle tip to collector 
distance, using a 1.0 mm diameter nozzle. A: 2 cm, B: 5 cm, C: 10 cm, D: 20 cm and E: 30 
cm. 
A 
B 
~2 μm ~2 μm 
D 
~5 μm ~2 μm 
C 
~2 μm ~2 μm 
E 
~5 μm ~5 μm 
~5 μm ~5 μm 
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increased time to draw out the polymer solution as fibres. At shorter distances there is a 
greater amount of deviation from the mean fibre size, with the converse being true for 
an increased distance. This gives rise to a critical distance for fibre formation, which 
was observed above 5 cm when using a 1.5 mm diameter nozzle and above 2 cm for a 
1.0 mm diameter nozzle. This shows that low deposition distances can be compensated 
for by using a smaller diameter nozzle, which lowers the rate of extrusion of solution. 
 
2.3.2 Intrinsic variables 
Concentration, viscosity and fibre diameter 
In order to determine the relationships between concentration, viscosity and 
fibre diameter for our model system, both fibre diameter and viscosity were measured 
for PMMA concentrations of 0.2-15 wt. %, electrospun using a 1.5 mm diameter 
nozzle. Plotting mean fibre diameter as a function of concentration revealed a power 
law relationship (Figure 2.17). The fibre diameters increased from 127 ± 49 nm, at 3 wt. 
% PMMA, to 3190 ± 236 nm, at 10 wt. % PMMA. The deviations of the fibre diameters 
increased with mean fibre diameter. 
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Figure 2.17. Fibre diameter as a function of PMMA concentration. The error bars 
represent the distribution function of the fibres. 
Plotting the log of mean fibre diameter against the log of concentration revealed 
a linear line with an exponent of 2.0 and an R
2
 of 0.90 (Figure 2.18).  
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Figure 2.18. Logarithmic plot of fibre diameter as a function of PMMA concentration 
revealing that fibre diameter increases at faster rate than PMMA concentration. 
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Analysis of the SEM images revealed no fibres were formed below 5.0 wt. % 
PMMA. Above this concentration the fibres were found to be smooth and defect free 
(Figure 2.19). These images show a critical point where the concentration of PMMA is 
high enough for fibres to form. At low concentrations the polymer interactions are too 
few, resulting in little to no formation of nanofibres. 
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Analysis of SEM images from increasing PMMA concentrations electrospun 
using a 1.0 mm diameter nozzle revealed a similar trend (Figure 2.20). Only limited 
fibre formation was observed below a critical concentration, however, this concentration 
was found to be below 2.0 wt. % when using a 1.0 mm nozzle. 
 
 
 
 
 
Figure 2.19. SEM images of fibres electrospun using a 1.5 mm diameter nozzle, as a 
function of increasing PMMA concentration. From top: 0.3, 2.0, 3.0, 4.0, 5.0, 7.0, 8.0, 9.0 
and 15.0 wt. % PMMA in DMF. 
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Electrospinning fibres requires a solution with surface tension higher than the 
electric field. The surface tension increases with viscosity,
147
 which increases with 
concentration. It can be inferred that below 2.0 % PMMA concentration using a 1.0 mm 
diameter nozzle and below 5.0 % PMMA concentration using a 1.5 mm diameter 
nozzle, the surface tension is below the critical point for electrospinning. This is the 
critical chain overlap concentration     , and was calculated from Equations 2.4 and 
2.5. For PMMA in DMF, K = 0.015 g/cm
-1
 and a = 0.667. The average molecular 
weight of PMMA was 93,000 g/mol therefore,    = 30.9. Using the specific gravity of 
DMF, 0.95 g/cm
3
, a value of 3.2 wt. % was calculated for the critical chain overlap 
concentration. This is in good agreement with Gupta et al. and Beck-Tan et al., who 
found c* values of 3.5 and 4.0 % respectively.
152,153
 When c is larger than c*, the 
viscosity will balance the surface tension resulting in fibres not droplets. Experimentally 
c* was found to be 2.0 and 5.0 % for 1.0 and 1.5 mm diameter nozzles respectively, 
taking the average yields an estimated experimental c* as 3.5 % wt. %, in good 
agreement with the calculated estimate.   
Viscosities for increasing concentration PMMA solutions were calculated using 
Equation 2.6. The two were plotted against each other revealing an exponential trend, as 
Figure 2.20. SEM images of TiO2 nanofibres electrospun as a function of polymer solution 
concentration (wt. %), using a 1.0 mm diameter nozzle. A: 0.3, B: 1.0, C: 2.0, D: 3.0, E: 
4.0, F: 5.0, G: 6.0, H: 7.0 and I: 8.0. 
H 
~2 μm ~2 μm 
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shown in Figure 2.21. The viscosity of the polymer free solvent, pure DMF, was 
measured to be 2.3 mPa.s. This increased to 236.7 mPa.s at 10 wt. % PMMA. The 
viscosity at critical chain overlap concentration was determined to be ~7.7 mPa.s. 
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Figure 2.21. Viscosity as a function of PMMA concentration. 
 By plotting the logarithmic values, a biphasic trend was observed (Figure 2.22). 
The exponents of these trends were 0.4 and 3.4, with R
2
 values of 0.94 and 0.98 
respectively. These correspond to the semi-dilute un-entangled and semi-dilute 
entangled regions of polymer overlap (Figure 2.5). Gupta et al. found these exponents 
to be 0.65 and 5.3 for the semi-dilute un-entangled and semi-dilute entangled 
concentration regions respectively, close to experimental values obtained in our lab.
153
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Figure 2.22. Logarithmic plot of solution viscosity as a function of PMMA concentration. 
The graph reveals two distinct regions of polymer concentration. The more horizontal 
trend is semi-dilute un-entangled region and the more vertical trend is the semi-dilute 
entangled region. The dividing point of these two trends is the critical chain overlap 
concentration. 
To better understand the quantitative relationship of solution viscosity, fibre 
diameter was plotted against the measured viscosity. This revealed a linear relation with 
a slope corresponding to 6.5 nm/mPa.s and a R
2
 of 0.979, indicating that viscosity is a 
large factor in dictating the diameter of fibres produced (Figure 2.23). 
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Figure 2.23. Viscosity as a function of mean fibre diameter. The graph reveals a linear 
correlation between viscosity and fibre diameter indicating the two variables are 
intrinsically linked. The error bars represent the distribution function of the fibres. 
Gupta et al. observed an exponential relationship, with an exponent of 0.75, 
however, this was found to be the case only for PMMA with molecular weights of 
above 100,000 g/mol.
153
 
 
2.4 Mechanism of Poly(Methyl Methacrylate) Degradation and Crystallinity of 
TiO2 Nanofibres 
Post electrospinning, it is typically necessary to remove the polymer scaffold. In 
some cases this is not required as the polymer is the desired product, for example in 
biological applications where the fibres are biopolymers.
21,163,164
  However, when 
preparing metal oxide nanofibres by electrospinning, a polymer removal step is 
essential. This can be achieved via chemical,
164
 oxidation,
165
 UV or thermal 
methods.
166,167
 For metal oxide materials thermal treatment has the dual purpose of 
119 
 
 
 
polymer removal and crystallisation of the metal oxide in to the desired phase. In the 
interests of green chemistry, keeping the conditions for polymer removal as close to 
standard ambient conditions (298 K and 1 bar) and minimising chemical use is 
desirable. This is often not trivial to accomplish because, despite the water solubility of 
many polymers,
168
 the solvent must be compatible with the precursors.  
In this section, the investigation of the thermal degradation of PMMA in DMF 
using differential scanning calorimetry (DSC), UV-Vis spectroscopy and FT-IR 
spectroscopy is presented. 
 
2.4.1 Differential Scanning Calorimetry 
In this project PMMA was removed through calcination where the organic 
molecules were thermally decomposed and oxidised. In order to understand this 
process, we applied DSC to monitor the enthalpy change during the thermal 
decomposition of PMMA. During DSC a sample and a reference are heated over a set 
temperature range and the heat flow to each is measured (the ordinate on a DSC graph). 
During transitions within the sample, such as melting or crystallisation, more or less 
energy will be required, compared to the reference, to keep the temperatures equal. This 
can be quantitatively seen by an increase or decrease of the heat flow. An increase in 
heat flow indicates that the sample requires more energy to keep the same temperature 
as the reference, evidencing an endothermic process. Conversely a decreased heat flow 
indicates an exothermic reaction. The peaks in a DSC graph represent ΔH/ΔT, therefore 
enthalpy information can be gathered from the areas under the peaks, as described by 
Equation 2.7. 
120 
 
 
 
                                                             (2.7) 
where K is the calorimetric constant and A is the area under the peak.  
When a sample reaches a transition temperature the heat flow will change 
sharply as the sample cannot continue rising in temperature until the transition has 
completed; this means the ordinate value is infinite, but this is not seen in practice, 
instead they are often seen as broad peaks. The broadness of the peaks can give 
information on the crystallinity of the sample, with a sharper transition indicating higher 
crystallinity. These are first order transitions because there is a change in heat capacity 
and latent heat. DSC can also measure changes in heat capacity, which are shown by a 
change in the baseline, if it rises the heat capacity has increased, this is a second order 
transition because there is no change in latent heat. Finally, the reverse run can be 
performed, showing transitions as the sample decreases in temperature. These are 
performed after the increasing temperature run and will show if any of the transitions 
are reversible. If the graph shows no peaks during temperature decreasing, then all the 
transitions seen during heating are non-reversible.
169–171
  
In this project DSC was implemented in several samples to highlight transitions, 
such as the desorption of OH groups from the titania surface, degradation of PMMA 
and degradation of MMA. Due to the DSC equipment used having a maximum 
temperature of 425 °C, the crystallisation of TiO2 could not be observed on this 
equipment, but was instead examined using X-ray diffraction in Section 2.4.3. 
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Figure 2.24. DSC endotherms of components of the production of nanofibres. It can be 
seen that MMA and PMMA do not show the same isotherms, evidence that MMA is not 
part of the PMMA degradation pathway. Small isotherms at ~150  C and ~250  C were 
both found to be non-reversible. The 250  C isotherm was determined to be an impurity 
within the equipment. 
Pure powder PMMA (Sigma-Aldrich 996,000 rfm), PMMA nanofibres, 
PMMA/TiO2 nanofibres pre-calcination, PMMA/TiO2 nanofibres post-calcination, P25 
powder and MMA were investigated with DSC. Unless otherwise stated, none of the 
samples had been pre-calcined. Figure 2.24 shows the endotherms of these materials. 
The endotherms of PMMA powder and PMMA fibres are almost identical, with 
transitions beginning at ~260 °C and ~325 °C. Both transitions are first order as there is 
a change in heat capacity and latent heat of the sample. These transitions are non-
reversible as evidenced by the lack of peaks during the reverse scan. It was postulated 
that the first transition was the degradation of the polymer into the monomer and that 
the second transition was the degradation of the monomer. To test this a sample of 
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MMA was run on the DSC. If the second transition was the degradation of the monomer 
then it would be observed in the MMA results. However, MMA was shown to degrade 
at 100 °C and no other transitions were observed. This is evidence that MMA is not part 
of the PMMA degradation pathway.  
Studies on the mechanisms of the thermal degradation of PMMA show that the 
initial step is a mass loss at low temperatures.
172
 This weight loss reduces the chain 
length, increasing the thermodynamic stability. Further investigation of the thermal 
oxidation degradation details three steps in the process. These processes occur at 165, 
260 and 375 °C, and are ascribed to scissions at the head to head linkages, scissions at 
the polymer chain end and random scissions respectively.
173
 The last two processes 
coincide with the two large transitions observed in the DSC endotherms of PMMA 
powder and fibres, but at slightly shifted temperatures. The slight difference in 
endotherms is attributed to the difference in morphology and molecular weight of the 
PMMA in our studies compared to the reference literature (10,000-320,000 Mw powder 
compared to 996,000 Mw nanofibres).  
The activation energy of the first step, mass loss, is small at ~0.05 j/g
-1
. This 
may have been too low to record the change in heat flux using the DSC machine 
implemented. The measured ΔH values of the PMMA transitions observed in our DSC 
data were 125 and 234 j/g
-1
 respectively. These positive enthalpies confirm the 
endothermic nature of the transitions. The melting point and heat of fusion are lower in 
fibres than in powdered samples, due to the powdered samples having a higher 
crystallinity than is present in fibres, this is observed as lower temperature endotherms.  
In the PMMA and TiO2 sample of Figure 2.24 there was a large endotherm at 
~100 °C, this was possibly due to desorption of water or the desorption of OH groups 
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from the titanium surface. At ~150 °C there was a small isotherm which has been 
assigned to some remaining DMF. In all five traces there was a small isotherm at 240 
°C, which has been attributed to an impurity, proven by running blank samples and still 
observing the endotherm. In the P25 sample there was a well defined peak at 150 °C. As 
there was no DMF in the sample at any point the peak was attributed to surface 
hydroxyl groups on the titanium. A repeat run was performed on the same sample, in 
this case the endotherm was no longer observed, this provides evidence for a volatile, 
non-reversible, surface bound species, such as a hydroxyl group.  
 
2.4.2 UV-Vis Absorption and Infra-Red Spectroscopy 
UV-Vis absorption (Figure 2.25) and IR (Figure 2.26) spectra were taken of 
electrospun PMMA fibres as a function of increasing calcining temperature. PMMA can 
be observed at      210 nm in UV-Vis and has distinctive peaks at ~3400 and 3000 
cm
-1
 in FT-IR. Figure 2.25 shows the maxima absorbance of PMMA as a function of 
calcining temperature. The plot reveals two separate drops in PMMA concentration, 
occurring at ~250 °C and 400 °C. 
124 
 
 
 
150 200 250 300 350 400 450 500
0
1
2
3
4
A
b
s
o
rb
a
n
c
e
/A
.U
.
Temperature/C
 
 
 
Figure 2.25. The maxima absorbance of PMMA (210 nm) as a function of temperature. 
The two decreases in concentration of PMMA observed in the UV-Vis spectrum, match 
those observed with DSC. 
These decreases in concentration have been ascribed to polymer chain end 
scissions and random chain scissions for 250 °C and 400 °C respectively. The initial 
head to head linkage break does not alter the concentration of PMMA, as it serves to 
break the polymer up in to smaller polymer sections. As UV-Vis spectroscopy was only 
tracking concentration, this degradation step was not observed. 
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Figure 2.26. FT-IR of electrospun PMMA. Annotations taken from Haris et. al.
52
 
A typical FT-IR spectrum of PMMA, with assignments taken from Haris et al., 
is depicted in Figure 2.26.52 The stretching mode of the carbonyl ester group, 1727 cm-1, 
was tracked and used to quantitatively chart the degradation of PMMA. Figure 2.27 
shows transmission/% of the carbonyl ester group of PMMA as a function of calcining 
temperature. Only one transition was observed by FT-IR spectroscopy at ~50-200 °C, 
compared to the two observed by UV-Vis spectroscopy and DSC, at 250 °C and 390 °C 
respectively. It is possible the transition observed by FT-IR is the previously unseen 
scission of head-to-head linkages, as literature values predict head-head linkage 
scissions occurring within this temperature range.
173
 Analysing the CH2 unit in the 
backbone of the PMMA would show the greatest evidence of the degradation, 
elucidating the existing FT-IR data, especially during the backbone fission. However, 
the clearest resonances for the CH2 unit are only observable in Raman spectroscopy, 
which was not available.  
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Figure 2.27. Intensities of the 1727 cm
-1
 C=O stretching peak as a function of calcining 
temperature. Higher intensities indicate more of the incident radiation has been 
transmitted through the sample and therefore concentrations are lower. 
Figure 2.28 shows the FT-IR spectrum of TiO2 nanofibres calcined at 400 °C, a 
temperature where TiO2 is crystalline. Titania has several bands in the IR spectrum. The 
Ti-O and Ti-O-Ti bands (~600 and ~550 cm
-1
 respectively) could not be observed as 
they occur outside of the working window of the FT-IR used.
174
 The absorbance of 
water on the surface at 1630 cm
-1
 can be observed. The lack of any observed Ti-OH 
bands provides evidence that all the Ti(OH)2 formed in the steam treatment step had 
been converted to TiO2. 
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Figure 2.28. FT-IR of TiO2 fibres calcined at 400 °C. Adsorbed water on the TiO2 can be 
observed. The spectrum reveals that no PMMA remains in the sample. 
 
2.4.3 Analysis of the TiO2 Phase by X-Ray Diffraction 
X-ray diffraction was used to investigate the electrospun sample at increasing 
calcining temperatures. The diffraction patterns were then analysed and compared to 
photocatalytic activity to determine the influence of crystallinity on photoactivity. 
The mat created when electrospinning from TTiP, is a complex mixture of TTiP, 
Ti(OH)2 and amorphous TiO2. Steam treatment converts any remaining TTiP to 
Ti(OH)2, and calcining converts the Ti(OH)2 to TiO2 and crystallises it. TiO2 initially 
crystallises into the anatase phase and then, at higher temperatures, to rutile. There is a 
third phase, brookite, which crystallises at even higher temperatures at this length scale. 
Aside from lowering the yield, remaining metal alkoxides can interfere with the 
crystallisation of the TiO2, where higher concentrations of alkoxides can result in lower 
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concentrations of anatase TiO2. Adding water has been shown to remove these 
alkoxides and therefore increase the fraction of anatase TiO2 produced.
138
 
It was expected that the powder diffraction patterns for anatase phase TiO2 would 
increase in intensity from 350 to 500 °C, and then decrease as the anatase converts to 
rutile, with a corresponding increase in rutile indexes. Before the crystallisation of the 
sample, photoactivity was expected to be poor, although some literature suggests that 
amorphous TiO2 can be photoactive.
175
 No peaks were observed in the X-ray diffraction 
patterns until 300 °C with the exception of an impurity at 88 θ in the 250 °C sample. 
From 350 °C, the anatase (101) index can be clearly seen, and rises dramatically at 400 
°C (Figure 2.29). At 550 °C, rutile was first observed, evidenced by the (211) and (301) 
indexes in low concentrations. Above 550 °C, the anatase peaks began to recede, while 
the intensity of rutile peaks increased.  
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Figure 2.29. XRD diffractograms of TiO2 nanofibres as a function of calcining 
temperature. Assignments of peaks are detailed in Figure 1.18. The anatase phase can be 
observed from 350  C. At 550  C the rutile phase begins to crystallise with the 
commensurate decrease in anatase phase. 
 The crystallite size was calculated at each temperature that TiO2 was observed to 
be crystalline (> 300 °C), by using the Scherrer equation (Equation 1.16). Table 2.1 
shows the crystallite sizes of TiO2 nanofibres as a function of calcining temperature. An 
increase in crystallite size was observed up until a maximum of 12.9 nm at 550 °C 
which is in good agreement with several authors.
176,177
 Above 550 °C, the crystallite 
size dropped again as the rutile content increased, which may be attributed to the 
smaller unit cell of the ruitle phase leading to relatively smaller crystallite sizes. 
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Table 2.1. Crystallite sizes of TiO2 as a function of calcining temperature. Crystallite size 
increases with increasing anatase content. At 550  C rutile phase begins to crystallise 
where the crystallite size is observed to decrease and then remain at a constant diameter. 
Calcining 
Temperature/°C 
400 450 500 550 600 700 
Crystallite 
Size/nm 
10.2 10.9 11.8 12.9 11.8 11.8 
 
SEM images were taken from a sample at each calcining temperature, which 
revealed the samples to be of a uniformly fibrous and smooth nature at all calcining 
temperatures. From these images it was determined that calcining within the 
temperature range 50-700 °C had little effect on the morphology of the fibres (Figure 
2.30).  
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Figure 2.30. SEM images of TiO2 nanofibres as a function of calcining temperature (°C): 
A: Uncalcined, B: 50, C: 100, D: 150, E: 200, F: 250, G: 300, H: 350, I: 400, J: 450, K: 500, 
L: 550, M: 600 and N: 700. 
C 
A B 
D 
E F 
H G 
I J 
K L 
M N 
~20 μm ~20 μm ~10 μm ~10 μm 
~20 μm ~5 μm ~10 μm ~20 μm 
~10 μm ~20 μm ~10 μm ~10 μm 
~5 μm ~5 μm ~10 μm ~10 μm 
~5 μm ~10 μm ~10 μm ~10 μm 
~5 μm ~5 μm ~5 μm ~5 μm 
~5 μm ~5 μm ~10 μm ~5 μm 
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From Figure 2.30 the fibre diameter was estimated (Table 2.2). There was an 
overall decrease in fibre size as the calcining temperature increased. The largest 
decrease in fibre diameter was at 200-250 °C, which corresponds to the second 
transition observed in the degradation of PMMA by DSC, UV-Vis and FT-IR, attributed 
to polymer chain end scissions. 
Table 2.2. Estimated fibre diameter as a function of calcining temperature. The decrease 
in fibre diameter is attributed to the removal of the PMMA scaffold and the crystallisation 
of TiO2 into the anatase phase.  
Calcining 
Temperature/°C 
Fibre Diameter/nm 
20 1000 
50 1000 
100 1000 
150 800 
200 800 
250 500 
300 500 
350 500 
400 400 
450 500 
500 500 
550 400 
600 400 
700 500 
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Above 300 °C, once the PMMA had been removed, the decrease in fibre size 
was attributed to decreased particle size caused by the extra thermal energy. The extra 
thermal energy will reduce the stability of larger particles, encouraging them to form 
smaller, more thermodynamically stable aggregates.  
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Figure 2.31. Photocatalytic activity of TiO2 nanofibres as a function of calcining 
temperature. The photocatalytic activity increases with increasing anatase content, but 
drops sharply at 550  C when the rutile phase content becomes non-negligible.  
Figure 2.31 shows the photoactivity of TiO2 nanofibres as a function of 
calcining temperature, for all the crystalline samples (> 300 °C). It can be observed that 
from 300-550 °C the photoactivity increased. This is in good agreement with Răileanu 
et al. who observed that photoactivity increased with respect to calcining temperature 
and found that 500 °C was the optimum calcining temperature for maximum 
photoactivity.
178
 The photoactivity was then observed to decrease at calcining 
temperatures above 550 °C, which matches the trend of the phase change from anatase 
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to rutile observed in the X-ray diffraction data.  The maximum photoactivity is observed 
at the same temperature as the maximum anatase composition of the fibres and 
decreases when the rutile phase content becomes non-negligible. This is good evidence 
that the photoactivity of TiO2 is largely dependent on its crystal phase. In our work, it 
has been shown that almost pure anatase phase TiO2 nanofibres, with a small amount of 
rutile, show the highest photoactivity towards the degradation of phenol. Crystallite size 
was also determined to have an effect on photoactivity, as crystallite size was observed 
to change following the same trend as photoactivity. However, photoactivity decreases 
more rapidly above 550 °C than crystallite size, therefore under these conditions it is 
concluded that the crystallinity of the TiO2 is more important in determining the 
photoactivity than fibre diameter or crystallite size.  
 
2.5 Conclusions 
It has been shown that TiO2 nanofibres can be produced by electrospinning a 
PMMA in DMF solution in a controlled and consistent manner, at a rate of ~0.02 g/hr. 
The control in the production is achieved by carefully selecting intrinsic and extrinsic 
variables, all of which will have a non-negligible impact on the morphology and 
diameter of the product and the ease of production. 
Modification of the nozzle diameter alters the fibre diameter, where larger 
diameter nozzles give rise to less control of the size and morphology of the product. 
Reducing the nozzle diameter from 1.5 mm to 1.0 mm reduced the deviation of fibre 
diameter and decreased the beads found in the fibres. 
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The systematic alteration of voltage was shown to affect the morphology and 
diameter of the product. At low voltages, the electric field was not strong enough to 
extrude fibres from the nozzle and high voltages were observed to increase the rate of 
evaporation of solvent, leading to blockages and beads.  
Variation of the distance between nozzle and collector was shown to affect the 
fibre diameter and morphology. Both inconsistent fibre diameter and a larger 
concentration of beads were observed at shorter distances, due to the short distance not 
being sufficient to allow for the evaporation of the solvent before reaching the collector.  
At longer distances the fibres were unable to reach the collector and, therefore, collected 
on the nearest grounded surface. 
It was found that both diameter and viscosity increased exponentially as a 
function of PMMA concentration. An exponent of 0.4 was found for the relationship 
between concentration and fibre diameter. The plot of viscosity as a function of PMMA 
concentration was found to be biphasic, with exponents of 0.4 and 3.4 for the semi-
dilute un-entangled and semi-dilute entangled concentration regions respectively. The 
critical chain overlap (c*) and critical chain entanglement (ce) have been observed, and 
are in good agreement with literature values. Based on these results, it has been 
determined that the morphology and diameter of the fibres produced directly results 
from the viscosity of the solution, which is dependent on polymer concentration and 
molecular weight. As the molecular weight of the polymer remained constant, it can be 
inferred from my studies that viscosity is solely determined by the concentration of the 
PMMA. 
Having determined the influence of the intrinsic and extrinsic variables; fibre 
diameter, viscosity, nozzle diameter, concentration, voltage and deposition distance, the 
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accurate and precise control over length scale and morphology has been achieved. 
Given that the properties of nanomaterials are dependent on length scale and 
morphology, the electronic properties and chemical reactivities are expected to be well 
controlled using this preparation method. 
The degradation of PMMA occurs in three steps; polymer head to head 
scissions, polymer chain end scissions and random scissions. The first two of these were 
observed by FT-IR spectroscopy. The second two were observed in both UV-Vis 
spectroscopy and DSC. The temperatures of these transitions were in good agreement 
with literature, 165, 260 and 375 °C respectively for the three degradation steps.  
An optimum calcination temperature of 550 °C was determined by 
photocatalytic investigations, which is in good agreement with literature. X-ray 
diffraction analysis as a function of calcining temperature revealed that photocatalytic 
activity drops at the same temperature that the anatase phase begins to decrease, with 
the commensurate increase in rutile phase. This optimum sample was majoritively 
anatase with a small amount of rutile phase. As the change in activity more closely 
followed the crystal phase of TiO2 rather than crystallite size or fibre diameter, the 
change in activity was attributed to be more dependent upon the TiO2 phase.  
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3. Photon and Phonon Activated TiO2 for the Decomposition of Phenol 
The photooxidising ability of TiO2 is well established, due to its inherent 
abilities as a semiconductor but the excitation of electrons can also be accomplished 
thermally. In this chapter I quantify the oxidising ability of both photon and phonon 
activated TiO2, in two different morphologies, used for the oxidation of phenol. The two 
chosen morphologies were pristine TiO2 nanofibres, produced in-house, and P25 
powder (Sigma-Aldrich 99.5 %) which were used as the benchmarks in the remainder of 
this project. 
P25 is a 75 % anatase: 25 % rutile TiO2 powder, with a crystallite size of ~21 
nm and a specific surface area of 35-65 m
2
/g. The pristine nanofibres prepared were 
almost 100 % anatase TiO2 with a small amount of rutile phase present (~ < 1 %), with a 
fibre diameter of ~400 nm. Specific surface area measurements were unavailable 
however, He et al. found their fibres, of similar dimensions and composition, to have a 
specific surface area of 15.2 m
2
/g.
179
 Despite the predicted decrease in surface area, 
nanofibres are advantageous compared to P25 as they can be synthesised uniformly and 
with a greater control over the dimensions. 
In this chapter, a review of the degradation of phenol by TiO2 is provided. The 
photocatalytic results of both pristine TiO2 nanofibres and commercial P25 powder are 
compared. The relationship between incident light intensity and photocatalytic activity 
has also been investigated with respect to the distance between the reactor and the 
radiation source. Finally, as an alternative to photoactivation, thermal excitation of TiO2 
has been discussed and investigated. The details of the preparation of the catalysts are 
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discussed in Section 7.2 and the details of the determination of photoactivity are 
discussed in Section 7.3 and Section 7.4. 
 
3.1 Degradation of Phenol by TiO2 Nanomaterials 
Phenol was chosen as the benchmark volatile organic compound because, like a 
number of pollutant compounds, it contains an aromatic ring but is itself relatively low 
cost and non-toxic. The degradation of phenol by photoactivated TiO2 was initially 
thought to be first order, 
    
       
  
                                                       (3.1) 
or,  
                                                               (3.2) 
However, more recent evidence has shown that the degradation is pseudo first 
order,
180,181
 
                                                            (3.3) 
when O2 is in excess it becomes constant and, therefore, 
                                                               (3.4) 
Equation 3.4 describes that the concentration of phenol is proportional to rate of the 
degradation.  
        Hucthings and Besenbacher proposed that during photocatalysis phenol 
degrades by one of two pathways, where each require seven oxygen atoms and twenty 
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eight electrons to completely oxidise phenol (Scheme 3.1).
180
 One pathway occurs via 
p-benzoquinone and the other via hydroquinone. However, there can be inter-
conversion between hydroquinone and p-benzoquinone via redox reactions. For each 
oxidation of hydroquinone to p-benzoquinone two electrons are required, reducing the 
efficiency of the oxidation of phenol.  
 
Scheme 3.1. Degradation pathways of phenol. The left pathway shows the direct 
decomposition of phenol to CO2 and H2O. The right pathways show the decomposition of 
phenol via two derivative compounds. Hydroquinone and benzoquinone can interconvert, 
where the oxidation of hydroquinone to benzoquinone reduces the efficiency of the 
decomposition as it requires 2 electrons. 
180
 
Hutchings and Besenbacher observed hydroquinone to be the dominant side 
product in the photooxidation of phenol by native TiO2, reaching a maximum of 25 % 
of the initial phenol concentration. However, p-benzoquinone was found to be the 
dominant side product when using gold, palladium and gold/palladium loaded TiO2.
180
 
This was attributed to the excess of electrons produced by photoactivated TiO2 driving 
the equilibrium towards p-benzoquinone.  
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 Radical affinity and adsorption on to TiO2 are partly determined by the 
substituent groups present on the phenolic compounds.
85
 Adsorption onto TiO2 is 
determined by the strength of the electron withdrawing groups on the α-carbon, the 
stronger of which will  increase the interaction between Ti-O(H)-Ph.
182
 Figure 3.1 
shows the rate of adsorption onto TiO2 of phenol and several of its derivatives.  
Catechol                                       
Figure 3.1. Rate of adsorption onto TiO2, as determined by the strength of the 
withdrawing group on the α-carbon. 
Phenol adsorbs at the Ti-OH interface where it is then attacked by OH radicals, 
forming dihydroxybenzenes. The attack can occur at three different positions on the 
phenol ring. Parra et al. found that the photooxidation of the dihydroxybenzenes occur 
at a faster rate than phenol, this was attributed to the ortho-para directing nature of the 
hydroxyl group.
183
 Of the dihydroxybenzenes there are four potential activation sites 
where OH radicals can be directed towards. In the cases of hydroquinone and catechol 
OH radicals are directed to all four of these sites. Resorcinol is only activated at three of 
these sites, however, each of those sites is doubly directed to (by each hydroxy group). 
Figure 3.2 shows the possible attack sites of phenol and three dihydroxybenzenes, 
where the arrows indicate the attack sites of the OH radical. 
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Figure 3.2. Structures of phenol and dihydroxybenzenes, with indicated directing 
positions. 
The degradation of these aromatic compounds by TiO2 follows the order; 
resorcinol>hydroquinone>catechol.
183
 This provides evidence that the position of 
substituent is important in the degradation of aromatic compounds. The lower 
degradation rate of phenol compared to its daughter compounds is because phenol only 
mono-directs at three sites. This has also been observed in chlorinated phenols, where 
the initial attack of the hydroxyl radical has the greatest effect on overall degradation, 
determined by stabilisation of the incoming hydroxyl group.
184
 When the system is at 
pH 5, the rate of degradation of phenol can be increased by the addition of H2O2 as it 
provides more hydroxyl radicals.
88
 This is because hydrogen peroxide can be split by 
UV light to ·OH.
89
 
After the addition of an additional hydroxyl group the aromatic ring breaks open 
into muconic acid, then maleic or fumaric acid (isomers) then oxalic acid which breaks 
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down into formic acid.
185
 Formic acid can then easily be broken down into CO2 and 
H2O – mineralisation. 
 
3.2 Photocatalytic Studies 
Photodegradation of phenol was performed by illuminating the TiO2 catalyst at 
regular intervals, with a constant gas flow of phenol polluted O2. The gas stream was 
captured in a 1 M NaOH(aq) collector at the end of the photoreactor. The purpose of the 
sodium hydroxide was to trap phenol as sodium phenolate, which is less volatile than 
phenol, and to provide a more intense UV-Vis spectroscopic handle. The phenol present 
in the collector was measured at regular intervals by UV-Vis spectroscopy. During 
illuminated periods the catalyst is considered activated and the increase in concentration 
of phenol in the collector should be slow, the rate of which will be determined by the 
effectiveness of the photocatalyst. Conversely, during non-illuminated periods, the 
catalyst is considered deactivated and the concentration of phenol will increase at a 
faster rate, determined by the flow rate of the polluted gas stream. The UV-Vis 
absorption of sodium phenolate was observed at      = 288 nm. Absorbances for 
neither benzoquinone,      = 246 nm or hydroquinone,      = 270 nm, nor any other 
intermediates, were observed in this study by UV-Vis spectroscopy. GC-MS analysis of 
the collector solution and the atmosphere above the solution, further revealed no 
evidence of any compounds other than sodium phenolate. This was evidence that phenol 
had been completely mineralised to water and carbon dioxide.  
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3.2.1 P25 
 The photocatalytic activity (PCA) of commercial P25 was measured as a 
benchmark, with SEM analysis to confirm its morphology. SEM images of commercial 
P25 show that the TiO2 is uniformly present in powdered crystallite form (Figure 3.3).  
 
 
 
 
Figure 3.4 shows the X-ray diffraction pattern of P25 powder. The anatase (a) 
and rutile (r) indexes can clearly be seen while no presence of any impurity was 
observed. 
Figure 3.3. SEM images of P25 showing it’s powdered morphology. 
~20 μm ~20 μm ~20 μm 
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Figure 3.4. Powder diffraction pattern of P25 TiO2, where the rutile (r) and anatase (a) 
phases can be distinguished from each other. Obtained at University of Sussex, 2012, Wei 
Cheet Lee and indexed from ICDD. 
Prior to photocatalytic studies, the P25 was dried at 100 ˚C overnight, but was 
otherwise used as purchased. The catalyst was tested three times, where each test 
contained a minimum of two on/off cycles of illumination. An average photocatalytic 
activity was taken of the three tests and a value of 1.13 was determined. 
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Figure 3.5. Photocatalytic data of P25. The horizontal lines represent the lights on periods, 
where the catalyst is considered activated and build-up of phenol in the collector is slow. 
The more vertical lines represent the lights off periods, where the catalyst is considered 
de-activated and the build-up of phenol of fast. The difference in gradients of the lights on 
and lights off periods gives rise to the photocatalytic activity (PCA). 
In Figure 3.5 the data set for one of the P25 tests is shown, where the more 
horizontal lines correspond to the periods of UV illumination and the more vertical lines 
correspond to periods of no UV illumination. Qualitative information on the activity of 
the catalyst can be determined by the relative slopes of the illuminated and non-
illuminated periods: where the closer to horizontal the slope, the higher the rate of 
phenol degradation. The details of the determination of photocatalytic activity are listed 
in Chapter 7. When using P25 the slope of the illuminated periods is near to horizontal, 
indicative of a high level of phenol decomposition. 
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3.2.2 Pristine TiO2 Nanofibres 
 Pristine TiO2 nanofibres were prepared by electrospinning 10 wt. % TTiP in a 7 
wt. % PMMA in DMF solution. The product was steam treated at 80 °C for one hour 
and calcined at 550 ˚C overnight to yield TiO2 fibres (Figure 3.6).  
 
Figure 3.6. Picture of TiO2 nanofibres immediately after electrospinning. The product is a 
non-woven mat of approximately 2 mm depth. 
 SEM imaging revealed TiO2 to be present in the form of interwoven nanofibres 
of ~400 nm diameter that were found to be smooth and bead free (Figure 3.7).   
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Figure 3.8 shows the X-ray diffraction pattern of the TiO2 nanofibres used in 
these studies. The anatase phase was observed as the dominant crystallinity of TiO2, 
however, a small amount of rutile was also observed. 
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Figure 3.8. X-ray diffraction pattern of TiO2 nanofibres used in these photocatalytic 
measurements. The diffraction pattern was indexed from ICDD. 
Figure 3.7. SEM images of TiO2 nanofibres that are 
uniformly fibrous and ~400 nm diameter. 
~2 μm ~5 μm 
~5 μm ~5 μm 
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The photoactivity of these fibres was tested three times, where each test 
contained at least two on/off cycles of illumination. The activity during each test was 
measured and an average of 0.47 calculated. The activity of TiO2 nanofibres was found 
to be less than half that of P25 powder; the reasons for the difference in activity are 
discussed in Section 3.2.3. 
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Figure 3.9. Photocatalytic data taken for one run of pristine TiO2 nanofibres. The 
horizontal lines represent the lights on periods, where the catalyst is considered activated 
and build-up of phenol in the collector is slow. The more vertical lines represent the lights 
off periods, where the catalyst is considered de-activated and the build-up of phenol of 
fast. The difference in slope between the lights on and lights off periods is smaller than for 
P25 powder indicating a lower photocatalytic activity. 
In Figure 3.9 the data sets for one test of pristine TiO2 nanofibres can be seen. It 
can be observed that during the illuminated periods, the gradient is steeper than for P25, 
qualitatively indicating a lower photoactivity for our TiO2 nanofibres. 
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3.2.3 Comparison of P25 and TiO2 nanofibres 
Chemical composition and mass were kept constant between pristine TiO2 
nanofibres and P25, but there were several important differences. P25 powder is a 
mixture of 75 % anatase and 25 % rutile phase TiO2, compared to the pristine nanofibres 
which are nearly 100 % anatase, with the remainder being rutile. In Chapter 2 it was 
observed that as the rutile content of the nanofibres increased, the photocatalytic activity 
decreased. As the TiO2 nanofibres discussed in this chapter have lower rutile content 
than the P25, it is clear that the difference in photoactivity is not solely determined by 
the crystal phase.  
The crystallite size of P25 was found to be higher than that of the nanofibres, at 
16.5 nm compared to 12.9 nm. While a smaller crystallite is associated with a higher 
surface area, Ying et al. found that at crystallite sizes below ~10 nm activity drops as 
surface recombination of electron–hole pairs becomes prominent.186 As the crystallite 
size of the nanofibres is close to this critical size, its rate of recombination is theorised 
to be higher than that of P25. Finally, the increased surface area of P25 is likely to lead 
to an increase in photoactivity. Based on literature reports, the specific surface area of 
~400 nm diameter TiO2 fibres is ~15.2 m
2
/g,
187
 roughly half the specific surface area of 
the P25 used (35-65m
2
/g). From our studies we attribute the increase in photoactivity of 
P25 to be a combination of increased surface area, leading to more active sites, and a 
larger crystallite size, reducing the rate of recombination. 
 
3.2.4 Degradation of Other VOCs by TiO2 Nanofibres 
 In order to examine the efficacy of titania nanofibres in the decomposition of a 
broad number of organic compounds, TiO2 was used to photooxidise acetanilide, 
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acetone, dimethyl formamide and toluidine blue. Previous decompositions were 
performed solely using phenol as the target VOC due to its relatively low toxicity, low 
price and characteristic UV absorbance however, in real applications the photocatalytic 
reactor will have to remove many other VOC traces.  
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Figure 3.10. Photocatalytic activity of four other VOCs. They have all been shown to 
decompose non-negligibly by UV light activated TiO2 nanofibres. The efficiencies of 
decomposition are thought to be largely due to ease of attack by OH radicals and the 
volatility of the compounds.   
The photooxidation of all four compounds was observed with varying levels of 
decomposition. To our knowledge neither DMF nor toluidine blue have been used as 
target molecules for photooxidation. The four compounds were chosen due to their 
containing a selection of functional groups including amides, ketones and conjugation. 
TiO2 showed the lowest affinity towards acetanilide, a sentiment confirmed by Ameta et 
al. in the decomposition of p-nitroaniline, p-aminophenol and acetanilide, in the 
presence of CdS and Fenton’s reagent.26 Reasons for low activation are attributed to 
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acetanilide’s low solubility in water and relative low volatility. The photooxidation of 
acetone by titania has also been observed by Henderson et al., who found good levels of 
VOC removal.
27,28
 The degradation of dyes by semi-conductors is well established and 
it is likely that TiO2 showed the same affinity for toluidine blue. 
Whilst the effective degradation of each organic compound is unique, it has been 
shown that UV light activated TiO2 will decompose a variety of organic compounds. 
This shows promise for industrial applications where the composition of polluted gas 
streams will not be restricted to solely phenol. 
 
3.2.4 Photocatalytic Activity as a Function of Incident Light Intensity 
To explore the UV illumination influence on the catalytic degradation of phenol, 
the UV light source was incrementally moved away from the reactor tube and PCA 
measurements taken. It was predicted that intensity would reduce as a function of 
distance, at a rate of 1/r
2
,
 
and that the degradation of phenol would follow this trend, 
indicating a linear relationship between light intensity and photocatalytic activity. This 
was observed not to be the case, as photooxidation of phenol decreased linearly as a 
function of illumination distance (Figure 3.11). 
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Figure 3.11. Photocatalytic activity as a function of incident light distance. The 
degradation of phenol with respect to UV light distance was observed to be linear when it 
was predicted to follow the trend of 1/r
2
. The reason for this unexpected trend is that the 
absorption of photons is first order. 
The decrease in photoactivity is a result of decreased photon flux towards the 
reactor. This is trend is revealed in Figure 3.12 where it is observed that light intensity 
decreases linearly with distance. Light intensity usually decreases with 1/r
2
, however, 
several authors have found at low intensities, this relationship is first order because the 
absorption of photons is first order.
184,188–190
 At higher light intensities there is an excess 
of photons, therefore the relationship becomes squared due to the creation of more 
electron hole-pairs which rapidly recombine.
188
 At very high intensities the activity 
becomes independent of increasing intensity because only a maximum amount of 
photons can be absorbed by a finite amount of catalyst.  
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Figure 3.12. Light intensity as a function of incident light distance. The linear trend is due 
to the absorption of photons being first order. 
 
3.3 Phonon Activated TiO2 Nanomaterials 
3.3.1 Benefits and Physics of Thermal Activation 
While the performance of these oxidation and reduction centres can be 
exceptional, their use in everyday life is hindered by the inefficient activation of TiO2 
by ambient light. TiO2 activation requires UV radiation of 385 nm, which only accounts 
for 3 % of natural light, therefore most laboratory experiments require the use of UV 
lamps.
3
 This reduces the efficiency of any catalysis taking place because of the added 
energy cost of running a light source. As an alternative, thermal excitation can be used 
to create electron-hole pairs. An advantage of thermal activation is that is does not 
suffer from issues of light penetration, such as when TiO2 is impregnated into a support 
such as a zeolite. 
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Nearly free electron physics states that thermal excitations can occur in a 
semiconductor, but to a lesser extent than in a metal, due to the presence of the bandgap. 
At any temperature above absolute zero, a percentage of the electron population will be 
above the Fermi level. The number of excited electrons in the bottom level of the 
conduction band has been shown to be in the order of 10
-10
 for silicon at room 
temperature. This distribution can be approximated by Fermi-Dirac statistics,
191
 where it 
is assumed that half odd-integer spin particles will not interact in any significant way. 
This is expressed by the Fermi-Dirac equation (Equation 3.5). It states that as the 
temperature increases the population of excited electrons increases.  
   
 
           
                                                            (3.5) 
where μ is the energy of the Fermi level, or the potential energy of an electron in a 
crystalline solid k is the Bolztman constant and T is the temperature. Following the 
Pauli exclusion principle, the effect of thermal excitation is relatively small, as only the 
top layer of electrons in the valence band are able to be excited. Electrons in lower 
levels cannot be excited without a much larger activation energy.  
 As charge carrier mobility is only weakly dependent on temperature, any 
increase in activity can almost be solely attributed to increased charge carrier 
concentration. 
To compare thermal excitation with UV excitation, the gas phase decomposition 
of phenol over 0.1 g of TiO2 nanofibres was investigated in three stages;  
1: Using no catalyst and no UV illumination the reactor was heated at increasing 
temperatures in on-off cycles. This was predicted to show negligible decomposition of 
the phenol and was used as a baseline.  
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2: Stage 1 was repeated with the addition of 0.1 g of TiO2. This was predicted to show 
the decomposition of phenol with activity increasing with temperature. The baseline 
was subtracted from these values to show the true effect of thermally activated TiO2. 
3: The reactor was filled with 0.1 g of catalyst and kept at a constant temperature 
throughout the experiment. The sample was subjected to UV radiation in cycles in order 
to study the combinatory effects of thermal and UV activation. Based on research by 
Melosh et al. we expect the degradation of phenol to be increased when both activation 
methods are combined.
192
 
 
3.3.2 Thermal Activation of a TiO2 Catalyst 
A background reading was taken by measuring the thermal degradation of 
phenol without any catalyst. In order to simulate the presence of a catalyst, the reactor 
was packed with glass wool and covered with aluminium foil to block out ambient UV 
light. Without a catalyst or UV illumination very little phenol degradation was observed 
until 400 °C, where the activity was found to be 0.15. This observed degradation is from 
the direct thermal decomposition of phenol. The pyrolysis of phenol is well 
documented,
193,194
 where it has been calculated that the temperature of decomposition is 
500 °C, however, experimentally it is possible for decomposition to occur at lower 
temperatures.
195
  
Upon the addition of 0.1 g of TiO2 nanofibres, a significant level of degradation 
was observed. The degradation of phenol was significantly greater with the TiO2 
catalyst present than without, indicating the thermal activation of semiconductors for 
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oxidation reactions is possible. Finally, the temperature and UV activation were 
combined to show their compounded effect. 
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Figure 3.13. Catalytic activity as a function of reaction temperature. Black: thermal 
activation only. Red: combined thermal and UV activation. The error bars represent the 
standard deviation of the catalytic activities. The decomposition of phenol but thermally 
activated TiO2 is equal to the decomposition of phenol by UV irradiation. When thermal 
and UV activation methods are combined, the decomposition of phenol is twice as much as 
either thermal or photo activation separately.  
Figure 3.13 shows a linear trend for both thermal activation of TiO2, and 
combined thermal and photoactivation of TiO2. The R
2
 value for thermal activation is 
0.75, which increased to 0.92 when thermal and photo activation were combined. This 
indicates a stronger dependence on UV activation compared to thermal activation. 
However, the activity of only thermal activation is 0.55 compared to 0.47 for only UV 
activation. The slight decrease in phenol degradation when using photon activated TiO2 
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was attributed to inefficient light penetration of the catalyst. When both activation 
methods are combined there is an increase in activity to 0.87, almost double either 
photon or phonon activation, which we attribute to photon enhanced thermionic 
excitations. In solar energy conversion, Melosh et al. observed a 70 % increase in 
efficiency when thermal emissions were photon enhanced,
192
 which they also attributed 
to an increased number of emitted electrons when the two excitation methods were 
combined. 
 
3.4 Conclusions 
TiO2 has been shown to successfully oxidise phenol under photoactivation using 
UV lamps as the photon source. The degree of phenol removal was more than twice as 
effective by P25 as for TiO2 nanofibres. This was attributed to the increased surface 
area of P25 powder and the smaller crystallite size of the nanofibres increasing 
recombination rate. No intermediates or side products of phenol were observed by GC-
MS or UV-Vis absorption. This indicates either the complete mineralisation of phenol, 
to CO2 and H2O, or that the concentrations of intermediates and side products are below 
the detection limits of the analytical method. In situ measurements or end of line CO2 
analysis would give more insight into the degradation pathway. If our catalyst system 
does indeed completely mineralise phenol to CO2 and H2O then it is an ideal 
photocatalytic set-up as there are no toxic by-products, which is desirable for a 
commercial photocatalyst.  
The relationship between photon flux and photocatalytic activity as a function of 
illumination distance has been determined, where it was found that both of these 
decreased linearly as distance was increased. This is due to the intensity of light being 
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first order with respect to distance at low light intensities. This knowledge gives a 
greater understanding of the photon-catalyst relationship and proves useful in the design 
of future photocatalytic reactors. 
Thermal activation of TiO2 was shown to be effective for the removal of phenol. 
At 400 °C a similar rate of degradation was observed compared to UV activation. When 
thermal activation was combined with UV illumination, the photocatalytic activity 
increased to double that of either individual activation method. This provides an extra 
activation method for TiO2 when UV sources are unavailable. Furthermore, the 
combined activation methods can increase the removal of VOCs from polluted gas 
streams.  
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4. Doped TiO2 Nanofibres 
To excite an electron in titania, radiation of above 375 nm is required, which is 
in the UVA region of natural light. As this only accounts for 3 % of ambient light, there 
is a barrier to overcome before TiO2 photocatalysis can be successfully integrated into 
everyday life.
196
 The inherent inefficiency of photoactivation of TiO2 by natural light 
has led to research into the extension of the bandgap, to encompass the visible light 
response. Thus far, the most popular method for the alteration of the bandgap of TiO2 is 
by the addition of dopants into the titania lattice.
55,197
 Extensive research has been 
undertaken towards the loading of other atoms into titania where, aside from altering the 
electronic properties, increased surface area and more effective electron–hole pair 
separation have been observed. Dopants are often chosen based on their cost, ease of 
availability and toxicity. For these reasons, main-group elements and d-block metals are 
commonly used.  
In this chapter the investigation of the photooxidation of phenol by metal oxide 
doped TiO2 nanofibres is presented. Six transition metals, which had shown promise in 
the literature, were chosen as dopants of TiO2. These were added immediately prior to 
electrospinning, in concentrations of 0.01-50 mol %, which altered the colour of the 
precursor polymer solution, the concentration of the dopant influencing the intensity of 
the colour. After steam treatment and calcination, colour changes were observed, 
indicating that the precursors had transformed into their metal oxides, and were 
characterised by SEM imaging and powder X-ray diffraction. Furthermore, powder X-
ray diffraction was used to gain information on the location of the dopant, and to 
determine the crystallite sizes, by the Scherrer equation. 
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4.1 Methods of Doping 
There are two common methods used in the doping of metal oxide semiconductors; dye-
sensitisation and lattice doping. In the first, the semiconductor can be sensitised by 
adding a dye which will absorb in the visible light region, freeing an electron.
198
 This 
electron can then be injected into the conduction band of the bulk material. Alternately 
the lattice can be impregnated with dopants, which can result in impurity states in 
between the valence and conduction bands of the bulk material (Figure 4.1). This can 
result in lower energy bandgaps, where less energy is required to facilitate transitions.
196
  
 
Figure 4.1. From left, impurity state and dye sensitised methods of doping. In impurity 
state doping an additional energy level is added within the band-gap, reducing the energy 
required for the excitation of an electron. In dye-sensitised doping a dye absorbs light, 
usually in the visible region, and injects this electron into the conduction band of the semi-
conductor. 
Loading transition metals into the lattice of TiO2 predominantly leads to the 
formation of impurity states. Figure 4.2 shows the calculated density of states in the 
bandgap of rutile TiO2 when doped with a variety of transition metals.
199
 The impurity 
states formed by the dopants can be seen within the bandgaps. 
161 
 
 
 
 
Figure 4.2. Energy bands for transition metal doped rutile titania. (a) undoped, (b) V
4+
, (c) 
Cr
4+
, (d) Ni
4+
, (e) Mn
3+
, (f) Fe
3+
, (g) Co
3+
, (h) Cu
3+
.
199
 The impurity states can be seen within 
the bandgaps of the transition metal doped titania. 
A change in the bandstructure can be spectroscopically measured, as discussed 
in Sections 1.8.3 and 1.8.4, where the terms ‘red-shift’ and ‘blue-shift’ are used to refer 
to lower and higher energy bandgap shifts respectively. 
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4.2 Electronics of Doping 
Band gap modification 
The bandgap of TiO2 can be modified by the addition of a dopant to the lattice, 
resulting in a red-shift towards the visible light region of the electromagnetic spectrum. 
For example, Fe2O3 loaded TiO2 nanofibres were found to enhance the photooxidation 
of methylene blue (MB), which was attributed to a red-shift in the bandgap.
200
 
Martinez-Arias ascribed the extension of the bandgap to be due to charge transfer from 
Fe
3+
 3d electrons to the TiO2 conduction band and iron d-d transitions.
201
 Similar results 
were obtained by Xu and Ao, and Wu and Chen, who found loading titanium with 
vanadium led to a visible light response and a higher photodegradation, of reactive 
brilliant red and methylene blue respectively, than an equivalent un-doped sample.
202,203
 
Wu and Chen attributed this to an extra state inserted between the valence and 
conduction bands caused by V
4+
 and V
5+
 either substituting Ti
4+
 in the lattice or sitting 
in vacancies.
10
  
Non-metals have also been used to modify the bandgap, for example nitrogen 
has been observed to replace oxygen in the TiO2 lattice, sensitising it to visible light.
204
 
Magrulka et al. observed a reduction in the bandgap to 2.65 eV upon lattice doping with 
nitrogen, which was found to be effective in the degradation of phenol and o-
chlorophenol.
205
  
Blue-shifts of band structure have also been observed. This is exemplified in Sn
4+
 doped 
TiO2 nanoparticles, where UV-Vis absorption analysis revealed an increase in the 
bandgap with increasing tin loading in to the lattice, corresponding to a 0.9 eV shift at 
10 % loading.
181
 However, despite the continuing increase in bandgap, photoactivity 
163 
 
 
 
only improved against pristine TiO2 up until 0.3 % Sn
4+
 loading, attributed to additional 
recombination centres formed at higher loadings.  
 
Electron-Hole Pair Recombination 
The doping of titania with metals is also thought to improve activity by the 
dopants providing shallow electron traps, retarding the electron-hole pair recombination 
rate. Scheme 4.1 details the processes involved in photooxidation of an organic species 
when Fe
3+
 is loaded into the TiO2 lattice.
206
 Scheme 4.1(a) and (b) are the generation of 
the electron-hole pair. Scheme 4.1(c) and (d) show the trapping of the charge carriers by 
the reduction and oxidation of Fe
3+
 respectively. Scheme 4.1(e) is charge migration, 
reducing Ti
4+→Ti3+, and Scheme 4.1(f) is the reduction of Fe4+ by a surface hydroxyl 
group, converting it to a hydroxyl radical. Scheme 4.1(g-j) detail the regeneration of 
Fe
3+
 by the hole, a hydroxyl radical, the electron and Ti
3+
 respectively. Finally, Scheme 
4.1(k) and (l) show the interfacial charge transfer of the iron trapped electron and hole 
to an oxidant and reductant respectively. 
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Scheme 4.1. Electronics of iron doped titania. (a) and (b) charge carrier generation. (c) 
and (d) charge trapping. (e) and (f) charge release and migration. (g-j) charge carrier 
recombination. (k) and (l) charge transfer, where the oxidant is the organic compound to 
be oxidised.
206
 
If an electron–hole pair separation can be extended beyond the nano-second 
scale,
207
 then the quantum efficiency can be increased. The quantum efficiency is the 
ratio of the number of electron-hole pairs created compared to incident photons. This is 
thought to be why amorphous TiO2 has very little photoactivity, because the non-
bridging oxygens facilitate rapid recombination.
208
 Li et al. argue that the charge 
trapping steps occur from Fe
3+
 located in different parts of that crystal. By EPR they 
observed two signals correlating to iron and assigned them to surface Fe
3+
 trapping h
+
, g 
= 4.30, and bulk Fe
3+
 trapping e
-
, g = 1.99.
73
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Physical Changes 
As well as modifying the bandgap and slowing the rate of recombination, doping 
of TiO2 can also result in a change in surface area,
77,209,210
 alteration of the 
crystallisation temperatures
74–76
 and increased surface hydroxyl groups.
211
 An increase 
in surface hydroxyl groups can increase activity by providing more radicals with which 
to oxidise volatile organic compounds, however, an increase in OH radicals is 
associated with an increase of vacancies which can act as recombination centres.
212–214
 
 
Combinatory Effects of Doping 
There is no clear indication which of the above reasons is responsible for the 
change in activity observed where dopants have been employed, but it is likely that the 
effects are due to a complex combination of all the variables. However, it is generally 
agreed that doping levels above 5 mol. % show a decrease in photoactivity of the 
sample, attributed to an increased population of recombination centres.
215
  
 
4.3 Photoactivity of Metal Oxide Doped Nanofibres 
 To determine the efficacy of different transition metal dopants, they were 
loaded into TiO2 in concentrations of 0.01–50.00 mol %. The resulting photoactivities 
were examined as a function of loading of transition metal, and compared to pristine 
TiO2 nanofibres and P25 powder. In Figure 4.3 the photo-degradation of phenol as a 
function of dopant loading concentration is presented for six different transition metal 
dopants.  
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Figure 4.3. Photocatalytic activity as a function of dopant loading. All dopants show their 
highest activity at 1 mol %. The cobalt doped titania shows the highest activity. Even at 50 
mol % loading the cobalt doped titania showed higher activity than undoped TiO2, leading 
to a separate investigation of mono-metallic cobalt nanomaterials. 
It was found that for all the transition metal doped samples investigated, the 
maximum efficiency was observed at 1.00 mol % loading. The photoactivities of all six 
dopants at 1.00 mol % loading can be seen in Table 4.1. At this loading the highest 
activity was seen for cobalt doped nanofibres at 1.94, four times increased activity 
compared to pristine TiO2 nanofibres. The lowest observed activity was for iron loaded 
nanofibres (0.46), slightly lower than pristine TiO2 nanofibres.  
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Table 4.1. Photocatalytic activity of six transition metal dopants at 1.00 mol % loading of 
titania. 
Dopant Iron Cobalt Chromium Nickel Vanadium Copper 
PCA (1.00 mol 
% loading) 
0.46 1.94 0.96 0.92 0.48 0.85 
 
At dopant concentrations 0.01-1.00 mol %, the photoactivity of all transition 
metal doped titania catalysts was lower than that of pristine TiO2. This is attributed to 
the dopant retarding the crystallisation of TiO2 into the anatase phase. As discussed in 
Section 2.4.3, the phase of TiO2 was deemed to be of great importance in determining 
the photoactivity of the sample, where reactivity was observed to be at its highest when 
the TiO2 was almost 100 % anatase. At lower loadings the photoactivation was close to 
that of native TiO2 nanofibres. As the loading increased from 1.00–50.00 mol % the 
photoactivity rapidly decreased, until the observed photoactivity was lower than that of 
pristine TiO2 nanofibres. Cobalt doped titania was the exception, and continually 
showed photoactivity higher than pristine TiO2 nanofibres, even at 50.00 mol % 
loading. These results led to a separate investigation on mono-metallic cobalt 
compounds, which are discussed in Section 4.4. The details of the doped catalysts and 
their photocatalytic activities are discussed in detail in their individual sections. 
 
4.3.1 Cobalt Doped TiO2 Nanofibres  
In order to prepare cobalt doped TiO2 nanofibres, purple cobalt acetyl acetonate 
(Co(AcAc)2) was used as the dopant precursor. The fibres prepared were smooth and 
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defect free at all concentrations, with no change in morphology observed as cobalt 
loading increased (Figure 4.4). The fibre diameter was ~400 nm and did not change 
until cobalt loading reached 50.00 mol %, where fibre diameter increased to ~1000 nm.  
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 The dark green fibres indicated a transformation to CoO. Equation 4.1 details 
the formation of CoO during the steam treatment of Co(AcAc)2. 
                                                     (4.1) 
Figure 4.4. SEM images of cobalt doped TiO2 nanofibres as a function of cobalt loading 
(mol %). A. 0.01, B. 0.10, C. 0.50, D. 0.80, E. 1.00, F. 5.00, G. 10.00 and H. 50.00. The 
observed morphology was fibrous at all concentrations of dopant with a diameter of ~400 
nm, until 50 mol % loading where the fibre diameter increased to 1000 nm. 
G 
~20 μm ~10 μm 
H 
~20 μm ~5 μm 
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Figure 4.5. X-ray diffraction patterns of cobalt loaded TiO2 nanofibres. As the loading of 
cobalt increases, the titania indexes recede and the CoO indexes become more prominent. 
Below 5 mol % loading, CoO peaks were not observed which is attributed to the Co 
impregnating into the titania lattice. 
X-ray diffraction analysis revealed the presence of CoO, where the peaks were 
relatively broad, and increased in intensity as the cobalt loading increased (Figure 4.5). 
However, the cobalt oxide pattern was weak in comparison to that of TiO2. Below 5.00 
% cobalt loading, no CoO patters were observed, however, above 10.00 mol % loading 
only CoO patterns were observed. Brik et al. found Co3O4 to be the only cobalt oxide 
present which was attributed to their production process, where there was no steam 
treatment to encourage the formation of CoO over Co3O4.
216
 A small shift in the CoO 
440 index by 2.06 % was observed at 50.00 mol % loading. Kuljanin-Jakovljevic et al. 
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attributed shifts of the X-ray diffraction peaks to a distorted titania lattice resulting from 
the substitution of Ti
4+
 by Co
2+
,
217
 a view shared by Choudhury and Choudhury.
218
 The 
lattice substitution of titanium by cobalt, and the creation of an oxygen vacancy, is 
shown in Equation 4.2. The absence of CoO diffraction patterns until 5.00 mol % 
loading shows some evidence towards cobalt loading into the lattice of TiO2 below this 
concentration. 
    
      
     
                                                       (4.2) 
TiO2 was determined to only be present in anatase crystallinity with no 
significant shifting of the titania peaks. The ionic radius of Co
2+
 (79 pm) is slightly 
smaller than that of Ti
4+
 (81 pm) which may allow for substitution by Co
2+
 without 
significant lattice perturbation. The intensity of the anatase pattern is higher in the 5.00 
mol % loading than the 1.00 mol % loading which disrupts the correlation seen between 
dopant loading and photocatalytic activity. Therefore this is attributed to be denser 
packing of the sample on the XRD sample holder. 
 The crystallite size of the catalysts was calculated using the Scherrer equation, 
and was found not to increase significantly with doping concentration (Table 4.2). 
These findings were shared by Iwasaki et al., who found that crystallite size only 
increased slightly with increased cobalt loading concentration and determined that 
calcining temperature was more determinate of crystallite size.
176
 Compared to un-
doped titania, Xu et al. observed a smaller crystallite size, 26 nm reduced to 16–18 nm, 
in cobalt loaded thin films.
219
 They attribute the smaller crystallite size to doping 
causing lattice deformation, reducing crystallite growth. Their findings are in good 
agreement with our results, where crystallite size was observed to reduce from 12.9 nm 
to 6.8 nm upon initiation of cobalt loading.  
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Table 4.2. Crystallite sizes of cobalt doped nanofibres. Upon addition of the dopant, the 
crystallite size reduces, however, increased loading of Co does little to alter the crystallite 
size. 
 Cobalt 
Loading/mol 
% 
0.01 0.10 0.50 1.00 5.00 10.00 50.00 
Crystallite 
Size/nm 
6.8 7.1 8.4 7.5 9.5 
No 
anatase 
peaks 
No 
anatase 
peaks 
 
Cobalt doping has been shown to facilitate the conversion of anatase to rutile at 
lower temperatures, with higher concentrations of cobalt exacerbating the effect.
220
 
However, in this work, neither of the most intense rutile indexes were observed, (110) 
and (211), even at the highest cobalt loadings.  
Kang et al. observed that CoTiO3 was present when they calcined a material 
containing Co3O4 and TiO2 above 600 °C.
221
 At high cobalt loadings, calcined above 
450 °C, CoTiO3 can be formed, from CoO or Co3O4, and TiO2, but its presence could 
not be discerned from our X-ray diffraction patterns as the most intense CoTiO3 peaks 
are overlapped by the anatase (110), (004) and (200) planes. The formation of cobalt 
titanate during cobalt loading of titanium dioxide is shown in Equations 4.3 and 4.4. 
                                                                      (4.3) 
                                                        (4.4) 
The photoactivity of the cobalt doped fibres was determined by measuring the 
degradation of phenol. It was found that at 0.01 mol % Co loading the activity was 0.21, 
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around half that of pristine TiO2 (0.47). This is attributed to incomplete crystallinity of 
the TiO2. Increasing the loading to 1.00 mol % boosted the photoactivity to 1.94, four 
times that of pristine TiO2. Klabunde and Hamal obtained similar results in their 
investigations and attributed the enhanced activity to increased surface area, extension 
of the bandgap into the visible region, increased generation of hydroxyl radicals and 
greater separation of electron–hole pairs.222 Based on reduction potentials Co2+  
(E0 = -0.28), is more likely to accept electrons than TiO2 (E0 = -0.502), which could 
result in the loading of Co
2+
 decreasing the recombination rate by behaving as an 
electron trap. At loadings above 1.00 mol % the photoactivity decreased, to 0.89 at 
50.00 % cobalt loading. This is double the activity of pristine TiO2 despite retaining 
only half of the photoactive TiO2. This result prompted a separate investigation which 
will be discussed in Section 4.4. 
As well as increasing photoactivity, Co loading has been predicted to extend the 
bandgap into the visible region. Reddy and Punnoose observed a red-shift in the 
bandgap, which could allow for visible light activation.
220
 Kuljanin-Jakovljevic et al. 
agree, finding a 0.14 eV lowering of the bandgap at ~0.46 % Co, which they attributed 
to extra states within the TiO2 bandgap.
217
 Choudhury and Choudhury further concluded 
that cobalt doping lowers the bandgap, observing a shift to 2.55 eV at 0.04 mol Co 
loading.
218
 Iwasaki et al. found that this lower energy bandgap was suitable for visible 
light photooxidation of acetaldehyde.
176
  
 
4.3.2 Iron Doped TiO2 Nanofibres 
 To prepare iron doped titania nanofibres, FeCl2 was loaded into a TTiP 
containing polymer solution, which resulted in brown solutions. After steam treatment 
174 
 
 
 
and calcination brown fibres remained, the colour of which was attributed to the 
presence of Fe2O3. The fibres prepared were found to be ~400 nm in diameter, smooth 
and defect free until 50.00 mol % iron loading (Figure 4.6). At that loading the 
morphology was observed to be of gelled fibres of ~1000 nm diameter. 
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Only the X-ray diffraction patterns of the 0.01 mol % and 50.00 mol % samples 
are presented as the others were impossible to interpret, containing impurity peaks and 
inconsistent intensities, attributed to poor sample loading (Figure 4.7).  As iron loading 
increased above 5.00 mol %, features of the XRD were lost. The diffraction patterns 
observed were those of Fe2O3 and anatase TiO2, however, they were relatively broad 
and were difficult to assign. 
Figure 4.6. SEM images of iron doped TiO2 nanofibres as a function of iron loading (mol 
%). A. 0.01, B. 0.50, C. 1.00, D. 5.00, E. 10.00 and F. 50.00. The materials were found to be 
uniformly fibrous and ~400 nm diameter until 50 mol % loading where the morphology 
became that of gelled fibres which had increased in diameter to ~1000 nm. 
F 
~5 μm ~5 μm 
176 
 
 
 
30 60 90
0
70
140
210
280
350
420
490
560
630
700
770
 50 % Fe
In
te
n
s
it
y
2 
 
 
 0.01 % Fe
 
Figure 4.7. X-ray diffraction patterns of 0.01 and 50.00 mol % Fe loaded TiO2 nanofibres. 
The titania diffraction patterns become lost as the iron loading reaches 50 mol %. Only 
two diffraction patterns are presented due to inconsistent loadings of the samples leading 
to un-interpretable data.  
As the dopant loading increased the TiO2 peaks receded and at 5.00 mol % 
loading, anatase TiO2 peaks were no longer observed. Iron has solubility in TiO2 of 
about 1.00 mol %, above this loading it is theorised that iron clusters on the surface as 
Fe2O3. A 2.77 % shift of diffraction peaks, at 50.00 mol % iron loading, was observed 
in the anatase TiO2 peaks, suggesting that iron oxide had lattice doped the TiO2, 
however, the reliability of this value is debated due to the poor quality of the diffraction 
patterns. Martinez-Arias et al. observed only Fe2O3 and a corresponding shift in X-ray 
diffraction peaks which they attributed to a lattice expansion.
201
 Despite the smaller 
ionic radii of Fe
3+
 (75 pm) compared to Ti
4+ 
(81 pm), they attributed the lattice 
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expansion to be a compensating effect from the rearrangement of the lattice due to 
oxygen vacancies. Viswanathan and Ranjit disagree and believe that the lattice 
expansion on loading of Fe
3+
 is due to iron forming a solid solution.
223
 The lattice 
replacement of titanium by iron, and the subsequent creation of an oxygen vacancy, is 
shown in Equation 4.5. 
    
      
    
                                                (4.5) 
Doping titania with iron can result in the formation of FeTi2O5,
224
 however, we 
did not observe any by X-ray diffraction, which was attributed to the calcination 
temperature being too low for iron titanate to form. 
Incorporation of dopants into the lattice of TiO2 can force the transformation 
from anatase to rutile. When doping with iron this is due to the rutile crystal structure 
being more tolerant of Fe
3+
 incorporation.
73,225
 Conversely, Cordischi et al. found rutile 
to be less tolerant of doping than anatase.
226
 However, we observed no rutile content, 
which is confirmed by Ranjit and Viswanathan, and Palmisano et al. who observed little 
transformation to rutile, below 550 °C, even at 5 mol %.
223,227
 Seabra et al., however, 
observed only the rutile crystal phase in un-doped samples at 500 °C, and found that 
doping with iron decreased the photocatalytic activity of Orange II by nearly half.
228
  
The crystallite size within the iron loaded titania fibres was calculated from the 
X-ray diffraction pattern, using the Scherrer equation. The crystallite size of titania 
fibres was found to be reduced by over half upon the addition of iron (Table 4.3). Upon 
increasing the iron concentration, no significant pattern of crystallite size was observed, 
implying that precise concentration of iron has little effect on crystallite size.  
178 
 
 
 
Table 4.3. Crystallite sizes of iron loaded titania. The crystallite size of the iron doped 
titania decreases once iron has been loaded which was attributed to the iron disturbing the 
growth of larger cyrstallites. 
Iron 
Loading/mol 
% 
0.01 0.05 1.00 5.00 10.00 50.00 
Crystallite 
Size/nm 
11.8 4.3 5.9 7.1 4.1 
No 
anatase 
peaks 
 
Ying et al. investigated the relationship between photocatalytic activity and 
crystallite size, and found that at sub 6 nm crystallite sizes photoactivity decreases due 
to an increase in recombination rate caused by the increased surface area that small 
grains offer.
186
 Photoactivity was observed to increase until 1.00 mol % loading of iron, 
to a value of 0.46, however, even at its maximum efficiency, iron doped TiO2 was found 
to be less photoactive than pristine TiO2 nanofibres, 0.47, which is in good agreement 
with other published results.
229,230
 We attribute this to the small crystallite sizes of iron 
loaded TiO2 increasing the rate of recombination. This is in contrast to research that 
states that iron behaves as a shallow electron trap when doped into titania (Scheme 
4.1).
201,206
 The reduction potential of Fe2O3 (E0 = 0.16) is higher than that of TiO2 
(E0 = -0.502), giving credence to iron behaving as an electron trap in the photocatalytic 
mechanism. In further contrast to our findings, Xin et al. found that, in the removal of 
coffee and red wine stains from cloth, Fe
3+
 doped titania performed higher than native 
TiO2 in loadings of 0.1-2 wt. %.
215
 They also concluded that there was a visible light 
response from iron doped TiO2, however, they found that visible light activation was 
half as efficient as UV activation. It is generally agreed that at loadings of iron above a 
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critical concentration the activity drops sharply as at high loadings of iron, Fe
3+
 is 
thought to act as a recombination centre, reducing the photoactivity.
231
 We observed 
this critical concentration to be 1.00 mol % iron, above which we observed the activity 
to drop rapidly, dropping to a value of 0.11 at 50.00 mol % iron loading. Viswanathan 
and Rajit argue that the addition of Fe
3+
 forms Fe2O3 on the surface which creates a 
heterojunction,
223
 increasing the photocatalytic activity but if this layer of iron oxide 
becomes too large, then it will effectively block incident UV radiation, preventing 
activation of the TiO2. Furthermore they argue that at higher iron loading, an increase in 
space charge layer will be observed, which will increase the probability of 
recombination. Cordischi et al. found that an excess of iron loading gave rise to Fe2TiO5 
which they found to be photo-inactive, however, they did agree that minimal iron 
loading could lead to reduced recombination rates.
226
 
These observed differences in photocatalytic activity are believed to come from 
differing preparation methods, creating different catalysts, and differing testing 
conditions. Navio and Litter summed up doping titania with iron, stating that at very 
low concentrations (below 0.5 at. %) there is little effect from Fe
3+
 loading, at slightly 
higher concentration (~1 at. %) a noticeable increase in activity is observed and at high 
loadings (above 1 at. %) the catalyst is deactivated by the formation of Fe2O3 and/or 
Fe2TiO5.
206
 Both of these phases have low lying bandgaps, at 2.2
232
 and 2.18
233
 eV 
respectively, with little energy to perform redox reactions.   
While visible light activation was not investigated in this work, iron is theorised 
to be a suitable dopant to allow for activation by ambient light. Martinez-Arias observed 
a visible light response by UV-Vis diffuse reflectance spectroscopy, with bands 
observed at 400 nm, from Fe
3+
 3d electrons to the Ti
4+ 
conduction band, and at 500 nm, 
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from either 
ggg TAT 1
2
2
2
2
2 , or   423 FeFedFed transitions.
201
 Ohno et al. 
found that iron doping red-shifts the bandgap, but with no corresponding photoactivity 
under visible light illumination, which is evidence towards the red-shift being due to an 
iron centred redox.
106
  
 
4.3.3 Nickel Doped TiO2 Nanofibres 
 In order to prepare nickel doped TiO2 nanofibres, NiCl2 was added to a TTiP 
containing polymer solution, resulting in a green solution, which gave rise to green 
fibres after steam treatment and calcination. The green of the fibres was attributed to the 
presence of NiO, rather than Ni2O3 which is black. 
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By SEM the formed fibres were observed to be smooth and defect free at all 
loadings. A fibre diameter of ~400 nm was observed at all concentrations of nickel until 
50.00 mol % loading, where the impregnation of nickel resulted in the fibres increasing 
to ~1000 nm in diameter (Figure 4.8). 
Figure 4.8. SEM images of nickel doped TiO2 nanofibres as a function of nickel loading 
(mol %). A. 0.01, B. 0.50, C. 1.00, D. 5.00, E. 10.00 and F. 50.00. The morphology was 
fibrous in all loadings and the diameters were ~400 nm until 50 mol % loading where the 
diameter increased to ~1000 nm. 
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Figure 4.9. X-ray diffraction patterns of NiO doped TiO2 nanofibres. X-ray diffraction 
patterns revealed titania to be in the anatase phase, with the intensity decreasing as the 
nickel loading increased. The NiO peaks were observed from 1 mol % loading, evidence of 
little tolerance for nickel dissolving into the TiO2 lattice. 
The X-ray diffraction patterns of the nickel doped nanofibres were relatively 
sharp and all peaks were assigned to either anatase TiO2 or NiO. XRD confirmed that 
no other nickel oxides were observed, and NiO was seen at loadings as low as 1 mol % 
(Figure 4.9). This implies a very low tolerance for lattice doping of TiO2 by Ni
2+
, which 
may be attributed to the slightly larger ionic radius of Ni
2+
 (83 pm). Using the same 
synthetic method, Peng et al. also only observed NiO.
177
 However, Karthik et al. found 
that, even at 8 mol % loading of Ni, no peaks other than anatase-TiO2 were observed in 
the X-ray diffraction,
234
 evidence for lattice replacement of Ti
4+
 by Ni
2+
, as shown in 
Equation 4.6. 
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                                                      (4.6) 
TiO2 is present solely in the anatase phase and is observed clearly, even when 
nickel loading reached 50.00 mol %. The overlap between several NiO and TiO2 planes 
made careful analysis difficult. Our analysis of the crystalline phase of nickel doped 
TiO2 was in good agreement with Kisand, who observed only the anatase phase until 
calcining temperatures above 800 °C.
177
 In contrast, Nirmala and Kim found that when 
preparing Ni doped TiO2 by electrospinning rutile was the majority phase.
235
 A 1.58 % 
shift of X-ray diffraction peaks of the anatase pattern was observed which may be 
attributed to lattice doping. Karthik et al. confirmed that loading of nickel into TiO2 
shifted the X-ray diffraction peaks to higher d-values, as determined by extent of 
distortion to the crystal lattice.
234
  
The crystallite sizes of nickel loaded titania were calculated from the X-ray 
diffraction patterns by the Scherrer equation. Upon addition of 0.01 mol % nickel, the 
crystallite size was found to significantly decrease, from 12.9 nm to 6.5 nm. When the 
nickel loading increased, from 0.01-50.00 mol %, no significant change in crystallite 
size was observed (Table 4.4). The observed decrease in crystallite size upon the 
addition of nickel is in good agreement with Tseng et al.
236
 and Sharma et al.,
237
 where 
Sharma et al. attributed the decrease to a difference in charge between Ti
4+
 and Ni
2+
 
causing surface TiO2 to assert a maximum distance.  
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Table 4.4. Crystallite sizes of nickel doped TiO2 nanofibres. The crystallite size decreased 
appreciably upon the addition of nickel, attributed to disruption of the crystallite growth 
process by the dopant. Further increasing the nickel loading did not significantly change 
the crystallite size, evidence that crystallite size is independent of nickel loading. 
Nickel 
Loading/mol 
% 
0.01 0.50 1.00 5.00 10.00 50.00 
Crystallite 
Size/nm 
6.5 7.1 6.5 8.4 6.5 7.5 
 
The photoactivity of the nickel loaded catalysts was observed to increase up 
until 1.00 mol % nickel, from 0.39 to 0.91. At this maximum activity, the degradation of 
phenol is nearly twice as high compared to pristine TiO2 nanofibres. At loadings above 
this critical concentration the photooxidation of phenol dropped rapidly, finally reaching 
0.26 at 50.00 mol % Ni, roughly half that of pristine titania nanofibres; this was due to 
the dopant poisoning the TiO2. Similar results were presented by Sharma et al. who 
found that nickel doping enhanced the activity of TiO2 until 8 mol % loading. Above 
this loading they found that the activity dropped sharply, reducing to un-doped activities 
as soon as 10.00 mol % loading. This was attributed to Ni centres acting as shallow 
traps, giving a longer life-time to electron-hole pairs.
237
 Scheme 4.2 shows the role Ni
2+
 
plays in the mechanism of TiO2 photocatalysis, proposed by Tseng et al..
236
 Scheme 
4.2(a) is the creation of the charge carriers by UV light. Scheme 4.2(b) is the trapping of 
the electron by Ni
2+
, causing the reduction of nickel. Scheme 4.2(c) is the reoxidisation 
of Ni
+
 to generate super oxide. Scheme 4.2(d) is the reduction of Ti
4+
 by Ni
+
. The 
formed Ti
3+
 can then proceed to convert O2 into superoxide as shown in Scheme 4.2(e).  
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Scheme 4.2. Nickel behaving as an electron trap.
236
 (a) is the creation of the electron hole 
pair. (b) is the trapping of the excited electron by Ni
2+
, reducing it to Ni
+
. This can then 
oxidise O2 to super oxide (c). Ni
+
 can also reduce Ti
4+
 (d). This generated Ti
3+
 can go onto 
reduce O2 to super oxide. 
The reduction potential of Ni
2+
 is E0 = -0.257 V, which is more likely to accept 
electrons than TiO2 (E0 = -0.502 V), allowing for the trapping of electrons by the nickel 
dopant, which would reduce the recombination rate of the electron–hole pairs.  
The doping of TiO2 with nickel has also been shown to alter the band structure 
of the material. For example, Nirmala and Kim observed that when nickel substitutes 
into the TiO2 lattice the bandgap was reduced by 0.95 eV, where they suggest it could 
be activated by visible light and would yield lower rates of recombination.
235
 Sharma et 
al. also observed a decrease in bandgap energy, by reflectance UV-Vis spectroscopy, to 
425 nm at 10.00 mol % Ni. They attribute this extra UV-Vis band to an energy level in 
the bandgap of TiO2 from         .
237
 The reduction in activity as the nickel loading 
increased was then attributed to the distance between the nickel centres and positive 
holes decreasing, allowing Ni
+
 to behave as a recombination centre, as shown in 
Equation 4.7. 
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                                                                (4.7) 
 
4.3.4 Chromium Doped TiO2 Nanofibres 
To prepare chromium doped TiO2 nanofibres, CrCl3 was added to the TTiP 
containing polymer solution, yielding a purple solution. Upon steam treatment and 
calcination, green nanofibres remained. The green colour of the fibres was attributed to 
the presence of Cr2O3, which was previously called viridian. At the calcining 
temperatures used Cr2O3 is the most thermally stable chromium oxide. 
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The prepared fibres were uniformly smooth and defect free (Figure 4.10). The 
morphology and fibre diameter (~500 nm) were not observed to change as the 
concentration of chromium loading increased. Therefore we conclude that chromium 
loading in this methodology has no significant influence on the diameter or morphology 
of the nanofibres produced. 
Figure 4.10. SEM images of chromium doped TiO2 nanofibres as a function of 
chromium loading (mol %). A. 0.01, B. 0.50, C. 1.00, D. 5.00, E. 10.00 and F. 50.00. The 
morphology was uniformly fibrous and defect free with a diameter of 500 nm at all 
loadings. 
F 
~2 μm ~2 μm 
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Figure 4.11. X-ray diffraction patterns of chromium oxide doped TiO2 nanofibres. It 
appears as though anatase TiO2 is in lowest concentration in the 0.01 Cr mol % loaded 
sample, however, this is experimental error from sample loading in the X-ray 
diffractometer. The anatase diffraction pattern decreases as the chromium loading 
increases with the commensurate increase in the peaks of Cr2O3. The chromium oxide 
peaks are observed from 1 mol % loading, implying a low tolerance of the TiO2 for Cr
3+
. 
The X-ray diffraction patterns of the prepared nanofibres show inconsistent 
intensities due to loading of the powder samples into the diffractometer, however, they 
confirm the presence of anatase TiO2 and Cr2O3 (Figure 4.11). Cr2O3 was observed at all 
loadings above 1.00 mol %, which is in good agreement with Ciesla et al. who also 
found Cr2O3 to be the only chromium oxide present.
63
 In contrast, Mardare et al. 
observed some Cr2O5 in the X-ray diffraction patterns, however, their product was 
obtained from a Cr
6+
 precursor.
240
 TiO2 was found to be present only in the crystalline 
189 
 
 
 
anatase phase, however, there is overlap between anatase and Cr2O3 planes, which made 
careful analysis difficult. No presence of the rutile phase was observed which contrasts 
the findings of Tsai and Tseng who observed rutile phase TiO2 in samples above 10.00 
mol % loading.
241
 This was despite a lower calcining temperature of 450 °C, which was 
attributed to a higher concentration of Cr defects favouring the transition to rutile.  
A shift in the diffraction peaks of the anatase pattern, by 2.1 %, was observed. 
Tian et al. argue that a shift in d-values is evidence of Cr
3+
 substituting into the TiO2 
lattice, followed by the creation of oxygen vacancies (Equation 4.8), or titanium 
interstitials (Equation 4.9), to compensate for the charge imbalance.
242
 As we observed 
chromium oxide X-ray diffraction patterns from 1.00 mol % loading, we conclude that 
the solubility of Cr
3+ 
into the TiO2 lattice is low. 
           
    
                                                      (4.8) 
                
     
                                          (4.9) 
The lattice expansion caused by lattice substitution of Ti
4+
 by Cr
3+
 was detailed 
by Choudhury and Choudhury to occur in three stages; initially there is a lattice 
expansion as Cr
3+ 
ion substitutes Ti
4+
. As the loading increases there is an increase of 
oxygen vacancies which contract the Ti-O and Cr-O bonds. Finally, at even higher 
concentrations, there is an excess of Cr
3+
 which cannot substitute into the lattice so lie 
on interstitial sites, disturbing the lattice.
243
 This explanation does not violate Vegard's 
Law, which states that lattice size changes linearly with dopant.
244
  
Using the X-ray diffraction patterns the crystallite size of the Cr doped 
nanofibres was calculated by the Scherrer equation. The crystallite size reduced from 
12.9 nm to 7.1 nm upon addition of 0.01 mol % Cr but was not observed to change 
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significantly with an increase in dopant concentration (Table 4.5). These findings are in 
good agreement with Tian et al., who observed little change in the crystallite size of 
increasingly doped TiO2.
242
 The lower crystallite size of the Cr doped samples was 
attributed to disruption of the crystal growth by the dopant, however, the extent of the 
disruption has been shown, in this work, not to be concentration dependent.  
Table 4.5. Crystallite sizes of chromium doped TiO2 nanofibres. The crystallite size 
decreases significantly upon the addition of Cr
3+
, however, the crystallite size is 
independent of concentration of the dopant. The reason for the decreased crystallite size is 
postulated to be due to disruption of the crystal growth by the Cr
3+
. 
Chromium 
Loading/mol 
% 
0.01 0.50 1.00 5.00 10.00 50.00 
Crystallite 
Size/nm 
7.1 7.1 8.4 7.1 8.4 7.1 
 
The photocatalytic activity of Cr doped TiO2 nanofibres was assessed by 
measuring the degradation of phenol under UV activation. The activity of the sample 
increased up to 0.96 at 1.00 mol % Cr loading. This activity is double that of pristine 
TiO2 nanofibres which is attributed to decreased recombination rate, a view shared by 
Huang and Huang who observed that Cr loading increased the photooxidation of methyl 
orange, which they attributed to the impurity states reducing electron-hole pair 
recombination.
245
 This activity profile was in good agreement with Guo et al.,
246
 who 
found lower loadings to show better photovoltaic activity as increased Cr concentration 
encouraged the formation of Cr2O3,
242
 which they argue acts as a recombination centre 
for electron-hole pairs. The redox potential of Cr
3+
 to Cr
2+
 (E0 = -0.407 V), is a more 
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positive potential than that of TiO2 (E0 = -0.502 V), which would favour the reduction 
of chromium. Cr
3+
 could provide an electron trap, reducing the rate of recombination. 
Above 1.00 mol % Cr loading the photoactivity drops to a low of 0.19 at 50.00 mol % 
due to the increased recombination centres provided by chromium. 
The loading of chromium into TiO2 can alter the band structure of TiO2, 
sensitising it to visible light. Guo et al. found that the loading of Cr
3+
, shifted the band 
edge towards the visible region, even in doping levels of parts per million.
246
 As the 
loading of Cr increased, Tsai and Tseng observed a bandgap shift into the visible region 
but a lowered photocatalytic activity.
241
 This was thought to be due to the presence of 
Cr2O3 on the surface and the increased rutile content, which is often thought to be less 
photocatalytically active. Huang and Huang suggested that loading TiO2 with Cr will 
add impurity states into the bandgap. They attributed the extra bandgaps to   43 TiCr  
or gg TA 1
4
2
4   in an octahedral field at ~450 nm, and d-d transitions from gg TA 1
4
2
4   
of Cr
3+ 
at ~800 nm.
245
  
 
4.3.5 Vanadium Doped TiO2 Nanofibres 
In order to prepare vanadium loaded TiO2 nanofibres, VOSO4 was added to a 
TTiP containing polymer solution. The resulting blue solution was electrospun, steam 
treated and calcined at 550 °C to yield blue nanofibres, where the blue colour was 
indicative of the presence of VO2. Analysis of the fibres by SEM revealed a smooth, 
defect free morphology at all concentrations of vanadium loading (Figure 4.12). The 
fibre diameter was measured to be ~400 nm up until 50.00 mol % loading of vanadium, 
where the fibre diameter increased to ~1000 nm. We conclude that at low loadings of 
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vanadium, the dopant has little influence on the morphology or diameter of the 
nanofibres. 
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To determine the composition and phase of the vanadium doped nanofibres, X-
ray diffraction was employed. The diffraction patterns observed confirmed the presence 
of vanadium as VO2 and TiO2 in the anatase phase (Figure 4.13). The diffraction 
patterns of VO2 and V2O5 overlap, leading to the possibility that V2O5 could be present. 
At 0.01 mol % the intensity of the anatase diffraction pattern is lower and broader than 
expected due to poor packing in the sample holder of the XRD. The sample containing 
0.25 mol % vanadium contains a significant amount of rutile. As no other samples show 
any significant presence of rutile we ascribe this to an error in the calcination process, 
leading to a higher calcining temperature for that sample, converting the anatase phase 
to rutile. 
Figure 4.12. SEM images of vanadium doped TiO2 nanofibres as a function of vanadium 
loading (mol %). A. 0.01, B. 0.25, C. 0.50, D. 1.00, E. 5.00, F. 10.00 and G. 50.00. The 
morphology was observed to be uniformly fibrous at all loading concentrations, however, 
the fibre diameter increased from 500 nm to 1000 nm when the vanadium loading 
reached 50 mol %. 
G 
~5 μm ~10 μm 
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Figure 4.13. X-ray diffraction patterns of vanadium oxide doped TiO2 nanofibres. TiO2 is 
present in the anatase phase. The 0.25 mol % loaded sample contains a significant amount 
of rutile attributed to higher than predicted calcining temperature and is treated as 
erroneous. No vanadium oxide (VO2 orV2O5) peaks are observed until 50 mol % loading, 
evidence that the TiO2 lattice has a higher tolerance for impregnation by vanadium. 
Apart from the 0.25 mol % loaded sample, TiO2 was found to be crystalline 
solely in the anatase phase. This finding is in good agreement with Tian et al. who 
observed that, when loading with V
4+
, there was no change in TiO2 crystallinity, as the 
retention of charge balance does not promote any phase change of TiO2.
242
 Wu et al. 
also only observed anatase phase TiO2, even after calcining at 700 °C, with no evidence 
of any vanadium oxides, which they attributed to vanadium substitution into the TiO2 
lattice.
203
 We observed a 0.75 % shift of the diffraction peaks at 0.10 mol % loading, 
which may be indicative of lattice substitution. Furthermore, we do not observe the 
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presence of VO2 until 50.00 mol % loading, which could also be evidence of lattice 
doping by vanadium.  
Doping V
5+
 into the TiO2 lattice changes the cell diameter due to the smaller 
ionic radius of the V
5+ 
(68 pm) compared to Ti
4+ 
(81 pm), this reduction can be observed 
by a shift to the left in the X-ray diffraction.
247
 Shao et al. also attributed this shift to the 
successful doping of vanadium into the TiO2 lattice.
248
 Equations 4.10 and 4.11 detail 
the creation of titanium vacancies by V
4+
 and V
5+
 respectively. 
    
         
                                                (4.10) 
    
         
                                                (4.11) 
 The crystallite size of vanadium doped nanofibres was calculated from the X-ray 
diffraction data using the Scherrer equation. The crystallite size decreased from 12.9 nm 
to 7.5 nm upon the addition of 0.01 mol % vanadium, which was attributed to the 
dopant retarding crystal growth (Table 4.6). This is in contrast to Li et al who found that 
crystallite size increased from 14.8 nm to 19.6 nm on the addition of V
4+
.
249
 Upon 
increase of vanadium loading we did not observe the crystallite size to alter 
significantly, showing that crystallite size is not concentration dependent in our 
catalysts. In opposition to this Wu and Chen found that crystallite size increased with 
increased vanadium loading,
203
 which is in contrast to Chang and Liu who found that 
crystallite size decreased with high levels of loading due to inhibited crystal growth.
250
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Table 4.6. Crystallite size of vanadium doped TiO2 nanofibres. Crystallite size decreases 
noticeably upon the addition of vanadium to TiO2 nanofibres, attributed to the disruption 
of the crystallite growth by the dopant, however, upon increasing the vanadium loading, 
no significant change in crystallite size is observed.  
Vanadium 
Loading/mol 
% 
0.01 0.25 0.50 1.00 5.00 10.00 50.00 
Crystallite 
Size/nm 
7.5 10.9 7.9 7.9 7.5 7.9 
No 
anatase 
peaks 
 
The photooxidation efficiency of vanadium doped TiO2 nanofibres was 
investigated by measuring the degradation of phenol. The photoactivity reached a 
maximum of 0.48 at 1.00 mol %, slightly higher than 0.47 for pristine TiO2 nanofibres. 
Wu observed the decomposition of crystal violet and methylene blue by vanadium 
loaded titania and then, at a critical point, decreased in activity.
203
 While they offer no 
explanation for the increase in activity Higashimoto proposed a V
5+
/V
4+
 cycle that traps 
an electron, lowering the rate of recombination and, furthermore,  promotes the 
formation of O2
-  
(Scheme 4.3).
251
 
                                                                                               
        
     
                                                
Scheme 4.3. V
5+
 behaving as an electron trap and the subsequent reduction of O2 into 
superoxide by the V
4+
 species.
251
 
Scheme 4.3(a) depicts the reduction of V
5+
 by the excited electron. Scheme 4.3(b) 
depicts V
4+
 reoxidising to V
5+
 and the subsequent reduction of oxygen to superoxide. 
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Shao et al. suggested an alternative mechanism that involved a two electron cycle, from 
V
3+ 
to V
5+
, both beginning from V
4+ 
(Scheme 4.4).
248
 Scheme 4.4(a) and (b) are the 
reduction and oxidation of V
4+
 respectively. Scheme 4.4(c) and (d) are the reduction of 
oxygen to superoxide from V
3+
 and the excited electron respectively. Scheme 4.4(e) and 
(f) describe the formation of hydroxyl radicals from V
5+
 and the hole respectively. 
These radicals can then to go on to decompose the target VOC. 
                                                                       (a)     
                                                                       (b) 
        
     
                                                      
           
                                                                 
                                                               
                                                                        
Scheme 4.4. Proposed mechanism for vanadium redox participation.
248
 V
4+
 is shown to 
trap the electron and hole (a and b). V
3+
 can proceed to reduce O2 to super oxide (c) as can 
an excited electron (d), while V
5+
 (e) and h
+
 (f) can create hydroxyl radicals from 
hydroxide ions. 
 The two electron reduction of V
5+
 to V
4+
 has a reduction potential of 0.957 V, 
suitably sufficient to behave as an electron trap during photooxidation. While the 
reduction potential of V
4+
 to V
3+
 (E0 = 0.337 V), is much less favourable towards as an 
electron trap than        , it is still sufficient to display this behaviour. 
As the loading of vanadium increased beyond 1.00 mol % the degradation of 
phenol was observed to decrease, to a minimum of 0.24 at 50.00 mol %. The activity 
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was half that of pristine TiO2 nanofibres which was  attributed to the distribution of 
vanadium ions no longer remaining dilute, allowing for the occurrence of electron 
tunnelling, enhancing recombination.
247
 
Further to enhancing the photoactivity, vanadium loading has been shown to 
modify the TiO2 bandgap. Wu et al. and Kumar et al. both observed new bandgap 
minimums at 2.8 and 2.85 eV respectively.
203,247
 This red-shift in bandgap was further 
confirmed by Xu and Ao who observed a tail in diffuse reflectance spectra, which they 
attributed to a impurity state within the titania bandgap.
202
  
 
4.3.6 Copper Doped TiO2 Nanofibres 
To prepare copper doped TiO2 nanofibres, Cu(NO3)2 was added to a TTiP 
containing polymer solution, resulting in a blue solution. The solution was electrospun, 
steam treated and calcined at 550 °C, yielding dark green nanofibres. The green colour 
was ascribed to be a result of CuO, due to the thermal degradation of copper nitrate 
readily forming CuO rather than Cu2O. Furthermore, any copper hydroxide formed in 
the steam treatment stage will rapidly convert to CuO when heated, with the subsequent 
formation of water. Equations 4.12 and 4.13 detail the formation of CuO from copper 
nitrate and copper hydroxide respectively. 
                                                     (4.12) 
                                                               (4.13) 
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Figure 4.14. SEM images of copper doped TiO2 nanofibres as a function of copper 
loading (mol %). A. 0.01, B. 0.50, C. 1.00, D. 5.00, E. 10.00 and F. 50.00. In all loadings of 
copper the morphology was observed to be fibrous, with little to no defects. The fibre 
diameter was found to be 500-1000 nm, with no dependence on loading concentration.  
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SEM analysis of the nanofibres found the fibres to be generally smooth with 
some aggregates caused by pooling of the electrospinning solution (Figure 4.14). The 
morphology did not significantly change on the increase of copper loading. The fibre 
diameter was found to be 500-1000 nm, with little dependence on copper concentration. 
This is evidence that the copper has not lattice substituted and is instead situated on the 
fibre surface, however, no evidence of surface coating was observed in these SEM 
images. 
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Figure 4.15. X-ray diffraction patterns of copper oxide doped TiO2 nanofibres. It was 
found that TiO2 was present in the anatase phase. CuO was observed from 5 %, showing a 
small solubility of copper into the titania lattice. As the copper concentration tends 
towards saturation Cu2O is also observed, which is thought to lie on the fibre surface. 
The composition and phase of the copper doped nanofibres was investigated by 
X-ray diffraction as a function of loading concentration (Figure 4.15). TiO2 was 
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observed only in anatase crystallinity, decreasing in intensity as the concentration of 
copper increased. The anatase pattern indexes of the 0.01 mol % Cu nanofibres are less 
intense than expected due to poor loading in the sample holder. Copper was found in the 
form of CuO, however, at 50.00 mol % copper loading Cu2O was also observed. This is 
in good agreement with Kang and Choi, who observed the CuO (111) and (002) faces 
above 5 mol % copper loading,
252
 and proposed copper to be present only on the titania 
surface. This is contradictory to Larsson and Andersson, who observed only anatase 
phase TiO2 when loading with copper, and documented no shift of the peaks, however, 
they note the overlap between indexes of CuO and anatase TiO2 could lead to incorrect 
assignments.
253
 Song et al. further confirm that copper oxide planes are not visible in X-
ray diffraction, which they attribute to copper doping into the TiO2 lattice.
254
 Gomez et 
al. also did not observe any copper materials in the X-ray diffraction patterns of their 
samples, only a shift of the anatase TiO2 peaks, which they theorised could be due to the 
cationic substitution of Cu
2+
 for Ti
4+
.
255
 We also observed a 0.5 % shift in the anatase 
diffraction patterns which may be attributed to lattice substitution by Cu
2+
. Equation 
4.14 describes the substitution of Ti
4+
 by Cu
2+
 and the subsequent formation of an 
oxygen vacancy. 
    
      
     
                                                       (4.14) 
It was theorised that in our nanofibres, below 5 mol % Cu loading, the copper is 
incorporated into the lattice and that above this loading the lattice becomes saturated 
and the copper is present as CuO on the surface, resulting in its prominence in the X-ray 
diffraction patterns. 
From X-ray diffraction patterns, the Scherrer equation was used to determine the 
effect of copper doping on crystallite size. The crystallite size of copper doped titania 
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nanofibres was observed to be smaller than that of undoped nanofibres, reducing from 
12.9 nm to 7.0 nm, which was attributed to disruption of the crystallite growth by the 
Cu
2+ 
(Table 4.7). The crystallite size was not found to be concentration dependent as we 
did not observe any significant change in crystallite size with increased copper loading. 
These findings are in good agreement with Larsson et al.
256
 Both Gomez et al.
255
 and 
Song et al.
254
 also observed a decrease in crystallite size when copper was loaded, 
which Song et al. attributed to doping inhibiting crystallite growth, further 
corroborating our data. 
Table 4.7. Crystallite size of copper doped TiO2 nanofibres. Crystallite size decreases non-
negligibly upon the addition of a copper dopant, attributed to disruption of the crystallite 
growth by the dopant.  
Copper 
Loading/mol 
% 
0.01 0.50 1.00 5.00 10.00 50.00 
Crystallite 
Size/nm 
7.9 8.4 7.1 7.9 10.1 5.9 
 
The photoactivity of copper loaded nanofibres was tested by assessing the 
degradation of phenol under UV illumination. As the copper loading increased to 1.00 
mol % the photoactivity increased to above that of pristine TiO2 nanofibres, 0.85 
compared to 0.47. This was attributed to the copper dopant acting as a shallow electron 
trap, reducing electron-hole pair recombination, an explanation shared by Gomez et al., 
who attributed surface CuO oxide clusters to the increased rate of decomposition of 
2,4–dichlorophenoxyacetic acid compared to P25 and their prepared pristine TiO2.
255
 
Dutta et al. ascribed the increase in hydrogen production with copper loaded TiO2 to be 
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a facet of the decreased bandgap of the doped material. Kang and Choi, however, argue 
that the increased reduction potential of CuO, to either Cu2O (E0 = 0.153 V) or Cu (E0 = 
0.342 V), is greater than that of TiO2 (E0 = -0.502 V), resulting in CuO absorbing 
electrons, inhibiting recombination.
252,257
  
At loadings above 1.00 mol % the photoactivity was observed to decrease, 
reducing to 0.24 at 50.00 mol %, which was attributed to the higher density of CuO, 
acting both as a recombination centre and reducing the contact between TiO2 and CuO, 
lessening the charge transfer between the two.
255,258
 
 Furthermore, doping copper into titania has been shown to facilitate a change in 
the bandgap energies. Gomez et al. observed a reduction in bandgap energy, by diffuse 
reflectance UV-Vis absorption, to 2.81 eV at 5 wt. % loading of Cu, but did not observe 
any visible light activation of the catalyst. They assigned the apparent reduction in 
bandgap to the          transition of Cu
2+
.
255
 Dutta et al., however, observed an 
extension of the bandgap into the visible region, 2.4 eV, with a commensurate 
activation by visible light.
258
  
 
4.4 Cobalt Oxide and Cobalt Phosphate Materials 
Based on our previously observed high photoactivities of cobalt doped TiO2, 
precedent was found to investigate the photoactivity of monometallic cobalt 
compounds. Monometallic cobalt compounds have previously been shown to behave as 
semiconductors by the group of Nocera at MIT. They found that cobalt "pacman" 
complexes, applied to biochemistry, would completely reduce O2 into H2O.
259
 In order 
for a system to perform these transformations, it must be able to provide four electrons 
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and four protons. Using this knowledge they synthesised  a cobalt catalyst that proved 
very effective in water splitting, by placing Co
2+
 precursors into a phosphate solution 
that formed a Co-P catalyst in situ.
260
 The scientific principles that govern a materials 
ability to split water are the same as those that allow a material to photooxidise volatile 
organic compounds, which prompted us to investigate Co3(PO4)2 and CoO 
nanomaterials for use in the photodegradation of phenol. 
 
4.4.1 Morphology and Photoactivity of Cobalt Oxide and Cobalt Phosphate 
Nanomaterials 
 Cobalt oxide and cobalt phosphate nanomaterials were prepared by five methods 
and tested for photoactivity by measuring the degradation of phenol under UV 
illumination. The preparation methods used gave rise to two different morphologies, 
powder and fibre, in varying degrees of purity. One of the attempted preparation 
methods resulted in a low yield and therefore was not studied further. Of the four 
samples analysed, three showed non-negligible photooxidation of phenol (Figure 4.16), 
however, all values were below the photoactivity of pristine TiO2 nanofibres. The 
activity of the fibre compounds, A and C, showed lower activity than the two powdered 
compounds, B and D, which was attributed to the increased surface area of 
nanopowders compared to nanofibres: to confirm this conclusion BET studies will be 
required, which were unavailable at the time of study (Table 4.8). 
205 
 
 
 
A B C D
0.0
0.1
0.2
0.3
0.4
P
C
A
Material
 
 
 
Figure 4.16. Activities of the four cobalt materials. A) CoO fibres, B) CoO from Na3PO4, 
C) Co3(PO4)2 from H3PO4, D) Electrospun Co3(PO4)2. The two powdered samples (B and 
D) show increased activity compared to the fibrous samples (A and C) which is predicted 
to be a facet of the higher surface area of powdered samples. Whilst all four catalysts show 
non-neglidigble photoactivity they are less active than pristine TiO2. 
 
Table 4.8. Experimental data from cobalt materials. 
Material Morphology Particle/Fibre Size 
(nm) 
PCA 
CoO Fibres Fibres 500-1000 0.08 
CoO from Na3PO4 Particulate 400 0.30 
Co3(PO4)2 from 
H3PO4 
Mainly particulate 
some fibres 
Unable to determine 0.13 
 
Co3(PO4)2 
electrospun 
Powder 100 0.40 
Co3(PO4)2 fibres Fibres 5000-10000 Not yet run 
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 The individual experimental procedures and SEM and EDX analyses are 
discussed below. 
 
4.4.1.1 Cobalt Oxide Nanofibres 
Cobalt oxide fibres were prepared by electrospinning Co(AcAc)2, yielding fibres 
of dark green colour and 500-1000 nm diameter. The product was uniformly fibrous and 
conductive, with no observable defects. This shows that Co(AcAc)2 has significant 
interactions in the polymer solution to form fibres and retain the morphology after 
calcination (Figure 4.17). EDX analysis showed the presence of cobalt only, where 
other peaks were assigned to the stage of the SEM.  
 
 
 
 
 
 
 
 
 
 
Figure 4.17. SEM images and EDX analysis of CoO nanofibres. Other peaks in the EDX 
spectrum are from the stage of the SEM. The material was uniformly fibrous and 500-
1000 nm diameter. 
~5 μm ~10 μm 
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X-ray diffraction confirmed the presence of cobalt as CoO, where no other 
materials were observed (Figure 4.18). The observed CoO pattern was relatively sharp 
and pure. 
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Figure 4.18. X-ray diffraction pattern of cobalt oxide.  
 
The CoO nanofibres were tested for photoactivity by degradation of phenol 
where the photoactivity was found to be ~5 times lower than pristine TiO2 nanofibres, 
0.08 compared to 0.47. The reduction potential of Co
2+
 is -0.28 V, less than that of 
TiO2, -0.502 V, resulting in a lower affinity for the photooxidation of phenol. 
Furthermore, CoO has a relatively small bandgap of 2.2-2.8 eV,
261
 which may not have 
the redox potential to oxidise phenol. Moreover the measured fibre diameter of the CoO 
fibres was larger 500-1000 nm than that of TiO2 nanofibres, 400-500 nm, which would 
result in a lower surface area for the cobalt fibres, further reducing their comparative 
photoactivity. 
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4.4.1.2 Cobalt Phosphate 
Method 1: Sodium Phosphate 
To prepare cobalt phosphate Na3PO4 was added into a polymer solution 
containing Co(AcAc)2 to convert the cobalt acetyl acetonate to cobalt phosphate in situ, 
however, sodium phosphate was very insoluble in the electrospinning solution resulting 
in little contact between reactants. After electrospinning the sample was not steam 
treated as usual to dissuade the material from converting to cobalt hydroxide. The 
electrospun material was calcined at 550 °C, yielding a black powder. The morphology 
was examined by SEM revealing some fibrous material but the majority of the 
morphology was particulate (Figure 4.19). The particle aggregates were found to be 
~400 nm, a higher resolution image may reveal smaller sizes. By EDX analysis the 
material was found to contain cobalt but no phosphorous, indicating that cobalt 
phosphate had not been formed. Other signals observed in the EDX spectrum were 
assigned to the stage of the SEM. 
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X-ray diffraction was used to determine the compound of cobalt present. The 
diffraction pattern was assigned to CoO, where no presence of any other material was 
observed (Figure 4.20). The formation of cobalt oxide was attributed to the insolubility 
of sodium phosphate, not encouraging its reaction with cobalt acetyl acetonate. 
Figure 4.19. SEM images and EDX analysis of CoO from the attempted preparation of 
Co3(PO4)2 from Na3PO4. The EDX revealed the phosphorous concentration to be too low 
for the material to be cobalt phosphate. 
~10 μm ~5 μm 
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Figure 4.20. X-ray diffraction pattern of attempted preparation of cobalt phosphate from 
sodium phosphate. The pattern is that of cobalt oxide. 
The photoactivity of the CoO powder was determined to be 0.30, four times 
higher than that of the CoO fibres, which has been attributed to the expected increase in 
surface area of the nanoparticles. An investigated into surface area is necessary to 
clarify this. The activity is lower than that of TiO2 nanofibres, which is attributed to the 
reasons presented in Section 4.4.1.1. 
 
Method 2: Phosphoric Acid Soak 
The preparation of cobalt phosphate was attempted a second time by 
electrospinning cobalt acetyl acetonate and then immediately soaking the fibres in a 5 % 
phosphoric acid solution for three days. Green fibres were formed which were then 
calcined at 550 °C without prior steam treatment. After calcining, only a grey solid 
remained. Analysis of the morphology by SEM revealed that few fibres were prepared, 
211 
 
 
 
with the morphology being predominantly particulate (Figure 4.21). SEM imaging was 
difficult due to charging effects experienced. In future, gold coating will be required to 
accurately image the product. 
 
 
 
 
 
 
 
 
 
 
 
Compositional analysis by EDX showed a high content of phosphorous 
compared to cobalt (19:1), which is in contrast to Nocera, who found this ratio to be 
1:2.
259
 The elemental composition is not correct to be purely Co3(PO4)2, however, the 
excess phosphorous present is attributed to arise from the reaction of phosphoric acid 
and aluminium foil (Equation 4.15). Other peaks present were assigned to the stage of 
the SEM 
Figure 4.21. SEM image and EDX analysis of the sample. The SEM image is of poor 
quality due to charging effects from the sample. The EDX spectrum shows large 
quantities of phosphorous in comparison to cobalt. 
~100 μm 
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                                           (4.15) 
Analysis by X-ray diffraction confirms the presence of Co3(PO4)2 and a number 
of impurity peaks (Figure 4.22). These diffraction patterns were assigned to aluminium 
phosphate and aluminium oxide, a result of the aluminium foil used as a substrate 
during electrospinning.  
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Figure 4.22. X-ray diffraction pattern of cobalt phosphate prepared from phosphoric acid. 
The photoactivity of this mixture of compounds was analysed by measuring the 
decomposition of phenol. The observed photocatalytic activity was 0.13, four times 
lower than for pristine TiO2 nanofibres (0.47). Despite retaining the morphology of the 
sodium phosphate prepared sample, the photoactivity is lower, which is attributed to the 
presence of aluminium oxide and aluminium phosphate impurities.  
By this method, cobalt phosphate nanofibres were readily prepared but, due to 
the side reactions associated with the aluminium foil, it was determined to be an 
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unsuitable synthetic route. Modification of the electrospinning process to remove the 
necessity of an aluminium foil collector may result in the preparation of pure cobalt 
phosphate nanofibres. 
 
  
Method 3: Electrospinning Commercially Purchased Co3(PO4)2 Powder 
The preparation of cobalt phosphate nanofibres was attempted by 
electrospinning commercially purchased Co3(PO4)2. This method yielded pink fibres, 
retaining the colour of the starting material, which were calcined at 550 °C. 
Morphological analysis by SEM revealed that, after calcining, only particulate 
remained, this was attributed to Co3(PO4)2 being unable to hold a fibre structure once 
the polymer scaffold has been removed (Figure 4.23).  
 
 
 
 
 
 
 
 
 Figure 4.23. SEM images and EDX analysis of attempted production of nanofibres from 
electrospinning cobalt phosphate. The 1:2 ratio of phosphorous to cobalt is in good 
agreement with the findings of Nocera et al..
79
 
~10 μm ~20 μm 
214 
 
 
 
Elemental analysis by EDX found cobalt and phosphorous in ratios consistent 
with pure cobalt phosphate (Figure 4.23), where the presence of other elements, such as 
aluminium, were a result of the SEM stage.  
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Figure 4.24. X-ray diffraction pattern of electrospun commercially purchased cobalt 
phosphate powder. 
The prepared powder was determined to be Co3(PO4)2 by X-ray diffraction, 
consistent with the EDX data presented in Figure 4.24. The thus far unassigned peaks 
have been attributed to impurities in commercial cobalt phosphate.  
The photoactivity of the cobalt phosphate powder was analysed by measuring 
the degradation of phenol under UV illumination. The observed photoactivity was 
found to be 0.405, slightly lower than that of pristine TiO2 nanofibres, despite the 
predicted increase in surface area of powders. The lower photoactivity is attributed to 
the lower bandgap energy of cobalt phosphate, 1.7-3.1,
262
 which may not have the 
reducing power to incite the degradation of phenol. Furthermore the redox potential of 
Co
2+
 is lower than that of Ti
4+
, E0= -0.28 V compared to E0= -0.502 V, which may also 
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lead to lower photooxidation activity. This preparation proved the potential application 
of cobalt phosphate to photooxidation reactions, however, this preparation method was 
unsuitable for the preparation of nanofibres. 
 
Method 4: Acetone Soak 
A further attempt at the preparation of fibrous Co3(PO4)2 was performed by 
electrospinning cobalt acetyl acetonate and soaking this in a 1:1 solution of acetone and 
water, which was saturated with Na3PO4 for three days. The purpose of the acetone 
solution was to remove the PMMA whilst simultaneously converting the Co(AcAc) to 
Co3(PO4)2, in order to avoid the sample collapsing into a powder. The sample was not 
steam treated but calcined at 550 °C, yielding dark blue fibres. Morphological analysis 
by SEM revealed the product had retained its fibrous morphology with a diameter of 1-
10 µM (Figure 4.25). The observed fibres were brittle and contained many nodules. 
These were attributed to the stirring of the soaking solution causing deformities. 
Elemental analysis by EDX found a 3:1 ratio of phosphorous to cobalt, which is not 
consistent with pure cobalt phosphate. Thus far the excess phosphorous is attributed to 
Na3PO4 impurities in the fibres, however, further analysis, including X-ray diffraction, 
will be required for complete characterisation of the material. 
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4.5 Conclusions  
It was found that doping nanofibres with metal oxides alters the activity. For all 
dopants 1 mol % loading yields the highest activity. For all dopants, apart from iron, 
this activity was higher than that of pristine TiO2 nanofibres. A maximum photoactivity 
was achieved by doping TiO2 nanofibres with cobalt reaching a value of 1.94, compared 
to 0.47 for undoped TiO2 nanofibres. This increase in photoactivity has been attributed 
to the dopant behaving as a shallow electron trap, reducing the electron–hole pair 
recombination rate. Above 1 mol % loading the activity decreases due to the closer 
proximity of metal centres allowing them to behave as recombination centres.  
No change in TiO2 phase with dopant loading was observed, but crystallite size 
was found to decrease upon addition, which was attributed to the inhibition of crystallite 
Figure 4.25. SEM images and EDX analysis of fibrous Co:P material assigned to be 
impure Co3(PO4)2. 
 
~1 mm ~20 μm ~200 μm 
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growth by the dopant. Once incorporated into titania, increasing the loading of the 
dopant did not significantly alter the crystallite size. No change in morphology was 
observed upon the addition of dopants, all producing defect free nanofibres. Further 
analysis by surface area measurements and XPS analysis would add insight into the 
properties of doped titania nanofibres. 
 Mono-metallic cobalt materials were found to non-negligibly oxidise phenol 
under UV illumination. Cobalt oxide was found to be less photoactive than cobalt 
phosphate, which was in turn less active than pristine TiO2. The smaller bandgaps of 
CoO and Co3(PO4)2 (2.2-2.8 eV and 1.7-3.1 eV respectively
262
), may incite a visible 
light response from these catalysts. While more investigations are required, including 
surface area measurements and XPS, monometallic cobalt materials show promise in 
the field of photocatalysis. 
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5. Supported Catalysis 
P25, a powdered mix of 75 % anatase and 25 % rutile TiO2, has been shown to 
have one of the highest activities with regard to photocatalytic degradation, but its 
morphology carries an inherent disadvantage. While P25 has a large surface area (35-65 
m
2
/g), powders lack mechanical strength and can result in pressure drops in continuous 
flow reactors. Because of this drawback, much research has been focused on the 
development of supports for TiO2, where silica materials are a popular choice.
263–265
 
Silica supports are advantageous for several reasons; the starting materials are generally 
cheap, safe and abundant, they combine well with TiO2, are inert to photoreactions 
themselves (and to VOCs), there are a number of morphologies that can be made from 
them, such as zeolites,
266,267
 fibres
268
 and spheres
269
 and finally, in certain structures, 
there is the possibility they can perform as wave guides for light.  
In this chapter, an investigation into the development of three types of supports; 
zeolites, glass fibres and TiO2 nanofibres is presented. All three were investigated with 
respect to synthesis, morphology and photocatalytic activity.  
 
5.1 Zeolites 
Discovery 
Zeolites are a group of man-made and naturally occurring, porous 
aluminasilicates. In 1756 renowned mineralogist Axel Fredrik Cronstedt observed a 
material that could absorb a large amount of water, via intumescence.
270
 This material 
was later revealed to be the mineral stellerite, containing an amount of stilbite; he 
named this novel material a zeolite, from the greek zeo (to boil) and lite (stone). From 
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the initial discovery the next century was spent investigating the adsorption properties 
of these new materials and their syntheses. It was during this time that the faujasite 
structured zeolite Y was first discovered in Germany. By the 1930s the first single 
crystal structure had been obtained
271
 and by the 1950s Union Carbide and Mobil had 
begun to synthesise and use zeolites for a variety of applications including; drying 
gas,
272
 separation and purification,
273
 and hydrogen cracking.
274,275
 During the 1980s 
and 1990s there was an increase in zeolite research because of the modification of 
zeolite Y to sodium-Y,
276
 and Mobil’s MCM zeolites. 
  MCM, or Mobil composition of matter, are a series of mesoporous, inorganic 
polymers created by Mobil in 1992.
277
 MCM41-S is the amorphous silica variant of the 
41
st
 incarnation and MCM41-AS is the alumina silicate variant of the same incarnation. 
MCM41-S is 100 % SiO2 whereas MCM41-AS is SiO2 with ~ 3 % Al2O3.
278
 Sodium 
zeolite Y is an alumina silicate with a faujasite structure and sodium counter-ion. It has 
a much higher content of Al2O3 than MCM41-S, by around 30 %.
279
 These zeolites have 
extremely large surface areas where MCM41-AS has a specific surface area of 900-
1000 m
2
/g and Na-Y has a specific surface area of 900 m
2
/g, however, MCM has a pore 
size of ~1.6-10 nm
278
 to zeolite Y’s ~0.6-0.8 nm.280 The crystal structures of MCM41 
and zeolite Y are shown in Figure 5.1. 
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Applications 
The high porosity of zeolites renders them ideal candidates for molecular sieves 
and filters. A series of synthetic and natural zeolites were studied to determine their 
sorption affinity to d-block metals for the treatment of electroplating waste water, where 
it was found that the zeolites adsorbed ~20-61 mg/g of the pollutant.
281
 Leinonen and 
Lehto also found that zeolites were suitable for waste water remediation, with 
selectivity of the d-block pollutant.
266
 Both groups found that two mechanisms were 
possible; sorption of the pollutant via hydroxyl groups or cation exchange, with 
different pollutants favouring one mechanism or the other. Querol et al. found that 
while zeolites did not perform as highly as precipitation processes in the cleaning of 
polluted well-water, the zeolites were a passive remediation technique.
282
 Castaldi et al. 
have shown the applications of zeolites towards solid waste remediation using a natural 
zeolite, clinoptilolite. They compared a zeolite, compost and calcium hydroxide to 
prevent the uptake of heavy metal pollutants from soil to lupin plants. They also found 
selectivity of the zeolite towards particular metals, namely cadmium, while zinc and 
Figure 5.1. From left: structures of MCM41
15
 and zeolite Y.
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lead were more efficiently removed by compost and calcium hydroxide.
283
 Zeolites have 
also been extensively used in the gas phase for both the separation and purification of 
products. Ackley et al. provide an excellent review of patents for gas phase purification 
using zeolites.
284
 
Zeolites have also been applied to the field of catalysis for example, conversion 
of hydrocarbon based molecules has been observed over zeolites. Froment et al. provide 
extensive examples of many zeolites, and the conditions required, to catalytically 
convert methanol to gasoline.
285
 Furthermore, n-butane has been converted over H-
ZSM5 (zeolite Socony Mobil) under acidic conditions and was proposed to occur via 
carbonium ions.
286
 Similarly conversion of 1-butene to propene was observed over 
several synthetic zeolites and the conversion was found to be dependent on the pore size 
of the zeolite.
287
  
Zeolites can also be modified to contain other elements within their structure. Of 
particular relevance is the inclusion of titanium due to the possibility of photoactivation. 
Okubo et al. synthesised TS-1 (titanium silicate) by two different methods. The first 
involved a one-pot synthesis using titanium tetra n-butoxide (TBOT), 
tetraethylorthosilicate (TEOS), tetrapropylammonium hydroxide (TPAOH), hydrogen 
peroxide and water.
288
 The second used a titanium-peroxo complex as a replacement for 
the alkoxide complex. The two mechanisms gave rise to silicon and titanium rich 
zeolites respectively. Xia and Tatsumi synthesised Ti-β incorporated into a zeolite by 
several methods and found that some of these zeolites decomposed cyclohexane 
substantially more than TS-1.
289
 They attributed this to the higher crystallinity of the Ti-
 , where less crystalline samples are more hydrophilic, which reduces hydrocarbon 
oxidation. Furthermore, the Ti-β zeolite had a larger pore size, allowing diffusion for 
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larger molecules. This sentiment was shared by Corma et al. who synthesised a titanium 
silicate based on the MCM-41 structure, using a hydrothermal method with titanium 
tetraethoxide.
290
 They found that surface area and pore size did not change appreciably 
from the native zeolite, 932 m
2
/g and 0.2 nm respectively. They found that the pore size 
of Ti-MCM-41 allowed for selective transformation of large organic molecules. 
Moreover, titanium can also be inserted into zeolite structures post-synthesis. Mohamed 
et al. showed that Titanium was incorporated into zeolite Y by ion exchange, using 
potassium titanooxalate.
291
  
Zeolites have also been used as supports for photoactive species, such as TiO2, 
for use in photooxidation reactions. They are good choices for photocatalysis supports 
as they are commonly transparent above ~280 nm,
292
 allowing for UV light penetration. 
Furthermore, it is thought that zeolites will accept an electron and keep it delocalised 
around the entire structure, decreasing the recombination rate.
293
  As early as 1997 TiO2 
was coated on zeolites Y, X and MCM-41 for the liquid phase photooxidation of 
acetophenone.
294
 The zeolites were made in-house, with differing pore sizes and 
alumina to silica ratios, and then coated with TiO2. However, Langford and Xu 
predicted that using a solution preparation, the titanium particles would be too large to 
diffuse into the zeolite pores, therefore they modified the preparation by careful 
temperature and mixing control, to create 2-4 nm particles. They found that the smaller 
TiO2 particles generally gave rise to catalysts with a lower surface area, which is 
consistent with the filling of the zeolite pores. Conversely, the larger TiO2 particles gave 
rise to catalysts with surface areas similar to that of the native zeolites, this provides 
evidence of surface coating. Photocatalytic efficiency of the surface coated samples was 
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typically higher than for the pore loaded samples, which was attributed to greater light 
adsorption and unblocked zeolite pores. 
TiO2 coated on a zeolite, using titanium tetrabutoxide, has been shown to 
degrade formaldehyde in the gas phase at higher efficiencies than native TiO2 powder, 
attributed to an increase in surface area and adsoprtion.
295
 Jasra et al. achieved similar 
results by coating zeolites HY and NaY with TiO2 using a TTiP solution.
296
 Tanaka and 
Hisanaga also coated zeolites by this method in large loadings, 30-60 wt. % of TTiP to 
zeolite.
297
 All TiO2 loaded catalysts showed superior activity to native TiO2 in the gas 
phase degradation of benzene, however, they attributed this not just to higher adsorption 
of the pollutant onto the zeolite but also the increased adsorption of water.  
TiO2 has been surface coated on to zeolites by plasma chemical vapour 
deposition (PCVD) of TTiP, where the coating amount was controlled by reaction 
time.
298
 It was found that lower coatings of TiO2 provided higher conversion of NO and 
SO2, which was attributed to the pores of the zeolite remaining exposed.  
TiO2 has also been coated onto zeolites HY, Hβ and H-ZSM by stirring the 
zeolite with P25 in acetone where titania coated the surface and entered the pores, as 
evidenced by a decrease in surface area.
299
 The photooxidation of 2,4–dichloro 
phenoxyacetic acid was increased twofold by zeolite supported TiO2 which was 
attributed to the higher surface area and adsorption. For these reasons, low TiO2 
loadings (< 3 wt. %) show the highest activity as they maximise the use of the zeolites 
pores and surface area. 
In the remainder of this section, investigations towards the combination of the 
large surface area of zeolites with the photoactivity of TiO2 are presented. Two methods 
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were used to accomplish this; firstly, zeolite powders of Na-Y and MCM41-S were 
dipped into solutions of TTiP in DMF to facilitate the loading of TiO2 into the pores of 
the zeolites. Secondly, Na-Y, MCM41-S and MCM41-AS zeolites were added to 
polymer solutions and electrospun to create novel zeolite:TiO2 nanofibres and determine 
the critical amount of TTiP required to form nanofibres. 
 
5.1.1 Photoactivity of Zeolite/Titania Materials 
The photocatalytic activity of the zeolite/titania catalysts was tested by 
measuring the degradation of phenol in their presence. The experimental details of the 
photocatalytic measurement method are described in Section 7.3. The zeolites used in 
this work show no activity of their own, < 0.04, (Figure 5.2), therefore all degradation 
must come from TiO2, with any increase in activity above the standards a result of the 
zeolites influence. 
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Figure 5.2. Catalytic activity of sodium zeolite-Y, MCM41-S and MCM41-AS starting 
materials and silica gel. It can seen that the starting materials do not show any activity of 
their own. 
The X-ray diffraction patterns of the four supports were taken and were found to 
be in good agreement with literature patterns (Figure 5.3). MCM41-S, MCM41-AS and 
silica gel show little of interest in their diffraction patterns due to their lack of long 
range order.  
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Figure 5.3. Typical X-ray diffraction patterns of Na-Y, MCM41-S, MCM41-AS and silica 
gel. MCM41-S, MCM41-AS and silica gel have no long range order so have little of 
interest in their X-ray diffraction patterns. 
 
5.1.1.1 Dip Coated Zeolites 
In order to prepare dip-coated zeolites, MCM41-S and Na-Y zeolites were 
soaked in solutions of TTiP in DMF, in concentrations of 0.001-1 M for 24 hours. After 
steam treatment (80 °C) and calcination (550 °C), powdered nanomaterials remained. 
The morphology and composition of the powders, as a function of TiO2 loading, were 
analysed by SEM and EDX (Figure 5.4). The samples were powdered, however, the 
particulate size was unable to be determined due to low resolution of the images. 
Furthermore, SEM was unable to determine whether TiO2 was present on the surface or 
in the pores of the zeolites. 
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The diffraction patterns of the prepared samples match the diffraction patterns of 
the zeolite starting materials. No shift of diffraction patterns was observed for any of the 
coated zeolites, which provides evidence that there was no change in lattice for either 
the zeolites or TiO2 (Figure 5.5). This is evidence that the TiO2 has entered the pores or 
 
Figure 5.4. SEM images of dip-coated titania zeolites as a function of titanium loading 
(at. %), as determined by EDX spectroscopy. A. 0.35, B. 1.30, C. 2.74, D. 4.10 and E. 
5.60.  
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resides on the surface of the zeolites. In the Na-Y loaded zeolites, the anatase 101 peak 
can be observed clearly, with the peak intensity increasing with TiO2 loading. The 101 
peak is not observed in the diffraction patterns of MCM-41 despite the higher loadings, 
this could be caused by the zeolites destroying the long rang order of TiO2. There is no 
presence of any TiO2 species other than anatase, indicating that the presence of the 
zeolites does not alter the crystallisation of the titania. 
20 40 60 80 100 120 140
0
1000
2000
3000
4000
 0.35 %
 1.37 %
 2.74 %
 4.10 %
 5.62 %
In
te
n
s
it
y
2 
 
 
 
Figure 5.5. X-ray diffraction patterns of dip coated zeolites. Anatase peaks are not 
observed in the MCM-41 samples which is thought to be due to the zeolites destroying the 
long range order. 
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The photocatalytic activity of the dip-coated zeolites was tested by measuring 
the degradation of phenol under UV activation. It was found that the photoactivity 
increased linearly with titania loading (Figure 5.6). At 0.35 at. % the activity was 0.10, 
but by ~2.74 at. % the activity raised to 0.49, higher than that of pristine TiO2 
nanofibres. By 5.60 at. % loading of TiO2, the activity had almost reached that of P25 
(1.13), reaching 1.10. These findings are in contrast to Cheng et al., who found that 
zeolite supported TiO2 actually decreased the efficiency compared to pristine TiO2 
when degrading phenol, however, this was due to hydrophilicity of the zeolites 
preferentially adsorbing H2O over phenol during a liquid phase reaction.
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Figure 5.6. Photocatalytic activity of dip coated zeolites. The photoactivity increases 
linearly with TiO2 loading, this is unsurprising as TiO2 is the photoactive material. Despite 
the lower TiO2 than pristine titania nanofibres, the activity is nearly as high as for P25. 
This is attributed to the high surface area, better absorption and electron delocalisation 
that comes from the presence of the zeolite. 
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The activity of the highest performing dip-coated zeolite is 20 times higher per 
gram of TiO2 than for pristine TiO2 nanofibres.  There are three explanations for this 
increase in activity; the loaded zeolites will most likely have an increased surface area 
compared to native TiO2, zeolites have been shown to have a high level of adsorption, 
increasing the contact time between TiO2 and the pollutant and finally, zeolites are 
thought to act as electron sinks, decreasing the electron–hole pair recombination. Which 
one, or combination of these reasons, best describes the increase in activity is unclear, 
BET, sorption studies and spectroscopic analysis would be required to determine the 
precise explanation. 
 
5.1.1.2 Electrospun Zeolites 
To combine the activity of loaded zeolites with mechanical strength of 
nanofibres, zeolites were loaded into a TTiP containing polymer solution and 
electrospun. In low concentrations of TTiP, the fibrous morphology was lost after 
calcining, and the material collapsed into powder. This was due to the fibre structure 
being produced from the viscous polymer solution, which is removed when calcined. 
The inorganic components can remain as fibres after calcining only if they have enough 
interactions to retain the structure of the scaffold. Zeolites will not keep the fibrous 
structure on their own, therefore TTiP is required to act as a linker. In the synthesis of 
zeolite fibres it has been determined that when the TTiP to zeolite ratio is high enough, 
the morphology will remain fibrous after calcining. The morphology of these materials 
was analysed by SEM as a function of TiO2 content, determined by EDX (Figure 5.7). 
Fibres were observed from 4.6 at. % Ti loading, and their presence increased as the 
titanium loading increased, however, it was not until 94.0 at. % loading that only 
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negligible amounts of particulate remained. Where fibres were observed they were 
found to be 500-1000 nm in diameter. Their surface structure was difficult to analyse 
due to the presence of large amounts of particulate. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.7. SEM images of electrospun zeolite:TiO2 materials as a function of titanium 
content (at. %) as a determined by EDX spectroscopy. A. 4.6, B. 14.7, C. 18.8, D. 26.1 and 
E. 94.0. Fibres were observed from loadings of TTiP as low as 4.6 at. %, however, fibres 
did not become the dominant morphology until ~19 at. %. 
A 
~20 μm ~200 μm 
B 
~50 μm 
D 
~20 μm ~20 μm 
E 
~20 μm ~20 μm 
C 
~100 μm ~20 μm 
232 
 
 
 
 The electrospun zeolite:TiO2 composites were analysed by X-ray diffraction in 
order to determine any changes in the crystal structure (Figure 5.8). X-ray diffraction of 
the electrospun zeolite:TiO2 materials indicated only the presence of anatase TiO2 and 
the zeolite, with no significant shift of the diffraction patterns compared to the starting 
materials. As with dip-coated zeolites, the presence of zeolites did not affect the 
crystallisation of the titania.  
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Figure 5.8. X-ray diffraction patterns of zeolites electrospun with TTiP.  
The photocatalytic activity was examined in the same manner as for the dip 
coated zeolites. It was found that the photoactivity increased linearly with TiO2 loading 
(Figure 5.9). At 5.57 at. % loading the activity was found to be 0.20, less than half that 
of pristine TiO2, which was attributed to the much lower TiO2 content. At 94.0 at. % 
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TiO2, the activity had increased to 0.62, which is higher than that of pristine TiO2 
nanofibres, despite containing 6 % less TiO2. The increased activity is thought to come 
from increased surface area, a higher adsorption of VOCs and the zeolite delocalising 
excited electrons. The high TiO2 to zeolite ratio would render these effects minimal and 
potentially block the pores of zeolite, reducing the surface area and adsorption, hence 
the lower activity than found for dip-coated zeolites. 
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Figure 5.9. Photocatalytic activity of electrospun zeolite:titania composites as a function of 
titanium loading. The activity increases linearly with TiO2 as titania is the photoactive 
medium. The activity is higher than for pristine TiO2 nanofibres which is thought to be 
due to the predicted increase in surface area, the better adsorbtion properties of zeolites 
retarding the flow of the VOC and the delocalisation of the excited electrons. 
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5.3 Glass Fibres  
Glass fibres are a suitable choice of support for TiO2 largely due to their very 
low cost, thermal stability and chemical inertness. As well as offering a mechanically 
strong structure, they can be used to reduce the pressure drop in continuous flow 
reactors. Furthermore, there is the possibility that glass fibres will act as optical 
channels, or wave guides, allowing the more efficient flow of UV light.
 270,303,304
 Wave 
guides prevent the degradation of the wave over distance (normally 1/r
2
) by making use 
of total internal reflection. For a material to act as a wave guide it must have a width of 
the same magnitude as the wave, this means that certain materials are only applicable to 
certain waves. A more efficient flow of UV light may lead to higher activation of the 
TiO2 catalyst and therefore, higher levels of photocatalytic activity.  
Glass fibres have previously been used to immobilise transition elements, for 
example palladium has been coated onto glass fibre cloths to reduce the pressure drop in 
reactors when using densely packed catalysts,
303
 and platinum has been immobilised on 
glass fibres for the thermal oxidation of propane.
304
 Glass fibres have also been used to 
support TiO2 for the liquid phase removal of benzamide by photooxidation.
305,306
 The 
glass fibres were dip-coated and calcined where they found an increase in mechanical 
strength and decrease in pressure drop, however, the fibres were less efficient than 
pristine P25 powder. Chung et al. also found that while TiO2 coated glass fibres were 
less efficient in the photooxidation of organic compounds than anatase powder, the 
catalyst was more durable.
307
 Brezova and Blazkov et al. also found that glass fibres can 
be successfully coated in TiO2 by dip-coating and, moreover, that dopants can be 
successfully incorporated by this method.
308,309
 They found that in the liquid phase 
photooxidation of phenol, Pt
0
 doping was highly efficient. Furthermore, TiO2 coated 
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glass fibres have also been successfully used in the gas phase for removal of pollutants 
from indoor air.
310
 Glass fibres containing oxides have successfully been prepared by 
the sol-gel method, because of their potential improvements over pure silica glass, for 
example ZrO2 to increase the resistance to alkaline solutions.
311
 TiO2:SiO2 composite 
fibres can also be readily prepared by the co-condensation of silicon and titanium 
alkoxides by the sol-gel method. The addition of SiO2, even in relative low 
concentrations (< 20 %), has been shown to increase the mechanical strength of the 
fibres, rendering them less brittle.
312
 These polytitanosiloxanes have higher TiO2 
crystallisation temperatures, where crystallisation into the anatase phase does not occur 
until ca. 800 °C,  dependant on the silica to titania ratio.
313,314
 Core-shell silica-titania 
fibres have been prepared by co-axial electrospinning,
315
 and P25 has been immobilised 
inside silica fibres.
314
 The immobilised P25 showed some photooxidation of 
acetaldehyde at half the efficacy of the corresponding amount of pure P25, however, 
powder samples are often of higher activity than fibres due to the increased surface area. 
 
5.2.1 Photoactivity of TiO2 Coated Glass Fibres 
To prepare TiO2 coated glass fibres, glass wool, 1 g, was soaked in solutions of 
PMMA in DMF, containing TTiP, 0.01–1.00 g. The polymer solution preparation gave 
rise to good adhesion of the TTiP to the substrate. The morphology of these materials 
was analysed by SEM but, due to charging effects, the samples had to be gold coated 
first (Figure 5.10).  
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Figure 5.10. SEM images of TiO2 coated glass fibres as a function of polymer solution 
loading (g/TTiP). A. 0.01, B. 0.10, C. 0.30, D. 0.50, E. 0.80 and F. 1.00. The coating diameter 
increases as the concentration of TTiP in the precursor solution increased. 
A 
~10 μm ~10 μm 
B 
~10 μm ~10 μm 
D 
~10 μm ~10 μm 
C 
~50 μm ~50 μm 
E 
~20 μm ~20 μm 
F 
~20 μm ~20 μm 
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 An increase in coating diameter as concentration of TTiP solution increased was 
observed by SEM, as shown in Table 5.1. At 0.01 g TTiP, the coating is not 
homogenous as there is not enough TiO2 to completely coat the glass fibres, where the 
average size of the aggregates was ~100 nm. Increasing the loading to 0.10 g TTiP 
proved sufficient to uniformly coat the glass fibres. As the loading increased, the 
structure no longer had the mechanical strength to support the full load. It is predicted 
that there is a maximum concentration above which no further increase in coating 
diameter will be observed as the load will be at its maximum. The surface area of glass 
fibres, 0.5 m
2
/g, is around 100 times lower than the predicted surface area of TiO2 
nanofibres, 15.2 m
2
/g.
179
 
Table 5.1. Coating diameters of TiO2 on glass fibres. Charging effects made analysis of the 
0.3 and 0.8 g samples difficult. The coating diameter can be seen to increase as the loading 
of TTiP in the precursor solution increased. 
 
 
 
 
 
The photoactivity of the coated glass catalysts was tested by way of measuring 
phenol degradation under UV illumination. The photoactivity was found to increase 
with concentration of the coating polymer solution (Figure 5.11). The activity was not 
observed to be linear as the method coating of the fibres was not completely optimised. 
TTiP /g 
Estimated diameter of 
coating 
0.01 100 nm non-homogeneous 
0.10 100 nm homogeneous 
0.30 Images not clear enough 
0.50 200 nm 
0.80 Images not clear enough 
1.00 300 nm 
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The coated glass fibres show exceptional photoactivity, from 0.09 at 0.01 g TTiP 
increasing to 1.63 at 1.00 g TTiP. The 1.00 g loading shows higher activity than for P25 
powder despite the much higher surface area of P25. The increased activity is postulated 
to be due to the glass fibres are acting as wave guides for UV light, which would result 
in more efficient catalyst activation. The inference of wave guide effects can be tested 
by synthesising a glass fibre that is not optically active and comparing their 
photoactivity to dip-coated glass fibres. 
 
0.0 0.2 0.4 0.6 0.8 1.0
-0.4
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Figure 5.11. Photocatalytic activity as a function of TTiP concentration for dip-coated 
glass fibres. There is a general trend of activity increasing with TiO2 loading, as it is the 
active species, however, the activity far surpasses that of even P25 powder. The increase in 
activity is postulated to be due to the glass fibres behaving as waveguides for the UV light. 
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5.4 Particulated Fibres  
Using the high surface area of P25 powder and the comparatively high 
mechanical strength of TiO2 nanofibres, it was the aim to create a novel material which 
combined the properties of both morphologies. This will allow for the creation of a 
photoactive support for TiO2.  
 
5.4.1 Morphology and Photoactivity of Particulated Fibres 
To prepare these composite materials, 0.8 g of TTiP and P25 was loaded into a 
PMMA solution, where the P25 loading was between 0.05–0.70 g, and the remainder 
compiled of TTiP. The solution was stirred for two hours to ensure good mixing and 
then electrospun. The resulting materials were steam treated and then calcined revealing 
particulated fibres. The prepared materials were analysed by SEM to assess their 
morphology (Figure 5.12). It was observed that as the concentration of P25 in the 
polymer solution increased, the electrospun fibres became more particulated. It was 
found that P25 does not retain the fibrous morphology of the polymer scaffold; as the 
PMMA was removed the fibres crumbled to powder. By the addition of TTiP, to act as 
a linking agent, the fibrous morphology could be preserved.  
 
 
 
 
 
A 
~10 μm ~10 μm 
B 
~50 μm ~10 μm 
240 
 
 
 
 
 
 
 
 
 
 
 
 
 
The fibre diameter was not observed to change significantly upon increase of 
P25 loading, increasing from ~500 nm at 0.06 g P25 to ~800 nm at 0.70 g P25. We 
conclude that the ratio of TTiP to P25 has little effect on fibre diameter, and the 
electrospinning process is the biggest factor in determining their size.   
The photoactivity of the particulated fibres was tested by measuring the 
decomposition of phenol under UV activation. It was found that as the P25 loading 
increased, the activity increased, which was attributed to the predicted increase in 
surface area (Figure 5.13). The maximum activity was observed for 0.70 g P25 loading 
(1.15), marginally higher than that of P25 (1.13). Despite the predicted higher surface 
area of pure P25, the higher than predicted activity of the particulated fibres is attributed 
Figure 5.12. SEM images of fragmented fibres as a function of P25 loading (g). A. 
0.06, B. 0.09, C. 0.40, D. 0.66 and E. 0.70 g. The level of particulation can be seen 
increasing as the P25 content increases, as P25 will not hold the fibre scaffold of its 
own accord. 
D 
~5 μm ~10 μm 
C 
~10 μm ~10 μm 
~5 μm 
E 
~5 μm 
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to increased light penetration due to the less dense packing of TiO2 in the fibres 
compared to the powder.  
0.0 0.2 0.4 0.6 0.8
0.0
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Figure 5.13. PCA of catalysts as a function of P25 loading. The activity increases as the 
P25 content increases. The activity increases to around the same level as pristine P25 
powder, despite the morphology being partially fibrous. This has been attributed to the 
better contact with UV light of fibres as they are less densely packed than fibres. 
As P25 is composed of 25 % rutile and 75 % anatase while the native TiO2 
nanofibres are pure anatase, the diffraction patterns of rutile TiO2 can be used to reap 
more information on the composition of particulated fibres. Rutile content was observed 
to increase as P25 loading increased (Figure 5.14). The 0.09 g loaded sample shows 
higher than predicted rutile content and also higher than predicted photocatalytic 
activity, therefore it was concluded that for the 0.09 g loaded sample the P25 content 
was higher than the loading amount. P25 is not soluble in DMF, and the suspension 
created is not homogeneous leading to inconsistent P25 content in the particulated 
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fibres. No change in diffraction peak angles was observed of the catalysts, indicating no 
change in the TiO2 lattice. 
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Figure 5.14. X-ray diffraction patterns of particulated fibres. The titania nanofibres are 
wholly anatase whilst P25 is a 75 % 25 % anatase to rutile mix. Therefore, rutile content 
can be used to document the composition of the fibres.  
To further analyse the particulated fibres, crystallite sizes were calculated from 
the X-ray diffraction data using the Scherrer equation (Table 5.2). Crystallite sizes were 
observed to increase as the P25 content increased, which could offer an alternative 
explanation for the increase in photoactivity as small crystallite sizes are thought to 
encourage recombination. Ying et al. observed a decrease in photoactivity as crystallite 
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size decreased towards 10 nm, which they attributed to a higher rate of recombination, 
caused by the higher surface area.
186
 
Table 5.2. Crystallite sizes of P25 loaded nanofibres. 0.8 g sample is pure P25 powder.  
P25 
Loading/g 
0 0.05 0.09 0.4 0.66 0.7 0.8 
Crystallite 
Size/nm 
12.9 12.9 14.2 14.2 14.2 15.8 16.5 
 
 
5.5 Conclusions 
Four supports for TiO2, dip-coated zeolites, TiO2:zeolite fibres, dip-coated glass 
fibres and P25 loaded TiO2 fibres have been successfully prepared. Figure 5.15 shows 
the best performing of each support, along-side the non-photoactive starting materials, 
for comparison. It can be seen that the coated glass fibres show the highest 
photocatalytic activity of all the samples. 
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Figure 5.15. Photoactivities the best performing of; a. TiO2 nanofibres, b. P25, c. dip-
coated zeolite, d. electro spun zeolite, e. glass fibres, f. particulated fibres, g. silica gel, h. 
NaY, i. MCM41-S, and j. MCM41-AS. 
It has been shown that using a simple dip-coating methodology, MCM-41 and 
NaY zeolites can be successfully coated with TiO2, creating a zeolite:titania powder. 
While BET would be required to confirm this, it is believed that TiO2 has, at least 
partially, entered into the zeolites pores. There is an associated increase in the 
photooxidation of phenol when using dip-coated zeolites compared to pristine P25. The 
justification of the increase in activity is that zeolites have a large surface area, a higher 
adsorption than TiO2 and finally, can delocalise an electron, reducing the rate of 
electron–hole pair recombination.  
Furthermore the minimum amount of TTiP required to create zeolite:titania 
nanofibres ( > 5 wt. %), has been successfully determined, where the created fibres are 
of lower photoactivity than dip-coated zeolites but have higher mechanical strength.  
Per gram of TiO2 the best performing dip coated catalyst is ~10 times more effective 
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than the best performing electrospun zeolite:titania catalyst. Despite this, zeolite:titania 
nanofibres show increased photooxidation of phenol over pristine TiO2 nanofibres, 
attributed to the same three factors as for dip-coated zeolites.  The novel combination of 
zeolites and titania is effective for photooxidation of organic pollutants and offers 
benefits over pristine TiO2 nanofibres and P25 powder, however, more quantitative 
studies are required to qualify the increased activity. 
TiO2 has been successfully coated onto glass fibres using a TTiP polymer 
solution with control of the coating layers by altering the concentration of the TTiP in 
the polymer solution. The TiO2 coated glass fibres showed high activity towards the 
photooxidation of phenol. A TTiP loading as small as 1 wt. % of the glass fibre is 
sufficient to surpass the activity of native TiO2 fibres and a loading of 80 wt. % 
surpassed the activity of P25 powder. While the reason for this increase is not yet 
proven, it is possibly due to the glass fibres acting as a wave guide for the UV light. 
Creating a glass material of the same dimensions as the glass fibres used, but with an 
Urbach edge (absorption tail) short enough that the material will not act as a wave guide 
for UV light would provide more evidence whether any increased activity comes from a 
wave guide effect. The increased mechanical strength of the material, the low cost of 
production and the high photocatalytic activity make TiO2 coated glass fibres a suitable 
catalyst for photooxidation of volatile organic compounds.  
Particulated fibres offer the high photoactivity of P25 and the mechanical 
strength of TiO2 nanofibres prepared from TTiP. The addition of P25 to the polymer 
solution creates a material where the particulate is held in fibre form, however, the 
insolubility of P25 in DMF leads to inhomogeneous mixing with TTiP, resulting in 
unpredictable loadings. The photoactivity increased as the P25 loading increased, which 
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is attributed to the increase in surface area and crystallite size, however, BET analysis is 
required for further proof. The photoactivity of the highest performance sample is close 
to that of P25 powder, but with the addition of higher mechanical strength and lower 
pressure drop in continuous flow reactors.  
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6. Conclusions and Further Work 
The aim of this project was to create a semiconductor catalyst based on TiO2 
nanomaterials, for the removal of volatile organic compounds from biogas. At present 
P25, a powdered mix of anatase and rutile TiO2, is seen as the benchmark for 
photocatalysis but is rarely used in industry due to its lack of mechanical strength, 
pressure drop and separation problems. In this project, nanofibres were the chosen 
morphology due to their compromise between high surface area and relatively high 
mechanical strength. Furthermore, their preparation by electrospinning polymer 
solutions is simple, easy to control and allows for uniform doping of other metal oxides. 
It has been shown that TiO2 nanofibres can be created easily by electrospinning polymer 
solutions, and the morphology carefully controlled. Furthermore, an analysis of the 
calcination procedure was performed where it was found that the PMMA is removed in 
three stages, head to head scissions, chain end scissions and random scissions. An 
optimum calcining temperature of 550 °C was also discerned and, with X-ray 
diffraction, it was found that photoactivity was largely due to the crystal phase of TiO2: 
this was found to be majority anatase with a low percentage of rutile. At temperatures 
above 550 °C the rutile phase begins to crystallise in significant concentrations, 
reducing the photoactivity. 
The prepared fibres show photooxidation of phenol where no side products were 
found during the decomposition, by GC-MS. The photoactivity of titania nanofibres 
(0.47) was found to be around half that of P25 powder (1.13) which is predicted to be 
due to the lower surface area of the fibres. 
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It has also been shown that TiO2 nanofibres can be activated by thermal energy, 
as determined by Fermi-Dirac statistics. This offers an alternative for when UV 
illumination is not a suitable method of catalyst activation. At 400 °C the activity is 
slightly increased over UV activation (0.55). When the two methods are combined 
(0.87) there is an almost 50 % increase in activity than using UV activation on its own, 
attributed to photon enhanced thermionic excitations. 
TiO2 nanofibres were loaded with six metal oxides, CoO, Fe2O3, NiO, Cr2O3, 
VO2 and CuO, to assess any increased activity, where it was found that five out of the 
six surpassed the activity of pristine TiO2 nanofibres at 1.00 mol % loading. These 
photoactivities are presented in Table 6.1. Iron oxide showed no increase in activity 
however, it may be that the iron loaded TiO2 is visible light active, which was not 
investigated. The increase in activity upon doping is likely from the metal centres acting 
as shallow electron traps, retarding the electron–hole pair recombination rate. However, 
at higher loadings (> 1.00 mol %) these centres become close enough together to act as 
recombination centres, reducing the efficiency. Analysis by XPS and diffuse reflectance 
UV-Vis would be required to further elucidate the electronic structures of the doped 
nanofibres. 
Table 6.1. Photoactivities of 1.00 mol % transition metal doped TiO2 nanofibres. 
Dopant Iron Cobalt Chromium Nickel Vanadium Copper 
PCA (1.00 mol 
% loading) 
0.46 1.94 0.96 0.92 0.48 0.85 
 
The activity of the cobalt loaded nanofibres was much higher than the other 
dopants and prompted an investigation of the photoactivity of the mono-metallic cobalt 
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materials CoO and Co3(PO4)2. Table 6.2 shows the photoactivity of these materials. 
While these were found to be non-negligibly photoactive, their activities were less than 
that of pristine TiO2 nanofibres. Further investigation into these materials is required, 
but they offer an alternative to TiO2 semiconductors. 
Table 6.2. Photocatalytic activities of mono metallic cobalt catalysts. 
Material Photocatalytic Activity 
CoO fibres 0.08 
CoO from Na3PO4 0.30 
Co3(PO4)2 from H3PO4 0.13 
Electrospun commercial Co3(PO4)2 0.40 
Co3(PO4)2 fibres Not yet analysed 
 
Supported catalysts were investigated to enhance the activity, mechanical 
strength and industrial applicability of TiO2 nanomaterials.  
Dip coated zeolites showed a maximum photoactivity of 1.10, almost equal to 
that of P25, despite the lower TiO2 content. Zeolite:TiO2 nanofibres can be prepared 
when a critical concentration of TTiP is supplied, a minimum of ~5 at. %. At their 
maximum activity these composite fibres surpassed the activity of pristine TiO2 
nanofibres, reaching 0.62, despite 6 % less TiO2 content. In both of these cases the 
increase in activity is believed to arise from a combination of increased surface area, 
increased adsorption of phenol and the electron delocalisation ability of the zeolites. To 
further clarify these materials, BET measurements will be required. 
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Glass wool was dipped in TTiP to prepare TiO2 coated glass fibres. The coating 
diameter increased with TTiP loading, but not linearly. The activity increased linearly 
with TiO2 loading, where the best performance sample surpassed the activity of P25 by 
150 % per gram, reaching 1.63 for 1.00 g of material. The increase in activity is thought 
to be because of the glass acting as a wave guide for the UV light, increasing the 
activation efficiency. Preparing glass fibres of similar dimensions that cannot behave as 
a wave guide and performing photocatalytic studies is required to further analyse these 
materials. 
Finally, to combine the high activity of P25 with the relative mechanical 
strength of TiO2 nanofibres, P25 was placed into a TTiP containing polymer solution 
and electrospun. This produced particulated fibres, where the fibres became less smooth 
and more brittle as the P25 loading increased. The photooxidation of phenol increased 
with P25 loading where the best performing sample marginally surpassed the activity of 
P25, to 1.15. This was attributed to the combination of the high surface area of P25 with 
the improved light penetration of nanofibres. 
Figure 6.1 shows the comparative activities of the best performing catalysts 
from each category along-side P25 powder and pristine TiO2 nanofibre benchmarks. 
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Figure 6.1. Collated activities of the best performance catalyst of each series of catalyst. 
Thus far all catalytic studies have been performed in laboratory conditions using 
phenol in O2 as a representation of a polluted gas stream. Before these catalysts can be 
implemented in real waste gas treatment facilities there will need to be analysis under 
real world conditions. Specifically this means that the gas stream must be a sample from 
a real polluted gas stream which is likely to contain, amongst other things, aromatics, 
hydrocarbons, halogenated organics and silicon based compounds. A worry for 
industrial reactors is that siloxanes found in waste gas will coat the catalyst, blocking its 
active sites, dramatically reducing the efficiency of the catalyst. Investigating a real 
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polluted gas stream is difficult to accomplish in laboratory conditions because of the 
range of compounds present in the mixture, requiring the need for an alternative method 
of analysis. Investigations proposed for the future are to use a polluted gas cylinder as 
the gas feed and bypass the VOC reservoir. Instead of collecting into an aqueous 
collector and sampling for UV-Vis, gas tight syringes can be used to inject samples into 
a GC-MS. This allows for quantitative analysis of a variety of compounds, where lights 
off and lights on concentrations can be compared. 
Even though development is required before these catalysts can be used in 
industrial reactors, extensive progress has been made in producing a range of catalysts 
that will remove selected volatile organic compounds from biogas. 
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7. Experimental Techniques 
7.1 Materials and Equipment  
O2 was supplied by BOC Gases UK. Phenol, titanium tetraisopropoxide (TTiP) 
(97 %), poly(methyl methacrylate) (PMMA) (996,000 average molecular weight, 
analytical standard), methyl methacrylate (MMA) (98.5 %), cobalt acetyl acetonate 
(Co(AcAc)2) (97 %), iron chloride and acetyl acetone (99 %) were supplied by Sigma–
Aldrich. Nickel chloride hexahydrate (97 %) was supplied by BDH. Vanadium oxy-
sulfate (99.5 %) was supplied by Riedel de Haen. Chromium chloride anhydrous (99 %) 
was supplied by Venton. Sodium hydroxide (analytical grade) was supplied by Fisher 
Scientific. Dimethyl formamide (DMF) (99 %) was supplied by Acros Organics.  
SEM imaging was performed on a Jeoul M820 SEM with EDX attachment. 
Light intensity measurements were made with a Melles Griot broadband power/energy 
meter 13PEM001. ICP-MS was performed on a with a laser ablation attachment. GC-
MS were run on a Perkin Elmer Tubomass MS with a Perkin Elmer Autosystem XL 
GC. FT-IR were measured on a Perkin Elmer Spectrum 1 spectrometer using both ATR 
mode and NaCl plates. DSCs were measured on a Perkin Elmer DSC 4000 with a blank 
pot as a standard. UV-Vis absorption was measured on a Biowave and a 
Thermospectronic UV 300. X-ray diffraction was measured on a Siemens Kristalloflex 
diffractometer using powder plates. Samples were calcined in a Carbolite OAF 1000 
furnace. Solution viscosities were measured at room temperature using an Ostwald 
viscometer (PSL tube viscometer, BS/U type) with a 4 mm capillary 
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7.2 Electrospinning 
Unless specified otherwise, the polymer solution was prepared by dissolving 7 
wt. % PMMA in DMF and left to stir for four hours. 30 minutes before electrospinning, 
the desired precursor(s) was added and stirred to form a homogenous solution. Prior to 
electrospinning, 0.15 wt. % acetyl acetone was added to the polymer solution and 
shaken for one minute. This was to prevent aggregation of the additional precursors in 
the electrospinning process which could cause blockages. The electrospinning apparatus 
was set-up as shown in Figure 7.1 and, unless specified otherwise, the nozzle-tip to 
collector distance was set at 20 cm. The polymer solution was added to a 20 ml BD 
plastic syringe and placed in a syringe pump (Zivac P2000) set at 2 ml hr
-1
 flow rate. 
Unless specified otherwise, a 25 gauge needle was placed on the end of the syringe and 
a high voltage wire, set at 15 kV, was attached to the end of the needle. The fibres were 
collected on a square sheet of aluminium foil on a ground, rotating collector. All 
experiments were carried out at room temperature, stabilised at 22 ˚C with a relative 
humidity of 35 %. Once collected, 1 ml of deionised water was spilled on the fibres and 
the foil was placed in a boat inside a water bath and heated at 80 °C for one hour. The 
steam treatment was to convert any remaining precursor to the hydroxide form. The 
purpose of this was to minimise any loss of precursor during the calcining process. Post 
steam treatment, the fibres were placed in a furnace and heated to 550 °C at a 1 °C a 
minute ramping rate. All fibres produced were analysed by SEM, with an operating 
voltage of 10-30 kV. In order to determine fibre diameter, fibres were measured in 10 
distinct regions and averaged. The error bars in the fibre diameter plots correspond to 
the diameter distribution. 
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Figure 7.1. Electrospinning apparatus. A high voltage bias is applied to a needle attached 
to a syringe. A syringe pump is used to maintain a constant flow of electrospinning 
solution. The electrospun fibres are collected on aluminium foil on a rotating drum (off 
screen). 
 
7.3 Photocatalysis  
The photocatalytic experimental set up (Figure 7.2) was comprised of a quartz 
tube of 5 cm length and 7 mm inner diameter. This tube was filled with 0.1 g of catalyst 
packed into the centre with glass wool. The tube was connected at one end to an O2 
cylinder, at 2 ft
3
 hr
-1
 flow rate, via a concentrated aqueous phenol reservoir, and at the 
other end to a 250 ml round bottom flask collector containing 12 ml 1 M NaOH. The 
tube was placed inside a Nail-Art gel-curing UV-lamp apparatus, containing 4x9 W 
lamps, with the reactor tube secured at a 1 cm distance from the UV lamps, unless 
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stated otherwise. UV illumination was alternated on and off at regular intervals to 
simulate catalyst activation and non-activation. 3 ml aliquots were taken regularly and 
analysed for sodium phenolate concentration using a portable BioWave UV 
spectrometer at 290 nm wavelength. Concentrations were determined via the Beer-
Lambert equation using 2028.93 as the molar extinction coefficient, calculated via 
standard solutions of sodium phenolate. When required, a 3 cm by 3 cm metal block, 
powered by a 200 V supply, was placed underneath the quartz tube so that the two were 
touching. Measurements of temperature were taken from the block using an electronic 
thermometer. All reactor runs were performed with at least three on-off cycles of either 
UV illumination or heating. 
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7.4 Determination of Photocatalytic Activity 
During the catalytic runs, the build up of sodium phenolate in the collector was 
tracked. During the lights off section, the build up of sodium phenolate is directly 
proportional to the flow rate, 
Figure 7.2. Photocatalytic reactor. The reservoir contains phenol 
dissolved in deionised water. This is carried through the reactor 
towards a collector containing a solution of NaOH. The NaOH will 
trap phenol as the less volatile NaOPh. 
Reactor 
UV chamber 
O2 gas 
VOC 
reservoir 
Collector 
O2+VOC 
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                                                                  (7.1) 
During the lights on section the rate of build up is determined by the efficiency of the 
catalyst, 
                                                                                     (7.2) 
A high efficiency catalyst will result in a slower rise in concentration. On a plot of 
[NaPh] as a function of time, the lights on section will yield a shallower slope than the 
lights off section.  
Each slope is dC/dT, the gradient of which is a rate in mol dm
-3
/m
-1
/0.1 g
-1
. This 
was converted to mol/m
-1
/0.1 g
-1
. The sum of the lights on gradients is subtracted from 
the sum of the lights off gradients. While 0.1 g of the catalyst is loaded into the reactor 
every use, the exact laying of the catalyst affects the pressure drop, filling the catalyst in 
exactly the same manner every time was impossible, even more so given the fact that 
most catalysts will have a slightly different structure from each other. Because of this 
the phenol flow rate was not precisely the same for every activity test. To account for 
this the gradient difference was divided by the flow rate of phenol, in mol/m
-1
, to give a 
comparable activity per 0.1 g.  
 
7.5 Doped TiO2 Nanofibres 
Samples were prepared as described in Section 7.2. Dopants were added to the 
polymer solution in concentrations of 0.01-50 mol %. The precursors to these dopants 
were as follows: Chromium – CrCl3, Cobalt – Co(AcAc)2, Copper – Co(NO3), Iron – 
FeCl2, Nickel – NiCl2.6H2O and Vanadium – VOSO4 5H2O.  
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7.6 Monometallic Cobalt Nanomaterials 
7.6.1 Cobalt Oxide Nanofibres 
10 wt. % of Co(AcAc) was added to 7 % PMMA in DMF and stirred for 30 
minutes. Immediately prior to electrospinning, 0.15 % acetyl acetone was added and 
agitated for 30 seconds. The electrospun sample was water treated for one hour in an 80 
°C steam bath and then calcined at 550 °C. 
 
7.6.2 Cobalt Phosphate Nanomaterials 
Method 1: Sodium Phosphate 
10 wt. % of Co(AcAc) and an equal amount of Na3PO4 were added to 7 wt. % 
PMMA in DMF and stirred for 30 minutes. This yielded a purple slurry. The solution 
was electrospun under conditions described in Section 7.2 and then calcined at 550 °C, 
without prior steam treatment. This left a black powder which EDX showed to contain 
high quantities of cobalt but no measureable amount of phosphorous. The sample was 
determined to be CoO by X-ray diffraction. 
 
Method 2: Phosphoric Acid Soak 
10 wt. % Co(AcAc) was added to 7 wt. % PMMA in DMF and left to stir for 30 
minutes. This was electrospun without added acetyl acetone, under conditions described 
in Section 7.2. After electrospinning the sample was placed in a 5 % phosphoric acid 
solution for three days to convert the Co(AcAc) to Co3(PO4)2. After calcining at 550 °C 
a grey powder remained which was found to be composed of 95 % P to 5 % Co by EDX 
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elemental analysis. It was determined to be Co3(PO4)2 with aluminium oxide and 
aluminium phosphate impurities, by X-ray diffraction. 
 
Method 3: Electronspinning of Commercially Purchased Cobalt Phosphate 
10 wt. % Co3(PO4)2 hydrate (Sigma-Aldrich) was added to 7 wt. % PMMA in 
DMF and was left to stir for 30 minutes. This was electrospun without added acetyl 
acetone, under conditions described in Section 7.2. After electronspinning, the sample 
was calcined at 550 °C without steam treatment. A purple powder remained which was 
found to be a 2:1 ratio of cobalt to phosphorous and was determined by x-ray diffraction 
to be pure Co3(PO4)2. 
 
Method 4: Acetone Soak 
10 wt. % Co(AcAc) was added to 7 wt. % PMMA in DMF and left to stir for 30 
minutes. This was electrospun without added acetyl acetone, under conditions described 
in Section 7.2. The sample was placed in 500 ml of 1:1 acetone to deionised water 
containing 10 g of Na3PO4. After three days, the sample was removed and placed in a 
furnace at 550 °C for 24 hours. The sample was dark blue and was found to be fibres of 
1-10 μM in diameter with a composition of 1:3 cobalt to phosphorous, as determined by 
EDX elemental analysis.  
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7.7 Zeolites 
7.7.1 Dip-coated Zeolites 
TTiP was added to DMF in concentrations of 0.1-0.001 M and mixed well. 1 g 
of MCM41-S and Na-Y zeolites were separately added to the TTiP solutions and left to 
soak for 24 hours to encourage maximum soaking of TTiP into the zeolite pores. After 
24 hours soaking the samples were filtered and the solid phase steam treated above an 
80 °C water bath for one hour before being placed in a 550 °C furnace for 12 hours.  
 
7.7.2 Electrospun Zeolites 
A 7 wt. % solution of PMMA in DMF was prepared to which 0.8 g of ratios of 
8:1-1:8 of zeolite to TTiP were added. The solutions were stirred for 30 minutes prior to 
electrospinning and, immediately before electrospinning, two drops of acetyl acetone 
were added. The solutions were electrospun under conditions described in Section 7.2. 
The materials were steam treated above an 80 °C water bath for one hour before being 
placed in a 550 °C furnace for twelve hours.   
 
7.8 Dip-coated Glass Fibres 
Glass wool was stirred in NaOH(aq) at 40 °C  overnight to clean the glass and to 
increase the hydrophilicity. The glass wool was washed with deionised water and dried 
in an oven at 200 °C for two hours. 1 g of glass wool was submerged in 10 ml of DMF 
containing 0.01–1.00 g of TTiP. The samples were stirred for two hours and then steam 
treated for 30 minutes at 80 °C above a water bath. The materials were then calcined for 
two hours in a furnace. This was repeated three times. The finished samples were cut 
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into small pieces and 0.1 g was placed in a tube reactor. Due to the conductivity of 
glass, the catalysts were gold coated for three minutes with an Edwards S150 Sputter 
Coater, before being examined by SEM. 
 
7.9 Particulated Fibre Experimental 
Ratios of TTiP and P25 were placed in 7 % PMMA in DMF, totalling 0.8 g of 
titanium materials. The polymer solution was stirred for two hours to ensure good 
mixing. Acetyl acetone was added immediately prior to electrospinning. The solutions 
were electrospun under conditions described in Section 7.2, and then steam treated 
above a water bath at 80 °C for one hour before being calcined at 550 °C for twelve 
hours. 
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