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Abstract
Using results of Shimizu on internal characters we prove a useful non-semisimple
variant of the categorical Verlinde formula for factorisable finite tensor categories.
Conjecturally, examples of such categories are given by the representations RepV
of a vertex operator algebra V subject to certain finiteness conditions. Combining
this with results on pseudo-trace functions by Miyamoto and Arike-Nagatomo, one
can make a precise conjecture for a non-semisimple modular Verlinde formula which
relates modular properties of pseudo-trace functions for V and the product in the
Grothendieck ring of RepV. We test this conjecture in the example of the vertex op-
erator algebra of N pairs of symplectic fermions by explicitly computing the modular
S-transformation of the pseudo-trace functions.
∗Emails: azat.gainutdinov@uni-hamburg.de, ingo.runkel@uni-hamburg.de
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1 Introduction
One of the more surprising outcomes of the theory of vertex operator algebras (VOAs) is
the Verlinde formula for VOAs with semisimple representation theory (and some additional
properties) [V, Hu1]. It relates the behaviour of characters of the VOA under the modular
S-transformation with the fusion tensor product of irreducible representations.
As explained clearly in [Fu], there are several aspects to the Verlinde formula. We will
focus on the categorical aspect and the modular aspect.
Categorical Verlinde formula: Let k be an algebraically closed field of characteristic zero
and let C be a k-linear finite braided tensor category. Assume further that C is factorisable,
which is a non-degeneracy condition on the braiding (see Section 2).
Let now C be in addition semisimple – C is then called a modular tensor category (to
be precise, ‘modular’ also requires ribbon). A key application of such categories is that
they are the defining data of a certain type of three-dimensional topological field theory
(3dTFT) [RT, T, BDSPV]. From this point of view, it is not too surprising that certain
Hom-spaces of C carry a mapping class group action (actually, maybe less obviously, a
projective such action). In particular, for
L :=
⊕
U∈Irr(C)
U∗ ⊗ U ∈ C , (1.1)
where Irr(C) is a choice of representatives of the isomorphism classes of simple objects
in C, the space C(1, L) carries a projective SL(2,Z)-action. C(1, L) has a preferred basis
given by the coevaluation maps χU := c˜oevU : 1→ U
∗ ⊗ U . The generator S =
(
0 −1
1 0
)
of
SL(2,Z) is represented by
SC(χU) =
(
Dim C
)−1
2
∑
X∈Irr(C)
sU∗,X χX , Dim C =
∑
X∈Irr(C)
s1,X , (1.2)
2
where sA,B ∈ k is the categorical trace of the double-braiding cB,A◦cA,B. In the application
of ribbon categories to link invariants, sA,B is the invariant of the Hopf-link with appropriate
orientations and where the two ribbon circles are labelled A and B, respectively.
The Grothendieck ring Gr(C) of C is freely generated as a Z-module by the classes [U ],
U ∈ Irr(C). The tensor product induces a ring structure with structure constants
[U ] · [V ] =
∑
W∈Irr(C)
N WUV [W ] . (1.3)
The structure constants of Gr(C) are also called fusion rules of C. The categorical Verlinde
formula for a modular tensor category C states
N WUV =
1
Dim C
∑
X∈Irr(C)
sU,XsV,XsW ∗,X
s1,X
. (1.4)
This algebraic result is relatively straightforward to prove, see e.g. [T, Thm. 4.5.2].
In Section 3 we recall an isomorphism between C(1, L) and the space of endomorphisms
of the identity functor End(IdC) [Ly1]. Transporting the algebra structure of End(IdC) to
C(1, L) results in the product χU sχV = δU,V (DimC)
1
2/s1,U · χU . One can rewrite (1.4) as
S−1C
(
SC(χU) sSC(χV )
)
=
∑
W∈Irr(C)
N WU,V χW . (1.5)
Results of Shimizu [Sh2] imply that (1.5) still holds if we drop the semisimplicity
requirement from C (Theorem 3.9). All that changes is that L is generalised to the coend
L =
∫ X∈C
X∗ ⊗ X , and that the action of S on C(1, L) is defined in terms of a non-
degenerate Hopf-pairing and an integral on L [Ly1], see Section 3.
Modular Verlinde formula: Let V be a VOA which is C2-cofinite, simple as a V-module,
isomorphic to the contragredient module V ′, and non-negatively graded with V0 = C1. For
V one can define a space of torus one-point functions C1(V), which is a subspace of the
space of functions V × H → C which are linear in V and holomorphic on the upper half
plane H. C1(V) is finite dimensional and invariant under modular transformations [Z].
If V is in addition rational (and so Rep(V) is semisimple), Zhu proved that C1(V)
has a basis given by the characters χˆU of irreducible V-modules. Consequently, there is
a unique matrix SU,X such that the image χˆU |S of the character χˆU under the modular
S-transformation is
χˆU |S =
∑
X∈Irr(Rep(V))
SU,X χˆX . (1.6)
In the modular Verlinde formula, one defines the map SV in the same way as SC in (1.2),
but with SU∗,X instead of (DimC)
−1/2 sU∗,X . The claim then is that (1.5), with SV in place
of SC, computes the structure constants of the Grothendieck ring Gr(Rep(V)). To prove
the modular Verlinde formula in this generality (rational VOAs with the above properties)
is hard and was achieved by Huang in [Hu1].
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Conceptually, the relation between the categorical and modular Verlinde formula can
be understood as follows. Rep(V) is a modular tensor category and the topological mod-
ular functor defined by the 3dTFT obtained from Rep(V) should in a suitable sense be
equivalent to the complex modular functor obtained from the conformal blocks associated
to V. While in this generality, the equivalence of modular functors is an open problem, it
is known that the categorical and the modular SL(2,Z)-actions agree [Hu2].
Let us now drop the rationality requirement, so that Rep(V) is not necessarily semisim-
ple (but still finite abelian, see Section 5). A version of 3dTFTs for not necessarily semisim-
ple factorisable finite ribbon categories was given in [KL]. Combining this with results on
internal characters [Sh2] (see Section 3) and with pseudo-trace functions [Miy, AN] (see
Section 4) leads to a precise conjecture on how the modular Verlinde formula might gener-
alise to such non-semisimple situations. This is detailed in Theorem 5.11 (which is based
on conjectures given there).
The generalisation states that – conjecturally – the product in Gr(Rep(V)) can be
computed by the following procedure. (It is not a priori clear why the maps appearing
below exist. This is part of the conjecture, see Section 5 for details.)
1. Compute the irreducible V-modules U ∈ Irr(Rep(V)) and choose a projective gener-
ator G of Rep(V).
2. The pseudo-trace functions for G are parametrised by central forms C(EndV(G)) on
EndV(G). Denote by ϕU ∈ C(EndV(G)), U ∈ Irr(Rep(V)), the elements correspond-
ing to the irreducible characters χˆU . The ϕU are expressed as traces over irreducible
EndV(G)-modules in (5.5) below. Compute the endomorphism SV – given by the
modular S-transformation – on the linear span of the ϕU .
3. The modular transformation of the vacuum character can be used to define a linear
isomorphism between End(IdRep(V)) and C(EndV(G)). Use this isomorphism to trans-
port the algebra structure of End(IdRep(V)) to C(EndV(G)) and denote the resulting
product by ‘ s’.
4. For A,B ∈ Irr(Rep(V)) compute the unique constants N CAB in
S−1V
(
SV(ϕA) sSV(ϕB)
)
=
∑
C∈Irr(Rep(V))
N CAB ϕC . (1.7)
Conjecturally, the N CAB are the structure constants of Gr(Rep(V)).
In Section 6 we apply this procedure to the VOA Vev given by the even part of N pairs
of symplectic fermions. The result agrees with the (also conjectural) fusion rules of Vev.
Finitely non-semisimple generalisations of the Verlinde formula were first considered in
[Fl] and in [FHST]. Further previous discussions can be found in [Fu, FK, GlR, GT, PRR],
see Remark 5.12 for more details.
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Related results on the logarithmic Verlinde formula and pseudo-trace functions have
been obtained independently in [CG].
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DESY and CNRS. The authors would like to thank the organisers of the Humboldt Kolleg
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In all of this paper, k will be an algebraically closed field of characteristic zero.
2 Non-degeneracy for braided finite tensor categories
In this section we briefly recall Shimizu’s result on the equivalence of several non-degeneracy
conditions for braided finite tensor categories [Sh3].
Following [EO], a finite tensor category C is a category which
• is a k-linear finite abelian category (i.e. equivalent as a k-linear category to that of
finite-dimensional modules over a finite-dimensional k-algebra),
• is a monoidal category with k-bilinear tensor product functor,
• is rigid (i.e. has left and right duals),
• has a simple tensor unit 1.
We remark that, because C is rigid, the tensor product functor is exact in each argument.
Let C be a braided finite tensor category, with braiding c and left (co)evaluation maps
evX : X
∗⊗X → 1 and coevX : 1→ X ⊗X
∗, for X ∈ C and its left dual X∗. Let L be the
coend (see e.g. [KL] or the review in [FS1, Sec. 4])
L =
∫ X∈C
X∗ ⊗X . (2.1)
We denote by
ιX : X
∗ ⊗X −→ L , X ∈ C , (2.2)
the corresponding dinatural transformation. The coend L exists since C is a finite tensor
category (see e.g. [KL, Cor. 5.1.8]). It carries the structure of a Hopf algebra in C and is
equipped with a Hopf pairing ω : L⊗L→ 1 [Ly1]. The Hopf pairing is defined uniquely via
(we omit the ‘⊗’ between objects and use ‘∼’ for a successive application of associativity
or unit isomorphisms)
ω ◦ (ιX ⊗ ιY ) =
[
(X∗X)(Y ∗Y )
∼
−→ X∗((XY ∗)Y )
id⊗(cY ∗,X◦cX,Y ∗ )⊗id
−−−−−−−−−−−−→ X∗((XY ∗)Y )
5
∼
−→ (X∗X)(Y ∗Y )
evX ⊗ evY−−−−−−→ 11
∼
−→ 1
]
. (2.3)
As in [Ly1, Sh2], we define the space of central elements as CE(C) = C(L, 1) and that
of class functions as CF(C) = C(1, L). The Hopf pairing of L defines the linear map
Ω : CF(C) −→ CE(C) , f 7→ ω ◦ (f ⊗ id) . (2.4)
With these preparations, we can state four natural non-degeneracy conditions on the
braided finite tensor category C:
1. Every transparent object in C is isomorphic to a direct sum of tensor units. (T ∈ C
is transparent if for all X ∈ C, cX,T ◦ cT,X = idT⊗X .)
2. The canonical braided monoidal functor C ⊠ C → Z(C) is an equivalence. (Here, ⊠
is the Deligne product, C is the same tensor category as C, but has inverse braiding,
and Z(C) is the Drinfeld centre of C.)
3. The pairing ω : L⊗L→ 1 is non-degenerate (in the sense that there exists a copairing
1→ L⊗ L).
4. Ω is an isomorphism.
For C semisimple, it has been known for some time that conditions 1–4 are equivalent
[Bru, Mu¨]. Recently, Shimizu was able to show this equivalence in general:
Theorem 2.1 ([Sh3]). For a braided finite tensor category C, conditions 1–4 are equivalent.
Following the nomenclature in Hopf algebras, we say:
Definition 2.2. A braided finite tensor category satisfying the equivalent conditions 1–4
above is called factorisable.
For a factorisable finite tensor category C, the coend L admits a left/right integral1
ΛL : 1 → L satisfying ω ◦ (ΛL ⊗ ΛL) = id1 [Ly1], see also [KL, Sect. 5.2.3]. An integral
is unique up to a scalar factor, and so the normalisation condition ω ◦ (ΛL ⊗ ΛL) = id1
determines ΛL up to a sign. The existence of ΛL also implies that C is unimodular. (See
[ENO] for the definition of unimodularity; for the relation to integrals, see [Sh1, Thm. 6.8]).
3 A categorical Verlinde formula
In this section, C denotes a braided finite tensor category over k which is in addition pivotal.
Write δX : X → X
∗∗ for the pivotal structure of C. We choose the right dual of X ∈ C to
be equal to the left dual X∗ and define the right duality morphisms as
e˜vX =
[
X ⊗X∗
δX⊗id−−−→ X∗∗ ⊗X∗
evX∗−−−→ 1
]
,
1A left integral is a morphism ΛL : 1 → L satisfying µL ◦ (idL ⊗ ΛL) = ΛL ◦ εL, where µL is the
multiplication on L and εL is the counit of L. A right integral is defined similarly.
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c˜oevX =
[
1
coevX∗−−−−→ X∗ ⊗X∗∗
id⊗δ−1
X−−−−→ X∗ ⊗X
]
. (3.1)
Denote by Irr(C) a choice of representatives of the isomorphism classes of simple objects
in C. Since C is finite, Irr(C) is a finite set. The Grothendieck ring Gr(C) of C is freely
generated as a Z-module by the classes [U ], U ∈ Irr(C). We write Grk(C) := k ⊗Z Gr(C)
for the corresponding k-algebra. The structure constants N WU,V of Gr(C) are defined via
[U ] [V ] =
∑
W∈Irr(C)
N WU,V [W ] , U, V ∈ Irr(C) . (3.2)
The internal character of V ∈ C is the element χV ∈ CF(C) given by [FSS, Sh2]
2
χV =
[
1
c˜oevV−−−→ V ∗ ⊗ V
ιV−→ L
]
. (3.3)
Remark 3.1. When C is RepH for H a finite-dimensional ribbon Hopf algebra over k,
then 1 = k and L = H∗ with coadjoint action. Thus the images χV (1) are linear forms
on H invariant under the coadjoint action (called q-characters). They are equal to the trace
functions χV (1) = TrV (uv
−1 · ), with the ribbon element v and the Drinfeld element u.
Theorem 3.2 ([Sh2, Cor. 4.2&Thm. 5.12]). The map V 7→ χV factors through Gr(C).
The induced map χ : Grk(C)→ CF(C), [V ] 7→ χV , is injective. Suppose in addition that C
is unimodular. Then χ is surjective iff C is semisimple.
This theorem holds more generally in pivotal finite tensor categories. If C is factorisable,
it is automatically unimodular, so the last part of the theorem applies in this case.
The Hopf algebra structure on L induces an algebra structure on central elements and
on class functions: Let f, g ∈ CE(C) and a, b ∈ CF(C). Then
f ∗ g :=
[
L
∆L−−→ L⊗ L
f⊗g
−−→ 1⊗ 1
∼
−→ 1
]
,
a · b :=
[
1
∼
−→ 1⊗ 1
a⊗b
−−→ L⊗ L
µL
−→ L
]
. (3.4)
The units are given by the counit and unit of L, respectively: 1CE = εL, 1CF = ηL.
Let End(IdC) denote the k-algebra of natural endomorphisms of the identity functor on
C. Given α ∈ End(IdC), we obtain an element ψ(α) ∈ CE(C) via ψ(α)◦ιX = evX ◦(id⊗αX)
for all X ∈ C. This defines a k-linear map
ψ : End(IdC) −→ CE(C) . (3.5)
We have ([Ly1], see also [KL, Prop. 5.2.5]):
2 We deviate slightly from the convention in [Sh3, Sect. 5.2], where the internal character is defined as
χShimizuV = ιV ∗ ◦ (δV ⊗ id) ◦ coevV . The relation to (3.3) is χV = χ
Shimizu
V ∗ . In the semisimple case and for
V ∈ Irr(C), χV is related to the natural endomorphism IV of the identity functor given by (IV )X = δV,XidX
(X ∈ Irr(C)), while χShimizuV is related to IV ∗ , see point 3 of Remark 3.10.
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Lemma 3.3. ψ is an isomorphism of k-algebras.
In particular, CE(C) is commutative. The inverse map to ψ can be given explicitly:
For X ∈ C, f ∈ CE(C) (omitting ‘⊗’ between objects)
ψ−1(f)X =
[
X
∼
−→ 1X
coevX ⊗id−−−−−−→ (XX∗)X
∼
−→ X(X∗X)
id⊗ιX−−−→ XL
id⊗f
−−−→ X1
∼
−→ X
]
. (3.6)
Recall the map Ω : CF(C)→ CE(C) defined in (2.4).
Lemma 3.4. Ω is a k-algebra map.
Proof. This is an immediate consequence of ω being a Hopf pairing (see e.g. [Sh3, Sect. 3.1]
for conventions) and of CE(C) being commutative.
Remark 3.5. When C = RepH for a finite-dimensional quasi-triangular Hopf algebra H ,
the map Ω is the Drinfeld mapping from the space of q-characters (linear forms on H
invariant under the coadjoint H-action) to the centre of H , given by χ(·) 7→ χ(M ′)M ′′ for
the monodromy matrix M = R21R12, while Lemma 3.4 reduces to Drinfeld’s lemma [Dri].
For a factorisable Hopf algebra, the Drinfeld mapping is an isomorphism of the algebras.
Recall from Theorem 2.1 that the invertibility of Ω was one of the equivalent charac-
terisations of factorisability of a braided finite tensor category C.
Lemma 3.6 ([FS1, Sec. 4.5] and [Sh2, Thm. 3.11&Prop. 3.14]). χ : Grk(C)→ CF(C) is a
k-algebra map.
By Theorem 3.2, the internal characters {χU |U ∈ Irr(C)} are linearly independent in
CF(C). Since χ is an algebra map, i.e. χV⊗W = χV ·χW , the structure constants of Grk(C)
can be uniquely recovered from
χU · χV =
∑
W∈Irr(C)
N WU,V χW . (3.7)
As a corollary to Theorem 3.2 and Lemma 3.4, one obtains:
Corollary 3.7. For U, V ∈ Irr(C),
Ω−1
(
Ω(χU) ∗ Ω(χV )
)
=
∑
W∈Irr(C)
N WU,V χW . (3.8)
To get a variant of the Verlinde formula, our next point is to introduce the modular
S-transformation on End(IdC). To do so, we will need the isomorphism
ρ : CE(C) −→ CF(C) , f 7−→ (f ⊗ id) ◦∆L ◦ ΛL . (3.9)
The inverse of ρ can be given explicitly in terms of the cointegral λL : L→ 1 of L obtained
from ΛL via λL = Ω(ΛL). Note that from the normalisation condition on ΛL, we have
λL ◦ ΛL = id1. For the inverse of ρ one finds
ρ−1(a) =
[
L
∼
−→ 1L
a⊗id
−−→ LL
SL⊗id−−−→ LL
µL
−→ L
λL−→ 1
]
, (3.10)
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see e.g. [KL, Cor. 4.2.13]. We remark that ρ is in general not an algebra map. This can be
seen explicitly in the example in Section 6.
We define the map SC : End(IdC)→ End(IdC) as
SC =
[
End(IdC)
ψ
−→ CE(C)
ρ
−−→ CF(C)
Ω
−−→ CE(C)
ψ−1
−−−→ End(IdC)
]
. (3.11)
We have seen that ψ and Ω are algebra maps, while ρ is in general not. Thus in general
SC is not an algebra map, either.
Remark 3.8. In the application to mapping class groups developed in [Ly1, Ly2], CF(C) =
C(1, L) is the vector space associated to a torus and carries a projective SL(2,Z) action.
The operator implementing the modular S-transformation on CF(C) is given by SCF :=
ρ ◦ Ω : CF(C)→ CF(C), which, when transported to End(IdC) via (ρ ◦ ψ)
−1, results in SC.
Define, for V ∈ C,
φV := ψ
−1(ρ−1(χV )) ∈ End(IdC) . (3.12)
Since ψ and ρ are isomorphisms, by Theorem 3.2 the set {φU |U ∈ Irr(C) } is linearly
independent. We can now restate Corollary 3.7 as the following theorem, which is the
Verlinde-type formula we wish to employ later:
Theorem 3.9. Let C be a factorisable pivotal finite tensor category. Then the structure
constants of Gr(C) can be uniquely recovered from knowing
• the algebra End(IdC),
• the elements φU ∈ End(IdC) for U ∈ Irr(C),
• the linear map SC : End(IdC)→ End(IdC),
via, for U, V ∈ Irr(C),
S−1C
(
SC(φU) ◦ SC(φV )
)
=
∑
W∈Irr(C)
N WU,V φW . (3.13)
We state the theorem in this form, because it matches the data used in the conjectural
modular Verlinde formula in Section 5.
Remark 3.10. Let C be as in Theorem 3.9.
1. Equation (3.13) shows in particular that the linear span of the SC(φU), U ∈ Irr(C),
is a subalgebra of End(IdC). Thus, to evaluate (3.13) it is enough to know SC on the
linear span of the φU . By Theorem 3.2, in the non-semisimple case this span is a proper
subspace of End(IdC).
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2. Substituting the definitions, one checks that the natural transformations SC(φV ) =
ψ−1(Ω(χV )) are given by
SC(φV )X =
[
X
∼
−→ 1X
c˜oevV ⊗id−−−−−→ (V ∗V )X
∼
−→ V ∗(V X)
id⊗(c−1
V,X
◦c−1
X,V
)
−−−−−−−−−→ V ∗(V X)
∼
−→ (V ∗V )X
evV ⊗id−−−−→ 1X
∼
−→ X
]
. (3.14)
In particular, SC(φ1)X = idX for all X . Note that χ1 is the unit ηL in L and thus
ψ(φ1) = ρ
−1(χ1) = λL is the cointegral of L. Therefore, the operator implementing the
modular S-transformation on CE(C) given by SCE := Ω ◦ ρ : CE(C)→ CE(C) maps λL
to the unit in CE(C) which is εL. We also have SCE(εL) = λL (indeed, ρ(εL) = ΛL and
Ω(ΛL) = λL). Thus S
2
CE applied to the unit or the cointegral is the identity. We note
that in general the square of the S-transformation SCF = ρ ◦ Ω acts as χV 7→ χV ∗ .
3. Suppose that C is semisimple (in case C is ribbon, this means that C is a modular tensor
category). Then L =
⊕
U∈Irr(C) U
∗ ⊗ U and we denote the embedding and projection
morphisms by eU : U
∗⊗U → L and pU : L→ U
∗⊗U . The internal characters are then
given by χU = eU ◦ c˜oevU . The integral ΛL and cointegral λL = Ω(ΛL) are found to be
ΛL = (Dim C)
− 1
2
∑
U∈Irr(C)
dim(U) eU ◦ c˜oevU , λL = (Dim C)
1
2 ev1 ◦ p1 . (3.15)
The normalisation condition ω ◦ (ΛL ⊗ ΛL) = id1 determines ΛL up to a sign. This
amounts to fixing a choice of square root (Dim C)1/2. The maps ψ−1 : CE(C) →
End(IdC) and ρ : CE(C)→ CF(C) are given by, for U,X ∈ Irr(C),
ψ−1(evU ◦pU)X = δU,X idX , ρ(evU ◦pU) =
dim(U)
(Dim C)
1
2
eU ◦ c˜oevU . (3.16)
Using this, one finds that the elements φU ∈ End(IdC) are, for U,X ∈ Irr(C),
(φU)X = δU,X
(Dim C)
1
2
dim(U)
idX . (3.17)
The action of SC from (3.14) becomes, for U,X ∈ Irr(C),
SC(φU)X =
sU∗,X
s1,X
idX , (3.18)
where the sA,B ∈ k are determined by the categorical trace via sA,B id1 = tr(cB,A◦cA,B).
From this, (3.13) produces the usual semisimple categorical Verlinde formula, see e.g.
[T, Thm. 4.5.2].
4. Let G be a projective generator in C, for example G =
⊕
U∈Irr(C) PU , with PU the
projective cover of U . Then End(IdC)→ Z(End(G)), η 7→ ηG, is an isomorphism of k-
algebras. We can group the PU according to the block of C they belong to. (By a block
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we mean the full subcategory given by an equivalence class of objects with respect to
the equivalence relation generated by X ∼ Y if there is a nonzero morphism X → Y .)
Then End(IdC) ∼= Z(End(G)) has the block-decomposition
End(IdC) ∼=
⊕
β∈blocks
Z(End(Gβ)) , where Gβ =
⊕
U∈Irr(C) is in block β
PU , (3.19)
as k-algebras. In this sense, SC block-diagonalises the fusion rules (that is, the structure
constants of Gr(C)). In particular, in the semisimple case, PU = U and the fusion rules
are fully diagonalised.
5. In the non-semisimple case, the idea that the S-transformation block-diagonalises the
fusion rules was explored further in [GT, Thm. 4.1.1] where a Verlinde formula similar
to (3.13) was also stated. The Verlinde-type formula [GT, Eqn. (4.4)] expresses the
structure constants NWU,V in terms of structure constants for multiplication in the block-
diagonalised basis, which contains the φV as basis elements. Using S
2
C(idC) = idC, it
was also shown that the structure constants for multiplication in the block-diagonalised
basis satisfy a system of linear equations with coefficients from the “vacuum” row of
the S-matrix (the coefficients in the S-transformation of the unit), see [GT, Eqn. (4.5)]
for more details.
6. A result related to Theorem 3.9 exists for factorisable ribbon Hopf algebras [CW,
Thm. 3.14]. There, the structure constants are restricted to a subspace (the Higman
ideal) and then diagonalised. In the non-semisimple case, the Higman ideal is strictly
smaller than the Reynolds ideal (which is dual to the space spanned by characters of
irreducible representations) [CW, Cor. 2.3] and the diagonalised form does not allow
one to recover the structure constants.
4 Pseudo-trace functions for modules of a VOA
We briefly review torus one-point functions of a VOA and their modular properties [Z, Miy],
as well as the construction of such one-point functions via pseudo-traces by Arike and
Nagatomo [AN].
Let V = (V, Y, 1, ω) be a VOA. In the seminal paper [Z], Zhu starts by defining a functor
V 7→ A(V) from VOAs to C-algebras. The algebra A(V) is now called Zhu’s algebra. Zhu
proved that there is a one-to-one correspondence between irreducible V-modules3 and
irreducible A(V)-modules. Furthermore, in [Z] an important finiteness condition on V is
introduced, now called C2-cofiniteness (see e.g. [Miy] for more details and references). For
a C2-cofinite VOA V, A(V) is finite-dimensional [DLM2, Prop. 3.6]. Consequently, V only
has finitely many simple modules.
3 We will not give many details on VOAs and their modules. We just mention that in this section
“module” stands for “admissible module” aka “Z≥0-gradable weak module”.
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For a C2-cofinite VOA V, Zhu introduces the C-vector space of torus 1-point functions
C1(V) (see [Z, DLM2] and e.g. [Miy, Sect. 5]). An element ξ ∈ C1(V) is a function
ξ : V ×H −→ C , (4.1)
which is linear in V, analytic on the upper half plane H, and subject to further conditions
for which we refer to [Z, DLM2]. The space C1(V) is finite-dimensional and invariant under
modular transformation in the following sense: Let γ =
(
a b
c d
)
∈ SL(2,Z) and ξ ∈ C1(V).
For v ∈ V[h] (see [Z, DLM2] for this grading on V) define
ξ|γ(v, τ) := (cτ + d)
−h ξ
(
v, aτ+b
cτ+d
)
(4.2)
and extend linearly. Then ([Z], see [DLM2, Thm. 5.4] for this version):
Theorem 4.1. ξ|γ ∈ C1(V).
A VOA V is called rational if every V-module is fully reducible. In analogy to semisim-
ple rings, this already implies that V only has finitely many distinct irreducible modules
[DLM1]. Furthermore, in this case A(V) is finite-dimensional and semisimple.
For V C2-cofinite and rational, Zhu [Z] proved the remarkable result that the irreducible
characters of V (with insertion of a zero-mode of V) span C1(V) and hence provide vector
valued modular forms. Miyamoto was able to generalise this considerably by dropping
the rationality requirement: For a non-negatively graded C2-cofinite VOA V for which
every simple V-module is infinite-dimensional (cf. [AN, Rem. 3.3.5]), C1(V) is spanned by
so-called pseudo-trace functions [Miy, Thm. 5.5].
The pseudo-trace functions in [Miy] are defined in terms of n’th Zhu algebras. An
easier version of pseudo-trace functions was introduced by Arike and Nagatomo [AN]. It
is proved in [AN, Thm. 4.3.4] that these pseudo-trace functions lie in C1(V), but it is not
known if they form a spanning set.
We proceed to review the pseudo-trace functions of [AN].
For a k-algebra A, denote by
C(A) =
{
ϕ : A→ k
∣∣ϕ(ab) = ϕ(ba) for all a, b ∈ A} (4.3)
the space of central forms on A. By definition, for ϕ ∈ C(A), the pairing (a, b) → ϕ(ab)
is symmetric. If it is also non-degenerate, ϕ turns A into a symmetric Frobenius algebra.
We recall the following simple lemma (see e.g. [Bro, Lem. 2.5]):
Lemma 4.2. Let A be a symmetric Frobenius algebra over k. Let ε : A → k induce
the non-degenerate pairing on A. Then the map Z(A) → C(A), z 7→ ε(z · (−)), is an
isomorphism.
Let ϕ ∈ C(A) be a central form. For each finitely-generated projective A-module P ,
we define a trace function tϕP : EndA(P )→ k, also called a Hattori-Stallings trace [Ha, St],
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as follows. Choose a finite-dimensional vector space X such that there is a surjective A-
module map π : A⊗X → P . Since P is projective, there is an A-module map ι : P → A⊗X
which is right-inverse to π, i.e. π ◦ ι = idP . Define t
ϕ
P (f) as the image of 1 ∈ A under the
map
A = A⊗ k
id⊗coevX−−−−−→ A⊗X ⊗X∗
π⊗id
−−−→ P ⊗X∗
f⊗id
−−−→ P ⊗X∗
ι⊗id
−−→ A⊗X ⊗X∗
id⊗e˜vX−−−−→ A⊗ k = A
ϕ
−→ k . (4.4)
One proves that this definition is independent of the choice of X , π and ι (see e.g. [Ar]
and references therein). It is not difficult to verify the following properties of tϕ (all tensor
products are over k):
1. For all finitely-generated projective A-modules P , finite-dimensional k-vector spaces
W and f ∈ EndA(P ⊗W ) we have that t
ϕ
P⊗W (f) is equal to t
ϕ
P applied to the partial
trace[
P = P ⊗ k
id⊗coevW−−−−−−→ P ⊗W ⊗W ∗
f⊗id
−−−→ P ⊗W ⊗W ∗
id⊗e˜vW−−−−→ P ⊗ k = P
]
. (4.5)
2. For all finitely-generated projective A-modules P,Q and f : P → Q, g : Q → P we
have
tϕQ(f ◦ g) = t
ϕ
P (g ◦ f) . (4.6)
For example, property 1 follows if, given A⊗X
π
−→ P
ι
−→ A⊗X one chooses X ′ = X ⊗W ,
π′ = π ⊗ idW , ι
′ = ι⊗ idW .
Let V be a C2-cofinite and non-negatively-graded VOA. The zero mode o(v) ∈ End(V)
of a homogeneous element v ∈ Vh (h ∈ Z≥0) is defined as the coefficient
Y (v, x) = o(v) x−h + (other powers of x) . (4.7)
We extend o(v) linearly to all of V. Since [L0, o(v)] = 0, when acting on a V-module, o(v)
will preserve generalised L0-eigenspaces.
Let M =
⊕
h∈CMh be a finitely-generated V-module. The grading is by generalised
L0-eigenspaces, and Mh is non-zero only for a countable subset of C. Since M is finitely-
generated, each Mh is finite-dimensional (see [GN] and [Miy, Lem. 2.4]).
Let E := EndV(M) be the k-algebra of V-intertwiners of M . Then M is an E-module.
Suppose further that M is projective as an E-module.4 Write c for the central charge of
V and fix ϕ ∈ C(E). The pseudo-trace function ξϕM is defined as, for v ∈ V , τ ∈ H,
ξϕM(v, τ) = t
ϕ
M
(
o(v) e2πiτ(L0−c/24)
)
=
∑
h∈C
tϕMh
(
o(v) e2πiτ(L0−c/24)
)
, (4.8)
4 Instead of putting a condition on M , in [AN], a subalgebra of E such that M is projective over that
subalgebra is used instead (called ‘projective commutatant’ there). We omit passing to a subalgebra here
because in Section 5 we will need all of EndV(M) for a projective generator M . In this case projectivity
as an EndV(M) is automatic (Proposition 5.2).
13
where Mh is obviously a finitely-generated E-module and the last expression serves as a
definition of the trace over the typically not-finitely-generated E-module M . The sum in
the last term is countable (as M is finitely generated as a V-module). We have:
Proposition 4.3 ([Miy], [AN, Thm. 4.3.4]). Let V be C2-cofinite and non-negatively graded,
and let M be a finitely generated V-module that is projective as an EndV(M)-module. Then
the assignment ϕ 7→ ξϕM defines a map C(EndV(M))→ C1(V).
No claim about injectivity or surjectivity (even as M varies) is made in [AN].5 This
will necessitate Conjecture 5.8 below.
5 Conjectural modular Verlinde formula
This section is the main part of the paper. We conjecture a relation between the categorical
construction in Section 3 and the modular properties of the pseudo-trace functions in
Section 4. This allows one to compute the structure constants of the Grothendieck ring
from the S-transformation of pseudo-trace functions.
In this section, let V be a VOA which is
1. C2-cofinite,
2. non-negatively graded and satisfies V0 = C1 (this is sometimes called “of CFT type”
or “of positive energy”),
3. simple as a V-module,
4. isomorphic as a V-module to the contragredient module V ′ (this amounts to the
existence of a non-degenerate invariant pairing).
We define
Rep(V) (5.1)
to be the category consisting of all V-modules M =
⊕
h∈CMh, graded by generalised L0-
eigenspaces, with the following property: For each real number r the sum
∑
h∈C,Re(h)<r dimMh
is finite. Such modules are called quasi-finite-dimensional generalised V-modules, see [Hu3,
Def. 1.2].
Collecting the results of Propositions 4.1, 4.3 and Theorems 3.24, 4.11 of [Hu3], which
in turn depend on the logarithmic tensor product theory of [HLZ], we get:
Theorem 5.1 ([Hu3, HLZ]). The category Rep(V)
1. is C-linear finite abelian,
2. is braided monoidal with C-bilinear tensor product functor,
5However, surjectivity is shown for the (differently defined) pseudo-trace functions in [Miy].
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3. has a simple tensor unit.
Since Rep(V) is finite abelian, it has a projective generator G. We abbreviate the
centraliser of the V-action on G as
E := EndV(G). (5.2)
Then Rep(V) is adjointly equivalent to the category of finite-dimensional right E-modules6
Rep(V)
F :=HomV (G,−)
--
mod-E .
−⊗EG
mm (5.3)
For the functor −⊗E G, G is considered as the left-left (V, E)-bimodule. For M ∈ mod-E,
we indeed have that M ⊗E G is a quasi-finite-dimensional generalised V-module. To see
this, note that M ⊗E G can be written as a cokernel of the difference l − r in
M ⊗C E ⊗C G
l−r
−−→M ⊗C G
π⊗
−−→ M ⊗E G , (5.4)
where l, r denote the left and right E-actions. Since the tensor products over C just give
finite direct sums of G, and since RepV contains cokernels, M ⊗E G ∈ Rep(V).
For the definition of pseudo-trace functions below we will need:
Proposition 5.2. G is projective as a left E-module in the category of (possibly infinite
dimensional) left E-modules. Equivalently, if G =
⊕
h∈CGh is the decomposition of G into
generalised L0-eigenspaces, each Gh is projective in the category of finite-dimensional left
E-modules.
The proof relies on the following lemma, due to [Me].
Lemma 5.3. Let A be a k-linear finite abelian category and let D : A → Vect fd(k) be an
exact k-linear functor to finite-dimensional k-vector spaces. Let G be a projective generator
of A. Then D(G) is projective as an EndA(G)-module.
Proof. Write E := EndA(G). Since A is finite abelian, E is a finite-dimensional k-algebra.
Denote by mod-E the category of finite-dimensional right E-modules. For the same reason
as in (5.3), the functor A(G,−) : A → mod-E is a k-linear equivalence. The composition
H := D ◦ A(G,−)−1 is a k-linear exact functor.
The bimodule structure EEE turns H(E) into a left E-module. Since H is in particular
right-exact, one obtains a natural isomorphism H ∼= (−) ⊗E H(E). Exactness of H then
implies that the left E-module H(E) is flat. Since H(E) is finite-dimensional, it is also
projective as a left E-module.
By construction, the E-actions on H(E) = D(G) agree. Hence D(G) is a projective
E-module.
6 See e.g. [EGNO, Sect. 1.8] for the equivalence HomV(G,−). The inverse equivalence is the standard
Hom-tensor adjunction.
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Proof of Proposition 5.2. For h ∈ C, let Dh : Rep(V) → Vect(C) be the functor which
takes a V-module M to its generalised L0-eigenspace of eigenvalue h. Since morphisms
commute with the L0-action, this is indeed a functor which is furthermore exact. Since
modules in Rep(V) are quasi-finite dimensional, the image of Dh lies in finite-dimensional
C-vector spaces. Finally, by Theorem 5.1, Rep(V) is finite. Applying Lemma 5.3 to
A = Rep(V) and D = Dh shows that Dh(G) is projective as an E-module. Hence, so is
the E-module G =
⊕
h∈CDh(G).
Remark 5.4. Proposition 5.2 allows one to state a version of Morita equivalence between
V and its centraliser on G, the algebra E. Indeed, G is projective for both the algebras and
it is a projective generator in the category of possibly infinite-dimensional right E-modules.
To show the last claim, we decompose G =
⊕
U∈Irr(V) nUPU , as a left V-module. There is a
natural projection to
⊕
U∈Irr(V) nUU and it commutes with the action of E divided by its
Jacobson radical. Therefore, G covers any irreducible E-module. Since by Proposition 5.2
G is projective, it is a projective generator for E-modules.
For each M ∈ Rep(V), we define a central form ϕM ∈ C(E) via
ϕM : E −→ C , f 7→ trF(M)(f) . (5.5)
Here, F is the equivalence from (5.3) and trF(M) is the vector-space trace over the finite-
dimensional left E-module F(M).
By Proposition 5.2, we can define pseudo-trace functions for G and any central form
ϕ ∈ C(E) as in (4.8). For the forms ϕM just defined, one obtains:
Proposition 5.5. For M ∈ Rep(V), the pseudo-trace function for ϕM satisfies
ξϕMG (v, τ) = trM
(
o(v) e2πiτ(L0−c/24)
)
, v ∈ V , τ ∈ H , (5.6)
where trM is the vector space trace over M .
Proof. The pseudo-trace function ξϕG is defined in terms of E-module maps π, ι. We choose
π to be a map E ⊗ G → G, and to be given by acting with E on G, π(f ⊗ g) = f(g).
For ι we choose an arbitrary right-inverse E-module map, π ◦ ι = idG. We abbreviate
M ′ := F(M) and write ρ′ : M ′ ⊗ E →M ′ for the right action of E on M ′. Let
p =
[
M ′ ⊗G
id⊗ι
−−→M ′ ⊗ E ⊗G
ρ′⊗id
−−−→ M ′ ⊗G
]
. (5.7)
Let l, r, π⊗ be as in (5.4). Using that ι is an E-module map, and that π◦ ι = id, one verifies
that
p ◦ (l − r) = 0 , π⊗ ◦ p = π⊗ . (5.8)
The first property implies that there is a map p¯ :M ′⊗E G→ M
′⊗G such that p = p¯◦π⊗.
From the second condition we learn that π⊗ ◦ p¯ ◦π⊗ = π⊗, and thus, since π⊗ is surjective,
that
π⊗ ◦ p¯ = idM ′⊗EG . (5.9)
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Abbreviate O = o(v) e2πiτ(L0−c/24). Since by (5.3), M ∼= M ′ ⊗E G, we have
trM
(
O
)
= trM ′⊗EG
(
O
) (5.9)
= trM ′⊗EG
(
π⊗ p¯O
) (∗)
= trM ′⊗G
(
p¯ π⊗O
)
= trM ′⊗G
(
pO
) (∗∗)
= tϕMG
(
O
)
. (5.10)
In step (*), we used the cyclicity property of the trace and the fact that π⊗ is a V-module
map, while in step (**) the partial trace over M ′ was taken.
In particular, for each irreducible V-module U , we have
ξϕUG = ξ
id∗
U , (5.11)
where id∗ : EndV(U)→ C is the form which takes idU to 1 (since U is simple, EndV(U) =
CidU).
Remark 5.6. Although we do not need it in this paper, let us point out that Propo-
sition 5.5 generalises to all pseudo-trace functions as follows. Let M ∈ Rep(V) and let
P ⊂ EndV(M) be a subalgebra such that M is projective as a P -module (P is called
‘projective commutant’ in [AN]). Then for each ψ ∈ C(P ) there exists a ϕ ∈ C(E) such
that
ξϕG(v, τ) = t
ψ
M
(
o(v) e2πiτ(L0−c/24)
)
, v ∈ V , τ ∈ H . (5.12)
To see this, one first shows that M is projective as a P -module if and only if F(M)
is projective as a P -module.7 Then one defines the pseudo-trace in terms of maps π′ :
P ⊗ F(M) → F(M) and ι′ : F(M) → P ⊗ F(M), resulting in an explicit formula for ϕ,
namely ϕ(f) = trF(M)
(
(ψ ⊗ id) ◦ ι′ ◦ f
)
, where f ∈ E.
The above argument shows that all pseudo-trace functions can be obtained from those
for a given choice of a projective generator.
It is not known in general whether Rep(V) is rigid (it is in the semisimple case [Hu2]) or
pivotal, so we add this as a conjecture (cf. [Hu4, Conj. 4.2&Cor. 4.3]). Furthermore, again
from analogy to the semisimple case [Hu2], and from the hoped-for relation with 3dTFT
(see Remark 5.9 below), we expect Rep(V) to be factorisable. Altogether:
Conjecture 5.7. Rep(V) is rigid, pivotal and factorisable.
Already from Theorem 5.1 we know that Rep(V) has a projective generator G. By
Proposition 5.2 we can define pseudo-trace functions for G. The next conjecture we will
need is:
7 Let M ′ = F(M), recall the definition in (5.3). Suppose M ′ is projective as a left P -module. Pick
a P -module map ι : M ′ → P ⊗ M ′ right-inverse to the P -action on M ′. Combine ι with p¯ and π⊗
from the proof of Proposition 5.5 to construct P -module maps π˜ : P ⊗ M ′ ⊗ G → M ′ ⊗E G and ι˜ :
M ′ ⊗E G → P ⊗M
′ ⊗ G with π˜ ◦ ι˜ = id. This establishes M ′ ⊗E G ∼= M as a direct summand of the
free P -module P ⊗M ′ ⊗ G. Conversely, if M ∼= M ′ ⊗E G is projective as a left P -module, use that by
Remark 5.4, G is a generator for left E-modules. Then G⊕m ∼= E ⊕X as E-modules for some m and X .
Thus M⊕m ∼= M ′ ⊗E G
⊕m ∼= M ′ ⊕ M ′ ⊗E X as P -modules, showing that M
′ is a direct summand of a
projective P -module.
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Conjecture 5.8. Let G be a projective generator of Rep(V). Then the map C(E)→ C1(V)
from Proposition 4.3 is an isomorphism of C-vector spaces.
In the symplectic fermion example treated in Section 6 the conjecture is known to be
true for N = 1 [FG, AN]. For the triplet W1,p VOA, it is shown in [AM] that the space
spanned by all the vacuum pseudo-traces (i.e., for v = 1) is (3p − 1)-dimensional which
agrees with the dimension of the centre of the centraliser E (for any choice of the projective
generator G) and that of the space C(E).
The motivation for Conjecture 5.8 comes from the relation to 3dTFT, as explained in
the next remark.
Remark 5.9. In the semisimple case, there is a beautiful relation between chiral 2d con-
formal field theory (CFT) and 3d topological field theory, as first studied in [W, MS]. One
mathematical precise formulation of this relation is that for a VOA which satisfies the
properties in the beginning of this section, and which is in addition rational, the category
Rep(V) is a modular tensor category [Hu2]. Each modular tensor category in turn defines a
3d TFT [RT, T]. For a given surfaces, possibly with marked points, the spaces of conformal
blocks of the VOA are expected to be isomorphic to the state space of the corresponding
3d TFT. This is known to be true in genus 0 and 1.
In the non-semisimple case much less is known. A variant of a 3d TFT which is con-
structed from a factorisable finite ribbon category C is given in [Ly2, KL]. The application
of this theory to non-semisimple (aka. logarithmic) conformal field theory has been devel-
oped starting with [FS1], see [FSS, FS2, FS3] for recent results and further references. In
the 3d TFT for C, the state space of the torus is C(1, L). If this 3d TFT is indeed related
to the chiral CFT for V, the following must hold:
1. Rep(V) must be rigid, pivotal (actually: ribbon) and factorisable,
2. HomV(1, L) must be isomorphic to C1(V),
3. for an appropriate choice of the isomorphism in 2., the projective SL(2,Z)-action on
CF(Rep(V)) = HomV(1, L) agrees (projectively) with the action on C1(V).
Condition 1 is covered by Conjecture 5.7. Condition 2 follows from Conjecture 5.8 and
Lemmas 3.3, 3.4, together with Lemma 4.2 and Conjecture 5.10 below. Of the last condition
we just need compatibility of the S-transformation, see again Conjecture 5.10.
Let us assume Conjecture 5.8 holds. Let S =
(
0 −1
1 0
)
∈ SL(2,Z) be the generator
corresponding to the modular S-transformation τ 7→ −1/τ . By Theorem 4.1, ξ 7→ ξ|S is
an automorphism of C1(V). Via the isomorphism in Conjecture 5.8, there exists a unique
linear automorphism
SV : C(E) −→ C(E) , (5.13)
such that for all ϕ ∈ C(E) we have ξϕG|S = ξ
SV(ϕ)
G .
Each central form δ ∈ C(E) whose associated pairing on E is non-degenerate provides
an isomorphism δˆ : End(IdRep(V))→ C(E) via Lemma 4.2. This allows one to compare SV
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and ϕU defined in (5.5), or equivalently in (5.11), to the categorical modular transformation
SRep(V) from Section 3 and φU defined in (3.12). Recall from Section 2 that the integral
ΛL is determined only up to a sign. Thus also the maps ρ, SC and the elements φU are
determined only up to an overall sign. The idea is now to find a choice of δ and of the sign
of ΛL such that δˆ(φU) = ϕU for all U ∈ Irr(Rep(V)) and such that
End(IdRep(V))
SRep(V)
//
δˆ

End(IdRep(V))
δˆ

C(E)
SV // C(E)
(5.14)
commutes. Recall from point 2 of Remark 3.10 that SC(φ1) = id and observe that by
definition, δˆ(id) = δ. Thus, if the above idea is to work, we must have that SV(ϕV) = δ.
This leads us to the main conjecture:
Conjecture 5.10. Let G ∈ Rep(V) be a projective generator. Then
1. δ := SV(ϕV) induces a non-degenerate pairing on E = EndV(G), i.e. the latter be-
comes a symmetric Frobenius algebra.
2. There is a choice for the sign of ΛL such that the isomorphism δˆ : End(IdRep(V)) →
C(E) makes the diagram (5.14) commute and maps φU to ϕU for each U ∈ Irr(Rep(V)).
Assuming the above conjectures, let us give the procedure to compute the structure
constants of the Grothendieck ring Gr(Rep(V)).
1. Compute the irreducible V-modules U ∈ Irr(Rep(V)) and their projective covers PU .
Fix a projective generator G of Rep(V).
2. Compute ϕU ∈ C(E) for all U ∈ Irr(Rep(V)) via (5.5). Compute the modular
transformation SV on ϕU . Let δ = SV(ϕV).
3. Compute End(IdRep(V)) ∼= Z(EndV(G)) and transport the composition in End(IdRep(V))
to C(EndV(G)) via δˆ: for all α, β ∈ C(EndV(G)) let
α sβ := δˆ
(
δˆ−1(α) ◦ δˆ−1(β)
)
. (5.15)
4. For A,B ∈ Irr(Rep(V)) compute the unique constants N CAB in
S−1V
(
SV(ϕA) sSV(ϕB)
)
=
∑
C∈Irr(Rep(V))
N CAB ϕC . (5.16)
Theorem 5.11. Let V be a VOA as stated in the beginning of this section and assume
Conjectures 5.7, 5.8, 5.10. Then steps 1–4 compute the structure constants of Gr(Rep(V)).
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Proof. By Conjecture 5.10, we have δˆ(φU) = ϕU , U ∈ Irr(Rep(V)). Since, by the same
conjecture, diagram (5.14) commutes, it follows that SRep(V)(φU) = SV(ϕU).
By Theorem 5.1 and Conjecture 5.7, Rep(V) satisfies the assumptions of Theorem
3.9. Existence and uniqueness of the N CAB in (5.16) and the statement that they give the
structure constants of the Grothendieck ring now follow from (3.13).
Remark 5.12.
1. We have listed steps 1–4 in this form to stress that knowing the irreducible and projec-
tive V-modules, the pseudo-trace functions for a projective generator, as well as their
behaviour under τ 7→ −1/τ are enough to determine Gr(Rep(V)). Apart from finding
the projective covers in step 1, the main difficulty is to compute the SV(ϕU), i.e. the
central forms corresponding to the S-transformation of the characters of the irreducible
V-modules U .
2. Recall from point 1 of Remark 3.10 that – under the assumptions in Theorem 5.11 – to
evaluate (5.16) it is enough to know SV on the linear span of the ϕU , U ∈ Irr(Rep(V)).
For example, for N pairs of symplectic fermions as treated in Section 6, the span of the
ϕU is four-dimensional, while the dimension of C(EndV(G)) is at least 2
2N−1 + 3 (and
is conjecturally equal to this number, cf. Section 6).
3. In his fundamental paper, Verlinde [V] conjectured the relation between fusion rules
and modular properties of characters which now carries his name. See e.g. [Fu] for more
details and references regarding proofs of the Verlinde formula in different settings. The
first proof valid for all VOAs satisfying the conditions in the beginning of this section,
together with rationality (so that Rep(V) is semisimple) was given in [Hu1, Thm. 5.5].
4. Starting with [Fl] and with [FHST], a number of works have considered finitely non-
semisimple generalisations of the Verlinde formula for the structure constants of the
Grothendieck ring, see [Fu, FK, GlR, GT, PRR]. All of these works are concerned
with the W1,p-triplet models, for integer p ≥ 2. For these models, a relation similar
to (5.14) was stated in [FGST1] – an equivalence between SL(2,Z)-actions on the space
of vacuum pseudo-traces for the W1,p VOA and on the space of skew-symmetric forms
on the centraliser of the W1,p-action on a projective generator.
To our knowledge, the procedure in Theorem 5.11, and the conjectures it relies on, give
the first precise statement on how to compute fusion rules from modular data for a
general class of VOAs with non-semisimple representation theory.
In a promising different approach – reviewed in [RW] – fusion rules are computed by first
passing to a non-C2-cofinite sub-VOA and using a continuum version of the semisimple
Verlinde formula.
Remark 5.13. Let us illustrate steps 1–4 in the case that V is in additional rational,
where they produce the standard modular Verlinde formula. Along the way, we point out
why the conjectures entering Theorem 5.11 hold in this case.
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1. By [Hu2], C := Rep(V) is a modular tensor category. In particular, Conjecture 5.7
holds. We have PU = U for all U ∈ Irr(C) and we may choose G =
⊕
U∈Irr(C) U , so
that End(G) =
⊕
U∈Irr(C)C idU . Note that the idU are mutually orthogonal central
idempotents. Conjecture 5.8 follows from [Z].
2. The irreducible characters are obtained for ϕU(idX) = δU,X (U,X ∈ Irr(C)). Accord-
ingly, SV is the matrix describing the modular S-transformation of characters (1.6),
SV(ϕU) =
∑
X∈Irr(C) SU,X ϕX . From this we see that δ =
∑
X∈Irr(C) S1,X id
∗
X , which
induces a non-degenerate pairing on End(G) since the S1,X are non-zero.
By the proof of [Hu2, Thm. 4.5], the matrices sA,B and SA,B are related by
8 sA,B =
SA,B∗/S1,1. From (3.17) we know that φU = (DimC)
1
2/ dim(U) idU ∈ End(G). We
choose the sign of ΛL in (3.15) by fixing (DimC)
1
2 = (S1,1)
−1. With this choice one
immediately verifies that δˆ(φU) = id
∗
U and that (5.14) commutes, i.e. that Conjecture
5.10 holds.
3. The induced product is ϕA sϕB = δA,B(S1,A)
−1ϕA.
4. Substituting into (5.16) produces
N CAB =
∑
X∈Irr(C)
SA,XSB,X(S
−1)X,C
S1,X
. (5.17)
Finally, one may use that S is symmetric and that (S−1)X,C = SC∗,X .
6 Example: Symplectic fermions
In this section we apply steps 1–4 from Theorem 5.11 to the VOA Vev given by even part of
symplectic fermions. The CFT of symplectic fermions [Kau] forms an important example
of so-called logarithmic CFTs which have a property that L0 cannot be diagonalised (and
which therefore involve non-semisimple representations). This type CFTs were first studied
in [RS, Gu]. Following indications in [Gu, Kau], in [GK1, GK2] the important observa-
tion was made that the tensor product of two simple modules (on which L0 is necessarily
diagonalisable) may result in a module on which L0 cannot be diagonalised, but instead
has finite-rank Jordan cells. As we will review below, in this situation one needs a gener-
alised notion of characters – the pseudo-trace functions – to describe the modular-group
transformation properties of the CFT on a torus.
From a VOA point of view, symplectic fermions form a vertex operator super-algebra V.
It depends on a parameter
N ∈ Z>0 ,
8 The extra dual appears because the Sba defined in [Hu2, Sect. 2] amount to our SWa,W b , but the
composition of maps in [Hu2, Eqn. (4.1)] is our sWa,(W b)∗ . In the Verlinde formula, these duals can be
absorbed in the sum over X .
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which we fix from now on. To describe a specific model, one can speak of “N pairs of
symplectic fermions”. The even subspace Vev ⊂ V is a VOA of central charge c = −2N .
Theorem 6.1 ([Ab, Thm. 3.12&4.2]). Vev satisfies conditions 1–4 in the beginning of
Section 5.
Let us describe Vev and some of its modules in more detail. Let h be a symplectic
C-vector space of dimension 2N with symplectic form (−,−). Define two affine Lie super-
algebras – ĥ and ĥtw – with underlying super-vector spaces
ĥ = h⊗ C[t±1] ⊕ Ckˆ , ĥtw = h⊗ t
1
2C[t±1] ⊕ Ckˆ , (6.1)
where t±1 and kˆ are parity-even, and h is parity-odd. For a ∈ h and m ∈ Z (resp.
m ∈ Z + 1
2
), abbreviate am := a ⊗ t
m. The Lie super-bracket is given by taking kˆ central
and setting, for a, b ∈ h and m,n ∈ Z (resp. m,n ∈ Z+ 1
2
),
[am, bn] = (a, b)mδm+n,0 kˆ . (6.2)
Note that this is an anti-commutator as am, bn are parity odd. We write
Repfin♭,1(ĥ) , Rep
fin
♭,1(ĥtw) (6.3)
for the categories of h(tw)-modules M in sVectC,
• (‘♭’) which are bounded below in the sense that for each x ∈ M there is an L > 0
such that acting with any element of U(ĥ(tw)) of degree > L on x gives zero,
• (‘1’) on which kˆ acts as 1,
• (‘fin’) which have a finite-dimensional space of ground states
Mgnd := {x ∈M | amx = 0 for all m > 0 and a ∈ h } . (6.4)
Let Λ(h) be the exterior algebra for h. Use the even/odd Z-degree to turn Λ(h) into a
super-algebra. As a super-algebra, Λ(h) is commutative. Let
Repfd(Λ(h))
be the category finite-dimensional Λ(h)-modules in sVectC. We note that, since the mod-
ules are taken in sVectC, up to isomorphism Λ(h) has two simple modules: C
1|0 and C0|1.
Define the untwisted and twisted induction (̂−) as, for A ∈ Repfd(Λ(h)) and X ∈
sVect fdC ,
Â = U(ĥ)⊗U(ĥ≥0⊕Ckˆ) A , X̂ = U(ĥtw)⊗U(ĥtw,>0⊕Ckˆ) X . (6.5)
In both cases, am with m > 0 is taken to act as zero on the right hand factor in the tensor
product. We have
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Proposition 6.2 ([Ru, Thm. 2.4&2.8]). (̂−) from (6.5) and (−)gnd from (6.4) are mutually
inverse equivalences
Repfd(Λ(h)) ∼= Repfin♭,1(ĥ) , sVect
fd
C
∼= Repfin♭,1(ĥtw) (6.6)
of C-linear categories.
Let us abbreviate
SF(h) = SF0 ⊕ SF1 with SF0 = Rep
fd(Λ(h)) , SF1 = sVect
fd
C . (6.7)
We denote the simple objects of SF(h) as
1 = C1|0 ∈ SF0 , Π1 = C
0|1 ∈ SF0 , T = C
1|0 ∈ SF1 , ΠT = C
0|1 ∈ SF1 . (6.8)
Here 1 is the tensor unit of a monoidal structure on SF(h) (see Remark 6.12 below), Π is
the parity-exchange functor, and T stands for “twisted”. Their projective covers are
P1 = Λ(h) , PΠ1 = ΠΛ(h) , PT = T , PΠT = ΠT . (6.9)
Let (−)ev be the functor from super-vector spaces to vector spaces consisting of taking
the even subspace. The even part of the symplectic fermion vertex operator super-algebra
is given by Vev = (1̂)ev. As a consequence of [Ab] we get:
Proposition 6.3. (−)ev : Rep
fin
♭,1(ĥ)⊕ Rep
fin
♭,1(ĥtw) → Rep(Vev) is a faithful C-linear exact
functor.
Proof. Each ĥ or ĥtw module M defines uniquely an action of all vn, v ∈ Vev, n ∈ Z on
Mev. It remains to show thatMev is indeed a Vev-module. In [Ab, Sect. 4.1& 5.1], Λ̂(h) and
T̂ are shown to be a Vev-modules. As Vev-modules we have Λ̂(h) = (P̂1)ev ⊕ (P̂Π1)ev and
T̂ = (P̂T )ev ⊕ (P̂ΠT )ev. Since (̂−) is an equivalence by Proposition 6.2, this shows that the
images of all indecomposable projectives under (−)ev give well-defined Vev-modules. Since
(−)ev preserves quotients, Mev is a Vev-module for every M ∈ Rep
fin
♭,1(ĥ)⊕ Rep
fin
♭,1(ĥtw).
Combining Propositions 6.2 and 6.3 we thus obtain:
Corollary 6.4. The C-linear functor
(−̂)ev : SF(h)
∼
−−→ Rep(Vev) (6.10)
is faithful.
To match the irreducibles in (6.8) to those obtained in [Ab], we give their lowest L0-
eigenvalue h (conformal weight):
repn. (1̂)ev (Π̂1)ev (T̂ )ev (Π̂T )ev
h 0 1 −N
8
−N+4
8
We will now go through steps 1–4 in Section 5. In doing so, we first give the statements
we can make that do not rely on any conjectures and then state the conjectures as we need
them in order to finally apply Theorem 5.11. For example, Conjecture 6.10 below states
that the functor (6.10) is an equivalence. (It is even conjectured to be a ribbon-equivalence,
see Remark 6.12.)
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Step 1
Consider the projective generatorG := P1⊕PΠ1⊕ T ⊕ΠT ∈ SF(h) and the corresponding
Vev-module G := (Ĝ)ev. The conjectures below will imply that G is a projective generator of
Rep(Vev), but we will not need this for now. For the computation of pseudo-trace functions
it will be convenient (as in [Ab, AN]) to rewrite G as
G = Λ̂(h) ⊕ T̂ , (6.11)
considered as a Vev-module, rather than a V-module. Applying the faithful functor (6.10)
gives an injective algebra homomorphism
(−̂)ev : EndSF (G) →֒ EndVev(G) , (6.12)
whose image we denote by E ⊂ EndVev(G). It is shown in [FGR2, Lem. 6.2] that the
subalgebra E can be described as
E = E0 ⊕ E1 where E0 = Λ(h)⋊ CZ2 , E1 = CeT ⋊ CZ2 . (6.13)
Here, eT denotes the idempotent for T̂ = (T̂ )ev ⊕ (Π̂T )ev, and a ∈ h acts on Λ̂(h) by the
zero-mode a0. In both summands, the generator κ of Z2 acts by parity involution ωG on
G. The parity involution ωX on a super-vector space X acts on a homogeneous element
x ∈ X by ωX(x) = (−1)
|x|x, where |x| ∈ {0, 1} is the Z2-degree of x.
In [AN, Sect. 6.1], the subalgebra E0 is considered (called P there), and it is shown in
[AN, Sect. 6.2] that Λ̂(h) is a projective E0-module. Furthermore, T̂ is free as an E1-module.
Altogether:
Lemma 6.5 ([AN]). G is projective as an E-module.
If we assume the conjectures below, then G is a projective generator and the above
lemma would also follow from Proposition 5.2. But for now let us proceed without making
conjectures.
For later use we fix the E-module maps π = π0 ⊕ π1 and ι = ι0 ⊕ ι1 needed in (4.4) to
define the trace map:
E0 ⊗ U(ĥ<0)
π0−→ Λ̂(h)
ι0−→ E0 ⊗ U(ĥ<0) , E1 ⊗ U(ĥtw,<0)
π1−→ T̂
ι1−→ E1 ⊗ U(ĥtw,<0) . (6.14)
To define the maps πj , ιj , first note that by Poincare´-Birkhoff-Witt and by the definition
of induced modules we have Λ̂(h) = U(ĥ<0)⊗ Λ(h) and T̂ = U(ĥtw,<0). We set
π0(f ⊗ u) = f(u⊗ 1Λ) , ι0(u⊗ λ) = (−1)
|u||λ| 1
2
(
λ⊗ u+ κωE0(λ)⊗ ωU(ĥ<0)(u)
)
,
π1(f ⊗ u) = f(u) , ι1(x) =
1
2
(
eT ⊗ x+ κeT ⊗ ωU(ĥtw,<0)(x)
)
. (6.15)
One verifies that πj , ιj are Ej-module maps, and that πj ◦ ιj = id.
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Step 2
Thanks to Lemma 6.5 we can apply the theory of [AN] and obtain the pseudo-trace function
from Section 4 for the Vev-module G relative to E . For a central form ϕ ∈ C(E), the pseudo-
trace function is
ξϕG = trU(ĥ<0)
( {
(ϕ|E0 ⊗ id) ◦ ι0
}
o(v) e2πiτ(L0+N/12) ◦ (idU(ĥ<0) ⊗ 1Λ)
)
+ trU(ĥtw,<0)
( {
(ϕ|E1 ⊗ id) ◦ ι1
}
o(v) e2πiτ(L0+N/12)
)
. (6.16)
and it is explicitly computed in Appendix A. From this explicit computation (see Lemma A.1)
or from [AN, Thm. 6.3.2] we get:
Lemma 6.6. The map ξG : C(E)→ C1(Vev) in (6.16) is injective.
As pointed out in [AN, Cor. 6.3.3], for N > 1 the pseudo-trace functions cannot be sep-
arated when just evaluating on the vacuum vector v = 1. However, we show in Lemma A.1
that restricting v to products of modes a−1, a ∈ h, is sufficient.
It will be technically convenient, but potentially confusing, to first pick an arbitrary
central form ε ∈ C(E) such that E becomes a symmetric Frobenius algebra. This form is
different from δ, which is one of the outcomes of step 2 and will be computed in due course.
Let {αi | i = 1, . . . , 2N} be a symplectic basis of h with (α2n−1, α2n) = 1, n = 1, . . . , N .
On E0 take ε to be non-vanishing only on elements in the top-degree of Λ(h) multiplied
by the generator κ ∈ CZ2. On E1 it is non-zero only on the generator κ ∈ CZ2. The
normalisation is
ε(α1 · · ·α2Nκ) = 1 , ε(eTκ) = 1 . (6.17)
The map ε : E → C turns E into a symmetric Frobenius algebra [AN, Prop. 6.1.2]. The
centre of E is Z(E) = Z(E0)⊕ Z(E1) with (see [AN, Prop. 6.1.3])
Z(E0) = Λ(h)ev ⊕ Cα
1 · · ·α2Nκ , Z(E1) = E1 . (6.18)
From Lemma 4.2 we know that εˆ : Z(E) → C(E), εˆ(z) = ε(z · (−)) is an isomorphism.
Instead of computing ϕU ∈ C(E), U ∈ Irr(Rep(Vev)), we will give elements cU ∈ Z(E) with
εˆ(cU) = ϕU . (We write cU here and reserve φU for the element satisfying δˆ(φU) = ϕU in
Corollary 6.9 below.) We have
c1 = α
1 · · ·α2N (κ + 1) , cT = eT (κ+ 1) ,
cΠ1 = α
1 · · ·α2N (κ− 1) , cΠT = eT (κ− 1) . (6.19)
This follows straightforwardly from the definition of ϕU in (5.5). Alternatively one may use
(5.11) to fix the ϕU , in which case (6.19) can be obtained from [AN, Thm. 6.3.2] or from
direct calculation using (6.15) and (6.16) (see also the more explicit expressions (A.27) and
(A.29) and comments below them in Appendix A).
At this point we need to make a conjecture to proceed.
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Conjecture 6.7. The injective map ξG from Lemma 6.6 is an isomorphism.
Under the above conjecture, in Appendix A the modular S-transformation on pseudo-
trace functions is computed, as well as the induced action SVev on C(E) as in (5.13). Let
S˜Z : Z(E)→ Z(E) be the transport of this S-transformation from C(E) to Z(E) via εˆ, i.e.
εˆ◦ S˜Z = SVev ◦ εˆ. (As with cU and φU , we write S˜Z here and reserve SZ for the transported
S-action computed with respect to δˆ in Corollary 6.9 below.) To describe S˜Z , we need
some notation.
Let β1, β2 ∈ C2 be the standard basis. Identify Λ(C2)⊗N ∼= Λ(h) as super-algebras by
sending β1 in the n’th tensor factor to α2n−1 and β2 to α2n. On Λ(C2) let σ be the linear
map whose representing matrix in the basis (1, β1, β2, β2β1) is
σ =


0 0 0 (−2π)−1
0 −i 0 0
0 0 −i 0
−2π 0 0 0

 (6.20)
Note that σ is parity-even. To give S˜Z it is helpful to split Z(E) into sub-spaces as
Z(E) = ZΛ ⊕ ZP , ZΛ = Λ(h)ev , ZP = Cα
1 · · ·α2Nκ⊕ E1 . (6.21)
In Appendix A we prove:
Lemma 6.8. Assuming Conjecture 6.7, S˜Z is of the form S˜Z = S˜ZΛ ⊕ S˜ZP , where
S˜ZΛ : ZΛ → ZΛ , S˜ZΛ =
(
σ ⊗ · · · ⊗ σ
)∣∣
ZΛ
(N factors) , (6.22)
and, in the basis (1
2
(c1 + cΠ1), cT , cΠT ),
S˜ZP =

 0 2N −2N2−N−1 2−1 2−1
−2−N−1 2−1 2−1

 . (6.23)
From this, we see that S˜Z(c1) = (2π)
−N1Λ + 2
−NeT . By definition, δ ∈ C(E) is given
by
δ = SVev(ϕ1) = εˆ(S˜Z(c1)) . (6.24)
Explicitly, δ has the same kernel as ε and the normalisation of δ is given by
δ(α1 · · ·α2Nκ) = (2π)−N , δ(eTκ) = 2
−N . (6.25)
Note that δ indeed induces a non-degenerate pairing on E . Let us collect the remaining
output of step 2. To do so, we use that δˆ−1(εˆ(z)) =
(
(2π)N1Λ + 2
NeT
)
· z.
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Corollary 6.9. Assuming Conjecture 6.7, the central forms ϕU , U ∈ Irr(Rep(Vev)) are
given by ϕU = δˆ(φU) with
φ1 = (2π)
Nα1 · · ·α2N (κ+ 1) , φT = 2
N eT (κ+ 1) ,
φΠ1 = (2π)
Nα1 · · ·α2N (κ− 1) , φΠT = 2
N eT (κ− 1) . (6.26)
The modular S-transformation SZ on Z(E) is determined by that on C(E) via SZ = δˆ
−1 ◦
SVev ◦ δˆ. The linear map SZ decomposes as SZ = SZΛ ⊕ SZP , where SZΛ = S˜ZΛ and
SZP is represented by the same matrix as in (6.23), but now with respect to the basis
(1
2
(φ1 + φΠ1), φT , φΠT ).
Step 3
Since we already transported the calculation to Z(E) in step 2, there is nothing to do in
step 3.
Step 4
In Z(E), the equation (5.16) for the structure constants reads (note that via the isomor-
phism δˆ the multiplication ‘ s’ on C(E) corresponds to the multiplication on Z(E))
S−1Z
(
SZ(φA) · SZ(φB)
)
=
∑
C∈Irr(Rep(Vev))
N CAB φC . (6.27)
We compute
SZ(φ1) = 1Λ + eT = 1E , SZ(φT ) = 2
N−1(φ1 + φΠ1) + 2
NκeT ,
SZ(φΠ1) = −1Λ + eT , SZ(φΠT ) = −2
N−1(φ1 + φΠ1) + 2
NκeT , (6.28)
The structure constants N CAB in (6.27) then result in the following products of generators
in Gr(Rep(Vev)):
[Π1] ∗ [Π1] = [1] , [Π1] ∗ [T ] = [ΠT ] , [Π1] ∗ [ΠT ] = [T ] ,
[T ] ∗ [T ] = [T ] ∗ [ΠT ] = [ΠT ] ∗ [T ] = [ΠT ] ∗ [ΠT ] = 22N−1([1] + [Π1]) . (6.29)
Here we use the notation ‘∗’ for the product computed from SZ . We would now like to
apply Theorem 5.11 to conclude that the product ‘∗’ agrees with the usual product on
Gr(Rep(Vev)) induced from the tensor product. This requires one more conjecture.
The braided monoidal structure on Rep(Vev) has so far not been computed in the VOA
setting of [HLZ]. However, in [DR1, Ru] the structure of a finite ribbon category was
determined on SF(h) via a conformal block calculation for symplectic fermions. Further-
more, by Theorem 2.1 and [DR1, Prop. 5.3], SF(h) is factorisable. We need the following
stronger version of Corollary 6.4 (see [DR2, Conj. 7.4] for a more precise formulation).
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Conjecture 6.10. (−̂)ev : SF(h)
∼
−→ Rep(Vev) is an equivalence of C-linear ribbon cate-
gories.
For N = 1, the structure of Rep(Vev) as a C-linear category follows as the p = 2 case
of the relation between W1,p-triplet models and a certain quantum group
9 [FGST2, NT].
From this one can see that for N = 1, the functor (−̂)ev is at least a C-linear equivalence.
We can now apply Theorem 5.11:
Corollary 6.11. Under Conjectures 6.7 and 6.10, the expressions in (6.29) describe the
product in Gr(Rep(Vev)).
Proof. We need to verify the three conjectures assumed in Theorem 5.11. Conjecture 5.7
is clear from Conjecture 6.10 as SF(h) is factorisable. From the latter we furthermore
conclude that G is projective and that E = EndVev(G), rather than just being a subalgebra.
Conjecture 5.8 now follows from Conjecture 6.7.
As for Conjecture 5.10, part 1 holds as δ was seen explicitly to be non-degenerate
above. Part 2 follows from a longer calculation carried out in [GvR, FGR1, FGR2]. There,
the SL(2,Z)-action on End(IdSF) is computed by realising SF(h) as representations of
a factorisable ribbon quasi-Hopf algebra Q(N) (N = dim h/2), see [GvR, FGR2]. It is
shown in [FGR2, Sec. 6] that δˆ makes the diagram (5.14) commute and maps φU to ϕU , as
required.
Of course, given Conjecture 6.10 one can just use the explicit tensor product on SF(h)
to check that (6.29) gives the product on Gr(SF(h)) ∼= Gr(Rep(Vev)). The main contents
of the above corollary is thus the result of [FGR2] that the modular and the categorical
S-transformation agree, i.e. that (5.14) commutes.
Remark 6.12. In [AA, Thm. 5.7], the dimensions HomVev(A⊗B,C) are given for A,B,C
chosen from the four irreducible Vev-modules by computing the dimension of the space of
intertwining operators.10 If we label the four irreducibles by elements of Z2 × Z2 as
M(0,0) = (1̂)ev , M(1,0) = (Π̂1)ev , M(0,1) = (T̂ )ev , M(1,1) = (Π̂T )ev , (6.30)
then the result is that HomVev(Mg ⊗ Mh,Mk) is one-dimensional if g + h = k and zero
otherwise.
If we assume that Rep(Vev) is rigid, that (Π̂1)ev is ⊗-invertible and that (T̂ )ev and
(Π̂T )ev are projective the result of [AA] determines the tensor product of simple objects.
Indeed, any tensor product with M(0,1) and M(1,1) is then projective, too (see e.g. [EO,
Prop. 2.1]). E.g. M(1,0) ⊗M(0,1) ∼=
∑
U∈Irr nUPU with nU = dimHomVev(M(1,0) ⊗M(0,1), U)
(as PU is the projective cover of U). In this way one finds
(Π̂1)ev ⊗ (T̂ )ev ∼= (Π̂T )ev , (T̂ )ev ⊗ (T̂ )ev ∼= (Λ̂(h))ev , (6.31)
which produces (6.29) on the Grothendieck ring, and also agrees with Conjecture 6.10.
9The quantum group in question is the centraliser for a certain (non-minimum) choice of a projective
generator in Rep(Vev).
10In [AA, Rem. 5.8] fusion rules are described, but these are not the fusion rules of the Grothendieck
ring.
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A Appendix:
Symplectic fermion pseudo-trace functions
Virasoro action: Let α1, . . . , α2N be a symplectic basis of h as in Section 6. The action
of the Virasoro generators on M ∈ Repfin♭,1(ĥ(tw)) is given by (see e.g. [Ru, Rem. 2.5&2.7]),
for m 6= 0 : Lm =
∑
k∈Z+δ
N∑
j=1
α2jk α
2j−1
m−k , (A.1)
where δ = 0 for M untwisted and δ = 1
2
for M twisted. Before we give L0, we introduce
some new notation needed later. Let v ∈ Vev be of the form
v = h1−1 · · ·h
R
−11 , h
j ∈ h , R ≥ 0 . (A.2)
For such v we define the endomorphism J(v) of M (untwisted case) and Jtw(v) (twisted
case) as
R = 0 : J(tw)(1) = id , R > 0 : J(tw)(v) =
∑
m1,...,mR∈Z+δ ,
∑
j mj=0
: h1m1 · · ·h
R
mR
: , (A.3)
where, as before, δ = 0 for M ∈ Repfin♭,1(ĥ) and δ =
1
2
for M ∈ Repfin♭,1(ĥtw). We will
abbreviate, for j = 1, . . . , N ,
γj = α
2jα2j−1 ∈ Λ(h) , γ˜j = α
2j
−1α
2j−1
−1 ∈ U(ĥ) . (A.4)
Then
untwisted : L0 =
N∑
j=1
J(γ˜j1) , twisted : L0 = −
N
8
+
N∑
j=1
Jtw(γ˜j1) . (A.5)
Zhu’s grading: For the homogeneous transformation property of torus one-point func-
tions in (4.2), we need to insert homogeneous elements with respect to Zhu’s grading. This
grading arises from transforming the canonical local coordinates on the torus to the an-
nulus, see [Z, Sect. 4.2]. The resulting grading V =
⊕
n∈Z≥0
V[n] is by eigenspaces of the
operator L[0] given by
L[0] = L0 +
1
2
L1 −
1
6
L2 +
1
12
L3 + (higher Lm’s) . (A.6)
On vectors of the form v as in (A.2), all Lm with m ≥ 0, except L0 and L2, act as zero.
One checks:
L[0] e−
1
12
L2 v = e−
1
12
L2 L0 v = Re
−
1
12
L2 v . (A.7)
(Replacing v by exp(− 1
12
L2)v compensates the coordinate change from z to e
z − 1, but we
will not need this fact.) Thus
e−
1
12
L2 v ∈ (Vev)[R] . (A.8)
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Untwisted and twisted zero modes: We will compute the pseudo-trace functions for
insertions of homogeneous vectors of degree R of the form (A.8). As in [Ab, Sect. 3.1], one
finds in the untwisted case:
for M ∈ Repfin♭,1(ĥ) : o(e
−
1
12
L2 v) = J(e−
1
12
L2 v) . (A.9)
(Note that Lk2v is of the form (A.2) and thus (A.9) is well-defined.) For the twisted case,
we need to account for the transformation ∆(z) in [Ab, Sect. 4.1]. The relevant term is
∆(z) = 1
8
∑N
k=1 α
2k
1 α
2k−1
1 z
−2 + (other terms). Then, from [Ab, Sect. 4.1],
for M ∈ Repfin♭,1(ĥtw) : o(e
−
1
12
L2 v) = Jtw(e
(
1
8
−
1
12
)L2 v) . (A.10)
Pseudo-trace functions for untwisted modules: To avoid spelling out e−
1
12
L2 in every
argument, we set
ζϕG (v, τ) := ξ
ϕ
G
(
e−
1
12
L2 v, τ
)
. (A.11)
We start by evaluating the first summand in (6.16) for an insertion of the form (A.8):
ζϕ0 (v, τ) := trU(ĥ<0)
( {
(ϕ|E0⊗ id)◦ ι0
}
o(e−
1
12
L2 v) e2πiτ(L0+N/12) ◦ (idU(ĥ<0)⊗1Λ)
)
. (A.12)
Since central forms ϕ on E0 are non-vanishing only in even degree
11, we have, for u⊗ λ ∈
Λ̂(h) = U(ĥ<0)⊗ Λ(h) (recall (6.15))(
(ϕ|E0 ⊗ id) ◦ ι0
)
(u⊗ λ) = 1
2
ϕ|E0(λ) u+
1
2
ϕ|E0(κλ)ωU(ĥ<0)(u) . (A.13)
Consider w ∈ Vev of the form
w = γ˜l1 · · · γ˜lrα
j1
−1 · · ·α
js
−11 ∈ Vev , (A.14)
where γ˜l, for l = 1, . . . , N , were introduced in (A.4) and {j1, . . . , js} contains no pair
{2l−1, 2l} for l = 1, . . . , N . One can convince oneself that under the trace one can replace
J(w)  J(γ˜l11) · · ·J(γ˜lr1)α
j1
0 · · ·α
js
0 . (A.15)
Furthermore, one verifies that
eλL2 w = (γ˜l1 − λ) · · · (γ˜lr − λ)α
j1
−1 · · ·α
js
−11 . (A.16)
Combining this with (A.5) in the form L0 +
N
12
=
∑N
j=1 J((γ˜j +
1
12
)1) we get
ζϕ0 (w, τ) = (2πi)
−r ∂
∂τl1
· · · ∂
∂τlr
trU(ĥ<0)
( {
(ϕ|E0 ⊗ id) ◦ ι0
}
αj10 · · ·α
js
0
11 Recall that with the central form ε from (6.17), E0 is a symmetric Frobenius algebra. The form ε is
non-vanishing only in top degree, which is even. By Lemma 4.2, all other central forms are of the form
ε(z · −), where z is a central element of E0. But all elements of the centre Z(E0) are of even degree,
see (6.18). Hence all central forms vanish in odd degrees.
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× e2πi
∑N
j=1 J((γ˜j+
1
12
)1)τj ◦ (idU(ĥ<0) ⊗ 1Λ)
)∣∣
τj=τ
. (A.17)
Next we note that
∑N
j=1 J((γ˜j +
1
12
)1) acts on U(ĥ<0)⊗ Λ(h) as
N∑
j=1
J((γ˜j +
1
12
)1) =
N∑
j=1
id⊗ γj + (D +
1
12
)⊗ id , (A.18)
where D is the Z≥0-valued (negative of the) degree in U(ĥ<0). Define ĥ
N=1 to be the mode
algebra for a single pair of symplectic fermions. We will need the characters [Kau, GK2, Ab]
(as usual, q = e2πiτ )
χN=1ns,±(τ) = trU(ĥN=1<0 )
(
P± e
2πiτ(D+1/12)
)
=
(
q
1
24
∞∏
n=1
(1± qn)
)2
, (A.19)
where P+ = id while P− = ω is the parity involution, and where D denotes the Z≥0-valued
degree on U(ĥN=1<0 ).
Combining all this, we arrive at the final expression
ζϕ0 (w, τ) =
1
2
(2πi)−r ∂
∂τl1
· · · ∂
∂τlr
{
ϕ|E0
(
αj1 · · ·αjs e2πi
∑N
j=1 γjτj
) N∏
j=1
χN=1ns,+(τj)
+ ϕ|E0
(
καj1 · · ·αjs e2πi
∑N
j=1 γjτj
) N∏
j=1
χN=1ns,−(τj)
}∣∣∣
τj=τ
, (A.20)
where we used that U(ĥ<0) ∼=
⊗N
j=1U(ĥ
N=1
<0 ).
Pseudo-trace functions for twisted modules: Next we compute the second summand
in (6.16) for an insertion of the form e−L2/12w with w as in (A.14):
ζϕ1 (w, τ) := trU(ĥtw,<0)
( {
(ϕ|E1 ⊗ id) ◦ ι1
}
o(e−
1
12
L2 w) e2πiτ(L0+N/12)
)
. (A.21)
The calculation is similar to the untwisted case, but easier. One has to use (A.16) for
λ = 1
8
− 1
12
and (A.5) in the form L0+
N
12
=
∑N
j=1 Jtw((γ˜j−
1
8
+ 1
12
)1). Note that the analogue
of the statement in (A.15) is Jtw(w)  δs,0Jtw(γ˜l11) · · ·Jtw(γ˜lr1) and that
∑N
j=1 Jtw(γ˜j1)
acts as D on T̂ . We need the characters [Kau, GK2, Ab], for P± as in (A.19),
χN=1r,± (τ) = trU(ĥN=1tw,<0)
(
P± e
2πiτ(D− 1
8
+ 1
12
)
)
=
(
q−
1
48
∞∏
n=1
(1± qn−
1
2 )
)2
. (A.22)
In this way, one finally obtains
ζϕ1 (w, τ) =
1
2
δs,0 (2πi)
−r ∂
∂τl1
· · · ∂
∂τlr
{
ϕ|E1(eT )
N∏
j=1
χN=1r,+ (τj)
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+ ϕ|E1(κeT )
N∏
j=1
χN=1r,− (τj)
}∣∣∣
τj=τ
. (A.23)
It is shown in [AN, Thm. 6.3.2] that the map C(E0)→ C1(V), ϕ 7→ ζ
ϕ
0 is injective. The
explicit calculation above allows one to make a slightly sharper statement.
Lemma A.1. The subspace of Vev spanned by all w of the form (A.14) is sufficient to
separate all ζϕG . That is, if ζ
ϕ
G (w, τ) = 0 for all w of the form (A.14) and all τ ∈ H, then
ϕ = 0.
Proof. Suppose ζϕG (w, τ) = 0 for all w of the form (A.14) and all τ ∈ H.
Note that the functions τa ( ∂
∂τ
χN=1ns,−(τ))
b χN=1ns,−(τ)
N−b, for a ∈ Z≥0 and b = 0, 1, . . . , N ,
are linearly independent.
From (A.23) we see that ϕ|E1(eT ) = 0 and ϕ|E1(κeT ) = 0, and thus ϕ|E1 = 0. In (A.20),
consider all terms where no derivative acts on the characters and use that exp(2πiγjτj) =
1 + 2πiγjτj to see, for ν ∈ {0, 1},
ϕ|E0
(
κναj1 · · ·αjs
∏
j∈{l1,...,lr}
(2πiγj)
∏
j /∈{l1,...,lr}
(1 + 2πiγjτ)
)
= 0 . (A.24)
As this holds for all r, s, j1, . . . , js, l1, . . . , lr and τ , we conclude ϕ|E0 = 0.
Modular S-transformation: The behaviour of the characters (A.19) and (A.22) under
S-transformation is [Kau, GK2, Ab]
χN=1ns,+(
−1
τ
) = 1
2
χN=1r,− (τ) , χ
N=1
r,+ (
−1
τ
) = χN=1r,+ (τ) ,
χN=1ns,−(
−1
τ
) = −iτ χN=1ns,−(τ) , χ
N=1
r,− (
−1
τ
) = 2χN=1ns,+(τ) . (A.25)
We use the isomorphism Z(E) → C(E) given by εˆ(z) = ε(z · (−)) with ε as in (6.17).
We split Z(E) = ZΛ ⊕ ZP as in (6.21). The basis for ZP used in Lemma 6.8 is
z1 = α
1 · · ·α2N κ , z2 = eT (κ+ 1) , z3 = eT (κ− 1) . (A.26)
Abbreviate ζ
εˆ(z)
G =: ζ
z
G. Then
ζz1G (w, τ) =
1
2
δs,0 (2πi)
−r ∂
∂τl1
· · · ∂
∂τlr
N∏
j=1
χN=1ns,+(τj)
∣∣∣
τj=τ
,
ζz2G (w, τ) =
1
2
δs,0 (2πi)
−r ∂
∂τl1
· · · ∂
∂τlr
{ N∏
j=1
χN=1r,+ (τj) +
N∏
j=1
χN=1r,− (τj)
}∣∣∣
τj=τ
,
ζz3G (w, τ) =
1
2
δs,0 (2πi)
−r ∂
∂τl1
· · · ∂
∂τlr
{ N∏
j=1
χN=1r,+ (τj) −
N∏
j=1
χN=1r,− (τj)
}∣∣∣
τj=τ
. (A.27)
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We note that ζz2G (w, τ) and ζ
z3
G (w, τ) from (A.27) are equal to ζ
id∗
T̂ev
(w, τ) and ζ id
∗
T̂odd
(w, τ)
correspondingly. So by definition (5.11), we conclude that ϕT = ε(z2·−) and ϕΠT = ε(z3·−)
which agrees with (6.19), where we set cT = z2 and cΠT = z3.
Note that for F (τ) = ∂
∂τ
f(τ) we have F (−1/τ) = τ 2 ∂
∂τ
(
f(−1/τ)
)
. The S-transformation
reads
τ−2r ζz1G (w,
−1
τ
) = 2−N−1
(
ζz2G (w, τ)− ζ
z3
G (w, τ)
)
,
τ−2r ζz2G (w,
−1
τ
) = 1
2
ζz2G (w, τ) +
1
2
ζz3G (w, τ) + 2
N ζz1G (w, τ) ,
τ−2r ζz3G (w,
−1
τ
) = 1
2
ζz2G (w, τ) +
1
2
ζz3G (w, τ)− 2
N ζz1G (w, τ) , (A.28)
where the factor τ−2r is the prefactor in (4.2) for w ∈ (Vev)[2r+s] (the above pseudo-trace
functions can be non-zero only for s = 0). This is in agreement with S˜ZP in Lemma 6.8.
For z ∈ ZΛ the pseudo-trace function becomes
ζzG(w, τ) =
1
2
(2πi)−r ∂
∂τl1
· · · ∂
∂τlr
{
ε
(
zκαj1 · · ·αjs
∏N
j=1(1 + 2πiγjτj)
)
×
∏N
j=1 χ
N=1
ns,−(τj)
}∣∣∣
τj=τ
. (A.29)
where we used that exp(2πiγjτj) = 1 + 2πiγjτj. We note that ζ
c1
G (w, τ) and ζ
cΠ1
G (w, τ) for
the central elements from (6.19) are equal to ζ id
∗
Vev(w, τ) and ζ
id∗
Vodd
(w, τ) correspondingly.
We thus conclude that ϕ1 = ε(c1 · −) and ϕΠ1 = ε(cΠ1 · −) which agrees with (6.19).
The S-transformation of (A.29) is
τ−2r−s ζzG(w,
−1
τ
) = τ−s 1
2
(2πi)−r ∂
∂τl1
· · · ∂
∂τlr
{
ε
(
zκαj1 · · ·αjs
∏N
j=1(−iτj − 2πγj)
)
×
∏N
j=1 χ
N=1
ns,−(τj)
}∣∣∣
τj=τ
. (A.30)
We now need to assume that Conjecture 6.7 holds (i.e. that ξG : C(E)
∼
−→ C1(Vev)).
12 Then
by Theorem 4.1 and Lemma A.1, there exists a unique y ∈ Z(E) such that for all w of the
form (A.14) and τ ∈ H,
ζyG(w, τ) = τ
−2r−s ζzG(w,
−1
τ
) . (A.31)
We will derive a series of necessary conditions from this equation which will ultimately
determine y uniquely. By the above argument, this y then automatically solves (A.31).
When comparing the coefficients of χN=1ns,−(τ)
N in (A.31), i.e. the case where no τ -
derivatives act on the characters, one finds that (A.31) implies
τ s ε
(
yκαj1 · · ·αjs
∏
j∈{l1,...,lr}
(2πiγj)
∏
j /∈{l1,...,lr}
(1 + 2πiγjτ)
)
12 If we do not assume that ξG is an isomorphism, then the calculation giving y shows the identity (A.31)
for all w of the form (A.14). However, we cannot exclude that outside of such w the two sides of (A.31)
start to differ. By Lemma A.1 this can only happen if τ−2r−s ζzG(w,
−1
τ
) is a torus 1-point function which
is not in the image of ξG . This possibility is excluded by Conjecture 6.7.
33
= ε
(
zκαj1 · · ·αjs (−i)r
∏
j /∈{l1,...,lr}
(−iτ − 2πγj)
)
. (A.32)
In this expression in turn, we compare the coefficient of τ s. To write the resulting identity,
let [k] ∈ {1, . . . , N} denote the pair that k ∈ {1, . . . , 2N} belongs to, i.e. k ∈ {2[k]−1, 2[k]}.
We obtain
ε
(
yκαj1 · · ·αjs γl1 · · ·γlr
)
= ε
(
zκαj1 · · ·αjs (−i)s (−2π)N−2r−s
∏
j /∈{l1,...,lr ,[j1],...,[js]}
γj
)
. (A.33)
Requiring this identity for all r, s and j1, . . . , js, l1, . . . , lr determines y uniquely. In par-
ticular, we see that necessarily y ∈ ZΛ. To compute y explicitly, let z ∈ ZΛ be given
by
z = γk1 · · · γkpα
i1 · · ·αiq . (A.34)
To establish the formula for S˜ZΛ in Lemma 6.8, one needs to verify that the unique y
corresponding to this z is given by
y = (−2π)N−2p−q (−i)q αi1 · · ·αiq
∏
j /∈{k1,...,kp,[i1],...,[iq]}
γj . (A.35)
That the above pair of z and y indeed solves (A.33) for all choices of r, s and j1, . . . , js,
l1, . . . , lr can now be checked by direct calculation.
This completes the proof of Lemma 6.8.
References
[AA] T. Abe, Y. Arike, Intertwining operators and fusion rules for vertex operator algebras
arising from symplectic fermions, J. Algebra 373 (2013) 39–64 [1108.1823 [math.QA]]
[Ab] T. Abe, A Z2-orbifold model of the symplectic fermionic vertex operator superalgebra,
Mathematische Zeitschrift 255 (2007) 755–792 [math.QA/0503472].
[AM] D. Adamovic, A. Milas, An analogue of modular BPZ-equation in logarithmic (su-
per)conformal field theory, in M. Bergvelt, G. Yamskulna, W. Zhao, (eds.) Vertex oper-
ator algebras and related areas, Contemp. Math. 497 (2009) 1–17.
[AN] Y. Arike, K. Nagatomo, Some remarks on pseudo-trace functions for orb-
ifold models associated with symplectic fermions, Int. J. Math. 24 (2013) 1350008
[1104.0068 [math.QA]].
[Ar] Y. Arike, Some remarks on symmetric linear functions and pseudotrace maps,
Proc. Japan Acad. Ser. A Math. Sci. 86 (2010) 119–124 1001.2696 [math.RA].
[BDSPV] B. Bartlett, C.L. Douglas, C.J. Schommer-Pries, J. Vicary, Modular categories as rep-
resentations of the 3-dimensional bordism 2-category, 1509.06811 [math.AT].
[Bro] M. Broue´, Higman’s criterion revisited, Michigan Math. J. 58 (2009) 125–179.
34
[Bru] A. Bruguie`res, Cate´gories pre´modulaires, modularisations et invariants des varie´te´s de
dimension 3, Math. Annal. 316 (2000) 215–236.
[CG] T. Creutzig, T. Gannon, Logarithmic conformal field theory, log-modular tensor cate-
gories and modular forms, 1605.04630 [math.QA].
[CW] M. Cohen, S. Westreich, Characters and a Verlinde-type formula for symmetric Hopf
algebras, J. Algebra 320 (2008) 4300–4316.
[DLM1] C. Dong, H. Li, G. Mason, Twisted representations of vertex operator algebras,
Math. Ann. 310 571–600 [q-alg/9509005].
[DLM2] C. Dong, H. Li, G. Mason, Modular invariance of trace functions in orbifold theory,
Commun. Math. Phys. 214 (2000) 1–56 [q-alg/9703016].
[DR1] A. Davydov, I. Runkel, Z/2Z-extensions of Hopf algebra module categories by their base
categories, Adv. Math. 247 (2013) 192–265 [1207.3611 [math.QA]].
[DR2] A. Davydov, I. Runkel, Holomorphic Symplectic Fermions,
Mathematische Zeitschrift 285 (2017) 967–1006 [1601.06451 [math.QA]].
[Dri] V.G. Drinfeld, On Almost Cocommutative Hopf Algebras, Leningrad Math. J. 1 (1990)
No.2, 321–342.
[EGNO] P.I. Etingof, S. Gelaki, D. Nikshych, V. Ostrik, Tensor categories, Math. Surveys and
Monographs 205, AMS, 2015.
[ENO] P.I. Etingof, D. Nikshych, V. Ostrik, An analogue of Radford’s S4 formula for finite
tensor categories, Int. Math. Res. Notices 54 (2004) 2915–2933 [math.QA/0404504].
[EO] P.I. Etingof, V. Ostrik, Finite tensor categories, Moscow Math. J. 4 (2004), 627–654,
[math.QA/0301027].
[FG] M. Flohr, M. R. Gaberdiel, Logarithmic torus amplitudes,
J. Phys. A 39 (2006) 1955–1968 [hep-th/0509075].
[FGR1] V. Farsad, A.M. Gainutdinov, I. Runkel, SL(2,Z)-action for ribbon quasi-Hopf algebras,
1702.01086 [math.QA].
[FGR2] V. Farsad, A.M. Gainutdinov, I. Runkel, The symplectic fermion ribbon quasi-Hopf
algebra and the SL(2,Z)-action on its centre, 1706.08164 [math.QA].
[FGST1] B.L. Feigin, A.M. Gainutdinov, A.M. Semikhatov, I.Y. Tipunin, Modular group repre-
sentations and fusion in logarithmic conformal field theories and in the quantum group
center, Commun. Math. Phys. 265 (2006) 47–93 [hep-th/0504093].
[FGST2] B.L. Feigin, A.M. Gainutdinov, A.M. Semikhatov, I.Y. Tipunin, Kazhdan–Lusztig cor-
respondence for the representation category of the triplet W-algebra in logarithmic con-
formal field theory, Theor. Math. Phys. 148 (2006) 1210–1235 [math.QA/0512621].
[FHST] J. Fuchs, S. Hwang, A.M. Semikhatov, I.Y. Tipunin, Nonsemisimple fusion algebras and
the Verlinde formula, Commun. Math. Phys. 247 (2004) 713–742 [hep-th/0306274].
[FK] M. Flohr, H. Knuth, On Verlinde-Like Formulas in c(p,1) Logarithmic Conformal Field
Theories, 0705.0545 [math-ph].
[Fl] M. Flohr, Bits and pieces in logarithmic conformal field theory,
Int. J. Mod. Phys. A 18 (2003) 4497 [hep-th/0111228].
35
[FS1] J. Fuchs, C. Schweigert, Hopf algebras and finite tensor categories in conformal field
theory, Rev. Union Mat. Argentina 51 (2010) 43–90 [1004.3405 [hep-th]].
[FS2] J. Fuchs, C. Schweigert, Consistent systems of correlators in non-semisimple conformal
field theory, 1604.01143 [math.QA].
[FS3] J. Fuchs, C. Schweigert, Coends in conformal field theory, 1604.01670 [math.QA].
[FSS] J. Fuchs, C. Schweigert, C. Stigner, From non-semisimple Hopf algebras to correlation
functions for logarithmic CFT, J. Phys. A 46 (2013) 494008 [1302.4683 [hep-th]].
[Fu] J. Fuchs, On non-semisimple fusion rules and tensor categories,
Contemp. Math. 442 (2007) 315–337 [hep-th/0602051].
[GK1] M.R. Gaberdiel, H.G. Kausch, Indecomposable fusion products,
Nucl. Phys. B 477 (1996) 293–318 [hep-th/9604026].
[GK2] M.R. Gaberdiel, H.G. Kausch, A rational logarithmic conformal field theory,
Phys. Lett. B 386 (1996) 131–137 [hep-th/9606050].
[GN] M.R. Gaberdiel, A. Neitzke, Rationality, quasirationality and finite W-algebras,
Commun. Math. Phys. 238 (2003) 305–331 [hep-th/0009235].
[GlR] M.R. Gaberdiel, I. Runkel, From boundary to bulk in logarithmic CFT,
J. Phys. A 41 (2008) 075402 [0707.0388[hep-th]].
[GvR] A.M. Gainutdinov, I. Runkel, Symplectic fermions and a quasi-Hopf algebra structure
on U isℓ(2), J. Algebra 476 (2017) 415–458 [1503.07695 [math.QA]].
[GT] A.M. Gainutdinov, I.Y. Tipunin, Radford, Drinfeld, and Cardy boundary states in (1,p)
logarithmic conformal field models, J. Phys. A 42 (2009) 315207 [0711.3430[hep-th]].
[Gu] V. Gurarie, Logarithmic operators in conformal field theory,
Nucl. Phys. B 410 (1993) 535–549 [hep-th/9303160].
[Ha] A. Hattori, Rank element of a projective module, Nagoya Math. J. 25 (1965) 113–120.
[HLZ] Y.-Z. Huang, J. Lepowsky, L. Zhang, Logarithmic tensor category theory for general-
ized modules for a conformal vertex algebra, I–VIII, 1012.4193, 1012.4196, 1012.4197,
1012.4198, 1012.4199, 1012.4202, 1110.1929, 1110.1931.
[Hu1] Y.-Z. Huang, Vertex operator algebras and the Verlinde conjecture,
Commun. Contemp. Math. 10 (2008) 103 [math.QA/0406291].
[Hu2] Y.-Z. Huang, Rigidity and modularity of vertex tensor categories,
Commun. Contemp. Math. 10 (2008) 871–911 [math.QA/0502533].
[Hu3] Y.-Z. Huang, Cofiniteness conditions, projective covers and the logarithmic tensor prod-
uct theory, J. Pure and Appl. Algebra 213 (2009) 458–475 [0712.4109 [math.QA]].
[Hu4] Y.-Z. Huang, Representations of vertex operator algebras and braided finite tensor cat-
egories, Contemp. Math. 497 (2009) 97–112 [0903.4233 [math.QA]].
[Kau] H.G. Kausch, Curiosities at c = -2, hep-th/9510149.
[KL] T. Kerler, V.V. Lyubashenko, Non-Semisimple Topological Quantum Field Theories for
3-Manifolds with Corners, Springer Lecture Notes in Mathematics 1765 (2001).
[Ly1] V.V. Lyubashenko, Modular transformations for tensor categories,
J. Pure and Appl. Algebra 98 (1995) 279–327.
36
[Ly2] V.V. Lyubashenko, Invariants of three manifolds and projective represen-
tations of mapping class groups via quantum groups at roots of unity,
Commun. Math. Phys. 172 (1995) 467–516 [hep-th/9405167].
[Me] E. Meir, private communication.
[Miy] M. Miyamoto, Modular invariance of vertex operator algebras satisfying C(2) cofinite-
ness, Duke Math. J. 122 (2004) 51–91 [math.QA/0209101].
[MS] G.W. Moore, N. Seiberg, Lectures on RCFT, in “Strings ’89”, proceedings of the Trieste
Spring School on Superstrings, M. Green, et. al. Eds. (World Scientific, 1990).
[Mu¨] M. Mu¨ger, From subfactors to categories and topology II. The quantum double of tensor
categories and subfactors, J. Pure Appl. Alg. 180 (2003) 159–219 [math.CT/0111205].
[NT] K. Nagatomo, A. Tsuchiya, The triplet vertex operator algebra W (p) and the restricted
quantum group at root of unity, in: Adv. Studies in Pure Math. 61 (2011), “Exploring
new structures and natural constructions in mathematical physics”, K. Hasegawa et al.
(eds.) [0902.4607 [math.QA]].
[PRR] P.A. Pearce, J. Rasmussen, P. Ruelle, Grothendieck ring and Verlinde formula for
the W-extended logarithmic minimal model WLM(1,p), J. Phys. A 43 (2010) 045211
[0907.0134 [hep-th]].
[RS] L. Rozansky, H. Saleur, Quantum field theory for the multivariable Alexander-Conway
polynomial, Nucl. Phys. B 376 (1992) 461–509.
[RT] N. Reshetikhin, V.G. Turaev, Invariants of 3-manifolds via link polynomials and quan-
tum groups, Inv. Math. 103 (1991) 547–597.
[Ru] I. Runkel, A braided monoidal category for free super-bosons,
J. Math. Phys. 55 (2014) 041702 [1209.5554 [math.QA]].
[RW] D. Ridout, S. Wood, The Verlinde formula in logarithmic CFT,
J. Phys. Conf. Ser. 597 (2015) 012065 [1409.0670 [hep-th]].
[Sh1] K. Shimizu, On unimodular finite tensor categories,
Int. Math. Res. Notices (2016) online first [1402.3482 [math.QA]].
[Sh2] K. Shimizu, The monoidal center and the character algebra, 1504.01178 [math.QA].
[Sh3] K. Shimizu, Non-degeneracy conditions for braided finite tensor categories,
1602.06534 [math.QA].
[St] J. Stallings, Centerless groupsan algebraic formulation of Gottliebs theorem,
Topology 4 (1965) 129–134.
[T] V.G. Turaev, Quantum Invariants of Knots and 3-Manifolds, de Gruyter, 1994.
[V] E.P. Verlinde, Fusion rules and modular transformations in 2D conformal field theory,
Nucl. Phys. B 300 (1988) 360–376.
[W] E. Witten, Quantum field theory and the Jones polynomial,
Commun. Math. Phys. 121 (1989) 351–399.
[Z] Y.-C. Zhu, Modular invariance of vertex operator algebras,
J. Amer. Math. Soc. 9 (1996) 237–302.
37
