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We point out a basic ﬂaw made by M. A. Noor (1998, J. Math. Anal. Appl. 228,
206–220), construct a new iterative algorithm for a class of variational inclusions
involving non-monotone set-valued mappings with noncompact values, and study
the convergence of the perturbed Ishikawa iterative process for solving a class of
the generalized single-valued variational inclusions. © 2001 Academic Press
1. INTRODUCTION
In 1998, using the concept and technique of resolvent operators, Noor [6]
introduced and studied a new class of variational inclusions, which is called
the generalized set-valued variational inclusion, and constructed a new iter-
ative algorithm to solve variational inclusions. The author proved the con-
vergence of the iterative sequences generated by this algorithm under the
assumption that T  H → CH (where CH denotes the family of all
nonempty subsets of H) is H-Lipschitz continuous and strongly monotone
with respect to the ﬁrst argument of a mapping N· · (see Theorem 3.2
in [6]). However, we can show that the monotone mapping NT · ·
cannot be multivalued. Indeed, the mapping T in [6, Theorem 3.2] is a
single-valued mapping. One of the purposes of this paper is to prove this
result. Then, for solving a class of the generalized variational inclusions
for set-valued mappings without compactness and monotonicity, we con-
struct a new iterative algorithm and prove the convergence of the iterative
sequence deﬁned by the algorithm. Finally, for solving a class of the general-
ized single-valued variational inclusions, we study a new iterative algorithm,
which is called the perturbed Ishikawa iterative process.
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2. PRELIMINARIES
Let H be a real Hilbert space endowed with a norm · and inner
product· · and CBH be a family of nonempty bounded closed subsets
of H. Let T V  H → CBH be the multivalued operators and g  H → H
be a single-valued operator.
For a given maximal monotone operator A  H → H and nonlinear
operator N· ·  H ×H → H, we consider the problem of ﬁnding u ∈
Hw ∈ Tu y ∈ Vu such that
0 = Nw y +Agu (2.1)
The problem (2.1) is called the general set-valued variational inclusion
(see [6]).
If T V are the single-valued mappings, the problem (2.1) can be replaced
to ﬁnding u ∈ H such that
0 = NTu Vu +Agu (2.2)
If A is a maximal monotone operator on H, then for a constant ρ > 0,
the resolvent operator associated with A is deﬁned by
JAu = I + ρA−1u for all u ∈ H
where I is the identity operator. It is also known that the operator A is
maximal monotone if and only if the resolvent operator JA is deﬁned every-
where on the space [4]. Furthermore the resolvent operator JA is single-
valued and nonexpansive.
Deﬁnition 2.1 [6]. For all u1 u2 ∈ H, the set-valued operator T 
H → CBH is said to be strongly montone with respect to the ﬁrst argu-
ment of the operator N· ·, if there exists a constant α > 0 such that
Nw1 · −Nw2 · u1 − u2 ≥ αu1 − u22 for all
w1 ∈ Tu1 w2 ∈ Tu2
In relation to problem (2.1), we consider the problem of ﬁnding z, u ∈ H,
y ∈ Vu such that
Nw y + ρ−1RAz = 0 (2.3)
Here ρ > 0 is a constant and RA = I − JA. Equations of type (2.3) are
called the resolvent equations.
Lemma 2.1 [6]. The function uw y is a solution of (2.1) if and only if
uw y satisﬁes the relation
gu = JAgu − ρNw y (2.4)
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Lemma 2.2 [6]. The variational inclusions (2.1) have a solution u ∈ H,
w ∈ Tu, y ∈ Vu, if and only if the resolvent equations (2.3) have a solution
z u ∈ H, w ∈ Tu, y ∈ Vu, where
gu = JAz (2.5)
and
z = gu − ρNw y (2.6)
The resolvent equations (2.3) can be written as
RAz = −ρNw y
which implies that
z = JAz − ρNw y = gw − ρNw y using 25
This ﬁxed-point formulation allows us to suggest the following iterative
method.
Algorithm 2.1. For given z0 ∈ H, we take u0 ∈ H such that
gu0 = JAz0
Let w0 ∈ Tu0 y0 ∈ Vu0, and z1 = gu0 − ρNw0 y0.
For z1, we take u1 such that gu1 = JAz1. Then, by Nadler [5], there
exist w1 ∈ Tu1 such that
w1 −w0 ≤ 1+ 1HTu1 Tu0
y1 − y0 ≤ 1+ 1HVu1 Vu0
where H· · is the Hausdorff metric on CBH. Let
z2 = gu1 − ρNw1 y1
By induction, we can obtain sequences zn un wn, and yn as
gun = JAzn
wn ∈ Tun  wn+1 −wn ≤
(
1+ 1
1+ n
)
HTun+1 Tun
yn ∈ Vun  yn+1 − yn ≤
(
1+ 1
1+ n
)
HTun+1 Tun
zn+1 = gun − ρNwn yn
The following algorithm is called the perturbed Ishikawa iterative
process.
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Algorithm 2.2. For single-valued operators T V g  H → H, deﬁne
Q  H → H by
Qu = u− gu + JAgu − ρNTu Vu
For given u0 ∈ H, the Ishikawa iterative scheme with error [4] is deﬁned
by
un+1 = 1− αnun + αnQun + en
un = 1− βnun + βnQun + fn
where en fn are two summable sequences in H, and αn βn are
two real sequences in 0 1 satisfying
βn ≤ αn
∑
αn = ∞
∑
α2n < +∞
We recall the following results that will be needed later on.
Lemma 2.3 [2]. Let the single-valued operator A  H → H be maxi-
mal strongly monotone with constant α > 0. Then the resolvent operator
JA = I + ρA−1 is Lipschitz continuous with constant 11+αρ where ρ > 0 is
a constant.
Lemma 2.4 [3]. Suppose X is an arbitrary real Banach space and
T  X → X is a strongly accretive and Lipschitz continuous operator. For a
ﬁxed f ∈ X, deﬁne S  X → X by Sx = f + x − Tx for each x ∈ X. Let
fn en be two summable sequences in X, and αn βn be two real
sequences satisfying
(i) 0 ≤ βn ≤ αn < 1,
(ii)
∑
αn = +∞
∑
α2n < +∞.
Then for any x0 ∈ X, the iteration sequence xn in X is deﬁned by
xn+1 = 1− αnxn + αnSyn + en
yn = 1− βnxn + βnSxn + fn
which converges strongly to the unique solution x∗ of the equation Tx = f .
Remark 2.1. IfX is a Hilbert space, the accretive operator in Lemma 2.4
is a monotone operator.
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3. MAIN RESULTS
Theorem 3.1. Let the operator N· · be Lipschitz continuous with con-
stant β > 0 with respect to the ﬁrst argument. If T is H-Lipschitz continu-
ous with constant µ > 0 and monotone with respect to the ﬁrst argument of
the operator N· · and, for each ﬁxed k ∈ H intDNT · k = φ, then
NT · k cannot be multivalued in intDNT · k.
Proof. We ﬁrst note that the operator NT · · is Lipschitz continuous
with constant β, µ > 0 with respect to the ﬁrst argument by assumptions.
Assume now that NT · k is a multivalued monotone mapping for
some k ∈ H. Then exist u0 ∈ intDNT · k and v1 v2 ∈ NTu0 k such
that v1 = v2. So there exist w1 w2 ∈ Tu0 such that v1 = Nw1 k v2 =
Nw2 k. Since NT · k is Lipschitz continuous, for ε = v1 − v2 we
can take δ = ε/4βµ, so that for any u1 ∈ H, when u1 − u0 < δ, we have
dv1NTu1 k ≤ HNTu0 kNTu1 k ≤ βµu0 − ul < ε/4
where dv1NTu1 k = infu1 − z  z ∈ NTu1 k. Therefore there
exists vu1 ∈ NTu1 k such that
vu1 − v1 < ε/2 (3.1)
By monotonicity of T with respect to N· k, we have
vu1 − v1 u1 − u0 ≥ 0 (3.2)
vu1 − v2 u1 − u0 ≥ 0 (3.3)
Now, we take 0 < δ0 < δ and u1 = δ0v2 − v1/v2 − v1 + u0. Then
u1 − u0 = δ0 < δ. Thus, we can choose the number vu1 ∈ NTu1 ·
as an inequality in (3.2) and (3.3). Using (3.2), (3.3), and v1 − v2 =
v2 − v1/δ0u1 − u0, we obtain
vu1 − v1 v2 − v1 ≥ 0 (3.4)
vu1 − v2 v2 − v1 ≥ 0 (3.5)
By (3.5), we have
vu1 − v1 v2 − v1 ≥ v2 − v1 v2 − v1 = v2 − v12 (3.6)
From (3.4) and (3.6), we get 2vu1 − v1 v2 − v1 ≥ v1 − v22. Hence
vu1 − v1 ≥ v1 − v2/2 = ε/2 (3.7)
Thus, we obtain a contradiction to (3.1). Hence NT · k cannot be a
multivalued mapping.
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Remark 3.1. If the operator T in [1, Theorem 3.2] is single-valued, then
Theorem 3.2 in [1] remains valid.
Remark 3.2. According to Theorem 3.1 and its proof, the Lipschitz
continuous set-valued operator cannot be monotone. Therefore, from the
assumptions of Theorem 4.1 of [7], Theorem 4.1 of [10], Theorem 3.5 of
[11], and Theorems 3.4 and 3.5 of [1], we know that all the set-valued
monotone mappings in these theorems are single-valued mappings indeed.
Theorem 3.2. Let the operator N· · be Lipschitz continuous with con-
stant β > 0 with respect to the ﬁrst argument and Lipschitz continuous with
constant η > 0 with respect to the second argument. Let the single-valued
operator g  H → H be strongly monotone with constant σ > 0 and Lipschitz
continuous with constant δ > 0. Assume that V  H → CBH is H-Lipschitz
continuous with constant ξ > 0, and T  H → CBH is H-Lipschitz contin-
uous with constant µ > 0. If A is a maximal strongly monotone operator with
constant α > 0 and either (i)
∣∣∣ρ− 2kα− s
2αs− kα
∣∣∣ <
√
4kαs− kα + s− 2kα2
2αs− kα =
s
2αs− kα  s > kα
or (ii) s = ηξ + βµ k = 1 −√1− 2σ + δ2 ∈ 0 1, then there exist u z ∈
Hw ∈ Tu y ∈ Vu satisfying the set-valued resolvent inclusion (2.3) and (2.6),
and the sequences zn un wn, and yn generated by Algorithm 2.1
converge, respectively, to z uw, and y strongly in H.
Proof. From Algorithm 2.1, we have
zn+1 − zn = gun − gun−1 − ρNwn yn + ρNwn−1 yn−1
≤ gun − gun−1 + ρNwn yn −Nwn yn−1
+ρNwn yn−1 −Nwn−1 yn−1 (3.8)
By (2.5) and Lemma 2.3, we obtain
gun−gun−1=gun−gun−1−gun+gun−1+JAzn−JAzn−1
=JAzn−JAzn−1
≤ 1
1+ραzn−zn−1 (3.9)
From the assumptions of T and V , we get
Nwn yn−1 −Nwn yn−1 ≤ ηξ1+ 1/nun − un−1 (3.10)
Nwn yn−1 −Nwn−1 yn−1 ≤ βµ1+ 1/nun − un−1 (3.11)
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Also, using the strong monotonicity and Lipschitz continuity of the operator
g and (2.5), we ﬁnd that
un − un−1 = un − un−1 − gun − gun−1 + JAzn − JAzn−1
≤ un − un−1 − gun − gun−1 +
1
1+ ραzn − zn−1
≤
√
1− 2σ + δ2un − un−1 +
1
1+ ραzn − zn−1
which implies that
un − un−1 ≤
1
1−√1− 2σ + δ21+ ραzn − zn−1 (3.12)
Combining (3.8)–(3.12), we obtain
zn+1 − zn ≤
1
1−√1− 2σ + δ21+ ρα
× 1/1+ ρα + ρηξ + βµ1+ 1/nzn − zn−1
= θnzn − zn−1 (3.13)
where
θ = 11−√1− 2σ + δ21+ ρα
× 1/1+ ρα + ρηξ + βµ1+ 1/n
Let
θn =
1
1−√1− 2σ + δ21+ ρα 1/1+ ρα + ρηξ + βµ
We know that θn ↓ θ. It follows from (i) or (ii) that θ ∈ 0 1. Hence
0 ≤ θn < 1 for n sufﬁciently large. Therefore, (3.13) implies that zn is a
Cauchy sequence in H and we can suppose that zn → z ∈ H. From (3.12),
we know that the sequence un is a Cauchy sequence in H, that is, there
exists u ∈ H with un → u.
Now we prove that wn → w ∈ Tu and yn → y ∈ Vu. In fact, it follows
from Algorithm 2.1 that
wn −wn−1 ≤
(
1+ 1
n
)
µun − un−1
yn − yn−1 ≤
(
1+ 1
n
)
ξun − un−1
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that is, wn and yn are also Cauchy sequences in H. Let wn → w ∈
H yn → y ∈ H. By using the continuity of the operators TN g V JA, and
Algorithm 2.1, we have
z = gu − ρNw y = JAz − ρNw y ∈ H
Now we show that y ∈ Vu. In fact,
dy Vu = infy − z  z ∈ Vu
≤ y − yn + dyn Vu
≤ y − yn +HVun Vu
≤ y − yn + ξun − u → 0
Hence, y ∈ Vu. Similarly, w ∈ Tu. This completes the proof of Theorem 3.1.
Remark 3.3. Theorem 3.2 is a correction and improvement of Theorem
3.2 in [6].
Theorem 3.3. Let the operator N· · be Lipschitz continuous with con-
stant β > 0 with respect to the ﬁrst argument and Lipschitz continuous with
constant η > 0 with respect to the second argument. Let the single-valued
operator g  H → H be strongly monotone with constant σ > 0 and Lipschitz
continuous with constant δ > 0. Assume that mapping T  H → H is single-
valued Lipschitz continuous with constant µ > 0 and strongly monotone with
constant α > 0 with respect to ﬁrst argument of N· ·. Let the operator
V  H → H be single-valued Lipschitz continuous with constant ξ > 0. If the
following conditions hold,∣∣∣∣ρ− α−kηξβ2µ2−η2ξ2
∣∣∣∣<
√α−kξη2−β2µ2−η2ξ21−k2
β2µ2−η2ξ2 (3.14)
α>kηξ+
√
β2µ2−η2ξ21−k2 (3.15)
0<σ<1 ρηξ<k k=σ−
√
1−2σ+δ2 (3.16)
then the sequence un generated by Algorithm 2.2 converges to the unique
solution of problem (2.2).
Proof. It follows from Lemma 2.2 that the problem (2.2) is equivalent
to the resolvent equation
gu = JAgu − ρNTu Vu (3.17)
that is,
0 = gu − JAgu − ρNTu Vu = Qu
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According to Lemma 2.3, we need only prove that the operator Q  H → H
is strongly monotone with constant θ ∈ 0 1 and Lipschitz continuous.
From the assumption of the Theorem, it is easy to see that the operator Q
is Lipschitz continuous.
Let u v ∈ H. Then by the strong monotonicity and Lipschitz continuity
of g and NT · ·, we have
u− v − gu + gy2 ≤ 1− 2σ + δ2u− v2
u− v − ρNTu Vu + ρNTv Vu2 ≤ 1− 2ρσ + ρ2β2µ2u− v2
By the Lipschitz continuity of V , we also have
NTv Vu −NTv Vv ≤ ηξu− v
Thus,
Qu−Qv u− v = gu − gv u− v − JAgu − ρNTu Vu
− JAgv − ρNTv Vv u− v
≥ σu− v2 − JAgu − ρNTu Vu − JAgv
−ρNTv Vvu− v
≥ σu− v2 − gu − gv − ρNTu Vu
+ρNTv Vvu− v
≥ σu− v2 − u− v − gu + gv − u− v
−ρNTu Vu + ρNTv Vu − ρNTv Vu
−NTv Vvu− v
≥
(
σ −
√
1− 2σ + δ2 −
√
1− 2ρα+ ρ2β2µ2
−ρηξ
)
u− v2
=
(
k−
√
1− 2ρα+ ρ2β2µ2 − ρηξ
)
u− v2
= θu− v2
where θ = k −
√
1− 2ρα+ ρ2η2ξ2 − ρηξ. Therefore, Q  H → H is a
strongly monotone operator with constant θ and from (3.14)–(3.16), it fol-
lows that θ ∈ 0 1. Thus, Lemma 2.4 is applicable where f = 0 and the
proof is complete.
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