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Recent experiments on the flow of helium-4 fluid through nanopores with tunable pore radius
provide a platform for studying the quasi-one-dimensional (quasi-1D) superfluid behaviors. In the
extreme 1D limit, the helium atoms are localized by disordered small variations in the substrate
potential provided by the pore walls. In the limit of wide pore radius, a solid layer of helium-4 is
expected to coat the pore walls smoothing out the substrate potential, and superfluidity is observed
in the central region. Building on earlier quantum Monte Carlo results, we propose a scenario for
this crossover using a shell model of coupled Luttinger liquids. We find that a small radius pore will
always localize the helium atoms, but above a critical radius, a single 1D channel flows through the
pore and can be described by Luttinger liquid theory.
I. INTRODUCTION
Superfluidity in bosonic helium-4 can be character-
ized by flow through narrow pores or constrictions with
zero viscosity1,2. The walls of such pores are never per-
fectly smooth, but will always be characterized by some
combination of disorder and periodic modulation associ-
ated with the solid material through which they traverse.
Thus, as helium atoms flow through the pore, they will
necessarily experience a spatially dependent potential.
Although the detail of this potential is material depen-
dent, its origin lies in the dipole-dipole or Van der Walls
interaction between helium atoms and the atoms in the
surrounding substrate. A ubiquitous feature of such po-
tentials is the presence of a deep potential minima near
the surface of the pore. This is responsible for the phe-
nomena of wetting3 and drives the escape of superfluid
helium from an open container. In a confined nanopore
geometry, the potential has an approximately cylindri-
cal symmetry, and the wetting layer will instead form a
shell, localized near the pore walls. For any excess he-
lium atoms inside this shell, its presence helps to smooth
out the localizing effects of disorder or commensuration
with the wall, and allows for a superfluid component to
remain to flow through the center of the pore.
On the other hand, a host of recent experiments aim
to study the quasi-one-dimensional (quasi-1D) properties
of helium-4 confined inside regular nanometer sized con-
strictions. Examples of the restricted geometries include
solid helium cells in contact with superfluid helium4,5,
networks of edge dislocations6, and nanopores in meso-
porous materials7–21. An alternative approach has been
undertaken to study helium-4 mass flow in a single cylin-
drical nanopore, carved with an electron beam through
a thin Si3N4 membrane
16. A major motivation for these
experiments is to study the crossover of a quantum fluid
to the 1D regime. A fluid of interacting bosons at low
temperatures (T ) confined to move along an infinite line
is predicted to be a “Luttinger liquid”22, a sort of quasi-
superfluid with power law decay at T = 0 of the su-
perfluid correlation function
〈
ψ†(x)ψ(y)
〉 ∝ |x − y|−K/2
where ψ(x) is the boson annihilation operator. Such a
liquid is characterized at low energies by its Luttinger pa-
rameter K, which is a measure of the tendency towards
algebraically decaying superfluid or solid order.
On the theory side, grand canonical quantum Monte
Carlo (QMC) simulations have been performed for he-
lium confined inside smooth nanopores23,24, where real-
istic interactions between helium atoms and the walls
of a translationally invariant Si3N4 pore were included
at a chemical potential corresponding to the bulk three-
dimensional (3D) saturated vapor pressure. It was found
that a pore of radius R = 2.9A˚ will support a single
quasi-1D column of atoms which can be described at low
temperature by Luttinger liquid theory with a large value
of K = 6.0 ± 0.224. QMC studies on smooth cylindrical
pores with larger radii observed the formation of multi-
ple circular layers inside the pore24,25 and a significantly
slower decay of the superfluid correlation function near
the pore center. In Fig. 1, QMC configuration snapshots
illustrating this behavior are shown for a nanopore with
length L = 10nm at T = 0.75K for R = 3–15A˚.
In real Si3N4 pores, it is expected that there would be a
large confining potential with both periodic and random
components due to the glassy structure of the substrate
and irregularities in the pore produced by the high en-
ergy electron beam. Even a small external potential is
predicted to localize a 1D Luttinger liquid for sufficiently
large K, with the critical values of K being 1/2 for a
periodic potential commensurate with the helium den-
sity and 2/3 for a random potential26. Thus we should
expect that experiments on small-radius narrow pores, if
possible, would not detect any fluid flow at least for small
pressure gradients. On the other hand, as explained pre-
viously, bulk 3D superfluid behavior is expected when
the pore radius reaches the micron range, regardless of
the presence of a sizable substrate potential.
In this work, based on the results of the QMC sim-
ulations in Ref. 23,24, we develop an analytical theory
and propose a shell model of coupled Luttinger liquids to
analyze the effects of disordered wall potentials, where
the Luttinger liquid channels correspond to the shells of
concentrated helium atoms as shown in Fig. 1. Each
channel is expected to have a large Luttinger parameter
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2FIG. 1: Quantum Monte Carlo configurations (particle world
lines) projected onto a plane at T = 0.75K for helium-4 atoms
confined inside silicon nitride nanopores with radii between
R = 3–15A˚ and length L = 10nm. The azimuthal symmetry
in conjunction with a strong confining potential leads to a
mass density that oscillates as of a function of radius due
to the spontaneous formation of concentric cylindrical shells.
For full simulation details see Ref. 24.
FIG. 2: Collective groups of channels bound by the relevant
inter-shell tunneling operators at low energies. The solid blue
circles represent different Luttinger liquid channels in the ab-
sence of inter-shell interactions, inter-shell tunnelings and dis-
orders. The red line represents the relevant tunneling term
between the two channels which the line connects. The solid
black circles represent the group of channels that are bound by
the relevant inter-shell tunneling operators in the RG sense.
In this case, P = 9 and Q = 3.
K due to intra-shell interactions. The couplings between
different channels arise from inter-shell hoppings and the
residual inter-shell interactions. We find that the repul-
sive inter-shell interactions always lower the Luttinger
parameters, at least for small interaction strengths. If
the Luttinger parameters are rendered small enough, the
inter-shell hoppings become relevant at low energies in
the sense of renormalization group (RG), and are able
to pin the superfluid phases of the corresponding shells
among which the hoppings take place. As a result, the
P Luttinger liquid channels are regrouped into Q (≤ P )
bound entities, such that at low energies, the channels
within each entity share a same superfluid phase. An il-
lustration of such regrouping is shown in Fig. 2. In par-
ticular, the Luttinger parameters of the groups of bound
channles will be significantly lowered, making them more
immune to disorder effects.
Based on this analysis, we propose a scenario of the
crossover behavior from narrow to wide nanopores: the
helium atoms are localized by the random substrate po-
tential for small radius pores, whereas there exists a crit-
ical radius value, above which a single (grouped) chan-
nel Luttinger liquid emerges in the central region of the
nanopore. This scenario indicates that the large Lut-
tinger parameter in 1D helium-4 does not necessarily de-
stroy the hope of observing the 1D to 3D crossover in
experiments and may actually make it easier due to the
resulting increase in the critical pore radius. It would
be desirable to compare the predictions here with QMC
simulations as well as real experiments.
Finally, we also note the whole analysis does not nec-
essarily rely on the decomposition of channels based on
cylindrical shells. Other ways of choosing the channels,
for example, angular momentum decomposition, work
equally well, which is discussed in Sec. IV A.
The rest of the paper is organized as follows. In Sec. II,
the model Hamiltonian is introduced and the bosoniza-
tion is performed. In Sec. III, the effects of inter-shell
interactions on the scaling dimensions of the inter-shell
tunnelings are analyzed. In Sec. IV, the low energy the-
ory for the Hamiltonian including the inter-shell inter-
actions and inter-shell tunnelings is derived. Based on
the results in the previous sections, Sec. V discusses the
effects of disordered substrate potential. Finally in Sec.
VI, we briefly summarize the main results of the paper.
II. THE MODEL HAMILTONIAN
It is a familiar idea that the single particle quantum
wave-functions in an infinitely long small radius pore cor-
respond to a set of sub-bands with different transverse
wave-vectors. However, that is not the approach we are
using here. As indicated in Fig. 1, for pore radii of 4A˚
or greater, several concentric cylindrical shells of helium
atoms form inside the nanopore. This is a consequence
of the Aziz potential27 describing the interaction between
helium atoms and also the potential used to model the
interaction with the smooth wall of the pore. The density
of helium atoms is suppressed at radii between the shells,
motivating a starting point in which tunneling (i.e., hop-
ping) of atoms between shells is ignored.
Then, for suitably long pores, each shell may be con-
sidered as an independent 1D system, giving a P-channel
Luttinger liquid for a pore with P shells. Each of these
shells will have a different linear density of atoms and
different effective 1D inter-atomic interactions. At least
three effects need to be included if this model is to be
used to describe the physics of quantum fluids in real
nanopores: inter-shell interactions, inter-shell tunneling,
3and the substrate potential which we might expect to
be larger on the outer shells near the pore wall than on
the inner shells. This model corresponds to a multi-leg
ladder, with each leg corresponding to a shell.
We consider the Hamiltonian of P channels of Lut-
tinger liquids, as
H = H0 +Hint +HT , (1)
in which: H0 is the sum of intra-channel terms
H0 =
∑P
i=1
[ ∫
dxψ†i (− ~
2
2m
d2
dx2 − µi)ψi
+ 12
∫
dxdyρi(x)Uˆii(x− y)ρi(y)
]
, (2)
where ψ†i , µi and ρi(x) = ψ
†
i (x)ψi(x) are the boson cre-
ation operator, the chemical potential and the density
operator, respectively, in the i’th channel; Hint includes
the inter-shell density-density interactions as
Hint =
∑
1≤i<j≤P
∫
dxdyρi(x)Uˆij(x− y)ρj(y); (3)
and HT is the inter-shell tunneling term
HT =
∑
1≤i<j≤P
∫
dxdy
[
tij(x− y)ψ†i (x)ψj(y) + h.c.
]
, (4)
where “h.c.” is “hermitian conjugate” for short. Later
we will also include the substrate/disorder potential HS
given by
HS =
P∑
i=1
∫
dxVi(x)ρi(x), (5)
in which Vi(x) represents the substrate/disorder poten-
tial acting in the i’th channel.
The above Hamiltonians can be expressed in bosonized
forms. We introduce the bosonization fields θi(x), φi(x),
such that ψi(x) and ρi(x) can be expressed in terms of
θi(x), φi(x) using the following bosonization formulas
22,
ψi(x) =
√
ρ0i +
1
pi
dθi(x)
dx
e−iφi(x),
ρi(x) = ρ0i +
1
pi
dθi(x)
dx
+ [const.× e2piiρ0ix−2iθi(x) + h.c.],
(6)
in which θi(x), φi(x) satisfy the commutation relations
[θi(x), φj(y)] =
pi
2
δijsgn(x− y), (7)
and ρ0i is the average density in the i’th channel.
After bosonization, H0 acquires the form
H0 =
1
2pi
∫
dx
P∑
i=1
{
vJi
[dφi(x)
dx
]2
+ vNi
[dθi(x)
dx
]2}
, (8)
in which the Luttinger parameter Ki and the velocity vsi
are related to vNi and vJi by
Ki =
√
vNi
vJi
, vsi =
√
vNivJi. (9)
For later convenience, we write H0 in a matrix form
H0 =
1
2pi
∫
dx∇θTVN∇θ + 1
2pi
∇φTVJ∇φ, (10)
in which θ and φ are both P -components column vectors
defined as
θ = (θ1, ...θP )
T , φ = (φ1, ...φP )
T , (11)
and VJ , VN are diagonal matrices whose matrix elements
are given by
(VN )ij = vNiδij , (VJ)ij = vJiδij . (12)
The inter-shell interaction term Hint acquires the
bosonized form
Hint =
1
pi2
P∑
i<j=1
∫
dxUˆij
dθi
dx
dθj
dx
, (13)
in which we have only kept the local terms, and the oscil-
lating terms in the density operators drop off the expres-
sion under the assumption that different channels have
different densities ρ0i. Hint can also be written in a ma-
trix form
Hint =
1
pi2
∫
dx∇θTU∇θ, (14)
in which the matrix elements of U are given by
Uij = (1− δij)Uˆij . (15)
Notice that unlike Uˆ in Eq. (3), the diagonal matrix
elements of U are all zero. Here we note that the two-
leg version of this model was studied in Ref. 28 in the
special case where the two legs are equivalent, having
equal densities and velocity parameters. In our case, the
occurrence of different densities actually simplifies the
analysis since the coupling of oscillating density operators
cos{2pi(ρ0i−ρ0j)x−2[θi(x)−θj(x)]} can be dropped from
the low energy theory due to the oscillating phase.
The inter-shell tunneling terms in Eq. (4) acquires the
bosonized form
HT =
∑
1≤i<j≤P
tij
∫
dx cos(φi − φj). (16)
Finally, the disorder term can be bosonized as
HS =
P∑
j=1
∫
dxVj(x) cos[2piρ0jx− 2θj(x)]. (17)
4III. THE INTER-SHELL INTERACTIONS
In this section, we consider the effects of inter-shell
interactions. As will be discussed in Sec. III A, the
Hamiltonian remains quadratic by including the inter-
shell interactions and can be diagonalized by performing
a canonical transformation. Then in Sec. III B, we deter-
mine the scaling dimensions of the inter-shell tunneling
terms.
A. Canonical transformation
Including the inter-shell interactions, the Hamiltonian
H1 = H0 +Hint becomes
H1 =
1
2pi
∫
dx
[∇θT (VN + 1
pi
U)∇θ +∇φTVJ∇φ
]
. (18)
Define θ′ and φ′ as
φ′ = V 1/2J φ, θ
′ = V −1/2J θ, (19)
then H1 can be written as
H1 =
1
2pi
∫
dx
[∇θ′,TV ′N∇θ′ +∇φ′,T∇φ′], (20)
in which
V ′N = V
1/2
J (VN +
1
pi
U)V
1/2
J , (21)
and the matrix kernel of the φ′ term becomes the P ×P
identity matrix.
Let O be an orthogonal matrix that diagonalizes V ′N
i.e.,
V ′N = OΛθO
T , (22)
where Λθ is a diagonal matrix, and define
φ′′ = OTφ′, θ′′ = OT θ′, (23)
then we obtain
H1 =
1
2pi
∫
dx
[∇θ′′,TΛθ∇θ′′ +∇φ′′,T∇φ′′]. (24)
The Luttinger parameter K ′′j in the j’th channel is given
by the j’th eigenvalue of V ′N , i.e.,
K ′′j =
√
(Λθ)jj . (25)
Here we note that the Luttinger parameter K ′′j is not
dimensionless. This is because after the transformation
Eq. (19), the new coordinates φ′, θ′ acquire dimensions,
unlike the original canonical coordinates φ, θ which are
dimensionless. Alternatively, one can introduce an arbi-
trary velocity v0 into Eq. (19), such that the transfor-
mations become v
1/2
0 φ
′ = V 1/2J φ and v
−1/2
0 θ
′ = V −1/2J θ.
Then K ′′j becomes dimensionless which is dependent on
the scale v0. However, we will keep using Eq. (19) in this
paper for simplification of notations, since this does not
affect any physical observable.
B. Scaling dimensions of inter-shell tunnelings
The scaling dimension of the field eiλφ
′′
j is26
[eiλφ
′′
j ] =
1
4
λ2K ′′j , (26)
where [...] denotes the scaling dimension of the operator
inside the bracket. Thus, to get the scaling dimensions
of the tunneling terms cos(φi − φj)’s, we need to rewrite
φi − φj in terms of φ′′j .
Denote eˆi to be the P -dimensional unit column vector
along the i’th direction, i.e.,
eˆi = (0, ...0, 1, 0, ...0)
T , (27)
in which 1 appears at the i’th position. Let
xij = eˆi − eˆj , (28)
then φi − φj = φTxij . Using Eqs. (19,23), we obtain
φTxij = φ
′′,T yij , in which
yij = O
TV
−1/2
J xij . (29)
Notice that the scaling dimension of cos(φ′′,T y) is
dij =
1
4
P∑
l=1
[(yij)l]
2K ′′l =
1
4
yTijΛ
1/2
θ yij , (30)
where (yij)l is the l’th component of the column vector
yij , and K
′′
l is given by Eq. (25). Using Eqs. (22,29), we
obtain
dij(U) =
1
4
xTijV
−1/2
J
√
(Vs)2 +
1
pi
V
1/2
J UV
1/2
J V
−1/2
J xij ,
(31)
in which Vs =
√
VNVJ .
Since V 2s in general does not commute with
1
piV
1/2
J UV
1/2
J , the square root
√
V 2s +
1
piV
1/2
J UV
1/2
J
cannot be easily carried out. We will consider this
square root in the limit of a small U , and only keep the
results up to first order in the matrix elements Uij . To
proceed, the following lemma is needed and a proof is
included in Appendix A.
Lemma. Let A and B both be real symmetric matrices.
Suppose A is also positive definite. Then[ d
dλ
√
A+ λB
]
λ=0
=
∫ ∞
0
dte−t
√
ABe−t
√
A. (32)
Now we apply Eq. (32) to our case. By taking A = V 2s
and B = 1piV
1/2
J UV
1/2
J , we obtain√
V 2s +
1
pi
V
1/2
J UV
1/2
J − Vs
=
∫ ∞
0
dte−tVs(
1
pi
V
1/2
J UV
1/2
J )e
−tVs +O(U2). (33)
5Thus, to linear order in U , ∆dij = dij(U) − dij(U = 0)
can be expressed as
∆dij =
1
4
xTijV
−1/2
J
[ ∫ ∞
0
dte−tVs(
1
pi
V
1/2
J UV
1/2
J )e
−tVs]V −1/2J xij .
(34)
Notice that both Vs and VJ are diagonal matrices, hence
they commute. Using the expressions for xij , we obtain
∆dij =
1
4pi
∫ ∞
0
dtxTije
−tVsUe−tVsxij
= −Uij
2pi
∫ ∞
0
dte−t(vsi+vsj)
= − Uij
2pi(vsi + vsj)
, (35)
in which vsj = (Vs)jj .
In summary, the scaling dimension of cos(φi − φj) is
given by
dij(U) =
1
4
(Ki +Kj)− Uij
2pi(vsi + vsj)
+O(U2). (36)
Therefore, the repulsive inter-shell interactions always
lower the scaling dimensions of the inter-shell tunneling
terms, at least for small U . In particular, this indicates
that the inter-shell tunnelings are rendered more relevant
at low energies in the RG sense.
IV. LOW ENERGY THEORY WITH
INTER-SHELL TUNNELINGS
A. The gapless modes of center of mass motions
Now we are prepared to discuss the effects of inter-shell
tunnelings. In general, some of the tunneling operators
are relevant, while some are irrelevant. We will build
up the low energy theory for H = H0 + Hint + HT by
integrating over the modes which are rendered massive
by the relevant tunneling terms. As a consequence, the
number of Luttinger liquid channels at low energies is
reduced.
Since Ki ∼ 6 (1 ≤ i ≤ P ),24 the value of dij in Eq. (36)
is around 3 in the absence of inter-shell interactions. Ac-
cording to Eq. (36), repulsive interactions always lower
the scaling dimensions dij . If dij becomes smaller than 2,
then the corresponding tunneling cos(φi−φj) is relevant
and flows to the strong coupling limit at low energies.
Graphically, as shown in Fig. 2, we connect the two
channels by a solid line if the tunneling term between
them is a relevant operator. In this way, the P channels
can be partitioned into Q (≤ P ) groups. Within each
group, any two channels are connected by a path formed
by the solid lines, whereas for two channels in two differ-
ent groups, there is no path connecting them.
Let’s consider the i’th group containing Pi channels,
where
∑Q
i=1 Pi = P . An example is shown in Fig. 2, in
which P1 = 5, P2 = 3, P3 = 1, and P = 9, Q = 3. Let
{i1, ..., iPi} be the numberings of the channels in the i’th
group. Then in the strong coupling limit, the tunneling
potential becomes∑
1≤k<l≤Pi
Tikil cos(φik − φil), (37)
in which we have denoted Tikil = b
2−dikil tikil as the RG
flowed coupling at low energies when the cutoff is reduced
by a factor of b. We note that not all Tikil ’s are nonzero.
If dikil is larger than 2, then the corresponding Tikil van-
ishes. However, by assumption, any two channels within
{i1, ..., iPi} can be connected by a path of nonzero Tikil ’s.
We also note that Tikil can be either positive or nega-
tive depending on the sign of the bare tunneling term
tikil . The strategy is to perform a mean field (i.e., classi-
cal) analysis to the RG flowed potential in Eq. (37). In
the strong coupling limit, the ground state of the system
is determined by minimizing the potential in Eq. (37).
The simplest situation is when all Tikil ’s are negative.
Then the minimum solution is given by φik ≡ φ(0)i where
1 ≤ k ≤ Pi and φ(0)i is some arbitrary real number.
For general Tik,il ’s, we assume that φik = φ
(0)
ik
(1 ≤
k ≤ Pi) is a minimum solution. Apparently, translating
all φil ’s by the same amount does not cost any energy,
since the cosine potential only depends on the difference
φik − φil . Therefore, the shifted coordinates
φik = φ
(0)
ik
+ λ, λ ∈ R (38)
also minimizes the potential. Hence, the shift of an over-
all phase is a gapless mode, and it corresponds to the
center of mass motion of all the Pi channels within the
i’th group.
Supposing we have found a minimum solution of the
tunneling potential in the strong coupling limit for each
group of channels, next we expand Eq. (37) around the
minimum solutions. Let δφil defined as
δφil = φil − φ(0)il (39)
be the coordinate parametrizing the deviation from the
minimum solution. Then the tunneling potential can
be expanded in a Taylor expansion of δφil . The lin-
ear terms vanish since {φ(0)il }1≤l≤Pi constitutes a saddle
point. Keeping only the quadratic terms, the tunneling
potential becomes
1
2pi
δφTMδφ, (40)
in which M is a P × P symmetric and semi-positive-
definite matrix.
Notice that M contains Q zero eigenvalues, corre-
sponding to translating all the φj ’s within the same group
6of channels by a same amount of displacement. More ex-
plicitly, the vector wk defined as
wk = (0, ..., 1, 0, ..., 1, ...0)
T (41)
is a null vector of M (i.e., Mwk = 0), in which the “1”’s
appear at the k1, ..., kPk positions. The massive modes in
Eq. (40) can be integrated out. Hence, at low energies, it
is enough to keep the Q gapless modes. Our next step is
to write down the low energy theory for theseQ Luttinger
liquid modes, which will be discussed in Secs. IV B,IV C.
We will first diagonalize the Hamiltonian for the q = 0
sector. Then a nonzero wavevector can be included by a
k · p perturbation on the Q gapless modes in the q = 0
case.
Here we make a comment on the choice of decomposing
the channels. Although we have based our discussions on
a shell model of coupled Luttinger liquids, it can be read-
ily observed that the whole discussion does not rely how
the channels are defined. For example, one can define the
channels according to the angular momentum decompo-
sition of the wavefunctions in a cylindrical geometry. In
that case, the regrouping of channels discussed in this
section due to inter-channel tunnelings equally applies.
The subsequent discussions in Secs. IV B, IV C, V essen-
tially only rely on a collection of regrouped channels, not
dependent on how these regrouped entities arise. Hence,
our analysis is based on a flexible scheme which captures
the overall features and is not sensitive to the microscopic
details.
B. The zero wavevector Hamiltonian
We first consider the q = 0 case. The Hamiltonian is
given by
H(q = 0) =
1
2pi
∇θT (q = 0)(VN + 1
pi
U)∇θ(q = 0)
+
1
2pi
δφT (q = 0)Mδφ(q = 0), (42)
in which ∇θj(q = 0) is the canonical conjugate partner
of δφj(q = 0). In what follows, we will drop q = 0 for
simplification of notations. To diagonalize H, we first
diagonalize VN+
1
piU , then rescale it to an identity matrix,
and finally diagonalize M .
The real symmetric matrix VN +
1
piU can be diagonal-
ized by an orthogonal matrix O1 as
VN +
1
pi
U = O1AθO
T
1 , (43)
in which Aθ is a diagonal matrix. Define the trans-
formed coordinates θ(1) and δφ(1) as θ(1) = OT1 θ, δφ
(1) =
OT1 δφ. Then the θ-part in Hamiltonian is diagonal-
ized with matrix kernel Aθ. Next rescale θ
(1), δφ(1) ac-
cording to θ(2) = A
1/2
θ θ
(1), δφ(2) = A
−1/2
θ δφ
(1), then
H = 12pi∇θ(2),T∇θ(2) + 12pi δφ(2)M˜δφ(2), where
M˜ = A
1/2
θ O
T
1MO1A
1/2
θ . (44)
Since M˜ is symmetric, it can be diagonalized by an or-
thogonal matrix O2, as
M˜ = O2ΛφO
T
2 , (45)
where Λφ is diagonal. Define θ˜ = O
T
2 θ
(2), δφ˜ = OT2 δφ
(2),
we obtain
H =
1
2pi
∇θ˜T∇θ˜ + 1
2pi
δφ˜TΛφδφ˜. (46)
In summary, under the transformations
θ˜ = OT2 A
1/2
θ O
T
1 θ,
δφ˜ = OT2 A
−1/2
θ O
T
1 δφ, (47)
the Hamiltonian at q = 0 is transformed into Eq. (46).
In what follows, for Λφ, we will take the convention of
arranging the zero eigenvalues in the upper-left block,
and put the remaining massive eigenvalues to the later
positions on the diagonal line, i.e.,
Λφ =

0
...
0
m1
...
mP−Q
 , (48)
in which there are Q zeros among the diagonal elements.
We are going to relate the Q canonical pairs of the collec-
tive gapless modes {θ˜k, δφ˜k}1≤k≤Q with the coordinates
{θj , δφj}1≤j≤P , which will be used in deriving the q 6= 0
Hamiltonian.
Before proceeding on, let’s try to gain a better under-
standing of the structure of O2. If Φk is a null vector of
M , then Φ˜k given by
Φ˜k = A
−1/2
θ O
T
1 Φk (49)
must be a null vector of M˜ (as defined in Eq. (44)). We
emphasize that this is not true for the eigenvectors of
other eigenvalues, i.e., if Φ is an eigenvector of M with
a nonzero eigenvalue, then Λ
−1/2
θ O
T
1 Φ may not necessar-
ily be an eigenvector of M˜ . By assuming Φk to be the
“center of mass” motion of the k’th group of channels as
discussed in Eq. (38), it is clear that Φk ∝ wk where wk
is defined in Eq. (41). To determine the normalization of
Φk, notice that Φ˜k is a column of the orthogonal matrix
O2, hence Φ˜k is normalized to 1, i.e., Φ˜
T
k Φ˜k = 1. This
fixes the normalization of Φk to be
Φk =
1√∑Pk
l=1[(Aθ)klkl ]
−1
(eˆk1 + ...eˆkPk ), (50)
in which ej and Aθ are defined in Eq. (27) and Eq. (43),
respectively, and (Aθ)klkl represents the matrix element
of Aθ at the (kl, kl) position. Since M˜ is diagonalized by
7O2, we see that the k’th column (1 ≤ k ≤ Q) of O2 is
Φ˜k, i.e.,
(O2)
cl
k = Φ˜k (51)
in which (C)clk denotes the column vector formed by the
k’th column of the matrix C. More explicitly,
O2 = (Φ˜1, ...Φ˜k, Φ˜
′
k+1...Φ˜
′
P ), (52)
in which Φ˜′j (k + 1 ≤ j ≤ P ) are the eigenvectors of the
massive eigenvalues in Eq. (48).
Next, we express θ˜k (1 ≤ k ≤ Q) – which is the gapless
mode of the k’th component of the column vector θ˜ – in
terms of θi’s (1 ≤ i ≤ P ). According to Eq. (47), θ˜k
is equal to [(O2)
cl
k ]
TA
1/2
θ O
T
1 θ. Using Eqs. (49,51), it is
straightforward to obtain
θ˜k = Φ
T
k θ. (53)
By virtue of Eq. (50), we conclude that for the “center of
mass” motion of the k’th group of channels {j1, ...jPk},
the gapless mode is given by θ˜k ∝ θk1 +...+θkPk . Here we
make a comment on (Aθ)klkl ’s which appear in the nor-
malization factor of Φk. According to Eq. (43), (Aθ)klkl
is equal to vNkl up to lowest order in U . Since the di-
agonal elements of U vanish, the first order corrections
of the eigenvalues of Aθ are zero. Hence, the next order
term in (Aθ)klkl is in the order of U
2, i.e.,
(Aθ)klkl = vNkl +O(U
2). (54)
We also examine δφ˜ and derive the component of δφi
on δφ˜k (1 ≤ k ≤ Q). Notice that δφ = O1A1/2θ O2δφ˜.
Thus the component of δφ on δφ˜k is given by the k’th col-
umn of O1A
1/2
θ O2. On the other hand, (O1A
1/2
θ O2)
cl
k =
(O1A
1/2
θ )(O2)
cl
k = Φk, where Eqs. (49,51) are used. This
shows that the component of δφ on δφ˜k is given by Φk.
Taken into account the normalization, we obtain
δφ =
Q∑
k=1
1√∑Pk
l=1[(Aθ)klkl ]
−1
(eˆk1 + ...eˆkPk )δφ˜k
+massive modes, (55)
in which the notation “massive modes” in Eq. (55) de-
note the contributions from the massive eigenvectors δφ˜k
(Q+ 1 ≤ k ≤ P ).
In summary, the transformations between {θ˜, δφ˜} and
{θ, δφ} are given by Eqs. (53,55), and can be arranged
into the following matrix forms
θ˜L =
 ΦT1...
ΦTk
 θ,
δφ = (Φ1, ...,Φk)δφ˜
L + massive modes, (56)
in which θ˜L and δφ˜L are both Q-component column vec-
tors defined as
θ˜L = (θ˜1, ..., θ˜Q)
T
δφ˜L = (δφ˜L1 , ..., δφ˜
L
Q)
T , (57)
where θ˜Lk , δφ˜
L
k (1 ≤ k ≤ Q) are used to denote the gapless
Luttinger liquid modes within θ˜j , δφ˜j (1 ≤ j ≤ P ). The
components of δφ on δφ˜l (Q + 1 ≤ l ≤ P ) are abbrevi-
ated in the notation “massive modes” and not explicitly
shown.
Finally we note that besides the detailed derivations
of the transformations in Eq. (56) given within this sec-
tion, there are understandings of Eq. (56) based on con-
siderations on general grounds. An understanding of Eq.
(56) from the point of view of the Noether theorem is
discussed in Appendix B, which in particular, does not
rely on the Gaussian fluctuation approximation made in
Eq. (40). In addition, the transformation from δφ to
δφ˜ can be inferred from that from θ to θ˜ as discussed
in Appendix C, since the two transformations together
constitute a canonical transformation.
C. The nonzero wavevector Hamiltonian
Now we are able to write down the low energy theory
for the Q gapless modes by including nonzero wavevec-
tors, which can be achieved using a k · p perturbation
theory. Comparing the Hamiltonians between the q = 0
and q 6= 0 cases, we see that there is one additional term
for a nonzero q which involves the derivatives of δφ, i.e.,
∆H(q) =
1
2pi
∇δφT (q)VJ∇δφ(−q), (58)
in which ∇δφ = ∇φ is used and VJ is defined in Eq. (12).
Notice that in the k · p treatment, we should replace ∇
in Eq. (56) by ±iq, but we choose to keep the gradient
symbol for simplicity.
By integrating out the massive modes, it is enough to
keep the gapless modes δφ˜Lk (1 ≤ k ≤ Q) in Eq. (58).
Using Eq. (56), we obtain
∆H(q) =
1
2pi
∇δφ˜L,T (q)V˜J∇δφ˜L(−q), (59)
in which
V˜J =
 ΦT1...
ΦTk
VJ(Φ1, ...,Φk). (60)
Since VJ is diagonal, and different Φk’s do not have any
common channel, it is clear that V˜J is diagonal, i.e.,
ΦTmVJΦn = (V˜J)mmδmn, 1 ≤ m,n ≤ Q. (61)
The normalization factor can be straightforwardly calcu-
lated as
(V˜J)kk =
∑Pk
l=1 vJkl∑Pk
l=1(Aθ)
−1
klkl
, (62)
8in which Aθ is defined in Eq. (43). Keeping only the
O(1) terms, we have
(V˜J)kk =
∑Pk
l=1 vJkl∑Pk
l=1 v
−1
Nkl
+O(U2). (63)
In summary, the low energy theory for the Q gapless
modes is
H˜ =
1
2pi
Q∑
k=1
∫
dx
[∇θ˜Lk∇θ˜Lk + v˜Jk∇δφ˜L,Tk ∇δφ˜Lk ], (64)
in which the velocity and Luttinger parameter for the
k’th mode are
v˜Jk = (V˜J)kk, K˜k =
1√
v˜Jk
. (65)
V. SUBSTRATE POTENTIAL
To understand the fate of the Q remaining gapless bo-
son fields in Eq. (64) which are not pinned by inter-shell
tunnelings, we must finally consider the effect of the sub-
strate potential.
The bosonized form of the substrate potential is given
in Eq. (17). If the substrate potential has a Fourier
component at wave-vector 2piρ0j , then the operator
cos[2θj(x)] will appear in the effective Hamiltonian and
will be relevant if it has dimension dSj < 2. Alternatively,
if the substrate potential has a random component at this
wavevector, HS will be relevant if
29 dSj < 3/2. However,
to study the RG behaviour of HS we must take into ac-
count the effects of the inter-shell tunnelings. These lead
to competing phases since HS attempts to pin the θj
variables whereas HT attempts to pin the φj variables.
When a field is pinned, its dual field fluctuates strongly
making the corresponding interaction irrelevant. Here we
assume that the substrate potential is sufficiently weak
compared to the inter-shell tunneling, such that Eq. (17)
can be treated as a perturbation on Eq. (65). This as-
sumption should be true at least for the channels in the
central region of the nanopore when the radius of the
pore is large.
Rewriting cos(2θj) in the θ˜-basis always involves some
of the θ˜k variables with k > Q (corresponding to mas-
sive modes) which makes HT irrelevant. Thus inter-shell
tunneling can stabilize the system against disorder. How-
ever, we must consider higher order processes which can
be relevant. For example, the following term which in-
volves the k’th gapless collective mode (1 ≤ k ≤ Q) in
Eq. (64) is allowed via a Pk’th order perturbation,
H
(i)
S =
∫
dxV (x) cos[2piρ0,(k)x− 2
Pk∑
l=1
θkl ], (66)
in which ρ0,(k) =
∑Pk
l=1 ρ0kl is the total linear density in
the k’th group of channels. Taking into account the fact
that V (x) may have a Fourier mode at 2piρ0,(k) and a
random component, the relevance of H
(k)
S is determined
by the scaling dimension dS,(k) of cos[2
∑Pk
l=1 θkl ].
Using Eq. (56), cos[2
∑Pk
l=1 θkl ] can be rewritten as
cos[2
Pk∑
l=1
θkl ] = cos(2µkθ˜k), (67)
in which µk is given by µk =
√∑Pk
l=1[(Aθ)klkl ]
−1. There-
fore, the scaling dimension dS,(k) can be determined as
dS,k = µk/K˜k. According to Eq. (65), we obtain
dS,k =
√√√√( Pk∑
l=1
vJjl
)( Pk∑
l=1
[(Aθ)klkl ]
−1). (68)
To understand Eq. (68), let’s consider the special case
of identical P channels of Luttinger liquids without inter-
shell interactions, i.e.,
vJi ≡ vJ , vNi ≡ vN , (69)
where 1 ≤ i ≤ P . Then it is clear that up to O(U0), we
have
dS,k =
√
P 2k
vJ
vN
=
Pk
K
, (70)
in which K =
√
vJ
vN
∼ 6 is the Luttinger parameter of a
single channel in the initial model of P coupled Luttinger
liquid channels. Thus we see that the larger Pk is, the
more robust the k’th gapless mode in Eq. (64) becomes
with respect to disorder effects.
Finally, let’s consider an example for illustration,
which might be relevant to real situations with a large
pore radius. For simplification, suppose initially there are
P approximately identical channels satisfying Eq. (69).
Assume that the inner P−1 channels are bound by inter-
shell tunnelings and the outer P ’th channel is left decou-
pled. In this case, we have Q = 2. Then according to Eq.
(70), the scaling dimensions of the disorder potentials are
given by
dS,1 ∼ P − 1
K
, dS,2 ∼ 1
K
, (71)
where K ∼ 6. Clearly, the outermost P ’th shell is local-
ized by the disorder which coats the pore wall. For the
inner P − 1 shells, they are localized by the disordered
substrate potential when P is small. However, dS,1 can
be made arbitrarily large by increasing P , hence the ef-
fect of disorder potential on the inner entity of the P − 1
shells will be made irrelevant for sufficiently large P . As
a result, we should be able to observe a Luttinger liquid
flowing through the nanopore.
We note that the above analysis provides an under-
standing to the physical arguments about the 1D to 3D
9crossover behavior as discussed in Sec. I. The P ’th shell
is pinned by the wall potential and shields the inner
fluids from the substrate such that superfluidity (here
quasi-long ranged superfluidity) is maintained in the cen-
tral regions. For more complicated situations, we expect
that as long as the pore radius is large enough, there ex-
ists a group of shells which are bound together by inter-
shell tunnelings, making them robust to disorder effects.
Therefore, a Luttinger liquid channel always exists in the
system for nanopores with a large enough radius.
VI. CONCLUSION
In conclusion, based on earlier QMC observations,
we propose a shell model of coupled Luttinger liquids
to describe the helium-4 mass flow through rough-
walled nanopores. Using this shell model, the effects
of substrate potential and increasing pore radius are
studied. For small pore radius, all helium-4 atoms are
localized by the substrate potential. However, at a
critical radius, a single component gapless Luttinger
liquid emerges as the first step in the crossover to
3D behavior. This result is related to the standard
picture for larger pores where a layer of bosons near
the pore wall smooth out the substrate potential and
allow a tube of atoms to flow through the center with
zero viscosity. It suggests that there may be a range
of pore radii over which single component Luttinger
liquid behavior could be observed. Surprisingly, this
does not require such a small radius that there is
only one shell. Rather the minimum required pore
radius corresponds to multiple shells in order for the
effects of the substrate potential to be screened. Numer-
ical test of the proposed scenario is worth further studies.
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Appendix A: Proof of Eq. (32)
In this appendix, following Ref. 30, we give a quick
proof of Eq. (32). Let A(λ) = A+λB. Let D be defined
as
D = [
d
dλ
√
A+ λB]λ=0, (A1)
i.e., D = [ ddλ
√
A(λ)]λ=0. Differentiating [
√
A(λ)]2 =
A(λ), we have
D
√
A+
√
AD = [
d
dλ
A(λ)]λ=0 = B, (A2)
which has a unique solution for D. We show that the
integral expression for D in Eq. (32) satisfies Eq. (A2).
In fact,
D
√
A+
√
AD
=
∫ ∞
0
dt
[
e−t
√
ABe−t
√
A
√
A+
√
Ae−t
√
ABe−t
√
A
]
=
∫ ∞
0
dt(− d
dt
)(e−t
√
ABe−t
√
A)
= B, (A3)
completing the proof of Eq. (32).
Appendix B: Noether theorem and the collective
gapless modes
For simplification, we consider the special case of Q =
1, i.e., there is only one gapless mode, which corresponds
to the center of mass motion of all the P channels. The
general case of an arbitrary Q can be discussed in a simi-
lar manner by considering the channels of each collective
gapless mode separately.
To apply the Noether theorem, we consider the original
Hamiltonian in Eq. (1) in its bosonized form. The system
has a continuous symmetry defined as
φi → φi + λ, (B1)
where 1 ≤ i ≤ P , and λ ∈ R. The corresponding Noether
current is
jµ =
∑
i
∂L
∂(∂µφi)
, (B2)
in which µ = 0 and 1 corresponding to the time and
spatial coordinates, respectively, and the Lagrangian L
density is given by
L = 1pi
∑
i ∂tφi∂xθi − 12pi
∑
i[vJi(∂xφi)
2 + vNi(∂xθi)
2]
− 1pi2
∑
i<j Uˆij∂xθi∂xθj −
∑
i,j tij cos(φi − φj).
(B3)
This gives
j0 =
1
pi
∑
i
∂xθi,
j1 = − 1
pi
∑
i
vJi∂xφi. (B4)
The local conservation law
∂µj
µ = 0 (B5)
then implies
∂t
∑
i
∂xθi =
∑
i
vJi∂
2
xφi. (B6)
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Multiplying both sides of Eq. (B6) by ΦT1 , where, ac-
cording to Eq. (50), Φ1 is defined as
Φ1 =
1√∑P
l=1[(Aθ)ll]
−1
(1, ..., 1)T , (B7)
Eq. (B6) can then be alternatively written as
∂t∂xθ˜1 = Φ
TVJ∂
2
xφ, (B8)
in which VJ is the matrix defined in Eq. (12), and θ˜1
represents the collective coordinate of the center of mass
motion defined in Eq. (56). Notice that the designation
of the coordinate as θ˜1 is consistent with the convention
taken in Eq. (48), where the numbering of the gapless
modes are in front of the massive modes. Using Eq. (56),
∂2xφ can be expressed in terms of ∂
2
xδφ˜i’s. Then Eq. (B8)
becomes
∂t∂xθ˜1 = Φ
TVJΦ · ∂2xδφ˜1 + ∂2x(massive modes). (B9)
According to Eq. (60), Eq. (B9) is simply
∂t∂xθ˜1 = (v˜J)1∂
2
xδφ˜1 + ∂
2
x(massive modes). (B10)
At low energies, the massive modes can be removed from
Eq. (B9). Thus Eq. (B10) coincides exactly with the
equation of motion for ∂xθ˜1 which can be readily derived
from the Hamiltonian in Eq. (64). This provides an
understanding of Eq. (64) in terms of conservation law
and Noether theorem.
Appendix C: Canonical transformation from {θ, δφ}
to {θ˜, δφ˜}
Consider the following linear transformations
θ˜ = Uθθ, δφ˜ = Uφδφ, (C1)
in which both Uα (α = θ, φ) are P ×P matrices. Assum-
ing {θ˜, δφ˜} to satisfy the same commutation relations as
{θ, δφ}, i.e., Eq. (7), it is straightforward to obtain
UθU
T
φ = IP , (C2)
where IP represents the P×P identity matrix. Therefore,
we obtain δφ˜ = U−1,Tθ δφ, or alternatively,
δφ = UTθ δφ˜. (C3)
This is exactly Eq. (56).
In summary, according to Appendices B, we see that
the expression of θ˜ is fixed by Noether theorem, since its
spatial derivative ∂xθ˜ simply corresponds to the Noether
charge. Then the transformation for δφ˜ is determined
from the property of the canonical transformation as dis-
cussed in this appendix. However, we emphasize that the
usefulness of Eq. (C1) in diagonalizing the Hamiltonian
is based on the Gaussian fluctuation approximation made
in Eq. (40).
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