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Resumen
En el siguiente Trabajo Final de Ma´ster se realiza un estudio de los protocolos de en-
rutamiento de redes vehiculares. Estos protocolos se dividen en dos grandes grupos, los
protocolos basados por el encaminamiento y los basados por localizacio´n geogra´fica. Es-
te primer grupo a la vez se divide en dos grupos, los basados en protocolos reactivos y
los proactivos. La diferencia entre estos dos subtipos de protocolos es que los reactivos
obtienen la informacio´n de direccionamiento en el momento exacto que se necesita y en
cambio los protocolos proactivos esta´n constantemente enviando y solicitando la infor-
macio´n. Los protocolos ma´s representativos de estudio son AODV y DSR en cuanto a
protocolos reactivos, y OLSR y DSDV en cuanto a proactivos. Respecto a los proto-
colos basados en geolocalizacio´n, estos se caracterizan porque necesitan de dispositivos
GPS para poder trabajar correctamente. En los u´ltimos an˜os a este tipo de protocolos
se les ha ido an˜adiendo te´cnicas de inteligencia artificial para optimizar y hacerlos ma´s
robustos y fiables.
Este tipo de protocolos se integran con sistemas de transporte inteligente, de esta forma,
con este tipo de sistema se pretende reducir el nu´mero de accidentes y otros factores que
afectan a la conduccio´n.
En cuanto a la etapa de experimentacio´n, el proceso se divide en diversas subetapas,
la primera de ellas esta basada en el disen˜o y desarrollo de protocolos confiables y
robustos. Una vez superada esta etapa hay que obtener tendencias de conduccio´n con
los simuladores de movilidad, para as´ı, obtener la dicha informacio´n y suministrarla
al simulador de redes inala´mbricas para poder estudiar los diversos comportamientos
que van ocurriendo, como es el caso del estudio de la densidad de los nodos, de como
afectan las sobrecargas en la red, el retardo en la entrega de los paquetes, adema´s de la
tasa de paquetes perdidos. Esta etapa, permite iterar sobre ella, de forma que segu´n los
resultados obtenidos se puede redefinir las especificaciones, adema´s permite la evaluacio´n
de las propuestas con un gran nu´mero de dispositivos sin constes adicionales. Cuando
los resultados son los deseados se pasa a la u´ltima etapa del proceso, que consiste en
implementar el protocolo en equipos f´ısicos.
Este TFM cubre las dos primeras etapas descritas, constituyendo un primer paso nece-
sario para el desarrollo de futuros trabajos en la l´ınea de mejorar los sistemas basados
en protocolos de enrutamiento basados en GPS aplicables tanto a veh´ıculos como robots
mo´viles. Adema´s se ha propuesto un ecosistema completo para el disen˜o y evaluacio´n de
este tipo de protocolos. En esta l´ınea, se ha desarrollado un modelo de protocolo de en-
rutamiento para VANETs con caracter´ısticas novedosas, habie´ndose validado y realizado
una completa evaluacio´n del mismo mediante el ecosistema propuesto. Finalmente, tam-
bie´n se han realizado ya las primeras implementaciones y pruebas sobre hardware real
que permitira´ la aplicacio´n de los protocolos propuestos, con resultados muy positivos.
Resum
En aquest Treball Final de Ma`ster e´s realitza un estudi dels protocols d’encaminament
de xarxes vehiculars. Aquestos protocols es divideixen en dos grans grups, els protocols
basats per l’encaminament i els basats per localitzacio´ geogra`fica. El primer grup a me´s
a me´s, es divideix en altres dos subgrups, els basats amb protocols reactius i amb els
proactius. La difere`ncia amb ambdo´s subtipus de protocols es que al cas dels reactius
adquireixen la informacio´ d’encaminament al moment exacte que es necessita, i en can-
vi estan constantment transmitent-la i sol·licitant-la. Els protocols me´s representatius
d’estudi son AODV i DSR en quant al reactius, i OLSR i DSDV en quant als proactius.
Pel que fa als protocols basats per geolocalitzacio´ es caracteritzen per emprar dispositius
GPS per al seu correcte funcionament. Als u´ltims anys a aquest tipus de protocols se’ls
ha anat afegint te`cniques d’intel·lige`ncia artificial per optimitzar i fer-los me´s robustos
i fiables.
Aquests tipus de protocols s’integren amb els sistemes de transport intel·ligent, d’aquesta
manera els sistemes pretenen reduir el nombre d’accidents i altres factors que afecten a
l’hora de conduir.
En quant a l’etapa d’experimentacio´ el proces es divideix com es diverses subetapes, la
primera consta del disseny i desenvolupament dels protocols confiables i robustos. Una
vegada superada aquesta etapa hi ha que llanc¸ar simulacions dels models de mobilitat per
a obtindre els resultats, seguidament aquesta informacio´ es subministrada als simuladors
de xarxes sense fils per a observar el que va passant, segons canvie la densitat dels nodes,
com afecten les sobrecarregues a la xarxa i els temps d’entrega, a me´s a me´s de la taxa
de paquets perduts. Aquesta etapa ofereix la possibilitat d’iterar sobre ella mateixa, de
tal forma que segons es vagen obtenint els resultats es poden redefinir les especificacions
a me´s, d’avaluar les propostes amb un gran nombre de dispositius sense fer despeses
addicionals. En quan els resultats son els desitjats es passa a l’u´ltima etapa del proces,
que` consisteix en implementar el protocol en dispositius f´ısics.
Aquest TFM cobreix les dos primeres etapes del proce´s mencionat, constituint una pri-
mera etapa necessa`ria per al desenvolupament de futurs treballs que estiguen orientats
en l´ınia de millorar els sistemes basats en protocols d’encaminament basats amb dispo-
sitius GPS aplicables tant a vehicles com a robots mo`bils. A me´s a me´s. s’ha proposat
un ecosistema complet per al disseny i avaluacio´ d’aquest tipus de protocols. En aquesta
l´ınia, s’ha desenvolupat un model de protocol d’encaminament per a xarxes VANETs
amb noves caracter´ıstiques, havent-se validat i realitzat ja les primeres implementacions
i probes sobre dispositius reals que permetran l’aplicacio´ dels protocols proposats, amb
resultats prou diferents.

Abstract
This master thesis presents a study of routing protocols for vehicular networks. These
protocols are divided into two main groups: protocols based on routing and protocols
based on geographical location. The first group is divided into two groups, proactive
and reactive protocols. The difference between these two subtypes of protocols is that
the necessary control information is obtained when needed in the reactive protocols whi-
le proactive protocols are constantly sending and requesting control information. The
most representative reactive protocols are AODV and DSR, and the most representative
proactive protocols are OLSR and DSDV. On the other hand, geolocation based proto-
cols are characterized by the necessity of GPS devices to work properly. In recent years,
protocols of this last type have been improved applying artificial intelligence techniques
to optimize their functioning and increase their robustness and reliability.
All these protocols are integrated with intelligent transport systems. In this way, the
goal with these systems is to reduce the number of accidents among other factors that
affect driving.
Regarding the experimental phase, the process is divided into several sub-steps, the
first involves the design and development of robust and reliable protocols. Once this
step has been passed driving trends should be obtained with the mobility simulators in
order to be provided to the network simulators to study and evaluate the behavior and
performance. This stage allows iterate over it, so that according to the results you can
refine the specification, also allows the evaluation of proposals with a large number of
devices without additional costs. Finally, last step consists on the real implementation
on physical devices.
This TFM covers the first two described stages, being a necessary work that will allow
the development of future lines dedicated to improve based on GPS routing protocols
that can be applied to both vehicles and mobile robots. Additionally, a complete ecosys-
tem for the design and evaluation of such protocols has been proposed in this thesis. In
this line, a model for VANETs routing protocol with new characteristics has been deve-
loped and validated. After that, an exhaustive experimentation and evaluation using the
proposed ecosystem has been conducted. Finally, early implementations and testing on
real hardware that will allow the application of the proposed protocols also have already
been carried out, with very interesting results.
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Cap´ıtulo 1
Introduccio´n
En la u´ltima de´cada las redes inala´mbricas han experimentado un enorme avance en
cuanto a prestaciones y nuevas tecnolog´ıas. Este avance a llevado a que este tipo de sis-
temas se este´n incorporando en entornos que hace unos an˜os la idea no era concebible,
como por ejemplo dotar a los veh´ıculos de sensores inala´mbricos que sean capaces de
comunicarse con el resto de veh´ıculos del entorno. Esto es lo que se conoce como “Vehi-
cular Ad-Hoc Networks” (VANETs). Este tipo de redes se caracterizan porque los nodos
son veh´ıculos, aunque pueda existir una infraestructura inala´mbrica fija. Los veh´ıculos
dotados con esta tecnolog´ıa forman una red en pleno movimiento y se mueven de for-
ma arbitraria, as´ı incrementando la seguridad en las carreteras y reduciendo el impacto
medioambiental. La evolucio´n que han experimentado los sistemas electro´nicos en los
u´ltimos an˜os tanto en sus prestaciones como reduccio´n de precios, ha llevado a que tec-
nolog´ıas que era inconcebibles, hoy este´n al alcance de nuestras manos. Y con los enormes
avances que han sufrido los sistemas informa´ticos en los u´ltimos en cuanto a capacidad
de co´mputo y nuevas tecnolog´ıas, como son los sistemas expertos e inteligentes.
Con la evolucio´n de esta tecnolog´ıa, tanto en el a´mbito dome´stico como profesional,
se ha llegado a situaciones realmente algo desagradables, como es el caso de que las
personas este´n pendientes de sus dispositivos mo´viles y poco atentos a la conduccio´n,
y como consecuencia existe una alta tasa de siniestralidad. Asimismo, la elevada flota
de automo´viles que existen hoy en d´ıa ha llevado a que se formen aglomeraciones y
esto es un peligro tanto para el medio ambiente como para el personal Figura 1.1. A
ra´ız de esta serie de problemas y acompan˜ados de otros existentes como los simples
despistes, unos grupos de personas han decidido emplear sus energ´ıas en el desarrollo en
nuevas tecnolog´ıas y te´cnicas que se puedan incorporar en los veh´ıculos para reducir este
problema. Para solventar este rompecabezas se esta´n empleando te´cnicas y tecnolog´ıas
esta´n basadas en las redes de sensores inala´mbricos, sistemas inteligentes y expertos
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donde los veh´ıculos han de ser capaces de tomar decisiones en caso de que los humanos
no hayan sido capaces de tomarlas.
Figura 1.1: Aglomeraciones en las carreteras
1.1. Objetivos del Trabajo Final de Ma´ster
Tras lo presentado anteriormente los objetivos de este trabajo consiste en:
Aprendizaje de las herramientas empleadas para la simulacio´n de redes vehiculares.
Investigar en protocolos de redes vehiculares y te´cnicas de IA que sean aplicadas a
veh´ıculos o robots mo´viles. De esta forma que puedan tomar decisiones coordinadas
de forma distribuida a trave´s de la informacio´n suministrada por la WSN.
Desarrollar un modelo de enrutamiento basado en redes vehiculares.
Llevar a cabo la correspondiente experimentacio´n mediante campan˜as de simula-
cio´n.
Analizar los resultados obtenidos tras el desarrollo y validarlo.
En primer lugar se realizara´ una evaluacio´n de las propuestas mediante simulacio´n y
posteriormente sobre nodos reales que sera´n adecuados en funcio´n de los resultados
obtenidos en las campan˜as de simulacio´n, estudia´ndose finalmente su aplicacio´n en la
transferencia de informacio´n entre los veh´ıculos ligeros y robots mo´viles.
1.2. Estructura del TFM
Este trabajo se estructura de la siguiente forma:
En el cap´ıtulo dos se realizara´ una descripcio´n de una de las tecnolog´ıas que se emplea
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en los Sistemas de Transporte Inteligente (ITS), esta tecnolog´ıa es Wireless Access in
Vehicular Environments (WAVE). Despue´s de exponer esta primera parte se procedera´ a
explicar una serie de te´cnicas de Inteligencia Artificial que se esta´n aplicando en los u´lti-
mos an˜os al ana´lisis de protocolos de enrutamiento en las redes vehiculares. Ya con esto
presentado, se centrara´ el intere´s en analizar diferentes tipos de protocolos para este tipo
de redes.
Seguidamente, en el cap´ıtulo tres se introducira´n las herramientas empleadas en este
trabajo, para ello se realizara´ una breve descripcio´n del simulador de redes basado en
eventos discretos NS-3 y se describira´ brevemente su arquitectura. Tambie´n se deta-
llara´ el simulador SUMO, que es un simulador para generar escenarios de movilidad y
definir comportamientos de veh´ıculos. Se especificara´ el entorno donde se va a realizar
la implementacio´n en equipos reales, esta herramienta es ROS y finalmente se introdu-
cira´ los dispositivos electro´nicos que se empleara´n, la tarjeta BeableBoneBlack y la cape
ROBOCape.
A continuacio´n en el cap´ıtulo cuatro, se expondra´ el trabajo realizado con las tres he-
rramientas introducidas anteriormente y el ecosistema de simulacio´n que ha resultado
con la incorporacio´n de un nuevo protocolo.
En el cap´ıtulo cinco se presentara´ la experimentacio´n y ana´lisis de los resultados ob-
tenidos, comparando los resultados obtenidos con el protocolo propuesto. Adema´s, se
describira´ la aplicacio´n realizada sobre la tarjeta BeableBoneBlack mostrando que pue-
de ser aplicable a cualquier sistema robotizado mo´vil.
Finalmente, en el cap´ıtulo seis, se expondra´n las conclusiones obtenidas de todo el tra-
bajo, se enunciara´n las publicaciones y colaboraciones que se han realizado durante la
elaboracio´n de este trabajo, y finalmente se expondra´ los futuros trabajos que dara´n
lugar al desarrollo de la tesis doctoral.

Cap´ıtulo 2
Estado del arte
2.1. Tecnolog´ıa inala´mbrica
Hoy en d´ıa se conocen aplicaciones para Intelligent Transport Systems (ITS) [1]. Estos
sistemas se dividen en dos grupos:
Aplicaciones que aportan seguridad.
Aplicaciones sin seguridad.
La principal diferencia entre estos dos grupos es que la primera esta´ orientada a que
los veh´ıculos se comuniquen entre s´ı para as´ı poder intercambiarse mensajes frente a
accidentes, atascos, estado de las carreteras, y el segundo esta´ ma´s orientado al ocio.
Esto hace que se elaboren una serie protocolos enunciados en 2.3.1 que esta´n basados
en el esta´ndar 802.11. Dentro de este esta´ndar existen diversas variantes como es el
caso de los esta´ndares mas comu´nmente conocidos 802.11a/b/g, pero existe el esta´ndar
802.11p que incorpora la arquitectura necesaria para Wireless Access In Vehicular
Environments (WAVE), que es para sistemas de comunicaciones vehiculares, este
opera en la banda de 5.8-5.9 GHz con un ancho de banda de 75 MHz.
Dentro de este modo de comunicacio´n inala´mbrica se encuentran las conexiones Vehicular-
To-Vehicular (V2V) [1, 2] el cual permite realizar env´ıos de informacio´n entre distintos
veh´ıculos y el otro tipo de conexiones es Vehicular-To-Infraestructure (V2I), que
permite a los nodos comunicarse con infraestructuras que tienen una localizacio´n fija y
esta´n dotados de Gateways (GW) Figura 2.1.
Los sistemas de comunicaciones V2V esta´n libres de usar una infraestructura y tan solo
se comunican con los nodos que esta´n dentro de su alcance, para que esto se produzca
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los veh´ıculos han de estar dotados de sistemas On Board Unit (OBUs), as´ı creando
redes ad-hoc, esto permite que exista una alta movilidad dina´mica en la red y por tanto
requiere un descubrimiento, mantenimiento y recuperacio´n de la ruta.
En cuanto a los sistemas de comunicaciones V2I involucran los sistemas OBUs y Road-
side Unit (RSUs). Esto permite que las OBUs sean capaces de intercambiar mensajes
con las RSUs y estas mediante Access Points (APs) sean capaces conectarse a inter-
net a trave´s de Internet Gateways (IGWs), as´ı adquiriendo un direccionamiento IP
global. Esto permite que la gestio´n de la movilidad este´ garantizada y los paquetes de
los nodos sean alcanzables. En la Figura 2.2 se muestra el esquema de conexiones.
Figura 2.1: Arquitectura Red Vehicular
Figura 2.2: Comunicaciones V2V y V2I
En este sistema de comunicaciones el direccionamiento IP emplea una topolog´ıa jera´rqui-
ca plana debido al ra´pido cambio que se produce en la misma. Esta topolog´ıa ha de ser
compatible con la existente en modo cableada. Por ello se emplean direcciones IPv6
autoconfigurables. Debido a la elevada movilidad de los nodos se producen fallos de
conexio´n, por ello surge la necesidad de emplear mallas de redes inala´mbricas h´ıbridas.
Este tipo de redes han de presentar una serie de caracter´ısticas, como por ejemplo; cada
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nodo ha de ser capaz de conectarse a internet; todos los nodos de estas redes han de
tener un prefijo de red para conectarse a internet; han de tener soporte para diferentes
gateways para as´ı moverse libremente; las conexiones en la capa de transporte han de
estar constante abiertas. Y el intercambio de IP se puede dividir en tres fases [1]:
Handover initiation: fase inicial reconoce la necesidad de la entrega debido a
diversos factores.
Handover decision: fase intermedia que permite o deniega la transmisio´n
Handover execution: fase final que se da despue´s de que se cumplan las dos
fases anteriores y permite la conmutacio´n real de una sesio´n activa de una estacio´n
base o punto de acceso a otros.
Adema´s existen diversos tipos de intercambios de IP:
Horizontal: en el cual los puntos de acceso se empleas la misma tecnolog´ıa.
Vertical: en el cual existen diferentes tecnolog´ıas para el acceso.
2.2. Te´cnicas de IA para VANETs
En los u´ltimos an˜os los grupos de investigacio´n en VANETs han visto la necesidad de
aplicar nuevas te´cnicas para el ana´lisis de diversos para´metros que conforman las con-
figuraciones de los protocolos de encaminamiento que esta´n desarrollando. Con tal de
obtener las configuraciones o´ptimas y automa´ticas de estos para´metros se esta´n em-
pleando diversas te´cnicas de inteligencia artificial. Los me´todos que se esta´n usando son
Computacio´n Evolutiva (EC) [3, 4], te´cnicas de Fuzzy Logic [5] y redes neu-
ronales. Seguidamente se realizara´ una breve descripcio´n de los te´cnicas enunciadas
anteriormente.
La EC es una rama de la Computacio´n y la Inteligencia Artificial que comprende me´todos
de bu´squeda y aprendizaje automatizado inspirados en los mecanismos de la evolucio´n
natural. Se han propuesto diversos enfoques de la EC: Estrategias Evolutivas, Al-
goritmos Gene´ticos (GA), Programacio´n Gene´tica, Clasificadores Gene´ticos,
Algoritmos Metaheur´ısticos y Algoritmos Evolutivos Paralelos (PEA) entre
otros. Esta serie de me´todos se les denomina de manera colectiva como Algoritmos
Evolutivos (EA) [6], entre los cuales los ma´s conocidos son probablemente los GA.
Estos algoritmos han sido aplicados exitosamente en la resolucio´n de problemas en dis-
tintas ramas de la ingenier´ıa, disen˜o, industria, economı´a y ciencias naturales. Debido
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a que EA emulan a la evolucio´n natural cabe destacar que comprenden una serie de
caracter´ısticas:
Una representacio´n o codificacio´n de las soluciones potenciales al problema bajo
estudio.
Una poblacio´n (conjunto de individuos) de estas soluciones potenciales.
Mecanismos para generar nuevos individuos o soluciones potenciales al problema
estudiado, a partir de los miembros de la poblacio´n actual (los denominados ope-
radores de mutacio´n y recombinacio´n).
Una funcio´n de desempen˜o o evaluacio´n (del ingle´s fitness function) que determina
la calidad de los individuos en la poblacio´n en su capacidad de resolver el problema
bajo estudio.
Un me´todo de seleccio´n que otorgue mayores oportunidades de sobrevivir a las
buenas soluciones.
En la Figura 2.3 se ilustra el esquema general de un algoritmo evolutivo.
Figura 2.3: Esquema general EA
Otra te´cnica IA que esta´n empleando los grupos de investigacio´n es la Fuzzy Logic. Este
tipo de sistema toma un nu´mero de entradas relativas a un estudio previo, y con las
cuales se obtiene una salida. As´ı, adapta´ndose lo mejor posible al mundo real. Estos sis-
temas tienen un funcionamiento basado en reglas de la forma SI (antecedentes) Entonces
(Consecuente) donde su salida es tambie´n un conjunto difuso.
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2.3. Estudio protocolos
2.3.1. Clasificacio´n Protocolos
Existen dos grandes grupos donde se pueden englobar los protocolos de encaminamiento
para las redes inala´mbricas vehiculares [7]. Estos dos grupos son los basados en En-
rutamiento por Direccionamiento y Enrutamiento Geogra´fico como se puede
observar en la Figura 2.4.
El primer grupo nombrado se divide en dos categor´ıas: proactivos y reactivos. El primero
se caracteriza por mantener siempre actualizada la informacio´n de direccionamiento entre
los nodos, aqu´ı podemos encontrar los protocolos OLSR y DSDV entre otros. Este tipo
de protocolos presenta un problema que es la elevada sobrecarga que existe cuando
la topolog´ıa de la red cambia y por tanto existe la probabilidad de que la entrega de
paquetes no exista debido a la rotura de los enlaces. La segunda subclase se caracteriza
por obtener la informacio´n de enrutamiento en el momento que se va a enviar un paquete
y no antes de eso como ocurre en la primera subcategor´ıa presentada. Esto hace que
exista una sobrecarga menor, pero por contra existe una elevada latencia durante la
entrega de paquetes. Los protocolos t´ıpicos de estudio en este subgrupo son AODV y
DRS.
El segundo grupo basado en me´todos de geolocalizacio´n parte de que el nodo o veh´ıculo
conoce su ubicacio´n actual gracias a un dispositivo GPS y puede tomar decisiones para
el reenv´ıo de paquetes de forma directa, gracias a que conoce la ubicacio´n de sus veci-
nos. A la hora describir este tipo de protocolos, se hace una diferencia entre dos tipos:
los protocolos basados en Packet buffering based GPS y Non-Packet buffering
based GPS. En el primer subconjunto introduce GeOpps, VADDS. En cuanto a los
basados en Non-Packet buffering based GPS se realiza una subdivisio´n en dos subcla-
ses: Connectionless routing y Connection-oriented routing protocols. Dentro
de esta primera subclase esta´n los protocolos CBF, GDBF. La segunda subcategor´ıa
se divide en dos tipos de de protocolos: Trajectories-based Geographical Routing
Protocols y Source and Map based Routing. En el primer tipo se pueden agrupar
los protocolos; Trayectory-Based Fordwarding (TBF) y Motion Vector Schema (MoVe).
En el segundo grupo esta´n los protocolos GPSR, GSR, GPCRGpsrJ+, CAR, SADV,
A-STAR, VCLCR, LOUVRE, RBVT, GyTAR, TO-GO, y Fuzzy Logic-based Route Se-
lection in VANET. Cogiendo lo mejor de estos dos tipos de protocolos, hay autores que
han propuesto protocolos h´ıbridos como puede ser el protocolo Stability and Reliability
aware Routing (SRR).
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Figura 2.4: Taxonomı´a de los protocolos en redes VANETs
El tipo de conexiones presentado en 2.1 conlleva una serie de problemas cuando existe
una elevada movilidad de los veh´ıculos, puntos de acceso esta´ticos, retardos en el env´ıo
de paquetes, links que pueden fallar. De ah´ı que surjan protocolos de movilidad de redes
como por ejemplo NEMO BS [1] y los analizados a lo largo de esta seccio´n.NEMO Basic
Support es un protocolo definido en (RFC 3963) que es capaz de gestionar la movilidad
de una red entera basada en IPv6. Es capaz de asegurar la continuidad de una sesio´n para
todos los nodos mo´viles que existen en la red, y la actualizacio´n del punto de acceso a
internet. De esta forma garantiza la conectividad y accesibilidad de la red mo´vil conforme
esta va evolucionando.
2.3.2. ERBA
En este apartado se presenta el protocolo de enrutamiento ERBA [8], el cual surge del
proyecto Shangai Grid. Sus fuerte es que es eficiente con el consumo energe´tico y em-
plea las tendencias de movimiento de los veh´ıculos. La principal caracter´ıstica de este
proyecto es adquirir las tendencias de una diferente variedad de conductores, y monito-
rizar el transporte pu´blico. Este protocolo es capaz de distinguir entre los conductores
de autobuses y veh´ıculos privados. Esta distincio´n se realiza porque los conductores de
autobuses siempre realizan la misma ruta, por ejemplo, el autobu´s inicia su recorrido
desde la estacio´n y su recorrido siempre acaba en el mismo lugar. Por otro lado, la ruta
de los conductores privados es aleatoria.
Chapter 2. Estado del arte 11
ERBA esta´ probado solamente en entornos urbanos, y cada veh´ıculo esta equipado con
distintos dispositivos, GPS, senores, etc. y emplea la notacio´n mostrada en la tabla 2.1
para su funcionamiento.
Notations Explication
SV the source vehicle
DV the destination vehicle
CD the current direction
ND the next direction
VI the distance between the vehicle location to the intersection
VT the vehicle type
REQ the route request
REP the route replay
ERR the route error message
TTL the time-to-live of a REQ
LRS the link reliable significance
Cuadro 2.1: Esquema protocolo ERBA
Este protocolo emplea te´cnicas de tablas de enrutamiento para localizar las rutas y
autorizar a los veh´ıculos y los nodos a intercambiar mensajes a trave´s de los vecinos
hac´ıa los nodos que se alcanzan de forma directa intentando buscar la mejor ruta entre
los veh´ıculos. El intercambio de paquetes se realiza de la siguiente forma:
En primer lugar, el veh´ıculo origen (SD) env´ıa un mensaje al veh´ıculo destino (DV) y
DV devuelve un mensaje. Si DV es un nodo vecino es que existe una comunicacio´n y SV
realiza una inundacio´n de mensajes de peticio´n (REQ). Cuando realiza esta inundacio´n,
los nodos cercanos actualizan su tabla de vecinos. El mensaje REQ esta´ compuesto de
varios campos (bits): nodo de origen, nodo destino, TTL, y secuencia de nu´meros de
ID, CD, ND, VI, VT y LRS. El u´ltimo campo sirve como marca de tiempo, por lo que,
los nodos pueden mantener actualizada su informacio´n con los otros nodos. Cuando un
nodo env´ıa un mensaje, este aumenta su nu´mero de secuencia.
En segundo lugar, cuando un nodo recibe un mensaje REQ pueden ocurrir dos cosas:
1. El nodo es el destino o conoce el nodo destino, en el primer caso casi envia un
mensaje REP al nodo fuente, en otro caso estima el LRS y env´ıa el mensaje REP.
2. El nodo realiza inundaciones con mensajes REQ.
En tercer lugar, el mensaje REP se env´ıa a lo largo de los veh´ıculos que son almacenados
en el paquete REQ. As´ı, la trayectoria de la ruta ma´s fiable esta´ configurada.
Finalmente, con el fin de mejorar la estabilidad de ruta, incorpora un mecanismo pre-
ventivo para descubrir nuevas rutas antes de ser vencido en los enlaces de la ruta.
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ERBA es capaz de acordarse de CD, ND, VI y VT del nodo que esta´ cerca de la
siguiente interseccio´n para as´ı actualizar la tabla de vecinos. De este modo predice el
movimiento de tendencia y otra informacio´n de los conductores. Existe un algoritmo que
determina la calidad de la ruta de los veh´ıculos vecinos y evalu´a el rango en una escala
de cinco. Adema´s propone un mecanismo de ruta preventivo con el fin de mejorar la
estabilidad y fiabilidad del enrutamiento, esto ocurre cuando el veh´ıculo esta´ pasando
por una interseccio´n, e inmediatamente la tabla de los vecinos es actualizada con la nueva
informacio´n. Tambie´n incorpora un mensaje de error para ajustar el nodo de la ruta.
Cuando el nodo recibe un mensaje de error este elimina de la tabla de enrutamiento la
informacio´n erro´nea del nodo.
Los precursores de este protocolo ha realizado una serie de experimentos para validarlo.
Estos tests esta´n elaborados en la ciudad de Shangai y consisten en comparar ERBA
con los protocolos AODV y ROMSGP. Para ello han seleccionado unos rangos horarios
comprendidos entre las 10:00 - 11:00 y 15:00 - 16:00. Donde cada autobu´s esta´ equipado
con un GPS y sensores. Se han centrado en dos tipos de veh´ıculos -autobuses y veh´ıculos
privados-. De cada bus se recogen sus rutas, estaciones y la hora de salida de internet.
Los automo´viles privados se ven afectados por la topolog´ıa de las calles, sema´foros,
sen˜ales y otros factores. En ERBA se emplea el protocolo IEEE 802.11p y el modelo de
propagacio´n empleado es el Nakagami.
Las me´tricas escogidas son las siguientes:
1. Funcio´n de Probabilidad de densidad (PDF), esta funcio´n es una me´trica ba´sica
de ERBA.
2. El retardo End-End denota la media del tiempo, es el tiempo que tarda en deliberar
los paquetes de datos.
3. Existe un retardo entre las dos comunicaciones
Los resultados obtenidos por los autores son los siguientes. En el primer experimento el
PDF de los nodos ha sido comparado con el nu´mero de total de nodos, y como conclusio´n
se ha obtenido se ha obtenido que ERBA es mejor que los otros dos, esto es debido a
que el rango de cobertura es mayor que en los otros protocolos. En el experimento
que se estudia el retardo End-End, el retardo ofrecido por ERBA es mejor que el los
otros dos escogidos, este resultado es debido a que la ruta seleccionada es confiable.
En el u´ltimo experimento que esta´ basado en los enlaces fiables cercanos el protocolo
ROMSGP obtiene un menor valor porcentual que ERBA y AODV.
Concluyendo, el protocolo ERBA obtiene mejores resultados que AODV y ROMSGP en
los dos primeros experimentos, pero en el nu´mero de enlaces fiables es mejor ROMSGP.
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E´ste se ha presentado como un protocolo nuevo, en el cual aparecen las palabras proto-
colo de enrutamiento de energ´ıa eficiente, pero en los experimentos llevados a cabo no
se ha analizado el consumo energe´tico.
2.3.3. Hybrid Location Ad-Hoc Routing (HLAR)
Se analizan una serie protocolos y los diferentes problemas de escalabilidad que presen-
tan los protocolos de enrutamiento tratados. Los autores han propuesto una solucio´n
basada en Hybrid Location Ad-Hoc Routing (HLAR) [9], este protocolo esta´ disen˜ado
para optimizar el rendimiento de escalabilidad.
Las principales caracter´ısticas de HLAR es que combina con una serie de modificaciones
con el protocolo AODV y con te´cnicas de protocolos de enrutamiento greedy-forwarding
geographical. La modificacio´n del protocolo AODV esta basada en contar me´tricas di-
sen˜adas para obtener la mejor calidad en la ruta [10]. Con esta modificacio´n, un veh´ıculo
intermedio es capaz de reparar los links rotos con un bajo consumo energe´tico y enla-
ces compartidos. Perio´dicamente, un beacon esta´ continuamente enviando su ID. Con la
ayuda de este ID, los nodos vecinos esta´n identificados y les ayuda a construir una tabla
de vecinos para coordinarse.
El protocolo se comporta de la siguiente forma: inicia la ruta haciendo un descubrimiento
bajo demanda, en caso que el nodo origen no encuentra una ruta al nodo destino, el
veh´ıculo origen env´ıa sus coordenadas en un paquete de solicitud de ruta y busca el
destino ma´s pro´ximo en su tabla de vecino. Cuando hay coches cerca un mensaje RREQ
se env´ıa al nodo origen. En otro caso, se realiza una inundacio´n a todos los nodos con
paquetes RREQ. Este paquete incluye un campo de vida TTL. Este campo se decrementa
cada vez que el mensaje da un salto de un nodo a otro mientras no encuentra el nodo
objetivo. Cuando TTL llega a cero el paquete con el ID se elimina de la tabla de vecinos.
Se realizan una serie de estudios, estos esta´n basados en la escalabilidad y la densidad
de HLAR compara´ndolo con una versio´n extendida del protocolo AODV, conocida co-
mo AODV-EXT. Considerando que la escalabilidad es “la habilidad del protocolo de
enrutamiento para mantener la sobrecarga del ratio de la ruta con un mı´nimo de de
carga en el tra´fico, como para´metro que describe el incremento de la red (MTL)”. MTL
es el mı´nimo de ancho de banda requerido para reenviar paquetes a trave´s de las cor-
tas distancias que esta´n disponibles. Se describen varios para´metros que aparen en las
ecuaciones, por ejemplo λi, que representa el ratio de generacio´n, movilidad, el ratio de
sobrecarga ON que indica el factor de escalabilidad del protocolo entre otros. Este factor
se analiza como sigue:
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1. initiation overhead rate Oi: se requiere para iniciar las rutas.
2. maintenance overhead rate Om: se requiere para mantener las rutas.
3. beacon overhead rate Ob: se requiere para estimar la calidad de los enlaces y cons-
truir la tabla de vecinos.
En cuanto al ana´lisis de la densidad, empleando HLAR el crecimiento segu´n la sobrecarga
en el ratio de enrutamiento es constante y por el contrario con AODV es exponencial. Se
ha disen˜ado una me´trica para cuando se desconozca la ubicacio´n por GPS. Esta me´trica
esta´ basada en triangularizacio´n. Para as´ı, ayudar en la construccio´n de la tabla de
vecinos:
Optimizacio´n de HLAR en presencia de error de localizacio´n: Los veh´ıcu-
los esta´n constantemente enviando paquetes con su localizacio´n. Se pretende em-
plear HLAR para enrutar los paquetes, de esta forma se pretende obtener una
optimizacio´n. Al existir una imprecisio´n en la localizacio´n, el env´ıo de los paquetes
puede tener una ruta demasiado larga, as´ı, con esto se consigue una sobrecarga
mı´nima de enrutamiento. Aplicando esta optimizacio´n en te´rminos generales en
[11] se demuestra que con errores de ubicacio´n en la transmisio´n el protocolo es
o´ptimo.
HLAR y otras me´tricas de rendimiento: Aunque se han centrado en la es-
calabilidad de HLAR sobre AODV. Son conscientes de que otros para´metros son
importantes, el tiempo de entrega de los paquetes, y el retardo que existe en la
entrega de paquetes en la autopista. Una creciente densidad puede provocar una
sobrecarga en el enrutamiento.
Otros protocolos de enrutamiento: Existe una multitud de protocolos para
VANETs que sirven para obtener la informacio´n relativa a la posicio´n, la diferencia
que existe es que los protocolos usan unas me´tricas distintas para obtener la posi-
cio´n del coche ma´s cercano. Una desventaja de estos protocolos es que no permiten
la inclusio´n de errores de la posicio´n durante la etapa de ana´lisis. Se ha simulado
con un protocolo de posicio´n geogra´fica, Closer Mean Protocol (CMP) para as´ı,
comparar con HLAR el error existente en la localizacio´n.
Con el aumento de la densidad de nodos se observa un crecimiento lineal en cuanto al
protocolo de enrutamiento HLAR. Y en cuanto al protocolo CMP conforme aumenta la
densidad la sobrecarga de enrutamiento aumenta exponencialmente. Esto sucede porque
las rutas que se crean con CMP son las largas que con HLAR, por tanto se puede concluir
que CMP no es escalable.
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En este art´ıculo no se ha realizado un ana´lisis de consumo energe´tico por parte de los
nodos que conforman el experimento. Como se ha comentado en dicho paper solo se han
centrado en la sobrecarga de enrutamiento, y no se ha calculado el tiempo que tarda un
paquete en enviarse y recibirse.
2.3.4. Intelligent OLSR
En este trabajo [3] se propone realizar una serie de estrategias de optimizacio´n, de las
cuales se propone que un determinada cantidad de algoritmos metahur´ısticos este aco-
plados con el simulador ns-2 [12], para as´ı ajustar los para´metros del protocolo OLSR o
cualquiera de los existentes. Los resultados de los algoritmos metaheur´ısticos se calcu-
lan con MALLBA [13], para as´ı despue´s incorporar los resultados como para´metros de
OLSR. Y como existen una serie de problemas de movilidad a la hora de generarla con
el ns-2 se soluciona empleando el simulador SUMO. Estas simulaciones esta´n basadas
en diversos escenarios de Ma´laga.
Uno de los principales motivos de optimizacio´n de los para´metros del protocolo OLSR
es que en su definicio´n esta´ndar no son “concisos”. Uno de los objetivos de realizar esta
optimizacio´n es que sirva para ayudar a los expertos a identificar posibles fallos en las
comunicaciones. Para ellos se centra la atencio´n en los tres te´rminos mas usados para la
QoS. Estos son; la entrega del ratio del paquete; la carga de nivel de enrutamiento; y el
retardo que existe en la entrega de un paquete en conexiones extremo a extremos.
Para poder realizar las optimizaciones se emplean cuatro me´todos que buscan la solucio´n
o´ptima. Primero se obtienen los para´metros ya optimizados y a continuacio´n se lanza la
simulacio´n en el ns-2 para obtener la informacio´n global sobre el PDR, NRL, y el E2ED.
El objetivo es maximizar el PDR y minimizar NRL y E2ED. Al realizar esto ha surgido
un problema, y es que OLSR delibera un gran nu´mero de paquetes de gestio´n, y esto
hace que el NRL se incremente y el PDR empeore. De ah´ı que en [3] se aconseje usar
unos valores en la funcio´n de conste de comunicacio´n para evitar ese problema.
Se realizan una serie de ana´lisis los algoritmos metaheur´ısticos antes de utilizarlos para
realizar las optimizaciones a OLSR. Con estos ana´lisis lo que se ha realizado a conti-
nuacio´n es una comparacio´n, para as´ı despue´s con los resultados obtenidos, poderlos
aplicar a los para´metros de OLSR. Para el indicador PDR, empleando los 4 algoritmos
y compara´ndolo con el algoritmo RAND ha tenido una tasa completa de optimizacio´n.
En cambio para las simulaciones hechas en [14] la tasa de optimizacio´n a sido inferior,
esto es debido a los paquetes administrativos generan una congestio´n en la red. En cuan-
to al indicador NRL, los resultados obtenidos son similares entre s´ı a diferencia de los
resultados obtenidos por el algoritmo GA, que son los peores, en cambio los resultados
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obtenidos con DE son los mejores. La importancia de reducir la me´trica NLR es porque
con una baja tasa se puede reducir posibles fallos provocados por la congestio´n de pa-
quetes. En cuanto a la me´trica E2ED los valores obtenidos en la mayor´ıa de los casos
son peores que en la propuesta de [14] aunque la optimizacio´n realizada con el algorit-
mo GA para este caso obtiene el mejor resultado , estos resultados se deben a la baja
carga de enrutamiento. Se realizan un total de nueve [3] simulaciones sobre la ciudad de
Ma´laga, divididas en tres escenarios. Cada escenario tiene una determinada densidad de
nodos. De esta forma se pueden evaluar las me´tricas propuestas en escenarios simula-
dos. Dependiendo de la densidad de veh´ıculos los resultados obtenidos son variables, y
por tanto a grandes rasgos se podr´ıa decir que ningu´n algoritmo metaheur´ıstico de los
propuestos es el mejor. Aunque la configuracio´n automa´tica de las me´tricas propuestas
para estudio, han obtenido buenos resultados en la QoS.
Es importante conocer la congestio´n de la red en VANETS y la QoS para evitar grandes
consumos energe´ticos y pe´rdidas de paquetes. Con las me´tricas propuestas se ha evaluado
la generacio´n de paquetes y la congestio´n que producen, y por tanto los fallos que pueden
provocar, pero hubiera sido interesante que con el estudio realizado se hubiera analizado
el consumo energe´tico que se necesita durante el env´ıo y recepcio´n de los paquetes.
2.3.5. Fast energy-aware OLSR
Siguiendo con el uso de algoritmos metaheur´ısticos para la optimizacio´n de protocolos
de enrutamiento en [4] se aborda el problema del consumo energe´tico que hay en el
protocolo OLSR. Se presenta una solucio´n basada en una ra´pida metodolog´ıa para buscar
configuraciones de energ´ıa eficiente de OLSR empleando algoritmos evolutivos paralelos.
El trabajo introduce la tecnolog´ıa que se integra con las tecnolog´ıas de redes ad-hoc.
Y las limitaciones que ofrecen los protocolos VANETs basados en protocolos MANETs.
Adema´s, el art´ıculo concluye que con el fin de reducir el consumo de energ´ıa de varios
para´metros en el protocolo OLSR han ser modificados. Estos para´metros se modifican
con un algoritmo evolutivo paralelo que sirve para aplicar una configuracio´n automa´tica
de los para´metros de OLSR. Pero al aplicar estas te´cnicas multihilo con OLSR presenta
una serie de desventajas y es que esta´ gobernado por ocho para´metros Figura 2.5.
Figura 2.5: OLSR para´metros
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Cuando se trata de definir la funcio´n de conveniencia es importante definir un meca-
nismo de optimizacio´n de GA y seleccionar la poblacio´n a analizar. [E. Alba et al []]
plantean una optimizacio´n de las comunicaciones consciente de la energ´ıa, donde el te-
ma principal de la funcio´n de aptitud es el consumo de energ´ıa. Sin embargo, hay varios
inconvenientes, por ejemplo, si se produce una reduccio´n del exceso de energ´ıa de la
energ´ıa puede causar pe´rdidas en la QoS las comunicaciones. La funcio´n de convenien-
cia que se describe en el documento se basa en la me´trica PDR. Para esta propuesta
se definen dos ecuaciones. La primera ecuacio´n es va´lida cuando la degradacio´n PDR
es menor que 15 %, en el caso de degradacio´n es superior a 15 % se aplica la funcio´n
de conveniencia penalizada. Este articulo resuelve varios aspectos presentes en enfoques
previos [15]. Otro inconveniente es que GA sufre una baja diversidad de la poblacio´n
y un estancamiento temprano, los autores proponen algunas variaciones basadas en la
inicializacio´n de la funcio´n cano´nica y operadores de mutacio´n. Para inicializar, la po-
blacio´n se necesita una distribucio´n uniforme con el fin de obtener patrones uniformes.
Con este enfoque es posible obtener el genero para estimar el valor aleatorio de la dis-
tribucio´n, αp. En el paso de la recombinacio´n del PGA se emplea la recombinacio´n de la
aritme´tica cla´sica para recombinar los problemas con valores reales. En la u´ltima etapa,
la mutacio´n introduce nueva informacio´n gene´tica para la diversificacio´n de la poblacio´n
del PGA. Esta informacio´n consiste en an˜adir problema de la informacio´n relacionada,
por lo que, la nueva informacio´n gene´tica se genera aleatoriamente. Esta informacio´n
afecta a los siguientes para´metros: HELLO INTERVAL y NEIGHB HOLD TIME.
En la fase de ana´lisis experimental primero se describen los escenarios y software emplea-
dos para la simulacio´n. Despue´s de esto, se han analizado una serie de para´metros para
obtener los mejores resultados acerca de la probabilidad de cruce (pC) y la probabilidad
de mutacio´n (pM ) en los PGA. Una vez empieza la simulacio´n, se crean tres escenarios
con nueve combinaciones para aplicar a los valores candidatos de los para´metros pC y
pM . Despue´s de esto, se obtienen una serie de valores, estos son la media, la desviacio´n
esta´ndar relativa y los mejores valores de conveniencia, de esta forma es posible obtener
la media de la energ´ıa, PDR y la diferencia media de la energ´ıa y PDR con la configu-
racio´n establecida por la configuracio´n esta´ndar. Comparando estos valores se obtiene
que los mejores resultados son con pC = 0.7 y pM = 0.25, estos valores son contrastados
con el consumo energe´tico y PDR de la configuracio´n de RFC 3626.
Se han realizado 3 experimentos con el algoritmo PGA. Los mejor implementacio´n con la
cual se consigue una reduccio´n de la energ´ıa ha resultado ser un test con 24 individuos.
As´ı obteniendo una reduccio´n del 30 % usando una computacio´n maestro-esclavo. Las
ventajas que presenta la configuracio´n del experimento es: generacio´n del control de
tra´fico mejor que con la configuracio´n esta´ndar de OLSR; el consumo del nodo respecto
a la configuracio´n esta´ndar disminuye significativamente; los nodos tienen una actuacio´n
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superior funcionando como Multipoing Relays (MPR). Pero esta configuracio´n presenta
una desventaja: los tiempos de validacio´n son muy altos, por tanto tarda ma´s en detectar
que un link ha fallado.
Aplicando algoritmos paralelos se consigue una mayor eficiencia y velocidad respecto
al algoritmo secuencial, por este motivo se aplica esta te´cnica a los experimentos ante-
riormente realizados, obteniendo unos valores eficiencia superiores. Como los resultados
obtenidos hay que validarlos, esta se realizara´ analizando la energ´ıa, principalmente:
energ´ıa de transmisio´n y recepcio´n, energ´ıa total y energ´ıa total por veh´ıculo. As´ı, re-
duciendo significativamente el consumo respecto a la configuracio´n con los para´metros
esta´ndar de OLSR. Adema´s, se analiza la QoS, centra´ndose en el tiempo de envio´, la
sobrecarga de la red y el nu´mero de saltos hasta llegar al destino. Obtenie´ndose una
considerable reduccio´n en la entrega de paquetes y sobrecarga en la red respecto a la
configuracio´n esta´ndar de OLSR.
No se ha tenido en cuenta el uso de un dispositivo de geolocalizacio´n a la hora de enviar
los paquetes a los nodos vecinos.
2.3.6. Junction-based Adaptive Reactive Routing (JARR)
Se presenta el protocolo Junction-based Adaptive Reactive Routing (JARR) [16]. Este
es un protocolo de enrutamiento reactivo adaptativo multisalto, que tiene en cuenta la
direccio´n y la velocidad a la que viajan los nodos, adema´s de conocer en que´ condiciones
se encuentra la red. Esta u´ltima caracter´ıstica es una ventaja frente a otros protocolos
de enrutamiento, como por ejemplo GPSR. El protocolo no requiere de una infraestruc-
tura externa y por tanto soporta una alta escalabilidad en entornos de VANETs. En la
implementacio´n del protocolo, el paquete que sirve para establecer el enrutamiento lleva
implementados diversos modos, as´ı de esta forma puede adaptarse en redes dispersas y
redes con alta densidad de nodos. Obtiene el camino ma´s corto para as´ı comparar con
otros caminos y obtener la ruta ma´s optima. Los veh´ıculos tienen un alcance de unos
250 metros usando dispositivos wireless. En comparacio´n con otros protocolos [17, 18],
este modifica estrategias de transporte y reenv´ıo para reducir los intervalos. Adema´s
de implementar un mecanismo adaptativo de beacons para ofrecer altos ratios en redes
dispersas.
JARR funciona de la siguiente forma: el paquete se enruta desde un cruce, y se va
retransmitiendo hasta llegar a otro cruce, en ese momento se toman las decisiones opor-
tunas para obtener el camino o´ptimo a la ruta que seguira´ el nodo. A la hora de calcular
la ruta o´ptima se tiene en cuenta a la velocidad y la ruta que siguen los veh´ıculos y su
posicio´n actual. De esta forma se obtiene los pesos para calcular dicha ruta.
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La forma obtener la ruta o´ptima se realiza empleando grafos dirigidos, donde los ve´rtices
indican el nu´mero de cruces que hay en conectados en la carretera y las aristas represen-
tan el nu´mero el nu´mero de direcciones de las carreteras conectadas a los cruces. El peso
de las aristas indica la distancia entre dos cruce y adema´s puede indicar el posible retar-
do que haya entre dos cruces pro´ximos. La forma de obtener la ruta o´ptima es mediante
el algoritmo de Dijkstra. En [16] se ha definido la siguiente funcio´n para determinar la
proximidad de un nodo a un cruce Figura 2.6:
Figura 2.6: Funcio´n proximidad en cruce
Gracias a la informacio´n ofrecida por el mecanismo de los beacons el protocolo JARR
es un protocolo adaptativo. Ya que se puede conocer la posicio´n, velocidad, direccio´n de
trayecto de los nodos vecinos que se encuentran dentro del rango de transmisio´n.
Para conocer la densidad en la red se realiza una estimacio´n mediante el radio de beacons
y a la velocidad a la que viajan los nodos, ver tabla 2.2.
Velocity of Node (m/s) Beaconing (s) Estimated Density of Path
Slow (0 - 13) Slow Dense
Slow Average Average
Slow Fast Sparse
Average (¿13 - ¡20) Slow Average
Average Average Average
Average Fast Sparse
Fast ( 20 -25) Slow Average
Fast Average Average
Fast Fast Sparse
Cuadro 2.2: Tabla estimada de densidad
En carreteras donde existan carriles con las dos direcciones el veh´ıculo que retransmite
el paquete lo enviara´ a los veh´ıculos que vayan en su misma direccio´n Figura 2.7.
En la seleccio´n del modo de enrutamiento, inicialmente un nodo selecciona como ruta
ma´s o´ptima el camino a la primera interseccio´n con la que se encuentra. A continuacio´n
debe de seleccionar mediante el algoritmo una ruta adecuada para retransmitir los datos.
El camino se selecciona mediante la informacio´n estimada de la densidad. En caso de
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Figura 2.7: Ejemplo de env´ıo de paquetes en la ruta
que no existan nodos en una ruta determinada esta tendra´ prioridad baja, pero al mismo
tiempo que se va descubriendo los cruces sera´n considerados en el algoritmo.
En las simulaciones realizadas y compara´ndose con el protocolo GPSR, conforme aumen-
ta el nu´mero de conexiones el protocolo JARR obtiene mejores resultados que GPSR,
este u´ltimo los resultados obtenidos para el PDR desciende casi a la mitad, mientras
que JARR obtiene valores pro´ximos a 0.8. Evaluando la me´trica de la sobrecarga de
paquetes, mientras el nu´mero de nodos es muy disperso el nu´mero de beacons generados
por GPSR es muy inferior a JARR, pero en cuanto el nu´mero de nodos va aumentado,
y por tanto la densidad, la sobrecarga de JARR es mucho inferior a GPSR.
La cobertura de alcance que ofrece este protocolo para los nodos es reducido, aproxima-
damente de unos 250 metros. Por otro lado no se tiene en cuenta el consumo energe´tico
que se produce en los env´ıos de los paquetes.
2.3.7. Reliable Geocast Routing Protocol
Debido a la limitacio´nes ofrecidas por el protocolo de enrutamiento AODV, se proponen
dos mecanismos [19] como: eficiencia en la transmisio´n de datos al destinatario y usar la
inundacio´n dentro del per´ımetro. Para ello se realizan una serie de suposiciones para la
mejora del protocolo AODV. Estas suposiciones son: Todos los veh´ıculos esta´n dotados
de GPS, y por tanto conocen su posicio´n. Adema´s se realiza un broadcast a todos los
vecinos; Se asume que los bloques de datos se generan para codificar los paquetes que
son lo suficientemente grandes para identificar y codificar paquetes despreciables; Existe
como mı´nimo un veh´ıculo dentro del rango de recepcio´n; Cuando se realiza un broadcast
en una regio´n si un coche lo recibe, todos los coches pueden recibir ese mensaje; El
esta´ndar Dedicated Short Range Communication (DSRC) se utiliza para establecer el
rango de transmisio´n de veh´ıculos; Todos los nodos se mueven a velocidad constante.
Cuando el reenv´ıan mensajes, el origen realiza un broadcast usando el protocolo AODV,
y cuando llega al destinatario correcto, este contesta al mensaje con un mensaje unicast
informando al origen de cua´l es su ruta. Asumiendo que los nodos conocen su ubicacio´n
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la zona de destino se conoce como Zone of Relevance (ZoR) y se asume que es una zona
rectangular donde las esquinas que forman los cruces esta´n definidas por coordenadas.
El mensaje de cabecera incluye el ID la zona de destino. En cuanto a la regio´n de reenv´ıo
se le llama Zone of Forwarding (ZoF) y se usa para el reenv´ıo de paquetes.
Cuando existe una tasa baja en la entrega de mensajes y un pobre QoS se emplea un
generador de nu´meros aleatorios para seleccionar un subconjunto de bloques y se “guar-
dan” juntos para generar un paquete. Este proceso se repite para generar un nu´mero K
de bloques que sera´n recuperados por el destinatario. En la propuesta realizada para la
mejora de AODV el nodo origen env´ıa paquetes codificados de baja tasa de codificacio´n
hasta que el destino le env´ıa un mensaje de ACK, esto indica que el nu´mero de paquetes
recibidos es suficiente. Una vez el origen recibe este mensaje es capaz de enviar nuevos
paquetes de datos.
El mecanismo de recuperacio´n ra´pida ante fallos consiste en que el nodo origen reci-
be paquetes desde el destino hasta que recibe un paquete de error. Entonces con la
informacio´n recibida en este paquete se crea una nueva ruta mediante el proceso de
descubrimiento.
En las suposiciones realizadas anteriormente el nodo origen solo acepta el primer mensaje
recibido y transmite por la ruta creada los datos. Con tal de reducir la perdida de
paquetes y QoS se permite la aceptacio´n de mensajes desde diversas rutas. De esta
forma tambie´n se reduce el retardo de los mensajes hacia el destino y los mensajes de
error no se mantienen para conocer la ruta.
Para realizar las simulaciones en el entorno propuesto se emplean cuatro me´tricas para
obtener los resultados, estas son, nu´mero de paquetes recibidos en la ZoR, la media de
retardo de los mensajes, nu´mero de paquetes perdidos y la sobrecarga. Los valores obte-
nidos se compraran con el protocolo IVG. En las simulaciones se observa que con las dos
mejoras propuestas al existir diversas rutas para recibir mensajes se reduce el tiempo
de retardo en comparacio´n con una u´nica ruta. Tambie´n se reduce la sobrecarga en la
ruta, esto implica que la tasa de recuperacio´n ante fallos sea menor. Los me´todos pro-
puestos con enrutamiento unicast han reducido la sobrecarga de la red en comparacio´n
con IVG y con la l´ınea-base definidas. En cuanto al nu´mero de paquetes perdidos por
la propuesta es casi despreciable por parte del IVG tiene un gran nu´mero de paquetes
perdidos. E retardo por los me´todos propuestos es menor y por tanto en un instante de
tiempo habra´ ma´s paquetes recibidos.
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2.3.8. Routing algorithm for Dense Traffic Density Vehicular Net-
works (BTDAR)
(BTDAR) [2] es un protocolo que tiene como objetivo, entregar paquetes de forma fiable
y eficiente en entornos con poca y mucha densidad de veh´ıculos. En el modelo inter-
vehicular definido se obtiene el espacio medio que hay entre dos veh´ıculos. Adema´s de la
velocidad entre dos veh´ıculos, se definen una serie de ecuaciones para el ca´lculo de estas
me´tricas y as´ı que los veh´ıculos sean capaces de transmitirse los datos e incluso encolar
los datos recibidos en un buffer.
Se definen dos tipos de protocolos para la densidad y la escasez de nodos, en los cuales se
tiene en cuenta la velocidad relativa, tiempo de vida de las comunicaciones y la probabi-
lidad de espera ante un exceso de tiempo de espera en una cola. Se presenta el protocolo
BTDAR-R: Routing algorithm for Dense Traffic Density Vehicular Networks el cual se
emplea cuando exista tra´fico denso en los entornos. Este protocolo es capaz de mantener
la calidad del servicio en la entrega de paquetes en la ruta o´ptima seleccionada. Adema´s,
es capaz de mantener reenv´ıos con multisalto. Los nodos candidatos son capaces de re-
enviar la posicio´n de los nodos buscando la ruta o´ptima, esta ruta se obtiene buscando
el camino con menor tiempo de entrega entre dos nodos satisfaciendo la estabilidad y
la calidad del servicio. Se presenta tambie´n el protocolo BTDAR-P: Routing algorithm
for Sparse Traffic Density Vehicular Networks este se empleara´ cuando la densidad de
tra´fico sea escasa. La conectividad se vera´ afectada por intermitencia provocada por la
escasez de veh´ıculos. El protocolo esta´ dotado de un buffer que sera´ capaz de reenviar y
recibir datos cuando exista conectividad con algu´n nodo vecino.
BTDAR se compara con otros protocolos basados en enrutamiento por geolocalizacio´n:
GPSI, IBR, JARR. Simulaciones realizadas sobre la densidad de nodos existentes en un
entorno muestran que conforme aumenta la densidad, todos tienden a decrementar el
tiempo de entrega de los paquetes (PDD), esto se debe a que los protocolos ra´pidamente
obtienen la mejor ruta para retransmitir. Cabe notar que BTDAR-R tiene los mejores
resultados conforme aumenta el nu´mero de nodos. En cambio BTDAR-P cuando exis-
ten pocos nodos obtienen los mejores resultados. En cuanto a las simulaciones realizadas
sobre el tiempo de entrega de los paquetes conforme aumenta la velocidad, se obtiene
que todos los protocolos comparados tienden a incrementar el tiempo de retardo, esto
es debido a los patrones de movilidad que se han considerado. Se puede observar que
en BTDAR-R los tiempos de entrega son inferiores al resto de protocolos presentados.
En cuanto al PDR analizado, BTDAR-P y BTDAR-R tienen una tasa muy elevada de
paquetes entregados sobre el resto de protocolos analizados. En cuanto a la densidad
de nodos es muy escasa BTDAR-P tiene los mejores resultados, seguidos de BTDAR-R,
pero en cuanto la densidad aumenta el nu´mero de nodos recibidos por BTDAR-R va
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aumentado, y BTDAR-P decrementa ligeramente el rendimiento. En cuanto a la simu-
lacio´n realizada para obtener el PDR segu´n los patrones de movilidad establecidos, se
obtiene como resultados que BTDAR-R y BTDAR-P tienen un alto porcentaje de entre-
gas en comparacio´n con el resto, aun aumentando la velocidad de los nodos. En cuanto
al control de Bytes transmitidos por Bytes de datos entregados, segu´n los resultados ob-
tenidos para la densidad de nodos el protocolo JARR se mantiene constate porque en su
definicio´n no tiene un modo predictivo. En cuanto a GPSI tiene un aumento considera-
ble en la sobrecarga de control, esto es debido al constante cambio de un modo ”a´vido.a
un modo predictivo. En cuanto a BTAR conforme aumenta la densidad va mostrando
una sobrecarga en la red, pero aun as´ı es mucho menor que al resto de protocolos, por
tanto los resultados son mejores. En los test realizados sobre el aumento de la velocidad
BTDAR continu´a teniendo los mejores resultados respecto a los otros protocolos.
Finalmente los ana´lisis realizados sobre el nu´mero de paquetes transmitidos por pa-
quete entregado BTDAR tiene una mejor eficiencia de acceso al canal que el resto de
propuestas, esto se debe a que BTDAR entrega los datos a trave´s de rutas estables.
2.3.9. Intersection-Based Routing Protocol (IBR)
Se presenta el protocolo IBR [20], el cual esta´ basado en la estrategia de transporte y
reenv´ıo. Una de sus caracter´ısticas es evitar que el paquete llegue a los coches que van
en direccio´n opuesta al veh´ıculo origen.
IBR se asume que los coches esta´n dotados de un GPS. Cada veh´ıculo ha de mantener
su segmento de carretera en la tabla, este segmento incluye la siguiente informacio´n: ID
del segmento; nu´mero de veh´ıculos en el segmento de carretera; y ultima actualizacio´n
de la tabla.
IBR sigue los principios ba´sicos implicados en el modelo de carretera, adema´s de an˜adir
informacio´n de los cruces y carretera recta. Adopta el me´todo .avido.en las carreteras
rectas. Cuando llega a una interseccio´n la transmisio´n dependera´ de la direccio´n de enru-
tamiento del paquete y direccio´n en que vayan los veh´ıculos incluidos el siguiente reenv´ıo
y ”libertador”. Cuando se reenv´ıa el paquete al coche que va en la misma direccio´n el
tiempo de vida del paquete se decrementa. Si hay una alta densidad de nodos la tasa de
paquetes perdidos y el retardo en la entrega aumenta.
Ya que el protocolo solo transmite en la direccio´n en la cual va el veh´ıculo, se establecen
cuatro condiciones de encaminamiento. Estas son:
Chapter 2. Estado del arte 24
1. Hay al menos un veh´ıculo en el siguiente segmento de carretera del paquete. Es
decir, cuando un veh´ıculo se aproxima a una interseccio´n, este intercambia su
segmento de carretera con los veh´ıculos que este´n cerca.
2. No hay vecinos en la interseccio´n. Cuando esta condicio´n ocurre, el veh´ıculo que
ha pasado por la interseccio´n lleva los paquetes hasta que encuentra un veh´ıculo
con el que intercambiarlos, y as´ı poder replanificar la ruta.
3. La direccio´n de movimiento de un veh´ıculo es diferente a la direccio´n de transferen-
cia del paquete, pero no hay veh´ıculos en el siguiente segmento de carretera, pero
s´ı que hay vecinos en la interseccio´n. Cuando ocurre esta condicio´n es porque no
se encuentran nodos que vayan en la misma direccio´n que el paquete, y el veh´ıculo
bloquea el paquete hasta que encuentra un veh´ıculo que va e la misma direccio´n y
a este se le asigna la mejor ruta.
4. Los paquetes llegan tarde a la interseccio´n. Cuando esta condicio´n sucede un pa-
quete se reenv´ıa al siguiente segmento de carretera y al segmento de carretera por
el cual va. Por tanto se realiza un duplicado de paquetes.
2.3.10. Stability and Reliability aware Routing (SRR)
Se describe un nuevo protocolo de enrutamiento basado por geolocalizacio´n, adema´s in-
cluye en su implementacio´n algoritmos de lo´gica difusa. Este protocolo se llama Stability
and Reliability aware Routing (SRR) [5]. Debido a la incorporacio´n de un sistema ba-
sado en Fuzzy Logic este protocolo es capaz de tomar decisiones ma´s ra´pidamente que
el resto de protocolos, estas decisiones se toman a partir de la distancia y la direccio´n
de los veh´ıculos, para as´ı crear un paquete que sera´ retransmitido a los nodos que esta´n
dentro del radio de cobertura del nodo origen. Por otra parte lleva un mecanismo de
decisio´n local para el caso que la red sea dispersa y no se pueda conectar a ningu´n nodo
vecino, de esta forma el protocolo puede cambiar de modo SRR a modo de encolado y
al reve´s. En este u´ltimo modo enunciado se utiliza el mecanismo de carry-and-fordward
para el caso en que el nodo no este´ conectado a ninguna red, y se usara como me´trica
de entrada la densidad de tra´fico.
SRR esta´ adoptado para sistemas de comunicacio´n basados en V2V. La informacio´n
se transmite desde un veh´ıculo origen a otro destino mediante multi-hop. El veh´ıculo
al llevar un GPS incorporado da la posibilidad de proporcionar su posicio´n al resto
de veh´ıculos que esta´n dentro de la zona de alcance. Un veh´ıculo puede conocer la
direccio´n y la ubicacio´n de los veh´ıculos vecinos. Esto se puede conocer ya que el nodo
constantemente esta´ haciendo boradcasting con mensajes HELLO. Esto facilita la zona
de conocimiento de un veh´ıculo.
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El protocolo tiene dos modos de funcionamiento Figura 2.10:
1. Packet Routing in Connected Vehicular Sceneario Figura 2.8. En este modo
el veh´ıculo origen esta´ dentro de un convoy de coches y desea enviar datos a un
destinatario. El origen consulta su tabla de vecinos y selecciona el veh´ıculo que
mejor ruta presente hacia el destino. Esta ruta se obtiene mediante te´cnicas Fuzzy.
Y entonces env´ıa el dato a ese veh´ıculo. Y este proceso se realiza hasta llegar al
veh´ıculo destino.
Figura 2.8: Nodo emisor env´ıa un paquete seleccionado la ruta ma´s o´ptima
2. Tackling Packet Loss in Dis-connected Vehicular Sceneario Figura 2.9.
Cuando el veh´ıculo entra en este modo es debido a que no hay ningu´n veh´ıculo
vecino cerca. Entonces empieza a guardarse en una cache la informacio´n que en-
viara a un veh´ıculo. En el momento que este veh´ıculo es alcanzado por un convoy
de coches este cambiara de modo y se conectara y seleccionara la mejor ruta para
enviar el paquete al destino.
Figura 2.9: Cambio de modo desconectividad a conectividad
Las me´tricas que se emplean en este protocolo ya se han nombrado anteriormente. Pero
faltaba comentar porque se seleccionan la distancia y la direccio´n: La primera de ellas,
se conoce aplicando el teorema de Pita´goras, para conocer la distancia que hay entre dos
nodos. Una vez conocida la distancia de los nodos vecinos con el origen se decide que los
paquetes se han de enviar a los veh´ıculos que este´n a una distancia media. De esta forma
se evita el fallo de transmisio´n con los nodos que esta´ en el l´ımite del rango de alcance,
y en el caso de los nodos ma´s cercanos se evita la sobrecarga de paquetes. En cuanto a
la direccio´n, los veh´ıculos solo se pueden mover en dos direcciones por limitaciones de
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Figura 2.10: Diagrama flujo protocolo SRR
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las carreteras. Pero las carreteras no son rectas, ya que tienen curvaturas, por tanto los
vectores de direccio´n de los veh´ıculos no son siempre paralelos unos a otros y se necesita
conocer siempre que a´ngulo existe entre un nodo y otro de la misma direccio´n.
Para seleccionar las entradas y salidas para la fuzzificacio´n se han declarado unas fun-
ciones llamadas, Less Directed, Mid Directed and More Directed. Estas funciones se
empleara´n dependiendo del a´ngulo de direccio´n que exista entre el nodo origen y el nodo
vecino. El valor de este a´ngulo estara´ comprendido en [-1,1] ya que el coseno oscila entre
estos valores. En cuanto a la distancia entre un nodo y otro depende del radio de cober-
tura y se crean tres funciones: Far, Intermediate, Close. Tras esto, surge la necesidad de
normalizar los valores. Esta normalizacio´n resulta de dividir la distancia con el radio de
alcance, de forma como se ilustra en [5]. Con eso se obtiene las reglas para la estructura
de la lo´gica difusa del protocolo 2.3:
IF THEN
Rule RDistance Degree.Directness Fuzzy-Cost
1 Far Less Directed Low
2 Far Mid Directed Medium
3 Far More Directed High
4 Intermediate Less Directed Medium
5 Intermediate Mid Directed High
6 Intermediate More Directed V. High
7 Close Less Directed V. Low
8 Close Mid Directed Low
9 Close More Directed Medium
Cuadro 2.3: Reglas Fuzzy logic
En cuanto a las simulaciones realizadas, se ha usado el simulador JiST/SWANS [21].
Dentro del simulador se integro´ la implementacio´n del sistema de inferencia de lo´gica
fuzzy. Y se han realizado diversas pruebas para finalmente compararse con el protocolo
GPCR. En los primeros resultados analizados se estudia el impacto del “solapamiento”
del canal. En la cual se demuestra el efecto sobre la variacio´n del link de error sobre
canales inala´mbricos y trafico CBR comparado con el PDR, retardo medio de paquete
y sobrecarga de paquetes. Conforme la velocidad de transferencia entre nodos ha ido
aumentando hasta 72 Kbps, el valor del PDR ha ido descendiendo tal como se muestran
en las gra´ficas. En cuanto a la media del retardo de entrega de los paquetes segu´n se ha
incrementado la velocidad de transferencia el retardo medio ha ido incrementa´ndose, y
lo mismo ha ocurrido con el control de sobrecarga de los paquetes. En esta simulacio´n
se ha comparado con diversos valores del canal de perdida inala´mbrica entre veh´ıculos.
En cuanto a la simulacio´n realizada con el impacto de la densidad del tra´fico de los
veh´ıculos. Tambie´n se demuestra el efecto sobre la variacio´n del link de error sobre
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canales inala´mbricos y trafico CBR comparado con el PDR, retardo medio de paquete
y sobrecarga de paquetes. Segu´n ha ido aumentando la velocidad de transferencia el
PDR ha ido descendiendo, y en cuanto al retardo medio de entrega de los paquetes y el
control de sobrecarga de los paquetes han ido aumentado, las pruebas se han realizado
con diversas densidades de veh´ıculos para comprobar cuando un escenario tiene nodos
dispersos y existe una gran densidad de veh´ıculos.
En la simulacio´n realizada, para analizar el impacto de la velocidad de los veh´ıculos, se
vuelve a fijar en las mismas me´tricas que en los casos anteriores. En la gra´fica sobre el
PDR se puede observar que con el aumento de la velocidad de los veh´ıculos, los valores
analizados se producen una decadencia exitosa con la entrega de los paquetes. En cuanto
a la media de retardo de entrega y control de sobrecarga las gra´ficas muestran que los
valores se incrementan, esto se debe a que la actualizacio´n de las tablas de vecinos es
incierta.
En el siguiente estudio realizado para este protocolo se ha estudiado el impacto de
nu´mero de nodos emisores. En la gra´fica en la cual se analiza el PDR se puede observar
que cuando aumenta el rango de emisio´n aumenta, en el caso de que hayan 5 y 7 nodos
los resultados para esta me´trica se aumentan, pero sin embargo ocurre el efecto contrario
cuando el nu´mero de nodos emisores es mayor que el valor de PDR es menor y con el
aumento de la distancia de cobertura decae. En cuanto al tiempo medio de entrega
conforme aumenta el rango de cobertura el tiempo aumenta, esto se debe a que se
introducen retardos extras en el protocolo. Finalmente, en el control de carga de la
red con un bajo nu´mero de nodos emisores se observa un de´bil incremento conforme
aumenta el radio de alcance. Pero cuando el nu´mero de nodos emisores es superior
conforme aumenta el radio de cobertura la tendencia de carga tambie´n aumenta, esto se
debe a que conforme aumenta el radio de cobertura se produce una mayor contencio´n
en el nivel MAC.
Finalmente se realiza una comparacio´n con los protocolos GPCR y DSR, para comparar
el rendimiento de SRR respecto a estos dos. En cuanto a la tasa de paquetes entrega-
dos SRR tienen un mayor nu´mero de paquetes entregados, esto se debe a que cuando
transmite paquetes el origen env´ıa el paquete al nodo que ocupa la posicio´n del medio
respecto al destino y al origen, y en cambio DSR presenta unos valores muy bajos, esto
se debe a que este protocolo no esta´ preparado para las elevadas velocidades de este tipo
de nodos. En cuanto al tiempo medio de entrega GPCR presenta muy buenos resultados
de entrega respecto a SRR y a DSR, esto se debe a que a que SRR realiza reenv´ıos
con pequen˜os saltos hacia el destino. En cuanto al control de carga SRR presenta una
similitud con GPCR, esto se debe a que comparte una fo´rmula similar para calcular la
sobrecarga de la red.
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En cuanto a la comparacio´n de SRR con los otros dos protocolos para el nu´mero de nodos
en un escenario. Cuando el escenario presenta dispersio´n con los nodos que forman la
red, SRR presenta una tasa mayor de entrega de paquetes respecto a GPCR y DSR. En
cambio cuando existe una gran densidad de nodos a velocidades bajas de transferencia
GPCR presenta mejores resultados que SRR, pero conforme aumenta la velocidad de
transferencia GPCR decae fuertemente y sin embargo SRR tiene una leve ca´ıda en el
nu´mero de paquetes que se entregan. En cuanto al tiempo medio de entrega, cuando los
nodos esta´n esparcidos GPCR presenta un menor retardo en la entrega, pero conforme
aumenta la velocidad de transferencia, GPCR y SRR presentan resultados similares.
Sin embargo cuando hay una densidad considerable de nodos a bajas velocidades la
diferencia entre SRR y GPCR es mı´nima, pero a altas velocidades SRR tiene una tasa
menor de tiempo de entrega. En cuanto al control de carga de la red, cuando existe una
enorme densidad de nodos los tres protocolos presentan una enorme carga de la red, y
aunque GPCR y SRR presentan resultados similares, SRR es ligeramente mejor, esto se
debe a la estrategias basada en el reenv´ıos de mu´ltiples paquetes de me´trica para reducir
el control en la capa MAC.
En la evaluacio´n de este protocolo hubiera sido interesante que se realizara un estudio de
la energ´ıa que se consume en la transmisio´n de paquetes de un nodo a otro. Y aunque los
resultados en el control de la carga de la red cuando existe una gran densidad de nodos
es mejor que la de los otros dos protocolos, podr´ıa ser interesante an˜adir un mecanismo
balanceamiento y carga de la red.

Cap´ıtulo 3
Herramientas Empleadas
En este cap´ıtulo se describen las herramientas empleadas en este trabajo. Primero se
describe el simulador NS-3, posteriormente se describe SUMO y seguidamente el midd-
leware ROS y finalmente la tarjeta BeagleBoneBlack y la cape ROBOCape.
3.1. NS-3
El simulador ns-3 [22] es un un simulador de redes basado en eventos discretos el cual
se emplea principalmente para investigacio´n y educacio´n. El proyecto ns-3 se inicio´ en
el an˜o 2006, y es un proyecto de desarrollo de co´digo abierto bajo licencia GNU GPLv2.
Ns-3 proporciona una plataforma de simulacio´n implementada principalmente en C++,
aunque algunas estructuras del mismo se encuentran escritas en Python, adema´s es
compatible con Linux, Mac OS y FreeBSD.
Este simulador proporciona modelos para trabajar con paquetes de datos y redes, adema´s
de incorporar modelos de movilidad y propagacio´n. Todo ello forma un motor de simu-
lacio´n para que los usuarios puedan realizar sus experimentos. De esta forma se pueden
realizar estudios sobre el comportamiento de los sistemas cuando no se pueden disponer
de todos los dispositivos reales necesarios para realizar experimentos o el comportamien-
to de las redes.
Al estar organizado como una librer´ıa y escrito en C++ permite realizar enlaces esta´ti-
cos y dina´micos. Por otra parte, permite la definicio´n de nuevas topolog´ıas, escenarios
y modelos de red, que pueden ser fa´cilmente integrados y depurados en el nu´cleo del
simulador depurados. Todo ello se organiza en mo´dulos, de esta forma facilita la inde-
pendencia entre los diferentes niveles que conforma la arquitectura de ns-3 Figura 3.1.
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Otras de las caracter´ısticas que posee este simulador es que se pueden realizar simula-
ciones con varios equipos a la vez, y validar las simulaciones realizadas con dispositivos
reales, ya que permite el uso de tecnolog´ıa real.
Figura 3.1: Arquitectura NS3
3.1.1. Arquitectura del simulador
Como se ha comentado ya, ns-3 esta´ escrito principalmente en C++, y adema´s, esta´ or-
ganizado en mo´dulos, de la misma forma que se puede apreciar en la Figura 3.1. El
nu´cleo del simulador ofrece las facilidades al programador, el cual esta´ formado por
Smart pointers, Callbackas, un sistema de agregacio´n de objetos y un sistema para la
generacio´n de trazas y atributos de los objetos en tiempo de ejecucio´n, entre otros. Los
paquetes son los objetos fundamentales en las redes y esta´n implementados en el mo´du-
lo network, y es donde se definen los dispositivos de red, colas y sockets entre otros. El
mo´dulo internet proporciona una API para poder emplearlo. En el mo´dulo de mobility
se describen diversos modelos que se emplean para el ana´lisis del comportamiento de las
redes en distintos entornos de movilidad. Finalmente otro mo´dulo importante en ns-3 es
helper, que es el que sirve para realizar las llamadas desde el fichero de script y con el
cual se facilita el acceso al uso de los distintos modelos que existen en el simulador.
3.2. Simulator Urban MObility - SUMO
El simulador SUMO (Simulation of Urban MObility) [23] es un simulador de tra´fico que
facilita la evaluacio´n de cambios en la infraestructura. Este simulador es una herramienta
de simulacio´n abierta y libre que esta´ disponible desde el an˜o 2001. Las principales
caracter´ısticas que ofrece esta herramienta son las siguientes:
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Simulacio´n microsco´pica - veh´ıculos, peatones y el transporte pu´blico se modelan
expl´ıcitamente.
Interaccio´n Online - control de la simulacio´n con TraCI.
Simulacio´n de tra´fico multimodal.
Se puede generar o importar el comportamiento de los sema´foros.
No existe limitacio´n alguna en cuanto al taman˜o de red y nu´mero de simulaciones
a lanzar.
Soporta los formatos: OpenStreetMap, VISUM, VISSIM, NavTeq.
Esta´ implementado en C++ y usa solo librer´ıas portables
Este simulador incorpora una serie de paquetes, estos componentes son:
SUMO: Simulacio´n mediante l´ınea de comandos.
GUISIM: Simulacio´n mediante interfaz gra´fica.
NETCONVERT: Importar la red de carreteras.
NETGEN: Generador abstracto de redes.
OD2TRIPS: Convertir de matrices O/D a viajes.
JTRROUTER: Generador de rutas basado en intersecciones.
DUAROUTER: Generador de rutas basado en una asignacio´n dina´mica por el
usuario.
DFROUTER: Generador de rutas con uso de deteccio´n de datos.
MAROUTER: Asignacio´n de usuario macrosco´pica basado en funciones de capa-
cidad.
3.3. Robot Operating System - ROS
“Robot Operating System”, o ma´s comu´nmente conocido como ROS [24]. Es un fra-
mework para el desarrollo de software para robots que provee la funcionalidad de un
sistema operativo en un clu´ster heteroge´neo. ROS se desarrollo´ originalmente en 2007
bajo el nombre de switchyard por el Laboratorio de Inteligencia Artificial de Stanford
para dar soporte al proyecto del Robot con Inteligencia Artificial de Stanford.
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Aunque en su nombre aparezcan las palabras “Sistema Operativo” no es tal cual un OS.
Ya que funciona sobre un sistema Linux. Es ma´s bien una infraestructura de desarrollo,
despliegue y ejecucio´n de sistemas robotizados. En el cual existe una gran variedad de
paquetes con software para que se pueda realizar un ra´pido desarrollo sobre un robot,
adema´s de solventar muchos problemas, que otros Frameworks de Desarrollo de Robots,
RSF, no solventan. Las soluciones que solventa son las que se detallan a continuacio´n:
Abstraccio´n de Hardware (HAL) y reutilizacio´n e integracio´n de robots y disposi-
tivos encapsulando estos tras interfaces estables y manteniendo las diferencias en
archivos de configuracio´n.
Algoritmos de robo´tica con bajo acoplamiento. Es decir, desde algoritmos de bajo
nivel de control, cinema´tica, SLAM, etc. Hasta algoritmos de alto nivel como pue-
dan ser los de planificacio´n o aprendizaje. Adema´s de otros tantos ma´s espec´ıficos
como puede ser que los robots se conecten a una red ele´ctrica cuando lo necesiten
o incluso coger y dejar objetos.
Esta´ provisto de un mecanismo de comunicaciones (middleware) distribuido entre
los nodos del sistema robotizado. Un nodo es cualquier pieza de software del sis-
tema (desde un algoritmo SLAM hasta un driver para el manejo de un motor). El
objetivo de este sistema es doble: Encapsulado/abstraccio´n/reutilizacio´n de soft-
ware; Ubicuidad, es decir, independencia de donde este nodo esta´ localizado (un
sistema robotizado puede tener muchos procesadores). Estos nodos se comunican
entre ellos mediante mecanismos de paso de mensajes RPC o Publish/Subscribe,
Service Lookup, etc. Permite crear arquitecturas P2P de componentes robotizados
distribuidos.
Permite realizar simulaciones de sistemas robo´ticos con dina´micas de so´lidos r´ıgi-
dos.
Herramientas de desarrollo, despliegue y monitorizacio´n de sistemas robo´ticos.
La diferencia existente entre ROS y otros RSF es que ha logrado agrupar muchas de las
mejores caracter´ısticas de otros proyectos, como pueda ser Player/Stage/Gazebo, Yarp,
Orocos, Carmen, Orca, OpenRave, Open-RTM, as´ı dando una solucio´n integral y muy
uniforme al problema de desarrollo de sistemas robo´ticos. Adema´s de ser un sistema
multilenguaje, peer2peer, orientado a herramientas, ligero y OpenSource.
Desde que surgio´ hasta la fecha su popularidad ha ido en aumento y esto ha sido debido
a que se esta´ empleando en diferentes a´mbitos profesionales: Cient´ıfico, Investigacio´n,
Divulgacio´n.
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3.4. BeagleBone Black
La tarjeta BeagleBoard [25] es producida por la empresa Texas Instruments en asociacio´n
con Digi-Key y Newark element14. Surge a mediados de 2008 como el primer micro
ordenador de bajo coste del mercado. Desde su aparicio´n ha ido evolucionando mediante
modelos nuevos que incorporan ciertas mejoras en rendimiento y conectividad. Hoy en
d´ıa el modelo ma´s reciente es el BeagleBone Black rev c, cuya revisio´n consta de mayo
de 2014. Este modelo ofrece un rendimiento y una capacidad de co´mputo que pocas
tarjetas de precios similares son capaces de superar. La BeagleBone Black tiene un
precio de menos de 50e, y posee un procesador ARM Cortex-A8 a 1000MHz que permite
realizar 2000 MIPS, una GPU PowerVR SGX530 a 200MHz que es capaz de procesar
20MPoligonos/s, viene con 512MB de RAM de tipo DDR3 a 800Mhz, una conexio´n
Ethernet, salida de v´ıdeo y audio micro-HDMI, un puerto USB, una ranura para tarjeta
microSD y dos filas de 46 pines de entrada o salida y dos nu´cleos programables de tiempo
real. Hay que tener en cuenta que el voltaje de entrada de la tarjeta es de 5V y que sin
conectar nada, la tarjeta sola consume entre 210 y 460mA.
Otra de las ventajas ma´s destacables de la BeagleBone Black es la conectividad que
ofrece. Dispone de un total de 92 pines reconfigurables que incluyen hasta cuatro puertos
serie diferentes, la generacio´n de ocho PWM independientes, cuatro temporizadores, un
bus CAN, siete entradas analo´gicas en base a 1.8V con una resolucio´n del conversor AD
de 12 bits, varias salidas de alimentacio´n a 5 y 3.3V, dos conexiones SPI, dos puertos
I2C para su interconexio´n con cualquier tipo de hardware compatible, adema´s de 65
entradas y salidas digitales reconfigurables.
Las extensiones para las tarjetas Beagleboard se denominan capes y hay ma´s de 40
modelos diferentes. Del mismo modo que con el resto de tarjetas, su funcionalidad es
otorgar mayor facilidad de interconexio´n y/o dotar de nuevas caracter´ısticas a la tarjeta.
La BeagleBone Black soporta diversos sistemas operativos basados en la arquitectura
ARM Linux como Fedora, Ubuntu u openSUSE, pero tambie´n tiene soporte para An-
droid e incluso para Windows Embedded. Estos sistemas se ejecutan desde la microSD
aunque cabe mencionar que la tarjeta dispone de un kernel de auto arranque con Linux
Debian en su memoria eMMC de 2GB que se ejecuta cuando no se inserta ninguna
microSD.
Las opciones de programacio´n en la BeagleBoard son pra´cticamente las mismas que las
de un sistema operativo basado en una arquitectura x86. Se pueden utilizar lenguajes
como C, C++, Java, Python, JavaScript, Android e incluso tambie´n Matlab-Simulink.
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Empleando la distribucio´n de Linux Ubuntu, se permite la instalacio´n y uso del frame-
work Robot Operating System (ROS) y permite un funcionamiento ide´ntico a como si
se estuviese trabajando con una arquitectura x86.
Figura 3.2: Beaglebone Black
3.5. ROBOCape
Como se ha mencionado en la seccio´n anterior, las extensiones para la tarjeta Beagle-
Bone, se llaman capes. En este apartado se va a dar a conocer la cape ROBOCape
[26], la cual ha sido disen˜a por Miguel Albero del servicio de electro´nica del Instituto
Universitario de Automa´tica e Informa´tica Industrial.
ROBOCape es una placa electro´nica que ha sido disen˜ada exclusivamente para usarla
con la tarjeta BeagleBone Black. As´ı se permite un amplio abanico para an˜adirlo al
conjunto a sistemas robotizados y poder hacer mas fa´cil la programacio´n de estos siste-
mas. Durante el disen˜o de esta tarjeta se ha realizado un ana´lisis exhaustivo sobre que
dispositivos se usan ma´s a menudo en este tipo de sistemas. Y gracias a esto permite un
amplio abanico de aplicaciones de control para la gran mayor´ıa de robots existentes.
Para que esta placa pueda funcionar con la BeagleBone, esta debe estar alimentada con
alimentacio´n externa de 5V y 1A o ma´s para que el sistema de seguridad no apague la
tarjeta. Adema´s incorpora una entrada para conectar una bater´ıa externa de entre 6 y
12V de dos celdas. Las caracter´ısticas te´cnicas que ofrece son las siguientes.
Sistema de alimentacio´n DC/DC independiente, es decir, la tensio´n de entrada
tiene que ser tensio´n continua y como mı´nimo de 1A. La entrada ma´xima permitida
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Figura 3.3: ROBOCape
es de 12V y capaz de ofrecer hasta 3A. Incorpora un sistema para proteger al
sistema de cambio de polaridad y proteccio´n para evitar sobre-tensiones.
El sistema de carga de bater´ıas es para las bater´ıas lipo de 2 ce´lulas de 7.4V,
adema´s incorpora un jumper para seleccionar el modo de funcionamiento, si carga
solo o carga y funciona con alimentacio´n externa.
El acelero´metro que incluye es el MPU-9150. Este, incluye un giro´scopo que es
capaz de devolver la velocidad angular en las coordenadas X, Y, Z con un rango
escalable de entre ±250◦a±2000◦/sec. El acelero´metro es capaz de devolver ace-
leraciones de entre ±2G hasta ±16G en los 3 ejes, X, Y, Z. Adema´s incluye un
magneto´metro, que obtiene el campo magne´tico en los 3 ejes, gracias a un sensor
monol´ıtico de efecto Hall. Este es capaz de devolver una salida con 13 bits de
resolucio´n, es decir 0.3T por LSB. El cual esta´ conectado al bus I2C.
Otro de los componentes que incluye es el alt´ımetro MPL3115A2, y permite conocer
la informacio´n a la BBB, referente a la presio´n y altitud, as´ı como la temperatura
del entorno en el cual este. Tambie´n se encuentra conectado al bus I2C.
El GPS que incorpora es el FGPMMOPA6E, el cual permite obtener una alta
precisio´n en la posicio´n y velocidad, y con su alta sensibilidad lo hace un buen
candidato para funcionar en entornos urbanos. Es capaz de soportar hasta 66
canales. Tiene un rango de funcionamiento de entre 1 y 10 Hz. Y el formato de
adquisicio´n de datos esta compuesto por el protocolo NMEA. Este dispositivo se
conecta a trave´s de una UART.
Debido a que la BBB lleva un puerto USB y esto es una limitacio´n, la ROBOCape
permite ampliar hasta 4 puertos USB, gracias al HUB TUSB2046B que incorpora.
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Otro de los componentes existentes en esta placa, son los puentes H con los cuales se
pueden manejar los motores DC o paso a paso, el controlador (BA6845) integrado
permite trabajar con corrientes inferiores a 1A en re´gimen nominal. El control se
realiza mediante las sen˜ales PWM y los pines de la GPIO.
Como cabe esperar, ROBOCape, incluye entradas analo´gicas, en concreto 4, estas
sirven para conectar los sensores de distancia Sharp GP2xx, y admite tensiones
de hasta 1.8V, e integra un adaptador de tensiones ma´ximas mediante un divisor
resistivo.
Permite incorporar sensores de ultrasonido HC-SR04, en total se permiten conectar
hasta 6 empleando una topolog´ıa en anillo. Gracias a la lo´gica de disen˜o que lleva,
permite utilizar un nu´mero no muy elevado de pines. El funcionamiento de este
modulo sigue la lo´gica de calculo del tiempo de vuelo de la sen˜al.
Finalmente existen 4 l´ıneas directas que vienen de los controladores PWM, estas
adaptan las sen˜ales de la tensio´n t´ıpica en sen˜ales para el servo mediante buffers
de proteccio´n. De esta forma se crea un sistema de proteccio´n para los problemas
ele´ctricos provocados por circuitos externos.
Figura 3.4: Descripcio´n de conectores, mo´dulos, IC’s y distribucio´n
Cap´ıtulo 4
Trabajo Desarrollado
En el cap´ıtulo actual se describe el trabajo realizado para la elaboracio´n de este trabajo
final de ma´ster. Primero se demuestra resumidamente como se emplea el simulador de
movilidad SUMO y se detalla el escenario creado para obtener el fichero de configuracio´n
para el simulador NS-3. En la siguiente seccio´n se da a conocer el modelo de propagacio´n
empleado e implementado para dicho simulador. Y a continuacio´n se describe el mode-
lado e implementacio´n de un protocolo de enrutamiento para redes vehiculares para el
simulador NS-3. Finalmente, en la u´ltima seccio´n de este cap´ıtulo se explica el desarro-
llo que realizado sobre la placa BeagleBone Black, empleando el middleware ROS, y un
ejemplo de aplicacio´n para robots humanoides, as´ı mostrando su alta escalabilidad para
diferentes plataformas.
4.1. Ecosistema
Con las herramientas expuestas anteriormente se ha obtenido un ecosistema que tiene
la funcionalidad implementar, ejecutar y analizar una serie de simulaciones basadas en
Redes de Sensores Inala´mbricos y Movilidad.
Por un lado 3.1 se emplea para desarrollar nuevos protocolos y tecnolog´ıas de red donde
poder comparar, analizar y validar todos los desarrollos. Esto permite proponer y evaluar
nuevas mejoras y protocolos implementados.
Para completar el ecosistema se necesita una serie de patrones de movilidad, que previa-
mente han tenido que ser generados y analizados, de ah´ı la necesidad de emplear SUMO
3.2.
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Figura 4.1: Diagrama de bloques del ecosistema propuesto
4.2. Generacio´n de escenarios en SUMO
La principal necesidad de emplear el simuladores de movilidad es que permite generar
comportamientos similares al mundo real. De esta forma se puede analizar la densidad
de tra´fico en una zona concreta. En este campo de investigacio´n emplear un simulador
de movilidad con las caracter´ısticas que ofrece SUMO es de vital importancia, ya que
se pueden generar todo tipo de tendencias de conduccio´n, aumentar la densidad del
tra´fico, generar posibles accidentes, entre otros comportamientos reales. La obtencio´n
de este tipo informacio´n se puede reutilizar para la experimentacio´n y ana´lisis de las
redes vehiculares, y as´ı poder desarrollar nuevas te´cnicas y tecnolog´ıas que permitan a
los conductores una sensacio´n de seguridad cuando van al volante de su coche.
La eleccio´n de SUMO como simulador de movilidad ha sido debido a que es de de co´di-
go libre y esta escrito bajo licencia GNU General Public License version 3.0 (GPLv3),
adema´s de ser portable. Proporciona un paquete de simulacio´n de tra´fico rodado mi-
crosco´pico y continuo, esta´ disen˜ado para manejar grandes redes de carreteras. Permite
la simulacio´n incluyendo peatones intermodales y viene con un gran conjunto de herra-
mientas para la creacio´n de escenarios. Por otra parte, permite un enorme acoplamiento
con cualquier simulador de redes, ya que la informacio´n que se obtiene viene en un for-
mato estandarizado, de fa´cil y ra´pida la conversio´n para los simuladores de redes, como
por ejemplo a ns-2 y ns-3.
A continuacio´n se describira´n una serie de pasos ba´sicos para el ra´pido manejo de SUMO.
La creacio´n de escenarios en SUMO se puede realizar de dos formas, una mediante
la descarga de mapas en formato XML o mediante la edicio´n de ficheros XML. Si se
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emplea la primera mencionada, accediendo previo registro a OpenStreetMap se puede
descargar una determinada zona. Como por ejemplo Figura 4.2.
Figura 4.2: A´rea de la Universidad Polite´cnica de Valencia
Cuando el mapa este´ descargado hay que convertirlo a formato XML, esto se realiza con
la ayuda del comando netconvert de SUMO. Una vez completado este paso se obtiene
el fichero XML que conforma la red de los nodos que forman las calles, carreteras, etc.
Para crear un escenario de simulacio´n que se aproxime a la realidad, es decir, an˜adir
zonas verdes, construcciones, etc, hay que emplear el comando polyconvert el cual
recibe como entrada el fichero obtenido anteriormente y un fichero que se obtiene de
la web de la organizacio´n que lo ha desarrollado. Seguidamente se crean una serie de
trayectorias aleatorias, esto se consigue con el comando randomTrips.py el cual recibe
como argumento de entrada el fichero que contiene la red de carreteras y como fichero
de salida genera un XML con las rutas. Una vez completado esto, se edita un fichero
de configuracio´n que sirve para ejecutar la la simulacio´n. Para ejecutar la simulacio´n
se escribira´ la orden sumo-gui map.sumo.cfg y se obtendra´ un ventana similar a la
mostrada en la Figura 4.3
Una vez cargado el simulador, si se realiza zoom y se pone en ejecucio´n la simulacio´n
aparecera´n veh´ıculos en movimiento y sema´foros cambiando sus luces, en la Figura 4.4
se muestra un ejemplo.
Por otra parte, SUMO permite crear escenarios personalizados, para ello se debe de
seguir un flujo de trabajo tal como indica el diagrama de la Figura 4.13.
Siguiendo el diagrama de flujo de la Figura 4.13 se van creando los ficheros. Primero se
crea el archivo que contendra´ los nodos. En la Figura 4.5 se muestra un ejemplo.
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Figura 4.3: A´rea simulada de la Universidad Polite´cnica de Valencia
Figura 4.4: Ejemplo simulacio´n
Figura 4.5: Ejemplo .nod.xml
A continuacio´n se editara´ el fichero que contendra´ las aristas de conexio´n entre los nodos.
En la Figura 4.6 se muestra un ejemplo.
Figura 4.6: Ejemplo .edg.xml
Tras la edicio´n de estos dos ficheros y la ejecucio´n de la aplicacio´n netconvertert se obtie-
ne el fichero que contiene la red de nodos que conformara´ el escenario, en la Figura 4.7.
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Figura 4.7: Ejemplo .net.xml
El siguiente paso consiste en generar una serie de flujos de movilidad, ello se consigue
con la edicio´n del fichero de flujo. Figura 4.8
Figura 4.8: Ejemplo .flow.xml
Ejecutando al aplicacio´n duarouter, y indicando el fichero de entrada como el .flow.xml
y una serie de para´metros se obtiene el fichero .rou.xml que contendra´ las rutas a seguir
por los veh´ıculos en el escenario disen˜ado. En la Figura 4.9 se muestra en fragmento de
co´digo.
Figura 4.9: Ejemplo .rou.xml
Una vez llegados hasta este punto, se procede a la edicio´n del fichero de configuracio´n de
la simulacio´n, para ello, hay que crear un fichero con extensio´n .cfg similar al mostrado en
la Figura 4.10, do´nde se indicara´n los ficheros que conforman la red y las rutas, adema´s
se puede indicar una serie de para´metros, como el inicio y finalizacio´n de la simulacio´n,
el taman˜o de incremento entre cada instante, entre otros.
Figura 4.10: Ejemplo .cfg
Chapter 4. Trabajo Desarrollado 44
Tras terminar de crear este fichero se ejecutara´ el simulador, indicando un fichero de
salida para almacenar los resultados obtenidos. En la Figura 4.11 se muestra un escenario
de testeo, y en la Figura 4.12 se puede observar el formato que sigue el fichero de traza.
Figura 4.11: Ejemplo simulacio´n
Figura 4.12: Fichero de traza
Una vez terminado esta parte del proceso, con ayuda del script traceExporter.py que
incorpora SUMO, se pueden generar una serie de ficheros que sera´n empleados por el
simulador de redes NS-3.
4.3. Desarrollo de un modelo en NS-3
4.3.1. Modelo de propagacio´n empleado
El modelo de propagacio´n en espacio libre se emplea en las comunicaciones inala´mbricas
para predecir el nivel de potencia de la sen˜al de recepcio´n de cada paquete. Existe una
l´ınea de visio´n o ma´s comu´nmente conocido como line-of-sigth (LOS) entre un nodo
emisor (Tx) y un nodo receptor (Rx) Figura 4.14 en la cual por diversos feno´menos
puede aparecer una zona de sombreado y dificultar la recepcio´n de paquetes. En el
simulador NS-3 existen una serie de modelos de propagacio´n que son ma´s frecuentemente
usados para las comunicaciones inala´mbricas, estos son: Friss propagation loss model, Log
Distance propagation model entre otros. El primer modelo enunciado se caracteriza por
asumir que solo existe una u´nica ruta en la l´ınea de visio´n entre el transmisor y el
receptor, y suele emplearse para calcular la sen˜al de recepcio´n en espacios abiertos a una
distancia d desde el transmisor. Este modelo esta´ definido por la ecuacio´n 4.1
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Figura 4.13: Diagrama de flujo de SUMO
Pr(d) =
PtGtGrλ
2
(4pi)2d2L
(4.1)
Donde Pr es la potencia de la sen˜al transmitida, Gt y Gr es la ganancia de la antena del
transmisor y del receptor. L(L ≥ 1) es la pe´rdida del sistema y λ es la longitud de onda.
Figura 4.14: Distancia entre Rx y Tx
EL siguiente modelo enunciado ha sido Log Distance propagation model el cual es una
extensio´n del modelo de propagacio´n de Friss. Este tipo de modelos se les conoce co-
mo Shadowing Model y esta´ formado por dos partes: una parte en la cual se modelan
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Entorno Exponente pe´rdida trayectoria
Espacio Libre 2
A´rea urbana de radio celular 2.7 a 3.5
Radio Sombreado urbano 3 a 5
Dentro de edificio - L´ınea de visio´n 1.6 a 1.8
Obstruccio´n por edificios 4 a 6
Obstruccio´n por fabrica 2 a 3
Cuadro 4.1: Exponentes de pe´rdida de trayectoria para diferentes entornos
las perdidas en la ruta de comunicacio´n y otra que predice la potencia media a una
distancia d denotado por Pr(d) y n es el exponente de perdida de la ruta, este modelo
esta´ representado por la ecuacio´n 4.2
PL(d)[dB] = PL(d0) + 10nlog(
d
d0
) (4.2)
Este modelo presenta un inconveniente, y es que no considera las condiciones de los
entornos. Es decir, estos pueden ser diferentes para una misma separacio´n entre un
nodo Tx y Rx, por tanto, a esas mediciones se cree oportuno aplicar un valor de la
media diferente. Esto da lugar al modelo Log Normal Shadowing, aplicando el campo
Xσ que es una variable aleatoria Gaussiana con media cero y desviacio´n esta´ndar σ [27].
Quedando el modelo como 4.3
PL(d)[dB] = PL(d0) + 10nlog(
d
d0
) +Xσ (4.3)
donde PL(d) es la pe´rdida de trayectoria en una distancia d entre un Tx y un Rx. PL(d0)
es la media de la perdida de la trayectoria de la referencia d0, n es el exponente de la
perdida de la trayectoria 4.1. En Figura 4.15 se puede observar una representacio´n del
modelo.
En la definicio´n del u´ltimo modelo ilustrado se han empleado las caracter´ısticas de
radiofrecuencia de un dispositivo real, concretamente las caracter´ısticas de la antena
Wifi WF121 [28]. En el datasheet [28] se describen sus caracter´ısticas.
4.3.2. Implementacio´n del protocolo de red
Se ha desarrollado un protocolo de enrutamiento basado en el descrito en Stability and
Reliabilty Aware Routing (SRR)[5] que ha sido presentado en 2.3. En la implementacio´n
del protocolo se han modificado determinados aspectos y este ha sido desarrollado en el
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Figura 4.15: Distribucio´n LogNormal
simulador ns-3. Como referencia se ha tomado el diagrama de flujo del protocolo SRR
mostrado en Figura 2.10. Este protocolo tiene dos modos de funcionamiento: un modo
conectividad, en el cual existe una red ad-hoc que permite que los nodos se comuniquen
entre ellos sin la necesidad de que exista un infraestructura V2I y que este´n siempre
dentro de un radio de cobertura. Cuando se env´ıan los paquetes hacia el nodo destino se
toman una serie de decisiones. Para el ca´lculo de estas decisiones se calcula la distancia
y direccio´n, adema´s del a´ngulo que existe entre el nodo fuente y el nodo destino y la
orientacio´n. Esto hace que el env´ıo de paquetes sea ma´s directo para alcanzar el destino.
Los para´metros de la distancia, y orientacio´n se calculan para que la entrega de los
paquetes sea mas o´ptima y robusta, originalmente el autor ha empleado un sistema de
basado en lo´gica difusa. Con este sistema obtiene una funcio´n de coste que sirve para
indicar que nodo es el mejor candidato para alcanzar el destino. El segundo modo de
funcionamiento, se activa cuando el nodo transmisor ha perdido la conectividad con el
resto de nodos, esto se debe a que no existe ningu´n nodo dentro del radio de alcance,
es lo mismo que decir que su tabla de vecinos esta´ vac´ıa. En este modo los paquetes se
van guardando en una cola y perio´dicamente e´sta esta´ intentando enviar los paquetes
hac´ıa el destino. En el caso de no tener conectividad durante un tiempo si la cola se
ha llenado se emplea un buffer temporal. Cuando ambas colas esta´n llenas el protocolo
descarta ese paquete y vuelve a intentar entrar en conectividad.
Para el desarrollo de este protocolo de enrutamiento se ha propuesto una pseudo-
implementacio´n debido a que no existe informacio´n al 100 % del protocolo. Esta pseudo-
implementacio´n queda refleja en el siguiente diagrama de clases que es mostrado en la
Figura 4.16.
Seguidamente se detalla la funcio´n que tiene cada clases que forma forma el diagra-
ma 4.16. HelloHeader es una clase que hereda las caracter´ısticas de la clase Header que
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Figura 4.16: Diagrama UML del protocolo implementado
es propia del simulador ns-3. Esta clase, la funcio´n que tiene es crear la cabecera del
mensaje HELLO que se emplea para enviar la localizacio´n actual del nodo origen al
resto de nodos que forman la red. Esta´ compuesto por los siguientes campos Figura 4.17:
Figura 4.17: Cabecera mensaje HELLO
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Hop Count: este campo tiene un taman˜o de 8 bits, y sirve para llevar la cuenta
de los saltos que ha realizado un determinado paquete.
Destination IP Address: es un campo de 32 bits y contiene la IP destino donde
se enviara´ el mensaje, como este paquete sirve para realizar un descubrimiento de
red albergara´ la direccio´n de broadcast propia de la red.
Destination Sequence Number: este campo tiene un taman˜o de 32 bits y lleva
la cuenta de nu´meros de paquetes enviados por un determinado nodo.
Originator IP Address: este campo tiene un taman˜o de 32 bits y contiene la IP
del nodo que origina dicho mensaje.
TimeStamp: este campo tambie´n tiene una capacidad de almacenamiento de 16
bits, y sirve para conocer el instante en que ha sido creado el paquete.
TTL: TimeToLive, este campo se emplea para delimitar la vida de un paquete,
as´ı evitando que este indefinidamente viajando por la red, y por tanto sobre-
carga´ndola.
PosX y PosY: son dos campos de 64 bits del tipo double, se ha optado que
tenga esta capacidad porque la informacio´n que adjuntara´ hace uso de la coma
flotante del computador en que este, e interesa que el dato sea lo ma´s pro´ximo a
la realidad, y sin que exista la certeza de que el taman˜o llegue a desbordar y por
tanto transmitir un mensaje erro´neo.
AckHeader es otra clase que hereda la funcionalidad de Header, este tipo de paquete
sirve como respuesta a los mensajes HELLO. En este paquete se env´ıa la ubicacio´n del
nodo destino, adema´s de encapsular en la cabecera la direccio´n y el sentido de la marcha
con respecto al nodo que ha enviado el mensaje HELLO. En la Figura 4.18 se muestra
el formato de la cabecera que es detallada a continuacio´n:
Hop Count: este campo tiene un taman˜o de 8 bits, y sirve para llevar la cuenta
de los saltos que ha realizado un determinado paquete.
Destination IP Address: es un campo de 32 bits y contiene la IP destino donde
se enviara´ el mensaje de respuesta al nodo que haya enviado previamente el mensaje
HELLO.
Originator IP Address: este campo tiene un taman˜o de 32 bits y contiene la IP
del nodo que origina dicho mensaje.
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Figura 4.18: Cabecera mensaje ACK
MyPosX y MyPosY: son dos campos de 64 bits del tipo double, se ha optado
que tenga esta capacidad porque la informacio´n que adjuntara´ hace uso de la coma
flotante del computador en que este, e interesa que el dato sea lo ma´s pro´ximo a
la realidad, y sin que exista la certeza de que el taman˜o llegue a desbordar y por
tanto transmitir un mensaje erro´neo.
DistanceToSrc: es un campo de 32 bits que permite informar al nodo que envio´ el
mensaje HELLO cual es la distancia que existe entre el nodo origen y destino,
adema´s, gracias al signo se puede saber si va en la misma direccio´n o en la direccio´n
opuesta.
OrientReferenceToSRC: Permite obtener el a´ngulo que existe entre el nodo
origen y destino, este campo tiene un taman˜o de 32 bits.
La clase StatusHeader implementa un paquete de datos, que sirve para informar a un no-
do destino que este´ dentro de de la propia red ad-hoc creada. Los campos que conforman
este paquete son los mostrados en la Figura 4.19:
Figura 4.19: Cabecera mensaje STATUS
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Hop Count: este campo tiene un taman˜o de 8 bits, y sirve para llevar la cuenta
de los saltos que ha realizado un determinado paquete.
CoordinateLocation: es un campo de 32 bits que contiene las coordenadas de
localizacio´n del nodo emisor.
VelocityVehicle: es un campo de 32 bits que contiene la velocidad a la que circula
el veh´ıculo en un instante de tiempo determinado.
State: tiene una capacidad de 32 bits, y sirve para indicar a los veh´ıculos vecinos
del estado actual de calzada.
LocationService es una clase abstracta que sirve para localizar un nodo geogra´ficamente,
en la versio´n oficial del simulador ns-3 no se encuentra au´n. Este servicio fue creado para
protocolos basados en localizacio´n geogra´fica [29] y as´ı poder emular el comportamiento
de un GPS.
RequestQueue sirve para encolar los mensajes que no han podido ser enviados debidos
a una desconexio´n temporal de los nodos.
La clase ExpertSystem implementa las reglas descritas en [5] en un sistema experto
basado en reglas. Con ella, se permite obtener las funciones de coste, para ayudar a
decidir a que vecino hay que enviar los mensajes hacia el destino. De esta forma se
intenta obtener un comportamiento aproximado al propuesto en Figura 2.10.
Finalmente, en la clase RoutingProtocol se encuentra la lo´gica del protocolo de enruta-
miento propuesto en la figura 2.10. Aqu´ı es donde se realizan las funciones de establecer
la IP a los nodos que forman la red ad-hoc enviar y recibir los distintos paquetes, adema´s
de tomar las decisiones para enviar a un nodo u otro los distintos paquetes. A continua-
cio´n se va a detallar el funcionamiento de las funciones principales que se emplean en
la implementacio´n de este objeto. En la figura 4.20 se muestra el diagrama de flujo del
protocolo implementado, las modificaciones realizadas ha sido suprimir el modo desco-
nectividad, y cambiar el sistema basado en Fuzzy Logic por un sistema basado en reglas.
Este sistema emplea la misma salida que el propuesto originalmente.
Seguidamente se describira´ el funcionamiento del protocolo implementado. Cuando desde
el fichero de configuracio´n del escenario se invoca al protocolo, ha este se le pueden pasar
una serie de atributos para su configuracio´n. En este conjunto de atributos se encuentra
HelloInterval, la cual es una variable del tipo Time que por defecto esta´ inicializara a
un segundo, con este tiempo se configura un JITTER el cual sirve para la inicializacio´n
de la tasa de env´ıo de paquetes HELLO. Este tipo de paquetes se env´ıan perio´dicamente
para la construccio´n de la tabla de vecinos de los nodos. Este tipo de mensaje hace una
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inundacio´n a todos los nodos que esta´n dentro de su alcance. En el momento que un
nodo que esta´ dentro del rango de cobertura y ha recibido este paquete analiza dicha
cabecera y crea una entrada en la tabla de vecinos, en caso de que ya existiera la entrada
actualiza sus valores. Una vez completado este proceso el nodo env´ıa un paquete ACK
al nodo que inicio´ la comunicacio´n, trasmitiendo los campos descritos anteriormente. El
nodo receptor de este paquete analiza el mensaje y actualiza su entrada de la tabla de
vecinos.
Una vez, se ha vencido el tiempo de espera para enviar los mensajes de datos entra
en funcionamiento las funciones RouteOutput y RouteInput, que esta´n mostradas en la
figura 4.20. La llamada a RouteOutput se realiza en el momento que el nodo fuente
esta´ listo para retransmitir el paquete de datos y por tanto a configurar la ruta de salida
para que despue´s RouteInput a trave´s de los nodos intermedios sea capaz de alcanzar el
destino del paquete, ya sea realizando una entrega directa o retransmisiones, Forwarding.
Como se puede observar en la figura 4.20 la funcio´n RouteOutput y RouteInput siguen
el flujo de datos establecido por el diagrama original 2.10.
Cuando RouteOutput entra en ejecucio´n se comprueba que el socket de la direccio´n no
este´ vac´ıo, en caso de estarlo devuelve una ruta establecida por defecto en el simulador. El
siguiente paso es obtener los distintos atributos del nodo fuente, es decir, su IP, posicio´n,
y a trave´s del Header obtenemos la direccio´n IP destino.Este destino se establece como
siguiente salto a alcanzar dentro de la ruta. Entonces se comprueba si la tabla de vecinos
del nodo fuente esta vac´ıa, en caso de estarlo el paquete se descarta. En caso contrario
se an˜ade la informacio´n al Header y seguidamente se comprueba si el destino es vecino
o no, en caso serlo se configura la ruta de salida para alcanzar el destino. En caso de no
ser un nodo vecino el destino entra en funcionamiento el sistema basado en reglas. En
este sistema se obtiene el nodo vecino con una mejor funcio´n de coste para configurar la
ruta.
Una vez configurada la ruta por el nodo origen, entra en funcionamiento la funcio´n
RouteInput, en esta funcio´n se peude realizar la llamada a una serie de callbacks para
alcanzar el destino, aqu´ı se vuelve a comprobar si la IP destino y su interfaz son destinos,
en caso afirmativo se realiza una llamada al callback LocalDeliverCallback y de esta forma
el paquete ha alcanzado su destino. En caso contrario se realiza la llamada a la funcio´n
Forwarding. Esta funcio´n tiene un comportamiento similar a RouteOutput. Se obtiene la
IP destino, fuente e IP de nodo intermedio, seguidamente se comprueba si la IP destino
del paquete es la del nodo destino. En caso afirmativo se configura la ruta para la entrega
directa. En el caso contrario se obtiene cual sera´ el mejor nodo candidato para alcanzar
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(a) RouteOutput (b) RouteInput
Figura 4.20: Diagrama flujo protocolo propuesto
el destino, esto se realiza de forma similar que en RouteOutput, para poder retransmitir
los paquetes se emplea el callback UnicastForwardCallback.
En la figura 4.21 se puede apreciar el esquema de comunicaciones que sigue el simulador
ns-3 para transmitir el paquete a trave´s del protocolo de transporte y del protocolo IP, y
las llamadas que se realizan a la hora de intercambiar el paquete con las capas inferiores
de la pila IP.
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Figura 4.21: Esquema comunicaciones con niveles inferiores de la pila IP
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4.4. Nodos ROS
En paralelo se ha desarrollado parte de la tesis doctoral, esto es la implementacio´n de
nodos en ROS para la BeagleBone Black, necesaria para la implementacio´n sobre nodos
reales de las propuestas realizadas de protocolos para redes vehiculares previamente
simuladas y evaluadas, dado que estos protocolos necesitan de diferentes dispositivos y
perife´ricos como GPS, etc.
4.4.1. Descripcio´n nodos de ROS
En el trabajo realizado se ha integrado la librer´ıa BlackLib [30] dentro de un nodo ROS.
Esta librer´ıa ha sido escrita para que el acceso a bajo nivel de los componentes HW de la
BBB sea transparente. El lenguajes empleado para su desarrollo es C++, y permite la
lectura de las entradas analo´gicas, generar sen˜ales PWM, poder emplear los pines GPIO.
Adema´s permite realizar la comunicacio´n con otros dispositivos que empleen la UART,
I2C y SPI. Esta integracio´n se ha podido realizar ya que ROS y BlackLib esta´n escrito
en C++. A la librer´ıa original se le ha han an˜adido dos objetos como se muestra en la
Figura 4.22. Estos dos objetos an˜adidos permiten leer los valores devueltos por la IMU
y por el Alt´ımetro, son los que esta´n de color verde. Se ha optado por realizar estas dos
clases para facilitar en el futuro el uso de estos dispositivos ya que hab´ıa que realizar la
lectura una serie de registros y direcciones de memoria. Para ello se han empleado los
datasheets [31, 32] de los fabricantes, es donde se describe el mapa de direcciones de los
dispositivos.
Figura 4.22: Jerarqu´ıa librer´ıa BlackLib
Para la implementacio´n en ROS, se ha desarrollado el nodo mostrado en la Figura 4.23,
que en el cual existen tres programas que permiten poner en funcionamiento la IMU, el
alt´ımetro y el GPS[33].
El primer componente desarrollado ha sido el acceso a la unidad de medida inercial el
cual esta´ funcionando a una frecuencia de 1 Hz. En este se puede obtener los valores
en los 9 ejes, es decir, se puede obtener la aceleracio´n lineal en las coordenadas X Y
Z, adema´s de las coordenadas respectivas tanto para la velocidad angular y el campo
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Figura 4.23: Nodo implementados en ROS
magne´tico al cual esta´ sometida la BeagleBone Black. Esta informacio´n se publica en
los mensajes esta´ndares de ROS.
El segundo componente que se describe es el alt´ımetro, con el cual se pueden obtener a
que altitud sobre el nivel del mar a la que se encuentra la placa, adema´s de conocer la
temperatura que tiene la placa en un instante de tiempo y cual es la presio´n atmosfe´rica
a la cual esta´ sometida. Como en el caso anterior este nodo tambie´n se puede conocer
mediante los mensajes t´ıpicos de ROS y funciona a la misma frecuencia.
Otro nodo que ha sido implementado es el acceso al GPS, este esta´ funcionado a una
frecuencia de 0.5 Hz, el mensaje obtenido por el GPS sigue el esta´ndar del protocolo
NMEA y por tanto se ha tenido que realizar una conversio´n de formato y permite conocer
la longitud, latitud y la altura sobre el nivel del mar a la que se encuentra la tarjeta en
un momento determinado. Y al igual que en los casos anteriores tambie´n se publica a
trave´s de un mensaje de ROS.
Y por u´ltimo, se ha creado otro nodo para la lectura de los sensores de tipo Sharp
comentados en la seccio´n 3.5. Este nodo permite la lectura de los 4 conversores ADC
que permite el acceso la cape. Este nodo tambie´n funciona a 1 Hz y publica los datos a
trave´s de mensajes de ROS.
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4.4.2. Integracio´n librer´ıas en ROS
Para poder emplear la librer´ıa Blacklib desde un nodo ROS, primero de todo debe de
existir una a´rea de trabajo para el usuario en ROS, esto se puede realizar de la siguiente
forma:
mkdir -p ros_workspace/catkin_ws/src
cd ros_workspace/catkin_ws/src
catkin_init\_workspace
catkin_make
Listing 4.1: Comando para configurar a´rea de trabajo en ROS
Seguidamente, hay que crear se tiene que crear un nodo. Este nodo ha de contener los
ficheros necesarios para que pueda ponerse en funcionamiento desde el nodo master.
Para crear el nodo hay que ejecutando la orden:
catkin_create_pkg ’nombre del nodo ’
Listing 4.2: Crear un nodo en ROS
El siguiente a seguir consiste en ubicar los ficheros de cabecera dentro del directorio
include/nombre nodo, con los ficheros fuente se realiza una tarea similar pero esta vez
en el directorio src. A continuacio´n se ha de editar un fichero fuente el cual debera´ de
tener la funcio´n main y la funcionalidad que se desee que implemente el nodo. Para
completar el proceso de integracio´n hay que editar el fichero CMakeList.txt. En este
fichero hay que localizar una serie de funciones que esta´n comentadas. Estas funciones
son:
catkin package: en su interior hay que an˜adir el directorio include y el nombre de
la librer´ıa a emplear, hay que anteponer la palabra lib.
add library: hay que an˜adir el el nombre de la librer´ıa que se ha incorporado al
paquete, adema´s de la ruta a los ficheros fuente que se van a emplear.
add executable: en esta funcio´n se debe de escribir el nombre del ejecutable que a
implementar y el nombre del fichero donde este´ su implementacio´n.
target link libraries: esta funcio´n sirve para vincular el ejecutable con las librer´ıas,
por tanto hay que an˜adir el nombre del ejecutable que se ha dado en la funcio´n
add executable y el nombre de la librer´ıa dado en catkin package y add library.
A la hora de implementar el protocolo de enrutamiento propuesto en este Trabajo Final
de Master, se seguira´ una secuencia de trabajo similar a la mencionada en 4.4.2.

Cap´ıtulo 5
Experimentacio´n y resultados
En el presente cap´ıtulo se describira´ la metodolog´ıa seguida para la validacio´n del pro-
tocolo modelado en el cap´ıtulo 4. Para ello, primero se definira´ un escenario similar al
propuesto en [5] y se realizara´n una serie de experimentos con los mismos para´metros
de configuracio´n. Seguidamente los resultados obtenidos sera´n analizados para validar
dicha implementacio´n.
Adema´s se variara´n algunos para´metros de simulacio´n para analizar los cambios que pro-
vocan en la red y evaluar las prestaciones del protocolo. Finalmente, se mostrara´n los
resultados obtenidos en la implementacio´n del equipo f´ısico y sus distintas aplicaciones.
5.1. Evaluacio´n del protocolo propuesto
Tal como se ha presentado en la seccio´n 4.3 se ha desarrollado una aproximacio´n del
protocolo de enrutamiento SRR para entornos vehiculares. Para poder validar esta im-
plementacio´n se ha empleado un escenario generado con el simulador SUMO siguiendo
los pasos mostrados en 4.2.
A continuacio´n se detallan los para´metros que se han empleado para validar la imple-
mentacio´n y los escenarios empleados en el simulador ns-3 para validar dicho protocolo.
5.1.1. Para´metros de la simulacio´n y escenarios
En la realizacio´n del estudio en el impacto del Channel Shadowing se han empleado los
siguientes para´metros:
El nu´mero de nodos fuente han sido 5
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El nu´mero total de nodos del escenario han sido 150.
La velocidad a la que se estaban moviendo los nodos ha sido de 25 metros por
segundo.
La velocidad de transmisio´n empleada ha ido variando de 16 kbps hasta 72 kbps.
El valor desviacio´n esta´ndar σ para la variable aleatoria Gaussiana Xσ ha sido 2,
8 y 12.
En este experimento se analizara´n el Packet Delivery Ratio (PDR), retardo medio y el
control del Overhead con el ratio de env´ıo de paquetes variando la desviacio´n esta´ndar
Xσ.
En el estudio en el impacto de la Densidad se han utilizado los siguientes para´metros:
El nu´mero de nodos fuente han sido 5.
El nu´mero total de nodos del escenario han ido variando entre 30, 150 y 250.
La velocidad a la que se estaban moviendo los nodos ha sido de 25 metros por
segundo.
La velocidad de transmisio´n empleada ha ido variando de 16 kbps hasta 72 kbps.
El a´rea de cobertura ha sido de 200 metros.
En este experimento se estudiara´ el PDR, retardo medio y el control del Overhead con
el ratio de env´ıo de paquetes variando la densidad de nodos.
En el ana´lisis del impacto de la velocidad sobre el escenario se han empleado los siguientes
para´metros:
El nu´mero total de nodos del escenario han sido 150.
La velocidad ha ido variando entre 25 y 30 metros por segundo.
La velocidad de transmisio´n empleada ha ido variando de 16 kbps hasta 72 kbps.
El a´rea de cobertura ha sido de 200 metros.
El valor desviacio´n esta´ndar σ para la variable aleatoria Gaussiana Xσ ha sido 2.
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En este experimento se medira´ el PDR, retardo medio y el control del Overhead con el
ratio de env´ıo de paquetes variando la velocidad a la circulan los nodos.
En todos los escenarios el nu´mero de nodos receptores ha sido siempre uno y el taman˜o
de paquete de datos se ha establecido en 1000 Bytes. A continuacio´n se muestra una
tabla 5.1 resumen de los para´metros empleados en cada escenario.
Exp. Fuentes Nu´m. Nodos Vel (m/s) CBR (kbps) Xσ
ch. Shadowing 5 150 25 16 - 72 2, 8, 12
Densidad 5 30,150,250 25 16 - 72 8
Velocidad 5 150 25, 30 16 - 72 2
Cuadro 5.1: Tabla resumen experimentos
El escenario sobre el que se realizara´n los experimentos es una aproximacio´n al escenario
propuesto por [5]. El escenario empleado ha sido ligeramente modificado, au´n as´ı simula
una autov´ıa. Este escenario tiene unas dimensiones de 4000x5 metros, lo que vienen a
ser dos carriles de una carretera con gran afluencia de tra´fico. Los motivos de escoger
estos para´metros es debido a que cuando no existen aglomeraciones los veh´ıculos esta´n
muy dispersos y se quiere estudiar el comportamiento de cuando hay un gran riesgo de
que los nodos este´n desconectados, de esta forma se puede conocer el rango de alcance
de los dispositivos inala´mbricos. En caso contrario, cuando existe una gran densidad
de veh´ıculos tambie´n es importante conocer como se comportara´ la red creada por los
veh´ıculos, de ah´ı que se tenga que analizar la sobrecarga que se genera en la red. La
importancia del estudio del comportamiento de la red segu´n distintas velocidades se debe
a que cuando los veh´ıculos van a elevadas velocidades es ma´s dif´ıcil que pueda se pueda
establecer una conectividad con el resto de veh´ıculos ya que el espectro formado por la
antena inala´mbrica esta´ cambiando constante y esta´ influenciado por las irregularidades
del entorno. Finalmente, se analiza tambie´n el Channel Shadowing, por que como bien
se sabe, no siempre llega la sen˜al en perfectas condiciones, esto se debe a que s´ı el
a´rea en que se encuentre el veh´ıculo en un cierto momento esta´ libre de elevaciones u
otros feno´menos naturales adversos que provoquen una mala propagacio´n de la sen˜al.
De ah´ı que se haya empleado el modelo de propagacio´n mencionado en 4.3.1. En la
realizacio´n de la simulacio´n cada escenario se ha simulado diez veces y se ha obtenido
el valor medio del total de las simulaciones realizadas. Por otra parte, el tiempo de
simulacio´n son 160 segundos. Se ha establecido un tiempo de espera de 30 segundos
de estabilizacio´n de la red, para que los veh´ıculos puedan ir construyendo sus tablas de
vecinos, a partir de este instante de tiempo, los nodos emisores son capaces de enviar sus
paquetes de de datos hac´ıa el nodo destino. Para garantizar que los paquetes de datos
puedan llegar al destino, los nodos emisores dejan de transmitir datos 30 segundos antes
de que finalice el tiempo de simulacio´n total. La tecnolog´ıa inala´mbrica empleada para
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la simulacio´n ha sido dispositivos de red basados en el esta´ndar IEEE 802.11b con un
ancho de canal de 2 Mbps y una frecuencia de 2.412 GHz.
Los experimentos de simulacio´n se han realizado en un computador con las siguientes
caracter´ısticas:
Versio´n ns3: ns-3-dev
Sistema Operativo: Linux Mint 17.2 (64 bits)
Procesador: Intel(R) Core(TM) i7-4771 a 3.5 Ghz (8 cores)
Memora RAM: 32GB
Compilador: gcc 4.8.4
Versio´n SUMO: sumo-0.23
5.1.2. Impacto del nu´mero de nodos
En la figura 5.1 se muestran los resultados obtenidos cuando se va variando el nu´mero
de nodos que conforman el escenario. Se puede observar que segu´n la densidad de nodos
que formen la red el retardo medio de los paquetes aumenta con una densidad elevada de
nodos y cuando la densidad es baja, el retardo tambie´n lo es. Esto se debe a la influencia
de la cantidad de paquetes que van circulando por la red y las colisiones que existen por
los paquetes que navegan por la red. Este feno´meno queda reflejado en el PDR cuando
se incrementa la densidad de nodos este para´metro sufre un decremento.
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Figura 5.1: Impacto Densidad variando el nu´mero de nodos del escenario, calculando
el retardo medio (arriba) y Packet Delivery Ratio (abajo)
5.1.3. Impacto del Channel Shadowing
En la figura 5.2 se estudia el comportamiento de la red segu´n se var´ıa la desviacio´n
esta´ndar (σ). Al ser una distribucio´n Gaussiana, cuando mayor σ esto implica una mayor
ganancia entre Rx y Tx, por tanto esto limita el radio de cobertura de los nodos. Cuando
menor σ la potencia de transmisio´n es menor, esto conlleva que exista un retardo menor
en la entrega de los paquetes, porque van a llegar a menos nodos y la consecuencia es
que los exista una gran tasa de entrega. En caso contrario al establecer σ a 12 la l´ınea
de regresio´n que se calcula en el modelo abarca una mayor a´rea y por tanto, dentro de
a´rea de cobertura del nodo hay ma´s nodos y esto supone que haya un mayor nu´mero de
mensajes y que la red se sature.
5.1.4. Impacto de la velocidad de los nodos
En la figura 5.3 se estudia el comportamiento de los nodos movie´ndose a altas veloci-
dades. En este ana´lisis se pueden observar dos factores importantes. El primero es que
cuando los veh´ıculos viajan a elevadas velocidades el protocolo sufre un declive en la
me´trica del PDR, esto se debe a que se se dificultan la conectividad. El segundo es que
segu´n se va incrementando la frecuencia de transmisio´n se va reduciendo el nu´mero de
paquetes entregados debido a saturaciones en la red.
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Figura 5.2: Impacto Channel Shadowing variando σ, calculando el retardo medio
(arriba) y Packet Delivery Ratio (abajo)
5.1.5. Comparacio´n con el protocolo original
El protocolo desarrollado se ha comparado con los resultados obtenidos por el descrito
en [5], la tendencia del PDR sigue una tendencia similar 5.4. En cuanto al retardo medio
en los paquetes 5.5, en el protocolo desarrollado el tiempo de espera para cada valor de
σ es casi constante, esto se debe a que en el protocolo desarrollado no existe una cola
para almacenar los paquetes que no se han podido enviar cuando los nodos entran en
modo desconectividad. Esta cola no se ha implementado porque en estos escenarios de
movilidad y donde los mensajes se esta´n enviando constantemente a cada segundo, no
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Figura 5.3: Impacto Velocidad variando la velocidad de movimiento de nodos del
escenario, calculando el retardo medio (arriba) y Packet Delivery Ratio (abajo)
se ha considerado necesaria, incluso pueden provocar una sobrecarga innecesaria en el
sistema.
Analizando los paquetes de control de Overhead 5.6 en el protocolo propuesto y com-
para´ndolo con el original se observa que hay un decremento en el valor de este para´metro,
el principal motivo de esta diferencia es la forma de gestionar los mensajes de control
transmitidos por el nu´mero de mensajes de datos transmitidos en ambas implementa-
ciones.
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Figura 5.4: Comparacio´n PDR protocolo propuesto (arriba) VS SRR (abajo)
5.1.6. Otros ana´lisis
Debido a que el simulador ofrece gran libertad para realizar simulaciones realistas, se ha
aprovechado y se han cambiado algunos para´metros. En las siguientes experimentaciones
se analizan ha deshabilitado los paquetes de control Clear To Send (CTS) y Request To
Send (RTS), cuando su taman˜o sea inferior a 2200 Bytes. Como se puede apreciar en
las gra´ficas 5.7, las tendencias son similares, pero debido a deshabilitar el env´ıo de los
paquetes de control el retardo medio ha disminuido, y en cambio el PDR ha sufrido un
ligero aumento.
Otro ana´lisis que se han realizado han sido cambiar el nu´mero de receptores de la red ad-
hoc, hasta el momento en los ana´lisis solo hab´ıa un nodo receptor, en este experimento
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Figura 5.5: Comparacio´n Delay protocolo propuesto (arriba) VS SRR (abajo)
los nodos fuente son 5 y transmiten al resto de nodos y se han deshabilitado los paquetes
de control que tengan un taman˜o inferior a 2200 Bytes. En cuanto a la productividad
al incrementar el nu´mero de receptores cuando mayor valor de σ esta tasa es mayor.
Como se puede observar en la figura 5.8 del impacto de segu´n la variacio´n del Channel
Shadowing, cuando mayor valor tiene Xσ el retardo de entrega de los paquetes se incre-
menta, esto se debe a que mayor Xσ, el rango de nodos a los que se puede alcanzar es
mayor. En cambio cuando menor valor de Xσ la tasa de ratio de entrega de paquetes es
ligeramente superior en el caso de entregar a un destino que a todos los nodos restantes
5.9. Por u´ltimo, al haber un mayor nu´mero de nodos receptores el retardo End-To-End
ha sufrido una ligera mejora decrementado el retardo medio, figura 5.10. En cuanto a
las otras me´tricas comparadas tienen una tendencia similar.
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Figura 5.6: Comparacio´n Overhead protocolo propuesto (arriba) VS SRR (abajo)
En la figura 5.11, se muestran los resultados de la simulacio´n dependiendo de la den-
sidad de veh´ıculos que haya en la red. Cuando mayor densidad de nodos, el retardo se
incrementa, esto es debido a la gran cantidad de paquetes que esta´n viajando a lo largo
de la red para alcanzar su destino. El principal factor que influye en este experimento
son las colisiones entre paquetes. En cuanto a la entrega de paquetes cuando la densidad
de los nodos disminuye la entrega de los paquetes es bastante elevada, se puede observar
que conforme la velocidad de transmisio´n va aumentando, la tendencia de entrega va
disminuyendo, esto se debe a que conforme aumenta la velocidad el ratio de alcance va
disminuyendo paulatinamente. Finalmente, en este experimento, se puede observar que
la mejor tasa de productividad existe cuando hay una gran densidad de paquetes, esto
se debe a que hay mucho mas intercambio de paquetes en altas densidades que en bajas.
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Figura 5.7: Comparacio´n PDR paquetes de control habilitados (arriba) VS deshabi-
litados (abajo)
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Figura 5.8: Comparacio´n Throughput sin paquetes de control con 1 destino (arriba)
VS destino todos los nodos de la red (abajo)
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Figura 5.9: Comparacio´n PDR sin paquetes de control con 1 destino (arriba) VS
destino todos los nodos de la red (abajo)
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Figura 5.10: Comparacio´n Delay sin paquetes de control con 1 destino (arriba) VS
destino todos los nodos de la red (abajo)
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Figura 5.11: Comparacio´n Densidad sin paquetes de control con 1 destino (arriba)
VS destino todos los nodos de la red (abajo)
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En el ana´lisis del impacto de la velocidad a la que se mueven los veh´ıculos, se ha variado
de 25 m/s a 30 m/s. Se puede observar que segu´n aumenta la velocidad de transmisio´n,
el retardo de los paquetes es mucho mayor 5.12. En caso contrario, en la entrega de
paquetes se puede observar una reduccio´n, estos feno´menos se deben a que segu´n va
aumentando la velocidad de transmisio´n el espectro es menor, y adema´s an˜adiendo la
velocidad de los nodos esto provoca que los mensajes no lleguen a su destino por posibles
desconexiones 5.13.
Figura 5.12: Comparacio´n retardo sin paquetes de control con 1 destino (arriba) VS
destino todos los nodos de la red (abajo)
5.2. Evaluacio´n Beaglebone Black
A continuacio´n se presentan los experimentos realizados con la BeagleBoneBlack y la
ROBOCape empleando los nodos de ROS descritos en el apartado 4.4 que permitira´n
evaluar la implementacio´n sobre hardware real de las partes del sistema necesarias para
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Figura 5.13: Comparacio´n Velocidad sin paquetes de control con 1 destino (abajo)
VS destino todos los nodos de la red (abajo)
complementar los protocolos de comunicacio´n estudiados previamente basados en GPS.
Estos experimentos han consistido en ubicar la BeagleBoneBlack en el veh´ıculo ele´ctrico
e ir por dentro del campus universitario dando vueltas para obtener los resultados del
GPS. Durante estos recorridos se han realizado diversas acciones, como por ejemplo
acelerar y desacelerar, adema´s de realizar giros bruscos a derechas e izquierdas para
tomar las mediciones de la IMU, la velocidad ma´xima alcanzada ha sido de 30 Km/h. El
GPS estaba funcionando a una frecuencia de 0.5 Hz y la IMU a 1 Hz. En las figuras 5.14
y 5.14 se muestran algunas de las rutas obtenidas con el GPS. Para poder representar
las coordenadas en Google Earth se han convertido las coordenadas del GPS de grados
sexadecimales a grados decimales.
Como se ha podido observar el rendimiento del GPS es bastante bueno aun funcionando
a un bajo rendimiento. Como ocurre con todo dispositivo GPS existe un rango de error.
Este error se observa cuando se trazan las trayectorias sobre el mapa real.
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Figura 5.14: Ruta 1 obtenida por el GPS
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Figura 5.15: Ruta 2 obtenida por el GPS
En la figura 5.16 se muestra la transmisio´n de las coordenadas del GPS de la Beaglebone
a trave´s de un dispositivo inala´mbrico Zigbee.
Figura 5.16: Datos obtenidos del GPS
En la figura 5.17 se muestran los datos publicados en ROS para en referencia a la IMU.
Figura 5.17: Datos publicados de la IMU
Gracias al trabajo realizado con ROS y la tarjeta Beaglebone, se vio la oportunidad
de colaborar en el desarrollo de la aplicacio´n que funciono´ en las competicio´n de la
CEABOT que organiza la CEA en las Jornadas de Automa´tica, realizadas en Bilbao.
El robot empleado fue un Bioloid Figura 5.18 el cual era capaz de comunicarse con
la BeagleBone a trave´s de su puerto serie. Las principales contribuciones realizadas
fueron el desarrollo de la comunicacio´n a trave´s de la UART, para que cuando el robot
solicitase informacio´n e´sta se la pudiese proporcionar. La informacio´n que recib´ıa el robot
era obtenida a trave´s de la ROBOCape, que incorporaba la sensorizacio´n oportuna. La
funcio´n de la BeagleBone no era otra que ayudar al robot a que se mantuviese estable
y poder realizar la computacio´n que por limitaciones de hardware el robot no podia
realizar. Tambie´n se realizo´ una aplicacio´n que fuese capaz de reconocer una serie de
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co´digos QR. Estos co´digos servirian para guiar al robot a trave´s de una serie de pruebas.
Figura 5.18
Figura 5.18: en la imagen de la izquierda se puede observar el robot Bioloid con
la ca´mara y la BeagleBoneBlack, en la imagen de la derecha se puede observar una
instanta´nea del robot compitiendo.
Cabe destacar la buena actuacio´n que realizo´ el robot quedando en cuarta posicio´n, a
muy pocos puntos de los ganadores.
Cap´ıtulo 6
Conclusiones, futuros trabajos y
publicaciones
6.1. Conclusiones
El principal de este Trabajo Final de Ma´ster ha consistido en desarrollar un modelo de
protocolo de encaminamiento para redes ad-hoc vehiculares. Para ello, se ha realizado
un exhaustivo estudio sobre los diferentes protocolos de enrutamiento existentes para
redes VANETs. Despue´s de este estudio y elegir una propuesta para implementar y con
que herramientas trabajar, se ha modelado y desarrollado un protocolo de red en el
simulador ns-3. Se ha visto la necesidad de emplear otros tipos de simuladores de movi-
lidad, el elegido ha sido SUMO. La eleccio´n de este simulador ha sido porque permite un
acoplamiento con otros sistemas. En esta l´ınea se ha propuesto un ecosistema completo
para el desarrollo y evaluacio´n de este tipo de protocolos, y con el cual se ha desarro-
llado el modelo y llevado a cabo las campan˜as de simulacio´n oportunas, valida´ndose
los modelos desarrollados, y obteniendo resultados que servira´n para la propuesta de
futuras ampliaciones. De esta forma se ha podido constatar como el protocolo mantiene
los retardos extremo a extremo en funcio´n del tra´fico de la red, lo cual indica que escala
correctamente. Por otro lado, tambien se ha advertido que el para´metro Xσ del modelo
de propagacio´n f´ısico influye significativamente en el retardo y tasa PDR por lo que
sera´ un factor a tener en muy cuenta en el disen˜o de estos sistemas.
Para poder implementar los protocolos basados en GPS se han desarrollado diversos
nodos con el middleware ROS, los cuales esta´n funcionando en un dispositivo BeagleBone
Black. Estos nodos desarrollados en esta plataforma permiten a otros dispositivos que
funcionen con ROS suscribirse y obtener la informacio´n suministrada y trabajar de
manera distribuida para no sobrecargar la CPU de los dispositivos. De esta forma queda
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demostrado que se pueden tener dispositivos con altos rendimientos y con muy buena
precisio´n a bajo coste.
Con las herramientas empleadas se ha obtenido un ecosistema hardware/software esca-
lable y con el que poder realizar una serie de desarrollos y posteriormente poder validar
los resultados en simulacio´n y verificar su comportamiento en equipos reales, de esta
forma se obtiene un feedback entre implementacio´n en simulador y desarrollo en equipos
reales.
6.2. Publicaciones y otras contribuciones
En la realizacio´n de este trabajo ha dado lugar a dos publicaciones en congresos; Works-
hop on Innovation on Information and Communication Technologies (ITACA-WIICT
2015) y en las XXXVI Jornadas de Automa´tica - 2015 :
J. Navarro, P. Cardo´s, J.V. Capella, A. Bonastre, R. Ors and A. Valera. Towards
a new WSN/VANET development ecosystem focused on reliability and intelligent
techniques based on simulation and real HW implementation. Workshop on In-
novation on Information and Communication Technologies (WIICT’15), Valencia
2015.
J. Navarro, J.V. Capella, M. Bosch, A. Soriano, M. Albero and A. Valera. Desarro-
llo de una plataforma HW/SW para el control de veh´ıculos automa´ticos. XXXVI
Jornadas de Automa´tica - 2015 CEA-IFAC, Bilbao 2015.
Adema´s, durante el desarrollo de este trabajo se ha realizado una colaboracio´n para
el desarrollo de software para la competicio´n de las XXXVI Jornadas de Automa´tica
CEABOT-15, para el equipo que participaba representando a la Universidad Polite´cnica
de Valencia, desarrollando las aplicaciones para la lectura de la Inertial Measurement
Unit que incorporaba la placa BeagleBone Black y la decodificacio´n de co´digos QR con
la ca´mara IDS UEye XS.
6.3. Futuros trabajos
Este Trabajo Final de Ma´ster da lugar al proyecto de tesis doctoral: “Contribucio´n al
Disen˜o de Redes Inala´mbricas de sensores de alta fiabilidad para el control de robots
mo´viles y veh´ıculos ligeros”. En esta l´ınea, los futuros trabajos a realizar en esta tesis
sera´n:
Chapter 6. Conclusiones, futuros trabajos y publicaciones 81
Se ampliara´ el modelo con la incorporacio´n de nuevas caracter´ısticas como por ejemplo
fiabilidad, tolerancia de fallos. Adema´s de aplicar te´cnicas robustas para el encamina-
miento de las rutas, ampliando los para´metros a considerar (calidad de la sen˜al y consu-
mo energe´tico) y estudiando nuevas te´cnicas. As´ı pudiendo evaluarlo con el ecosistema
propuesto para su posterior implementacio´n en hardware real.
Con los resultados obtenidos con el dispositivo GPS se ajustara´ la frecuencia de lec-
tura para as´ı poder obtener el ma´ximo rendimiento sin llegar a saturar la plataforma
hardware.
Posteriormente, se trabajara´ con la navegacio´n automa´tica de los veh´ıculos ligeros, usan-
do las propuestas desarrolladas para integrarlas con dicho sistema de navegacio´n auto´no-
ma que ha sido desarrollo por el grupo. A este sistema se le dotara´ de mayores prestacio-
nes y caracter´ısticas que ayudara´n a comunicarse con los veh´ıculos. As´ı, adecuando los
protocolos de comunicaciones a empleados en funcio´n de los requisitos de la aplicacio´n
que se indique. Y por tanto se estudiara´ su fiabilidad una vez este´n adaptados.
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