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We examine the accuracy of the microcanonical Lanczos method (MCLM) developed by Long,
et al. [Phys. Rev. B 68, 235106 (2003)] to compute dynamical spectral functions of interacting
quantum models at finite temperatures. The MCLM is based on the microcanonical ensemble,
which becomes exact in the thermodynamic limit. To apply the microcanonical ensemble at a
fixed temperature, one has to find energy eigenstates with the energy eigenvalue corresponding to
the internal energy in the canonical ensemble. Here, we propose to use thermal pure quantum
state methods by Sugiura and Shimizu [Phys. Rev. Lett. 111, 010401 (2013)] to obtain the internal
energy. After obtaining the energy eigenstates using the Lanczos diagonalization method, dynamical
quantities are computed via a continued fraction expansion, a standard procedure for Lanczos-based
numerical methods. Using one-dimensional antiferromagnetic Heisenberg chains with S = 1/2, we
demonstrate that the proposed procedure is reasonably accurate even for relatively small systems.
I. INTRODUCTION
Strongly correlated electron systems have been one of
the main areas of research in condensed matter physics
because of a variety of emergent phenomena arising from
many-body effects [1, 2]. The many-body correlations
in the strong coupling limit are notoriously difficult to
handle because the single-particle approximation is not
applicable. Thus, a significant amount of effort has been
devoted to developing theoretical or numerical techniques
to solve interacting Hamiltonians unperturbatively.
The Lanczos algorithm [3] is an exact method to study
many-body effects numerically, by partially and itera-
tively diagonalizing the Hamiltonian matrix to obtain one
or more eigenstates. This method has been used for the
study of high-Tc cuprate ground states and excited states
alike [4]. The Lanczos method was readily extended to
deal with finite temperature, called the finite tempera-
ture Lanczos method (FTLM) [5]. Additional improve-
ments were later proposed for the FTLM [6–8].
A fundamental problem of Lanczos-based procedures is
that the dimension of the many-body Hamiltonian ma-
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trices grows exponentially with the system size. The
density-matrix renormalization-group (DMRG) method
avoids this exponential growth by truncating the less im-
portant states in a systematic way [9, 10]. Similar to
the Lanczos-based methods, DMRG has been extended
to deal with finite temperature [11–13].
Most of the numerical procedures addressing finite
temperature are based on the canonical ensemble. Re-
cently, an alternative approach was proposed based on
the microcanonical ensemble, called the microcanonical
Lanczos method (MCLM) [14–16]. The MCLM is be-
lieved to become accurate in large systems close to the
thermodynamic limit because the microcanonical ensem-
ble and the canonical ensemble become equivalent in this
limit [17]. Moreover, unlike FTLM, it is not necessary to
average over many energy eigenstates with the appropri-
ate Boltzmann weight. Thus, the computational cost of
the MCLM and the zero-temperature Lanczos method is
of the same order.
Similar to but distinct from the exact diagonalization
methods, other approaches have been proposed, called
thermal pure quantum state (TPQ) methods [18, 19].
We write “TPQ methods” because there are microcanon-
ical and canonical versions. The TPQ methods do not
require diagonalization of the Hamiltonian matrices. In-
stead, TPQs are constructed iteratively starting from a
random initial vector. It has been shown that the TPQ
methods are able to handle larger systems than exact
diagonalization methods and are able to compute the
static quantities of many-body Hamiltonians accurately
[18, 19]. However, it is not known if the TPQ methods
could be extended to compute the dynamical properties
or real-frequency properties of many-body Hamiltonians,
while the real-time dynamics of many-body models at fi-
nite temperatures have been investigated using similar
techniques [20–22].
2This paper examines the applicability of the MCLM
method developed in Ref. [14] to small size systems. This
method needs the internal energy of the system of inter-
est at a given temperature. For this purpose, we use the
TPQ method developed in Ref. [19]. Because TPQ needs
no diagonalization, and because the number of diago-
nalization processes that are needed for the rest is very
small, the computational cost of the whole process is sim-
ilar to that of the zero-temperature Lanczos calculations.
This makes the current procedure very attractive, but the
system size is still limited by the exponential growth of
the basis set or Hilbert space. Thus, in order to apply the
new method to larger systems, one may have to combine
the current procedure with, for example, DMRG, which
can truncate the less important states systematically.
The rest of the paper is organized as follows: In Sec. II,
we describe the MCLM and introduce a model system. In
Sec. III, we present the numerical results. In Sec. IV, we
summarize our results and present discussions on issues
and possibilities of TPQ to compute dynamical quantities
from many-body Hamiltonians. We also briefly mention
an idea to combine the MCLM and DMRG.
II. METHODOLOGY AND MODEL
To begin with, we briefly describe the MCLM proposed
in Ref. [14]. This method is based on the physical princi-
ple that the microcanonical ensemble and the canonical
ensemble give the same results in the thermodynamic
limit. In this limit, the energy distribution function
ρ(ε) in the microcanonical ensemble is sharply peaked
at ε = λ, with λ corresponding to the average internal
energy E = 〈Hˆ〉 in the canonical ensemble at a given
T . Here, Hˆ is an interacting Hamiltonian describing the
system of interest.
Suppose one could find eigenstates |ψλ〉 of an inter-
acting Hamiltonian Hˆ , i.e., Hˆ |ψλ〉 = λ|ψλ〉. Then, the
expectation value of an operator, say Oˆ, is given by
〈Oˆ〉 = 〈ψλ|Oˆ|ψλ〉. If there is more than one eigenstate
with the same energy λ, one has to average over these
eigenstates. Dynamical quantities can be also computed
in the same manner. Here, we consider a dynamical func-
tion defined by
S(~q, ω) =
1
2π
∫ ∞
−∞
dteiωt〈Xˆ~q(t)Xˆ−~q(0)〉, (1)
where Xˆ~q(t) is Xˆ~q(t) = e
iHˆtX~q e
−iHˆt in the Heisenberg
representation. Noticing that |ψλ〉 is an energy eigen-
state, one obtains
S(~q, ω)=
1
2π
∫ ∞
−∞
dtei(ω+λ)t〈ψλ|Xˆ~q e
−iHˆtXˆ−~q|ψλ〉
=−
1
π
Im〈ψλ|Xˆ~q
[
ω + iη + λ− Hˆ
]−1
Xˆ−~q|ψλ〉, (2)
where iη is a small imaginary number introduced to ap-
proximate a δ function by a Lorentzian. As in a standard
Lanczos procedure, one can compute this quantity using
a continued fraction expansion (CFE) [4] starting from a
new vector Xˆ−~q|ψλ〉. The above procedures are exactly
the same as those at zero temperature except that expec-
tation values are not taken in the ground state |ψ0〉 but
in excited states |ψλ〉.
We now address a technical problem in obtaining eigen-
states with an arbitrary λ. As described in Ref. [14], one
can consider a new operator
Kˆλ = (Hˆ − λ)
2 (3)
and perform a Lanczos diagonalization. Then, the lowest
eigenstates with 〈Kˆλ〉 ≈ 0 provide the desired |ψ
∗
λ〉. As
noted in Ref. [14], it is very difficult to find an eigen-
states with 〈Kˆλ〉 = 0 for finite systems. Moreover, it
is not guaranteed that |ψ∗λ〉 are true energy eigenstates.
Nevertheless, it will be shown that this procedure gives
fairly accurate results because |ψ∗λ〉 is dominated by the
energy eigenstates whose energy eigenvalue is closest to
λ. To obtain the target internal energy E = λ at a given
temperature T , we employ the canonical TPQ [19] be-
cause T is an input parameter.
This paper considers the one-dimensional (1D) anti-
ferromagnetic (AFM) spin S = 1/2 Heisenberg model
described by
Hˆ = J
N∑
l=1
~Sl · ~Sl+1, (4)
with the periodic boundary condition, ~SN+1 = ~S1. The
nearest-neighbor coupling J is taken as the unit of energy.
Since we are interested in sizes small enough that the
MCLM can be applied and numerically exact solutions
are available, we consider relatively small size systems
with a total site number N = 16, 18, 20, and 24. The
size of the basis, for example, for N = 20 and 24, is 220 =
1, 048, 576 and 224 = 16, 777, 216, respectively. The full
diagonalization is possible for N = 16, 18, and 20, where
we diagonalize the Hamiltonian matrix for each subspace
characterized by both the total momentum K and the z
component of the total spin Sztot. For N = 24, the FTLM
is used due to the exponentially increasing basis size. In
the FTLM, S(~q, ω) is given by [5]
S(~q, ω)=
1
Z
∑
s
Ns
Rs
Rs∑
rs=1
Ms∑
i,j=0
e−β(ε
rs
i
−ε0)〈rs|ψ
rs
i 〉
×〈ψrsi |Xˆ~q|ψ˜
rs
j 〉〈ψ˜
rs
j |Xˆ−~q|rs〉δ
(
ω − ε˜rsj + ε
rs
i
)
(5)
with the partition function
Z =
∑
s
Ns
Rs
Rs∑
rs=1
Ms∑
i=0
e−β(ε
rs
i
−ε0) |〈rs|ψ
rs
i 〉|
2
, (6)
where β = 1/T , and the summation s runs over all possi-
ble subspaces characterized byK and Sztot; Ns is the total
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FIG. 1: Internal energy E and specific heat C of an S =
1/2 Heisenberg chain computed by the canonical TPQ [19].
Dashed (solid) curves are the results of N = 20 (24). Dot-
ted lines are the results by a transfer-matrix renormalization-
group method, corresponding to the thermodynamic limit
[23].
number of basis in the subspace s; vectors |rs〉 are ini-
tial random vectors generating approximate eigenvectors
|ψrsi 〉 with energies ε
rs
i through the Lanczos iteration with
step number Ms for the subspace s; approximate eigen-
vectors |ψ˜rsj 〉 are generated by setting Xˆ−~q|rs〉 as initial
vectors for the Lanczos iteration; and ε0 is the ground-
state energy of the whole system. We takeMs ∼ 150 and
the number of random vectors Rs ∼ 60 for the subspaces
with Sztot = 0.
In this work, the first Lanczos iteration number M1 to
diagonalize Kˆλ and the second Lanczos iteration num-
ber M2 to compute dynamical quantities using the CFE
are taken to be M1 = M2 = 300. Later, we will exam-
ine the dependence on M1, as the convergence of |ψλ〉
by diagonalizing Kˆλ depends on this parameter, influ-
encing excitations at small frequencies. Now, it is worth
mentioning the computational cost of the Lanczos exact
diagonalization method and the MCLM. Let h be the
number of rows of the Hamiltonian matrix Hˆ . Then,
the computational cost of the Lanczos diagonalization is
linear in h and square in the number of Lanczos iter-
ations. Since the Lanczos iterations is of the order of
hundreds, h dominates the computational cost. For the
MCLM, the number of rows of Kˆλ is equivalent to h.
Since Kˆλ = (Hˆ − λ)
2, the number of non-zero elements
in each row of Kˆλ is at most two times larger than that of
Hˆ , i.e., Kˆλ is a sparse matrix as Hˆ . Therefore, the com-
putational cost of the MCLM is linear in h and square in
the number of Lanczos iterations M1, dominated by h.
As a dynamical quantity, we consider the spin dynam-
ical structure factor S(q, ω) which is defined by Eq. (2)
with Xˆq = Sˆ
z
q =
1√
N
∑
l Sˆ
z
i e
−iqrl . Because we consider
the 1D lattice, momentum is shown as a scalar. For the
broadening parameter, we use η = 0.05J .
III. RESULTS
Before moving into MCLM, we first check the accuracy
of TPQ. In our implementation, we introduce the Taylor
expansion for the canonical TPQ [19] as
|β〉 = e−βHˆ/2|ψ0〉 =
∑
k=0
(−βHˆ)k
2kk!
|ψ0〉, (7)
where |ψ0〉 is an initial vector. The expansion is contin-
ued until the kth-order contribution becomes negligibly
small compared with the lower-order contributions. As
mentioned in Ref. [19], the internal energy E = 〈Hˆ〉 and
the specific heat C = {〈Hˆ2〉 − 〈Hˆ〉2}/T 2N as a func-
tion of T can be computed very efficiently within a single
run by storing only 〈k|Hˆ |k〉, 〈k|Hˆ |k + 1〉, 〈k|Hˆ2|k〉, and
〈k|Hˆ2|k+1〉 with |k〉 = (−Hˆ)k|ψ0〉 up to the upper limit
of k = kmax, which determines the lowest temperature.
The computational cost of this canonical TPQ is, there-
fore, linear in h and linear in kmax. For the current calcu-
lations, we used initial vectors defined by |ψ0〉 =
∑
i ci|i〉,
where {|i〉} is an orthonormal basis of Hˆ in Eq. (4). Here,
all 2N states are considered, arranging Ising spins on lat-
tice sites as |σz1 , σ
z
2 , . . . , σ
z
N 〉 = |1,−1, . . . , 1〉. We chose
for {ci} a set of real numbers with uniform magnitude
and random sign. No symmetry classifications are used
to reduce the size of Hˆ for either the TPQ or MCLM
calculations to follow.
Numerical results for E and C are plotted in Fig.
1. The internal energy E will be used as a target en-
ergy λ for our MCLM calculations. The results for
N = 24 almost recover the results by the transfer-matrix
renormalization-group (TMRG) method, corresponding
to the thermodynamic limit [23]. The deviation from
the thermodynamic limit is enhanced at low tempera-
tures below T ∼ J for N = 20. For N = 24, the devia-
tion from the thermodynamic limit is enhanced at much
lower temperatures, T ∼ 0.2J . Below these tempera-
tures, the discreteness of the energy spectrum starts to
influence thermodynamic and dynamical properties and,
therefore, the MCLM is expected to become less accu-
rate as TPQ. At much lower temperatures T <∼ 0.01J ,
where the ground-state wave function is dominant, one
anticipates that MCLM will recover the correct results,
while those would be rather discrete.
We start from the comparison with a 20-site Heisen-
berg chain for which the full diagonalization is available.
Figure 2 shows the comparison of S(q, ω) at q = π and
q = 0.5π at the various temperatures indicated. It is clear
to the eye that both the MCLM results and the exact re-
sults at T = 0.5J have a spiky structure. This arises from
size effects. Peak positions are slightly different between
the two calculations because excitations from different
states are contributing to S(q, ω), namely, every state
with proper Boltzmann weight in the full diagonalization
results, while only one state with λ ≈ E(T = 0.5J) in the
MCLM. Despite this difference, the MCLM results cap-
ture the characteristic feature of the exact results quite
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FIG. 2: Spin dynamical structure factor S(q, ω) of a 20-site
Heisenberg chain at q = pi and q = 0.5pi at the different tem-
peratures indicated. Solid lines are the results of MCLM,
while dashed lines are the exact results obtained by full diag-
onalization of the Hamiltonian.
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FIG. 3: Energy density of states g(ε) of a 20-site Heisenberg
chain. The lowest peak corresponds to the ground state with
the energy EGS = −8.904J . The number of states is accumu-
lated on an energy grid with a width 0.02J .
well; S(q, ω) at q = 0.5π has a peak at ω ∼ 1.5J–1.7J ,
and such a peak is shifted to lower frequencies at around
ω ∼ 0.5J–J at q = π. Another point to note is that
S(q, ω) by the MCLM has more peaks than those ob-
tained by the full diagonalization, i.e., the exact result.
This is related to the energy histogram as discussed later.
With increasing temperature, the spiky structure di-
minishes rapidly and spectral shapes become a smooth
continua extended down to zero frequency with a high-
frequency shoulder at ω ≈ 1.5J at q = 0.5π and ω ≈ 2J
at q = π. The spectra consist of small oscillations be-
cause of relatively small M2 (Ref. [16] argued that M2
should be ∼ 1000). The exact results are reproduced
by the MCLM extremely well, even though only one en-
ergy eigenstate is used. This comes from the fact that
the energy eigenstate distribution is very dense around
λ at high temperatures, and therefore S(q, ω) consists of
dense poles.
It is instructive to check the energy density of states
(DOS) g(ε) for the N = 20 case because all the en-
ergy eigenvalues are available. For larger systems, the
recursion method could be used to compute the en-
ergy DOS and thermodynamic properties directly from
it [24]. As shown in Fig. 3, g(ε) is continuous in en-
ergy ε in the high-energy regime ε − EGS >∼ J , where
EGS = −8.904J is the ground-state energy. At lower en-
ergy ε − EGS <∼ J , the energy DOS is discrete and the
peaks in g(ε) are separated. Therefore, one expects that
S(q, ω) starts to show a discrete structure at T <∼ J ,
which explains the spiky feature in Fig. 2 (a). Note
that in addition to the discreteness or continuity of the
energy DOS, the details of operators Xˆq could induce
frequency and momentum-dependent features in S(q, ω).
As noted earlier, S(q, ω) by the MCLM has more peaks
than that by the full diagonalization. This could be un-
derstood based on g(ε). Our TPQ calculation for N = 20
gave the internal energy E = −6.582J at T = 0.5J .
Thus, the |ψλ〉 picked up by the MCLM is in the con-
tinuum of g(ε). This is because the internal energy is
given by E =
∫
dε ε exp(−ε/T )g(ε)/
∫
dε exp(−ε/T )g(ε),
and g(ε) is an exponentially increasing function of ε at
ε−EGS <∼ 8J . Note that the energy distribution function
ρ(ε) and g(ε) are related by ρ(ε) = exp(−ε/T )g(ε). As
a result, S(q, ω) obtained by the MCLM suffers from the
discreteness of g(ε) at ε−EGS <∼ J less than that by the
full diagonalization, although the MCLM is not exact in
small systems. While it is difficult to calculate the full
g(ε) for large systems, from the N = 20 example it is
expected that the MCLM could provide continuous dy-
namical response functions in wider temperature regimes
or lower temperatures than the FTLM because the low-
est energy, above which g(ε) is continuous, is expected to
lower with increasing N .
We now turn to the larger system size N = 24. Figure
4 shows the comparison of S(q, ω) at q = π and q = 0.5π
at the various temperatures indicated. At T = 0.5J ,
the FTLM result displays a spiky structure, similar to
the full diagonalization result for N = 20. While the
MCLM result at the same temperature showed a similar
spiky structure for N = 20, such a structure is greatly
suppressed for N = 24 because of the dense distribution
of energy eigenstates around λ. This indicates that size
effects at finite temperatures are smaller for the MCLM
than for the full diagonalization or for the FTLM.
While MCLM could become accurate for large systems,
its accuracy could be lost rapidly for small systems be-
cause the inequivalence between the microcanonical en-
semble and the canonical ensemble grows as the system
size is decreased. To see how the MCLM loses its accu-
racy, we consider smaller systems, N = 16 and 18. The
internal energy E = λ is computed using the canonical
TPQ, as mentioned earlier. The inset of Fig. 5 (a) shows
the internal energy of N = 20, 18, and 16, measured from
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FIG. 4: Spin dynamical structure factor S(q, ω) of a 24-site
Heisenberg chain at q = pi and q = 0.5pi at the different
temperatures indicated. Solid lines are the results of MCLM,
while dashed lines are the results of FTLM.
that of N = 24, ∆E/N ≡ E/N − E(N = 24)/24 . Even
for the smallest system considered here, the deviation of
E/N is at the largest ∼ 0.01J , which is roughly 2% of
the internal energy. Thus, for this calculation, the size ef-
fect in the canonical TPQ is rather small. However, the
size effect is amplified in the specific heat and entropy
because of the temperature derivative.
The main panels of Fig. 5 compare S(q = π, ω) of 16-,
18-, 20-, and 24-site Heisenberg chains at T = J ; the
MCLM results in (a), and the FTLM result (N = 24)
and the numerically exact results of N = 16, 18, and
20 in (b). With decreasing N , S(q = π, ω) by MCLM
develops a spiky structure rapidly. A similar behavior
is also seen in (b), but the difference between different
N ’s is rather small because of the thermal averaging over
different eigenstates |ψi〉 with proper weights e
−εi/T . On
the other hand, the MCLM does not involve such thermal
averaging, and, therefore, the discreteness in the energy
spectra largely influences dynamical quantities in small
systems as one could anticipate.
Figures 6 and 7 summarize S(q, ω) at all momenta with
different temperatures for N = 20 and for N = 24, re-
spectively. In spite of the spiky structure, the MCLM
results at T = 0.5J reproduce the exact results fairly
well, especially the broad peak position as a function of
q. The overall agreement between the MCLM and the
exact results or the FTLM results is excellent at T = J .
While already observed for N = 20, it is clearer for
N = 24 that the position of the spectral intensity changes
rather drastically between T = 0.5J and T = J ; S(q, ω)
has a broad maximum at q ∼ π and ω ∼ J at T = 0.5J ,
while it has a sharp maximum at q ∼ 0 and ω ∼ 0 at
T = J . Note that the highest peak is always located at
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FIG. 5: Comparison of spin dynamical structure factor
S(q, ω) of 16-, 18-, 20-, and 24-site Heisenberg chains at T = J
and q = pi. The results of MCLM are shown in (a), and the
result of FTLM (N = 24) and the numerically exact results
of N = 16, 18, and 20 are shown in (b). The inset shows the
TPQ results of the internal energies of N = 16, 18, and 20
measured from that of N = 24.
q = 0 and ω = 0 at all temperatures investigated in this
work, and the peak intensity increases with increasing
temperature. This behavior is seen in contour plots in
Fig. 8 more clearly. At T = 0.5J , one can see a remnant
of a two-spinon continuum, bounded by εU = πJ | sin
q
2 |
and εL =
πJ
2 | sin q| at T = 0 but shifted toward lower
frequencies at finite temperatures. At T = J , the lower
bound for the continuum is only visible at q ∼ π/2.
These results well reproduce previous reports using the
QMCmethods [25, 26] and the finite temperature DMRG
method [27], despite the smaller size and computational
simplicity in the current study.
As seen in Figs. 6 and 7, S(q, ω) at q = 0 has a single
peak at ω = 0 corresponding to the short-range diffusive
ferromagnetic correlation [25]. The peak height obtained
by the MCLM is always smaller than that by the FTLM.
Here, we check the results at the ω = 0 limit in more
detail. Figure 9 compares the S(q, ω = 0) of a 24-site
Heisenberg chain at T = 0.5J (a) and T = J (b). The
overall q dependence by the MCLM or by the FTLM is
consistent with that by the QMC results obtained for
larger systems reported in Ref. [25]. However, the peak
height at q = 0 and q ∼ π at T = 0.5J and q = 0 at T = J
by the MCLM or by the FTLM is about 10–20 % smaller
than the QMC results. In addition to the size effects and
the finite broadening η, the MCLM results in the ω = 0
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FIG. 6: Spin dynamical structure factor S(q, ω) of a 20-site
Heisenberg chain at q = npi/10 with n = 0–10 at the temper-
atures indicated. Solid lines are the results of MCLM, and
dash lines are the exact results. Data with different values of
q are shifted vertically by 0.1 for clarity.
limit could have been underestimated by the relatively
smallM1. As discussed in Ref. [14], theM1 = 300 used in
the current work may not be large enough to resolve the
small energy resolution near the target internal energy
E = λ, but this could be systematically improved by
increasing M1. As shown by the open circles in Fig. 9,
results with M1 = 600 improve the low-energy behavior
peaked at q = 0.
Finally, we examine the low-temperature behavior of
S(q, ω) to analyze the low-temperature limit where the
MCLM could provide a continuous spectra as a func-
tion of frequency, which is closely related to the sep-
aration between the energy eigenstates near the target
internal energy. Figure 10 shows S(q, ω) at q = π and
0.5π computed by the MCLM with M1 = 300 in the
low-temperature regime. The spectrum at q = π starts
to develop a peak structure at T = 0.4J , but it is less
pronounced than the similar structure produced by the
FTLM at T = 0.5J [see Fig. 7 (a)]. At T = 0.3J , the
spectra at q = π and q = 0.5π are clearly dominated
by several peaks, which resemble those in the FTLM at
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FIG. 7: Spin dynamical structure factor S(q, ω) of a 24-site
Heisenberg chain at q = npi/12 with n = 0–12 at the temper-
atures indicated. Solid lines are the results of MCLM, while
dashed lines are the results of FTLM. Data with different
values of q are shifted vertically by 0.1 for clarity.
T = 0.5J . Furthermore, the spectrum at q = 0 starts
to increase and the peak position shifts from ω = 0 at
T = 0.3J . These indicate that the energy spectrum is
discrete around the target internal energy E(T = 0.3J).
Since the energy spectrum depends on the model under
consideration, a general statement cannot be made. But
at least for the 1D Heisenberg model and considering the
lowest temperature at which continuous spectral func-
tions appear, T >∼ 0.4J for the MSLM vs T
>
∼ 0.5J for
the FTLM, the MCLM could provide continuous spectral
functions at ≈ 20% lower temperatures than the FTLM.
This might indicate that the MCLM is more suitable than
the FTLM to visualize the dynamical properties of an in-
teracting quantum model in the thermodynamic limit in
a wider range of temperature. Figure 10 also shows the
results with M1 = 600 at T = 0.5J (dash-dot-dot lines).
While the results with M1 = 300 and M1 = 600 are al-
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FIG. 8: Contour plots of the spin dynamical structure factor
S(q, ω) of a 24-site Heisenberg chain computed by the MCLM
at the temperatures indicated.
most indistinguishable at q = π and q = 0.5π, increasing
M1 does change the results, especially at the low-energy
peak at q = 0. This is becauseM1 controls the resolution
of energy eigenstates near λ.
For electronic models, such as Hubbard, tJ , and
Anderson models, smooth dynamical spectral functions
could be achieved by introducing twisted boundary con-
ditions (BCs) [28, 29] and averaging over different BCs.
Such boundary averaging could widen the temperature
range for which both MCLM and FTLM could be uti-
lized.
Far below T = 0.3J , the MCLM and the FTLM pro-
vide consistent results in a regime where S(q, ω) is dom-
inated by discrete levels. As shown in Fig. 11, the peak
position of S(q, ω) is indistinguishable between the two
methods, although the peak height is slightly different be-
cause different energy eigenstates contribute differently.
At much lower temperatures, the results by the two meth-
ods completely agree.
IV. SUMMARY AND DISCUSSION
To summarize, we have examined the applicability of
the MCLM developed in Ref. [14] to finite-size systems.
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While the microcanonical ensemble is supposed to pro-
vide the same results as the canonical ensemble, becom-
ing exact in the thermodynamic limit, we have found that
the MCLM provides reasonably accurate results even for
rather small systems. The computational cost for the
whole process described in this paper is similar to that of
the zero-temperature Lanczos calculations. The target
internal energy E = λ at a given temperature is com-
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FIG. 11: Spin dynamical structure factor S(q, ω) of a 24-site
Heisenberg chain at q = pi and q = 0.5pi at T = 0.01J . Solid
lines are the results of MCLM with M1 = 300, while dashed
lines are the results of FTLM.
puted using a TPQ method developed in Ref. [19]. This
does not require diagonalizing a Hamiltonian matrix Hˆ
at all. For a given temperature, the diagonalization is
done only once or a finite number of times using a new
operator Kˆλ = (Hˆ − λ)
2 to obtain (approximate) energy
eigenstates |ψλ〉 with the corresponding energy λ. This
contrasts with the FTLM, which requires the diagonal-
ization process multiple times to carry out the statisti-
cal average. Such a numerical inexpensiveness suggests
that the MCLM could serve as a useful tool to analyze
the dynamical properties of interacting quantum mod-
els at finite temperatures. The MCLM should outper-
form the FTLM if not too many temperature points are
needed, because the FTLM could obtain all temperature
results by a single calculation. Furthermore, the MCLM
provides continuous spectral functions, representing the
properties in the thermodynamic limit, in a wider tem-
perature range than the FTLM.
Since the microcanonical ensemble is used in the
MCLM, one might ask if the microcanonical TPQ |ψk〉 ∝
(Emax − Hˆ)
k|0〉 could be used as the energy eigenstate
|ψλ〉. Here, Emax is the largest eigenenergy of Hˆ and
|0〉 is a random initial vector, and the internal energy E
and temperature T are determined by the prescription
described in Ref. [18]. For very large systems, this might
be a good strategy. However, for small systems |ψk〉 has
nonzero contributions from other energy eigenstates than
|ψλ〉. Therefore, it is not clear how the off-diagonal ele-
ments of Hˆ influence the physical quantities.
The canonical TPQ |β〉 [19] is not an energy eigen-
state, and therefore it cannot directly replace |ψλ〉 in Eq.
(2), either. Nevertheless, we found it formally possible to
express a dynamical quantity by extending the canonical
TPQ by doubling the basis set as |β〉 =
∑
i ai|i〉 ⇒ |β˜〉 =∑
i,j aiδij |i〉 ⊗ |j〉 and introducing the Liouville operator
defined by Lˆ ≡ Hˆ ⊗ Iˆ − Iˆ ⊗ Hˆ , where operators on the
left (right) side of ⊗ act only in the physical (auxiliary)
space described by the first (second) index i (j) in |β˜〉.
Such basis (Hilbert space) doubling is also used for finite-
temperature DMRG methods [11, 13], and for solving a
quantum master equation for the nonequilibrium dynam-
ical mean field theory [30]. With the extended canonical
TPQ and the Liouville operator, a dynamic quantity is
expressed as
S(~q, ω) = −
1
πZ
Im〈β˜|Xˆ~q ⊗ Iˆ
[
ω + iη − Lˆ
]−1
Xˆ−~q ⊗ Iˆ|β˜〉,
(8)
with Z = 〈β|β〉 = 〈β˜|β˜〉. Starting from Xˆ−~q ⊗ Iˆ|β˜〉, one
could formally use the CFE with Lˆ instead of Hˆ . It is
straightforward to see that Eq. (8) recovers the correct
expression by realizing |β˜〉 ∝
∑
m,n e
−εm/2T δmn|ψm〉 ⊗
|ψn〉, with |ψm〉 being an energy eigenstate with the
eigenvalue εm. However, because of the basis doubling,
the required computer memory size grows faster than the
TPQ. Therefore, the use of this method is limited to very
small systems for which the full diagonalization would be
possible, unless one finds a clever way to truncate the ba-
sis states describing LˆkXˆ−~q ⊗ Iˆ|β˜〉 with k = 0, 1, 2, . . .
Recently, we became aware of a similar but distinct ap-
proach to compute finite-temperature dynamical quanti-
ties of interacting quantum models based on a shifted
Krylov subspace method [31]. Similar to FTLM, this
method is based on the canonical ensemble and samples
excited states with proper Boltzmann weights. The ex-
cited eigenstates are filtered from TPQ by the filter op-
erator. While the computational algorithm is different
and the cost could be more expensive than the MCLM
in general, this method is supposed to become equivalent
to the current MCLM approach when the single excited
eigenstate |ψλ〉 is filtered.
Having examined the applicability of the MCML, the
system size is still limited by the exponentially growing
basis states. In order to apply a numerical diagonaliza-
tion method based on the microcanonical ensemble for
larger systems, it would be necessary to truncate the ba-
sis states systematically. One possible direction would
be applying DMRG methods as follows: 1. Perform the
static calculation at temperature T to compute the target
internal energy E = λ of the system under investigation.
2. Optimize the many-body wave function |ψλ〉 targeting
the energy λ using Kˆλ = (Hˆ−λ)
2 or using the DMRG-X
algorithm [32, 33]. and 3. Compute dynamical quanti-
ties using |ψλ〉. By this procedure, one might be able
to increase the system size within the limit of computer
resources. This work will be pursued in the near future.
Acknowledgments
The research by S.O. and G.A. was supported by the
Scientific Discovery through Advanced Computing (Sci-
DAC) program funded by the U.S. Department of En-
ergy, Office of Science, Advanced Scientific Computing
Research and Basic Energy Sciences, Division of Mate-
9rials Sciences and Engineering. The research by E.D.
is supported by the U.S. Department of Energy, Office
of Science, Basic Energy Sciences, Materials Sciences
and Engineering Division. T.T. is supported by MEXT,
Japan, as a social and scientific priority issue (creation
of new functional devices and high-performance materi-
als to support next-generation industries) to be tackled
by using a post-K computer. We thank P. Prelovsˇek, X.
Zotos, and Y. Yamaji for their helpful discussions.
[1] P. W. Anderson, Science 177, 393 (1972).
[2] M. Imada, A. Fujimori, and Y. Tokura, Rev. Mod. Phys.
70, 1039 (1998).
[3] C. Lanczos, J. Res. Natl. Bur. Stand. 45, 255 (1950).
[4] E. Dagotto, Rev. Mod. Phys. 66, 763 (1994).
[5] J. Jaklicˇ and P. Prelovsˇek, Phys. Rev. B 49, 5065 (1994);
Adv. Phys. 19, 1 (2000).
[6] M. Aichhorn, M. Daghofer, H. G. Evertz, and W. von
der Linden, Phys. Rev. B 67, 161103(R) (2003).
[7] T. Munehisa, World J. Condens. Matter Phys. 04, 134
(2014).
[8] T. Munehisa, World J. Condens. Matter Phys. 05. 261
(2015).
[9] S. R. White, Phys. Rev. Lett. 69, 2863 (1992).
[10] S. R. White, Phys. Rev. B 48, 10345 (1993).
[11] A. E. Feiguin and S. R. White, Phys. Rev. B 72,
220401(R) (2005).
[12] S. Sota and T. Tohyama, Phys. Rev. B 78, 113101 (2008).
[13] A. C. Tiegel, S. R. Manmana, T. Pruschke, and A. Ho-
necker, Phys. Rev B 90, 060406(R) (2014).
[14] M. W. Long, P. Prelovsˇek, S. El Shawish, J.
Karadamoglou, and X. Zotos, Phys. Rev. B 68, 235106
(2003).
[15] X. Zotos, Philosophical Magazine 86, 2591 (2006).
[16] P. Prelovsˇek and J. Boncˇa, in Strongly Correlated
Systems–Numerical Methods, edited by A. Avella and F.
Mancini (Springer, Berlin, 2013), p. 1.
[17] L.D. Landau and E.M. Lifshitz, Course of Theoretical
Physics: Statistical Mechanics (Pergamon Press, Lon-
don, 1959).
[18] S. Sugiura and A. Shimizu, Phys. Rev. Lett. 108, 240401
(2012).
[19] S. Sugiura and A. Shimizu, Phys. Rev. Lett. 111, 010401
(2013).
[20] F. Jin, H. De Raedt, S. Yuan, M.l I. Katsnelson, S.
Miyashita, and K. Michielsen, J. Phys. Soc. Jpn. 79,
124005 (2010).
[21] R. Steinigeweg, J. Gemmer, and W. Brenig, Phys. Rev.
Lett. 112, 120601 (2014).
[22] F. Jin, R. Steinigeweg, F. Heidrich-Meisner, K.
Michielsen, and H. De Raedt, Phys. Rev. B 92, 205103
(2015).
[23] T. Xiang, Phys. Rev. B 58, 9142 (1998).
[24] H. Otsuka, Phys. Rev. B 51, 305 (1995).
[25] O. A. Starykh, A. W. Sandvik, and R. R. P. Singh, Phys.
Rev. B 55, 14953 (1997).
[26] S. Grossjohann and W. Brenig, Phys. Rev. B 79, 094409
(2009).
[27] T. Barthel, U. Schollwo¨ck, and S. R. White, Phys. Rev.
B 79, 245101 (2009).
[28] K. Tsutsui, Y. Ohta, R. Eder, S. Maekawa, E. Dagotto,
and J. Riera, Phys. Rev. Lett. 76, 279 (1996).
[29] T. Tohyama, Phys. Rev. B 70, 174517 (2004).
[30] E. Arrigoni, M. Knap, and W. von der Linden, Phys.
Rev. Lett. 110, 086403 (2013).
[31] Y. Yamaji, T. Suzuki, and M. Kawamura,
arXiv:1802.02854.
[32] V. Khemani, F. Pollmann, and S.L. Sondhi, Phys. Rev.
Lett. 116, 247204 (2016).
[33] T. Devakul, V. Khemani, F. Pollmann, D. A. Huse, and
S. L. Sondhi, Philos. Trans. R. Soc. A 375, 20160431
(2017).
