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Abstract
A large body of literature exists regarding linear and nonlinear dynamic absorbers,
but the vast majority of it deals with linear primary structures. However, nonlinearity is
a frequency occurrence in engineering applications. Therefore, the present thesis focuses
on the mitigation of vibrations of nonlinear primary systems using nonlinear dynamic
absorbers. Because most existing contributions about their design rely on optimization
and sensitivity analysis procedures, which are computationally demanding, or on analytic
methods, which may be limited to small-amplitude motions, this thesis sets the empha-
sis on a tuning procedure of nonlinear vibration absorbers that can be computationally
tractable and treat strongly nonlinear regimes of motion.
The proposed methodology is a two-step procedure relying on a frequency-energy
based approach followed by a bifurcation analysis. The first step, carried out in the free
vibration case, imposes the absorber to possess a qualitatively similar dependence on
energy as the primary system. This gives rise to an optimal nonlinear functional form
and an initial set of absorber parameters. Based upon these initial results, the second
step, carried out in the forced vibration case, exploits the relevant information contained
within the nonlinear frequency response functions, namely, the bifurcation points. Their
tracking in parameter space enables the adjustment of the design parameter values to
reach a suitable tuning of the absorber.
The use of the resulting integrated tuning methodology on nonlinear vibration ab-
sorbers coupled to systems with nonlinear damping is then investigated. The objective
lies in determining an appropriate functional form for the absorber so that the limit cycle
oscillation suppression is maximized.
Finally, the proposed tuning methodology of nonlinear vibration absorbers may im-
pose the use of complicated nonlinear functional forms whose practical realization, using
mechanical elements, may be difficult. In this context, an electro-mechanical nonlinear
vibration absorber relying on piezoelectric shunting possesses attractive features as vari-
ous functional forms for the absorber nonlinearity can be achieved through proper circuit
design. The foundation of this new approach are laid down and the perspectives are
discussed.
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Introduction
Abstract
This introductory chapter focuses on the necessity of mitigating the vibrations
of mechanical structures targeting better reliability and longer lifespan. The
different classes of vibration mitigation devices are briefly discussed among
which the case of passive vibration mitigation is investigated in greater detail.
In particular, a review of linear and nonlinear dynamical absorbers is carried
out. The properties, drawbacks and advantages of each absorber type are
highlighted. A particular emphasis is set upon the lack of amplitude robustness
associated with nonlinear absorbers. Finally, the objectives and the outline of
the thesis are presented.
1
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1.1 Vibration Mitigation of Mechanical Structures
Throughout their life, engineering structures undergo multiple sources of vibrations.
The control of these vibrations in mechanical systems is still a flourishing research field
as it enables resistance improvement as well as noise reduction and thereby comfort en-
hancement. Vibration reduction methods are classified into three distinct categories :
1. active control has been widely developed throughout the last fifteen years, despite
the simplicity of the underlying principle [1]. Schematically, the goal lies in reducing
an undesirable perturbation by generating an out-of-phase motion so that destruc-
tive interferences are generated. Active control generally gives the best vibration
reduction performance, but it is not widely used due to its related cost, the necessity
to have an external energy supply and its lack of robustness and reliability in an
industrial environment.
2. semi-active control of flexible structures using electro- and magneto-rheological flu-
ids was recently proposed [2,3]. The particularity of these fluids lies in their varying
viscosity with respect to the electric or magnetic field in which they are plunged.
Since no energy is transferred to the controlled system, these techniques are robust
and reliable while offering a vibration reduction level similar to active techniques.
However, the modeling of the fluid behaviors as well as the development of the con-
troller represent major challenges that still complicate the use of the systems for
real-life structures.
3. passive vibration mitigation methods imply a structural modification by adding ei-
ther a dissipative material (e.g., viscoelastic material [4]) or a dynamical vibration
absorber (DVA) [5, 6]. They represent a very interesting alternative to the afore-
mentioned methods as their performance is acceptable without requiring external
energy supply.
Because this thesis focuses on passive vibration mitigation, a detailed description of
linear and nonlinear DVAs is carried out in the coming sections.
1.2 Linear Vibration Absorbers : The Tuned Mass
Damper
The tuned mass damper (TMD) is probably the most popular device for passive vi-
bration mitigation of mechanical structures. It is commonly used for civil (e.g., Millenium
bridge, Taipei 101 and Burj-el-Arab buildings) and electromechanical engineering struc-
tures (e.g., cars and high-tension lines). Its broad range of applications is mainly due
to its linear character and thereby the solid theoretical and mathematical foundations
on which it relies. Despite the well-established theory for simple primary systems, the
design of such an absorber is still a challenging problem when it is coupled to more
complex structures. The present section aims to review the existing tuning procedures
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k1 k2
m1 m2
x1
F cosωt
x2
Figure 1.1: TMD coupled to a LO.
Definition Symbols
Resonance frequency ωi =
√
ki
mi
Mass ratio µ = m2
m1
Frequency ratio ν = ω2
ω1
Percentage of Modal Damping ξi =
ci
2miωi
Table 1.1: Important quantities and related symbols.
when a TMD is coupled to single-degree-of-freedom (SDOF) and multi-degree-of-freedom
(MDOF) systems presenting linear and nonlinear characteristics.
1.2.1 Linear Single-Degree-of-Freedom Primary Structure
The first studies on the TMD concept date back to the work carried out by Frahm [5] in
1911, who considered a linear attachment comprised of a mass m2 and a spring k2 coupled
to a harmonically forced conservative linear oscillator (LO). This system is depicted in
Figure 1.1 and its related equations of motion are given by
m1x¨1 + k1x1 + k2(x1 − x2) = F cosωt,
m2x¨2 + k2(x2 − x1) = 0. (1.1)
This absorber was found to be efficient in a narrow frequency range centered at the natural
frequency of the LO. For clarity, important quantities related to this system and used in
the coming sections are defined in Table 1.1. Assuming a conservative system and a
response xi(t) = Xi cos(ωt), the LO displacement is expressed by
X1 =
(k2 − ω2m2)F
(k1 + k2 − ω2m1)(k2 − ω2m2)− k22
(1.2)
The tuning condition imposes naturally a zero displacement of the LO. If this latter is
excited at its resonant frequency ω = ω1, and, if ωa is the TMD resonant frequency, it
follows that
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Parameter Units Value
m1 [kg] 1
m2 [kg] 0.05
k1 [N/m] 0.5
k2 [N/m] 0.025
Table 1.2: System parameters (TMD coupled to a LO).
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Figure 1.2: FRF of the uncontrolled (dotted line) and controlled (solid line) LO (un-
damped case).
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ωa =
√
k2
m2
=
√
k1
m1
= ω1 (1.3)
This formula is the key relation associated with the tuning of a TMD coupled to a LO.
Using the parameter values in Table 1.2, the absorber efficiency can be assessed through
the computation of the frequency response functions (FRFs) depicted in Figure 1.2. The
solid line shows the isolation of the primary structure (x1 = 0) at its resonant frequency
(ω = 0.707 [rad/s]). However, this tuning condition presents frequency robustness limi-
tations. Indeed, the coupled system possesses two resonance peaks in the direct neighbor-
hood (ω = 0.63 and = 0.79 [rad/s]) of the antiresonance frequency (ωa = 0.707 [rad/s]).
This implies the occurrence of large displacements for slightly varying natural frequencies
(i.e., mistuning phenomenon).
To overcome the lack of frequency robustness, Ormondroyd and Den Hartog [7] re-
ported that a TMD with energy dissipation mechanisms (in Figure 1.3) increases the
effective bandwidth at the cost of a reduced attenuation of the resonance peak as de-
picted in Figure 1.4. The damped TMD proposed at that time is known today as the
Voigt-type dynamical vibration absorber comprised of a linear spring (k2) in parallel with
a dashpot (c2). Since then, a large number of studies focused on the optimization of the
damped TMD and many optimization criteria were proposed. Specifically, for each of
these criteria, studies dealt first with an undamped primary system before moving to a
damped system. There is a large body of literature on the subject, but we stress that the
literature review in the next sections is not meant to be exhaustive.
1.2.1.1 H∞ Optimization
H∞ optimization is the first technique proposed in the literature by Ormondroyd and
Den Hartog [7]. Its objective function consists in minimizing the maximum amplitude
magnification factor (called H∞ norm) of the primary system :
∣∣∣ x1xst
∣∣∣, with xst = Fk1 . To
our knowledge, the optimal tuning parameter νopt was first derived by Hahnkamm [8],
in 1932, using a new method called the fixed-point theory. The optimization is achieved
with respect to two invariant points. As depicted in Figure 1.4 the FRFs corresponding
to different damping levels pass through points (A,B), which makes them damping inde-
pendent. The optimal tuning parameter νopt is obtained by imposing the two fixed-points
to be located at the same ordinate. Following this work, in 1946, Brock [9] derived the
expression of the optimal damping ξopt by imposing the fixed-points to be the points of
maximum amplitude, i.e., where the tangents to the curve are horizontal. These tuning
conditions are summarized in Den Hartog’s seminal textbook [6] thanks to which they
were promoted. However, the resulting optimum parameters are only an approximate
solution of the H∞ optimization of the TMD. Later, Nishihara et al. [10] found an exact
formulation of the solution to this problem.
The aforementioned methodologies dealing with the assessment of the optimal set of
TMD parameters were carried out by considering a conservative primary system. Because
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k1
k2
c2
m1 m2
x1
F cosωt
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Figure 1.3: TMD with viscous damping coupled to a LO.
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Figure 1.4: FRF of the uncontrolled (dotted line) and controlled (solid line) LO (damped
case). The different solid lines are related to varying TMD damping levels c2.
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this assumption is too restrictive, damping is to be introduced into the primary structure,
and H∞ optimization of the TMD is reconsidered. In this context, the fixed-point theory
is no longer available, because the invariant points do not exist anymore. Surprisingly, a
closed-from solution cannot be worked out even though a seemingly simple 2DOF linear
system is studied. Therefore, many studies focused on the assessment of the optimal
absorber parameters when the primary system has significant damping. Pennestri [11]
applied Chebyshev’s min-max criterion, whereas Thompson [12, 13] tackled the problem
from a control perspective using a frequency locus approach to minimize the system
responses. Other works focused on the derivation of series solutions using perturbation
methods [14–16]. As an example of the related complex formulation, these solutions are
given in Appendix A. Finally, most of the efforts were devoted to numerical approaches
associated with the optimization of performance variables or nonlinear programming [13,
16–21].
1.2.1.2 H2 Optimization
If the primary system is subjected to broadband random excitation, it is not of inter-
est to consider only the resonant frequency of the system. Indeed, a slight mistuning of
this latter would modify the resonant frequency to another locus and render the TMD
inefficient. Therefore, an optimization criterion is to be developed so that the frequency
robustness associated with acceptable performance is ensured. The so-called H2 opti-
mization of DVAs was proposed by Crandall and Mark [22] in 1963. The underlying
objective is to reduce the total vibration energy of the system over all frequencies. In this
optimization criterion, the area (called H2 norm) under the frequency response curve of
the system is minimized. The exact solution for the DVA attached to undamped primary
systems was derived by Iwata [19] and Asami [14]. In the general case including damping,
numerical, series and exact algebraic solutions detailed in Appendix A were introduced
by Asami in [14], [23] and [15], respectively.
1.2.1.3 Stability Maximization
The objective of H∞ and H2 optimizations is to improve the steady-state response of
the primary system. On the other hand, the objective of stability maximization lies in the
improvement of the transient vibration of the system. This criterion was first proposed
by Yamagushi [24] in 1988. Additional developments were carried out by Nishihara et
al. [25], who found that the method was fulfilled when the poles of the system transfer
function are located as far as possible from the imaginary axis in the left-hand plane.
Exact solutions are available for both undamped and damped cases.
1.2.1.4 Summary of the Optimization Procedures
A summary of the different optimization procedures is shown in Table 1.3.
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Optimi-
zation
Undamped primary system Damped primary system
Approximation Exact Numerical Series Exact
H∞
Frahm [5]
Den Hartog [6, 7]
Hahnkamm [8]
Brock [9]
Nishihara [25]
Ikeda [26]
Randall [27]
Thomson
[12, 13]
Jordanov [20,21]
Soom [28]
Sekiguchi [17]
Asami [15]
Fujino [16]
Probably
Impossible
H2 /
Iwata [19]
Asami [14]
Asami [14] Asami [23] Asami [15]
Stabi-
lity
/
Yamaguchi [24]
Nishihara [25]
/ /
Nishihara
[25]
Table 1.3: Summary of the DVA optimization.
1.2.1.5 Tuned Mass Damper Performance
Considering the basic tuning condition, expressed in Equation (1.3), and assuming
that weak damping (c1 = c2 = 0.002 [Ns/m]) is introduced in both oscillators so that
energy dissipation can be induced, the TMD performance is examined. The resulting
system is governed by the following equations of motion :
m1x¨1 + c1x˙1 + c2(x˙1 − x˙2) + k1x1 + k2(x1 − x2) = F cosωt,
m2x¨2 + c2(x˙2 − x˙1) + k2(x2 − x1) = 0. (1.4)
whose parameter values are listed in Table 1.2, and direct impulsive forcing of the LO is
achieved by imparting a non-zero initial velocity to the LO (x˙1(0) 6= 0, x1(0) = x2(0) =
x˙2(0) = 0). The performance of the absorber is computed using numerical integration
and assessed using the ratio between the energy dissipated in the TMD and the input
energy :
Ediss,absorber,%(t) = 100
c2
t∫
0
(x˙1(τ)− x˙2(τ))2dτ
1
2
m1x˙1(0)2
(1.5)
Figure 1.5 depicts this quantity against the linear stiffness k1 and the impulse magnitude
x˙1(0). For k1 = 0.5 N/m and regardless of the value of x˙1(0), the TMD can dissipate a
major portion of the input energy (i.e., 95%). However, a slight mistuning in the host
structure induced by a variation of k1 drastically reduces the TMD performance, which
demonstrates its narrow effective bandwidth. The motion in the high-energy dissipation
region is shown in Figure 1.6 for x˙1(0) = 2m/s. Clearly, the LO has a much lower response
amplitude compared to the TMD, and an initial beating phenomenon visible in Figure
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Figure 1.5: Energy dissipated in the TMD against the linear stiffness k1 of the primary
system and the impulse magnitude x˙1(0). (a) Three-dimensional graph; (b) contour plot.
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Figure 1.6: Dynamics of a TMD coupled to a LO. The dotted and solid lines correspond
to the TMD and LO, respectively. (a) Displacement responses; (b) close-up for early-time
response; (c) percentage of instantaneous total energy in both oscillators; (d) percentage
of total energy dissipated in the absorber.
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1.6(b) is followed by a 1 : 1 in-phase motion of the two masses. Looking at Figure 1.6(d)
reveals the importance of the beating regime in the TMD performance. Strong energy
exchanges occur between both oscillators and allow most of the energy initially imparted
to the LO to be dissipated into the absorber.
1.2.2 Linear Multi-Degree-of-Freedom Primary Structure
The problem of attaching a TMD to a MDOF system was extensively studied in
the literature. Most of the works carried out on this topic were in structural engineering
with particular interest in minimizing the response of buildings to seismic or wind loading.
A large number of techniques was introduced to assess the absorber optimal param-
eters and location onto the MDOF primary structure. Among these techniques, genetic
algorithms were used in [29, 30], an eigenvector normalization technique was developed
in [31,32], and a polynomial series method was reported in [33]. In [34,35], control theo-
ries were investigated with the aim of minimizing a performance index using the so-called
linear quadratic regulator. The resulting structure of the performance index indicated
whether the absorber is H2 or H∞ optimal.
In more recent works from Ozer and Royston [36], the Sherman-Morrison matrix in-
version theorem was used to minimize the response of a specific mass when the absorber
is attached to a damped MDOF system. The Sherman-Morrison inversion formula was
first introduced by Sherman and Morrison [37], and an extensive survey of science and
engineering applications of this formula was provided by Hager [38]. Based upon this
mathematical concept, the authors pushed the limit further in [36] by extending the in-
variant point method [7–9] to MDOF systems of any size.
The last configuration of TMD discussed in this section consists in the coupling of
a MDOF primary structure to multiple TMDs. This latter is composed of many TMDs
with distributed natural frequencies, which enables an effective attenuation of undesirable
vibration of the structure. A large number of studies, among which the most significant
are [39–45], analyzed the resulting performance and robustness, which appear to be more
effective than for the single TMD.
1.2.3 Nonlinear Single-Degree-of-Freedom Primary Structure
The use of a TMD to mitigate the vibrations of a nonlinear structure is, to our knowl-
edge, rarely discussed in the literature. Some developments were carried out in civil
engineering where the use of TMDs is mostly considered for seismic protection of elastic
structures. In [46–49] it is shown, that the effectiveness of TMDs in limiting the peak re-
sponse of structures is highly reduced for systems developing nonlinear behaviors, which
generally occurs under high-intensity ground motion. However, the peak displacement
response reduction was found to be inadequate to describe TMD effectiveness, because
this criterion failed to account for the effects of accumulated damage due to the low cycle
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fatigue [50]. Therefore, a damage reduction strategy was proposed by Pinkaew et al. [51]
as an index to evaluate the seismic effectiveness of the TMDs for inelastic SDOF system.
A number of additional studies also demonstrated that, although the response reduction
is not ensured for any energy level, the use of TMDs on inelastic structures succeeds in
reducing the plastic energy dissipation and, consequently, the structural damage [51–56].
Another case consists in dealing with linear primary structures submitted to nonlinear
forces created in their direct environment such as fluid-structure interactions. A number
of studies showed that the use of a TMD succeeds in increasing the critical value at which
the instability phenomenon is triggered [57–60].
From a more general viewpoint, nonlinear interactions usually induce the occurrence of
frequency-energy dependent oscillations, which prevent from reaching an optimal tuning
of the TMD on any type of nonlinear primary structures. This limitation calls for the
development of new kinds of DVAs.
1.3 Nonlinear Vibration Absorbers
Despite its efficacy, Section 1.2 highlighted inherent limitations of a TMD : (i) its
effectiveness is limited to the close neighborhood of a vibration mode, (ii) its inability to
damp out several modes of a MDOF primary structure and (iii) its incapacity to mitigate
the vibrations of a nonlinear primary structure. These frequency robustness limitations
called for the development of nonlinear vibration absorbers (NLVAs) which are effective in
a larger frequency range due to the frequency-energy dependence of nonlinear oscillations.
The first studies date back to Roberson [61], Pipes [62] and Arnold [63] who studied the
influence of nonlinearity on the suppression bandwidth. Hunt and Nissen [64] were the
first to implement a practical nonlinear absorber using a softening dissipative nonlinearity.
1.3.1 Pendulum and Impact Vibration Absorbers
Centrifugal pendulum vibration absorbers are used for reducing torsional vibrations in
rotating systems. They consist of centrifugally-driven pendula that are tuned to a given
order of rotation. The nonlinear behavior of these devices was first pointed out by Den
Hartog [65]. Softening nonlinear effects appeared to arise from the circular path followed
by the absorber mass and were translated into design recommendation (over-tuning) by
Newland [66]. More recently, these absorbers have been designed such that they follow
noncircular (cycloids [67], epicycloidal [68, 69]) paths that alleviate some unwanted non-
linear effects. Among the interesting properties of these systems are the possibilities of
instabilities arising when multiple absorbers are employed [70–72], impact responses [73],
and superharmonic resonances [74]. Finally, there have been very recent applications to
automotive engines that employ cylinder deactivation [75].
Impacts that dissipate energy have also been used for vibration suppression. The
Chapter 1. Introduction 13
impact damper consists in an secondary system added to the primary structure, and that
undergoes impacts with this latter. Lieber and Jensen [76] were the first to mention this
idea whereas Masri and Caughey [77] studied the related stability dynamics of a 2DOF
system. Vibro-impact systems were found to exhibit a wide range of motions including
chaos, and this led to many developments in this area. A review of the key studies on
vibro-impact absorbers was carried out by Peterka [78].
1.3.2 Autoparametric Vibration Absorbers
Recent developments in passive NLVAs include the autoparametric vibration absorber
[79], which is probably the earliest passive device that makes use of a purely nonlinear
response for vibration suppression [80]. The idea lies in attaching the absorber to the
primary system in such a manner that it experiences a parametric base excitation, and
therefore, the absorber frequency is tuned around one-half of the troublesome frequency
value. The governing system of equations has quadratic nonlinearities, whose influence is
activated by this tuning, enabling a parametric resonance to be excited and the absorber
to respond in the desired frequency range. This device provides vibration suppression of
the primary system response. However, a significant drawback of this absorber is that the
force acting on the primary system from the dynamic response of the absorber scales like
the square root of the excitation amplitude, so that large absorber motions are required to
achieve acceptable vibration reduction. This damping device continued to receive much
attention from Bajaj et al. [81, 82] who showed that the bandwidth of effectiveness can
be increased substantially by using an array of pendulums with slightly different natural
frequencies. A few guidelines for the choice of optimum parameters leading to the maxi-
mum bandwidth are also given.
Another method closely tied to the autoparametric vibration absorber makes use
of the saturation effect in quadratically coupled systems exhibiting a 2:1 internal res-
onance [83, 84]. In these systems, as the excitation amplitude increases, the response of
the directly excited vibration mode saturates at an essentially fixed amplitude, while that
of the other vibration mode (at one half of the excited mode) grows and soaks up the vi-
bration energy [85]. Although being beyond the scope of passive vibration mitigation, the
performance of the classical autoparametric vibration absorber was improved by means of
semi-active [86] or active [87–89] control techniques. These latter enable to use the satu-
ration phenomena in systems that do not present an inherent 2:1 internal resonance. The
key feature lies in including an actuator with the appropriate (quadratic) nonlinear char-
acteristics and implementing a control loop that is tuned so that the closed loop system
has the desired properties. In this manner, a feedback control system is used to obtain
a response that mimics a well-known open-loop nonlinear response with desirable features.
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1.3.3 The Nonlinear Energy Sink
The realization of nonlinear targeted energy transfer - TET (or nonlinear energy pump-
ing) was first observed by Gendelman [90] who studied the transient dynamics of a 2DOF
system consisting of a damped LO weakly coupled to an essentially (strongly) nonlin-
ear, damped attachment, i.e., an oscillator with zero linearized stiffness. The need for
essential nonlinearity was emphasized, since linear or near-integrable nonlinear systems
have mainly constant modal distributions of energy that preclude the possibility of energy
transfers from one mode to another. Moreover, such essentially nonlinear oscillators do
not have preferential resonant frequencies of oscillation, which enables them to resonantly
interact with modes of the primary system at arbitrary frequency ranges. Getting back
to the work of Gendelman [90], it is shown that whereas input energy is initially imparted
to the LO, a nonlinear normal mode (NNM) - i.e. a periodic solution - localized to the
nonlinear attachment can be excited provided that the imparted energy is above a critical
threshold. As a result, TET occurs and a significant portion of the imparted energy to the
LO gets passively absorbed and locally dissipated by the essentially nonlinear attachment,
which acts, in essence, as nonlinear energy sink (NES).
This result was extended in other works by Gendelman and Vakakis [91, 92] where
a slightly different nonlinear attachment was considered. In these papers, the NES was
connected to the ground using an essential nonlinearity. TET was then defined as the
one-way (irreversible on average) channeling of vibrational energy from the directly ex-
cited linear primary structure to the attached NES. The underlying dynamical mechanism
governing TET was found to be a transient resonance capture (TRC) [93] of the dynamics
of the nonlinear attachment on a 1:1 resonance manifold. An interesting feature of the
dynamics discussed in these works is that a prerequisite for TET is damping dissipation;
indeed, in the absence of damping, typically, the integrated system can only exhibit non-
linear beat phenomena, whereby energy gets continuously exchanged between the linear
primary system and the nonlinear attachment, but no TET can occur.
Nonlinear TET in 2DOF systems was further investigated in several recent studies.
In [94], the onset of nonlinear energy pumping was related to the zero crossing of a fre-
quency of envelope modulation, and a criterion (critical threshold) for inducing nonlinear
energy pumping was formulated. The degenerate bifurcation structure of the NNMs,
which reflects the high degeneracy of the underlying nonlinear Hamiltonian system com-
posed of the undamped LO coupled to an undamped attachment with pure cubic stiffness
nonlinearity, was explored in [95]. In [96], Vakakis and Rand discussed the dynamics
of the same undamped system under condition of 1:1 internal resonance. It was shown
the existence of synchronous (NNMs) and asynchronous (elliptic orbits) periodic motions;
the influence of damping on the resonant dynamics and TET phenomena in the damped
system was studied in the same work. The structure and bifurcations of NNMs of the
2DOF system with pure cubic stiffness nonlinearity were analyzed by Mikhlin et al. [97].
In [98], Kerschen et al. showed that the superposition of a frequency-energy plot (FEP)
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depicting the periodic orbits of the underlying Hamiltonian system to the wavelet trans-
form (WT) spectra of the corresponding weakly damped responses represents a suitable
tool for analyzing energy exchanges and transfers taking place in the damped system.
A procedure for designing passive nonlinear energy pumping devices was developed by
Musienko et al. [99] whereas the robustness of energy pumping in the presence of un-
certain parameters was assessed by Gourdon and Lamarque [100]. In [101], Koz’min et
al. performed studies on the optimal transfer of energy from a LO to a weakly coupled
grounded nonlinear attachment, using global optimization techniques. Additional the-
oretical, numerical and experimental results on nonlinear TET were reported in recent
works from Gourdon et al. [102, 103].
The first experimental evidence of nonlinear energy pumping was provided by McFar-
land et al. [104]. TRCs leading to TET were further analyzed experimentally by Kerschen
et al. [105] whereas application of nonlinear energy pumping to problems in acoustics, was
demonstrated experimentally by Cochelin et al. [106, 107].
In most of the aforementioned studies, grounded and relatively heavy nonlinear at-
tachments (NESs) were considered, which clearly limits their applicability to practical
cases. Gendelman et al. [108] introduced a lightweight and ungrounded NES which led
to efficient nonlinear energy pumping from the LO to which it was attached. Although
there is no complete equivalence between the grounded and ungrounded NES, Kerschen
et al. [98] showed that the governing equations (and dynamics) of these two NESs can be
related. In particular, an ungrounded NES with a small mass ratio ǫ and coupled through
essential nonlinearity to a LO is equivalent to a grounded NES with a large mass ratio
(1+ǫ)/ǫ and stiff grounding nonlinearity.
The coming sections aim to present the essential characteristics related to the dynam-
ics of an ungrounded NES coupled to linear SDOF, MDOF and nonlinear systems.
1.3.3.1 Linear Single-Degree-of-Freedom Primary Structure
The dynamics of a 2DOF system composed of a LO coupled to an ungrounded and
light-weight NES was analyzed in a series of recent papers [109–112]. The related results
are of particular interest as the structural configuration can directly be compared to that
of a LO coupled to a TMD.
Energy Dissipation in the Damped System
The system considered in this section, and depicted in Figure 1.7, is composed of a
LO coupled to an ungrounded NES. The equations of motion are
m1x¨1 + c1x˙1 + c2(x˙1 − x˙2) + k1x1 + knl2(x1 − x2)3 = 0,
m2x¨2 + c2(x˙2 − x˙1) + knl2(x2 − x1)3 = 0. (1.6)
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k1
c1
knl2
c2
m1 m2
x1
x2
Figure 1.7: LO coupled to a light-weight NES.
Parameter Units Value
m1 [kg] 1
m2 [kg] 0.05
c1 [Ns/m] 0.002
c2 [Ns/m] 0.002
k1 [N/m] [0-10]
knl2 [N/m
3] 1
Table 1.4: System parameters (NES coupled to a LO).
where x1(t) and x2(t) refer to the displacement of the LO and of the NES, respectively.
A light-weight NES (i.e., m2 << m1) is studied for obvious practical reasons, and weak
damping is chosen to better highlight the different dynamical phenomena.
Direct impulsive forcing of the LO, x˙1(0) 6= 0, x1(0) = x2(0) = x˙2(0) = 0, is considered.
Numerical integration of Equations (1.6) is carried out for increasing impulse magnitudes
x˙1(0) and a varying linear stiffness k1 (i.e., a varying natural frequency of the LO, ω0).
All other parameters are constant and listed in Table 1.4.
Similarly to the developments in Section 1.2.1, a quantitative measure of the NES per-
formance can be obtained by computing the energy dissipated in this absorber normalized
by the total input energy
Ediss,NES,%(t) = 100
c2
t∫
0
(x˙1(τ)− x˙2(τ))2dτ
1
2
m1x˙1(0)2
(1.7)
Figure 1.8 depicts this quantity against the linear stiffness k1 and the impulse magni-
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tude x˙1(0) (see Figures 1.8(a,b,c) for a three-dimensional plot, a contour plot and a
two-dimensional section, respectively). Clearly, the NES can dissipate a large fraction of
the input energy initially imparted to the LO, but its performance depends critically on
the impulse magnitude. As shown in Figure 1.8(c), the NES is most effective in a fairly
limited impulse magnitude range. In addition, there exists a well-defined threshold of
input energy below which no significant energy dissipation in the NES can be achieved
(i.e., below 0.1 m/s) [90]. This intrinsic limitation of the absorber is to be attributed to
the frequency-energy dependence of nonlinear oscillations. On the other hand, Figures
1.8(a,b) indicate that the effectiveness of the NES is not affected by changes in the nat-
ural frequency of the LO. More precisely, for every value of k1, there exists an impulse
magnitude for which the NES dissipates not less than 94% of the total input energy.
Underlying Hamiltonian System
Although TET takes place only in the damped system, the dynamics of this phe-
nomenon is governed by the topological structure and bifurcations of the NNMs of the
undamped and unforced system [109,110]. A suitable representation of the NNMs in this
context is a FEP. An NNM is represented by a point in the FEP, which is drawn at a
frequency corresponding to the minimal period of the periodic motion and at an energy
equal to the conserved total energy during the motion. A branch, represented by a solid
line, is a family of NNM motions possessing the same qualitative features (e.g., the in-
phase NNM motions of a 2DOF system).
The FEP of the LO coupled to an NES is shown in Figure 1.9 for m1=k1=knl2=1,
m2 = 0.05. There are two distinct families of NNMs in the FEP, denoted by letters S
and U , respectively. The symmetric NNMs are defined as periodic orbits that satisfy the
symmetry condition x(t) = - x(t+T
2
) where x and T are the state vector and the period
of the motion, respectively. The NNMs that do not satisfy this condition are referred
to as unsymmetric NNMs. The two subscripts n and m indicate the order of the two
main frequency components in the motion considered, and, therefore, the order n : m of
the internal resonance. Finally, the + and - signs indicate whether the two oscillators
are in-phase or out-of-phase during the periodic motion, respectively. For instance, on
S11+, the two oscillators vibrate in an in-phase fashion with the same dominant frequency.
TET possesses three basic mechanisms that can be directly related to three key ele-
ments of FEP of Figure 1.9 :
1. The backbone of the FEP is formed by branches S11±. Motion along the S11+
branch represents the basic TET mechanism. It is termed fundamental energy pump-
ing, and it relies on NNM spatial localization. For clarity, a close-up of the S11+
branch is presented in Figure 1.10 and illustrates how an irreversible energy transfer
to the NES is possible. By decreasing the total energy, viscous dissipation initiates
TET, because the motion localizes from the linear to the nonlinear oscillator. An
example of 1 : 1 fundamental TET is depicted in Figures 1.11(a-e). Subfigures (a-b)
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Figure 1.8: NES performance when coupled to a LO. (a) Energy dissipated in the NES
against the linear stiffness of the primary system and the impulse magnitude; (b) contour
plot and (c) two-dimensional section for k1 = 1[N/m].
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Figure 1.9: FEP of a LO coupled to an NES.
show the system response when the LO is impulsively excited (x˙1(0) = 2 [m/s])
whereas subfigure (c) exhibits the TET phenomenon ([75 300] s) occurring after
a sequence of moderate nonlinear beating between both oscillators ([0 75] s). The
TET is emphasized through the progressive localization of the system instantaneous
energy into the NES. Moreover, subfigure (d) shows that once the TET is completed,
nearly 100% of the energy injected into the LO is dissipated. Finally, the superpo-
sition of the WT and the FEP confirms the occurrence of TET during a 1 : 1 in
phase motion.
2. There is a sequence of sub- and superharmonic branches motions Snm and Unm
with n 6= m. These branches are termed tongues, and they bifurcate out from
the backbone. Unlike the NNM motions on the backbone, the tongues consist
of multifrequency periodic solutions. Due to essential nonlinearity, there exists a
countable infinity of tongues in the FEP. This highlights the versatility of the NES; it
is capable of engaging in an n : m internal resonance with the primary system, with
n and m relative prime integers. Motion along one tongue of the FEP represents the
second mechanism, termed subharmonic energy pumping. As an example, Figures
1.12 (a-e) depict the 1 : 3 subharmonic TET. A similar analysis to the one performed
for the 1 : 1 TET can be carried out.
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Figure 1.10: Close-up of the S11+ branch. The NNMs in the configuration space are inset.
The horizontal and vertical axes in these plots depict the displacement of the NES and
primary system, respectively. Furthermore, the aspect ratio is set so that increments on
the horizontal and vertical axes are equal in size, enabling one to directly deduce whether
the motion is localized in the linear or the nonlinear oscillator, respectively.
3. Fundamental and subharmonic resonant manifolds are not compatible with the NES
being initially at rest. To this end, periodic impulsive orbits, defined as accommodat-
ing impulsive forcing of the LO, exist. The manifold of impulsive orbits is depicted
in Figure 1.9.
For a complete analysis of the dynamics of this system, the reader may refer to [113].
A final remark is that a homoclinic connection in phase space, generated by the two
saddle-node bifurcations of branch S11-, is the dynamical mechanism responsible for the
existence of a critical energy threshold below which the NES is incapable of robustly
absorbing transient disturbances [114].
1.3.3.2 Linear Multi-Degree-of-Freedom Primary Structure
The improvement in robustness brought by an NES is not limited to SDOF structures.
The lack of any preferential resonance frequency of the NES makes it capable of resonating
with any mode of the primary structure through isolated resonance captures, as reported
in [115, 116]. Moreover, in the case of multimodal response, resonance capture cascades
(RCCs) during which the nonlinear attachment resonates with different modes sequen-
tially (i.e., it extracts energy from a mode before proceeding to the next mode) were also
observed in these studies. RCCs enable to extract broadband vibration energy from the
linear system through multi-frequency TET. Based upon the findings drawn in [109,110],
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Figure 1.11: Evidence of 1:1 fundamental TET for an NES coupled to a LO (x˙1(0) = 0.2
[m/s]). The dotted and solid lines correspond to the NES and the LO, respectively. (a-b)
Displacement responses; (c) percentage of instantaneous total energy in both oscillators;
(d) percentage of total energy dissipated in the absorber and the LO; (e) superposition
of the WT to the FEP.
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Figure 1.12: Evidence of subharmonic TET for an NES coupled to a LO (x˙1(0) = 0.105
[m/s]). The dotted and solid lines correspond to the NES and the LO, respectively. (a-b)
Displacement responses; (c) percentage of instantaneous total energy in both oscillators;
(d) percentage of total energy dissipated in the absorber and the LO; (e) superposition
of the WT to the FEP.
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TET occurring between a 2DOF structure and an NES were described in [117].
As an example, let us consider the 6DOF system composed of a 5DOF linear primary
structure coupled to a SDOF NES. The related equations of motion are given by :
x¨1 + 0.014x˙1 + 2x˙1 − x˙2 = 0
x¨2 + 0.014x˙2 + 2x˙2 − x˙1 − x˙3 = 0
x¨3 + 0.014x˙3 + 2x˙3 − x˙2 − x˙4 = 0
x¨4 + 0.014x˙4 + 2x˙4 − x˙3 − x˙5 = 0
x¨5 + 0.014x˙5 − 0.0001ν˙ + 2x˙5 − x˙4 + (x˙5 − ν)3 = 0
0.05ν¨ + 0.0001(ν˙ − x˙5) + (ν − x˙5)3 = 0
(1.8)
Figure 1.13 depicts the response and the FEP of the 6DOF system following direct
excitation of the fourth mode. For clarity, only the first four modes are represented. As
demonstrated in [98], the WT of the time response is superposed to the FEP so that TET
and RCC mechanisms can be clearly highlighted. In the present case RCC occurs leading
to multi-frequency TET from the primary system to the NES. After an initial TRC of the
NES dynamics with the fourth mode (labeled TRC 1 in Figure 1.13), a damped transition
occurs after which the NES engages in TRC with the second linear mode (TRC 2). At a
later stage of the dynamics a second damped transition occurs leading to final TRC of the
NES dynamics with the first linear mode (TRC 3). The transitions from one particular
mode to another is enabled by the existence of modal interactions between the different
modes. These interactions act like gates from one mode to another. In the present case,
a RCC involving three different modes is realized.
An interesting application of the NES coupled to MDOF linear primary structures
consists in the isolation of buildings submitted to seismic excitation during earthquakes.
Nucera et al. [118–121] demonstrated the ability of TET, implemented through the use
of NESs, to mitigate seismic effects in frame structures over a wide range of earthquakes,
and under conditions of peak input acceleration ranging from extreme to moderate.
1.3.3.3 Nonlinear Primary Structure
Recent contributions from Lee et al. [122,123] exploit the NES for aeroelastic instability
suppression. The NES is capable of partially or completely suppressing the limit cycle
oscillations (LCOs) developing in in-flow wings. Another application of the NES lies in
the stabilization of drill-string systems [124] that undergo LCOs due to the particular
nonlinear friction law occurring between the rock-cutting tool and the borehole, and
known as the Stribeck effect. Finally, in [125], Scagliarini et al. studied the improvement
of the dynamical behavior of a spur gear when an NES is coupled. This problem differs
from the two others because it consists in a parametrically excited system submitted to a
clearance type nonlinearity. The NES was shown to replace the high-amplitude periodic
responses by low-amplitude quasi-periodic motions.
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Figure 1.13: Response of a 6DOF system following direct excitation of the fourth mode.
(a) Relative displacement between the fifth mass of the primary system and the NES; (b)
superposition of the WT to the FEP.
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1.4 Motivation of this Doctoral Dissertation
As discussed in Sections 1.2 and 1.3, a large body of literature exists regarding linear
and nonlinear dynamic absorbers, but the vast majority of it deals with linear primary
structures. However, nonlinearity is a frequency occurrence in engineering applications.
For instance, in an aircraft, besides nonlinear fluid-structure interaction, typical non-
linearities include backlash and friction in control surfaces, hardening nonlinearities in
engine-to-pylon connections, saturation effects in hydraulic actuators, plus any underly-
ing distributed nonlinearity in the structure.
The present thesis focuses on the mitigation of vibrations of nonlinear primary systems
using nonlinear dynamic absorbers. One potential limitation of these absorbers is that
their performance depends critically on the total energy present in the system or, equiv-
alently, on the amplitude of the external forcing. This stems from the frequency-energy
dependence of nonlinear oscillations, which is one typical feature of nonlinear dynamical
systems. For instance, the NES is effective in a fairly limited range of impulse magni-
tudes, as shown in Figure 1.8(c). A first objective of this thesis is therefore to develop
a nonlinear dynamic absorber that can mitigate the vibrations of a specific mode of a
nonlinear primary structure in a wide range of input energies.
In this context, it is interesting to note that the determination of an optimal functional
form for the absorber nonlinearity is rarely addressed in the literature. For instance, a
cubic stiffness is often selected, because its practical realization is fairly simple. A second
objective of the thesis is to propose a tuning procedure, which determines the absorber
parameters (i.e., mass, damping and stiffness) together with an appropriate functional
form for the absorber nonlinearity. Because most existing contributions about the design
of NLVAs rely on optimization and sensitivity analysis procedures (e.g., [20, 126–128]),
which are computationally demanding, or on analytic methods, which may be limited to
small-amplitude motions, a particular attention will be paid so that the tuning procedure
can be computationally tractable and treat strongly nonlinear regimes of motion.
1.5 Outline of the Thesis
The first part of the thesis (Chapters 2 to 5) is devoted to the development of a tuning
methodology of NLVAs coupled to nonlinear mechanical structures.
Chapter 2 characterizes the dynamics created by the coupling of a grounded Duffing
oscillator and an NES. The underlying Hamiltonian system is first considered and the
fundamental dynamics of the strongly nonlinear 2DOF is analyzed. The damped system
is then investigated and the basic mechanisms for energy transfer and dissipation are
analyzed. This study aims to highlight essential properties that will be exploited for the
tuning of an amplitude-robust NLVA.
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Chapter 3 addresses the development of a qualitative tuning procedure to enlarge the
range of input energies for which a NLVA is effective. In particular, an optimal functional
form for the NLVA is sought. The proposed methodology arises from an analogy with the
tuning of a TMD coupled with a LO, and is based on the frequency-energy dependence of
both nonlinear oscillators. The findings are then validated using a quantitative approach
in which a nonlinear oscillator is coupled to different DVAs possessing various functional
forms.
The dynamics of an essentially nonlinear 2DOF homogeneous system is investigated
in Chapter 4. In particular, the emphasis is set upon the analysis of a linear-like behavior
as well as energy-invariant NNMs taking place in these systems. They appear to play an
important role in the amplitude-robustness property of the developed NLVA.
Finally, Chapter 5 extends the frequency-energy-based tuning methodology to the case
of forced oscillations using bifurcation analysis. In particular, the tracking of bifurcations
is achieved in the parameter space so that accurate values of the NLVA stiffness and
damping coefficients are determined.
The second part of the thesis (Chapters 6 and 7) discusses the challenges that are still
to be addressed and highlights future research directions.
Chapter 6 focuses on the tuning of a NLVA to suppress self-sustained vibrations, also
called limit cycle oscillations (LCOs), arising in systems presenting nonlinear damping. In
particular, the case of torsional vibrations occurring in drill-string systems is investigated
in detail.
Chapter 7 addresses the practical realization of a NLVA. The tuning procedure devel-
oped in the first part of the thesis may lead to NLVAs possessing complicated nonlinear
functional forms which may be difficult to realize mechanically. In this context, the devel-
opment of nonlinear piezoelectric shunting strategies is relevant, because electrical circuits
may enable the realization of nearly any nonlinear functional forms. A preliminary anal-
ysis is performed using a beam coupled to an electrical NLVA.
Finally, conclusions regarding the completed research and the associated contributions
to the field are drawn. A discussion of the ways in which this research may be extended
is also given.
Chapter 2
Energy Transfer and Dissipation in a
Duffing Oscillator Coupled to a
Nonlinear Attachment
Abstract
The dynamics of a two-degree-of-freedom nonlinear system consisting of a
grounded Duffing oscillator coupled to an ungrounded essentially nonlinear
attachment is examined in the present chapter. The underlying Hamiltonian
system is first considered, and its nonlinear normal modes are computed us-
ing numerical continuation and gathered in a frequency-energy plot. Based
on these results, the damped system is considered, and the basic mechanisms
for energy transfer and dissipation are analyzed. Throughout this chapter the
emphasis is set upon the comparison with the dynamics of a linear oscillator
coupled to an essentially nonlinear attachment reviewed in Section 1.3.3.
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2.1 Introduction
As reported in Section 1.3.3.1, even dynamical systems of simple configuration (such
as a linear oscillator (LO)) possess very rich and complicated dynamics when an essen-
tially nonlinear oscillator (NES) is attached to them (see, e.g., [109]). An appropriate
theoretical framework, including analytic developments [91, 92], nonlinear normal mode
(NNM) computation [109], and time-frequency analysis [110], was necessary to get a pro-
found understanding of these complex phenomena.
As mentioned in Section 1.3.3, the vast majority of existing studies about the NES
examined its dynamics when coupled to linear primary structures. Moreover, because of
the frequency-energy dependence of their oscillations, the use of a nonlinear absorber to
mitigate the vibrations of nonlinear primary systems seems to be particularly relevant.
This is why the present chapter builds upon the existing theoretical framework to carefully
analyze the dynamics of a Duffing oscillator attached to an NES, and highlight fundamen-
tal properties. Among the other contributions of this study, we note that a more robust
algorithm for the NNM computation is utilized. This algorithm was first proposed in [129]
and relies on the combination of a shooting algorithm with pseudo-arclength continuation,
as detailed in Appendix B.
2.2 Dynamics of a Duffing Oscillator Coupled to a Non-
linear Energy Sink
2.2.1 Nonlinear Energy Sink Performance
The performance of a nonlinear energy sink (NES) coupled to a nonlinear primary
system is investigated. The system is depicted in Figure 2.1 and its equations of motion
are given by :
m1x¨1 + c1x˙1 + c2(x˙1 − x˙2) + k1x1 + knl1x31 + knl2(x1 − x2)3 = 0,
m2x¨2 + c2(x˙2 − x˙1) + knl2(x2 − x1)3 = 0. (2.1)
Direct impulsive forcing of the Duffing oscillator is considered by imposing a non-zero ini-
tial velocity of the primary structure : x˙1(0) 6= 0, x1(0) = x2(0) = x˙2(0) = 0. The system
parameters are given in Table 2.1 and, based upon the formula established in Equation
(1.7), the amount of energy initially imparted to the Duffing oscillator and dissipated in
the absorber can be determined.
Figure 2.2 depicts the energy dissipated in the NES against the impulse magnitude
x˙1(0) and the nonlinear stiffness knl1 of the primary system (see Figures 2.2(a,b,c) for a
three-dimensional plot, a contour plot and a two-dimensional section, respectively). It
appears that the NES can dissipate a large fraction of the input energy initially imparted
to the Duffing oscillator. The comparison of Figures 1.8 and 2.2 reveals that the intro-
duction of a nonlinear stiffness in the primary system gives rise to fundamentally different
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knl1
c1
k1
knl2
c2
m1 m2
x1
x2
Figure 2.1: Duffing oscillator coupled to a light-weight NES.
Parameter Units Value
m1 [kg] 1
m2 [kg] 0.05
c1 [Ns/m] 0.002
c2 [Ns/m] 0.002
k1 [N/m] 1
knl1 [N/m
3] [0-10]
knl2 [N/m
3] 1
Table 2.1: System parameters (NES coupled to a Duffing oscillator).
dynamics. Specifically, if the contour plot in Figure 1.8(b) was characterized by a single
region of high energy dissipation, Figure 2.2(b) comprises five well-defined regions of good
NES performance, labeled from 1 to 5, respectively.
Region #1 is such that the energy dissipation, which amounts to 95 %, is not affected
by the nonlinear stiffness of the Duffing oscillator. In this range of impulse magnitudes,
the dynamics of the primary system is dominated by the linear stiffness k1. A dynamics
similar to that described in Section 1.3.3.1 is therefore observed: (i) the NES is most
effective in a fairly limited impulse magnitude range; and (ii) there exists a well-defined
threshold of input energy below which no significant energy dissipation in the NES can
be achieved (i.e., below 0.1 m/s). For illustration, Figures 2.3(a,b) depict the time series
for knl1 = 9N/m
3 and x˙1(0) = 0.13m/s. The NES vibrates with a much larger ampli-
tude compared to that of the Duffing oscillator, which is the evidence of strong motion
localization. Figure 2.3(c) reveals that the NES can draw a significant fraction of the
instantaneous total energy in the system. Even though the energy quickly flows back
and forth between the two oscillators, which is the sign of nonlinear beating (see Figure
2.3(d)), this results in a near optimal energy dissipation, as shown in Figure 2.3(e). For
a more complete discussion, the reader may refer to [109, 110].
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Figure 2.2: NES performance when coupled to a Duffing oscillator. (a) Energy dissi-
pated in the NES against the nonlinear stiffness of the Duffing oscillator and the impulse
magnitude; (b) contour plot and (c) two-dimensional section for knl1=1.
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Figure 2.3: Dynamics in region #1 of Figure 2.2: knl1 = 9N/m
3 and x˙1(0) = 0.13m/s.
(a) Duffing oscillator response; (b) NES response; (c) instantaneous total energy in the
NES; (d) close-up of the Duffing oscillator and NES responses; (e) energy dissipated in
the NES.
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Parameter Units Value
m1 [kg] 1
k1 [N/m] 1
knl1 [N/m
3] 0.5
m2 [kg] 0.05
knl2 [N/m
3] 1
Table 2.2: System parameters used for the FEP computation.
Unlike region #1, the NES performance in region #2 is fairly constant for varying im-
pulse magnitudes and for a given structural configuration (i.e., for a specific value of knl1).
Realizing that a strongly nonlinear system is investigated, this robustness with respect to
impulse magnitude is interesting. Another difference between the two regions is that there
is a marked sensitivity of the performance in region #2 when the nonlinear stiffness of the
Duffing oscillator varies. Figure 2.4 depicts the resulting dynamics for knl1 = 1.3N/m
3
and x˙1(0) = 7m/s. As shown in Figure 2.4(c), the initial nonlinear beating phenomenon
is now followed by targeted energy transfer (TET) during which a one way irreversible
channeling of the energy occurs from the Duffing oscillator to the NES. Eventually, the
NES carries 100% of instantaneous total energy. The mechanism responsible for TET is
a 1:1 resonance capture as depicted in Figure 2.4(f).
Figure 2.5 presents the dynamics in region #3. It is similar to that in region #2,
although the NES performance is less impressive. Figures 2.5(e), indicates that most of
the energy dissipated in the NES is due to the initial beating and not to TET.
For regions #4 and #5, one observes a somewhat arbitrary fluctuation of the energy
dissipation in the NES (i.e., between 60% and 90%). The dynamical mechanisms were
difficult to characterize from the observation of the time series. Because of the lack of ro-
bustness of energy dissipation, these regions are less interesting from a design perspective.
2.2.2 Underlying Hamiltonian System
With the aim of interpreting the dynamical mechanisms responsible for the NES per-
formance, the underlying Hamiltonian system is now considered. The system parameters
listed in Table 2.2 are considered. The NNMs are computed using the algorithm described
in Appendix B, and are gathered in the frequency-energy plot (FEP) of Figure 2.6(a).
For a detailed comparison, the FEP of a LO coupled to an NES, and studied in Chapter
1, is represented in Figure 2.6(b).
The basic structure of the FEPs in Figure 2.6 is similar. They both possess a backbone
formed by branches S11± together with a sequence of tongues of internal resonance. For
low energies (i.e., energies below 10−2J), the FEPs are almost identical. This is expected,
Chapter 2. Duffing Oscillator coupled to a Nonlinear Attachment 33
0 250 500 750 1000 1250 1500−3
−2
−1
0
1
2
3
Time [s]
A
m
p
li
tu
d
e
[m
]
(a)
0 250 500 750 1000 1250 1500−5
−4
−3
−2
−1
0
1
2
3
4
5
Time [s]
A
m
p
li
tu
d
e
[m
]
(b)
0 250 500 750 1000 1250 15000
10
20
30
40
50
60
70
80
90
100
Time [s]
E
in
st
a
n
t,
N
E
S
[%
]
(c)
0 5 10 15 20 25−5
−4
−3
−2
−1
0
1
2
3
4
5
6
 
 
Duffing Oscillator
NES
Time [s]
A
m
p
li
tu
d
e
[m
]
(d)
0 250 500 750 1000 1250 15000
10
20
30
40
50
60
70
80
90
Time [s]
E
d
is
si
p
,N
E
S
[%
]
(e)
500 505 510 515 520 525 530 535 540 545 550−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
 
 
Duffing Oscillator
NES
Time [s]
A
m
p
li
tu
d
e
[m
]
(f)
Figure 2.4: Dynamics in region #2 of Figure 2.2: knl1 = 1.3N/m
3 and x˙1(0) = 7m/s.
(a) Duffing oscillator response; (b) NES response; (c) instantaneous total energy in the
NES; (d) close-up of the Duffing oscillator and NES responses (early-time responses); (e)
energy dissipated in the NES; (f) close-up of the Duffing oscillator and NES responses
(late-time response).
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Figure 2.5: Dynamics in region #3 of Figure 2.2: knl1 = 2.9N/m
3 and x˙1(0) = 1.9m/s.
(a) Duffing oscillator response; (b) NES response; (c) instantaneous total energy in the
NES; (d) close-up of the Duffing oscillator and NES responses (early-time responses); (e)
energy dissipated in the NES; (f) close-up of the Duffing oscillator and NES responses
(late-time response).
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Figure 2.6: FEPs. (a) Duffing oscillator coupled to an NES; (b) LO coupled to an NES.
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because the nonlinear elastic force due to the nonlinear spring of the Duffing oscillator has
a negligible participation in the system response. For energies beyond 10−2J , two major
differences can be observed:
1. For the LO coupled to the NES, the frequency of the NNM motions on S11+
always remains below the natural frequency of the LO. Indeed, for infinite energies,
the nonlinear spring of the NES can be considered as infinitely stiff, and the system
behaves as a single-degree-of-freedom system with a linear spring of constant stiffness
k1 and a mass equal tom1+m2. Recalling that TET is realized on S11+, it therefore
occurs in the frequency range
[
0;
√
k1
m1+m2
]
rad/s. When a Duffing oscillator is
coupled to an NES, this reasoning no longer holds, and the frequency of the NNM
motions on S11+ steadily increases. As a result, the frequency range in which TET
can be realized is [0; +∞] rad/s. An important finding is that there is no restriction
on the frequency range in which fundamental energy pumping may occur between a
Duffing oscillator and an NES.
2. Tongues of subharmonic motions occur when a specific ratio is realized between the
frequencies of the NNM motions on S11− and S11+. For instance, S31 occurs when
the frequency on S11− is approximately three times higher than that on S11+ (and
conversely for S13). For the LO coupled to the NES and for energies beyond 10−2J ,
this frequency ratio increases rapidly in view of the respective evolutions of the fre-
quencies on S11− and S11+. This is why tongues are located in a particular region
of the FEP in Figure 2.6(b). Specifically, they occur in a very narrow frequency
range. On the contrary, tongues extend both in the frequency and energy domains
in Figure 2.6(a), meaning that subharmonic energy pumping may occur in a much
broader frequency range when a Duffing oscillator is coupled to an NES.
For clarity, close-up of several branches are depicted in Figure 2.7 where some rep-
resentative NNMs in the configuration space are also inset. The same scale is applied
to both axis so that the localization of the motion in one or the other oscillator can be
easily deduced. Similarly to the case of a LO coupled to an NES [109] and for low energy
levels ( < 10−2J ), Figures 2.7 (a,c,e,f) show that the shape of the NNMs varies along
the branch. However, for higher energy levels, Figures 2.7 (b,d) show that, in addition to
the non-localization (in the frequency-energy domain) of the branches, the shape of the
NNMs asymptotically tends to be constant. This new feature will be further investigated
in Chapter 4.
Finally, unlike the LO coupled to an NES, at high energy levels, the evolution to-
ward an energy-invariant shape of the NNMs motion prevents the system from possessing
impulsive orbit. Remembering that these latter correspond to periodic motions whose
initial conditions are x˙2(0) = x1(0) = x2(0) = 0 and x˙1(0) 6= 0, their representation in the
configuration space exhibits a vertical slope at the origin of the axis (x1,x2), as depicted
in Figures 2.7(e,f). This feature will never be realized on NNM branches S11+ and S31
in Figure 2.7(b,d). The locus of impulsive orbits is displayed in Figure 2.8.
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Figure 2.7: Close-up of several branches of the FEP of a Duffing oscillator coupled to an
NES. (a) S11-; (b) S11+; (c) S13; (d) S31; (e) U54; (f) U32. The arrow refers to the
unstable part of the branch.
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Figure 2.8: Locus of impulsive orbits: computed orbits and their estimated locus are
represented by circles and a dashed line, respectively.
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2.2.3 Basic Mechanisms for Energy Transfer and Dissipation
The damped dynamics is now interpreted in terms of the NNMs of the underlying
Hamiltonian system. One very useful tool in this context is a time-frequency signal pro-
cessing technique called the wavelet transform (WT). The WT computes the temporal
evolution of the instantaneous frequencies of the considered signals. The WT of the time
series of Figures 2.3, 2.4 and 2.5 is shown in the left column of Figure 2.9. The shading
denotes the relative amplitude of the dominant harmonic components of the damped mo-
tions, as computed through the WT.
A different representation is also used herein; the WT is represented in a frequency-
energy plane by substituting the instantaneous energy in the system for time. In the
right column of Figure 2.9, the WT of the relative displacement between the two masses
is superposed to the backbone of the FEP, represented by a solid curve. This plot is a
schematic representation, because it superposes damped (WT) and undamped (NNMs)
responses and is used for descriptive purposes only. However, it illustrates that, as the
total energy in the system decreases due to viscous dissipation, the motion closely follows
one or several branches of the FEP. More precisely, these graphs show that:
1. The basic dynamical mechanism for energy transfer and dissipation in region #1 is
the excitation of an impulsive orbit, which is immediately followed by a 1:1 resonance
capture on S11+, that is fundamental energy pumping, as depicted in Figure 2.9(b).
For the parameters considered (knl1 = 9N/m
3 and x˙1(0) = 0.13m/s), an impulsive
orbit in the vicinity of U54 branch is excited. This discussion is coherent with
previous results in the literature [110].
2. In region #2, the S31 branch is first excited, and the motion remains on it for an
extended period of time. It is then followed by fundamental energy pumping on
S11+ as illustrated in Figure 2.9(d).
3. In region #3, Figure 2.9(f) reveals that the dynamics is similar to that in region#2,
except that a different tongue, U21, is excited initially.
In the light of these findings, the NES performance in Figure 2.2 can be analyzed in
greater details. The dynamical mechanisms in region #1 are identical to those reported in
previous publications [109, 110]. This is why the NES is most effective in a fairly limited
impulse magnitude range.
The NES performance in regions #2 and #3 was shown to be fairly constant for vary-
ing impulse magnitudes. This robustness with respect to impulse magnitude is a new
result of the present study. The main mechanism responsible for energy transfer and
dissipation in these regions is related to a prolonged resonance capture on a tongue of
subharmonic motion. This is possible, because tongues are now extended both in the fre-
quency and energy domains, as discussed in the previous section. We note that resonance
captures on tongues are also possible when an NES is coupled to a LO [109,110]. In fact,
a careful inspection of Figures 1.8(a,b) reveals a very narrow region of increased energy
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Figure 2.9: Interpretation of the dynamical mechanisms related to high energy dissipation.
Left column: WT; right column: WT superposed to the FEP. (a,b): knl1 = 9N/m
3 and
x˙1(0) = 0.13m/s (region #1); (c,d): knl1 = 1.3N/m
3 and x˙1(0) = 7m/s (region #2);
(e,f): knl1 = 2.9N/m
3 and x˙1(0) = 1.9m/s (region #3).
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Figure 2.10: NES performance. (a) c2 = 0.002Ns/m , (b) c2 = 0.01Ns/m.
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dissipation, which is located on the left of the region where the NES performs best. In
this region, a 3:1 resonance capture is responsible for energy dissipation. However, the
robustness of this dynamical mechanism is clearly questionable.
Finally, a higher NES damping coefficient c2 has been considered to assess the NES
performance under varying damping conditions. The results in Figure 2.10 demonstrate
the robustness of energy dissipation in regions #1 and #2 in a fixed range of energies
x˙1(0) = [1; 8] [m/s]. On the contrary, energy dissipation in region #3 seems to be less
robust, whereas regions #4 and #5 do no longer exist. From this analysis, it appears that
damping tends to annihilate or delay the nonlinear effects to higher energy levels. This
observation will be further investigated in Chapters 3 and 5.
2.3 Concluding Remarks
The dynamics of a Duffing oscillator coupled to an NES was analyzed in this chapter.
The dynamics of a LO coupled to an NES, reported in previous publications [90–92, 94,
98, 100, 104–106, 108–110, 113, 130], and reviewed in Section 1.3.3.1, was considered as a
baseline. The comparison revealed the presence of new regions of high-energy dissipation,
characterized by robustness with respect to a wide range of impulse magnitudes. This is
clearly an interesting finding of this chapter and paves the way for the design of nonlinear
dynamical absorbers which can be efficient for varying input energies.
An algorithm combining a shooting procedure with pseudo-arclength continuation was
also introduced for the computation of a FEP. This algorithm was found to be more ro-
bust and computationally efficient than that used in [109]. The combination of the FEP
with the WT showed that subharmonic energy pumping in a broad frequency range is the
mechanism governing the dynamics in the new regions of high-energy dissipation.
Finally, throughout this chapter, three-dimensional plots of energy dissipation were
calculated for the interpretation of the dynamics. Their computation is extremely time-
consuming, and their use for NES design in real-life applications might be prohibitive.
The development of a more effective design methodology is therefore required and is in-
vestigated in Chapter 3.
Chapter 3
Tuning Methodology of a Nonlinear
Vibration Absorber Coupled to a
Nonlinear System : Free Vibration
Abstract
This chapter addresses the problem of mitigating the vibrations of nonlinear
mechanical systems using nonlinear dynamical absorbers. One particular fea-
ture of the absorber proposed in this chapter is that it is effective in a wide
range of forcing amplitudes. A qualitative tuning methodology is developed and
validated using numerical simulations. A quantitative approach targeting the
assessment of an optimal functional form for the absorber is then performed.
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3.1 Introduction
Chapter 2 revealed that a nonlinear absorber coupled to a Duffing oscillator can be
effective for a certain range of input energies. The main contribution of the present chap-
ter is to further enlarge this range by first developing a qualitative tuning procedure.
The methodology, described in Section 3.2, relies on the analogy existing between two
markedly different systems: (i) a tuned mass damper (TMD) coupled to a linear oscilla-
tor (LO), and (ii) a nonlinear absorber coupled to a nonlinear oscillator. One inherent
difficulty when tuning nonlinear absorbers is that the functional form of the nonlinearity
is not known a priori and is to be determined. This difficulty is rarely addressed in the
literature and is alleviated by the proposed tuning methodology. A more quantitative
analysis is also introduced in Section 3.3. To validate the findings of Section 3.2, the
performance of three absorbers (a TMD, an absorber with hardening nonlinearity and an
absorber with softening nonlinearity) coupled to a nonlinear oscillator possessing hard-
ening behavior, is compared. Once an appropriate functional form is determined, the
optimal value of the nonlinear coefficient is sought. The results are then validated by
considering a nonlinear primary system with a different functional form, i.e., an oscillator
with a softening nonlinearity.
3.2 Qualitative Tuning Procedure
3.2.1 Basic Philosophy
The proposed procedure relies on the frequency-energy plot (FEP) concept, which
was introduced in Section 1.3.3.1. For linear systems, a FEP is not useful, because their
oscillations do not exhibit frequency-energy dependence. However, in the present study,
it is interesting to see how the tuning condition of a TMD coupled to a LO in Equation
(1.3) can be interpreted in term of the FEP. Figures 3.1(a,b) depict the FEP of the LO
and of the TMD, respectively, and show that the two FEPs are identical. In other words,
the frequency of both oscillators remain the same regardless of the total energy in the
system.
With the aim of mitigating the vibrations of a nonlinear system, this study is an
attempt to determine a suitable configuration for a nonlinear vibration absorber. The
proposed approach is to follow the tuning procedure of the TMD:
The nonlinear absorber should possess a FEP identical to that of the nonlinear primary
system of interest.
For SDOF primary systems, this can only be fulfilled if the restoring forces of the
absorber and of the primary system have the same functional form. For MDOF pri-
mary systems, the absorber can only be tuned to a specific (nonlinear) mode of the host
structure, because different modes will possess backbones with different frequency-energy
dependence [117].
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Figure 3.1: FEPs associated with relation (1.3). (a): LO; (b): TMD.
3.2.2 Essentially Nonlinear Primary Structure
3.2.2.1 Computation of the Nonlinear Absorber Parameters
For illustration, an essentially nonlinear oscillator composed of a mass m1 and a cubic
stiffness knl1 is first considered and depicted in Figure 3.2 (a). Its backbone branch is
represented in the FEP of Figure 3.2(b), which highlights the intrinsic frequency-energy
dependence. The absence of linear stiffness in the system explains why the resonance
frequency tends to zero for decreasing energy levels.
Analytical Computation
According to the proposed tuning condition, the absorber should only possess a cubic
nonlinearity. The equation of motion of the resulting absorber, acting alone, is:
m2x¨2 + knl2x
3
2 = 0 (3.1)
To compute adequate values for the massm2 and cubic stiffness knl2, the harmonic balance
method [83] is applied. Starting from
mix¨i + knlix
3
i = 0 (3.2)
the ansatz xi(t) = Ai cosωt is considered. Averaging over the fundamental frequency and
discarding the trivial solution recasts Equation (3.2) into:
3
4
knliA
2
i − ω2mi = 0 (3.3)
The resulting solutions highlight the frequency-amplitude dependence
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Figure 3.2: (a) Essentially nonlinear oscillator; (b) FEP for m1 = 1 [kg] and knl1 = 1
[N/m3].
Ai2,3 = ±
√
4ω2mi
3knli
(3.4)
At t = 0, xi(0) = Ai, and the total energy in the system is the potential energy stored in
the cubic spring
Ei(ω)|t=0 = 1
4
knliA
4
i =
4m2i
9knli
ω4 (3.5)
The tuning condition imposes E1(ω) = E2(ω) and yields
m22
knl2
=
m21
knl1
⇒ knl2 =
m22knl1
m21
(3.6)
Numerical Computation
The problem can also be solved directly using numerical algorithms:{
x2(t = Ti, x2(t = 0), m2, knl2)− x2(t = 0) = 0
1
4
knl2x
4
2(Ti)− EPrim(ωi) = 0 i = 1, ..., n.
(3.7)
The first condition is a periodicity condition; i.e., periodic motions of the absorber are
sought. The second condition expresses that the FEPs of the absorber and of the primary
system must be identical. This problem can be solved using the combination of shooting
and optimization algorithms, which, in turn, determine the absorber parameters (m2,knl2).
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Figure 3.3: Essentially nonlinear absorber coupled to an essentially nonlinear oscillator.
This procedure gives accurate results, but the optimization algorithm is fairly sensitive
to the initial guess (non-convex problem).
3.2.2.2 Results
The impulsive response of the resulting coupled, damped system depicted in Figure
3.3 is now analyzed. The equations of motion are:
m1x¨1 + c1x˙1 + c2(x˙1 − x˙2) + knl1x31 + knl2(x1 − x2)3 = 0,
m2x¨2 + c2(x˙2 − x˙1) + knl2(x2 − x1)3 = 0. (3.8)
The parameters of the primary system are m1 = 1 [kg] and knl1 = 1 [N/m
3]. For obvious
practical reasons, a light-weight absorber is adopted, m2 = 0.05 [kg]. The nonlinear stiff-
ness of the absorber is computed according to relation (3.6), and knl2 = 0.0025 [N/m
3].
Weak damping c1 = c2 = 0.002 [Ns/m] is also introduced to induce energy dissipation.
The performance of the nonlinear tuned absorber is examined by numerically integrat-
ing the equations of motion (3.8). A three-dimensional plot showing the energy dissipated
in the absorber against the nonlinear stiffness knl1 and the impulse magnitude x˙1(0) is
displayed in Figure 3.4. Interestingly, this figure bears a strong resemblance with Figure
1.5, which corresponds to a TMD coupled to a LO. For knl1 ≈ 0.3 [N/m3] and regardless
of the value of x˙1(0), the tuned nonlinear absorber can dissipate a major portion of the
input energy (i.e., 95%). In addition, the region of high-energy dissipation is not local-
ized to a particular value of knl1 , but it extends over the interval knl1 = [0.1−0.35] [N/m3].
These results seem to validate the proposed tuning procedure, at least qualitatively:
a nonlinear absorber that can mitigate the vibrations of a nonlinear primary structure
in a wide range of forcing amplitudes is obtained. The quantitative agreement is less
convincing, because the high-energy dissipation appears around knl1 = 0.3 [N/m
3] and
not around knl1 = 1 [N/m
3]. If the nonlinear stiffness is fixed at a value of knl2 = 0.0075
[N/m3] instead of knl2 = 0.0025 [N/m
3], high-energy energy dissipation appears around
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Figure 3.4: Energy dissipated in the tuned nonlinear absorber (with knl2 = 0.0025 [N/m
3])
against the nonlinear stiffness knl1 of the primary system and the impulse magnitude x˙1(0).
(a) Three-dimensional graph; (b) contour plot.
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Figure 3.5: Energy dissipated in the tuned nonlinear absorber (with knl2 = 0.0075 [N/m
3])
against the nonlinear stiffness (knl1) of the primary system and the impulse magnitude
(x˙1(0)). (a) Three-dimensional graph; (b) contour plot.
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knl1 = 1 [N/m
3], as shown in Figure 3.5. This is one limitation of the procedure, which
results from the fact that the coupled system is not addressed directly. Instead, the two
oscillators are considered separately during the tuning.
3.2.2.3 Further Analysis of the Coupled System
The motion in the high-energy dissipation region is shown in Figure 3.6 for knl2 =
0.0075 [N/m3] and x˙1(0) = 4 m/s. The mechanisms giving rise to energy dissipation seem
to be similar to those observed for a TMD coupled to a LO in Figure 1.6, namely a 1:1
in-phase motion follows the initial nonlinear beating phenomenon. Moreover, although
dealing with an essentially nonlinear absorber, and unlike the studies performed in Sec-
tion 1.3.3 and in Chapter 2, no irreversible transfer of energy, also called targeted energy
transfer (TET), is observed. This feature will be explained in the light of the develop-
ments carried out in Chapter 4.
An interesting feature of the coupled system is that it possesses similar nonlinear
normal modes (NNMs), i.e., energy-invariant straight modal curves [131]. To verify this
conjecture, the condition
x2(t) = αx1(t) (3.9)
is imposed where α is a scalar. Plugging (3.9) in the conservative form of Equation (3.8)
and considering ǫ = m2
m2
yields:
x31
[
knl1ǫα + knl2(1− α)3(ǫα + 1)
]
= 0 (3.10)
Assuming that x1 6= 0, Equation (3.10) is solved with respect to the absorber nonlinear
stiffness knl2 :
knl2 =
−knl1ǫα
(1− α)3(ǫα + 1) (3.11)
Because knl2 is positive, the solution is given by :{
knl2 ∈ ]0,+∞[
α ∈ [−1
ǫ
, 0
[⋃
[1,+∞[ (3.12)
We arrive to the interesting conclusion that
Despite the fact that it has no linear springs, the coupled 2DOF system possesses
straight modal lines (i.e., similar NNMs), as for linear systems.
In summary, the previous developments support that the addition of an essentially
nonlinear absorber to an essentially nonlinear primary system makes the coupled system
behave in a linear-like fashion, and this despite its strongly nonlinear character.
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Figure 3.6: Dynamics of the tuned nonlinear absorber coupled to a essentially nonlinear
oscillator. Dotted and solid lines correspond to the absorber and the primary structure,
respectively. (a) Displacement responses; (b) close-up for early-time responses; (c) per-
centage of instantaneous total energy in both oscillators; (d) percentage of total energy
dissipated in the absorber.
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Figure 3.7: Duffing oscillator. (a) Configuration; (b) FEP.
Parameter Units Value
m1 [kg] 1
knl1 [N/m
3] 4
k1 [N/m] 1
Table 3.1: Parameters of the Duffing oscillator.
3.2.3 General Nonlinear Primary Structure
The tuning methodology of the previous section is extended to nonlinear primary
systems comprising both linear and nonlinear springs as in Figure 3.7(a). This system
may also represents the motion of one specific nonlinear mode of a MDOF nonlinear
primary system. The frequency-energy dependence of this system is shown in the FEP of
Figure 3.7 (b) for the parameters listed in Table 3.1. At low-energy level, the dynamics is
governed by the underlying linear system, and the oscillator exhibits a constant resonant
frequency at ω = 1 [rad/s]. For increasing energy levels, the nonlinear character of the
motion becomes dominant, and the resonant frequency increases.
3.2.3.1 Computation of the Nonlinear Absorber Parameters
Analytical Computation
The equation of motion of the Duffing oscillator is
mix¨i + kixi + knlix
3
i = 0 (3.13)
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A straightforward application of the harmonic balance method gives
Ai2,3 = ±
√
4(ω2mi − ki)
3knli
(3.14)
The total energy in the system is
Ei(ω)|t=0 = 1
4
knliA
4
i +
1
2
knliA
2
i =
4
9knli
(
m2iω
4 − 1
2
ki(miω
2 + ki)
)
(3.15)
The tuning methodology imposes E1(ω) = E2(ω), which results in:
m21
knl1
=
m22
knl2
,
k1m1
knl1
=
k2m2
knl2
, (3.16)
which can be recast into
k1
m1
=
k2
m2
,
m21
knl1
=
m22
knl2
(3.17)
The first and second conditions are related to the tuning condition of a TMD coupled to
a LO (discussed in Section 1.2) and of an essentially nonlinear absorber coupled to an
essentially nonlinear oscillator (discussed in Section 3.2.2), respectively. Therefore, the
tuning of the linear and nonlinear springs of the absorber can be performed by separating
explicitly the linear and nonlinear dynamics.
Numerical Computation
The problem consists in solving the following system of equations{
x2(t = Ti, x2(t = 0), m2, k2, knl2)− x2(t = 0) = 0
1
4
knl2x
4
2(Ti) +
1
2
k2x
2
2(Ti)− EPrim(ωi) = 0 i = 1, ..., n.
(3.18)
3.2.3.2 Results
The impulsive response of the coupled, damped system depicted in Figure 3.8 whose
equations of motions are :
m1x¨1 + c1x˙1 + c2(x˙1 − x˙2) + k1x1 + knl1x31 + knl2(x1 − x2)3 + k2(x1 − x2) = 0,
m2x¨2 + c2(x˙2 − x˙1) + k2(x2 − x1) + knl2(x2 − x1)3 = 0. (3.19)
is now analyzed. The system parameters are given in Table 3.2 where the absorber mass is
small, and the other absorber parameters have been chosen according to Equation (3.17).
Weak damping (c1 = c2 = 0.002 [Ns/m]) is also introduced in both oscillators.
A three-dimensional plot of the energy dissipated in the absorber against the nonlinear
stiffness knl1 and the impulse magnitude x˙1(0) is numerically computed and illustrated
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Figure 3.8: Nonlinear vibration absorber coupled to a nonlinear oscillator.
Parameter Units Value
m1 [kg] 1
knl1 [N/m
3] 4
k1 [N/m] 1
m2 [kg] 0.05
knl2 [N/m
3] 0.01
k2 [N/m] 0.05
Table 3.2: Parameter values of the conservative 2DOF system.
in Figure 3.9. For small excitation amplitudes (x˙1(0) < 0.4 [m/s]), the nonlinear springs
have no influence on the dynamics of the system, which resembles that of a LO coupled to
a TMD. The resulting linear dynamics explains the presence of a high-energy dissipation
region regardless of the value of knl1. For increasing excitation amplitudes (x˙1(0) > 0.4
[m/s]), the nonlinear springs participate in the system dynamics to a large extent. At
high-energy levels, the system dynamics resembles that of an essentially nonlinear ab-
sorber coupled to an essentially nonlinear oscillator.
Similarly to Section 3.2.2, these results validate the proposed tuning procedure in the
sense that the effectiveness of the nonlinear absorber is not affected by the total energy
present in the system. However, the quantitative agreement is questionable, because the
nominal value of the nonlinear stiffness of the primary structure, knl1 = 4 [N/m
3], is not
included in the region of high energy dissipation. To do so, knl2 has to be changed to
0.025 [N/m3], as illustrated in Figure 3.10. We note that the high-energy dissipation
region is not localized to a specific value of knl1, which shows that the absorber is also
robust against mistuning.
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Figure 3.9: Energy dissipated in the tuned nonlinear absorber for knl2 = 0.01 [N/m
3]
against the nonlinear stiffness knl1 of the primary system and the impulse magnitude
x˙1(0). (a) Three-dimensional graph; (b) contour plot.
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Figure 3.10: Energy dissipated in the tuned nonlinear absorber for knl2 = 0.025 [N/m
3]
against the nonlinear stiffness knl1 of the primary system and the impulse magnitude
x˙1(0). (a) Three-dimensional graph; (b) contour plot.
Chapter 3. NLVA Tuning Methodology : Free Vibration 57
10−4 10−3 10−2 10−1 100 101
0.5
1
1.5
2
2.5
3
S11+
S11
−
Energy [log]
P
u
ls
at
io
n
[r
ad
/s
]
(a)
Energy [log]
P
u
ls
at
io
n
[r
ad
/s
]
(b)
−8 −6 −4 −2 0 2 4 6 8−8
−6
−4
−2
0
2
4
6
8
Amplitude x1 [m]
A
m
p
li
tu
d
e
x
2
[m
]
(c)
Energy [log]
P
u
ls
at
io
n
[r
ad
/s
]
(d)
−5 −4 −3 −2 −1 0 1 2 3 4 5−5
−4
−3
−2
−1
0
1
2
3
4
5
Amplitude x1 [m]
A
m
p
li
tu
d
e
x
2
[m
]
(e)
Figure 3.11: Tuned nonlinear absorber coupled to a nonlinear oscillator. (a) Solid line :
FEP of the coupled system; dotted line: FEP of the nonlinear primary system; (b),(d)
close-up of branches S11+ and S11−, respectively; (c),(e) motion in the configuration
space for S11+ and S11− branches, respectively. The red arrow in (b) and (d) represents
the locus of unstable periodic motions.
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Figure 3.12: Duffing oscillator coupled to a TMD.
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Figure 3.13: Duffing oscillator coupled to an NES.
3.2.3.3 Further Analysis of the Coupled System
The FEP of the coupled system is depicted in Figure 3.11(a) for the parameters listed
in Table 3.2. Similarly to the observations carried out on the FRF of a TMD coupled
to a LO (discussed in Section 1.2.1), two branches of fundamental resonance S11+ and
S11− (solid lines) appear in the vicinity of the backbone of the nonlinear primary system
(dotted line). A close-up of each branch is depicted in Figures 3.11(b)-(d). The repre-
sentation of the periodic motions in the configuration space in Figures 3.11(c,e) shows a
slight evolution of the periodic motions with energy. Unlike the observations revealed in
Section 3.2.2.3, the modal shapes are no longer similar. Finally, we note that the dissipa-
tion mechanisms are similar to those described in Section 3.2.2.3, a 1:1 in-phase motion
follows an initial nonlinear beating, and no TET happens.
To further validate the proposed tuning methodology, a TMD and an essentially non-
linear absorber are coupled separately to the nonlinear primary system (see Figures 3.12
and 3.13). Their tuning is achieved with respect to the linear and nonlinear springs of
the primary system, respectively. The plots of energy dissipation are shown in Figures
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3.14 and 3.15. It can be seen that the TMD is always effective at low energy levels
(x˙1(0) < 0.5 [m/s]), but its efficiency decreases as nonlinear effects come into play. Con-
versely, there exists a well-defined threshold of input energy below which no significant
energy dissipation in the essentially nonlinear absorber can be achieved.
3.3 Quantitative Analysis
The qualitative tuning procedure described in the previous section enabled us to ob-
tain a nonlinear absorber which is effective in a wide range of impulse magnitudes by
selecting an appropriate functional form for the absorber. However, it was also clear that
a quantitative agreement could not be obtained; the computed nonlinear coefficient was
systematically underestimated. The objective of the present section is to further validate
the findings of the previous sections using detailed numerical simulations.
3.3.1 Assessment of the Dynamical Absorber Functional Form
The system considered herein is composed of a nonlinear SDOF system, which is cou-
pled to three absorber types, a TMD, an absorber with hardening nonlinearity and an
absorber with softening nonlinearity, depicted in Figures 5.1(a), (b) and (c), respectively.
Without lack of generality, the primary system is chosen to be essentially nonlinear (i.e.,
the restoring force is realized using a cubic stiffness); its backbone curve is represented in
the FEP of Figure 3.17. A light-weight absorber is considered for obvious practical reasons,
and slight damping is introduced to induce energy dissipation. The system parameters are
listed in Table 3.3. The system is subjected to an impulsive load modeled as a nonzero ini-
tial condition on the velocity of the primary system x˙1(0) 6= 0 , x1(0) = x2(0) = x˙2(0) = 0.
The objective consists in determining which absorber leads to effective vibration miti-
gation for various energy levels. The performance and robustness of a specific absorber are
assessed in this study through three-dimensional plots representing the energy dissipated
in the absorber against two parameters, namely the nonlinear stiffness knl1 of the primary
system and the impulse amplitude x˙1(0). The latter parameter is in direct relation with
the energy injected in the structure, whereas the former parameter is representative of a
potential mistuning (due to, for instance, the ageing of the structure).
3.3.1.1 Performance of the Tuned Mass Damper
A TMD is first coupled to the primary structure. No formal procedure exists in the
literature for the design of a TMD coupled to a nonlinear oscillator. In this context, a
parametric approach is adopted by considering three different (linear) stiffnesses for the
TMD. The dynamics of the resulting systems is shown in Figures 3.18 and 3.19. The
former figure, clearly shows the frequency mismatch: the frequency of the primary struc-
ture increases with energy due to the hardening nonlinearity, whereas the TMD does not
exhibit any frequency-energy dependence. This frequency mismatch is also evident in
Subfigures 3.19(I) and (II) through the variability of the energy dissipated in the TMD
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Figure 3.14: TMD (m2 = 0.05 [kg] and k2 = 0.05 [N/m]) performance when coupled to a
general nonlinear oscillator. (a) Energy dissipated in the nonlinear absorber against the
nonlinear stiffness of the primary system (knl1) and the impulse magnitude (x˙1(0)); (b)
contour plot.
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Figure 3.15: Purely nonlinear absorber (m2 = 0.05 [kg] and k2 = 0.01 [N/m
3]) per-
formance when coupled to a general nonlinear oscillator. (a) Energy dissipated in the
nonlinear absorber against the nonlinear stiffness of the primary system (knl1) and the
impulse magnitude (x˙1(0)); (b) contour plot.
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kprim klin
c1 c2
m1 m2
x1
x2
(a)
kprim khard
c1 c2
m1 m2
x1
x2
(b)
kprim ksoft
c1 c2
m1 m2
x1
x2
(c)
Figure 3.16: Essentially nonlinear oscillator coupled to (a) a tuned mass damper; (b) a
nonlinear hardening absorber and (c) a nonlinear softening absorber.
Parameter Units Value
m1 [kg] 1
kprim [N/m
3] 1
c1 [Ns/m] 0.002
m2 [kg] 0.05
c2 [Ns/m] 0.002
Table 3.3: System parameters.
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Figure 3.17: Backbone curve of the nonlinear primary structure.
with impulse magnitude.
In addition, it appears that there is a correspondence between the localization of the
region where the two backbones intersect in Subfigures 3.18(a,b,c) and the localization
of the region of high energy dissipation in Subfigures 3.19(I) and (II). Even though a
quantitative analysis is not available so far, a qualitative analysis can be performed (using
Figures 3.20(a-b-c)) to explain this feature. Figure 3.20 (a) depicts the two intersecting
points occurring between the frequency-energy dependence of the TMD (dashed-dotted
line) and that of the nonlinear oscillator with two different nonlinear stiffness values (kprim
= 1 [N/m3] in solid line and kprim = 10 [N/m
3] in dashed line). The direct neighborhood
of the intersecting points (resonant points) is highlighted by dotted circles. In these
regions, both oscillators may engage in resonance enabling strong interactions through
beating phenomena, which results in high energy dissipation in the absorber.
The intersecting points are located at specific energy levels (α and β) that can be
directly related to the initial impulse magnitude x˙1(0) through the kinetic energy (that
equals the total energy in the system at t=0). At this stage, it appears that : (i) a high-
energy dissipation level occurs at specific values of x˙1(0) and kprim and (ii) because α < β,
the high-energy dissipation level occurs at a lower impulse magnitude x˙1(0) for kprim =
10 [N/m3] than for kprim = 1 [N/m
3]. Subfigure 3.20 (c) depicts this last feature. A
high-energy dissipation region is localized around x˙1(0) = 9 [m/s] for kprim = 10 [N/m
3]
whereas it is located around x˙1(0) = 30 [m/s] for kprim = 1 [N/m
3].
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Figure 3.18: Backbone curves of the nonlinear oscillator (solid line) and the TMD (dashed
line). (a) klin = 0.01N/m, (b) klin = 0.1N/m and (c) klin = 1N/m.
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Figure 3.19: Energy dissipation in a TMD coupled to a nonlinear oscillator. (a)
klin = 0.01N/m, (b) klin = 0.1N/m and (c) klin = 1N/m. Subfigures (I) illustrate
the percentage of energy dissipated in the absorber against the nonlinear stiffness of the
primary structure kprim and the impulse magnitude x˙1(0). Subfigures (II) represent two-
dimensional projections of subfigures (I).
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Figure 3.20: Subfigure (a) depicts the backbone curve of the nonlinear oscillator (kprim =
10 [N/m3] : dashed line / kprim = 1 [N/m
3] : solid line) and the TMD (dash-dot line).
The dotted circles show supposed zones of influence where strong interactions between the
nonlinear oscillator and the TMD occur. Subfigure (b) illustrates the percentage of energy
dissipated in the absorber against the nonlinear stiffness of the primary structure kprim
and the impulse magnitude x˙1(0). Subfigure (c) represents two-dimensional projections
of subfigure (b).
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As a concluding remark, the variation of the nonlinear stiffness kprim induces changes
in the backbone curve of the primary system, and consequently in the localization of
the resonance region. This gives rise in Subfigures 3.19(I) and (II) to a locus of points
(kprim,x˙1(0)) for which high-energy dissipation occurs.
3.3.1.2 Performance of the Absorber with Softening Nonlinearity
An absorber with softening nonlinearity is now attached to the nonlinear SDOF sys-
tem. The functional form obeys a cubic root law, and three different numerical values
ksoft = 0.01, 0.1 and 1 [N/m
1
3 ] are considered. The results are presented in Figures 3.21
and 3.22 . These results are qualitatively similar to those of the previous section, and the
same conclusions can be drawn. Specifically, the frequency mismatch is also observed for
this softening absorber, which results in energy-dependent performance.
3.3.1.3 Performance of the Absorber with Hardening Nonlinearity
The performance of the TMD and of the nonlinear softening absorber depends critically
on the total energy present in the system. This section investigates the possibility for an
absorber possessing a backbone curve similar to that of the primary system to resolve this
limitation. Two different exponents (i.e., 3 and 7) for the nonlinearity are examined, and
the results are depicted in Figures 3.23 and 3.24. Subfigures 3.23(a) and (b) correspond
to an exponent equal to 7 with khard equal to 100N/m
7 and 1N/m7, respectively. Even
though the backbone curves of these absorbers do not match that of the primary system,
the hardening behavior seems to induce positive effects. In Subfigures 3.24(a-(I-II)), a
rather smooth and well-defined zone of high energy dissipation is identified. This zone is
retrieved in Subfigures 3.24(b-(I-II)) at lower values of kprim and spreads over a wider range
of excitation levels. Subfigures 3.24(c) display the results obtained with a cubic absorber
possessing the same functional form as that of the primary system. Clearly, there exists
a smooth region where high energy dissipation occurs for all impulse magnitudes, which
makes this absorber robust with respect to impulse magnitude. This result is interesting,
because it validates the qualitative tuning methodology proposed in Section 3.2.
3.3.2 Determination of the Nonlinear Coefficient kcub
The previous sections have highlighted that the functional form of the absorber is to
be chosen according to the frequency-energy dependence of the primary structure. The
nonlinear coefficient of the absorber is still to be determined to maximize both perfor-
mance and robustness. Figures 3.25 and 3.26(a), (b) and (c) depict the results for three
different nonlinear coefficients kcub. It confirms that all three absorbers are effective; i.e.,
they can dissipate a large amount of the input energy for a certain range of values of the
nonlinear coefficient kprim. For decreasing values of kcub, a contraction and a transfer of
the high-energy dissipation region is observed.
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Figure 3.21: Backbone curves of the nonlinear oscillator (solid line) and of the softening
absorbers: dashed line for ksoft = 0.01N/m
1/3 (a), dotted line for ksoft = 0.1N/m
1/3 (b),
dash-dot line for ksoft = 1N/m
1/3 (c).
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Figure 3.22: Energy dissipation in an absorber with softening nonlinearity coupled to
a nonlinear oscillator. (a) ksoft = 0.01N/m
1/3, (b) ksoft = 0.1N/m
1/3 and (c) ksoft =
1N/m1/3. Subfigures (I) illustrate the percentage of energy dissipated in the absorber
against the nonlinear stiffness of the primary structure kprim and the impulse magnitude
x˙1(0). Subfigures (II) represent two-dimensional projections of subfigures (I).
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Figure 3.23: Backbone curves of the nonlinear oscillator (solid line) and of the hardening
absorbers: dashed line for khard = 100N/m
7 (a), dotted line for khard = 1N/m
7 (b),
dash-dot line for khard = 1N/m
3 (c).
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Figure 3.24: Energy dissipation in an absorber with hardening nonlinearity coupled to a
nonlinear oscillator. Subfigures (a) and (b) correspond to a nonlinear stiffness character-
ized by an exponent 7 with khard equal to 100N/m
7 and 1N/m7, respectively. Subfigures
(c) correspond to a cubic stiffness with khard = 1N/m
3. Subfigures (I) illustrate the
percentage of energy dissipated in the absorber against the nonlinear stiffness of the
primary structure kprim and the impulse magnitude x˙1(0). Subfigures (II) represent two-
dimensional projections of subfigures (I).
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Parameter Units Value
m1 [kg] 1
kprim [N/m
1
3 ] 1
c1 [Ns/m] 0.002
m2 [kg] 0.05
ksoft [N/m
1
3 ] 0.105
c2 [Ns/m] 0.002
Table 3.4: System parameters.
Because the nominal value of the coefficient of the primary system is kprim = 1 [N/m
3]
(see Table 3.3), it seems that an adequate value for the cubic stiffness is kcub = 0.01
[N/m3]. Although they are not in complete correspondence, Figure 3.25(c) displays that
the backbone curves of the two oscillators exhibit a similar frequency-energy dependence.
More than 90% of the energy initially imparted in the primary oscillator is dissipated in
the nonlinear absorber, and a remarkable result is that the performance does not depend
on impulse magnitude. We note that these numerical results are in complete agreement
with the analytical developments carried out in Section 3.2.
3.3.3 Validation of the Results for a Primary Oscillator with Soft-
ening Nonlinearity
A primary oscillator with softening nonlinearity (cubic root) is now examined. Ac-
cording to the previous developments, the nonlinear absorber should also present a non-
linearity with a cubic root. The system parameters are listed in Table 3.4. Figures 3.27
(a-b) show that high energy dissipation is realized around kprim = 1 [N/m
1
3 ] and that the
performance does not depend on the impulse magnitude.
3.4 Concluding Remarks
Realizing that the performance of nonlinear vibration absorbers depends critically on
the total energy present in the system, this chapter proposed to improve their effectiveness
in that regard through an adequate selection of the functional form of the nonlinearity.
Specifically, we showed that the backbone of the absorber should possess a qualitatively
similar dependence on energy as that of the backbone of the primary system. Even though
the NES was viewed as a promising candidate in Chapter 2, the tuning condition devel-
oped in this chapter leads to a clear departure from this absorber. In other words, when
effective vibration mitigation of nonlinear structures in a wide range of input energies is
sought, a nonlinear absorber should not necessarily possess an essential nonlinearity.
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Figure 3.25: Backbone curves of the nonlinear oscillator (solid line) and of the absorbers:
dashed line for kcub = 0.1N/m
3 (a), dotted line for kcub = 0.05N/m
3 (b), dash-dot line for
kcub = 0.01N/m
3 (c).
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Figure 3.26: Energy dissipation in an absorber with cubic nonlinearity coupled to a non-
linear oscillator. (a) kcub = 0.1N/m
3, (b) kcub = 0.05N/m
3 and (c) kcub = 0.01N/m
3.
Subfigures (I) illustrate the percentage of energy dissipated in the absorber against the
nonlinear stiffness of the primary structure kprim and the impulse magnitude x˙1(0). Sub-
figures (II) represent two-dimensional projections of subfigures (I).
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Figure 3.27: Energy dissipation in an absorber with softening nonlinearity coupled to a
nonlinear softening oscillator. (a) Percentage of energy dissipated in the absorber against
the nonlinear stiffness of the primary structure kprim and the impulse magnitude x˙1(0);
(b) two-dimensional projection.
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Although these results are encouraging, several questions still need to be addressed:
1. Because the nonlinear coefficient was systematically underestimated by the method-
ology described in this chapter, the next logical step is to improve the procedure so
that an accurate value for the nonlinear coefficient can be computed.
2. So far, only weak damping was introduced in the coupled system. The effects of
increased damping are to be carefully investigated.
3. Our attention was focused on the free response of the coupled system. The consis-
tency of the proposed procedure is also to be assessed in the case of forced excitation.
These issues are discussed in Chapter 5.
Finally, an interesting observation of this chapter is that, despite its strongly nonlinear
character, a 2DOF system comprising only essential nonlinearities possesses a linear-like
behavior. For instance, this system exhibits similar modes, i.e., energy-invariant straight
modal lines. Chapter 4 studies the dynamics of this peculiar system in more detail.
Chapter 4
Energy-Invariant Nonsimilar Nonlinear
Normal Modes in Essentially Nonlinear
Homogeneous Systems
Abstract
The present chapter analyzes the dynamical behavior of an essentially nonlinear
two-degree-of-freedom system using the nonlinear normal modes theory. The
system considered has a simple configuration but possesses very rich dynamics,
including linear-like dynamics for some regimes of motion. In addition, this
study reveals the existence of energy-invariant nonsimilar nonlinear normal
modes on tongues of internal resonances.
77
Chapter 4. Energy-Invariant Nonsimilar NNMs in Essentially NL Homogeneous Systems 78
4.1 Introduction
The analysis reported in Section 2.2.2. revealed that the nonlinear normal modes
(NNMs) of an essentially nonlinear attachment coupled to a Duffing oscillator tend to be
energy-invariant for increasing energies. Along the same lines, Section 3.2.2. showed that
a 2DOF system comprising only essential nonlinearities may exhibit linear-like dynamics
with energy-invariant straight modal lines.
Before the present chapter analyzes this interesting dynamics more carefully, a brief
review of the NNM concept is achieved. The first definition of an NNM dates back to the
seminal work carried out by Rosenberg in the 1960s [132–134] who extended the concept
of linear normal mode (LNM) to nonlinear systems. He defined an NNM as a vibration in
unison of the system (i.e., a synchronous motion), which requires that all material points
of the system reach their extreme value and pass through zero simultaneously. As pro-
posed in [109,135], an extension of Rosenberg’s definition is considered herein to account
for internally resonant NNMs; an NNM motion is therefore defined as a (non-necessarily
synchronous) periodic motion of an undamped mechanical system.
NNMs possess dynamical features that are markedly different from those of LNMs
including frequency-energy dependence, modal interactions on branches of internal res-
onances, mode bifurcations leading to a number of NNMs greater than the number of
degrees of freedom (DOFs), the possibility to be either stable or unstable. NNMs can be
classified into two categories namely similar NNMs and nonsimilar NNMs. As discussed
in [136], similar NNMs correspond to straight modal lines in configuration space and are
energy-invariant. They are not generic in nonlinear systems, because they require special
symmetry conditions. Nonsimilar NNMs correspond to modal curves, and their shapes
depend on the total (conserved) energy present in the system. A second classification of
NNMs, as already mentioned in the introduction, can be made. Fundamental NNMs cor-
respond to 1 : 1 resonant motion of the system and occur on backbone branches, whereas
subharmonic NNMs imply a n : m resonant motion on tongues of internal resonances
(with n 6= m).
4.2 Fundamental Dynamics of an Essentially Nonlinear
Two-Degree-of-Freedom System
The system considered herein, and depicted in Figure 4.1, is composed of two coupled
essentially nonlinear oscillators. They both possess the same functional form, i.e., a cubic
dependence on the displacement. The equations of motion are given by:
m1x¨1 + knl1x
3
1 + knl2(x1 − x2)3 = 0,
m2x¨2 + knl2(x2 − x1)3 = 0. (4.1)
and the system parameters are listed in Table 4.1.
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x2
Figure 4.1: Essentially Nonlinear 2DOF.
Parameter Units Value
m1 [kg] 1
knl1 [N/m
3] 1
m2 [kg] 0.05
knl2 [N/m
3] 0.00714
Table 4.1: Parameter values of the essentially nonlinear 2DOF system.
4.2.1 Linear-Like Dynamics
Periodic solutions of this system (i.e., NNMs) were computed numerically using an
algorithm relying on a shooting procedure [129, 137]. Figure 4.2 shows some representa-
tive time series. Figures 4.2(I)(a-c) depict the time series corresponding to an in-phase
fundamental NNM motion (denoted S11+) and subharmonic NNM motions (1:3 internal
resonance, S13, and 1:2 internal resonance, U12), respectively. Figures 4.2(II)(a-c) depict
the time series obtained when the initial conditions generating the periodic solutions (I)(a-
c) are multiplied by a factor of 2. Interestingly enough, the motion amplitudes (II)(a-c)
have also doubled, which reveals the occurrence of linear-like behavior for this system.
Besides this feature and unlike linear systems, the frequency is also affected by the same
amplification factor.
4.2.2 Analytical Development
Based on this numerical observation, the system response to initial conditions
x1(0) = X1 x˙1(0) = V1
x2(0) = X2 x˙2(0) = V2
(4.2)
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Figure 4.2: Time series of NNMs corresponding to 1 : 1 in phase motion (S11+ - subfigures
(a)), 1 : 3 motion (S13 - subfigures (b)) and 1 : 2 motion (U121 - subfigures (c)). The
dotted and solid lines correspond to the first and second DOF responses, respectively .
Subfigures (I) correspond to time series at a pulsation of ω = 3 [rad/s] and for initial
conditions : (a) x(0) = [3.8646 ; 14.7696 ; 0 ; 0], (b) x(0) = [2.0950; 29.7672 ; 0 ; 0] and
(c) x(0) = [2.6399 ; 21.4657 ; 0 ; 0]. Subfigures (II) correspond to time series for initial
conditions multiplied by a factor 2.
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is denoted xA1 (t) and x
A
2 (t), respectively. On the other hand, the response to initial
conditions multiplied by a factor β:
x1(0) = βX1 x˙1(0) = βV1
x2(0) = βX2 x˙2(0) = βV2
(4.3)
is denoted xB1 (t) and x
B
2 (t), respectively. If the linear change of variable
τ = βt
x1(t) = βy1(τ)
x2(t) = βy2(τ)
(4.4)
is considered, the velocity and acceleration signals become :
x˙i = βy˙i = β
dyi
dτ
dτ
dt
= β2y
′
i
x¨i = β
2y
′′
i
dτ
dt
= β3y
′′
i
(4.5)
where apostrophe represents the differentiation with respect to the new time variable τ .
The equations of motion (4.1) are transformed into:
m1y
′′
1 + knl1y
3
1 + knl2(y1 − y2)3 = 0,
m2y
′′
2 + knl2(y2 − y1)3 = 0.
(4.6)
with initial conditions (4.3) written as
y1(0) = X1 y
′
1(0) =
1
β
V1
y2(0) = X2 y
′
2(0) =
1
β
V2
(4.7)
If V1 = V2 = 0, the system governed by Equations (4.6) and subject to initial condi-
tions (4.7) is identical to the system governed by Equations (4.1) and subject to initial
conditions (4.2), which implies
y1(τ) = x
A
1 (t)
y2(τ) = x
A
2 (t)
(4.8)
Remembering the change of variable 4.4, it follows that
xB1 (t) = βx
A
1 (βt)
xB2 (t) = βx
A
2 (βt)
(4.9)
which explains the linear-like behavior observed in Figure 4.2. Equations (4.9) express
that the amplification of initial conditions on the displacement variables result in the same
amplification of the system response with a motion frequency increased by the same factor.
Further analytical developments were attempted to solve Equations (4.1). Refer-
ence [138] shows that Jacobi elliptic functions [139] offer an exact solution of the equation
of motion governing a 1DOF undamped Duffing oscillator with a linear stiffness. A num-
ber of more recent studies [140–143] developed closed-form solutions for 2DOF systems
with either slight or strong nonlinearities. In the present study, the system differs from
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those previously analyzed as it is homogeneous, spatially nonsymmetric and essentially
nonlinear. Only particular solutions corresponding to 1 : 1 resonance can be found ex-
plicitly with the help of elliptic functions, using ansatz described below in Section 4.2.3.2.
We would prefer to obtain more general picture of possible periodic orbits and therefore
have to resort on numeric methods.
Asymptotic approaches were also considered [144,145], but the nonlinearizable nature
of the system gives rise to a specific bifurcation structure (quadruple zero eigenvalue),
which complicates the application of such approaches.
4.2.3 Numerical Approach
4.2.3.1 Frequency-Energy Plot
The failure of conventional analytical approaches in characterizing the dynamics of the
considered system calls for the use of a numerical approach. This approach used herein
is based upon reference [129] and combines a shooting procedure with pseudo-arclength
continuation for the computation of NNMs. Eventually, the complete frequency-energy
dependence of NNMs can be assessed and is depicted in a FEP.
The FEP of system (4.1) is represented in Figure 4.3. A first observation is that all
NNM branches arise from the origin (0; 0) of the FEP. This can be explained by the work
of Gendelman et al. [146] who discussed the degeneracy of the bifurcation structure (i.e.,
the existence of a pair of zero eigenfrequencies) for coupled oscillators with essential non-
linearities. They demonstrated the occurrence of NNM bifurcations in the neighborhood
of stationary solutions, one of which was localized at the origin of the FEP. In our study,
the absence of linear stiffness terms induces four zero eigenfrequencies, and as a result,
all NNMs families bifurcate at the FEP origin.
Among the depicted branches, four of them correspond to 1 : 1 fundamental resonance,
which are spread over a wide range of frequencies and energies. The other branches (i.e.,
U12, S13 and S15) are associated with internally resonant NNMs [109,129]. These modal
interactions may take place between different harmonics of the fundamental NNMs, which
generates a countable infinity of branches of internal resonances. One interesting finding
is that these branches are not localized to a particular region of the FEP, which is in
contrast with previous studies performed on nonlinear systems possessing linear stiffness
components [109,113,129,147]. This property also stems from the occurrence of four zero
eigenfrequencies resulting in the presence of bifurcation points at zero and infinite energy
levels. A similar, but not identical, behavior was already evidenced by Tzakirtis et al.
in [148] while studying the dynamics of a LO coupled to a MDOF essentially nonlinear
attachment. In addition to branches of fundamental and internal resonances, an infinite
number of singular branches consisting of subharmonic motions were identified over an
extended region of the FEP. Therefore, this type of dynamical phenomena seems to be
related to the interactions occurring between essentially nonlinear oscillators.
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Figure 4.3: Frequency-energy plot of the conservative strongly nonlinear 2DOF system.
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Figure 4.4: Left side : close-up of branches (a) S11−2 ; (b) S11+. Right side : comparison
of the motions amplitudes in the state space configuration for branches (a) S11−2 ; (b)
S11+. The red arrow along the branches represents their unstable part.
4.2.3.2 Analysis of the Nonlinear Normal Mode Motions
In this section, close-ups of several NNM branches are examined. Figure 4.4 shows
the FEP of S11−2 and S11+ branches where NNM motions in the configuration space
are inset. These fundamental NNMs correspond to modal lines, and are invariant with
respect to energy. The modes on these branches are therefore similar and this despite the
fact that the system does not exhibit particular symmetry. They can be characterized by
the following relationship
x2 = αx1 (4.10)
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Figure 4.5: (a) Roots α of the fourth order polynomial equation (4.11) with respect to a
varying value of the nonlinear stiffness coefficient knl2 . (b) Close-up on the four real roots
region.
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where α is a constant. Injecting relation (4.10) in (4.1) and considering ǫ = m2
m1
, it comes:
x31
[
knl1ǫα + knl2(1− α)3(ǫα + 1)
]
= 0 (4.11)
Assuming that x1 6= 0,
knl2 =
−knl1ǫα
(1− α)3(ǫα + 1) (4.12)
Because knl2 has to be positive, the value of α is constrained, and the solution is given
by: {
knl2 ∈ ]0,+∞[
α ∈ [−1
ǫ
, 0
[⋃
[1,+∞[ (4.13)
The fourth-order polynomial equation (4.11) can be numerically solved for values of
knl2 in the range [0; 0.1] N/m
3. The results are depicted in Figure 4.5. It appears that
three distinct regions whose limits are determined by the position of the bifurcation points
(β,γ) can be identified :
• region A : knl2 =]0; 0.00068] [N/m3]
• region B : knl2 =]0.00068; 0.0076] [N/m3]
• region C : knl2 =]0.0076;+∞] [N/m3]
According to the value of the nonlinear stiffness knl2, the system may possess two (regions
A and C) or four (region B) real values of α, which are related to 1 : 1 fundamental
resonances associated with similar NNMs. In particular, one out of the four values for
α is positive, whereas the others remain negative. This implies the realization of one
1 : 1 in-phase motion (S11+) and one (or three) 1 : 1 out-of-phase motion (S11−). In the
present study, the value of knl2 is included within region B (see Table 4.1), which explains
the occurrence of four different branches of 1 : 1 fundamental resonances.
Figure 4.6 represents a close-up of S13 and S15 branches and show a behavior which
is markedly different from previous studies [109,145,149]: there is the occurrence of (what
we define as) energy-invariant internally resonant NNM motions. In other words, the
NNMs along the branches of internal resonances have a constant shape regardless of the
type of internal resonance considered.
This finding is confirmed in Figure 4.7, which represents branches of 1:2 internal res-
onances. Because the 2DOF system presents four different fundamental resonances, the
number of modal interactions (and consequently of internal resonances engaging the same
harmonics) is multiple. This explains why two distinct branches U121 and U122 charac-
terized by different NNM motions appear in Figure 4.3.
Chapter 4. Energy-Invariant Nonsimilar NNMs in Essentially NL Homogeneous Systems 87
10−3 10−2 10−1 100 101 102 103 104
0
0.5
1
1.5
2
2.5
3
 
 
Energy [log]
P
u
ls
at
io
n
[r
ad
/s
]
(a)
−40 −20 0 20 40−40
−30
−20
−10
0
10
20
30
40
Amplitude x1 [m]
A
m
p
li
tu
d
e
x
2
[m
]
10−3 10−2 10−1 100 101 102 103 104
0
0.5
1
1.5
2
2.5
3
Energy [log]
P
u
ls
at
io
n
[r
ad
/s
]
(b)
−40 −30 −20 −10 0 10 20 30 40
−40
−30
−20
−10
0
10
20
30
40
Amplitude x1 [m]
A
m
p
li
tu
d
e
x
2
[m
]
Figure 4.6: Left side : close-up of branches (a) S13 ; (b) S15. Right side : comparison of
the motion amplitudes in the configuration space for branches (a) S13 ; (b) S15.
4.2.3.3 Nonlinear Normal Mode Stability
As discussed in Section 4.2.3.1, the particular topology of the system implies the
occurrence of a bifurcation at the origin of the FEP. Because no other bifurcation points
exist at finite energy levels, the stability of the NNM motions is not modified along a
branch. This conjecture was verified by computing Floquet multipliers numerically [129].
As shown in Figures 4.4, 4.6 and 4.7, NNM motions on S11+,S13 and S15 branches are
stable over the entire FEP whereas NNM motions on S11−2,U121 ,U122 are unstable.
4.3 Concluding Remarks
This chapter dealt with the study of the fundamental dynamics of a spatially nonsym-
metric, homogeneous and essentially nonlinear 2DOF system using the NNM theory. It
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Figure 4.7: Left side : close-up of branches (a) U211 ; (b) U212. Right side : comparison
of the motion amplitudes in the state space configuration for branches (a) U211 ; (b)
U212. The arrow along the branches represents their unstable part.
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appeared that similar NNMs can be observed in such nonsymmetric systems. In addition,
a new class of NNMs was highlighted, namely, energy-invariant internally resonant NNMs.
It was also shown that all NNM families bifurcate out from the origin of the FEP, extend
over the complete frequency-energy range and do not undergo any changes in stability.
Consequently, the homogeneous and essentially nonlinear character of the system is at
the origin of a linear-like dynamical behavior for some regimes of motions observed in
Chapters 2 and 3. In addition to nonlinear vibration absorbers, other applications that
could potentially benefit from the present developments are, for instance, one-dimensional
media composed of spherical granular beads in Hertzian contact [150]. If there is the ab-
sence of pre-compression between beads, such systems will exhibit dynamics similar to
those discussed herein.
Finally, Section 3.2.2 revealed that targeted energy transfer (TET) does not occur in
the 2DOF system. Because the underlying dynamical mechanism is intimately related
to the frequency-energy dependence of the NNMs, the absence of TET in this system
can be directly related to the existence of energy-invariant (fundamentally and internally
resonant) NNMs.
Chapter 5
Tuning Methodology of a Nonlinear
Vibration Absorber Coupled to a
Nonlinear System : Forced Vibration
Abstract
The present chapter extends the frequency-energy-based tuning methodology
introduced in Chapter 3 to the case of forced oscillations. The extension re-
lies extensively on bifurcation analysis, and, more precisely, on the tracking of
bifurcation points in parameter space using MATCONT software. The deter-
mination of accurate nonlinear coefficients for the absorber together with ap-
propriate absorber damping values is also addressed. The resulting integrated
tuning procedure is then presented and validated.
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5.1 Introduction
The development of a tuning methodology of a nonlinear vibration absorber coupled
to a nonlinear primary structure was investigated in Chapter 3 for free vibrating systems.
A frequency-energy-based procedure was proposed and validated both qualitatively and
quantitatively. As a result, once the frequency-energy dependence of the primary structure
is known, an almost optimal configuration of the absorber can be determined. However,
several improvements to the methodology still need to be brought, among which the de-
termination of the nonlinear and damping coefficients of the absorber. This is the first
objective of the present chapter. A second objective is to extend the methodology to the
case of forced oscillations.
The analysis of nonlinear systems submitted to forced excitations is performed through
the computation of nonlinear frequency response functions (NLFRFs) for specific energy
levels. The NLFRFs are characterized by a number of singularities called bifurcation
points. In the context of nonlinear absorber tuning, these points represent relevant
information, because they express fundamental modifications in the system dynamics.
Therefore, bifurcation tracking in parameter space avoids repetitive and time-consuming
computations of NLFRFs for varying parameters and is one important tool of this study.
The present chapter is organized as follows. Section 5.2 considers the forced response
and exploits bifurcation analysis to accurately assess the value of the absorber nonlinear
stiffness and damping coefficients. The procedure is first applied to an essentially nonlinear
2DOF system from which a perfectly tuned and amplitude-robust absorber arises. Based
upon these results, Section 5.3 investigates the free response of the same 2DOF system
with the tuned absorber. The procedure is then extended to a more general nonlinear
primary structure in Section 5.4.
5.2 Bifurcation Analysis of an Essentially Nonlinear
Two-degree-of-Freedom System
5.2.1 Computation of Nonlinear Frequency Response Functions
The analysis of forced vibration is usually performed through the computation of fre-
quency response functions (FRFs), which express the evolution of the motion amplitude
with excitation frequency. If their computation is straightforward for linear systems, it
is more demanding in the presence of nonlinearity. As evidenced in the previous chap-
ters, this dissertation relies on the extensive use of numerical techniques. Unlike analytic
approaches, computational methods are capable of (i) providing accurate solutions and
(ii) dealing with strongly nonlinear regimes of motion. In this context, algorithms for
the continuation of periodic solutions are really quite sophisticated and advanced (see,
e.g., AUTO [151] and MATCONT [152] software) and can be directly exploited for the
computation of NLFRFs.
Chapter 5. NLVA Tuning Methodology : Forced Vibration 92
knl1 knl2
c1 c2
m1 m2
x1
x2
F (t)
Figure 5.1: Essentially nonlinear absorber coupled to an essentially nonlinear oscillator.
Parameter Units Value
m1 [kg] 1
m2 [kg] 0.05
c1 [Ns/m] 0.002
c2 [Ns/m] 0.002
knl1 [N/m
3] 1
knl2 [N/m
3] 0.0025
Table 5.1: Initial set of system parameters computed using the frequency-energy-based
approach.
The system investigated in this section is shown in Figure 5.1 and comprises an essen-
tially nonlinear oscillator with harmonic forcing F (t) = F cos(ωt) coupled to an essentially
nonlinear absorber. The amplitude of the external force is arbitrarily set to F = 0.1N .
The initial set of system parameters is chosen according to the results of the frequency-
energy-based procedure proposed in Chapter 3 for the free response and is given in Table
5.1. Figures 5.2 (a-b) depict the NLFRFs of the uncontrolled and controlled primary sys-
tems, respectively. It can be observed that the attachment of a nonlinear absorber to the
nonlinear oscillator offers a reduction of the resonance peak amplitude which amounts to
31%. As evidenced by the increased number of bifurcation points in Figure 5.2 (b), more
complex dynamics is also introduced by the absorber nonlinearity. Chapter 3 highlighted
that the nonlinear stiffness was systematically underestimated by the tuning procedure.
Figures 5.3 (a-b) compare the NLFRFs of the initial (i.e., knl2 = 0.0025 [N/m
3]) and
adjusted (i.e., knl2 = 0.0075 [N/m
3]) nonlinear coefficients. A clear improvement in terms
of response amplitude reduction can be observed for the latter coefficient.
The objective of this chapter is therefore to optimize forced vibration mitigation
through the computation of appropriate values for the absorber nonlinear stiffness and
damping. A possible, but cumbersome and computationally intensive, approach would
be to compute a series of NLFRFs for different sets of absorber parameters. Instead, we
Chapter 5. NLVA Tuning Methodology : Forced Vibration 93
0 1 2 3 4 5 6 70
1
2
3
4
5
6
7
8
LP
LP
0 1 2 3 4 5 6 70
1
2
3
4
5
6
7
8
LP
LP
LP
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
LP
LP
LP
NS
NS
NS
PD
NS
NS
LP
LP
Pulsation [rad/s]
A
m
p
li
tu
d
e
X
1
[m
]
(a)
Pulsation [rad/s]
A
m
p
li
tu
d
e
X
1
[m
]
(b)
Figure 5.2: NLFRFs for a forcing level F = 0.1 N. (a) uncontrolled primary system ; (b)
controlled primary system with knl2 = 0.0025 N/m
3. Solid and dashed lines correspond
to stable and unstable periodic solutions, respectively, the dots are related to bifurcation
points.
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propose to track in parameter space the evolution of bifurcation points of NLFRFs (e.g.,
α, β and γ in Figure 5.3), which contain key information about the dynamics. This is
performed next using MATCONT software.
5.2.2 Optimization of the Nonlinear Absorber Parameters
Even though a complete description of bifurcations is beyond the scope of this disser-
tation (see, e.g., [153,154] for a more complete treatment), the existence of three families
of bifurcation points in Figures 5.2 and 5.3 can be pointed out:
1. For a limit point (LP) : a pair of Floquet multipliers leaves the unit circle along
the real axis through +1. A LP bifurcation generally indicates coexisting periodic
solutions.
2. For a Neimarck-Sacker (NS) bifurcation, a pair of Floquet multipliers leaves the
unit circle in the complex plane. A NS bifurcation generally indicates coexisting
quasi-periodic solutions.
3. For a period doubling (PD) bifurcation, a pair of Floquet multipliers leaves the unit
circle along the real axis through -1. A PD bifurcation may indicate the existence
of chaotic solutions.
The point of maximum amplitude of the primary structure, denoted α in Figure 5.3,
corresponds to a LP bifurcation. Points β and γ corresponding to the maximum of sec-
ondary resonance peaks are also LP bifurcations. These points are associated with 1:1
fundamental resonances of the coupled system. Tracking the evolution of these bifur-
cations for varying absorber parameters knl2 and c2 therefore enables to optimize the
effectiveness of the nonlinear absorber through the reduction of resonance peak ampli-
tudes. As for the classical TMD, a possible tuning condition is to determine the absorber
parameters which minimize the maximum amplitude magnification of the primary system.
However, because the excitation frequency is also a necessary parameter during nu-
merical continuation, a codimension three continuation problem is to be solved, which is
beyond the current capability of MATCONT. The proposed solution is to first optimize
the absorber performance with respect to the nonlinear stiffness, which is a codimension
two problem. The same procedure can then be carried out for damping, and the whole
process can be repeated until convergence is reached.
5.2.2.1 Continuation of Limit Point Bifurcations versus (knl2,ω)
The continuation of bifurcations α, β and γ of Figure 5.3(a) with respect to nonlinear
stiffness knl2 and pulsation ω is shown in Figure 5.4. Figure 5.4(a) shows the three-
dimensional space whereas two-dimensional projections are depicted in Figures 5.4(b,c).
The first interesting feature is that there exists a value of the nonlinear coefficient,
knl2 = 0.007601 N/m
3, above which the bifurcation point γ is eliminated. At point R1,
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Figure 5.4: Bifurcation tracking versus knl2. Solid and dotted lines without symbols are
related to the stable and unstable parts of the NLFRFs, respectively. Solid lines with
symbols are related to the locus of the LP bifurcations and consequently the locus of the
maximum amplitude response with respect to the absorber nonlinear stiffness knl2 . The
squares, circles and diamonds are related to bifurcation points α, β and γ, respectively.
The stars are associated with other codimension 1 bifurcation points whose locations
encountered α, β or γ in codimension 2 bifurcation points. (a) Three dimensional plot;
(b) two-dimensional projection in the plane (knl2,X1) of the locus of the LP bifurcations;
(c) close-up of the 2D projection in the optimal region.
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the locus of bifurcation γ meets the locus of another bifurcation point (different from α
and β), which eventually leads to the elimination of the two bifurcations. In addition,
for knl2 = 0.0076515 N/m
3 denoted by θ, the two remaining bifurcations α and β are
such that the corresponding resonance peaks have the same amplitude, which satisfies
the tuning condition. The resulting NLFRF is represented in Figure 5.5 and confirms
these findings. In addition to the two key bifurcations, now denoted α1 and β1 where
1 indicates the result of the first iteration of the process, the NLFRF exhibits a large
number of additional bifurcation points, which expresses the high level of complexity in
the dynamics of the coupled system. This is to be attributed to weak system damping,
which enhances nonlinear phenomena.
An interesting observation consists in the particular localization of point R1 at knl2 =
0.007601 [N/m3]. Indeed, the developments carried out in Section 4.2.3.2 for free vibration
revealed the loss of two 1 : 1 fundamental NNM motions for knl2 > 0.0076 [N/m
3]. This
clearly demonstrates that the underlying Hamiltonian dynamics drives the forced, damped
dynamics, an assumption considered throughout this dissertation.
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Figure 5.6: Bifurcation tracking versus c2. Solid and dotted lines without symbols are
related to the stable and unstable parts of the NLFRFs, respectively. Solid lines with
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Chapter 5. NLVA Tuning Methodology : Forced Vibration 99
Iteration Variable knl2 c2 % of X1 reduction
0 / 0.0025 0.002 31
1 knl2 0.0076515 0.002 65
2 c2 0.0076515 0.016973 74
3 knl2 0.01025 0.016973 85
Table 5.2: Iterative procedure for knl2 and c2 optimization.
5.2.2.2 Continuation of Limit Point Bifurcations versus (c2,ω)
The optimization of the damping coefficient is the next step of the procedure, and
the initial guess is the point computed by the previous iteration, i.e., knl2 = 0.0076515
[N/m3] and c2 = 0.002 [Ns/m]. One important remark is that another tuning condition
is considered for damping optimization. Going back to the TMD, it is well-known that,
for the optimal damping value, two resonance peaks still coexist. Beyond this value, the
two peaks tend to merge, resulting in higher peak amplitude and, hence, in less effective
vibration mitigation. By analogy, we propose to select the damping coefficient of the
nonlinear absorber when the NLFRF starts presenting a single resonance.
The continuation of the two bifurcations α1 and β1 with respect to damping c2 and
pulsation ω is shown in Figure 5.6. For c2 = 0.016973 [Ns/m] denoted by µ, the locus
of bifurcation point β1 meets the locus of another bifurcation point, which results in the
elimination of bifurcation β1. According to our tuning condition, the result of the second
iteration is knl2 = 0.0076515 [N/m
3] and c2 = 0.016973 [Ns/m], and the corresponding
NLFRF is depicted in Figure 5.7. A substantial improvement in terms of peak reduction
can be observed with respect to Figure 5.5. An important observation is that bifurcation
point γ, which was eliminated by the previous iteration, now reappears with an amplitude
higher than that of point β2. These two bifurcations generate an unstable isolated loop
of periodic solutions displayed in the close-up of Figure 5.7. Figure 5.8 tracks bifurcation
γ against damping and shows that it exists for a limited interval (i.e., c2 = [0.007 −
0.018] [Ns/m]). Even though the reappearance of bifurcation γ is not detrimental, this
discussion illustrates the importance of computing the NLFRF after each iteration to
obtain a complete characterization of the system dynamics.
5.2.2.3 Subsequent Iterations
The sequential optimization of the absorber nonlinear and damping coefficients can
be continued until one tuning condition can no longer be satisfied; convergence is then
reached. Table 5.2 shows that the process stops after three iterations and that the com-
puted absorber coefficients give rise to 85% amplitude reduction with respect to the uncon-
trolled case. Figure 5.9 compares the NLFRFs of the uncontrolled and controlled primary
system and confirms that the nonlinear absorber indeed performs large peak reduction.
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Figure 5.9: Comparison of the NLFRF of the uncontrolled (dotted line) and the controlled
(solid line) primary structure.
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5.2.2.4 Other Tuning Conditions
At this stage, it should be noted that other tuning conditions could be considered:
1. A fundamental difference between linear and nonlinear structural systems is that
periodic solutions of a nonlinear system can be stable or unstable. For instance, Fig-
ure 5.5 shows that one of the two resonance peaks is unstable and cannot therefore
be realized practically. Because the proposed iterative procedure does not consider
the fact that resonance peaks can be unstable, one possible improvement could be
to exploit this information and retain only stable peaks during the process. This
was attempted, but the stability of resonance peaks can change from one iteration
to the other, which complicates the optimization process.
2. Returning to Figure 5.6(b), because the tuning condition imposed the existence of
two resonance peaks, the second iteration selected the damping value correspond-
ing to point µ. However, the maximum amplitude X1 continues to decrease for
increasing damping values, which was ignored. Another tuning condition for damp-
ing could be to look for the minimum response amplitude. Figure 5.10 represents
the continuation of the two bifurcations α1 and β1 with respect to damping c2 and
pulsation ω for larger damping values compared to Figure 5.8. The response ampli-
tude is minimum for c2 = 0.055 [Ns/m], which corresponds to point ξ. Table 5.3
contains the results if this tuning condition was considered. Even though different
absorber parameters are obtained, the same amplitude reduction, i.e., 85%, as for
the previous tuning condition is achieved. The comparison of the NLFRFs is per-
formed in Figure 5.11. We note that 16 iterations, instead of 3, are now necessary
to reach convergence.
5.2.3 Influence of the Forcing Level: Performance-Robustness
Analysis
Rather arbitrarily, forcing amplitude of 0.1N was considered in the previous sections.
To assess the sensitivity with respect to the external force, the entire process was re-
peated for lower, F = 0.01N , and higher, F = 1N , excitation amplitudes. Because the
frequency-energy-based approach of Chapter 3 relies on the unforced, undamped system,
the initial guess in Table 5.1 is the same for all forcing levels.
Table 5.4 compares the results for the three amplitudes. Convergence is always reached
after 3 iterations, resulting in a computationally efficient tuning procedure. An interest-
ing observation is that the nonlinear stiffness does not seem to be affected by the input
energy in the system.
However, there is a substantial change of damping and peak reduction, which deserves
further investigation. To this end, the final absorber coefficients for F = 0.1N are consid-
ered (see Table 5.2), and both the controlled and uncontrolled resonance peaks in Figure
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Figure 5.10: Bifurcation tracking versus c2. Solid and dotted lines without symbols are
related to the stable and unstable parts of the NLFRFs, respectively. Solid lines with
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locus of the limit point bifurcations.
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Iteration Variable knl2 c2 % of X1 reduction
0 knl2 0.0076515 0.0020 65
1 c2 0.0076515 0.0550 77
2 knl2 0.0400 0.0550 81.5
3 c2 0.0400 0.0425 82
4 knl2 0.0280 0.0425 82.5
5 c2 0.0280 0.0355 83
6 knl2 0.0215 0.0355 83.3
8 c2 0.0215 0.0310 83.6
8 knl2 0.0174 0.0310 83.9
9 c2 0.0174 0.0275 84.1
10 knl2 0.0161 0.0275 84.3
11 c2 0.0161 0.0263 84.3
12 knl2 0.0135 0.0263 84.6
13 c2 0.0135 0.0238 84.8
14 knl2 0.0126 0.0238 84.9
15 c2 0.0126 0.0228 84.9
16 knl2 0.01222 0.0228 85
Table 5.3: Iterative procedure for knl2 and c2 optimization with minimal amplitude re-
sponse as tuning condition for damping.
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Figure 5.11: Comparison of the NLFRFs of the primary structure for two different tuning
conditions applied to the damping (solid line and dotted line refers to Tables 5.3 and 5.2,
respectively).
Chapter 5. NLVA Tuning Methodology : Forced Vibration 106
Set Force Iteration knl2 c2 % of X1 reduction
1 0.01 3 0.01035 0.007915 78
2 0.1 3 0.01025 0.016973 85
3 1 3 0.01025 0.036500 90
Table 5.4: Optimal absorber configurations for F=0.01/0.1/1 N.
5.9 are tracked for varying forcing amplitudes in Figure 5.12. For each forcing level, the
ratio between the amplitudes of the uncontrolled P and the two controlled, α3 and β3,
resonance peaks is computed and is shown in Figure 5.13. For F < 0.05N , only one curve
remains. This feature is due to the occurrence of a bifurcation point at F = 0.05N where
the resonance peak β3 vanishes, as depicted in the close-up inserted in Figure 5.12(b).
For F > 0.1N , the nonlinear absorber is effective, and a remarkable feature is that its
performance does not depend on the external force.
The same process can be repeated for the absorber coefficients computed for F =
0.01N and F = 1N , which is shown in Figures 5.14(a,b), respectively. For F = 0.01N ,
the amplitude reduction only amounts to 78% , but this absorber is virtually indepen-
dent of forcing amplitude. Conversely, for F = 1N , peak reduction can reach 90%, but
performance below 1N is less impressive.
In summary, while the nonlinear stiffness seems to be intrinsic to the system, the choice
of damping is to be made according to the trade-off which exists between performance
(i.e., peak reduction maximization) and robustness (i.e., sensitivity to forcing amplitude).
As discussed in Chapter 1, the same trade-off exists for the TMD, but, for this absorber,
the performance is to be balanced with the frequency range of interest.
5.3 Extension of the Methodology to Free Response
Because Chapter 3 underlined the need for a method that can accurately determine
the nonlinear stiffness for the free response, the objective of this section is to determine
whether the absorber coefficients computed through the forced response case could also
offer good performance in the absence of external forcing.
Figure 5.15 displays the energy dissipated in the nonlinear absorber during the free
response for knl2 = 0.01025 [N/m
3] and for c2 = 0.002 [Ns/m]. The same damping value
as in Figure 3.4 is considered for a fair comparison. Because the energy dissipated is
maximum around knl1 = 1 [N/m
3], it seems that the results of the procedure introduced
in the present chapter can be extended to the free response case enabling the precise
adjustment of the knl2 value.
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Figure 5.12: Locus of the primary structure maximum response amplitude (P ,α3,β3). The
line with circles stands for the locus of maxima in the uncontrolled configuration whereas
the lines with squares correspond to the locus of maxima in the controlled configuration
(a) Three-dimensional graph; (b) 2D projection in the plane (X1,F ).
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Figure 5.13: Percentage of maximal amplitude reduction with respect to the excitation
level F. Dotted and solid lines refer to peaks α3 and β3 of Figure 5.9, respectively.
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Figure 5.14: (a) Performance - robustness curves of the nonlinear absorber with the solid,
dashed and dotted lines corresponding to the set of absorber parameter 1, 2 and 3 (Table
5.4), respectively. (b) Close-up for low energy levels.
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Figure 5.15: Energy dissipated in the nonlinear absorber (knl2 = 0.01025[N/m
3]) against
the nonlinear stiffness knl1 of the primary system and the impulse magnitude x˙1(0). (a)
Three-dimensional graph; (b) contour plot.
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Figure 5.16: Nonlinear vibration absorber coupled to a nonlinear oscillator.
Parameter Units Value
m1 [kg] 1
m2 [kg] 0.05
c1 [Ns/m] 0.002
c2 [Ns/m] 0.016973
k1 [N/m] 1
k2 [N/m] 0.05
knl1 [N/m
3] 1
knl2 [N/m
3] 0.01025
Table 5.5: 2DOF general nonlinear oscillator parameter values.
5.4 General Nonlinear Primary Structure
Now that the methodology has been validated for a primary system possessing essential
nonlinearity, a more general oscillator comprising, e.g., a linear and a cubic stiffness, can
be considered (see Figure 5.16). According to the qualitative tuning procedure of Chapter
3, the nonlinear absorber should also possess a linear and a cubic stiffness. Realizing that
the dynamics of the primary oscillator for low (high) input energies will resemble that
of a linear oscillator (essentially nonlinear oscillator), the values of the linear and cubic
stiffnesses are determined independently thanks to the TMD theory and the methodology
described in this thesis, respectively. The resulting parameters are listed in Table 5.5 for
a forcing level F = 0.1 [N ].
The performance-robustness characteristics are depicted in Figures 5.17 and 5.18 for
forced and free vibration, respectively. Both plots show excellent results in terms of per-
formance and robustness with respect to the excitation level. Figure 5.17 shows that
an amplitude reduction of at least 85% is achieved for all excitation levels. For the free
vibration case, 98% of the input energy is dissipated in the absorber for both linear and
nonlinear regimes.
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Figure 5.17: Percentage of the maximal amplitude X1 reduction with respect to the
excitation level (F) and with knl1 = 1 [N/m
3]
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Figure 5.18: Energy dissipated in the nonlinear absorber (knl2 = 0.01025[N/m
3]) against
the nonlinear stiffness knl1 of the primary system and the impulse magnitude x˙1(0). (a)
Three-dimensional graph; (b) contour plot.
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5.5 Concluding Remarks
This chapter proposed an integrated methodology for tuning NLVAs possessing lin-
ear and nonlinear stiffnesses. The key feature of this methodology is that both free and
forced vibrations of a nonlinear primary system can be mitigated in a wide range of input
energies.
As illustrated in Figure 5.19, the first step of the procedure consists in identifying the
parameters of the primary structure, i.e., m1 and c1 together with the functional form of
the nonlinear stiffness. If the primary system possesses a linear stiffness k1, the tuning of
a TMD on the underlying linear primary system is carried out, which determines the ab-
sorber linear stiffness k2opt and damping c2optl . The absorber mass m2 is chosen according
to practical constraints, e.g., it can be set to 5% of the total system mass.
The procedure continues by considering the undamped, unforced dynamics of the un-
derlying nonlinear system, as reported in Chapter 3. An appropriate functional form for
the absorber nonlinearity is selected by matching the backbone of the absorber FEP with
that (the mode of interest) of a SDOF (MDOF) primary system. Through this backbone
match, an initial guess for the absorber nonlinear stiffness knl2 is also calculated. The
absorber damping c2nl is chosen to be equal to the damping of the primary structure c1.
To refine the values of the absorber nonlinear stiffness and damping, the forced re-
sponse is considered, as proposed in the present chapter. The forcing amplitude is selected
by keeping in mind that the absorber will be robust for larger forcing amplitudes. A NL-
FRF is computed, and its bifurcation points are localized. The optimization of the non-
linear stiffness knl2 is performed through bifurcation tracking by reducing the amplitude
X1 of the primary system while ensuring two resonance peaks with the same amplitude.
Damping optimization is also achieved through bifurcation tracking by reducing the am-
plitude X1 until a single resonance peak remains. The sequential optimization of knl2 and
c2nl is continued until one tuning condition can no longer be satisfied, which leads to the
set of parameters (knl2opt ,c2optnl ).
At this stage, two different absorber damping values c2optl and c2optnl are computed;
damping selection results from a tradeoff. Choosing the absorber damping to be c2optl
gives more importance to the dynamics at low-energy level and ensures that the per-
formance will be insensitive to TMD mistuning. Conversely, by choosing the absorber
damping to be c2optnl , the performance for higher energies will be more robust against
variation of input energy. Eventually, an adequate set of absorber parameters is obtained,
namely k2opt, knl2opt and c2opt .
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Figure 5.19: Flowchart of the NLVA integrated tuning procedure.
Chapter 6
Tuning of a Nonlinear Vibration
Absorber to Suppress Limit Cycle
Oscillations
Abstract
This chapter proposes to suppress limit cycle oscillations, which are a persis-
tent problem in engineering applications, using a nonlinear vibration absorber.
Specifically, the stabilization of torsional vibrations of a drill-string system is
addressed. A nonlinear vibration absorber with cubic stiffness is first consid-
ered, and bifurcation analysis is exploited for computing adequate absorber pa-
rameters. The determination of an appropriate functional form for the absorber
based on the tuning procedure of the previous chapters is briefly discussed.
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6.1 Introduction
The previous chapters focused on the development of a tuning methodology for non-
linear vibration absorbers (NLVA) coupled to primary structures possessing elastic non-
linearity. Both the response to impulse and harmonic excitation was analyzed. Another
case of practical importance is the suppression of limit cycle oscillations (LCOs), which
are, for instance, a persistent problem in fighter aircrafts such as F-16 and F/A-18 [155].
The stabilization of torsional vibrations of a drill-string system is addressed herein
[156–158]. This problem is of particular interest, because this system exhibits nonlinear
damping, the so-called Stribeck effect, that consists in peculiar friction conditions be-
tween the rock-cutting tool and the borehole. As a result, LCOs occur for this system
and prevent it from performing at a constant velocity. A number of studies have been
dedicated to active control of drill-string instabilities [159–162]. Passive vibration using
a NLVA, which is the focus of this chapter, was only investigated through parametric
studies in [124].
The chapter is organized as follows. Section 6.2 describes the dynamics of the drill-
string system and discusses the origin of the LCOs. The performance of a nonlinear
vibration absorber with essential nonlinearity, a nonlinear energy sink (NES) possessing
a cubic stiffness, is analyzed in Section 6.3, and its tuning is performed using bifurca-
tion analysis. Finally, the determination of an optimal functional form of the nonlinear
absorber is investigated in Section 6.4.
6.2 Drill-String System Dynamics
Deep wells for the exploration and production of oil and gas are drilled with a ro-
tary drilling system, depicted in Figure 6.1(a). This latter creates a borehole by means
of a rock-cutting tool, called a bit. The torque driving the bit is generated at the sur-
face by a motor with a mechanical transmission box. Via the transmission, the motor
drives the rotary table that consists in a large disk acting as a kinetic energy storage
unit. The medium to transport the energy from the surface to the bit is a drill-string,
mainly consisting of drill pipes. The drill-string can be up to 8km long. The lowest part
of the drill-string is the bottom-hole-assembly (BHA) consisting of drill collars and the bit.
This structure may undergo different kinds of vibrations (torsional, bending, axial vi-
brations; hydraulic vibrations) during the drilling operation. In this work, our efforts are
devoted to vibration mitigation of torsional vibrations. Many studies were undertaken
to gain improved knowledge of the origins of those vibrations [156–160, 162]. It was es-
tablished that the cause for torsional vibration is the stick-slip phenomenon due to the
friction force between the bit and the well [157, 159, 160]. Moreover, according to other
studies, the cause of torsional vibrations is velocity weakening in the friction force (i.e.,
Stribeck effect) due to the contact between the bit and the borehole [158]. Therefore,
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(a) (b)
Figure 6.1: Drill-string system. (a) Schematic representation [163]; (b) 2DOF model, all
the parameters are defined in Table 6.1.
Ju, Jl Rotating inertia of the upper and lower disc
km Motor constant
Tfu, Tfl Friction torque at the upper and lower disc
kθ Torsional spring stiffness
θu, θl angular displacements of the upper and lower disc
α = θl - θu relative angular displacement
u (uc) Input voltage at the DC-motor
Table 6.1: Definitions.
depending on the rotating velocity, the damping can be either positive or negative. The
system acts to increase (decrease) the energy when the amplitude of the motion is small
(large). As a result, the system undergoes the so-called LCOs.
Figure 6.1(b) shows a prototypical drill-string system. As only torsional vibrations
are considered, lateral movements of the system are constrained. This results in a two-
degree-of-freedom system with generalized coordinates q = [ θu α ]
T , with α = θl - θu,
and the equations of motion established in [163, 164] are :{
Juω˙u − kθα+ Tfu(ωu) = kmuc
Jl(α¨ + ω˙u) + Tfl(ωu + α˙) + kθα = 0.
(6.1)
with
ωu = θ˙u and ωl = θ˙l
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Figure 6.2: Friction laws. (a) Upper disc : viscoelastic damping combined with friction;
(b) Lower disc : viscoelastic damping combined to the Stribeck friction law.
Friction modeling in the set up is addressed in [163, 164], and the friction torques
acting on each disc are described by the following set-valued force laws:
Tfu(ωu) ∈
{
Tcu(ωu)sgn(ωu) for ωu 6= 0,
[−TSu, TSu] for ωu = 0. (6.2)
Tfl(ωl) ∈
{
Tcl(ωl)sgn(ωl) for ωl 6= 0,
[−Tcl(0−), Tcl(0+)] for ωl = 0. (6.3)
Tcu(ωu) = TSu + bu |ωu| (6.4)
Tcl(ωl) = Tcl + (TSl − Tcl)e−|ωl/ωSl|δsl + bl |ωl| . (6.5)
depicted in Figure 6.2 (a) and (b). The complete model (6.1-6.5) now constitutes a
differential inclusion.
An experimental set-up of the prototypical drill-string system was built at Eindhoven
University of Technology. Its parameters, listed in Table 6.2, were identified using a
nonlinear least-squares technique [164]. These parameters are used for all the numerical
simulations carried out in the present study.
The Stribeck effect taking place at the BHA implies the dynamics of the drill-string
system to be nonlinear. As a result, multiple solutions may coexist for a given voltage
at the DC motor. This is confirmed in Figures 6.3 (a-b) which depict a stable LCO
and a stable equilibrium for the same driving voltage, i.e., uc = 2 [V ]. To obtain a
complete characterization of the system dynamics, the bifurcation diagram in Figure 6.4
was computed using the MATCONT software. The input voltage at the motor uc is the
bifurcation parameter whereas the velocity at the lower disc ωl is the quantity of interest.
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Parameter Units Estimated Value
Ju [kgm
2/rad] 0.4765
km [Nm/V ] 4.3228
Tsu [Nm] 0.37975
bu [Nms/rad] 2.4245
kθ [Nm/rad] 0.0775
Tsl [Nm] 0.2781
Tcl [Nm] 0.0473
ωsl [rad/s] 1.4302
δsl [−] 2.0575
bl [Nms/rad] 0.0105
jl [kgm
2/rad] 0.0414
Table 6.2: Parameters of the experimental drill-string system.
A LCO is represented in this diagram by both the maximum and minimum values of
ωl; an equilibrium corresponds to a constant value of ωl. For uc > 3.8 [V ], the only
solution is a stable equilibrium, and the drill-string system performs nominally. For lower
values of the voltage, a limit point (LP) bifurcation generates stable and unstable LCOs,
which coexist with stable equilibria. A Hopf bifurcation then eliminates the unstable
LCOs while rendering the equilibrium unstable. It follows that stable LCOs are the only
possible solutions between 0.2 V and 1.7 V, which is clearly detrimental. The dynamics
at very low voltages is complex [163, 164] and is not discussed herein.
6.3 Suppression of Friction-Induced Limit Cycling by
Means of a Nonlinear Energy Sink : Bifurcation
Analysis
One important observation is that the LCO frequency undergoes a strong variation
with input voltage. In this context, the use of a linear vibration absorber, which is
tuned to a specific frequency, is therefore questionable. As discussed in Chapter 1, an
absorber with essential nonlinearity, i.e., an NES, has no preferential resonant frequency;
this absorber is therefore a good candidate for LCO suppression. As a starting point, an
NES with a cubic stiffness is considered. Figure 6.5 depicts the coupled system whose
equations of motion are:

Juω˙u − kθα + Tfu(ωu) = kmu
Jl(ω˙u + α¨) + kθα− knl2(αa)3 − c2(α˙a) + Tfl(ωu + α˙) = 0
Jadd(α¨a + (α¨+ ω˙u)) + knl2(αa)
3 + c2(α˙a) = 0.
(6.6)
where
αa = θa − θl
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Figure 6.3: Steady-state regimes of the drill-string system at an input voltage uc = 2 [V ].
(a) Stable LCO; (b) stable equilibrium.
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Figure 6.4: Bifurcation diagram for the uncontrolled case. Solid and dashed lines corre-
spond to stable and unstable periodic solutions, respectively; dash-dot and dotted lines
correspond to stable and unstable equilibrium solutions, respectively. H and LP stand for
Hopf and limit point bifurcation points, respectively.
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Figure 6.5: Schematic representation of the drill-string system with an NES.
The next step is to determine adequate absorber parameters, i.e., knl2 and c2. The
NES inertia is set to 5% of the total inertia of the system for obvious practical reasons.
The objective is to enlarge the voltage range where only stable equilibria exist, which
amounts to moving Hopf and LP bifurcations to lower voltages. Two different attempts
were made for computing the absorber parameters. During the early stage of the re-
search, a rather straightforward, but computationally intensive, parametric study was
performed by varying sequentially each parameter [124]. The values found for knl2 and c2
were 0.002515 [N/m3] and 0.021 [Ns/m], respectively, and the corresponding bifurcation
diagram is shown in Figure 6.6. The comparison with the uncontrolled case in Figure 6.4
reveals that the LP bifurcation was moved from 3.8 [V ] to 1.8 [V ], which clearly enlarges
the domain of operation of the drill-string system.
The second method for NES tuning, developed during the later stage of the thesis, ex-
ploits bifurcation analysis along the same lines of Chapter 5. Because bifurcations express
fundamental modifications in the system dynamics, the evolution of LP and Hopf bifurca-
tions is tracked for varying absorber parameters knl2 and c2. Considering the result of the
parametric study as a starting point, Figure 6.7 depicts the continuation of bifurcations
with respect to the cubic stiffness and voltage. For a nonlinear stiffness larger than 0.076
[N/m3], the LP bifurcation vanishes and the only Hopf bifurcation remains. The bifurca-
tion diagram for knl2 = 0.08 [N/m
3] and c2 = 0.002515 [Ns/m] is represented in Figure
6.8. The diagram shows that one new LP bifurcation, denoted δ, which did not exist for
the initial configuration, appears. It is represented by two points in Figure 6.8 according
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Figure 6.8: Bifurcation diagram for the controlled case (first iteration of bifurcation track-
ing, knl2 = 0.0035 [N/m
3], c2 = 0.021 [Ns/m]).
the chosen convention (i.e., a LCO is drawn at both the maximum and minimum values
of ωl). This highlights the importance of computing the bifurcation diagram after each
iteration so as not to miss any dynamics. We also note that a similar observation was
made in Section 5.2.2.2. This new LP bifurcation should therefore be tracked back in
parameter space, which is carried out in Figure 6.9. The close-up in Figure 6.9(b) illus-
trates that the new bifurcation is generated from knl2 = 0.00351 [N/m
3]. Summarizing,
if knl2 = 0.0035 [N/m
3], the new LP bifurcation does not yet exist, but the original LP
bifurcation is associated with a lower voltage (1.75 [V ] instead of 1.8 [V ]), which results
in an (admittedly small) improvement.
Now that the first iteration is finalized, subsequent iterations can be performed by
varying damping and cubic stiffness sequentially. The results are displayed in Table 6.3
and in Figure 6.10. A comparison between the bifurcation diagrams of the uncontrolled,
controlled (parametric study and bifurcation analysis) is plotted in Figure 6.11. It points
out that (i) the NES can substantially enlarge the domain of operation of the drill-
string system; (ii) the amplitudes of the remaining LCOs are smaller than those of the
uncontrolled case, and (iii) bifurcation analysis leads to better results than the parametric
study with much less computational burden.
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Iteration Variable knl2 c2 Jadd Range uc of safe operation
0 / 0.002515 0.021 0.025895 [1.80→ +∞[ V
1 knl2 0.0035 0.021 0.025895 [1.74→ +∞[ V
2 c2 0.0035 0.018 0.025895 [1.67→ +∞[ V
3 knl2 0.0039 0.018 0.025895 [1.59→ +∞[ V
Table 6.3: Iterative procedure for knl2 and c2 optimization.
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Figure 6.10: Bifurcation diagram for the final configuration computed in Table 6.3; solid
and dashed lines correspond to stable and unstable periodic solutions, respectively. Dash-
dot and dotted lines correspond to stable and unstable equilibrium solutions, respectively.
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Figure 6.11: Comparison of the bifurcation diagrams. Uncontrolled case (dotted line);
controlled case with parametrically designed absorber (dashed line) and bifurcation anal-
ysis (solid line). The dash-dot line corresponds to the equilibrium solution locus.
Chapter 6. Tuning of a NLVA to Suppress LCOs 128
6.4 Determination of the Functional Form of the Non-
linear Absorber
The previous section demonstrated that effective LCO suppression can be achieved
with an NES possessing a cubic stiffness. Because there is no guarantee that this spe-
cific functional form is optimal for the considered drill-string system, the present section
therefore aims to assess whether the integrated procedure of Figure 5.19 can be extended
to the suppression of self-excited vibrations.
Unlike previous chapters, nonlinear phenomena in the drill-string system are generated
by dissipative (Stribeck) effects, which means that the undamped dynamics is linear.
Because the first step of the NLVA tuning procedure relies on the computation of the
nonlinear normal modes (NNMs) of the underlying Halmitonian system, this poses a first
challenge for the selection of the functional form of the absorber. A possible solution is
to characterize the frequency-energy dependence of the drill-string system by computing
the frequency and energy of LCOs for different input voltages. A second difficulty is
that a LCO is associated with substantial variation of the total energy, as shown in
Figure 6.12. Considering an average energy, Figure 6.13 represents the frequency-energy
dependence of the LCOs of the drill-string system. Complex dynamics can be noticed in
Figure 6.13(b), including regimes of motion with hardening and softening behavior. In
view of this frequency-energy dependence, the selection of an adequate functional form
for the nonlinear absorber is not obvious. Finally, due to the nonsmooth nature of the
friction laws, the drill-string system also presents some inherent numerical difficulties. For
instance, tracking bifurcations of a nonsmooth system in MATCONT could not always
be achieved reliably.
6.5 Concluding Remarks
The present chapter aimed to suppress LCOs arising in drill-string systems. One im-
portant feature of these LCOs is that their frequency varies with input voltage. Because
an absorber with essential nonlinearity has no preferential resonant frequency, the domain
of operation of the drill-string system could be substantially enlarged by the addition of
this absorber. Adequate absorber parameters could be computed through a detailed bifur-
cation analysis, which is an effective alternative to computationally intensive parametric
studies. The determination of the functional form of the absorber was also discussed,
but several difficulties were encountered regarding the straightforward application of the
tuning procedure proposed in Chapter 5. These difficulties should be addressed in future
studies by, e.g., investigating simpler systems presenting LCOs, such as the Van der Pol
oscillator [83]. A possible improvement for primary systems possessing dissipative non-
linearity would also be to consider the computation of damped NNMs [165–167] during
tuning.
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Figure 6.12: Limit cycle oscillation. (a) Time evolution for a nominal input voltage at
the DC motor uc = 2 [V]; (b) Corresponding energy over one period.
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Figure 6.13: Frequency-energy characterization of the drill-string system. (a) Bifurcation
diagram of the drill-string system with respect to the driving voltage uc, only the LCO
locus is represented (solid and dotted lines for stable and unstable solution, respectively);
(b) Frequency-energy dependence of the LCOs, the solid, dash-dot and dashed lines cor-
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Chapter 7
Toward a Practical Realization of a
Nonlinear Vibration Absorber
Abstract
This chapter lays down the foundations of a practical realization of a nonlin-
ear vibration absorber using nonlinear piezoelectric shunting. Specifically, the
principle and theoretical bases on which the procedure relies are explained and
applied to a primary system consisting of a free vibrating beam. The dynamics
created by the mechanical and electrical versions of the nonlinear vibration
absorber are compared. Finally, future research directions are detailed.
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7.1 Introduction
Considering a nonlinear energy sink (NES), the practical realization of an essential
nonlinearity using mechanical elements (e.g., wires and membranes) was achieved in a
number of studies [103, 104, 106, 107, 112, 123]. Two inherent difficulties are that (i) care
is needed to control the pretension of the wire or membrane and to maintain it constant
over a large period of time, and (ii) there is not much flexibility regarding the functional
form that can be achieved (generally a cubic stiffness). A mechanical absorber also intro-
duces a weight penalty to the host structure and needs significant rattle space for efficient
vibration mitigation.
In this context, an electro-mechanical nonlinear vibration absorber (NLVA) relying on
piezoelectric shunting possesses attractive features. The most significant advantage in the
framework of this thesis is that various functional forms for the absorber nonlinearity can
be achieved through proper circuit design. The small size of the absorber and the absence
of moving parts also make piezoelectric shunting appealing for practical realization.
The chapter is organized as follows. A basic overview of linear piezoelectric shunting
is presented in Section 7.2. Based on the resulting theory, nonlinear piezoelectric shunting
is introduced in Section 7.3 and followed by numerical simulations in Section 7.4. Future
research paths and ongoing experimental investigations are discussed in Section 7.5.
7.2 Linear Piezoelectric Shunting
The foundation of this theory arises from the relation (highlighted by Den Hartog [6])
existing between the equations of motion of a mechanical system depicted in Figure 7.1(a)
and those of an electrical circuit illustrated in Figure 7.1(b):
mx¨+ cx˙+ kx = F ↔ Lq¨ +Rq˙ + 1
C
q = V
which yields the analogies, gathered in Table 7.1, between mechanical and electrical com-
ponents.
7.2.1 Piezoelectric Damping
In the late 1980’s, piezoelectric elements were used as embedded sensors and actuators
in smart structures [168, 169], and as elements of active structural vibration suppression
systems [170–172]. Within active control systems, the piezoelectrics require complex am-
plifiers and associated sensing electronics that can be eliminated in passive shunting ap-
plications where the only external element is a simple passive electrical circuit. Although
first appearing in [173,174], the concept of passive linear piezoelectric shunting is mainly
attributed to the works carried out by Hagood and von Flotow [175] who exploited the
electro-mechanical analogy to design an electrical TMD coupled with a cantilever beam.
This electrical absorber is composed of a passive, resistive or resonant, electrical circuit
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Figure 7.1: Electro-mechanical analogy. (a) SDOF mechanical system;(b) RLC circuit.
Mass m⇔ L Inductor
Damping c⇔ R Resistor
Stiffness k ⇔ 1
C
Inverse Capacitor
Displacement x⇔ q Charge
Force F ⇔ V Voltage
Table 7.1: Analogies between mechanical and electrical components.
shunted to piezoceramic material (PZT). The former is equivalent to adding viscoelastic
damping to the structure whereas the latter introduces an electric resonance (through the
inherent piezoelectric capacitor and an added inductor) that can be tuned to the structure
frequency. Thanks to the strong coupling between the host structure and the piezoelec-
tric patches, the mechanical vibration energy was found to be converted into electrical
energy and dissipated into the resistive element of the shunt. This procedure allows the
attenuation of a specific mode through proper tuning of the circuit elements. In [175],
the series configuration of the shunt is developed whereas Wu [176] worked on the parallel
circuit variation.
7.2.2 Multimodal and Broadband Damping
In recent years, several studies were carried out on methods enabling the suppression
of multiple structural modes with a single piezoelectric transducer. The Hollkamp shunt
circuit [177] was first developed. It possesses as many branches as the number of modes
to control, and is able to mitigate the vibrations of up to three modes. However, the
difficulty related to the determination of optimal parameters called for other techniques.
In [178–180] the so-called current-blocking networks were developed. However, similarly
to the Hollkamp shunt, their complexity restricts their use to a maximum of three modes.
More recently, the current-flowing shunt circuit was introduced [181, 182]. Besides the
greatly simplified tuning procedure, this method enables the suppression of more than
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three modes, simultaneously.
The aforementioned multimodal damping methods are characterized by an increasing
complexity of the electrical scheme with the number of modes to be damped out. This
feature limits their application to a couple of modes and called for the introduction of
broadband damping procedures. Therefore, the use of resistive damping [175], negative
capacitor [183–185] or periodic array of piezoelectric patches [186–188] was investigated.
Although these solutions are of interest in many cases, they also possess drawbacks. In-
deed, the first one presents limited effects whereas the two others are characterized by the
loss of the passive properties and the need for multiple piezoelectric elements and shunts,
respectively.
The validation of experimental results on continuous structures such as beams or plates
require numerical simulations. These are carried out using a finite element formulation of
the electro-mechanical system, which is described in the next section.
7.2.3 Finite Element Formulation
In [189], Allik et al. discretized the equations of motion of the electro-mechanical
system using a variational principle :
Muuδ¨ +Kuuδ +Kuφφ = f (7.1)
Kφuδ +Kφφφ = q
where δ and φ are the displacements and voltages submitted to the piezoelectric element,
respectively. Matrices Muu, Kuu, Kuφ (= K
T
φu), Kφφ are, the structural mass, structural
stiffness, coupling, and the electrical matrices computed through the use of given shape
functions and interpolation matrices, respectively.
Let us assume that the voltage varies harmonically with a frequency ω, φ = φ0e
iωt,
then Equations (7.1) can be recast into :
[Kuu − ω2Muu + SZe(ω)] δ0 = f0, (7.2)
with the shunting matrix
SZe(ω) = −iωKuφ
(
iωKφφ − 1
Ze(ω)
)−1
Kφu, (7.3)
Equations (7.2) and (7.3) govern the whole dynamics of the electro-mechanical system as
long as the compounds elements keep behaving in a linear fashion, enabling an algebraic
resolution. Moreover, the impedance Ze(ω) gathers all the electrical effects arising from
the shunt, for the methods presented in Sections 7.2.1 and 7.2.2.
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7.3 Nonlinear Piezoelectric Shunting
In addition to the necessity of realizing a practical NLVA, the drawbacks related to
linear multimodal and broadband damping techniques (complexity of electrical scheme,
multiple piezoelectric patches and shunts, energy supply) speak in favor of the develop-
ment of new techniques such as the electrical NLVAs.
In particular, one of the main limitations occurs when attempting to damp out low fre-
quency modes with small piezoelectric capacitor. In this case, the need for inductors with
values greater than 1000 Henries may be required whereas the largest physical inductance
available today is approximatively 1 Henry. Therefore, virtual inductors were developed
in [190] using differential amplifiers. In this context, the first nonlinear shunts were devel-
oped. Some attempts focused on the possibility to alleviate the need for large inductors
using the so-called switched shunt of switched stiffness (nonlinear) techniques [191–193].
However, these techniques are not passive as an energy supply is required, and are, there-
fore, classified as semi-active nonlinear methods.
Finally, in [194], the possibility to use nonlinear piezoelectric shunting for structural
damping was investigated. The shunting components may be realized to allow the vibra-
tional energy removed from the structure to be recovered in a usable form. The shunting
circuits examined in this work are a rectified DC voltage source and a time-varying re-
sistor. The study focused on the achievable damping levels, amplitude dependence, and
potential undesirable motions induced at higher harmonics of resonance or disturbance
frequencies by the electrical nonlinearities.
7.3.1 Basics
The developments carried out in the previous chapters focused on elastic nonlinearities.
In particular, the case of an essentially nonlinear vibration absorber, depicted in Figure
7.2 (a), was investigated. Its equation of motion, when acting alone, is given by :
mx¨+ cx˙+ knlx
3 = F (7.4)
The electro-mechanical analogy presented in Section 7.2 suggests that the governing equa-
tion of the analogous electrical circuit is expressed by :
Lq¨ +Rq˙ +
1
Cnl
q3 = V (7.5)
which, therefore, imposes the presence of a nonlinear capacitor within the circuit, as
depicted in Figure 7.2 (b). Now, the study of a NLVA using nonlinear piezoelectric
shunting can be carried out by first modeling the resulting electro-mechanical system.
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Figure 7.2: Essentially nonlinear oscillator. (a) Mechanical configuration; (b) analogous
electrical configuration.
7.3.2 Electro-Mechanical System Modeling
Let us assume a continuous mechanical primary structure coupled to a nonlinear elec-
trical absorber through the use of piezoelectric elements. The equations of motion gov-
erning the conservative electro-mechanical system are expressed by relation (7.1) but the
voltage submitted to the piezoelectric element (see Figure 7.3) is no longer linear and is
expressed by :
Φe = Lq¨e +
1
Cnl
q3e (7.6)
Unlike the linear case discussed in Section 7.2.3, the presence of the nonlinear capacitor
prevents the condensation of the electrical degrees of freedom (DOFs) and no closed form
solution is available. Accounting for Equation (7.6), the governing equations of motion
(7.1) are recast into :
Mgy¨ +Kgy + f (y) = 0 (7.7)
where the generalized matrices are given by :
y =
[
δ
qe
]
Mg =
[
Muu 0
0 L
]
Kg =
[
Kuu +
1
cp
KuφKφu − 1cpKuφ
− 1
cp
Kφu
1
cp
]
f (y) =
[
0
1
Cnl
q3e
]
In particular, f(y) contains the nonlinear voltage induced by the capacitor Cnl, which
prevents relation (7.7) from being algebraically solved. Therefore, specific nonlinear tools,
such as continuation procedures, are required for the analysis of the system dynamics.
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Figure 7.3: Nonlinear piezoelectric shunt.
7.4 Qualitative Analysis of a Beam Coupled to a Non-
linear Vibration Absorber
Relying on the results of the previous sections, a qualitative analysis is performed using
numerical simulation. A mechanical and an electrical essentially NLVAs are coupled to a
cantilever beam as shown in Figures 7.4(a) and 7.5(a), respectively, and their fundamental
dynamics are compared. The objective consists in checking whether similar nonlinear
dynamical phenomena can be observed in both absorbers. To this end, continuation
methods introduced in Appendix B are considered, and a frequency-energy plot (FEP) is
computed. For the electro-mechanical system, the energy is given by the expression :
E = 1
2
y˙TMgy˙ +
1
2
yTKgy +
1
4Cnl
q4e (7.8)
Clearly, the FEP of the electrical NLVA in Figure 7.5(b) bears strong resemblance
with that of the mechanical NLVA in Figure 7.4(b). At low energy level, the modes be-
have linearly, whereas, for higher energy levels, the nonlinear character increases, and a
frequency-energy dependence is exhibited. Moreover, nonlinear modal interactions occur
and are depicted by tongues of internal resonance. As an example, the M 3 − 6 (1 : 7)
tongue stands for a modal interaction between mode 3 and 6 with the fundamental and
seventh harmonics playing a major role in the motion. The only qualitative difference
between the FEP of both absorbers is that the linear capacitor, which is intrinsic to the
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Figure 7.4: Beam (1x0.01x0.001 [m]) made of steel coupled to a mechanical NLVA with
m = 0.05xMbeam [kg] and knl = 6.10
9 [N/m3]. (a) Schematic representation; (b) related
FEP.
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Figure 7.5: Beam (1x0.01x0.001 [m]) made of steel coupled to an electrical NLVA with
L = 90559 [H ] (ω1 tuned) and Cnl = 1.10
−21 [C3/V ]. (a) Schematic representation; (b)
related FEP.
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piezoelectric element, introduces at low energy level a non-zero frequency for the first
mode.
In summary, it seems that it is possible to reproduce, using an electrical absorber, the
dynamics created by an essentially nonlinear mechanical system, which paves the way for
a practical realization of a NLVA.
7.5 Electrical Nonlinear Vibration Absorber Perspec-
tives
7.5.1 Short-Term Perspectives
7.5.1.1 Semi-Experimental Approach
A first step toward the practical realization of an electrical NLVA should rely on a
semi-experimental approach. This consists in working directly on an experimental set-up
with a control law that mimics the electrical circuit. This is implemented numerically
thanks to the use of a dedicated control software, dSPACE. This methodology is interest-
ing for its flexibility; i.e., it enables straightforward modifications of the electrical circuit.
Figure 7.6 shows a schematic representation of the set-up. A source is applied at the
free end of the cantilever beam. One piezoelectric patch acts as a sensor; the associ-
ated charge is converted by a charge amplifier, and the signal is injected in the dSPACE
controller. The control law, initially created in Simulink, is imported in dSPACE and
applied to the incoming signal. The output signal passes through a voltage amplifier and
is applied to an actuating piezoelectric patch. Finally, the beam response is measured
using a laser vibrometer to avoid mass addition to the host structure.
A finite element model of the beam with piezoelectric elements can be created in
software such as COMSOL and OOFELIE. The model can be reduced on specific DOFs
such as the potential on the piezoelectric electrodes and the DOFs at the beam end.
A state-space formulation of the reduced model can then be injected into the Simulink
model, so that numerical validation of the semi-experimental set-up can be performed.
7.5.1.2 Essentially Nonlinear Piezoelectric Shunting
Even though the NLVA proposed in this thesis is not necessarily essentially nonlinear,
the presence of the inherent capacitance of the piezoelectric element may complicate the
realization of an essentially nonlinear absorber, i.e. an NES. A possible solution to this
problem would be to consider a negative capacitor.
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Figure 7.6: Schematic representation of the experimental setup.
7.5.2 Long-Term Perspectives
In addition to the aforementioned short-term perspectives, additional challenges should
be addressed to evolve toward a fully analogical piezoelectric shunt:
1. the optimization of the shape and localization of the piezoelectric elements;
2. the practical realization of the electrical components, namely a synthetic inductor
and nonlinear capacitor;
3. the possible need of energy sources, such as operational amplifiers, to feed the syn-
thetic elements;
4. the possibility to exploit energy harvesting to replace operational amplifiers.
The ultimate objective of this research should be to develop a nonlinear shunt incor-
porated in a numerical chip.
7.6 Concluding Remarks
Realizing that a nonlinear absorber may be difficult to realize mechanically, the objec-
tive of this chapter is to progress toward the development of an electrical absorber through
nonlinear piezoelectric shunting. The coupling of an electrical absorber to a cantilever
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beam revealed that a dynamics similar to that of the same beam coupled to a mechanical
absorber can be created. A number of short-term and long-term perspectives were also
proposed for the continuation of this research work.
Conclusions
Nonlinear mechanical systems are characterized by the frequency-energy dependence
of their oscillations. This renders their vibration control and, hence, the design of non-
linear vibration absorbers (NLVAs) challenging. In this context, the objective of this
doctoral dissertation is to mitigate the vibrations of nonlinear mechanical systems using
NLVAs.
The first contribution of this thesis is to develop an absorber which can mitigate the
vibrations of a nonlinear system in a wide range of input energies. Based on the results
in Chapters 2 and 3, we showed that the backbone of the absorber should possess a quali-
tatively similar dependence on energy as that of the backbone of the primary system. To
fulfill this frequency-energy-based tuning condition, the functional form of the absorber
nonlinearity is to be carefully selected, which is an important result of this research work.
A departure from an absorber with essential nonlinearity, which was the starting point
of this thesis, was therefore necessary. Chapter 4 highlighted that, due to the existence of
energy-invariant (fundamental and internally resonant) nonlinear normal modes, targeted
energy transfer from the primary structure to the NLVA can no longer be observed. To
our knowledge, it is also the first time that energy-invariant internally resonant nonlinear
normal modes are evidenced in a nonlinear system.
In addition to the qualitative tuning procedure, a quantitative methodology was pro-
posed in Chapter 5, which targets the computation of adequate values for the absorber
nonlinear coefficient and damping. To this end, the forced response was considered, and
bifurcation analysis was exploited. Specifically, bifurcation tracking in parameter space
was shown to be an effective alternative to computationally intensive parametric studies,
and its use for NLVA tuning is another contribution of this thesis. Chapter 5 ended by
proposing an integrated tuning procedure of a NLVA, which can deal with both free and
forced vibration. Indeed, the underlying Hamiltonian dynamics drives the forced damped,
dynamics, an assumption considered throughout this dissertation.
The possibility to extend the tuning methodology to primary systems presenting non-
linear damping was investigated in Chapter 6. In this context, the suppression of the limit
cycle oscillations of a drill-string system was considered. Assuming an essential nonlinear-
ity for the absorber, adequate absorber parameters could be computed using bifurcation
tracking, which substantially enlarged the domain of operation of the drill-string system.
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The determination of the functional form of the absorber was also discussed, but several
difficulties were encountered regarding the straightforward application of the tuning pro-
cedure proposed in Chapter 5.
Finally, the developments carried out in this thesis revealed that the NLVA nonlinearity
may present a complicated functional form, whose practical realization using mechanical
elements could pose serious challenges. The use of nonlinear piezoelectric shunting was
introduced in this work as a promising and original alternative to mechanical NLVAs.
Chapter 7 laid down the theoretical foundations of this approach.
Directions for Future Work
The results presented herein clearly show the benefit of exploiting nonlinearity instead
of ignoring it or avoiding it, as is the common practice. However, as presented in Chapters
6 and 7, there is still much theoretical and experimental work to be done.
• MDOF linear primary structure: Even though an admittedly simple SDOF primary
system was the focus of this thesis, we note that such system can also represent the
vibrations of a specific mode of a MDOF structure. An interesting contribution
would therefore be to consider a more realistic nonlinear primary system and to
mitigate the vibration of one of its nonlinear modes using the proposed tuning
methodology.
• LCO suppression and nonlinear damping: For a number of reasons discussed in
Chapter 6, a straightforward application of the tuning methodology to the drill-
string system was unsuccessful in determining an adequate functional form for the
absorber nonlinearity. The LCO suppression problem should be reconsidered by,
e.g., investigating simpler systems presenting LCOs, such as the Van der Pol oscilla-
tor. A possible improvement for primary systems possessing damping nonlinearity
would also be to consider the computation of damped NNMs [165–167] during tun-
ing.
• Nonlinear piezoelectric shunting: Because Chapter 7 only addressed theoretical as-
pects, there are still a number of challenges before a practical realization of a NLVA
using electrical circuits can be achieved. A detailed list of the possible research
paths is given in Section 7.5.
Appendix A
Solutions of the Tuned Mass Damper
Optimization Problems
A.1 H∞ Optimization
Solution Optimum tuning νopt Optimum damping ξopt
Approximation 1
1+µ
√
3µ
8(1+µ)
Exact 2
1+µ
√
2(16+23µ+9µ2+2(2+µ)
√
4+3µ)
3(64+80µ+27µ2)
1
4
√
8+9µ−4√4+3µ
1+µ
Table A.1: Optimal tuning parameters for H∞ optimization for the special case ξ1 = 0.
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Parameter νopt ξopt
Series
Solution
1
1+ν
−
ξ1
1
1+ν
√
1
2(1+µ)
(3 + 4µ− AB
2+µ
) +
ξ21
C0−4(5+2µ)AB
4(1+µ)2(2+µ)(9+4µ)
√
3µ
8(1+µ)
+
ξ1
60+63µ+16µ2−2(3+2µ)AB
8(1+µ)(2+µ)(9+4µ)
+
ξ21
C1(A+B)
√
2+µ+C2(A−B)√µ
32(1+µ)(2+µ)2(9+4µ)3
√
2µ(1+µ)
Constants
A =
√
3(2 + µ)−√µ(2 + µ), B =√3(2 + µ) +√µ(2 + µ)
Force Excitation Motion Excitation
C0 = 52 + 41µ+ 8µ
2
C1 = −1296 + 2124µ+ 6509µ2 +
5024µ3 + 1616µ4 + 192µ5
C2 = 48168 + 112887µ+ 105907µ
2 +
49664µ3 + 11632µ4 + 1088µ5
C0 = 52 + 113µ+ 76µ
2 + 16µ3
C1 = −1296 + 2124µ+ 7157µ2 +
5924µ3 + 2032µ4 + 256µ5
C2 = 48168 + 105111µ+ 91867µ
2 +
40172µ3 + 8784µ4 + 768µ5
Table A.2: Optimal tuning parameters for H∞ optimization for the general case ξ1 6= 0.
A.2 H2 Optimization
Optimum tuning νopt Optimum damping ξopt
1
1+µ
√
2+µ
µ
√
µ(4+3µ)
8(1+µ)(2+µ)
Table A.3: Optimal tuning parameters for H2 optimization for the special case ξ1 = 0.
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Optimum tuning νopt Optimum damping ξopt
√
−p2
2
−
√
p22
4
− q2
√
(1−(1+µ)2ν4opt)(1−2µν2opt−(1+µ)2ν4opt)−4µ(1+µ)ν6optξ21
4(1+µ)ν2opt(1−(2+3µ)ν2opt+(1+µ)2µ4opt)
Symbols
b0 = 4(1 + µ)
5(1 + µ− ξ21)
b1 = 4µ(1 + µ)
2(1 + µ− ξ21)(1 + µ− 4ξ21)
b2 = −(1 + µ)2(8 + 12µ+ 3µ2 − 8ξ21)
b3 = −2µ(1 + µ)(2 + µ− 6ξ21)
b4 = (2 + µ)
2 − 4(1 + µ)ξ21
a1 =
b1
b0
, a2 =
b2
b0
, a3 =
b3
b0
, a4 =
b4
b0
p2 =
1
2
[
a1 −
√
a21 − 4a2 + 4y1
]
, q2 =
1
2
[
y1 − a1y1−2a3√
a21−4a2+4y1
]
y1 =
a2
3
+ 2
√−Q cos θ
3
, θ = cos−1
[
R
−Q3
]
Q = −1
9
(a22 − 3a1a2 + 12a4), R = 154(2a32 − 9a1a2a3 + 27a23 + 27a21a4 − 72a2a4)
Table A.4: Optimal tuning parameters for H2 optimization for the general case ξ1 6= 0.
Appendix B
Computation of Nonlinear Normal
Modes using Numerical Continuation
Compared to reference [109], a more robust and efficient algorithm for the NNM
computation is utilized herein. This algorithm was first proposed in [129] and relies on
the combination of a shooting algorithm with pseudo-arclength continuation.
B.1 Shooting Method
The equations of motion of system (1.7) can be recast into state space form
x˙ = f(x) (B.1)
where x is the state vector, and f is the vector field. The NNM computation is carried out
by finding the periodic solutions of equations (B.1). In this context, the shooting method
solves numerically the two-point boundary-value problem defined by the periodicity con-
dition
H(xp0, T ) ≡ xp(T,xp0)− xp0 = 0 (B.2)
H(x0, T ) = x(T,x0) − x0 is called the shooting function and represents the difference
between the initial conditions x0 and the system response at time T , x(T,x0). Starting
from some assumed initial conditions x
(0)
p0 , the motion x
(0)
p (t,x
(0)
p0 ) at the assumed period
T (0) can be obtained by numerical time integration methods (e.g., Runge-Kutta or New-
mark schemes). In general, the initial guess (x
(0)
p0 , T
(0)) does not satisfy the periodicity
condition (B.2). A Newton-Raphson iteration scheme is therefore to be used to correct
an initial guess and to converge to the actual solution. The corrections ∆x
(0)
p0 and ∆T
(0)
are found by expanding the nonlinear function
H
(
x
(0)
p0 +∆x
(0)
p0 , T
(0) +∆T (0)
)
= 0 (B.3)
in Taylor series and neglecting higher-order terms.
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The phase of the periodic solutions is not fixed. If x(t) is a solution of the autonomous
system (B.1), then x(t+∆t) is geometrically the same solution in state space for any ∆t.
Hence, an additional condition, termed the phase condition, has to be specified in order
to remove the arbitrariness of the initial conditions. This is discussed in detail in [129].
In summary, an isolated NNM is computed by solving the augmented two-point
boundary-value problem defined by
F(xp0, T ) ≡
{
H(xp0, T ) = 0
h(xp0) = 0
(B.4)
where h(xp0) = 0 is the phase condition.
B.2 Continuation of Periodic Solutions
Due to the frequency-energy dependence, the modal parameters of an NNM vary with
the total energy. An NNM family, governed by equations (B.4), therefore traces a curve,
termed an NNM branch, in the (2n+1)-dimensional space of initial conditions and period
(xp0, T ). Starting from the corresponding LNM at low energy, the computation is carried
out by finding successive points (xp0, T ) of the NNM branch using methods for the nu-
merical continuation of periodic motions (also called path-following methods) [137, 195].
The space (xp0, T ) is termed the continuation space.
Different methods for numerical continuation have been proposed in the literature. The
so-called pseudo-arclength continuation method is used herein. Starting from a known
solution (xp0,(j), T(j)), the next periodic solution on the branch (xp0,(j+1), T(j+1)) is com-
puted using a predictor step and a corrector step (see Figure B.1).
B.2.1 Predictor step
At step j, a prediction (x˜p0,(j+1), T˜(j+1)) of the next solution (xp0,(j+1), T(j+1)) is gener-
ated along the tangent vector to the branch at the current point xp0,(j)[
x˜p0,(j+1)
T˜(j+1)
]
=
[
xp0,(j)
T(j)
]
+ s(j)
[
px,(j)
pT,(j)
]
(B.5)
where s(j) is the predictor stepsize. The tangent vector p(j) = [p
T
x,(j) pT,(j)]
T to the branch
defined by (B.4) is solution of the system

∂H
∂xp0
∣∣∣
(xp0,(j),T(j))
∂H
∂T
∣∣
(xp0,(j) ,T(j))
∂h
∂xp0
∗∣∣∣
(xp0,(j))
0

[ px,(j)
pT,(j)
]
=
[
0
0
]
(B.6)
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Figure B.1: Pseudo-arclength continuation method.
with the condition
∥∥p(j)∥∥ = 1. The star denotes the transpose operator. This normaliza-
tion can be taken into account by fixing one component of the tangent vector and solving
the resulting overdetermined system using the Moore-Penrose matrix inverse; the tangent
vector is then normalized to 1.
B.2.2 Corrector step
The prediction is corrected by a shooting procedure in order to solve (B.4) in which
the variations of the initial conditions and the period are forced to be orthogonal to the
predictor step. At iteration k, the corrections[
x
(k+1)
p0,(j+1)
T
(k+1)
(j+1)
]
=
[
x
(k)
p0,(j+1)
T
(k)
(j+1)
]
+
[
∆x
(k)
p0,(j+1)
∆T
(k)
(j+1)
]
(B.7)
are computed by solving the overdetermined linear system using the Moore-Penrose matrix
inverse


∂H
∂xp0
∣∣∣
(x
(k)
p0,(j+1)
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where the prediction is used as initial guess, i.e, x
(0)
p0,(j+1) = x˜p0,(j+1) and T
(0)
(j+1) = T˜(j+1).
The last equation in (B.8) corresponds to the orthogonality condition for the corrector
step.
This iterative process is carried out until convergence is achieved. The convergence
test is based on the relative error of the periodicity condition:
‖H(xp0, T )‖
‖xp0‖ =
‖xp(T,xp0)− xp0‖
‖xp0‖ < ǫ (B.9)
where ǫ is the prescribed relative precision.
B.3 NNM Stability
The monodromy matrix being a by-product of the algorithm, the Floquet multipliers,
and therefore the stability of the NNM motions, can be calculated in a straightforward
manner [129].
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