On finite-dimensional projections of distributions for solutions of randomly forced 2D Navier-Stokes equations by Agrachev, Andrey et al.
09 March 2020
.                                       SCUOLA INTERNAZIONALE SUPERIORE DI STUDI AVANZATI
                                                                               SISSA Digital Library
On finite-dimensional projections of distributions for solutions of randomly forced 2D Navier-Stokes equations /
Agrachev, Andrey; Kuksin, S; Sarychev, A; Shirikyan, A.. - In: ANNALES DE L'INSTITUT HENRI POINCARE-
PROBABILITES ET STATISTIQUES. - ISSN 0246-0203. - 43:4(2007), pp. 399-415.
Original
On finite-dimensional projections of distributions for solutions of randomly forced 2D Navier-Stokes equations
Publisher:
Published
DOI:10.1016/j.anihpb.2006.06.001
Terms of use:
openAccess
Publisher copyright
(Article begins on next page)
Testo definito dall’ateneo relativo alle clausole di concessione d’uso
Availability:
This version is available at: 20.500.11767/16970 since:
This is a pre print version of the following article:
ar
X
iv
:m
at
h/
06
03
29
5v
1 
 [m
ath
.A
P]
  1
3 M
ar 
20
06
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for solutions of randomly forced PDE’s
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Abstract
The paper is devoted to studying the image of probability measures
on a Hilbert space under finite-dimensional analytic maps. We establish
sufficient conditions under which the image of a measure has a density
with respect to the Lebesgue measure and continuously depends on the
map. The results obtained are applied to the 2D Navier–Stokes equations
perturbed by various random forces of low dimension.
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0 Introduction
Let us consider the 2D Navier–Stokes equations on the torus T2 ⊂ R2:
u˙+ (u,∇)u − ν∆u+∇p = f(t, x), div u = 0, x ∈ T2. (0.1)
Here u = (u1, u2) and p are unknown velocity field and pressure, ν > 0 is the
viscosity, and f is an external force. Equations (0.1) are supplemented with the
initial condition
u(0) = u0, (0.2)
where u0 is a given function belonging to the space H of divergence-free vector
fields in L2(T2,R2). It is well known [Tem79, CF88, VF88] that if the right-
hand side f satisfies some mild regularity assumptions, then problem (0.1), (0.2)
has a unique solution u in an appropriate functional class. Our aim is to study
some qualitative properties of solutions in the situation when f is a random
process with a sufficiently non-degenerate distribution. More precisely, let us
assume that f is a stochastic process on the positive half-line R+ with range
in L2(T2,R2) such that the distribution of its restriction to any interval [0, T ]
is a non-degenerate decomposable measure (see Condition (P) in Section 1.1).
One of the main results of this paper says that for any finite-dimensional sub-
space F ⊂ H and any t > 0 the distribution of the projection of u(t) to F has
a density with respect to the Lebesgue measure. Similar properties are true
in the case when f is a white noise in time or a sum of independent identi-
cally distributed random forces. Furthermore, if the random dynamical system
associated with (0.1) generates a Markov process, then the above-mentioned
property is valid for any stationary distribution. These results are important
since for a number of problems in pure and applied mathematics only finitely
many Fourier components of a solution u matter; these components correspond
to a finite–dimensional subspace of H .
The fact that a solution of a nonlinear SDE stirred by a degenerate noise
has a continuous density against the Lebesgue measure is very well known.
The proofs are usually based on the Malliavin calculus (see [Nua95] and the
references therein). There have been a few works in which various versions of
the Malliavin calculus were developed for some stochastic PDE’s (for instance,
see [Oco88, BP98, DF98, LNP00, EH01, MP06]). In particular, it was proved
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in [MP06] that if f is white noise in time and sufficiently non-degenerate in
the space variables, then the distribution of the projection of solution for (0.1),
(0.2) to any finite-dimensional subspace has a smooth density with respect to
the Lebesgue measure.
The approach of this paper is completely different and is based on the con-
trollability of (0.1) in finite-dimensional projections and an abstract result on
the image of probability measures under analytic mappings. We emphasise that
our method does not use the Gaussian structure of the noise, and the proof is
simpler and shorter compared to the papers quoted above. At the same time,
if the force f is white in time, and the results of those works apply, then our
information on the density of the distribution for the projection of u(t) is weaker
than, say, that obtained in [MP06].
The paper is organised as follows. In Section 1, we have compiled some
preliminary results on decomposable measures on Hilbert spaces. Section 2
contains two abstract results on the transformation of probability measures
under analytic mappings. In Section 3, we apply them to the 2D Navier–Stokes
equations with different types of additive noise. Finally, in the appendix, we
prove some auxiliary results used in the main text.
Notation
Let X be a Polish space, i. e., separable complete metric space. We denote
by BX(a,R) the closed ball in X of radius R centred at a. If a coincides with a
selected point 0 ∈ X , then we write BX(R). Let B(X) be the Borel σ-algebra
on X and let P(X) be the family of probability measures on (X,B(X)). The
space P(X) is endowed with the total variation norm:
‖µ1 − µ2‖var := sup
Γ∈B(X)
|µ1(Γ)− µ2(Γ)|, µ1, µ2 ∈ P(X).
If µ1, µ2 ∈ P(X) and µ1 is absolutely continuous with respect to µ2, then we
write µ1 ≪ µ2. For a random variable ξ, we denote by D(ξ) its distribution.
For any Banach space X , we denote by ‖ ·‖X the norm in X . If Y is another
Banach space, then L(X,Y ) stands for the space of bounded linear operators
fromX to Y . In the caseX = Y , we shall write L(X). IfX is finite-dimensional,
then ℓX denotes the Lebesgue measure on X .
Let J ⊂ R be a closed interval and let R+ = [0,+∞). We use the following
functional spaces.
Cb(X) is the space of bounded continuous functions f : X → R endowed with
the norm
‖f‖∞ = sup
x∈X
|f(x)|.
C(J,X) is the space of continuous functions u : J → X .
Lp(J,X) is the space of Bochner-measurable functions u : J → X such that
‖u‖Lp(J,X) =
(∫
J
‖u(t)‖pXdt
)1/p
<∞.
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Lploc(R+, X) is the space of functions u : J → X whose restriction to any finite
interval J ⊂ R+ belongs to Lp(J,X).
If X is a Hilbert space and F ⊂ X is a closed subspace, then PF : X → F
denotes the orthogonal projection in X onto F .
1 Decomposable measures on Hilbert spaces
1.1 Definitions and examples
Let X be a separable Hilbert space with a scalar product (·, ·) and the cor-
responding norm ‖ · ‖X . We denote by B(X) the Borel σ-algebra on X and
by P(X) the family of probability measures on (X,B(X)).
Definition 1.1. We shall say that a measure µ ∈ P(X) is decomposable if there
is an orthonormal basis {gj} ⊂ X such that
µ =
∞⊗
j=1
µj , (1.1)
where µj is the projection of µ to the one-dimensional space Xj generated by gj
and ⊗ denotes the tensor product of measures.
Example 1.2. Let µ ∈ P(X) be a Gaussian measure (for instance, see [Bog98]).
It is well known that there is a vector a ∈ X and a self-adjoint nuclear operator
K ∈ L(X) such that the characteristic function of µ has the form
µˆ(z) = exp
{
i(a, z)− 12 (Kz, z)
}
, z ∈ X. (1.2)
In this case, the vector a is the mean value of µ,
a =
∫
X
xµ(dx),
and K is the covariance operator for µ,
(Kz, z) =
∫
X
(z, x− a)2µ(dx);
we refer the reader to Chapter 2 in [Bog98] for more details. Let {gj} be an
orthonormal basis in X formed of the eigenvectors of K and let λj be the
eigenvalue of K corresponding to gj . If a vector z ∈ X is written in the form
z =
∞∑
j=1
zjgj ,
then relation (1.2) takes the form
µˆ(z) =
∞∏
j=1
exp
{
i(a, gj)zj −
1
2λjz
2
j
}
. (1.3)
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It follows that µ admits decomposition (1.1) in which µj is a one-dimensional
Gaussian measure with mean value (a, gj) and variance λj . Note also that if
λj = 0 for some j ≥ 1, then the measure µ is degenerate in the sense that its
support is contained in a proper affine subspace of X .
In what follows, we shall deal with decomposable measures possessing some
additional properties. Namely, we consider a measure µ ∈ P(X) satisfying the
following condition.
(P) The measure µ is decomposable and has a finite second moment∫
X
‖x‖2Xµ(dx) <∞. (1.4)
Moreover, every measure µj in (1.1) possesses a continuous density ρj with
respect to the Lebesgue measure on Xj .
The following lemma describes the random variables whose distribution sat-
isfies property (P); its proof is obvious.
Lemma 1.3. The distribution of an X-valued random variable ξ satisfies con-
dition (P) if and only if ξ has the form
ξ =
∞∑
j=1
bjξjgj , (1.5)
where {gj} is an orthonormal basis in X, {ξj} is a sequence of scalar inde-
pendent random variables such that E ξ2j = 1, and bj > 0 are some constants
satisfying the condition
∞∑
j=1
b2j <∞. (1.6)
Example 1.4. Let µ ∈ P(X) be a Gaussian measure with a mean value a ∈ X
and a covariance operatorK. We claim that µ satisfies condition (P) if and only
if it is non-degenerate, i.e., all eigenvalues of K are positive. Indeed, Fernique’s
theorem (see [Bog98]) implies that condition (1.4) is satisfied for any Gaussian
measure. Furthermore, it follows from (1.3) that the projection µj of µ to Xj
is a one-dimensional Gaussian measure with variance λj . Thus, µj possesses a
continuous density with respect to the Lebesgue measure if and only if λj > 0.
For the sequel, we note that if µ ∈ P(X) is a non-degenerate Gaussian
measure, then
µ(B) > 0 for any ball B ⊂ X; (1.7)
see Section 3.5 in [Bog98] for a proof.
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1.2 Support of decomposable measures
Let X be a separable Hilbert space and let µ ∈ P(X) be a measure possessing
property (P). Denote by {gj} the orthonormal basis in X for which representa-
tion (1.1) holds and, for any integer N ≥ 1, define X(N) as the N -dimensional
space spanned by gj , 1 ≤ j ≤ N . Let
µ(N) =
N⊗
j=1
µj , ν(N) =
∞⊗
j=N+1
µj . (1.8)
If a ∈ X(N) and R > 0, then we denote by BN (a,R) the closed ball in X(N) of
radius R centred at a. In the case a = 0, we write BN (R).
Proposition 1.5. Let µ ∈ P(X) be a measure satisfying condition (P). Then
there is a point
A =
∞∑
j=1
ajgj ∈ X (1.9)
such that 1
ρj(aj) > 0 for all j ≥ 1. (1.10)
Furthermore, if A ∈ X is a point satisfying (1.10), then for any integer N ≥ 1
there is rN > 0 such that
suppµ ⊃ BN (AN , rN ), AN =
N∑
j=1
ajgj. (1.11)
Proof. To prove the existence of A, denote by A0 =
∑
j a
0
jgj any point in the
support of µ. Then a0j ∈ suppµj for any j ≥ 1. Since µj ≪ ℓXj , there is aj ∈ R
such that |aj − a
0
j | ≤ j
−1 and (1.10) holds. Defining A ∈ X by relation (1.9),
we obtain the required result.
When proving the second part of the proposition, we shall assume, without
loss of generality, that A = 0. Let us fix any integer N ≥ 1. It follows from (1.8)
and (1.10) that
suppµ(N) ⊃ BN (rN ), (1.12)
where rN > 0 is sufficiently small. We claim that (1.11) holds for the same
constant rN > 0. Indeed, let x ∈ BN (rN ) and ε > 0. Consider an X-valued
random variable ξ with distribution µ. By Lemma 1.3, it has the form (1.5).
We wish to show that
P
{
‖ξ − x‖X ≤ ε
}
> 0. (1.13)
To this end, define
ϕN =
N∑
j=1
bjξjgj, ψN =
∞∑
j=N+1
bjξjgj .
1In what follows, we identify Xj with the real line and regard ρj as a function of a real
variable.
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It is clear that (1.13) will be established if we prove that
P
{
‖ϕN − x‖X ≤ ε/2
}
> 0, P
{
‖ψN‖X ≤ ε/2
}
> 0. (1.14)
The first inequality follows immediately from (1.12). To prove the second, choose
an integer M > N and write
‖ψN‖
2
X =
M∑
j=N+1
b2jξ
2
j +
∞∑
j=M+1
b2jξ
2
j = SM +RM . (1.15)
In view of (1.6) and the relation E ξ2j = 1, we have
ERM =
∞∑
j=M+1
b2j → 0 as M →∞.
By Chebyshev’s inequality, it follows that
P
{
RM ≤ δ
}
→ 1 as M →∞, (1.16)
where δ > 0 is an arbitrary constant. Furthermore, inequalities (1.10) with
aj = 0 imply that, for any fixed M > N and δ > 0, we have
P
{
SM ≤ δ
}
> 0. (1.17)
Combining (1.15) – (1.17) and recalling that RM and SM are independent,
we arrive at the second inequality in (1.14). This completes the proof of the
proposition.
1.3 A zero-one law for analytic functions
Let X be a separable Hilbert space and let f : X → R be a continuous function.
Recall that f is said to be analytic if for any x0 ∈ X there is δ > 0 such that
f(x) = f(x0) +
∞∑
m=1
Lm(x− x0) for x ∈ BX(x0, δ), (1.18)
where Lm : X → R is an m-linear functional and the series in (1.18) converges
regularly. The latter means that
∞∑
m=1
‖Lm‖δ
m <∞,
where ‖ · ‖ stands for the norm of multilinear functionals:
‖Lm‖ = sup
‖x‖X≤1
|Lmx|.
We refer the reader to [Hen81] or [VF88] for more details.
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For any continuous function f : X → R, we set
Nf = {x ∈ X : f(x) = 0}.
It is well known that if dimX < ∞ and f is analytic, then either ℓX(Nf ) = 0
or f ≡ 0. The following theorem shows that a similar result is true in the
infinite-dimensional case.
Theorem 1.6. Let f : X → R be an analytic function and let µ ∈ P(X) be a
measure possessing property (P). Then
µ(Nf ) = 0 or 1. (1.19)
Furthermore, if f is not identically zero, then µ(Nf ) = 0.
Proof. We shall need a result from [Din79]. To formulate it, let us introduce
some definitions.
Recall that the one-dimensional spaces Xj are defined in condition (P) and
that X(N) stands for the vector space spanned by Xj , 1 ≤ j ≤ N . Denote
by X⊥(N) the orthogonal complement of X(N) in X and set X(∞) = ∪NX(N).
We shall say that A ∈ B(X) is a finite zero-one µ-set if
ν(N)
(
{y ∈ X⊥(N) : µ(N)(AN (y)) = 0 or 1}
)
= 1 for any integer N ≥ 1,
where AN (y) = {x ∈ X(N) : x + y ∈ A}, and the measures µ(N) and ν(N) are
defined by (1.8).
According to Theorem 4 in [Din79], if µ is a decomposable measure on X ,
then for any finite zero-one µ-set A ∈ B(X) there is A′ ∈ B(X) such that
A′ +X(∞) = A
′, µ(A) = µ(A′).
Applying the Kolmogorov zero-one law (see [Fel71]), we see that µ(A′) = 0 or 1.
Thus, the measure of any finite zero-one µ-set is either zero or one.
To prove (1.19), note that if f is analytic, then for any integer N ≥ 1 and
any y ∈ X⊥(N), we have either ℓN (Nf (y)) = 0 or ℓN (X(N)\Nf (y)) = 0, where ℓN
denotes the Lebesgue measure on X(N). Since µ(N) ≪ ℓN (see condition (P)),
we see that
µ(N)(Nf (y)) = 0 or 1 for any y ∈ X
⊥
(N).
Thus, Nf is a finite zero-one µ-set, and (1.19) follows from what has been said
above.
We now suppose that f 6≡ 0. In this case, there is x0 ∈ X such that
f(x0) 6= 0, and since {gj} is a basis in X and f is continuous, there is no loss
of generality in assuming that x0 ∈ X(N) for some integer N ≥ 1. In view
of (1.19), the required assertion will be established if we show that
µ
(
{x ∈ X : f(x) 6= 0}
)
6= 0. (1.20)
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The restriction of f to X(N) is an analytic function on a finite-dimensional
space. It follows that
f(x) 6= 0 for ℓN -almost every x ∈ X(N),
Recalling Proposition 1.5, we can find a point x0 ∈ suppµ such that f(x0) 6= 0.
By continuity, there is δ > 0 such that
f(x) 6= 0 for x ∈ B(x0, δ).
This implies that {f(x) 6= 0} ⊃ B(x0, δ), and therefore (1.20) holds.
2 Image of measures under analytic maps
2.1 Formulations of the results
Let (H, d) be a metric space and letX and F be finite-dimensional vector spaces.
Consider a continuous operator f : H ×X → F . For any probability measure
µ ∈ P(X) and any u ∈ H , denote by f∗(u, µ) the image of µ under f(u, ·).
Theorem 2.1. Suppose that, for any u ∈ H, the function f(u, ·) is analytic
and the interior of the set f(u,X) is non-empty. Let µ ∈ P(X) be a measure
possessing a continuous density ρ(x) with respect to the Lebesgue measure on X.
Then the following assertions hold.
(i) For any u0 ∈ H, the measure f∗(u0, µ) is absolutely continuous with re-
spect to ℓF .
(ii) The function f∗(·, µ) from H to the space P(F ) endowed with the total
variation norm is continuous.
Our next goal is to study the case in which X is an infinite-dimensional
space. More precisely, suppose that X is a separable Hilbert space and F is
a finite-dimensional vector space. Recall that condition (P) is introduced in
Section 1.1.
Theorem 2.2. Let f : H×X → F be a continuous function such that f(u, ·) is
analytic for any u ∈ H and the derivative Dxf(u, x) is continuous with respect
to (u, x). Suppose that, for any u ∈ H, there is a ball Bu in a finite-dimensional
subspace Xu ⊂ X such that the interior of the set f(u,Bu) is non-empty. Then
for any measure µ ∈ P(X) satisfying condition (P) statements (i) and (ii) of
Theorem 2.1 take place.
2.2 Proof of Theorem 2.1
Let us fix any point u0 ∈ H and denote by Dxf(u0, x) the derivative (Jacobian)
of the map f(u0, ·) : X → F at the point x ∈ X . We first show that the
matrix Dxf(u0, x) has a minor m(x) of the size dimF such that
m(x) 6= 0 for µ-almost every x ∈ X. (2.1)
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To this end, recall that a point x ∈ X is said to be regular for f(u0, ·) if the
rank of Dxf(u0, x) is maximal. Any point that is not regular is said to be
singular . In view of Sard’s theorem (see [Ste83]), the image under the smooth
function f(u0, ·) of the set of its singular points has zero Lebesgue measure.
Since the interior of f(u0, X) is non-empty, we conclude that f(u0, ·) has a
regular point x0 ∈ X .
Let m(x) be the minor of Dxf(u0, x) that is non-zero at x0. Since m(x) is
analytic, we see that m(x) 6= 0 almost everywhere with respect to the Lebesgue
measure ℓX . Since µ is absolutely continuous with respect to ℓX , we conclude
that (2.1) holds.
For any ε > 0, we denote
Xε = {x ∈ X : |x| ≤ ε−1, |m(x)| ≥ ε}.
Then
νε := µ(X \X
ε)→ 0 as ε→ 0.
Let us take any x ∈ Xε and write it as x = (x1, x2), where x1 denotes the
variables entering the minor m(x). Accordingly, the space X can be represented
as a direct product X = X1 ×X2. Applying the implicit function theorem, we
can find open balls V1 ⊂ X1 and V2 ⊂ X2 such that for any x2 ∈ V2 and
u ∈ Bε = BX(u0, rε), the map f(u, ·, x2) is a diffeomorphism of the domain V1
onto its image W (u, x2). Here rε > 0 is a constant that goes to zero with ε.
Accordingly, we can write x1 in terms of u ∈ Bε, x2 ∈ V2 and y = f(u, x1, x2) ∈
W (u, x2):
x1 = g(u, y, x2).
The sets V = V1 × V2 corresponding to various x ∈ Xε form an open cover of
the compact set Xε. Let us find a finite sub-cover {V j}. We denote by {ϕj(x)}
a continuous partition of unity on Xε subordinate to {V j}. That is, ϕj ≥ 0,
suppϕj ⊂ V j , and (
∑
ϕj)(x) = 1 for x ∈ Xε. Let µj = ϕjµ. Then
µj = ϕj(x)ρ(x) dx1 dx2 = ϕj(x1, x2)ρ(x1, x2)|m(u, x1, x2)|
−1 dy dx2 , (2.2)
wherem(u, x) is the minor ofDxf(u, x) corresponding to x1, and x1 = g(u, y, x2)
on the right-hand side of (2.2). Hence, f∗(u, µj) = gj(u, y) dy, where
gj(u, y) =
∫
ϕ˜j(y, x2)ρ˜(y, x2)|m˜(u, y, x2)|
−1 dx2
with ϕ˜j(y, x2) = ϕj(g(u, y, x2), x2), etc. Let us denote µε = (
∑
ϕj)µ. Then
‖µ− µε‖var ≤ νε. We have
f∗(u, µε) = gε(u, y) dy , (2.3)
where gε(u, y) =
∑
gj(u, y) is a continuous function of u ∈ Bε and y. Clearly,
‖f∗(u, µε)− f∗(u, µ)‖var ≤ νε for any u ∈ Bε. (2.4)
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Relations (2.3) and (2.4) with u = u0 and ε→ 0 imply assertion (i). Indeed,
for any measurable set Q ⊂ F with zero Lebesgue measure, we have
f∗(u, µ)(Q) = (f∗(u, µ)− f∗(u, µε))(Q) + f∗(u, µ
ε)(Q),
so f∗(u, µ)(Q) ≤ νε for each ε. Hence, f∗(u, µ)(Q) = 0.
To prove (ii), we fix any γ > 0 and choose ε > 0 such that νε <
1
3 γ. Due
to (2.4), for u ∈ Bε we have
‖f∗(u, µ)− f∗(u0, µ)‖var ≤ 2νε + ‖f∗(u, µε)− f∗(u0, µε)‖var
≤ 2νε +
1
2
∫
|gε(u, y)− gε(u0, y)| dy ≤ γ,
if u is sufficiently close to u0. Since u0 is an arbitrary point, what has been said
implies (ii).
Remark 2.3. Analysing the proof given above, one easily sees that, instead of
assuming the existence of interior points for the set f(u,X), we could require
that the function f(u, ·) should have at least one regular point for any u ∈ H
(cf. the beginning of the proof).
2.3 Proof of Theorem 2.2
Step 1. Let us fix any u0 ∈ H and show that there is finite-dimensional subspace
X1 ⊂ X spanned by some vectors of the basis {gj} such that dimX1 = dimF
and (2.1) holds, where m(x) denotes the determinant of the matrix for the
restriction of Dxf(u0, x) to X1. Indeed, by the hypothesis, there is a ball Bu0
in a finite-dimensional subspace Xu0 ⊂ X such that the interior of f(u0, Bu0) is
non-empty. Since {gj} is a basis in X , for any δ > 0 there is a finite-dimensional
subspace Y ⊂ X spanned by some vectors of {gj} such that
‖PY y − y‖X ≤ δ for any y ∈ Bu0 , (2.5)
where PY : X → X is the orthogonal projection in X onto the subspace Y . Now
note that f(u0, ·) is continuous and Bu0 is compact. Therefore for any ε > 0 we
can find δ > 0 such that
‖f(u0, z)− f(u0, y)‖F ≤ ε for y ∈ Bu0 , ‖z − y‖X ≤ δ. (2.6)
Combining (2.5) and (2.6), we see that for any ε > 0 there is a finite-dimensional
subspace Y ⊂ X spanned by some vectors of {gj} such that
‖f(u0,PY y)− f(u0, y)‖F ≤ ε for y ∈ Bu0 .
Choosing ε > 0 sufficiently small and applying Proposition 4.1 of the Appendix
(see Section 4), we conclude that the interior of the set f(u0, Y ) is non-empty.
Since dimY < ∞, Sard’s theorem implies that the function f(u0, ·) : Y → F
has at least one regular point x0 ∈ Y . Let us denote by X1 a subspace spanned
by some vectors of the basis {gj} such that the restriction of Dxf(u0, x0) to X1
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is an isomorphism from X1 onto F . Then m(x0) 6= 0. Since m(x) is an analytic
function, the required result follows from Theorem 1.6.
Step 2. We now repeat the argument used in the proof of Theorem 2.1. Let
us represent X as the direct product X = X1 × X2, where X1 is constructed
in Step 1 and X2 denotes the orthogonal complement of X1 in X . Denote
by λ1 and λ2 the projections of µ to the subspaces X1 and X2, respectively, and
by ρ(x1) the density of λ1 with respect to ℓX1 . For any ε > 0, let us choose a
compact set Xε ⊂ X such that
‖x‖X ≤ ε−1, |m(x)| ≥ ε for x ∈ Xε, νε := µ(X \X
ε) ≤ ε.
As in the proof of Theorem 2.1, we can find a constant rε > 0 going to zero with ε
and a finite cover {V j = V j1 × V
j
2 } of the compact set X
ε such that V j1 ⊂ X1
and V j2 ⊂ X2 are balls, and for any x2 ∈ V2 and u ∈ B
ε = BX(u0, rε), the
map f(u, ·, x2) is a diffeomorphism of the domain V1 onto its image W (u, x2).
We denote by x1 = g(u, ·, x2) the inverse function of f(u, ·, x2). Let {ϕj(x)} be
a continuous partition of unity on Xε subordinate to {V j} and let µj = ϕjµ.
Then we have (cf. (2.2))
µj = ϕj(x)ρ(x1) dx1 λ(dx2) = ϕj(x1, x2)ρ(x1)|m(u, x1, x2)|
−1 dy λ(dx2) ,
where m(u, x) denotes the determinant of the restriction of Dxf(u, x) to X1,
and x1 = g(u, y, x2) on the right-hand side of the formula. The rest of the proof
is literally the same as that of Theorem 2.1, and therefore we omit it.
Remark 2.4. The proof given above implies that the claim of Theorem 2.2
remains true if we replace the condition of existence of interior points for the
set f(u,Bu) by the following one: for any u ∈ H , there is a point xu ∈ X and
a finite-dimensional subspace Xu ⊂ X such that the restriction of Dxf(u, xu)
to Xu is an isomorphism from Xu onto F (cf. Step 1 of the proof).
3 Applications
Throughout this section, we use the standard functional spaces H and V arising
in the theory of Navier–Stokes equations; they are defined in Subsection 3.1. We
shall also use the spaces
X = C(R+, H) ∩ L
2
loc(R+, V ), XT = C(JT , H) ∩ L
2(JT , V ),
where T > 0 and JT = [0, T ].
3.1 Navier–Stokes equations perturbed by a time-discrete
random force
Let us consider the 2D Navier–Stokes (NS) system on the torus T2 = R2/2πZ2.
Define the spaces
H = {u ∈ L2(T2,R2) : div u = 0 on T2}, V = H1(T2,R2) ∩H,
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endowed with natural norms. Here Hs(T2,R2) denotes the space of vector
functions (u1, u2) whose components belong to the Sobolev space of order s. Let
Π : L2(T2,R2) → H be the orthogonal projection in L2(T2,R2) onto H . After
applying the projection Π, the NS system reduces to the following evolution
equation in H :
u˙+ νLu+B(u, u) = g(t, x), (3.1)
where ν > 0 is the viscosity, L = −Π∆, and B(u, v) = Π((u,∇)v). In this
subsection, we assume that
g(t, x) =
∞∑
k=1
Ik,T (t)ηk(x), (3.2)
where T > 0 is a parameter, Ik,T (t) is the indicator function of the time interval
[(k−1)T, kT ), and {ηk} is a sequence ofH-valued i.i.d. random variables defined
on a probability space (Ω,F ,P). Standard theorems on well-posedness of the 2D
NS system (e.g., see [CF88]) imply that, for almost every ω ∈ Ω, problem (3.1),
(3.2) has a unique solution u ∈ X that satisfies the initial condition
u(0) = u0, (3.3)
where u0 ∈ H is an arbitrary function. We shall denote by St : H → H the
random operator that takes u0 to u(t). Our aim is to study the distribution
for projections of the random variables SkT (u0) to finite-dimensional subspaces
of H .
Let {ej} be a complete set of eigenfunctions for L indexed in an increas-
ing order of the corresponding eigenvalues αj and let HN be the vector space
spanned by ej, j = 1, . . . , N . We shall assume that the i.i.d. random variables ηk
satisfy the following condition.
(D) The random variables ηk have the form
ηk =
∞∑
j=1
bjξjkej , (3.4)
where bj ≥ 0 are some constants such that
∞∑
j=1
b2j <∞, (3.5)
and ξjk are independent scalar random variables whose distribution πj
possesses a density with respect to the Lebesgue measure, and suppπj ∋ 0
for any j ≥ 0.
Theorem 3.1. Suppose that condition (D) is fulfilled. Then there is an inte-
ger N ≥ 1 not depending on ν and {ηk} such that the following two statements
hold, provided that
bj 6= 0 for j = 1, . . . , N. (3.6)
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(i) For any constant ν > 0 and any finite-dimensional subspace F ⊂ H, there
is a discrete subset T = T (ν, F ) ⊂ R+\{0} such that if T /∈ T and R > 0,
then for any u ∈ BH(R) and an appropriate integer k = k(ν, F,R) ≥ 1
the distribution of PFSkT (u) possesses a density with respect to ℓF .
(ii) Let us set λu(t) = D(PFSt(u)). Then λu(kT ) continuously depends on
u ∈ BH(R) in the total variation norm.
Remark 3.2. It is possible to give a more precise description of the integer N
in (3.6). Namely, it is the minimal integerN ≥ 1 such that the vectors e1, . . . , eN
form a saturating set (see Section 4.3 in the Appendix for a definition of a
saturating set). In particular, if the eigenfunctions of L are indexed in a suitable
way, then one can take N = 6.
Proof of Theorem 3.1. Step 1. We wish to apply Theorem 2.2 and Remark 2.4.
Let H0 ⊂ H be the subspace spanned by those vectors ej for which bj 6= 0
and let X k be the direct product of k copies of H0. We fix a finite-dimensional
subspace F ⊂ H and consider the operator
fk : R
∗
+ ×H ×X k → F, (T, u0, η1, . . . , ηk) 7→ PFu(kT ),
where R∗+ = R+ \ {0} and u(t) denotes the solution of problem (3.1) – (3.3) in
which {ηk} is regarded as a sequence of deterministic functions in H0. In view
of Proposition 4.2, the operator fk is analytic on R
∗
+ ×H ×X k. Furthermore,
if condition (D) is fulfilled, then for any integer k ≥ 1 the distribution of the
X k-valued random variable ηk = (η1, . . . , ηk) satisfies property (P). Suppose
we have established the existence of a discrete subset T ⊂ R∗+ possessing the
following property:
(C) for anyR > 0 there is an integer k ≥ 1 such that if T /∈ T and u0 ∈ BH(R),
then the derivative
(Dηkfk)(T, u0,ηk) : X k → F (3.7)
is surjective for at least one point ηk = (η1, . . . , ηk) ∈ X k.
In this case, statements (i) and (ii) of the theorem are straightforward conse-
quences of Theorem 2.1 and Remark 2.3 in which X and H are replaced by X k
and BH(R).
Step 2. To prove (C), we first assume that u0 = 0. Let us denote by
R1 : L2(J1, H) → H the operator that takes each function g ∈ L2(J1, H)
to u(1, x), where u ∈ X1 is the solution of (3.1), (3.3) with u0 = 0. By Propo-
sition 4.5, there is an integer N ≥ 1 such that the Navier–Stokes system (3.1)
with g ∈ L2(J1, HN ) is solidly controllable in time 1 for the projection to F .
(See Definition 4.4 for the concept of solid controllability.) In particular, there is
a compact subset K ⊂ L2(J1, H) and a constant ε > 0 such that Φ(K) ⊃ BF (1)
for any continuous map satisfying the inequality
sup
g∈K
‖Φ(g)− PFR1(g)‖F ≤ ε. (3.8)
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For any integer m ≥ 1, denote by Ym ⊂ L2(J1, HN) the subspace of functions
that are constant on any interval of the form
[
l−1
m ,
l
m
)
, 1 ≤ l ≤ m. It is clear
that ∪mYm is dense in L2(J1, HN ). Since K is compact, for any δ > 0 we can
find an integer m ≥ 1 such that
sup
g∈K
‖g − PYmg‖V ≤ δ.
It follows from the continuity of R1 that for any ε > 0 there is an integer m ≥ 1
such that (3.8) is satisfied for Φ(g) = PFR1(PYmg). This implies that
PFR1(Ym) ⊃ BF (1). (3.9)
Now note that if we denote by Il,m(t) the indicator function of the interval[
l−1
m ,
l
m
)
and identify the function
g(t, x) =
m∑
k=1
Il,m(t)ηk(x) ∈ Ym
with the vector η = (η1, . . . , ηm) ∈ Xm, then we can write
fm(m
−1, 0,ηm) = PFR1(g). (3.10)
Combining (3.9) and (3.10), we conclude that there is a finite-dimensional sub-
space Y ⊂ Ym such that
fm(m
−1, 0, Y ) ⊃ BF (1).
Sard’s theorem now implies that the derivative
(Dηmfm)(m
−1, 0,ηm) : Xm → F
is surjective for at least one point η0m ∈ Xm. Since (Dηmfm)(T, 0,η
0
m) is an
analytic function with respect to T > 0, we see that there is a discrete set
T ⊂ R∗+ such that
(Dηmfm)(T, 0,η
0
m) : Xm → F is surjective for any T /∈ T . (3.11)
Step 3. We can now verify property (C). Let us fix any T /∈ T and R > 0.
We claim that if an integer l ≥ 1 is sufficiently large and k = l +m, then the
linear operator (3.7) is surjective for ηk = (0, . . . , 0,η
0
m) and any u0 ∈ BH(R).
Indeed, the definition of fk implies that
fk(T, u0,η
0
k) = fm(T, u(lT ),η
0
m),
where u(t) is the solution of (3.1), (3.3) with g ≡ 0. It follows that
Im{(Dηkfk)(T, u0,η
0
k)} ⊃ Im{(Dηmfm)(T, u(lT ),η
0
m)} (3.12)
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where Im{A} denotes the image of a linear operator A. In view of (3.11) and
the continuity of Dηmfm, we can find r > 0 such that
Im{(Dηmfm)(T, v,η
0
m)} = F for any v ∈ BH(r), (3.13)
Furthermore, the dissipation property of the homogeneous Navier–Stokes system
implies that
u(lT ) ∈ BH(r) for any u0 ∈ BH(R). (3.14)
where l = l(R, T ) ≥ 1 is sufficiently large. Combining (3.12) – (3.14), we arrive
at the required result.
Remark 3.3. Analysing the proof given above, it is possible to establish the
following property, which shows that the “bad” subset T constructed in Theo-
rem 3.1 cannot accumulate to zero if we allow the integer k to depend on T :
• For any constant ν > 0 and any finite-dimensional subspace F ⊂ H there
is T0 > 0 such that if T ∈ (0, T0] and R > 0, then for any u ∈ BH(R) and
an appropriate integer k = k(ν, F,R, T ) ≥ 1 the distribution of PFSkT (u)
possesses a density with respect to ℓF and continuously depends on u in
the total variation norm.
We now study stationary solutions of (3.1), (3.2). Since {ηk} are i.i.d. ran-
dom variables in H , for any deterministic initial function u0 the sequence
{u(kT ), k ≥ 0} is a Markov chain. Thus, the set of all solutions restricted
to the times kT form a Markov family in H . Let Pk(u,Γ) be the correspond-
ing transition function and let P∗k be the Markov operator associated with Pk.
Using standard a priori estimates for solutions of the Navier–Stokes system and
applying the Bogolyubov–Krylov argument (e.g., see [Has80]), one can show
that P∗k has at least one stationary distribution µ:
P∗kµ = µ for all k ≥ 1. (3.15)
A simple consequence of Theorem 3.1 is the following result:
Corollary 3.4. Suppose that the conditions of Theorem 3.1 are fulfilled. Let
F ⊂ H be a finite-dimensional subspace and let T /∈ T (ν, F ). Then for any
stationary measure µ the projection PFµ possesses a density with respect to the
Lebesgue measure on F .
Proof. Let Γ ⊂ F be a Borel set of zero Lebesgue measure and let ε > 0. Choose
a constant R > 0 so large that
µ(BH(R)) ≥ 1− ε. (3.16)
By assertion (i) of Theorem 3.1, we can find an integer k ≥ 1 such that
(PFPk)(u,Γ) = 0 for all u ∈ BH(R). (3.17)
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Combining (3.15) – (3.17), we derive
PFµ(Γ) =
∫
H
(PFPk)(u,Γ)µ(du) =
∫
Bc
H
(R)
(PFPk)(u,Γ)µ(du) ≤ µ(B
c
H(R)) ≤ ε,
where BcH(R) denotes the complement of BH(R). Since ε > 0 was arbitrary, we
conclude that PFµ(Γ) = 0. This completes the proof of the corollary.
3.2 Navier–Stokes equations with a non-degenerate ran-
dom perturbation
In this subsection, we consider the NS system (3.1) with a right-hand side of
the form
g(t, x) = h(t, x) + η(t, x). (3.18)
We assume that h ∈ L2loc(R+, H) is a deterministic function and η is a random
process whose trajectories belongs to L2loc(R+, H0), where H0 ⊂ H is a closed
subspace. Denote by µT , T > 0, the distribution of the restriction of η to the
interval JT and by St : H → H the random operator that takes each u0 ∈ H
to u(t), where u ∈ X is the solution of (3.1), (3.3), (3.18).
Theorem 3.5. There is an integer N ≥ 1 not depending on ν > 0 such that
if h ∈ L2loc(R+, H) is a given function, T > 0 is a constant, H0 ⊂ H is a
subspace containing HN , and µT is a decomposable measure on L
2(JT , H0) sat-
isfying property (P), then for any u0 ∈ H and any positive t ∈ JT the following
statements take place. 2
(i) Let F ⊂ H be a finite-dimensional subspace and let λu(t) be the distribu-
tion of PFSt(u). Then λu(t)≪ ℓF .
(ii) The measure λu(t) continuously depends on u ∈ H in the total variation
norm.
Proof. Both assertions are straightforward consequences of Theorem 2.2 and
Propositions 4.2 and 4.5. Indeed, let ft : H × L2(JT , H) → F be the operator
that takes each pair (u0, η) to PFu(t), where u ∈ XT is the solution of prob-
lem (3.1), (3.3), (3.18) with deterministic functions h and η. By assumption,
the distribution µT of the restriction of η to JT satisfies condition (P), and by
Proposition 4.2, the operator ft is analytic with respect to (u0, η). Further-
more, taking into account Proposition 4.5 and repeating the argument used in
Section 3.1, for any u ∈ H and any positive t ∈ JT we can find a ball Bu in
a finite-dimensional subspace Xu ⊂ L2(JT , H) such that ft(u,Bu) ⊂ F has at
least one interior point. Thus, the conditions of Theorem 2.2 are fulfilled, and
we can conclude that assertions (i) and (ii) hold.
2See Remark 3.2 for a more precise description of N .
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Example 3.6. Let us consider an example of a random force η(t, x) for which the
hypotheses of Theorem 3.5 are satisfied for any T > 0. LetH0 ⊂ H be any finite-
dimensional subspace and let {η(t), t ≥ 0} be a homogeneous Gaussian process
in H0 with a correlation function K(t). (For the existence of such a process,
see [GS80, Chapter 3].) Suppose that K(t) is a positive-definite operator for
any t ≥ 0. Then, for any T > 0, the distribution of the restriction of η to JT
is a non-degenerate Gaussian measure. As is explained in Example 1.4, such a
measure satisfies property (P).
3.3 Navier–Stokes equations perturbed by a white noise
This subsection is devoted to studying the NS system (3.1), (3.18), in which
h ∈ L2loc(R+, H) is a deterministic function and η(t, x) is a random process
white in time and H2-regular in the space variables. More precisely, we define
the space U = V ∩ H2(T2,R2) endowed with the H2-norm and assume that
there is a non-negative nuclear operator Q ∈ L(U) such that
η(t, x) =
∂
∂t
ζ(t, x), (3.19)
where ζ is a Gaussian process in U with continuous trajectories and the covari-
ance operator
K(t, s) = (t ∧ s)Q, t, s ≥ 0.
It follows that
ζ(t, x) =
∞∑
j=1
bjβj(t)gj(x),
where {gj} is an orthonormal basis in U formed of the eigenvectors of Q, b2j is
the eigenvalue of Q corresponding to gj, and {βj} is a sequence of independent
standard Brownian motions. It is well known (see [VF88, Fla94]) that for almost
every value of the random parameter the Cauchy problem for (3.1), (3.18), (3.19)
has a unique solution in the space X , and we denote by St : H → H its resolving
(random) operator.
Theorem 3.7. There is an integer 3 N ≥ 1 not depending on ν > 0 such that
if h ∈ L2loc(R+, H) is a given function and the image of Q contains HN , then
for any u0 ∈ H and t > 0 assertions (i) and (ii) of Theorem 3.5 hold, and
suppλu(t) = F. (3.20)
Proof. Step 1. Let us fix T > 0 and study our problem on the interval JT . The
solution of (3.1), (3.3), (3.18), (3.19) can be represented in the form u = v + ζ,
where v ∈ XT is a solution of the problem
v˙+νLv+B(v, v)+B(v, ζ)+B(ζ, v) = h(t)−νLζ−B(ζ, ζ), v(0) = u0. (3.21)
3A more precise description of N can be found in Remark 3.2
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Let F : H × L2(JT , U)→ XT be the operator that takes (u0, ζ) to the solution
v ∈ XT of (3.21). Using standard methods of the theory of 2D NS equations,
one can show that F is well defined and analytic (cf. Proposition 4.2). Thus,
denoting by Ft(u0, ζ) the restriction of F(u0, ζ) to the time t, we can write
PFu(t) = PF ζ(t) + PFFt(u0, ζ) =: ft(u0, ζ).
It follows that λu0 (t) = D(PFu(t)) is the image of µT under the analytic
map ft(u0, ·), where µT is the distribution of the restriction of ζ to JT . Hence,
assertions (i) and (ii) of Theorem 3.5 will be established if we show that the
hypothesis of Theorem 2.2 are satisfied.
Step 2. Let us regard µT as a measure on L
2(JT , U0), where U0 denote the
closure in U of the image of Q. In this case, µT is a non-degenerate Gaussian
measure that satisfies property (P) (see Examples 1.2 and 1.4). We claim that
for any u0 ∈ H , t ∈ JT \ {0}, and r > 0 there is a ball Bu0 = Bu0(t, r) in a
finite-dimensional subspace of L2(JT , HN ) such that
ft(u0, Bu0) ⊃ BF (r). (3.22)
Indeed, for any deterministic function ξ ∈ C1(JT , HN ), we can write
u(t) = ξ(t) + Ft(u0, ξ) = Rt(u0, ξˆ), (3.23)
where Rt is the resolving operator for the NS system (see Section 4.3) and
ξˆ = ∂tξ. It follows from Proposition 4.5 (cf. Step 2 in the proof of Theorem 3.1)
that if N ≥ 1 is sufficiently large, then there is a ball B̂u0 in a finite-dimensional
subspace of C(JT , HN ) such that
PFRt(u0, B̂u0) ⊃ BF (r). (3.24)
It is clear that the image of B̂u0 under the linear operator ξˆ 7→
∫ ·
0
ξˆ(s) ds is con-
tained in a finite-dimensional ball Bu0 . Combining this with (3.23) and (3.24),
we arrive at (3.22). Hence, Theorem 2.2 is applicable, and we obtain asser-
tions (i) and (ii).
Step 3. Relation (3.20) is a standard consequence of controllability, and
we confine ourselves to outlining its proof. Let y ∈ F be an arbitrary point
and ε > 0. We wish to show that
λu0(t)(BF (y, ε)) > 0. (3.25)
In view of (3.22), there is ξ0 ∈ L2(JT , HN ) such that ft(u0, ξ0) = y. By conti-
nuity, there is δ > 0 such that if
‖ξ − ξ0‖L2(JT ,U) ≤ δ, (3.26)
then ‖ft(u0, ξ) − ft(u0, ξ0)‖F ≤ ε. Since µT is non-degenerate, it follows
from (1.7) that
µT
(
{ξ ∈ L2(JT , U0) : ξ satisfies (3.26)}
)
> 0 for any δ > 0.
This implies the required property (3.25). The proof is complete.
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Remark 3.8. It is established in [AS06] that the 2D Euler equations considered
in the spaceHs(T2,R2) with s ≥ 2 possesses the property of exact controllability
for observed projections (cf. Section 4.3). Using this fact, one can show that
some results similar to those in Theorems 3.5 and 3.7 are true for the Euler
equations. This will be done in a forthcoming publication.
As in the case of the NS system perturbed by the piecewise-constant random
force (3.2), Theorem 3.7 readily implies the existence of a density with respect
to the Lebesgue measure for finite-dimensional projections of any stationary
distribution. Namely, consider Eq. (3.1) with the right-hand side
g(t, x) = h(x) + η(t, x), (3.27)
where h ∈ H is a deterministic function and η is a random process of the
form (3.19). In this case, problem (3.1), (3.27) generates a Markov family
in the space H , which has at least one stationary measure (e.g., see [Fla94]).
The proof of the following result is similar to that of Corollary 3.4 and will be
omitted.
Corollary 3.9. Under the conditions of Theorem 3.7, for any deterministic
function h ∈ H, any stationary measure µ, and any finite-dimensional sub-
space F ⊂ H, the projection PFµ possesses an almost everywhere positive den-
sity with respect to the Lebesgue measure on F .
4 Appendix
4.1 Small perturbations of smooth functions
Let E and F be finite-dimensional vector spaces, let D ⊂ E be an open subset,
and let f : D → F be an infinitely differentiable function.
Proposition 4.1. Suppose that f(D) has a non-empty interior. Then there
is ε > 0 such that if g : D → F is a continuous function satisfying the inequality
sup
x∈D
‖f(x)− g(x)‖F ≤ ε, (4.1)
then g(D) has a non-empty interior.
Proof. Since the interior of f(D) is non-empty, Sard’s theorem (see [Ste83])
implies that f has at least one regular point x0 ∈ D. Let us set y0 = f(x0) and
assume, without loss of generality, that x0 = 0 and y0 = 0. We can represent E
as a direct sum E = E1 ∔E2 such that the restriction of the derivative Df(x0)
to E1 is an isomorphism from E1 onto F . The required assertion will be proved if
we show that for any continuous function g : D → F satisfying (4.1) with ε≪ 1
the interior of g(D ∩ E1) is non-empty. To this end, denote by f1 and g1 the
restriction of f and g to D ∩ E1 and note that if δ > 0 is sufficiently small,
then degδ f1 = 1, where degδ h denotes the degree of a continuous function
h : D ∩ E1 → F with the respect to the ball BE1(δ). It follows that if g
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satisfies (4.1) with sufficiently small ε, then degδ g1 = degδ f1. Since y = 0 is a
regular point of f1, we can find r > 0 such that any point y ∈ F with norm not
exceeding r has a preimage under g1. This shows that the interior of g1(D) is
non-empty. The proposition is proved.
4.2 Resolving operator for the Navier–Stokes equations
Let us consider the Navier–Stokes system (3.1) supplemented with the initial
condition (3.3). It is well-known [CF88] that if u0 ∈ H and g ∈ L1(JT , H) for
some T > 0, then problem (3.1), (3.3) has a unique solution
uν ∈ XT := C(JT , H) ∩ L
2(JT , V ).
Let R∗+ = (0,∞) and let R : R
∗
+ ×H × L
1(JT , H) → XT be an operator that
takes (ν, u0, f) to the solution uν ∈ XT . The following result on analyticity of R
is established4 in [Kuk82].
Proposition 4.2. The operator R is analytic on the domain of its definition.
We now consider the problem (3.1) – (3.3), in which T > 0 is a parameter
and {ηk} ⊂ H is a sequence of deterministic functions. For any integer k ≥ 1,
we set H k = H × · · · ×H (k times) and define the operator
Sk : R
∗
+ ×H ×H k → H, (T, u0,ηk)→ u(kT ), (4.2)
where ηk = (η1, . . . , ηk) ∈ H k and u(t) denotes the solution of (3.1) – (3.3).
Corollary 4.3. For any integer k ≥ 1, operator (4.2) is analytic on the domain
of its definition.
Proof. Let us rewrite (3.1) in the form
u˙+ νLu+B(u, u) =
∞∑
k=1
I[k−1,k)(t/T )ηk(x), (4.3)
where I[k−1,k) stands for the indicator function of [k − 1, k). Performing the
change of variables u(t) = T−1v(s), s = t/T , in Eqs. (4.3) and (3.3), we arrive
at the problem
∂sv + TνLv +B(v, v) = T
2gˆ(s, x), v(0) = Tu0,
where gˆ(s, x) =
∑
k I[k−1,k)(s)ηk(x). It follows that
Sk(T, u0,ηk) = T
−1Rk(Tν, Tu0, T
2gˆ),
where Rt(ν, u0, f) denotes the restriction of R(ν, u0, f) to the time t. The
required result follows now from Proposition 4.2.
4In [Kuk82], the analyticity of R is proved for a fixed ν > 0. However, an unessential
modification of the proof enables one to handle the general case.
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4.3 A controllability property of the Navier–Stokes equa-
tions
Recall that JT = [0, T ] and that HN ⊂ H denotes the vector space spanned by
the first N eigenfunctions of the Stokes operator L. Consider the Navier–Stokes
system (3.1), (3.18) where h ∈ L2(JT , H) is a given function and η ∈ L2(JT , HN )
is a control function. In this subsection, we assume that the viscosity ν > 0 and
the function h are fixed and denote by Rt : H × L2(JT , H) → H the operator
that takes (u0, η) to the function u(t), where u ∈ XT is the solution of (3.1),
(3.3), (3.18).
Let F ⊂ H be a finite-dimensional subspace, let PF : H → F be the orthog-
onal projection in H onto F , and let T > 0 be a constant.
Definition 4.4. Problem (3.1), (3.18) is said to be controllable in time T for
the projection to F if PFRT (u0, L2(JT , HN )) ⊃ F for any u0 ∈ H .
Problem (3.1), (3.18) is said to be solidly controllable in time T for the
projection to F if for any R > 0 and u0 ∈ H there is a constant ε > 0 and a
compact subset K = K(R, u0) ⊂ L2(JT , HN ) such that Φ(K) ⊃ BF (R), where
Φ : K → F is an arbitrary continuous map satisfying the inequality
sup
η∈K
‖Φ(η) − PFRT (u0, η)‖F ≤ ε.
Proposition 4.5. There is an integer N ≥ 1 not depending on ν and h such
that for any T > 0 and any finite-dimensional subspace F ⊂ H the Navier–
Stokes system (3.1), (3.18) is solidly controllable in time T for the projection
to F .
In the case h ≡ 0, this result is established in [AS05, AS06]. The general
situation can be treated by the same argument.
We now give a more precise description of the integer N entering Proposi-
tion 4.5. To this end, it is convenient to index the trigonometric basis in H by
the elements of Z2. Namely, we write j = (j1, j2) ∈ Z2 and set
ej(x) = sin(jx) j
⊥ for j1 > 0 or j1 = 0, j2 > 0,
ej(x) = cos(jx) j
⊥ for j1 < 0 or j1 = 0, j2 < 0,
e10(x) = (1, 0), e
2
0(x) = (0, 1),
where j⊥ = (−j2, j1). The family E = {ei0, ej , i = 1, 2, j ∈ Z
2\{0}} is a complete
set of eigenfunctions for the Stokes operator L and, hence, is an orthogonal basis
in H .
For any symmetric subset K ⊂ Z2 containing the point (0, 0), we write
K0 = K and define Ki with i ≥ 1 as the union of Ki−1 and the family of vectors
l ∈ Z2 for which there are m,n ∈ Ki−1 such that
l = m+ n, |m| 6= |n|, m ∧ n 6= 0,
where m ∧ n = m1n2 −m2n1.
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Definition 4.6. A symmetric subset K ⊂ Z2 containing (0, 0) is said to be
saturating if ∪i≥0Ki = Z2.
For any subset K ⊂ Z2, we denote by HK the vector space spanned by
the family {e10, e
2
0, ej , j ∈ K \ 0}. The following result is a refined version of
Proposition 4.5 (see [AS05, AS06]).
Proposition 4.7. Let K ⊂ Z2 be a saturating subset. Then for any positive
constant ν and T , any function h ∈ L2(JT , H), and any finite-dimensional
subspace F ⊂ H, the Navier–Stokes system (3.1), (3.18) with η ∈ L2(JT , HK)
is solidly controllable in time T for the projection to F .
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