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1 Introduction
Many problems can be displayed as a self-adjoint operator equation
Au = F ′(u), u ∈ D(A) ⊂ H, (OE)
where H is an infinite-dimensional separable Hilbert space, A is a self-adjoint operator
on H with its domain D(A), F is a nonlinear functional on H, such as Dirichlet problem
for Laplace’s equation on bounded domain, periodic solutions of Hamiltonian systems,
nonlinear Dirac equations, system of diffusion equations, Schro¨dinger equation, periodic
solutions of wave equation and so on. By variational method, we know that the solutions
of (OE) correspond to the critical points of a functional on a Hilbert space. So we can
transform the problem of finding the solutions of (OE) into the problem of finding the
aPartially supported by NNSF of China(11301148).
bCorresponding author. Partially supported by NNSF of China(11471170).
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critical points of a functional. Many theories have been developed to do so. Among these
theories, Morse theory is one of the remarkable theories, and it has a great advantage in
displaying the relationship between the global and local behavior of the functional.
Morse theory can be used directly in Dirichlet problem for Laplace’s equation on
bounded domain and periodic solutions of second order Hamiltonian systems, since the
Morse indices of the critical points are finite. But for the problems of periodic solutions
of first order Hamiltonian systems, Schro¨dinger equations, wave equations, Morse theory
cannot be used directly because in these situations the functionals are strongly indefinite
in the sense that they are unbounded from above and below and the Morse indices at
the critical points of these functionals are infinite. Fortunately, some methods have been
developed to deal with these situations, such as Galerkin approximation methods, saddle
point reduction(a kind of Lyapunov-Schmidt procedure, see e.g Amann[2], Amann and
Zehnder[3] and Chang[7]), dual variational methods and convex analysis theory (see e.g
Aubin and Ekeland [5], Ekeland[26], Ekeland and Temam [29]). By these methods, the
solutions of (OE) correspond to the critical points of functionals with finite relative Morse
indices, then one can use Morse theory to find the solutions of (OE).
Related to Morse theory, the relative index theory is worth to pay close attention. By
the work [25] of I. Ekeland, an index theory for convex linear Hamiltonian systems was
established. By the works [12, 38, 39, 40] of Conley, Zehnder and Long, an index theory
for symplectic paths was introduced. These index theories have important and extensive
applications, e.g [23, 27, 28, 36, 43]. In [41, 42] Long and Zhu defined spectral flows for
paths of linear operators and redefined Maslov index for symplectic paths. Additionally,
Abbondandolo defined a relative Morse index theory for Fredholm operator with compact
perturbation (see[1] and the references therein). Chen and Hu defined the Maslov index
for homoclinic orbits of Hamiltonian systems in [9]. In the study of the L-solutions (the
solutions starting and ending at the same Lagrangian subspace L) of Hamiltonian systems,
the second author of this paper introduced in [34] an index theory for symplectic paths
using the algebraic methods and gave some applications in [34, 35]. Then this index had
been generalized by the authors of this paper and Lin in [37].
In addition to the above index theories defined for specific forms, Dong in [24] devel-
oped an index theory for abstract operator equations (OE). As an essential condition, he
assumed that the embedding D(A) →֒ H was compact. As applications, he considered
the second order Hamiltonian systems, elliptic partial differential equations and first order
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Hamiltonian systems. Recently, the authors of this paper in [53, 54] defined their index
theory for abstract operator equations (OE) by relative Fredholm index and spectral flow.
We also needed the condition of compact embedding D(A) →֒ H. As applications, we
considered delay differential system and a kind of infinite dimensional Hamiltonian sys-
tems. But for the cases of wave equations, beam equations and so on, the above two index
theories will not work, since the corresponding operators have essential spectrum and the
condition of compact embedding will not be satisfied.
In order to overcome this difficulty, if the operator A has no compact resolvent, in [55]
we considered three cases in this situation, and defined the index pairs (i+A(B), ν
+
A (B)),
(i−A(B), ν
−
A (B)) and (i
0
A(B), ν
0
A(B)). Roughly speaking, we defined the index pairs
(i+A(B), ν
+
A (B)) and (i
−
A(B), ν
−
A (B)) by the method of dual variational and defined the
index pair (i0A(B), ν
0
A(B)) by the method of saddle point reduction. We give the applica-
tions of (i+A(B), ν
+
A (B)) and (i
−
A(B), ν
−
A (B)) for wave equation but have no applications of
(i0A(B), ν
0
A(B)).
We now return to the third case considered in [55] where the index pair (i0A(B), ν
0
A(B))
was defined via saddle point reduction method. In this paper, we will define an index pair
(iA(B), νA(B)) by using the dual variational method just for the operator pair (A,B) (see
Section 2). Briefly speaking, letH be an infinite dimensional separable Hilbert space, A is
an unbounded self-adjoint operator onH with its essential spectrum σe(A)∩(a, b) = ∅, for
any bounded self-adjoint operator B on H with its spectrum satisfying σ(B) ∈ (a, b), we
will define the index pair (iA(B), νA(B)). Of course, we will show the relationship between
the indices defined by different methods and give the relation of the index theory with the
spectral flow of the related operator. Finally, we apply the index (iA(B), νA(B)) to study
the existence and multiplicity of homoclinic orbits of nonlinear Hamiltonian systems and
solutions of nonlinear Dirac equations in Section 3.
Application A: existence and multiplicity of homoclinic orbits of nonlinear Hamiltonian
system. Consider the first order Hamiltonian system{
z˙(t) = J∇zH(t, z),
lim
t→∞
z(t) = 0, (HS)
where z ∈ R2N , J =
(
0 −IN
IN 0
)
with IN the identity map on RN and H ∈
C1(R × R2N ,R). The solutions of (HS) are called homoclinic orbits of nonlinear Hamil-
tonian system. As a special case of dynamical systems, Hamiltonian systems are very
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important in the study of gas dynamics, fluid mechanics, relativistic mechanics and nu-
clear physics. However it is well known that homoclinic solutions play an important role in
analyzing the chaos of Hamiltonian systems. If a system has the transversely intersected
homoclinic solutions, then it must be chaotic. If it has smooth connected homoclinic
solutions, then it cannot stand the perturbation, and its perturbed system probably pro-
duces chaotic phenomena. Therefore, it is of practical importance and mathematical
significance to consider the existence of homoclinic solutions of Hamiltonian systems em-
anating from the origin. The existence and multiplicity of homoclinic orbits for the first
order system were studied extensively by means of critical point theory, and many re-
sults were obtained under the assumption that H(t, z) depends periodically on t (see
[4, 10, 13, 16, 22, 33, 45, 46, 48, 49, 50, 51, 52, 56] and the references therein). As authors
known, the periodicity is used to protect some kind of compactness such as the (PS)
condition. Without assumptions of periodicity the problem is quite different in nature.
To the best of our knowledge, the authors in [17] firstly obtained the existence of homo-
clinic orbits for a class of first order systems in the non-periodic case. They assume the
Hamiltonian function H(t, z) has the following form
H(t, z) =
1
2
(L(t)z, z) +R(t, z). (1.1)
provided that L has a special form and R(t, z) satisfies some kind of superquadratic or
subquadratic growth conditions at infinity with respect to z. Then in [15] by assuming
that L satisfies a more general condition and R(t, z) is asymptotically quadratic at infinity
with respect to z, they also obtained the existence and multiplicity of homoclinic orbits.
Additionally, there are also a few papers devoted to the non-periodic case(see [18, 47, 57,
58]).
In [15], for any 2N × 2N matrix M , they say M ≥ 0 if and only if
min
ξ∈R2N ,|ξ|=1
Mξ · ξ ≥ 0,
and denote M  0 if and only if M ≥ 0 does ont hold. Assume
(L). There exists b > 0 such that the set Λb := {t ∈ R : J0L(t)− b  0} is nonempty and
has finite measure, where J0 =
(
0 IN
IN 0
)
.
Assume H has the form (1.1), let
A := −(J
d
dt
+ L(t)), (1.2)
then A is self-adjoint on L2(R,R2N). We have the following lemma.
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Lemma 1.1. [15, Proposition 2.1] Assume (L) is satisfied, then
σe(A) ⊂ R \ (−bmax, bmax)
with
bmax := sup{b : |Λ
b| <∞}.
In this part let the Hilbert space H := L2(R,R2N), Ls(H) the bounded self-adjoint
operators on H and
Ls(H,−bmax, bmax) := {B ∈ Ls(H)|σ(B) ∈ (−bmax, bmax)}.
Lemma 1.1 motivates us that our index (iA(B), νA(B)) (B ∈ Ls(H,−bmax, bmax)) can be
used here to study the existence and multiplicity of homoclinic orbits. Denote Ls(R2N )
the set of all 2N ×2N symmetric matrices and B ⊂ C(R,Ls(R2N )) the set of all bounded
symmetric 2N × 2N matrix functions. For any B ∈ B, it is easy to see B determines a
bounded self-adjoint operator on H, by
z(t) 7→ B(t)z(t), ∀z ∈ H, (1.3)
without confusion, we still denote this operator by B, that is to say we have the continuous
embedding B →֒ Ls(H). Assume R ∈ C
2(R × R2N ,R) in (1.1) satisfying the following
conditions
(R0) ∇zR(t, 0) ≡ 0, and B0:=∇
2
zR(t, 0) ∈ B ∩ Ls(H,−bmax, bmax).
(R1) There exists a constant δ > 0 such that
(−bmax + δ)Id < ∇
2
zR(t, z) < (bmax − δ)Id, ∀(t, z) ∈ R× R
2N .
(R±2 ) There exist B1, B2 ∈ B ∩ Ls(H,−bmax, bmax) with ±B1 < ±B2, iA(B1) = iA(B2)
and νA(B1) = νA(B2) = 0, such that
±∇2zR(t, z) ≥ ±B1(t), ∀(t, z) ∈ R× R
2N
and
±∇2zR(t, z) ≤ ±B2(t), |(t, z)| > K
for some constant K > 0.
Then we have the following result.
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Theorem 1.2. Assume (L) is satisfied, R ∈ C2(R × R2N ,R) satisfies conditions (R0),
(R1) and (R
±
2 ), if
iA(B0) > iA(B2)(or iA(B0) + ν(B0) < iA(B1)),
then (HS) has a nontrivial homoclinic orbit. Further more, if R satisfies more conditions,
we will get more results.
A. If ∇2zR is globally Lipschitz continuous on z, that is to say there exists a constant
LR > 0,such that
|∇2zR(t, z1)−∇
2
zR(t, z2)| ≤ LR|z1 − z2|, ∀(t, z) ∈ R× R
2N ,
and νA(B0) = 0, then (HS) has another nontrivial homoclinic orbit different from the
above one.
B. If R is even in z, then (HS) has iA(B0)− iA(B2)(or iA(B1)− iA(B0)− ν(B0)) pairs of
nontrivial homoclinic orbit.
Compared to the known results, we note that in [15, 47], where the condition R ≥ 0
is required and the authors used some spectral requirements to act as the twisting condi-
tions at the origin and the infinity on R. Here we use the indices to state the the twisting
conditions. We note that in [9], the authors developed an index theory for homoclinic
solutions of first order Hamiltonian systems but with no application to study the existence
and multiplicity. Our this work is the first one to apply index theory to study the exis-
tence and multiplicity of homoclinic solutions for first order Hamiltonian systems without
compactness assumption.
Application B: existence and multiplicity of solutions of Nonlinear Dirac equations. Non-
linear Dirac equations occur in the attempt to model extended relativistic particles with
external fields, in a general form, such equations are given by
−i~∂tψ = ic~
3∑
k=1
αk∂kψ −mc
2βψ −M(x)ψ +Gψ(x, ψ), (D)
where x = (x1, x2, x3) ∈ R3, ∂k = ∂∂xk
, c denotes the speed of light, m > 0 is the mass
of the electron, ~ denotes Planck’s constant, M(x) is the matrix potential and in the
nonlinearity term G : R3 × C4 → R represents a nonlinear self-coupling. A solution
ψ : R × R3 → C4 of (D) is a wave function which represents the state of a relativistic
6
electron. Furthermore, α1, α2, α3 and β are 4× 4 complex matrices whose standard form
(in 2× 2 blocks) is
β =
(
I 0
0 −I
)
, αk =
(
0 σk
σk 0
)
, k = 1, 2, 3
with
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
One verifies that β = β∗, αk = α∗k, αkαl + αlαk = 2δkl and αkβ + βαk = 0, due to these
relations, the linear operator H0 := −ic~
3∑
k=1
αk∂k +mc
2β is a symmetric operator, such
that H20 = −c
2~2∆ + m2c4. The stationary solutions of equation (D) are found by the
Ansatz ψ(t, x) = e
iθt
~ z(x). Then z : R3 → C4 satisfies the equation
−ic~
3∑
k=1
αk∂kz +mc
2βz +M(x)z = Gz(x, z)− θz.
Now we re-written the above equation by
−i
3∑
k=1
αk∂kz + V (x)βz = Hz(x, z). (DE)
with α∗(∗ = 1, 2, 3) and β defined above, V : R3 → R and H : R3 × C4 → R.
In [44], Merle study the problem (DE) with a constant potential V (x) = ω and non-
linear term F representing the so called Soler model. In [30], it seems that Esteban and
Se´re´ were pioneers in using variational methods to study Soler model. But it’s worth to
note that the method used in [30] doesn’t work in the case of non-autonomous systems
which are important in quantum mechanics. Then Bartsch and Ding in [6] studied the
existence and multiplicity of the non-autonomous Dirac equations by their critical point
theories for strongly indefinite problems. Compared with the periodic assumption of V
and H in [6], Ding and Ruf in [20] studied the existence and multiplicity of solutions of
(DE) with non-periodic assumption. After that, there are many works dedicated to study
the Dirac equation with V and H satisfying several different hypotheses (see [19, 21, 32]
and the references therein).
Motivated by [6] and [20], we study the existence and multiplicity of solutions of (DE)
with non-periodic assumption and the assumptions on H are different from the known
results. We assume
(V ) V ∈ C1(R3,R), there exists b > 0 such that
V b := {x ∈ R3 : V (x) ≤ b}
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has finite measure and denote by bmax := sup{b, |V
b| <∞}.
Without confusion, in this part, denote H := L2(R3,C4) and
A := −i
3∑
k=1
αk∂k + V (x)β, (1.4)
which is a unbounded self-adjoint operator on H, then we have the following result.
Lemma 1.3. [6, Lemma 3.1] If V satisfies condition (V ) then
σe(A) ∈ R \ (−bmax, bmax).
Define Ls(H,−bmax, bmax) as above, denote Ls(C4) the symmetry linear map from C4
to C4, here we regard C4 as R8. Redefine B ⊂ C(R3, Ls(C4)) here the set of all bounded
matrix functions. Similarly, it is easy to see for any B ∈ B, it determines a bounded
self-adjoint operator on H, by
z(x) 7→ B(x)z(x), ∀z ∈ H, (1.5)
without confusion, we still denote this operator by B, that is to say we have the continuous
embedding B →֒ Ls(H). Besides, for any B1, B2 ∈ B, B1 ≤ B2(or B1 < B2) means that
B2(x) − B1(x) is semi-positive( or positive) define in Ls(C4) for all x ∈ R3. Assume
H ∈ C2(R3 × C4,R) satisfying the following conditions
(H0) ∇zH(x, 0) ≡ 0, and B0:=∇
2
zH(x, 0) ∈ B ∩ Ls(H,−bmax, bmax).
(H1) There exists a constant δ > 0 such that
−bmax + δ < ∇
2
zH(x, z) < bmax − δ, ∀(x, z) ∈ R
3 × C4.
(H±2 ) There exist B1, B2 ∈ B ∩ Ls(H,−bmax, bmax) with ±B1 < ±B2, iA(B1) = iA(B2)
and νA(B1) = νA(B2) = 0, such that
±∇2zH(x, z) ≥ ±B1(x), ∀(x, z) ∈ R
3 × C4
and
±∇2zH(x, z) ≤ ±B2(x), ∀x ∈ R
3 and |(x, z)| > K
for some constant K > 0.
Then we have the following result.
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Theorem 1.4. Assume (V) is satisfied, H ∈ C2(R3 × C4,R) satisfies conditions (H0),
(H1) and (H
±
2 ), if
iA(B0) > iA(B2)(or iA(B0) + ν(B0) < iA(B1)),
then (DE) has a nontrivial solution. Further more, if H satisfies more conditions, we
will get more results.
A. If ∇2zH is globally Lipschitz continuous on z and νA(B0) = 0, then (DE) has another
nontrivial solution different from the above one.
B. If H is even in z, then (DE) has iA(B0)− iA(B2)(or iA(B1)− iA(B0)− νA(B0)) pairs
of nontrivial solutions.
Compared to the known results, in [6, 20] they assume the nonlinear term to be periodic
in variable x or satisfying some positive condition. In Theorem 1.4, briefly speaking, we
require that ∇2zH lies in the gape of σess(A) such that the index pair is well defined. It is
the first attempt to study the existence and multiplicity of solutions for Dirac equations
via index theory.
2 The definition of index pair
In this section, we will define the index pair (iA(B), νA(B)) by the method of dual varia-
tional, then we will give the relationship between different definitions and the concept of
spectral flow.
Let H be an infinite dimensional separable Hilbert space with inner product (·, ·)H
and norm ‖ · ‖H.
Denote by O(H) the set of all linear self-adjoint operators on H. For A ∈ O(H), we
denote by σ(A) the spectrum of A and σe(A) the essential spectrum of A. We define three
subsets of O(H) as follows
O−e (µ) = {A ∈ O(H)| σe(A) ∩ (−∞, µ) = ∅ and σ(A) ∩ (−∞, µ) 6= ∅},
O+e (µ) = {A ∈ O(H)| σe(A) ∩ (µ,+∞) = ∅ and σ(A) ∩ (µ,+∞) 6= ∅},
O0e(a, b) = {A ∈ O(H)| σe(A) ∩ (a, b) = ∅ and σ(A) ∩ (a, b) 6= ∅}.
We note that if µ = +∞ and A ∈ O−e (µ), then σe(A) = ∅. If σe(A) 6= ∅ and A ∈ O
−
e (µ)
for some µ, then −∞ < µ < +∞ is a real number. Setting λ− = inf(σe(A)), we have
−∞ < λ− < +∞ is real number and A ∈ O−e (λ
−). Similarly, if µ = −∞ and A ∈ O+e (µ),
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then σe(A) = ∅. If σe(A) 6= ∅ and A ∈ O
+
e (µ) for some µ, then −∞ < µ < +∞ is a
real number. Setting λ+ = sup(σe(A)), we have −∞ < λ
+ < +∞ is real number and
A ∈ O+e (λ
+). If the operator A is fixed and A ∈ O−e (µ) or A ∈ O
+
e (µ), we always write it
in A ∈ O−e (λ
−) or A ∈ O+e (λ
+) with λ∓ in the above sense. We remind that inf ∅ = +∞
and sup ∅ = −∞.
Let A ∈ O(H) satisfying σ(A) \ σe(A) 6= ∅. Now, we consider the following cases:
Case 1. A ∈ O−e (λ
−), λ− = inf(σe(A)).
Case 2. A ∈ O+e (λ
+), λ+ = sup(σe(A)).
Case 3. A ∈ O0e(λa, λb), −∞ < λa < λb < +∞.
Denote Ls(H) the set of all linear bounded self-adjoint operators onH. Corresponding
to case 1, case 2 and case 3, define L−s (H, λ
−), L+s (H, λ
+) and L0s(H, λa, λb) three subsets
of Ls(H) respectively by
L−s (H, λ
−) = {B ∈ Ls(H), B < λ− · I}, (2.1)
L+s (H, λ
+) = {B ∈ Ls(H), B > λ
+ · I}, (2.2)
and
Ls(H, λa, λb) = {B ∈ Ls(H), λa · I < B < λb · I}, (2.3)
where I is the identity map on H, B < λ− · I means that there exists δ > 0 such that
(λ−−δ) · I−B is positive define, B > λ+ · I and λa · I < B < λb · I have similar meanings.
It is easy to see L−s (H, λ
−), L+s (H, λ
+) and Ls(H, λa, λb) are open and convex subsets of
Ls(H). In [55], we have defined the index pairs (i
∓
A(B), ν
∓
A (B)) and (i
0
A(B), ν
0
A(B)) in
three cases. In this part, we give a new definition of index pair (iA(B), νA(B)) in the third
case.
Now we assume A ∈ O0e(λa, λb). Denote by Ls(H) the set of all linear bounded self-
adjoint operators on H. For any a, b ∈ R with a < b, we recall that Ls(H, a, b) the subset
of Ls(H) defined by
Ls(H, a, b) = {B ∈ Ls(H), a · I < B < b · I},
where a · I < B < b · I means that there exists δ > 0 such that B − (a + δ) · I and
(b − δ) · I − B are positive define. It is easy to see Ls(H, a, b) is nonempty open and
convex subset of Ls(H). For A ∈ O
0
e(λa, λb), we will define the index pairs (iA(B), νA(B))
for B ∈ Ls(H, λa, λb). Firstly, without any difficulty, we have the following result as [55,
Lemma 2.1] and we will not prove it here.
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Lemma 2.1. If A ∈ O0e(λa, λb), for any B ∈ Ls(H, λa, λb), dimker(A−B) <∞. Further
more, if 0 ∈ σ(A−B), then 0 is isolated in the point spectrum.
Now for any B ∈ Ls(H, λa, λb), let k ∈ R \ σ(A) satisfying
λa ≤ k and k · I < B. (2.4)
Consider the bounded self-adjoint operator TB,k on H defined by
TB,k := B
−1
k − A
−1
k , ∀B ∈ Ls(H, λa, λb), (2.5)
where
Bk := B − k · I and Ak := A− k · I.
Firstly, the invertible map B−1k establishes the one-to-one correspondence between
ker(TB,k) and ker(A − B), so we have dim ker(TB,k) = dimker(A − B). Secondly, let
E(z) the spectral measure of A and define
P0 :=
∫ λb−δ
λa+δ
1dE(z),
and
P1 := I − P0,
with δ satisfying (λa + δ) · I < k · I < B < (λb − δ) · I. Let
H = H0 ⊕H1, (2.6)
with H∗ = P∗H(∗ = 0, 1). It is easy to see
A−1k |H1 < (λb − k)
−1 · I,
and
B−1k > (λb − k)
−1 · I.
we have
(TB,ky, y)H > c(y, y)H, ∀y ∈ H1,
for some fixed c > 0. Since dimH0 <∞, TB,k has only finite dimensional negative definite
subspace, that is to say (−∞, 0) ∩ σ(TB,k) has only finite points with finite dimensional
eigenvalue space. Summed up, we have the following lemma.
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Lemma 2.2. Suppose A ∈ O0e(λa, λb). For any B ∈ Ls(H, λa, λb) and k ∈ R satisfying
(2.4), there is an orthogonal decomposition of H by
H = H−TB,k ⊕H
0
TB,k
⊕H+TB,k ,
such that TB,k is negative definite, zero and positive definite on H
−
TB,k
, H0TB,k and H
+
TB,k
respectively. Further more
dimH−TB,k <∞, dimH
0
TB,k
= dimker(A−B).
Thus if A ∈ O0e(λa, λb), for any B ∈ Ls(H, λa, λb) and k ∈ R satisfying (2.4) we denote
the Morse index pair of TB,k by (mA(B), νA(B)), that is
mA(B) := dimH
−
TB,k
, νA(B) := dimH
0
TB,k
. (2.7)
Of course the index mA(B) depends on the choose of k. But we will show that
mA(B1) − mA(B2) will not depend on k for any fixed B1, B2 ∈ Ls(H, λa, λb), it only
depends on B1, B2 and A. For this purpose, we need the following lemma.
Lemma 2.3. Suppose A ∈ O0e(λa, λb). For any B1, B2 ∈ Ls(H, λa, λb) satisfying B1 < B2,
we have
mA(B2)−mA(B1) =
∑
s∈[0,1)
νA((1− s)B1 + sB2)
for any k ∈ R \ σ(A) satisfying (2.4).
Proof. Denote i(s) := mT (B(s)) and ν(s) = ν(A−B(s)), where B(s) := (1−s)B1+sB2.
Since B1 < B2, we have B(s1) < B(s2), for any 0 ≤ s1 < s2 ≤ 1, so we have
B−1k (s1) > B
−1
k (s2) > 0, 0 ≤ s1 < s2 ≤ 1,
and
T (s1) > T (s2), 0 ≤ s1 < s2 ≤ 1,
where T (s) := B−1k (s) − A
−1
k and the map T (s) : [0, 1] → Ls(H) is continuous. Firstly,
from the definition of mA(·), it’s easy to see i(s) is left continuous and
0 ≤ i(s1) ≤ i(s2) ≤ mA(B2), ∀ 0 ≤ s1 < s2 ≤ 1.
Further more, for s0 ∈ [0, 1], if ν(s0) = 0 then i(s) is continuous at s0. If ν(s) 6= 0, we
have i(s + 0) − i(s) = ν(s). In fact, by the continuous of the eigenvalue of continuous
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operator function, we have i(s+0)− i(s) ≤ ν(s). On the other side, since T (s1) > T (s2),
for s1 < s2, we see that i(s+ 0)− i(s) ≥ ν(s). From the above properties of i(s) and the
fact that i(s) ∈ [0, mA(B2)] ∩ Z, thus there are only finite number of s ∈ [0, 1] such that
ν(s) 6= 0 and
mA(B2)−mA(B1) =
∑
s∈[0,1)
ν(A− (1− s)B1 − sB2) =
∑
s∈[0,1)
νA((1− s)B1 + sB2).
Thus we have proved the lemma. ✷
Let B :=
λa + λb
2
· I, then we can define the index pair (iA(B), νA(B)).
Definition 2.4. If A ∈ O0e(λa, λb), for any B ∈ Ls(H, λa, λb), define the index pair
(iA(B), νA(B)) by
iA(B) := mA(B)−mA(B),
νA(B) := dim ker(A− B).
The definition is well defined, we will prove that it only depends on the choice of B.
By Lemma 2.3, for any k˜ ∈ R satisfying B,B < k˜ · I and k˜ < λb,
mA(B)−mA(B) = (mA(k˜ · I)−mA(B))− (mA(k˜ · I)−mA(B))
=
∑
s∈[0,1)
ν(A− (1− s)B − sk˜ · I)−
∑
s∈[0,1)
ν(A− (1− s)B − sk˜ · I),
where the right hand side does not depend on the choice of k and we have proved that the
definition of iA(B) is well defined. In this definition, for the fixed operators B, we have
iA(B) = 0. For any other choice of the operators B, the corresponding index is different
up to a constant.
From the definition of the index pair, we can get the following properties.
Proposition 2.5. (1). For any B ∈ Ls(H, λa, λb), −B ∈ Ls(H,−λb,−λa), the index
pair (i−A(−B), ν−A(−B)) are well defined, we have the following equality
iA(B) + i−A(−B) + νA(B) ≡ νA(B), ∀B ∈ Ls(H, λa, λb), (2.8)
where B = λa+λb
2
· I.
(2). For any B ∈ Ls(H, λa, λb), define
As := A− (1− s)B − sB, s ∈ [0, 1].
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Since (1−s)B+sB ∈ Ls(H, λa, λb) for all s ∈ [0, 1], and from Lemma 2.1, we have {As|s ∈
[0, 1]} be a continuous path of self-adjoint Fredholm operators on H. The relationship
between our index and spectral flows sf{As, [0, 1]} is
sf{As, [0, 1]} = −iA(B) (2.9)
(3). The relationship between the index iA(B) defined above and the index i
0
A(B) defined
in [55] is that
iA(B) + n0 = i
0
A(B), ∀B ∈ Ls(H, λa, λb), (2.10)
where n0 =
∑
s∈(0,1) νA(sλa + (1− s)
λa+λb
2
)
Proof.(1). Choose B′ ∈ Ls(H, λa, λb) satisfying λ · I < B′ < B and B′ < B, then we
have
iA(B)− iA(B
′) = νA(B′) +
∑
λ∈(0,1)
νA(λB
′ + (1− λ)B))
and
i−A(−B′)− i−A(−B) = ν−A(−B) +
∑
λ∈(0,1)
ν−A(λ(−B) + (1− λ)(−B))).
Since νA(B) = ν−A(−B) = dimker(A−B), we have
iA(B) + i−A(−B) + νA(B) = iA(B′) + i−A(−B′) + νA(B′).
Similarly, we have
iA(B) + i−A(−B) + νA(B) = iA(B′) + i−A(−B′) + νA(B′).
From the definition, iA(B) = i−A(−B) = 0, so we have the equality (2.8).
(2). The spectral flow of As represents the net change in the number of negative eigenvalue
of As as s tuns from 0 to 1. If B > B, by the definition of spectral flow, we have
sf{As, [0, 1]} = −
∑
s∈[0,1)
dimker(As), (2.11)
from Lemma 2.3 and Definition 2.4, we have sf(As) = −iA(B) for B > B. Now, for any
B ∈ Ls(H, λa, λb), choose B
′ ∈ Ls(H, λa, λb) satisfying B′ > B and B′ > B. Now, we
have three continuous path of self-adjoint Fredholm operators A∗,s on H(∗ = 1, 2, 3), with
A1,s = A − (1 − s)B − sB, A2,s = A − (1 − s)B − sB
′ and A3,s = A − (1 − s)B − sB′.
From the homotopy invariance of spectral flow, we have
sf{A3,s, [0, 1]} = sf{A1,s, [0, 1]}+ sf({A2,s, [0, 1]}. (2.12)
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Since B′ > B and B′ > B we have
sf{A2,s, [0, 1]} = −
∑
s∈[0,1)
dimker(A2,s)
= iA(B)− iA(B
′), (2.13)
and sf{A3,s, [0, 1]} = −iA(B
′), so we have
sf{A1,s, [0, 1]} = −iA(B), ∀B ∈ Ls(H, λa, λb).
The equality (2.9) is proved.
(3). The proof of (2.10) is similar since Lemma 2.3 is satisfied both for iA(B) and
i0A(B). We only need to show that iA(B) = 0, i
0
A(B) = n0 and these two equalities is from
the definitions, we omit the details here.
Remark 2.6. (1). From the definition, the index pair (iA(B), νA(B)) will also be well
defined if σ(A) ∩ (λa, λb) = ∅. But in this trivial case, for all B ∈ Ls(H, λa, λb), we can
prove that iA(B) = νA(B) = 0.
(2). We can redefine the index iA(B) by an abstract method via the following three points.
1. Define iA(
λa+λb
2
· I) = 0.
2. For any k ∈ (λa,
λa+λb
2
), define
iA(k · I) = − dimE[k,
λa + λb
2
),
where E(z) is the spectral measure of A, E[k, λa+λb
2
) is the projection map.
3. For any B ∈ Ls(H, λa, λb), define
iA(B) =
∑
s∈[0.1)
νA((1− s)k · I + sB) + iA(k · I),
where k ∈ (λa,
λa+λb
2
) satisfying k · I < B.
It’s easy to prove that this definition happens to coincide with Definition 2.4.
(3). Inspired by the idea of relative Morse index (see[1, 8, 31, 41]), we can redefined our
index by this concept and we will realize it in our follow-up work.
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3 Proof of Theorem 1.2 and Theorem 1.4
3.1 Proof of Theorem 1.2
Consider the homoclinic orbit problem of first order nonlinear Hamiltonian system{
z˙(t) = J∇zH(t, z),
lim
t→∞
z(t) = 0, (HS)
as mentioned in Section 1 and the Hamiltonian function H has the form (1.1). Recall
that A := −(J d
dt
+L(t)), then A is self-adjoint on H := L2(R,R2N) with domain D(A) =
H1(R,R2N) if L(t) is bounded and domain D(A) ⊂ H1(R,R2N) if L(t) is unbounded.
Before the proof of Theorem 1.2, we need the following lemma.
Lemma 3.1. [15, Lemma 2.3], E := D(|A|1/2) embeds continuously into H1/2(R,R2N),
hence, E embeds continuously into Lp for all p ≥ 2 and compactly into Lploc for all p ≥ 1.
Define
F (z) :=
∫
R
R(t, z(t))dt, z ∈ H.
If R ∈ C2(R × R2N ,R) satisfies (R1), we have F ∈ C1(H,R). The solutions of operator
equation
Az = F ′(z), z ∈ D(A) (OE)
are the homoclinic orbits of (HS). Firstly we consider case (R+2 ) in the condition (R
±
2 ).
Choose ε > 0 small enough, such that
Bε := B1 − εI ∈ B ∩ Ls(L
2,−bmax, bmax), iA(Bε) = iA(B1), ν(Bε) = 0
and
(B1 − Bε)
−1 − (A− Bε)−1 = ε−1 · I − (A−Bε)−1 > 0, (3.1)
that is to say the operator (B1 − Bε)
−1 − (A−Bε)−1 is positive define. Define
Aε := A− Bε
and
Fε(z) := F (z)−
1
2
(Bεz, z)H, ∀z ∈ H.
Then we have that the operator equation (OE) is equivalent to
Aεz = F
′
ε(z), z ∈ D(A).
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From (R+2 ), Fε ∈ C
1(H,R) is convex on H, it’s Legendre transform F ∗ε is well defined on
H and F ∗ε ∈ C
1(H,R). It is easy to verify that
F ∗ε (z) =
∫
R
R∗ε(t, z(t))dt, ∀z ∈ H,
where R∗ε(t, z) is the Legendre transform of Rε(t, z) := R(t, z)−
1
2
(Bεz, z) corresponding
to variable z ∈ R2N . We have z ∈ D(A) is solution of (OE) if and only if u ∈ H is a
solution of
A−1ε u = F
∗′
ε (u),
where z = A−1ε u. Define the functional Ψ(u) : H→ R by
Ψ(u) := F ∗ε (u)−
1
2
(A−1ε u, u)H, ∀u ∈ H.
So we have the critical point u of Ψ corresponding to the homoclinic orbit z of (HS) with
the relationship given by z = A−1k u. Let E := D(|A|
1/2), since σe(A) ∈ R \ (−bmax +
δ, bmax−δ), 0 is at most an isolate point spectrum of A with finite dimensional eigenspace.
Let Q : H→ H the projection map on ker(A), then we can define the norm on E by
‖u‖2E := (|A|u, u)H + (Qu, u)H, ∀u ∈ E.
Lemma 3.2. If R satisfies condition (R0), (R1) and (R
+
2 ) then Ψ satisfies the (PS)
condition.
Proof. Let {un} be a (PS) sequence of Ψ, that is to say Ψ(un)→ c and Ψ
′(un)→ 0. We
divide the proof into five steps and some steps are from the corresponding part of [15].
Step 1. Show that {un} is bounded in H. Without loss of generality, we can assume
R(t, 0) ≡ 0. From (R1) and (R
+
2 ), we have Fε(z) ≤
1
2
((B2 − Bε)z, z)H + c for some
constant c > 0, so
Ψ(u) ≥
1
2
((B2 − Bε)
−1u, u)H −
1
2
(A−1ε u, u)H + c.
Since (B1 −Bε)
−1 − A−1ε > 0, iA(B1) = iA(B2) and νA(B2) = 0, we have
(B2 − Bε)
−1 − A−1ε > 0. (3.2)
If not, there exists h0 ∈ H \ {0}, such that
(((B2 − Bε)
−1 − A−1ε )h0, h0)H ≤ 0.
17
Let f(t) : [0, 1]→ R, defined by
f(t) = (((t(B2 − B1) + ε)
−1 − A−1ε )h0, h0)H,
so we have
f(0) = (((B1 − Bε)
−1 − A−1ε )h0, h0)H > 0,
and
f(1) = (((B2 −Bε)
−1 − A−1ε )h0, h0)H ≤ 0,
thus, there exists t0 ∈ (0, 1], such that
f(t0) = (((t0(B2 − B1) + ε)
−1 −A−1ε )h0, h0)H = 0.
Since (t0(B2 − B1) + ε)
−1 − A−1ε is self-adjoint operator on H, we have
((t0(B2 − B1) + ε)
−1 − A−1ε )h0 = 0
thus we have
Au = (1− t0)B1u+ t0B2u
with u = A−1ε h0 6= 0. That is to say νA((1− t0)B1+ t0B2) 6= 0 and iA(B2) > iA(B1) which
is contradict to R+2 . Thus we have (3.2), so
Ψ(u)→ +∞, as ‖u‖H →∞.
Since Ψ(un)→ c, we have {un} is bounded in H. Denote Φ(z) : D(|A|
1/2)→ R by
Φ(z) :=
1
2
(Az, z)H − F (z), ∀z ∈ D(|A|
1/2),
the variation of (OE) and
zn := A
−1
ε un, yn := Ψ
′(un).
Step 2, {zn} is bounded in E(= D(|A|
1/2)) and Φ′(zn) → 0 in E. From the definition of
yn, we have
yn → 0 in H (3.3)
From the definition of Ψ and the property of Legendre transform, we have
F ∗
′
ε (un) = zn + yn, F
′
ε(zn + yn) = un (3.4)
and
Aεzn = F
′
ε(zn + yn), or Azn = F
′(zn + yn)−Bεyn. (3.5)
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From the smoothness of F ′ε and the relationship between un, zn and yn, we have {zn} is
bounded in H. Since ν(Bε) = 0, H = H
−(Aε)
⊕
H+(Aε), where H
−(Aε) and H+(Aε)
are the positive define and negative define subspace of Aε respectively, for any z ∈ H,
z = z− + z+ with z∗ ∈ H∗(Aε)(∗ = ±). From (3.5), we have
‖zn‖
2
E = (Aεzn, z
+
n − z
−
n )H
= (F ′ε(zn + yn), z
+
n − z
−
n )H
≤ ‖un‖H‖zn‖H.
So {zn} is bounded in E. For any h ∈ E, with ‖h‖E = 1, we have
(Φ′(zn), h)E = (A(zn)− F ′(zn), h)H
= (F ′(zn + yn)−Bεyn − F ′(zn), h)H
= ((∇2zR(t, zn + ξn)− Bε)yn, h)H
≤ c‖yn‖H‖h‖H
≤ c‖yn‖H,
since yn → 0 in H and the arbitrariness of h, we have Φ
′(zn) → 0 in E. The last three
steps are the results of [15, Lemma 4.2-4.4].
Step 3. Along a subsequence {zjn}, for any ε > 0, there exists rε > 0 such that
lim sup
n→∞
∫
In\Ir
|zjn|
2dt ≤ ε (3.6)
for all r ≥ rε. Note that, for each n ∈ N,
∫
In
|zj |
2dt→
∫
In
|z|2dt as j →∞. There exists
in ∈ N such that ∫
In
(|zj|
2 − |z|2)dt <
1
n
, ∀j > in.
Without loss of generality, we can assume in+1 ≥ in. In particular, for jn = in + n we
have ∫
In
(|zjn|
2 − |z|2)dt <
1
n
.
Observe that there is rε > 0 satisfying∫
R\Ir
|z|2 < ε (3.7)
for all r ≥ rε. Since∫
In\Ir
|zjn|
2 =
∫
In
(|zjn|
2 − |z|2) +
∫
In\Ir
|z|2 +
∫
Ir
(|z|2 − |zjn|
2)
≤
1
n
+
∫
R\Ir
|z|2 +
∫
Ir
(|z|2 − |zjn|
2),
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then we will get (3.6).
Let η : [0,∞]→ [0, 1] be a smooth function satisfying
η(s) =
{
1, s ≤ 1,
0, s ≥ 2.
Define z˜n(t) = η(2|t|/n)z(t) and set hn := z − z˜n. Since the embedding E →֒ L
2
loc is
compact and zj(t)→ z(t) a.e. in t, we have z is a critical point of Φ. That is to say z is
a homoclinic orbit. So we have hn ∈ H
1 and
‖hn‖E → 0, ‖hn‖L∞ → 0, as n→∞.
Step 4. Show that Φ′(zjn − z˜n)→ 0. Observe that, ∀h ∈ E,
(Φ′(zjn− z˜n), h)E = ((Φ
′(zjn)−Φ
′(z˜n)), h)E+
∫
R
∇z(R(t, zjn)−R(t, zjn− z˜n)−R(t, z˜n))hdt.
Now, the compactness of Sobolev embeddings implies that, for any r > 0,
lim
n→∞
|
∫
Ir
∇z(R(t, zjn)− R(t, zjn − z˜n)− R(t, z˜n))hdt|
≤ lim
n→∞
∫
Ir
|∇2z(R(t, ξn)− R(t, ηn))(zjn − z˜n)h|dt
≤2bmax lim
n→∞
∫
Ir
|(zjn − z˜n)h|dt = 0
uniformly in ‖h‖E = 1. For any ε > 0 let rε > 0 be large enough such that (3.6) and (3.7)
hold. Then
lim sup
n→∞
∫
In\Ir
|z˜n|
2 ≤
∫
R\Ir
|z|2 ≤ ε
for all r ≥ rε. From (R0), (R1), (3.6) and the fact ‖h‖L2 ≤ c‖h‖E , we have
lim sup
n→∞
|
∫
R
∇z(R(t, zjn)− R(t, zjn − z˜n)− R(t, z˜n))hdt|
= lim sup
n→∞
|
∫
In\Ir
∇z(R(t, zjn)−R(t, zjn − z˜n)−R(t, z˜n))hdt|
≤c1 lim sup
n→∞
∫
In\Ir
(|zjn|+ |z˜n|)|h|dt
≤c1 lim sup
n→∞
(‖zjn‖L2(In\Ir) + ‖z˜n‖L2(In\Ir))‖h‖L2
≤c2ε
1/2.
Thus we have
lim
n→∞
∫
R
∇z(R(t, zjn)− R(t, zjn − z˜n)− R(t, z˜n))hdt = 0
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uniformly for ‖h‖E = 1 and this proves the result.
Step 5. {zj} has a convergent subsequence in E. Recall the decomposition (2.6) of H,
with
P0 :=
∫ bmax−δ/2
−bmax+δ/2
1dE(z),
where E(z) is the spectral measure of A, bmax and δ are defined in (R1). let
E = E0 ⊕ E1,
with E∗ = E ∩H∗ (∗ = 0, 1). Let
xn := zjn − z˜n = xn,0 + xn,1,
with xn,∗ ∈ E∗ (∗ = 0, 1). Thus, we have
‖xn,1‖
2
H
≤
‖xn,1‖
2
E
bmax − δ/2
.
Since xn ⇀ 0 in E and dimE0 < ∞, we have xn,0 → 0 in E, and from the fourth step,
Φ′(xn)→ 0. Let
x˜n,1 := x
+
n,1 − x
−
n,1,
where x+n,1 and x
−
n,1 corresponds to the positive and negative define space of A. From (R0)
and (R1), we have
‖x˜n,1‖
2
E = Φ
′(xn)x˜n,1 +
∫
R
∇zR(t, xn)x˜n,1dt
≤ o(1) +
∫
R
|∇2zR(t, ξn)xn||x˜n,1|dt
≤ o(1) + (bmax − δ)‖yn‖H‖x˜n,1‖H
≤ o(1) +
bmax − δ
bmax − δ/2
‖x˜n,1‖
2
E.
Hence we have ‖x˜n,1‖
2
E → 0 and so ‖xn‖E → 0. Since zjn − z = xn + (z˜n − z), we have
‖zjn − z‖E → 0, recall (3.3) and (3.4), {un} has a convergent subsequence {ujn}(ujn :=
Fε(zjn + yjn). The proof is complete. ✷
Proof of Theorem 1.2.
A. The existence of nontrivial solution.
Step 1. Consider the case of (R+2 ). Firstly, without loss of generality, we can assume
R(t, 0) ≡ 0, from the proof of Lemma 3.2, we have Ψ is bounded from below, then by
Ekeland’s variational principle and the (PS) condition, Ψ gets its minimal value at some
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point u0. Of cause, u0 is a critical point of Ψ. Secondly, we will prove u0 6= θ(the zero
element in H). In fact, from condition iA(B0) > iA(B2), we have the operator
(B0 −Bε)
−1 −A−1ε
on H has an iA(B0) − iA(B2)- dimensional negative define space, denote it by Z. From
condition (R0), we have
Ψ(u) ≤
1
2
((B0 −Bε)
−1u, u)H −
1
2
(A−1ε u, u)H + o(‖u‖
2
H
), u ∈ Z and ‖u‖H small enough.
(3.8)
Thus θ is not a minimal value point of Ψ, and u0 6= θ.
Step 2. Consider the case of (R−2 ). In this case we only need to know the following two
facts. One is that the solutions of operator equation (OE) are also the solutions of the
following operator equation
−Az = −F ′(z), z ∈ D(A).
Another is that for A ∈ O0e(λa, λb), if B ∈ Ls(H, λa, λb), we have −A ∈ O
0
e(−λb,−λa)
and −B ∈ Ls(H,−λb,−λa), from Proposition 2.5, we have
iA(B) + i−A(−B) + νA(B) = νA(B), ∀B ∈ Ls(H, λa, λb).
From condition νA(B1) = 0 and iA(B0)+νA(B0) < iA(B1), we have i−A(−B0) > i−A(−B1).
So, from the proof of case (R+2 ), we can prove this case. ✷
B. The existence of another nontrivial solution. Since∇2zR is globally Lipschitz continuous
on z, and F ′(z) = ∇zR(t, z), we have
F ′(z + h)− F ′(z) = ∇zR(t, z + h)−∇zR(t, z)
= ∇2zR(t, z)h + (∇
2
zR(t, z + ξh)−∇
2
zR(t, z))h, z, h ∈ H, ξ ∈ (0, 1),
So we have
‖F ′(z + h)− F ′(z)−∇2zR(t, z)h‖H = ‖(∇
2
zR(t, z + ξh)−∇
2
zR(t, z))h‖H
≤ c‖h‖2
H
.
That is to say
F ′(z + h)− F ′(z) = ∇2zR(t, z(t))h + o(‖h‖H), h→ 0.
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and F : H→ R is C2 continuous, satisfying
(F ′′(z)x, y)H =
∫
R
(∇2zR(t, z(t))x(t), y(t))dt, ∀x, y, z ∈ H.
Similarly, we have F ∗ε and Ψ ∈ C
2(H,R). Now we only consider the case of (R+2 ). From
the proof of part A, condition (R+2 ) and νA(B0) = 0, we have Ψ is bounded from below,
θ is a non-degenerate critical point with its Morse index iA(B0)− iA(B2) > 0, so by the
classical Three-Solution Theorem, we have another critical point which is different from
θ and u0.
C. The rest part of Theorem 1.2. In order to prove the rest part of Theorem 1.2, we need
the following result.
Theorem 3.3. [11] Let Φ ∈ C1(E,R) be an even functional on a Banach space E.
Assume Φ(0) = 0 and Φ satisfies the (PS)-condition, if
(Φ1) there exists a subspace E1 ⊂ E with dimE1 = j and r > 0 such that
sup
u∈E1∩Sr
Φ(u) ≤ 0,
(Φ2) there exists a subspace E2 ⊂ E with codimE2 = k < j such that
inf
u∈E2
Φ(u) > −∞,
then Φ has at least j − k pairs of critical points.
Let us continuous the proof of Theorem 1.2. If (R+2 ) is satisfied, iA(B0) > iA(B1),
Ψ is bounded from below, and satisfies (3.8), with Z defined above an iA(B0) − iA(B1)-
dimensional subspace of H. In Theorem 3.3, let E1 = Z and E2 = H, then Φ := Ψ
satisfies all the conditions, thus we have Ψ has iA(B0)− iA(B1) pairs of critical points. If
(R−2 ) is satisfied, iA(B1) > iA(B0) + νA(B0). In this case, let Φ := −Ψ, with the similar
reason, Φ has i−A(−B0)− i−A(−B1) = iA(B1)− iA(B0)− νA(B0) pairs of critical points.
Remark 3.4. As mentioned in Remark 2.6, when σ(A)∩ (−bmax, bmax) = ∅, we have for
any B1, B2 ∈ Ls(H,−bmax, bmax), iA(B1) = iA(B2) = 0. In this case, it says nothing in
Theorem 1.2. Now we give an example to show σ(A) ∩ (−bmax, bmax) 6= ∅. Let
l(t) =


0, |t| ≤ r1,
0 ≤ l(t) ≤ bmax, r1 < |t| < r2,
bmax, |t| ≥ r2,
23
with some 0 < r1 < r2. Let
L(t) =
(
0 l(t) · IN
l(t) · IN 0
)
, f(t) =


1, |t| ≤ r,
r−t
r1−r , r < |t| < r1,
0, |t| ≥ r1,
with some 0 < r < r1, and z0(t) = f(t) · (1, 0, 0, · · · , 0) ∈ H
1(R,R2N). Then we have
(Az0, Az0)H = ‖z
′
0(t)‖
2
H
= 2
and
‖z0(t)‖
2
H
= 2r +
r1 − r
3
.
So we have (Az0, Az0)H <
1
r
(z0, z0)H, that is to say σ(A) ∩ [−
1√
r
, 1√
r
] 6= ∅.
3.2 Proof of Theorem 1.4
Consider the following Dirac equations
−i
3∑
k=1
αk∂kz + V (x)βz = Hz(x, z). (DE),
introduced in Section 1. Now, in this part let A := −i
3∑
k=1
αk∂k + V (x)β which is an
unbounded self-adjoint operator in H := L2(R3,C4). Let E = D(|A|
1
2 ) be the Hilbert
space equipped with th inner product
(u, v) = (|A|
1
2u, |A|
1
2 v)L2 + (u, v)L2
and norm‖u‖ = (u, u)
1
2 . From [14, Lemma 7.4], we have E →֒ H
1
2 (R3,C4). Let
F (z) =
∫
R3
H(x, z(z))dx,
and
Fε(z) =
∫
R3
H(x, z(z))dx−
1
2
(Bεz, z)H,
where Bε := B1 − ε · I and I the identity map on C4. Similar to the above subsection,
we can choose ε > 0 small enough such that iA(Bε) = iA(B1) and νA(Bε) = 0. Let F
∗
ε be
the Legendre transform of F , and Aε := A− εI, we have z ∈ D(A) is a solution of (DE)
if and only if z is a critical point of
Φ(z) :=
1
2
(Aεz, z)H − Fε(z), z ∈ E,
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if and only if u is a critical point of
Ψ(z) :=
1
2
(A−1ε u, u)H − F
∗
ε (u), u ∈ H,
where u = Aεz. Similar to Lemma 3.2, we have the following result.
Lemma 3.5. If F satisfies condition F0, F1 and F
+
2 , then Ψ satisfies the (PS) condition.
Proof. Let {un} be a (PS) sequence of Ψ, that is to say Ψ(un) → c and Ψ
′(un) → 0.
Similar to Lemma 3.2, we also divide the proof into five steps. Without any difficult, we
can prove the following two steps.
Step 1. {un} is bounded in H.
Step 2. {zn} is bounded in E(= D(|A|
1/2)) and Φ′(zn)→ 0 in E, where
zn := A
−1
ε (un),
and Φ(z) : D(|A|1/2)→ R is defined by
Φ(z) :=
1
2
(Az, z)H − F (z), ∀z ∈ D(|A|
1/2).
We omit the proof of these two steps here.
Step 3. Along a subsequence {zjn}, for any ε > 0, there exists Bε > 0 such that
lim sup
n→∞
∫
In\Ir
|zjn|
2dx ≤ ε (3.9)
for all r ≥ rε, where Ir = {x ∈ R3|‖x‖ ≤ r}. With the above discussion, we may assume
without loss of generality that zn ⇀ z in E. Since E →֒ H
1
2 (R3,C4), E →֒ L2loc(R
3,C4)
compactly. Note that, for each n ∈ N,
∫
In
|zj |
2dx →
∫
In
|z|2dx as j → ∞. There exists
in ∈ N such that ∫
In
(|zj|
2 − |z|2)dx <
1
n
, ∀j > in.
Without loss of generality, we can assume in+1 ≥ in. In particular, for jn = in + n we
have ∫
In
(|zjn|
2 − |z|2)dx <
1
n
.
Observe that there is Bε > 0 satisfying∫
R3\Ir
|z|2 < ε (3.10)
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for all r ≥ Bε. Since∫
In\Ir
|zjn|
2 =
∫
In
(|zjn|
2 − |z|2) +
∫
In\Ir
|z|2 +
∫
Ir
(|z|2 − |zjn|
2)
≤
1
n
+
∫
R3\Ir
|z|2 +
∫
Ir
(|z|2 − |zjn|
2),
then we will get (3.9).
Let η : [0,∞]→ [0, 1] be a smooth function satisfying
η(s) =
{
1, s ≤ 1,
0, s ≥ 2.
Define z˜n(x) = η(2|x|/n)z(x) and set hn := z − z˜n. Since the embedding E →֒ L
2
loc is
compact and zj(x) → z(x) a.e. in x, we have z is a critical point of Φ. That is to say z
is a solution of (DE) satisfying z ∈ W 1,p(R3,C4)(p ≥ 2). So we have hn ∈ H1 and
‖hn‖E → 0, ‖hn‖L∞ → 0, as n→∞.
Step 4. We have Φ′(zjn − z˜n)→ 0. Observe that, ∀h ∈ E,
Φ′(zjn − z˜n)h = (Φ
′(zjn)− Φ
′(z˜n))h +
∫
R3
∇z(H(x, zjn)−H(x, zjn − z˜n)−H(x, z˜n))hdx.
Now, the compactness of Sobolev embeddings imply that, for any r > 0,
lim
n→∞
|
∫
Ir
∇z(H(x, zjn)−H(x, zjn − z˜n)−H(x, z˜n))hdx|
≤ lim
n→∞
∫
Ir
|∇2z(H(x, ξn)−H(x, ηn))(zjn − z˜n)h|dx
≤2bmax lim
n→∞
∫
Ir
|(zjn − z˜n)h|dx = 0
uniformly in ‖h‖E = 1. For any ε > 0 let Bε > 0 be large enough such that (3.9) and
(3.10) hold. Then
lim sup
n→∞
∫
In\Ir
|z˜n|
2 ≤
∫
R3\Ir
|z|2 ≤ ε
for all r ≥ Bε. From (H0), (H1), (3.9) and the fact ‖h‖L2 ≤ c‖h‖E, we have
lim sup
n→∞
|
∫
R3
∇z(H(x, zjn)−H(x, zjn − z˜n)−H(x, z˜n))hdx|
= lim sup
n→∞
|
∫
In\Ir
∇z(H(x, zjn)−H(x, zjn − z˜n)−H(x, z˜n))hdx|
≤c1 lim sup
n→∞
∫
In\Ir
(|zjn|+ |z˜n|)|h|dx
≤c2ε
1/2.
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Thus we have
lim
n→∞
∫
R3
∇z(H(x, zjn)−H(x, zjn − z˜n)−H(x, z˜n))hdx = 0
uniformly for ‖h‖E = 1 and this proves that Φ
′(zjn − z˜n)→ 0.
Step 5, {zj} has a convergent subsequence in E. Recall the decomposition (2.6) of H,
with
P0 :=
∫ bmax−δ/2
−bmax+δ/2
1dE(z),
where E(z) is the spectral measure of A, bmax and δ are defined in (B1). let
E = E0
⊕
E1,
with E∗ = E ∩H∗ (∗ = 0, 1). Let
wn := zjn − z˜n = wn,0 + wn,1,
with wn,∗ ∈ E∗ (∗ = 0, 1). Thus, we have
‖wn,1‖
2
H
≤
‖wn,1‖
2
E
bmax − δ/2
.
Since wn ⇀ 0 in E and dimE0 <∞, we have wn,0 → 0 in E, and from above discussion,
Φ′(wn)→ 0. Let
w˜n,1 := w
+
n,1 − w
−
n,1,
where w+n,1 and w
−
n,1 corresponds to the positive and negative define space of A. From
(H0) and (H1), we have
‖w˜n,1‖
2
E = Φ
′(wn)w˜n,1 +
∫
R3
∇zH(x, wn)w˜n,1dx
≤ o(1) +
∫
R3
|∇2zH(x, ξn)wn||w˜n,1|dx
≤ o(1) + (bmax − δ)‖wn‖H‖w˜n,1‖H
≤ o(1) +
bmax − δ
bmax − δ/2
‖w˜n,1‖
2
E .
Hence we have ‖w˜n,1‖
2
E → 0 and so ‖wn‖E → 0. Since zjn − z = wn + (z˜n − z), we have
‖zjn − z‖E → 0. The proof is complete. ✷
With the similar argument in the above subsection, we can prove Theorem 1.4.
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Remark 3.6. Similarly as in Remark 3.4, now we give an example to show σp(A) ∩
(−bmax, bmax) 6= ∅. Let R > 0 large enough, such that λ1(R) < b
2
max where λ1(R) is
the first eigenvalue of −∆ on BR(0) ⊂ R3 with Dirichlet boundary condition. Let z1 the
corresponding eigenvector and extend it to the whole space by 0, we still denote it by z1.
Let V satisfying
V (x) :=
{
0, |x| ≤ R
bmax, |x| > 2R
Then, we have
(Az1, Az1)L2 = ((−∆+ V
2 + i
3∑
k=1
βαk∂kV )z1, z1)L2
= ((−∆)z1, z1)L2
= λ21(R)‖z1‖
2
L2
< b2max‖z1‖
2
L2.
Thus σ(A) ∩ (−bmax, bmax) 6= ∅.
Remark 3.7. A. As displayed in the proof of our main results, if the functional Ψ is C2
continuous, we can get more results on the existence and multiplicity of solutions of (HS)
and (DE) by Morse theory and critical point theory.
B. The above methods used in subsection 3.1 and 3.2 can also be used to study the existence
and multiplicity of solutions of the following diffusion equations{
∂tu−∆xu+ V (x)u = Hv(t, x, u, v),
−∂tv −∆xv + V (x)v = Hu(t, x, u, v),
(t, x) ∈ R× Ω, (FS)
where Ω ⊂ RN or Ω = RN , b ∈ C1(R×Ω,RN), V ∈ C(Ω,R) and H ∈ C1(R×Ω×R2N ,R).
(FS) can also be re-written as the form of (OE) and we have the result that if V satisfies
some spectral condition then the essential spectrum of A has a gap, thus our methods
above can be used here. If Ω is a bounded domain or V satisfies more stronger condition
then σe(A) = ∅ and more theories can be used to study the solution of this situation. All
of the above will be realized in our subsequence research.
C. The condition (L) in subsection 3.1 is to protect there exists a gap of σe(A). In an
unpublished study, the second author of this paper and Q. Zhang give a weaker condition
of L to protect this property, we just give the statement here. Assume
(H±0 )There exist constants r0 > 0 and b0 > 0 such that
lim
|s|→∞
meas{t ∈ (s− r0, s+ r0)| ± J0L(t) < b0} = 0.
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Then if L satisfies (H+0 ) or (H
−
0 ), we have σe(A) ⊂ R \ (−b0, b0). Assume (H
±
0 ) instead
of (L), we can also get our results. Similarly, in subsection 3.2, we can also give a weaker
condition of V to keep the same result.
All of these will be realized in our following works.
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