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Devices for displaying information can be categorized as visual and tactile displays.
Tactile displays are usually designed for the visually impaired and use mechanical parts to
update an image. Visual displays are the most common display. Common types of visual
displays are analog and digital electronic displays, and projectors. Cathode ray tube (CRT)
is an analog electronic display device invented by Karl Ferdinand Braun in 1897 [1]. CRTs
are used as oscilloscopes, televisions, and video and computer displays. Using CRTs for
television1 was first described by a letter written toNature by Alan Archibald Campbell-
Swinton in 1911 [2]. This was the very first version of the television method, which was
later refined in 1926 and 1928. CRTs were used in all televisionets until the 1990s,
when plasma display panels (PDPs) and liquid crystal display (LCDs) became practical.
PDPs and LCDs are lighter and thinner than CRTs, which makes them more convenient for
consumers [3]. By the early 2000s, LCDs started to dominate the television and computer
screen markets.
LCD technology was not able to compete with PDPs in sizes of 40”or larger because
PDPs had lower costs. By 2004, 40” and 45” LCD televisions were widely available with
competitive market prices. After 2004, major manufacturers announced the successful
manufacture of large display sizes such as 82” and 102”. Withtheir higher resolution and
lower power consumption compared to PDPs, LCDs are rapidly growing in the display
market. Although large size LCDs are more attractive to consumers, they have a number
of disadvantages, as given below [3][4].
• LCDs usually have a lower contrast ratio compared to PDPs. LCDsleak some of the
black light because of their nature of operation, which decreases the contrast, which
is defined as the difference between black and white pixels.
1A telecommunication method for broadcasting and receivingimages.
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• With larger display sizes artifacts in the source video are more visible. Noise or
compression artifacts such as ringing, blocking, and colorbleeding are disturbing on
large displays.
• LCDs produce sharp images only in their native resolution andhave to scale images
at non-native resolutions. Unfortunately, scaling introduces blurriness.
• Refresh rates in NTSC (60 Hz), PAL (50 Hz), and SECAM (50 Hz) formats cause a
flicker problem, which requires increasing the refresh ratetypically to 100 Hz. Also,
increasing the refresh rate gives a crispy look to the video.
• Video source rate is almost always lower than the refresh rate to reduce transmission
and storage costs. However, lower rates introduce problemssuch as motion judder
and blurriness. Judder is observed as the unnatural motion of bjects in the scene,
and blurriness results because of the inability of the observer to track and focus on
the moving object.
To improve the visual quality, input video must be enhanced bfore sending to the dis-
play. Therefore, our goal is to develop hardware-friendly low-complexity enhancement
algorithms. Video quality enhancement methods can be classified in two main categories.
Single frame methods are the first category. These methods have generally low computa-
tional complexity. Multi-frame methods combine information from more than one frame
and require the motion information of objects in the scene todo so.
1.1 Single Frame Methods
We first concentrate on the contrast-enhancement problem byusing both global (frame-
wise) and local information derived from the image. Global contrast-enhancement tech-
niques mostly make use of the histogram equalization method. We also use the image
histogram and present a regularization-based histogram modification method to avoid prob-
lems that are often created by histogram equalization.
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Next, we design a compression artifact reduction algorithmat reduces ringing arti-
facts, which is disturbing especially on large displays. Video sources are usually stored
in a digital medium and suffer from compression artifacts. With the increasing use of
high-definition television (HDTV), which uses compressionn its storage and transmis-
sion systems, dealing with compression artifacts will be a necessity for a pleasing visual
experience.
Furthermore, to remove the blurriness in the original videowe present a non-iterative
diffusion-based sharpening algorithm, which enhances edges ina ringing-aware fashion.
The diffusion-based technique works on gradient approximations ina neighborhood indi-
vidually. This gives more freedom compared to modulating the high-pass filter output that
is used to sharpen the edges.
1.2 Motion Estimation for Multi-frame methods
Motion estimation enables applications such as motion-compensated noise reduction, frame-
rate conversion, de-interlacing, compression, and super-resolution [5]. Compression is
only concerned about the residual error and motion-vector coding to achieve the highest
compression ratio possible. However, enhancement applications such as noise reduction,
frame-rate conversion, and de-interlacing requiretru motion of image pixels.
Motion estimation is an ill-posed problem and therefore requires the use of prior knowl-
edge on motion of objects. Objects have inertia and are usually larger then pixels or a block
of pixels in size, which creates spatio-temporal correlation.
We design a method that uses temporal redundancy to improve mtion-vector search
by choosing bias vectors from the previous frame and adaptively penalizes deviations from
the bias vectors. This increases the robustness of the motion-vector search when there are
low-detailed regions, repeating patterns, rotations, andocclusions.
Compared to the temporal correlation in the motion-vector fields, the spatial correlation
is more reliable because temporal correlation is difficult to use when the objects move fast
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or accelerate in time, or have small sizes. Spatial smoothness is not valid across motion
boundaries. We investigate using energy minimization for mtion estimation and incorpo-
rate the spatial smoothness prior into the energy. By formulating the energy minimization
iterations for each motion vector as the primal problem, we show that the dual problem is
motion segmentation for that specific motion vector. This information from the dual prob-
lem is used to reliably enforce smoothness prior even under motion boundaries. We also




A HISTOGRAM MODIFICATION FRAMEWORK FOR IMAGE
CONTRAST ENHANCEMENT
2.1 Introduction
Contrast enhancement has a crucial role in image processing applications such as mili-
tary, medical image analysis, and object recognition. There are several reasons for an
image/video to have poor contrast: the quality, settings, and limitations of the used imag-
ing device, expertise of the operator, and the external conditi s at the time of acquisition.
These reasons result in under-utilization of the offered dynamic range. As a result, such
images and videos typically do not reveal all the details of the captured scene, and may
have a washed-out and unnatural look. Contrast enhancement targe s to eliminate these
problems and as a result is one of the most common image enhanceme t techniques used
in image processing and computer vision. Contrast enhancement is commonly used in
digital photography, medical imaging, remote sensing, andscientific visualization to ob-
tain a more visually-pleasing or informative image or both.Typical viewers describe the
enhanced images as if a curtain of fog has been removed from the picture [5].
Several contrast enhancement techniques have been introduced to improve the contrast
of an image. These techniques can be broadly categorized into two groups: direct [6, 7]
and indirect methods [8, 9]. Direct methods define a contrast measure and try to improve
it. Indirect methods, on the other hand, improve the contrast hrough utilizing the under
utilized regions of the dynamic range without defining a specific ontrast term. Most of
the methods in literature fall into the second group. Indirect methods can further be di-
vided into several subgroups: (i) techniques that decompose an image into high and low
frequency signals for manipulation, e.g., homomorphic filtering [10], (ii) histogram mod-
ification techniques [11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21], and (iii) transform-based
techniques [22, 23, 24, 25, 26]. Out of these three subgroups, the second group received
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the most attention due to its straightforward and intuitiveimplementation qualities.
Contrast enhancement techniques in the second subgroup modify the image through
some pixel mapping such that the histogram of the processed image is more uniform than
that of the original image. Techniques in this subgroup either enhance the contrast globally
or locally. If a single mapping derived from the image is usedthen it is a global method;
if neighborhood of each pixel is used to obtain a local mapping function then it is a local
method. Using a single global mapping derived from the imageor its histogram cannot
enhance the local contrast. However, if local information such as local histogram is used
for histogram equalization, local contrast will also be enha ced [14, 17]. Local histogram
is computed using a sub-image around the current pixel. A mapping is derived from the
local histogram which is used to map the current pixel’s intensity. The method presented
in this paper is demonstrated as a global contrast enhancemet (GCE) method, and can be
extended to local contrast enhancement (LCE) using similar app oaches.
One of the most popular GCE techniques is histogram equalization (HE). HE is an
effective technique to transform a narrow histogram by spreading the intensity clusters in
the histogram [27, 28], and it is adaptive since it is based on the histogram of a given image.
However, HE without any regularization can cause extreme modifications on the histogram,
i.e., considerably changing the input image and resulting in an unnatural look.
Methods for limiting the level of enhancement of an image have been proposed, most of
which are obtained through modifications on HE. Bi-histogramequalization was proposed
to reduce mean brightness change [11]. HE produces images with mean intensity that is
approximately in the middle of the dynamic range. To avoid ths, two separate histograms
from the same image are created and equalized independently. The first is the histogram of
intensities that are smaller than the mean intensity, the second is the histogram of intensities
that are bigger than the mean intensity. A similar method called equal area dualistic sub-
image histogram equalization (DSIHE) was proposed in whichthe two separate histograms
were created using the median intensity instead of the mean inte sity [12]. Although they
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perform better than HE, these two techniques can not adjust the level of enhancement and
are not robust to noise which becomes a problem when the histogram has high bins. Also,
it should be noted that preserving the brightness does not imply preservation of natural-
ness. One method to deal with high histogram bins is low-passfiltering the histogram [13].
Another method proposes modifying the “cumulation function” f the histogram to adjust
the level of enhancement [14], but is still sensitive to problems created by high histogram
bins.
There are also unconventional approaches to the histogram-based contrast enhancement
problem [15, 16]. Gray-level grouping (GLG) is such an algorithm that groups histogram
bins and then redistributes these groups iteratively [15]. Although GLG can adjust the
level of enhancement and is robust to high histogram bins, iti mainly designed for still
images. Since gray-level grouping makes hard decisions on grouping histogram bins, and
redistributing the bins depends on the grouping, mean brightness intensity in an image
sequence can abruptly change in the same scene. This causes flickering which is one of the
most annoying problems in video enhancement. Although a fast ver ion of the algorithm
is available, GLG’s computational complexity is high for most applications.
Contrast enhancement techniques in the first and third subgrops use multi-scale anal-
ysis to decompose the image into different bands and enhance desired global and local
frequencies [10, 22, 23, 24, 25, 26, 29, 30, 31]. These techniques are computationally com-
plex but enable global and local contrast enhancement at thesam time by enhancing the
appropriate scales. In addition, they have limitations andre not fully automatic.
The aforementioned contrast enhancement techniques perform well on some images but
they can create problems when a sequence of images is enhanced, or when the histogram
has high bins, or when a natural looking enhanced image is strictly required. Computational
complexity becomes an important issue when the goal is to design a contrast enhancement
algorithm for consumer products such as Television. In addition, consumer electronics re-
quire the method to be controllable. The proposed frameworkgives the properties of the
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enhancement mappingT [x], for a natural looking enhancement and presents the enhance-
ment problem as a regularized histogram approximation problem to handle issues arising
from un-regularized histogram equalization. The proposedregularization terms are for
adjusting the level of enhancement, noise robustness, and bl ck/white stretching. The com-
putational complexities of the regularization terms are discussed and a low-computational
complexity algorithm handling the mentioned problems associated with HE is presented.
In the next section, contrast enhancement is explained. In Section III, the contrast
enhancement using the proposed framework is explained in a progressive manner. Then,
the low-complexity proposed method is presented in SectionIV. Simulation results and
discussion is presented in Section V. Finally, conclusion is provided in Section VI.
2.2 Contrast Enhancement
Histogram-based contrast enhancement techniques utilizethe image histogram to obtain
a single-indexed mappingT [x] to modify intensities of image pixels. In HE and other
histogram-based methods, mapping function is obtained from the histogram or its modified
histogram, respectively [27]. HE finds a mapping to obtain an image with a histogram
that is as close as possible to a uniform distribution to fully exploit the dynamic range. A
histogram,h[n], can be thought of as an un-normalized discrete probability mass function
of the pixel intensities. The normalized histogramp[k] of an image gives the approximate
probability density function (pdf) of its pixel intensities. Then, the approximate cumulative
distribution function (cdf),c[k], is obtained fromp[k]. The mapping function is a scaled
version of this cdf. HE uses the image histogram to obtain themapping function; whereas,
other histogram-based methods obtain the mapping functionof the modified histogram.




























whereB is the number of bits used to represent gray levels. Althoughthe histogram of the
processed image will be as uniform as possible, it may not be exactly uniform because of
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the discrete nature of the pixel intensities.
It is also possible to enhance the contrast without using thehistogram. Oldest tricks
used in consumer-grade TV sets are black stretching and white stretching, which are very
simple but effective techniques [5]. Black stretching makes dark pixels darker, while white
stretching makes bright pixels brighter. This produces more natural looking black and white




























x × sb (x < b)
g[x] (b ≤ x ≤ w),
xmax + (x − w) × sw (w ≤ x)
(2.2)
whereb is the maximum intensity to be stretched to black andw is the minimum intensity
to be stretched to white,g[x] is any function mapping the intensities in between, andsb, sw
are black and white stretching factors both of which are lessthan one.
2.3 Histogram Regularization
To fully exploit the available dynamic range, HE tries to create a uniformly distributed out-
put histogram by using a cumulated histogram as its mapping fu ction. However, HE often
produces overly enhanced unnatural looking images. The problem with HE rises from large
derivatives ofT . To deal with this, the input histogram must be modified without giving up
on its contrast enhancement potential. The modified histogram can then be accumulated to
map input pixels to output pixels, similar to HE.
It is important to note that when the input distribution is alre dy a uniform distribution,
the mapping obtained from cumulating the input distribution is T (x) = x. Hence to lessen
the level of enhancement that would be obtained by HE, the input histogramh can be
modified toh̃ in such a way that it iscloser to a uniformly distributed histogramu.
The modified histogram can be seen as a regularized approximation of the input his-




Figure 2.1. (a) Original image, (b) enhanced image withλ = 0, (c) enhanced image withλ = 1, (d)
enhanced image withλ = 2
make the residual̃h− h small. This modified histogram will be used to obtain the mapping
function using (2.1). This is a convex bi-criterion problem, and can be formulated as a
weighted sum of the two objectives as
min ||h̃ − h|| + λ||h̃ − u||, (2.3)
whereh, h̃, andu ∈ R256×1, andλ is a problem parameter. Asλ varies over (0,∞) the
solution of (2.3) traces out the optimal trade-off curve between the two objectives. HE ob-
tained by the minimum value ofλ correspond to the standard HE, and the maximum value
of λ corresponds to not applying any equalization. Therefore, various levels of contrast
enhancement can be achieved by varyingλ.
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2.3.1 Adjustable Histogram Equalization
An analytical solution to (2.3) can be obtained when the squared sum of the Euclidean
norm is used, i.e.,
min ||h̃ − h||2
2
+ λ||h̃ − u||2
2
, (2.4)
which results in the quadratic optimization problem:
min(h̃ − h)T (h̃ − h) + λ(h̃ − u)T (h̃ − u). (2.5)





The modified histogram̃h turns out to be a weighted average ofh andu. By varying
the weightλ, various levels of enhancement can be achieved.
An example image and enhanced image using modified histogramequalization with
three differentλ values (0, 1, 2) are shown in Fig.2 1. Whenλ is zero, the modified
histogram is equal to the input histogram, hence, the standard HE is applied. The resulting
image is over-enhanced, with many unnatural details on the door and loss of all details on
the doorknob. Whenλ is increased to one, the regularization term comes into account and
the enhanced image looks more like the original image. Forλ = 2, the level of enhancement
is further decreased and the details on the doorknob are kept. In Fig. 2.2(a), the mappings
for the threeλ values are given. With increasingλ the mapping becomes more like a
line with a slope of one, which is a mapping that does not change the input image. The
fixed point observed around intensity value of 76 is a repelling fixed point1. Although
the level of enhancement is decreased with increasingλ, the slope of the mapping at the
fixed point,x∗, is still big. The slope of the mapping,̇T (x∗), as discussed in Theorem??
determines the speed that the intensities in the enhanced image ove away from the fixed
point. This becomes an important issue especially in imageswith smooth background in
which intensity differences in neighboring pixels look like noise.
11































Figure 2.2.a) Mappings for 3 different λ values, b) Original histogram, modified histogram withλ = 2
and the uniform histogram
(a) (b) (c) (d)
Figure 2.3. (a) Original image, (b) enhanced image withγ = 0, λ = 1, (c) enhanced image with
γ = 0, λ = 3, (d) enhanced image withγ = 1000, λ = 1
The problem of largėT (x∗) arises from outliers in the input histogram. The original
histogram given in Fig.2.2(b)exhibits large bins and the modified histogram has also large
bins for the corresponding intensities. This outlier sensitivity is observed becauseℓ2 norm
assigns large penalty to large residuals and therefore is not robust to outliers. To remedy this
problem,ℓ1 norm can be used for the histogram approximation term in the obj ctive while
ℓ2 norm is still used for the regularization term. Hence, the problem in (2.4) is changed to
min ||h̃ − h||1 + λ||h̃ − u||2
2
, (2.7)
To transform this mixed norm problem into a constrained quadratic programming prob-
lem, the first term can be expressed as a sum of auxiliary variables
min tT 1+ λ(h̃ − u)T (h̃ − u)
1Please see ??? for a detailed discussion of repelling/attractive fixed points.
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subject to
− t  (h̃ − h)  t,
where t ∈ R256×1 and represents the auxiliary variables2, and1 ∈ R256×1 is a vector of
ones. However, this constrained quadratic programming problem has high computational
complexity since there are 512 optimization variables.
Another way to deal with the outliers in the input histogram is to use one more regu-
larization term to measure the smoothness ofh̃, which reduces the modified histogram’s
sensitivity to outliers.
2.3.2 Histogram Smoothing
To avoid outliers that leads to strong repelling fixed points, a moothness constraint can be
added to the objective. The gradient approximation of the histogram, i.e.,h[i] − h[i − 1],
can be used to measure its smoothness. A smooth modified histogram will tend to have less
outliers since outliers are essentially abrupt changes in the histogram.
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With the additional regularization term for smoothness, the optimal trade-off is obtained
by minimizing
min ||h̃ − h||22 + λ||h̃ − u||22 + γ||Dh̃||22, (2.8)
2 symbol denotes vector/componentwise inequality.
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The solution of this three-criterion problem is
h̃ = ((1+ λ)I + γDT D)−1(h + λu). (2.9)
While (2.6) finds a weighted average ofh andu, (2.9) further smoothes this weighted
average to avoid outliers. It is possible to show that the first term in (2.9), that is,S −1 =
((1+ λ)I + γDT D)−1 is in fact a low-pass filtering operation on the averaged histogram by































2γ + (1+ λ) −2γ 0 0 · · ·
−2γ 4γ + (1+ λ) −2γ 0 · · ·




































As can be clearly seen,S is a tridiagonal matrix.
Then, from [32], S −1 is given by
S −1(i, j) = k ∗ (2γ)|i− j|ł(c1 ∗ v256−|i− j|1 + c2 ∗ v
256−|i− j|
2
+c3 ∗ (v1 ∗ v2)256−|i− j|), (2.11)


























which always have positive eigenvalues.
It can be seen from (2.11) that each row ofS −1 is a zero-phase low-pass filter. Hence, a
regularization term for smoothness corresponds to low-pass filtering the original histogram.
This explains heuristic histogram low-pass filtering approaches investigated in literature as
in [13].
To illustrate the performance of histogram smoothing, the image given in Fig.2.3(a),
which is captured from a compressed video stream is enhancedusing adjustable histogram
equalization with and without histogram smoothing. Both Fig. 2.3(b)and Fig.2.3(c)adjusts
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the level of enhancement withλ = 1 andλ = 3, respectively. After enhancement, both of
them are corrupted with artifacts that are observed as blackgrain noise around the text.
These artifacts arise from the strong repelling fixed point in the mapping created by the
outlier bins of the original histogram. The ringing artifact pixels that have intensities less
than the background pixels are mapped to much darker intensities. Histogram smoothing
with γ = 1000 solves this problem as can be seen in Fig.2.3(d). The mappings for the
corresponding enhanced images are given in Fig.2.4. Ṫ (x) at the outlier bin intensity has
been successfully decreased with histogram smoothing.
Although histogram smoothing is successful in avoiding outlier histogram bins, it has a
shortcoming. For a real-time implementationS −1 has to be computed for each image asγ
needs to be adjusted depending on the magnitude of the outlier histogram bins. Even though
there are fast algorithms for inverting tridiagonal matrices requiring onlyO(7n) arithmetic
operations [?] as opposed toO(n3/3), it is still unacceptable because of the application at
hand. This renders the algorithm not hardware implementable. Instead of using (2.9), a
low-pass filtering on the histogram can also be performed. Butthe number of taps and
the transfer function must also be adaptive similar to the form given in (2.11) for S −1.
Another approach that is less computationally complex is touse a weighted error norm for
the approximation error̃h − h, which is to be described next.
2.3.3 Weighted Histogram Approximation
Histogram outliers occur because of the existence of large number of pixels with exactly
the same intensity values compared to neighboring intensity values. This condition makes
the derivative of the mapping at that intensity also large. This results in mapping of a very
narrow range of pixel values to a wider range of pixel values.Hence, it causes contouring
and grainy noise type artifacts in uniform regions. Large number of pixels with exactly the
same intensity are due to big smooth areas in the image. Hence, measuring the average
local variance of all pixels with the same intensity can be usd to weight the approximation
error,h̃−h. Histogram approximation error at the corresponding bin will be weighted with
15









γ =0, λ =1
γ =0, λ =3
γ =1000, λ =1
Figure 2.4.Mappings for the enhanced images given in Figure 2.3
a small weight. Therefore, the modified histogram bin will not follow the input histogram’s
outlier bin to minimize the approximation error. The objective function with the weighted
approximation error is
min(h̃ − h)T W(h̃ − h) + λ(h̃ − u)T (h̃ − u). (2.12)
whereW ∈ R256×256 is a diagonal error weight matrix, andW(i, i) measures average local
variance of pixels with intensityi. The solution of (2.12) is
h̃ = (W + λI )−1(Wh + λu) (2.13)
and it is computationally simpler than (2.9). Since the first term is a diagonal matrix, taking
matrix inverse is avoided, i.e., simple division operationis used to find its inverse.
Fig. 2.5 shows the weighted histogram approximation and histogram smoothing for
comparison. The grain noise type artifact pixels around thetext is avoided in both meth-
ods. The mappings for the two methods is given in Fig.2.6 The derivative of the mapping
corresponding to smooth background pixels has further beenreduced. However, the map-
ping is not as smooth as histogram smoothing since no smoothing is performed on the
modified histogram.
2.3.4 Black and White Stretching
Black and white (B&W) stretching is one of the oldest image enhancement techniques
used in Television sets. B&W stretching maps predetermined dark and bright intensities
16
(a) (b)
Figure 2.5.(a) Histogram smoothing withγ = 1000, λ = 1, (b) Weighted Approximation with λ = 1000











Figure 2.6.Mappings for the enhanced images given in Figure 2.5
to darker and brighter intensities, respectively. To incorporate B&W stretching into his-
togram modification, where the intensity range for B&W stretching is [0, b] and [w,255]
respectively, the modified histogram̃h must have small bins for the corresponding intensity
ranges. Since the length of the histogram bins determines the contrast between the mapped
intensities, by decreasing the histogram bin length for [0, b] and [w,255], the mapping ob-
tained by accumulating the modified histogram will have a smaller derivative for these two
intensity ranges.
An additional regularization term for B&W stretching can be added to one of the ob-
jective functions presented in previous subsections (e.g., adjustable histogram equalization
equation given in (2.5))
min(h̃ − h)T (h̃ − h) + λ(h̃ − u)T (h̃ − u) + αh̃T I Bh̃, (2.14)
whereI B is a diagonal matrix.I B(i, i) = 1 for i ∈ {[0, b] ∪ [w,255]}, and the remaining
17
(a) (b) (c)










Histogram Smoothing with B&W stretching
(d)
Figure 2.7. (a) Original image, (b) enhanced image withγ = 1000, λ = 1, (c) enhanced image with
γ = 100, λ = 1, α = 5, (d) mappings for the two images
diagonal elements are zero. The solution to this minimization problem is
h̃ =
(
(1+ λ)I + αI B
)−1
(h + λu). (2.15)
In Fig. 2.7, histogram smoothing with and without B&W stretching is given. With the
more natural look of the black and white in the image, the contrast has greatly improved.
Black stretch intensity range is [0,20] and white stretch intensity range is [200,255] withα
set to 5. The mapping as given in Fig.2.7(d)clearly shows B&W stretching and the smooth
transition to non-stretching region.
2.4 A Low-complexity Histogram Modification Algorithm
In this section a low-complexity histogram modification algorithm is presented. The low-
complexity algorithm deals with histogram outliers, performs B&W stretching, and adjusts
the level of enhancement adaptively so that the dynamic range is maximally utilized without
amplifying the noise visibility and degrading the natural look of the image. The proposed
algorithm does not perform any division operation.
Using histogram smoothing or weighted histogram approximation is computationally
complex when considering the scarce memory and area resources in the hardware. His-
togram smoothing requires either solving (2.9) or explicit low-pass filtering with adaptive
filter length and transfer function. On the other hand, weighted approximation with solution
given in (2.13) requires division operation.
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2.4.1 Histogram Creation
To deal with histogram outliers in a simple way, instead of smoothing or weighting the
input histogram, the way of obtaining the input histogram can be modified. Since histogram
outliers are created because of large number of pixels that have the same intensity, these
pixels almost always come from smooth areas in the image. Even if they do not, it will
not be a problem because grainy noise type artifacts are visible in smooth areas. Hence,
histogram creation can be modified by counting pixels that have some level of contrast with
their neighbors. This way, a histogram can be regarded as a discrete conditional probability
h[x] = p(x|contrast), i.e.,h[x] is the estimated probability of a pixel having intensityi given
that it has a contrast with its neighbors. Performing histogram equalization onp(x|contrast)
instead ofp(x), will enhance the contrast but not the noise since the dynamic range is best
utilized for pixels that have some level of contrast with their n ighbors.
To obtain the histogram, the local variation of each pixel can be used to decide if a pixel
has sufficient contrast with its neighbors. One efficient way of achieving this for hardware
simplicity is to use a horizontal variation measure by taking advantage of the row-wise
pixel processing architecture, which is available in common video processing hardware.
A horizontal one-lagged difference operation is a high-pass filter, which will also measure
noise. On the other hand, a horizontal two-lagged difference operation is a band-pass filter
which will not pass high-frequency noise signals. Histogram is created using pixels with
a two-lagged difference that has a magnitude larger than a given threshold (steps 5, 6, 7).
The number of pixels included in the histogram is also counted.
2.4.2 Adjusting The Level Of Enhancement
As described in Section2.3.1, it is possible to adjust the level of histogram equalization
achieve natural looking enhanced images. The modified histogram is a weighted average
of the input histogramh and the uniform histogramu, as given in (2.6). The contribution
of the input histogram in the modified histogram isκ = 11+λ . The level of histogram equal-




Figure 2.8.(a) Original image, (b) HE image, (c) WTHE image, (d) proposedalgorithm
have narrow histograms and with histogram equalization contouring and noise can be cre-
ated. Therefore,κ is computed to measure the input contrast using the aggregated outputs
of horizontal two-lagged difference operation (step 4). Afterwards,κ is non-linearly mod-
ulated and normalized to the range [0,1] (step 11). To ensure thath andu have the same
normalization,u is obtained using the number of pixels that are included in the histogram
(step 12). umin is used to ensure that very low bin regions of the histogram will not result in
very low slope in the mapping function; it will increase the slope in these regions, resulting
in increased-utilization of dynamic range.
B&W stretching is performed using (2.15) (step 17). Parametersb, w, andα can be
adapted with the image content.b andw is usually derived from the histogram as the min-
imum and maximum intensities. For noise robustness,b hould be chosen as the minimum




Figure 2.9.(a) Original image, (b) HE image, (c) WTHE image, (d) proposedalgorithm
similarly. It is a good practice to impose limits onb andw. The stretching parameter should
also be adapted with image content. For dark images white stretching can be favored, while
for bright images black stretching can be favored.α may also depend on the input image’s
contrast.
2.5 Results and Discussion
Proposed algorithm has been successfully tested on a variety of test images and video se-
quences. A few of the results are shown in this paper. Fig.2.8and Fig.2.9show the original
test images and their corresponding contrast enhanced versions. Their mapping functions
are shown in Fig.2.10(a)and Fig.2.10(a), respectively. The proposed algorithm is com-
pared with a recent state-of-the-art global contrast enhancement algorithm in literature,
known as weighted thresholded HE (WTHE), presented in [18], in which they compare
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Algorithm 1 : GCE Histogram Modification Algorithm
Input : Input image:f ,
B&W stretch parameters:b, w, andα
Output : Modified histogram:̃h
Initialize κ;1
foreach row m do2
foreach column n do3
κ = κ + | f [m, n] − f [m, n − 2]|;4
if | f [m, n] − f [m, n − 2]| > Threshold then5






u = min{count/256, umin};12
foreach bin i do13
if b < i < w then14
h̃[i] = (1− κ)u + κh[i];15
else16
h̃[i] = 11+α [(1 − κ)u + κh[i]];17
end18
end19
it against the algorithms presented in [11, 19, 20] and show their algorithm’s superiority.
Both WTHE and our proposed method show similar visual quality on many of the images
we tested. However, that is not always the case. Hence, images included in this paper are
selected among the ones that cause different visual quality.
Histogram equalized images result in the best utilization of the dynamic range of the
pixel values for maximum contrast. However, this often doesnot mean the resulting image
is better in terms of visual quality. This situation is also observed with images in Fig.2.8(b)
and Fig.2.9(b). Undesired artifacts become more prominent, and amplified nature of noise
degrades the quality of the image resulting in an unnatural look. WTHE and the proposed
algorithm on the other hand offers a controllability of the contrast enhancement. Since the
histogram of the proposed algorithm is formed from the conditional probability, it does not
have very high bins resulting from uniform regions; hence, th proposed method does not
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produce artifacts as HE and WTHE, which are caused by having high bins that cause high
slope in the mapping function. Even though WTHE thresholds high bin values to prevent
its undesired effect, it does not produce as pleasing results as the proposed algorithm does.
One other situation HE and WTHE introduces artifacts when thedynamic range of the
original image is shrunk from either one or both ends. In either case, the resulting image
is either darkened and/or brightened more than necessary. The proposed algorithm,on
the other hand, avoids this situation through the use of mixing of conditional histogram
andumin as explained in line 14-18 of the Algorithm1. By modifying the histogram, the
proposed method improves the natural-look of the image substantially compared to HE and
WTHE.
Fig. 2.8(b) is the histogram equalized image of2.8(a). The contrast of the image
is maximized at the expense of the amplified noise, and image artifacts. The resulting
artifacts are mostly in the darker regions, which is also evid nt from Fig.2.10(a). Darker
regions become darker, and very bright region gets even brighter. WTHE reduces the eff ct
of HE. However, the resulting image still has some flavor of HE: bodies of two people,
and the trees are still darker and the resulting image Fig.2.8(c)is not as visually pleasing
as Fig.2.8(d). As can be clearly seen, the mapping function in the region arund 175 has
a very steep curve resulting in a stretching of a very narrow region into a wider region;
range of [150-180] is getting mapped to [60-180]. These pixel values are mostly due to the
sand and some part of the sea. The pixel values of the two bodies are around 60 and the
pixel values of the trees are around 40. The mapping functions f r both HE and WTHE
are mapping these values into darker pixel values. This is cau ed by the histogram of the
original image having very few pixel values below 40. However, in the proposed algorithm
this situation is prevented by filling very low bins adaptively with umin as illustrated in
Algorithm 1. Hence, the contrast enhanced image obtained by the proposed method is
visually more pleasing than HE and WTHE.
Fig. 2.9(b) is the histogram equalized image of2.9(a). HE image, again, looks very
23
unnatural. Especially, the dominance of the sky region results in a very big slope in the
mapping function around the pixel value of 250, which results in mapping of range [250-
256] into [150-256]. Unnatural look of the HE image is lessened using WTHE. However,
it is not alleviated completely. Graininess in the sky stillexist in the regions close to the
plane. The proposed algorithm, on the other hand, produces agood visual quality result;
there is no graininess in the sky and the contrast of the grassis improved compared to
HE and WTHE result. The success of the proposed method in this type of images is,
again, due to the use of the conditional histogram. Big uniform regions in an image cause
corresponding bins in the histogram to be very high comparedto other bins. However,
conditional histogram avoids having very high bins. This feature is controlled adaptively
by the variableκ in the algorithm. If an image contains large smooth regions,then the effect
of histogram is lessened so that the resulting image preservthe smoothness and does not
introduce visual artifacts. On the other hand, if there is nodominant smooth region in an
image, then the effect ofκ is increased to increase the contrast.
















Figure 2.10. (a) mappings of Fig 2.8, (b) mappings of Fig 2.9. Solid line indicates the HE mapping,
dashed line indicates the WTHE mapping, dash-dotted line indicates the proposed method, and the
dotted line indicates the ideal no change mapping.
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2.6 Conclusions
A general framework for image contrast enhancement is present d, and a low-complexity
algorithm suitable for video display applications is proposed. The presented framework
enables the adjustment of contrast enhancement through carefully designed regularization
terms. Hence, the contrast of the image/video can be improved without introducing visual
artifacts that decrease the visual quality of an image and cause it to have an unnatural look.
To obtain a real-time implementable and low-complexity algorithm, the proposed method
avoids cumbersome calculations and bandwidth consuming operations. The experimental
results show the effectiveness of the algorithm in comparison to other contrastenhance-
ment algorithms. Obtained images are visually pleasing, artifact free, and natural looking.
A very important feature of the proposed algorithm is that itdoes not introduce flickering,
which is very important for video applications.
The proposed method is very powerful in terms of being controllable, and adaptive
to different images. It offers a level of controllability, and adaptivity through whicall
different levels of contrast enhancement between full contrastenhancement, i.e., HE, and
no contrast enhancement can be achieved.
25
CHAPTER 3
LOCAL CONTRAST ENHANCEMENT USING RECURSIVE
FILTERS
3.1 Introduction
Global contrast-enhancement (GCE) methods target the problems such as improper lighting
conditions that manifest themselves in a global fashion. Onthe other hand, local contrast-
enhancement (LCE) methods target the visibility of local details in the image. Since both
methods produce images with higher contrast, the enhanced images generally look more
appealing than their corresponding originals.
Two well-known local-contrast enhancement methods are adaptive histogram equaliza-
tion (AHE) [33] and adaptive contrast enhancement (ACE) [34][35]. AHE algorithms find
local mappings using local histograms. Although AHE improves contrast, its computa-
tional complexity may not be acceptable for real-time applications. A bi-linear interpola-
tion technique is presented in [33] for a block-based AHE. Another disadvantage of the
AHE methods is that they often over-enhance the image by creating so-calledcontrast ob-
jects that were not visible in the original image. The enhanced image often does not look
natural [14].
ACE methods consist of two main steps: (i) low-pass filtering of the image and (ii) en-
hancing the details by utilizing the low-pass filtered image. Preserving the edges is critical
since the human visual system is sensitive to edges [36]. Increasing the contrast around
edges without degrading the edge quality improves visibility and produces better looking
images. Low-pass filtering of the images is done using eitherfinite impulse response (FIR)
or infinite impulse response (IIR) filters. FIR filters have been found to be more acceptable
than IIR filters because of their easier implementation and handling. Also, stability is not an
issue for FIR filters. IIR1 filters are more difficult than FIR filters to understand and handle,
1Note that throughout this work, we use the terms IIR and recursive exchangeably.
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and their stability is not guaranteed. Since the fundamental law of algebra applies only to
one-variable polynomials and cannot be applied to multi-variable polynomials, analyzing
stability is much harder, if not impossible for 2-D IIR filters, [37][38]. A low-pass IIR filter
has to be zero-phase, but it is impossible to design a zero-phase filter with a single recursive
filter. However, zero-phase can be achieved by adding/multiplying a recursive filter with
its complex conjugate. Our filters are first-order recursivefilt rs, which are discussed in
Section3.2.
3.2 Adaptive Contrast Enhancement
In conventional ACE algorithms the enhanced imagey(m, n) is obtained from the input
image f (m, n) as
y(m, n) = g(m, n) + [1 + γ(m, n)][ f (m, n) − g(m, n)], (3.1)
whereg(m, n) is the local mean,γ(m, n) is the enhancement gain,m is the row number, and
n is the column number.
Our filter finds the local mean by averaging two opposite direction recursive filters. For
the 1-D case our recursive filters operate on a line, whereas for 2-D filters they operate
on the entire image. The gain function is designed to suppress noise visibility in smooth
regions. We use a gain function designed in our previous work[39].
3.2.1 1-D Recursive Filter
The local meang(m, n) at rowm and columnn is the output of the recursive filter, which is
the average of two different filter outputs given by
g(m, n) =
g+(m, n) + g−(m, n)
2
, (3.2)
whereg+(m, n) andg−(m, n) are the outputs of the two opposite direction filters that run
horizontally on a single row. The first filter runs from left toright and is referred to as the
forward running filter. The second filter runs from right to left and is, similarly, referred
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to as the backward running filter. From this point forward, weill refer to them as the
forward and backward filters, respectively. The two filters are single pole IIR filters at any
given pixel location. The input-output relationship for the forward filteredg+(m, n) is
g+(m, n) = λ(m, n)g+(m, n − 1)+ [1 − λ(m, n)] f (m, n), (3.3)
whereλ(m, n) is the edge adaptive delay coefficient. The relationship for the backward
filteredg−(m, n) is similarly,
g−(m, n) = λ(m, n)g−(m, n + 1)+ [1 − λ(m, n)] f (m, n). (3.4)
. The adaptation ofλ(m, n) to the edge information is crucial for preventing the smoothing
of edges in the un-sharp masked image. Considering thatλ(m, n) is the weight of the
previous output, a strongerλ(m, n) increases the low-pass characteristic of the filter. Hence,
when an edge is encountered,λ(m, n) must be decreased so that the edge will be preserved
in the output. The edge signal (E) we use is|gF(m, n−1)− f (m, n)| for the forward filter, and
|gB(m, n + 1)− f (m, n)| for the backward filter. Both of the edge signals are the differences
between the original pixel value and the previous filter output. Using these edge signals,
λ(m, n) is obtained using
λ(m, n) = e−αE, (3.5)
for the forward filter, and similarly for the backward filter.As can be observed from (3.5),
strong edges reduceλ(m, n) more, hence the low-pass characteristic of the filter is lesened.
Typicalα values are in the range of 0.01 to 0.04.
From (3.3) and (3.4) the frequency response of the forward and backward filters at a






1− λz . (3.7)
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Here, we implicitly assume thatλs for the two filters are equal since ideally edge infor-
mation at the same locality must be the same. Stability of thetwo transfer functions is
guaranteed for|λ| < 1 which is satisfied using (3.5).
The z-transform of the local mean filter on the unit circle using (3.2), (3.6), and (3.7) is
obtained as below
H(z) = (1− λ) 1− λRe{z}
1− 2λRe{z} + λ2 , (3.8)
which has a zero phase. Thus, the 1-D local mean filter appliedrow-wise and given by
(3.2) does not shift the input signal.
It is worthwhile to note that the above 1-D filter for the localmean is an exponential
smoothing filter with impulse response
h[n] = ke−(αE)|n|, (3.9)
wherek = (1 − e−αE). Using the edge signalE, smoothing power of the filters is adapted
spatially. This way with only a single tap for the delayed output, different levels of smooth-
ing is achieved easily. To attain the same level of smoothing, a non-recursive Gaussian




























































Figure 3.1.Transfer functions of the 2-D recursive filters
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3.2.2 2-D Separable Recursive Filter
2-D separable recursive filter is composed from 1-D filters running in the horizontal and
vertical directions back to back.
H(z1, z2) = Hx(z1)Hy(z2)
=
(












Image is filtered in the horizontal direction first and then the resulting image is filtered
in the vertical direction. SinceHx(z1) andHy(z2) are the averages of forward and backward
1-D filters andHx(z1) is cascaded toHy(z2) bounded-input-bounded-output stability is again
satisfied withλ < 1. The overall transfer function for the 2-D separable filteris as below
Hs(z1, z2) =
1− λa2 (z−11 + z1)
(1− λaz−11 )(1− λaz1)
1− λb2 (z−12 + z2)
(1− λbz−12 )(1− λbz2)
(3.11)
Since diagonal frequency components are filtered two times compared to horizontal
and vertical components, the filters transfer function is not is tropic as can be seen in
Fig. 3.1(a). This feature of the 2-D separable filter’s transfer function favors more of the
diagonal frequency components in the detail image. Therefore, amplified detail image
added back to the un-sharp masked image to produce the enhanced image may cause false
diagonal edges which is most disturbing on the smooth areas.
Next, we look at the 2-D filter, which recurses on the 4-neighbors to improve the
isotropy of the transfer function.
3.2.3 2-D Filter Using 4-Neighbors
In this case, each of the forward and backward filters use 2 of the 4-neighbors for the
recursion. 4-neighbors are the closest neighbors to the curr nt pixel in the horizontal and
vertical directions. Fig.3.2(a)shows the 2 neighbor pixels used in the forward recursion,
which are previously outputted. To guarantee zero-phase filtering, the overall filter response
is again averaged from the forward and backward filter outputs. Transfer function for the
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forward filter is
H+4 (z1, z2) =
1− λa − λb
1− λaz−11 − λbz−12
, (3.12)
where|λa| + |λb| < 1 for stability [38]. To enable a low-complexity implementation with a
small sized look-up table we tighten the constraint by using(3.5) and normalizing it with12
for bothλa andλb. Hence, one LUT can be used for both and they can independently take
values without needing to check for stability.
Backward filter is the complex conjugate of the forward filter on the unit circle. It uses
the remaining 2 pixels of the 4-neighborhood.
(a) 4-Neighbors case (b) 8-Neighbors case
Figure 3.2.Neighbors used in the forward filters










which is given in Fig.3.1(b). As expected, transfer function’s isotropy have improved
compared to the separable filter.
3.2.4 2-D Filter Using 8-Neighbors
To improve the transfer function further, we include the remaining neighbors in the 8-
neighborhood into the recursion. Hence, all 8-neighbors contribute to the output. Fig.3.2(b)
shows the neighbors for the forward filter. Similarly, this filter is also composed of forward
and backward filters so that the zero-phase condition is satified. The filter for the forward
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case is given as
H+8 (z1, z2) =
1− λa − λb − λc − λd
1− λaz−11 − λbz−12 − λcz−11 z−12 − λdz1z−12
(3.14)
where the stability condition is for any|z| = 1
1+ a2 > b2 + c2 + d2 + cd(z2 + z−2) − 2(bd + bc)Re{z} (3.15)
derived using a simplified procedure to check the conditionsf Huang’s stability theo-
rem [40]. To avoid having to check this stability condition on each adaptation of delay
coefficients (i.e.λs), we tighten the constraint by using (3.5) for eachλ and normalize it
with 14. Hence, one LUT can be used for all four of them and they can independently take
values without needing to check for stability.
Backward filter is the complex conjugate of the forward filter on the unit circle, and it
uses the remaining 4 neighbors not shown in the figure. Again,the overall filter response










As can be seen from Fig.3.1(c), the isotropy of the transfer function is further improved
compared to the earlier cases.
3.2.5 Computational Complexity Analysis
Our 2-D filters becomes more isotropic as we move from 2-D separable to 2-D 8-neighbors
filter, which improves the visual quality of the enhanced image. Improvement in the visual
quality brings along the increased computational complexity.
The delay coefficient (λ) of the IIR filters does not have to be computed each time since
it is determined by (3.5) and the edge signal that is input to this function is always rounded
to an integer between 0 and 255. Hence, forλ and the enhancement gain one look-up table
(LUT) for each of them can be used. The memory needed for the LUTs is 256 bytes forλ
LUT, around 20 bytes for enhancement gain LUT, one frame-store for the forward filter’s
output and an additional single register for backward filter’s output.
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Number of computations for a pixel in each filtering is discussed below so that the
complexity-visual quality trade-off analysis can be made. 1-D filter requires 2 additions
and 1 LUT for Eq.3.1, and 2 multiplication, 4 additions, 1 bit shift and 1 LUT for forward
and backward filters, totaling 2 multiplications, 6 additions, 1 bit shift and 2 LUTs.
2-D separable filter requires twice of 1-D filter for calculation of µ since it is cascade
of 1-D filters in the horizontal and vertical. So, in total 2-Dseparable filter requires 4
multiplications, 10 additions, 2 bit shift and 2 LUTs.
Non-separable 4-neighbors filter requires 4 multiplications, 8 additions, 1 bit shift and
2 LUTs for forward and backward filters. Hence, in total it requires 4 multiplications, 10
additions, 1 bit shift and 2 LUTs. Similarly, non-separable8-neighbors filter requires 8
multiplications, 18 additions and 2 LUTs.
3.3 Experiment Results
We have tested the images and videos obtained from the proposed filtering methods on an
94cm LCD TV for visual quality. The pertinent specifications of the TV are as follows:
a resolution of 1280×768 along with a contrast ratio of 800:1. Some of the observations
presented below are difficult to make from the given figures.
From Fig.3.3(b), we can see that 1-D filter enhances the horizontal contrast mo no-
ticeable on the vertical iron bars of the fence. 2-D separable filter does vertical contrast
enhancement in addition to the horizontal, which can be seenon the horizontal bars of the
fence and shadows of the bus’ glass window. Also, the vertical enhancement is evident on
the pink flowers. The amount of vertical and horizontal contrast enhancement is more with
the 2-D filter that uses 4-neighbors. This is easier to see on the rock and the vertical wood
column in Fig.3.4(c)compared to Fig.3.3(b). The contrast improvement with the 2-D filter
using 8-neighbors is less compared to the improvement using4-neighbors. However, using
8-neighbors performs better in terms of the enhancement quality in smooth regions. This
is because of its transfer function’s better isotropy. Since all the frequency components
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are treated equally, no component is favored relative to others. However, with decreasing
isotropy the transfer function filters out the diagonal frequ ncy components more, and thus
the detail image includes more of the diagonal components. The human eye can see this
discrimination of the frequencies especially in smooth areas as false edges and objects in
diagonal directions. This is most evident in the 2-D non-separable filter as expected.
(a) (b) (c)
(d) (e)
Figure 3.3.(a) First frame of Bus sequence enhanced with different filters: (b) Enhanced with 1-D filter,
(c) Enhanced with 2-D separable filter, (d) Enhanced with 2-Dfilter using 4-neighbors, (e) Enhanced
with 2-D filter using 8-neighbors
3.4 Skin-Aware Local Contrast Enhancement
Human intelligence is highly trained to recognize human faces and skin. Starting from the
early infancy phases, humans learn to recognize other people with their faces [41], and
communicate indescribable feelings and thoughts with simple facial mimics. The human
face is therefore of great interestas Cicero said, everything is in the face. Special care must
be taken for face and skin regions of an image before displaying. Faces in local contrast




Figure 3.4. (a) First frame of Tempete sequence enhanced with different filters: (b) Enhanced with
1-D filter, (c) Enhanced with 2-D separable filter, (d) Enhanced with 2-D filter using 4-neighbors, (e)
Enhanced with 2-D filter using 8-neighbors
attractive than the original. There is a clear need for detecting skin and non-skin regions
and applying a lighter level of local contrast enhancement to skin regions, if not some
smoothing.
Pixel-based skin detection algorithms utilize the fact that skin colors are clustered in
the color space [42, 43, 44]. Although there are small variations with respect to race and
illumination conditions, skin color lies inside a definite shaped color space region (i.e. skin
locus) [45]. Variations on the skin color due to race and lightning conditions are explained
by intensity variations in the chrominance components. Therefore, color space based skin
color detection methods are robust to lightning conditions. Another reason to discard the
luminance component is to decrease the computational complexity through dimensionality
reduction.
Skin color modeling based skin detection methods have 90% true positive, and 20%
false positive rate on average depending on the model and (tosome extent) the color space
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used [46]. Since our goal is to discriminate skin pixels for a lighterl vel of enhance-
ment, the true positives compared to the false positives aregiven more importance. To
increase the performance of skin detection algorithms, more information is needed. One
such information is the skin color homogeneity based on the assumption that skin regions
in general consist of smooth skin patches. This informationis especially useful in nudity
detection [47]. With the help of the homogeneity assumption true positiveand false positive
rates can be improved moderately (e.g. to 96%, and 4.5% respectively [44]).
A low-complexity human skin aware local contrast enhancement (sLCE) method is
presented. sLCE utilizes the likelihood of a pixel to be a skinpixel in order to modulate
the amplification gain of the detail image for local contrastenhancement. The skin color
distribution is modeled with a Gaussian distribution on theYCbCr color space. Contrary to
pixel-based skin detection algorithms that utilize thresholds, a soft discrimination between
skin and non-skin pixels by using the skin likelihood is used. This way, unwanted false
edges caused by false classification is prevented. Furthermor , to deal with isolated non-
skin pixels in skin regions (or the opposite), edge information is used to impose correlation
between skin likelihoods of neighboring pixels. Thus, a skin likelihood map consists of
contiguous skin regions corresponding to actual skin regions. Experiment results show that
SLCE produces natural looking face and non-facial skin regions in the enhanced image
while keeping the same level of enhancement on non-skin regions.
Skin color models can be divided into two groups in general: prametric and non-
parametric models. Non-parametric models are mainly histogram-based models learned
from training data sets. They require memory and may not generaliz depending on the
representativeness of the training set. However, parametric modeling interpolates the train-
ing set and generalizes better. The interpolation is a desired feature for the objective since
a soft discrimination between skin and non-skin pixels is wanted.
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3.4.1 Gaussian skin color model
Modeling skin color distribution with a Gaussian model is done before in [48, 49, 50]. The
joint probability density function of the color vector,c, of a pixel given that it is a skin pixel
is defined as:




where s = 1 indicates a skin pixel,µ is mean vector, andΣ is covariance matrix. The









































































































Since linear combinations of Gaussian variables are also Gaussi n variables, to find the
Gaussian parameters for other colorspaces,
such as the YUV for analog composite video, all one needs to dois t transform the
above estimates using the transformation matrixT between the two colorspaces (i.e. the
transformed estimates areTµ,TΣT T ).
Using Bayesian formula the posterior probability of a color vector to come from a skin
pixel (i.e. the skin likelihood) is
p(s = 1|c) = p(c|s = 1)p(s = 1)
p(c)
(3.20)
The prior probability of skinp(s = 1) will be a constant depending on the type of the image
or video. To save computation, color vectors are assumed to be uniformly distributed on




p(s = 1|c) = k p(c|s = 1). (3.21)
k = 1 is used in the following discussions and the experimental results.
37
An example image and its skin likelihood map is given in Fig.3.5(a)and Fig.3.5(b).
Isolated non-skin pixels in skin regions and skin pixels in non-skin regions can be seen.
This is partly due to the Gaussian model’s failure (e.g. the non-skin pixels on the face) and
use of the color information only to detect the skin. For example pixels on the edge’s of
the shirt have skin color because slow chrominance transitio imposed by the composite
analog video broadcast standards (e.g. NTSC, PAL) cause hue change artifacts and in
this case the hue changes from shirt’s red color to skin coloron the edges. To deal with
the Gaussian model’s failure, the edge information is used to impose spatial correlation
between the skin likelihoods.
As described in Section3.2.1, λ of the recursive LCE filter (a number between 0 and 1)
is updated with the edge information using (3.5) such that lambda decreases with the edge
strength. To deal with isolated skin likelihoods (SLs), theskin likelihood is correlated in a
locality with a recursive estimation that adapts the amountf correlation according to the
edge strength. No correlation across the edges is imposed.
Sinceλ is between 0 and 1, the probability of edge is assumed to bep(E = 1) = (1−λ);
then, the probability of no edge isp(E = 0) = λ. Then, SL in a locality, ¯p(s = 1), can be
written in terms of its conditional probabilities:
p̄new(s = 1) = p̄old(s = 1|E = 0)p(E = 0) + p(s = 1|c)p(E = 1), (3.22)
wherep̄new is the updated local SL using the old local SL ( ¯pold) and current pixel’s SL. In
other words, the old local SL is used if there is no edge and current pixel’s SL is used if
there is an edge. To decrease the estimation variance of the local SL, a weighted average







p(s = 1|c). (3.23)




λ p̄old + (1− 7
8
λ)p(s = 1|c). (3.24)
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An example map for the correlated skin likelihood is given inF g. 3.5(c).
Using this skin likelihood, the enhancement gain can be modulated so that a skin pixel
will be enhanced less than a non-skin pixel. This way, the natural look of the face can be
preserved while other parts of the image are enhanced. This modulation can be done using
the updated local SL ( ¯pnew) (3.24) in (3.1) as below
y(m, n) = µ(m, n) + [1 + (1− p̄new)g(m, n)]
[x(m, n) − µ(m, n)]. (3.25)
Thus, amplification of the local detail will decrease with its skin likelihood. Other
modulation functions can also be used such as the square rootof skin likelihood if less
amount of skin enhancement is desired. Furthermore, for a better visual quality one can
smoothen skin regions by contracting the deviation from local luminance mean instead of
amplifying it with a gain. This can simply be done by making the gain negative for highly
likely skin regions as below




[x(m, n) − µ(m, n)]. (3.26)
where the used gain modulation function (k−p̄
new
k ) is negative for ¯p
new > k and 1 forp̄new = 0.
3.4.2 Experiment Results for Human Skin
Video captured from an NTSC broadcast is used for performance evaluation. Fig.3.5(c)
shows that by correlating the SLs, isolated likelihoods arelessened and smoothed. Fig.3.5(c)
gives an imaged enhanced using LCE only. Unnatural looking skin regions can be seen on
the nose, sides of the mouth and on the right side of the neck. These artifacts on the face
and the neck are almost removed using SALSA as shown in Fig.3.5(e)and Fig.3.5(h). It is
important to note that there is no loss of enhancement on non-skin regions. Smoothing the
skin regions looks more natural as given in Fig.3.5(f) and Fig.3.5(i), which are smoothed
usingk = 0.75. However, this comes with a cost and the level of enhancement on the other





Figure 3.5.(a) Original image, (b) Uncorrelated skin likelihood map, (c) Correlated skin map, (d) LCE
of face, (e) SALSA of face, (f) SALSA with smoothing of face (k=0.75), (g) LCE of neck, (h) SALSA of
neck, (i) SALSA with smoothing of neck (k=0.75)
3.5 Conclusions
Compared to FIR filters, recursive filters can achieve desiredtransfer functions with much
fewer coefficients enabling low-complexity algorithms which can be used in consumer elec-
tronics products such as Television. While using recursive filters special care must be taken
to ensure that the transfer function has zero phase and the ouput is stable in the bounded-
input-bounded-output sense. A family of exponential smoothing filters using recursive
filters to obtain edge-preserving low-pass images as an unsharp-mask of the original image
for contrast enhancement is presented. However, a uniform enhancement of all pixels in
the image can sometimes produce unnatural images especially of human faces. To deal
with this problem, modulating the enhancement gain with theskin likelihood is proposed.
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Spatial correlation is imposed on the likelihoods to reduceisolated skin and non-skin pix-
els. Furthermore, a light level of smoothing for the face is also proposed while enhancing





Our de-ringing method is illustrated in Fig.4 1. Ringing artifact-free image is obtained
from the original image via smoothing with the edge-preserving recursive filter. In the
ringing artifact-free image, texture is also smoothed out along with the ringing artifacts.
Hence, smoothed pixels must be used when the original pixelsar ringing artifact pixels.
The ringing likelihood of each pixel, which is computed fromthe edge map, is used to
modulate thealpha blending of the two image pixels.
Recursive filters operate on previously computed outputs. A two-dimensional one-
lagged recursion can be implemented using horizontal, vertical, and diagonal neighbors.
Using all one-lagged neighbors, the transfer function becomes more isotropic as discussed
in Section3.2. The recursion when using the horizontal and vertical neighbors is
g[m, n] = λag[m, n − 1] + λbg[m − 1, n] + (1− λa − λb) f [m, n], (4.1)
where f [m, n] andg[m, n] are the input image pixel and the filter output at location [m, n],
andλa andλb are recursion coefficients. Also,
|λa| + |λb| < 1, (4.2)








Figure 4.1.Block diagram for the proposed ringing artifact reduction method
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in the opposite direction is also employed. Moreoverλa andλb is again adapted with edge




Figure 4.2.(a) Original image with ringing artifacts, (b) image smoothed with the 2-D recursive filter,
(c) edge likelihood map, (d) ringing likelihood map, (e) result of the proposed method, (f) an example
image with ringing artifacts, (g) result of the proposed method.
In Fig.4.2a-b, a JPEG compressed image and its smoothed version using the 2-D recur-
sive filter is given. In the smoothed image, edges are preservd but the ringing artifacts and
the texture is filtered out. To keep the details but remove theringing artifact pixels, original
image and smoothed image can bealpha blended by carefully changingα for each pixel.
As discussed in Section4.1, ringing is created because of the DCT quantization. There-
fore, coding blocks with more non-zero DCT coefficients are more prone to ringing. Since
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DCT blocks with edges have a larger number of non-zero DCT coeffi ients, they are prone
to ringing. Ringing is most visible in smooth areas around strong edges. It is easier for
the human eye to detect the DCT noise which is contrasted with the smooth regions. Inter-
estingly, ringing is masked by details in the image. It may even look like a true detail that
enhances the visual quality. In Fig.4.2a, ringing artifacts in the roof region is less disturbing
than the ones in the sky region. Therefore one needs to deal with ringing in smooth areas
around edges. As a result, ringing likelihood of a pixel is closely related with the edges in
the image. Fortunately, the 2-D recursive smoothing filter inherently produces edge infor-
mation because it uses this information to adjust its smoothing amount. Sinceλa andλb are
inversely related with the vertical/diagonal and horizontal/diagonal edges respectively,
and their sum is less than one (see Eq.4.2), edge likelihoodpE[m, n] of a pixel can be
defined as
pE[m, n] = 1− λa[m, n] − λb[m, n]. (4.3)
In Fig.4.2c edge likelihood map of the image is shown, in whichpE [m, n] = 1 corresponds to
black, andpE [m, n] = 0 corresponds to white. It can be seen that ringing pixels havesmall
edge likelihoods compared to the true edge pixel’s edge likelihood.
4.2 Ringing Likelihood Estimation
As discussed above, the likelihood of a visible ringing in a pixel is related with its edge
likelihood, and the presence of a strong edge in its coding block. Ringing likelihood ratio





wherep∗E[m∗, n∗] is the edge likelihood of the strongest edge located at [m∗, n∗] in coding
blockB which is obtained by
p∗E[m∗, n∗] = max
[m,n]∈B
p[m, n]. (4.5)
LR is small if the current pixel is an edge, and large if it is not an edge and there exists a
strong edge in its coding block.
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Another way to view Eq.4.4 is to think ofLR as a
likelihood ratio in a hypothesis testing problem. The null hypothesisH0 that the pixel at
[m∗, n∗] is the strongest edge pixel inB, is tested against the alternativeH1 that the current
pixel at [m, n] is the strongest. Hence,LR is always greater than one.H1 imposes the
restriction that [m∗, n∗] = [m, n]. It often proves to be that case that underH0
χ2(m) ≈ 2 ln LR, (4.6)
which states that 2 lnLR is Chisquare distributed withm degrees of freedom (m is one in
this case)[51]. Probability ofLR to be less thanLRobserved shows how likely isH0 against
H1. Hence, ringing likelihoodpR[m, n] of a pixel can be defined as
pR[m, n] = p(LR < LRobserved). (4.7)
Ringing likelihood map of the image in Fig.4.2a is given in Fig.4.2d, in whichpR[m, n] =
1 corresponds to white andpR[m, n] = 0 corresponds to black (opposite of the edge like-
lihood map). It can be seen that ringing pixels in the sky havel rgepR[m, n], while pixels
on the roof have lowpR[m, n].
4.3 Optimal Alpha Blending
An optimalalpha blending of the original image and the artifact-free smoothed image can
be obtained usingpR[m, n] of each pixel.
Each pixelf †[m, n] in the decompressed source image is a random variable givenby
f †[m, n] = I[m, n]g[m, n] + (1− I[m, n]) f [m, n], (4.8)
where I[m, n] is one if [m, n] is a ringing artifact pixel, and zero otherwise. Thealpha
blended imagef ‡[m, n] is computed by
f ‡[m, n] = αg[m, n] + (1− α) f [m, n]. (4.9)
The errorǫ[m, n] betweenf †[m, n] and f ‡[m, n] is
ǫ[m, n] = (I[m, n] − α)g[m, n] + (α − I[m, n]) f [m, n]. (4.10)
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For an unbiased estimator off †[m, n], E(ǫ[m, n]) is set to zero, yielding
α = E(I[m, n]) = pR[m, n]. (4.11)
4.4 Experiment Results
In image quality enhancement techniques, MSE-based performance measures do not really
reflect the performance. Therefore, the results are visually examined and are very encour-
aging in terms of subjective visual quality inspection. Fig. 4.2f shows a JPEG compressed
image with heavy ringing artifacts. Since the edges (ropes)are surrounded by smooth areas
(sky), ringing artifacts are highly visible. The result of the proposed algorithm is given in
Fig. 4.2g. Almost all ringing artifacts are successfully removed from the picture without
degrading the quality of the edges.
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CHAPTER 5
DIFFUSION BASED NON-ITERATIVE SHARPENING
5.1 Introduction
The visual quality of an image strongly depends on the quality of its edges. Edge in-
formation plays a fundamental role in the human visual system for extracting structural
information in a scene [52]. In the literature, there are quality assessment techniques that
are based on edge quality [53]. Enhancement methods for improving the edge properties
become a significant component for consumer products. Amongmany image enhance-
ment techniques, image sharpening algorithms try to make rapid intensity transitions in the
edges. By doing so, sharpening, in effect, adds high-frequency components to the image,
which makes it more pleasing to the eye.
There are numerous sharpening algorithms available in the literature, but, because of its
low computational complexity and lower memory requirements, un-sharp masking (UM)
has become the preferable one for display enhancement in consumer products. The UM
methods have two basic and common processes. The first one is called un-sharp masking
of the image, which is attained by low-pass filtering the original image. Second, the detail
mask that has high-frequency components of the image will beobtained by subtracting the
un-sharp mask from the original image. The enhanced image isproduced by amplifying
the detail mask and then adding it back to the un-sharp mask.
Most of the time, UM techniques are implemented directly by the equivalent high-pass
filter that outputs the high-frequency component [54]. However, amplifying high-frequency
components creates over/under shooting artifacts and boosts noise around the edges.To re-
duce noise amplification and over/under shooting artifacts in UM techniques, various meth-
ods are proposed [55][56]. All of these methods try to modulate the output of the high-pass
filter so that compared to conventional UM, noise and over/under shooting performance
is improved. Nevertheless, modulating the output of high-pass filter modulates each pixel
47
within the mask in the same way, which in return, may reduce the sharpening performance
of these classes of algorithms. To clarify this claim, consider a noisy region in an image.
We can expect that the UM algorithms will try to reduce the magnitude of the high-pass
filter within and around these noisy regions. But, a weak intensi y edge (i.e., blurry edge)
in this noisy region will not be sharpened as a result of this modulation. Therefore, while
these algorithms aim to avoid the over/under shooting effect together with the noise ampli-
fication, a trade-off that reduces the sharpening performance comes into play. Inthis work,
we propose an approach to relax this trade-off by modulating the contrast of each pixel
with respect to the center pixel in the mask using a backward diffusion-based sharpening
algorithm.
Backward diffusion1 is not a stable process, and it creates oscillations around the edges [57].
One solution to avoid oscillations is to terminate the process after a limited number of it-
erations. Another approach is to actively smooth out small gr dients using a forward and
backward diffusion simultaneously to avoid introducing oscillations atthe firsthand [58].
This inevitably smoothes weak intensity details in the image too. Therefore, instead of
applying a forward diffusion, we choose to stop the diffusion after a limited number of iter-
ations. To avoid boosting noise in smooth areas and creatingover/under shooting artifacts,
we present the problem as an objective-maximization problem. The objective function is a
modified version of Huber’s min-max norm of the local gradients. We further weight the
objective function with the ringing likelihood of each pixel so that ringing artifact pixels
contribute less to the objective and hence are not sharpened. By using the equivalence of
the objective-maximization problem with the diffusion [59], we can formulate sharpening
as an anisotropic diffusion process which is then approximated with a non-iterative method.
Next, we will present the image sharpening as an objective maxi ization problem.
Our objective is to increase the contrast between pixels; mot preferably the ones residing
across the edges. The contrast between pixels is derived from the norm of their gradients.
1It is called as ’backward’ since it works against the gradient direction.
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Figure 5.1.(a) ρ(x) (b) ρ
′
(x) with T1 = 8 and T2 = 64.
We will present this modified norm and its necessary properties to achieve a satisfactory
performance in terms of over/under shooting and noise amplification.
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Figure 5.2. (a) Weights h[m][n] for diffusion approximation, and (b) its approximate implementation
using powers of two.
5.2 Sharpening: a contrast maximization problem








where∇Ip,s is the gradient between pixelp in spatial neighborhoodηs and center pixels
andρ(.) is a function designed so that contrast of noisy pixels or thse pixels around the
strong edges are not enhanced.
It is known that sharpening strong edges creates over/under shooting artifacts around
the edges and it is also known that the pixels across strong edges will tend to have large
gradient values. Hence, to avoid over/under shooting around edges, these large gradient
values should contribute less to the objective function compared to small ones. The dis-
tinction between large and medium gradient values can be made using Huber’s minmax
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norm which is mostly used in robust estimation problems [60]. However, large outliers
effects the sensitivity of the estimator. To reduce this sensitivity to large outlier values,
Huber’s minmax norm switches fromL2 to L1 norm.
Noise is most visible in smooth regions of the images where the contrast is relatively
low [61]. On the other hand, in high-contrast regions, the eff ct of the noise is generally not
noticeable due to the local structural content of the image.Th refore, to avoid boosting the
effect of noise in the image, Huber’s minmax norm is modified so ast have zero values for
the norms of small gradient values. Thus, the modified version of the objective function,




























0 (|x| < T1)
(|x|−T1)2
2(T2−T1) (T1 ≤ |x| ≤ T2)
|x| − T2 + (T2−T1)
2
2(T2−T1) (T2 ≤ |x|),
(5.2)
whereT1 and T2 are threshold values for controlling the noise boosting andover/under
shooting protection, respectively. Refer to Figure??a for the plot of the functionρ(x).













(x) is the first order derivative ofρ(x), λ is step size, and|ηs| is the number of pixels
in ηs.
As we have discussed before, oscillations can be prevented by stopping backward diffu-
sion after a limited number of iterations. In addition, considering hardware implementation
restrictions a filter with compact support is desirable. Therefore, we apply three iterations
to prevent oscillations and at the same time keep the hardware requirements low. In three
iterations, the diffusion calculations for each pixel involves its neighbor pixels in a 7×7 win-
dow when the 8-connectivity neighborhood is used in (5.3). Assuming thatρ
′
(x) is a linear
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function, we will show that diffusion can be approximated with a non-iterative operation.
Since the norm of the gradients coming from the boundary pixels on the 7× 7 window will
be weighted by (λ
ηs
)3, which is rather small for typical parameter values, effective window
size becomes 5× 5 for our non-iterative approximation.
The horizontal and vertical gradients are obtained as
∇Ip,s = Ip − Is, p ∈ ηs, (5.4)




, p ∈ ηs. (5.5)
The diagonal gradients are approximated by normalizing thediagonal intensity differences
by
√
2. This prevents the diagonal gradients to dominate the backw rd diffusion process
which in return makes the process more isotropic.








wherep andq are in 5× 5 window andp, q , s and s is the center pixel. This assump-
tion is not valid forρ(x) in (5.2), but is needed to expressI(3)s as the sum of the intensity
differences of each pixel with the center pixel. Substituting (5.6) in (5.3) with the gradient
approximations as in (5.4) and (5.5), I(3)s can be represented as a weighted sum of the norms
of the intensity differences. Hence the approximate non-iterative solution will be





(I[m + i, n + j] − I[m, n]) (5.7)
Note that a linear low-pass filtering is performed on the modulated intensity differences
for pixel [m, n], and the output is added back to the original pixel. Forλ = 1, the filter
maskh[m, n] is given in Figure5.2a which is a 5× 5 low-pass filter. A hardware-friendly




Since sharpening boosts high-frequency components aroundedges, ringing artifacts are
also boosted and becomes easily visible in large flat panel disp ays. The performance of a
sharpening algorithm can be degraded if ringing artifacts are not taken into account in the
designing stage. Therefore, we modify our objective maximization problem so that pixels
having visible ringing artifacts contribute less to our objective function which we want to








whereπ(s) is the probability of pixels to be a ringing-free pixel, and
ρ†(∇Ip,s, π(s)) = ρ(∇Ip,s)π(s) (5.9)
is the new modified objective function for ringing awareness. This formulation implies that
if a pixel has a small probability to be a ringing-free pixel than it will be sharpened less.












We again assume linearity given in (5.6) to find an approximate non-iterative solution to
the above diffusion process. To obtain a formulation as in (5.7) which is only in terms of
neighbor pixel’s intensity differences from the center pixel, we further assumeπ(p) = π(s)
for any p ∈ 5× 5 window. The approximate non-iterative ringing-aware soluti n for pixel
s at location [m, n] is





(I[m + i, n + j] − I[m, n]), (5.11)
whereh[m, n] is as given in Figure5.2a.
The solution to our maximization problem is independent of how π[m, n] is estimated.
For a hardware-friendly implementation of the sharpening algorithm, we just need a simple
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formulation forπ[m, n] that can be computed after processing local gradients in a sgle-
pass. This way, once the sum of the weighted gradient norms are obtained in (5.11), π[m, n]
will be ready to multiply the sum. If we think of gradients coming from the same distri-
bution, pixels of a strong edge in a smooth area can be seen as outlier intensity differences
coming from a distribution of small intensity differences. Therefore, the distance of the
outlier created by the edge pixel from the estimate of the mean difference is used to obtain





























which will be close to one for a a strong edge in a smooth area since the outlier and the
mean gradient will be close toT2 and zero, respectively.
5.4 Experiment Results
We compare our diffusion based sharpening algorithm with the rational UM method [56],
and backward diffusion as given in (5.10) using three iterations. Original image given
in Figure5.3a is sharpened using these three algorithms. For a fair comparison we tried
to adjust the algorithm parameters so that the vertex of the roof have the same sharpness
level in all three sharpened images. Backward diffus on performs better than rational UM
in terms of ringing artifact suppression and over/under shooting. In the image sharpened
by rational UM, note that the sky region between leaves and the roof suffers more from
ringing artifacts. Also, over/under shooting performance can be compared by looking at the
areas around the leaves and the roof edges. Our sharpening algorithm given in Figure5.3d
performs very close to the backward diffusion which we are trying to match in terms of








HYPOTHESIS TESTING FOR PRIOR MOTION INFORMATION
6.1 Introduction
Motion estimation facilitates applications such as motion-c mpensated noise reduction,
frame rate conversion, de-interlacing, and compression [5][54]. Block matching combined
with translational-motion model and constancy of brightness assumption is preferred in
hardware implementations. In block matching, the motion model applies to all pixels in
a block, which simplifies memory access and resource requirements. To improve the per-
formance, efficient buffering algorithms can be designed to fetch a block of pixel data in
a small number of clock cycles [62]. However, when there is motion boundaries and/or
deformation of objects, block matching can produce large errors in the motion-vector field.
Translational-motion model reduces the computation and issometimes even more robust to
noise when compared to more complex models such as the affin motion model [63]. But
it fails in the presence of rotation and zooming. After choosing the translational-motion
model and its block based region of support, one needs to specify the estimation criteria
of the model parameters (i.e., x andy components of the motion vector). The constancy
of brightness assumption tries to minimize the error between a pixel’s intensity and its
motion-compensated prediction’s intensity. In hardware implementations,ℓ1 norm is used
in measuring the error magnitude. Compared toℓ2 norm, ℓ1 norm is more robust in the
presence of outliers and saves a multiplication operation [63][60]. ℓ1 norm accumulated
over all pixels in a block is called Sum of Absolute Deviations (SAD). SAD minimization
is not sufficient to find true motion vectors, and performs poorly when the brightness in the
scene changes.
Clearly, motion estimation is an ill-posed problem, which requires extra information
other than pixel intensity data. Spatial and temporal correlation of the motion-vector fields
can be used to regularize the motion estimation problem. Spatial correlation is induced
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because objects are usually larger than blocks [64]. Moreover, objects usually follow mo-
tion trajectories that does not abruptly change, which leads to temporal correlation. The
Bayesian framework is promising way to incorporate the priorinformation. Using Bayes
law, a posterior probability forp(v|d) of a realized motion-vector fieldv is computed by
p(d|v)p(v) up to a normalization constant, wherep(d|v) is the data likelihood, andp(v) is
the prior information.
Markov Random Fields (MRF) is a well-known method to impose spatial correlation.
Maximum a posteriori (MAP) estimation of an MRF was introduced into computer vision
by Geman and Geman [65]. The MAP-MRF framework can be expressed as an energy-
minimization problem. Theoretically, it is possible to findthe global minimum using sim-
ulated annealing, which is too slow to converge for practical purposes. Recently, approx-
imation algorithms has been designed using graph cuts that iter ively updates the motion
field [66][67]. Generally, energy-minimization based motion-estimation algorithms en-
code only the spatial correlation information via a spatiald scontinuity-penalty term in the
energy. The computational complexity of an energy-minimization problem that has tempo-
ral discontinuity will be too high, especially for hardwareimplementations: the temporal
discontinuity-penalty term using the previous frame wouldrequire updating the previous
frame’s motion-vector field.
Spatial correlation by itself is not sufficient for creating a high-quality motion-vector
field. One still needs to utilize the temporal correlation between the previous frame’s al-
ready computed motion-vector field and the current frame’s motion-vector field. By as-
suming independency, we rewritep(v) as ps(v)ps(v), where the two terms denote spatial
and non-spatial prior motion information.ps(v) encodes the temporal correlation between
frames, and MAP estimate ofp(v|d) can be performed on the current motion-vector field. In
addition we show how to useps(v) to pass information from previous resolutions in hierar-
chical motion estimation. Since, we do not update the previously computed motion-vector
field of previous frame or previous resolution, we need to choose which motion vector to
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Figure 6.1.Nine motion vectors from the previous frame are hypothesized for the block (with dashed
lines) in the current frame)
use inps(v) formulation. We present the prior motion-vector selection as a multi-hypothesis
testing problem, and use theevidence for the winning hypothesis to adjust the precision1 f
ps(v)2.
Next, we will present our Bayesian approach to incorporate non-spatial prior motion
information into block matching.
Usually, there are more than one possible prior motion vectors (vpi ) available (e.g., see
Figure6.1)3. Unfortunately, we do not know which block’s motion vector in the previous
frame applies to the current block, because this is actuallythe motion estimation problem
we are trying to solve. But we can expect that the current blockmust be a displaced version
of one of the blocks that are not too far from its location in the previous frame. To choose
the bestvpi from a set of motion vectors,{v
p
i }, we use multiple hypothesis testing, which is
described next.
6.2 Multiple Hypothesis Testing for Prior Selection
We have a set of hypotheses{H1,H2, . . . ,HN} to be tested.Hi hypothesizes that the motion
vectorv is equal tovpi from the previous frame. We want to find the hypothesis that has t e
1We refer to reliability of the prior as precision, followingthe convention for Gaussian distribution, which
we use to model the prior distribution.
2From now on, we will drop the superscripts for notational simplicity.
3Superscriptp denotes data from the previous frame.
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whered denotes data (pixel intensities),vp denotes prior information on previous frame’s
motion vectors, andHi implies Hi is false [68]. p(Hi|d, vp) and p(Hi|d, vp) are posterior
probabilities ofHi andHi obtained via Bayes Law:
p(Hi|d, vp) = p(Hi|vp)
p(d|Hi, vp)
p(d|vp) , (6.2)
p(Hi|d, vp) = p(Hi|vp)
p(d|Hi, vp)
p(d|vp) , (6.3)
wherep(Hi|vp) andp(Hi|vp) denote prior information onHi andHi, respectively.













In the above formula,p(Hi|vp) represents our prior information onHi before observing
any data (i.e. the current frame). Generally, motion estimation algorithms output a motion
vector and an associated confidence valuecpi for that motion vector. Hence, before pro-
cessing a new frame if we know thatvpi has a high confidence, then it is more likely to be
an estimate of a true motion in the image. This makes it more likely to survive in the new








To select the best prior, we solve




However, if we do not use any prior information onHi’s by assumingp(Hi|vp) is uni-






p(d|Hk, vp) − p(d|Hi, vp)
. (6.8)
Sincee(Hi) in (6.8) is a strictly increasing function ofp(d|Hi, vp), maximization problem
in (6.7) becomes
i∗ = arg max
i∈{1,2,...,N}
p(d|Hi, vp), (6.9)
which is simpler and does not involve division as in (6.7).
Although solving the simpler maximization in (6.9) gives the optimali∗ for the maxi-
mization in (6.7) by assuming uniform prior onHi’s, we still need to compute(Hi). This
is because we use the top two largest evidence values,e(Hi∗) ande(Hi∗∗) to adjust the pre-
cision, 1
σ2
, of p(v) as below
1
σ2
= f (e(Hi∗) − e(Hi∗∗)), (6.10)
where f is a non-decreasing, non-negative function. A large difference between the two
largest evidence values implies that the two hypothesis arewell separated and we can be
more certain that our decision of selectingHi∗ is right.
We would like to simplifye(Hi) further by an approximation. When the evidence is
large forHi∗ (i.e., p(d|Hi∗ , vp) is large), it should be saturated to avoid assigning too high 1σ2 .
When the evidence is small, we want to adjust1
σ2
by (6.10). Hence, our approximation of
e(Hi) should especially work well for smallp(d|Hi, vp). For
∑N
k=1, p(d|Hk, vp) ≫ p(d|Hi, vp),








Substituting (6.11) in (6.10), we get
1
σ2
= f (ln p(d|Hi∗ , vp) − ln p(d|Hi∗∗ , vp)), (6.12)
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which is the difference of the likelihoods of the top-two hypothesis.
Above formula for 1
σ2
measures ifHi∗ is well separated from the rest of the hypothesis
or not. However, the way we set our hypotheses can reduce the infer nce of a goodHi∗ .
Our Hi’s aresimple hypotheses meaning that each hypothesis specifies a single value tov
(i.e., Hi : v = v
p
i ). This means that close but not identical (e.g., sub-pixel different)v
p
i ’s
all of which applies well to the current frame, can be assigned to differentHi’s. But from
(6.11), 1
σ2
will be small since bothHi∗ andHi∗∗ will have high likelihoods. To overcome
this, one can impose a minimum distance among the hypothesizedvpi ’s.
One last improvement on our hypotheses set is to include adummy hypothesis,HD, to
represent cases like occlusion and scene change in which no prior motion information is
available for the next frame. Adding adummy hypothesis enables us to chooseHD when
evidence forvpi ’s are small. Obviously, the likelihood givenH
D does not depend on pixel
intensity differences, hence we setp(d|HD, vp) = ǫ, whereǫ is a small number. WhenHD
is selected, we do not have any informative prior information p(v) to updatep(d|v) because
there is no match of pixels by the definition ofHD. Therefore, we need to set1
σ2
to zero.
To do this by smoothly changing1
σ2




= f [(ln p(d|Hi∗ , vp) − ln p(d|Hi∗∗ , vp))(ln p(d|Hi∗ , vp) − ln ǫ)]. (6.13)
As the likelihoodp(d|Hi∗ , vp) of the selected hypothesisHi∗ decreases (HD becomes more
plausible), the precision1
σ2
of the prior information also decreases and becomes exactly
zero whenHD is selected.
6.3 Computing the Posterior Distribution
After selecting the prior motion vectorvpi∗ and computing its precision
1
σ2
, we need to model




hints how close this is. In a sense,vpi∗ and
1
σ2
specifies the first and the second
moments of the prior distribution. To avoid imposing any further constraints on the prior
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which assumes horizontal and vertical deviations fromvpi are not correlated.
The error between a pixelx’s intensity and its reference pixel’s intensity obtained by
motion compensating withv is denoted bydxv , and it is created by many error sources
such as noise, aliasing, compression artifacts, deformation, zooming, rotation, brightness
change, etc. Again, by the principle of maximum entropy to account for all these sources











whereτ is a constant variance term reflecting the strength of the above mentioned error
sources in the video sequence. Since block matching assumesthe same motion vectorv


















by assumingdxv ’s are independently distributed.


















The log of the posterior is








′(v − vp∗i) (6.19)
MAP estimate,vMAP, is found by minimizing− log p(v|d) given by












′(v − vp∗i). (6.20)
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Substituting (6.17) in (6.13), 1
σ2





























Inspecting (6.20), we can see that the MAP estimate minimizes a bi-criterion cost func-
tion. The first term is the data term, which is a sum of square errors (SSE). The second
term penalizes deviations from the hypothesized motion vector. The weight of the second
term is adjusted by how well the hypothesized motion vector applies to the current block
B, which is inferred using (6.21). If the data likelihood and prior distributions are modeled
with Laplace distribution instead of a Gaussian distribution, all the SSE terms in (6.20) and
(6.21) would be SAD terms, which is more hardware friendly. Searching for the minimum
of the first term alone corresponds to regular block matchingthat minimizes SAD.
The search window,S , is exhaustively searched for findingvMAP. Heuristics search al-
gorithms such as three-step search [69], cross-search [70] for minimizing (6.20) can also be
used instead of an exhaustive search. Furthermore, although the first term is a non-convex
cost function, the second term is a convex cost function, which becomes more dominant as
v’s distant fromvpi∗ are searched. This can be taken advantage of, while designing heuristic
search algorithms specifically for minimizing (6.20). More costly searches such as full-
search can be performed when non-convex cost function is dominant (i.e., v’s close tovpi∗)
to avoid getting stuck at a local minimum, and heuristic search patterns can be utilized
otherwise.
6.4 Choosing The Best Set of Hypotheses
To incorporate prior motion information from the previous frame, the hypothesis set should
cover a large enough area in the previous frame that containsB’s pixels while keeping
the computation at an acceptable level. Obviously, this depends on the motion type. As
shown in Figure6.1, in addition toB’s collocated block in the previous frame, its 3× 3
block neighborhood can also be used. With thedummy hypothesis, this will make a total
of ten hypotheses to utilize the available prior information from the previous frame. In
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(a) (b)
Figure 6.2. Block matching results for a two-resolution hierarchical motion estimation: (a) SAD mini-
mization (b) minimization of bi-criterion cost in Equation (6.20).
hierarchical motion estimation, the hypothesis set needs to be designed differently. For
example, if down-sampling by two is performed to create the coarser resolution frame from
the finer resolution frame,B in the finer resolution will effectively correspond to a quarter-
sized block in the coarser resolution. Hence, its motion information may be lost if there is
a motion boundary in the whole block. To include this lost information in our hypothesis
set, we need to use other neighbor blocks in the coarse resolution. For anyB at location
(r, c), corresponding to row and column number respectively, we need to use four blocks
in the coarse resolution to account for all possible motion bundary directions. These four















With thedummy hypothesis, there will be five hypotheses in our set.
6.5 Experiment Results
We tested our proposed method using standard video test sequences. In all the test se-
quences, using prior motion information has improved the quality of the motion-vector
field. Due to space limitations, we present some visual results from the Mobile and Cal-
endar sequence. In the following figures, motion vector of a block is represented with a
white line and its direction is denoted by a block dot. Unfortunately, we can not do any
mean square error (MSE) comparison by measuring the error between the original image
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(a) (b)
Figure 6.3.Block matching results for passing prior motion information from the previous frame: (a)
SAD minimization (b) minimization of bi-criterion cost in E quation (6.20).
and the reconstructed image via motion compensation. It is obvious from (6.20) that SAD
minimization will always give a better MSE because of our second cost term. Therefore,
we present visual results in which motion vectors are amplified by two.
Our first result demonstrates the improvement provided by passing prior motion infor-
mation from a hierarchical motion estimation with two resolution levels. Figure6.2(a),
and6.2(b)shows the motion-vector field from the 25th frame, produced by SAD minimiza-
tion and our proposed bi-criterion cost minimization in (6.20). The hypothesis set is as
described in Section6.4. Due to noise in the image, there are some random motion vectors
in Figure6.2(a), which are worst in the smooth areas on the calendar. The motion-vector
field in Figure6.2(b)looks more consistent, most of the random vectors are corrected with
the help of the prior information passed from the previous resolution.
The next result is produced by passing prior motion information from the previous
frame. Figure6.3(a)and Figure6.3(b), shows the motion-vector field from the 22nd frame
produced by SAD minimization and our proposed method, respectively. Using the previous
frame our proposed method improves the performance of blockmatching for repeating
structures (i.e., spiral calendar perforations).
It is important to note that, the quality of the motion-vector field still needs to be
improved. By iteratively minimizing an energy function designed to incorporate spatial
smoothness constraint into gray-level matching will improve the estimated motion-vector
field, which is the subject of the next chapter.
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CHAPTER 7
ENERGY MINIMIZATION BASED MOTION ESTIMATION
7.1 Introduction
Motion estimation is an ill-posed problem because images arprojections of 3D scenes
onto 2D planes and large amount of information is lost as a result. Matching gray-levels
of image pixels only utilizes the brightness constancy assumption, which performs poorly
for motion estimation. Oftentimes, more than one motion-vector can be good solutions
to gray-level matching, because of noise, compression artifacts, lack of detail, repeating
structures, etc. To favor the true solution against others,one needs to use extra information.
Spatial correlation in motion-vector fields is one such source of information in addition to
the non-spatial priors discussed in Chapter6. One can design an objective function that
incorporates spatial priors into the motion estimation problem.
An objective function measures how well a particular solutin from the large solution
space fits both to observed data and prior knowledge. To exploit s atial smoothness in mo-
tion estimation an objective function should contain a dataand a smoothness term. The data
term determines if a solution explains the observed data by using the constancy of bright-
ness assumption (i.e. gray-level matching). The smoothness term measures variations in
the motion-vector field. Both terms are designed so that smallvalues are desired. Objec-
tive functions are often called energy functions because ofminimization algorithms such
as Simulated Annealing (SA), which is inspired from annealing in metallurgy; a technique
that involves controlled cooling of a material [71].
Since a naive search for global optimal solution is exponentially complex, the energy
function is minimized using a local search algorithm, whichstarts with an initial solution
and searches for better solutions using neighborhoods. Theenergy has many local minima,
which can cause the minimization algorithm perform poorly.For example, an image of
width W, height H, block sizeBS , and number of possible vectors,S the number of
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BS . To prevent stopping at a bad
local minimum and to enable convergence to a good one among possible local minima
requires complex algorithms, hence, energy-minimizationfor motion estimation is a highly
complex combinatorial optimization problem. Finding the global minimum is often NP-
hard, hence the problem necessitates local search algorithms that are fast converging with
low computational complexity for hardware friendliness.
Energy minimization is widely used in motion estimation. Horn and Schunck was first
to include the smoothness term into the energy function for optical flow estimation[72].
Boykov et al. [73] and Kolmogorov et al. [66] presented graph-cut based approximate so-
lutions to find disparity maps between stereo images.
7.1.1 When does energy minimization fail?
In case the energy-minimization algorithm results in a bad solution, it is hard to determine
the cause of failure. The failure may be due to a poorly designd energy function or an
approximation algorithm that stopped at a local minimum notcl se to the global minimum.
The reasons for a poorly designed energy function are related to the smoothness term.
Smoothness term measures the amount of variation in the motion-vector field by consider-
ing motion vectors in a local neighborhood. Energy-minimization algorithms try to mini-
mize the data term and smoothness terms at the same time. By favoring towards a smoothly
varying motion-vector field at the cost of a greater gray-leve mismatch, the prior knowl-
edge that pixels on the same object tend to move together is imposed. However, this is
not valid for object boundaries, deformations, and rotation and zooming under the trans-
lational motion model. Paradoxically, motion segmentation of the image must be known
to correctly impose the smoothness prior. Motion segmentatio will determine which pix-
els/blocks in the local neighborhood are needed to be used to impose smoothness.
A bad solution can as well result from the failure of the energy-minimization algorithm
(i.e., convergence to a poor local minimum). Local search algorithms reduce the energy at
each time, hence it is not possible to break away from the local minimum once attained.
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One way to overcome this is by jumping to a distant point in thesolution space. However,
this requires changing multiple motion vectors at each step, which increases the complexity
(e.g., if two blocks’ motion vectors can change rather than one block’s, the number of
changes overi steps increases fromiS to iS 2). This requires more computation and also
memory resources.
Before discussing the details of our approach, some clarification is needed for the ter-
minology we are using: A move is a change of motion vectors forreducing the energy. A
standard-move is a change of a single block’s motion vector.An iteration is a combination
of moves, possibly processing all blocks/pixels for their computing their best moves. Each
iteration brings the solution closer to a local minimum of the energy.
7.1.2 A joint approach: The primal-dual method
Our contribution to energy-minimization based motion estimation is in solving the two
aforementioned problems: energy-function design and fastconvergence of the energy-
minimization algorithm to agood minimum. Contrary to previous works, our approach
is a joint approach in which the energy function is not fixed atthe beginning but up-
dated as the energy-minimization algorithm iterates towards a minimum. Prior works on
energy-minimization determines the energy function at thebeginning by fixing the param-
eters manually, and do not modify the parameters as the solution is improved. Energy-
minimization is commonly used in computer vision applications [74][75], and it was ap-
plied to pixel-level stereo-disparity estimation [66][67][76], which is similar to motion
estimation in essence. In this work we use energy-minimization for block-based motion
estimation.
Our energy function consists of a data term that relies on thebrightness consistency as-
sumption applied to a block of pixels and a smoothness term that measures thresholded
first-order variations in the motion-vector field. Thresholding in smoothness computa-
tion preserves discontinuities in the motion-vector field[76], which affects the performance
67
around motion boundaries. A good objective function for motion estimation correctly im-
poses the smoothness constraint, which requires the motionsegmentation of the image.
This is clearly a chicken and egg dilemma. We overcome this cau ality dilemma between
motion estimation and motion segmentation by correcting our energy function as we learn
more about the motion-vector field throughout the iterations. We show that the dual prob-
lem of the primal problem (i.e., energy minimization) for motion estimation can be used
to infer about the motion segmentation. Hence as the iterations progress, primal-dual rela-
tion provides us information on how to redesign the energy function. This way, the energy
function better imposes the smoothness constraint.
Even if the perfect energy function is designed, the energy-minimization algorithm can
still converge to an undesired local minimum. Many local mini a are possible since the
solution space is large and the data term in the energy function is non-convex because of
independent motion of objects, and the aforementioned reasons for insufficient gray-level
information. Since, we want to design a standard-move algorithm for hardware friendli-
ness, it is difficult to break away from a local minimum once arrived. We try toovercome
this problem by increasing the weight of the smoothness termwhich is convex. By the
use of the primal-dual relation we can impose a better smoothness constraint since it is
corrected throughout the iterations. This enables us to increase the weight of the smooth-
ness term in a new iteration compared to the previous iteration. Increasing the smoothness
term’s weight, effectively implies less weight for the data term and decreasesthe chance of
getting stuck at a local minimum due to the non-convexities of the data term.
In block-based motion estimation, a motion vectorvb is computed for each blockb ∈ B,
whereB is the set of all blocks in an image. Motion estimation can be formulated as an








where the first term measures how wellb’s motion vectorvb explains the observed data, and
the second term measures the smoothness of the motion-vector fi ld. The overall weight
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of the prior smoothness information is given byλ. N denotes block pairs that interact
with each other, which is often defined as adjacent blocks (e.g., b interacts with its eight-
connectivity neighborhood). The penalty functionVb,a depends on the block pairs and
determines the penalty for variations inv.







wheredxvb is the gray-level error between pixelx ∈ b and its motion compensated version
using vb in the reference image. A true motion vector will produce a small Db by the
brightness-constancy assumption.
7.1.3 Energy function as the log of the posterior
From (7.1), one can see that the contribution ofb to the total energy is independent of the
other blocks given the pairs it interacts with. This is a Markovian property which paves
the way for a probabilistic justification of the energy function as a posterior probability.
Using the equivalence between MRFs and Gibbs random fields [77], we can use the Gibbs































































































Hence, the MAP estimation is equivalent to minimizing (7.1).
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7.1.4 Types of the smoothness prior
There are three major types of smoothness terms. The first type is usually called as the
Potts model
Vb,a(vb, va) = αI(vb , va), (7.7)
whereI is the indicator function. The Potts model assigns the same penalty to all discon-
tinuities and therefore is discontinuity-preserving. It is suitable for problems in which the
solution has discontinuities such as image restoration with binary images. The second type
is the linear smoothness model
Vb,a(vb, va) = α|vb − va|, (7.8)
which assigns larger penalty when two adjacent blocks move in farther directions. How-
ever, this smoothes the motion-vector field at the object boundaries. To overcome this, a
truncated linear model can be used
Vb,a(vb, va) = min(K, α|vb − va|), (7.9)
whereK is a constant. When the difference of the motion vectors is greater thanK under
L1 norm, the penalty is truncated toK and therefore does not distinguish between greater
discontinuities. This helps with preserving the motion boundaries compared to the linear
model. Another good property of the truncated linear model as well as the linear model
is that, they are both metrics onv. This is a required property for the graph-cut based
α-expansion algorithm that requiresVb,a to be a metric [73].
7.1.5 Breaking away frombad local minima
A block-based motion-vector fieldv is a local minimum of the energyE if
E(v) < E(v′) ∀v′ ′′near to′′ v, (7.10)
wherev′ is near tov means thatv′ is within a single move ofv. A motion-vector field
v′ , v is a single move away fromv if it can be reached in one step. Various types of
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moves can be designed. The simplest one is a standard move, which is a move that can
only change one block’s motion vector at a step. Algorithms ba ed on standard moves is
prone to getting stuck at local minima, because they can not jump to farther locations in the
solution space. Especially when all or most of the blocks interacting with a block havebad
motion vectors, a standard move will not likely be able to correct the motion vectors over
many iterations because of the incorrect smoothness constrai t that will be imposed by its
neighbors. One way to deal with this is to allow large moves ateach iteration, in which a
group of blocks can change their motion vectors together. Another way would be to start
the iterations with agood initial motion-vector fieldv that has few such local minima. The
initial motion-vector field can be obtained by using non-spatial prior information from the
previous frame or the previous resolution in a hierarchicalmotion estimation. As shown in
Chapter6, hypothesis testing can be used to choose which prior motionvector to use and
its contribution in obtaining the initialv. We choose utilizing non-spatial priors combined
with standard-move iterations to avoid computation and memory requirements of large-
move algorithms. This cuts down the number ofbad local minima and hence increases
the likelihood of converging to a good solution. In additionto this, standard-moves are
hardware-friendly and easy to implement because they do notneed information from other
blocks (i.e. Each block makes its own standard-move decision). They require less memory,
computation, and enable parallelization of the algorithm1
We will next present how to efficiently make large moves using graph-cuts to discuss
their advantages in solving local minima issues and disadvantages in terms of computa-
tional complexity. Then we will present our proposed standard-move algorithm.
1For example, a parallelized implementation of our proposedsolution using General Purpose Graphic Pro-
cessing Units (GPGPUs) requires dividing image blocks intoi dependent groups of blocks (GOBs). These
GOBs can than be assigned to different processors and start running independent of each other. Our proposed
algorithm given at the end if this chapter, typically gives a10x to 100x improvement for an SD image over
CPU’s average running times (close to one second per frame using Intel’s dual core CPU) depending on the
GPGPU’s number of cores. This is fast enough to make the impleentation work in real time.
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7.2 A large-move algorithm based on graph-cuts
As mentioned earlier, the number of possible moves grows exponentially when large moves
are allowed (e.g., if all blocks’ vectors can be changed, than the number of possible moves
increases from|S ||B| to |S ||B|). Naively checking all possible moves requires an exponential
complexity, hence low-complexity approximation algorithms are required to find agood
move. Theα-expansion algorithm is a greedy algorithm that uses graph-cuts to make large
moves, and has been recently used in computer vision problems [73][76].
Theα-expansion algorithm executescycles until convergence and each cycle iterates
over all the motion vectors inS (calledlabels) and tries to reduce the energy. Following
the definition given in (7.10), the convergence to a local minimum is reached when an
iteration does not decrease the energy. In an iteration for labelα, a move fromv to v′ is
reached by changing any set of block’s motion vector toα and keeping all other blocks’
motion vectors. In other words,α-expansion tries to expand the regions in an image that
belong to a particular motion vector at each iteration.
Graph-cuts are utilized inα-expansion iterations. It has been shown in [73] that an
α-expansion move tov′ corresponds to a cut on a specially constructed graphG usingv
obtained from the previous iteration.G has two terminalsα andᾱ, and the blocks in the
partition containingα change their labels toα and the blocks in the other partition keep their
labels. Anα-expansion move and a cut have the same energy that differs by a constant that
is independent of the cuts [73]. Hence, the minimum cut inG will find the best greedy
move among all possibleα-expansions.
The minimum cut is found using the maximum flow betweenα and ᾱ according to
Max-Flow-Min-Cut theorem of Ford and Fulkerson [78]. The Ford-Fulkerson algorithm
tries to find the maximum flow from terminalα to terminalᾱ by pushing flow on paths
between the two terminals without violating the edge capacities n the graph. Edmonds-
Karp algorithm is a specialization of the Ford-Fulkerson algorithm that finds paths via
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breadth-first search2[79]. Edmonds-Karp algorithm has a lower complexityO(8|B|3). A
more recent work on computing the maximum flow is [67]. It works better on typical
computer vision problems but has a higher worst-case complexity, which determines the
complexity of a hardware implementation.
Although large moves converge faster to better local minimaand are significantly faster
than exhaustive searches, the computational complexity renders them useless for hardware
implementations. For example, Edmonds-Karp algorithm fora singleα-expansion will
have complexityO(8|B|3) using eight-connectivity neighborhood, and iterating through all
the motion vectors (labels) during a cycle will increase thecomplexity toO(8|S ||B|3), which
is still much faster than an exhaustive searchO(|S ||B|). Since the complexity is proportional
to |B|3, which will increase the complexity exponentially when blocks are partitioned into
smaller blocks to improve the quality ofv. Fortunately, standard-move algorithms’ com-
plexity is O(|S ||B|), which depends linearly on|B|. We will next present our single-move
algorithm, discuss its convergence rate and worst-case energy at convergence.
7.3 A single-move algorithm
A single-move can only change a single blockq’s motion vectorvq. To find the best move,
we need to search for avq that minimizes the energy. Let us rewrite (7.1) by separating
terms that do not involveq from the rest










whereNq denotes block pairs interacting withq, which are the blocks in its eight-connectivity
neighborhood. Since the last two terms do not depend onq, they can be ignored. Hence,
the best standard-move forq is given by





2A breadth-first search in graph theory begins at the root nodean then searches all the neighboring nodes.
Then for each searched node, it searches their un-searched neighbor nodes.
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Vectors that try to satisfy the brightness constancy assumption for pixels inq, while agree-
ing with other vectors inNq will more likely be chosen, as dictated by the above equation
for standard-moves.
7.3.1 Upper bound on the energy gap
We prove that a local minimum under standard-moves obtainedby (7.12) is bounded with
global minimum plus a term that depends onλ and the penalty functionV.
Let
M = maxVb,a(vb, va), vb, va ∈ S (7.13)
be the maximum penalty value between any two interacting blocks. Letv̄ be a local mini-
mum under standard-moves, and¯̄v be the globally optimal solution.
Theorem 7.3.1 The energy gap, E(v̄) − E(¯̄v), between a local minimum and the global
minimum is upper-bounded by λM.
















which is obtained by using the energy definition in (7.1) and observing that by summing
(7.14) over all blocks, the penalty terms between interacting blocks are summed twice (e.g.,
{b, a} ∈ Nb and{b, a} ∈ Na). By rearranging terms in (7.15)
E(v̄) − E(¯̄v) ≤ λ
∑
{b,a}∈N




SinceVb,a(vb, va) ≥ 0 andVb,a(vb, va) ≤ M (from (7.13)), we can simplify (7.16) to
E(v̄) − E(¯̄v) ≤ λM. (7.17)
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Hence the energy gapE(v̄) − E(¯̄v) is bounded byλM. Whenλ is set to zero,E(v̄) = E(¯̄v).
Since there will be no interaction between blocks forλ = 0, for each block the vector
that minimizesDb(vb) will be chosen by the standard-move algorithm, which is also the
globally optimal solution.
To decrease the energy gap,λM must be decreased. However, decreasingλM also
affects the quality of̄̄v since it changes the energy function, which measures the quality.
In other words, although having a tighter bound means thatE(v̄) will be closer toE(¯̄v),
it does not necessarily mean that ¯v is better, becausē̄v that we are trying to approximate
can be inferior. We need to find a way to decreaseλM without sacrificing the quality of̄̄v.
ReducingλM can be achieved by either reducingλ or M. λ determines how much the prior
smoothness information is reliable compared to brightnesscon tancy assumption, hence its
design must also take into account the level of noise and compression artifacts. Although
settingλ to zero will make the energy gap zero, it is not desired since we will not be using
any prior information aboutv’s smoothness. ReducingM, (i.e., the maximum value of the
penalty term) will also tighten the upper bound for local mini um’s energy and it may even
improve the quality of̄̄v because truncated linear models preserve motion boundaries from
smoothing. They have smallerM values, which means a lower energy gap. Substituting
(7.9) and (7.13) in (7.17), the upper bound is given by
E(v̄) ≤ E(¯̄v) + λK, (7.18)
whereK < M. This shows that using truncated linear models not only improve the quality
of ¯̄v by preserving motion boundaries, but also improves the energy gap of standard-move
algorithms. Hence, the value ofK in a truncated linear model is crucially important in the
quality of the computedv.
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7.3.2 Lower bound on the convergence time
Another important aspect of our standard-move algorithm’squality3 is its convergence
time. Fast-converging algorithms make pipelining design easier and saves resources in
hardware implementations. To obtain a lower bound on convergence time, we first need to
find the minimum amount of decrease in energy at each iteration. Let
m = min
vb,va
Vb,a(vb, va), vb, va ∈ S (7.19)
be the minimum penalty between interacting pairs and letvo be the initialv. Then the
minimum amount of decrease in energy per iteration isλm. In the worst case, the conver-
gence to ¯v will be achieved via minimum decrease in energy at each iteration. Hence, the




If we substitute the upper bound forE(v̄) from (7.17), the inequality would still be valid








Inspecting (7.21), we can see that the initial energy gapE(vo)−E(¯̄v) affects the lower bound
and it is important to start with a good initial motion-vector field. To make a fast start, we
obtain an initial motion-vector field by exploiting non-spatial information as described in






To reduce the lower bound on convergence time, one can eitherincr aseλ or K. But, λK
determines the energy gap between the global and local minimum, which must be kept
small. From (7.22), the first term is inversely proportional toλ, however the second term is
linearly proportional toK. This shows that increasingλ will decrease the lower bound ont
3When we refer to the quality, either in terms of energy gap or convergence time, we refer to the worst-case
quality.
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faster than increasingK. Hence, in order to keep both the energy gap and the convergence
time small, it would be wiser to choose al rger λ and asmaller K. Another factor that
determines the lower bound ism, which is the minimum penalty between interacting blocks
and it depends on the accuracy of the motion vectors: m is 1, 1/2, 1/4 for integer, half, and
quarter-pixel accuracy, respectively. Since decreasingm will increase the lower bound,
starting with a quarter-pixel accuracy will result in slow convergence. If the goal is to
achieve quarter-pixel accurate motion vectors, starting with integer-pixel accuracy and then
switching to half and quarter pixel accuracy sequentially during the iterations, will improve
the convergence time compared to starting the iterations with quarter-pixel accuracy.
7.4 Primal-dual method for energy minimization
In the previous section, we presented a standard-move energy-minimization algorithm that
operates by the minimization given in (7.12) for each block. To analyze its performance,
we obtained an upper bound on its energy gap and a lower bound on its convergence time.
Using these bounds, we discussed how to choose parameter valu s to speed up convergence
to a local minimum that is close to the global minimum of a desirable energy function. In
this section, we present a primal-dual method for motion estimation to further improve the
performance.
As discussed earlier, an energy-minimization algorithm for m tion estimation can fail
because of a falsely designed energy function or convergence to a bad local minimum. The
energy function involves two terms: a data term and a smoothness term. The data term
relies on the brightness constancy assumption and combinedwith the translational-motion
model becomes the gray-level matching error. The brightness constancy assumption is
violated under noise and artifacts, and the translational motion model is not valid when
there is rotation and zooming. Also, when there are repeating patterns or smooth regions
in the scene, gray-level matching becomes ill-defined independent of the brightness con-
stancy assumption and the motion model. To deal with the insufficiency of the data term
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for gray-level matching, extra information is required. By assuming that the motion-vector
field is smooth, extra information is obtained. The smoothness t rm tries to discriminate
a random gray-level match from the true motion by penalizingvariations in the motion-
vector field. To achieve a smooth motion-vector field, the best gray-level match may not
be chosen. Hence, the design of the smoothness term is crucial in the design of the energy
function. By using a convex penalty function and correctly imposing the smoothness con-
straint, non-convexities in the data term can be remedied. Thus the smoothness term not
only helps to find the true motion by the design of the energy function, but also helps with
the convergence properties of the energy-minimization algorithm.
Prior works on energy minimization for stereo-disparity estimation algorithms fix the
energy function at the beginning [66] [76] [67]. We present a joint approach in which the
energy function is updated as the energy-minimization algorithm progresses by using the
primal-dual method. The primal-dual method is commonly used in designing approxima-
tion algorithms since it yields combinatorial algorithms that have smaller energy gaps and
convergence times [78]. The primal problem of energy minimization is transformedinto
its dual problem. After each iteration of the primal problem, the dual problem’s approx-
imate solution is computed. Then the smoothness term of the primal problem is updated
using the relaxed-complementary-slackness conditions with the dual problem’s solution.
The dual problem tries to obtain the motion segmentation of the image, hence using the
dual problem solution we can better impose the smoothness con traint by using not all
neighboring blocks but only blocks that belong to the same motion object. With the help
of the primal-dual method, we can use a largerλ since the smoothness constraint comes
from a more reliable source. Largerλ improves the convergence time and the energy gap
between the local minimum and the global minimum as discussed before.
In the next section we formulate a move as a linear program. The formulation allows
for large/small or standard moves as dictated by the application.
78
7.4.1 Formulation of a move as a quadratic program
We define a move as a change of motion vectors to a particular candidate motion vector,
ρ, similar to theα-expansion. A large move can change a group of block’s motionvector
to ρ, keeping all other vectors the same as the pre-move motion vector field v∗, while a
standard-move can only change a single block’s motion vector to ρ.





xbDb(ρ) + (1− xb)Db(v∗b) + λ
∑
{b,a}∈N
(1− xb)(1− xa)Vb,a(v∗b, v∗a)
subject to
xb − xa ≥ −pba, ∀{b, a} ∈ N
xa − xb ≥ −pba, ∀{b, a} ∈ N
xb ≥ 0, ∀b ∈ B
−xb ≥ −1, ∀b ∈ B, (7.23)
wherev∗ is the pre-move motion vector field,ρ is the candidate motion vector of the move,
and pba is the probability ofb anda to be on different objects/ egments.x is the variable
of the move-QP, which is in [0− 1]. xb = 1 indicates thatvb = ρ, andxb = 0 indicates
thatvb = v∗b. For xb ∈ (0,1), a fractional move is indicated, which can be interpretedasb
takes onρ with probability xb and retainsv∗b with probability (1− xb). The advantage of
expressing the move problem as a linear program is that it enabl s fractional moves during
the iterations.
The first term in (7.23) is the data term which is a weighted sum of gray-level matching
errors with motion vectorsρ andv∗b. The second term is the smoothness penalty for the
blocks that retain their pre-move motion vectors. For any interacting block pair{b, a} that
retain its motion vectors (i.e., xb = xa = 0), λVb,a(v∗b, v
∗
a) is added as an additional cost to
the energy. For a block that updates its vector toρ, its smoothness penalty in the energy
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becomes zero. Hence, two constraints are imposed to achievespatial smoothness after the
move: xb − xa ≥ −pba andxa − xb ≥ −pba. They are standard-form linear constraints for
|xb − xa| ≤ pba. Neighboring blocks that are likely to move together are forced to move
together depending on the probability,pba, of b anda to be on different objects/ egments.
We next write the Lagrangian for the move-QP in (7.23),
L(x, β, γ, κ) =
∑
b∈B
xbDb(ρ) + (1− xb)Db(v∗b) + λ
∑
{b,a}∈N




βba(−xb + xa − pba) + βab(−xa + xb − pba) +
∑
{b,a}∈N
−γbxb + κb(xb − 1), (7.24)
whereβ, γ, andκ are positiveLagrange multipliers associated with their corresponding
inequality constraints.
Lemma 7.4.1 A binary solution4 x of the move-QP corresponds to a move from v∗ to vLP.
Proof By the definition ofx, vb = ρ if xb = 1, andvb = v∗b if xb = 0, which means a
change of vectors toρ while keeping all other vectors same as inv∗. Therefore, a binary
x corresponds to a move from the previous motion vector fieldv∗ to a new motion-vector
field, vLP, which is the solution of our quadratic program.
Using Lemma7.4.1, and the Lagrangian in (7.24) yields:
Theorem 7.4.2 The lagrangian of the move-QP with a binary solution x is equal to the
energy, E(vQP), if the lagrangian multipliers satisfy
pba = 0 ∀{b, a} ∈ N , s.t. xb = 1, xa = 1 (7.25)
βba = 0, βab = 0 ∀{b, a} ∈ N , s.t. xb = 0, xa = 0 (7.26)
βba = 0, βab(1− pba) = λVb,a(ρ, v∗a) ∀{b, a} ∈ N , s.t. xb = 1, xa = 0 (7.27)
βba(1− pba) = λVb,a(v∗b, ρ), βab = 0 ∀{b, a} ∈ N , s.t. xb = 0, xa = 1 (7.28)
γb = 0, κb = 0 ∀b ∈ B, (7.29)
where vQP is a move away from v∗.
4A binary solution is defined such that each component ofx is either zero or one.
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Proof From Lemma7.4.1, a move fromv∗ to vQP is given by a binaryx. Let S0,0 be the
set of block pairs{b, a} ∈ N and blocksb, a ∈ B, s.t. xb = 0, xa = 0. By using (7.26) and
(7.29) in (7.24), the cost ofS0,0 in the lagrangian denoted byL(x, β, γ, κ|S 0,0) is given by













Sincexb = 0 denotes that the previous motion vector ofb is preserved after the move,
vQPb = v
∗
b for b ∈ S0,0. Substituting this in (7.30) to get













LetS1,1 be the set of block pairs{b, a} ∈ N and blocksb, a ∈ B, s.t. xb = 1, xa = 1. By using
(7.25) and (7.29) in (7.24), the cost ofS1,1 in the lagrangian denoted byL(x, β, γ, κ|S 1,1) is












a ) = Vb,a(ρ, ρ) = 0 for any
b, a ∈ S 1,1 by the definition of the smoothness penalty term,V(.). Using these relations
in (7.32)













LetS1,0 be the set of block pairs{b, a} ∈ N and blocksb, a ∈ B, s.t. xb = 1, xa = 0. By using
(7.27) and (7.29) in (7.24), the cost ofS1,0 in the lagrangian denoted byL(x, β, γ, κ|S 1,0) is














xb = 1 andxa = 0 can be used to simplify the summation by substitutingv
QP
b = ρ and
vQPa = v∗a





















S 0,1 includes all blocks inB and all interacting block pairs in
N :
L(x, β, γ, κ) = L(x, β, γ, κ|S 0,0) +L(x, β, γ, κ|S 1,1) +L(x, β, γ, κ|S 1,0) +L(x, β, γ, κ|S 0,1)
= E(vQP.) (7.36)
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7.4.2 Sub-optimality of the energy
Theorem7.4.2 shows that for a specific choice of the Lagrangian multipliers, the La-
grangian of the move-QP problem is equal to the energy under abinary move. The con-
ditions for the Lagrangian multipliers for this equality may not be the best in terms of
convergence and energy function design, because the Lagrangian multipliers are chosen
without utilizing any information learnt from the iterations on the motion-vector field. By
intelligently choosing the Lagrangian multipliers, contributions of the constraints in the
Lagrangian can be better adjusted. This will especially improve the application of the
smoothness constraints for blocks that are in the vicinity of a motion boundary.
Another justification for the sub-optimality of the energy from a theoretical point of
view is as follows: As discussed before, an appropriate choice for hardware friendliness is
a binary move, that is to evaluate the energy/Lagrangian5 using a candidate motion vectorρ
and update the motion vector toρ if it results in a smaller Lagrangian. Hence, a binary solu-
tion of the move-QP problem is desired, but the optimal soluti n of the move-QP problem
will be fractional as long aspba’s are not integers (i.e., 0 or 1)[78]. An obvious technique
to deal with this situation is to solve the linear program andthen convert the solution to a
binary solution via rounding, which is calledLP-rounding [78]. Fractional moves are the
solutions of the linear program and give tighter lower bounds than binary solutions. If the
rounding operation does not increase the cost of the move-QP problem much, the approxi-
mate algorithm will perform well. Unfortunately, a linear problem is complex and difficult
5From this point on, energy and Lagrangian will be used exchange bly, but Lagrangian is used more often
while discussing move-QP.
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to implement in hardware. A more appropriate approach wouldbe to use the dual of the
move-QP problem in the design of the algorithm. In combinatori l optimization, this is
called theprimal-dual schema [?]. This technique constructs a feasible solution of the dual
problem and an integer solution of the primal problem iteratively. Since a solution of the
dual problem also provides a lower bound on the primal problem by theweak duality, one
can compute a feasible solution for the dual problem first, which, then, can be used to find
the corresponding primal solution via thecomplementary slackness conditions [?].
Our method differs from the primal-dual schema by the way the complementarysl ck-
ness conditions (CSCs) are utilized. In the conventional primal-dual schema, CSCs are
used to obtain the integer primal solution from the dual soluti n. However, we desire to
design auniform algorithm in the sense that we want to have one type of computation ker-
nels, which iteratively update the motion vectors by substituting in the energy. Iterations
of the same forms of energy function are more suitable for parallel implementations rather
than an approach that involves minimizing an energy followed by solving the CSCs. In our
method, CSCs are used to infer if a constraint of the move-QP istight or slack. A slack con-
straint means it is satisfied and a tight constraint means it is satisfied with equality. Hence,
by using the dual feasible solution and the CSCs, the Lagrangian multipliers can be com-
puted. Compared to choosing the Lagrangian multipliers as specified by the conditions of
Theorem7.4.2in an ad hoc manner, our primal-dual method uses the feasibledual solution
to determine the Lagrangian multipliers, which is then usedin the Lagrangian that is to be
minimized. We present the dual problem of energy minimization in the following section.
7.4.3 The dual problem
We start with rewriting the move-QP problem in (7.23) in matrix form for a more compact
representation. The primal problem is
min
x




x ≥ 0,−x≥ −1,
wherec, c̄, x ∈ R|B|, W ∈ R|B|×|B|, p ∈ R|N|, andA ∈ R|N|×|B| such thatcb = Db(ρ) and




j), ∀{i, j} ∈ N , andAki = 1, Ak j = −1 for anykth pair {i, j} ∈ N .
It is straightforward to construct the remaining vectors sothat the above problem is equal
to the original move-QP problem. This is a non-convex quadratic optimization problem
sinceW  0. The Lagrangian can be formed similar to (7.24):
L(x, β, γ, κ) = cT x + c̄T (1− x) + (1− x)T W(1− x) + βT (−p − Ax) − γT x + κT (x − 1)
=
(
c − c̄ − 2× 1T W − ATβ − γ − κ
)T
x + xT Wx − βT p − κT 1
= mT x + xT Wx − βT p − κT 1, (7.38)
wherem is substituted forc− c̄− 2× 1T W − ATβ− γ− κ for compactness. One can see that
because of the way the constraints of the primal problem are utilized in the Lagrangian, the
Lagrangian is always smaller than the primal problem’s objectiv
L(x, β, γ, κ) ≤ cT x + c̄T (1− x) + (1− x)T W(1− x), (7.39)
given thatx is a feasible point in (7.37).
The dual function is a minimization of (7.38) on x,
g(β, γ, κ) = inf
x

















−1/4mT W†m − βT p − κT 1 if W  0,m ∈ R(W)
−∞ otherwise,
(7.40)
which is derived by setting the gradient of the dual functiont zero since it is a convex
quadratic function ofx. There are two conditions for the dual function to exist:W must be
positive semi-definite and the vectorm must be in the rangeR(W) of W. It is straightfor-
ward to show that the dual function provides lower bounds on the more complex primary
problem’s optimal value by observing (7.39) and (7.40).
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Then the dual problem is the maximization of the dual function
max
β,γ,κ
−1/4mT W†m − βT p − κT 1 (7.41)
subject to
W  0, m ∈ R(W).
Contrary to the primal problem, the dual problem is a convex optimization problem, how-
ever we are looking for a feasible solution of the dual problem, not necessarily the optimum
solution. A feasible solution of the dual problem will be used to infer about the constraints
of the primal problem.
The first feasibility condition requires thatW is positive semi-definite.W is a symmetric
matrix withWi j = Vi, j(v∗i , v
∗
j), ∀{i, j} ∈ N . Its elements are the penalty of variations inv for
the interacting pairs inN . Hence, positive semi-definiteness ofW depends on the problem
specific penalty values derived from the motion fieldv and the neighboring blocks that are
assumed to interact. For example, it is easy to see that by using two immediate neighbors
only, W will never be positive semi-definite regardless of what the penalty values are6. This
shows that four-connectivity neighborhood is a minimum requirement for the dual problem
to exist. An eight-connectivity neighborhood will make thedual problem more likely to
exist, which will still depend on thev.
The second condition of dual feasibility is
m = (c − c̄ − 2× 1T W − ATβ − γ − κ) ∈ R(W)
Since1T W is in the range ofW if we set the remaining terms to zero,m will be in R(W).
Hence,
0 = c − c̄ − AT β̂ − γ − κ
β̂ = A†(c − c̄ − γ), (7.42)
6It is straightforward to constructW using only two horizontal neighboring blocks and show that it is not
positive semi-definite sinceW will be a symmetric tri-diagonal matrix with all its diagonal elements zero.
Any x with alternating 1s and−1s as its elements will makexT Wx ≤ 0
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whereA† is the pseudo-inverse ofA. κ is set to zero in the second equation, because the
dual function that we want to maximize is a decreasing functio of κ7. SinceA†(c − c̄)
can be negative, the non-negativity assumption ofβ̂ required for the derivation of the dual
function can be violated. Hence, we need to clamp its components to zero from below.
Sinceγ is unknown, one can chooseγ to minimize the need for this clamping operation.






where⌊⌋ denotes the clamping operation applied to each component.
Using a feasible solution̂β of the dual problem, we can understand if the constraints of
the dual problem are loose or tight, which can be used to re-design the energy function for
the next iteration. This relation betweenβ̂ and the smoothness constraints, and also how it
will be used for energy re-design is presented in the next section.
7.4.4 The primal-dual relation
First, we describe a method to solve forβ. To have a unique solution for the DFC equation,
A† must be well-defined. However, by the way we defined the constrai ts in the move-QP
each block pair{a, b} has two constraints
xb − xa ≥ −pba
xa − xb ≥ −pba.
These two constraints constitutes two column vectors ofAT , which are identical (one
points in the inverse direction). To solve forA† = (AAT )−1A, AAT must be invertible.
However, depending on the neighbor setN , we may end up with a rank-deficientAAT . To
avoid this, it would be logical to eliminate one of the constraints, since only one of the
constraints will be binding. For any of the two constraints to be binding, the left side of the
inequality has to be negative. Hence, we can check ifxb = 1, xa = 0 is more likely so that
7We note thatκ = 0 does not necessarily produce the optimal solution of the dual problem.
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xb − xa ≥ −pba can be eliminated or ifxb = 0, xa = 1 is more likely so thatxa − xb ≥ −pba
can be eliminated.
We propose using the data terms to check the likelihood ofxb = 1, xa = 0 andxb =
0, xa = 1, because at this stage we do not know what the solution of theproblemx is . If
Db(ρ) + Da(v∗a) > Db(v
∗
b) + Da(ρ) then the first inequality will most likely be not binding
and therefore can be discarded to achieve a uniqueβ for the DFC8.
To find a relation betweenβ and move-QP constraints, we utilize the dual complemen-
tary slackness conditions[?]. If the complementary slackness conditions are satisfied,any
feasible solutionx of the primal andβ of the dual problem are optimal. The dual comple-
mentary slackness condition is given below
Dual complementary slackness condition (DCSC)
Eitherβba = 0 or Abax = −pba, (7.44)
where{b, a} is any block pair andAba is the row for the constraint associated withβba. The
complementary slackness conditions are important in the design of efficient approximation
algorithms for complex problems, which try to improvex andβ by modifying them in a
way that more of their components satisfy the complementarysl ckness conditions[?].
Our goal for applying the primal-dual method is to re-designthe energy function, which
corresponds to the lagrangian of the primal problem. The lagrangian is showed to be equiv-
alent to the energy function under the conditions on the lagran ian multipliers given in
Theorem7.4.2. However, our choice of the constraints were imposed for allthe blocks
pairing with a block, independent of the motion segmentation since the unknown motion-
vector fieldv is what we want to estimate. Fortunately,β̂ reveals some information on the
connectedness of blocks with their neighbors based on their motion by the usof DCSC.
DCSC dictates that if̂β is non-zero, then the constraint is binding and must be satisfied
8For a standard-move algorithm elimination of one of the two equations between two blocks happens
inherently, which will be discussed in Section 7.5.1
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with equality. If the constraint was relaxed, the interacting blocks will choose different
directions. This implies that the two blocks are on different objects or object segments that
are moving in different directions. Hence, the constraint that is binding is conflicting with
our smoothness ofv assumption, and should be imposed less by decreasing its contribution
in the energy. To this end, the lagrangian multipliers must be inversely related tôβ, for
example by multiplying with a functionf (β̂) that is decreasing witĥβ and has range [0,1].
Hence, by DCSC we propose to update theβ values as given below
βDCS Cba = f (β̂ba)βba, (7.45)
whereβ̂ is a feasible solution of the dual problem given in (7.43), and f is a decreasing
function of β̂. Replacing lagrangian multiplierβ with βDCS C and substitutingκ = 0 from
the solution of the dual problem, lagrangian in (7.24) becomes
L(x, β, γ, κ) =
∑
b∈B
xbDb(ρ) + (1− xb)Db(v∗b) + λ
∑
{b,a}∈N








If β values are chosen to satisfy the conditions of Theorem7.4.2, the lagrangian will boil








f (β̂ba)Vb,a(vb, va). (7.47)
The above energy formulation does not isotropically enforce a smoothness constraint,
but adapts the weights of constraints in the energy with information derived from the data
via the dual problem. This will enable us to obtain an energy function that is more powerful
to explain desired motion vectors across object and segmentbou daries.
7.5 A hardware-friendly standard-move algorithm
As mentioned in Section7.3, a standard-move can change one block’s motion vector.
standard-move algorithms have less computational complexity and are easier to implement,
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rendering them as perfect candidates for use in consumer products. In this section, we will
design a hardware-friendly standard-move algorithm for motion estimation based on the
results derived in previous sections.
To achieve a real-time algorithm, we want to minimize complexity whenever possible.
A four-connectivity neighborhood (i.e. horizontal and vertical neighbors) is the smallest
neighborhood for the dual problem to exist as obtained in Section 7.4.3. Therefore, we
choose to use horizontal and vertical neighbors for the smoothness cost, which is denoted
byN4.
In the following we discuss the necessary simplifications toachieve a standard-move
version of the lagrangian given in (7.46) that usesN4.
7.5.1 Simplifications on the energy
Similar to Section7.3, we start with removing the terms in the lagrangian that are not
affected by a standard-move. We only keep terms in (7.47) that involveb to find the energy
contributed by it:
Eb(v) = D(vb) + λ
∑
i∈N4
f (β̂bi)V(vb, vi), (7.48)
where we discontinue to use the subscript ofD() by assuming that the data term for each
block is the same (e.g. sum of absolute deviations). Also, the subscript ofV() is dropped
since its response to a specific block pair{b, a} is captured inf (β̂ba), which is satisfactory
for our purposes.
To obtain the best standard-move forb, all possible moves should be searched to find






f (β̂bi)V(ρ, vi). (7.49)
UsingN4 as given in Figure7.1(a), there can be eight constraints obtained from the
four pairs (i.e. two per pair). Since we are designing a standard-move algorithm, for each
b ∈ B andρ ∈ S , we should see ifxb is one or zero (xb = 1 denotes thatb will change its
vector fromv∗b to ρ). By allowing for the four neighbors to have fractionalx values, while
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(a) Neighbors ofb for smoothness (b) 18 candidate vectors
Figure 7.1. Blocks a, c, d, e are used to enforce smoothness, while best two vectors of blocks in N8 in
addition to best two vectors ofb form S ′, which is the set of candidate vectors for the standard-moveof
b. The blocks used for smoothness is shaded gray.
substitutingxb = 1 in the lagrangian implies that only one of the two constrains can be
binding, which are
xa − xb ≥ −pba
xc − xb ≥ −pbc
xd − xb ≥ −pbd
xe − xb ≥ −pbe.
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whereA’s columns from left to right representx values fora, c, d, e, andb, respectively.
































































































⌊4da − db − dc − dd − de⌋
⌊4dc − da − db − dd − de⌋
⌊4dd − da − db − dc − de⌋































whereda is ca − c̄a, anddb is cb − c̄b, etc.
The analysis of̂β’s response to different motion-vector scenarios shows that it changes
consistently with our expectations. For example, if the candidate vectorρ does not apply
well to blocka, ca will probably be larger than ¯ca (i.e. da > 0), and if at the same time it
applies well to the other blocks (b, c, d, e) (i.e. db, dc, dd, de < 0), thanβ̂ba is significantly
larger than zero. By the DCSC, this implies that its corresponding constraint is binding.
Following the arguments in Section7.4.4, this is reflected in the design of the energy func-
tion by decreasing its weight via (7.45). This means that the vectors ofc, d, ande are
mostly utilized to impose the smoothness constraint onv, ot a. As a second example,
assume thatρ does not apply well tob, c, d, ande, which would requiredb, dc, dd, andde
to be greater than zero, which, in turn, would indicate a smaller β̂ba. This will imply that
the corresponding constraint betweenb anda will less likely be binding, hence its weight
will be larger than in the previous example. To summarize, inthe first example,a was on a
different object thanb and it moves with a vector other thanρ, but c, d, ande were on the
same object withb and they move with a vector that is close toρ. Hence, they were used
to derive the required smoothness information, nota. In the second example, none of the
five blocks’ motion could be explained byρ, and therefore the smoothness constraints were
applied isotropically. One final note is that if a candidate vectorρ applies well tob (db < 0),
the chances of decreasing the weight of the constraints goesup (i.e. a good candidate will
less likely be rejected because of an overweighted smoothness cost).
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7.5.2 Further simplifications on the algorithm
In the previous subsection, we have derived the energy function for a standard-move and
its weights as given in (7.49) and (7.51). The smoothness cost is adapted according to the
information obtained from the dual problem that runs onN4 to account for cases where
smoothness can not be enforced isotropically. This requires that only blocks inN4 are used
to enforce smoothness. Although these simplifications reduc the computations, we need
further simplifications for speeding up a hardware implementation. Next, we present some
simplifications on the algorithm.
1. standard-moves are the least complex moves, but we still need to reduce computa-
tions since standard-move algorithms areO(|S ||B|) complexity as discussed in Sec-
tion 7.2, and |S | is a large number because the search windowS for the vectors is
desired to be large to cover big motions. The number of blocks, |B|, is determined
by the image size, however, the number of possible motion-vectors can be reduced
intelligently. In Section7.1.5, we discussed starting with an initial motion-vector
field, vo, that uses non-spatial prior information from previous frame or a coarser
resolution. Starting the standard-moves with a goodvo will speed-up convergence
to a good local minimum while avoiding getting stuck at bad local minimums. Us-
ing the hypothesis testing techniques presented in Chapter6, one can search for an
initial motion-vector field by minimizing (6.20). This is a bi-criterion cost function
that consist of a data term for block-matching and a term for measuring the distance
from a previously obtained bias vector, which adaptively penalizes deviations from
the bias vector. Fortunately, one can use the results of thisvector search inS for
creating a reduced candidate vector setS ′ that is significantly smaller thanS . Since,
an exhaustive search in a window for creating the initial motion-vector field samples
the cost curve, it reveals information about the location ofg od candidate vectors.
By keeping track of vectors that produce a small cost in the search for vo, S can be
limited to S ′. To achieve a small|S ′|, a simple yet effective method is to represent
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the cost curve of (6.20) by picking two best vectors (vb1, vb2) from this minimization
for b. Oftentimes, since the blocks are smaller than objects, thesame vector can
describe the motion for more than one block in a locality. Hence, we populateS ′
by also using best two vectors from blocks in its eight-connectivity neighborhood,
which makes|S ′| = 8 ∗ 2 + 2 = 18 in total, as shown in Figure7.1(b). This intro-
duces a scalability to our solution sinceS ′ is fixed in size, independent of the search






f (β̂bi)V(ρ, vi). (7.52)
After the first round of standard-moves over all blocks, in the second roundS ′ is
updated using the results of the previous round instead of using previousS ′ one
more time. As standard-moves refinev, candidate vectors should also be improved by
using the updated vectors from the previous round so that moves to better candidates
are considered.
2. Avoiding data latency and/or synchronization is crucial for hardware-friendliness.
Neighboring blocks’ vectors are used in the smoothness costor they are used as can-
didates to search for the best standard-move. This can be achi ved with a recursive
implementation so that a block waits on some of its neighboring blocks to update
their vectors. However, this will introduce delays in the computations. For exam-
ple, for an implementation on a GPGPU, one needs to minimize synchronizations
between different thread blocks, which requires access to device memory(DRAM),
and maximize use of on-chip memory (cache). To do so, it is better to launch a kernel
for each round of standard-moves. At each round, thread blocks will bring the data
from DRAM to cache, and work on it independent of the other thread blocks and
other threads in the same thread block. This will minimize the synchronization needs
and idle waiting times. The results will be written back to DRAM afterwards. By
launching a new kernel for the next round, all thread blocks will be using the updated
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v without having to synchronize between thread blocks, whichis a difficult and an
inefficient process since GPUs are designed to exploit parallel algorithms that does
not need much flow control. Therefore, we make another simplificat on by usingv′,
which is the previous round’s motion-vector field, for finding the moves to create
v′′, which is the next round’s motion-vector field. This way, thealgorithm will be
iteratively working onv. Hence, each round of standard-moves over all the blocks is
called aniteration.
3. Another simplification would be to reduce the search window, S , used for creating
the initial motion-vector field,vo, to further reduce computations. However, reducing
the search window used invo creation will restrict our candidate set,S ′, for standard-
moves to smaller motion vectors sinceS ′ is derived from the results ofS . To be
able to find large motion vectors while reducingS , a hierarchical motion search
can be utilized. Starting with a coarser resolution and a smaller search window,
standard-move iterations can be formed to refine vectors at the coarser resolution.
The coarse resolution vectors can then be used to center search windows in the finer
resolution. An important problem that would arise from using a hierarchical motion
search is to choose the course resolution vector that is going t be used to center the
fine-resolution search. For example, using down-sampling by two to create a half-
resolution and a full-resolution image, each full-resoluti n block will occupy one
quarter of a half-resolution block, which can cover different motion segments and
objects in it. To solve this problem, half-resolution blocks must be partitioned into
quarter-blocks and their vectors can be refined using standard-move iterations to re-
fine the motion-vector field. After these refinements, quarter block vectors from the
half-resolution can be used to center the search windows of full-resolution blocks.
Since a quarter block in the half-resolution will have the same size with the corre-
sponding block in the full-resolution, the centering approach will be more robust.
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7.5.3 Some heuristics for fast convergence
In the previous sections, we managed to obtain a low-complexity iterative energy-minimization
algorithm, which also updates the energy via the dual problem as iterations progress. In
this section we will introduce some heuristics for speedingup the convergence time to a
good local minimum.
1. To restrictS to S ′ for finding the best standard-move, we proposed to use best two
vectors of blocks inN8, instead of trying all possible vectors in the search windowS .
To make this reduction to two best vectors more robust, one caenforce a minimum
distance between them. This way, we will better subsample the cost in the search
window and avoid picking twobad local minimums that are close to each other.
2. S ′ consists of 18 candidate vectors, and 9 of these vectors are second best vectors
that minimize the bi-criterion cost to utilize non-spatialinformation from the previ-
ous frame or resolution. Candidate vectors are used to find thebest standard-move
by minimizing the energy in (7.52). The smoothness cost component of the energy
is obtained using the vectors of blocks inN4. But using the first-best vector,va1, of
a blocka ∈ N4 in the smoothness cost, we will be favoringva1 against its second-
best vector,va2, sinceV(va1, va1) = 0, butV(va1, va2) ≥ 0. Due to violations of our
translational-motion model and brightness constancy assumption, it is sometimes the
case that second-best vector is actually the true vector. Butasv is refined it may turn
out to be the first-best vector after the iterations are finished. Hence, one needs to
enable the second-best vector to survive the picking-best-two-vector process through-
out standard-move iterations by permitting them to contribu e in the smoothness cost
too. By doing so, a local minimum caused by more than one wrong vector in a lo-
cality can be overcome as iterations progress, and this enables faster convergence
to a better local minimum. However, the weight of the second-best vectors must be
less than the first-best vectors, since first-best vectors are mo e often the true motion
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f (β̂bi)V(ρ, vi1) + λ2
∑
i∈N4
f (β̂bi)V(ρ, vi2), (7.53)
whereλ1 > λ2.
3. As discussed in Section7.3, choice ofλ andK is important to minimize the upper-
bound of the energy gap between the local minimum, ¯v, reached at the end of iter-
ations, and the global minimum,¯̄v. Also, the lower-bound of the convergence time
from vo to v̄ depends onλ andK. The derivations showed that a largerλ and a smaller
K should be desired in the choice of the parameters to improve these two important
performance measures. However, starting with a largeλ may force moves to a bad
local minimum sincevo may have bad local minimums and may cause the rejection
of all moves to a better local minimum. For example, when mostof the vectors
in a locality are wrong, smoothness cost will be punishing true motion vectors by
dominating the data term due to a largeλ. One can avoid this situation by starting
with a smallerλ that allows moves to true motion vectors, and increase it as the it-
erations progress to attain a smaller upper-bound on the energy gap, and a smaller
lower-bound on the convergence time. One should note that increasingλ with the
iteration count can also be justified by using the equivalency between the energy and
a posterior probability as described in Section7.1.3. As the iterations progress andv
is refined, the prior information becomes more reliable, andthe precision (inverse of
scale/variance) of the prior distribution can be increased by using a largerλ. How-
ever,λ can not be increased indefinitely, since this will cause the smoothness cost
to dominate the data term in the energy. Hence, one can chooseλ a a function of
iteration number,t, as below
λ1(t) = λ1 ⌈t⌉T , λ2(t) = λ2 ⌈t⌉T , (7.54)
where⌈⌉T represents clamping from above toT . By increasing the weight of the
96
smoothness cost, which is a convex term, the likelihood of getting stuck at a local
minimum is reduced.
4. As discussed in the third simplification of the previous subsection, hierarchical mo-
tion search requires the coarse-resolution blocks to be partitioned into quarter-blocks.
By refining the quarter-blocks using standard-move iterations before passing to the
finer resolution, motion search in the fine resolution becomes ore reliable. To im-
prove the quality of quarter-block vectors, one can use candid te vectors from the
previous frame’s motion vectors. Using only vectors of the coarse resolution blocks
to produce quarter-block vectors, it would be difficult to find the motion of objects
that are smaller in size. In such a case, a block will be covering more than one ob-
ject, hence its vector can be corrupted. But a previous frame’s final motion vectors
could have already solved this problem by partitioning intosmaller blocks. Also,
using candidate vectors from the previous frame will increase the robustness of the
algorithm since the motion of objects tend to change smoothly in time.
The first and the fourth heuristics help to speed up the convergence by increasing the
quality of the candidates for standard-moves, the second and third heuristics modify the
energy function to to be able to choose better moves, and alsoreduce the weight of the
non-convexities by increasing the weight of the convex terms.
7.5.4 Proposed motion-estimation algorithm
In this section, we present the complete algorithm by bringing together the necessary equa-
tions, simplifications, and heuristics from the previous sections. A block diagram is given in
Figure7.2, and the pseudo-code is given in Algorithm2. Our proposed motion-estimation
algorithm is a hierarchical motion-estimation algorithm that uses a full-resolution and a
half-resolution image produced by down-sampling the full-resolution image by two. The
algorithm uses motion information from the previous frame to be used in half-resolution’s
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Figure 7.2.Block diagram of the algorithm
motion search, and candidate set creation for partitioningto quarter-blocks. After the half-
resolution vectors are finalized, full-resolution motion-vector processing starts. Below, we
give some explanations with the corresponding line numbersin the pseudo-code given in
Algorithm 2.
Line 5: For each half-resolution block, a motion search is performed to pick the two
best motion vectors with a minimum distance criteria to miniize a cost. Bias vectors in the
cost are chosen from the previous frame using hypothesis test ng, and their weights in the
cost are adapted with how well they apply to a block. Use of bias vectors help in the cases
of low detail areas and repeating structures, where brightness constancy assumption does
not work well, and also under rotation and zooming, where translational-motion model is
not valid. These issues are discussed in Chapter6.
Lines 7-12: The initial motion-vector fieldvo is refined usingN standard-move itera-
tions. Candidate vectors inS ′ is used to pick the best-two standard-move for eachb. S ′
consists of 18 vectors obtained from a block’s and its eight-connectivity neighbors’ best-
two vectors. Smoothness cost is computed using the previousiteration’s vectors to speed up
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execution time on hardwares, which is discussed in Section7.5.2. Smoothness cost is de-
rived from blocks in four-connectivity neighborhood and weights of the neighboring blocks
is adapted using information from the dual problem. Second-best vectors also contribute to
the smoothness cost, but to a lesser extent than first-best vectors (λ1 > λ2). These choices
are made to enable a faster convergence, and breaking away from bad local minimums,
which are discussed in Section7.5.3.
Algorithm 2 : An iterative motion-estimation algorithm
Input : Previous and current images:p, c
Output : Final motion-vector field: ¯v
Initialize λ1, λ2, K, T , dmin, N;1
SetR = {Hal f -resolution, Full-resolution};2
foreach r ∈ R do3
Initialize D() usingp andc for r;4
Pick vob1, v
o
b2 s.t. |vob1 − vob2| > dmin by minimizing (6.20) for each blockb;5
Setv′ to vo;6
while t < N do7


















Updatev′ by partitioning into quarter-blocks;13
while t < N do14




















Line 13-19: Each block is partitioned to quarter-blocks so that a half-resolution quarter-
block matches with a full-resolution block in size. This will increase the reliability of the
centered motion-search in full-resolution. Also, partitioning to quarter-blocks increases
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the quality of half-resolution vectors in general, since with a smaller block size block-
based translational-motion model is less problematic for rotation, zooming, and motion
boundaries. Vectors from the previous frame are also used ascandidates during the parti-
tioning, which increases the robustness of the algorithm inge eral and especially helps in
the case of small objects/segments. These issues are discussed in Section7.5.3. After the
partitioning, standard-move iterations are again appliedto refine further, before passing to
full-resolution.
7.6 Experiment Results
In this section, we present experiment results using the proposed algorithm to investigate
good parameter values for the energy, and its minimization va standard-move iterations.
We do not use a quantitative measure for assessing the quality of the produced motion-
vector field, but rather give visual results depicting the motion-vector field, and try to
analyze its sensitivity and behavior with respect to different algorithmic blocks and their
corresponding parameters. We believe the best quality assessment is human-eye inspec-
tion, since any quantitative quality measure tries to understand if the motion-vector field is
good or not and this is in fact another formulation of the motion-estimation problem we are
trying to solve9.
The implementation used to produce the results operate on images down-sampled by
two via pixel dropping. The down-sampled images are full-resolution images, another
down-sampling is performed after low-pass filtering, whichproduces the half-resolution
images. Hence, an 8x8 block in half-resolution correspondsto a 32x32 block in the original
scale: 64 pixels are used to compute the SAD measure instead of 1026 pixels.
9A variant of this algorithm will be used in NVIDIA’s drivers for frame-rate up-conversion, and the results
presented in this section are chosen based on large number ofexperiments.
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7.6.1 A walk-through of the algorithm
We start with a walk-through of the algorithm by presenting itermediate motion-vector
field results. The motion-vector field is used to modulate thec roma signal in the image,
which makes it easier for the observer to asses the quality.
The half-resolution motion-vector field for the full-blocks (HR-FULL) is given in Fig-
ure 7.3(a), which is refined using standard-move iterations on top of the initial motion-
vector field created using non-spatial information. At thisstage, motion vectors are coarse,
and the object boundaries are completely smeared. However,the motion-vectors are robust
in the sense that they show the general trend of an object’s moion without any outliers.
Figure7.3(b)shows half-resolution quarter-blocks’ (HR-QUARTER) motion-vectors,
which are produced by partitioning full-blocks into quarter-blocks using HR-FULL motion-
vectors and previous frame’s motion-vectors. Quality is improved and motion boundaries
become more visible. One can see that some “colors” that are not visible in HR-FULL
appears in HR-QUARTER. The reason is that candidate sets for partitioning also include
previous frame’s motion-vectors. These vectors may not be available in HR-FULL, since
they probably belong to small object segments that can not survive in HR-FULL, however,
they were available in the previous frames’s final motion-vector field.
Using HR-QUARTER, the motion-vector field of the full-blocks in full-resolution (FR-
FULL) is created. First, a motion-search that is centered around and biased towards HR-
QUARTER motion-vectors is performed. The initial motion-vector field created as a re-
sult is then refined using standard-move iterations, which can be seen in Figure7.3(c).
One can see that the “color” is richer than HR-QUARTER becausemotion-search at full-
resolution stage is performed on blocks that are four times smaller than the blocks in half-
resolution. However, with smaller blocks SAD measure someti es becomes less reliable
since a smaller block random matching are more likely to occur. For example, a purple
block appear in the occlusion area between the two left-mostsoldiers.
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Next, full-resolution quarter-blocks’ (FR-QUARTER) motion-vector field given in Fig-
ure7.3(d)is obtained using FR-FULL motion-vectors via partitioning followed by refine-
ment iterations. The motion boundaries is improved significantly compared to FR-FULL
boundaries. Fine objects like the middle soldier’s rifle hasbeen resolved because the rifle
is too thin for blocks in FR-FULL and therefore its motion was mixed with the background
motion in FR-FULL motion-vector field. However, FR-QUARTER block sizes were small
enough to distinguish the rifle from the background, hence the true motion-vectors from
the body of the soldiers isdiffused onto the rifle via standard-move refinement iterations.
Also, the purple block at the intersection of two left-most soldiers is corrected due to a
better applicability of block-based translational-motion model on smaller blocks.
The final step is one more partitioning and refinement to get quarter-quarter blocks
in full-resolution (FR-QUARTER2). As in the previous stage, motion boundaries are im-
proved even further with finer block sizes. The motion boundaries follow the object bound-
aries closely and one can guess the objects by inspecting themotion-vector field in FR-
QUARTER2 given in Figure7.3(e). In Figure7.3(f), a composite image is obtained by
combining the motion modulated chroma channels with the luminance component of the
original image.
7.6.2 Sensitivity analysis forλ
The choice of smoothness cost coefficient,λ, is crucially important since it determines the
contribution of our prior information at the expense of data. Previously, by analyzing our
standard moves we deduced that largeλ values are necessary to minimize the inevitable
energy gap between the converged local minimum and the global minimum and also to
minimize the convergence time. However, largeλ values may prevent the minimization to
break away from bad local minimums of the energy in the initial motion-vector field. An
example for this situation is given in Figure7.5using HR-QUARTER stage results. We use
the conditionλ1 = 4λ2, sinceλ1 > λ2 is required as discussed before. Forλ2 = 12|BS | (|BS |
is the block size), some strong bad local minimums created inthe initial motion-vector field
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prevent the algorithm to jump to other solutions. These bad local minimum are created due
to the ill-posed nature of intensity matching. For example bad local minimums can be
created due to repeating blinds, which may favor vectors that match a blind with another
blind, as seen in the case of motion-vectors represented by green areas in Figure7.4(a)and
Figure7.4(b). Also, bad local minimums can be created due to other sourcesof deficiency
in block matching. For example, motion-vectors tend to slipa ong a strong intensity edge
caused by a small eigen-value of the correlation matrix of the intensity gradients in a lo-
cality (i.e. the aperture problem). In Figure7.4(a), Figure7.4(b), and Figure7.4(c)cyan
regions on the blind appear because motion-vectors slip vertically parallel to the blinds.
Both of these two local minimums become weak ifλ is chosen small. Forλ = 0.5 all the
standard-moves succeed in breaking away and converge to a beter local minimum shown
in Figure7.4(d).
7.6.3 Sensitivity analysis forK
Our proposed algorithm thresholds the motion-vector differences toK for smoothness cost
computation. SmallK values improve the energy gap and convergence time in addition to
preserving motion boundaries as discussed before. However, too smallK values does not
distinguish between small and big motion-vector differences and therefore is only good
when the solution of the minimization problem is restrictedo binary values. In Fig-
ure7.5(a), results are produced by settingK to 64, which causes the motion of the back-
ground seen through the jeep’s glasses to be merged with the jeep’s motion. However, its
motion-vectors are preserved by usingK = 4, as seen in Figure7.5(b). By settingK = 1
the motion boundaries are preserved slightly better at the cost of preserving wrong motion
boundaries: the motion-vector field looks less smooth, and some wrong motion-vectors
survive.
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7.6.4 Sensitivity analysis w.r.t the number of iterations
In our implementation we keptN, the number of iterations constant for all the algorithmic
blocks, namely, HR-FULL, HR-QUARTER, FR-FULL, FR-QUARTER, and FR-QUARTER2.
For lowering the computational complexity, it is better to choose largerN when there are
fewer pixel blocks, and to choose a smallerN, when there are more pixel blocks. If we de-
note the number of blocks withn1, n2, n3, n4, n5 with respect to the order given above, then
n5 = 4n4, n4 = 4n3, n3 = n2, n2 = 4n1, hence, the cost of 1 iteration in FR-QUARTER2 is
about the cost of 64 iterations in HR-FULL. By choosing more iterations in lower stages of
the algorithmic flow, we can get computational complexity reductions. In addition to this,
the overall quality of the motion-vector field may also be improved since each algorithmic
block uses the results of the previous algorithmic block. Therefore, a quality improvement
in the earlier stages of the algorithm can propagate to laterstages and improve the final
quality significantly. Figure7.6(a) is produced by fixing the number of iterations of all
stages to 5 (n5 = n4 = n3 = n2 = n1 = 5). Using the above relation on the number iterations
at different stages, it can be seen that one iteration of FR-QUARTER is equivalent to three
iterations of HR-QUARTER plus four iterations of HR-FULL. Hence, we can decreasen2
to 4, and increasen4 to 8 andn5 to 9 and still have approximately the same computational
complexity. The results for this configuration is given in Figure7.6(b). The quality has
been improved, and some bad local minimum created at occlusion areas has been removed
via more iterations. Since our proposed energy function changes with the help of (β̂bi)
and⌈t⌉ terms as the iterations progress, more iterations succeed to modify the energy to
eliminate the observed bad local minimums in Figure7.6(a).
7.6.5 Analysis off (β̂bi)
The spatial smoothness cost contributed from each blocki in the neighborhood ofb is
modified with f (β̂bi) so that blocks on different objects and segments will contribute less
to the energy. In addition to improving the quality around motion boundaries this will also
speed up the convergence by formulating an energy function that can better fit to data by
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modeling motion boundaries. The results in Figure7.7(a)and Figure7.7(c)are produced
by settingf (β̂bi) = 1, while Figure7.7(b)and Figure7.7(d)are produced by computinĝβbi
from (7.51) as a feasible solution of the dual problem and choosingf (x) =
C−[x]C0
2C + 0.5,
whereC is a constant and[]C0 denotes clamping from below to zero and from above to
C. f (x) is designed to have a minimum at 0.5 so that all neighbors contribute even when
they have higĥβ values, which takes into account the fact that the dual may not exist and
thereforeβ̂ values are not reliable. As can be seen from the figures, quality of the results
has been improved with the use off (β̂bi) including the background seen through the jeep’s
windows or right above the jeep, and the region between the wheels.
7.7 Conclusions
Energy minimization enables us to design an energy functionthat describes the desired
properties of a solution that we are seeking for and minimizeit to obtain the result. We
designed the energy function by using the data and our prior kn wledge of object motions.
The data is evaluated by using the assumption of brightness constancy over a block of pix-
els together with the translational motion model. The priorknowledge is the smoothness
of the motion-vector field, which is not valid across boundaries. The number of feasible
solutions is exponentially large, and low-complexity approximation algorithms that con-
verge to a desirable local minimum is needed. Unfortunately, he data term in the energy
has many non-convexities in which the minimization algorithm can not break away from
once attained.
To deal with the validity of the smoothness prior, we proposed to adjust the coefficients
of the energy as we learn more about the motion via minimization i erations. By formu-
lating the primal problem of deciding about a move to a new candidate motion vector as
a quadratic program, we have shown that the dual problem provides the motion segmenta-
tion problem for that specific candidate motion-vector. By using a feasible solution of the
dual problem, we have shown that one can update the energy function to reflect this new
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information and therefore improve the smoothness term.
To achieve a low-complexity algorithm, we used standard-moves that use a local neigh-
borhood. Standard-moves are hardware-friendly since onlya single block can change its
vector at a time. This requires less information exchange and fewer number of possible
move combinations. We analyzed the performance of the minimization algorithm in terms
of the convergence time to a local minimum, and the energy gapbetween the attained local
minimum and the global minimum. We discussed how to choose the respective parameters
for the best performance and quality.
To reduce the chances of getting stuck at a bad local minimum,we proposed to increase
the overall weight of the smoothness cost, which is convex, as the iterations progress. Also,
we discussed the importance of starting with a good initial motion-vector field by using
non-spatial prior information.
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(a) HR-FULL (b) HR-QUARTER
(c) FR-FULL (d) FR-QUARTER
(e) FR-QUARTER2 (f) Gray-scale image with the color channels
modulated by the motion information
Figure 7.3.A walk-through of the proposed algorithm using an image fromthe movie “Saving Private
Ryan”. With each new stage, motion boundaries are improved,and finer details like the rifle of the
middle soldier are resolved.
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(a) HR-QUARTER withλ2 = 12|BS | (b) HR-QUARTER withλ2 = 8|BS |
(c) HR-QUARTER withλ2 = 4|BS | (d) HR-QUARTER withλ2 = 0.5|BS |
Figure 7.4.The effect of different λ values demonstrated using an image taken from the movie “Fargo”.
Starting with large λ values prevents the single-walks breaking away from bad local minimums cre-
ated by wrong motion-vectors of the initial field. In this example, repeating blinds create bad local
minimums in the energy as in the green areas. Also, slippage of motion-vectors across strong one-di-
rectional intensity edges can create bad local minimums demonstrated by cyan areas. These bad local
minimums can survive if λ is not chosen to be sufficiently small.
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(a) FR-QUARTER2 with K = 64 (b) FR-QUARTER2 with K = 4
(c) FR-QUARTER2 with K = 1
Figure 7.5.The effect of K values demonstrated using an image taken from the movie “Saving Private
Ryan”. With K = 64, the motion of the background seen through the jeep’s glasseis merged with the
jeep’s motion. However, its motion-vectors are preserved with K = 4. Setting K to 1 preserves motion
boundaries slightly better, but the motion-vector field becomes a bit noisy and some wrong vectors
survive.
(a) n5 = n4 = n3 = n2 = n1 = 5 (b) n5 = 9, n4 = 8, n3 = 5, n2 = 4, n1 = 5
Figure 7.6. The change in quality by choosing varying number of iterations while still keeping the
computational complexity constant. With more iterations in earlier stages of the algorithmic flow st




Figure 7.7. Analysis of f (β̂bi). Images on the left are produced with f (β̂bi) = 1, while the images on










CONCLUSIONS AND FUTURE WORK
8.1 Contributions
In this thesis, low-complexity solutions to common video-pr cessing problems are pro-
posed.
Contrast enhancement is one of the most basic video applications in display products.
We developed a histogram modification framework to be used ina histogram-equalization
type approach to contrast enhancement. This framework equips us with tools to handle
artifacts produced by histogram equalization. The complexity cost of solving each artifact
is analyzed and finally an algorithm is presented.
We investigated the use of IIR filter for local contrast enhancement. Different types of
IIR filters are investigated and the adaptivity of the delay coefficient is studied to prevent
creating of artifacts around edges. Using these IIR filters,we designed skin-aware local
contrast enhancement filters and ringing artifact reduction filters.
We studied the use of diffusion equations for image sharpening. Modification of these
diffusion equations is studied to reduce noise boosting and creation of edge artifacts. A
non-recursive solution that handles these issues is proposed.
Finally, we studied the motion estimation problem. We proposed methods to incor-
porate prior knowledge. Non-spatial prior knowledge is utilized using multi-hypothesis
testing and Bayesian methods. Spatial prior knowledge is util zed by iteratively solving an
energy-minimization problem. The primal-dual method is used to reliably impose the spa-
tial priors. Simplifications for reducing computational complexity and heuristics for fast
convergence of the minimization algorithm is discussed.
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8.2 Future Research Directions
Our solutions include techniques such as global and local contrast enhancement, artifact
reduction and sharpening that only use single frame information, and motion estimation
that uses multi-frame information.
The proposed contrast enhancement approach can be improvedby utilizing more cri-
teria depending on the specific application such as mean-brightness conservation in the
histogram modification framework. Some desired features inmedical imaging can also be
achieved using this framework for application specific improvements.
The diffusion based sharpening filter approach can be improved by adding the blocking
artifact awareness on top of the ringing awareness we have pres nted.
Our multi-hypothesis testing framework for using non-spatial information is optimized
for using previous frame’s motion-vector field. This can be extended to using information
from coarser resolutions in a hierarchical motion estimation.
In the study of energy-minimization for motion estimation we have used the spatial
smoothness prior knowledge only. The smoothness prior doesn t work well in the presence
of repeating patterns in the video: all the blocks/pixels in a neighborhood can consistently
match with a false repetition. For these cases, projecting motion vectors to a different time
instant can be used to create an extra prior. This will eliminate local minimums in the
energy and help converging to a desired motion-vector field.
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