Abstract This chapter describes an experimental system for the recognition of human faces from surveillance video. In surveillance applications, the system must be robust to changes in illumination, scale, pose and expression. The system must also be able to perform detection and recognition rapidly in real time.
Introduction
CCTV cameras have become ubiquitous, nowhere more so than in the United Kingdom. So far, the value of CCTV surveillance has failed to live up to the hype. A recent report by the Metropolitan Police in London revealed that the city's one millionplus cameras have helped to solve only a handful of crimes [18] . The criminologist Clive Norris points out [21] that CCTV operators tend to act on their prejudices (for example, focussing cameras on people because of their skin colour) or merely on scenes which they find entertaining, to relieve the boredom of staring at mundane street scenes all day. So far, the main CCTV success stories are for forensic use 1 and as a deterrent against some forms of petty or opportunistic crime 2 .
CCTV surveillance is often justified on the basis that it can be used to prevent terrorist attacks, but the reality is somewhat more banal. As [26] points out, those committing acts of terrorism are usually unknown before the act takes place, and it is very difficult to conduct surveillance of someone whose identity is unknown. There are few examples of CCTV surveillance being used effectively for real-time detection or prevention of crime.
It has been suggested that the effectiveness of CCTV surveillance can be improved by tracking known individuals as they move through a surveillance network. One possible application could be to follow known hooligans as they enter and move about a football stadium. This paper will consider the design of a video surveillance network which could track the movement of known individuals in real time.
Real-Time Video Surveillance
Let us consider a specific application area -video surveillance within a Secure Corridor; for example, within an airport or other secure building. Airports can be considered as a self-contained microcosm, which can be viewed in terms of the flows through them, and the movements and behaviours that take place in their arrival, shopping and transit areas [15] .
The airport can also be viewed as a Surveillant Assemblage. The relationship between surveillance and mobility within an airport is considered in [22] . Until recently, airport surveillance did not focus on individuals -people were disassembled into data flows to monitor movement through the airport. Individual surveillance has come to the fore within the last ten years. Passenger profiling is conducted ostensibly for security, but profiling information is also of commercial use to the airport authorities. The combination of profiling with the ability to track the movement of individuals is potent.
A number of airports have already installed systems to register passengers as they enter the Secure Corridor, and track when they leave. Passengers are enrolled using their boarding card and a digital photograph is taken. When the passenger leaves the Secure Corridor, the photograph is compared with the passenger's face by a security officer. This generates a transaction when the passenger enters and leaves the secure area, but cannot track their movements within it. Airports may wish to track some individual passengers as they move through passport control, the retail shopping area, departure lounges and exit to their gate. Our hypothetical system could achieve this by tracking the passenger's face as they move around the secure area.
The proposed system will need to work in real time: that is, the extraction of facial features and comparison to the stored model for each passenger must be extremely fast. The metric used must be reasonably robust to changes in scale, illumination, pose and occlusion. The system will need to track individuals as they move from the field of view of one camera to another. A distributed network of cameras will need to communicate with a back-end database and pattern-matching system. These requirements are discussed in more detail in section 1.2.
Face Recognition
The dream of tracking individuals by their facial characteristics goes back as far as the 1870s. [20] records how a police records clerk in Paris, Alphonse Bertillon, created a system for taking facial metrics from photographs. Distances between facial features were measured and encoded. Police photographs could be filed according to the codes, which reduced the search space for a suspect -police officers had only to compare suspects with photos which had similar measurements, rather than the entire portfolio.
A hundred years after Bertillon, research began in earnest to automate the recognition of faces by machine. By the end of the 20th century, there had been significant progress. [35] surveys the main algorithms in use, as well as considering the neuroscience and cognitive aspects of human facial recognition, and problems such as variation in pose and illumination.
Face Recognition by Humans
[29] presents 19 observations on the human ability to recognise faces, all of which are relevant to research in computer vision. The results most relevant to the proposed face tracking system are mentioned below.
It is clear that humans adopt a holistic approach to identifying one another. Recognition may be multi-modal (for example, combining face data with body shape or gait), but the studies in [29] indicate that facial information is one of the principal ways in which we recognise each other. A multi-modal recognition system could take metrics such as gait into consideration, combined with facial recognition to increase robustness.
Recognition is not only multi-modal but also multi-method. Humans combine multiple visual cues to recognise a face. In designing machine algorithms for face recognition, we acknowledge that any technique is only part of the solution. A robust recognition system will combine results from multiple techniques. [29] asserts that the spatial relationship between facial features is more important than the shape of the features themselves. Like humans, machines can accurately recognise faces from a low-resolution image (see [27] ) as these spatial relationships are preserved. Skin pigmentation cues are at least as important as shape cues and these are also preserved at low resolution.
Besides the role of pigmentation in recognition, colour is important for segmentation. Especially at low resolutions (where shape information may be degraded), colour information allows humans to estimate the boundaries of image features much more accurately than when presented with a greyscale photo. Likewise, colour cues can help a computer to locate local facial features such as the eyes. Analysis of the hue histogram of an image allows better estimation of the shape and size of the eyes than the luminance histogram alone.
In considering local features, consideration is usually given to the eyes, nose, mouth and possibly the ears. However, the studies in [29] revealed that the eyebrows are one of the most important local features in human facial recognition. Eyebrows have several features which make them suitable for machine recognition: they are stable, with high contrast, which makes them easy to acquire even in a low resolution image. Also, they sit on a convex part of the face, which makes them less susceptible to shadow and illumination problems.
It is interesting to note that faces can be stretched or compressed without any loss of recognisability. Humans may be able to adapt to such transformations because they are similar to the effect of a facial rotation out-of-plane. It is notable that ratios of distances between features in the same dimension remain constant under stretching/compression transformations. Humans may use such iso-dimension ratios for recognition. This suggests that machine facial recognition algorithms could adopt the same approach. Instead of the usual approach of pose estimation (see discussion below), the facial metric could be based on ratios which are invariant to changes in scale and rotation. This idea will be developed further in section 1.4.1.
Finally, we note that humans make temporal associations when observing the movements of someone else's face. This helps to build a more general model of the face.
Face Recognition by Machine
The most important face recognition algorithms and techniques are discussed in [35] and [34] .
Holistic, or appearance-based, approaches to face recognition were pioneered by Turk et. al in their paper on Eigenfaces [30] , where differences in human faces are represented by a set of eigenvectors. A covariance matrix is calculated over a set of training images for the face of an individual. The eigenvectors and eigenvalues of the covariance matrix are extracted using Principal Component Analysis (PCA). This has the effect of projecting the high dimensionality of the face image space into a feature space of lower dimensionality. Features are classified on a nearestneighbour basis. The technique can be applied to local features as well as whole faces (in this case the Principal Components are referred to as Eigeneyes, Eigennose, etc.) Eigenfaces produces very reliable results under laboratory conditions, but is not robust to changes in pose, illumination and expression. It also has high computational requirements, making it unsuitable for real-time facial recognition from a surveillance video stream.
Turk discusses improvements to and extensions of his Eigenfaces technique in [34] . PCA builds its model by minimising the pairwise relationships between pixels in the image training set. The approach can be generalised to minimise the second-order and higher-order dependencies in the image space, using Independent Component Analysis (ICA). ICA attempts to find the basis along which the data are statistically independent. It was first applied to face recognition in [2] , where ICA was shown to be more robust than Eigenfaces to minor changes in illumination, expression and appearance (hair, make-up).
Another well-known appearance-based approach is Fisherfaces [3] . The Fisherface approach attempts to improve on Eigenfaces by creating a model which is invariant to changes in illumination and expression (but not pose). Fisherfaces uses Linear Discriminant Analysis (LDA), which is similar to PCA in that the high dimensionality of the image space is reduced to a lower-dimensional feature space. Fisherfaces attempts to choose the direction of the projection such that variations in lighting and facial expression are projected away but the features used for recognition are clustered. PCA chooses the projection which maximises the total scatter, preserving unwanted variations in lighting and facial expression. The computational requirements of the two approaches are similar. Fisherfaces does not solve the problem of variations in pose. The image in the test set must be similar to the image in the training set to be detected. The test set must contain a comprehensive set of images under different lighting conditions. PCA, LDA and ICA are compared in [28] . Another similar approach which deserves a mention is Tensorfaces [1] . Tensorfaces uses multi-linear analysis, a variation of PCA, to combine training sets of face images under different poses, expressions and lighting.
All the holistic approaches require a sizeable training database of face images under different poses, expressions and lighting to provide accurate results. For a surveillance application, it is unlikely that an accurate model of all possible facial variations can be constructed in advance. The computational requirements are also considerable. These challenges mean that holistic, appearance-based methods have not been demonstrated to work accurately in real-world situations. Turk concludes [34] that Eigenface or other appearance-based approaches must be combined with feature-or shape-based approaches to recognition to achieve robust systems that will work in real-world environments.
Structural, or feature-based, approaches to face recognition begin by locating local features such as the eyes, nose and mouth. The locations and characteristics of the features are then used to classify the face. As discussed in [35] and [34] , early feature-based approaches were based on pure geometry methods, which match on measurements between features, such as the distance between the eyes or from the eyes to the mouth. A more sophisticated approach is Elastic Bunch GraphMatching [32] , which represents faces using labelled graphs, based on a Gabor wavelet transform. Image graphs of faces are compared with a similarity function. The technique was shown to be robust to small changes in rotation (up to 22 • ). One advantage of this method is that it requires only a single photo to create the elastic bunch graph.
Some recent developments have attempted to synthesise appearance-based and feature-based methods in a hybrid approach. [36] uses semantic features (the eyes and mouth) to define a triangular facial region. Tensor subspace analysis is applied only to this region to create the feature vector. This has the advantage of combining the geometric information from the spatial locations of the local features and the appearance information from the texture of the facial region. The computational requirements are much less than Eigenfaces or Tensorfaces alone, and the accuracy is higher. However, the problems of variations in illumination, pose and scale are not considered.
Face Recognition from a Video Stream
The machine recognition techniques considered so far were considered in the context of recognising faces from still images. For a surveillance application, we must also consider the challenges (and opportunities) of recognising faces from a video stream. In a surveillance video, we can expect that faces will be captured under variable scale, pose and illumination, and that occlusions will be likely. In our proposed scenario (a Secure Corridor in an airport), we can assume that the environmental lighting is constant, but there will still be variation in terms of lighting direction and shadow.
Almost all of the techniques considered so far assume that it is possible to capture a full-frontal view of the face, but we cannot make this assumption in a surveillance application. Pose angle can significantly decrease recognition accuracy. [13] tackles this problem through a pose-estimation step. Faces are extracted from video frames using an Adaboost classifier, then the same technique is used to locate local features (eyes) within the face area. The location of the centre-point between the eyes relative to the centre-point of the detected face area is used to assign a Gaussian weight to each captured face frame. Face frames which are closer to normal (frontal) pose will be given a higher weight during the recognition step.
The problem of occlusions is considered in [17] . Part of the face under consideration may be occluded, for example by long hair, sunglasses, a scarf or dark shadow. The approach taken is "recognition by parts", where the facial image is broken up into sub-blocks which can be considered individually. Features based on wavelet co-efficients are extracted from each sub-block. It is assumed that some of the features are corrupt, but it is not known in advance which ones. A Posterior Union Model is used to find the set of features which maximise the probability of a correct match.
We should also recognise that the video modality gives us certain advantages compared to face recognition from static images. As mentioned in [29] , humans observe temporal relationships when recognising someone's face. Our machine facial recognition system can also exploit the temporal relationship between video frames. For example, well-established tracking methods such as particle filtering [11] could be used to track the movement of a face within a video stream. Multiple samples of the same face can then be extracted and passed to the recognition system. As we can take many samples, we can weigh or discard samples which are of poor quality.
Video modality can also be combined with recognition from other modalities using multi-modal fusion algorithms. [13] combines facial recognition with voice recognition to improve accuracy. Gait analysis could also be considered, as it would not require any additional sensors.
Real-Time Face Recognition from Surveillance Video
We have considered the state-of-the-art in face recognition technology. Face recognition in laboratory conditions is quite mature, but there are many outstanding problems which prevent accurate real-time recognition of faces from a video stream. Our experimental system attempts to investigate some of these problems.
As discussed above, holistic (appearance-based) approaches are not suitable for surveillance applications. They are sensitive to facial expressions and occlusions, and face images must be accurately normalised for pose, illumination and scale. Eigenfaces and similar approaches also have a feature vector of high dimensionality, which makes the process of matching computationally expensive. We have therefore adopted a shape-based method. [9] proposes a shape-based method for recognising faces from a video stream using a combination of a fixed (CCD) and PTZ camera. We have calculated a feature vector following a novel approach suggested by [33] .
The recognition system must be robust to changes in illumination, scale, expression, pose and occlusion:
• Illumination: detecting local features within a face is reasonably robust to changes in illumination.
• Scale: the feature vector is constructed from ratios of lengths and angles, so is invariant to changes in scale.
• Expression: we have selected features from the non-deformable parts of the face to provide invariance to changes in expression.
• Pose: we do not assume that we will have a frontal view of the subject. Two models are constructed of each subject, one frontal view and one profile view. The main part of the feature vector is constructed from differences in ratios of angles, which provides reasonable robustness to rotation within one view. A pose estimation step is therefore not required.
• Occlusion: as we only need to sample features from the non-deformable part of the face, and we extract multiple samples from the video stream, there is reasonable robustness to occlusions.
The feature vector is extracted from the spatial relationships between local features. It is therefore of very small dimensionality, allowing fast transmission over the network and rapid matching to the database.
Our system was developed and tested using the following platforms and test data:
• Face detection was implemented in C using the OPENCV [5] libraries.
• Feature extraction algorithms were developed using MATLAB R . The test data included a live webcam stream, digital photos taken by the authors and the FERET database of face images.
• Feature extraction was then ported to C++/OPENCV. Test data included a live webcam stream and videos of pose variation from CSIT 3 .
• The classification and matching system was implemented in C++ using the OPENCV SVM class. Section 1.2 describes the design and architecture of our experimental system. Sections 1.3 and 1.4 describe the algorithms and operation of the front-end and back-end, respectively. Our experimental results and conclusions are discussed in sections 1.5 and 1.6.
System Architecture
Our experimental system has been designed with the requirements of a real-time, distributed sensor network in mind. It is envisaged that sensor nodes would be located all around the Secure Corridor. Each node would contain a video camera, an on-board processor and a network connection. The nodes would detect faces, then send data to a back-end for matching to the database. The system architecture is shown in figure 1.2.
First, faces are detected by the distributed sensor nodes. Feature extraction is also carried out by the node. The high dimensionality of each video frame is reduced to a feature vector of very low dimensionality. This vastly reduces the network bandwidth required and spreads the processing load across the distributed network. Object tracking could be carried out by the nodes, so that multiple face samples are attributed to the same person. Feature vectors can then be tagged with an identifier and sent to the back-end. (Object tracking was not implemented in our experimental system). The back-end system receives feature vector packets and unpacks them for pattern matching with the database. This is treated as a classification problem, with each individual enrolled on the system representing a class. Matching is performed using a Support Vector Machine (SVM). Temporal relationships between frames could be exploited to increase the likelihood of a correct match. In a production systen, the back-end would log the time and location (camera no.) of individuals under surveillance, and would be configured to send alarms to operators.
Please see the Appendix to this chapter for more implementation details, including how to obtain the source code.
Front-End
The front-end has three functions: to detect faces, to track detected faces and to extract features for transmission to the back-end recognition system. The process is summarised in figure 1.3. 
Face Detection
Face Detection is carried out using the OPENCV Face Detector [5] . This is an implementation of the Viola-Jones Face Detector [31] , which uses a boosted rejection cascade based on Adaboost [8] .
The theory of boosting is that many weak classifiers can be combined to make a strong classifier. Adaboost is a supervised classifier, i.e., it takes a set of labelled samples as input. A tree of weak classifiers is created by applying a weak algorithm to the labelled data. Each weak classifier is assigned a weight based on its performance on the training data. Classifiers that return the wrong result are given a higher weight, to concentrate attention on the places where errors are likely to be made. If this process is applied iteratively, the training error of the strong classifier exponentially approaches zero. This is repeated until the error rate drops below a set threshold.
Viola-Jones uses Adaboost both for feature selection and to train the face detector. During feature selection, Adaboost can select a few important features from the set of all possible features. The features are Haar-like wavelets. The Haar-like features are extracted by applying a threshold to the sums and differences of rectangular image regions. OPENCV also includes diagonal wavelets 4 to detect rectangular features rotated 45 • . Each weak classifier in OPENCV typically uses one feature (at most three).
A weak classifier h(x, f , p, θ ) is used, where x is a 24 × 24 pixel sub-window of an image, f is a feature, θ is a threshold and p is the polarity (direction) of the inequality:
Each stage of the boosting process attempts to find the Haar-like feature which best separates faces from non-faces.
One of Viola-Jones' innovations was the use of integral images to rapidly compute the Haar-like features at any scale or location in the image. The integral image at (x, y) is defined as the sum of all pixels above and to the left of (x, y). The sum of all pixels within any given rectangle can be rapidly calculated from the sums and differences of the four corner pixels of the integral image. By thresholding these rectangles, the Haar-like features can be calculated at any location or scale without needing to build a multi-scale pyramid.
Another important innovation was the use of a cascade of classifiers to reduce the computation time and increase accuracy. First, a two-feature strong classifier is applied to the integral image. The threshold is set to minimise false negatives at the cost of a high false positive rate (up to 50%). This rapidly rejects background regions and focuses attention on more promising regions. Regions which pass the first classifier are passed to the next classifier in the cascade. The strategy is to reject negatives as early as possible and gradually reduce the number of false positives as the regions pass through the cascade. A region that passes through every level of the cascade is classified as a face.
The Viola-Jones method can be applied to other objects besides faces, but works best on objects with "blocky" features rather than those where the outline is the most distinguishing characteristic. This is because the classifier must include part of the background of an object in its model of the object's outline.
OPENCV includes pre-trained cascades for frontal faces, profile faces, eyes, noses and mouths. Our implementation used nested cascades within the OPENCV face detector to find local features (eyes and noses) within detected faces (see figure 1.4). Feature extraction is discussed in section 1.3.3.
The detection of profile views works well when the background is plain but less well with a textured background, for the reason mentioned above. The detection of profile faces was improved using skin detection (see below).
Skin Detection
Viola-Jones operates on greyscale images, but for our implementation, we decided to also exploit the colour information in the video stream 5 . By applying skin colour detection to the input video frames, it is possible to divide the search space into face candidate regions and background regions. Face detection need only be applied to face candidate regions. The segmentation of skin regions based on luminance and chrominance values is discussed in [10] .
OPENCV's Adaptive Skin Detector was used to detect face candidates (see figure 1.5). Skin-coloured areas (with a margin added around the edges to allow for areas of shadow) were passed to the face detector. This resulted in a significant Another benefit of using the skin detector was to segment faces in profile view from the background. This enabled more accurate detection of the facial profile, overcoming the problem of detecting an outline against a textured background (see above).
The results of skin detection are discussed in detail in section 1.5.1.
Face Tracking
As we are examining video sequences rather than still images, we can exploit the temporal relationships between frames to improve recognition accuracy. It is possible to track the movement of individual faces in a video stream using techniques such as Boosted Particle Filtering, Mean Shift, or Kalman Filtering 6 . If we can successfully track a moving face through a video sequence, we can take each frame as being a sample of the same person. Extracted features can be tagged with an identifier before sending to the back-end for recognition. Features with the same identifier can be considered as multi-samples of the same individual. Note: Multi-sampling was not implemented in the experimental system described in this chapter.
Feature Extraction
One of the objectives of the face recognition system is invariance to changes in pose. In previous approaches, this problem has been addressed by either creating a 3D model [1] or by employing a pose estimation step [13, 32] . The creation of a 3D model is problematic, as it requires a large set of training images for each individual. This is impractical in a real-time surveillance application. Our system follows a novel method, proposed in [33] , where the feature vector is invariant to pose, so a pose estimation step is not required.
[31] notes that the face detector can detect faces which are tilted up to about ±15 • in plane and ±45 • out-of-plane (towards a profile view). In order to recognise faces from any angle, our system constructs two separate models of each individual: a frontal model and a profile model.
Each model (frontal and profile) defines a baseline, a reference length and a set of feature key points. The feature vector is defined by the spatial relationships between these features (see section 1.4.1).
Frontal Face Model
For the front face model, we first define two reference points -the centre points of the irises. The front baseline is defined as a line connecting the reference points (see figure 1.6. This length of this line is used as the reference length for the front face. Next, we define a number of key points which denote the location of shape-based features such as the nostrils and the tips of the ears. The feature vector is calculated from a set of lengths and angles measured from the baseline to the feature key points.
The outline algorithm for finding the baseline and key feature points is as follows (see figure 1. 3):
1. Find the face bounding box using the OPENCV Haar cascade detector 2. Use nested Haar cascades to detect local features (eyes and nose) 3. If local features are not detected, discard the frame 4. Search within eye bounding boxes for reference points 5. Search within nose bounding box for feature key points 6. Search for other key points (for example around face contours)
Note that the reference points and feature key points are chosen from features in the non-deformable part of the face, to provide robustness to changes in facial expression. The detailed algorithms for extracting the reference points and other key points are described in the following sections.
Iris Detection
The reference points for the front face are the centres of the two irises. During preprocessing, the eyes have been located and the system has determined the bounding box for two eye regions. Face candidates which do not have two eye regions have been discarded. If more than two eyes have been detected, the system attempts to estimate the most likely eyes by considering their location and size relative to each other and the face bounding box.
The reference points are located at the centre of the iris/pupil within the two eye bounding boxes. There are a number of possible approaches to iris detection. If sufficient training data were available, it would be possible to add a third nested Haar cascade to the OPENCV face detector to detect irises within the eye region. [6] proposes an integrodifferential operator which can detect iris and pupil boundaries. Another possibility would be to match curves to the eye region using a Hough Transform.
Circles of approximately the right size could be extracted as irises and pupils. [14] takes this approach, improving robustness by using a separability filter.
Our approach was a geometric approach using thresholding and blob detection on the image. This has the advantage of being simple and fast to compute.
Detection uses the following algorithm 7 :
1. Use a 5 × 5 averaging filter to remove noise and improve blob detection 8 .
2. As the surface of the eye is highly reflective, there is usually a point of light on or near the pupil/iris. To locate this point, a gradient is calculated over the image. Small gradients are discarded. Large gradients are weighted by the distance from the centre of the bounding box. The highest weighted gradient is taken as a point assumed to be on or close to the pupil/iris (see figure 1.7). 3. Histogram equalise to improve blob detection. 4. Threshold image at 0.25 × max(image). 5. Erode thresholded image with a 3 × 3 structuring element (see figure 1.8) 6. Find the blob closest to the gradient point. 7. Use region selection to find the maximum and minimum points within the iris blob. 8. Calculate the centre of the blob as the average of the maxima/minima. (figure 1.9) 9. return centre of blob Note that this method works reasonably well on people who are wearing glasses. [3] solves the problem of wearing glasses by dividing images of an individual into two classes, one which is "wearing glasses" and one "not wearing glasses". The OPENCV face detector includes eyes wearing glasses in its cascades for face and eye detection.
Once the two reference points have been determined, the baseline is calculated as the line joining the two points (see figure 1.6 ).
Nostril Detection
Having detected the two reference points, the nostrils are detected next, as the first feature key points. The nostrils are important, as they are rarely occluded and establish the location of the centre of the face. The location of the nostrils is used to calculate a centre-of-face reference line which is perpendicular to the baseline.
Nostril detection is similar to iris detection. It would be possible to use a third nested Haar cascade if we had a training set of nostril shapes. Again, it would be possible to use a Hough transform to detect the roughly-elliptical nostril shapes. We adopted a geometric approach similar to the method used for iris detection. This works very well, as the nostrils appear clearly as two dark blobs in the thresholded image. The detailed algorithm is as follows:
1. Use a 5 × 5 averaging filter to remove noise and improve blob detection 9 . 2. A gradient is calculated over the image and used to estimate the direction of illumination. Typically, illumination is from one side, meaning that one side of the nose is illuminated and the other side is in shadow. The highest gradient on the blurred image is shown in figure 1.10. 3. Local histogram equalisation is performed independently on both sides of the nose (see figure 1.11 ). This compensates for unequal lighting. 4. Threshold image at 0.25 × max(image). 5. Erode thresholded image with a 3 × 3 structuring element (see figure 1.12) 6. Find the two blobs closest to the estimated tip of the nose 10 . 7. Use region selection to find the maximum and minimum points within the nostril blobs (see figure 1.13).
return nostril boundary points
Once the nostril points have been detected, it is possible to calculate the centre face reference line. A point is calculated as the midpoint of the two nostrils, and a line perpendicular to the baseline is drawn through this point (see figure 1.14) . The point where the baseline and centre face line intersect is used as the reference point for key feature measurements. 
Ear-Tip Detection
The third set of features that we use for the facial feature vector are ear-tips. Unlike irises and nostrils, which can be detected as blobs on the front of the face, ear-tips can be detected as a corner along the edge of the face.
If a suitable set of training data was available, it would be possible to detect ears using a nested Haar cascade as we do for eyes and nose. However, this introduces the same problems as profile detection, in that it is difficult to train a Haar cascade to detect edges reliably in the presence of textured backgrounds. This could be compensated for using skin detection as previously discussed.
As we have already located the eyes, we use this as a cue to detect the location of the ears. As the Haar cascade face detector sometimes returns a bounding box which has cropped the ears, we expand the detection area to compensate for this.
The algorithm that we used for ear-tip detection is as follows:
1. Detect within the region returned from the OPENCV face detector.
2. If the skin patch representing this face is wider than the bounding box returned by the Haar cascade, expand the detection region as required. 3. Use OPENCV morphological operations to smooth the image and remove internal edges. This leaves the outside contour of the face as the only strong edge. 4. Perform Canny edge detection to get the face outline (see figures 1.16 and 1.17) . 5. Detect corners by calculating gradients along the face edges 6. Choose the lowest sharp corner on either lateral side of the face. This should be located where the ear lobe meets the face outline. 7. return ear tip points Ear detection is much less reliable than detection of local features in the front-offace, as we cannot guarantee that the ear will not be occluded. Even if the ears are clearly visible, our algorithm may fail if the jaw-line is within the region of interest, as this will result in another sharp corner lower than the ear.
Detected ear-tips are shown in figure 1.15. 
Profile Face Model
The model for the profile view is constructed using the same principles as the frontal face. The image is searched using the OPENCV face detector with the cascade for detecting profile faces. When a face is detected, a nested Haar cascade is used to detect an eye (naturally, only one eye is visible in profile view). The baseline for profile view is again constructed using two reference points. The first point is at the top of the nose. The second point is located by fitting a line to the profile of the nose, and then finding a perpendicular line which is tangential to the bottom of the nose. The point where this line meets the upper lip is the second reference point. The baseline is constructed by joining these two points. The length of the baseline is the reference length for the profile view. The profile baseline is shown in figure 1.18 .
OPENCV provides a Haar cascade only for left-facing profiles. Normalising all training samples to the same view is a more efficient use of the data. In order to detect right-facing profiles, the images must first be horizontally flipped.
As previously discussed, using the OPENCV face detector in profile view is not as reliable as frontal view, because the classifier relies on block features. It is interesting to note that the ear in frontal view is an outline feature, but in profile view it becomes a block feature. It would therefore make sense to use the ear as a key feature in profile view. Ear detection using cascaded Adaboost from a profile view is discussed in [12] .
If the OPENCV face detector is trained with profile faces, the classifier has to attempt to learn the background variability beside the profile edge. The OPENCV Haar cascade provided for profile faces works reasonably well against a plain background, but to provide reliable detection against variable backgrounds, it would need to be trained with a much larger data set with highly random backgrounds [5] .
Viola-Jones requires a very large set of training data. There would need to be thousands of positive examples of faces, and tens of thousands of non-faces. When training a cascade, there should be many more negative examples than positive examples, so that there are enough false positives detected by the early stages of the cascade that can be passed on to train the later stages of the cascade. The data should be well-separated (for example, not mixing training sets in different poses) and well-segmented (box boundaries should be consistent across the training set). These considerations mean that retraining the classifier is a formidable problem.
Note: Feature extraction from a profile image was demonstrated in principle using MATLAB code, but due to the issues discussed in this section, we did not develop a full implementation in OPENCV.
Back-End
The feature set extracted for each face is very small -simply an (x, y) coordinate for each reference point and feature key point. These points are labelled and sent to the back-end for analysis (inside a TCP/IP packet). Labels could include camera number, time-stamp, frame number, face bounding box within frame and an object tracking ID (if face tracking using particle filtering has been implemented).
In the back-end, a feature vector is calculated from the set of feature points, and this feature vector is compared to the database of enrolled people using a SVM (Support Vector Machine).
Feature Vector
To ensure robustness against changes in scale and rotation, only ratios of lengths and angles are stored in the feature vector. First, the distances between the reference points and the other key points are calculated, and expressed as a ratio to the reference length. As all distances are expressed as ratios, they are invariant to changes in scale.
Second, the angles between the reference points and other key points are calculated. The orientation of the baseline is used as the horizontal axis for the coordinate system of the feature vector. i.e., the coordinates of the key points must undergo a matrix transformation into the new coordinate system. Normalising the key points to the baseline means that the feature vector is invariant to rotations in-plane.
The calculated angles do not themselves form part of the feature vector. Rather, the feature vector stores the difference between tangents of the angles formed at each reference point. Taking the difference between tangents means that the feature vector is invariant to rotations out-of-plane. A proof of this result can be found in [33] .
The feature vector for the profile view is calculated in the same manner as the frontal view. The key point coordinates are transformed into a coordinate system using the profile baseline as the horizontal axis. The lengths and angles between the reference points and the other key points are calculated. These are encoded in the feature vector as ratios of the profile reference length and difference between tangents of angles. As with the frontal model, the feature vector is robust to changes in scale and pose (rotation).
Feature Vector and Matching
The set of reference points and feature key points is transmitted to the back-end over TCP/IP. The back-end calculates the feature vector from this set of points following this algorithm:
1. Calculate the gradient of the baseline (the line connecting the irises) 2. Use the gradient to calculate a rotation matrix to normalise the coordinate space, so that the baseline is parallel to the horizontal axis. This ensures that the feature vector is invariant to rotations in-plane 3. Rotate all the points about the left iris 4. Find the face centre line by taking the midpoint between the nostrils 5. Find the intersection of the face centre line and the baseline 6. Normalise the coordinate space so that the intersection of the baseline and face centre line is (0, 0). A graphical representation of the normalised feature points is shown in figure 1 .19. 7. Calculate a set of lengths connecting the intersection point and the irises to the key feature points. These lengths are expressed as ratios of the baseline. This ensures invariance to scale 8. Calculate a set of tangents of angles between the intersection point and the key feature points. The feature vector stores only differences between these tangents. This ensures invariance to rotations out-of-plane 11 A set of feature vectors was calculated over a subset of the test videos and used to train the OPENCV SVM. The results of training were saved as an XML file that was used for verification and testing (see section 1.5.4).
Results
The aim of our experiments was to detect faces in a video stream, and extract a reliable set of features as rapidly as possible. The extracted features were then tested for discrimination between different subjects using a Support Vector Machine (SVM).
The process of face detection and local feature extraction is summarised in figure 1.3 . It can be seen that a candidate face image can be rejected by the system at a number of points. In order to be passed to the back-end, the face candidate must pass skin detection, the nested Haar cascades for global and local features and a suitable set of local features must be identified and extracted. As our highest considerations were speed and reliability, we simply dropped any frames that could not pass all these tests. During the experiments, we attempted to reduce the number of dropped frames without compromising reliability.
Our feature extraction algorithms were developed and tested using still images from the FERET database. In order to test how our programs worked on video streams, we used a database of videos of speakers in different poses from CSIT (see section 1.1.3). 
Skin Detection
The OPENCV adaptive skin detector was used to filter the image and to pass face candidate regions (rather than the whole image) to the Haar cascade detector. Our results show that performing skin detection on the video frames before passing them to the Haar cascade improved both speed and reliability.
Use of skin detection helped to eliminated false positives (non-face areas that are detected as faces). This could also include faces which are not real human faces (e.g., a black-and-white photo of a face on a poster or T-shirt).
Sometimes the OPENCV Haar cascade detector finds the same face object at different scales (see figure 1.20) . By searching skin regions, we can narrow the search to find the most meaningful match.
We experimented with using windows of different sizes around detected skin patches. The results are shown in figures 1.21 and 1.22. It can be seen that constraining the search area too tightly reduced the accuracy of the results. This is because areas of shadow to the sides of the face are sometimes not detected as skin. The Haar cascade detector therefore needs an area wider than the skin patch for a successful detection. As we increased the search window around the skin patches to include these shadowed areas, the accuracy of the Haar detection gradually increased until (at around 30-50 pixels) it was as accurate as searching on the whole image.
Obviously the greatest speedup is achieved with a smaller search window. As we increased the size of the search window, the speedup decreased exponentially. However, a window of 30-50 pixels is still measurably faster than not using skin detection. Skin detection is also vulnerable to false positives and this reduces performance. This is illustrated in figure 1.22 , as the colour of Adrian's clothing is within the range of detected skin tones (see figure 1.27; the outer bounding box indicates the detected skin region that is passed to the Haar cascade for face detection). In this case, there is no performance improvement by using skin region detection.
The strategy of skin detection would not be of any benefit if large areas of the background were skin-coloured. In a real system, whether or not to use skin detection could be configured at each sensor.
For our experimental system, we chose a window of 40 pixels around skin regions as giving the best compromise between performance and accuracy.
Face Detection
The most important features for the OPENCV face detector are the eyes and nose. During informal experiments, it was observed that occluding the eyes or nose prevents a face from being detected. The mouth is a less important feature. It is often possible to occlude the mouth without affecting face detection. In any case our system does not extract features from the mouth area as we restricted our system to detecting features in the non-deformable part of the face.
As illustrated in figure 1 .3, if we did not detect a suitable face and local features within a frame, that frame would be discarded. Figures 1.23 and 1.24 show how many face candidates are rejected at each stage of the detection process.
Note that the OPENCV face detector returns many false positives. In our tests, each frame of video contained exactly one face, but figure 1.23 shows that the number of faces returned by the Haar cascade is greater than the number of frames. The results show that skin detection slightly reduced the number of false positives (while speeding up the overall detection rate).
More face candidates are rejected by the nested Haar cascades which detect local features (eyes and nose). If the system cannot detect two eyes and a nose, the face candidate is discarded. Finally, we identify reference points and feature key points within the local features. If these cannot be accurately identified, the face candidate is discarded. Recognition is attempted only on face candidates which pass all stages of the detection process. Thus, we are discarding around 60%-70% of face candidates in order to improve recognition accuracy.
Feature Extraction

Morphological Operations
In order to optimise blob detection, we experimented using a number of convolution kernels:
• Custom kernels for erosion and dilation • Built-in convolution kernels for OPENCV • Morphological transformations for opening and closing the image The morphological operations of closing and opening an image predefined in OPENCV represent a combination of erosion and dilation. The effects are as follows: Opening an image results in removing small bright regions of the image. The larger bright regions are isolated but retain their size. We tried opening the image because a relatively small bright region (appearing as an artefact of wearing a nose ring) was interfering with our algorithm of nostril detection.
Closing an image results in joining bright regions within the image. The dark regions remain dark and their size is unchanged. We tried this, aiming to provide a better contrast between the nostril/pupils and the brighter areas that surround them.
Opening then closing an image should theoretically discard the smaller brighter regions and then join all the larger brighter regions while keeping the dark regions almost unchanged. Although this makes the nostrils more obvious to the human eye, OPENCV blob detection (based on contour detection) fails because this operation has the effect of destroying edges.
The test video images were convolved with 12 different kernels, and the performance of each was compared. Figure 1 .25 illustrates how the choice of convolution kernel affects the accuracy of feature detection. Each kernel was also compared for its effect on computation time, as shown in figure 1.26 12 .
Our experiments showed that convolving the images with a rectangular kernel of size 2 × 2 provided the most accurate detection of key features (pupils and nostrils). There was a slightly higher cost in terms of processing time, but this was deemed to be an acceptable trade-off.
Filtering Local Features
Local features were detected using a nested Haar cascade. Often the Haar cascade would return one or more false positives for each local feature as well as the correct location of the feature. It was therefore necessary to filter the local features to determine which candidate was the correct one.
Several general rules were set when filtering the features:
• The right eye should be in upper right part of the face • The left eye should be in the upper left part of the face • The nose should be in the central region of the face. Sometimes the bounding boxes for the nose and the bounding boxes for the eyes can briefly overlap.
The proportions of the human face have been studied for many years, in particular by surgeons specialised in reconstructive and plastic surgery. Thus, medicine has determined that the height of the nose relative to the frontal face should be around 47% [23] . The frontal face Haar cascade often crops the lower part of the face (see figures 1.27 and 1.28). This cropping is very unpredictable, so the face height is unreliable for filtering features. However, the nose is never cropped. Since the nose height is not affected by cropping, we tried to use it in defining a ratio that would give the approximate position of the top part of the eyes.
The human frontal face can be divided into three horizontal regions. The aesthetic ideal is that the three regions are the same height, but in our system we allow some flexibility. Since we are interested in determining a relation that would give us the position of the eyes relative to the top of the face, we are only interested in the upper region. This lies between the trichion 13 and glabella 14 . This is approximately 33% of the entire facial height but since the Haar detection of the frontal face crops this part, we calculate this region as being between 20-30% of the face height. The correct position of the eyes should be detected just under the glabella. So the position of the eyes on y axis should be approximately 0.2-0.3 × f ace height (1) and the height of the nose should be approximately 0.47 × f ace height (2) . By substituting f ace height from (2) into (1) it follows that the eyes are expected at approximately 0.42-0.63 ×nose height.
We conducted experiments to determine the coefficient that works best within this interval. Table 1 .1 shows the number of faces (containing two eyes and a nose) found in the video stream for different values of the coefficient.
The value 0.53 was chosen for the facial proportion coefficient, because it provided good detection rates and no false positives. 0.5 provides even better detection rates but was considered too close to the value that outputs false positives.
In our test system, the position of the top of the nose bounding box was approximated using a fixed number of pixels. The detection was calibrated for the size of the faces in the test videos. In a real system, this parameter would have to be automatically calibrated to work on a wider range of images.
The proportions that were used to choose the best nose and best eyes from all candidates are shown in figure 1.29.
Feature Vector and Recognition System
Face recognition in the back-end was implemented using the OPENCV SVM class. A set of training videos was processed by the front-end. Feature points from the training set were sent to the back-end, which generated feature vectors and dumped them into a file. A matrix was initialised with each feature vector as a row and we specified how many rows represented training data for each subject. The result of training was saved in an XML database.
The SVM was trained for two subjects using one video for each subject. In the training videos, the subjects were looking straight ahead. The video for Adrian was 13 seconds long and 67 faces were extracted and passed to the SVM for training. The video for Darryl was 9 seconds long, and 83 faces were extracted. The number of frames extracted for Adrian is lower because in many frames his eyes are closed, 13 the point where the hairline meets the midpoint of the forehead. 14 reference point in anthropology representing a smooth elevation in the frontal bone just above the bridge of the nose. so those frames are discarded. Also, Adrian's nose ring made accurate feature extraction more challenging for the front-end! The feature vector in our experimental system is of low dimensionality, with only six features. Figure 1 .30 illustrates the discriminative capacity of our system, showing a comparison of features 3 and 6 for the two subjects. Features 1, 2, 4 and 5 measured ratios of distances between features (relative to the reference length), whereas features 3 and 6 measured the differences of tangents between the reference points and feature key points. Features 3 and 6 were therefore the most robust to rotations out-of-plane and provided the greatest discrimination between the subjects in our experiments. We demonstrated that it is possible to calculate more lengths and tangents between the feature points we have already extracted. A production system would add additional feature points to provide a feature vector of larger dimensionality and therefore capable of greater discrimination.
Testing was conducted using a different video from the training set for each subject. The video for Darryl was 9 seconds long and he was rotated 10% from frontal view. The video for Adrian was 11 seconds long and was facing straight ahead. The videos were processed by the front-end and feature points were sent to the back-end for identification. The back-end calculated the feature vector for each frame and returned identification results as shown in table 1.2.
These tests can be considered as a proof-of-concept. It would require a larger set of test data to do an accurate comparison of the discriminative capacity of the feature vector.
It was not possible to test on rotations larger than 10% as we were using the ear tips as a feature, and at greater than 10% rotation, one ear is occluded. This could be compensated for by adding more features and by using missing feature theory to ignore the effects of occluded features.
Conclusions
This project has demonstrated a system for face recognition from surveillance video. The system was demonstrated to be robust to changes in illumination, scale, facial expression and reasonably robust to occlusions and changes in pose. Attention was given to performance considerations, and the system can operate in real time. All of these features make this approach suitable for a video surveillance application.
One of the notable findings was the improvement in both performance and accuracy of the OPENCV face detector, when the Viola-Jones face detection was combined with an analysis of colour skin-tone information. Colour information could be exploited further to improve the detection of local features as discussed in [10] . Our feature-detection algorithms were demonstrated to be invariant to changes in lighting direction.
The local features that we used were irises, nostrils and ear-tips. Irises and nostrils are reasonably straightforward to extract in frontal view, although reflected light from glasses or a nose-ring can degrade performance. Ears are more difficult to locate as Viola-Jones' method is better at detecting "blocky" features rather than outline features. Ears can also be occluded by hair, earrings or self-occluded by a rotation of the face. Nonetheless, it was observed that the difference in tangent angles to the ear-tips was one of the most discriminant features in the feature vector.
In profile view, the key features were the location of the iris and the shape of the nose profile. The iris may not be available if the person is wearing glasses, as the stem of the glasses usually occludes the eye. It is easy to detect the ear in profile view (if it is not occluded) as it becomes a "blocky" feature when viewed from the side.
In a real-world system, it would be necessary to select more features than we have outlined here to provide sufficient discrimination between people enrolled on the system. Suitable features could include corners and edges on facial features such as the eyebrows and mouth. We have already mentioned that the eyebrows are one of the most important features in human facial recognition [29] . Features in the nondeformable part of the face should be accorded more weight, to provide robustness to changes of expression. We have also mentioned that the full set of features may not be available in every case. It may be necessary to select a different set of features for different subjects. Missing-feature theory could be applied to this problem [17] .
It is unknown how many features are required to provide discrimination over a larger population. This could be the subject of a future study. We envisage that this type of system would be used in a controlled environment (such as a Secure Corridor in an airport) where the population is of limited size and people can be enrolled onto the system as they enter the Corridor.
It is likely that the best results will be achieved by combining this approach with other methods. Colour information was used in detection but not as part of the recognition system. [29] states that pigmentation is an important recognition cue for humans (at least as important as shape), so it would be natural to include skin pigmentation, hair colour or eye colour as part of the feature vector.
Our shape-based approach could also be combined with appearance-based approaches in a hybrid detection system. Just like Bertillon in the 19th century, local feature recognition could be used to narrow the search space and then global features could be used to get an exact match. It is also possible to use appearance-based methods on local features (Eigeneyes, etc.). In this case, our method could be used to perform pose estimation. [19] discusses how to improve face recognition using a combination of global and local features.
The accuracy of facial recognition can also be improved by combining face detection with other forms of detection using multi-modal fusion. Gait analysis would be a likely candidate as it does not require any additional sensors.
Finally, it is worth mentioning that this approach to machine vision also has nonsecurity applications, for example the recognition of human faces by a robot or computer game.
Appendix: Further Implementation Details of the Experimental System
The system used to conduct the experiments in this chapter was written in C++ using the OPENCV libraries. The source code is available for free download from our website (http://www.electriceye.org.uk), under the terms of the GNU General Public License. The website also has some short videos illustrating our experimental results.
An overview of the system architecture was described in section 1.2 and the relationship between front-end camera nodes and the back-end database and classifier was shown in figure 1.2 . Figure 1 .31 shows a more detailed view of a single node and its communication with the back-end. The node detects faces and extracts a feature vector for each face. Object tracking could be carried out by the nodes, so that In section 1.3.3, we described how the front-end should attempt to match faces to both a frontal and a profile model of the individual. In the design of our system, each match would be performed by an independent thread, as shown in figure 1.32. The "second thread" in the front-end is in fact two separate threads, one detecting left-facing profiles and one detecting right-facing profiles. Thus, three threads would search for frontal faces, right profiles and left profiles, respectively. A fourth thread handles all the communication with the back-end. (Profile detection was not implemented in our system; see section 1.3.3.5 for discussion). 
