INTRODUCTION
In this paper we analyze the convergence of a cell-centered FVM applied to the convection-diffusion boundary value problem:
-dïv [ The coefficient £ is a positive parameter, b is a given constant vector, ƒ G £2^) is a given function and fl is an open and bounded domain with a smooth boundary. In order to simplify the présentation we restrict ourselves to a convex domain £7 and to homogeneous Dirichlet boundary conditions. For an équation in the conservative form (1.1), FVMs are often used 7 because these methods obviously conserve a significant property of the exact solution (see Rem. 3.2) .
The FVM considered in our paper uses Voronoi boxes and is based on a finite différence approximation, which is exact for functions that solve the ordinary differential équation e u f/ + (e T b) u f = 0 along a straight line (e dénotes the unit vector in the direction of this straight line). This FVM is well-known and is successfully used in different applications, e.g. for the numerical solution of the semiconductor équations (cf. e.g. [2] ).
Convergence results for FVMs applied to the convection-diffusion équation (1.1) are given in discrete norms e.g. in [10] [11] [12] . In contrast to those papers, we follow another approach and prove the convergence of a FVM by analyzing a corresponding FEM as e.g. in [23] for the Poisson équation. This gives convergence results in stronger norms (see Rem. 4 
.2).
Furthermore, it is well-known that a FVM can be interpreted as a FEM, if suitable ansatz and test functions are used. We consider a new FEM, which generalizes that given in [23] for the Poisson équation. The advantage of this FEM is that it provides an error estimate, if we follow the methodology given e.g. in [6] , which consists of applying the second Strang lemma and usual techniques for the estimation of the approximation and consistency error terms. Différences with respect to other FEMs for convection-diffusion équations and their analysis are discussed later.
However, modifications of some well-known statements are necessary to make the approach workable. One of these modifications concerns the second Strang lemma because we use a Petrov-Galerkin FEM. Furthermore, because we use exponentially fitted ansatz functions, we substitute the vector space Pi (A) of polynomials of first degree and the seminorm |.| 2 A of the Sobolev space H 2 (A) by other ones, where A dénotes an arbitrary finite element or finite volume (see Sects. 6.3 and 6.4). This modification is fundamental for the estimation of the error terms.
To obtain constants independent of e in the estimâtes, for h in gênerai we assume an upper bound which dépends on e (see (6.2) ). This is a restrictive assumption for singularly perturbed problems, where e is small. However, we do not need any information about the location or the type of boundary layers in the singular perturbed case. This information is necessary in the standard analysis of singular perturbed problems.
An overview of discretization methods for the problem (1.1) and the corresponding analysis is given in [14, 16] . Hère, we want to discuss only some références in detail which are closely related to our paper.
In [1, 17] FEMs are considered which lead to Systems of linear équations whose coefficient matrices are different with respect to the one discussed in our paper. However, our approach coïncides in some details with those ones.
In [1] a Galerkin FEM is analyzed which uses triangles and conforming linear finite éléments. The estimâtes are given in the iJ 1 -seminorm, which implies a stronger convergence resuit. However, an important conservation property of FVMs is in gênerai not satisfied by the discretization obtained by Angermann [1] (see Rem. 3.3). Thus, the results deduced for that FEM cannot be in gênerai extended to FVMs.
Another approach is given by Sacco and Stynes [17] . They point out the well-known fact that good results are obtained when using a FEM whose trial functions lie locally in the null space of the differential operator. These functions are the so-called L-splines (cf. [20] ). To extend this approach to the two-dimensional case with a given triangulation, in [17] a new nonconforming Petrov-Galerkin FEM is considered. The test functions are polynomials. The ansatz functions are L-splines in the direction of the vector b and linear functions in the direction which is orthogonal to &. A corresponding convergence analysis for that FEM is given in [18] .
In the following références FEMs are investigated which lead to Systems of linear équations, where the coefficient matrices are the same as in our paper.
In [12] a nonconforming Petrov-Galerkin FEM is considered, too. However, as mentioned above, a weaker norm is used, which only results in an error estimate for the différence between the FEM solution Uh and an interpolant of the exact solution u.
In [8, 25] new FEMs are presented and analyzed, which use triangles and conforming linear finite éléments. Unlike the present paper, the estimâtes are given in other norms and other techniques are used to obtain those estimâtes (see Rem. 5.1).
Bank et al. [3] extend the results of Xu and Zikatanov [25] to a FVM, which is the same as that in our paper. Our paper is organized as follows. In Section 2 a new nonconforming FEM is introduced. The FVM for which the convergence analysis is presented and its relations to the new FEM are described in Section 3. Section 4 gives the application of the second Strang lemma. The convergence theorem, which is the main resuit of this paper, is presented in Section 5. In Section 6 assumptions and useful tools are given, which are needed in Section 7 to estimate the different error terms.
More details about the partitions of the domain Vt (see Sect. 2.1), the assumption (A) (see Sect. 2.1) and the affine mapping defined in Section 6.2 can be found in [23] . Further, we need another partition of the domain Q,, Therefore, for P E M{ and Q E NN(P) the dual Voronoi box <i6pQ is defined by
and the set tiB^ := dB h (M) := {dbpQ : P E M^ and Q E NN(P)} is called dual box partition of fi, Henceforth, we assume that the following property is satisfied:
Description of the FEM
A weak formulation of the boundary value problem (1.1) reads as follows:
For the new Petrov-Galerkin FEM we define finite-dimensional vector spaces V^1 and V^ bŷ Further, we define the flirx F by F(u) := egradn -f bu and dénote the outer normal direction of t G Th by n(t). Then for two arbitrary éléments t\, t 2 E Th with t\ ^ £2 and r(ii,t 2 ) := 9ti C\ dt2 ^ 0 the outflow of t± through r(ti,t2)j which is defined by ƒ [n(ti)] T F(u) dF, is equal to the inflow of t 2 throughr(ti,i2)» which
Obviously, the FVM (3.4) conserves that property for the box partition.
Relations between the FVM and the nonconforming FEM Theorem 3.1. The matrices L E and L v of the Systems of linear équations (2.12) and (3.4) are related by
Proof. We consider points P,Q € Mi and have to distinguish three cases: Q G NNi(P), Q g NNi(P) with Q =£ P and P = Q. Straightforward calculations for each of these cases prove the statement. For instance, in the case Q G NNi(P) we obtain
Using (3.3) and B(-z) = B(z) exp (z), easy calculations show
[PPQÏ e Therefore, in that case we obtain the statement (see also (4.14)). D Remark 3.3. In [1] , where a class of FEMs is studied, the coefficient matrix for the arising System of linear équations has the form
for a suitable function K. The choice K = B is possible, but leads to a method which is different to that considered in this paper. Moreover, we notice that in gênerai the FEMs given in [1] do not conserve the property described in Remark 3.2. A System of linear équations with the same coefficient matrix as that of the FVM (3.4) arises for the FEM which was studied in [12] . They remarked that such matrices are M-matrices, so that the FVM (3.4) and, because of Corollary 3.2, also the FEM (2.12) have a unique solution. The uniqueness of the solution of problem (2.12) is used later in the application of Lemma 4.1.
The notion of convergence for the FVM (3.4)
We follow the approach given for the Poisson équation in [23] . At first, Corollary 3.2 establishes a bijective correspondence between vectors u v G M m solving (3.4) and functions un G V£ solving (2.7). Additionally, the interpolation property is satisfled, i.e. UH{P) = Up for ail PeMi. Now, let a séquence {M n } of sets be given, which satisfy the assumptions of Section 2.1, and let the corresponding maximum stepsize of each set M n be defined by
Further, let {u v (M n )} be the séquence of approximate solutions defined by the FVM (3.4), let {uh} = {uh(M n )} be defined by the FEM (2.7) and let ||. 11^x be the norm in V^1 = V^(M n ), which is a seminorm on 7 0 V£, too. We finally assume that lim h n = 0. 
A modifiée! second Strang lemma for Petrov-Galerkin FEMs
A standard approach to prove convergence of nonconforming Galerkin FEMs is the application of the wellknown second Strang lemma (cf. e.g. [6, 22] ). However, for the nonconforming FEM (2.7), which is a PetrovGalerkin FEM, a modifled formulation is necessary as it is given in Lemma 4.1.
Let a Hubert space y, a continuous bilinear form a^xF^M 1 and d G V f be given. The variational problem:
is substituted by the following family of problems: Proof. The proof is substantially the same as for the standard second Strang lemma. Therefore, we refer to [24] , where the details are given. O Remark 4.1. In [12] a different approach is used to prove the convergence of Petrov-Galerkin FEMs. By a linear mapping the Petrov-Galerkin FEM was transformed into an equivalent Gaierkin FEM, which was analyzed by the standard second Strang lemma. But an advantage of Lemma 4.1 is that in contrast to the standard second Strang lemma two different Hilbert spaces can be used, one for the ansatz functions and another one for the test functions.
In the application of the second Strang lemma the following inequality is often used to estimate the terms on the right-hand side where II dénotes a linear mapping with II : V To extend this approach to the term
we assume that a subspace W C V and a linear mapping P^ : W -> V^1 are given. We start by defïning P% and P^ . If the exact solution of the continuous problem is sufticiently smooth, then in (4.6) the mapping II is usually chosen as the 14-interpolation operator. Following this approach we assume that for the solution u of (2.1) there holds u € W with [11] , by Eymard et al [7] or by Miller and Wang [12] . Because of (4.15), e.g. the estimâtes by Lazarov et al [11] and by Eymard et al. [7] are only estimâtes for easy calculations show (see also proof of Th-3.1) that
Corollary 4.2. Let beu EW and let the assumptions of Lemma 4.1 be satisfied. Then there exist positive constants Ci and Ci independent of h such that
W := H 2 (Çl) HV = H 2 (Q) f](4.
Y, l \B(eb)v h (P)B(eb)v h (Q)] [v h (P) -v h (Q)}-
The proof of Theorem 4.1 in [12] takes advantage of the equality
Hence, we deduce that
Since epQ = -eçp , for all t^ G V^1 it follows that
Using (A), the fact that n(bp) |& P nbQ= epQ for the outer normal direction n(bp) of the Voronoi box bp and recalling that b is constant, we have
Further, because of (4.13) and (4.14) we obtain In the two-dimensional case and for the problem (1.1), the coefficient matrix of the arising system of linear équations coincides with that of the FVM (3.4) and the estimate obtained by Xu and Zikatanov [25] has the for m where {T n } is a séquence of Delaunay triangulations and II n dénotes the interpolation operator. Since the FEM in [25] is a conforming one, they use other techniques to prove their results.
At flrst sight, the estimate (5.2) seems to be better than (5.1) as far as the dependence on e is concerned. However, this is not clear, since the constant C in (5.2) may depend on e.
In [8] a new FEM for convection-diffusion problems which is based on Delaunay triangulations and conforming linear éléments is presented and analyzed, too. Under the additional assumption of a quasi-uniform triangulation, they can prove estimâtes which are comparable to (5.2).
PRELIMINARIES

Assumptions concerning the partition
To obtain estimâtes for the terms on the right-hand side of (4.17) we make the following assumptions:
There exist positive constants Q, i = 1,2,3, such that Cl <^<c 2 and lEl{P > Q)
PPQ PPQ (6.1) guarantees that for a séquence of dual box partitions all constants which depend on dbpq have an upper bound independent of dbpg (see e.g. proof of Corollary 7.5).
Remark 6.1. Assumption (6.1) can be weakened at the price of a more complicated mapping F in (6.3) (cf. [23] ). In order to simplify the présentation we restrict ourselves to the simple mapping. We also notice that (6.1) is nearly the same as the minimal angle condition for a séquence of corr esponding Delaunay triangulations (see again [23] ).
To obtain estimâtes independent of e we additionally assume that:
There exists a positive constant C such that (3PQ \ [epQ] T b\ < Ce Vd&pç G dBh-(6.2) Remark 6.2. Obviously, for each fixed e the assumption (6.2) is not restrictive. However, in the case of singularly perturbed problems, where the parameter e is small, it requires meshes of the size h = O(e) in the whole domain.
The affine-equivalent référence element dbpq
To obtain uniformly bounded constants in the error estimâtes, for each dbpq we define bijective affine mappings F : R 2 -* IR 2 and F : R 2 -^ R 2 by
Z = F(Z):=GZ + g and Z = F(Z) := F~1(Z). (6.3)
The matrix G and the vector g are given by
( COS( t> -s i and g \-~(P + Q), respectively, with the angle <p :-^.(Q -P 7 E y )
, where E y = (0,1) T dénotes the unit vector in the y-direction. Now, the référence element dbpQ , which corresponds to the Voronoi box dbpg, is defined by dbpQ := F(dbpq). In the following, dbpç and dbpQ are called affine-equivalent domains, too.
There In particular, T b = 0 the seminorms defined by (6.13) and (6.14) are independent of e. Since we want to follow standard techniques for error estimations it is necessary to introducé corresponding spaces, seminorms and norms on the référence element
The space H x (dbpQ) is defined by for some constants Ci -Ci(dbpQ), i = 1, 2, independent of e and The left inequality is an easy conséquence of (6.18b) and (6.2).
To prove the rest, we use inequaiities like the following one which is true for all positive constants a. If we choose a = C 2 /[2 + C 2 } with C from (6.2), there hold 0 < a < 1 and, since (6.2),
Altogether, this implies with a positive constant C% independent of e and PPQFrom this and analogous considérations the statement follows. D
Statements for the case [epQJ T & # 0
To dérive error estimâtes it is necessary to generalize some well-known results in the space H 2 {dbpo) for the seminorm |,| 2 dhp and the vector space Pi := span{l, x y y} like the statement v\ 2tdbpQ Vv e H\db PQ ) (cf. Th. 14.1 in [6] ) and the Bramble-Hilbert lemma (cf. Th. 28.1 in [6] Hence, ll^âîllo.dtp = 0 results in C2(x) -C3 +C4X and, therefore, in f € R\, s {dbpo).
We define the variable transformation Z -(a;,t/) T [24] , where the details are given. D
We conclude this part with the following result. The change of variables Z = GZ + g and the related correspondence between functions #, q given in Section 6.2 result in 
Easy calculations prove the statement of the first step. Remark 7.2. The approach in this section is substantially the same as for the Poisson équation in [23] . Therefore, we give only the main ideas. For the reader who is interested in more details we refer to [24] .
Since u is a solution in a weak sense, we obtain with (A) and Wh(P) is used, which holds because of (6.1) and (4.15) . D
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