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Abstract
Research in quantum computing allows us to think about computing in a new
and different way, having the ambition to solve problems more efficiently than
with classical computing.
Now a days, conventional tasks cannot be practically developed in a quantum
computer, however, it is possible to think and develop abstractions of them, for
example through quantum programming languages, being the core of this research,
in particular the Quantum Meta Language (QML).
We present a semantic model that incorporates reversibility via a history track
for the quantum programming language QML, considering classical and quantum
data, omitting measurements. With the history, the reversibility can be explicitly
and naturally applied from the proposed rules. The language is worked first with
classical data and extrapolated to quantum data.
Also, the QML language and quantum lambda calculus were linked, giving
as product a syntax with quantum measurements, operational semantics, typing
rules and some formal proofs.
Resumen
La investigación en el cómputo cuántico permite pensar de una forma nueva y
diferente la computación, teniendo la ambición de solucionar problemas de manera
más eficiente que con el cómputo clásico.
Por ahora, las tareas convencionales no se pueden desarrollar de manera práctica
en una computadora cuántica, sin embargo, sí se puede pensar y desarrollar ab-
stracciones de éstas, por ejemplo a través de lenguajes de programación cuánticos,
siendo el núcleo de esta investigación, en particular el lenguaje Quantum Meta
Language (QML).
Se presenta un modelo semántico que incorpora reversibilidad a través de una
pista de historial para el lenguaje de programación cuántico QML, considerando
datos clásicos y cuánticos, omitiendo mediciones. Con la pila de historial, la
reversibilidad puede aplicarse explícita y naturalmente a partir de las reglas prop-
uestas. El lenguaje se trabaja gradualmente, inicialmente con datos clásicos y un
procedimiento similar al clásico se extrapola con datos cuánticos.
Además, se vincularon los lenguajes QML y cálculo lambda cuántico, dando
como producto una sintaxis con mediciones cuánticas, semántica operacional, reglas
de tipado y ciertas pruebas formales.
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The Quantum Universe has a quotation from me in
every chapter - but it’s a damn good book anyway.
— Richard Feynman
Introducción
Entre los años 1900 y 1920 el estudio de la naturaleza a pequeña escala, da
origen a la mecánica cuántica, estableciendo un conjunto de reglas que permiten
describir el comportamiento de ese mundo microscópico. La mecánica cuántica es
diferente a la mecánica clásica ya que ésta última estudia los objetos de dimensiones
convencionales y los fenómenos respectivos.
En el mundo cuántico se identificó la capacidad de estar en dos o más situaciones
al mismo tiempo (superposición), sin embargo, el que un objeto esté en varias
situaciones simultáneamente, genera otra novedad, y es que si algo observa tal
superposición, ésta desaparece y se comporta de manera clásica. Por éstas y
otras características, los atributos cuánticos resultan difíciles de comprender pero
asombrosos de estudiar.
La mecánica cuántica se aplicó a diversas áreas y aproximadamente entre 1970
y 1980 se considera la idea de reunir a la física, ciencias de la computación y teoría
de la información, dando origen al cómputo cuántico.
De esta nueva área surgen varios algoritmos, en los años 80’s surge el teorema
de no clonación cuántica, el cual determina que no es posible copiar datos cuán-
ticos; posteriormente, David Deutsch (1985), Peter Shor (1994) y Grover (1995),
evidenciaron que en complejidad computacional los algoritmos cuánticos resultan
ser más eficientes que los clásicos. En 1982 Richard Feynman sugiere simular una
computadora con las propiedades de la mecánica cuántica y alrededor del siglo
XXI, empiezan los estudios acerca de la simulación de sistemas cuánticos.
Para el desarrollo computacional cuántico, se proponen varios niveles de ab-
stracción, comenzando con la física cuántica teórica, seguido de circuitos cuánticos,
modelos matemáticos y finalmente lenguajes de programación cuánticos.
La importancia de trabajar con lenguajes de programación cuánticos es que son
una herramienta directa para interactuar el humano con una máquina, propiciando
nuevas formas de procesar la información y dando pauta a una manera diferente de
pensar la computación, esperando en un futuro obtener beneficios con respecto
al cómputo clásico.
Por lo tanto, esta investigación se centra en el lenguaje de programación cuán-
tico Quantum Meta Language (QML), el cuál considera datos clásicos y cuánticos,
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y es el primer lenguaje que propone control cuántico. Este lenguaje se conforma
de su sintaxis, modelo operacional basado en circuitos cuánticos, teoría ecuacional
y una primera implementación en Haskell.
Se abordarán dos principales áreas de trabajo: la reversibilidad computacional y
la cohesión con cálculo lambda cuántico. Primero, debido a la carencia de una com-
putadora cuántica, en este trabajo se propone la modificación de la semántica de tal
lenguaje que verifica y da la posibilidad de ejecutar explícitamente reversibilidad.
La reversibilidad en lenguajes de programación resulta desafiante, dado que
tendrá ventajas significativas el saber qué sucede en cada paso de la ejecución de
un programa, el recuperar o descartar datos (sino son necesarios), el poder regresar
de donde se comenzó, etc. Para lograr esto, se determina la implementación de
un historial de operaciones en conjunto con reglas para ejecutar reversibilidad,
omitiendo mediciones cuánticas.
Si se amplia el panorama de reversibilidad en éste u otros lenguajes, implica
por ahora, simular adecuadamente QML en una máquina clásica, y a futuro,
implementarlo en una computadora cuántica y ver funcionando esta propiedad
explícitamente.
También en lenguajes de programación se pueden incorporar y analizar pro-
piedades de estos a través de otros modelos, como es el caso con cálculo lambda
cuántico. Cálculo lambda cuántico λ, es un modelo utilizado en diversas disci-
plinas debido a su sobria definición, la cual permite explorar propiedades de las
matemáticas y también aplicarlo a lenguajes de programación para modelarlos y
posteriormente analizarlos y/o refinarlos.
Esta investigación vincula QML y cálculo lambda cuántico, complementando
y refinando su sintaxis, a la cual se anexan mediciones cuánticas; implicando
un modelo operacional semejante a cálculo lambda, con reglas de equivalencia y
verificación de propiedades formales.
En síntesis, el objetivo se generaliza en incorporar un historial de operaciones
al modelo semántico de QML y las reglas que garantizan reversibilidad computa-
cional, omitiendo mediciones. También, trabajar con cálculo lambda cuántico,
generando un lenguaje más intuitivo con datos y control cuántico, considerando
mediciones cuánticas.
Esto nos permite establecer una hipótesis: la implementación formal de un
historial de cálculos, reversibilidad y contribución de cálculo lambda cuántico con
lenguaje de programación cuántico QML, resultará en un lenguaje coherente con
los axiomas del cómputo cuántico, esperando ventajas con respecto a los lenguajes
de programación clásico. Posibilitando por ahora, analizar teóricamente las pro-
piedades cuánticas e implementar el lenguaje QML en una máquina clásica, y a
futuro, en una computadora cuántica de manera adecuada.
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Organización. La tesis cuenta con 6 capítulos y tiene la siguiente organización.
En el capítulo 1, se encuentran los fundamentos de álgebra lineal y bases del
cómputo cuántico, en el capítulo 2 se encuentra información de la diversidad
de lenguajes de programación cuánticos y características; el capítulo 3 aborda la
definición (de la literatura) del lenguaje QML; en el capítulo 4 y 5, se encuentran
los resultados referentes a reversibilidad computacional y la asociación con cálculo
lambda cuántico, respectivamente; en el capitulo 6, están conclusiones y trabajo
a futuro; finalizando con bibliografía y apéndices.
If your model contradicts quantum mechanics, aban-
don it!
— Richard P. Feynman
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Para abstraer el funcionamiento de la física cuántica, se recurre a conceptos alge-
braicos y cierta simbología que permiten comprenderla, esta información se encon-
trará en este capítulo, comenzando con definiciones algebraicas y posteriormente
la formalización de la mecánica cuántica.
1.1 Nociones algebraicas
Para conocer y comprender cómo funciona la orbe de la mecánica cuántica, en
particular para estudiar los postulados de ésta, se requieren de nociones algebraicas
básicas, como vectores, matrices, producto interno, producto tensor, entre otros.
A continuación, se tratará de resumir y guiar a través de definiciones y ejemplos,
los conceptos mencionados [41].
1.1.1 Espacio vectorial
El álgebra lineal, estudia espacios vectoriales y operaciones lineales entre estos.
Entonces se comenzará con saber qué es un espacio vectorial, considerando el
conjunto de los números complejos C, se procede a definir el espacio vectorial
sobre C [26, 51].
Definición 1.1 (Espacio vectorial). Un espacio vectorial V , es un conjunto de n-
tuplas (v1, . . . , vn), donde los componentes vi corresponden a valores complejos. Los
elementos de un espacio vectorial se denominan vectores y usualmente se denotan
como u, v, w. Un espacio vectorial debe satisfacer lo siguiente:
4
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1. A cada par de vectores u, v de V , corresponde un tercer vector h de V ,
llamado adición o suma de u y v, escrito como h = u+ v. Satisfaciendo:
• Conmutatividad de la adición, u+ v = v + u.
• Asociatividad de la adición, u+ (v + w) = (u+ v) + w.
2. Hay un vector (único) 0 en V , llamado vector cero, con la propiedad de:
0 + u = u+ 0 = u.
3. Para cada v ∈ V hay un vector (único), denotado por −v ∈ V y llamado
inverso de v, con la propiedad de v + (−v) = 0.
4. (Propiedades de multiplicación escalar). Cada número complejo κ1, κ2 ∈ C,
denominados escalares, y vectores u, v ∈ V , satisfacen: κ1(u+v) = κ1u+κ1v;
(κ1 + κ2)u = κ1u+ κ2u; (κ1κ2)u = κ1(κ2u).
El elemento neutro del producto 1 ∈ C satisface que 1u = u.
El espacio vectorial sobre los complejos Cn, se tomará como base, siendo el espa-
cio de todas las n-tuplas de números complejos. Algunas de las operaciones que in-
volucran vectores y que son significativas para este trabajo se encuentran enseguida.
Definición 1.2. [Conjugado complejo] Sea κ ∈ C, entonces su conjugado complejo
consiste en cambiar el signo a la parte imaginaria del mismo, es decir, - por + e
inversamente, se denota como a.
Si consideramos un espacio con vectores complejos, entonces, para para tales
vectores se menciona la operación de transpuesto conjugado.
Definición 1.3. [Vector transpuesto conjugado] Sea un vector v ∈ Cn, el transpuesto
conjugado de v consiste en cambiar el renglón por columna y aplicar a cada κ ∈ v
su conjugado complejo, se denota como v∗.
Ejemplo 1.1. Sea el vector v =
2− 6i2
5 + 2i
, su transpuesto conjugado es v∗ =
(2 + 6i, 2, 5− 2i).
Con respecto a matrices, el cómputo cuántico considera a estas como el ob-
jeto que le permite plasmar instrucciones, entonces, para realizar operaciones con
matrices se requiere de las definiciones siguientes.
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Definición 1.4 (Matriz transpuesta). Sea A = [aij] ∈ Cm×n una matriz de m
columnas y n renglones, su transpuesta consiste en cambiar las filas por columnas,
es decir, AT = [aji] ∈ Cn×m, se denota como AT .
Definición 1.5 (Matriz transpuesta conjugada). Sea una matriz A = [aij] ∈ Cm×n,
la transpuesta conjugada es A∗ = [aji] ∈ Cn×m; se obtiene a partir de su transpuesta
y después el conjugado complejo de cada valor (Definición 1.2), esto es A∗ = AT .
Definición 1.6 (Matriz adjunta o hermitiana). Una matriz hermitiana o adjunta,
es aquella matriz A que satisface: A∗ = A, es decir, si es igual a su transpuesta
conjugada.
Definición 1.7 (Matriz normal). Sea A una matriz, si AA∗ = A∗A, entonces es
normal.
Definición 1.8 (Matriz simétrica). Si A es una matriz cuadrada que satisface
A = AT , entonces, es simétrica.
Definición 1.9 (Matriz unitaria). Una matriz cuadrada U (con igual número de de
filas y columnas) es unitaria si: U∗U = UU∗ = I, donde, I es la matriz identidad.
Las definiciones previas, permitirán comprender operaciones de vectores y ma-
trices, son importantes dado que en secciones posteriores, se asociarán con cál-
culos cuánticos.
Los conceptos algrebráicos en el ambiente cuántico, tiene una simbología es-
tándar llamada notación de Dirac. Ésta se introducirá a partir de ahora para
interpretar naturalmente las secciones posteriores.
1.1.2 Notación de Dirac
Para introducir gradualmente al contexto de la mecánica cuántica, se adopta la
notación de Dirac |·〉, que indica que un objeto · es un vector. En este estilo de
notación, usaremos convencionalmente los símbolos ψ y ϕ para denotar vectores,
resultando en |ψ〉 y |ϕ〉, respectivamente.
En la Tabla 1.1 se sintetizan los conceptos algebráicos y la notación de Dirac.
Los conceptos siguientes se definirán implementando la notación previa, comen-
zando con producto interno.
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Notación Descripción
κ∗ Complejo conjugado del número complejo κ.
(1 + i)∗ = 1− i
|ψ〉 Vector. También nombrado como ket.
〈ψ| Transpuesto conjugado del vector |ψ〉.
Conocido como bra.
〈ϕ|ψ〉 Producto interno entre los vectors |ϕ〉 y |ψ〉.
|ϕ〉 ⊗ |ψ〉 Producto tensor de |ϕ〉 y |ψ〉.
|ϕ〉 |ψ〉 ó |ϕψ〉 Abreviación del producto tensor de |ϕ〉 y |ψ〉.
A∗ Complejo conjugado de la matriz A.
AT Transpuesto de la matriz A.









〈ϕ|A |ψ〉 Producto interno entre |ϕ〉 y A|ψ〉.
Equivalente al producto interno entre A† |ϕ〉 y |ψ〉.
Tabla 1.1: Resumen de la notación de Dirac [41].
1.1.3 Producto interno
El producto interno entre vectores, es la función (·, ·) : V × V → C, donde V es
un espacio vectorial. El producto interno, se denotará como 〈·|·〉, y toma dos
vectores |ψ〉 y |ϕ〉, que producen un número complejo, satisfaciendo las sigu-
ientes condiciones.
Para todo κi ∈ C y ψ, ϕ ∈ Cn:
1. Linealidad por la derecha: 〈ψ|∑i κiϕi〉 = ∑i κi 〈ψ|ϕi〉.
2. Hermiticidad: 〈ψ|ϕ〉 = 〈ψ|ϕ〉∗.
3. Definida positiva: 〈ψ|ψ〉 ≥ 0, con |ψ〉 6= 0 y 〈ψ|ψ〉 = 0, si y sólo si |ψ〉 = 0.
A partir de la información previa, se puede definir ortogonalidad.
Definición 1.10. Dos vectores |ψ〉 y |ϕ〉 son ortogonales entre sí, cuando satisfacen
que su producto interno es cero, 〈ψ|ϕ〉 = 0. La ortogonalidad de tales vectores,
también se puede denotar como ψ ⊥ ϕ.
Para la mecánica cuántica, primordialmente los vectores de interés son aquellos
que satisfacen que que su norma sea 1, esto corresponde a que:
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Definición 1.11 (Norma de un vector). Considerar el espacio vectorial Cn, en-
tonces, la norma se define como la función Cn → R, y se denota como ‖‖. Esto es,





, su norma se calcula como: ‖|ψ〉‖ = √|κ1|2 + · · ·+ |κn|2,
donde | · | es el módulo de cada κi ∈ C. Si κi = a+ bi ∈ C entonces su módulo es:
|a+ bi| =
√
a2 + b2. La norma también se define en términos del producto interno,
que es: ‖|ψ〉‖ =
√
〈ψ|ψ〉.
Por lo tanto, en un espacio vectorial, un conjunto de vectores que son ortogo-
nales entre sí y cada uno tienen norma 1, se dice que son vectores ortonormales.
Hasta este punto las operaciones conllevan elementos de un mismo espacio
vectorial, sin embargo, también se requieren operaciones entre espacios, para lo
cual se menciona el producto tensorial.
1.1.4 Producto tensorial
Posibilita formar o unir espacios vectoriales a partir de otros espacios vectoriales,
esto es importante en el contexto cuántico, porque permite que interactúen difer-
entes sistemas cuánticos entre sí.
Definición 1.12 (Producto tensorial). Sean V y W espacios vectoriales de dimen-
sión m y n, respectivamente, el producto tensor o también llamado producto de
Kronecker se denota por V ⊗W , resultando un espacio de dimensión m por n.
Los elementos de V ⊗W , son productos tensores |ψ〉 ⊗ |ϕ〉 formados por |v〉 de
V y |ϕ〉 de W . El producto tensorial tiene las siguientes propiedades:
• Para cualquier escalar κ y vectores |ψ〉 ∈ V , |ϕ〉 ∈ W ,
κ(|ψ〉 ⊗ |ϕ〉) = (κ |ψ〉)⊗ |ϕ〉 = |ψ〉 ⊗ (κ |ϕ〉)
• Para vectores arbitrarios |φ〉 , |ψ〉 ∈ V y |ϕ〉 ∈ W ,
(|φ〉+ |ψ〉)⊗ |ϕ〉 = |φ〉 ⊗ |ϕ〉+ |ψ〉 ⊗ |ϕ〉
• Para vectores arbitrarios |ψ〉 ∈ V y |ϕ〉 , |ϕ′〉 ∈ W ,
|ψ〉 ⊗ (|ϕ〉+ |ϕ′〉) = (|ψ〉 ⊗ ϕ+ |ψ〉 ⊗ |ϕ′〉)
• El producto tensorial entre las matrices A, B y vectores |ψ〉 , |ϕ〉, está dado
por: (A⊗B)(|ψ〉 ⊗ |ϕ〉) = (A |ψ〉 ⊗B |ϕ〉).
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• Si A y B, son matrices, entonces, (A⊗B)∗ = A∗ ⊗B∗.
• Si A y B son matrices unitarias, entonces A⊗B es unitario.
El producto tensorial entre dos matrices, da como resultado una matriz de
bloque. Si se tiene la matriz A ∈ Cm×n, y B ∈ Cs×k, la operación se efectúa como:
A⊗B =

A11 A12 · · · A1n
A21 A22 · · · A2n
... ... . . . ...
Am1 Am2 · · · Amn
⊗

B11 B12 · · · B1k
B21 B22 · · · B2k
... ... . . . ...




A11B11 A11B12 · · · A11B1k · · · A1nB11 A1nB12 · · · A1nB1k
A11B21 A11B22 · · · A11B2k · · · A1nB21 A1nB22 · · · A1nB2k
... ... . . . ... ... ... . . . ...
A11Bs1 A11Bs2 · · · A11Bsk · · · A1nBs1 A1nBs2 · · · A1nBsk
... ... . . . ... . . . ... ... . . . ...
Am1B11 Am1B12 · · · Am1B1k · · · AmnB11 AmnB12 · · · AmnB1k
Am1B21 Am1B22 · · · Am1B2k · · · AmnB21 AmnB22 · · · AmnB2k
... ... . . . ... ... ... . . . ...





A11B A12B · · · A1nB
A21B A22B · · · A2nB
... . . . ...




Por otra parte, el producto tensorial entre vectores, se puede visualizar de la
siguiente forma: Si se tienen los vectores |ψ〉 ∈ Cn y |ϕ〉 ∈ Cm, entonces |ψ〉⊗|ϕ〉 es:
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3 1 9 3
1 4 3 12
6 2 18 6
2 8 6 24
.
Notación 1.1. El producto tensorial |ψ〉 ⊗ |ϕ〉, se suele simplificar como |ψ〉 |ϕ〉 ó
|ψϕ〉.
Con las bases de álgebra lineal y familiarizados con la notación de Dirac, se
procede a darle sentido al por qué fue importante mencionar tales definiciones, y
esto es, abordar el formalismo de la mecánica cuántica.
1.2 Mecánica cuántica
Al estudiar el comportamiento cuántico, se notaron algunos de los sucesos más
conocidos, como la capacidad de estar en dos o más situaciones simultáneamente,
lo cual se llamo superposición de estados, resaltando que esto no sucedía en lo
clásico; otra notable situación, era que si se está en superposición y un fenómeno
de la naturaleza interfiere, entonces esta superposición deja de existir y se comporta
como la naturaleza clásica.
Las propiedades cuánticas detectadas se concentran en cuatro postulados o
axiomas que dan estructura a esta nueva teoría: estados puros, evolución, medición
y estados compuestos, cada uno de estos, tiene un vínculo con álgebra lineal, la
cual permite abrastraerlos. Estos proveen una conexión entre el mundo físico y el
formalismo matemático de la mecánica cuántica.
Los axiomas se establecieron después de un largo proceso de prueba y error,
implicando una considerable cantidad de conjeturas y falsificaciones por parte de
los creadores de la teoría. No se sorprenda si la motivación para los postulados no
siempre es clara; tales parecen sorprendentes incluso para los expertos.
La teoría cuántica al pasar de los años fue aplicada a diversas disciplinas, como
la informática, dando una nueva manera de concebir y pensar la computación. La
computación nos a instruido que el procesamiento de información es a través de bits,
sin embargo, ahora se puede realizar con qubits (siendo la unidad de información
de computadoras cuánticas).
A continuación se describirán los postulados cuánticos, los cuales en cualquier
disciplina se definen igual, pero se interpretan de acuerdo al área de interés. Lo
que se espera de las próximas secciones es obtener una buena comprensión de los
postulados y cómo se conciben en un entorno computacional.
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1.2.1 Postulados de la computación cuántica
Se comienza describiendo que la computación cuántica se define como el proce-
samiento de información que efectúa tareas aplicando los principios de la mecánica
cuántica [41, 36].
Los postulados siguientes se presentan y conforman parte de un sistema cuán-
tico. Un sistema cuántico es aquella porción de la naturaleza que satisface las
propiedades cuánticas. El sistema que se considera es aislado o cerrado, es decir,
que no existe ninguna interferencia con su exterior.
La importancia de establecer que el sistema cuántico sea cerrado es que con-
siderando que cualquier factor de la naturaleza que interfiera con tal, podría co-
lapsar el sistema y en consecuencia no llegar al estado final, es conveniente que
el sistema sea cerrado.
Postulado 1. Estados del sistema




 ∈ Cn, tal que ‖|ψ〉‖ = 1, es decir, que el vector |ψ〉 tiene norma 1.
Los estados puros son los qubits, descritos con la notación de ket |·〉. Recordando
que el ket |ψ〉, es un vector y corresponde a la notación de Dirac (Tabla 1.1); el
uso de ket o qubit se usará de manera equivalente a partir de ahora.
Los estados base en el cómputo cuántico son el ket cero |0〉 y ket uno |1〉,

















|λi|2 = 1, λi ∈ C y que cada tupla de vectores |ψi〉 sean ortog-
onales entre sí.
Computacionalmente, un qubit guarda información en la memoria de una com-
putadora en un momento determinado.
Definición 1.13. Una combinación lineal |ϕ〉 =
n∑
i=1
λi |ψi〉, es llamada superposi-
ción de estados, y los valores λi, amplitudes de probabilidad. Esto se interpreta como
la propiedad de estar en varios estados al mismo tiempo, es decir, estar en |ψ1〉, |ψ2〉
hasta |ψn〉 simultáneamente, con un probabilidad asociada λi, respectivamente.
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Los qubits que explícitamente no indican una amplitud de probabilidad, corre-
sponde al valor 1, por ejemplo, |0〉, tiene probabilidad de 1.
Lo anterior corresponde al postulado de estados cuánticos; ahora se procede
a describir el axioma de evolución.
Postulado 2. Evolución del sistema
Este postulado define cómo un sistema cuántico va evolucionando. Suponer que una
computadora se encuentra en el estado |ψ1〉 y se aplica una instrucción U , entonces
cambia a un nuevo estado |ψ2〉; de formalizar esto se encarga este postulado.
Los estados de un sistema evolucionan a través de una transformación unitaria,
aplicando ésta a un qubit y como resultado se tiene un nuevo estado. Formalmente:
• |ψ1〉 ∈ Cn, estado actual del sistema.
• U ∈ Cm×n, una matriz unitaria.
• |ψ2〉 = U |ψ1〉, el siguiente estado del sistema.
Las compuertas o instrucciones de una computadora cuántica están descritas en
matrices unitarias, esto es, si se tiene determinada información en memoria (estado
puro |ψ1〉), la forma de cambiar (evolucionar) el contenido en memoria, es aplicar
una matriz unitaria U al estado actual |ψ1〉 obteniendo |ψ2〉 = U |ψ1〉, donde |ψ2〉
es lo que tiene en memoria la computadora después de aplicar la instrucción U .
Un ejemplo trivial, es tener el qubit |0〉, el cual se desea invertir a − |0〉, para




















Otro ejemplo es la compuerta u operación de Hadamard, ésta es relevante
































Las instrucciones (matrices unitarias) se permiten aplicar las veces necesarias
hasta llegar al estado deseado, cuándo se esté en un estado final, se requiere el
obtener un resultado, para lo cual, se define el postulado de medición u observación.
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Postulado 3. Medición u observación
La naturaleza cuántica indica que si se está en un estado y es interferido por algún
fenómeno externo como luz, ruido, aire, observador, etc, éste colapsa a un estado
clásico. El fenómeno externo que interfiere se le denomina observador, el colapso
corresponde a dejar de estar en varios estados simultáneamente y sólo permanecer
en uno (emite un resultado), y al acto previo al colapso se le llama medir u observar.













Si se observa el qubit |ψ〉, se tienen dos posibles salidas |0〉 o |1〉, con amplitud
de probabilidad 1√2 . Este postulado, describe el cómo modelar este colapso.
La medición es probabilística, ya que la naturaleza cuántica no permite de-
terminar con exactitud a cuál estado va a colapsar el sistema, pero sí la prob-
abilidad de que suceda cualquiera de los eventos posibles. Esto se formaliza a
continuación [41, 62].
1. Cuando se mide un estado |ϕ〉 = λ1 |ψ1〉 + λ2 |ψ2〉 + · · · + λn |ψn〉, para todo
1 ≤ m ≤ n se asocia un operador de medición Mm. Todos los operadores




m2Mm2 + · · ·+M
∗
mk
Mmk = I, (1.1)
esta condición garantiza, que la suma de las probabilidades de observar los
diferentes resultados sea igual a 1.





Al observar el sistema, se puede colapsar a dos eventos: al qubit |0〉 (el cual
asociaremos al evento esperado m1) o al qubit |1〉 (asociado con m2).





, y al valor
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Por lo tanto, las matrices previas satisfacen la ecuación de completez y se
continúa con el siguiente paso.
2. Si |ψ〉 es el estado del sistema antes de ser observado, una vez efectuada la




con probabilidad P (mi), donde: P (mi) = 〈ψ|M∗miMmi |ψ〉. La probabilidad
se puede calcular también como P (mi) = ‖ψ‖2.















. Ahora, si un observador mide el
estado, no se puede determinar cuál de los dos eventos sucederá, sin embargo,
para fines de este ejemplo, suponer que el colapso es a |0〉, entonces lo que

























Con probabilidad | 1√2 |
2 = 12 . Y analogamente sucedería con |1〉.
Se sigue con la descripción del último postulado: sistemas compuestos.
Postulado 4. Sistemas compuestos
Este postulado aborda la composición de espacios de estados a través del pro-
ducto tensorial (⊗). Suponer el estado |ψ〉 de un sistema cuántico A, y el estado
|φ〉 del sistema cuántico B, entonces |ψ〉 ⊗ |φ〉 es el estado del sistema cuántico
compuesto por A y B.
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Ejemplo 1.4. Para establecer un estado compuesto, realizar el producto tensor de
ambos. Considerar el qubit |0〉 del sistema cuántico A y el estado |1〉 del sistema
B, el estado compuesto es:

















Cabe resaltar la importancia del producto tensorial, si se tiene un estado puro
compuesto |ψ1〉 ⊗ |ψ2〉 ⊗ · · · ⊗ |ψk〉 y se desea evolucionar el sistema, entonces
se efectúa el producto tensorial de matrices (dichas matrices tienen implícitas las
instrucciones) de acuerdo al estado que se desea afectar, es decir,M1⊗M2⊗· · ·⊗Mk,
donde Mi, 1 ≤ i ≤ k influirá al ket |ψi〉, respectivamente. Si algún estado |ψi〉 no
se desea cambiar, entonces la instrucción Mi que se deberá aplicar es la matriz
identidad. Esto se visualiza en la Figura 1.1.
|ψ1〉 ⊗ |ψ2〉 ⊗ · · · ⊗ |ψk〉 (M1 ⊗M2 ⊗ · · · ⊗Mk) = |ψ′1〉 ⊗ |ψ′2〉 ⊗ · · · ⊗ |ψ′k〉
afecta a afecta a
afecta a
Figura 1.1: Producto tensor entre vectores y matrices.
Dados los cuatro postulados elementales, se procede a mencionar información
acerca de reversibilidad computacional, siendo un tema vinculado con operaciones
cuánticas y de interés para esta investigación.
1.2.2 Reversibilidad
La reversibilidad, es la propiedad de las operaciones cuánticas, tal que si se está en
un estado |ψ〉, y se aplica la misma operación que originó tal salida, entonces se
regresa al estado inmediato anterior [41]. Para esto, matemáticamente se recurre
a la definición de matriz inversa o no singular.
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Definición 1.14 (Matriz inversa). Una matriz M es invertible (o no singular) si
existe una matriz N tal que MN = NM = I. La matriz N si existe, es única y se
denomina matriz inversa de M y se denotará por M−1 [41].
Esta definición se vincula con el concepto de matriz unitaria, ya que toda matriz
unitaria, satisface la condición de tener inversa.
Por ejemplo, suponer que se está en el estado |0〉 y se aplica la matriz X






























Entonces, desde el punto de vista de compuertas cuánticas, la reversibilidad es
una propiedad inherente del cómputo cuántico. Esto, si se extiende a lenguajes de
programación cuánticos, también deberá satisfacerse.
Algunas de las motivaciones en el cómputo reversible provienen de poder cono-
cer qué sucede en cada cálculo, así como detectar errores intermedios y corrección
de los mismos, poder ejecutar acciones biyectivas, incrementar la eficiencia de un
proceso, descartar acciones, evitar o promover perdida de información (posible-
mente innecesaria), etc.
Considerar que actualmente la implementación de algún lenguaje cuántico (por
ausencia de computadora cuántica), implicaría que la reversibilidad no se pueda eje-
cutar naturalmente, por lo tanto, deberá ser modelada a través de alguna estrategia.
De la revisión de la literatura se mencionarán algunos de los resultados de
nuestro interés. Landauer es pionero en esta área, quien aporta la idea de que
una computadora puede efectuar la reversibilidad si se guarda su historial de
cómputos [33, 42].
Otros investigadores sobresalientes son Abramsky y Bennett [3], mostrando que
el cómputo clásico puede ser transformado en cómputo reversible [10]. Partiendo de
tales autores, Van Tonder [58] retoma sus ideas, en particular de Bennett [10], para
incorporar el historial de operaciones en cálculo lambda cuántico A.1.2, tal historial
se encarga de plasmar los pasos realizados en ciertos procesos, como podrían ser las
instrucciones ejecutadas durante un programa computacional; esta último trabajo
será un sustento para la presente investigación.
Con estos antecedentes se procede a conocer investigaciones acerca de lenguajes
cuánticos de programación, algunos simuladores; para posteriormente profundizar
en el lenguaje QML.
I tried reading Hilbert. Only his papers published in
mathematical periodicals were available at the time.




Lenguajes de programación cuánticos
Diversos autores han propuesto lenguajes de programación cuánticos, aplicando
modelos matemáticos para su formalización, como lógica, teoría de categorías, cál-
culo lambda, entre otros. La implementación de éstos también se está investigando,
dando pie a los simuladores cuánticos [37, 54, 57].
Un punto importante a considerar al desarrollar un lenguaje es sobre qué modelo
de Hardware se implementará, es decir, las características físicas del dispositivo
en el que funcionará dicho lenguaje. Los modelos más aceptados son: Modelo
de circuito cuántico, el QRAM y la Máquina de Turing Cuántica; la mayoría de
lenguajes se basa en el modelo de circuito y QRAM.
En la literatura existen lenguajes de programación cuánticos basados en los
paradigmas imperativo, funcional, entre otros; a continuación se dará información
acerca de estos.
Para proponer un lenguaje cuántico, idealmente se sugiere satisfacer los reque-
rimientos o características de [37]:
Completez: Algún circuito cuántico, que incluya algún paradigma clásico.
Extensibilidad: Desarrollar algoritmos que requieran cálculos clásicos.
Separabilidad: Separar partes clásicas de cuánticas.
Expresividad: Proveer elementos de alto nivel para la codificación de algoritmos
complejos.
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Independencia: Ser independiente de la implementación física de una computa-
dora cuántica, es decir, poder compilar un programa en diferentes computa-
doras con la misma arquitectura o distinta.
A continuación, se describen algunos de los lenguajes de programación cuánti-
cos imperativos.
2.0.2 Lenguajes de programación cuánticos imperativos
El surgimiento de estos lenguajes se presenta con el precursor Knill, que en 1996 pro-
pone convenciones para plasmar algoritmos cuánticos en un pseudocódigo. Provee
una sintaxis para describir qubits y operaciones con información clásica y cuán-
tica, carece de estructura formal y representa sólo ciertas propiedades cuánti-
cas [30, 54, 57].
Entre los años 1998 - 2003, Ömer desarrolla el lenguaje QCL (Quantum Com-
putation Language). Éste es considerado el prime r lenguaje de programación
cuántico, utiliza sintaxis derivada de C, permite describir operadores definidos por
el usuario, calcula la inversa de algunos operadores, maneja algunos condicionales
con operadores y es implementado en un simulador [43, 54, 57, 21].
Bettelli, et. al. desarrolla un lenguaje basado en C++, maneja la construcción
y optimización de operadores cuánticos (matrices) y aplica transformaciones como
Hadamard, QFourier, QNot, etc; describe comportamientos en su simulador [11].
El lenguaje qGCL (quantum Guarded Command Language) propuesto por
Sanders y Zuliani, proponen una semántica para su lenguaje, formalizando los
lenguajes de programación [53, 54, 57]. Posteriormente Zuliani continua la inves-
tigación de programación no determinista y con estados mixtos [21].
LanQ, es propuesto por Mlnarik en 2007, el cual se caracteriza por soportar
operaciones cuánticas y clásicas, provee una sintaxis completa formalizada (similar
al lenguaje C), diseña una semántica operacional, elimina ciertos errores y cuenta
con un simulador [38, 57]. Otro lenguaje es Quantum Imperative Language (QIL),
el cual toma como referencia el trabajo de Abramsky [2], obteniendo como aporte
su semántica operacional [47].
Existen más propuestas de este tipo de lenguajes, sin embargo, sólo se men-
cionarón algunos representativos. Enseguida se describen lenguajes funcionales.
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2.0.3 Lenguajes de programación funcionales
Entre los primeros trabajos se encuentra el desarrollado por Maymin en 1996,
proponiendo un cálculo lambda cuántico para investigar la cómputabilidad de
algoritmos cuánticos [35]. Amr Sabry simula cálculos cuánticos usando un lenguaje
funcional clásico (Haskell) [52, 57].
Mu y Bird en 2001, modelan en Haskell programación cuántica con registros
cuánticos [40]. Derivado de la investigación de Sabry, que extiende tal modelo
para incorporar la representación de estados entrelazados [52]. Del resultado de
tales trabajos, se extienden investigaciones de Vizzotta y da Rocha Costa [60],
Karczmarczuk [29] y Skibinski [56].
Otro aporte importante sucede en 2004 con Selinger, quien define QFC (Quan-
tum Flow Charts). Representa programas a través de un diagrama de flujo, utiliza
una sintaxis textual llamada QPL (Quantum Programming Language), manipula
datos clásicos y cuánticos, define operaciones y mediciones, no verifica errores en
tiempo de ejecución y posee una semántica denotacional completa. La importancia
de éste, radica en su formalismo matemático, siendo sustento de otros lenguajes
de programación cuánticos [55, 57].
Danos en 2004 estudia un modelo de un camino, que incluye notación de
entrelazamiento, mediciones y correcciones locales, basada en patrones [14]. Poste-
riormente Danos y Kashefi, describen condiciones para patrones de medición para
ejecutar de manera determinista [12]. Así como en colaboración, desarrollan un
cálculo de mediciones de dos qubits, relevantes para la teleportación [13].
Quantum Meta Language (QML) es un lenguaje para cálculos clásicos y cuán-
ticos desarrollado por Altenkirch y Grattage, su primer propuesta tiene caracterís-
ticas como: Modela operaciones reversibles e irreversibles, utiliza datos cuánticos y
control clásico, emplea teoría de categorías y operacionalmente se basa en circuitos
cuánticos, presenta una formalización matemática de sus propiedades y desarrolla
un simulador (deficiente) en Haskell [24].
Posteriormente Altenkirch, Grattage, Vizzotto y Sabry continúan la investi-
gación de QML, donde retoman sólo la sintaxis de éste y definen otra perspectiva del
modelo operacional, definiendo una teoría ecuacional, con pruebas de completez y
validez [4]. QML será el lenguaje que se abordará de manera puntual, incorporando
una semántica para reversibilidad computacional, así como una colaboración con
cálculo lambda cuántico, generando nuevas reglas de tipado, modelo operacional y
pruebas convenientes. Siendo esta propuesta la base de la presente investigación.
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Lampis, Ginis y Paapaspyrou trabajan en un lenguaje que nombran como
nQML, basado en el lenguaje QML [4], el cual se caracteriza por ampliar a datos
cuánticos y control cuántico, también ajusta la semántica denotacional [32].
En 2005 Perdrix establece un sistema que modela el entrelazamiento de estados
cuánticos, éste se encuentra basado en cálculo lambda [46, 57, 21].
Arrighia y Dowekc, proveen un lenguaje que se extiende de cálculo lambda in-
corporando combinaciones lineales de términos lambda [7]. También se encuentran
Lago, Masini y Zorzi quienes proveen una equivalencia computacional del cálculo
λ no tipado con una clase sustituta de circuitos cuánticos [31]. Zorzi continua la
investigación previa, con el paradigma de datos cuánticos y control clásico [63].
Van Tonder propone el cálculo lambda cuántico (λq) para operaciones cuánticas
puras. El lenguaje λ aplica características cuánticas al cálculo lambda clásico.
Las operaciones se ejecutan teniendo un historial de lo efectuado, no implementa
mediciones [58, 59, 57, 54, 21].
Posteriormente, Díaz-Caro, Arrighi, Gadella y Grattage en 2011 continúan con
esta investigación, agregando mediciones, y dando una estrategia para incorporar
mediciones en otros lenguajes, ajustando sintaxis y ciertas reglas establecidas, así
como modelar cálculos reversibles conservando su historial de operaciones [17].
Cálculo λ vectorial, desarrollado en 2017 por Arrighi, Díaz-Caro, Valiron, con-
siste en un sistema de tipos con aspectos algebráicos lineales de λq. Capaz de
especificar estáticamente las combinaciones lineales de términos que se obtendrán
al reducir los programas; también modela cómo codificar matrices y vectores en
este cálculo [6]. La importancia de tal investigación radica en que continua con
el desarrollo de cálculo λq y se pueden implementar dichos aportes a diversos
lenguajes de programación cuánticos.
En otros lenguajes de programación cuánticos se encuentran: qSpec desarrol-
lado por Papanikolaou en 2004, el cual soporta procesos concurrentes [44]. Mauerer
en 2005 propone el lenguaje cQPL el cual está basado en la investigación de
Selinger [55], definiendo su sintaxis, semántica y simulador, del cual extiende la
programación de sistemas distribuidos y protocolos de comunicación [34].
Hablando en general de lenguajes de programación, para su desarrollo y estudio
se encuentra la semántica, encargada de dar una descripción y significado formal
de su funcionamiento. La semántica se aborda en dos perspectivas, la operacional
y denotacional; para aportar la formalidad de éstas se recurre convencionalmente
a varios modelos: Lógica, teoría de categorías, cálculo lambda, etc [21].
Con base al estudio de varios lenguajes de programación cuánticos, en la Tabla
2.1 se resumen propiedades generales de algunos estos, identificando características
y a qué paradigma pertenecen.
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Lenguaje Semánt. Semánt Paradigma Mediciones Reversi- Implemen- Historial
Oper. Denot. bilidad tación
QML [4] X X Funcional X X
nQML [32] X X Funcional X X
Cálculo λq[58] X Funcional X X X
QCL [43] Imperativo X X X
LanQ [38] X Imperativo X X X
qGCL [53] X Imperativo X
pQCL [21] X Otro
QPAlg [28] X Otro
CQP [22, 23] X Otro
Tabla 2.1: Descripción de lenguajes de programación cuánticos.
Considerando el hecho de que el imitar el comportamiento de éstos, es otra
área importante de trabajo, dado que permitirá modelar e implementar la simu-
lación adecuada de dichos lenguajes cuánticos. A continuación, se mencionarán
brevemente algunos simuladores.
2.0.4 Simuladores cuánticos
Como resultado de conocer, aprender, ejemplificar y evidenciar visualmente el
comportamiento del procesamiento cuántico, se están desarrollando los simuladores
cuánticos. Existen diversos simuladores, algunos de ellos como resultado de la im-
plementación de un lenguaje cuántico de programación, y otros, como herramienta
didáctica de aprendizaje y comprensión de un entorno cuántico, esto último con
cierta ausencia de formalidad computacional.
Durante los años 90, se desarrollaron algunos como Q-gol 3 (1996), Mathematica
notebook simulations (1998), Quantum Turing Machine Simulator (1999), desar-
rollado estos en Mathematica, basados principalmente en describir operaciones
cuánticas, algoritmos, matrices, etc. Entre otros se encuentran Eqcs 0.0.5 (1999),
Parallel Quantum Computer Simulator (1996), LQP2 (1997) y M. Hayward’s Shor
Algorithm Simulation (1999) [61, 57, 20, 15, 45, 38].
Otro simulador importante es LanQ (2007), basado en su propio lenguaje im-
perativo. Entre algunos de los simuladores más recientes se encuentran: FJ y
FJQuantum, siendo orientado a objetos. Y QuIDE Simulator (2015) basado en
Java, modelando compuertas y algoritmos cuánticos, éste ya presenta una interfaz
completa respecto a cálculos y circuitos [61, 57, 19, 20, 15, 45, 38].
A continuación, se procede con la información referente al lenguaje de pro-
gramación cuántico QML.
The true Logic for this world is the Calculus of
Probabilities, which takes account of the magnitude
of the probability.
— James Clerk Maxwell
3
Lenguaje de programación QML
En esta sección se describirá el lenguaje de programación cuántico Quantum Meta
Language, abreviado como QML, al cual se efectuarán modificaciones correspondi-
entes a los aportes de esta investigación. Se comenzará con características gen-
erales del mismo.
3.1 QML
Es un lenguaje basado en el paradigma funcional, desarrollado para cálculos cuán-
ticos sobre tipos finitos y no recursivos, establece datos clásicos y cuánticos, y es
el primer lenguaje que propone cálculos cuánticos.
Este lenguaje primero es propuesto por Altenkirch y Grattage, quienes se basan
en teoría de categorías, definen programas estrictos o puros (`◦, sin mediciones) y
no estrictos (`, con mediciones) y su semántica operacional está dada en términos
de circuitos cuánticos, que conlleva operaciones reversibles e irreversibles. Es decir,
traslada derivaciones de QML a cómputos cuánticos representados como circuitos.
Semánticamente los cómputos cuánticos reversibles se modelan con operadores
unitarios. Los cómputos irreversibles envuelven probabilidades y son modelados
como funciones lineales sobre matrices de densidad, llamadas superoperadores [24].
Posteriormente Altenkirch, Grattage, Vizzotto y Sabry retoman sólo la estruc-
tura pura del QML (sintaxis), al cual definen una semántica a partir de funciones y
tripletas de kleisli (datos cuánticos); no incluyen explícitamente mediciones cuánti-
cas pero existe la regla weakening, que permite descartar un término pero sólo para
los que no acarrean información. También proponen una teoría ecuacional para el
sublenguaje clásico y para el cuántico, así como pruebas de validez y completez [5].
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Para esta investigación se reconsidera la perspectiva del último trabajo prop-
uesto por Altenkirch, Grattage, Vizzotto y Sabry [5], a la cual, se le establecerá
una pila de historial de operaciones, que posibilitarán realizar reversibilidad ex-
plícita, incluso en una computadora cuántica. Esto garantizará la reversibili-
dad del lenguaje.
3.2 Sintaxis y reglas de escritura
La sintaxis determina los términos que conforman al lenguaje, este lenguaje con-
sidera datos cuánticos como superposiciones t + u y términos que tienen asociado
una probabilidad de amplitud κt.
(Variables) x, y, . . . ∈ V ars
(Amplitudes prob.) κ, ι, . . . ∈ C
(Patterns) p, q ::= x | (x, y)
(Terms) t, u ::= x | () | (t, u) | let p = t in u| false
| true| ~0 | κt | t+ u | if◦ t then u else u′
Tabla 3.1: Sintaxis de QML (Fuente: [5], p. 26 ).
Donde x, y corresponden a variables; κ, ι son números complejos llamados am-
plitudes de probabilidad (Definición 1.13); los términos podrán ser programas
formados por variables, tuplas, let, if◦, con constantes true, false y ~0, este último
corresponde al término con probabilidad de amplitud cero (vector cero).
La importancia de incorporar valores complejos κ, ι al lenguaje, es porque el
mundo cuántico es probabilístico, entonces a cada evento factible se debe asociar
un valor que indique la probabilidad de que suceda. A estos términos se les asocia
un tipo, para lo cual se define lo siguiente.
3.2.1 Tipos en QML
Los tipos están dados a partir de la gramática σ = Q1|Q2|σ ⊗ τ . Para asignar un
tipo a un término, se introduce la definición de contexto de tipos.
Definición 3.1 (Contexto de tipos). Los contextos corresponden a funciones que
van de un conjunto finito de variables a tipos, se podrán denotar convencionalmente
por Γ o ∆; para las definiciones posteriores se utilizará especialmente Γ.
Están dados por Γ = •|Γ, x : σ; considerando lo siguiente: •, es el contexto
vacío, se asume que cada variable definida, aparece al menos una vez en un pro-
grama y no define tipos recursivos.
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El operador ⊗ es el producto tensorial y mapea pares de contextos a contextos:
Si un contexto Γ asiga tipos a un conjunto de variables, y a partir de esas
variables ya tipadas se puede deducir o derivar un término t, entonces, esto se
denota como Γ ` t : σ, donde ` hace referencia a la derivación de un término t
con tipo σ a partir del contexto Γ.
Si se tiene Γ ` t : σ, se interpreta (denotado con J K) como una función
JΓ ` t : σ K ∈ JΓ K → Jσ K, donde JΓ K y Jσ K son conjuntos finitos. Continuando,
los contextos pueden ser representados a partir de igualdades dadas por ciertas
condiciones, éstas son:
Γ, x : σ ⊗∆, x : σ = (Γ⊗∆), x : σ
Γ, x : σ ⊗∆ = (Γ⊗∆), x : σ si x /∈ dom∆
• ⊗∆ = ∆
En este punto, los términos tipados se pueden deducir a partir de contextos, y
se podrían generar tantos términos como sean ideados, sin embargo no es adecuado;
para esto existen reglas para tipar o formar correctamente los términos del lenguaje,
en la Tabla 3.2 se establecen las reglas correspondientes.
x : σ ` x : σvar • ` () : Q1
unit Γ ` t : σ ∆, x : σ ` u : τΓ⊗∆ ` let x = t in u : τ let
Γ ` c : Q2 ∆ ` t, u : σ
Γ⊗∆ ` if◦ c then t else u : σ if
◦ Γ ` t : σ ∆ ` u : τ
Γ⊗∆ ` (t, u) : σ ⊗ τ ⊗ intro
• ` false : Q2
f-intro
• ` true : Q2
t-intro
Γ ` t : σ ⊗ τ ∆, x : σ, y : τ ` u : ρ
Γ⊗∆ ` let (x, y) = t in u : ρ ⊗−elim
Γ, x : Q1 ` t : σ
Γ ` t : σ wk-unit
Tabla 3.2: Reglas de términos clásicos bien tipados (Fuente: [5], p. 29 ).
Con estas reglas, se pueden crear programas con elementos clásicos como true
o false, o con cuánticos como superposición de estos. La primera percepción del
lenguaje, los autores la dan en el subconjunto de términos únicamente clásicos,
definiendo lo siguiente.
3.3 Datos y control clásico
Inicialmente se trabaja el sublenguaje que considerará sólo elementos clásicos, para
el cual, los autores definen su modelo semántico [5].
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3.3.1 Semántica para datos clásicos
El modelo semántico (Tabla 3.3) describe las reglas de derivación basada en com-
posiciones y funciones auxiliares (3.3.1) que permitirán ir evolucionando un pro-
grama hasta llegar a un resultado.
J• ` () : Q1 K = const 0
J• ` false : Q2 K = const 0
J• ` true : Q2 K = const 1
Jx : σ ` x : σ K = id+
JΓ⊗∆ ` let x = t in u : σ K = g ◦ (f × id) ◦ δΓ,∆
donde: f = JΓ ` t : σ K
g = J∆, x : σ ` u : τ K
JΓ⊗∆ ` (t,u) : σ ⊗ τ K = (f × g) ◦ δΓ,∆
donde: f = JΓ ` t : σ K
g = J∆ ` u : τ K
JΓ⊗∆ ` let (x,y) = t in u : ρ K = g ◦ (f × id) ◦ δΓ,∆
donde: f = JΓ ` t : σ ⊗ σ K
g = J∆, x : σ, y : τ ` u : ρ K
JΓ⊗∆ ` if◦ c then t else u : σ K = (g|h) ◦ (f × id) ◦ δΓ,∆
donde: f = JΓ ` c : Q2 K
g = J∆ ` t : σ K
h = J∆ ` u : σ K
JΓ ` t : σ K = f × id+
donde: f = JΓ, x : Q1 ` t : σ K
Tabla 3.3: Representación de derivaciones clásicas - Parte I (Fuente [5], p. 31 ).
Funciones auxiliares
Las funciones siguientes permitien establecer una semántica para los programas
formados por este lenguaje; las funciones son invocadas en cada derivación. Antes
de plasmar cada una, considerar: sea a, a′, b ∈ S, S = {0, 1}.
• id : S → S, definida por: id(a) = a
• id+ : S → JQ1 K× S, definida por: id+(a) = (0, a)
• id+ : JQ1 K× S → S, definida por: id+(0, a) = a
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• const a : JQ1 K→ S, definida por: (const a)(0) = a
• δ : S → (S, S), definida por: δ(a) = (a, a)
• swap : S × T → T × S, definida por: swap(a, b) = (b, a)
• Sean las funciones f : S1 → T1 y g : S2 → T2, entonces
f × g : S1 × S2 → T1 × T2, se define por:f × g (a, b) = (f a, g b).
• δΓ,∆ : JΓ⊗∆ K→ JΓ K× J∆ K definida por inducción como:
δΓ,∆ =

δΓ′,∆′ × δ if Γ = Γ′, x : σ y ∆ = ∆′, x : σ
δΓ′,∆ × id if Γ = Γ′, x : σ y x /∈ dom(∆)
id+ if Γ = •
• Para cualesquiera función f, g ∈ S → T, (f |g) ∈ S → T , el condicional se
define como: (f |g) (1, a) = (f a) y (f |g) (0, a) = (g a).
Las reglas y funciones anteriores permiten que un programa devuelva un valor
clásico, por ejemplo 0 ó 1, pero para datos cuánticos, estas salidas deberán ser
concebidas como estados cuánticos, para lo cual, se define lo siguiente.
3.3.2 Datos y control cuántico
Para abordar las reglas respectivas, se parte de que Γ ` t : σ se interpreta como
JΓ K → Jσ K, pero cuánticamente ahora los tipos σ deben ser asociados a vectores
unitarios con una amplitud de probabilidad asociada (κ ∈ C). Para esto, se
implementa la definición de Tripletas de Kleisli, que permitirá asociar Jσ K como
un vector apropiado.
Cuánticamente Γ ` t : σ se interpreta como funciones JΓ K→ Jσ KQ, donde Jσ KQ
denota vectores complejos sobre el conjunto base Jσ K. Esto es: Jσ KQ corresponde
a Jσ K → C, denotado también como V Jσ K.
La importancia de Jσ KQ radica en que los estados de un sistema cuántico deben
ser vectores unitarios y este caso no es la excepción. Por lo tanto, se puede decir
que JΓ K → Jσ KQ, considera un conjunto de variables bien tipadas y devuelve un
vector complejo. Como se mencionó, las Tripletas de Kleisli posibilitarón esto, por
lo tanto a continuación se describen.
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Tripletas de Kleisli
Esta definición requiere de información referente a Teoría de Categorías, lo cual
se encuentra en el Apendice C.
Definición 3.2. Una tripleta de Kleisli sobre una categoría C es (T, η,_∗), donde:
• T : Obj(C)→ Obj(C)
• η : A→ TA, para A ∈ Obj(C)






Satisfaciendo ciertas condiciones (Definición C.1). Los componentes de esta defini-
ción deberán ser asociados al lenguaje QML.
• La transformación η es la operación unidad definida como return : S → V S,




• La operación lift o levantamiento (.∗) está descrita como: Sea una función
f : S → V T , entonces el levantamiento de f , está dado por: f ∗ : V S → V T .
Esto posibilita trabajar entre vectores.
Este ajuste se realiza para todas las funciones auxiliares. Por ejemplo, la función
const queda como const v : JQ1 K→ V S. La composición de funciones g ◦ f ahora
está dada por g∗ ◦ f . Las composiciones del modelo operacional también deberán
ser modificados. El producto f × g usará el producto tensorial sobre vectores, esto
es: (f × g)(a, b)(x, y) = (f a x)(g b y).
Entonces, todas las funciones auxiliares (Sección 3.3.1) son extrapoladas para
que retornen vectores, si se tiene la función f : S → S, entonces la nueva función
estará dada por f : S → V S. El resultado de todas las funciones con este ajuste
se verán detalladamente en el capítulo de resultados.
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Observación. Los ajustes previamente mencionados, los autores lo asocian a la
definición de Monada (Sección C.0.4), dado que ésta se puede representar a través
de los componentes de una Tripleta de Kleisli.
Proposición 3.1. Hay una correspondencia uno a uno entre tripleta de Kleisli y
Monadas (Sección C.0.5).
Otra propiedad que deben satisfacer los estados cuánticos es la ortogonalidad
entre sí y que la norma de cualquier estado sea 1. Por ejemplo considere la expresión
t+ u, en este t y u deben ser ortogonales, otro caso está en la estructura if◦c then
t else u, donde c debe ser una superposición de los términos t y u y estos deben
cumplir también la condición de ortogonalidad.
Ortogonalidad ⊥
Dos términos t, u son ortogonales si su producto interno es igual a cero, 〈t|u〉 = 0.
Dos términos ortogonales se denotan como t ⊥ u.
Las sentencias de producto interno sobre términos de QML, se definen con base
a las reglas que se encuentran en la Tabla 3.4. Considerar que la notación λ∗
representa el complejo conjugado de la probabilidad λ ∈ C.
〈t|t〉 = 1 si t 6= #»0 〈λt+ λ′t′|u〉 = λ 〈t|u〉+ λ′ 〈t′|u〉
〈false|true〉 = 0 〈t|κu+ κ′u′〉 = κ 〈t|u〉+ κ′ 〈t|u′〉
〈true|false〉 = 0 〈λt|u〉 = λ 〈t|u〉
〈 #»0 |true〉 = 0 = 〈true| #»0 〉 〈t|λu〉 = λ 〈t|u〉
〈 #»0 |false〉 = 0 = 〈false| #»0 〉 〈t+ t′|u〉 = 〈t|u〉+ 〈t′|u〉
〈 #»0 |x〉 = 0 = 〈x| #»0 〉 〈t|u+ u′〉 = 〈t|u〉+ 〈t|u′〉
〈(t, t′)|(u, u′)〉 = 〈t|u〉 〈t′|u′〉 〈t|u〉 =?, otro caso
Tabla 3.4: Producto interno y ortogonalidad [5].
〈t|u〉 =?, representa al producto interno que no se puede reducir alguna de
las formas de la tabla respectiva, entonces se desconoce su valor final al cual
asociamos el símbolo ?.
Ejemplo 3.1. Sea la superposición de estados: − 1√2 true +
1√
2 false, donde
〈true|false〉 = 0 y
∥∥∥− 1√2∥∥∥2 + ∥∥∥ 1√2∥∥∥2 = 1, por lo tanto es un programa válido.
3. Lenguaje de programación QML 29
3.3.3 Semántica para datos cuánticos
Teniendo presente que los elementos cuánticos deben satisfacer las condiciones
previas, procedemos con la semántica para datos cuánticos (Tabla 3.5), donde las
reglas respectivas para programas cuánticos bien formados están en la Tabla 3.6.
q
• ` ~0 : σ
yQ = const v ∀a ∈ Jσ K, v a = 0.0
JΓ ` κt : σ KQ = (κ)f ∀r ∈ JΓ K, a ∈ Jσ K, tal que g r a = κ(f r a)
f = JΓ ` t : σ KQ




∀r ∈ JΓ K, a ∈ Jσ K, tal que h r a = 1√2(f r a+ g r a)
f = JΓ ` t : σ KQ
g = JΓ ` u : σ KQ
Tabla 3.5: Modelo semántico para datos cuánticos (Parte II).
Considerando que ahora un programa devuelve un vector (por Tripletas de
Kleisli), entonces, v corresponde a éste. Por ejemplo, para el caso de
q
• ` ~0 : σ
yQ =
const v, está representando que el término ~0 es igual a la función const v, donde
v ∈ V S es cualquier vector y con cualquier argumento a siempre será igual a 0.
Γ `◦ c : Q2 ∆ `◦ t, u : σ
Γ⊗∆ `◦ if◦ c then t else u : σ if
◦
• ` #»0 : σ
z-intro
Γ `◦ t, u : σ t ⊥ u |λ|2 + |κ|2 = 1
Γ `◦ λt+ κu : σ sup
◦ Γ ` t : σ
Γ ` κt : σprob
Γ `◦ t : σ Γ ` t ≡ u : σ
Γ `◦ u : σ subst
Γ ` t, u : σ
Γ ` t+ u : σ sup
Tabla 3.6: Reglas de términos cuánticos bien tipados.
La información anterior permite definir los componentes y la forma de operar de
QML, ahora se finalizará con la teoría ecuacional de términos clásicos y cuánticos.
3.3.4 Teoría ecuacional cuántica
Las ecuaciones clásicas se agrupan en cuatro categorías:
• let-equation
let p = val in u ≡ u[val/p]
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• η-equations
() ≡ t si t : Q1
let x = t in x ≡ t
let (x, y) = t in (x, y) ≡ t
if◦ t then true else false ≡ t
• β-equations
let (x, y) = (t, u) in e ≡ let x = t in let y = u in e
if◦ false then t else u ≡ u
if◦ true then t else u ≡ t
• Conversiones conmutativas
let p = t in let q = u in e ≡ let q = u in let p = t in e
let p =if◦ t then u0 else u1 ≡ if◦ t in e then let p = u0 in e else let p = u1
in e
Las ecuaciones cuánticas son:
• (if◦)
if◦ (λt0 + κt1) then u0 else u1 ≡ λ(if◦ t0 then u0 else u1)
+κ(if◦ t1 then u0 else u1)
• (Superposiciones)
t+ u ≡ u+ t
t+~0 ≡ t
t+ (u+ v) ≡ (t+ u) + v
λ(t+ u) ≡ λt+ λu
λt+ κt ≡ (λ+ κ)t
0t ≡ ~0
Teniendo como preámbulo lo anterior, se procede a abordar los resultados de
esta investigación. Recordando que la primera etapa del trabajo, es la incorporación
de una pila de historial a QML, así como la ejecución y verificación de reversibilidad
explícita en el lenguaje.
The most important application of quantum comput-
ing in the future is likely to be a computer simulation
of quantum systems, because that’s an application
where we know for sure that quantum systems in





Historial y reversibilidad en QML
La siguiente información corresponde al resultado de anexar una pila de historial
al lenguaje de programación QML, permitiendo reversibilidad computacional. La
incorporación de un historial de cálculos se realizó primero en el lenguaje con datos
clásicos y posteriormente se extendió a los datos cuánticos.
La reversibilidad computacional en la mecánica cuántica está en su naturaleza
y en el desarrollo de lenguajes de programación no debería ser la excepción, sin
embargo, la accesibilidad a una computadora cuántica aún no es posible a pesar
del gran trabajo en tal área; entonces si existiera una implementación, ésta sería
aún en una computadora clásica, propiciando investigar esta propiedad en QML y
garantizando que dicho lenguaje es reversible.
Durante la revisión de la literatura se encontró que una computadora puede
efectuar reversibilidad si se guarda su historial de cómputos [33, 42]. Esta idea se
modela con cálculo lambda cuántico, al cual, Van Tonder [58] incorpora un historial
de operaciones y reglas que garantizan que tal lenguaje es reversible.
La idea de Van Tonder, promueve en este trabajo la intención de agregar una
pila de historial al lenguaje QML, permitiendo realizar reversibilidad explícita
(cómo si se estuviera en un entorno clásico). La idea primordial es ¿Cómo hacerlo
en QML? Una generalización del proceso se observa en la Figura 4.1.
La idea es que si el modelo operacional está basado en composición de funciones,
entonces, sería adecuado guardar las funciones inversas respectivas (para saber qué
se ha ejecutado), esperando que una vez que un programa devuelva un valor, y
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Agregar pila de historial
Definir funciones inversas
Figura 4.1: Etapas para agregar reversibilidad a QML.
a éste se le apliquen las funciones inversas en orden adecuado, sea inminente la
reversibilidad.
Se comenzó modificando el modelo semántico del lenguaje, agregando funciones
inversas a éste, posteriormente proponer las funciones inversas; esto implicaba la
generación de una pila o pista de historial de operaciones, dada tal pila se definieron
reglas de reversibilidad para finalmente ver esta propiedad explícita.
Para visualizar la dificultad de definir funciones inversas, agregarlas y ordenarlas
se describe en un ejemplo, para posteriormente dar pie con los resultados que
garantizan que el lenguaje QML es reversible.
Problemática
La primera idea es que si el modelo operacional está basado en composición de
funciones, entonces, sería adecuado guardar las funciones inversas respectivas (para
saber que se ha ejecutado), esperando que una vez que un programa devuelva un
valor, y a éste se le apliquen las funciones inversas en orden adecuado, sea inminente
la reversibilidad.
Por ejemplo, sea un programa cualquiera con ciertas derivaciones:
Argumento inicial función 1 función 2 función n Valor final
· · ·
La reversibilidad se desarrollaría como:
Valor final f. inversa n f. inversa 2 f. inversa 1 Argumento inicial
· · ·
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Partiendo de este primer bosquejo, la primera etapa para anexar una pila de
historial es definir las funciones inversas del lenguaje y almacenarlas en la pila.
Esto se visualizaba en el siguiente ejemplo, considerando las reglas semánticas ya
establecidas del lenguaje (Tabla 3.3):
Ejemplo 4.1. Operación not. A partir del modelo operacional de QML se obtiene:
not c = if◦ false then false else true
J• ⊗ • ` if◦false then false else true : Q2 K = (g|h) ◦ (f × id) ◦ δΓ,∆
donde:
f = J• ` false : Q2 K = const 0
g = J• ` false : Q2 K = const 0
h = J• ` true : Q2 K = const 1
δΓ,∆ = id+, tal que Γ = •
J• ⊗ • ` not : Q2 K =
(






































const 0 | const 1
)
(0, 0)
= (const 1) 0 = 1 (esto es true)
Con estas observaciones se determina que:
1. La primera etapa es alcanzar un programa con la forma siguiente:
htn−; · · · ;ht2−;ht1−︸ ︷︷ ︸
Operaciones inversas
; t1 ◦ t2 ◦ · · · ◦ tn︸ ︷︷ ︸
Operaciones del programa
En la parte izquierda se esperan almacenar las operaciones inversas (de cualquier
programa) y la parte derecha las instrucciones del programa.
2. Las funciones inversas que aparecen en las reglas operacionales respectivas;
en este caso son f = const 0, g = const 0, h = const 1, id y id+.
• Sea const a : JQ1 K → S, donde: const a(0) = a, su inversa se deduce
como:
const a−1− : S → JQ1 K, definida como: const a−1(a) = 0.
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• id : S → S, entonces id−1− : S → S, definida como: id−1(a) = a
• id+ : S → JQ1 K × S, entonces id+−1− : JQ1 K × S → S, definida como:
id+−1(0, a) = a.
• Para cualesquiera funciones f, g ∈ S → T, (f |g) ∈ S → T , el condi-
cional se define como:
(f |g) (1, a) = (f a)
(f |g) (0, a) = (g a)
Y la inversa como: (f |g)−1− ∈ T → S
(f |g)−1 (f a) = (1, a)
(f |g)−1 (g a) = (0, a)
Observación. A todas las funciones inversas se les concatena el símbolo guión
bajo −, esto con el propósito de que éste sea remplazado por el argumento
que espera.
3. Se agregan las funciones inversas a la ejecución del programa separadas por
el símbolo ;
J• ⊗ • ` not : Q2 K =
(

















const 0−1− × id−1−
)
; (id+−1− ); 1
Se ha obtenido un valor 1 y una pila de historial:(




const 0−1− × id−1−
)
; (id+−1− ), de la cual, se espera






























const 0−1− | const 1−1−
)
(0, 1)
En este punto, el condicional no esperaba una tupla, sino un único valor, el
cual dependiendo de la función ejecutada tomaría una decisión, sin embargo,
la pila de historial no lleva ningún rastreo de lo que sucedio antes, aunado
a que el orden del historial no resulta adecuado y la función inversa es
inconsistente.
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Lo anterior, permite detectar la complejidad de definir funciones inversas y el
detectar cómo operarán para alcanzar la meta planteada.
Se comenzará trabajando el sublenguaje clásico de QML, y a partir de los
resultados obtenidos, extenderlo a la totalidad del lenguaje, es decir, al lenguaje
que considere datos y control cuántico.
4.1 Sublenguaje clásico
Este lenguaje considera sólo el subconjunto de términos que excluyen elementos y
superposiciones cuánticas. Este sublenguaje de forma precisa tiene las siguientes
restricciones: Descarta control cuántico, carece de las definiciones explícitas para
la medición, la regla estructural de debilitamiento no está permitida en situaciones
donde la información puede perderse, excepto para el término unitario () o tipo
Q1, porque estos no acarrean información.
La sintaxis del sublenguaje clásico está en la Tabla 4.1, teniendo como referencia
en la parte izquierda la totalidad de la sintaxis de QML y que la columna derecha
es la de interés.
Sintaxis de QML Sublenguaje de QML
(Variables) x, y, . . . ∈ V ars x, y, . . . ∈ V ars
(Amplitudes de prob.) κ, ι, . . . ∈ C κ, ι, . . . ∈ C
(Patrones) p, q ::= x | (x, y) p, q ::= x | (x, y)
(Términos) t, u ::= x | x~y t, u ::= x
| () | (t, u) | () | (t, u)
| let p = t in u | let p = t in u
| if t then u else u′
| if◦ t then u else u′ | if◦ t then u else u′
| qfalse~y | qtrue~y | 0 | false | true | ~0
| κt | t+ u
Tabla 4.1: Comparativa de sintaxis.
Los tipos son los mismos definidos previamente JQ1 K = {0}, JQ2 K = {0, 1} y
Jσ ⊗ τ K = Jσ K×Jτ K. Como resultado de la primer propuesta, se tiene que el nuevo
modelo operacional permite generar una pila de historial de operaciones, la cual
aplicará reversibilidad con reglas que posteriormente se definirán.
4.1.1 Semántica incorporando historial
El modelo para esta primer etapa y el sublenguaje clásico se visualiza en la Tabla
4.2, donde se puede identificar la nueva aparición del símbolo ; el cuál, se encargará
de separar las funciones inversas de las funciones preestablecidas.
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J• ` () : Q1 K = (const 0)−1_ ; const 0
J• ` false : Q2 K = (const 0)−1_ ; const 0
J• ` true : Q2 K = (const 1)−1_ ; const 1
Jx : σ ` x : σ K = id+_; id+
JΓ⊗∆ ` let x = t in u : σ K = g ◦ (f × id−1− ; id) ◦ ((δΓ,∆)−1_ ; δΓ,∆)
donde: f = JΓ ` t : σ K
g = J∆, x : σ ` u : τ K
JΓ⊗∆ ` (t,u) : σ ⊗ τ K = (f × g) ◦ ((δΓ,∆)−1_ ; δΓ,∆)
donde: f = JΓ ` t : σ K
g = J∆ ` u : τ K
JΓ⊗∆ ` let (x,y) = t in u : ρ K = g ◦ (f × id−1− ; id) ◦ ((δΓ,∆)−1_ ; δΓ,∆)
donde: f = JΓ ` t : σ ⊗ σ K
g = J∆, x : σ, y : τ ` u : ρ K
JΓ⊗∆ ` if◦ c then t else u : σ K = (g|h) ◦ (f × id−1− ; id) ◦ ((δΓ,∆)−1_ ; δΓ,∆)
donde: f = JΓ ` c : Q2 K
g = J∆ ` t : σ K
h = J∆ ` u : σ K
JΓ ` t : σ K = f × id∗_; id∗)
donde: f = JΓ, x : Q1 ` t : σ K
Tabla 4.2: Modelo operacional con historial para el sublenguaje clásico.
4.1.2 Funciones inversas auxiliares
Como parte de este ajuste, se incorporan las funciones inversas correspondientes
a las descritas en la Sección 3.3.1. Esto con el propósito de aplicar reversibilidad.
En este caso como fue únicamente para datos clásicos, la dificultad de definir las
inversas fue menor respecto a las cuánticas. Entre las funciones con más labor se
encuentra (id∗)−1 y el condicional (f−1|g−1).
Sea S = {0, 1}, donde a, a′, b ∈ S
• id−1 : S → S, por lo tanto, id−1 = id
• (id+)−1 : S ′ × S → S, donde (id+)−1 = id∗
(id+)−1(a′, a) =
(id+)−1(a′, a) = a, si a’=0(id+)−1(a′, a) = a′, si a’=1
• (id+)−1 : S → Q1 × S, donde (id+)−1 = id+
• (const 0)−1 : S → Q1, tal que
(const 1)−1(a) =
1, si a=00, si a=1
• δ−1 : (S, S)→ S, donde δ−1(a, a) = a.
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• swap−1 : T × S → S × T , donde swap−1(b, a) = (a.b).
• (f × g)−1 : (T1 × T2)→ (S1 × S2),
donde (f × g)−1 = (f−1 × g−1), por lo tanto: (f × g)−1(a, b) = (f−1 a, g−1 b)
• (δΓ,∆)−1 : JΓ K× J∆ K→ JΓ⊗∆ K
(δΓ,∆)−1 =

(δΓ′,∆′)−1 × δ−1 si Γ = Γ′, x : σ y ∆ = ∆′, x : σ
(δΓ′,∆)−1 × id si Γ = Γ′, x : σ y x /∈ dom(∆)
id∗ si Γ = •
• Condicional:
(f−1|g−1) : T → (JQ2 K× S), donde:
(f−1|g−1)(a) =
(a, f−1 a) si a=1(a, g−1 a) si a=0
Hasta este punto, se tienen incorporados los ajusten indispensables para generar
el historial del sublenguaje clásico de QML, los cuales fueron resultados prelim-
inares. A partir de este modelo operacional, se podrá ejecutar reversibilidad.
4.1.3 Historal y Reversibilidad
Se reconsidera la idea de Van Tonder [58] para ajustar el lenguaje cuántico QML y
agregar el historial de operaciones, similar a cómo él lo realiza en cálculo lambda
cuántico (Sección A.1.2).
Pila de historial y factorización
Con los ajustes realizados al modelo operacional, éste lleva implicitamente las
funciones inversas respectivas a cada programa, las inversas formarán una pila de
historial que posibilitará reversibilidad computacional. Este proceso se formaliza a
continuación.
Definición 4.1 (Factorización). Sea una expresión generada por el modelo opera-
cional con la forma:
ht1−; t1 ◦ ht2−; t2 ◦ · · · ◦ htn−; tn
donde, el símbolo ; denota composición de funciones, las expresiones hti son histo-
riales correspondientes a cada función ti, respectivamente.
Los historiales hti corresponderán a las funciones inversas ti; lo que significa que
en este punto están mezcladas ambas funciones, pero el interés es poder dividir la
expresión en las hti y ti. Para esto se factorizan cómo:
ht1−; t1 ◦ ht2−; t2 ◦ · · · ◦ htn−; tn = htn−; · · · ;ht2−;ht1−; t1 ◦ t2 ◦ · · · ◦ tn
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Lo anterior produce el denominado estado computacional, que es el resultado
de la pila de historial y las reglas de derivación que generaba el modelo operacional
(antes de alguna modificación).
Definición 4.2. [Estado computacional] Un estado computacional es una secuencia
de la forma:
htn−; · · · ;ht2−;ht1−; t1 ◦ t2 ◦ · · · ◦ tn
donde, htn−; · · · ;ht2−;ht1− es la pila del historial y t1 ◦ t2; ◦ · · · ◦ tn es definido como
registro computacional.
Recordando que de hti−; ti, la parte hti es un historial que representa la op-
eración inversa que ejecuta ti.
Observación. La pila de historial (posiblemente vacía) htn−; · · · ;ht2−;ht1− se sin-
tetiza y denota como H.
Para obtener el estado computacional los términos se factorizan considerando




















ht1−; t1 + ht2−; t2
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, donde κ ∈ C





















, y la definición de condi-
cional es aplicada.
La factorización se comienza de derecha a izquierda, esto es:
ht1−; t1 ◦ ht2−; t2 ◦ · · · ◦ htn−; tn = htn−;
(
ht1−; t1 ◦ ht2−; t2 ◦ · · · ◦ tn
)
= htn−; · · · ;ht2−;
(
ht1−; t1 ◦ t2 ◦ · · · ◦ tn
)
= htn−; · · · ;ht2−;ht1−;︸ ︷︷ ︸
Pila de historial(H)
(




Si existe un condicional (t|t′), donde t y t′ son superposiciones; su función
inversa será factorizada y agregada a la pila del historial hasta que sea evaluado el
condicional.
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Reversibilidad
La reversibilidad se ejecuta partiendo de una pila de historial y un valor q, esto es:
htn−; · · · ;ht2−;ht1−;
(
t1 ◦ t2 ◦ · · · ◦ tn
)
(a) = · · · = htn−; · · · ;ht2−;ht1−; q.
Si se observa la función inversa hti− tiene escrito el símbolo guión bajo −, el
cual se encarga de esperar el argumento con el cual trabajará la función respectiva
hti . El valor q ocupará el espacio del guión bajo del historial inmediato anterior de
la pila respectiva, por ejemplo: hti−; q = hti(q).
Dependiendo del programa desarrollado, el valor q puede tener diferentes formas
y por lo tanto la reversibilidad se ejecutará con base a los siguientes casos:
i) hti−; q = hti(q)
ii) (hti− × htj−) (q1, q2) = (hti q1, htj q2)
iii) (hti− + htj−) α(q1 + q2) = (hti q1, htj q2), donde α ∈ C es descartada.
iv) ht1−;κq = ht1(q), donde κ ∈ C es descartada.
Teniendo presente qué es un registro computacional y las reglas paras pasar
parámetros a funciones inversas, se procede a extrapolar estas ideas a la totalidad
del lenguaje, es decir con datos y control cuántico.
4.2 Lenguaje para datos clásicos y cuánticos
El lenguaje QML permite generar programas con datos cuánticos y clásicos, éste
recibe uno o más argumentos, el cual basado en reglas obtiene un valor final; el his-
torial que se propone posibilitará regresar al argumento inicial de un programa, la
idea primordial (cómo se mencionó en el marco metodológico) fue definir funciones
inversas que ejecutan lo opuesto a lo que realizó un programa esperando regresar
al valor inicial.
Este planteamiento resulto erróneo, dado que las funciones inversas devolvían
valores no adecuados, para esto se tuvo que hacer un análisis de las funciones, hasta
detectar el comportamiento que retornará el valor esperado.
Como se vio en la Sección 4.1, cuándo las funciones ejecutadas (de la semántica)
se logran guardar, permitirán generar una pila de historial, para posteriormente
aplicar reversibilidad explícita. Antes de abordar este tema para control cuántico,
se dará una breve introducción de la importancia de reversibilidad cuántica.
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Reversibilidad cuántica
Los cómputos cuanticos hacen uso de operaciones reversibles, dadas en términos
de compuertas cuánticas correpondientes a matrices unitarias. Visualizando un
algoritmo como un circuito cuántico, la reversibilidad es natural, por que ahí hay
rastro de las operaciones ejecutadas, sin embargo, en un lenguaje de programación
las operaciones no son almacenadas y la reversibilidad no es trivial. Por esto, varios
autores han hecho contribuciones en esta área, sugiriendo almacenar las acciones
ejecutadas [33, 42, 3, 10].
Por ejemplo, Van Tonder incorpora una pista de historial a cálculo lambda
cuántico, ésta permitirá reversibilidad (sin mediciones intermedias) [58].
4.2.1 Modelo semántico con historial para datos clásicos y
cuánticos
Considerando la totalidad de la sintaxis de QML (Sección 3.2), con elementos
cuánticos como superposiciones y probabilidades asociadas a términos, dan como
resultado el nuevo modelo semántico con historial para datos clásicos (Tabla 4.3) .
4.2.2 Funciones auxiliares
La semántica está definida en término de funciones, a partir de las cuales se
incorporaron sus inversas .−1 respectivas. Los autores usan Tripletas de Kleisli para
pasar de datos clásicos a cuánticos, es decir, tales funciones operan con vectores
complejos [5, 39, 8, 27].
Si bien, las funciones inversas parecen definirse naturalmente, esto no es trivial,
debe considerarse que se establecen con la estrategia llamada por nombre (call-by-
name), ya que los argumentos no pueden reducirse hasta que sean requeridos, así
cómo la dificultad de trabajar tanto con datos clásicos y cuánticos, y controlar el
término if◦.
Retomando, en un entorno cuántico los estados son vectores unitarios complejos
y pueden estar en superposición (a través de Tripletas de Kleisli). Con esto, la
sentencia Γ ` t : σ es una función JΓK → JσKQ, donde JσKQ = JσK → C representa
vectores complejos sobre el conjunto base JσK. La notación JσKQ se denota también
como V JσK.
La implementación de esta definición, implica que cada función de tipo S → T
cambia a la función de tipo S → V T usando return. Por ejemplo, considerar la
función const a : JQ1K→ S, entonces, extrapolando se obtiene: return ◦ const a :
JQ1K → V S. Esto se implementa para las funciones previamente definidas por el
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J• ` () : Q1KQ = (Qconst 0)−1− ;
Q const 0
J• ` false : Q2KQ = (Qconst 0)−1− ;
Q const 0
J• ` true : Q2KQ = (Qconst 1)−1− ;
Q const 1
Jx : σ ` x : σKQ = Qid−1+−;
Qid+
JΓ⊗∆ ` let x = t in u : σKQ = g∗ ◦ (f × Qid−1− ;
Qid)∗ ◦ (Qδ−1Γ,∆−;Q δΓ,∆)
dónde f = JΓ ` t : σKQ
g = J∆, x : σ ` u : τKQ
JΓ⊗∆ ` (t, u) : σ ⊗ τKQ = (f × g)∗ ◦ ((QδΓ,∆)−1− ;
QδΓ,∆)
dónde f = JΓ ` t : σKQ
g = J∆ ` u : τKQ
JΓ⊗∆ ` let (x, y) = t in u : ρKQ = g∗ ◦ (f × Qid−1− ;
Qid)∗ ◦ (Qδ−1Γ,∆−;
QδΓ,∆)
dónde f = JΓ ` t : σ ⊗ σKQ
g = J∆, x : σ, y : τ ` u : ρKQ




dónde f = JΓ ` c : Q2KQ
g = J∆ ` t : σKQ
h = J∆ ` u : σKQ
JΓ ` t : σKQ = (f × Qid+−1− ;
Qid+)
dónde f = JΓ, x : Q1 ` t : σKQ
Tabla 4.3: Semántica de QML.
autor (Sección 3.3.1). Por simplificación se usará la notación Qconst a = return ◦
const a.
Ahora, sea una función f : S → V T , tal que f(a) = vb, donde vb ∈ V T es un
vector y b ∈ T ; esto permitirá llevar los valores de salida a cualquier otra función
auxiliar.
Para comprender este proceso, considere cualquier función auxiliar f donde
clásicamente f : JσK → JτK, tal que f(a) = b. Entonces, la función Qf tiene el
tipo JσK → JτKQ, equivalente a Qf : JσK → JτK → C (por interpretación de JτKQ),
se define cómo: f(a)(b) = α ∈ C, donde α = 1.0 si a = b y 0.0 en otro caso.
Reconsiderar que toda función Qf tiene el mecanismo de evaluación llamada por
nombre, por lo que su argumento no se evaluará hasta que las funciones no se
puedan derivar más.
4. Resultados
Historial y reversibilidad en QML 42
Las siguientes funciones son parte de nuestra contribución. Esto es, para cada
función auxiliar f , se define su inversa f−1, el levantamiento f ∗ (asociada con
Tripletas de Kleisli) y su inversa f ∗−1.
• Qid : S → V S, donde Qid(a) = va, va ∈ S → C, va b = 1.0 si a = b ó 0.0, en
otro caso.
– Qid∗ : V S → V S, Qid∗ : V S → S → C. Definida como: Qid∗(vx)(b) =∑
a(vx a)(Qid a b), donde vx ∈ V S, b ∈ S ó Qid∗(vx) =
∑
a(vx a)(Qid a).
– id−1 : V S → S, id−1(va) = a
– id∗−1 : (V S → V S), id∗−1 = id∗
• Qid+ : S → V (JQ1K × S), Qid+(a) = v(0,a). Sea v(0,a) ∈ V (JQ1K × S)
entonces v(0,a) (b, c) = 1.0, si (0, a) = (b, c) ó 0.0, en otro caso. Extendido:
Qid+ : S → JQ1K× S → C, Qid+(a)(0, c) = 1.0, si a = c, ó 0.0 en otro caso.
– Qid+∗ : V S → V (JQ1K× S), esto es: Qid+∗ : V S → (JQ1K× S)→ C,
tal que Qid+∗(vx)(0, c) =
∑












• Qid+ : JQ2K × S → V S, definida como: Qid+(0, a) = va y Qid+(1, a) = v1,
donde va ∈ S → C, va b = 1.0, si a = b, ó 0.0 en otro caso. Explícitamente:
Qid+ : (JQ1K× S)→ S → C, Qid+(0, a)(b) = 1.0, si a = b, ó 0.0, otro caso.







id+ (0, a) b
)
.
– Qid−1+ (va) = (0, a)
– Qid∗−1+ (va) = v(0,a)
• Qconst a : JQ1K → V S, Qconst a(0) = va. Si va ∈ S → C, b ∈ S, entonces
va (b) =
1.0, si b = a0.0, otro caso
– Qconst a∗ : V JQ1K→ S → C. Tal que: Qconst a∗(vx)(b) =∑
a′∈JQ1K
(vx a′)(Qconst a(a′)(b)).
– Qconst 0−1(va) = 0 y Qconst 1−1(va) = 1 si a = 0 ó 0, si a = 1.
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– Qconst 0∗−1(va) = v0 y Qconst 1∗−1(va) = v1 si a = 0, ó v0 si a = 1.
• Qδ : S → V (S × S), Qδ(a) = v(a,a). Si v(a,a) ∈ (S × S) → C, entonces
v(a,a)(b, c) = 1.0, si a = b = c, 0.0 en otro caso. Explícitamente: Qδ : S →
(S × S)→ C, Qδ(a)(b, c) =
1.0, si a = b = c0.0, otro caso.
– Qδ∗ : V S → (S × S)→ C, Qδ∗(vx)(b, c) =
∑











• Qswap : S × T → V (T × S), Qswap(a, b) = v(b,a), donde, si v(b,a) ∈
V (T × S), entonces v(b,a)(b′, a′) = 1.0, si (b, a) = (b′, a′), 0.0 en otro caso.
Extendido: Qswap : (S × T ) → (T × S) → C, Qswap (a, b) (b′, a′) =1.0, si a = a′, b = b′0.0, otro caso
– Qswap∗ : V (S × T ) → (T × S) → C, con Qswap∗(v(x,y))(b, a) =∑















• (Qf ×Q g) : S1 × S2 → V (T1 × T2), definida como (Qf ×Q g)(a, b) = v(fa,gb).
Explícitamente: (Qf×Qg) : (S1×S2)→ (T1×T2)→ C, (Qf×Qg)(a, b)(x, y) =
(Qf a x)(Qg b y).





(Qf ×Q g) (a, b) (x, y)
)





(Qf ×Q g)(a, b)
)
.




= (f−1 a, g−1 b).





• (Qf |Qg) : (JQ2K×S)→ V T , es asociada con el condicional if◦, definida como:
(Qf |Qg)(1, a) = (Qfa) and (Qf |Qg)(0, a) = (Qga). Expandida: (Qf |Qg) :
(JQ2K× S)→ T → C, (Qf |Qg) (1, a) (b) =
1.0, si (Qf a) = b0.0, otro caso y
(Qf |Qg) (0, a) (b) =
1.0, si (Qg a) = b0.0, otro caso
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– (Qf−1|Qg−1) : V T → (JQ2K × S), definida como: (f−1|g−1)(va) =
(a, f−1 a) si a = 1, (a, g−1 a) si a = 0.
– (Qf−1|Qg−1)∗ : V T → V (JQ2K × S), donde, (Qf ∗−1|Qg∗−1) (va) =
(v(a,f−1a) si a = 0, ó v(a,g−1a) si a = 1.
• QδΓ,∆, separa los contextos de tipo, basado en las siguientes condiciones.
QδΓ,∆ : JΓ⊗∆K→ V (JΓK×J∆K) definido como: QδΓ,∆(a⊗a′) = v(a,a′). Si uno
de los contextos es vacío •, entonces se aplica: QδΓ,∆(a) = va. Qδ∗Γ,∆(v(a⊗a′) =
v(a′,a′) ó Qδ∗Γ,∆(va) = va, las funciones inversas son obtenidas similarmente a
los casos previos. QδΓ,∆ =

QδΓ′,∆′ ×Q δ si Γ = Γ′, x : σ
y ∆ = ∆′, x : σ
QδΓ′,∆ ×Q id si Γ = Γ′, x : σ
y x /∈ dom(∆).
Qid+ si Γ = •
Con las reglas y funciones anteriores, se pueden derivar ciertos programas,
sin embargo, aún se requiere anexar las reglas modificadas para términos con
amplitudes de probabilidad y superposiciones. Las reglas para formar términos
bien tipados y para derivar datos (cuánticos y clásicos) se encuentran en la Tabla
4.4 y la Tabla 4.5, respectivamente. En base a estas definiciones, se procede a
describir la estrategia para generar una pila de historial.
• ` #»0 : σ
z-intro Γ `
◦ c : Q2 ∆ `◦ t, u : σ
Γ⊗∆ `◦ if◦ c then t else u : σ if
◦
Γ ` t : σ
Γ ` κt : σprob
Γ `◦ t, u : σ t ⊥ u |λ|2 + |κ|2 = 1
Γ `◦ λt+ κu : σ sup
◦
Γ ` t, u : σ
Γ ` t+ u : σ sup
Γ `◦ t : σ Γ ` t ≡ u : σ
Γ `◦ u : σ subst
Tabla 4.4: Reglas para términos cuánticos bien formados (II) [5].
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J• ` ~0 : σKQ = Qconst a−1− ;Qconst a donde ∀a ∈ JσK.va = 0.0
JΓ ` κt : σKQ = (κ)f donde ∀b ∈ JΓK
f = JΓ ` t : σKQ




donde ∀a ∈ JΓK
f = JΓ ` t : σKQ
g = JΓ ` u : σKQ
Tabla 4.5: Reglas para datos cuánticos.
4.2.3 Semántica para control cuántico e historial
Se incorporan tres reglas que consideran: el vector cero, un término con cierta
amplitud de probabilidad y superposición.
Si tenemos datos y control cuánticos, considere los programas que contienen if◦
ó t + u, sus términos que los conforman deben ser ortogonales entre sí. Esto se
denota en las derivaciones con el símbolo `◦, la ortogonalidad con ⊥ y el producto
interno con 〈 | 〉. Para satisfacer la ortogonalidad, se puede ver la Tabla 3.4, y para
ver los términos cuánticos bien formados, ver la Tabla 4.4.
Teniendo lo anterior, ahora se puede aplicar el modelo operativo con un pro-
grama, por ejemplo: J• ⊗ • ` if◦ true then (−1)true + false else true + false :
Q2KQ = (g|h)∗ ◦ (f×Qid−1− ;Q id)∗ ◦ (QδΓ,∆
−1
− ;Q δΓ,∆). En este punto, las funciones
f se mezclan con sus inversas f−1, lo cual, para nuestros propósitos estas deben
estar separadas. El cómo lograr esto, se encuentra en la sección 4.3.
4.3 Historial y Reversibilidad
Para aplicar la reversibilidad, el proceso es análogo con datos clásicos. Teniendo
en cuenta que cada derivación se da a partir de funciones, y éstas se almacenan en
una pila, entonces, las funciones inversas darán como resultado la reversibilidad,
permitiendo retornar al argumento inicial del programa.
Retomando la definición de estado computacional (Definición 4.2), en hti−; ti,
la parte hti representa y almacena la operación inversa de la función ti. Y que H
(Observación 4.1.3), denota la pista de historial (posiblemente vacía).
A partir de la semántica propuesta, se obtiene una expresión, y para que ésta
tenga la forma de un estado computacional, los términos deben ser factorizados,
esto es, separar y organizar las funciones inversas de las directas.
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4.3.1 Factorización
Sea la expresión ht1−; t1 ◦ht2−; t2 ◦ · · · ◦htn−; tn, donde el punto y coma (;) denota
la concatenación de cadenas. Las expresiones hti son historiales correspondientes
a cada función inversa ti, respectivamente. Los términos ti están asociados con
funciones del modelo operativo, por lo tanto, recibirán argumentos. Una función
inversa se denota cómo Qhti− y la función cuántica cómo Qti.
Las expresiones (hti−; ti) pueden ser para los casos clásico y cuántico, y tener





















ht1−; t1 + ht2−; t2
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(a) factorizado como: H;ht1−; (κt1(a)), donde κ ∈ C
















, y la definición del
condicional es aplicado.












ht1−; t1 × ht2−; t2
)∗








ht1−; t1 +ht2−; t2
)∗







d) H;α(ht1−; t1)∗(va) factorizado como: H;ht1−∗;αt∗1(va), donde α ∈ C
e) Para el condicional (f |g)∗: Si t, t′ son superposiciones o túplas, implica:
(ht−; t|ht′−; t′)∗(v(a,b)) =
H;ht−
∗; t(b), si a = 1
H;ht′−∗; t′(b), si a = 0
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Para cualquier término con o sin levantamiento (.∗), la factorización también se
inicia de derecha a izquierda:
ht1−; t1 ◦ ht2−; t2 ◦ · · · ◦ htn−; tn =htn−;
(
ht1−; t1 ◦ ht2−; t2 ◦ · · · ◦ tn
)
=htn−; · · · ;ht2−;
(
ht1−; t1 ◦ t2 ◦ · · · ◦ tn
)
=htn−; · · · ;ht2−;ht1−;︸ ︷︷ ︸
Pila de historial(H)
(




Si existe un condicional (t|t′), donde t y t′, son superposiciones; sus funciones
inversas correspondientes incorporarán a la pista una vez que se haya evaluado el
condicional. Con lo anterior tenemos el estado computacional, y continuamos con
las reglas propuestas para la reversibilidad.
4.3.2 Reversibilidad
La reversibilidad como en la parte clásica, funciona a partir de un estado computa-
cional (resultado de derivaciones) con la forma: ht1−; · · · ;ht2−;ht1−; vx, donde
vx es un término irreducible o vector (para el modelo).
Dado un historial hti−, se aplica como argumento v al historial inmediato
anterior, reemplazandolo por el símbolo −, y aplicando la función inversa respectiva,
esto es, hti−; v = hti(v). La reversibilidad se puede aplicar a partir de un valor v,
desde la pila de historial (ht1−;ht2−; · · · ;htn−), considerando los siguientes casos:
1. hti−; v = hti(v).
2. (hti− × htj−) (v1, v2) = (hti v1, htj v2)
3. (Qhti− ×Q htj−)∗ v(x,y) = v(hti(x),htj (y))
4. (hti− + htj−) α(v1 + v2) = (hti v1, htj v2), donde α ∈ C.
5. (Qhi− +Q hj−)∗ α(vx + vy) = v(Qhi(vx), Qhj(vy)), donde α ∈ C.
6. ht1−; (αv) = ht1(v)
donde α ∈ C se descartan.
Para englobar y aterrizar toda la información previa, se mencionará un ejemplo
de un programa cuántico, este es la compuerta de Hadamard.
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Ejemplo: Compuerta de Hadamard
had true = if◦ true then (−1)true+ false else true+ false.
J• ⊗ • ` had true : Q2KQ =(g|h)∗ ◦ (f × Qid−1− ;
Q id)∗ ◦ ((QδΓ,∆)−1_ ;
Q δΓ,∆)
=
( g︷ ︸︸ ︷1√
2
(
− 1Qconst 1−1− ;






























































=H; (Qconst 1∗−1− +
Qconst 0∗−1− );( 1√
2
(


















es: (Qid+−1− ); (Qconst 1−1− ×Q id−1− )∗; (Qconst 1∗−1− +Qconst 0∗−1− );.
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+Qconst 0∗−1− ) (v1 + v0)









= (Qid+−1− ); v(const 1−1 0, id−1− 0)
= Qid+−1 v(1,0) = 1
A través de este ejemplo, se observa cómo se ejecuta la reversibilidad y la aplicación
de las reglas definidas. A continuación, se procede con la segunda parte de esta
investigación.
Most of the fundamental ideas of science are essen-
tially simple, and may, as a rule, be expressed in a
language comprehensible to everyone.
— Albert Einstein
5
Lenguaje QML & Lambda
cuántico-S
Mediciones cuánticas
En esta sección se encontrará la integración del Lenguaje de Programación Cuántico
QML y Cálculo Lambda Cuántico (Lambda-S) [18], obteniendo un lenguaje que
retoma la sintaxis de QML e implementa las reglas estándar de Lambda-S, funciona
con datos y control cuántico, tiene un modelo operacional e incorpora mediciones
cuánticas.
5.1 Sintaxis
La sintaxis incorpora términos lineales !t, superposición de estados ∑i ti y la regla
de medición πjt. Esto se observa en la Tabla 5.1.
(Variables) x, y, . . . ∈ V ars
(Amplitudes Pro.) κ, ι, . . . ∈ C
(Patrones) p, q ::= x | !x | (x, y)
(Términos) t, u ::= x | (t, u) | |false | true | κt | #»0 | ∑i ti |
let p = t in u | if◦ t then u else u′ | πjt
Tabla 5.1: Sintaxis QML y Cálculo Lambda-S.
El tipado de los términos de esta sintaxis está dado por la siguiente gramática:
σ = Q | σ ⊗ σ | !σ. Y los contextos de tipo (Γ, ∆) se denotan como Γ = •|Γ, x : σ.
50
5. Lenguaje QML & Lambda cuántico-S
Mediciones cuánticas 51
Los términos ya tipados, se deberán distinguir si son lineales sobre la super-
posición o no, o si son tipos base. Los tipos base, serán interpretados con vectores
unitarios mientras los tipos superpuestos se interpretan como espacios vectoriales;
resaltando que los únicos tipos que se pueden clonar son los tipo base.
• El tipo base se distingue como !σ y se puede copiar .
• Un término denotado por !t es lineal en superposición, está asociado con
estados cuánticos (no duplicables), más adelante se encuentra el tipado de
éstas.
• Γ `◦ t : σ, garantiza ||t|| = 1, al cual llamaremos estricto.
Definición 5.1. Un término se denota si es estricto o no de la siguiente manera:
Γ `a t : σ, donde a ∈ {−, ◦}; ◦ denota un término estricto.
Si a, b ∈ {−, ◦}, entonces a u b =
◦, si a = ◦ = b−, otro caso
Respecto a tipos se define lo siguiente:
Notación 5.1. Considerar lo siguiente: Qn = Q⊗Q⊗ · · · ⊗ Q (n-times).
Notación 5.2. Sea [!]Q, que es interpretado como: Q o !Q.
Notación 5.3. !(Q⊗Q) = !Q⊗ !Q
Definición 5.2. En tipos, la expresión | | se define inductivamente cómo: |Q| = Q,
|σ ⊗ σ| = |σ| ⊗ |σ| ó |!σ| = |σ|.
El propósito de esta definición es que para un término con un tipo de la forma
!σ, se puede descartar ! y ver como un tipo no duplicable σ. Esto permitirá
garantizar en las reglas de términos bien formados la no clonación cuántica.
Definición 5.3. Considerar |τ |σ =
τ, si σ = !σ|τ |, otro caso
Definición 5.4. Considerar u ⊥aub u′ =
u ⊥ u′, si a u b = ◦false, otro caso
Para conocer si dos términos son ortogonales entre sí, se tiene la Tabla 5.2.
Recordando que dos términos t y u son ortogonales t ⊥ u si su producto interno es
0, es decir, 〈t |u〉 = 0; y que λ es el transpuesto conjugado de λ.
Con las consideraciones anteriores, se procede a establecer las reglas propuestas
para términos bien tipados y el modelo operacional.
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〈t|t〉 = 1 si Γ ` t : !σ 〈λt+ λ′t′|u〉 = λ 〈t|u〉+ λ′ 〈t′|u〉
〈!false|!true〉 = 0 〈t|κu+ κ′u′〉 = κ 〈t|u〉+ κ′ 〈t|u′〉
〈!true|!false〉 = 0 〈λt|u〉 = λ 〈t|u〉
〈t|λu〉 = λ 〈t|u〉
〈t+ t′|u〉 = 〈t|u〉+ 〈t′|u〉 〈t|u+ u′〉 = 〈t|u〉+ 〈t|u′〉
〈(t, t′)|(u, u′)〉 = 〈t|u〉 〈t′|u′〉 〈t|u〉 =? otherwise
Tabla 5.2: Producto interno y ortogonalidad.
5.2 Reglas para términos bien formados
Las reglas de la Tabla 5.3, determinan cómo tipar o formar programas de manera
correcta.
5.3 Semántica operacional
Las reglas de la semántica operacional se encuentran en la Tabla 5.4. Estableciendo
que opera con la estrategia llamada por base (call-by-base), por ejemplo, la regla
βb opera sólo cuando el término es de la base computacional (false o true), en
caso contrario, se va reduciendo tal término hasta que sea de la base y aplicar la
sustitución. Para lograr reducir términos, se tiene la tabla de equivalencias (Tabla
5.5), la cual se explicará adelante.
Equivalencias
Las equivalencias entre términos están para que un término pueda representarse de
otra manera o con otro término, permitiendo reducirse. Tales reglas en superposi-
ciones aplican linealidad y se verifica que en ambos elementos de la equivalencia
el tipo se preserve, excepto para t + 0r 6≡ t, donde se hizo una exclusión de la
equivalencia.
Observación. Considere la siguiente expresión t + 0r 6≡ t. En este caso, t + 0r no
se reescribe y no es equivalente a t, porque si asumimos que t y r son funciones,
entonces el dominio de t+ 0r es la intersección de los dominios de t y 0r, mientras
que t solo tiene su propio dominio; por lo tanto, los dominios de ambas partes
pueden ser diferentes y en consecuencia, esta equivalencia no está garantizada.
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Γ `◦ t : σ
Γ ` t : σ D◦
Γ `a t : !σ
Γ `a t : σ D! !x : !Q `◦ x : !Q !var
x : |σ| `a x : |σ| var
Γ `a t : σ ∆ `b u : τ
Γ⊗∆ `aub (t, u) : σ ⊗ τ ⊗intro • ` #»0 : |σ|
z-intro
• `◦ false : !Q f-intro • `◦ true : !Q t-intro
Γ `a t : σ |α| = 1
Γ `a αt : σ fase
Γ `a t : σ |α| 6= 1
Γ ` αt : |σ| prob
Γ ` βt : σ Γ `a t : σ′ |αβ| = 1
Γ `a α(βt) : |σ| prob1





sup Γ `a ti :!σ ∀i, j, ti ⊥a tj
∑n







Γ `◦ ti : !σ ∀i, j, ti ⊥a tj
n∑
i=1






Γ `a t : σ ∆, x : σ `b u : τ
Γ⊗∆ `aub let x = t in u : τ let
Γ `a t : σ ∆, !x : !σ `b u : τ
Γ⊗∆ `aub let !x = t in u : |τ |σ
!let
Γ ` [αi]let !x = [βi]ti in u : |τ | Γ′ `a let !x = ti in u : τ ∀i
∑n
i=1 |[αi][βi]| = 1
Γ `a ∑ni=1[αi]let !x = [βi]ti in u : |τ | letα
Γ `a t : σ ⊗ τ ∆, !x : !σ, !y : !τ `b e : ρ
Γ⊗∆ `aub let (!x, !y) = t in e : ||ρ|τ |σ
⊗-!elim
Γ `a t : [!]Q ∆ `b u, u′ : σ u ⊥aub u′
Γ⊗∆ `aub if◦ t then u else u′ : |σ|[!]Q
if◦
Γ ` [αi]if◦ [βi]ti then u else u′ : |σ| Γ `a if◦ ti then u else u′ : σ ∀i
∑n
i=1 |[αi][βi]| = 1
Γ `a ∑ni=1[αi]if◦ [βi]ti then u else u′ : |σ| if◦α
Γ `a t : Qn n ≥ j
Γ `a πjt : (!Q)j ⊗Qn−j
M◦
Tabla 5.3: Reglas para términos bien tipados.
Por ejemplo, la siguiente equivalencia garantiza que ambos representan el mismo
programa, asegurando que sean términos bien formados, estrictos y con el mismo
tipo. Esto se logro con ayuda de las reglas de la Tabla 5.3, que permite definir que
las equivalencias están bien formadas.








in x : Q
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let x = t in u −→ u[t/x] βn
let !x = t in u −→ u [t/!x] if t =
falsetrue βb
let (!x, !y) = (t, u) in e −→ let !x = t in let !y = u in e let⊗
if◦ false then u else u′ −→ u′ if◦f



























Tb = {i ≤ n|b1i ⊗ · · · ⊗ bji = b}
∀i, bhi = true ó bhi = false
Reglas contextuales
αt t −→ t′
αt′
tu t −→ t′
t′u
t+ u t −→ t′
t′ + u
πj t t −→ t′
πj t
′
(t, u) t −→ t′
(t′, u)
(t, u) t 6−→ t′ u −→ u′
(t, u′)



















En equivalencias que involucran superposiciones, estas son lineales dependiendo
















5.4 Regla de medición cuántica
Considerando que el axioma de medición calcula con qué probabilidad un estado
puede colapsar a otro, con la regla de medición πj t, se modela el cómo medir al
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1t ≡ t
αt+ αu ≡ α(t+ u)
αt+ βt ≡ (α + β)t
α(βt) ≡ (αβ)t
t+ u ≡ u+ t
If FV (t) = ∅, 0t ≡ #»0
(∑i αiti, r) ≡ ∑i αi(ti, r)








αi let !x = ti in u
)
let (!x, !y) =
n∑
i=1









αiti then u else u′ ≡
n∑
i=1
αi if◦ ti then u else u′
Tabla 5.5: Equivalencias
estado t hasta la j-ésima posición de éste; basta con determinar hasta que índice
se desea (j) medir y se consideran todas las posibles salidas, con qué probabilidad
puede suceder cada evento y se normaliza el estado resultante.
Para comprender esto, se describe el funcionamiento de la regla con ayuda de
un ejemplo.
Suponer el término (estado) q =
1√
2
(false, true, false) + 1√
4
(false, true, true) + 1√
4
(true, false, false),
y se desea medir el primer estado, es decir, cuándo j = 1. Entonces se considera
las posibilidades de colapso para la posición j = 1.











bhi, hace referencia al producto tensorial (asociativo) de los tipos base
(true,false), de ahí que bhi sea false o true.
















(false, true, false) + 1√
4
(false, true, true) +
1√
4
(true, false, false). Ahora, para fines de establecer la regla de medición se
requiere de esta notación para identificar los elementos a los cuales se puede colapsar
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y con qué probabilidad. Para eso se denotan los subíndices i y h. Al formar el
término no se escriben los subíndices, sin embargo, para fines de esta explicación,
















Entonces, al aplicar π1 q, se observa que las diferentes salidas se reducen a true,
false o el tensor de estos, tal que los posibles eventos los tendrá el conjunto Tb.
Con cualquiera de las posibles salidas, se concatena a ésta (con ⊗) el resto del o
los estados que coinciden con alguno de los eventos posibles; visualmente se observa
como:
1√
2(false11, true21, false31) +
1√














, 1(false, false)︸ ︷︷ ︸
φb
)pb2



























Tb = {i ≤ n|b1i ⊗ · · · ⊗ bji = b}
∀i, bhi = true ó bhi = false
• b, corresponde a alguno de los posibles eventos de colapso.
• φb, es el resto normalizado del o los estados que coinciden con b.
• Tb, va contener las posibles salidas al medir, hasta la j-ésima posición.
Enseguida, se define un ejemplo completo, asumiendo un valor específico de
colapso para exhibir mejor el funcionamiento de esta regla.
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(false, false, false) + 1√
8





(false, true, true) + 1√
8





(true, true, false) + 1√
8
(true, true, true)
Para describir cómo sucedería en un caso particular, suponer que b=(false,true).
Observación. Tener presente que las mediciones son probabilísticas y no se puede
conocer a que subestado va colapsar un término al medirlo.
Aplicando la regla π2 q, se obtiene que:
• Tb = {b1i ⊗ b2i|i ≤ 8}. Si b = (false, true), entonces se reduce a considerar
















2 + | 1√8 |
2 = 12



































Con este ejemplo, se concluye las contribuciones y modificaciones del lenguaje
QML para agregar un comportamiento más intuitivo en conjunto con cálculo
Lambda-S.
A continuación se anexan las demostraciones que garantizan el funcionamiento
adecuado de la propuesta.
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5.5 Subject reduction
La reducción de un término, también llamada preservación de tipo o que conven-
cionalmente se conoce como subject reduction, es una propiedad que establece que el
tipo de un término se preserva bajo la reducción, es decir, si se deriva un término
Γ ` t : σ y t reduce a otro término t′, entonces Γ ` t′ : σ. En esta sección se
encontrarán las demostraciones correspondientes.
Previo a definir las demostraciones de subjet reduction, se requieren los lemas
de generación, los cuales establecen que las sentencias pueden derivarse únicamente
con el uso de las reglas que este lema establece; éste aborda la forma de los
términos. Posterior a los lemas de generación, se realizan las pruebas para el lema
de substitución y que por convención se llaman substitution lemma, de términos no
lineales y lineales.
Lema 5.1 (Lemas de generación). 1. Si Γ ` t : σ entonces Γ `◦ t : σ.
2. Si Γ `a t : σ entonces Γ `a t : !σ, donde a = ◦ ó a = −.
3. Si Γ `a x : σ, entonces:
(a) Γ = !x : !Q, σ = !Q y a = ◦.
(b) Γ = x : |σ| y σ = |σ|.
4. Si Γ `a (t1, t2) : σ, entonces para i = 1, 2, ∆i `bi ti : τi, donde ∆1 ⊗∆2 = Γ,
τ1 ⊗ τ2 = σ y también b1 u b2 = a, or a = −.
5. If Γ `a #»0 : σ, then σ = |σ|, a = − and Γ = •.
6. Si Γ `a false : σ, entonces σ : [!]Q, y Γ = •.
7. Si Γ `a true : σ, entonces σ : [!]Q y Γ = •.
8. Si Γ `a αt : σ, entonces:
(a) Para |α| = 1, Γ `a t : σ.
(b) Para |α| 6= 1, σ = |σ|, Γ `a′ t : σ y a = −.
(c) Para t = (βt′), σ = |σ|, donde |αβ| = 1, Γ `a t′ : σ′, Γ ` βt′ : σ.
(d) Para todo i, t = ∑ni=1 ti, σ = |σ|, donde ∑ni=1 |α| = 1, Γ `a ti :!σ, y para
todo i, j, ti ⊥a tj.
9. Si Γ `a let x = t in u : σ, entonces ∆1 `b t : τ y ∆2, x : τ `c u : σ, donde
∆1 ⊗∆2 = Γ y también b u c = a, o a = −.
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10. Si Γ `a let !x = t in u : σ, entonces σ = |σ′|τ , ∆1 `b t : τ , y ∆2, !x : !τ `c u :
σ′, donde ∆1 ⊗∆2 = Γ, y también b u c = a, o a = −.
11. Si Γ `a let (!x, !y) = t in u : σ, entonces σ = ||ρ|τ |ε, ∆1 `b t : ε ⊗ τ , and
∆2, !x : !ε, !y : !τ `c u : ρ, Γ = ∆1 ⊗∆2, y también b u c = a, o a = −.
12. Si Γ `a if◦ t then u else u′ : σ, entonces ∆1 `b t : [!]Q, ∆2 `c u, u′ : σ′,
σ = |σ′|[!]Q, y u ⊥buc u′, donde ∆1 ⊗∆2 = Γ, y también b u c = a, o a = −.
13. Si Γ `a
n∑
i=1
ti : σ, entonces:
(a) Para todo i, Γ `a ti : σ, a = −.
(b) Para todo i, ti ≡ αiui, donde σ = |σ|, Γ `◦ ui : !σ,
∑n
i=1 |αi|2 = 1, y
para todo i, j, ui ⊥ uj.
(c) Para todo i, ti =
∑n
i=1[αi]let !x = [βi]t′i in u, σ = |τ |, Γ ` [αi]let !x =
[βi]t′i in u : |τ |, Γ `a let !x = t′i in u : τ , ∀i,
∑n
i=1 |[αi][βi]| = 1.
(d) Para todo i, ti = [αi]if◦ [βi]t′i then u else u′, σ = |σ|,
Γ ` [αi]if◦ [βi]t′i then u else u′ : |σ|, Γ `a if◦ t′i then u else u′ : σ,
∀i,∑ni=1 |[αi][βi]| = 1.
Notación 5.4. La expresión [αi]expr1[β]expr2, donde para todo i, αi, βi ∈
C, corresponde a que puede o no estar αi y/o βi multiplicando a las






Considerando que si aparece algún valor αi y/o βi, entonces, siempre
deberá aparecer donde se haga referencia a éste. Las dos regla previas
(d) y (c), hacen referencia a que debe aparecer al menos una de [α] o
[β] o ambas.
14. Si Γ `a πjt : σ, entonces Γ `a t : Qn, n ≥ j, σ = (!Q)j ⊗ Qn−j, donde si
n = j entonces σ = Qn.
Demostración. Se puede observar que las reglas ⊗intro, z-intro, f-intro, t-
intro, let, !let, ⊗-!elim, if◦y M◦ están controladas directamente por la sintaxis.
Del resto de la reglas, D◦ y D! permite eliminar lo estricto (`◦) del secuente y el !
del tipo, respectivamente. Con respecto a las reglas fase, prob y prob1, encauzan
a términos estrictos o no, de acuerdo a ciertas probabilidades de amplitud. Con
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respeto a las reglas sup, supα, sup◦, son superposiciones de elementos con o sin
amplitudes asociadas. Para las reglas letα y if◦α, establecen términos dónde la
linealidad es aplicada, existiendo una única regla para cada una.
Lema 5.2 (Substitución de términos no lineales). Si u 6= πjr, se tiene Γ, !x : !σ `a
u : τ y ∆ `b t : !σ, entonces Γ⊗∆ `aub u[t/x] : τ . También, Γ, !x : !σ `a πjr : τ y
∆ `◦ t : !σ, entonces Γ⊗∆ `a πjr[t/x] : τ .
Demostración. Por inducción sobre u.
• Sea u = x. Entonces, se tiene Γ, !x : !σ `a x : τ . Por Lema 5.1 (3), Γ = !x :
!Q, τ = [!]Q, σ = Q. Por hipótesis de inducción (H.I) Γ⊗∆ `aub x[t/x] : [!]Q.
If τ = !Q, se conluye. En otro caso, se aplica regla D! llegando a τ = Q,
Γ⊗∆ `aub x[t/x] : τ .
• Sea u = y. Se tiene Γ, !x : !σ `a y : τ . Por Lema 5.1 (3), este caso es
imposible.
• Sea u = (u1, u2). Se tiene Γ, !x : !σ `a (u1, u2) : τ . Por Lema 5.1 (4),
τ = τ1 ⊗ τ2, a = a1 u a2 o a = −, Γ, !x : !σ = Γ1 ⊗ Γ2, Γ1 `a1 u1 : τ1, y
Γ2 `a2 u2 : τ2.
Casos:
– Cuando Γ1 = Γ1, !x : !σ y Γ2 = Γ2, !x : !σ, por H.I Γ1 ⊗ ∆ `a1ub
u1[t/x] : τ1 y Γ2 ⊗∆ `a2ub u2[t/x] : τ2, por lo tanto, por regla ⊗intro,
Γ ⊗ ∆ `(a1ub)ua2 (u1[t/x], u2[t/x]) : τ , correspondiente a Γ ⊗ ∆ `aub
(u1[t/x], u2[t/x]) : τ . Note que (a1 u b) u a2 = a u b.
– Si Γ1 = Γ′1, !x : !σ y !x : !σ /∈ Γ2 ó Γ2 = Γ′2, !x : !σ y !x : !σ /∈ Γ1, es
analogo al caso previo.
• Sea u = false. Entonces, se tiene Γ, !x : !σ `a false : τ . Por Lema 5.1 (6),
este caso es imposible
• Sea u = true. Este caso es similar al anterior.
• Sea u = αu′. Se tiene Γ, !x : !σ `a αu′ : τ . Por lema 5.1 (8), se tienen los
casos:
– Para |α| = 1, Γ, !x : !σ `a u′ : τ . Por H.I Γ⊗∆ `aub u′[t/x] : τ .
Aplicando regla fase, Γ⊗∆ `aub α(u′[t/x]) : τ .
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– Para |α| 6= 1, τ = |σ′|, Γ, !x : !σ `a u′ : σ′, y a = −. Por H.I
Γ⊗∆ `aub u′[t/x] : σ′. Aplicando regla prob, Γ⊗∆ `aub α(u′[t/x]) : τ .
Si a u b = ◦, se aplica regla D◦, y se concluye.
– Para u = βu′, Γ, !x :!σ `a α(βu′) : τ . Teniendo τ = |σ′|, |αβ| = 1,
Γ, !x :!σ `a u′ : σ′′, Γ, !x :!σ ` βu′ : σ′. Por H.I. Γ ⊗∆ ` β(u′[t/x]) : σ′
y Γ ⊗ ∆ `aub u′[t/x] : σ′′. Por regla prob1, se llega a Γ ⊗ ∆ `aub
α(β(u′[t/x])) : τ .
– Para todo i, u = ∑ni=1 ui, entonces, τ = |σ′|, ∑ni=1 |α| = 1, Γ, !x :!σ `a
ui :!σ′, para todo i, j, ui ⊥a uj. Por H.I, para todo i: Γ⊗∆ `aub ui[t/x] :
!σ′, aplicando regla supα, Γ⊗∆ `aub α(
∑n
i=1 ui[t/x]) : τ .
• Sea u = #»0 . Entonces Γ, !x : !σ `a #»0 : τ . Por Lema 5.1 (5), este caso es
imposible.
• Sea u = let y = u1 in u2. Se tiene Γ, !x : !σ `a let y = u1 in u2 : τ . Por
Lema 5.1 (9): ∆1 `c u1 : σ′, ∆2, y : σ′ `d u2 : τ , Γ, !x : !σ = ∆1 ⊗ ∆2 y
a = c u d o a = −.
Casos:
– Si para i = 1, 2, ∆i = ∆i, !x : !σ, entonces, por H.I ∆1⊗∆ `cub u1[t/x] :
σ′ and (∆2, y : σ′) ⊗ ∆ `dub u2[t/x] : τ . Por lo tanto, por a regla let,
Γ ⊗∆ `aub let y = u1[t/x] in u2[t/x] : τ . Note que (c u b) u (d u b) =
(c u d) u b = a u b.
– Si ∆1 = ∆′1, !x : !σ y !x : !σ /∈ ∆2 o ∆2 = ∆′2, !x : !σ y !x : !σ /∈ ∆1, es
analogo al caso previo.
• Sea u = let !y = u1 in u2. Analogo al caso previo.
• Sea u = let (!y, !z) = u1 in u2. Entonces Γ, !x : !σ `a let (!y, !z) = u1 in u2 :
τ . Por Lema 5.1 (11), se tiene: τ = ||τ ′|ε|ρ, ∆1 `c u1 : ε ⊗ ρ, ∆2, !y : !ε, !z :
!ρ `d u2 : τ ′, Γ, !x : !σ = ∆1 ⊗∆2, y a = c u d ó a = −.
Casos:
– Si para i = 1, 2, ∆i = ∆′i, !x : !σ, entonces por H.I, ∆′1⊗∆ `cub u1[t/x] :
ε ⊗ ρ, (∆′2, !y : !ε, !z : !ρ) ⊗ ∆ `dub u2[t/x] : τ ′. Por lo tanto, por regla
⊗-!elim, Γ⊗∆ `(cub)u(dub) let (!y, !z) = u1[t/x] in u2[t/x] : τ . Note que
(c u b) u (d u b) = (c u d) u b = a u b.
– Si ∆1 = ∆′1, !x : !σ y !x : !σ /∈ ∆2 o ∆2 = ∆′2, !x : !σ y !x : !σ /∈ ∆1, es
analogo al caso anterior.
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• Sea u = if◦ r then u1 else u2. Se tiene Γ, !x : !σ `a if◦ r then u1 else u2 : τ .
Por Lema 5.1 (12), ∆1 `c r : [!]Q, ∆2 `d u1, u2 : τ ′, τ = |τ ′|[!]Q, u1 ⊥cud u2,
Γ, !x : !σ = ∆1 ⊗∆2, y a = c u d o a = −.
Casos:
– Si para i = 1, 2, ∆i = ∆′i, !x : !σ, entonces por H. I, ∆′1 ⊗ ∆ `cub
r[t/x] : [!]Q, ∆′2 ⊗ ∆ `dub u1[t/x], u2[t/x] : τ ′. Además, por regla if◦,
Γ ⊗ ∆ `(cub)u(dub) if◦ r[t/x] then u1[t/x] else u2[t/x] : τ . Note que
(c u b) u (d u b) = (c u d) u b = a u b.
– Si ∆1 = ∆′1, !x : !σ y !x : !σ /∈ ∆2 o ∆2 = ∆′2, !x : !σ y !x : !σ /∈ ∆1, es
analogo al caso anterior.
• Sea u = ∑ni=1 ui. Se tiene Γ, !x : !σ `a ∑ni=1 ui : τ . Por Lema 5.1 (13),
tenemos los siguientes casos:
– Para todo i, Γ, !x : !σ `a ui : τ , a = −. Por H.I, se tiene Γ ⊗ ∆ `aub
ui[t/x] : τ . Aplicando regla sup, se obtiene Γ⊗∆ `aub
∑n
i=1 ui[t/x] : τ .
Si a u b = ◦, se aplica regla D◦.
– Para todo i, ui = αiu′i, τ = |σ′|, Γ, !x : !σ `a u′i : !σ′, y
∑n
i=1 |αi|2 = 1,
y para todo i, j, u′i ⊥ u′j. Por H.I se tiene: Γ ⊗ ∆ `aub u′i[t/x] : !σ′.
Aplicando regla sup◦: Γ⊗∆ `aub ∑ni=1 αi(ui[t/x]) : τ , donde τ = |!σ′|.
– Para todo i, ui =
∑n
i=1[αi]let !y = [βi]u′i in e, τ = |τ ′|, Γ, !x : !σ `
[α]let !y = [βi]u′i in e : τ ′ y
Γ, !x : !σ `a let !y = u′i in e : τ ′ (5.1)
para todo i, ∑ni=1 |[αi][βi]| = 1.
Por prueba previa, se sabe que para todo i,
Γ⊗∆ `aub let !y = u′i[t/x] in e[t/x] : τ ′ (5.2)
Considerando esto, se tienen los siguientes casos:
· Presencia de αi, resultando: αi(let !y = u′i in e), satisfaciendo∑n
i=1 |αi| = 1. Aplicando para todo i, la regla prob,
Γ⊗∆ ` let !y = u′i[t/x] in e[t/x] : |τ ′| (5.3)
Aplicando regla letα con ec. 5.2 y ec. 5.3: Γ⊗∆ `aub
∑n
i=1 αi(let !y =
u′i in e) : τ .
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· Presencia de βi, satisfaciendo
∑n
i=1 |βi| = 1. Por demostraciones
anteriores se sabe que para todo i: Γ1 ⊗∆ `a1ub ui[t/x] : σ′ y Γ2 ⊗
∆, !y : !σ′a2ube[t/x] : τ ′, aplicando regla prob: Γ1⊗∆ ` βi(u′i[t/x]) :
|σ′|. Aplicando regla let, Γ ⊗ ∆ ` let !y = βi(u′i[t/x]) in e[t/x] :
|τ ′|; a esta última, con ec. 5.2 y aplicando regla letα, Γ ⊗ ∆ `aub∑n
i=1 let !y = βi(u′i[t/x]) in e[t/x] : τ .
· Presencia de αi y βi, resultando: αi(let !y = βiu′i in e), satisfaciendo∑n
i=1 |αiβi| = 1. Considerando los puntos anteriores, para todo i y
aplicando regla prob: Γ ⊗ ∆ ` αi(let !y = βi(u′i[t/x]) in e[t/x]) :
||τ ′||. Aplicando regla letα, se concluye: Γ⊗∆ `aub
∑n
i=1 αi(let !y =
βi(u′i[t/x]) in e[t/x]) : τ .
– Para todo i, ui = [αi](if◦ [βi]u′i then u1 else u2). La demostración es
analoga a la anterior, con los ajustes respectivos para un término if◦.
• Sea u = πj u′. Se tiene Γ, !x : !σ `a πj u′ : τ . Por Lema 5.1 (14): Γ, !x : !σ `◦
u′ : Qn, n ≥ j, τ = (!Q)j ⊗Qn−j.
Por hipótesis de inducción, Γ⊗∆ `a u′[t/x] : Qn, si a = −, se aplica la regla
D◦. Y entonces por regla M◦, se concluye con Γ⊗∆ `a πju′[t/x] : τ .
Lema 5.3 (Lema de Substitución). Para u 6= πjr, si Γ, x : σ `a u : τ y ∆ `b t : σ,
entonces Γ⊗∆ `aub u[t/x] : τ . Además, si Γ, x : σ `a πjr : τ y ∆ ` t : σ, entonces
Γ⊗∆ `a πjr[t/x] : τ .
Demostración. Caso similar al anterior.
Teorema 5.1 (Subject reduction). Si Γ `a t : σ y t→ r, entonces Γ `a r : σ.
Demostración. Por inducción sobre la relación de reducción →. Casos:
• let x = t in u→ u[t/x]. Por Lema 5.1 (9): Γ = ∆1 ⊗∆2, a = b u c ó a = −,
1. ∆1 `b t : τ
2. ∆2, x : τ `c u : σ
Por ecuaciones (1),(2) y Lema 5.3: Γ `buc u[t/x] : σ. Si a = −, se aplica la
regla D◦.
• let !x = t in u → u[t/x]. Por Lema 5.1 (10) se tiene: Γ = ∆1 ⊗∆2, a =
b u c ó a = −, σ = |σ′|τ y
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1. ∆1 `b t : τ , donde t = false ó t = true.
2. ∆2, !x : !τ `c u : σ′
Acerca de t, se tienen los casos:
– Si t = false, entonces por Lema 5.1 (6), τ = [!]Q y ∆1 = •. Por regla
f-intro, y eventualmente, D◦, • `b false : !Q. De ahí, por Lema 5.2,
Γ `buc u[false/x] : σ′. Si a = −, se aplica regla D◦. Si σ 6= |σ′|τ , aplicar
regla D!.
– Si t = true, similar al caso anterior.
• let (!x, !y) = (t, u) in e → let !x = t in let !y = u in e. Por Lema 5.1 (11)
se tiene: Γ = ∆1 ⊗∆2 y a = b u c ó a = −, σ = ||ρ|τ |ε y
1. ∆1 `b (t, u) : ε⊗ τ
2. ∆2, !x : !ε, !y : !τ `c e : ρ
Por ecuación (1) y Lema 5.1 (4): ∆1 = ∆11 ⊗∆12, b = b1 u b2 ó b = −,
3. ∆11 `b1 t : ε
4. ∆12 `b2 u : τ
Por lo tanto
∆11 `b1 t : ε
∆12 `b2 u : τ ∆2, !x : !ε, !y : !τ `c e : ρ
∆12, !x : !ε `b2uc let !y = u in e : |ρ|τ
!let
Γ `a let !x = t in let !y = u in e : σ !let
• if◦ true then u else u′ → u. Por Lema 5.1 (12), ∆1 `b true : [!]Q, ∆2 `c
u : σ′, con ∆1 ⊗∆2 = Γ, σ = |σ′|[!]Q y b u c = a ó a = −.
Por Lema 5.1 (7), ∆1 = •, así que Γ = ∆2. Si σ = |σ|, entonces por regla D!,
Γ `c u : σ. Otro caso, σ′ = σ, y así, Γ `c u : σ. Además, si b = ◦, entonces
c = a, y se concluye. Otro caso, a = −, se usa la regla D◦ para obtener
Γ `a u : σ.
• if◦ false then u else u′ → u′. Similar al caso previo.














Por Lema 5.1 (14) en t: σ = (!Q)j ⊗Qn−j, Γ `c ∑ni=1 αi∏mh=1 bhi : Qn. De la
anterior sentencia y por Lema 5.1 (13): Γ `◦ ∏mh=1 bhi : !Qn, ∑ni=1 |αi|2 = 1,
∀i, k ∏mh=1 bhi ⊥ ∏mh=1 bhk,m ≥ 1. De lo anterior, se obtiene: ∀h, si ∆h `ch
bhi : σh, ⊗
h




∆h = Γ, entonces: ∀i,∆h `◦ bhi : !Q. Por lo
tanto ∆j `◦
∏j























Tb = {i ≤ n|b1i ⊗ · · · ⊗ bji = b}. Concluyendo que Γ `a b ⊗ φb. Si a = ◦, se
ha terminado; sino se aplica la regla D◦.
El resultado de unir el lenguaje QML y Lambda-S, propició un modelo más
íntegro, considerando datos clásicos y cuánticos, estableciendo reglas para tipar
correctamente programas, abordando la linealidad en superposiones y anexando la
regla de medición, la cual en la semántica denotacional de QML no se encontraba.
De forma inminente, el estudio de las propiedades acerca de términos cuánticos
(estrictos) y la definición de su semántica denotacional resulta interesante seguir,
sin embargo, por ahora con esto se dan por concluidos los aportes de esta investi-
gación, agradeciendo a Alejandro Diáz-Caro el tiempo y los extraordinarios aportes
a este trabajo.
The present is the only things that has no end.
— Erwin Schrödinger
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Conclusiones y trabajo a futuro
El cómputo cuántico ofrece expectativas optimistas para solucionar problemas de
forma más eficiente que las soluciones hasta ahora planteadas por el cómputo
clásico, y partiendo de esto, nuestra investigación se centró en contribuir con el
cómputo cuántico y en lenguajes de programación cuánticos.
El motivo de trabajar lenguajes, es que son un medio para interactuar y es-
tablecer instrucciones del humano a una computadora, en particular, el lenguaje de
programación cuántico QML, el cual manipula datos y control clásicos y cuánticos.
En este trabajo se abordó la inherente propiedad de reversibilidad que tiene el
cómputo cuántico, siendo interesante debido a que si aún está en desarrollo una
computadora cuántica, entonces, esta propiedad podría ser modelada de alguna
manera que garantizará que determinado lenguaje es reversible.
De esta idea y otras investigaciones, se propuso definir semánticamente la re-
versibilidad en el lenguaje de programación cuántico QML. La construcción teórica
de esto, se trabajo inicialmente con sólo datos clásicos y posteriormente se anexaron
datos cuánticos.
La reversibilidad se logró a través de incorporar a la semántica, funciones
inversas que en conjunto con las funciones ya definidas, generan un historial de
operaciones con la forma ht1−; t1 ◦ ht2−; t2 ◦ · · · ◦ htn−; tn, donde los hti− son las
funciones inversa de cada ti, respectivamente.
Dada una pila ht1−; t1◦ht2−; t2◦· · ·◦htn−; tn, se separarón las funciones conven-
cionales de sus inversas, llegando a funciones de la forma htn−; · · · ;ht2−;ht1−; t1◦
t2 ◦ · · · ◦ tn. Las funciones inversas que se proponen en este trabajo, garantizan
semánticamente la reversibilidad.
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Teniendo la pila de historial, se incluyo el conjunto de reglas que permiten
ejecutar reversibilidad, esto es, cuándo se tenga htn−; · · · ;ht2−;ht1−; v, donde v
es un valor, a partir de éste se estableció cómo regresar en cada paso hasta el valor
inicial de un programa y en consecuencia, lograr reversibilidad.
Con respecto a la asociación del lenguaje QML y lambda-S se logra progresar
en el nivel de abstracción, recordando se tienen los circuitos cuánticos, cálculo
lambda y finalmente lenguajes de programación cuánticos. Entonces, QML op-
eracionalmente se definió en términos de circuitos cuánticos, posteriormente, en
esta investigación se vinculó con cálculo lambda y dió pauta a un lenguaje de
programación cuántico más expresivo.
La cohesión entre ambos lenguajes, implicaron modificar la sintaxis original de
QML, agregando la identificación de términos estrictos, no estrictos y la regla de
medición cuántica; los términos estrictos son aquellos que están normalizados y son
ortogonales. A partir de la nueva sintaxis, se modificaron y anexaron nuevas reglas
para construir programas bien tipados.
También se describe el modelo operacional considerando términos en super-
posición y mediciones cuánticas. Durante la conexión de ambos lenguajes, se tuvo
cuidado con respecto a la no clonación de datos cuánticos (weakening) y la perdida
de información (contraction). Y se concluye con la realización de pruebas formales
respecto a esta propuesta.
Finalmente, se reportan tres artículos como resultado de esta investigación y
un artículo sometido a revisión [50, 48, 49].
Los aportes siguientes e inmediatos de este trabajo serían: Agregar la semántica
operacional del lenguaje propuesto (de QML y lambda-S), posterior verificar la
propiedad de Strictness, la cual garantizará que todo vector del lenguaje, semántica-
mente tiene norma 1, es decir, satisface que ∀v ∈ Jt K, ||v|| = 1; también considerar
la definición de una teoría ecuacional, así como una posible implementación en una
computadora clásica.
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Previo a cálculo lambda cuántico λq, se mencionará el denominado cálculo lambda
intermedio (λi), propuesto por Van Tonder, este lenguaje permite la transición del
contexto clásico a cuántico[25, 9, 58].
Cálculo lambda clásico
El cálculo lambda clásico es un lenguaje de programación motivado por la lógica
matemática y las funciones computacionales. Éste representa funciones que no
tienen ningún tipo establecido, lo que se define como lenguaje no tipado. El cálculo
lambda (λ), es encargado de representar funciones computacionales a partir de un
conjunto de elementos dados por el mismo lenguaje [25, 9]. Se dejará al lector el
estudio de este lenguaje.
A.1 Cálculo lambda intermedio λi
Este cálculo λi, se encuentra en la transición de cálculo λ clásico a cuántico λq,
aquí se encuentran las primeras modificaciones que se hicieron al cálculo clásico
que permitieron corregir, anexar o ajustar lo necesario para definir λq [58]. Aquí
se mencionarán las definiciones más significantes para esta investigación.
A.1.1 Sintaxis
Las expresiones son llamadas términos, y son construidas recursivamente de vari-




agregar los símbolos primitivos 0 y 1, así como operaciones cuánticas (compuertas),







0 | 1 | H | S | R3 | cnot | X | Y | Z | . . .
Sintaxis del lenguaje intermedio λi.
Un término de la forma (λx.t) es llamado abstracción funcional o sólo abstrac-
ción y representa una función x → t, por ejemplo, la abstracción (λx.x), es la
función identidad x → x. Respecto a (t t), es llamada aplicación, significa que
es la operación de aplicar una función t a su argumento t′. También se tienen las
constantes c, es el caso de los símbolos primitivos 0 y 1, así como las compuertas
cuánticas H, S, R3, cnot, . . . Las constantes c, contendrán los elementos cuánticos
que permitirán definir funciones con éstos.
Observación 1. Cuando se trata de términos que deriven en expresiones cuánticas
convencionalmente se utilizará la notación de ket | 〉. Por ejemplo en la aplicación
|(H 1)〉, se implementa ya que la compuerta H genera un estado cuántico.
Observación 2. El símbolo→ se interpreta como derivación de un término a otro.
Es relevante mencionar que las expresiones generadas con los términos de tal
sintaxis, tienen como propósito emitir un resultado o valor, para llegar a esto,
se recurre a un estrategia nombrada llamada por valor o call-by-value (Definición
B.3), la cual permitirá definir qué elementos serán considerados como valores.
Dada esta sintaxis, se ejemplifica una expresión cuántica.
A.1.2 Historial de cálculos
Para comprender la idea de reversibilidad, se retoma tal definición, y así posteri-
ormente conocer qué es un historial de cálculos.
Definición A.1 (Reversibilidad). La reversibilidad consiste en que cualquier pro-
ceso de cómputo partiendo de un punto inicial y llegando a una conclusión final,
éste puede regresar una vez en el final del mismo, a la operación previa. Esto través
de algún método o reglas aplicadas a términos λ [10, 58].
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Entonces, para llevar un control de las operaciones realizadas, Tonder retoma lo
descrito por Bennett ([10]), quien determina que si se tiene cierto cómputo clásico,
se puede transformar de tal manera que sea un cómputo reversible, es decir, que
se tenga el rastro de las ejecuciones previas y poder regresar al cálculo anterior.
Este proceso de pasar de un término a otro o que también llamaremos reducción,
es interpretado de la siguiente manera:
x→ (x, β(x))→ (x, β(x), β2(x))→ (x, β(x), β2(x), β3(x))→ ...
Esto significa que x es el término a ser calculado y β(x) es el cómputo resultante
de su reducción, y así sucesivamente.
De tal procedimiento, se puede ya definir formalmente el historial, que se en-
cargará de preservar e ir concatenando en la parte izquierda los cálculos realizados.
Definición A.2 (Registro cuántico). Un estado computacional se toma como una
superposición cuántica de secuencias de la forma: h1; . . . ;hn; t, donde a h1; . . . ;hn
se le define como historial de seguimiento y a t el registro computacional.
Para el caso de cálculo lambda intermedio y cuántico, el historial se separa por
el símbolo ;.
Observación 3 (H). Dado un registro cuántico, un historial h1; . . . ;hn se puede
resumir como H. Donde éste contendrá todo el historial de las operaciones ejecu-
tadas.
Implementado el historial en el cálculo λi, se tiene:
Ejemplo A.1. |(H 0)〉 → 1√2(|(H 0); 0〉+ |(H 0); 1〉) = |(H 0)〉 ⊗
1√
2(|0〉+ |1〉)
Dado el ejemplo A.1, el historial y el cálculo se está repitiendo en la superposi-
ción, por lo tanto, intuitivamente éste se podría separar y seguir con las operaciones
correspondientes. De ahí se tiene que:
Definición A.3 (Factorización de historial). Dada una expresión de la forma
|h′; t1〉+ |h′; t2〉+ · · ·+ |h′; tn〉, se puede expresar como |h′〉⊗
(
|t1〉+ |t2〉+ · · ·+ |tn〉
)
,
lo cual se define como factorizar el historial. Esto se logra moviendo el historial a
la izquierda del registro computacional, separado con el operador ⊗.
En la reversibilidad sólo se requiere del operador aplicado y conservar el término
actual. Por lo tanto, se procede a eliminar la información innecesaria.
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Observación 4. Dado un historial H de un registro cuántico, en cada paso se
remplazarán los subtérminos que no son necesarios para la reversibilidad por el
guión bajo “_”.
Ejemplo A.2. Si se tiene:






|(H 0); 0〉+|(H 0); 1〉+|(H 1); 0〉−|(H 1); 1〉
)
aplicando el procedimiento de la Observación 4, se obtiene:
|(H (H 0))〉 → 1√2 |(_ (H _))〉⊗
(
|(H _); 0〉+|(H _); 1〉+|(H _); 0〉−|(H _); 1〉
)
Aquí se aplica la factorización, concluyendo que el resultado final es |0〉:




Descrito lo relacionado a reversibilidad basada en un historial de cálculos, se
continua definiendo cálculo λi.
Reducción β en λi
Las expresiones formadas a partir de sintaxis respectiva, éstas pueden ser adecuada-
mente reducidas a partir de una regla denominada reducción β, la cual consiste en:
((λx.t) v) = t[v/x].
Dada esta regla se observa un término nuevo, definido como v, el cual se nombra





Valores del lenguaje intermedio λi.
La utilidad de definir valores radica en que permitirán establecer reglas para ir
reduciendo expresiones con términos λ. El procedimiento para definir tales reglas,
se basa en la estrategía llamada por valor (call-by-value) definida previamente en
la sección B.3. Se proceden a precisar las reglas de reducción en cálculo λi.
A.1.3 Modelo operacional λi
Se definen las reglas de evolución o reducción en λi, denominadas en conjunto como
modelo operacional. Estas reglas permiten pasar de un término a otro, teniendo un
orden y con el propósito de llegar un valor final irreducible.
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t1 → h1; t′1 (app1)
H; (t1 t2) → H; (h1 _); (t′1 t2)
t2 → h2; t′2 (app2)
H; (v1 t2) → H; (_ h2); (v1 t′2)
H; ((λx.t) v) → H; ((λx.tx)_); t[v/x] (β1) Si x ∈ Fv(t)
H; ((λx.t) v) → H; ((λx._) v); t (β1) Si x /∈ Fv(t)
|H; (cU φ)〉 → |H; (cU _)〉 ⊗ U |φ〉 (U)
H; t→ H; _; t (Id) en otro caso
Modelo operacional de λi.
Definición A.4. tx, consiste en que dado un término t, se remplazarán todos los
elementos distintos de x por el símbolo _, y las apariciones de la variable x se
preservarán. Por ejemplo: si t ≡ (λy.λx), entonces, tx ≡ (_.λx).
Uno problema que se presenta en tales reglas, es que no siempre termina un
programa, ya que la regla aplicada en las últimas derivaciones será siempre (Id), la
forma de terminarlo se resolverá posteriormente.
Otro problema se identifica cuando el historial de operaciones quedo enredado
con el estado, por ejemplo, si se tiene (|((λx._) 0); 0〉 + |((λx._) 1); 1〉), los histo-
riales son ((λx._) 0) y ((λx._) 1); el problema se presenta por qué la constante
0 y 1, no fueron eliminadas durante la derivación respectiva, sino que el estado se
preservo en el lugar inadecuado.
Para evitar este tipo de dificultades, se definen subexpresiones definidas y otros
conceptos que solventen los problemas mencionados. Estas deficiencias se corrigen
en el cálculo λ cuántico. Esto se abordará en la siguiente sección.
Cálculo lambda cuántico
En esta sección se continúa con λi, corrigiendo errores detectados, así como la
incorporación final de propiedades cuánticas. En este bloque se encontrará la
estructura, reglas de operación y teoría ecuacional del cálculo lambda cuántico
(λq); éste se mantiene como un lenguaje no tipado. Se comenzará dando algunas
definiciones necesarias para su comprensión.
A. Apéndices
Cálculo lambda 79
A.2 Cálculo lambda cuántico
Rumbo a definir formalmente cálculo λq, se describen las definiciones de subexpre-
sión definida y términos no lineales.
Definición A.5 (Subtérmino definido). Se dice que un subtérmino es definido con
respecto a la base computacional, si éste es textualmente el mismo para todas las
ramas de una superposición. Por ejemplo: 1√2(|(λx.0) 0〉 + |(λx.0) 1〉), donde la
abstracción (λx.0) es definida.
Las subexpresiones definidas pueden considerarse como un recurso clásico, mien-
tras las no definidas representan fuentes cuánticas puras.
Observación 5. La importancia del control de subexpresiones definidas y no
definidas, es hacer imposible escribir una función que descarte una fuente no
definida. Es decir, evitar eliminar fuentes cuánticas a través de reglas de derivación.
Definición A.6 (Términos no lineales). Los términos de la forma !t son llamados
no lineales. Se conciben como términos definidos (fuentes clásicas) con respecto a
la base computacional, estos podrían ser descartados y copiados.
Los términos lineales, pueden ser no definidos (expresiones cuánticas), ya que
pueden contener qubits en superposiciones cuánticas con respecto a la base com-
putacional; esto se puede asociar en un entorno algebraico como una combinación
lineal.






!t término no lineal
(λ!x.t) abstracción no lineal
c::= constantes:
0 | 1 | H | S | R3 | cnot | X | Y | Z | . . .
Sintaxis del lenguaje λq.
A.2.2 Términos bien formados en λq
Esto corresponde a la restricción de que los argumentos lineales aparezcan en el
cuerpo de una función y que todas las variables libres (Definición B.2) de un término
!t refieran a variables no lineales.
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Esto significa que si los argumentos lineales aparecen en el cuerpo, entonces,
son recursos cuánticos (posiblemente una superposición como 1√
n
(|(λx.0) c1〉 +
|(λx.0) c2〉 + · · · + |(λx.0) cn〉. Y que las variables libres, por ejemplo x refieran
a variables no lineales, como !x, esto para que no puedan ser desarrolladas ni
descartadas.
También las reglas de términos bien formados impiden escribir funciones que
descarten argumentos lineales, es decir, que el argumento eliminado sea una super-
posición, lo cual, puede causar que no haya equivalencia entre reglas de reducción.
Otra consideración es que en una abstracción lineal se pueden usar todos los
términos no lineales !t que se quiera (o ninguno), pero debe haber sólo un término
lineal t, en el cuerpo de la función. A continuación en la Tabla A.2.2, se visualizan





!x1, . . . , !xn ` t
!x1, . . . , !xn `!t
Promotion
Γ, x ` t
Γ, !x ` t Dereliction
Γ, !x, !y ` t
Γ, !z ` t[z/x, z/y] Contraction
Γ ` t
Γ, !x ` t Weakening
Γ, x ` t
Γ ` (λx.t) (-I
Γ, !x ` t
Γ ` (λ!x.t) →-I
Γ ` t1 ∆ ` t2
Γ,∆ ` (t1 t2)
(-E
Reglas para términos bien formados en cálculo λq.
Antes de abordar las reglas, se establecerá como interpretar el símbolo `,
también qué es un contexto y una consideración entre términos t y !t.
Definición A.7 (`). Las teorías son presentadas como un conjunto de teoremas
dados, axiomas y reglas para derivar nuevos teoremas. Usualmente se escribe como:
Γ ` thm, donde thm representa el nuevo teorema y ` el símbolo de derivación.
` thm, significa que el nuevo teorema es demostrable en una teoría T, es decir,
es un axioma o derivable de los axiomas usando las reglas de T y otras derivaciones
de teoremas.
Definición A.8 (Contextos). Sean Γ y ∆ contextos, definidos como conjuntos que
contienen supuestos de linealidad de la forma x y !x, donde cada x es distinta.
Durante la investigación se ha mencionado el problema de evaluar o derivar tér-
minos de la forma !t, para solucionar esto, se considero el aporte de Abramsky ([1]),
quien amplia la definición de los valores para seguir reduciendo con la estratégia









Valores en el lenguaje λq.
Dada la sintaxis, las reglas de términos bien formados y los valores, se procede
a definir el modelo operacional de λq. Este modelo, se basa en el cálculo λi (Sección
A.1.3), pero permitiendo transitar y corregir errores, para modelar finalmente
expresiones cuánticas.
A.2.3 Modelo operacional de λq
Las siguientes reglas, permiten ir evolucionando en una función hasta que ésta
emita una resultado. Se puede presentar el caso de no terminar y quedar ciclado
en una reducción.
Las reglas son similares a las descritas en la Tabla A.1.3, pero incorporando los
términos y argumentos no lineales (!). Estas se describen en la Tabla A.2.3.
t1 → h1; t′1
H; (t1 t2) → H; (h1 _); (t′1 t2)
(app1)
t2 → h2; t′2
H; (v1 t2) → H; (_ h2); (v1 t′2)
(app2)
H; ((λx.t) v) → H; ((λx.tx)_); t[v/x] (β)
H; ((λ!x.t) !t′) → H; ((λ!x.tx)_); t[t′/x] (!β1) Si x ∈ Fv(t)
H; ((λ!x.t) !t′) → H; ((λ!x._) !t′); t (!β2) Si x /∈ Fv(t)
|H; (cU φ)〉 → |H; (cU _)〉 ⊗ U |φ〉 (U)
H; t→ H; _; t (Id) en otro caso
Tabla A.1: Modelo operacional de λq.
Estas reglas permiten crear superposiciones cuánticas no arbitrarias, donde
los términos en la superposición sólo cambian en las posiciones que contienen las
constantes 0 y 1. Para esto, se define el concepto términos congruentes y algunos
lemas [58, 16].
Definición A.9 (Términos congruentes). Dos términos son congruentes si ellos




Dada esta definición, se definen ciertos lemas asociados.
Lema 1. Todos los términos en una superposición obtenidos mediante una secuen-
cia de reducción de un término inicial definido son congruentes.
Lema 2. Si t es bien formado y |H; t〉 → Σici |H′i; t′i〉, entonces, todos los términos
t′i que aparecen en la superposición resultante son bien formados.
Lema 3. Comenzando con un término inicial definido, cualquier !-suspensión que
ocurra durante la reducción es definido con respecto a la base computacional.
Respecto al historial, se determina que:
Lema 4. Dado un término inicial definido, el contenido del historial se mantiene
definido a través de la reducción.
Con tal información, se procede a definir las reglas de reducción o modelo
operacional de λq.
A.2.4 Reglas de reducción de λq
De acuerdo al modelo operacional y lo descrito anteriormente se definen las reglas
de reducción.
Teorema A.1. En el cálculo cuántico λq, la evolución del registro computacional
es governado por las reglas de reducción dadas en la Tabla A.1.
t1 → t′1
(t1 t2) → (t′1 t2)
(app1)
t2 → t′2
(v1 t2) → (v1 t′2)
(app2)
((λx.t) v) → t[v/x] (β)
((λ!x.t) !t′) → t[t′/x] (!β)
(cU φ) → U |φ〉 (U)
Tabla A.2: Reglas de reducción para el cálculo cuántico λq.
Este teorema provee un conjunto de reglas de reducción simple y que nos permite
razonar sobre los cómputos sin tener que acarrear el historial. Estas reglas se
comportan de manera similar al modelo operacional de λq (Tabla A.2.3).
Continuando, en λq, la teoría ecuacional define una noción de igualdad que es
compatible con las reglas de reducción. Ésta se define enseguida.
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A.2.5 Teoría ecuacional de λq
Previo a definir la teoría, se aborda rápidamente los conceptos de reducción y
contexto de término.
Definición A.10 (Reducción). La reducción puede considerarse como una op-
eración algebraica de remplazar subtérminos con subtérminos iguales, tomando en
cuenta que no puede haber reducción dentro de las !-suspensiones.
Definición A.11. Contexto de término (term context). Son expresiones acotadas
con el símbolo [ ], y con la siguiente estructura:
C, Ci::= [ ] | (t c) | (c t) | (λx.c) | (λ!x.c) |
∑
i ciCi
Donde, la expresión ∑i ciCi, denota una superposición de contextos congruentes
(Definición A.9).
Observación 6. Notar que no hay contextos de la forma !(· · · [ ] · · · ), lo cuales no
serán capaces de realizar sustituciones mientras se tenga el símbolo !.
Con estas definiciones, se hace posible establecer la teoría ecuacional.
Esta teoría ecuacional se puede concebir como un conjunto de axiomas y reglas
de inferencia dadas por la Tabla A.2.5:
t = t (refl) t1 = t2
t2 = t1
(sym)
t1 = t2 t2 = t3
t1 = t3








(λx.t) v = t[v/x] (β) (λ!x.t) !t′ = t[t′/x] (!β)
|(cu φ)〉 = U |φ〉 (U )
Teoría ecuacional para λq.
De lo cual se concluye que:
Teorema A.2. En el Cálculo Lambda Cuántico, la evolución del registro computa-
cional se da reemplazando términos por términos iguales de acuerdo a la teoría
ecuacional de la Tabla A.2.5.
Para finalizar la sección, se concluye que el cálculo lámbda cuántico aporta un
historial de operaciones, un gramática, modelo operacional y teoría ecuacional que
incluye recursos cuánticos de manera adecuada y formal, permitiendo fundamentar
que será una base para la investigación actual.
B
Otras definiciones
Definición B.1 (Variable limitada). El conjunto de variables límite están definidas
inductivamente por la siguiente función [25]: BV : Λ → δ(V ar)3. Dada por las
reglas:
BV x = 
BV (λxM) = (BV M) ∪ {x}
BV (M N) = (BV M) ∪ (BV N)
Definición B.2 (Variable libre). El conjunto de variables libres en un término
están definidas inductivamente por la siguiente función [25]: FV : Λ → δ(V ar).
Dada por las reglas:
FV x = {x}
FV (λxM) = (FV M)− {x}∪
FV (M N) = (FV M) ∪ (FV N)
Definición B.3 (Call by value). Método de reducción en el cual las funciones
sólo se pueden aplicar a valores, es decir, los argumentos para una función son
evaluados primero, y el resultado se pasa dentro de la función. Por ejemplo, si se




En este apéndice se encontrará información referente a teoría de categorías, abor-
dando los conceptos requeridos en esta investigación.
C.0.1 Teoría de categorías
Brevemente, una categoría se conforma por objetos y flechas con ciertas caracterís-
ticas entre sí. Las propiedades de una categoría son:
Objeto: Es un conjunto o colección finita de elementos.
Morfismo (Flecha): Un morfismo es un proceso de ir de un objeto a otro. Éste






1. Un objeto A, llamado el dominio del morfismo.
2. Un objeto B, llamado el codominio del morfismo.
3. Una regla que le asigna a cada elemento a ∈ A un elemento b ∈ B. Esta
b se denota formalmente como f(a).











Figura C.2: f ◦ 1A = f .
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2. Ley asociativa: Si A f−→ B g−→ C h−→ D, entonces (h ◦ g) ◦ f = h ◦ (g ◦ f).
A B C D
f g h
(h ◦ g) ◦ f
h ◦ g
h ◦ (g ◦ f)
g ◦ f
Figura C.3: Composición de una categoría.
A continuación se definen conceptos referentes a Tripletas de Kleisli y Monadas.
C.0.2 Tripleta de Kleisli
Definición C.1. Una tripleta de Kleisli sobre una categoría C es (T, η,_∗), donde:
• T : Obj(C)→ Obj(C)
• η : A→ T A, para A ∈ Obj(C)
• f ∗ : T A→ T B, para f : A→ T B
Que satisface lo siguiente:
a) η∗A = idTA.











c) f ∗; g∗ = (f ; g∗)∗, para f : A→ T B y
g : B → T C.










C.0.3 Categoría de Kleisli
Definición C.2. Dada una Tripleta de Kleisli (T, η,_∗) sobre una categoría C,
una Categoría de Kleisli CT está definida como:
• Los objetos de CT son los de C.
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• El conjunto CT (A,B) de morfismos de A a B, en C son C(A, T B), es decir:
CT (A,B) = C(A, TB).
• La identidad sobre A en CT es: ηA : A→ T A.
• Sean f ∈ CT (A,B) seguido de g ∈ CT (B,C), la composición en CT está dada
por: f ; g∗ : A→ TC.
A T B T C
f g∗
f ; g∗
La tripleta de Kleisli tiene tres axiomas, los cuales en la categoría CT se definen
como:
• Ley de la identidad o unitariedad:












• Ley asociativa: (f ; g∗);h∗ = f ; (g;h∗)∗. Para f : A→ TB, g : B → TC y h :
C → TD
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Comparativa Tripleta de Kleisli vs Monada
Tripleta de Kleisli Categoría de Kleisli CT
T : Obj(C)→ Obj(C) Los objetos de CT son los de C
ηA = A→ T A, para A ∈ Obj(C) ηA : A→ T A
CT (A,B) = C(A, TB)
f ∗ : T A→ T B, f ∗ : T A→ T B,
para f : A→ T B para f : A→ B
Satisfaciendo:
η∗A = IdTA
ηA; f ∗ = f f ; η∗B = f
ηA; f ∗ = f
f ∗; g∗ = (f ; g∗)∗ (f ; g∗);h∗ = f ; (g;h∗)∗
C.0.4 Monada
Definición C.3. Una monada sobre una categoría C es un tripleta (T, η, µ), donde
• T se define como: T : C −→ C.
Dos transformaciones:
• Unidad η : IdC → T . Con IdA : A −→ A, donde A ∈ C, se tiene ηA : A →
T A.
• Multiplicación: µ : T 2 → T . Esto es: µ : T T → T .
Satisfaciendo:
i) T (IdA) = IdTA, para A ∈ Obj(C)
T (A) T (A)
T (IdA)
IdT (A)
ii) Composición: Sean f, g ∈ C, donde f : A→ B y g : B → C.
T (f ◦ g) = T (f) ◦ T (g)
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B A T (A) T (B)
C T (C)
g TA T (g)
f (f ◦ g)




• µTA;µA = TµA ;µA
T T T A T T A




• ηTA;µA = IdTA = TηA ;µA







C.0.5 Asociación Tripleta de Kleisli y Monada
Proposición 1. Hay una correspondencia uno a uno entre las tripletas de Kleisli
y Monadas.
C.0.6 Generación de unMonada dada una Tripleta de Kleisli
• T : C → C







• µA : T 2A→ T A.
Se define como: µA︸︷︷︸
Monada
= (IdTA)∗︸ ︷︷ ︸
T.Kleisli
= (T A→ T A)∗ : TTA→ TA.
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ηA : A→ T A
Que satisfacen: ηTA;µA = IdTA = TηA ;µA y µTA;µA = TµA ;µA
C.0.7 Generación de una Tripleta de Kleisli dada una Mon-
ada
Dada una monada (T, η, µ) sobre una categoría C, la Tripleta de Kleisli (T, η,_∗)
sobre C, se define como:
• T : Obj(C)→ Obj(C)




= (IdA −→ T A) : A→ T A.
• Para obtener f ∗. Sea f una función: f : A → T B, entonces f ∗, se define
como: f ∗ : T A −→Tf T T B −→µB T B, es decir: f ∗ = (Tf ;µB) : T A −→
T B
Satisfaciendo: ηA; f ∗ = f , para f : A → TB; ηA; f ∗ = f , para f : A → TB; y
f ∗; g∗ = (f ; g∗)∗, para f : A→ TB, g : B → TC.
C.0.8 Otras definiciones
Definición C.4 (Functor). Sean B y C categorías. Un functor F : B → C que
relaciona dos categorías, está dado por:
• Una función, denotada también como:
F : Obj(B)→ Obj(C)
Que asigna a cada objeto B de B un objeto F (B) en C.
• Para cada par de objetos X, Y de B, y un morfismo f : X → Y , se define:
F : MorB(X, Y )→MorC(F (X), F (Y ))
Es decir, asigna a cada morfismo f : X → Y se tiene F (f) : F (X)→ F (Y ).
Visto como:
f 7−→ F (f)
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Que cumple las siguientes condiciones:
i) Para todo objeto X ∈ Obj(B)
F (IdX) = IdF (X)
Si IdX : X → X, entonces por definición se tiene:
F (IdX) : F (X)→ F (X)
Por lo tanto:
F (X) F (X)
F (IdX)
IdF (X)
ii) Composición dados los morfismos f, g ∈ B, donde g : A→ B, f : B → C. Se
define como:

















Sean B y C categorías, y F,G : B → C functores. Una transformación natural es:
α : F → G
que asigna a cada objeto X ∈ B un morfismo:
αX : F (X)→ G(X) en C,
tal que para cada morfismo f : X → Y de B, el siguiente diagrama conmuta:
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F (X) G(X)























S Compuerta de fase, cambia: α |0〉+ β |1〉 por α |0〉+ βi |1〉.






Y Compuerta de Paulli, cambia: α |0〉+ β |1〉 por β |0〉 − α |1〉.
C(X) Compuerta controlada X, aplica para cualquier compuerta.
Z Matriz de cambio de fase.
XOR Compuerta OR exclusivo.
T Transformada de Fourier Cuántica.
cnot Negación controlada. C(X) |ab〉 = |a〉 |b⊕ a〉 ,
Nota D.1. Tabla de verdad del operador clásico XOR:
A B A XOR B
0 0 0
0 1 1
1 0 1
1 1 0
93
