Human cortical excitability can be modified by repetitive transcranial magnetic stimulation (rTMS), but the cellular mechanisms are largely unknown. Here, we show that the pattern of delivery of theta-burst stimulation (TBS) (continuous versus intermittent) differently modifies electric activity and protein expression in the rat neocortex. Intermittent TBS (iTBS), but not continuous TBS (cTBS), enhanced spontaneous neuronal firing and EEG gamma band power. Sensory evoked cortical inhibition increased only after iTBS, although both TBS protocols increased the first sensory response arising from the resting cortical state. Changes in the cortical expression of the calcium-binding proteins parvalbumin (PV) and calbindin D-28k (CB) indicate that changes in spontaneous and evoked cortical activity following rTMS are in part related to altered activity of inhibitory systems. By reducing PV expression in the fast-spiking interneurons, iTBS primarily affected the inhibitory control of pyramidal cell output activity, while cTBS, by reducing CB expression, more likely affected the dendritic integration of synaptic inputs controlled by other classes of inhibitory interneurons. Calretinin, the third major calcium-binding protein expressed by another class of interneurons was not affected at all. We conclude that different patterns of TBS modulate the activity of inhibitory cell classes differently, probably depending on the synaptic connectivity and the preferred discharge pattern of these inhibitory neurons.
Introduction
The increase in cortical excitability following high-frequency (Ͼ 4 Hz) repetitive transcranial magnetic stimulation (rTMS) and the opposite effect obtained with low-frequency stimulation (Fitzgerald et al., 2006) has been attributed to long-term potentiation (LTP) and long-term depression (LTD) of cortical synapses (Thickbroom, 2007) , with reference to the effects obtained with similar stimulation protocols in vitro (Tsumoto, 1992) . The recently established theta-burst stimulation (TBS) protocols for rTMS are composed of high stimulation frequencies (50 Hz bursts of 3 pulses repeated at 5 Hz). However, cortical excitability was found to be either enhanced or lowered, depending on the duration of the burst trains applied. It is usually enhanced if 20 trains of two seconds are repeated at 10 s intervals [termed intermittent TBS (iTBS)], but lowered if a single train of 40 s had been applied [continuous TBS (cTBS)] . It is thus reasonable to suggest that further mechanisms than LTP of synapses between excitatory neurons contribute to the changes in cortical excitability, most likely changes in the activity of inhibitory cortical systems. Nonadapting, fast-spiking (FS) neurons of the large-basket and chandelier type, as well as multipolar bursting cells, which typically express the calciumbinding protein (CaBP) parvalbumin (PV), determine cortical excitability and synchronization of pyramidal cell output activity via perisomatic synapses (Kawaguchi and Kubota, 1998; Blatow et al., 2003; Freund, 2003; Markram et al., 2004; Howard et al., 2005) . Inhibitory neurons expressing other CaBPs such as calbindin D-28k (CB) or calretinin (CR), but not PV, preferentially control dendritic integration of synaptic inputs to pyramidal cells or the activity of other interneurons. These non-FS neurons are further characterized by lower-frequency, adapting regular, irregular, or bursting activity (Markram et al., 2004) .
Using two major approaches, in vivo electrophysiology and analysis of protein expression, we tested whether and how cortical inhibition contributes to rTMS-induced changes in cortical excitability. In anesthetized rats, we recorded electroencephalographic activity from the frontal cortex, and multiunit activity (MUA) and somatosensory evoked potentials (SEPs) from layer IV of the primary somatosensory cortex before, during, and after rTMS. Acute (ϳ2 h) and subchronic (1, 3, or 7 d) rTMS effects on cortical expression of PV, CB, and CR were determined by immunohistochemistry and immunoblotting in a sham-controlled fashion (see Fig. 1 ; supplemental material, available at www.jneurosci.org, for further details). CaBPs were found to be expressed in an activity-dependent manner (Bender et al., 2000; Lewis et al., 2005; Tropea et al., 2006; Schwaller, 2009; Sun, 2009) . Moreover, expression of distinct CaBPs correlates with the temporal characteristics of neuronal spiking activity (e.g., fast-spiking vs non-fast-spiking) and controls short-term plasticity of inhibitory synapses via the temporal dynamics of presynaptic calcium buffering and transmitter release (Caillard et al., 2000) . This way, distinct CaBPs like PV particularly contribute to the temporal dynamics of network activity as is supposed for gamma oscillations (Vreugdenhil et al., 2003; Cardin et al., 2009 ).
Materials and Methods
Animals and anesthesia. In case of acute experiments, adult Dark Agouti rats (male, 250 -300 g) were anesthetized by intraperitoneal injection of urethane (Sigma, 1.5 g ⅐ kg Ϫ1 body weight), and stayed anesthetized during rTMS applications and electrophysiological recordings to minimize stress-related effects (Michaluk et al., 2001) . Artificial somesthetic sensations and corresponding arousal effects were prevented by additional anesthesia and paralysis of skin and muscles of the head and neck by the aid of local lidocaine hydrochloride injections (Xylocain 4%, AstraZeneca). To avoid interferences of visual activity with the rTMS-induced effects, a light-dense plastic foil covered the rat's eyes. Body temperature was continuously monitored and maintained between 37 and 37.5°C with a feedback-controlled heating pad. Naive control rats receiving no rTMS, were deeply anesthetized with Pentobarbital-Sodium (300 mg ⅐ kg Ϫ1 body weight, i.p., Narcoren, Rhone Merieux GmbH) and quickly perfused to prevent fast changes in protein expression. Animals surviving for up to 7 d after rTMS were lightly anesthetized/sedated with medetomidinhydrochloride (Dormitor, Pfizer/Orion Pharma, 0.3 mg ⅐ kg Ϫ1 body weight, i.m.) during rTMS. Recovery from anesthesia was accelerated with atipamezolhydrochloride (Antisedan, Pfizer/Orion Pharma, 1.5 mg ⅐ kg Ϫ1 body weight, i.m.). Only in case of EEG and local field potential (LFP) recordings, rats were mechanically fixed using stereotaxic equipment. In the other cases, sheets of cellulose tissue were used to support the head in an elevated position with the nose pointing downward by ϳ45°, to prevent direct stimulation of parts of the body and stimulation of the retinas. Animal experiments were performed with the permission of the government (AZ.50.8735.1 105/7 and 9.93.2.10.32.07.057) and the local animal welfare committee. All procedures conformed to the guidelines of the animal welfare laws in Germany, UK and the United States.
rTMS protocols. One low-frequency rTMS protocol (1 Hz) and two high-frequency theta-burst protocols (iTBS and cTBS) were applied using a "MagStim rapid" and a 70 mm butterfly coil (The MagStim Company Ltd.). These rTMS protocols were chosen to compare-as in previous studies-the effects of low (1 Hz)-and high-frequency stimulation (TBS), and the effects of different train durations (iTBS vs cTBS). The coil was centered 8 mm above occipital pole of the rat's brain with the handle pointing to the left, thus inducing an electric field of mediolateral orientation to primarily stimulate the axons of the corpus callosum (further details following). For standard 1 Hz rTMS, three trains of 20 min duration were applied within 70 min (3600 stimuli in total). In case of iTBS, 20 trains of ten 50 Hz bursts (3 pulses) repeated at 5 Hz were applied at 10 second intervals (600 stimuli). This pattern was repeated five times at 15 min intervals (3000 stimuli in total within 63 min). For cTBS, a single 40 s train of 50 Hz bursts repeated at 5 Hz (also 600 stimuli) was applied five times at 15 min intervals (3000 stimuli in total within 61 min). Stimulus strength was in a range of 25-33% of maximal device output, with 1 Hz rTMS in the upper range (30 -33%) and TBS in the lower one (25-29%). Stimulus strength was adjusted to be just subthreshold for evoking visible activity in neck and limb muscles. This range of stimulation strength had previously been found to be perithreshold for modulating spiking activity in cat visual cortex (Moliadze et al., 2003) and induced specific changes in immediate early gene expression in a previous study in rats (Aydin-Abidin et al., 2008) . The distance between coil and rat cortex was increased to 8 cm in case of sham stimulation.
At a distance of 10 mm from coil surface an inducing current of 30% of maximal output produces a magnetic field strength of ϳ0.5 tesla and the induced electric field gradient would be ϳ130 V/m in the human brain. In the in vitro studies of Maccabee et al. (1993) and Rotem and Moses (2006) , 20% of maximal stimulator output was sufficient to activate the axons of a nerve preparation with termination or curvature within the magnetic field, corresponding to a measured electric field strength of ϳ100 V/m at 8 mm distance from coil and 130 V/m at a distance of 5 mm. In a sphere model, Weissman et al. (1992) demonstrated that the electric field induced in the small brain of a rat is only 37% of the strength induced in a sphere of the size of a human brain. Accordingly, we induced an electric field of 37-50 V/m at the level of the subcortical white matter including the corpus callosum. This field strength may be sufficiently strong enough to stimulate superficial cortical areas directly via activation of the long and bent axons of the corpus callosum, but may be too weak to cause direct stimulation of remote brain areas. In a previous study, we found almost no changes in immediate early gene expression in the hippocampus following rTMS, while other subcortical brain regions related to the limbic and arousal systems showed substantial changes in the expression of these markers also in case of sham stimulation (AydinAbidin et al., 2008) . These findings are indications of a more general brain activation due to arousal rather than of a direct stimulation of these brain structures by the magnetic field. Using up to 30% stimulation strength there was no evidence of seizure activity in anesthetized animals.
Electrophysiology. To evaluate the direct effects of rTMS on electrical cortical activity, we recorded EEG activity, MUA, and sensory evoked responses. The EEG is useful to analyze oscillatory cortical activity and changes in the general state of brain activation, MUA allows measurement of the rate and pattern of spontaneous neuronal activity, and sensory evoked responses are useful to investigate the state of cortical information processing. Stable EEG recordings from rat frontal cortex regions were achieved by fixing a chlorided silver-ball electrode (1 mm) epidurally at a position two millimeters anterior to bregma and onemillimeter lateral to the sagittal plane according to the coordinates of rat brain atlas of Paxinos and Watson (1986) using dental cement. A reference electrode (chlorided silver wire) was placed below the skin of the neck. EEG signals were bandpass filtered at 1-200 Hz and amplified 2000ϫ. For recordings of MUA and SEPs, a varnished tungsten wire (ϳ1 M⍀ and 1-2 m tip size, FHC) was lowered to layer IV of the somato- Figure 1 . Timeline of the two major series of rTMS experiments. In one electrophysiological series, EEG activity, MUA, and SEP activity was recorded before (pre), during, and up to ϳ6 h post-rTMS, with either verum or sham iTBS or cTBS applied to the rats. In case of the molecular-biological/histological series, four different time points following rTMS were investigated: 2 h (acute), and 1, 3, and 7 d (subchronic) post-rTMS, with groups receiving either verum 1 Hz rTMS, iTBS, or cTBS, or sham rTMS for each time point. In addition, a baseline control group receiving no rTMS at all was studied (17 groups in total). The red figure-of-eight symbol on top of the isolated rat brain shown in the bottom figure indicates the center position and orientation of the coil. Note: the coil is much bigger than shown in the drawing and windings in the center at the contact point of both coils cover the entire brain.
sensory cortex (ϳ700 m depth) at the representation of a toe of the contralateral hindlimb (usually the third or fourth toe). SEPs were bandpassed at 10 -3000 Hz with a gain of 2000ϫ, while MUA was bandpassed between 300 and 3000 Hz and sampled with a gain of 10,000ϫ. All data were sampled and processed using the "CED Power 1401" interface and the "Spike2" software (both Cambridge Electronic Devices). All wires used for EEG and LFP recordings were positioned at right angles with regard to the electric field induced by the coil to reduce artifact size. The tungsten wire penetrated the center of the figure-of-eight coil vertically through a tubing (special coil design by The MagStim Company Ltd.) to enable recordings of neuronal activity within the center of the magnetically induced electric field.
Electrical stimulation of one toe of the rat hindlimb contralateral to the cortical recording site was achieved by placing one stainless steel needle just below the epidermis of the tip of the toe (anodal electrode) and a second at the proximal base of the toe (cathode). Either single or triple current pulses spaced by 35 ms intervals were applied with 0.8 mA current strength and 0.1 ms pulse duration. Stimuli were repeated 30 times at intervals of two seconds to achieve smooth averaged SEP waveforms. Within layer IV, SEPs were usually dominated by one early negative wave peaking at ϳ10 -15 ms poststimulus. SEP amplitude was automatically determined by the absolute mathematical difference between the negative peak value and a preceding positive peak value. In case of triple stimulation, we applied the same analysis also to the second and third responses. To determine short-latency afferent inhibition [paired-pulse afferent inhibition (PPAI), used to measure strength of cortically evoked inhibition in human studies (Ragert et al., 2004) ], we calculated the ratio of the second to the first SEP amplitude.
We used urethane for the acute electrophysiological experiments because it little affects GABAergic transmission when it is applied at a low dose (Minchin, 1981; Griffiths and Norman, 1993; Hara and Harris, 2002) . Moreover, it does not affect the natural sleep rhythm (Clement et al., 2008) , indicating that the balance of excitatory and inhibitory system is not much disturbed by urethane. Rats of the subchronic groups (1, 3, or 7 d) were transiently sedated with Dormitor which is an agonist of ␣ 2 -adrenoceptors, and does not act on GABA and benzodiazepine binding sites (Sinclair, 2003) .
Immunohistochemistry. To determine the spatial distribution and the amount of expression of distinct functional proteins by cortical interneurons, we used immunohistochemical and immunoblotting methods (Western blot, see Materials and Methods, Western blotting), respectively. In case of acute rTMS experiments, rats were transcardially perfused with 0.9% NaCl followed by 4% paraformaldehyde in 0.1 M phosphate buffer, pH 7.4, ϳ2 h after onset of rTMS with anesthesia deepened by injection of Pentobarbital-Sodium (300 mg ⅐ kg Ϫ1 body weight, i.p.). Rats surviving up to 7 d after rTMS were perfused in the same way using pentobarbital anesthesia. After postfixation, brains were cryoprotected using PBS containing 30% sucrose. Serial sections of 30 m were cut coronally and each tenth section was stained with cresyl violet (a Nissl stain) for cytoarchitectural control. Consecutive serial sections adjacent to Nissl-stained sections from visual (Ϫ4.3 mm to bregma according to Paxinos and Watson, 1986) , somatosensory (Ϫ1.8 mm), motor (ϩ1.2 mm) and frontal (ϩ3.7 mm) cortex were incubated overnight at room temperature with one of the following antibodies: mouse-anti-NeuN (Neuron-specific Nuclear antigen, 1:100, Millipore), mouse-anti-PV (clone 235, 1:1000, Swant), rabbit-anti-PV (1:1000, Swant), mouse-anti-CB (clone 300, 1:250, Swant) or polyclonal rabbitanti-CR (1:1000, Swant). Next, sections were processed with appropriate secondary antibodies (Vectastain, Vector Laboratories, 1:200 in PBS, 1.5 h, room temperature) followed by a standard avidinbiotinylated peroxidase complex (ABC) kit (1:500, Vectastain, 1.5 h, room temperature). All markers were visualized with 3,3Ј-diaminobenzidine as chromogen. Finally, sections were rinsed in buffer, dehydrated, cleared in xylene and coverslipped with Depex (Serva). Negative controls were performed with another adjacent section, which was reacted in the same ways as described above, but omitting the primary antibodies.
Quantitative analysis of immunolabeled neurons. Quantitative analysis of immunolabeled neurons was performed manually and automatically (Benali et al., 2003 ) using a Leitz Wetzlar Dialux 20 microscope (Leica) equipped with a color video camera (CCD KH 609, Leica). Two to three stained coronal cryosections per cortical area [region of interest (ROI)] were measured with a calibrated microscope stage (Leica DMRB), and equipped with the Neurolucida system (MicroBrightField). Neuronal tissue tends to shrink when fixed with paraformaldehyde, and mounting of brain slices leads to flattening. Thus, the absolute values presented might be distorted by the experimental procedure, but for checking this, we made measurements on shrinkage of the tissue in different sections. The variation between the sections and between the groups was ϳϮ3 m. We could not find significant differences ( p Ͼ 0.5) in the z-axis between the different groups, so that the shrinkage factors were more or less similar. We only counted clearly labeled somata, without regard to the labeling or visibility of proximal dendrites. Using a magnification of 100 -400ϫ, cells were counted only if a continuous cytoplasmic or membranous ring of immunostaining was visible. Cell profile counting and quantitative analysis were performed by two independent raters (J.T., A.B.). Both were blind to the rTMS protocol when counting. A third person (A.M) was consulted if the difference in interrater reliability between J.T. and A.B. (range 95.5-100%) was Ͻ95%.
As such, this way of counting neurons on the basis of soma profiles should be viewed as a lower bound of the true size of the population of neurons in the ROI. Counts were made from montages of light micrographs using Photoshop CS (Adobe Systems). Columns (ROI) extended from the pial surface to the white matter and had a mediolateral width of 730 m, measured in layer IV.
Double fluorescence labeling of parvalbumin and Kv3.1b or perineuronal nets. Due to a complete loss of PV immunoreactivity in many neurons, it was difficult to determine whether these neurons died or specifically lost only the PV phenotype. Therefore, we performed also double-labeling studies of the expression of PV and components of the extracellular neuronal net specific to PV-expressing neurons, which can be detected via the Wisteria floribunda agglutinin (WFA) (Härtig et al., 1992) . Additionally, we tested the expression of Kv3.1b, a potassium channel subunit highly expressed in PV-positive neurons (Weiser et al., 1995) . Freefloating sections were blocked for 1 h with 10% normal goat serum (NGS) in PBS with 0.2% Triton. Subsequently, sections were incubated with a mixture of mouse-anti-PV (clone 235, 1:1000, Swant) and rabbitanti-Kv3.1b (1:1000, gift from W. Härtig, Leipzig, Germany) or biotinylated WFA (1:1000, Sigma) in 1% NGS at 4°C overnight. After three rinses with PBS the sections were processed for 1 h with a second mixture of carbocyanine 2 (Cy2)-conjugated goat-anti-mouse IgG (1:200, Dianova) and Cy3-tagged goat-anti-rabbit Fab fragments (1:200, Dianova) in PBS containing 1% NGS in case of the PV/Kv3.1b combination. For combined labeling of PV and WFA, sections were incubated for 2 h at 4°C with Cy5-conjugated streptavidin (1:3500, Dianova) in 1% goat serum. Following three rinses with PBS, sections were processed for 1 h with Cy2-coupled goat-anti-mouse IgG (1:200, Dianova). After further rinsing, sections were mounted on fluorescence-free slides, air-dried and coverslipped with Depex (Serva). Slides were routinely examined with a laser scanning microscope (Leica).
Terminal deoxynucleotidyl transferase-mediated dUTP nick-end labeling staining. To check for apoptotic cell loss, we stained sections from frontal and visual cortex (compared with liver and testis as positive controls) with the in situ terminal deoxynucleotidyl transferase-mediated dUTP nick-end labeling (TUNEL) 2, 24, and 72 h post-TMS application. Following supplier's recommendations (Millipore), we used an ApopTag Peroxidase In Situ Apoptosis Detection Kit (S7100-KIT, Millipore) to label apoptotic nuclei. Thereafter, sections were counterstained with methyl green (0.5% in 0.1 M sodium acetate, pH 4.0) and mounted on slides, air-dried and coverslipped with Depex (Serva).
Immunelectron microscopy. Electron microscopic sections were analyzed to compare the cellular integrity of PV neurons showing either low or high expression of the PV protein and to detect neuronal damage. A detailed description of the method has been published previously (Petrasch-Parwez et al., 2004 , 2007 . Sections for immunohistochemistry were reduced in 1% NaBH 4 in PBS for 30 min and incubated freely floating for 30 min in PBS containing 10% normal NGS. This was followed by incubating the sections for 72 h at 4°C with a monoclonal anti-PV (clone 235, 1:1000, Swant) and a polyclonal anti-WFA (1:1000, Sigma) as primary antibodies, diluted in the previous solution. Sections were washed in PBS, preincubated with 0.1% bovine serum albumin (BSA) in PBS for 1 h, and then incubated with appropriate secondary antibodies (Vector Laboratories) for 24 h at 4°C. After washing and blocking, sections were further incubated for 4 h with ABC (Vector Laboratories) in 0.1% BSA. Peroxidase activity was visualized with 3,3Ј-diaminobenzidine. Afterward, these sections were photodocumented for later detection of the reaction product, and postfixed with 2% osmium tetroxide in PBS for 30 min, dehydrated, and finally flat-embedded in Araldite (Serva). Alternating semithin (0.8 m) and ultrathin (100 nm) sections were cut with an Ultracut UCT microtome (Leica). Every second semithin section was counterstained with 1% toluidine blue, pH 8.9, and adjacent ultrathin sections were contrasted with 5% aqueous uranyl acetate for 5 min, followed by a 5 min staining step with lead citrate (pH 12). Light microscopic pictures were taken with a DP 71 camera (Olympus) mounted on an Olympus light microscope BH-2, and documented by the computer-assisted analysis system (Soft Imaging System GmbH). Ultrathin sections were viewed in a Philips EM 420 electron microscope, documented by the digital system DITABIS (Digital Biomedical Imaging Systems).
Western blotting. Samples from visual and frontal cortex were prepared, and equal amounts of protein from controls and iTBS-treated animals were separated by SDS-PAGE and finally processed for conventional immunoblotting, using antibodies directed against PV (rabbit anti-PV, Swant) and ␤-tubulin (Sigma-Aldrich), respectively. For reference, tissue probes from liver (lacking PV) and muscle (containing high amounts of PV) were included in the analysis. Changes in the amount of PV protein were corrected for the amount of ␤-tubulin labeling (set to 100% in each case). Subsequent immunodetection was performed with horseradish peroxidase-coupled anti-rabbit or anti-mouse IgGs followed by the use of an enhanced chemoluminescence system (GE Healthcare). Optical densities of protein labeled bands were quantified using Leica QWin software package.
Reverse transcriptase-PCR. Reverse transcriptase-PCR (RT-PCR) was performed to determine the amount of mRNA coding for PV in comparison with the amount of PV protein itself as determined by Western blot. Total RNA of cold Ringer-perfused fresh frozen tissues of visual, somatosensory, motor and frontal cortices, as well as other specimens, was extracted using the TRIzol protocol. Equal amounts of photometrically measured RNA were transcribed into cDNA. Aliquots were used in the duplex PCR with primers designed for PV and the housekeeping gene S14 that was taken as reference, whereas a 100 base pair DNA ladder was used as reference scale. After adequate number of amplification cycles, the PCR products were analyzed by electrophoresis on a 1.5% agarose gel containing ethidium bromide for visualization. Digital photos were taken with the Biocapture System (LTF Labortechnik, Wasserburg, Germany) at a setting avoiding saturation levels for analysis of the labeling intensity.
Statistics. Results are presented as means Ϯ SEM. Statistical significance ( p Ͻ 0.05) was tested with ANOVA and post hoc Tukey test in case of immunohistochemical and electrophysiological data and with unpaired Wilcoxon test in case of Western blot, using a statistical software package (SPSS, Version 17.0.0).
Results

Effects of rTMS on EEG activity, spontaneous MUA, and SEPs
The electrophysiological experiments revealed that iTBS and cTBS (4 animals each) had different effects on EEG activity, spontaneous MUA and sensory evoked responses. Compared with control (sham, 4 animals) experiments, iTBS significantly increased the gamma power of the EEG not only during the 1 h episode of five iTBS applications but also for a couple of hours thereafter, while cTBS had no significant late effects on the EEG (Fig. 2a 1 , a 2 ) . Also the power of the other principal EEG bands (delta, theta, alpha, and beta) increased over time but the difference between verum and sham experiments was not significant (see also supplemental Fig. S1 , available at www.jneurosci.org as supplemental material). Only the beta band showed a trend comparable to the changes in the power of the gamma band following iTBS. Similarly, spontaneous MUA firing rate, recorded from layer IV of the rat's somatosensory cortex, strongly increased during iTBS and remained elevated for hours, while cTBS had no lasting effect (Fig. 2b 1 , b 2 ) . Analysis of the interspike interval distribution of MUA revealed that particularly the number of short spike intervals within the range of 1-25 ms strongly increased (Fig. 2c) , indicating not only a rise in spontaneous spiking activity but also a higher correlation or synchronization of spik- ing activity when considering population activity (MUA of ϳ3-4 units). Increased neuronal population activity characterized by interspike intervals shorter than 25 ms, resembling firing rates above 40 Hz, is largely in accordance with the increase of EEG gamma power as has been suggested also by Allen et al. (2007) when observing an increase in gamma power and a shift of interspike interval distributions to shorter intervals following application of short TMS trains to the visual cortex of anesthetized cats. Since EEG signals predominantly capture pyramidal cell activity and because spike interval distribution of MUA exhibited a Poisson-like pattern (data not shown), MUA may largely resemble pyramidal cell activity. However, a contribution of FS cell activity to enhanced MUA cannot be excluded. Although reduced PV expression following iTBS indicates reduced activation of FS cells in general (see Discussion), repeated somesthetic stimulation may increase activity in a subset of FS cells according to the afferent drive, similarly as we propose for the combination of learning with rTMS (Mix et al., 2010) . SEPs were elicited by electrically stimulating one toe of the rat's hindpaw by a triple-pulse protocol of 35 ms interpulse interval. Using this protocol, we could not only estimate the resting excitability of the cortical network via the first SEP elicited, but also the change in cortical excitability resulting from inhibition of the second response induced by the first response. This inhibition, also known as the cortical recovery function (Allison, 1962) , has been used as a test paradigm of cortical inhibition in human somatosensory cortex, here termed paired-pulse inhibition (Ragert et al., 2004) . A similar cortical form of inhibition evoked by stimulation of somatosensory afferents is described for human motor cortex as short-latency afferent inhibition of motorevoked potentials (Tokimura et al., 2000) . Here, we use the term PPAI ). The amplitude of the third SEP in this series helps us to decide whether the decline of the second response is indeed due to cortical inhibition or a result of transmitter depletion or short-term synaptic depression. The third response amplitude was often larger than that of the second response and the amplitude of the following responses oscillated in a dampened manner (separately obtained data not shown), pointing to active cortical inhibition rather than synaptic decline which would result in a monotonic decrease of SEP amplitudes (Hoshiyama and Kakigi, 2003) .
Following both, iTBS and cTBS, the first SEP amplitude increased, while the second response slightly declined after iTBS but clearly increased following cTBS. The increased first, but decreased second response, resulted in a strengthening of PPAI (lowered SEP2/SEP1 ratio, Fig. 3 ) in case of iTBS. No significant change in PPAI was evident for cTBS, because the relative increase in both response amplitudes was almost identical. Control experiments with sham stimulation were performed to check whether SEP amplitudes may change over time as a matter of changing depth of anesthesia, general physiological condition of the animal (see supplemental Fig. S2 , available at www.jneurosci. org as supplemental material, for comparison of EEG status), and as a possible result of repeated sensory stimulation. Especially the steady increase in the amplitude of the first SEP following rTMS could likely be related to response potentiation by repeated stimulation. However, all SEP amplitudes declined during the late part of the control experiments, resulting in a significantly increased first SEP following iTBS and cTBS and strengthened evoked cortical inhibition following iTBS (Fig. 3) .
In summary, our electrophysiological data reveal that iTBS and cTBS resulted in a different modulation of cortical activity:
iTBS, but not cTBS, increased spontaneous activity and EEG gamma power, indicating enhanced cortical excitability. Additionally, iTBS increased both, sensory evoked cortical excitation and inhibition, while cTBS raised evoked response amplitudes without signs of altered short-latency afferent inhibition. As we will further demonstrate, and discuss in more detail later on, iTBS and cTBS seem to modulate the activity of different classes of inhibitory cortical interneurons.
Effects of rTMS on cortical protein expression
Changes in the cortical expression of proteins induced by rTMS were studied early after stimulation (acute; ϳ2 h from onset; 6 -8 animals per group) and in part up to a week post-rTMS (subchronic; 1, 3, or 7 d; 3-4 animals per group). Acute changes in the expression of the CaBPs PV, CB, and CR were clearly different following iTBS or cTBS. Compared with sham-treated and naive controls receiving no rTMS, iTBS strongly (40 -70%) reduced the number of PV-positive cells in all cortical areas analyzed without significantly affecting the CB and CR immunoreactivity ( Fig. 4; supplemental Fig. S3a , available at www.jneurosci.org as supplemental material). Although cortical layers 2/3 often showed a somewhat stronger depletion of PVϩ cells and weaker staining of the neuropil for PV compared with the other layers, quantitative analysis of the number of PVϩ cells revealed no principal differences between layers with regard to the different experimental groups (see supplemental Fig. S3b , available at www.jneurosci. org as supplemental material), indicating that even if rTMS primarily activated the upper cortical layers, also interneurons within the deep layers were affected by the induced activity. Delineation of the cortical layers of the motor cortex was performed according the work of van Brederode et al. (1991) . In this, and in the publications of Krieg (1946) , Skoglund et al. (1997) , and Hiscock et al. (1998) , the motor cortex was divided into six layers. Although the rat motor cortex is described as a five-layered cortex similar to the human motor cortex (Donoghue and Wise, 1982; Zilles, 1985; Beaulieu, 1993; Zilles and Wree, 1995) , we used the subdivision of van Brederode et al.(1991) , because Zilles and Wree (1995) described a higher cell packing density in the lower part of layer 3 of the rat motor cortex, that is comparable to layer IV in the sensory regions.
By contrast, cTBS significantly reduced the number of cells expressing CB by 34 -45%, while the numbers of PV-positive neurons were almost unchanged. The reduction in CR-positive cells following cTBS did not reach statistical significance. For comparison, we also tested the effect of the low-frequency 1 Hz rTMS protocol on CaBP expression. Similar to cTBS, 1 Hz rTMS significantly reduced the number of CB-positive cells by 30 -37% but did not affect the number of PV-and CR-expressing neurons (Fig. 4) .
Investigation of the subchronic rTMS effects revealed a mild recovery of PV immunoreactivity after 1 d but the reduction in the number of PV-positive cells induced by iTBS persisted for ϳ7 d. The weaker reduction in the number of CB-expressing cells induced by cTBS and 1 Hz rTMS was less persistent, recovering within 1 d to almost sham control levels (Fig. 5) . The rTMS effects were evident in all four cortical areas examined (frontal, motor, somatosensory and visual; see supplemental Fig. S4 , available at www.jneurosci.org as supplemental material). A lasting reduction in protein expression is often a matter of restricted synthesis due to lowered mRNA levels coding for the protein. The early reduction in PV expression following iTBS, however, could more likely be a result of an activity-dependent fast degradation of the protein, rather than a reduced synthesis. To check this, Western
Blotting and RT-PCR were performed to quantify the amount of cortical PV protein and mRNA, respectively, early after iTBS (ϳ2 h from onset). As shown in Figure 6 , we found no quantitative difference in the cortical amount of the PCR-amplicon, resembling the mRNA coding for PV, between iTBS-treated and control animals. The total amount of PV protein, however, was reduced by ϳ30% following iTBS (Fig. 6 ), indicating that iTBS had initiated a fast activity-dependent degradation process for PV, most likely via the proteasome system. In a previous study, we could already show that iTBS also increased the cortical expression of zif268 (Aydin-Abidin et al., 2008) , an immediate early gene product which is increased along with long-term synaptic potentiation, and is supposed to increase the proteasome activity (Baumgärtel et al., 2009) .
Quantification of protein expression by immunohistochemistry is limited by factors possibly changing immunoreactivity in situ. In case of the calcium-binding proteins PV, CB and CR, immunoreactivity was shown to be modulated by the amount of calcium bound to the protein (Winsky and Kuźnicki, 1996) . The quantitative analysis of the cortical expression of PV using Western Blotting, however, is independent of the calcium load of the protein due to denaturation of the proteins. Western Blotting resulted in a somewhat less reduction in PV (ϳ30%) than immunohistochemistry (40 -70%) but quantification of PV amount reached a statistically significant level. In addition, we performed immunohistochemistry using two different primary antibodies against PV, a monoclonal mouse anti-PV (clone 235) and a polyclonal rabbit anti-PV, both resulting in very similar staining. It is rather unlikely that both antibodies are affected in the same way by the calcium-dependent change in immunoreactivity of PV. To exclude that formalin-fixation masked the antibody-binding epitope of parvalbumin or calbindin, antigen retrieval (Weiler and Benali, 2005) was performed before immunohistochemical staining. Staining after antigen retrieval showed the same decrease in PV and CB than found after the regular immunoreaction (data not shown).
The observed drastic decline in PV immunoreactivity, with an entire loss of PV phenotype in many neurons, with simultaneous normal PV expression in other cells, raises the question, whether apoptotic cell loss might be involved. To test this hypothesis, the cortical tissue of iTBS-and cTBS-treated rats was further processed for a TUNEL reaction and an electron-microscopic anal- Figure 3 . rTMS effects on evoked sensory activity. a, Time course of changes in the amplitude of the first SEP (SEP1, electrical stimulation) in a series of three subsequent stimulations. For each group, data are normalized, dividing them by the mean of the data points of the pre-TBS condition. For details on time axis, see legend of Figure 2 . b, Mean amplitudes and SEM for the first (SEP1) and second (SEP2) evoked response normalized to the pre-TBS conditions. c, Temporal change of the PPAI calculated as the ratio of second to first response (SEP2/SEP1) for the three experimental groups. d, Means and SEM of PPAI. *p Ͻ 0.05 (Tukey's post hoc test) significant difference from pre condition within each group; # p Ͻ 0.05 (ANOVA/Tukey), significant differences of same condition between groups. e, Averaged SEP traces for post condition of the three experimental groups (not normalized).
ysis. In addition, sections were subjected to double fluorescent labeling of PV and either the Kv3.1b subunit of voltagedependent potassium channels or WFA as a marker for a perineuronal net component mainly detected around fast-spiking neurons (Härtig et al., 1992) . The TUNEL reaction gave no indications for rTMS-induced apoptotic cell death (see supplemental Fig. S5 , available at www.jneurosci.org as supplemental material). Following iTBS but not cTBS, immunofluorescent staining of Kv3.1b, which is mostly expressed in PV-positive interneurons (Weiser et al., 1995) supposed to be the FS neurons also in rat cortex (Kawaguchi and Kubota, 1998) , was frequently observed without costaining for PV (Fig. 7a) . Furthermore, cells ensheathed by WFA-labeled perineuronal nets were as frequent as in control tissue, but many of these cells missed PV staining following iTBS (Fig. 7b) , indicating that these cells were vital despite losing the PV phenotype. Furthermore, the electron microscopic analysis of PV-expressing interneurons did not reveal any morphological differences between neurons that were strongly or very weakly stained for PV, including the extent of the WFAstained perineuronal net around the corresponding interneurons (Fig. 8) .
Discussion
The two theta-burst protocols, iTBS and cTBS-previously shown to modify human cortical excitability in an opposite fashion -also affected rat cortical activity and protein expression very differently. Our results indicate that iTBS and cTBS modulate the activity of different inhibitory cortical systems: iTBS primarily targets inhibition of pyramidal cell output activity by PV-expressing interneurons, while cTBS mostly affects the inhibitory activity of the CB-expressing interneurons Paxinos and Watson (1986) . See supplemental Figure S3 , available at www.jneurosci.org as supplemental material, for further details. primarily controlling synaptic inputs to pyramidal cells (Kawaguchi and Kubota, 1998; Markram et al., 2004) . As will be discussed in more detail below, the former process could be responsible for the enhanced spontaneous MUA and the accompanied increase in EEG gamma power found after iTBS, and would also enable a stronger sensory response evoked from the disinhibited resting cortical activity state. By contrast, disinhibiting the sensory input to pyramids via cTBS may not much affect spontaneous activity but would generally facilitate sensory responses (first and following responses). Quite differently, iTBS led to a stronger inhibition of the second response by the first (PPAI) which was not evident following cTBS. Also this effect can be explained on the basis of reduced PV expression.
The strong loss of PV immunoreactivity signals a reduced activity state of the affected neurons (Bender et al., 2000; Lewis et al., 2005; Tropea et al., 2006; Schwaller, 2009; Sun, 2009) . Reduced neuronal activity is likely resulting from a depression of the excitatory inputs. Excitatory synapses at FS inhibitory interneurons largely follow an anti-Hebbian rule of synaptic plasticity (for review, see Kullmann and Lamsa, 2007) , showing synaptic LTD after prolonged high-frequency input activity and following repeated application of a spike-time-dependent plasticity stimulation protocol usually inducing LTP in excitatory neurons (Lu et al., 2007) . Moreover, brain-derived neurotrophic factor (BDNF) released during high-frequency input activity (Hartmann et al., 2002) promotes synaptic depression at excitatory inputs to PVpositive neurons (Jiang et al., 2004) . The repeated and highly synchronous high-frequency activation of excitatory axons induced by iTBS may have the potential to induce LTD of these synapses, resulting in a hypoactivation of the PV cells especially during resting activity states, and a subsequent reduction or loss of PV expression. A single high-frequency input train as induced by cTBS may not be a suitable signal to induce lasting synaptic plasticity. In this respect, it might be worth to consider that the mutual inhibitory connections between GABAergic cells of the FS-type, switch from a hyperpolarizing to a depolarizing action during prolonged high-frequency trains of activity , a matter of the use-dependent shift in the chloride (GABA A -current) equilibrium potential (Lamsa and Taira, 2003) . The duration of high-frequency neuronal activation induced by rTMS may determine whether inhibitory interneurons of a certain class inhibit or excite each other. The same variable might influence whether neurons can follow the high rate of stimulation, thereby potentially leading to a different outcome of activity-related plasticity of protein expression and electric activity.
Reduced PV expression resulting from the hypoactivation of FS cells will have further consequences for inhibitory activity which could be fundamental to the enhanced PPAI following iTBS. PV belongs to the class of "slow-type" calcium buffers and usually prevents paired-pulse facilitation of the GABAergic synapse at short spike-intervals (30 -100 ms) as shown in the cerebellum (Caillard et al., 2000) and hippocampus (Vreugdenhil et al., 2003) . If presynaptic PV content is reduced (Caillard et al., 2000; Rozov et al., 2001 ), or knocked out (Schwaller et al., 1999) , paired-pulse facilitation-a sign of short-term synaptic plasticity-becomes evident at firing rates above 30 Hz, the dominant firing pattern of FS neurons when tonically activated. Consequently, synaptic inhibition will be strengthened if these interneurons receive strong input, as would be the case during sensory input. Strengthened recurrent inhibition would then result in a stronger intracortical suppression of sensory activity following at short delays (increase in PPAI). A strengthening of the GABAergic synapses by iTBS is further supported by our recent finding of increased GAD65 expression following iTBS and cTBS (Trippe et al., 2009) , which is indicative of enhanced presynaptic GABA-synthesis and release, while the reduction in GAD67 supports the general hypoactivation of inhibitory neurons.
Altered GABAergic synaptic transmission due to a change in the expression of PV and/or the GABA-transporter GAT-1 has been discussed as a possible reason for modified gamma oscillations in schizophrenic patients and animal models of schizophrenia (Lewis et al., 2005; Morris et al., 2005; Pratt et al., 2008; Sakai et al., 2008; Vierling-Claassen et al., 2008 ). Typically, gamma power then displays less increase during cognitive tasks and, more critically, gamma power does not scale with cognitive demands as found in healthy controls (Cho et al., 2006; Lodge et al., 2009) . The loss of either PV, or GAT-1, or both would strengthen and prolong the IPSCs. However, the consequences for oscillatory activity in the gamma range are still a matter of discussion (Lewis et al., 2005) . Vreugdenhil et al. (2003) reported a strong increase in the power of kainate-elicited gamma-oscillations in the hippocampus of PV-knock-out mice, supporting our observation of increased cortical gamma and beta power following iTBS-induced decrease in PV. Vierling-Claassen et al. (2008) studied the effect of prolonged IPSCs in an auditory entrainment model of the auditory cortex to simulate altered oscillatory activity related to schizophrenia (Kwon et al., 1999) . The model favored an increase in oscillatory activity in the beta range due to prolonged IPSCs, while that in the gamma range was reduced. In schizophrenic patients, usually a decrease in EEG gamma power dominates but many differences between brain regions and animal schizophrenia models exist, showing also increased gammapower following loss of PV (for review, see Roopun et al., 2008) . Subnarcotic application of NMDA receptor antagonists mimics or amplifies symptoms of schizophrenia and leads to an increase in ongoing gamma activity in humans (Hong et al., 2010) and rats (Hakami et al., 2009 ) and reduces the expression of PV (Pratt et al., 2008) . This increase in "gamma noise" (Hakami et al., 2009) may impair the specific generation of oscillatory activity in the gamma range during sensory or cognitive processing. A recent study indeed reported a deficit in event-related inhibition of gamma-oscillation in schizophrenics (Farzan et al., 2010) . In summary, these findings indicate that the systems controlling the generation of gamma-oscillations are disturbed in schizophrenia and that fast-spiking PV-expressing interneurons largely contribute to this process.
CB, on the other hand, is a fast-type calcium buffer, limiting transmitter release in response to a single presynaptic action potential but promoting facilitation of synaptic responses with high-frequency spike trains (Caillard et al., 2000; Rozov et al., 2001) . This, and the finding that CB is mainly expressed by nonfast-spiking interneurons, providing dendritic rather than perisomatic inhibition (Markram et al., 2004) , could explain the different effect on PPAI following cTBS-induced reduction in CB expression. Also CB has been found to be expressed in an activitydependent manner (Tropea et al., 2006; Chaudhury et al., 2008; Mainardi et al., 2009) . A reduction in the CB expression and corresponding attenuation of dendritic inhibition could thus explain the general increase in sensory evoked cortical activity.
A couple of rTMS studies in humans also indicate the possible involvement of inhibitory systems in the modulation of cortical excitability. Using magnetic resonance spectroscopy, Stagg et al. (2009) demonstrated an increase in GABA content following cTBS of the human motor cortex. However, with respect to a possibly reduced cortical excitability it has to be considered that extra-synaptic GABA likely inhibits also GABAergic neurons. Huang et al. (2005) reported a decrease in TMS-elicited shortinterval cortical inhibition following cTBS, but an increase after iTBS, which is largely consistent with the enhancement of PPAI we found in rat cortex following iTBS.
A different contribution of cortical subsystems to the effects induced by iTBS and cTBS was also proposed by Di Lazzaro et al. (2005 Lazzaro et al. ( , 2008 . They concluded that the reduction of the first wave of intracortically induced corticospinal activity (I1) following cTBS is caused by suppressed excitatory inputs to cortical output cells, while the enhancement of subsequent activity waves, supposed to be carried by intracortical connections (I2, I3), could be a result of a weakened recurrent inhibition by iTBS. Reduced activity-dependent PV expression in rat cortex following iTBS would support this finding, but compensatory increase in GABAergic synaptic transmission may occur subsequently, possibly reversing the initial effect. Thus, the observed increase in sensory evoked inhibition could be a process that becomes evident somewhat later than usually investigated in human studies (Ragert et al., 2004) .
Due to reasons of different spatial patterns of cortical activation by TMS and the likelihood of different cortical activity states, our findings obtained in the anesthetized rat may be not directly applicable to TMS of the human cortex. However, high-frequency and synchronous activation of excitatory axons will also happen with iTBS and cTBS applied to humans and could likely affect the inhibitory cortical systems in a similar way as we found in the rat, a matter worth to be considered for further attempts to modulate human cortical excitability.
