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Abstract
In this paper we design hybrid control policies for hybrid systems whose mathematical models are unknown. Our
contributions are threefold. First, we propose a framework for modelling the hybrid control design problem as a single
Markov Decision Process (MDP). This result facilitates the application of off-the-shelf algorithms from Reinforcement
Learning (RL) literature towards designing optimal control policies. Second, we model a set of benchmark examples of
hybrid control design problem in the proposed MDP framework. Third, we adapt the recently proposed Proximal Policy
Optimisation (PPO) algorithm for the hybrid action space and apply it to the above set of problems. It is observed that
in each case the algorithm converges and finds the optimal policy.
Keywords: Hybrid Control, Markov Decision Process, Reinforcement Learning, Proximal Policy Optimisation, Neural
Networks
1. Introduction
1.1. Motivation
A hybrid dynamical system involves interaction between
continuous (time-driven) and discrete (event-driven) dy-
namics. A large class of real-world systems including air
traffic management, chemical process control, communi-
cation networks, embedded control, engine control, and
robotics can be modelled as hybrid systems. In this paper
we focus on the design of hybrid control policies for hybrid
systems. Such control policies comprise of both continu-
ous and discrete signals, which take values in a continuum
(such as the set of real numbers R) and a finite set (such
as {a, b, c}), respectively. The reader is referred to [14, 21]
for detailed discussions on hybrid systems and control.
The problem of designing hybrid control policies that
ensure good qualitative and quantitative properties of sys-
tems has attracted considerable research attention in the
past two decades. This includes stabilization and optimal
control of power electronic devices [33], mobile robots [3],
autonomous vehicles [15], etc. A common assumption in
the existing body of works is the availability of accurate
mathematical model of the system that is to be controlled.
However, system identification of hybrid systems, even in
the simplest form of switched linear systems or piecewise
affine systems, is known to be a NP-hard problem, see
e.g., [19] for a detailed discussion. This fact motivates the
current paper.
We consider hybrid systems whose underlying mathe-
matical models are not available and design hybrid control
policies that optimize certain performance criteria of the
systems. In the sequel we will occasionally abbreviate a
hybrid control policy as a control policy whenever there is
no risk of confusion. We will also call a control policy that
optimizes the desired performance criteria as an optimal
control policy.
1.2. Prior works
A natural tool for model-free design of optimal control
policies is Reinforcement Learning (RL) algorithms. Indeed,
the close connection between RL and optimal control are
well-known, see e.g., [29, Chapter 3], [5] for details.
In [12] the authors apply learning automata towards
designing optimal control policies for hybrid systems. This
technique was later extended to a blend of learning au-
tomata and RL algorithms in [36]. In [20] a hybrid control
policy that minimizes a certain quadratic state-input cost
for switched linear systems is designed by employing a
Q-learning based technique. The recent work [22] proposes
an RL algorithm with hybrid (continuous and discrete) ac-
tion space that designs optimal control policies for hybrid
systems with controlled and/or autonomous switching. A
value iteration based RL technique has been employed to
design optimal control policies for stochastic hybrid sys-
tems with jumps in [32]. The proposed method, however,
requires complete knowledge of the system model. In this
paper we target an RL-based design of optimal control
policies for a larger class of hybrid systems.
1.3. Our contributions
We consider two types of hybrid systems, commonly clas-
sified as time-driven systems that include event-driven dy-
namics and event-driven systems that include time-driven
dynamics, see e.g., [8, 10] for details. The former type
refers to systems where event-driven dynamics arises as
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substructures of time-driven dynamics, while the latter
type refers to systems where time-driven dynamics arises
as substructures of event-driven dynamics. In the sequel
we will call these types of hybrid systems as Type-I and
Type-II hybrid systems and the corresponding problems
of designing hybrid control policies as Type-I and Type-II
hybrid control design problems, respectively. We use two
running examples to illustrate the complexities of the above
classes of hybrid control design problems.
Example 1. (Type-I hybrid control design problem: Four-
gear car) We consider the setting of a four-gear car from
[21]. Let x1, x2 and q denote the longitudinal position,
velocity and the gear position of the car respectively. The
dynamics of the system is driven by
[x˙1,t
x˙2,t
] = [ x2,t
fq(x2,t)ut] , (1.1)
where the function fq(x2) gives the acceleration gener-
ated at a particular gear and velocity pair, (q, x2) and its
behaviour for different gears is shown in figure 1.
Figure 1: Acceleration as a function of velocity for different gears.
At all velocities, appropriate gear selection is essential.
Otherwise, little acceleration will be generated and the car’s
velocity will not increase. At every instant of time, the
controller has two decisions to take: the throttle position
u ∈ [0,1], which is a continuous control action (to decide
what percentage of acceleration to use), and v ∈ {−1,0,1},
which is a discrete control action (to decide whether to
decrease the gear by 1, ride in the same gear or increase
the gear by 1). Decreasing the gear when the car is in
gear 1 and increasing the gear when it is in gear 4 is not
permitted. When the car reaches the velocity of 90 m/s,
a sudden brake is automatically applied, which resets its
velocity to 20 m/s. Starting the stationary car in the
first gear, the goal of the controller is to cover maximum
distance in a stipulated time, say 10 seconds by controlling
the throttle and the gear box.
Notice that we have a collection of four dynamical sys-
tems, one for each gear. At time t, the continuous state,(x1,t, x2,t), represents the position and velocity of the car,
which is governed by (1.1), while the discrete state qt rep-
resents the gear of the car. We make two observations: (i)
The system switches from one dynamical system to another
when a gear is changed. After the switch, the continuous
state starts evolving according to a new dynamical system.
(ii) A sudden impulse is observed (velocity reset to 20 m/s)
when the continuous state reaches a certain set (velocity
reaches 90 m/s).
Example 2. (Type-II hybrid control design problem: Steel
annealing process) We consider the setting of a steel an-
nealing process from [11]. Several strips pass through a
heating furnace, that changes their temperature. Each
strip (referred to as a job) has two states: a physical state
(temperature), and a temporal state (arrival and departure
time). The temperature, x(t), starting from 30℃, changes
according to the following dynamics:
x˙(t) = −K1u +K2(F 4 − x(t)4). (1.2)
The rate of change of temperature depends on the strip
velocity, u (remains constant during the process), and the
furnace reference temperature, F (which is 600℃). Here,
K1 = 1.14 and K2 = 7.82 × 1012 are prescribed constants.
The complex non-linear heat transfer equation (1.2) is
approximated by
x˙(t) = 1
f(u)(F − x(t)), (1.3)
where f(u) = 5.4u + 29.
Consider N strips, where the ith strip has length hi
and arrives at time ai. The temporal state, zi, of the i
th
strip is denoted by the tuple (z1,i, z2,i), where z1,i and z2,i
represent the arrival and the departure times of the job i
respectively. Suppose that the controller sets the velocity
of the ith strip to ui. The temporal states zi are computed
as
z1,i = max(ai, z1,i−1) + hi
ui
;
z2,i = z1,i + L
ui
,
(1.4)
where z1,0 = −∞ and L = 500m.
We have that umin ⩽ u ⩽ umax. In view of [11, Lemma 1],
if β = 1/f(ui), then θ(ui) (resp. φ(zi)), defined as
φ(zi) = −(z2,i)2,
θ(ui) = − ∣F − x(L/ui)∣2 − β ∫ L/ui
0
(F − x(t))2dt, (1.5)
is a decreasing (resp. increasing) function of ui. The agent
here needs to strike a balance between two competing
objectives: (i) reducing temperature error with respect to
the furnace reference temperature F , and (ii) delivering
the completed jobs in timely fashion. Thus, the optimal
control problem is given as follows:
max
u1,..,uN
N∑
i=1 [φ(zi) + θ(ui)]
subject to (1.2), (1.4), (1.5). (1.6)
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We observe the following differences between the two
settings described above: (i) The first example deals with
only one car, while the second example involves several
strips. (ii) In the first example the controller has to manage
the throttle and the gear box during the entire 10s period,
while in second example the controller observes the arrival
times of strips and decides their (time-independent) veloci-
ties in one go. (iii) In the first example the car has only
the physical state (represented by the position, velocity
and the gear), while in the second example each strip has
a physical state (temperature) as well as a temporal state
(arrival and departure times).
Our key contributions in this paper are the following:○ First, we model both Type-I and Type-II hybrid control
design problems in a MDP framework. This result facili-
tates the application of off-the-shelf algorithms from RL
literature towards designing optimal hybrid control poli-
cies for hybrid dynamical systems whose mathematical
models are not available.○ Second, we model five benchmark hybrid control design
problems in the proposed MDP framework.○ Third, we adapt the Proximal Policy Optimisation (PPO)
algorithm for hybrid action space and apply it on the
above set of problems. It is observed in each case that
the algorithm converges and finds the optimal hybrid
control policy.
We emphasize that our design of hybrid control policies
does not require an explicit knowledge of a mathematical
model of the system that is to be controlled, and hence,
is an instance of a model-free approach for the design of
optimal hybrid control policies. Our results differ from
the existing techniques in terms of the classes of hybrid
systems under consideration and the algorithm employed
for the design. In fact, to the best of our knowledge, this
is the first instance in the literature where an actor-critic
algorithm (PPO in this case) is applied to address hybrid
control design for a vast class of hybrid systems. We employ
the OpenAI Gym API platform for the implementation
task [9].1
1.4. Paper organization
The remainder of the paper is organised as follows: in
§2, we catalog a set of descriptions and notions from RL
literature. Our results appear in §3. We also describe
various features of our results in this section. We conclude
in §4 with a brief discussion of future research directions.
2. Preliminaries
2.1. Reinforcement Learning, Markov Decision Processes
and Proximal Policy Optimisation algorithm
RL [6, 29] uses the framework of MDP to define in-
teractions between a learning agent and its environment.
1Our codes along with instructions for executing them are available
as supplementary material with this manuscript.
The goal of the agent is to maximise a certain utility or
a long-term reward. An MDP consists of the following
components: a state space S, an action space A, a model
p(st+1∣st, at), which specifies the probability of transition
from a state st to another state st+1 under the action at, a
reward function r(st, at, st+1) ∈R and the discount factor,
γ ∈ [0,1), which ensures that the total return is bounded.
The agent samples actions from a state-conditioned distri-
bution function pi(a∣s). The goal of the agent is to find
a certain policy pi to maximise the expected return or
the value function Jpi(s) ∶= Epi[∞∑
t=0γtr(st, at)∣s0 = s] when
starting from any given state s.
RL algorithms can be broadly classified into three cate-
gories: value-based algorithms, policy-based algorithms
and actor-critic algorithms. For the value-based algo-
rithms, for some policy pi, we define the action value
function, Qpi(s, a), as the expected discounted reward
when choosing the action a, in the state s, and then
acting subsequently according to the policy pi. Thus,
Qpi(s, a) ∶= Epi[∞∑
t=0γtr(st, at)∣s0 = s;a0 = a]. Our aim is
to find pi∗, such that Jpi*(s) is maximum for any s. While
the agent is in state s, it computes Qpi*(s, a) for all al-
lowed actions in the state s, and chooses the action with
the maximum action value. Thus, Jpi∗(s) = max
a
Qpi
∗(s, a).
However, we do not explicitly compute pi* in value-based
algorithms. In the policy-based algorithms, we directly
try to find pi∗(a∣s) and do not compute the action-value
function Qpi(s, a) for a given policy pi. We restrict the
policy to a certain class, parameterised by theta: piθ(a∣s).
Our modified problem restricts the search in the domain
of θ and tries to find a certain θ that maximises J(piθ).
Actor-critic algorithms combine features of both the above
methods. They involve both: an explicit policy (actor)
update and an action value function (critic) update. The
PPO algorithm is a recent actor-critic algorithm [27]; we
provide its pseudo-code in Algorithm 1.
Most of the effective RL algorithms have their roots in
Deep Learning [31, 26, 27]. Several earlier algorithms that
use linear function approximators provided the guaran-
tees of convergence [35, 30]. However, the linear function
approximators are limited by their capability. This is pre-
cisely where the recent deep learning framework is helpful.
It allows us access to highly non-linear function approx-
imators. But it has two major problems: (a) It is hard
to understand the hidden features that a neural network
learns. (b) We lose the convergence guarantees that linear
function approximators provide [2, 35]. Hence, the reflec-
tion of the state-of-the-art in Reinforcement Learning (RL)
is: There are no methods that are guaranteed to work for
all or even most problems, but there are enough methods to
try on a given problem with a reasonable chance of success
in the end [5]. PPO is one such algorithm, which uses deep
neural networks as actor and critic architectures. Note that
convergence of the PPO algorithm to an optimal policy
is not guaranteed mathematically. However, for all our
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benchmark examples, it is observed that the algorithm
converges and finds an optimal hybrid control policy.
2.2. Our implementation of PPO algorithm
We adapt the spinning up implementation of PPO for
the hybrid action space [1]. We assume that all actions
are independent of each other and that all discrete actions
follow the Boltzmann distribution and all continuous ac-
tions follow the Normal distribution (all continuous actions
have the same variance). To construct a policy for the
hybrid action space, we have a single neural network that
outputs the means for the continuous actions and category
weights for discrete actions. For Example 1, with one dis-
crete action, v (that can take 3 different values), and one
continuous action, u, the actor neural network has four
output nodes: the first three nodes output the weights
corresponding to different categories of v (using which the
Boltzmann distribution is constructed) and the last node
outputs the mean of u (using which a Normal distribution
is constructed). The critic neural network has the same
architecture as the actor neural network (two hidden layers,
each containing 64 nodes with Tanh activation), except
that it has a single output node which gives an estimation
of the state value of a certain state. Note that we have
used the same actor and critic network architectures (two
hidden layers, each layer contains 64 nodes, all nodes have
Tanh activation) for all problems. Note that we have used
the same number of nodes in each hidden layer as well as
the same activation function for the actor as well as the
critic neural network for all our benchmark problems. We
are now in a position to present our results.
3. Results
We describe our results for Type-I and Type-II hybrid
control design problems separately.
3.1. Type-I hybrid control design problem
Recall that a hybrid dynamical system involves an in-
teraction between continuous (time-driven) and discrete
(event-driven) dynamics. The time-driven dynamics in-
volves a continuous state process (denoted by x) that
evolves according to some differential equations, and the
event-driven dynamics involves a discrete state process (de-
noted by q) that is driven by some discrete event system.
A natural analytical complexity for these systems arises
due to a “jump” from one state to another. Two types of
jumps are possible: (i) switching and (ii) impulse. After a
switch, the dynamics q, and thus the differential equation
changes abruptly, and from then on, the system starts
evolving according to a new differential equation, whereas
an impulse changes the continuous state x abruptly. The
jumps can as well occur in two modes: controlled and
autonomous. A controlled jump is caused by an exter-
nal input/action, while an autonomous jump is governed
by internal mechanism of the system. Consequently, any
modelling framework needs to cover the following four phe-
nomena: (i) controlled switching, (ii) controlled impulse,
(iii) autonomous switching and, (iv) autonomous impulse.
Example 1 is an instance of controlled switching with au-
tonomous impulse. After the controller decides to change
the gear, velocity x2 evolves according to a different dy-
namics fq(x2), resulting in controlled switching. The car’s
velocity automatically resets to 20 m/s after reaching 90
m/s, implying an autonomous impulse.
The work [8] proposes a framework to model the classes
of problems described above as controlled general hybrid
dynamical systems (CGHDS) described by the subtuple:
Hc = [Q,Σ,B,G,V,C,D]. Here, Q is a set of discrete
states where q ∈ Q represents the index of the dynamics.
Σ = {Σq}q∈Q is a collection of controlled dynamical sys-
tems, where each Σq = (xq, x˙q, uq) represents a continuous
state space, a continuous dynamics and a set of continuous
control. We have x˙q ∶ xq × uq → xq. Further, V is a set
of discrete controls. B = {Bq}q∈Q and C = {Cq}q∈Q are
collections of autonomous jump sets and controlled jump
sets respectively, where Bq,Cq ⊂ xq for all q ∈ Q. Also,
D = {Dq}q∈Q is a collection of destination sets with Dq ⊂ S
and S = ⋃
q∈Qxq × {q}. G = {Gq}q∈Q is a collection of au-
tonomous jump transition maps, where Gq ∶ Bq ×Q → S.
The total reward is given by
R = ∞∫
0
e−atK(x(t), q(t), u(t))dt
+∑
i
e−aσiRb,i(x(σi), q(σi), vi)
+∑
j
e−aζjRc,j(x(ζ−j ), q(ζ−j ), x(ζ+j ), q(ζ+j )), (3.1)
where a > 0 is the discount factor, {σi} and {ζj} represent
the autonomous and controlled jump times respectively.
x(ζ−j ), q(ζ−j ) and x(ζ+j ), q(ζ+j ) respectively represent the
pre and post states during the jth controlled jump. K(⋅, ⋅, ⋅)
denotes the operating reward, Rb(⋅, ⋅, ⋅) the autonomous
jump reward, and Rc(⋅, ⋅, ⋅, ⋅) is the controlled jump reward.
In Example 1 we have Q = {1, 2, 3, 4}, xq = R2, x˙q is given
by (1.1), uq = {u}, V = {v}. Bq = R × {90} and Cq = R2
for all q ∈ Q. Dq(t) = (x1(t), x2(t)) × ({q(t) − 1, q(t), q(t) +
1} ∩ {1,2,3,4}). Gq(x1,90, q) = (x1,20, q) for all q ∈ Q.
K(x(t), q(t), u(t)) = x2(t) and both Rb and Rc are zero.
3.1.1. MDP Framework
Under the assumptions mentioned below, we propose an
MDP framework for Type-I hybrid control design problems.
Assumption 1. All dynamical systems ({Σq}q∈Q) have a
common xq and uq.
Assumption 2. At every instant, only an autonomous or
a controlled jump can occur.
We discretize the differential equation governing xq and
assume that in the small unit of time dt, x˙q(x(t), u(t))
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Algorithm 1 Pseudo-code for PPO algorithm
1: Input: initial policy parameters θ0, initial value function parameters φ0.
2: for k = 0, 1, 2,. . . training epochs:
3: Collect set of trajectories Dk = {τi} by running policy pik = pi(θk)
4: Compute Rewards-to-go Rˆt.
5: Compute Advantage Estimates Aˆt using any method of advantage estimation based on Vφk
6: Update the policy by maximising the PPO-Clipped Objective via some gradient descent algorithm:
7: θk+1 = argmax
θ
1∣Dk ∣T ∑
τ∈Dk
T∑
t=0min( piθ(at∣st)piθk (at∣st)Apiθk (st, at), g(,Apiθk (st, at)))
8: Update the critic network by maximising the MSE via some gradient descent algorithm:
9: φk+1 = argmin
θ
1∣Dk ∣T ∑
τ∈Dk
T∑
t=0(Vφ(st) − Rˆt)2
10: End for
remains constant. Also, the agent interacts with the
environment after every dt duration. Here, dt is the design
choice and can be chosen as small as possible. At a certain
time t, state, action, model, reward and discount factor
are given by:
○ State: (xt, qt)○ Action: (ut, vt, x1t , q1t )○ Model and Reward:
if xt ∈ Bqt then
(xt+1, qt+1) = Gqt(xt, qt)
reward = Rb(xt, qt, vt)
else if xt ∈ Cqt then
(xt+1, qt+1) = (x1t , q1t )
reward = Rc(xt, qt, xt+1, qt+1)
else
qt+1 = qt ; xt+1 = xt + x˙qt+1(xt, ut) × dt
reward =K(xt, qt, ut) × dt
end if○ Discount Factor: γ ∈ [0,1)
3.1.2. Examples
Example 1. (Revisited) We discuss two hybrid control
design problems: Example 1 and a similar scenario without
the impulse criteria (that resets the car velocity to 20 m/s
when it reaches 90 m/s). We model both the settings in
the proposed MDP framework. We choose dt as 0.01. The
agent needs to operate for 10s, hence the total episode
length is 1000. As this is a finite horizon problem, the
total episode reward is bounded, and we can choose the
discount factor as 1. At time t, state (x1,t, x2,t) corresponds
to the position and velocity. Action (ut, vt) corresponds
to the continuous and discrete controls. The model gives
qt+1, x1,t+1 and x2,t+1 as: qt+1 = min(max(qt + vt,1),4).
x2,t+1 = x2,t + fqt+1(x2,t)utdt with an exception: for the
problem with impulse, x2,t+1 = 20 when x2,t = 90. Also,
x1,t+1 = x1,t + x2,t+1dt. Reward is x2,tdt. We execute PPO
for 2000 epochs for both problems. Figure 2 discusses the
results.
Example 3. (Water heater) We consider the setting of a
water heater from [25]. The example contains 3 components:
(i) a tank that contains water, (ii) a gas burner that can be
turned ON or OFF, and (iii) a thermometer that monitors
the temperature of the water tank.
Let us denote the temperature in the water tank by x1,
which is governed by: x˙1 =K(h − x1) when the burner is
ON and x˙1 = −Kx1 when the burner is OFF. We fix the
value of K to be 0.075 and h to be 150. This rule is valid
only when the temperature is within 20-100℃. Initial water
temperature is 20℃. Temperature cannot decrease beyond
20℃ and cannot increase beyond 100℃.
The goal of the agent is to operate for 30s and stay
within these three constraints: (C1) The temperature in
the tank must never reach 100℃. (C2) After 15 seconds of
operation, the system must be in stable regime, which is
to say that the temperature in the water tank must always
be between 91℃ and 97℃. (C3) During the stable regime,
the burner should never be continuously ON for more than
2 seconds.
We model this controlled switching problem in the MDP
framework. We choose dt as 0.01. The agent has to operate
for 30s, hence the total episode length is 3000. At time
t, state (x1,t, x2,t) corresponds to the temperature of the
water tank, and for how long the burner is continuously
ON. Action vt corresponds to the command to turn the
burner ON or OFF, which takes a value 0 or 1. The model
gives x1,t+1 and x2,t+1 as: x1,t+1 = x1,t + K(h − x1,t)dt;
x2,t+1 = x2,t + dt when vt = 1, and x1,t+1 = x1,t −Kx1,tdt;
x2,t+1 = 0 when vt = 0. The reward is R1 +R2 +R3. Here,
R1 = −e(x1,t−100); R2 = min(x1,t − 91,97 − x1,t,0) when
t ⩾ 15s and 0 otherwise; R3 = min(2 − x2,t,0) when t ⩾ 15s
and 0 otherwise. Here, we have defined our rewards in
such a way that the agent obtains the maximum reward
when the temperature profile satisfies all the conditions.
We execute PPO for 3800 epochs. Figure 3 discusses the
results.
We now move on to our next set of results.
3.2. Type-II hybrid control design problems
Many manufacturing processes involve discrete entities
(referred to as jobs) that pass through a series of workcen-
ters. Physical state of these jobs (temperature, size, weight,
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(a) Reward vs Epochs (Without im-
pulse)
(b) without impulse: we plot car’s gear position, throttle, and velocity/100 for 10s using the policy at
3 stages of training: at the start, after training for 200 epochs and at convergence (from left to right)
(c) Reward vs Epochs (With im-
pulse)
(d) with impulse: we plot throttle, car’s gear position, and its velocity/100 for 10s using the policy at
3 stages of training: at the start, after training for 200 epochs and at convergence (from left to right)
Figure 2: (a) and (c) show that, for both problems, reward increases as the training progresses and eventually converges. (b) Plots for the
problem without impulse show that, initially the agent changes gears and sets the throttle arbitrarily, thereby covering only a small distance.
After training for 200 epochs, the agent drives more sensibly. The policy at convergence shifts from gear 1 to 2 at the velocity at which f2(x2)
and f1(x2) intersect. This makes sense as after this velocity, the second gear generates more acceleration than the first. Similarly, the agent
changes from gear 2 to 3, and from gear 3 to 4, at velocities where f2(x2), f3(x2) and f3(x2), f4(x2) respectively intersect. (Refer to the
figure 1 for fq(x2)). Also, the agent eventually learns to use full throttle during the entire episode. (d) Plots for the problem with impulse
show that initially the agent drives randomly. After training for 200 epochs, the agent drives more sensibly. However, the car reaches 90
m/s, at which point its velocity is reset to 20 m/s. The car gets stuck at this velocity and covers little distance in the remaining time. The
last figure shows an amazing result. As per the policy at convergence, the agent avoids reaching 90 m/s velocity. Instead, as soon as the
car reaches 89.9 m/s, the agent decreases the gear from 4th to 1st in its next 3 subsequent interactions with the environment. As f1(89.9)
is negligible, the car’s velocity does not increase any more. The car cruises at this velocity for the remaining time, avoids reaching 90 m/s,
thereby tries to cover maximum distance.
(a) Reward vs Epochs (b) Temperature profile using the policy at 3 stages of training: at the start, after training for 200
epochs and at convergence (from left to right)
Figure 3: (a) shows that the reward increases as the training progresses and eventually converges. (b) shows that, at the start of the training,
the temperature profile violates several conditions. The profile gets better after training for 200 epochs. The profile obtained by the policy at
convergence does not violate any constraint, and the agent gets a reward close to 0.
chemical composition etc.) evolves according to certain
time-driven dynamics, whereas temporal state of these jobs
(waiting time or departure time of jobs at workcenters)
changes according to some event-driven dynamics. Exam-
ple 2 is one such process. Quickly finishing processing a job
may achieve the job completion deadline (good temporal
state), but may not meet the target quality criteria (bad
physical state). Achieving perfect quality (good physical
state) may require more time for processing the job and
runs the risk of not meeting deadlines (bad temporal state).
Hence, a certain trade-off needs to be achieved.
In [10] the authors propose a framework to model these
problems as follows: The system starts at time z0 from a
physical state ζ1 and evolves according to the time-driven
dynamics: x˙1 = f1(x1, u1, t), where u1 is a control. At time
z1, a switch takes place, which changes both the physical
state as well as the dynamics. The physical state becomes
ζ2 and the system evolves according to a new dynamics
x˙2 from then on. In general, after the i
th switch, the
time-driven dynamics is given by x˙i = fi(xi, ui, t) with the
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starting condition zi(xi) = ζi. The event-driven dynamics
is given by zi = gi(zi−1, xi, ui, t). The optimisation problem
in this case is the following:
max
u1,..,uN
N∑
i=1Li(zi, ui). (3.2)
Here, N is the total number of jobs. Notice that (1.2),
(1.4) and (1.6) from Example 2 represent time-driven dy-
namics, event-driven dynamics and optimisation problem
respectively. For simplicity, the framework assumes that
the control variables are time independent. Hence, the
agent gets to observe only the arrival times ai of jobs, and
has to decide ui straightaway.
3.2.1. MDP Framework
We model Type-II hybrid control design problems
as Markov Decision Processes with the state being
(a1, a2, . . . , aN ), action being (u1, u2, . . . , uN ) and the re-
ward being
N∑
i=1Li(zi, ui). The key here is the assumption
that the control variables are time-independent, which
makes it a single-stage process. Thus, there is no next
state, and hence no model. Notice that u in equation (1.2)
is time-independent. Hence, once the controller sets the
velocities ui, it cannot interfere. Also, as the length of the
episode is 1, the discount factor is also redundant. Hence,
this is a contextual bandit problem [18].
3.2.2. Examples
Example 2. (Revisited) Example 2 is a steel annealing
process with a single furnace. We solve the same problem
mentioned in [11]. Five strips arrive at 0.2, 2, 4, 7 and
10 minutes respectively, with all of them having length of
1000m. umin = 100 m/min and umax = 700 m/min. We
modelled this problem in the MDP framework and ran the
PPO algorithm for 5000 epochs. Figure 4 discusses these
results.
Example 4. (Multiple furnace systems) Some annealing
processes have multiple furnaces, such as a heating fur-
nace, a soaking furnace and a cooling furnace, operating
in tandem. These furnaces may have different reference
temperatures and different furnace lengths. The thermal
dynamics (physical states) in each furnace is governed by
(1.2) with corresponding initial states.
We consider N strips and M furnaces with a total of
N ×M jobs. Let hi and ai be the length and arrival time of
the ith strip respectively, Lj be the length of jth furnace
and ui,j be the velocity of ith strip in the jth furnace. Let
z1,0,1 = −∞. The temporal states zi are computed by
z1,i,1 = max(ai, z1,i−1,1) + hi
ui,1
,
z2,i,3 = z1,i,1 + L1
ui,1
+ M∑
k=2
hi +Lk
ui,k
,
(3.3)
where z1,i,1 denotes the time at which the ith strip com-
pletely enters the first furnace, and z2,i,3 denotes the time
at which it leaves from the third furnace.
The optimal control problem can be described by
max
u1,1,..,uN,M
N∑
i=1 [ φ(zi) + (M∑j=1 θ(ui,j))]
subject to (1.3), (3.3), (3.5), (3.4)
where
φ(zi) = −(z2,i,3)2,
θ(ui,j) = − ∣Fj − xi(Lj/ui,j)∣2 − β ∫ Lj/ui,j
0
(Fj − xi(t))2 dt.
(3.5)
We solve the same problem mentioned in [11]. Six strips
arrive at 0.8, 8, 12, 16, 24 and 28 minutes respectively, with
all of them having length of 600m. 3 furnaces have length
400, 300, 200m and reference temperatures 500, 400, 200℃
respectively. umin = 100 m/min and umax = 700 m/min.
We modelled this problem in the MDP framework and ran
the PPO algorithm for 20000 epochs. Figure 5 discusses
the results.
3.3. Discussion
So far, we have presented MDP frameworks for both
Type-I and Type-II hybrid control design problems, mod-
elled a set of benchmark examples in the proposed frame-
works, and designed optimal control policies by employing
PPO algorithm from RL literature. We now highlight a
few features of our results.
Remark 1. Hybrid dynamical systems cover a very large
class of practical settings under its canopy. Not surprisingly,
researchers in systems and control domain have proposed
various frameworks to model a hybrid system for control
design, see e.g., [4, 7, 8, 10, 13, 17, 23, 28, 34, 16, 24] for
detailed discussions. In this paper we restrict our attention
to the frameworks from [8] and [10] (described in §3.1 and
§3.2, respectively) to develop our results.
Remark 2. The proposed techniques on model-free hybrid
control design cater to a large class of hybrid systems. In-
deed, we consider various classes of “jumps” in the dynam-
ics (including impulses and switches, both for autonomous
and controlled cases) and do not opt for continuous or dis-
crete abstractions of the hybrid action space in our design
of optimal control policies.
4. Conclusion
In this paper we presented a model-free approach to the
design of hybrid control policies for two classes of hybrid
systems using RL techniques. In particular, for each case,
we proposed MDP frameworks, modelled a set of bench-
mark examples in that framework, and applied the PPO
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(a) Reward vs Epochs (b) Temperature profile for policies at 3 stages of training: at the start, after training for 200 epochs
and at convergence (from left to right)
Figure 4: (a) shows that the reward increases as training progresses and eventually converges. (b) shows that initially the strips are not able to
reach the furnace reference temperature of 600℃. The temperature profile gets better after 200 epochs. Finally, all strips are able to reach the
reference temperature.
(a) Reward vs Epochs (b) Temperature profile for policies at 3 stages of training: at the start, after training for 5000 epochs
and at convergence (from left to right)
Figure 5: (a) shows that the reward increases as training progresses and eventually converges. (b) shows that initially no strip is able to reach
the reference temperature in any furnace. Eventually, all strips reach the reference temperature in all furnaces.
algorithm to design optimal control policies. It is well-
known that a large class of modern day Cyber-Physical
Systems (CPS) can be modelled as hybrid dynamical sys-
tems. A next natural topic of investigation is to study the
performance of our framework in complex large-scale CPS
settings. This matter is currently under investigation, and
will be reported elsewhere.
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