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We show that the main idea behind contextuality-by-default (CbD), i.e., the assumption that
a physical measurement has to be understood as a contextual collection of random variables, is
implicit in the compatibility-hypergraph approach to contextuality (CA) and use this result to
develop in the latter important concepts which were introduced in the former. We introduce in
CA the non-degeneracy condition, which is the analogous of consistent connectedness, and prove
that this condition is, in general, weaker than non-disturbance condition. The set of non-degenerate
behaviours defines a polytope, implying that one can characterize consistent connectedness using
linear inequalities. We introduce the idea of extended contextuality for behaviours and prove that a
behaviour is non-contextual in the standard sense iff it is non-degenerate and non-contextual in the
extended sense. Finally, we use extended scenarios and behaviours to shed new light on our results.
Keywords: Contextuality-by-Default, contextuality, non-disturbance, random variables.
I. INTRODUCTION
Contextuality is one of the most singular charac-
teristics of Quantum Theory. In addition to its role
in the search for a deeper understanding of the the-
ory itself [1, 2], recent work provides indisputable
evidence that contextuality is an essential resource
in various information protocols and computational
tasks [3]. Contextuality is a property displayed by
the statistics of measurements performed on a quan-
tum system which shows that such a statistic is in-
compatible with the expected description for clas-
sical systems [4]. This characteristic is closely re-
lated to the existence of incompatible measurements
in quantum systems.
One approach which allows us to deal with this
concept is the compatibility-hypergraph ap-
proach (CA) [2, 4, 5], whose main elements are
(compatibility) scenarios and behaviours. The defi-
nition of scenario is the following.
Definition 1 (Scenario). A scenario is a triple
S ≡ (X , C, O) where X , O are finite sets and C is
a collection of subsets of X satisfying the following
properties.
(a) X = ∪C
(b) For C,C′ ∈ C, C′ ⊂ C implies C′ = C
We call the elements of X measurements and the
elements of C contexts. The picture in mind is that
X represents a collection of measurements which we
can perform over a given experiment and that a con-
text represents a collection of compatible measure-
ments; the set O represents the set of all possible
outcomes for the measurements in the scenario. The
approach is called "hypergraph-approach" because a
scenario (X , C, O) can be associated to a hypergraph
∗ Correspondence email address: alisson.tezzin@usp.br
whose vertices are the elements of X and whose hy-
peredges are the elements of C.
The result of a joint measurement over a context
C can be represented by a function C → O. There-
fore, the set OC of all functions C → O can be un-
derstood as the set of all possible outcomes of a joint
measurement on C. If it is possible to perform repet-
itive joint measurements over a context we should be
able to assign probabilistic predictions to the result-
ing outcomes, henceforth providing an interpretation
for OC ; this construction is known as a behaviour of
the scenario [4, 6, 7].
Definition 2 (Behaviour). Let S be a scenario. A
behaviour in S is a function p which associates to
each context C a probability distribution pC on OC ,
that is, pC : OC → [0, 1] satisfies
∑
s∈OC p
C(s) = 1.
In CA it is usually assumed that behaviours which
represents probability assignments with physical
meaning should satisfy the so called non-disturbance
condition, which imposes that the probability distri-
butions given by a behaviour must coincide in inter-
sections of contexts:
Definition 3 (Non-disturbance). A behaviour p in
a scenario S is said to be non-disturbing if the con-
dition pCC∩D = p
D
C∩D holds for any intersecting con-
texts C,D ∈ C, where
pEE′(t)
.
=
∑
s∈OE
s|E′=t
pE(s) ∀t ∈ OE
′
for any E ∈ C and E′ ⊂ E.
In this paper we will see that, in order to introduce
contextuality-by-default in CA, we have to give up
this requirement.
Another important physical situation happens
when all measurements in a scenario are compati-
ble. Such situations are consistent with global prob-
ability assignments to measurements. The standard
definition of contextuality constitutes an attempt to
deal with it:
2Definition 4 (Standard contextuality). A be-
haviour p in a scenario S is said to be non-contextual
if there is a probability distribution p : OX → [0, 1]
satisfying, for any context C,
pC = pC ,
where pC denotes the restriction of p in O
C , that is,
for any s ∈ OC ,
pC(s)
.
=
∑
t∈OX
t|C=s
pC(t).
In any scenario, non-contextual behaviours are al-
ways non-disturbing. On the other hand, it is in
general false that non-disturbing behaviours are non-
contextual [4].
Another approach to deal with contextuality is
what we will call the contextuality-by-default
approach (CbD) [8, 9]. In this approach we con-
sider random variables instead of behaviours, and
the main idea is that a physical measurement has
to be seen as a collection of random variables, one
for each context containing the measurement. The
approach is structured as follows. We consider a fi-
nite set X , whose elements are called properties ;
this set represents a collection of physical properties
of the physical system under description. From an
operational point of view we can understand “mea-
surement” and “physical property” as analogous con-
cepts, i.e. the set X fulfills the same role as the
set X of measurements in a scenario. In this ap-
proach it is also assumed that there are (physical)
properties which are incompatible - that is the point
of contextuality - and therefore we take a collection
C of subsets of X , whose elements are also called
contexts. To any context C ∈ C we associate a col-
lection RC ≡ {RCx ;x ∈ C} of random variables; this
collection is said to be “the result of jointly mea-
suring all properties within C” [9]. By doing this
we associate to each property x ∈ X a collection
Rx ≡ {RCx ;C ∈ Cx} of random variables, where Cx
denotes the set of contexts containing x. The sets
Rx, x ∈ X , are called connections [9]. We impose
that all the random variables RCx , for any x ∈ X
and any C containing x, have the same codomain.
Finally, we call system the triple (X ,C ,R), where
R
.
= ∪C∈C RC .
A system (X ,C ,R) is said to be consistently
connected when, for any x ∈ X , all the random
variables in Rx have the same distribution (that is,
are physically equivalent in the sense of appendix
A); if this property does not hold we say that the
behaviour is inconsistently connected. Finally, a sys-
tem (X ,C ,R) is said to have a maximally non-
contextual description if there is a coupling S of
R satisfying the following property: for any x ∈ C ,
the restriction of S to Cx ≡ {C ∈ C ;x ∈ C} is
a maximal coupling of the connection Rx (see ap-
pendix A for the definition of coupling). We refer
to this notion of contextuality as contextuality in
the extended sense.
ND =
NC =
NCext =
NDeg =
+
+
+ +
Figure 1. Description of the different set inclusions be-
tween behaviours. In the picture we have NDeg as the
polytope of non-degenerate behaviours, NCext as the
set of non-contextual behaviours with respect to the ex-
tended definition (definition 8); NC represents the poly-
tope of non-contextual behaviours in the standard sense
(definition 4) and ND illustrates the polytope of non-
disturbing behaviours.
Outline of this paper
In section II we establish a precise relation be-
tween behaviours and systems in a scenario: we
show how a behaviour defines a system (which is
unique up to “physical equivalences”) and how we
can associate a behaviour (not unique) to any sys-
tem in a scenario. This relation make it clear that
the compatibility-hypergraph approach (CA) is en-
tirely compatible with the idea behind contextuality-
by-default, allowing us to develop in CA important
concepts introduced in the contextality-by-default
approach (CbD). In section III we introduce consis-
tent connectedness in CA - we call non-degenerate
a behaviour whose system associated to it is con-
sistently connected. We prove that non-disturbance
implies this condition and which, in general, the re-
verse is not true, i.e., we prove that non-disturbance
and consistent connectedness are not equivalent con-
cepts. The set of non-degenerate behaviours define a
polytope, allowing us to characterize consistent con-
nectedness using linear inequalities [10]. In section
IV we introduce the definition of extended contex-
tuality for behaviours and prove that a behaviour
is non-contextual in the standard sense (definition
4) iff it is non-contextual in the extended sense and
non-degenerate. Figure 1 depicts how these sets of
behaviours relate to each other. Finally, in section V
we rewrite our results using extended scenarios and
behaviours introduced in [7].
3II. BEHAVIOURS AND SYSTEMS
In this paper we will study systems in a scenario,
and we justify this decision as follows. First of all, it
is easy to associate a finite set O to a system: as we
do in a scenario, this is the set of all possible out-
comes of the properties represented in the system;
moreover, in [9] the authors make it clear, by means
of examples and with a comparison with the “tradi-
tional approach to contextuality”, that the random
variable RCx is a random variable with values on the
set of outcomes (O,P(O)) (we are using the termi-
nology presented in the appendix A). Furthermore
it seems that in a system (X ,C ,R) it is implicitly
assumed that the set of contexts C satisfies the prop-
erty (a) of definition 1. In fact, if x ∈ X does not
belong to any context, there is no random variable
associated to it, hence we cannot talk about a mea-
surement of this property. Finally, can we assume
that C is an anti-chain? Even though it seems to be
the case, it is not completely clear to us. If that is
not the case, the idea of “system in a scenario” can
be understood at least as a particular case of system.
Definition 5 (System in a scenario). Let S ≡
(C, C, O) be a scenario. A system in S is any sys-
tem (X , C,R) where, for any x ∈ X and C ∈ C
containing x, Ran(RCx ) ⊂ O.
Finally, let (X , C,R), (X , C,S ) be systems in
a scenario (X , C, O). We say that (X , C,R) and
(X , C,S ) are physically equivalent when RCx and
SCx have the same distribution for any C ∈ C and
x ∈ C.
As it has been stated in the introduction, the key
idea behind CbD is that we associate to a property
(measurement) not to one but to a collection of ran-
dom variables, one for each context containing that
property. We will see now that the definition of be-
haviour in CA is entirely compatible with this as-
sumption: if we want to treat measurements as ran-
dom variables whose joint distributions in contexts
are given by some behaviour, we need to assume that
a measurement is associated to a collection of ran-
dom variables, one for each context containing the
measurement. Before we begin our discussion let’s
fix some notation.
Definition 6. Let p be a behaviour in a scenario
S ≡ (X , C, O). For x ∈ X we write Cx
.
= {C ∈
C;x ∈ C}. We define, for C ∈ Cx, the distribution
pCx : O → [0, 1] by
pCx (o)
.
=
∑
s∈OC
s(x)=o
pC(s) ∀o ∈ O.
We denote by P the set of all this probability dis-
tributions and we define subsets PC , Px as follows.
(a) For any C ∈ C,
PC
.
=
{
pCx ;x ∈ C
}
(b) For any x ∈ X ,
Px
.
=
{
pCx ;C ∈ Cx
}
.
(c) Note that P = ∪C∈CP
C = ∪x∈XPx.
In case we want to refer to families of probability
distributions instead of sets we will add an underline
in the notation. For example, given a behaviour p
we define the following families of probability distri-
butions in (O,P(O)).
P
.
=
(
pCx | ∀x ∈ X (C ∈ Cx)
)
(1)
PC
.
=
(
pCx ;x ∈ C
)
(2)
Px
.
=
(
pCx ;C ∈ Cx
)
(3)
With definition 6 we see that a behaviour natu-
rally associates a collection P x of probability distri-
butions in (O,P(O)) to each measurement x ∈ X . It
is in general false that pCx = p
C′
x whenever C,C
′ ∈ Cx
- for example, take a disturbing behaviour in a n-
cycle scenario [6]. Moreover, in each context C, pC
is a coupling (see appendix A) of PC . We know that
any probability distribution in a finite set O is the
distribution (or density function) of a random vari-
able with values on (O,P(O)), therefore, denoting
by RCx a random variable whose distribution is p
C
x
(all the candidates are physically equivalent in the
sense of see appendix A) we see that a behaviour
associates to a measurement x ∈ X a collection Rx
of random variables RCx , one for each context C con-
taining x. That is exactly what we consider in the
contextuality-by-default approach. As stated before,
we conclude that the definition of behaviour is only
coherent with the assumption that physical mea-
surements are random variables if we accept that a
measurement can be associated to different random
variables, depending on the context in which we are
measuring it. That is, the key idea behind CbD is
already implicit in the contextuality approach.
We have seen that a behaviour in S always defines
one system in S (actually, it defines a collection of
physically equivalent systems). The system asso-
ciated to the behaviour p is any system (X , C,R)
in (X , C, O) such that pCx is the distribution of R
C
x
for any C ∈ C and x ∈ X . On the other hand, we can
associate more then one behaviour in S to a given
system in S: any collection of contextual couplings
of a system is a behaviour. Systems and behaviours
are not equivalent definitions, as we should expect:
this is due the the non uniqueness of couplings.
III. NON-DEGENERATE BEHAVIOURS
We call non-degenerate a behaviour which asso-
ciates only one probability distribution to each mea-
surement of the scenario:
4Definition 7 (non-degenerate behaviour). A be-
haviour p in a scenario S ≡ (X , C, O) is said to be
non-degenerate if for any x ∈ X the equality
pCx = p
C′
x (4)
holds whenever C,C′ ∈ Cx. Equivalently, a be-
haviour is non-degenerate when the system associ-
ated to it is consistently connected.
If p is a non-degenerate behaviour, we denote by
px the distribution which p defines for x ∈ X , that
is, px
.
= pCx , where C is any context containing x. In
this case we have P = {px;x ∈ X}, PC = {px;x ∈
C} and Px = {px} (see definition 6).
By definition, the system associated to a non-
degenerate behaviour is consistently connected. On
the other hand, if (X , C,R) is a consistently con-
nected system in the scenario (X , C, O), any be-
haviour associated to it, that is, any behaviour which
is a contextual collection of couplings for R, is non-
degenerate.
The set of non-degenerate behaviours draws the
line between the standard interpretation of physi-
cal measurements (in which a measurement is seen
as one random variable) and the interpretation pro-
posed in the contextuality-by-default approach (a
measurement is a contextual collection of random
variables). This condition also has a physical con-
tent similar to non-disturbance condition. This sug-
gests that the characterization of this set is phys-
ically relevant, just as the characterization of the
non-disturbing set [4].
Such characterization is usually done in RN , so
let’s briefly explain how behaviours in a scenario S ≡
(X , C, O) are associated to elements of RN . First of
all we define
N
.
=
∑
C∈C
|OX |,
where, for any finite set A, |A| denotes the number
of elements of A. Notice that |O||C| = |OC |. Now
we fix any bijective mapping ∪C∈COC → {1, ..., N}
and denote by (s|C) the image of s ∈ OC under it.
If x ∈ RN , x(s|C) denotes the component (s|C) of
x. Finally, we associate a behaviour p in S to the
element φ(p) ≡ P ∈ RN defined by
P(s|C)
.
= pC(s)
for any (s|C) ∈ {1, ..., N}. We denote by NC the set
of all φ(p) ∈ RN such that p is non-contextual in the
standard sense; this is the so-called non-contextual
(in the standard sense) set. Analogously we define
the non-disturbing set ND, the non-degenerate set
NDeg and the non-contextual in the extended sense
set NCext. It is well known that NC and ND are
polytopes in RN [2, 4, 11]. We also note that NDeg
is a polytope since it constitutes of a set of linear re-
strictions, i.e., hyperplanes defined by equation (4),
over the polytope of behaviours [4, 10].
Determining the inequalities which characterizes
polytopes like NC or ND in a given scenario is
a very important problem in the contextuality ap-
proach [4]. Such inequalities provide very useful in-
formation about the nature of physical systems, with
respect to the property defining the polytope. The
polytope NDeg allows us to do the same with non-
degeneracy (i.e., consistent connectedness).
The non-disturbance condition imposes that the
probabilities given by a behaviour coincides in inter-
sections of contexts. The non-degeneracy condition,
on the other hand, imposes that such distributions
coincide in every point x ∈ X . Non-disturbing be-
haviours are always non-degenerate (lemma 1), but
the reverse is false (lemma 2). That is what we are
going to prove now.
Lemma 1. Any non-disturbing behaviour is non-
degenerate.
Proof. Let p be a non-disturbing behaviour in a sce-
nario S. We will prove that, for any nonempty sub-
set E of intersecting contexts C,D ∈ C, we have
pCE = p
D
E . In particular, it follows that p
C
x = p
D
x for
any x ∈ X and C,D ∈ Cx (just take E = {x}). So
let C,D be intersecting contexts (note that C = D
is a particular case) and take any nonempty set
E ⊂ C ∩D; for r ∈ OE we have
pCE(r)
.
=
∑
t∈OC
t|E=r
pC(t) =
∑
s∈OC∩D
s|E=r
∑
t∈OC
t|C∩D=s
pC(t) (5)
=
∑
s∈OC∩D
s|E=r
pCC∩D(s) =
∑
s∈OC∩D
s|E=r
pDC∩D(s) (6)
=
∑
s∈OC∩D
s|E=r
∑
u∈OD
u|C∩D=s
pD(u) (7)
=
∑
u∈OD
u|E=r
pD(u) = pDE (r), (8)
and this implies that pCE = p
D
E
Now let’s see why non-degenerate behaviours are
not necessarily non-disturbing. Let p be a non-
degenerate behaviour in S and P
.
= {px;x ∈ X} the
collection of probability distributions inO defined by
it. By definition, if C ∩D 6= ∅, the marginals pCC∩D
and pDC∩D are couplings of px, x ∈ C ∩ D. Conse-
quently, saying that p is non-disturbing means that
pCC∩D and p
D
C∩D are necessarily the same coupling.
But it is easy do find a non-degenerate behaviour
which does not satisfies this property. In fact, take
the scenario S ≡ (X , C, O) where X = {a, b, c, d}
has four elements, C
.
= {C,D} for C
.
= {a, b, c},
D
.
= {b, c, d}, and O is any finite set. For each x ∈ X
we associate a probability distribution px : O →
[0, 1] such that the sequence pb, pc has more then
one coupling and we take two different couplings
5f, g : O2 → [0, 1] of it. We define pC : OC → [0, 1]
and pD : OD → [0, 1] by
pC(s)
.
= pa(s(a))f(s(b), s(c)) (9)
pD(t)
.
= f(s(b), s(c))pd(s(d)). (10)
These are probability distributions, therefore they
define a behaviour p in S. By construction, p is
disturbing and non-degenerate. In fact,
pCC∩D(r) =
∑
s∈OC
s|C∩D=r
pC(s) (11)
=
∑
s∈OC
s|C∩D=r
pa(s(a))f(r(b), r(c)) (12)
= f(r(b), r(c)), (13)
and analogously pDC∩D(r) = g(r(b), r(c)), which im-
plies pCC∩D 6= p
D
C∩D. Moreover p is non-degenerate
because pCb = pb = p
D
b and p
C
c = pc = p
D
c . For
example, for b we have
pCb (o) =
∑
s∈OC
s(b)=0
pC(s) =
∑
r∈OC∩D
r(b)=o
∑
s∈OC
s|C∩D=r
pC(s) (14)
=
∑
r∈OC∩D
r(b)=o
∑
s∈OC
s|C∩D=r
pa(s(a))f(s(b), s(c)) (15)
=
∑
r∈OC∩D
r(b)=o
f(r(b), r(c)) = pb(o) (16)
=
∑
r∈OC∩D
r(b)=o
g(r(b), r(c)) (17)
=
∑
r∈OC∩D
r(b)=o
∑
t∈OD
t|C∩D=r
g(t(b), t(c))pd(t(d)) (18)
= pDb (o). (19)
Hence the following lemma has been proved.
Lemma 2. Non-degenerate behaviours are not nec-
essarily non-disturbing.
Non-disturbance seems to be a condition way
stronger then non-degeneracy: why should a non-
degenerate behaviour, whose component pC is any
coupling for px, x ∈ C, give always the same cou-
pling in intersections px, x ∈ C ∩D?
IV. NON-CONTEXTUALITY
Before we begin our discussion we want to em-
phasize an important (and quite natural) property
of couplings. Roughly speaking, it is the fact that
marginals distributions of couplings are also cou-
plings. Let p1, ..., pn be probability distributions in
a finite set O and p : On → [0, 1] be a coupling of it.
Now take any subsequence pik , k = 1, ...,m, of pi,
i = 1, ..., n. The marginal of p in O{i1,...,im} ∼= Om,
that is, the function q : Om → [0, 1] given by
q(s)
.
=
∑
u∈On
∀k=1,...,m(uik=sk)
p(u),
is a coupling of pi1 , ..., pim . Consequently, if S ≡
(S1, ..., Sn) is a coupling of a sequence of random
variables R1, ..., Rn, S
′ ≡ (Si1 , ..., Sim) is a coupling
of Ri1 , ..., Rim .
Now let (X , C,R) by a system in a scenario S ≡
(X , C, O) and, for any x ∈ X and C ∈ Cx, let
pCx : O → [0, 1] be the distribution associated to
the random variable RCx of the system. The system
(X , C,R) has a maximally non-contextual descrip-
tion iff there is a coupling q of P
.
= (pCx |∀x ∈ X (C ∈
Cx)) such that, for any x ∈ X , its marginal (in the
appropriate coordinates) is a maximal coupling of
P x
.
= (pCx |C ∈ Cx). Note that q defines a behaviour q˜
for this system, where q˜C is given by the marginal of
q in the components associated to the distributions
pCx , x ∈ C. We introduce the following definition.
Definition 8 (Extended contextuality). We call
non-contextual in the extended sense a behaviour
whose system, as defined by it (see definition 6),
has a maximally non-contextual description, that is,
a behaviour p in a scenario S ≡ (X , C, O) is non-
contextual in the extended sense when P
.
= (pCx |∀x ∈
X (C ∈ Cx)) has a coupling q satisfying the following
properties:
(a) For any C ∈ C,
q
C˜
= pC ,
where q
C˜
is given by the marginal of q in the
coordinates corresponding to pCx , x ∈ C
(b) The distribution qT (x) is a maximal coupling of
P x
.
= (pCx |C ∈ Cx), where qT (x) is given by the
marginal of q in the coordinates corresponding
to pCx , C ∈ Cx.
Now we want to show that the so called stan-
dard definition of contextuality [4, 5] (definition
4) is the above definition when restricted to non-
degenerate behaviours (lemma 3), as it has already
been discussed in [9]. In order to do that it is
useful to fix some notation. First of all, if a be-
haviour p in S is non-contextual in the above sense
then P has a coupling q : On → [0, 1], where
n = | ∪C∈C {(x,C);x ∈ C}|. Let’s denote by xC
the component i ∈ {1, ..., n} associated to pCx , that
is, i is such that pCx (o) =
∑
u∈On
ui=o
q(u) ∀o ∈ O. We
have On
.
= O{1,...,n} = OX˜ , where
X˜
.
=
⋃
C∈C
{xC ;x ∈ C}.
6We also define C˜
.
= {xC ∈ X˜ ;x ∈ C} for every C ∈ C
and T (x)
.
= {xC ∈ X˜ ;C ∈ Cx} for every x ∈ X˜ . This
justifies the notation of definition 8. The following
embedding will be very important in our discussion.
OX ∋ u →֒ u˜ ∈ OX˜ (20)
∀xC ∈ X˜ (u˜(xC)
.
= u(x)). (21)
We will denote by C(OX˜ ) the “copy” of OX in OX˜ ,
that is, C(OX˜ ) ≡ {u˜;u ∈ OX }. Here, the symbol C
means “constant”, because any u˜ ∈ OX˜ is constant
in the set T (x) for every x ∈ X . Now we note the
following: Any probability distribution q : OX →
[0, 1] has a trivial extension q˜ : OX˜ → [0, 1] given by
q˜(u˜)
.
= q(u) for any u ∈ OX (22)
q(v)
.
= 0 if v /∈ C(OX˜ ). (23)
Moreover, any distribution p : OX˜ → [0, 1] satisfying
p(v) = 0 for all v /∈ C(OX˜ ) is the extension (in the
above sense) of one, and only one, distribution q :
OX → [0, 1], being q given by q(u)
.
= p(u˜) ∀u ∈ OX˜ .
Note that, if q : OX → [0, 1], for any x ∈ X and any
C ∈ Cx we have qx = q˜xC (where q˜ : O
X˜ → [0, 1] is
the trivial extension of q). Finally,
q˜
C˜
(s) =
∑
v∈OX˜
v|
C˜
=s
q˜(v) =
∑
v∈C(OX˜ )
v|
C˜
=s
q˜(v) =
∑
u∈OX
u|C=s
q(u),
(24)
for any C ∈ C. For x ∈ X we have
q˜T (x)(s) =
∑
v∈OX˜
v|T(x)=s
q˜(v) =
∑
v∈C(OX˜ )
v|T (x)=s
q˜(v). (25)
This last result implies that q˜T (x)(s) 6= 0 only if s is
constant, and in this case
q˜T (x)(co) =
∑
v∈C(OX˜ )
v|T (x)=co
q˜(v) =
∑
u∈OX
u(x)=o
q(v). (26)
This means that q˜T (x) is a maximal coupling (the
only one) of qx, ..., qx (|Cx| times) - remember that
qx = q˜xC .
Now we prove the following lemma.
Lemma 3. Let p be a behaviour in a scenario S ≡
(X , C, O). The following statements are equivalent.
(a) The behaviour p is non-contextual in the stan-
dard sense.
(b) The behaviour p is non-contextual in the
extended sense (definition 8), and non-
degenerate.
Proof. We know that a “non-contextual in the stan-
dard sense” behaviour is non-disturbing, therefore
it is non-degenerate (lemma 1); then what we have
to prove is that a non-degenerate behaviour is non-
contextual in the extended sense (definition 8) iff
it is non-contextual in the standard sense. So let
p be a non-degenerate behaviour in S. We have
P = {px, x ∈ X}, in particular Px = {px}, that
is, in P x = (p
C
x ;C ∈ Cx) we are just repeating px
|Cx| times. Suppose that p is non-contextual in the
standard sense and let q : OX → [0, 1] be a global
section of p, that is, a function satisfying, for any
C ∈ C, pC(s) =
∑
u∈OX
u|C=s
q(u). We have already seen
that the trivial extension q˜ : OX˜ → [0, 1] of q is a
coupling for P . Moreover, equation 24 imply that
q˜
C˜
= pC and equations 25 and 26 implies that q˜T (x)
is a maximal coupling of px, ..., px (|Cx| times), that
is, conditions a and b of definition 8 are satisfied, im-
plying that p is non-contextual (definition 8). On the
the other hand, if f : OX˜ → [0, 1] is a coupling for
P = (pCx ; ∀x ∈ X (C ∈ Cx)) follows that fT (x)(s) = 0
whenever s ∈ OT (x) is not constant (see appendix
A), but in this case
fT (x)(s) =
∑
v∈OX˜
v|T(x)=s
f(v). (27)
This implies that f(v) = 0 whenever the restriction
v|T (x) is not constant. This is true for any x ∈ X ,
therefore f(v) = 0 if v /∈ C(OX˜ ). But we have seen
that this implies f = q˜ for one (and only one) q :
OX → [0, 1], and this function is a global section for
p, proving that p is non-contextual in the standard
sense.
V. EXTENDED SCENARIOS AND
BEHAVIOURS
Now we want to formulate definition 8 using the
definition of so-called extended scenarios, that were
introduced in [9, 12].
Let p be a non-contextual behaviour in S ≡
(X , C, O) and let q : On → [0, 1] be a coupling of
P . In the above section we have denoted by xC the
component i ∈ {1, ..., n} associated to pCx , which al-
lows us to write X˜ ≡ {1, ..., n} and define C˜
.
= {xC ∈
X˜;x ∈ C} for C ∈ C and T (x)
.
= {xC ∈ X˜ ;C ∈ Cx}
for any x ∈ X . The triple S˜ ≡ (X˜ , C˜, O), where
C˜ = {C˜;C ∈ C} ∪ {T (x);x ∈ X ∧ |Cx| > 1}, is a
scenario (note that X˜ = ∪C∈CC˜). In this scenario,
a coupling q : OX˜ → [0, 1] of P can be seen as a
global section of a behavior p˜ in S˜, being p˜ given
by p˜C˜
.
= q
C˜
= pC for C ∈ C and p˜T (x)
.
= qT (x) for
x ∈ X . Note that the behaviour p˜ depends on q, not
just on p. These behaviours p˜ are examples of the
7so-called “extensions of p in S˜” [7], an we conclude
that a behaviour p in S is non-contextual iff there
is an extension p˜ of p which is non-contextual in the
standard sense (that is, has a global section) in S˜.
Let’s introduce it in a more explicit way.
Definition 9 (Extension of a scenario). Let S ≡
(X , C, O) be a scenario. For any pair x ∈ X and
C ∈ C we define xC
.
= (x,C); note that xC = yD iff
x = y and C = D. We define, for any C ∈ C,
C˜
.
= {xC ;x ∈ C};
and for any x ∈ C satisfying |Cx| > 1,
T (x)
.
= {xC ;C ∈ Cx} .
The “extension of S” is the scenario S˜ ≡ (X˜ , C˜, O),
where
X˜
.
=
⋃
C∈C
C˜
and
C˜
.
=
{
C˜;C ∈ C
}
∪ {T (x);x ∈ X ∧ |Cx| > 1} .
There is a trivial isomorphism OC ∋ s
∼
7−→ s˜ ∈ OC˜ ,
where s˜(xC) = s(x) ∀x ∈ C. From now on we will
write s ≡ s˜. Moreover, if f : OC → [0, 1] and g :
OC˜ → [0, 1] satisfies g(s˜) = f(s)∀s ∈ OC , that is,
if f = g◦ ∼, for the sake of simplicity we will write
f = g.
Definition 10 (Extension of a behaviour). Let p be
a behaviour in S ≡ (X , C, O). We call an “extension
of p” any behaviour f in S˜ satisfying:
(a) For any C ∈ C,
f C˜ = pC .
(b) For any x ∈ X satisfying |Cx| > 1, fT (x) is a
maximal coupling of Px
.
=
(
pCx |C ∈ Cx
)
.
The following lemma has already been proved
above. This says that definition 8 coincides with
the definition of extended contextuality introduced
in [7].
Lemma 4. Let p be a behaviour in S. The following
are equivalents:
(a) p is non-contextual with respect to definition 8
(b) p has an extension f which is non-contextual in
the standard sense, i.e., f has a global section
in S˜.
Finally, let’s characterize extensions of non-
degenerate behaviours. It has been proved in the
appendix that a sequence of probability distributions
p1, ..., pn : O → [0, 1] has a coupling q : On → [0, 1]
satisfying
∑
o∈O p(co) = 1, where co = (o, o, ..., o),
iff p1 = ... = pn; note that q(co) = pi(o)∀o ∈ O and,
moreover, in this case q is the only maximal cou-
pling of p1, ..., pn. This result immediately implies
the following lemma.
Lemma 5. Let p be a behaviour in S. The following
statements are equivalent.
(a) p is non-degenerate.
(b) p has only one extension p˜, which satisfies
p˜T (x)(xC1 = ... = xC|Cx|) = 1
for every x ∈ X , where
p˜T (x)(xC1 = ... = xC|Cx|)
.
=
∑
o∈O
p(co).
Note that “ p˜T (x) = px”, that is, p˜T (x) ◦ ι = px,
where o ∈ O
ι
7−→ co ∈ OT (x). Roughly speaking,
we can say that the extension of a non-degenerate
behaviour p is just the set of distributions Px =
{px;x ∈ X} “plus” the set of contextual couplings
pC , C ∈ C, given by p.
VI. CONCLUSION
In our work we have studied the formalism of
contextuality-by-default from the perspective of the
contextuality scenario paradigm. From that we
were able to rephrase the notion of consistent con-
nectedness in terms of a new definition associated
to the behaviour perspective: non-degenerate be-
haviours. We have shown that non-degeneracy and
non-disturbance are different notions. More im-
portant, such results imply that the contextuality
approach is compatible with the idea of measure-
ments as a collection of random variables, relaxing
the condition of non-disturbance over the behaviours
present in the experimental scenario.
From such perspective we could introduce in
the already known scenario formalism the same
ideas relevant for the contextuality-by-default ap-
proach. Hence obtaining an extended notion of non-
contextuality that does not require non-disturbance
from the behaviours, suitable for the interpretation
of measurement procedures in different contexts as
truly different procedures; but arising from (graph)
contextuality scenarios, framework presented in [4,
5]. As an observation we further noticed that the set
of non-degenerate behaviours form a polytope.
Another important remark is that we have proved
that non-contextuality in the usual sense is equiv-
alent to the extended notion of non-contextuality
when restricted to non-degenerate behaviours.
Our work brings light to the interplay between
contextuality approaches, but there are still further
8directions to investigate. An interesting research can
be the development of a resource theory for extended
contextuality that could investigate contextual ad-
vantages beyond the non-disturbance condition. An-
other possible investigation would be to understand
the connection between the generalized contextual-
ity approach and the contextuality-by-default ap-
proach, since these are two very different perspec-
tives on the notion of a context: equivalent prob-
abilities for the former and different measurement
procedures for the latter.
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Appendix A: Appendix
1. Couplings
Define (Ω,Σ, µ) as a probability space and (Ω˜, Σ˜)
as a measurable space, a random variable in
(Ω,Σ, µ) with values on (Ω˜, Σ˜) is a measurable
function R : Ω→ Ω˜ (more precisely, a (Ω˜, Σ˜)−(Ω,Σ)
measurable function). A distribution measure of
a random variable is defined as follows: for a
random variable R : Ω → Ω˜, its distribution mea-
sure is the measure µR on (Ω˜, Σ˜) given by µR(A)
.
=
µ(R−1(A)) for any A ∈ Σ˜; in other words, it is the
pushforward measure defined by R on (Ω˜, Σ˜).
In this paper we are interested in discrete random
variables and in measures defined in discrete mea-
surable spaces [13]; this simplifies our discussion:
If O is a finite set, there is a well known one-to-
one correspondence between probability measures on
(O,P(O)), were P(O) is the power set, and proba-
bility distributions in O (functions p : O → [0, 1]
satisfying
∑
o∈O p(o) = 1). Hence, instead of con-
sidering the distribution measure of a random vari-
able R in (Ω,Σ, µ) with values on (O,P(O)) we will
consider its density function, which is the unique dis-
tribution p in O satisfying µ(R−1(A)) =
∑
o∈A p(o)
for any A ∈ P(O). We will denote by pR the density
function of R and call it the distribution of R.
Any probability distribution p in a finite set O
is the distribution of a random variable with values
on (O,P(O)); a simple example of random variable
whose distribution is p is the identity function I :
O → O, which is a random variable in (O,P(O), µp)
with values on (O,P(O)), where µp is the measure
associated to p, that is, µp(A) =
∑
o∈A p(o) for any
A ∈ P(O). We know that there is not a one-to-one
correspondence between random variables with val-
ues on (O,P(O)) and distributions in O. However,
any distribution induces an equivalence class of ran-
dom variables in the following sense: if R,S are ran-
dom variables with values on (O,P(O)), where O is
finite, we call this variables physically equivalent
whenever they have the same distribution. The ad-
jective “physically” comes from the fact that, from
an operationalist point of view, what we obtain in a
laboratory is just the probability distributions over
O, the set of outcomes of our measurements; the ran-
dom variable we associate to the distribution we have
obtained is any random variable whose distribution
matches with it. Notice that a random variable R
with values on (O,P(O)) is always physically equiv-
alent to the identity when we consider it as a random
variable in (O,P(O), µR) with values on (O,P(O)).
This means that the probability space (Ω,Σ, µ) and
even the random variable R are superfluous in some
sense: in the laboratory we obtain a probability dis-
tribution p in O and we can always associate to it
the random variable I : O → O in the probability
space (O,P(O), µp) (that is, the events are exactly
what we intuitively would call events).
We will define, in what follows, coupling of a fi-
9nite sequence of probability distributions: Let
p1, ...pn be probability distributions over a finite set
O. A coupling for p1, ..., pn is a probability distribu-
tion q : On → [0, 1] satisfying, for any i ∈ {1, ..., n},
pi(o) =
∑
s∈On
si=o
q(s),
that is, q : On → [0, 1] has p1, ..., pn as marginal
distributions. Couplings of a finite sequence of dis-
tributions with the same domain always exists, e.g.
the product of the distributions, that is, the function
q(s)
.
=
∏n
i=1 pi(si), is a possible coupling for them.
We can also define coupling of a finite se-
quence of discrete random variables. For i =
1, ..., n, let Ri be a random variable in (Ωi,Σi, µi)
with values on (O,P(O)) - it’s important that all
the random variables have the same co-domain. A
coupling of R1, ..., Rn is a random variable R with
values on (On,P(On)) such that pR : On → [0, 1]
is a coupling of pR1 , ..., pRn . Couplings of a finite
sequence of random variables always exists. An
example of coupling of R1, ..., Rn is the product
R ≡ (R1, ..., Rn), which is a random variable in
(Ω1,× · · ·×Ωn,Σ1⊗· · ·⊗Σn, µ1⊗· · ·⊗µn) with values
on (On,P(On)); in this case pR(s) =
∏n
i=1 pRi(si).
We can also understand a coupling of R1, ..., Rn as a
sequence of random variables S1, ..., Sn in (Ω,Σ, µ)
(any probability space) with values on (O,P(O))
such that, for any i = 1, ..., n, Ri and Si have the
same distribution (are physically equivalent); from
this point of view, what is important about cou-
plings it that all these random variables are defined
in the same probability space. It is easy to justify
this “equivalent notions” of couplings. On the one
hand, the product S of such a collection is a coupling
for R1, ..., Rn (notice that the product is a random
variable in the same probability space as Si just be-
cause all this random variables are defined in the
same probability space). On the other hand, denot-
ing by (Ω,Σ, µ) the probability space in which a cou-
pling R of R1, ..., Rn is defined, we see that R neces-
sarily is the product of random variables S1, ..., Sn in
(Ω,Σ, µ) with values on (O,P(O)) becauseR is given
by components; moreover, pSi = pRi . Finally, it is
useful to notice that, for a coupling S of R1, ..., Rn,
the distribution pS is the product Π
n
i=1pRi iff its
components S1, ..., Sn are independent random vari-
ables.
Let R1, ..., Rn be random variables with values on
(O,P(O)), where O is a finite set. For o ∈ O we de-
note by co the n-uple (o, o, ..., o), and we define the
set E
.
= {co ∈ On; o ∈ O}. Now Let S ≡ (S1, ..., SN )
be any coupling of R1, ..., Rn. In the probability
space (O,P(O), µS), cn can be understood as the
simple event “ all the random variables S1, ..., Sn
have assumed the value o”, while E can be under-
stood as “all the random variables S1, ..., Sn have
assumed the same value”. A maximal coupling of
R1, ..., Rn is a coupling which maximize the prob-
ability of E, that is, if M is a maximal coupling
of {R1, ..., Rn} then µM (E) > µS(E) for any cou-
pling S of {R1, ..., Rn}. It can be proved that such
coupling always exists, although it is not necessarily
unique [6, 7]. Analogously - and consistently - we
define maximal coupling of probability distributions
p1, ..., pn: it is a coupling p of p1, ..., pn satisfying
p(E) > q(E) for any other coupling q of p1, ..., pn.
We conclude the appendix with an intuitive result:
a sequence p1, ..., pn satisfies p1 = ... = pn iff there is
a coupling q of p1, ..., pn such that q(E) = 1; more-
over, in this case q is the only maximal coupling of
p1 = ... = pn. Let’s prove it. If p ≡ p1 = ... = pn we
define q : On → [0, 1] by q(co)
.
= p(o) ∀o ∈ O, which
implies p(s) = 0 when s /∈ E, and this function is
a coupling of p1, ..., pn satisfying q(E) = 1. On the
other hand, if a coupling q of a sequence p1, ..., pn
satisfies q(E) = 1 then q(s) = 0 whenever s /∈ E,
therefore pi(o) =
∑
s∈On
si=0
= q(co), and this implies
p1 = ... = pn. Finally, q is the only maximal coupling
of p1, ..., pn because any other maximal coupling q
′
satisfies q(co) = pi(o) =
∑
s∈On
si=0
q′(s) = q′(co), which
implies q′ = q.
