Abstract-This brief investigates the use of prior knowledge in the parameter estimation of NARMAX polynomial models. The problem of parameter estimation is then formulated in such a way that the estimated models have specified features. This formulation results in a constrained optimization problem, which is solved using the ellipsoid algorithm. This technique is applied to a real dc-dc Buck converter. In this system, the static relation is known from the theory but identification data are located over a rather narrow range around an operating point. Although obtained from dynamical data, the models provide good approximation to the nonlinear static function.
I. INTRODUCTION
The problem of parameter estimation is of great relevance in systemidentification problems regardless of which nonlinear representation is chosen. In the literature, this problem has been solved in different ways depending on the representation used. Generally, parameter estimation of NARMAX polynomial models can be accomplished by orthogonal least squares (OLS) [5] , [7] . The main advantage of the OLS is the possibility to combine structure selection and parameter estimation [10] . On the other hand, this approach is limited to representations that are linear in the parameters.
One requirement for many algorithms to yield good parameter estimates is that there must be sufficient information (steady-state and dynamical) in the identification data. In other words, only characteristics clearly present in the data can be identified. For instance, system properties which lie outside of the identification data range are hardly well represented by the model. Consequently, most algorithms provide good models only in the range of values visited by the identification data.
In the last decade, prior knowledge has been used in the form of static gain sign, pole locations, and stability for linear models [18] and partially or completely known models, stability, linearity, and steadystate regimes in the case of nonlinear models [9] . Also, a constrained learning algorithm has been proposed to guarantee stability for a class of neural networks [17] . In such cases, prior knowledge is translated into equalities and inequalities that are used by constrained optimization techniques during parameter estimation. In fact, such a scenario will be typical in grey-box identification in contrast to black-box procedures [16] .
When prior information is used in parameter estimation, models with improved global features can be obtained from local data. In other words, it is less critical that the identification data drive the system over a very wide range of operating conditions. It seems that one of the great challenges of the field is to be able to establish links between the model (structure and parameters) and available knowledge. This is by no means trivial if the model representation is a black box. Nevertheless, recent works have established some relations between model and prior information for particular types of models. Having, at least partially, overcome this stage, the next one is to use numerical tools to effectively take into account prior knowledge when building a model. This brief presents the use of prior knowledge in parameter estimation of NARX polynomial models. It is shown that if prior knowledge about the static gain function exists, parameter estimation by the ellipsoid algorithm using restrictions, in general, provides better models than the extended OLS algorithm.
An example that uses real data collected from a dc-dc Buck converter will be considered. This system has been recently studied in [2] where it was shown that: 1) using some prior knowledge it is possible to constrain the model structure before performing parameter estimation by OLS and 2) the improvement in steady-state behavior seems to occur at the expense of some deterioration in dynamical performance. This brief goes a step further by using prior knowledge to constrain parameter estimates which are now obtained by a nonlinear optimization technique. Significant improvement over previous results are thus obtained in what concerns steady-state behavior without significant deterioration in dynamical performance.
This brief is organized as follows. In Section II the nonlinear representation is discussed. The use of prior knowledge in parameter estimation is presented in Section III. In Section IV, the procedure is applied to real data obtained from a Buck converter. Parameter estimation by ellipsoid and OLS algorithm are compared. Finally, Section V summarizes the main points of the brief.
II. BACKGROUND
Consider the NARMAX model [12] where n y , n u , and n e are the maximum lags considered for the output, input, and noise terms, respectively, and d is the delay measured in sampling intervals, T s . Moreover, u(k) and y(k) are, respectively, the input and output signals. e(k) accounts for uncertainties, possible noise, unmodeled dynamics, etc. and F` [1] is some nonlinear function of y(k), u(k) and e(k). In this brief, F` [1] is assumed to be a polynomial-type function with nonlinearity degree`2 + . In order to estimate the parameters of this map, (1) should be expressed in linear regression form as
where (k 0 1) is the regressor vector which contains linear and nonlinear combinations of output, input and noise terms up to and including time k01. The parameters corresponding to each term are the elements of the vector that can be estimated using orthogonal least-squares techniques [11] .
One of the many advantages of such algorithms is that the error reduction ratio (ERR) can be easily obtained as a by-product and can be used to order all the candidate terms according to a hierarchy which depends on the relative importance of each term. Hence, the polynomial models of concern in this brief can be viewed as structure-selected polynomials, that are usually far more compact than full polynomials. 
A. Term Clustering
The deterministic part of a polynomial NARMAX model can be expanded as the summation of terms with degrees of nonlinearity in the range 1 m `. Each mth-order term can contain a pth-order factor in y(k 0ni) and a (m0p)th-order factor in u(k 0ni) and is multiplied by a coefficient c p;m0p (n 1 ; . . . ; n m ) as follows: 
The solution of (5) will yield the fixed points of model (3) for the particular value of the input being used. Definition II.1 [1] : The constants n ;n n ;n cp;m0p (n1; . . . ; nm) in (5) Therefore, a term cluster is a set of terms of the same type and the respective cluster coefficient is obtained as the summation of the coefficients of all the terms of the respective cluster which are contained in the model.
1) Static Ratio Function:
For most model representations, the problem of determining steady-state behavior is rather simple. The number of solutions, that is, the number of steady states, and if such solutions can be obtained analytically rather than numerically, depend basically on the model structure. Procedures to obtain steady-state functions from nonlinear models can be found in [3] and [14] . A general equation that relates the model steady-state gain and term clusters and coefficients is available [4] . Such equation will play an important role in the use of prior knowledge to constrain parameter estimation.
In order to determine the static ratio K s , it suffices to consider (3) in steady state, that is y(k) = y(k 0 1) = 111 = y and u(k 0 1) = u(k 0 2) 111 = u. It is a simple matter to show that this is equivalent to applying the final value theorem to model (3) for a step input of amplitude u [13] . Using the definition of cluster coefficients, the NARX polynomial model in steady-state can be written as y = 60 + 6y y + 6u u +`0 
It is important to realize that in (7) the numbers 6 y u are the coefficients of the clusters y u and are not to be confused with the summations.
Considering that the steady state in the output can be expressed by y =Ks u, from (7) 
where it can be seen that the number of stationary states of the output is given by the maximum value of the exponent p in variable y which in (9) has been assumed to be equal to`. In other words, if max[p] = 2, then, the model has two stationary states. It is mathematically possible that some roots of (9) turn out to be complex. In most practical cases, however, this is an indication of overparametrization. Hereafter, it is assumed that all fixed points are real. 
which is closely related to a Hammerstein model. Hence, if the model has cross-terms of the form 6 yu , m = 1; 2; . . . ;`, then the static function has a single solution and is rational. On the other hand, if cross-terms do not appear, such a function is polynomial.
III. USING PRIOR KNOWLEDGE IN PARAMETER ESTIMATION
Let us assume that there is prior knowledge about the steady-state response of the system being identified. Moreover, if such information can be expressed in the form of y = f ( u) with f being a rational or polynomial function of the form of (10) or (11), or more generally in the form of (8), then, such equations can be used to write constraints on the cluster coefficients that should be satisfied during parameter estimation. In the present case, nonlinear programming will be used to take into account the restrictions during parameter estimation. It is as-sumed that an appropriate model structure has been selected, for instance, using some of the techniques pointed out in Section II, before proceeding to parameter estimation. The procedure to use prior information about the steady-state response is presented in the form of an algorithm, as follows. 
Algorithm
6-Use the set of (14) as constraints during parameter estimation. else if the model has`multiple steady states, then 7-write the equation analogous to (9) that describes the system in steady state. In this case, the equation will be of the type y = a` y`+ f`0 1 ( u) y`0 1 + 1 11+f 2 ( u) y 2 + f 1 ( u) y + f 0 ( u) (15) where a`is a constant that depends on the cluster coefficients. f`0 1;`02;...;1;0 are polynomial functions in u, whose coefficients also depend on the cluster coefficients. 9-Similar to step 4, the coefficients of (16) should be determined in such a way that one of its roots should be y c for a given u c according to f( uc).
10-Equating equal powers of y in (9) and (16) yields algebraic relations between the model cluster coefficients and the 's in (16), that were obtained in step 9 from prior knowledge. 11-Write the algebraic equations obtained in step 10 in the form of constraints acting on cluster coefficients, which will be used in constrained parameter estimation in step 12. end if 12-Using some constrained optimization technique, estimate the model parameters (the structure was selected in step 2), taking into account the constraints on cluster coefficients determined in steps 5 or 11.
13-Validate the model.
It is worth pointing out that the constraints act on the cluster coefficients (which are the summations of parameter subsets) and not on the parameters themselves. Consequently, the algorithm has, at least in principle, infinite combinations of parameter values such that the respective cluster coefficients verify the constraints. This gives the algorithm flexibility to choose, among a family of models with especified steady-state properties, those models with best (in a least-squares sense) dynamical performance. Moreover, errors in the parameters a and b will basically affect the model steady-state performance. The dynamics of the model will be adjusted by minimization of the prediction-error-based cost function.
In this brief, the ellipsoid algorithm (EA) [6] , [8] , [15] is used as an optimization technique that takes into account the constraints on cluster coefficients. The method will be illustrated by applying it in the identification of a real implementation of a Buck converter. The static nonlinearity of the converter is known from theory. An important remark is that the type of a priori information used is realistically known in many practical situations.
IV. NUMERICAL RESULTS
This section will illustrate the main ideas of the brief by means of one example from a real system. Prior knowledge is used to constrain parameter estimation. This example will consider the same data that have been recently used in [2] . In the latter reference, a priori information was used in the structure selection of NARMAX polynomial. As a result, the identified models have a much wider range of validity, even over operating regions not visited by the training data set, at the expense of a (slightly) less accurate free-run prediction. The dc-dc Buck converter, presented at Fig. 1 has the following steady-state voltage relation:
where V o is the voltage across the load, D is the duty cycle, V d = 24 V is the constant voltage supply and u is the steady-state value of the model input u(k). The identification data drive the system only within the very limited input range 2:2 V < u(k) < 2:5 V. The objective of the modeling is to obtain a model that provides good free-run predictions when compared to the measured and also fits the static characteristics of the system. Moreover, since the model is allowed to be nonlinear, it is desired that the range of validity of such a model be as wide as possible.
Considering only the static characteristics represented by (17) 
and has the following steady-state relation between output y(k) and input y(k) y = a 1 u + a 0 
The cluster coefficients of model (19) are 6 u = c 0;1 (1) + c 0;1 (3), 6y = c1;0(1) + c1;0(2) + c1;0(3), and 60 = c0. Equation (20) has the same structure as (17) . From the latter, it can be viewed that a 0 = 32 and a 1 = 08. Then, to guarantee that the model has the same characteristics of the system the following constraints must be satisfied: (18) and (22). The static functions obtained from both models and the system are presented in Fig. 3 .
If a purely black-box approach is followed, a model is obtained that has very good prediction performance but is very limited in its range of validity. In particular, for inputs that are slightly outside the range visited by the training data, the model performs poorly and often becomes unstable. Using some prior knowledge about the overall shape of the steady-state response of the system, a few adjustments were made on the model structure, thus resulting in a model with a much wider range of validity, a much better fit to the steady-state response of the original system, but slightly worse free-run predictions. Such a model had the In the case of static converters, the steady-state equations, such as (17) , are usually known from theory. In such a case, the restrictions for the cluster coefficients can be taken directly from such equations. In cases where all that is available are a few measurements in steady state, the procedure would be to take such values and to fit, for instance, by regression analysis, a polynomial to such data. Doing this for steady-state data of the Buck converter and, for the sake of comparison, using the polynomial structure (24), the following optimal parameters were estimated: 
One way of doing this is to relate the steady-state information in (26) with the cluster coefficients using (25) and then to estimate the parameters constrained by such relations. From (26) and (25), the constraints on the cluster coefficients are Table I . presents the parameters estimated by OLS [2] and the parameters estimated by the EA. Note that ja 3 0 0 a 0 j, ja 3 2 0 a 2 j and ja 3 3 0 a 3 j are always smaller than . Fig. 4 shows the free-run predictions of both models, namely the one that uses prior knowledge to help select the model structure (23) only [2] and the model with parameters that were estimated taking into account the constraints (27). Also, Fig. 5 shows the static function obtained from both models and that of the system.
It is interesting to point out that both models mentioned above are, in principle, grey-box models although they do not have the same "shades of grey." That is, the model obtained in this brief is closer to white whereas the model obtained in [2] is closer to black. The comparison of the latter with purely black-box identified models has been presented in [2] .
In closing this example, two remarks are in order. In the first place, in view of the results in [2] , the challenge at hand seems to be to improve the model steady-state behavior without great deterioration of the dynamical behavior. From Fig. 4 it seems fair to state that the dynamical performance of model (23) (23) EA with respect to model (23) OLS. For another data set (not shown) within the same operating range the result was 0.9956, indicating that the performance of both models is basically the same. The same index calculated for the steady-state characteristics of the models resulted in 0.0757, confirming that, in terms of steady-state response, model (23)-EA is clearly better than model (19)-OLS. In this respect, it seems that the challenge has been met.
In second place, it is vital to realize that Fig. 4 shows dynamical data that are within the range marked with crosses in Figs. 3 and 5 . The steady-state response within this range has basically not changed. This is another reason why there is no significant difference between the dynamical validation of models (23) 
V. CONCLUSIONS
This work has been concerned with the use of prior knowledge in nonlinear system identification. In particular, information about the system steady-state behavior is used to constrain parameter estimation. Results presented here show that, the use of prior information in parameter estimation yields models that fit the system steady-state characteristic rather well even over operating points that have not been visited by the system during the dynamical tests performed to produce the identification data.
The new results seem important in a number of ways. Models that are closer to the original system in terms of steady-state behavior are a necessity in some control problems. Also, dynamical tests designed to visit a wide range of operating conditions (such tests are usually required in nonlinear system identification problems) are either too expensive or too dangerous to be performed in practice. Therefore, the procedure presented in this brief seems to be useful in situations where: 1) the system dynamics (eigenvalues) do not depend strongly on the operating point, but the gain does; 2) dynamical information is obtained via low-amplitude dynamical testing of the plant; 3) steady-state information is obtained either from static data (from tests or from historical records), from theory or from both. In this case, the new approach gets dynamical information from the data and additional steady-state information in the form of constraints on cluster coefficients.
