It is shown that, in order that the multiplicativity rule W b a W c b = W c a , which essentially characterises Weyl processes, continue to hold when the sure times a < b < c are replaced by stop times, it is sufficient to use left stopping at the lower limit a and right stopping at the upper limit b in W b a . . . In all these works except [3] a distinction is made, when stopping a quantum process at a stop time, between right and left stopping. The stop time is in effect a projection-valued measure and a process is an operator-valued function of time. To stop the process one evaluates it at the stop time as a spectral integral against the projection valued measure as integrator, with the operator-valued function as integrand. If the latter does not commute with the former the integrator may be placed on either side of the integrand resulting in two different values for the integral. This problem is avoided in [3] by formulating the strong Markov property in such a way that the relevant integrand commutes with the integrator; see also [4] where this aspect is emphasised.
Introduction.
The quantum notion of stop time was introduced in [3] , where it was called Markov time, in the context of both Fock and non-Fock extremal universally invariant quantum stochastic calculus. It has been developed in the more general context of a filtered von Neumann algebra by a number of authors beginning with Barnett and Lyons [2] (see [8] for more recent references) and in the context of Fock quantum stochastic calculus by Parthasarathy and Sinha [9] . In all these works except [3] a distinction is made, when stopping a quantum process at a stop time, between right and left stopping. The stop time is in effect a projection-valued measure and a process is an operator-valued function of time. To stop the process one evaluates it at the stop time as a spectral integral against the projection valued measure as integrator, with the operator-valued function as integrand. If the latter does not commute with the former the integrator may be placed on either side of the integrand resulting in two different values for the integral. This problem is avoided in [3] by formulating the strong Markov property in such a way that the relevant integrand commutes with the integrator; see also [4] where this aspect is emphasised.
The Weyl operators W (f ), f ∈ L 2 (R + ), forming a representation of the canonical commutation relations,
have from the beginning [7] 
with initial condition W (f ) 0 = 1, where the variance parameter σ = 1 in the Fock case and σ > 1 in the non-Fock case. It follows that if, for a < b we define W
A more suggestive notation for W b a (f ) is as a product integral,
is strongly continuous in a, b ∈ R + ; this follows from the strong continuity of the Weyl operators
It is well defined when f is only locally square integrable; f ∈ L 2 loc (R + ). More generally given such f and also a real-valued locally integrable function h on R + , then the family of unitary operators
where γ . This is not true in the Fock case, when product integrals involving the conservation process can also arise. Although it is surely well known to be true in the non-Fock case, I do not know of a proof so one is given in Section 2. For a related result proved by similar methods see [6] .
The main purpose of this paper is to obtain a generalisation of the evolution property (2) which will hold when the real numbers a, b and c are replaced by stop times. We shall see that (2) will hold for stop times a, b and c satisfying a < b < c, where a < b means that every point in the spectrum of a does not exceed every point of the spectrum of b, if and only if W b a is defined for stop times a < b in this sense by using left stopping at a and right stopping at b.
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Characterisation of unitary product integrals.
From now on we take the quantum stochastic calculus to be the non-Fock extremal universally invariant version of [5] of variance σ > 1, so that the quantum Itô table is
where α and β are real numbers satisfying Moreover the complex-valued function Φ inherits continuity in its two arguments separately from the strong continuity of the family W b a . It follows [1] that Φ is of the form
for some integrable complex-valued function φ. Since, in view of the unitarity of the W b a , each |Φ(a, b)| ≤ 1, we can put φ = −F + ih where F is nonnegative and h is real valued. Now consider, for fixed a, operator valued function
Differentiating with respect to b and using (5) and the fundamental theorem of calculus we find that
For a < b < c we have
Taking the vacuum conditional expectation at time b we find that
Hence the process (M a (b)) b≥a is a martingale, and we can apply the martingale representation theorem of [5] and the fact that M a (b) = 0 when b = a to write each M a (b) in the form
for unique adapted, locally square-integrable processes E a and F a on [a, ∞[. Equivalently we can write
Comparing two expressions
Equivalently, for a < b < c
Consider, for n ∈ N,
The latter is an element of N (7) we find that
hence we can write f a = f and g a = g independently of a. By local square integrability of the processes E a and F a , f and g are locally square-integrable. Thus (6) becomes
and so the process W a satisfies
with initial condition W a a = 1. Finally, since each W b a is unitary, differentiating the process W a W * a = 1 we find that
and so, again using the fact that W a W * a = 1,we must have
for some real valued integrable h. Then W b a is given by (3) . .
Stop times
A stop time is a right-continuous increasing family of projections (E(λ)) λ∈R + labelled by the nonnegative real numbers with the property that each
the von Neumann algebra generated by the Weyl processes (W (f ) t ) t≤λ up to time λ. We shall always assume that the strong limit lim λ→∞ E(λ) = 1. Thus a stop time is charaterised by the nonnegative self-adjoint operator τ = ∞ 0− λdE(λ) which is affiliated to N .
Stop times may be partially ordered either by prescribing that τ 1 ≤ τ 2 holds in the usual sense for self adjoint operators, that ψ, τ 1 ψ ≤ ψ, τ 2 ψ for arbitrary ψ in the domain of τ 1 , or, more usefully [2] , that E 2 (λ) ≤ E 1 (λ) for all λ ∈ R + . In this paper we shall use a partial ordering that is stronger than either of these, namely τ 1 ≤ τ 2 will mean that there is a real number µ ≥ 0 such that
equivalently every element of the spectrum of τ 1 is majorised by every element of the spectrum of τ 2 .
Following the intuition that a function f (τ ) of the self-adjoint operator τ.is defined as the spectral integral
, given a process X = (X(t)) t∈R + we may try to define the observable or random variable X(τ ) got by stopping the process at τ as
whenever this exists in a suitable analytic sense, for example as the strong limit lim P X(λ j )(E(λ j+1 )−E(λ j )) over partitions P = (0, λ 1 , λ 2 , ..., λ N = λ P ) of intervals [0, λ P ] with λ P → ∞ on the domain for which such limits exist. A problem which arises with this definition, of the right-stopped process is that it fails to be equal to the similarly defined left-stopped process
or to the double-stopped process
Compounding this problem of nonuniqueness, all three definitions have the defect that in general stopping the product of two commuting processes is not the same thing as the product of the stopped processe. These problems are avoided in the situation that each X(t) is affiliated to the commutant N t " of N t so that each
and in fact the stopped process can then be given an operator-theoretically precise definition in terms of factorising vectors ψ = ψ t ⊗ ψ t , χ = χ t ⊗ χ t , t ∈ R + , namely the double exponential vectors e(f,ḡ) = e(f ) ⊗ e(ḡ), as
Though this procedure may seem artificial it allows a precise formulation of the strong Markov property [3] , that the processes A † and A begin anew independently of the past at each stop time. Parthasarathy and Sinha [9] refined this idea in the case of Fock quantum stochastic calculus to show that the usual Fock space splitting at each sure time t ∈ R + , H = H t ⊗ H t extends to stop times, H = H τ ⊗ H τ in which each exponential vector e(f ) is a product vector. Their treatment can be extended straightforwardly to the non-Fock case.
Factorising product integrals at stop times.
We consider a family of product integrals
where f is complex-valued square-integrable and h is real-valued and integrable, equivalently, by Theorem 1, a strongly continuous family of unitary operators W For stop times
informally using left stopping at the lower limit τ 1 and right stopping at the upper limit τ 2 . Then . It is easy to see using (2) that this definition is independent of the choice of µ satisfying (9) . Also it is clear that (2) holds for stop times a, b and c satisfying a ≤ b ≤ c, provided that b is sure. Theorem 2. (2) holds for arbitrary stop times a, b and c satisfying a ≤ b ≤ c in the sense of (9).
Proof. By replacing a by a sure time µ for which (9) holds with τ 1 = a and τ 2 = b and using the fact that (2) holds when b is sure we may assume without loss of generality that a is sure. Similarly we may assume that c is sure. Then, with 
