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SOME DETERMINANTAL IDENTITIES
MILAN JANJIC´
Abstract. Some applications of a result, which is proved in [1], is considered.
We first prove three determinantal identities concerning the binomial coeffi-
cient and Stirling numbers of the first and the second kind. We also easily
obtain the inverse of the Vandermonde matrix. Then we derive a recurrence
formula for sums of powers, which is similar to the well-known Newton identity.
In the last section, we consider some sequences given by a homogenous linear
recurrence equation. A determinantal identity for the Fibonacci numbers of
higher order is proved. We finish with an expression of the generalized Vander-
monde determinant in terms of the standard Vandermonde determinant and
elementary symmetric polynomials.
2000 Mathematics Subject Classification: 15A15
Keyword: generalized Vandermonde determinant, inverse Vandermonde matrix,
sum of powers.
1. Introduction
We restate the result proved in [1].
Let n and r be positive integers. We consider the following n+r−1 by r matrix:
(1) P =


p1,1 p1,2 · · · p1,r−1 p1,r
p2,1 p2,2 · · · p2,r−1 p2,r
...
... · · ·
...
...
pn,1 pn,2 · · · pn,r−1 pn,r
−1 pn+1,2 · · · pn+1,r−1 pn+1,r
0 −1 · · · pn+2,r−1 pn+2,r
...
... · · ·
...
...
0 0 · · · pn+r−2,r−1 pn+r−2,r
0 0 · · · −1 pn+r−1,r


.
We connect matrix (1) with a recursively given sequence of vector-columns in
the following way: Let A = (A1|A2| . . . |An) be a square matrix of order n. Here,
A1, . . . , An are columns of A. We define a block matrix Ar = [A|An+1| · · · |An+r ] of
n rows and n+ r columns in the following way:
(2) An+j =
n+j−1∑
i=1
pi,jAi, (j = 1, 2, . . . , r).
For a sequence 1 ≤ j1 < j2 < · · · < jr < n + r of positive integers, we let
M = M(ĵ1, ĵ2, . . . , ĵr) denote the minor of Ar of order n, obtained by deleting
columns j1, j2, . . . , jr of Ar. We shall also write M(ĵ1, . . . , ĵr, Ai1 , Ai2 , . . . , Aik) if
we want to stress that M contains i1, i2, . . . , ik columns of Ar.
Note that the last column of Ar cannot be deleted.
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The sign sgn(M) of M is defined as
sgn(M) = (−1)nr+j1+j2+···+jr+
(r−1)r
2 .
We let Q = Q(j1, . . . , jr) denote the submatrix of order r, laying in j1, j2, . . . , jr
rows of P.
Theorem 1. Let 1 ≤ j1 < · · · < jr < r + n be a sequence of positive integers.
Then,
(3) M(ĵ1, . . . , ĵr) = sgn(M) · detQ · detA.
In particular, for r = 1 we have
Theorem 2. Let A = (A1, A2, . . . , An) be a matrix of order n, and let p1, p2, . . . , pn
be arbitrary elements of F. If
(4) An+1 =
n∑
i=1
piAi,
then, for j = 1, 2, . . . , n, we have
det(A1, . . . , Âj , . . . , An+1) = (−1)
n−jpj detA.
2. Some Determinantal Identities
We consider two function f, g : Z+ × Z+ → Z+, such that f(i, j) = 0, if i > j,
and g(i, j) = 0, if i < j. Let f, g satisfy the following recurrence:
(5) f(n+ 1, k + 1) =
n∑
i=0
g(n, i) · f(i, k).
We want to express g in terms of f.
Define an upper-triangular matrix A = (aij) = (A0, A1, . . . , An), of order n+ 1,
where A0, A1, . . . , An are the vector-columns of A, such that aij = f(j, i), (i, j =
0, . . . , n).
We next define An+1 = (a0,n+1, a1,n+1, . . . , an,n+1)
T , such that
ai,n+1 =
n∑
t=0
g(n, t)ait, (i = 0, 1, . . . , n).
It follows that
ai,n+1 =
n∑
t=0
g(n, t)f(t, i) = f(n+ 1, i+ 1), (i = 0, 1, . . . , n).
Hence,
An+1 = (f(n+ 1, 1), f(n+ 1, 2), . . . , f(n+ 1, n+ 1))
T .
We thus obtain
An+1 =
n∑
j=0
g(n, j)Aj .
We conclude that matrix A satisfies the conditions of Theorem 2. Taking into
account that A is an upper-triangular matrix, we obtain the following identity:
det(A0, . . . , Âj , . . . , An+1) = (−1)
n−j+1g(n, j)
n∏
i=0
aii, (j = 0, 1, . . . , n).
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Note that the matrix (A0, . . . , Âj , . . . , An+1) is a quasi-diagonal block matrix of
the form
(A0, . . . , Âj , . . . , An+1) = diag(A11, A22).
The matrixA11 is an upper-triangular matrix, which determinant equals
∏j−2
k=0 f(j, j).
The matrix A22 is an upper-Hesenberg matrix of order n − j + 2, which has the
form:
A22 =


f(j, j − 1) f(j + 1, j − 1) · · · f(n, j − 1) f(n+ 1, j)
f(j, j) f(j + 1, j) · · · f(n, j) f(n+ j, j + 1)
0 f(j + 1, j + 1) · · · f(n, j + 1) f(n+ 1, j + 2)
...
... · · ·
...
...
0 0 · · · f(n, n) f(n+ 1, n+ 1)

 .
Assuming that f(i, i) 6= 0 we obtain
(6) g(n, j − 1) = (−1)n−j+1
n∏
t=j−1
f(t, t) detA22.
The following are the well-known recurrences for the binomial coefficients, Stirling
numbers of the first, and Stirling numbers of the second kind:(
n+ 1
k + 1
)
=
n∑
i=k
(
i
k
)
,
[
n+ 1
k + 1
]
=
n∑
i=0
(−1)n−i
n!
i!
[
i
k
]
,
{
n+ 1
k + 1
}
=
n∑
i=0
(
n
i
){
i
k
}
.
In the view of (6) we have
Proposition 1. (1) The binomial coefficients satisfy the following identity:
1 = (−1)n−j+1
∣∣∣∣∣∣∣∣∣∣
(
j
j−1
) (
j+1
j−1
)
· · ·
(
n−1
j−1
) (
n
j
)(
j
j
) (
j+1
j
)
· · ·
(
n−1
j
) (
n
j+1
)
...
... · · ·
...
...
0 0 · · ·
(
n−1
n−1
) (
n
n
)
∣∣∣∣∣∣∣∣∣∣
.
(2) For the Stirling numbers of the first kind we have
n!
(j − 1)!
=
∣∣∣∣∣∣∣∣∣∣∣∣
[
j
j−1
] [
j+1
j−1
]
· · ·
[
n−1
j−1
] [
n
j
]
[
j
j
] [
j+1
j
]
· · ·
[
n−1
j
] [
n
j+1
]
...
... · · ·
...
0 0 · · ·
[
n−1
n−1
] [
n
n
]
∣∣∣∣∣∣∣∣∣∣∣∣
.
(3) For the Stirling numbers of the second kind we have
(
n
j − 1
)
= (−1)n−j+1
∣∣∣∣∣∣∣∣∣∣∣∣
{
j
j−1
} {
j+1
j−1
}
· · ·
{
n−1
j−1
} {
n
j
}
{
j
j
} {
j+1
j
}
· · ·
{
n−1
j
} {
n
j+1
}
...
... · · ·
...
0 0 · · ·
{
n−1
n−1
} {
n
n
}
∣∣∣∣∣∣∣∣∣∣∣∣
.
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3. Inverse of Vandermonde Matrix
Using Theorem 2, we easily derive the inverse of a Vandermondove matrix.
We let ek = ek(x1, x2, . . . , xn), (k = 0, 1, 2, . . . , n) denote the elementary sym-
metric polynomials of x1, x2, . . . , xn. We use the following notation: ek(x̂i) =
ek(x1, . . . , xi−1, xi+1, . . . , xn). As usual, by V = V (x1, . . . , xn) will be denoted the
Vandermonde matrix of order n.
Proposition 2. If V = V (x1, . . . , xn) is the Vandermonde matrix, and Mij is the
minor of order n− 1, obtained by deleting the row i and the column j of V, then
(7) Mij = en−j(x̂i) det V (x̂i).
Proof. For a fixed i the minors Mij , (j = 1, 2, . . . , n) are the minors of order n− 1
of the matrix
Mi =


1 x1 · · · x
n−1
1
1 x2 · · · x
n−1
2
...
... · · ·
...
1̂ x̂i · · · x̂
n−1
i
...
... · · ·
...
1 xn · · · x
n−1
n


.
Define the polynomial
fi(x) = (x− x1)(x− x2) · · · ̂(x− xi) · · · (x− xn), (i = 1, 2, . . . , n).
Expanding the product on the right side of this equation one obtains
fi(x) = x
n−1 − e1(x̂i)x
n−2 + · · ·+ (−1)n−1en−1(x̂i).
It follows that
xn−1k = e1(x̂i)x
n−2
k − · · ·+ (−1)
nen−1(x̂i), (k 6= i).
We conclude that, for the last column Cn of Mi we have
Cn =
n∑
j=1
(−1)n−j+1en−j(x̂i)Cj .
Applying Theorem 2 we obtain (7).
It is well-known that the following holds
detV =
∏
1≤i<j≤n
(xj − xi).
It implies that V is invertible if and only if xi 6= xj , (i 6= j). Suppose that xi 6=
xj , (i 6= j), and denote by W = (wij) = V
−1. 
Proposition 3. For each i, j = 1, 2, . . . , n we have
wij =
(−1)n−ien−i(x̂j)∏
k 6=j(xj − xk)
.
Proof. We have
wij =
(−1)i+jMji
detV
=
(−1)i+jen−i(x̂j) detV (x̂j)
detV
.
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Since
detV (x̂j)
detV
=
(−1)n−j∏
k 6=j(xj − xk)
,
we finally have
wij =
(−1)n−ien−i(x̂j)∏
k 6=j(xj − xk)
, (i, j = 1, 2, . . . , n),
and the theorem is proved. 
4. Sums of Powers
For a nonnegative integer k, we denote sk = x
k
1 + · · ·+ x
k
n.
Proposition 4. For a nonnegative integer k, the following recurrence holds
(8) sn+k =
n∑
j=1
(−1)n+jsk+j−1en−j+1.
Proof. Consider the following matrix of order n+ 1.
A =


1 x1 · · · x
n
1
...
...
...
...
1 xi · · · x
n
i
...
...
...
...
1 xn · · · x
n
n
sk sk+1 · · · sk+n


.
If we let R1, . . . , Rn, Rn+1 denote the rows of A, then
Rn+1 =
n∑
j=1
xkiRi,
which means that the last row of A is a linear combination of the remaining rows.
We conclude that detA = 0. On the other hand, expanding detA across the last
row, we obtain
detA =
n+1∑
j=1
(−1)n+1+jsm+j−1Mn+1,j,
where
Mn+1,j = det


1 x1 · · ·
̂
x
j−1
1 · · · x
n
1
...
... · · ·
... · · ·
...
1 xn · · ·
̂
x
j−1
n · · · xnn

 .
Since
(9) xnm =
n−1∑
j=0
(−1)n−j+1en−jx
j
m, (m = 1, 2, . . . , n),
where ei = ei(x1, . . . , xn), we may apply Theorem 2.
It follows that Mi,j = en−j+1 det V (x1, . . . , xn), and the assertion is proved,
under the conditions detV (x1, x2, . . . , xn) 6= 0. 
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5. Homogenous Linear Recurrence
We consider the case when pij = 0, (j > i), in (1). Then,
(10) P =


p1,1 0 · · · 0 0
p2,1 p2,2 · · · 0 0
...
... · · ·
...
...
pn,1 pn,2 · · · pn,r−1 pn,r
−1 pn+1,2 · · · pn+1,r−1 pn+1,r
0 −1 · · · pn+2,r−1 pn+2,r
...
... · · ·
...
...
0 0 · · · pn+r−2,r−1 pn+r−2,r
0 0 · · · −1 pn+r−1,r


.
In this case, we have
(11) An+j =
n+j−1∑
i=j
pi,jAi, (j = 1, 2, . . . , r),
which is the homogenous recurrence equation of order n, with the initial conditions
(A1, A2, . . . , An). If, additionally, in (10), all pi,j = 1, then we have the recurrence
for Fibonacci n-step numbers. We let F
(n,i)
k , (i = 1, 2, . . . , n, k = 1, 2, . . .) denote
Fibonacci n-step numbers, which the initial conditions are given by the ith row of
A. Taking r = n, ji = i, (i = 1, 2, . . . , n), as a consequence of Theorem 1 we obtain
Proposition 5. The following identity is true:∣∣∣∣∣∣∣∣∣∣∣∣
F
n,1
n+1 F
n,1
n+2 · · · F
n,1
2n
...
... · · ·
...
F
n,i
n+1 F
n,i
n+2 · · · F
n,i
2n
...
... · · ·
...
F
n,n
n+1 F
n,n
n+2 · · · F
n,n
2n
∣∣∣∣∣∣∣∣∣∣∣∣
= detA.
At the end we derive an explicit formula for the Generalized Vandermonde ma-
trices.
For the sequence 0 < k1 < · · · < kn of integers, the matrix
(12) V (k1, . . . , kn) =


xk1−11 x
k2−1
1 x
k3−1
1 · · · x
kn−1
1
xk1−12 x
k2−1
2 x
k3−1
2 · · · x
kn−1
2
...
...
...
...
xk1−1n x
k2−1
n x
k3−1
n · · · x
kn−1
n


is called the generalized Vandermonde matrix.
For each k ≥ 1, according to (9), we have
(13) xn+ki =
n∑
j=1
(−1)n−jen−j+1x
k+j−1
i , (i = 1, 2, . . . , n).
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We denote σj = (−1)
n−jen−j+1, (j = 1, . . . , n). Consider the following matrix
(14) V =


1 x1 x
2
1 · · · x
n−1
1 x
n
1 · · · x
kn−1
1
1 x2 x
2
2 · · · x
n−1
2 x
n
2 · · · x
kn−1
2
...
...
...
...
...
...
1 xn x
2
n · · · x
n−1
n x
n
n · · · x
kn−1
n

 .
We have
(15) Vn+k =
n∑
j=1
(−1)n−jen−j+1Vk+j−1, (k = 1, 2, . . . , kn − n).
In the view of (15), the corresponding matrix P in (10) is the kn by kn + 1− n
matrix of the form
P =


(−1)n−1en 0 0 · · · 0 0 0
(−1)n−2en−1 (−1)
n−1en 0 · · · 0 0 0
(−1)n−3en−2 (−1)
n−2en−1 σ0 · · · 0 0 0
...
...
... · · · 0 0 0
e1 −e2 e3 · · · 0 0 0
−1 e1 −e2 · · · 0 0 0
0 −1 e1 · · · 0 0 0
...
...
... · · ·
...
...
...
0 0 0 · · · e1 −e2 e3
0 0 0 · · · −1 e1 −e2
0 0 0 · · · 0 −1 e1


.
For sgn(M) one easily obtains that
sgn(M) = (−1)
n(n−1)
2 +
∑
n−1
i=1 ki .
Next, the corresponding matrix Q is obtained by deleting rows of P indices of which
are k1, k2, . . . , kn−1. Theorem 1 implies
Proposition 6. The following formula holds
detV (k1, k2, . . . , kn) = sgn(M) · detQ · detV (x1, x2, . . . , xn).
Consider the particular case ki = i, (i = 1, . . . , n− 1), (kn = m > n). We have
sgn(M) = 1, and Q is the upper-Hessenberg matrix of order m− n:
Q =


e1 −e2 · · · ∗ ∗
−1 e1 · · · ∗ ∗
0 −1 · · · ∗ ∗
...
... · · ·
...
...
0 0 · · · e1 ∗
0 0 · · · −1 e1


,
where ∗, depending on m, has to be replaced with either 0 or some of σ’s.
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Proposition 7. For m > n we have∣∣∣∣∣∣∣∣∣
1 x1 · · · x
n−2
1 x
m−1
1
1 x2 · · · x
n−2
2 x
m−1
2
...
... · · ·
...
...
1 xn · · · x
n−2
n x
m−1
n
∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣
e1 −e2 · · · ∗ ∗
−1 e1 · · · ∗ ∗
...
... · · ·
...
...
0 0 · · · e1 ∗
0 0 · · · −1 e1
∣∣∣∣∣∣∣∣∣∣∣
·
∣∣∣∣∣∣∣∣∣
1 x1 · · · x
n−2
1 x
n−1
1
1 x2 · · · x
n−2
2 x
n−1
2
...
... · · ·
...
...
1 xn · · · x
n−2
n x
n−1
n
∣∣∣∣∣∣∣∣∣
.
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