We establish a general existence and uniqueness result of L 1 solution for a multidimensional backward stochastic differential equation (BSDE for short) with generator g satisfying a one-sided Osgood condition as well as a general growth condition in y, and a Lipschitz condition together with a sublinear growth condition in z, which improves some existing results. In particular, we put forward and prove a stability theorem of the L 1 solutions for the first time. A new type of L 1 solution is also investigated. Some delicate techniques involved in the relationship between convergence in L 1 and in probability and dividing appropriately the time interval play crucial roles in our proofs.
Introduction
We fix a nonnegative real number T as well as two positive integers k and d, and let R + := [0, +∞).
Let ½ A represent the indicator function of a set A, and x, y the inner product of x, y ∈ R k . The
Euclidean norms of a vector y ∈ R k and a matrix z ∈ R k×d are defined by |y| and |z|, respectively.
Assume that (Ω, F , È) is a completed probability space carrying a standard d-dimensional Brownian motion (B t ) t≥0 , and that (F t ) t≥0 is the natural σ-algebra filtration generated by (B t ) t≥0 and F = F T .
For each p > 0, denote by L p (Ω, F T , È; R k ) the set of all R k -valued and F T -measurable random vectors ξ such that E[|ξ| p ] < +∞, by S p (0, T ; R k ) (or S p simply) the set of R k -valued, (F t In this paper, we are interested in solving the following multidimensional backward stochastic differential equation (BSDE for short):
where ξ ∈ L 1 (Ω, F T , È; R k ) is called the terminal condition, T is called the time horizon, and the random function g(ω, t, y, z) :
is (F t )-progressively measurable for each (y, z), called the generator of BSDE (1) . Furthermore, the triple (ξ, T, g) is usually called the parameters of BSDE (1) .
Throughout this paper, we use the following definitions on solutions of (1).
Definition 1 A solution of BSDE (1) is a pair of (F t )-progressively measurable processes (y t , z t ) t∈[0,T ]
with values in R k × R k×d such that dÈ − a.s., It is well known that nonlinear BSDEs were initially introduced in 1990 by Pardoux and Peng [35] .
They put forward and proved an existence and uniqueness result for L 2 solution of multidimensional BSDEs under the Lipschitz assumption of g as well as the square integrability assumption of ξ and g(t, 0, 0). From then on, the BSDE theory has attracted more and more interests, and due to the closely connections with many questions, it has gradually become a very powerful tool in many fields including stochastic control, financial mathematics, nonlinear mathematical expectation and partial differential equations, see [1, 7, 8, 10, 11, 21, 22, 25, 29, 33, 34, 36, 38, 40] and so on.
There is no doubt that the existence and uniqueness of the solution is one of the most fundamental and kernel problems in the study on the theory and application of BSDEs. From the beginning, many researchers have attempted to improve the result of the L 2 solution of [35] by weakening the Lipschitz hypothesis on g, see, for example, [6, 8, 11, 13, 15, 17, 20, 24, 25, 30, 32, 41] for a survey. At the same time, the existence and uniqueness of the L p (p > 1) solution for BSDEs has been extensively investigated by [3, 11, 12, 16] , etc. Starting around 1998, the existence and uniqueness of the bounded solution and the solution whose exponential moments of certain order exist have also been becoming one of emphasis in the study on BSDE theory, one can see [4, 5, 9, 23, 29, 31, 33, 37] for this topic, where the generator g may have a quadratic or superquadratic growth in z.
respect to the first component of the L 1 solution are not valid any longer especially when the generator g depends on z, which brings intrinsic difficulty when one tries to establish the stability of L 1 solutions.
This may be the reason that by far there is still no reported work on the stability of L 1 solutions for multidimensional BSDEs even when g only satisfies the monotonicity condition or the uniformly Lipschitz condition in y other than the one-sided Osgood condition. In this paper, we will fill up the gap.
More specifically, enlightened by the proof of the existence of the L 1 solution in this paper, we will first introduce some auxiliary BSDEs by virtue of a Picard's iterative procedure as a bridge and then use a very delicate argument to establish a stability theorem of the L 1 solutions for multidimensional BSDEs with generators of one-sided Osgood type (see Theorem 4 in Section 5), where expect for Gronwall's inequality, Bihari's inequality, the relationship between convergence in L 1 and in probability, and the technique dividing the time interval, the induction technique and the sharp apriori estimates established in [12] , [41] and [16] all play important roles.
In addition, in this paper we also investigate, for the first time, the existence and uniqueness together with the stability of the solutions in the space S 
Preliminaries
In this section, we first introduce several sharp apriori estimates with respect to solutions of multidimensional BSDEs, which will play very important roles in the proof of our main results. For this, let us introduce the following assumptions with respect to the generator g:
where µ and ν are two positive constants, f t and ϕ t are two (F t )-progressively measurable and nonnegative processes satisfying
where ν > 0 is a constant, f t is an (F t )-progressively measurable and nonnegative process satisfying
and ψ(·) : R + → R + is a nondecreasing and concave function with ψ(0) = 0.
and φ(·) : R + → R + is a nondecreasing and concave function with φ(0) = 0.
The above assumptions (A2) and (A3) are respectively related to following assumptions (H1a) p and (H1b) p , which are put forward and used in Fan [12] at the first time. Assumptions (H1a) p and (H1b) p will also be employed in this paper.
(H1a) p g satisfies a p-order weak monotonicity condition in y, i.e., there exists a nondecreasing and concave function κ(·) :
where and hereafter
(H1b) p g satisfies a p-order one-sided Mao's condition in y, i.e., there exists a nondecreasing and
The following Propositions 1-2 are respectively Propositions 2-3 in Fan [12] , and the following Proposition 3 comes from Proposition 1 in Xu and Fan [41] .
where C µ,ν,p,T > 0 is a constant depending on (µ, ν, p, T ), and C p > 0 is a constant depending only on p.
Proposition 2 Let p > 1 and (A2) hold. Suppose that (
Then, there exists a constant C ν,p > 0 depending only on ν, p such that dÈ−a.s., for each 0
(1). Then, there exists a constant C ν > 0 depending only on ν such that dÈ−a.s., for each 0
In the same way as that in Lemmas 2-3 of Fan and Jiang [16] , we can prove the following proposition.
The proof is omitted here.
Propositions 4 Let p > 1 and (A3) hold. Suppose that (y t , z t ) t∈[0,T ] is a solution of BSDE (1) such that y · ∈ S p (0, T ; R k ). Then, z · belongs to M p (0, T ; R k×d ) and there exists a positive constant C ν,p depending on ν and p such that dÈ − a.s., for each 0
Now, let us introduce two technical lemmas, which will be used later. Firstly, the following Lemma 1 gives a sequence of upper bounds for linear growth functions, which comes from Fan and Jiang [13] .
Lemma 1 Suppose thatκ(·) : R + → R + increases at most linearly, i.e., there exists a constant A > 0 such thatκ
Then for each m ≥ 1, we havē
The following Lemma 2 can be regarded as a backward version of classical Bihari's inequality, which can be proved by classical methods. The proof is omitted.
where u 0 is a positive real number,ψ(·) : R + → R + is a continuous and nondecreasing function,ψ(0) = 0,
where
is a strictly increasing function valued in R, and Ψ −1 is the inverse function of Ψ. In particular, if u 0 = 0,
To the end of this section, we would like to especially mention that even though Propositions 1-4 mentioned above appear similar, there are some distinguish differences among both their conditions and conclusions. They will also play different roles in the proof of our main results.
3. Existence and uniqueness of the L 1 solution
We first introduce the following assumptions on the generator g used in Fan [12] , Fan and Jiang [15] and Briand, Delyon, Hu, Pardoux and Stoica [3] :
(H1) g satisfies a one-sided Osgood condition in y, i.e., there exists a nondecreasing and concave
(H2) g has a general growth with respect to y, i.e,
(H3) g is Lipschitz continuous in z, uniformly with respect to (ω, t, y), i.e., there exists a constant
Furthermore, g has a sublinear growth in z, i.e., there exist two constants γ > 0 and α ∈ (0, 1) as well as an (F t )-progressively measurable and nonnegative process (
Remark 1 For later use, it follows from Proposition 1 in Fan [12] that for each p > 1,
and when p = 1, they are same. In addition, the functions ρ(·), κ(·) and ̺(·) in (H1), (H1a) and (H1b) all increase at most linearly since they are all nondecreasing and concave function valued 0 at 0. Here and hereafter we will always denote by A the linear-growth constants of them, i.e.,
Finally, by Proposition 1 in Fan [12] we also point out that the concavity condition of ρ(·) and ̺(·) defined respectively in assumptions (H1) and (H1b) p can be replaced with the continuity condition.
The following Theorems 1-2 are the main results of this section.
Theorem 1 Assume that the generator g satisfies assumptions (H1) and (H3). Then for each
and z · belongs to β>α M β , which leads to that it admits at most one L 1 solution.
Proof Assume that (H1) and (H3) hold and that both (y t , z t ) t∈[0,T ] and (y We first show that (y t − y
In fact, let us fix n ≥ 1 and denote τ n the stopping time
Corollary 2.3 in Briand, Delyon, Hu, Pardoux and Stoica [3] leads to the following inequality with settinĝ
It follows from assumptions (H1) and (H3) that dÈ × ds − a.e.,
Then, combining (2) with (3) we can deduce that for each n ≥ 1 and t ∈ [0, T ],
Furthermore, since y ′ · belongs to the class (D), both z · and z ′ · belong to M β with β > α, and
+∞, we can use Doob's inequality, Hölder's inequality and Jensen's inequality to obtain that
Thus, sinceŷ · belongs to the class (D) and ρ(·) increases at most linearly, we can send n to +∞ in (4) and use Lebesgue's dominated convergence theorem, in view of τ n → T as n → ∞,ŷ T = 0 and Remark 1, to get that for each t ∈ [0, T ],
and then
Gronwall's inequality yields that
, form which, by letting r = t, we have
This inequality together with (5) leads tô
In the sequel, note that (ŷ t ,ẑ t ) t∈[0,T ] is a solution of the following BSDE:
It follows from assumptions (H1) and (H3) on g together with Remark 1 that dÈ × dt − a.e., for each (y,
and
where the functionsκ(·) and κ(·) are respectively defined in (H1a) 2 and (H1a) p . Thus, on one hand, inequality (9) means that the generatorĝ of BSDE (8) satisfies assumption (A1) with µ = A, ν = λ, f t ≡ 0 and ϕ t ≡ A. It then follows from Proposition 1 together with (7) 
of BSDE (8) . On the other hand, inequality (10) means that the generatorĝ of BSDE (8) also satisfies assumption (A2) with ψ(·) = κ(·), ν = λ and f t ≡ 0. It then follows from Proposition 2 with u = 0 that there exists a positive constant C λ,p,T depending only on λ, p and T such that for each t ∈ [0, T ],
Thus, in view of the fact that 0 + du κ(u) = +∞, Bihari's inequality (Lemma 2) yields that
Finally, by (9), Remark 1 and Lemma 1 we can check that the generatorĝ of BSDE (8) satisfies assumption (A1) with µ = m + 2A, ν = λ, f t ≡ 0 and ϕ t =κ( 2A m+2A ) for each m ≥ 1. It then follows from Proposition 1 with u = t = 0 that there exists a positive constant C m,λ,p,T depending on m, λ, p and T , and a positive constant C p depending only on p such that for each m ≥ 1,
Thus, in view of (12) and the fact thatκ(·) is a continuous function withκ(0) = 0, sending m → ∞ in the previous inequality we deduce that
The proof of Theorem 1 is then complete.
We now turn to the existence part of our study. We will prove the following result.
Theorem 2 Assume that the generator g satisfies assumptions (H1)-(H3). In the case when the α defined in (H3) values in [1/2, 1), we further assume that there exists a constantp > 1 such that the function ρ(·) in (H1) satisfies
Then for each ξ ∈ L
Remark 2 It follows from Proposition 1 in Fan [12] that if g satisfies (H1) with a ρ(·) satisfying (14) for somep > 1, then g must satisfy (H1b)p. And vice versa. This fact will be perfectly utilized later.
The following Proposition 5 is the first step to prove Theorem 2, which studies the case where the generator g does not depend on the variable z.
Proposition 5 Let the generator g be independent of z and satisfy assumptions (H1)-(H2). Then
, g is independent of z and assumptions (H1) and (H2)
hold. For each n ≥ 1, we denote q n (x) = xn/(n ∨ |x|) and set
Note that both |ξ n | and |g n (t, 0)| are bounded by n, and that the generator g n (t, y) satisfies (H1) and (H2) for each n ≥ 1. It then follows from Corollary 2 with p = 2 in Fan [12] that the following BSDE
For each n, i ≥ 1, we setŷ
It follows from assumption (H1) and definition of g n (t, y) that dÈ × ds − a.e.,
Then, combining (16) and (17), in view of Fubini's Theorem and Jensen's inequality, we can get that for each n, i ≥ 1 and
In the sequel, by virtue of Fubini's theorem and Jensen's inequality, it follows from (18) that for each
Then in view of Remark 1, Gronwall's inequality yields that for each n, i ≥ 1 and (ω,
This inequality together with Lemma 6.1 in [3] leads to that for each β ∈ (0, 1),
where C > 0 is a constant depending only on A, T and β. This means that the sequence
is uniformly integrable for each β ′ ∈ (0, 1).
On the other hand, by virtue of Fubini's theorem and Jensen's inequality, it follows from (18) that for each n, i ≥ 1 and
is a strictly increasing and continuous function valued in R, and Θ −1 is the inverse function of Θ.
Furthermore, by the maximum inequality with respect to sub-martingale and Lebesgue's dominated convergence theorem we have, for each ǫ > 0, as n → ∞,
Thus, noticing by the definition of h n (t) together with (22) that
from (24) we can deduce that for each ǫ > 0,
That is to say,
and sup i≥1 sup t∈[0,T ] |ŷ
converges to 0 in probability as n → ∞.
Combining (20) and (25) we get that for each β ∈ (0, 1),
It then follows from (19) , (26) and (27) 
and for each β ∈ (0, 1),
Furthermore, note that (ŷ
is a solution of the following BSDE:
where for each n, i ≥ 1 and y ∈ R k ,ĝ n,i (t, y) := g n+i (t, y + y n t ) − g n (t, y n t ). It follows from assumption (H1) on g together with Remark 1 that dÈ × dt − a.e., for each n, i ≥ 1 and y ∈ R k , y,ĝ n,i (t, y) ≤ y, g n+i (t, y + y
where the function κ(·) is defined in (H1a) 2 . Thus, by (31), Remark 1 and Lemma 1 we can check that the generatorĝ n,i of BSDE (30) satisfies assumption (A1) with p = β, µ = m + 2A, ν = 0, f t = |g(t, 0)|½ |g(t,0)|>n and ϕ t = κ( 2A m+2A ) for each m ≥ 1 and β ∈ (0, 1). It then follows from Proposition 1 with u = t = 0 and p = β that for each m, n, i ≥ 1, there exist a constant C m,A,β,T > 0 depending only on m, A, β and T , and a constant C > 0 such that for each β ∈ (0, 1),
Thus, taking superemum with respect to i and sending first n → ∞ (m being fixed) and then m → ∞ in (32), by virtue of (27) , (H2), Lebesgue's dominated convergence theorem and the fact that κ(·) is continuous function with κ(0) = 0, we can deduce that for each β ∈ (0, 1),
which means that there exists a process (z t ) t∈[0,T ] which belongs to β∈(0,1) S β such that
Finally, since 
where for each n ≥ 1, (y 
as soon as αq < 1 with q > 1. Hence, for each n, i ≥ 1, we know that (ŷ n,i t ) t∈[0,T ] belongs to the space S q as soon as αq < 1 with q > 1. In the sequel, we will deal with two cases respectively:
Case (i): In this case, we can pick q = 2, then for each n, i ≥ 1,
Note that for each n, i ≥ 1, (ŷ
where for each y ∈ R k ,ḡ n,i (s, y) := g(s, y + y ). It follows from (H1), (H3) and
and y,ḡ n,i (t, y) ≤ κ(|y| 2 ) + λ|y||z
where κ(·) is defined in (H1a) 2 . Thus, by (35) and (38) we know that the generatorḡ n,i (t, y) of BSDE (37) satisfies assumption (A1) with p = 2, µ = A, ν = 0, f t = 2γ g t + |y n t | + |z
A. Then, in view of (36), it follows from Proposition 1 with p = 2 thatẑ
On the other hand, it follows from (39) that for each n ≥ 2 and i ≥ 1, the generatorḡ n,i (t, y) of BSDE (37) also satisfies assumption (A2) with p = 2,
Proposition 3 with u = 0 and Hölder's inequality we can deduce that there exists a constant C > 0 such
Now, let
Combining (40) with (41) yields that for each n ≥ 2, i ≥ 1 and
Furthermore, note by Remark 1 that κ(x) ≤ A(x + 1) for each x ≥ 0. Gronwall's inequality with (42) and (41) yields that for each n ≥ 2, i ≥ 1 and
By picking n = 2 and i = m − 2 in (43) we get that for each t ∈ [T 1 , T ] and m ≥ 3,
from which we can obtain by induction that for each t ∈ [T 1 , T ],
In addition, for each n ≥ 2, i ≥ 1 and t ∈ [0, T ] we have
Combining (43), (45) and (44) yields that for each t ∈ [T 1 , T ],
Now, in view of (46), by first taking supremum with respect to i and then taking lim sup with respect to n in (42) and finally using Fatou's lemma, the monotonicity and continuity of the function κ(·) together with Bihari's inequality, we can deduce the existence of processes (
Thus, note that (y Finally, noticing that the δT > 0 depends only on λ and A, we can find a minimal integer N ≥ 1 such that T N = 0. Thus, we can repeat, in finite steps, the above procedure to obtain an L 1 solution to
, and then we find an
Case (ii): In this case, we can pick a q ∈ (1,p ∧ 1 α ), then for each n, i ≥ 1,
Note that q <p and that we also assume that equality (14) holds in this case. It follows from Proposition 1 in Fan [12] that g also satisfies (H1b)p and then (H1b) q . Note further that (37) and (38) is also true.
In the same way as that in case (i), it follows from Proposition 1 with p = q that, in view of (48) and
Furthermore, it follows from (H1b) q and (H3) of the generator g together with Remark 1 that dÈ × dt − a.e., for each y ∈ R k , y |y|
where ̺(·) is defined in (H1b) q . Then, for each n ≥ 2 and i ≥ 1, the generatorḡ n,i (t, y) of BSDE (37) satisfies assumption (A3) with p = q, φ(u) = ̺(u), ν = 0, f t = λ|ẑ n−1,i t |. Then, by Proposition 4 with u = 0 and p = q together with Hölder's inequality we can deduce that there exists a constant C q > 0 depending only on q such that for each n ≥ 2, i ≥ 1 and
Combining (49) with (50) yields that for each n ≥ 2, i ≥ 1 and
Furthermore, note by Remark 1 that ̺(x) ≤ A(x + 1) for each x ≥ 0. Gronwall's inequality with (51) and (50) yields that for each n ≥ 2, i ≥ 1 and
from which, in view of q ∈ (1, 2) and the basic inequality
, by a similar argument to that in case (i) we can deduce that for each n ≥ 1
Now, in view of (53), by first taking supremum with respect to i and then taking lim sup with respect to n in (51) and finally using Fatou's lemma, the monotonicity and continuity of the function κ(·) together with Bihari's inequality, we can deduce the existence of processes (
Thus, note that (y ] belongs to the class (D). By passing to the limit in ucp for BSDE (34) , in view of (54), (H2), (H3) and Lebesgue's dominated convergence theorem, we deduce that (
Finally, noticing that the positive real number δT depends only on q, λ and A, we can find a minimal integerN ≥ 1 such that TN =0. Thus, we can repeat, in finite steps, the above procedure to obtain an generators of one-sided Osgood type. This is the first time to the best of our knowledge. We will also provide two examples in this section to illustrate our theoretical results.
Theorem 3 Assume that the generator g satisfies assumptions (H1)-(H3). In the case when the α defined in (H3) values in [1/2, 1), we also assume that there exists a constantp > 1 such that the function ρ(·) in (H1) satisfies (14) . If the following assumption (H4) holds true:
Proof It is clear that the uniqueness follows from Theorem 1 directly. Note that if (H4) holds true, 
Hence, in order to complete the proof of Theorem 3, it remains to show, under (H1)-(H4),
In fact, let us fix n ≥ 1 and denote τ n the stopping time 
And, it follows from (H1) and (H3) that dÈ × ds − a.e.,
Thus, in view of (55) and (56), using a similar argument to that in the proof of Theorem 1 we can get that for each t ∈ [0, T ],
Furthermore, it follows from (H4) and a similar argument to obtain (5) thatḠ(·) ∈ S 1 (0, T ; R k ) and then, in view of (57), (y t ) t∈[0,T ] ∈ S 1 (0, T ; R k ). Finally, note by (H1) and (H3) together with Remark 1
where the functionκ(·) is defined in (H1a) 2 . It follows from Proposition 1 with p = 1 and u = t = 0 that
Corollary 1 Assume that the generator g satisfies assumption (H1b) p for some p > 1, (H2) and (H3).
Remark 5 Note that if the generator g satisfies the monotonicity condition used in Briand, Delyon, Hu, Pardoux and Stoica [3] , then it must satisfy (H1b) p for all p > 1. Theorems 1-3 of this paper generalize Theorems 6.2 and 6.3 in [3] .
Example 1 Let k = 1 and
0 , other cases with δ > 0 small enough.
It is not hard to check that g satisfies assumptions (H2) and (H3) with λ = 1 and any α ∈ (0, 1/2).
Furthermore, note that e −βy is decreasing in y for each β ≥ 0, h(·) is concave and sub-additive and then the following inequality holds: dÈ × dt − a.e.,
with 0 + du h(u) = +∞. It follows that g also satisfies assumption (H1). Then, by Theorems 1-2 we know that for each ξ ∈ L 1 (Ω, F T , È; R k ), the BSDE with the parameters (ξ, T, g) admits a unique L 1 solution
Moreover, by Theorem 3 we also know that if (H4) holds true for ξ and g(t, 0, 0), then
Example 2 Let y = (y 1 , · · · , y k ) and g(ω, t, y, z) = (g 1 (ω, t, y, z), · · · , g k (ω, t, y, z)), where for each
0 , other cases with δ > 0 small enough and p > 1.
In the same way as in Example 1, we can check that this generator g satisfies assumptions (H1b) p with functionh(·), (H2) and (H3) with λ = 1 and α = 2/3. It then follows from Corollary 1 that for each
And, if (H4) holds true for ξ and g(t, 0, 0), then ( 
Furthermore, we introduce the following assumptions: 
And,
The following Theorem 4 is the stability theorem of L 1 solutions.
Theorem 4 Under assumptions (B1) and (B2), we have
In the sequel, note by Lemma 6.1 in [3] and assumption (B2) that
Arguing as that from (18) to (29) we can deduce that for each β ∈ (0, 1),
Furthermore, note that for each m ≥ 1, (ŷ
is an L 1 solution of the following BSDE:
where for each y ∈ R k ,ĝ m,1 (t, y) := g m (t, y + y 0,1
. It follows from assumption (H1) on g m together with (59) that dÈ × dt − a.e., for each m ≥ 1 and y ∈ R k ,
where the function κ(·) is defined in (H1a) 2 . Thus, in view of (74) 
From (74) and (77), we know that (66) and (67) hold true for n = 1. Now, let us fix arbitrarily a n ≥ 2 and assume that (66) and (67) hold true for n − 1. In the sequel, we will prove that they also hold for n. 
where for each y ∈ R k ,ĝ m,n (t, y) := g m (t, y+y where the function κ(·) is defined in (H1a) 2 , and, in view of (H3), 
where K n > 0 is a constant independent of m. Hence, for each q ′ > 1 satisfying αq ′ < 1, we have
On the other hand, note from assumption (H1) of g m and (79) that dÈ × dt − a.e., 
Arguing as that from (68) to (71), in view of (82), (83) and (84), we can obtain that for each m ≥ 1, 
In view of (86) and (87), we have proved that (66) and (67) hold also true for n. Thus, by induction the proof of Proposition 6 is completed.
Next, we turn to the estimates with respect to the first term of the right hand in (64) and (65). 
