Abstract
Introduction

22
The electricity produced by renewable energy sources (RES) is constantly 23 world-wide increasing thanks to government policies and technical progress.
24
Europe has experienced one of the largest growths: in the last five years the 25 electricity generation by RES, and in particular by photovoltaic (PV) and 26 wind plants, is doubled. However, the RES energy productions are charac-27 terized by fluctuating output, because they are influenced by meteorological 28 conditions.
In recent years several power forecasting models related to PV plants have 48 been published. The existing solutions can be classified into the categories 49 of physical, statistical and hybrid methods. Some of these models were at 50 first oriented to obtain solar radiation predictions [14, 18] while other works 51 present models specifically dedicated to the forecasting of the hourly power 52 output from PV plants [12, 20] . Nowadays the most applied techniques for few-hours power output forecast [17] . Some other papers use physical 59 methods [15, 23, 21] . Some papers report the comparison of the results
60
obtained with different models based on two or more forecasting techniques 61 [17, 18, 15] . Nowadays the most important forecasting horizon is 24 hours of 62 the next days. Only a few papers describe forecasting models used to predict 63 the daily irradiance or directly energy production of the PV plant for all the 64 daylight hours of the following day [24, 15, 25] .
In order to define the accuracy of the prediction, some error indexes are 66 introduced to evaluate the performances of the forecasting models. Some of A method based on ANN was developed in order to make the hourly 142 prediction of the production of a RES plant. Fig. 1 illustrates the different 143 phases carried out for the proposed procedure. As regards the training phase,
144
both the weather and the output power measured on the PV systems histor-
145
ical data sets are required in order to lead a supervised learning of the ANN.
146
Once the ANN is trained and tuned, it can be used to provide predictions 
Pre-processing and data validation 154
Before any other step, historical measured data must be always validated, 
161
Thus the aim of using CSRM in this preliminary step is not only to determine In this case the "failure in the PV plan" condition or the "snow on the PV 173 module" could occur.
174
Lastly if REL h , the hourly average of the four reliability coefficients in 175 the same hour, is greater than 0, the h-th hourly sample is considered in the P p,h provided by the forecasting model [15] , [16] :
From this basic definition, then other definitions can be introduced. The 209 absolute hourly error e h,abs which is the absolute value of the previous defi-
210
nition (e h can give both positive and negative values):
output expected power hour P p,h :
or, if it is based on the hourly output measured power hour P m,h :
These two errors will be compared in section 5.
215
The normalized mean absolute error N M AE % , based on net capacity of 216 the plant C:
where N represents the number of samples (hours) considered: usually it 218 is referred to a day, a month or a year. For this indicator the rated power of 219 the PV system was considered as C.
220
The weighted mean absolute error W M AE % , based on total energy pro-
The normalized root mean square error nRM SE, based on the maximum 223 observed power output P m,h :
N M AE % is largely used to evaluate the accuracy of predictions and trend 
Results
260
The results of this analysis concern specifically the error definitions pre- The starting point of the error analysis is the hourly error definition (1).
268
Its absolute value can be related, for the same computed forecast, both to 
276
Thus the final hourly power forecast P p,h is the average of power P i samples referred to the same h hour. We obtain for n different trials, the 278 following expression:
which is the power forecast by the so-called ensemble method. Therefore the 280 hourly percentage errors (3) and (4), can be redefined respectively as:
and:
where n is the number of trials as already explained. shown both for the hourly errors based on the predicted output power e %,p 286 (in blue) and the hourly error based on the measured output power e %,m (in 287 red).
288
In our analysis we used the first 90 days of historical data for training and 289 the last 150 days for forecast evaluation. All the curves reported in Fig. 3 290 are ordered based on hourly forecasting error magnitude starting from the 291 largest to the smallest, truncating at 1500 samples, for an easier comparison.
292
Following this approach we can draw some considerable results. First of 293 all it can be observed that the hourly error based on the predicted power 294 e %,p is generally smaller than the one based on the measured power e %,m .
295
Secondly the hourly ensemble error based on the predicted power is 
316
In order to identify those days which may affect the training set relia-317 bility, it can be useful to sort the dataset according to the daily clearness 318 index k t , defined as the ratio of the horizontal global irradiance to the corre-319 sponding irradiance available out of the atmosphere [10] . In [13] an example 320 of clustering days with these criteria is provided and, in this research, the 321 dataset has been classified, according to the typical values of k t for the PV 322 plant site, into three partitions as reported in Table 2 . In particular, as reported in Table 3 , according to the clearness index (a) sunny day with sunny weather forecasts (Fig. 6) ,
354
(b) partially cloudy day with variable weather forecasts (Fig. 7) ,
355
(c) cloudy day (Fig. 8) .
356
These figures show the trends of the PV plant predicted power P p and the Finally, the worst case is represented by (c). In this case the measured 377 power P m is really low (full cloudy day) and consequently percentage errors 378 are quite relevant even if the overall produced energy in that day is quite 379 negligible. However, it is important to underline that this specific day repre-380 sents one of the worst cases over the entire data set analyzed in this paper.
381
In all the considered cases, we noticed that the most relevant errors occur 382 during sunrise and sunset; therefore, possible enhancement to our method 
Conclusion
386
In this paper a PV energy forecasting method based on ANN is presented.
387
The error assessment, according to the error definitions here introduced,
388
shows that the ensemble error is smaller than those obtained by the single 389 trials. Besides it has been highlighted that the method accuracy is strictly 390 related to the historical data pre-process step and to the accuracy of the 391 historical data set used for the training step. hybrid method for 1-day ahead hourly forecasting of pv power output,
