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We explore the effect of directionality on rotational and translational relaxation in glassy systems of patchy
particles. Using molecular dynamics simulations we analyze the impact of two distinct patch geometries, one
that enhance local icosahedral structure and one which does not strongly affect local order. We find that in
nearly all investigated cases, rotational relaxation takes place on a much faster time scale than translational
relaxation. By comparing to a simplified dynamical Monte Carlo model, we illustrate that rotational diffusion
can be qualitatively explained as purely local motion within a fixed environment, which is not coupled strongly
to the cage-breaking dynamics required for translational relaxation. Nonetheless, icosahedral patch placement
has a profound effect on the local structure of the system, resulting in a dramatic slowdown at low temperatures
which is strongest at an intermediate “optimal” patch size.
I. INTRODUCTION
When we cool down or compress a liquid, the over-
all dynamics of the particles slow down as they become
trapped in cages formed by their neighbors. If the system
successfully avoids crystallization, this process eventually
leads to a fully arrested state, where relaxation and diffu-
sion are no longer possible on time scales that are relevant
to a human observer. In this limit, the liquid has trans-
formed into a glass1. The nature of this slowdown, and
in particular its relation to changes in the structure of
the liquid, has been the subject of intensive debate over
the last decades2–5.
One of the characteristic features of glasses is the emer-
gence of dynamical heterogeneities6,7: for sufficiently
cold or dense systems, the dynamics in the system vary
strongly in space, such that some particles are signifi-
cantly more mobile than others. Inspired by this, a num-
ber of studies have linked the dynamical slowdown of
glasses to variations in their local structure5,8–11. For ex-
ample, it has been demonstrated that slow dynamics are
paired with an increasing emergence of particles arranged
in locally favored structures: local packings that are en-
ergetically or entropically highly favorable8,12 and, thus,
survive for a long time13. Additionally, recent work using
machine learning techniques have demonstrated that the
likely mobility of a particle can be predicted purely on
its local structure14.
If local structures play an important role in determin-
ing the dynamics of glassy systems, a natural question
to ask is whether we can then control dynamics by de-
liberately modifying the local geometry of particle pack-
ings. Recently, we showed15 that the dynamics of a model
glass former (a binary sphere mixture) can be tuned by
including directional (“patchy”) interactions that favor
specific local environments. When the favored environ-
ment had icosahedral symmetry, this induced a dramatic
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slowdown in the relaxation of the system, as compared
to all other tested geometries. Hence, for these models,
icosahedral structures are an ideal tool for controlling
dynamical slowdown.
While patchy interactions are a great tool for control-
ling the local structure of glassy systems, their overall
impact on the system goes beyond merely changing the
local structure. Despite still being spherical in shape,
the patchy particles are inherently anisotropic, and hence
perform both translational and rotational motion. As a
result, not only the position of a particle can be caged by
neighbors, but also its orientation. In most glassy ma-
terials, both of these types of motion slow down as the
glass transition is approached. However, rotations and
translations do not necessarily slow down at the same
rate, and – depending on the interactions between the
particles – may become arrested at significantly differ-
ent temperatures or packing fractions7,16–21. In the case
of dense systems of spherical patchy particles, an inter-
esting contrast arises. While the translational motion of
a particle is hindered both by the repulsive cores of its
neighbors and the attractive bonds it has formed with
them, rotational motion is purely the results of the at-
tractive bonds. As a result, it is natural to expect a
decoupling between translational and rotational motion,
at least when the temperature is high enough for the re-
pulsive forces to dominate. This is in sharp contrast to
the glassy behavior of low-valence patchy particles at low
densities, where any dynamical slowdown is essentially
dominated by the time scale at which the bonding net-
work changes, typically leading to strong glass forming
behavior22–26.
Here, we examine the interplay between rotational and
translational relaxation in more detail in dense suspen-
sions of patchy particles. We use extensive molecular dy-
namics simulations to investigate patchy particles with
two distinct patch geometries. The first favours icosa-
hedral local structures, and hence promotes dynamical
slowdown, while the second promotes an octahedral sym-
metry, which has little effect on the dynamics. For the
first case, we find an optimal patch size that maximizes
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2the formation of icosahedral clusters, resulting in ex-
tremely slow dynamics. Additionally, we show that the
rotational relaxation decouples from translational relax-
ation in nearly all cases. We conclude that while transla-
tional dynamics are controlled by collective effects, the
rotational relaxation is purely dependent on the local
structure.
II. METHODS
A. Model
To model our particles, we use a variation on the Kern-
Frenkel model27. The model consists of hard-sphere par-
ticles decorated with n patches on their surface. Two
particles form an attractive bond when they are within a
maximum interaction range of each other, and when the
vector that joins their centers of mass passes through a
patch on each particle. Hence, the potential energy in
the Kern-Frenkel model is as follows:
Uij(rij) = U
HS
ij (rij) + U
SW
ij (rij)f(rij , nˆα, nˆβ), (1)
where rij = |rij | is the center-to-center distance between
particles i and j. Here, UHSij is the hard-sphere potential:
UHSij =
{
∞ rij ≤ σij
0 rij > σij ,
(2)
with σij = (σi+σj)/2 the minimum distance between two
particles, and σi the diameter of particle i. Additionally,
USWij is a square-well potential, given by
USWij =
{
 rij ≤ σij + λij
0 rij > σij + λij ,
(3)
where we choose the interaction range λij = 1.033σij .
Finally, f(rˆij , nˆα, nˆβ) specifies the directionality of the
interactions:
f(rij , nˆα, nˆβ) =
1
{
nˆα · rˆij < cos θ and nˆβ · rˆji < cos θ,
for any two patches α and β
0
(4)
where nˆα corresponds to a unit vector that points to
patch α on particle i, and rˆij = rij/rij . The angle θ
controls the size of the patches. Note that unlike in the
original Kern-Frenkel model, two particles can never form
more than one bond, even if patches overlap on the same
particle. The bonding energy is restricted to be either
0 or  even if the vector that joins two particles passes
through two or more patches. this allows to interpolate
between a hard-sphere model when θ= 0 and a square-
well when the surface is fully covered by the patches.
In this work, we focus on patchy particles with either 6
or 12 patches. The patches are located in a way that max-
imizes the minimal distance between the nearest patches.
The location of the patches in the 12-patch case corre-
sponds to an icosahedral geometry and for the 6-patch
to an octahedral geometry. In Fig. 1, we present some
schematic cartoons of the patch geometry for various
patch sizes. Previous work has shown that the 12-patch
case is optimal for enhancing local icosahedral order,
while the 6-patch case is an example of a geometry which
does not significantly enforce a specific local order15. In
order to avoid crystallization, we use a binary mixture of
particles with a size ratio of σS/σL = 0.83, where S and
L denote the small and large species, respectively. In all
cases, the composition x = NL/N = 0.5, where NL is
the number of large particles and N is the total number
of particles. For both investigated patch geometries, this
mixture has proven to be extremely effective at avoiding
crystallization at all temperatures15.
The model covers two limiting cases, depending on the
patch size θ. It coincides with the hard-sphere limit when
θ = 0, and the square-well limit when the patches cover
the entire surface of the particles with an opening angle
θ > θF . It is important to note the existence of an angle
θO where the patches start overlapping. For the 12-patch
case θO ' 31.72◦ and full coverage is achieved at θF '=
37.37◦. The corresponding angles for the 6-patch case
are θO ' 45◦ and θF ' 54.73◦ respectively. We denote
the total percentage of the particle surface area covered
by patches with χ. When the patches do not overlap, i.e.
θ < θO,
χ =
n
2
(1− cos θ), (5)
with n the number of patches. For larger patch angles,
we calculate the coverage fraction numerically.
B. Event-driven molecular dynamics
We use event-driven molecular dynamics (EDMD)25,28
to simulate the dynamics of our model. The systems
are composed of N = 700 particles and the packing
fraction is fixed at η = 0.58. The systems were equili-
brated at constant temperature for at least 104τ where
τ =
√
mσ2L/kBT is our time unit, T is the tempera-
ture, m is the mass of a particle and kB is Boltzmann’s
constant. All particles have equal mass and moment of
inertia. After equilibration, we simulate the dynamics at
constant energy for at least 105τ to perform our mea-
surements. In order to ensure that each pair of parti-
cles can form at most a single bond between them, the
EDMD code only predicts bonding events between par-
ticles that are not already bonded. Additionally, during
a bond-breaking event the code checks whether there is
another combination of patches through which the pair
of particles could still be considered bonded. If so, the
particles are now considered to be bonded via the new
pair of patches, and their motion is unaffected.
In the following, we present the dynamical results for
the large particles only. The small particles present qual-
3FIG. 1. Illustration of the simulation model. The top row
shows particles with 6 attractive patches with varying patch
sizes determined by the opening angle θ. The bottom row
shows the corresponding images for 12 attractive patches.
itatively the same behavior.
III. RESULTS
A. Translational relaxation times
In the supercooled regime a dynamical arrest arises as
consequence of caging effects. The time it takes to break
these cages, and hence the relaxation time of the super-
cooled fluid, is strongly linked to the local structure of
the system5,8,9,29,30. In order to explore the dependence
of the relaxation time on the patch size, we measure the
time-dependent density correlation function (also known
as the intermediate scattering function):
F (q, t) =
〈ρ(−q, t)ρ(q, 0)〉
〈ρ(−q, 0)ρ(q, 0)〉 , (6)
where ρ(q, t) =
∑
j exp(−iqrj(t)) is the Fourier trans-
form of the density whit rj(t) the position of particle j.
In Fig. 2, we show the correlators corresponding to a
relatively high temperature kBT/= 0.5, for both 6 and
12 patches and a range of different patch sizes. The corre-
lators show significantly different relaxation behavior de-
pending on the size of the patch. For both patch geome-
tries, the smaller angles correspond to much slower relax-
ation. This can be understood by considering the reen-
trant glass transition that occurs in these systems, where
stronger attractions induce a transition from a repulsive
glass to a fluid, and then to an attractive glass15,31. At
kBT/=0.5, we are in the regime where stronger attrac-
tions induce faster dynamics. As larger patches make it
easier for the particles to form attractive bonds, these
attractions free up additional space in the system, facili-
tating cage-breaking. As a result, the slowest systems are
those with the lowest patch coverage fraction χ, where we
see a clear plateau in the correlators. This also explains
why the 6-patch systems are generally slower than the
12-patch systems, as they have lower patch coverage for
the same patch size.
In order to measure the translational relaxation time
(τT ), we fit the density correlators with a stretched expo-
FIG. 2. Density correlators for the a) 6-patch system and b)
12-patch system. Both of them of measured for the wave-
length corresponding to the first peak of the structure factor.
nential and define the time τT as the time where this fit
decays to 0.3. The relaxation shows a clear dependence
on the patch size θ. Figure 3 shows the τT for the 6-
patch and 12-patch system as a function of temperature.
Note that for most patch sizes, we again see the reentrant
dynamical behavior observed in Ref. 15, which shifts to
lower temperatures as the angle θ decreases. Overall, we
again see that smaller angles lead to stronger dynamical
arrest, as we approach the hard-sphere limit.
B. Rotational relaxation times
Due to the addition of direction-dependent interactions
the relaxation behavior of the rotational degrees of free-
dom is now a point of interest. In order to explore the
rotational dynamics, we calculate the decay of the rota-
tional correlation function32:
Cn(t) =
1
N
N∑
j
Pn (xˆ(t) · xˆ(0)) (7)
4FIG. 3. Translational relaxation times τT as a function of
kBT/ for the a) 6-patch and b) 12-patch system.
where Pn is the Legendre polynomial of n-th degree and
xˆ is a fixed unit vector which rotates along with the
particle33. In a rotationally diffusive system that satisfies
the Debye equation, these Legendre polynomials have an
exponential decay in time34,35.
Here we take xˆ as one of the vectors pointing to a
specific patch, such that the dot product xˆ(t) · xˆ(0) is
calculated between the initial direction of the patch and
the rotated direction after a time t. We show in Fig. 4 the
decay of the C2 found in our patchy systems. As we can
see from the figures the rotational correlation functions
do not decay exponentially, indicating that the rotations
do not satisfy the Debye rotational diffusion equation.
At small angles, the rotational correlation function first
decays rapidly, and then shows a sudden increase. Note
that we see the same behavior for larger θ, but at higher
temperatures. We attribute this behavior to the presence
of free spinners: particles which rotate around the same
axis for a long period of time. As the only interactions
that affect the rotation of the particles are the patchy
attractions, free spinners occur when the system forms
very few bonds, such that patch-patch collisions are rare.
Naturally, this predominantly happens when either the
patches are very small, or the temperature is high. In or-
der to further clarify this aspect a comparison between a
non interacting system with free-spinners is shown in the
Supplemental Information (SI). It is interesting to note
that for the 12-patch system, we observe a plateau in the
rotational correlation function for intermediate values of
θ. This plateau represents the slowing down of rotational
dynamics due to bonds with neighboring particles. For
small angles, bonds are rare, and hence the rotations are
not likely blocked, while for sufficiently large angles, the
large patches allow a large degree of rotational freedom
even in the presence of many bonds. This extra freedom
will make it easier to rotate significantly while breaking
only a single bond. This results in a reentrant behavior
in the rotational relaxation time, where the relaxation is
slowest for intermediate θ ' 25◦. Note that for θ = 35◦,
the patches overlap, such that orientational rearrange-
ments can occur without bond breaking. As one might
expect, this plateau becomes more pronounced at lower
temperatures. Additionally, at sufficiently low temper-
atures the plateau also arises in the six-patch system,
but mostly for large (non-overlapping) values of θ. Plots
of the rotational correlators for other temperatures are
shown in the SI.
In order to measure the rotational relaxation time
τR, we carefully fit a stretched exponential, avoiding
the regime where free spinners give a strong contribu-
tion, and define τR as the time at which the correla-
tion function decays to a value of 0.3. In Fig. 5 we
show τR as a function of temperature for both patch ge-
ometries. At low temperatures the rotational relaxation
slows down more than one order of magnitude in com-
parison to higher temperatures. However, a comparison
to Fig. 3 shows that for all investigated systems, the ro-
tational relaxation is significantly faster than the trans-
lational relaxation time. With the exception of the low-
est investigated temperatures, τR is at least an order of
magnitude smaller than τT . Moreover, the temperature-
dependence of τR shows a stark contrast to that of τT :
there is no reentrance in the rotation relaxation as a func-
tion of temperature. Instead, since only the attractive
patchy interactions are capable of slowing down the rota-
tions, the rotational dynamics slow down monotonically
as the temperature is lowered. Together, these observa-
tions show that the two time scales are essentially de-
coupled unless the temperature is extremely low. This is
in contrast to the expected behavior in fluids outside of
the glassy regime, where the Stokes-Einstein and Stokes-
Einstein-Debye relations linearly link the rotational and
translational diffusivities of a particle via the viscosity
of the surrounding fluid18. As both of these relation-
ships tend to break down in the glassy regime7,16–21, the
qualitatively different behavior between the two modes
of motion is not unexpected here. However, it is interest-
ing to observe that even at extremely low temperatures,
where most particles are strongly bonded, the particles
still manage to rotate almost freely on relatively short
time scales.
5FIG. 4. Rotational correlators for the a) 6-patch system and
b) 12-patch system.
In order to investigate the rotational relaxation in more
detail, we plot in Fig. 6 the dependence of τR on θ for
both systems. The dashed vertical lines show the overlap
angle θO. Interestingly, there is an angle where the re-
laxation time is maximized for each patch geometry, but
they are qualitatively different. The relation between the
opening angle θ and the relaxation is not straightforward,
for the 6-patch case, the slowest rotational dynamics are
found just below the overlapping angle: τR increases es-
sentially monotonically until the patches overlap, and
then drops sharply as the particle are now much more
free to rotate. In contrast, for the 12-patch case, the
optimal angle is found well below the overlapping angle,
around a value of θ ' 20◦ − 25◦ at low temperatures.
The 6-patch behavior is the more intuitive behavior: at
lower temperatures the particles spend more time bonded
to the same patch and hence keep their orientation over
longer time scales. Moreover, larger patches lead to more
bonds, and similarly slow down rotational dynamics. The
only exception to this shows up for θ > θO, where the
patches overlap and hence the particle is free to rotate
without breaking bonds, resulting in faster relaxation.
For the 12-patch case, we see essentially the same be-
havior for high temperatures, but observe a shift of the
maximum to lower θ when the system is cooled down. As
at these low temperatures, the 12-patch system induces
strong icosahedral ordering15, this change in dynamical
behavior might be attributed to strong changes in the
local structural environment of the particles.
FIG. 5. Rotational relaxation times τR as function of kBT/
for a) the 6-patch system and b) the 12-patch system.
In all cases, the rotational correlation function decays
at least an order of magnitude faster than the transla-
tional correlation function. An important difference be-
tween the two is the fact that rotational relaxation can
be achieved purely via a local rearrangement of bonds,
allowing a particle to rotate within its local cage. This is
in contrast to the collective motion that is required for a
particle to break out of its cage and diffuse translation-
ally.
Finally, we examine the effect of packing fraction on
the rotational behavior, by performing simulations at two
different packing fractions, η = 0.585 and η = 0.575, with
an opening angle corresponding to a χ = 40% and cover-
ing a wide range of temperatures. The results show that
rotational relaxation is essentially density-independent in
the glassy regime, see Fig. 7.
6FIG. 6. Rotational relaxation times τR as a function of the
patch opening angle of the system a) n = 6 and b) n = 12.
Dashed lines correspond to the overlap angle of each.
C. Dynamical Monte Carlo
In the interest of proving that rotational relaxation is
mainly due to local motion we develop a simple method-
ology to sample local rotational dynamics. Specifically,
we use a simple model to approximate the rotational re-
laxation of each particle in its local cage.
Starting from equilibrated configurations from the
molecular simulations, we fix the positions of all parti-
cles except a single one. We then sample the rotations
in one local cage by performing a Monte Carlo simula-
tion on only the chosen particle. During each simula-
tion step, the particle is moved with small rotational and
translational displacements, while keeping all other par-
ticles fixed. The step size for both types of moves is
chosen to be sufficiently small to ensure a high accep-
tance rate (& 90%), such that the dynamics of the par-
ticles resemble a Brownian motion trajectory and avoids
the possibility of “jumping” between two distinct bonded
configurations without a change in energy. In this sense,
the present algorithm is dynamical Monte Carlo (DMC)
scheme36. After 106 steps, the chosen particle is returned
FIG. 7. Decay of the second Legendre polynomial of a system
of a) 6 patches and b) 12 patches. Rotational correlation
with different packing fractions. Dashed lines correspond to
a packing fraction η = 0.575, continuous lines to η = 0.58 and
dotted lined to η = 0.585.
to its initial configuration and the same procedure is done
with the next particle. In this manner, we sample the
average rotational relaxation of all particles in their re-
spective cages, under the assumption that this relaxation
is an entirely local process.
In Fig. 8 we show the local dynamical Monte Carlo
rotational relaxation time τDMC divided by the corre-
sponding relaxation time τFR of a free rotor as function of
the angle θ. Comparing the results with Fig. 6 we see that
the qualitative behavior of the rotations is reproduced by
the local DMC approach. In the 6-patch case the relax-
ation time increases until its maximum shortly before the
overlap angle, and then decreases rapidly. In contrast, for
the 12-patch case the maximum in the relaxation time
shifts to lower angles, ending up around θ ' 25◦ for the
lowest temperatures. Note that in the DMC simulations,
the particles behave diffusively at short time scales, as
opposed to the ballistic behavior that occurs in EDMD
for short times. Hence, the DMC simulations have sig-
nificantly longer rotational relaxation times at high tem-
peratures, resulting in a more limited variation in τDMC
7as compared to the τR measured in EDMD. Nonetheless,
these results show that the local DMC simulations cap-
ture the qualitative behavior of the rotational dynamics
in our molecular dynamics simulations. In combination
with the large discrepancy in time scales between the ro-
tational and translational dynamics, this confirms that
the rotational relaxation of the system is largely decou-
pled from the translations. Rather than being controlled
by global rearrangements, rotational diffusion is domi-
nated by local rearrangements within the translational
cage that surrounds a particle.
FIG. 8. Rotational relaxation time τDMC obtained from lo-
cal cage dynamical Monte Carlo simulations. All relaxation
times are normalized by the value τFR for a free rotator in a
simulation with the same step size. Data are shown for both
a) 6 patches and b) 12 patches.
D. Structural Analysis
For the 12-patch system, both the EDMD and DMC
simulations show a local maximum in relaxation time for
relatively small patch sizes. To examine the origin of this
feature, we focus our attention on the local structure of
the 12-patch systems.
We use the Topological Cluster Classification
algorithm37 to explore the presence of local icosa-
hedral order in our systems. One of the key features of
the 12-patch system is its ability to increase the number
of local icosahedral clusters in the system15, inducing
a dramatic slowdown in the translational dynamics.
Hence, these same local structures may be able to
explain the behavior of the rotational dynamics as well.
In Fig. 9 we show the fraction of particles in the system
which are part of an icosahedral environment, as a
function of θ. We see a strong maximum in the number
of icosahedral structures around a patch angle of θ ' 15◦
at low temperatures. In this regime, a larger fraction
of the particles will be enclosed by an icosahedral cage,
offering the possibility to bond to a large number of
neighbors. This significantly slows down both rotational
and translational relaxation, consistent with Figs. 3
and 6.
10 20 30 40
θ
0.0
0.1
0.2
0.3
0.4
0.5
N
ic
o
/N
kBT/² = 0.4
kBT/² = 0.5
kBT/² = 0.6
kBT/² = 0.7
kBT/² = 1.0
kBT/² = 1.5
kBT/² = 2.0
FIG. 9. Fraction of particles that are part of icosahedral clus-
ters in the 12-patch system, for different patch sizes θ and
reduced temperatures kBT/.
It is important to note that cage structure is not the
only factor determining the rate of rotational relaxation,
as the number of bonds formed by the particles also plays
an important role. After all, for any given cage structure,
particles bound by a larger number of attractive bonds
are expected to rotate more slowly. In Fig. 10 we show
the energy per particle of the 12-patch case. As one might
expect, larger patches lead to a larger number of bonds in
the system. Hence, while around θ = 15◦ more particles
can be found in a (potentially highly bonded) icosahedral
environment, the average particle has more bonds when
θ is higher. The rotational relaxation time thus stems
from a combination of factors, including the fraction of
icosahedral cages (which is maximized for relatively small
angles), and the number of bonds (which is maximized
for larger angles). Together, these factors contribute to
the peak in τR shown in Fig. 6b.
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FIG. 10. Energy per particle for 12-patch systems with dif-
ferent patch sizes θ. Note that for a fully bonded particle
U/N = −6.
IV. CONCLUSIONS
The relationship between rotational and translational
dynamics in supercooled liquids is highly complex16,17
and dependent on the details of the interactions between
the particles, including their shape19,21,38. Here, we have
explored the interplay between local structure, rotational
relaxation, and translational relaxation in dense fluids of
spherical patchy particles. The tangled dynamics of the
patchy particle systems are also reflected in the relation
between translational and rotational dynamics. The ro-
tational relaxation is much faster than the translational
relaxation, such that the two relaxations are effectively
uncoupled. Although the changes in the local structure
at low temperatures dramatically slow down both the
translational and orientational degrees of freedom, the ef-
fect is not sufficiently strong to fully couple the two types
of relaxation. Furthermore, the reentrance in the trans-
lational dynamics leads to a full decoupling of the rota-
tions from the translations at high temperatures, where
the particles can rotate freely but translations are glassy.
As a result, for the temperature range explored here, the
translational relaxation of the system is determined by
slow events that break up the cages in the system, while
the particle orientations can relax by simply adjusting
their orientation within the existing local cage. This pic-
ture is confirmed by our fully local DMC model, which
qualitatively reproduces the rotational behavior of the
full system.
The decoupling between the two types of motion in-
dicates a breakdown of the Stokes-Einstein and Stokes-
Einstein-Debye relations. Moreover, the fact that the
particles can rotate on time scales much shorter than the
translational relaxation time suggests that the patchy in-
teractions in our model can be interpreted as an effective
field which manipulates the local structures favored by
the system, reminiscent of the biasing potentials used in
e.g. Ref. 5. Essentially, the main effect of the directional
interactions is to enhance or disrupt different types of
caging in the system, with dramatic impact on the dy-
namics of the system (as well as on crystal stability15,39).
In line with earlier work5,8–10,40–42, in the systems
studied here icosahedral order is a strong driving force
for dynamical arrest. The slowest dynamics, both in
terms of translations and rotations, are observed when
the system forms a large number of icosahedral clusters.
An important observation is the existence of an optimal
patch size (θ ' 15◦) which enhances icosahedral order.
Indeed, this optimal patch size is close to the case where
we observe the slowest translational relaxation. Hence,
tuning patch sizes provides an additional route to ma-
nipulating the dynamics of glassy fluids by tuning their
local structure.
Our results show that carefully designed particle
interactions provide control over the structure and
dynamics of dense fluids. While colloidal particles
with tunable patchy interactions are now realizable
experimentally24,43–47, it is interesting to ask the ques-
tion whether this strategy extends to models with sim-
pler interactions. For example, tuning the shape of hard
anisotropic colloids has been demonstrated to strongly
impact the structure of their fluids, as the particle shape
gives rise to an effective “patchiness”48. Indeed, many
anisotropic shapes have been found to reliably form
glasses49, while others crystallize50. Hence, extending
this research to anisotropically shaped particles is an ex-
tremely promising future avenue for further exploration
of the interplay between local structure and dynamics.
V. SUPPLEMENTARY MATERIAL
See supplementary material for a further analysis on
the rotational correlators.
VI. ACKNOWLEDGEMENTS
S. Mar´ın-Aguilar acknowledges CONACyT for fund-
ing.
1M. D. Ediger, C. A. Angell, and S. R. Nagel, J. Phys. Chem
100, 13200 (1996).
2L. Berthier and G. Biroli, Rev. Mod. Phys. 83, 587 (2011).
3G. L. Hunter and E. R. Weeks, Rep. Prog. Phys. 75, 066501
(2012).
4F. H. Stillinger and P. G. Debenedetti, Annu. Rev. Condens.
Matter Phys. 4, 263 (2013).
5C. P. Royall and S. R. Williams, Phys. Rep. 560, 1 (2015).
6T. G. Lombardo, P. G. Debenedetti, and F. H. Stillinger, J.
Chem. Phys. 125, 174507 (2006).
7C. K. Mishra and R. Ganapathy, Phys. Rev. Lett. 114, 198302
(2015).
8J. P. Doye, D. J. Wales, F. H. Zetterling, and M. Dzugutov, J.
Chem. Phys. 118, 2792 (2003).
9D. B. Miracle, T. Egami, K. M. Flores, and K. F. Kelton, MRS
Bull. 32, 629 (2007).
910G. Tarjus, S. A. Kivelson, Z. Nussinov, and P. Viot, J. Phys.:
Condens. Matter 17, R1143 (2005).
11D. Fragiadakis and C. Roland, Phys. Rev. E 95, 022607 (2017).
12H. Tanaka, J. Non-Cryst. Solids 351, 678 (2005).
13A. Malins, J. Eggers, C. P. Royall, S. R. Williams, and
H. Tanaka, J. Chem. Phys. 138, 12A535 (2013).
14S. S. Schoenholz, E. D. Cubuk, D. M. Sussman, E. Kaxiras, and
A. J. Liu, Nat. Phys. 12, 469 (2016).
15S. Mar´ın-Aguilar, H. H. Wensink, G. Foffi, and F. Smallenburg,
Soft Matter 15, 9886 (2019).
16M. Dzugutov, S. I. Simdyankin, and F. H. M. Zetterling, Phys.
Rev. Lett. 89, 195701 (2002).
17K. V. Edmond, M. T. Elsesser, G. L. Hunter, D. J. Pine, and
E. R. Weeks, Proc. Natl. Acad. Sci. USA 109, 17891 (2012).
18M. G. Mazza, N. Giovambattista, H. E. Stanley, and F. W. Starr,
Phys. Rev. E 76, 031203 (2007).
19S.-H. Chong and W. Go¨tze, Phys. Rev. E 65, 051201 (2002).
20S.-H. Chong, A. J. Moreno, F. Sciortino, and W. Kob, Phys.
Rev. Lett. 94, 215701 (2005).
21M. Roos, M. Ott, M. Hofmann, S. Link, E. Rossler, J. Balbach,
A. Krushelnitsky, and K. Saalwachter, J. Am. Chem. Soc. 138,
10365 (2016).
22C. De Michele, S. Gabrielli, P. Tartaglia, and F. Sciortino, J.
Phys. Chem. B 110, 8064 (2006).
23L. Rovigatti and F. Sciortino, Mol. Phys. 109, 2889 (2011).
24E. Bianchi, R. Blaak, and C. N. Likos, Phys. Chem. Chem. Phys.
13, 6397 (2011).
25F. Smallenburg and F. Sciortino, Nat. Phys. 9, 554 (2013).
26J. Tavares, C. Dias, N. Arau´jo, and M. Telo da Gama, J. Phys.
Chem B 122, 3514 (2017).
27N. Kern and D. Frenkel, J. Chem. Phys. 118, 9882 (2003).
28L. Herna´ndez de la Pen˜a, R. van Zon, J. Schofield, and S. B.
Opps, J. Chem. Phys. 126, 074105 (2007).
29H. Shintani and H. Tanaka, Nat. Phys. 2, 200 (2006).
30H. Tanaka, J. Phys. Condens. Matter 15, L491 (2003).
31F. Sciortino, Nat. Mater. 1, 145 (2002).
32C. De Michele and D. Leporini, Phys. Rev. E 63, 036702 (2001).
33It should be noted here that in our study of the rotational corre-
lations, we deliberately do not account for the symmetry of the
particle. In other words, the rotational correlation function sim-
ply checks whether an average particle has rotated with respect
to its original orientation, even if the new orientation has (dif-
ferent) patches pointing in the same directions as in the original
one. This implies we are looking at the ability of the particle to
rotate, rather than find a new configuration that is fully indepen-
dent of its starting orientation. If we were to take into account
the particle symmetry, this would likely result in rotational corre-
lation times that are on the time scale of the lifetime of the cages,
since the preferred set of orientations for the central particle will
adapt itself to the surrounding cage. As this choice would give
us information about the (translational) dynamics of the cages,
rather than about the true rotational freedom of the particles,
we choose here not to take particle symmetry into account when
measuring rotations.
34I. Bitsanis, H. T. Davis, and M. Tirrell, Macromolecules 21,
2824 (1988).
35T. Kirchhoff, H. Lo¨wen, and R. Klein, Phys. Rev. E 53, 5011
(1996).
36E. Sanz and D. Marenduzzo, J. Chem. Phys. 132, 194102 (2010).
37A. Malins, S. R. Williams, J. Eggers, and C. P. Royall, J. Chem.
Phys. 139, 234506 (2013).
38Q.-Z. Zou, Z.-W. Li, Y.-L. Zhu, and Z.-Y. Sun, Soft Matter 15,
3343 (2019).
39C. P. Royall, A. Malins, A. J. Dunleavy, and R. Pinney, J. Non-
Cryst. Solids 407, 34 (2015).
40F. C. Frank, Proc. R. Soc. Lond. A 215, 43 (1952).
41J. E. Hallet, F. Turci, and P. Royall, Nat. Commun. 9, 3272
(2018).
42T. Dasgupta, G. M. Coli, and M. Dijkstra, arXiv preprint
arXiv:1906.10680 (2019).
43R. M. Choueiri, E. Galati, H. The´rien-Aubin, A. Klinkova, E. M.
Larin, A. Querejeta-Ferna´ndez, L. Han, H. L. Xin, O. Gang, E. B.
Zhulina, et al., Nature 538, 79 (2016).
44G.-R. Yi, D. J. Pine, and S. Sacanna, J. Phys.: Condens. Matter
25, 193101 (2013).
45V. Meester, R. W. Verweij, C. van der Wel, and D. J. Kraft,
ACS Nano 10, 4322 (2016).
46S. Biffi, R. Cerbino, G. Nava, F. Bomboi, F. Sciortino, and
T. Bellini, Soft Matter 11, 3132 (2015).
47I. I. Smalyukh, Annu. Rev. Condens. Matter Phys. 9, 207 (2018).
48P. F. Damasceno, M. Engel, and S. C. Glotzer, ACS Nano 6,
609 (2011).
49E. G. Teich, G. van Anders, and S. C. Glotzer, Nature commu-
nications 10, 1 (2019).
50P. F. Damasceno, M. Engel, and S. C. Glotzer, Science 337, 453
(2012).
