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I. SATELLITE NAVIGATION SYSIBG AND RELATIVE POSITIONING 
A. Satellite Navigation 
Tlie Navy Navigation Satellite System (NNSS), also called Transit, 
has been operational since 1964 and uses four satellites in circular 
polar orbits at 600 miles of altitude. Each satellite transmits a 
stable 400 ^IHz continuous wave whicli is phase modulated with binary data 
describing the satellite trajectory and timing markers. 
Anywhere on earth one can track a satellite pass and get a position 
fix every 1 1/2 to 2 hours. The relative velocity of the satellite with 
respect to the earth surface creates a Doppler shift in the 400 MHz sig­
nal when it is received by a ground station, Tlie received signal is com­
pared with that of a ground oscillator, the difference between them being 
integrated for each period of about 20 seconds between timing marks, tlius 
generating a sequence of Doppler counts. This sequence is determined by 
the satellite path, the location of the receiver on earth, and both 
oscillator offsets. A least square fitting technique is used to find 
which ground position and oscillator offsets best explain the observed 
sequence of counts and gives their estimates (Fig. 1.1). A more complete 
description of the Transit system can be found in (13). 
Other satellite navigation schemes have been studied (14), An 
attractive one involves stationary satellites which could be used for 
other purposes as well, such as relays. Stationary satellites being 
higher (about 20,000 miles altitude) also provide a good basis for tri­
angulations for the navigation of space ships in the vicinity of the 
earth in addition to sea level or low altitude aircraft positioning» 
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Stationary satellites do not generate Doppler shifts in the signals 
received on the ground, and therefore the range measurements have to be 
obtained directly from time measurements. We shew here that this method 
of ranging by time measurements could be used to improve the present 
Transit receivers and is very advantageous for relative positioning. 
At present, one advantage of Transit is that it exists and is main­
tained by the Uhited States Navy and free for the other users. Another 
advantage is that it is a passive system since it does not require the 
satellite to respond to a particular user therefore not limiting the 
number of users and completely separating the Navy's responsibilities 
from the user's. 
B. Relative Positioning [Translocation, Fig. 1.2) 
If two receivers are close enough to track the same satellite pass, 
high accuracy in the relative position estimate can be expected because 
of; crosscorrelation in the absolute position errors and also the fact 
taat satellite position errors nearly cancel out (16). In surveying 
applications the data (Doppler counts) do not have to be processed imme­
diately and could be processed later on a large computer, thus simplify­
ing the receivers by suppressing the small computers normally found on 
Iransit rGcsivsrs» So far (16) translocaticoi has bssn dons with two con­
ventional receivers using Doppler counts only for ranging. It still 
would be possible to use accurate atomic clocks in both receivers to 
measure the time of arrival of the markers sent by the satellite and use 
tlie time lag between them in addition to Doppler counts to find the 
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relative positions of the receivers. The time lag between arrival of the 
same marker in both receivers is directly proportional to their relative 
distance and should be advantageous for relative positioning. Such a 
system does not require any change in the present Transit system as far 
as the satellite and all the Navy's tracking stations are concerned. 
Only the receivers need to be changed. 
In this research we evaluate the improvemait obtained in both abso­
lute and relative positioning using time measurements in addition to 
ûoppler counts. 
The performance of a system using time measurements only is evalu­
ated as well as the performance of a simplified suboptimal version of it. 
C. Surveying 
Surveying using electromagnetic waves (without a satellite) involves 
receiving signals from two ground transmitters also being used as a tri­
angulation basis. They are divided in circular, h>nperbclic, or ellipti­
cal systems depending if the sensors respond to distance, distance dif­
ference, or distance sum respectively. These systems, for ranges of 
about 100 miles, have a relative accuracy of about 30 feet (7). More 
accurate distance measurements can be made using higher carrier frequen­
cies but require a direct line of sight between transmitter and receiver, 
which is often not practical. 
Using a satellite pass is then equivalent to having it act as a suc­
cession of transmitters which are used for triangulation provided the 
satellite path is laicwn with sufficient accuracy. Then the translocation 
4 
system can be used for surveying purposes and give the relative position 
of one receiver with respect to the other in terms of altitude, latitude, 
and longitude without the need of a direct line of sight and without need 
of a third piece of equipment to triangulate with. 
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II. SYSTEM INTEGRATION 
A. Introduction 
In this chapter some results on Kalman filtering are recapitulated, 
and the coordinate systems used are defined and used to get the dynamic 
model and the measurement model. Miscellaneous parameters necessary for 
the Kalman filter are also defined. Last, the modeling of a sinplified 
translocation system is explained. 
The observables used to estimate absolute and relative positions of 
tlie ground receivers are the measured Doppler counts and the times of 
arrival of the markers in addition to the predicted satellite trajectory 
(Fig. 2.1). The observables are nonlinear functions of the receiver's 
positions, satellite position, and also oscillator frequencies and clock 
synchronization error. In order to have a linear model the estimation 
procedure is not done on the actual measurements, Rather the position 
errors are estimated by comparing the actual measurements with con^)uted 
"measurements" based on tlie original reference estimates of receivers and 
satellite positions, and oscillators and clock offsets. 
Two modes of operation can exist. 
In the open loop mode computed measurements are always based on the 
same original reference estimates. The final estimates being equal to 
tlie original reference estimates minus the estimated errors. 
In the closed loop mode the reference estimates on which the com­
puted measurements are based are updated at each step making the refer­
ence estimates closer to the true values and thus reducing the interval 
of linearization of each estimated variable. There is no analytical way 
7 
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Fig. 2.1. Block diagram for translocation 
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of knowing if the closed loop mode of operation is stable and converges. 
If stable, it should be, on the average, more accurate than the open loop 
system since the approximation due to the linearization is reduced at 
each step, while in tlie open loop mode the linearization remains only as 
good as the original estimates. This last statement is only a heuristic 
argument whicli makes sense from an engineering view point, and there is 
no knovm analytical way to prove it. Only a ?lonte Carlo simulation could 
give an idea of tlie closed loop operation in terms of stability and ac­
curacy. Simulating the open loop mode should give an upper bound for the 
average estimation error of the closed loop system should it be stable. 
In order to save computer time a variance analysis of the open loop mode 
is made ratlier than a Monte Carlo simulation. For the open loop mode the 
only advantage of a Monte Carlo simulation would be to give an idea of 
the errors caused by the linearization but tlùs is already known to be 
negligible from existing navigation systems which use the same type of 
linearized equations. 
Because of its convenience for computer implementation in a real 
life system, a Kalman filter is used for the estimator. 
B. Kalman Filter 
Kalman filter theory is adequately treated elsewhere so only the 
salient aspects will be mentioned here. 
1. Standard Kalman filter 
'Die process to be estimated is assumed to satisfy the vector differ­
ential equation 
X = A(t)x + u(t) (2.1) 
where x = System state vector 
A(t) = Dynamics matrix 
u(t) = IVhite noise input vector 
Ncnwhite processes are modeled by having a shaping filter act on a 
white noise, as sham by Sorenson (12) and Brown (1), thus augmenting the 
size of the matrix A and fitting the above model. 
Discretizing (2.1) we get 
Xn+i = $nXn + gn (2.2) 
where x^ = State vector at time t^ 
4)^ = Transitim matrix 
g^ = Response to white noise input vector 
in interval t^ to t^^^ 
Tlie inputs (data) for the Kalman filter arc discrete measurements of 
tlie form 
/n = % * % (2-5) 
where y^ = Measurement vector at time t^ 
NL = Measurement matrix at time t 
n 
6y^ = Time uncorrelated measurement error vector 
Assuming all the above, Kalman (9) has shown that x_. the minimum 
mean square error estimate of x^, is given by 
Xn = x'n + b^(y^ - M^x'^) (2.4) 
with error covariance matrix = E(x^ - x^) ()^ - Xj^)^ 
given by P^ = P* - b^(M^pX'^ + (2.5) 
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vfhere 6^ = (2 .6)  
x'n = ^n-l^n-1 
Pn = '^n-lVl'b-l^ + l^rl 
^'n-l ~ ^^Sn-l^n-l ) 
\ = EtayndyJ) 
(2.7) 
(2 .8)  
(2.9) 
(2.10) 
The above equations give a recursive way to get the best estimate of 
Xjj and the corresponding estimation error on the basis of the last esti­
mate of tlie state vector and its error covariance matrix the 
new measurement vector yj^, and its Mown connect icn with the state vector 
(i.e. the matrix 1^1^), and measurement error statistic V^. All other 
needed parameters are intrinsic to the dynamic model (2.1) and (2.2). 
In practice, the dynamic model is known before hand even though the 
knowledge of and is only needed at tiine tj^ in order to get 
The same applies to the measurement model (Mj^ and V^) which is very 
useful in practice since any new measurement of any linear combination of 
the state components can be used. This permits the use of new sources of 
"information" as tliey occur without needing prior kncMledge of their 
occurrences and relationships to the states. The limitations to this 
versatility are due to programming limitations, not to the Kalman algo­
rithm itself. 
The above one step equations require tj^itj^.]^. The case t^ = t^.^ 
(<? = I) corresponds to re-updating the estimate using a new measurement 
synchronous with the last one used and such that their errors are not 
cross correlated. This permits simplification of the computations in the 
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case of a high dimension measurement vector if it can be broken down into 
several measurements with independent errors and processing each measure­
ment sequentially (12). 
The above equations do not work for tn^^^-l (smoothing) but a re­
cursive Kalman algorithm does exist (1). 
If the recursive procedure is started with = E(Xq) and Pq = 
li(xQXQ^) then the estimate % is unbiased. 
Kalman filter using a gain different from the optimal given by 
(2.6) is suboptimal, and the associated error covariance is then obtained 
by replacing (2.5) by: 
2. Delayed state Kalman filter 
In some applications, processing of Doppler counts for instance, the 
measurement vector is a linear combinaticn of both present and previous 
state vector. Or: 
A Kalman filter for this model is given by Broim. and Hartman in (3). 
Stuva (15) derived an equivalent algorithm tiiat is less sensitive to 
round off errors in the case of Doppler counts applications. 
Equations (2.2) and (2.12) describe the model. 
The recursive equations for Stuva's algorithm are: 
Pn = f - WÎ (I - (2.11) 
Xn " '•'n^ " %-l " o/n iz.izj 
^n "[^n-l^n-lt^n^n-l * 1^^^]On ^ 
^ = *n-Â-l * ^nt^n ' C\^n-1 + J 
(2.13) 
(2.14) 
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Pn = *n-l^n-l*n-l^ + ^^-1" ^nQabn^ C2.15) 
where 
Qn ~ %'^n-l '*' %)Pn-l(%*n-l '*' (2.16) 
C. Coordinate Systems 
The coordinate systems used are shown on Fig. 2.2, 
The coordinate system used throughout to define positions of re­
ceivers and satellite and used to define the state variables is earth-
fixed polar. M absolute (inertial) coordinate system is not necessary 
here since this study does not involve sensors resposiding to accelera­
tions. 
Two other coordinate systems are used only for the computations re­
lated to geometry in the measurement model. They are the earth-fixed 
rectangular coordinate system and the local rectangular coordinate system 
which permits the definition of direction cosines. 
The local rectangular system is also used in. the last step of each 
simulation to convert positim uncertainties in latitude and longitude, 
expressed in radians, to position uncertainties in feet in the east-west 
and north-south directions. 
D. Dynamic Model 
1. Introduction 
For implementation of the Kalman filter the dynamic model includes 
states for the ground receivers' positions, satellite coordinates and 
states for oscillators and clocks errors. 
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Greenwich 
meridian 
Equatorial 
plane 
Pig. 2.2. Coordinate systems 
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The satellite position errors [deviations from the predicted path) 
are assumed to be harmonic of period equal to the time of revolution of 
the satellite. This would be unrealistic if the same satellite was to be 
used for several successive passes as the satellite position errors are 
mainly caused by a lack of knowledge of the earth gravity field. Since 
m the simulatim we use the same satellite mly cnce and since the time 
the satellite is tracked is short conpared to one period this simple way 
of simulating the position errors of the satellite does not affect the 
validity of the results. 
The oscillator errors and clocks errors are modeled using the shap­
ing filter technique. 
Receivers positicn errors 
6R^, coordinates errors for receiver A, 
6Rg, 6Ag are coordinates errors for receiver B. 
These states are modeled as random constant biases. Thus 
Xi = 0 (2.17) 
5, Satellites position errors 
6Rg, 58g, SAg are coordinates errors of the satellite. 
These states are modeled as harmonic processes of independent random 
ainplituds and phases of period equal to the time of one satellite revolu­
tion. Each satisfies the differential equation: 
X + iD^x = 0 (2,18) 
or in state form: 
(2.19) 
•
I-
»
 
0 1 
^i+l 
II 
-J- 0 
- — 
Xi 
Xi+1 
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Since we assume phase and amplitude to be independent we have for 
initial condition: 
4. Receivers and satellites oscillators time correlated errors 
The frequency errors of the satellite oscillators are modeled as 
independent first-order Gaussian Markov processes. Each is generated by 
a shaping filter (4 and 12), acting on a white noise driving functicn, 
whose input-output differential equation in state form is: 
5. Time measurement correlated error 
The error on the time measurement of arrival of markers in both re 
ceivers A and B is modeled as an integrated white noise (random walk). 
In state form 
f:[x(o)x(0)] = 0 (2.20) 
Xi = -6j[Xi + fi (2.21) 
where f^ = Unit white noise 
= Inverse time constant of Markov process 
2 2 
= Ii[X| ] = Variance of frequency error 
(2.22) 
6. Dynamic model 
We can now get the plant equation by defining the states: 
x^ = feet 
^2 ~ radians > ground receiver A 
Xj = radians 
X4 = 6Rg feet 
xg = radians > ground receiver B 
•adians 
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XY 
= 6Rs feet 
^8 *7 feet/second 
Xg = 665 radians 
> satellite 
*10 *9 radians/second 
^11 
= 6As radians 
*12 "11 radians/second 
*13 
= 
6FA Hertz oscillator in receiver A 
*14 
= ÔFU Hertz oscillator in receiver B 
^15 ôfg Hertz satellite oscillator 
^16 seconds clocks' synchronization error 
Now, let the entire state model be 
X = Ax + u 
The nonzero elements of the matrix A are then 
*7,8 " *9,10 ~ ^11,12 ~ ^ 
2 o 5 o = n . — _ 
7 O ^17 VI 
I » * Vf y A»» I ^ 
®13,13 ^ '^A 
^14,14 " '^B 
^5,15 " "®S 
2n 
where u = >jr- and T is the period of the satellite. 
The nonzero driving terms are 
"13 "^2"A^®A ' ^13 
Ui4 si/Zog-B# ' fi4 
"15 =1/205^65 ' ^15 
"16 = % ^16 
17 
where f^'s are independent unit white noises. 
This completes the dynamic model. 
E. Measurement Model 
1. Introduction 
In order to use Kalman filtering the observables must be expressed 
as linear combinations of the state vector components or state vectors if 
the delayed state filter is to be used. 
This linearization is done by first expressing the observables 
[Doppler counts and time lag) in terms of range or range rate between re­
ceiver and satellite. Then the relationship between a small variation of 
the observable and a corresponding variation of the range (p) is found. 
Also the linear relationship between a range variation (6p) and a coor­
dinate variation (6R,ôe, 6A) at either end is found by differentiation. 
Finally, substituting, the variation of the observable is directly re­
lated through the linear relation to variations of coordinates at both 
end points of the range between satellite and ground receiver. These 
coordinates having been chosen as state variables, this last relation is 
the needed link for the measurement equation of the Kalman filter. 
2^ Linearization coefficients 
The linearized equation relating 6p and 6R, 66 is obtained by 
partial differentiation of p with respect to R, 6 and ^ and is given in 
llartman and Brown (3). 
6p = i [(R - RgC^^s^ôR + RRgCyzggA - RRgCxZg^G] (2.23) 
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where R, ô, a are the ground receiver coordinates 
Rg, Og, Ag are the satellite coordinates 
^zzs» Szs» Cxzg are the direction cosines of ground local 
rectangular coordinate system x, y, z with respect to satellite local 
rectangular coordinate system yg, Zg. 
The same relation may be applied to find the variation of the range 
due to perturbations of the satellite coordinates Rg, Gg, Ag: 
Jc = i [(R; - RCj^j)«Rs . RsRCy^z«*s - RsRCx5Z«»sI (2.24) 
where C_ _ are the direction cosines of the satellite 
' s  
with respect to ground station. 
Summing both linearized equations we get the total variation of the 
range due to perturbations of both satellite and ground station coordi­
nates: 
6D = AôR + B66 + CôA + D6Rg + liôôg + F6Ag 
where A = ^ ' '^s^zzs D = 
g = " ^s^xzs E = "K^R^XgZ 
C = F = 
5. Equation for Doppler measurements 
The measured Doppler count is proportional to the range difference 
and is giveti iii oiajibell (13). 
= (f - fg)AT + £ [pCtj,) - pCt^.i)] + 5N (2.25) 
where AT = counting interval 
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f = ground oscillator frequency 
fg = satellite oscillator frequency 
ÔN = uncorrelated count error 
p(t) = actual range at time t 
c = light velocity 
The Doppler count predicted on the basis of the erroneous range 
p + 6p is: 
= [f+6f-fs-ôfs]AT+i[p(tn)+Sp(1^)-p(tn.i)-<SpCtn-l)] (2.26) 
where 6f = ground oscillator error 
6fg = satellite oscillator error 
5p = range error 
The input to the Kalman filter is: 
Nc - = I. [ôp(tj^) - - ôN - AT6f + ATôfg (2.27) 
Replacing the 6p's by their linearizations in terms of the coordi­
nate errors on ground station and satellite we get: 
:^c - 1 + V^n + Cn^% 
+ ^"^^sn ^n'^^sn 
Aj^_li51^_l - •'^-i<59n-l " An-l'^^n-i 
^n-l'^^s,n-l ' ^-l'^®Sj,n-l " ^n-l'^^s.n-ll 
- ATfif + AT(5f. -  <SN f2.28") 
where = A at t = t^;B^ = B at t - . . . etc. 
and A^_i = A at t = = B at t = t^.]^, . . . etc. 
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These are the linearization coefficients corresponding to the 
geometries at times tj^ and t^.^. 
and 6Rj^ = 6R at t = t^,5e^ = 68 at t = t^, . . . etc. 
6Rgj^ = 6Rg at t = tn, , . . etc. 
We get two such equations, one for each receiver with corresponding 
geometry coefficients. 
4. Equatim foi time measurements 
The time interval at which the same time mark transmitted from the 
satellite is received in receivers A and B is theoretically: 
T - i [o^ - pjj] (2.29) 
= actual range from satellite to receiver A 
pg = actual range from satellite to receiver B 
c = light velocity 
The measured time interval is: 
'm = i - PB(tn)] + A: + 6% (2.30) 
AT = correlated time measurement error 
6T = uncorrelated time measurement error 
The correlated error is here mainly the error in clock synchroniza­
tion. 
The predicted time interval is: 
= E " ^^A^V • *B(tn) • (2'31) 
The input to the Kalman filter is then: 
^c ' ^m ~ ^ ° AT - 6T (2e32) 
Replacing the 6p's by their linearizations in terms of the states 
we get; 
21 
_ 1 
+ %%n * ^An^®Sn + ^An^^Sn 
•Bn'^^Bn 
• %%n • %n^^Sn " 
- AT - 6T 
" •^Bn'^^n • %n^®Bn " CRndA, 
(2.33) 
Where A^, B^, C^ F^ are linearization coefficients 
for the range from receiver A to the satellite at time t^. Ag^, Bg^, Cg^ 
are linearizaticn coefficients for the range from receiver B 
to satellite. 
5. Measurement model 
Knowing the measurement equations for Doppler counts and times we 
can define the measurement vector; 
'^cA^-^n) " ^mA^W 
y ~ ^cB^^n) " '^mB(^) 
• \m(y 
where N^(t^) = 
^mA^^n) ~ \ 
(2.34) 
for receiver A at t^ 
for receiver B at t^ 
for receiver A at t^ 
for receiver B at t^ 
OilU ICLLlilg A _ R _ F _ 
A A A 
A B „ F 
= f 
c ' C ' c 
we get a delayed state measurement equation of the form: 
y = MnXn + Mn^-1 + ^ (2.35) 
22 
(2.36) 
ôN^ = uncorrelated count error in A 
ôNg = uncorrelated count error in B 
6T = uncorrelated time error 
The state equation and the measurement equation just derived are 
suitable for using a delayed state Kalman filter. The matrices and 
and Nj, are shorn in Fig. 2.3. Note that the delayed state model is re­
quired only because of the Doppler measurements. 
F. Other Parameters for Kalman Filter 
1. Transition matrix 
The elements of the transition matrix are deduced in a routine 
manner from the state equation. 
They arc m- . = 1 for i = 1.2,3.4.5.6 
= COS(O).AT) for i = 7,8,9,10,11,12 
*7,8 = 49,10 " *11,12 " 
*8,7 ~ '''10,9 ~ *12,11 ^ sin(ii)oAT) 
*13,13 = exp(-Bi3.AT) 
*14,14 = exp(-Bi4.AT) 
*15,15 = exp(-gi5.AT) 
*16,16 " 1 
All other elements are null. 
where 
V = 
6Na 
6Ne 
6T 
= 
^An ^An ^An 0 0 0 ^ 
0 0 0 agn dg^ 0 
"An ®An YAn -*Bn "%n "^Bn ^An"^:3ii 0 
Fig. 2.3. Nîeasurement matrices 
G An ® ^An ® +ÛT 0 
^Bn 0 f&i 0 0 -^T +AT 0 
^An"^Bn ^ "^An'^^Bn ® ® ® 0-1 
ts> 
"^An-1 "^An-1 "^An-l 0 0 0 ^ 
0 0 0 -bfin-l -CBn-1 ^ 
0  0  0  0 0 0  0 0  
Fig, 2.3. (continued) 
®An-l ° "^An-l 0 0 0 0 0 
®Bn-l 0 -ffin-l 0 0 0 0 0 
0 0 0 0 0 0 0 0  
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2. Covariance matrix for white driven states 
a^ Markov processes: "13,13, 1^4,14' %15,15 
Brown (1): 
'^i,i [1 " exp(-2Bj4T)] 
"i.j ° ° 
for all i ^ j since we assume the oscillators are independent, 
b. Random walk; From Parzen (11) we have 
These are given in 
(2.37) 
H 16.16 = a/AT (2.58) 
where is the parameter of tlie Wiener process. 
3. Uncorrelated measurement error covariance matrix 
The measurement error covariance matrix is defined as 
V = E, ( ) I 6Ny [^SNgôi] I = [Vij] (2.39) 
where v^^ ~ K('^% ) ~ variance of uncorrelated count error in 
receiver A 
V22 = E(6Ng^) = variance of uncorrelated count error in 
receiver B 
^33 ~ %(6T2) = variance of uncorrelated time measurement 
error 
V12 = V21 = 2(5X^5.%) =- r[E(6Ny^2)E({Xg2)]l/2 (2.40) 
wliere r is the crosscorrelation between time uncorrelated count errors in 
receiver A and receiver B. 
Also V32 = V32 = V23 = V23 = 0 
assuming count errors and time errors are not crosscorrelated, 
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4. Initial estimation error covariance matrix 
a. States describing receivers position Assuming all original 
estimates of receivers coordinates are not crosscorrelated and about 100 
feet r.m.s. we have 
•'1,1 = 1°»' 
^2,2 ° Pl.l/RAo^ 
^3,3 = 
P 4 , 4  =  l O o Z  
PS.S • P4,4/RB„^ 
^6,6 = 
^i,j ~ ® all i 7^ j for i = 1,2,3,4,5,6 
j = 1,2,3,4,5,6 
wliere = original estimate of 
= original estimate of 8/^ 
and Rg_ and are the original estimates for Rg and âg. 
b. States describing satellite position Assuming 30 feet r.m.s, 
position error in cross track, along track, and radial satellite coordi­
nates (6) we get 
^,7 = 
"8,8 " ^7,7"-
Pg.g = 302/Rg^2 
^10,10 " ^9,9"^ 
^11,11 = 302/(Rgj:os8s^)2 
^12.12 = ^11,11^2 
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where Rg^ = original estimate of Rg 
®So ~ original estimate of 6g 
Assuming the original errors on all three coordinates of the satel­
lite are independent and also using relation (2.20) 
Pi i = 0 for all i / j i = 7,8,9,10,11,12 
(satellite states) 
j = 7,8,9,10,11,12 
c. States describing oscillator and clock errors 
^'l3 13 ~ C[6f^^] = variance of oscillator correlated error in A 
Pi4 14 = E[6fR^] = variance of oscillator correlated error in B 
^15,15 ~ E[6fg^] = variance of oscillator correlated error in 
satellite 
^16 16 ~ 0^2,7^ = variance of synchronization error between clock 
in receiver A and clock in receiver B and Tg is 
the time elapsed since the clocks were last 
synchronized. 
Assuming the original estimates of receiver positions, satellite 
positions, oscillator and clocks synchronization errors are independent: 
all other • = 0 
We now have all the elements to use a Kalman filter. 
S. Remarks 
The comit errors in receivers A and B are partly caused by propaga­
tion errors. Therefore one would expect the crosscorrelation between the 
count error in A and the count error in B to increase as the receivers 
are brought closer to each other because of the increasing similarity of 
the two respective propagation paths. The model does not take this into 
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account intrinsically. The crosscorrelation can be changed externally 
and simulation runs showed that this crosscorrelation does not signifi­
cantly affect the system performance. 
When the system uses two satellite passes it has been assumed it was 
two different satellites. This is less favorable than using the same 
satellite twice since then one could have a better estimate of the satel­
lite oscillator error. At the beginning of a second satellite pass all 
elements of the error covariance matrix corresponding to satellite states 
(coordinates and oscillator error) are reset to the original value they 
had at the beginning of the first pass, and their crosscorrelation with 
other states is reset to zero. 
The variance of the clock synchronization error is increased by an 
amount equivalent to 1 and 1/2 hours of random walk, its crosscorrelation 
with the states describing the rec coordinates being maintained the 
same. 
6. Numerical values for error sources in measurements 
llie numerical values for the sources of error are approximate and 
claim only to be realistic if not exact. 
The satellite oscillator is of crystal type and its offset is as­
sumed to be 25 Hz r.m.s. The receiver local oscillators are assumed to 
be piloted by the atomic clocks. For a Cesium clock the frequency sta­
bility is of the order ^ lO'll for life (8). Then this means a frequency 
offset of 4 X 10"3 Hz r.m.s for a 400 MHz oscillator. All oscillator 
offsets are modeled as Markov processes of long time constant compared to 
the duration of one satellite pass. The time constant is not critical 
and is set to be 10" seconds. 
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The time synchronizatictn error between both clocks is modeled as a 
Wiener process of parameter o = 5 x 10"^^. This value was deduced from 
data given in (8). 
The Doppler count uncorrelated error is due partly to residual re­
fraction error remaining after correctim. From past experience with 
Doppler navigation satellites (6) we assumed here 10 counts r.m.s due to 
propagation and 10 counts r.m.s due to other sources. This means about 
15 counts r.m.s all together and a crosscorrelation between count error 
at both receivers of about 0.5 assuming it is due to the propagation 
errors and that both paths from satellite to receivers are close and have 
very similar refractions. 
The fractimal frequency stability of atomic clocks is lO'll r.m.s 
for averaging times of 1 to 60 seconds. Then the time error introduced 
in measuring an interval of about 20 seconds is 20 x lO'H sec r.m.s. 
This is negligible compared with the time error introduced by the resid­
ual refraction errors. 'Tie contribution of refraction errors to time 
error can be arrived at from the 10 counts r.m.s we took for the Doppler 
error. It corresponds to ten periods of the 400 Mlz signal or 0.25 10"^ 
sec r.m.s. Since we have two receivers and allowing for other sources 
5 X 10"® sec r.m.s cf unccrrelated tLiie measurement error seems reasona­
ble. 
In summary, the assumed parameters for measurements errors are; 
a. Dynamic model 
8A = 6^( = 63 = 10"8 sec'l 
OA = OR = 4 X lO '^l lz  
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Og = 25 Hz 
Oc = 5 X lO'll 
b. Measurement model 
H [6.^2] = E[6iV] = 200 
L[5NA6N%] = 0.5 E[6N/] 
E[6t2]  = (5.0 X 10-8)2 
G. Simplified Translocation System 
As it will be explained later in Section III.D, experimental results 
of simulations indicated it would be worthwhile to investigate a system 
which would not take into account the satellite position errors. We now 
give the model for such a system. 
The state variables for this simplified system are: 
The simplified system also neglects clocks drifts and therefore see 
all the states to be estimated as biases thus simplifying the corputa-
>receiver A 
clocks synchronization error 
Dynamic model: x^+i = x,^ 
f'teasurement model: y^ = M^x^ + v 
\ " ["An ®An ^An -=Bn "®Bn "YBn "1] 
(2.42) 
(2.43) 
(2.41) 
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The Kalman equations (standard filter) reduce to: 
bn - * W'' (2.44) 
Xn = Xn_i + bj^CYn " (2.45) 
Pn • Pn-l - (2.46) 
or p„ = (I - bnVPn-ld " W'' " l^nV (2-4?) 
The actual estimation errors of the simplified system are obtained 
by considering it to be a suboptimal filter for the full model including 
satellite position errors and clocks drifts. A simple way to do this in 
this particular case is shown in ,'^pondix A. 
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III. SIMULATION RESULTS 
A, Introduction 
All simulation runs use two passes from different satellites. Each 
is from north to south and their subtracks are separated by 1300 miles at 
the equator. The receivers are both in the vicinity of a point halfway 
between satellites subtracks and 30 degrees latitude north. In each pass 
the receivers make 36 sets of Doppler and time measurements which are 
used by the Kalman filter. Since no inertial sensors are used, the 
accuracy of the system is mainly determined by the relative position of 
the receivers with respect to satellite (or satellite subtrack) and not 
function of the position of the receivers on earth. 
A first simulation run was made and was used as a reference for com­
parison with all other runs. In the reference run the two receivers are 
50 miles apart, 25 miles east and west of a point halfway between the 
subtracks. All parameters mre described in Section TT.F^n, The 
crosscorrelaticn m time uncorrelated Doppler count errors is set to 0.5. 
We want to compare tliree systems: 
a) Using Doppler counts only (conventional Transit) 
b) Using time measurements cnly 
c) Using both types of measurements 
l-'or convenience they will be called Doppler system, Time system and 
Doppler and Time system respectively. 
Fig. 3.1 a,b,c and 3.2 a,b,c show the decay of the estimation errors 
for all three systems and foi altitude, latitude and longitude for two 
passes (first pass is from first iteration to 36th, and second is pass 
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from 37th iteration to 72nd). The r.m.s values of the position errors in 
altitude, latitude and longitude, for the three systems, at the end of 
each pass are shown on Table 3,1. 
Table 3.1. Expected position errors after one satellite pass and after 
two satellite passes, for nominal values of parameters (refer­
ence run) 
Altitude Latitude Longitude 
Satellite pass 1st 2nd 1st 2nd 1st 2nd 
Time and Doppler measurements 
Absolute A 82.7 66,6 67,0 63,0 83.1 64.0 
Absolute B 84.9 66,7 68,4 63,0 81,8 64.1 
Relative 99.8 38,3 21,9 9,2 94.7 8.9 
Time measurements only 
Absolute A 85.6 73,2 70,7 69,8 85.6 70.8 
Absolute B 87,7 73,3 72,3 69,8 84.5 70.8 
Relative 100,2 39,3 22,0 9,2 94.7 8,9 
Doppler measurements only 
Absolute A 91.4 83.5 78.9 71.6 92.2 83.1 A r» I * D ^ 
^\C/OV/A.C«V>W A/ . /« ~T 
07 C 72 9 71 6 92 0 S3 1 
Relative 125,1 l o î i ï  85*, 6 65,'8 125*. 3 106 ! 2 
This table shows that the Time system does a little better than the 
Doppler system for absolute positioning, and the Time system is much 
better than the Dcpplcr system for relative pcsiticr^ing. 
The above demonstrates that when using both types of measurements 
there is some improvement for absolute positioning, while for relative 
positioning the time measurements give much better results and make the 
Doppler measurements worthless. 
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B. Influence of Crosscorrelaticn 
Two runs like the reference run were made where the crosscorrelaticn 
in Doppler counts was changed to 0.0 and 0,9. The results are shown in 
Table 3.2, and they show that the conclusions made from the reference run 
remain valid. The Time system is not dependent on this crosscorrelaticn 
so it is not shown in these tables. The relative positioning accuracy of 
the Doppler system improves as the crosscorrelaticn increases. 
Table 3.2. Influence of the crosscorrelation between the Doppler count 
errors in both receivers 
Altitude Latitude Longitude 
Satellite pass 1st 2nd 1st 2nd 1st 2nd 
Crosscorrelation =0.0 
Time and Doppler measurements 
Absolute A 81.9 64.5 65.4 60.4 82.3 61.7 
Absolute B 84.0 64.5 66,8 60.4 80.9 61,7 
Relative ifiO.u 38.8 21,9 9.2 94.7 8.8 
Doppler measurements only 
Absolute A 92.8 86.3 82.7 74.1 93.5 86.0 
Absolute B 93.7 86.3 83.6 74.1 93.3 86.0 
Relative 131.3 121.0 103.1 84.3 131.2 120,1 
Crosscorrelation =0,9 
Time and Doppler measurements 
Absolute A " 82.7 67.2 67,6 64,1 83,4 65.2 
Absolute B 84.9 67.3 69.1 64.1 82.2 65.2 
Relative 98.3 34.7 21.7 8.9 94.4 8.8 
Doppler measurements only 
Absolute A 86.1 72 . 9 71.0 66 . 8 87.8 72 .6 
Absolute B 87.8 72.9 72.5 66.8 87.4 72.6 
Relative 108.7 65.5 48.3 32.7 110,2 64.3 
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Table 3.3. Influence of the distance between receivers (receivers 5 miles 
apart 
Altitude Latitude Longitude 
Satellite pass 1st 2nd 1st 2nd 1st 2nd 
Time and Doppler measurements 
Absolute A 83.7 66.8 67.7 63.8 82.5 64.1 
Absolute B 83.9 66.8 67.8 63.8 82.4 64.1 
Relative 99.8 38.2 21.8 9.1 94.6 8.5 
Time measurements only 
Absolute A 86.6 73.4 71.5 70.9 85.1 70.8 
Absolute B 86.8 73.4 71.6 70.8 85.0 70.8 
Relative 100.3 39.3 21.9 9.2 94.6 8.5 
Doppler measurements only 
Absolute A 91.9 83.6 79.4 71.6 92.1 83.1 
Absolute B 92.0 83.6 79.5 71.6 92.1 83.1 
Relative 125.1 107.5 85.6 65.8 125.2 106.2 
Table 3.4. Receivers north-south of each other 
Y ^ « .7 ^ T 1 ^ * J 
Juau J. VL&UC UtAAW 
Satellite pass 1st 2nd 1st 2nd 1st 2nd 
Time and Doppler measurements 
Absolute A 83.7 66.6 67.7 63.5 82.3 62.8 
Absolute B 84.0 67,0 67,6 63.7 82.5 63,3 
Relative 100.0 39.1 22.0 9.3 94.2 8.5 
Time measurements cnlv 
Absolute A 86.5 73.3 71.5 70.5 84.9 69.2 
Absolute B 86.8 73.6 71.4 70.8 85.2 69.7 
Relative 100.4 40.3 22.1 9.5 94.3 8.5 
Doppler measurements only 
Absolute A 91.9 83.5 79.4 71.5 92.0 83.0 
Absolute B 92.0 83.7 79.4 71.6 92.2 83.2 
Relative 125.1 107,5 85.7 65,9 124.7 105.8 
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Tables 3.3 and 3.4 show that the results are essentially the same if 
the two receivers are closer to each other or spread in the north-south 
direction instead of east-west. Therefore independoitly of the re­
ceivers' relative positions, for a distance of the order of 50 miles be­
tween receivers, the conclusions remain the same as for the reference 
run. The Time system is a little better for absolute positioning but not 
veiy significantly considering the lack of accuracy cn fixing the param­
eters of each error source in the Doppler measurements and time measure­
ments. For relative positioning the Time system is much better than the 
Doppler system. Using both time measurements and Doppler measurements is 
equivalent to the Time system for relative positioning and a little 
better for absolute positioning. 
C. Satellite Pass Geanetry and Estimation of Position 
The satellites are assumed to be in polar circular orbits. In prac­
tice they are om.ly in. circrTnrbirs but rhis appTOxijiiatiari does 
not change significantly the bearing of satellite position errors cn the 
estimates of the receivers position errors. 
The pass geometry is related to the receiver position estimate 
errors and also to the relative magnitude of these errors in altitude, 
latitude and longitude. 
Fran the linearization equation (2,24) one can consider the part of 
range variation due to variation of the receiver coordinates alone. Or: 
6 p  = AôR + B60 + C6A 
This can be rewritten in terns of variatiœis in feet in vertical, east-
west, and north-'South directions using the local coordinate system for 
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the receiver. 
6p = A'6Z + B'6x + C*6y 
These coefficients give directly the variation of the range in feet 
caused by variations in either direction in feet and are plotted for the 
two passes in Fig, 3.3. These express how sensitive the range is to 
variations of receiver coordinates in any of the three directions. 
The decay of the estimation errors in feet in all three directions 
for conventional receivers using Doppler counts alone, for receivers 
using tiine measurements and receivers using both is shewn in Fig. 3.1 
a,b,c for absolute position of one receiver and Fig. 3.2 a,b,c for the 
relative position of one receiver with respect to the other. These 
curves show that after one pass (36th iteration) the latitude error is 
much smaller than the altitude or longitude errors. The plot of the 
linearization coefficients shows that the coefficients corresponding to 
altitude and longitude are of comparable magnitude and vary in a similar 
fashion during the first pass. Then the estimator cannot separate one 
from the other, and it gives a poor estimate for both. With the second 
pass on the opposite side of the receivers (37th to 72nd iterations), the 
longitude coefficient changes sign. Then for both passes together all 
three coefficients behave differently enough to enable the filter to 
separate the errors in all three directions. This illustrates the fact 
that the distribution of the uncertainty in position between the three 
directions is mainly a question of the geometry of the satellites passes 
and that some insight into it can be gained by directly looking at the 
linearization equation used in the modeling. This also inplies that if 
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the altitude is initially known accurately then the system will give a 
better estimate of the longitude, and vice versa, a good initial estimate 
of the longitude enables the system to give a better estimate of the 
altitude. 
D. Sinçlified System 
It has been noticed that using time measurements alone gives good 
results for relative positiming. As part of its operation the Kalman 
filter estimates the satellite position errors, but the improvement it 
makes on their original estimates is very small. The decay of the vari­
ances corresponding to states describing satellite position errors is 
less than one per cent in one satellite pass. Therefore a simplified 
system using time measurements alone but which would not estimate the 
satellite position errors should perform about as well. The model for 
such a system was given before in Sectim II.G, and, like the Time sys= 
Lcm, it does jiuL lequiic a delayed slate Kaliiiaii filLci, Also, the S/Stcm 
State vector is reduced from thirteen to seven elements which yields 
considerable simplificatioi. The recursive equations are further simpli­
fied because the dynamic model is trivial involving only states which do 
not vary with time. 
Fig. 3.4a and b show the performance of the sinplified system for 
circumstances identical to those of the reference run, Cmparing these 
plots with those for the Time system shows that there is no appreciable 
loss of accuracy in either relative or absolute positioning. 
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E. Clocks Synchronization Error 
One interesting aspect of the Time system or the Simplified system 
is that it is not necessary to have a good synchronization between the 
clocks in both receivers. 
A simulation run was made where the original expected synchroniza­
tion error was very high, 10^ times the value used in the reference run, 
and the performances of both the Time system and the Simplified system 
were not significantly affected. This is because during a satellite 
pass the synchronization error is practically a constant which is easily 
estimated by the Kalman filter and accounted for in the estimation of 
positions. This results in an apparent "self alignment" of the clocks 
which suppresses the synchrmization problem all together. 
F. Satellite Positiai Error 
It has been mentimed that when using two receivers for relative 
positioning, satellite position errors tend to cancel out and have little 
bearing on the relative position error. Also, when using time measure­
ments one can expect little influence of satellite position error on 
relative positim error of the receivers since the time lag measured is 
much more sensitive to relative motions of a receiver with respect to the 
other than it is to conparable motions of the satellite. This is checked 
by a simulation run where satellite position errors were raised to 300 
feet r.m.s for each coordinate instead of the 30 feet r.m.s used in the 
reference run. The accuracy is slightly reduced, more so for the simpli­
fied system than for the Time system as shown by Table 3,5. More sur­
prisingly this table shows that the absolute position estimates are also 
! 
practically unaffected by the satellite position error. 
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Table 3.5. Position errors for Time system and Simplified system for high 
original uncertainty on satellite position 
Altitude Latitude Longitude 
Satellite pass 1st 2nd 1st 2nd 1st 2nd 
Time system 
Absolute A 86.4 73.4 70.9 70.1 87.8 70.9 
Absolute B 88.3 73.4 72.4 70.1 87.7 70.9 
Relative 102.7 40.6 24.2 9.69 103.9 12.2 
Simplified system 
Absolute A 86.4 73.4 70.9 70.3 87.8 71.0 
Absolute B 88.3 73.4 72.4 70.3 87.6 71.0 
Relative 102.7 40.6 24.2 9.73 103.9 13.5 
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IV. CONCLUSION 
The goal of this study was to find out how much improvement could be 
expected, when using time measurements in addition to the Doppler meas­
urements nomally found in Transit systems, when two receivers are used 
for geodesy. 
Simulation runs indicate that there should be a great inçrovement in 
accuracy both for absolute and relative positioning. In the case of 
relative positioning, Doppler data could be left out entirely since sim­
ulation indicates that using time measurements alone gives nearly as good 
results as using both time and Doppler measurements. This would simplify 
the receivers and the associated data processing. 
IVlien using time measurements only, simulation shows that neglecting 
the satellite positicn errors in the filtering process does not signifi­
cantly affect performance. Hiis could further simplify the software part 
OL CIIC SYSUCM. 
A striking result is that accurate synchronizatim of the clocks is 
not necessary. 
Then the main difference in the implementation of a system using 
time measurements conpared to one using Doppler measurements is the extra 
two clocks. Precision Cesium clocks are relatively expensive but might 
well be feasible in many surveying applications. 
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VII. Al^PliMDIX A: 
SimiATIW OF SIMPLIFIED SYSTCI 
The model for the simplified system is given by equations (2.41, 42, 
43) and its filter algorithm by equations (2.44 to 2.47). 
Since we need the full model to get the actual errors of the simpli­
fied system it is simpler to simulate the simple system using the pro­
gram for the full system. Consider the partitioned system; 
"^1" 
"L 0" X 
'
 
T—
' 
<
 
.^2. 0
 
0 
,^2. 
y = (M1M2) ^1 
.^2, 
+ V 
dynamic model 
measurement model 
(Aa) 
(A. 2) 
Let 
n-1 
Pn-1 
0 
and H = 
-, -w, O  ^ c rt rTÔ+*C* A41Wil L«OJLll^ 1\<>IJL1UC«4« V U. vw &.V 
bn = 
^n = 
h 
b-7 
n 
" v)-l 
0 
(I - biMi)Pn-i(I - + biVbi T 
(A. 3) 
(A. 4) 
b^ is tlie same as given by equation (2.44) and the upper left comer of 
is tlie same as given by (2.47). Therefore the above behaves like the 
simplified system using the same Kalman equations (including full meas­
urement equations) as the full system, the only difference being the 
initial P and H matrices, 'ilien we can use two sets of error covariance 
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matrices, one for the error seen by the simplified system and one for the 
actual errors and cycle tliem through the same Kalman recursive equations 
in the following manner: 
1) Compute the suboptimal gain b^ frcm error covariance matrix seen 
by the simplified system using (2.44). 
2) Update tlie error covariance matrix seen by the simplified system 
using (2.47). 
3) Update actual error covariance matrix for full system using 
(2.11) and compute actual estimates of position errors of simplified 
system. 
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VIII. APPENDIX B: 
ROUND-OFF ERRORS 
Tlie recursive equaticm for the error covariance matrix is P^ = 
(I - j^(I - One way of computing is as follows: 
compute: 
then: (I - b^M^) 
then: (I - ViiJPn-ld " VW''' • 
Til is causes round-off errors to make the covariance matrix very un-
s^/metric and make the simulation invalid. This happens because elements 
of Pn_] are much greater than elements of bn^N^P^-i with which they are 
added Ln both pre and post multiplications. Separating smaller and 
bigger terms alleviates this. IVe rewrite: 
~ ^n-1 " ^n^^^n-1 " ^n-l^&i^^n 
"  W n - P h ' b n '  "  
The above products arc computed before summing and nonsymmetry is 
generated by the fourth term alone. So doing tlie relative difference be­
tween corresponding off-diagonal terms in one step of computation is less 
than 0.01%, compared to more than 100% using the first method, before it 
is symetrized by doing: 
p . .  +  p . .  
new P• • = J 
ij z— 
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I X .  A P P l i W I X  C :  
CannrrER PROGRAM LISI'ING FOR REFERENCE RUN 
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C  V A R I A N C E  A N A L Y S I S  O F  S U R V E Y I N G  S Y S T E M  U S I N G  S A T E L L I T E S  
I M P L I C I T  R E A L * 8 ( A - H , 0 - Z ) t I N T E G E R ( I - N )  
INTEGER DGPtCLOC 
R E A L * 8  M M , M N 2 , N N 1 , M B ,  f P H ,  M H , L A M B D I  
D I M E N S I O N  P ( 1 6 , 1 6 ) , P C ( 1 6 , I 6 ) , P C ( 1 6 , I 6 I  
C O M M O N  F C L ( 3 , 3 1 , 4 ( 3 , 3 , 3 )  
1 ) , N N 1 ( 2 , 1 6 ) , M N 2 ( I , 1 6 ) , A C ( 6 ) , L D U M  
COMMON /KAL/VN1(2,2)  ,H{  16,16) ,VN2,PHI(  16,16 ) ,  MNK 2,16 
C 
C . . . .  N O N  T I M E  V A R Y I N G  E L E M E N T S  
C  N U M B E R  O F  I T E R A T I O N S  I N  O N E  S A T E L L I T E  P A S S  
N U M I T = 3 6  
C  E N T E R  C O N S T A N T S  
D T = 2 0 . 0 C 0  
R E = 2 . 0 9 2 5 1 4  0 0 7  
G M = 0 . 1 4 C 7 6  5 4 D 1 7  
P G L ( 1 , 3 l = R E + 6 0 0 . 0 0 0 * 6 0 8 0 . 0 0 0  
0 M E G S = r S G R T ( G M / P C L ( l , 3 ) * * 3 )  
G M 5 G A = 7 . 2 9 2 1 1 5 D - 5  
P I = 3 . 1 4 5 9 2 6 5 3 5 6 9 7 9 3 0 0  
F E E T = 6 C 8 C . 0 D 0  
R A D = P I / 1 8 0 . 0 D 0  
C E L Î = 0 . 3 0 4 8 0 0 / 3 . 0 0 8  
L A M B D I = 4 0 Û . O D 6 * C E L I  
C  O R I G I N A L  G P C U N O  S T A T I O N S  C O O R D I N A T E S  E S T I M A T E S  
T E T A 0 = 3 C . C D 0 * P A D  
P 0 L ( 1 , 1 ) = 2 . 0 9 2 5 7 4 D C 7  
P C L ( 2 , l ) = T E T A 0 + 2 5 . 0 C 0 * F E E T / P 0 L ( l , l )  
P 0 L ( 3 , 1 ) = 0 . 0 D 0  
f - t U U f  
P O L ( 2 , 2 ) = T E T A O - 2  5 . 0 D O * F E E T / P O L ( 1 , 1 )  
P O L ( 3 , 2 ) =  G r O D C  
R 1 3 = 1 . 0 [ - 8  
B 1 4 = B 1 3  
615=913 
C  C O R R E L A T E D  F R R O R  V A R I A N C E S  
V M 1 3 =  4 . 0 [ - 3 * * 2  
V M 1 4 = V M 1 3  
V M 1 5 = 2 5 . 0 0 0 * * 2  
V M 1 6 = 5 . 0 C - l l * * 2  
C  U N C O R R E L A T F C  E R R O R  V A R I A N C E S  
V W 1 3 = 2 . C D 2  
V h l 4 = V W 1 3  
V W 1 6 = 5 . 0 D - 8 * * 2  
C  I N I T I A L I Z E  M A T R I C E S  
D O  1 0 5  1 = 1 , 1 6  
D O  1 0 5  J = l , 1 6  
P ( I  , J Î  = 0 . 0 0 0  
P H K I ,  J )  =  C . 0 D 0  
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H ( I  t J )  =  C . C D O  
I F (  I . G T . l )  G O  T O  1 0 3  
M N 2 ( I  »  J )  =  C . Q O O  
1 0 3  I F { I . G T . 2 )  G O  TG 1 0 5  
M N K I ,  J )  =  C . O D O  
N N K I »  J Î  =  C . G O O  
1 0 5  C O N T I N U E  
C  C O M P U T E  W H I T E  D R I V E N  S T A T E S  C Q V A R I A N C E  M A T R I X  
H ( 1 3 , 1 3 ) = V M 1 3 * ( I . O D C - O E X P ( - 2 . O D O * 0 1 3 * C T ) I  
H ( 1 4 , 1 4 ) = H ( 1 3 , 1 3 )  
H (  1 5 , 1 5 )  =  V M 1 5 * (  1 . 0 D O - D E X P ( - 2 . 0 D C * B 1 5 * D T ) )  
H ( 1 6 , 1 6 ) =  V M 1 6 * D T  
G  C O M P U T E  T R A N S I T I O N  M A T R I X  P H I  
C O  1 1 0  1 = 1 , 6  
1 1 0  P H I ( I , I ) = 1 . 0 D 0  
C O  1 1 2  1 = 7 , 1 2  
1 1 2  P H I ( I , I ) =  D C O S ( G M E G S * D T )  
D O  1 1 4  1 = 7 , 1 1 , 2  
1 1 4  P H I ( I , I + 1 1 =  D S I N ( G M E G S » D T ) / O M E G S  
0 0  1 1 6  1 = 8 , 1 2 , 2  
1 1 6  P H I ( I , I - 1 ) =  - D S I N ( O M E G S * D T I » O M E G S  
P H I ( 1 3 , 1 3 ) =  D E X P ( - B 1 3 * C T )  
P H I  ( 1 4 , 1 4 ) = P H I ( 1 3 , 1 3 )  
P H I  ( 1 5 , 1 5 )  =  P H I ( 1 3 , 1 3 )  
P H I  ( 1 6 , 1 6 ) =  l . O D O  
G  I N I T I A L I Z E  E R R O R  C O V A R I A N C E  M A T R I X  
P ( 1 , 1 ) = 1 . C D 4  
P 1 2 , 2 ) = P ( 1 , 1 ) / R E * * 2  
P ( 3 , 3 ) = P (  1 , 1 ) / ( R E » D C 0 S ( P C L ( 2 , 1 ) ) ) * * 2  
P ( 4 T 4 ! = 1 = G D 4  
P ( 5 , 5 ) = P ( 4 , 4 ) / R E * * 2  
P ( 6 , 6 ) = P ( 4 , 4 ) / ( R E * D C 0 S ( P 0 L ( 2 , 2 ) ) » * * 2  
P ( 7 , 7 ) = 3 0 . 0 0 0 * * 2  
P ( 8 , 8 ) = C M E G S * C M E G S » P ( 7 , 7 )  
P ( 9 , s ; = ( 3 0 . O D O / P G L ( 1 , 3 ) ) * * 2  
P ( 1 0 , 1 0 ) = C h ' E G S * O M E G S * P ( 9 , 9 )  
P ( l l , l l ) = ( 3 0 . 0 D 0 / ( P O L ( l , 3 ) * D C O S ( T S T A O - 0 M E G S * N U M I T * 1 0 .  
1 0 0 0 ) ) ) * * 2  
P ( 1 2 , 1 2 ) = P ( 1 1 , 1 1 ) • C M E G S ^ G M E G S  
P ( 1 3 , 1 3 ) = V M 1 3  
P ( 1 4 , 1 4 ) = V M 1 4  
P ( 1 5 , 1 5 1 = V M 1 5  
P ( 1 6 , 1 6 ) =  V M 1 6 * 3 6 . 0 0 2 * 2 4 * 3 0  
G  P C  C O V A R I A N C E  M A T R I X  C L O C K S  A L O N E ,  P D  O O P P L E R  A L O N E  
D O  1 3 0  J = l , 1 6  
D C  1 3 0  1 = 1 , 1 6  
P D Î  I , J f  = P ( I , J )  
1 3 0  P C ( I , J ) = P ( I , J )  
G  C O M P U T E  M E A S U R E M E N T S  E R R O R  C O V A R I A N C E  M A T R I C E S  
C 0 R = 0 » 5 D C  
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V N 1 ( 1 » 1 ) = V W L 3  
V N 1 ( 1 , 2 ) = C 0 R * V W 1 3  
V N 1 ( 2 , 1 ) = V N 1 ( 1 , 2 )  
V N 1 ( 2 , 2 ) = V W 1 4  
V N 2 = V W 1 6  
C  
C  T I M E  D E P E N D E N T  C O M P U T A T I O N S  
S L A y =  . I S 6 D 0  
N P A S S = C  
B  N P A S S = N P A S S + 1  
L D U N = 0  
T = - N U M I T * I O . O D O  
1 0  T = T + D T  
L D U M = L C L M + 1  
C  S A T E L L I T E  C C O R D I N A T E S  
P 0 L ( 2 , 3 ) = C M E G S * T + T E T A 0  
P 0 L ( 3 , 1 I = - C M C G A * T + S L A M  
C  C O M P U T E  M E A S U R E M E N T S  M A T R I C E S  
C  S T O R E  P A R T  C F  O F  O L D  M M  A S  N E W  N N l  
D O  2 1 0  1 = 1 , 2  
0 0  2 1 0  J = l , l l  
2 1 0  N N 1 ( I , J ) = - Y N 1 ( I , J )  
C  C O M P U T E  N E W  M E A S U R E M E N T S  M A T R I C E S  
2 1 5  C A L L  C C E F  
M N 1 ( 1 , 1 ) = A ( 1 , 1 , 3 ) * L A M B 0 I  
M N 1 { 1 , 2 ) = A ( 2 , 1 , 3 » * L A M B D I  
M N 1 ( 1 , 3 ) = A ( 3 , 1 , 3 ) * L A M B D I  
M N 1 ( 1 , 7 ) = A ( 1 , 3 , 1 ) * L A M B D I  
M N l ( l , 9 ) = A ( 2 , 3 t l ) * L A M 6 D I  
Y N I ( 1 , 1 1 ) = 2 ( 3 , 3 , 1 ; * L A M B D I  
M N 1 ( 1 , 1 3 ) = - D T  
M N U l  , 1 5 ) = D T  
M N l ( 2 , 4 ) = A ( i , 2 , 3 ) * L A M B D I  
M N 1 ( 2 , 5 ) = A ( 2 , 2 , 3 ) * L A M 6 0 I  
M N 1 ( 2 , 6 I = A ( 3 , 2 , 3 j » L A M B D Î  
M N 1 ( 2 , r ) = A ( l , 3 , 2 ) * L A M B D I  
M N 1 ( 2 , S ) = A ( 2 , 3 , 2 ; * L A M B D I  
M N 1 ( 2 , 1 1 ) = A ( 3 , 3 , 2 Î « L A M B D I  
M N 1 ( 2 , 1 4 ) = - D T  
M N 1 ( 2 , 1 5 ) = D T  
M N 2 { 1 , 1 ) = A U ,  1 , 3 ) * C E L I  
M N 2 ( 1 , 2 ) = A ( 2 , 1 , 3 ) * C E L I  
M N 2 ( 1 , 3 ) = A < 3 , 1 , 3 ) * C E L I  
M N 2 ( 1 , 4 ) = - A ( 1 , 2 , 3 ) * C E L I  
M N 2 U , ! : ) = - A ( 2 , 2 , 3 ) * C E L T  
M N 2 ( 1 , 6 ) = - A ( 3 , 2 , 3 ) * C E L I  
M N 2 ( l , 7 )  =  ( A ( l , 3 , n - A ( l ,  3 , 2 )  ) * C E L I  
M N 2 ( 1 , ' ; )  =  ( A ( 2 , 3 , 1 ) - A ( 2 , 3 , 2 ) ) * C E L I  
M N 2 ( l , l l ) = ( A ( 3 , 3 , l ) - A ( 3 , 3 , 2 ) ) * C E L I  
M N 2 { i , 1 6 ) = - 1 . 0 D 0  
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C  L I N E A R  C O E F S  F E E T  T O  F E E T  
A C  ( ! ) = / » (  1 , 1 ,  3 )  
A C ( 2 ) = 4 ( 2 , 1 , 3 ) / R E  
A C ( 3 Î = A ( 3 , 1 , 3 ) / R E / D C 0 S ( P 0 L 1 2 ,  I Î  )  
A C ( A ) = A ( 1 , 2 , 3 )  
A C ( 5 ) = A ( 2 ; 2 , 3 ) / R E  
A C ( 6 ) = A ( 3 , 2 , 3 ) / R E / D C O S ( P O L ( 2 , 2 )  )  
W R I T E ( 6 , 1 2 1 5 ) ( A C ( I ) , I = 1 , 6 )  
1 2 1 5  F O R M A T ! '  • , T 1 3 , 6 C 1 5 . 4 )  
C  C O M P U T E  N E W  C O V A R I A N C E  M A T R I C E S  
C A L L  K A L M A N ( 1 , 1 ,  P )  
C A L L  K A L y A N ( 0 , l , P C )  
C A L L  K A L M A N < 1 , 0 , P D )  
9 0 0  I F ( L D U y . L T . N U M I T )  G O  T O  1 0  
I F  ( N P A S S . E Q . 2 )  G O  T O  5 0 0  
C  
C  R E I N I T I A L I Z E  F A R T  O F  C O V A R I A N C E  M A T R I X  F O R  N E W  S A T E L L I T E  
D O  3 8 0  J = i , 1 6  
D O  3 8 0  1 = 1 , J  
I F l J . L E . é )  G O  T O  3 8 0  
I F ( j . G F . 7 . A N D . J . L E . 1 2 . 0 R . J . E Q . 1 5 ) G a  T O  3 7 5  
I F ( I . L E  c 6 )  G O  T O  3 8 0  
I F ( I . E 0 . 1 3 . O R . I . E Q . 1 4 . O R . I . E Q . 1 6 ) G O  T O  3 8 0  
3 7 5  P ( I , J ) =  C . O D O  
P C ( I , J ) = C . O D O  
P C Î I , J ) = C » O D O  
3 8 0  C O N T I N U E  
P ( 7 , 7 ) = 3 0 . 0 : 0 * * 2  
P ( 8 , 8 ) = C V E G S * C M E G S * P ( 7 , 7 )  
P ( 9 ; 9 ) = ( 3 0 = 0 D D / P 0 L ( l r 3 î } * * 2  
P ( 1 0 , 1 0 ) = C M E G 5 * C M E G S * P ( 9 , 9 )  
P ( l l , l l ) = ( 3 0 . 0 C 0 / ( P 0 L ( i , 3 i * O C O S ( T E T A O - 0 M E G S * N U M I T » 1 0 .  
1 0 D 0 Î }  1 * 4 2  
P ( 1 2 , 1 2 ) = P ( 1 1 , 1 1 ) * 0 M E G S * C M E G S  
P  Î 1 5 » 1 5  5  =  v M i 5  
P  ( 1 6 , 1 6 ) = P  ( 1 6 , 1 6 ) + V M 1 6 * 3 6 . O D 2 » 2 . 0 D 0  
P C ( 1 6 , 1 6 ) = P C ( 1 6 , 1 6 ) + V M 1 6 * 3 6 . 0 0 2 * 2 . 0 0 0  
P D ( 1 6 , 1 6 ) = P D ( 1 6 , 1 6 ) + V M 1 6 * 3 6 . 0 0 2 * 2 . 0 0 0  
D O  3 9 0  1 = 7 , 1 5  
I F ( I . E G . 1 3 )  G O  T O  3 9 0  
I F < I . E Q . 1 4 )  G O  T O  3 9 0  
P D ( I , I ) = P ( I , I )  
P C ( I , I ) = P ( I , I  )  
3 9 0  C O N T I N U E  
D O  3 9 5  1 = 1 , 1 6  
D O  3 9 5  J = 1 , I  
P Î I  , J Î  =  P Î  j , n  
p c ( I , j ) = p c ( j , n  
P C ( I , J ) = P C ( J , I )  
3 9 5  C O N T I N U E  
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S L A ^ = - . 1 9 6 C 0  
G O  T O  6  
5 0 0  S T O P  
E N D  
C  
C  
C 
C  
C  
C  
S U B R O U T I N E  K A L M A K ( D G P , C L O C , P )  
C  T H I S  S U B R O U T I N E  C C E S  O N E  S T E P  O F  K A L M A N  A L G O R Y T H M  
I M P L I C I T  R E A L * e ( A - H , 0 - Z ) « I N T E G E R ( I - N )  
I N T E G E R  C C P , C L C C  
R C A L * 8  V N l , M N 2 f N N I , M B , M P H , M H  
0 1  M E N S  I C N  C 0 V ( « 3 ) ,  M B  (  2 , 1 6 ) ,  M P H (  2 , 1 6 ) ,  P H I T l  1 6 , 1 6  ) ,  
I D U M K  2 , 1 6 ) , D U Y 2 (  2 , 1 6  )  , C P  (  2 ,  2  )  , M H  (  2 ,  2  ) ,  Q N  (  2 , 2  ) ,  
2 D U M 3 ( 1 6 ,  2 ) , S T A ( 9 )  , G N I ( 2 , 2 )  ,  
3 P ( 1 6 , 1 6 ) , B Q ( 1 6 , 2 )  , B N l ( 1 6 , 2 ) , P H I P ( 1 6 , 1 6 ) , P P P T ( 1 6 , 1 6 )  
C O M M O N  P C L ( 3 , 3 ) , A ( 3 , 3 , 3 )  
C C M M C N  / y A T / N , J N , J M  
C O M M O N  / K A L / V N 1 ( 2 , 2 ) , H ( 1 6 , 1 6 ) , V N 2 , P H I (  1 6 , 1 6 ) , M N l ( 2 , 1 6  
1 ) , N N 1 ( 2 , 1 6 ) , M N 2 ( 1 , 1 6 ) , A C ( 6 ) , L D U M  
E Q U I V A L E N C E ( M P H , C U M 1 , D U M 3 , B Q  ) , ( M B , B N 1 ) , { P H I P { 1 ) ,  
1 D U M 2 ( 1  )  )  
3 9 9  F O R M A T ! '  »  ,  2 (  T 3  ,  8 0 1 6 .  9 / )  »  
N = 16 
J N = 7  
J M = 1 2  
C  S K I P  D O P P L E R  C O U N T S  A T  L D l ) M = l  { F I R S T  M E A S U R E M E N T S )  
I F ( L D U M . E C . l )  G O  T O  4 0 0  
C  P R O C E S S  D O P P L E R  D A T A  B Y  S T U V A S ' S  A L G O R Y T H M  
C A L L  F O S T N T (  f N  1  , P H !  , M P H , 2 )  
I F  ( O O P . E C . 0 )  G O  T O  3 0 6 1  
D O  3 0 2  1 = 1 , 2  
D O  3 0 2  J = l , 1 6  
3 0 2  M B ( I , J ) = M P H ( I , J ) + N N 1 ( I , J )  
D O  3 0 c  1 = 1 , 2  
D O  3 0 3  J = l , 1 6  
D U B 1 = C . 0 C C  
D U B 2 = O . O C C  
D O  3 0 1  K = l , 1 6  
D U 6 1 = D U B 1 + M B ( I , K ) * P ( K , J )  
3 0 1  D U E 2 =  C U B 2 + M N l ( I , K ) * H ( K , j ;  
D U M K  I ,  J ) = D U B 1  
3 0 3  D U M 2 I I , J ) = D U B 2  
D O  3 0 6  1 = 1 , 2  
S U M = O . O C C  
D O  3 0 5  J = l , 1 6  
3 0 5  S U M = S U M + D L M I ( I , J ) * K 8 ( L , J I * M N 1 ( L , J )  
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3 0 6  C N ( I , L ) = S L M + V N 1 ( I , L )  
C  C O M P U T E  G N  I N V E R S E  = Q N I  
D U B = Q N (  1 , 1 ) * Q N ( 2 , 2 ) - C N ( 2 , I ) * Q N ( l , 2 )  
G N I ( 1 , 1 ) =  G N ( 2 , 2 ) / D U B  
C N I ( l t 2 > =  -  C N ( 1 , 2 ) / D U B  
C N I ( 2 , 1 ) = - C N ( 2 , 1 ) / D U B  
Q N I Î 2 , 2 ) =  C N ( 1 , I ) / D U B  
3 0 6 1  C A L L  P P E M T ( P H I , P , P H I P , 1 6 !  
C  C O M P U T E  P H I  T R A N S P O S E  
D O  3 6 5  1 = 1 , 1 6  
C O  3 6 5  J = l , 1 6  
365  PHITd ,  J )  =  PH I (J , I  j  
C A L L  P C S ^ ^ N T C P H I P p P H I T î P P P T j l ô î  
I F  ( D O P . E C . 0 )  G O  T O  3 8 0  
C O  3 5 0  1 = 1 , 1 6  
C O  3 5 0  J = l , 2  
S U M 1 = 0 . C C C  
C O  3 4 5  K = I , 1 6  
3 4 5  S U M =  S U M l  +  P H I P d  , K ) * M B (  J , K ) + H ( I  , K ) * M N 1 ( J , K )  
3 5 0  C U M 3 ( I , J ) = S U M 1  
V .  C C M P L T É  K A L P A r  G A I N  ( D C P P L E R  )  
C O  3 6 0  1 = 1 , 1 6  
D O  3 6 0  J = l , 2  
S U N 1 = 0 . C C C  
C O  3 5 5  K = I , 2  
3 5 5  S U M 1 =  S U M 1 + C U M 3 ( I , K ) * G N I ( K , J )  
3 6 0  E N 1 ( I , J » =  S U M l  
C  C r W P U T c  E P R C R  C C V A R I A N C E  M A T R I X  A F T E R  U S I N G  D O P P L E R  D A T A  
3 8 0  D O  3 8 7  1 = 1 , 1 6  
I F  ( O O P . E C . 0 )  G O  T O  3 8 5 5  
D O  3 8 5  J = l , 2  
D U f = 0 . 0 C 0  
C O  3 8 4  K = l , 2  
3 8 4  D L M  =  C U M  + B M < I , K ) *  G N ( K , J )  
3 8 5  e Q ( I , J i = D U M  
3 8 5 5  D O  3 8 7  L = l , 1 6  
S U M = O . O C O  
I F  ( C O P . E C . 0 )  G O  T O  3 8 6 1  
D O  3 8 6  J = l , 2  
3 8 6  S L N = S U M +  B Q ( I , J ) * B N 1 ( L , J )  
3 8 6 1  P ( I , L ) = - S U M +H ( I , L ) + P P P T ( I , L ;  
I F  { C A B S (  P ( I , L } } - l . 0 0 - 2 5 1 3 8 8 , 3 8 8 , 3 6 7  
3 8 8  P ( I , L ) = C . 0 C 0  
3 8 7  C O N T I N U E  
4 0 0  W R I T E ( 6 , 4 9 9 0 :  C L O C , C L O C , C L O C , C L O C , D O P , O O P , D O P , D O P , L D U M  
4 9 9 0  F O R y A T ( ' 0 ' , T 1 0 , ' C L O C K S : ' , 4 1 1 , T 3 0 , ' D O P P L E R : ' , 4 I 1 , T 5 0 ,  
I M I T E R : : , 1 2 )  
I F  ( D C P c E G o O )  G O  T O  4 0 1  
W R I T E ( 6 , 3 9 9 ) ( P ( I , n , I = l , 1 6 )  
I F  ( C L C C . E G . O )  G O  T O  4 3 0  
66 
C . . . . P R O C E S S  T I M E  M E A S U R E M E N T S  B Y  S T A N D A R D  A L G O R Y T H M  
4 0 1  D O  4 0 5  J = I f l 6  
C U N = O . C C C  
D O  4 0 4  K = I : 1 6  
4 0 4  C U V = D U M  +  P ( J , K ) * M N 2 ( 1 , K )  
4 0 5  D U M 3 ( J , 1 ) = D U M  
C C M = O . C D C  
C O  4 1 0  K = l , 1 6  
4 1 0  D O f =  D C ^ + f N 2 ( l , K ) * D U M 3 { K , l )  
D U P = D 0 y + V N 2  
C O  4 1 2  J = l , 1 6  
4 1 2  0 U M 3 ( J , 2 Î = D U M 3 ( J , 1 ) / D U M  
C  E R R O R  C O V A R I A N C Ê  M A T R I X  A F T E R  U S I N G  C L O C K S  D A T A  
D O  4 2 0  1  =  1 ,  1 6  
C O  4 2 0  J = l , 1 6  
4 2 0  P ( I , J ) =  P ( I , J ) -  D U M 3 ( I , 2 ) » D U M 3 ( J , l )  
C O  4 4 0  1 = 1 , 1 6  
D O  4 4 0  J = 1 , I  
P  ( I , J )  =  ( F  ( I , J ) + P  ( J , n ) / 2 . G D 0  
î F Î C A e S ( P ( I , J ) ) . L T . 1 . 0 0 - 2 5 ) P ( I , J ) = O . O D O  
p  ( j , n = o  ( I , J )  
4 4 0  C O N T I N U É  
W R I T E  { 6 , 3 ^ 9 }  (  P (  I  , n , I  =  1 , 1 6 )  
C e « c » # e # » » * E N C  C "  K A L M A N  C O M P U T A T  I O N S * * » # # * » * » # # * » * * #  
C  C O M P U T E  C O V A R I A C E S  I N  F E E T * * 2  U P , N O R T H , E A S T  
4 3 0  C C 2 1 = C C C S C P O L ( 2 , l ) >  
: C 2 2 = D C 0 S ( P 0 L ( 2 , 2 ) )  
P C L 1 1 = P C L ( 1 , 1 ) * * 2  
P 0 L 1 2 = P C L ( 1 , 2 1 * * 2  
C C V t l ) = P ( l , l >  
C C v C ? .  » = P ( 2 , 2 I ' * F l L J . 1  
C 0 V ( 3 ) = P ( 3 , 3 ) * P 0 L 1 1 * D C 2 1 * » 2  
C 0 V ( 4 ) = P ( 4 , 4 !  
C 0 V ( 5 ) = P ( 5 , 5 ) * P C L 1 2  
C 0 V { 6 ) = P ( 6 , 6 } * P 0 L 1 2 * D C 2 2 * * 2  
C 0 V { 7 ) = P ( 1 , 1 ) + P ( 4 , 4 ) - 2 * P ( 4 , 1 )  
C 0 V ( 8 ) = ( P ( 2 , 2 : * P ( 5 , 5 } - 2 * P ( 5 , 2 t ) * P 0 L 1 1  
C D V ( 9 ) = ( P ( 3 , 3 ) + P ( 6 , 6 > - 2 * P ( 6 , 3 ) ) * P 0 L 1 1 * D C 2 1 * * 2  
C  C O M P U T E  S T A N C f R D  O E V I A T I C N S  I N  F E E T  U P , N O R T H , E A S T  
D C  4 5 0  1 = 1 , 9  
4 5 0  S T A d  ) = C S C R T ( C O V ( I  ) )  
W R I T E ( 6 , 4 9 9 ) ( S T A ( I ) , 1  =  1 , 9 J  
4 9 9  F O R M A T C  • , 3 (  3 (  3 X , D 2 3 , 1 6 )  /  )  )  
W R I T E ( 7 , 4 9 9 1 )  S T A , A C  
4 9 9 1  F O R M A T ( I X , 1 5 A 4 )  
R E T U R N  
E N D  
C  
C  
C  
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C  
S U B R O U T I N E  C O E F  
C  S U B R O U T I N E  C O P P U T E S  G E C M E T R Y  P A R A M E T E R S  
I M P L I C I T  R E A L * 8 ( A - H ; 0 - Z ) , I N T E G E R ! I - N )  
CIMENSICN C(3,3)  
C O M M O N  P ( 3 , 3 ) , A ! 3 , 3 , 3 )  
K D = C  
J 0 = 0  
C O  5 2  J = l , 3  
C O  5 1  K = l , 3  
C  N O W  S K I P  N C N  U S E D  J , K  P A I R S  
I F ( J . E G . K )  G O  T O  5 1  
I F  ( J + K . E Q . 3 )  G O  T O  5 1  
C  E A R T H  X Y Z  C O C R D I N A T E S  O F  K  
I F ( K . E C . K C )  G O  T C  3 5  
K D = K  
0 C 2 K = C C C S ( P ( 2 , K ) )  
x = p ( i , K ; * [ C 2 K  * D C 0 S ( p ; 3 , K ; )  
Y = P ( 1 , K ) * C C 2 K  * D S I N ( P ( 3 , K ) )  
Z  =  P ( 1 , K ) * C S I N ( P ( 2 , K )  )  
C  D I R E C T I C N  C C S I N E S  O F  J  W / R  E A R T H  X Y Z  
3 5  I F  ( J . E C . J D )  G C  T O  4 5  
J O = J  
C S 2 J = C S I N ( P ( 2 , J ) )  
D S 3 J = 0 S I N ( P ( 3 » J ) )  
C C 2 J  =  C C C S ( P ( 2 , J )  )  
C C 3 J = D C C S ( P ( 3 , J ) )  
C ( 2 , 1 ) = - 0 S 2 J * D C 3 J  
C ( 2 , 2 l = - C S 2 J * D S 3 J  
C < 2 , 3 ) = C C 2 J  
C ( 3 , i l = L ù j J  
C ( 3 , 2 ) =  - C C 3 J  
C î 3 t 3 ) = C . C D 0  
C ( I , n = C C 2 J * D C 3 J  
C ( 1 , 2 ) = [ C 2 J * D S 3 J  
C ( I , 3 ) = C S 2 J  
4 5  0 0  5 0  1 = 1 , 3  
R C = ( C ( I , 1 ) * X + C ( I , 2 ) * Y + C ( I , 3 ) * Z ) / P ( 1 , K )  
I F C I . G T . l )  G O  T O  4 0  
K H u =  c S Q R  I  i  P i  i ,  J i ,  J 1  , K ; ? P ( l , K i - 2 . û u û * P ( l , j  
1 P ( 1 , K ) * R C )  
4 0  I F ( 1 - 2 )  4 8 , 4 7 , 4 6  
4 7  A ( I , J , K ) = - P ( 1 , J ) * P ( 1 , K ) * R C / R H 0  
G O  T O  5 0  
4 6  A ( I ; J , K ) =  P ( 1 , J ) * P ( 1 , K ) * R C / R H 0  
G O  T O  5 0  
4 8  A d  , J , K )  =  ( P ( 1 , J ; - P ( 1 , K ) * R C 3 / R H 0  
5 0  C O N T I N U E  
5 1  C O N T I N U E  
5 2  C O N T I N U E  
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R E T U R N  
E N D  
C  
C  
C  
C  
S U B R O U T I N E  P Û S T M T Î A , B , P , M Î  
C  S U B R O U T I N E  T O  P O S T V U L T I P I Y  B Y  S P A R S E  M A T R I X  
I M P L I C I T  R E A L * 8 ( A - H , 0 - Z ) , I N T E G E R ! I - N )  
C O M M O N  / M A T / N , J N , J M  
C  P O S T  M U L T I P L Y  B Y  A L M O S T  D I A G O N A L  M A T R I X  P = A * B  
D Î M 5 N S I C N  A ( M , N ) , E ( N , N ) , P ( M , N )  
C O  2 0  1 = 1 , M  
C O  2 0  J = 1 , N  
2  P ( I , J ) = C . C O O  
! F !J; L T . J N I  G O  T O  5  
I F ( J . L E . J M )  G O  T C  1 5  
5  P ( I , J ) = A ( I , J ) * B ( J , J )  
G O  T O  2 0  
1 5  S U P = O . O C O  
D O  1 6  K = J N , J M  
1 6  S U M =  S U M + A ( I , K ) * B ( K , J )  
P ( I , J ) =  S L M  
2 0  C O N T I N U E  
R E T U R N  
E N D  
C  
c 
c 
c 
S U B R O U T I N E  P R E M T ( A , B , P , N )  
C  S U B R O U T I N E  T O  P R E M U L T I P L Y  B Y  S P A R S E  M A T R I X  
I M P L I C I T  R E A L * 8 ( A - H , 0 - Z ) , I N T E G E R ( I - N )  
C O M M O N  / N A T / N , J N , J M  
C  P R E M U L T Ï P L Y  B Y  A L M O S T  D I A G O N A L  M A T R I X  
D I M E N S I O N  A ( N , N ) , B ( N , M ) , P ( N , M )  
D O  2 0  1 = 1 , N  
0 0  2 0  J = 1 , M  
2  P ( I i J ) = 0 . C D 0  
I F d . L T . J N Ï  G O  T O  5 
I F ( I . L E . J P )  G O  T O  1 5  
5  P < I , J ) =  A ) I , I ) * B ( I , J )  
G O  T O  2 0  
1 5  S U M = 0 . 0 C 0  
D O  1 6  K : J N ; J M  
1 6  S U M = S U M t  A ( I , K l « B ( K , J J  
P ( I , J ) = S L M  
2 0  C O N T I N U E  
R E T U R N  
E M C  
