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Induction and Restriction Functors
for Cyclotomic q-Schur Algebras
Kentaro Wada∗
Dedicated, with thanks, to Professor Toshiaki Shoji on the occasion of his
retirement from Nagoya University
Abstract. We define the induction and restriction functors for cyclotomic q-
Schur algebras, and study some properties of them. As an application, we cat-
egorify a higher level Fock space by using the module categories of cyclotomic
q-Schur algebras.
§ 0. Introduction
Let Hn,r be the Ariki-Koike algebra associated to the complex reflection group
Sn ⋉ (Z/rZ)n over a commutative ring R. Let Sn,r be the cyclotomic q-Schur
algebra associated to Hn,r. It is known that Sn,r -mod is a highest weight cover
of Hn,r -mod in the sense of [R1] when R is a field. In [R1], Rouquier proved
that Sn,r -mod is equivalent to the category O of the rational Cherednik algebra
associated to Sn ⋉ (Z/rZ)n as the highest weight covers of Hn,r -mod when R = C
with some special parameters.
On the other hand, in [BE], Bezrukavnikov and Etingof defined the parabolic
induction and restriction functors for rational Cherednik algebras. By using these
functors, Shan has categorified a higher level Fock space by using the categories O
of rational Cherednik algebras in [S].
In this paper, we define the induction and restriction functors for cyclotomic
q-Schur algebras, and study some properties of them. In §1, we review some known
results for cyclotomic q-Schur algebras. In §2, we define the injective homomorphism
of algebras ι : Sn,r → Sn+1,r. This injection carries the unit element of Sn,r to a
certain idempotent ξ of Sn+1,r. Thus, we can regard Sn+1,rξ (resp. ξSn+1,r) as an
(Sn+1,r,Sn,r)-bimodule (resp. (Sn,r,Sn+1,r)-bimodule) by multiplications through
the injection ι. By using these bimodules, we define the restriction functor from
Sn+1,r -mod to Sn,r -mod by Res
n+1
n := HomSn+1,r(Sn+1,rξ, ?), and define the in-
duction functors from Sn,r -mod to Sn+1,r -mod by Ind
n+1
n := Sn+1,rξ⊗Sn,r? and
coIndn+1n := HomSn,r(ξSn+1,r, ?). In §3, we study the standard (Weyl) and costan-
dard modules of cyclotomic q-Schur algebras applying the functors Resn+1n , Ind
n+1
n
and coIndn+1n . In Theorem 3.4, we prove that the restricted and induced standard
∗This research was supported by JSPS Grant-in-Aid for Research Activity Start-up No.
22840025, and partially supported by GCOE ‘Fostering top leaders in mathematics’, Kyoto
University.
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(resp. costandard) modules have filtrations whose successive quotients are isomor-
phic to standard (resp. costandard) modules. In §4, we study some properties of our
functors. In particular, we prove the isomorphism of functors Indn+1n
∼= coIndn+1n
(Theorem 4.14 ). Then, we see that Resn+1n is left and right adjoint to Ind
n+1
n , and
both functors are exact. Moreover, these functors commute with the dual functors
and Schur functors (Corollary 4.15). In §5, by using the projections to blocks of
cyclotomic q-Schur algebras, we refine the induction and restriction functors. As an
application, we categorify a level r Fock space by using
⊕
n≥0 Sn,r -mod with (re-
fined) induction and restriction functors (Corollary 5.7) ∗. In §6, we prove that our
induction and restriction functors are isomorphic to the corresponding parabolic in-
duction and restriction functors for rational Cherednik algebras given in [BE] when
module categories of cyclotomic q-Schur algebras are equivalent to categories O of
rational Cherednik algebras as highest weight covers of module categories of Ariki-
Koike algebras (Theorem 6.3).
Notation and conventions: For an algebra A over a commutative ring R, let
A -mod be the category of finitely generated left A -modules, and K0(A -mod) be
the Grothendieck group of A -mod. For M ∈ A -mod, we denote by [M ] the image
of M in K0(A -mod).
Let θ : A → A be an algebra anti-automorphism. For a left A -module M ,
put M⊛ = HomR(M,R), and we define the left action of A on M
⊛ by (a · ϕ)(m) =
ϕ(θ(a) ·m) for a ∈ A , ϕ ∈ M⊛, m ∈ M . Then we have the contravariant functor
⊛ : A -mod → A -mod such that M 7→ M⊛. Throughout this paper, we use
the same symbol ⊛ for contravariant functors defined in the above associated with
several algebras since there is no risk to confuse.
§ 1. Review of cyclotomic q-Schur algebras
In this section, we recall the definition and some fundamental properties of the
cyclotomic q-Schur algebra Sn,r introduced in [DJM], and we review a presentation
of Sn,r by generators and defining relations given in [W].
1.1. Let R be a commutative ring, and we take parameters q, Q1, . . . , Qr ∈ R such
that q is invertible in R. The Ariki-Koike algebra RHn,r associated to the complex
reflection group Sn⋉ (Z/rZ)n is the associative algebra with 1 over R generated by
T0, T1, . . . , Tn−1 with the following defining relations:
(T0 −Q1)(T0 −Q2) . . . (T0 −Qr) = 0,
(Ti − q)(Ti + q
−1) = 0 (1 ≤ i ≤ n− 1),
T0T1T0T1 = T1T0T1T0,
TiTi+1Ti = Ti+1TiTi+1 (1 ≤ i ≤ n− 2),
TiTj = TjTi (|i− j| ≥ 2).
∗Recently, in [SW], Stroppel and Webster gave a categorification of a Fock space by using a
quiver Schur algebra, but our methods are totally different from theirs.
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The subalgebra of RHn,r generated by T1, . . . , Tn−1 is isomorphic to the Iwahori-
Hecke algebra RHn of the symmetric group Sn of degree n. For w ∈ Sn, we denote
by ℓ(w) the length of w, and denote by Tw the standard basis of RHn corresponding
to w. Let ∗ : RHn,r → RHn,r (h 7→ h
∗) be the anti-isomorphism given by T ∗i = Ti
for i = 0, 1, . . . , n− 1.
1.2. Let m = (m1, . . . , mr) ∈ Zr>0 be an r-tuple of positive integers such that
mk ≥ n for any k = 1, . . . , r. Put
Λn,r(m) =
{
µ = (µ(1), . . . , µ(r))
∣∣∣∣∣ µ(k) = (µ(k)1 , . . . , µ(k)mk) ∈ Zmk≥0∑r
k=1
∑mk
i=1 µ
(k)
i = n
}
.
We denote by |µ(k)| =
∑mk
i=1 µ
(k)
i (resp. |µ| =
∑r
k=1 |µ
(k)|) the size of µ(k) (resp. the
size of µ), and call an element of Λn,r(m) an r-composition of size n. Put
Λ+n,r = {λ ∈ Λn,r(m) | λ
(k)
1 ≥ λ
(k)
2 ≥ · · · ≥ λ
(k)
mk
for any k = 1, . . . , r}.
Then Λ+n,r is the set of r-partitions of size n.
1.3. For i = 1, . . . , n, put L1 = T0 and Li = Ti−1Li−1Ti−1. For µ ∈ Λn,r(m), put
mµ =
( ∑
w∈Sµ
qℓ(w)Tw
)( r∏
k=1
ak∏
i=1
(Li −Qk)
)
, Mµ = mµ · RHn,r,
where Sµ is the Young subgroup of Sn with respect to µ, and ak =
∑k−1
j=1 |µ
(j)| with
a1 = 0. The cyclotomic q-Schur algebra RSn,r associated to RHn,r is defined by
RSn,r = RSn,r(Λn,r(m)) = EndRHn,r
( ⊕
µ∈Λn,r(m)
Mµ
)
.
Remark 1.4. Let m˜ = (m˜1, . . . , m˜r) ∈ Zr>0 be such that m˜k ≥ n for any k =
1, . . . , r. Then it is known that RSn,r(Λn,r(m)) is Morita equivalent to RSn,r(Λn,r(m˜))
when R is a field.
1.5. In order to describe a presentation of RSn,r, we prepare some notation.
Put m =
∑r
k=1mk, and let P =
⊕m
i=1 Zεi be the weight lattice of glm. Set
αi = εi−εi+1 for i = 1, . . . , m−1, then Π = {αi | 1 ≤ i ≤ m−1} is the set of simple
roots, and Q =
⊕m−1
i=1 Zαi is the root lattice of glm. Put Q
+ =
⊕m−1
i=1 Z≥0 αi. We
define a partial order “≥ ” on P , so called dominance order, by λ ≥ µ if λ−µ ∈ Q+.
Put Γ (m) = {(i, k) | 1 ≤ i ≤ mk, 1 ≤ k ≤ r}, and Γ
′(m) = Γ (m) \ {(mr, r)}.
We identify the set Γ (m) with the set {1, . . . , m} by the bijection
Γ (m)→ {1, . . . , m} such that (i, k) 7→
k−1∑
j=1
mj + i.
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Under this identification, we have
P =
m⊕
i=1
Zεi =
⊕
(i,k)∈Γ (m)
Zε(i,k),
Q =
m−1⊕
i=1
Zαi =
⊕
(i,k)∈Γ ′(m)
Zα(i,k).
Then we regard Λn,r(m) as a subset of P by the injective map
Λn,r(m)→ P such that λ 7→
∑
(i,k)∈Γ (m)
λ
(k)
i ε(i,k).
For convenience, we consider (mk + 1, k) = (1, k + 1) for (mk, k) ∈ Γ
′(m) (resp.
(1− 1, k) = (mk−1, k − 1) for (1, k) ∈ Γ (m) \ {(1, 1)}).
For i = 1, . . . , n− 1, let si = (i, i + 1) ∈ Sn be the adjacent transposition. For
µ ∈ Λn,r(m) and (i, k) ∈ Γ
′(m), put
X
µ+α(i,k)
µ = {1, sN , sNsN−1, . . . , sNsN−1 . . . sN−µ(k)i +1
},
X
µ−α(i,k)
µ = {1, sN , sNsN+1, . . . , sNsN+1 . . . sN+µ(k)i+1−1
},
where N =
∑k−1
l=1 |µ
(l)|+
∑i
j=1 µ
(k)
j , and put µ
(k)
mk+1
= µ
(k+1)
1 if i = mk.
For (i, k) ∈ Γ ′(m), we define the elements E(i,k), F(i,k) ∈ RSn,r by
E(i,k)(mµ · h) =

q−µ
(k)
i+1+1
( ∑
x∈X
µ+α(i,k)
µ
qℓ(x)T ∗x
)
hµ+(i,k)mµ · h if µ+ α(i,k) ∈ Λn,r(m),
0 if µ+ α(i,k) 6∈ Λn,r(m),
(1.5.1)
F(i,k)(mµ · h) =

q−µ
(k)
i +1
( ∑
y∈X
µ−α(i,k)
µ
qℓ(y)T ∗y
)
mµ · h if µ− α(i,k) ∈ Λn,r(m),
0 if µ− α(i,k) 6∈ Λn,r(m)
(1.5.2)
for µ ∈ Λn,r(m) and h ∈ RHn,r, where h
µ
+(i,k) =
{
1 (i 6= mk),
LN+1 −Qk+1 (i = mk).
For λ ∈ Λn,r(m), we define the element 1λ ∈ RSn,r by
1λ(mµ · h) = δλ,µmλ · h
for µ ∈ Λn,r(m) and h ∈ RHn,r. From this definition, we see that {1λ | λ ∈ Λn,r(m)}
is a set of pairwise orthogonal idempotents, and we have 1 =
∑
λ∈Λn,r(m)
1λ.
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For λ ∈ Λn,r(m) and (i, k) ∈ Γ (m), we define σ
λ
(i,k) ∈ RSn,r by
σλ(i,k)(mµ · h) =
{
δλ,µ
(
mλ(LN+1 + LN+2 + · · ·+ LN+λ(k)i
)
)
· h if λ
(k)
i 6= 0,
0 if λ
(k)
i = 0
for µ ∈ Λn,r(m) and h ∈ RHn,r, whereN =
∑k−1
l=1 |λ
(l)|+
∑i−1
j=1 λ
(k)
j . For (i, k) ∈ Γ (m),
put
σ(i,k) =
∑
λ∈Λn,r(m)
σλ(i,k),
then σ(i,k) is a Jucys-Murphy element of RSn,r (See [M2] for properties of Jucys-
Murphy elements).
1.6. We need some non-commutative polynomials to described a presentation of
RSn,r as follows. Put A = Z[q, q−1, Q1, . . . , Qr], where q, Q1, . . . , Qr are indetermi-
nate over Z, and let K = Q(q, Q1, . . . , Qr) be the quotient field of A.
Let K〈x〉 (resp. K〈y〉) be the non-commutative polynomial ring over K with in-
determinate variables x = {x(i,k) | (i, k) ∈ Γ
′(m)} (resp. y = {y(i,k) | (i, k) ∈ Γ
′(m)}).
For g(x) ∈ K〈x〉 (resp. g(y) ∈ K〈y〉), let g(F ) (resp. g(E)) be the element of KSn,r
obtained by replacing x(i,k) (resp. y(i,k)) with E(i,k) (resp. F(i,k)). Moreover, for
g(x,y) =
∑
j rjg
−
j (x)⊗ g
+
j (y) ∈ K〈x〉 ⊗K K〈y〉 (rj ∈ K), put
g(F,E) =
∑
j
rjg
−
j (F )g
+
j (E) ∈ KSn,r.
Then we have the following lemma.
Lemma 1.7 ([W, Lemma 7.2]). For λ ∈ Λn,r(m) and (i, k) ∈ Γ (m), there exists a
(non-commutative) polynomial gλ(i,k)(x,y) ∈ K〈x〉 ⊗K K〈y〉 such that
σλ(i,k) = g
λ
(i,k)(F,E)1λ(1.7.1)
in KSn,r.
We remark that a polynomial gλ(i,k)(x,y) ∈ K〈x〉⊗KK〈y〉 satisfying (1.7.1) is not
unique in general. Then we take and fix a polynomial gλ(i,k)(x,y) ∈ K〈x〉 ⊗K K〈y〉
(λ ∈ Λn,r(m), (i, k) ∈ Γ (m)) satisfying (1.7.1) when we describe a presentation of
KSn,r.
For an integer k ∈ Z, put [k] = (qk − q−k)/(q − q−1). For a positive integer
t ∈ Z>0, put [t]! = [t][t− 1] . . . [1] and set [0]! = 1.
Now we can describe a presentation of cyclotomic q-Schur algebras as follows.
Theorem 1.8 ([W, Theorem 7.16]). KSn,r is the associative algebra over K gen-
erated by E(i,k), F(i,k) ((i, k) ∈ Γ
′(m)), 1λ (λ ∈ Λn,r(m)) with the following defining
relations:
1λ1µ = δλ,µ1λ,
∑
λ∈Λn,r(m)
1λ = 1,(1.8.1)
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E(i,k)1λ =
{
1λ+α(i,k)E(i,k) if λ+ α(i,k) ∈ Λn,r(m),
0 otherwise,
(1.8.2)
F(i,k)1λ =
{
1λ−α(i,k)F(i,k) if λ− α(i,k) ∈ Λn,r(m),
0 otherwise,
(1.8.3)
1λE(i,k) =
{
E(i,k)1λ−α(i,k) if λ− α(i,k) ∈ Λn,r(m),
0 otherwise,
(1.8.4)
1λF(i,k) =
{
F(i,k)1λ+α(i,k) if λ+ α(i,k) ∈ Λn,r(m),
0 otherwise,
(1.8.5)
E(i,k)F(j,l) − F(j,l)E(i,k) = δ(i,k),(j,l)
∑
λ∈Λn,r
ηλ(i,k),(1.8.6)
where ηλ(i,k) =

[λ
(k)
i − λ
(k)
i+1]1λ if i 6= mk,(
−Qk+1[λ
(k)
mk − λ
(k+1)
1 ]
+qλ
(k)
mk
−λ
(k+1)
1 (q−1gλ(mk,k)(F,E)− qg
λ
(1,k+1)(F,E))
)
1λ if i = mk,
E(i±1,k)(E(i,k))
2 − (q + q−1)E(i,k)E(i±1,k)E(i,k) + (E(i,k))
2E(i±1,k) = 0,(1.8.7)
E(i,k)E(j,l) = E(j,l)E(i,k) (|(i, k)− (j, l)| ≥ 2),
F(i±1,k)(F(i,k))
2 − (q + q−1)F(i,k)F(i±1,k)F(i,k) + (F(i,k))
2F(i±1,k) = 0,(1.8.8)
F(i,k)F(j,l) = F(j,l)F(i,k) (|(i, k)− (j, l)| ≥ 2),
where (i, k)− (j, l) = (
∑k−1
a=1ma + i)− (
∑l−1
b=1mb + j) for (i, k), (j, l) ∈ Γ
′(m).
Moreover, ASn,r is isomorphic to the A-subalgebra of KSn,r generated by E
l
(i,k)/[l]!,
F l(i,k)/[l]!
(
(i, k) ∈ Γ ′(m), l ≥ 1
)
, 1λ (λ ∈ Λn,r(m)). Then we can obtain the cy-
clotomic q-Schur algebra RSn,r over R as the specialized algebra R ⊗A ASn,r of
ASn,r.
1.9. Weyl modules (see [W] for more details). Let AS
+
n,r (resp. AS
−
n,r) be the
subalgebra of ASn,r generated by E
l
(i,k)/[l]! (resp. F
l
(i,k)/[l]!) for (i, k) ∈ Γ
′(m) and
l ≥ 1. Let AS
0
n,r be the subalgebra of ASn,r generated by 1λ for λ ∈ Λn,r(m).
Then ASn,r has the triangular decomposition ASn,r = AS
−
n,r AS
0
n,r AS
+
n,r by [W,
Proposition 3.2, Theorem 4.12, Theorem 5.6, Proposition 6.4, Proposition 7.7 and
Theorem 7.16] . We denote by AS
≥0
n,r the subalgebra of ASn,r generated by AS
+
n,r
and AS
0
n,r.
Note that RSn,r is the specialized algebra R⊗A ASn,r. We denote by E
(l)
(i,k) (resp.
F
(l)
(i,k), 1λ) the elements 1 ⊗ E
l
(i,k)/[l]! (resp. 1 ⊗ F
l
(i,k)/[l]!, 1 ⊗ 1λ) of R ⊗A ASn,r.
Then RSn,r also has the triangular decomposition
RSn,r = RS
−
n,r RS
0
n,r RS
+
n,r
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which comes from the triangular decomposition of ASn,r.
For λ ∈ Λ+n,r, we define the one-dimensional RS
≥0
n,r -module Θλ = Rvλ by
E
(l)
(i,k) · vλ = 0
(
(i, k) ∈ Γ ′(m), l ≥ 1
)
and 1µ · vλ = δλ,µvλ (µ ∈ Λn,r(m)). Then
the Weyl module R∆n(λ) of RSn,r is defined as the induced module of Θλ:
R∆n(λ) = RSn,r ⊗
RS
≥0
n,r
Θλ.
See also [W, paragraph 3.3 and Theorem 3.4] for definitions of R∆n(λ).
It is known that KSn,r is semi-simple, and that {K∆n(λ) | λ ∈ Λ
+
n,r} gives a
complete set of pairwise non-isomorphic (left) simple KSn,r-modules.
1.10. Highest weight modules. Let M be an RSn,r-module. We say that an element
m ∈ M is a primitive vector if E
(l)
(i,k) ·m = 0 for any (i, k) ∈ Γ
′(m) and l ≥ 1, and
say that m ∈ M is a weight vector of weight µ if 1µ ·m = m for µ ∈ Λn,r(m). If
xλ ∈ M is a primitive and a weight vector of weight λ, we say that xλ is a highest
weight vector of weight λ. If M is generated by a highest weight vector xλ ∈ M of
weight λ as an RSn,r-module, we say that M is a highest weight module of highest
weight λ. It is clear that the Weyl module R∆n(λ) (λ ∈ Λ
+
n,r) is a highest weight
module. Moreover, we have the following universality of the Weyl modules.
Lemma 1.11. Let M be an RSn,r-module. If M is a highest weight module of
highest weight λ, there exists a surjective RSn,r-homomorphism R∆n(λ)→ M such
that 1⊗ vλ 7→ xλ, where xλ is a highest weight vector of M .
Proof. Let xλ ∈ M be a highest weight vector of weight λ. Then we can define
the well-defined RS
≥0
n,r -balanced map RSn,r × Θλ → M such that (s, vλ) 7→ s · xλ.
This implies the RSn,r-homomorphism RSn,r ⊗
RS
≥0
n,r
Θλ → M such that s ⊗ vλ 7→
s · xλ. Since M is generated by xλ as an RSn,r-module, this homomorphism is
surjective. 
1.12. In [DJM], it was proven that RHn,r (resp. RSn,r) is a cellular algebra by
using combinatorial arguments. We will use such structures and combinatorics in
the later arguments. So, we review some of them (see [DJM] for details).
For µ ∈ Λn,r(m), the diagram [µ] of µ is the set
[µ] = {(i, j, k) ∈ Z3 | 1 ≤ i ≤ mk, 1 ≤ j ≤ µ
(k)
i , 1 ≤ k ≤ r}.
For λ ∈ Λ+n,r and x ∈ Z>0 × Z>0 × {1, . . . , r}, we say that x is a removable node
(resp. an addable node) of λ if [λ] \ {x} (resp. [λ] ∪ {x}) is the diagram of a
certain r-partition µ ∈ Λ+n−1,r (resp. µ ∈ Λ
+
n+1,r). In such case, we denote the above
µ ∈ Λ+n−1,r (resp. µ ∈ Λ
+
n+1,r) by λ \ x (resp. λ∪ x), namely [λ \ x] = [λ] \ {x} (resp.
[λ ∪ x] = [λ] ∪ {x}).
We define the partial order “” on Z>0 × Z>0 × {1, . . . , r} by
(i, j, k) ≻ (i′, j′, k′) if k < k′, or if k = k′ and i < i′.
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We also define a partial order “” on Z>0 × {1, . . . , r} by
(i, k) ≻ (i′, k′) if (i, 1, k) ≻ (i′, 1, k′).
For λ ∈ Λ+n,r, a standard tableau t of shape λ is a bijection
t : [λ]→ {1, 2, . . . , n}
satisfying the following two conditions:
(i) t((i, j, k)) < t((i, j + 1, k)) if (i, j + 1, k) ∈ [λ],
(ii) t((i, j, k)) < t((i+ 1, j, k)) if (i+ 1, j, k) ∈ [λ].
We denote by Std(λ) the set of standard tableaux of shape λ.
For µ ∈ Λn,r(m), we define the bijection t
µ : [µ]→ {1, 2, . . . , n} as
tµ((i, j, k)) =
k−1∑
c=1
|µ(c)|+
i−1∑
a
µ(k)a + j.
It is clear that tλ ∈ Std(λ) for λ ∈ Λ+n,r. For t ∈ Std(λ), we define d(t) ∈ Sn as
t((i, j, k)) = d(t)(tλ(i, j, k)) ((i, j, k) ∈ [λ]).
For λ ∈ Λ+n,r and s, t ∈ Std(λ), set mst = T
∗
d(s)mλTd(t) ∈ RHn,r. Then we have the
following theorem.
Theorem 1.13 ([DJM, Theorem 3.26]). RHn,r is a cellular algebra with a cellular
basis {mst | s, t ∈ Std(λ) for some λ ∈ Λ
+
n,r} with respect to the poset (Λ
+
n,r,≥). In
particular, we have m∗st = mts.
1.14. For λ ∈ Λ+n,r and µ ∈ Λn,r(m), a tableau of shape λ with weight µ is a map
T : [λ]→ {(a, c) ∈ Z× Z | a ≥ 1, 1 ≤ c ≤ r}
such that µ
(k)
i = ♯{x ∈ [λ] | T (x) = (i, k)}. We define the order on Z × Z by
(a, c) ≥ (a′, c′) either if c > c′, or if c = c′ and a ≥ a′. For a tableau T of shape λ
with weight µ, we say that T is semi-standard if T satisfies the following conditions:
(i) If T ((i, j, k)) = (a, c), then k ≤ c,
(ii) T ((i, j, k)) ≤ T ((i, j + 1, k)) if (i, j + 1, k) ∈ [λ],
(iii) T ((i, j, k)) < T ((i+ 1, j, k)) if (i+ 1, j, k) ∈ [λ].
For λ ∈ Λ+n,r and µ ∈ Λn,r(m), we denote by T0(λ, µ) the set of semi-standard
tableaux of shape λ with weight µ. Put T0(λ) =
⋃
µ∈Λn,r(m)
T0(λ, µ).
For λ ∈ Λ+n,r, let T
λ be the tableau of shape λ with weight λ such that
T λ((i, j, k)) = (i, k).
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It is clear that T λ is semi-standard, and it is the unique semi-standard tableau of
shape λ with weight λ. Namely, we have T0(λ, λ) = {T
λ}.
For t ∈ Std(λ) (λ ∈ Λ+n,r) and µ ∈ Λn,r, we define the tableau µ(t) of shape λ
with weight µ by
µ(t)((i, j, k)) = (a, c), if tµ((a, b, c)) = t((i, j, k)) for some b.
For S ∈ T0(λ, µ), T ∈ T0(λ, ν) (λ ∈ Λ
+
n,r, µ, ν ∈ Λn,r(m)), put
mST =
∑
s,t∈Std(λ)
µ(s)=S,ν(t)=T
qℓ(d(s))+ℓ(d(t))mst,
and define the element ϕST ∈ RSn,r by
ϕST (mτ · h) = δν,τmST · h (τ ∈ Λn,r(m), h ∈ RHn,r).
Then we have the following theorem.
Theorem 1.15 ([DJM, Theorem 6.6]). RSn,r is a cellular algebra with a cellular
basis {ϕST |S, T ∈ T0(λ) for some λ ∈ Λ
+
n,r} with respect to the poset (Λ
+
n,r,≥).
In particular, there exists an anti-automorphism θn : RSn,r → RSn,r such that
θn(ϕST ) = ϕTS. Moreover, RSn,r is a quasi-hereditary algebra when R is a field.
For the anti-automorphism θn of RSn,r, we have the following lemma.
Lemma 1.16. For µ ∈ Λn,r(m), (i, k) ∈ Γ
′(m) and l ≥ 1, we have that
θn(1µ) = 1µ,(1.16.1)
θn(E
(l)
(i,k)1µ) = q
l·(µ
(k)
i
−µ
(k)
i+1+l)1µF
(l)
(i,k),(1.16.2)
θn(1µF
(l)
(i,k)) = q
−l·(µ
(k)
i −µ
(k)
i+1+l)E
(l)
(i,k)1µ.(1.16.3)
Proof. Note that θn on ASn,r is the restriction to ASn,r of θn on KSn,r, and it is
enough to show the case where R = K by using the argument of specialization.
Moreover, it is enough to show the case where l = 1 since we can obtain the state-
ments for l ≥ 2 by the inductive arguments thanks to the equation
θn(E
(l)
(i,k)1µ) = θn
(
1/[l](E
(l−1)
(i,k) 1µ+α(i,k))(E(i,k)1µ)
)
= 1/[l]θn(E(i,k)1µ)θn(E
(l−1)
(i,k) 1µ+α(i,k)).
From the definitions, we see that 1λ = ϕTλTλ , and we obtain θn(1λ) = 1λ. By
[W, paragraphs 5.5, 6.2, and Lemma 6.10], we see that
E(i,k)(mµ) = q
µ
(k)
i −µ
(k)
i+1+1
(
F(i,k)(mµ+α(i,k))
)∗
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Combining with [DJM, Proposition 6.9 and Lemma 6.10], we have that
θn(E(i,k)1µ)(mµ+α(i,k)) =
(
E(i,k)(mµ)
)∗
= qµ
(k)
i −µ
(k)
i+1+1
(
(F(i,k)(mµ+α(i,k)))
∗
)∗
= qµ
(k)
i
−µ
(k)
i+1+1F(i,k)(mµ+α(i,k)),
and θn(E(i,k)1µ)(mτ ) = 0 unless τ = µ+ α(i,k). Thus, we have that
θn(E(i,k)1µ) = q
µ
(k)
i −µ
(k)
i+1+1F(i,k)1µ+α(i,k) = q
µ
(k)
i −µ
(k)
i+1+11µF(i,k).
Now we proved (1.16.2), and, by applying θn to the equation (1.16.2), we obtain
(1.16.3). 
1.17. From the definitions, we have that
1τϕTS = δµ,τϕTS and ϕTS1τ = δν,τϕTS(1.17.1)
for T ∈ T0(λ, µ), S ∈ T0(λ, ν) (see [DJM]).
For λ ∈ Λ+n,r, let RSn,r(> λ) be the R-submodule of RSn,r spanned by
{ϕST |S, T ∈ T0(λ
′) for some λ′ ∈ Λ+n,r such that λ
′ > λ},
and RW (λ) be the R-submodule of RSn,r/ RSn,r(> λ) spanned by
{ϕTTλ + RSn,r(> λ) | T ∈ T0(λ)}.
Then, thanks to the general theory of cellular algebras, RSn,r(> λ) turns out to
be a two-sided ideal of RSn,r, and RW (λ) turns out to be an RSn,r-submodule
of RSn,r/ RSn,r(> λ) whose action comes from the multiplication of RSn,r. Put
ϕT = ϕTTλ + RSn,r(> λ) for T ∈ T0(λ), then {ϕT | T ∈ T0(λ)} gives an R-free basis
of RW (λ), and it is known that RW (λ) is generated by ϕTλ as an RSn,r-module.
Lemma 1.18. For each λ ∈ Λ+n,r, there exists the RSn,r-isomorphism
R∆n(λ)→ RW (λ) such that 1⊗ vλ 7→ ϕTλ .
Proof. From the definition of semi-standard tableaux, we see that λ ≥ µ if T0(λ, µ) 6= ∅.
Thus, we have that 1µ · RW (λ) = 0 unless λ ≥ µ. On the other hand, we have that
E
(l)
(i,k) · ϕTλ = E
(l)
(i,k)1λ · ϕTλ = 1λ+l·α(i,k)E(i,k) · ϕTλ
for (i, k) ∈ Γ ′(m) and l ≥ 1. Note that λ+ l · α(i,k) > λ, these imply that
E
(l)
(i,k) · ϕTλ = 0 for any (i, k) ∈ Γ
′(m) and l ≥ 1
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Thus, RW (λ) is a highest weight module with a highest weight vector ϕTλ of highest
weight λ. Then, by Lemma 1.11, we have the surjective homomorphism
XR : R∆n(λ)→ RW (λ) such that 1⊗ vλ 7→ ϕTλ .
We should show that this homomorphism is an isomorphism, and it is enough to
show the case where R = A by the arguments of specializations. First, we consider
the case where R = K. In this case, it is known that KSn,r is semi-simple, and
K∆n(λ) is irreducible ([W, Theorem 2.16 (iv)]). Thus, XK is injective. On the other
hand, XK is obtained from XA by applying the right exact functor K⊗A?, and the
restriction of XK to A∆n(λ) coincides with XA. Thus, we have that XA is injective,
hence, XA is an isomorphism. 
Remark 1.19. Lemma 1.18 was already proved in [W] combined with [DR, Theo-
rem 5.16] implicitly. However, this identification is important in the later arguments,
we gave the proof by using the universality.
1.20. Recall that RSn,r has the algebra anti-automorphism θn, and we can consider
the contravariant functor ⊛ : Sn,r -mod → Sn,r -mod with respect to θn. For
λ ∈ Λ+n,r, put R∇n(λ) = (R∆n(λ))
⊛. Then { R∆n(λ) | λ ∈ Λ
+
n,r} (resp. { R∇n(λ) | λ ∈
Λ+n,r} gives a set of standard modules (resp. a set of costandard modules) of RSn,r
in terms of quasi-hereditary algebras when R is a field.
When R is a field, Let RSn,r -mod
∆ (resp. RSn,r -mod
∇) be the full subcategory
of RSn,r -mod consisting of modules which have a filtration such that its successive
quotients are isomorphic to standard modules (resp. costandard modules).
§ 2. Induction and restriction functors.
In this section, we give an injective homomorphism of algebras from a cyclotomic
q-Schur algebra of lank n to one of lank n + 1. By using this embedding, we define
induction and restriction functors between module categories of these two algebras.
2.1. From now on, throughout this paper, we argue under the following setting:
m = (m1, . . . , mr) such that mk ≥ n+ 1 for all k = 1, . . . , r,
m′ = (m1, . . . , mr−1, mr − 1)
RSn+1,r = RSn+1,r(Λn+1,r(m)),
RSn,r = RSn,r(Λn,r(m
′)).
(2.1.1)
We will omit the subscript R when there is no risk to confuse.
Remark 2.2. The choice of m and m′ in (2.1.1) is essential when we consider
an embedding from Sn,r to Sn+1,r, and when we define induction and restriction
functors by using the embedding. However, we remark that the choice of m and m′
in (2.1.1) is not essential up to Morita equivalent when we study the representations
of Sn,r and Sn+1,r if R is a field (see Remark 1.4).
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2.3. We define the injective map
γ : Λn,r(m
′)→ Λn+1,r(m), (λ
(1), . . . , λ(r−1), λ(r)) 7→ (λ(1), . . . , λ(r−1), λ̂(r)),
where λ̂(r) = (λ
(r)
1 , . . . , λ
(r)
mr−1, 1). Put Λ
γ
n+1,r(m) = Im γ, and we have
Λγn+1,r(m) = {µ = (µ
(1), . . . , µ(r)) ∈ Λn+1,r(m) |µ
(r)
mr = 1}.
For λ ∈ Λ+n+1,r and t ∈ Std(λ), let t \ (n + 1) be the standard tableau obtained
by removing the node x such that t(x) = n+ 1, and denote the shape of t \ (n+ 1)
by |t\ (n+1)|. Note that x (in the last sentence) is a removable node of λ, and that
|t \ (n+ 1)| = λ \ x.
For λ ∈ Λ+n+1,r, µ ∈ Λ
γ
n+1,r(m) and T ∈ T0(λ, µ), let T \ (mr, r) be the tableau
obtained by removing the node x such that T (x) = (mr, r), and denote the shape of
T \ (mr, r) by |T \ (mr, r)|. Note that x (in the last sentence) is a removable node
of λ, and that |T \ (mr, r)| = λ \ x. It is clear that T \ (mr, r) ∈ T0(λ \ x, γ
−1(µ)).
For λ ∈ Λ+n+1,r and a removable node x of λ, we define the semi-standard tableau
T λx ∈ T0(λ) by
T λx (a, b, c) =
{
(a, c) if (a, b, c) 6= x,
(mr, r) if (a, b, c) = x.
(2.3.1)
From the definitions, we see that T λx ∈
⋃
µ∈Λγn+1,r(m)
T0(λ, µ), and that T
λ
x \(mr, r) = T
λ\x.
2.4. Let K〈x〉 (resp. K〈x′〉) be the non-commutative polynomial ring over K with in-
determinate variables x = {x(i,k) | (i, k) ∈ Γ
′(m)} (resp. x′ = {x(i,k) | (i, k) ∈ Γ
′(m′)}).
Note that Γ ′(m′) = Γ ′(m) \ {(mr − 1, r)}, and we have the natural injective map
K〈m′〉 → K〈m〉 such that x(i,k) 7→ x(i,k) for (i, k) ∈ Γ
′(m′). Under this injection,
we regard a polynomial in K〈m′〉 as a polynomial in K〈m〉. It is similar for K〈y〉
and K〈y′〉.
For the polynomials gλ(i,k)(x
′,y′) ∈ K〈x′〉⊗KK〈y
′〉 (λ ∈ Λn,r(m
′), (i, k) ∈ Γ (m′))
such as in Lemma 1.7, we have the following lemma.
Lemma 2.5. Let λ ∈ Λn,r(m
′) and (i, k) ∈ Γ ′(m′). For gλ(i,k)(x
′,y′) ∈ K〈x′〉 ⊗K
K〈y′〉 such that gλ(i,k)(F,E)1λ = σ
λ
(i,k) in KSn,r, we have
gλ(i,k)(F,E)1γ(λ) = σ
γ(λ)
(i,k)
in KSn+1,r. In particular, we can take g
λ
(i,k)(x
′,y′) as a polynomial g
γ(λ)
(i,k)(x,y) satis-
fying (1.7.1) in KSn+1,r.
Proof. Let ι : KHn,r → KHn+1,r be the natural injective homomorphism defined by
Ti 7→ Ti (0 ≤ i ≤ n− 1). Then we have ι(Lj) = Lj for j = 1, . . . , n.
By (1.5.1) and (1.5.2) (see also [W, Lemma 6.10]) we can check that
ι(E(i,k)(mλ)) = E(i,k)(mγ(λ)), ι(F(i,k)(mλ)) = F(i,k)(mγ(λ)).
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These imply that, for g(x′,y′) ∈ K〈x′〉 ⊗K K〈y
′〉, we have
ι(g(F,E)(mλ)) = g(F,E)(mγ(λ))
in KHn+1,r. On the other hand, from the definition of σ
λ
(i,k), we have
ι(σλ(i,k)(mλ)) = σ
γ(λ)
(i,k)(mγ(λ)).
Then we have
gλ(i,k)(F,E)1λ = σ
λ
(i,k) ⇔ g
λ
(i,k)(F,E)(mλ) = σ
λ
(i,k)(mλ)
⇔ ι(gλ(i,k)(F,E)(mλ)) = ι(σ
λ
(i,k)(mλ))
⇔ gλ(i,k)(F,E)(mγ(λ)) = σ
γ(λ)
(i,k)(mγ(λ))
⇔ gλ(i,k)(F,E)1γ(λ) = σ
γ(λ)
(i,k).

Now, we can define the injective homomorphism from Sn,r to Sn+1,r as the
following proposition.
Proposition 2.6. There exists the algebra homomorphism ι : Sn,r → Sn+1,r such
that
E
(l)
(i,k) 7→ E
(l)
(i,k)ξ, F
(l)
(i,k) 7→ F
(l)
(i,k)ξ, 1λ 7→ 1γ(λ)(2.6.1)
for (i, k) ∈ Γ ′(m′), l ≥ 1, λ ∈ Λn,r(m
′), where ξ =
∑
λ∈Λγn+1,r(m)
1λ is an idempotent
of Sn+1,r. In particular, we have that ι(1Sn,r) = ξ, and that ι(Sn,r) $ ξSn+1,rξ,
where 1Sn,r is the unit element of Sn,r. Moreover, ι is injective.
Proof. If ι is well-defined injective homomorphism given by (2.6.1), we easily see
that ι(1Sn,r) = ξ, and that ι(Sn,r) $ ξSn+1,rξ. Hence, it is enough to show the
well-definedness and injectivity of ι.
First, we prove the statements for the algebras over K. In order to see the
well-definedness of the homomorphism ιK : KSn,r → KSn+1,r defined by (2.6.1),
we should check the relations (1.8.1) - (1.8.8). For the relations except (1.8.6), it is
clear, and we can check the relation (1.8.6) by Lemma 2.5.
We show that dimK KSn,r = dimK ιK( KSn,r), then this equality implies that ιK
is injective.
For λ ∈ Λ+n,r, let x be the addable node of λ such that x is minimum for the order
 in the set of all addable nodes of λ, and put λ̂ = λ∪x. Thus, we have λ̂ ∈ Λ+n+1,r.
Note that x is a removable node of λ̂, we can take the semi-standard tableau T λ̂x
defined by (2.3.1). From the definitions, we see that T λ̂x ∈ T0(λ̂, γ(λ)). When we
regard K∆n+1(λ̂) as an KSn,r-module through the homomorphism ιK, we see that
ϕ
T λ̂x
is a weight vector of weight λ since ιK(1λ) = 1γ(λ) and T
λ̂
x ∈ T0(λ̂, γ(λ)). On the
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other hand, for (i, k) ∈ Γ ′(m′), we have γ(λ) + α(i,k) 6≤ λ̂ since x is minimum in the
set of all addable nodes of λ. Thus, we have T0(λ̂, γ(λ)+α(i,k)) = ∅. This implies that
E(i,k) ·ϕT λ̂x
= 0 since E(i,k) ·ϕT λ̂x
= 1γ(λ)+α(i,k)E(i,k) ·ϕT λ̂x
together with (1.17.1), where
we consider the actions of KSn+1,r. As a consequence, we see that E(i,k) · ϕT λ̂x = 0
for any (i, k) ∈ Γ ′(m′), where we consider the action of KSn,r through ιK. This
means that ϕT λ̂x
is a highest weight vector of weight λ, and KSn,r-submodule of
K∆n+1(λ̂) generated by ϕT λ̂x
is a highest weight module of highest weight λ. Thus,
the universality of Weyl modules (Lemma 1.11) implies the isomorphism
K∆n(λ) ∼= KSn,r · ϕT λ̂x as KSn,r-modules
since K∆n(λ) is a simple KSn,r-module. Now we proved that, for each λ ∈ Λ
+
n,r, the
Weyl module K∆n(λ) appears in K∆n+1(λ̂) as an KSn,r-submodule through ιK. Note
that KSn,r is split semi-simple, the above arguments combined with Wedderburn’s
theorem implies that
dimK KSn,r =
∑
λ∈Λ+n,r
(dimK K∆n(λ))
2 = dimK ιK( KSn,r).
Now we proved that ιK is injective.
By restricting ιK to ASn,r, we have the injective homomorphism ιA : ASn,r →
ASn+1,r satisfying (2.6.1). In particular, we have ιA( ASn,r) ⊂ ξ ASn+1,rξ. Put
M(ξ) = {ξx1λyξ | x ∈ AS
−
n+1,r, y ∈ AS
+
n+1,r, λ ∈ Λ
γ
n+1,r(m)},
M( 6≤ ξ) = {ξx1µyξ | x ∈ AS
−
n+1,r, y ∈ AS
+
n+1,r, µ ∈ Λn+1,r(m)
such that µ 6≤ λ for any λ ∈ Λγn+1,r(m)}.
By (2.6.1) and the triangular decomposition of ASn,r, we see that
ιA( ASn,r) = M(ξ).(2.6.2)
Moreover, we claim that
ξ ASn+1,rξ = M(ξ)⊕M( 6≤ ξ).(2.6.3)
Thanks to the triangular decomposition of ASn+1,r, we have
ξ ASn+1,rξ = {ξx1λyξ | x ∈ AS
−
n+1,r, y ∈ AS
+
n+1,r, λ ∈ Λn+1,r(m)}.
Thus, in order to show (2.6.3), it is enough to show that
ξx1µyξ = 0 if µ < λ for some λ ∈ Λ
γ
n+1,r(m) and µ ∈ Λn+1,r(m) \ Λ
γ
n+1,r(m).
(2.6.4)
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From the definitions, for µ ∈ Λn+1,r(m) \ Λ
γ
n+1,r(m), we see that µ
(r)
mr ≥ 2 if µ < λ
for some Λγn+1,r(m), and we see that ξx1µyξ = 0 (x ∈ AS
−
n+1,r, y ∈ AS
+
n+1,r) if
µ
(r)
mr ≥ 2 from the relations (1.8.1)-(1.8.8). These imply (2.6.4), and we have (2.6.3).
Put ξ′ =
∑
λ∈Λn+1,r(m)\Λ
γ
n+1,r(m)
1λ, we have 1ASn+1,r = ξ + ξ
′. Then, by (2.6.3), we
have
ASn+1,r =M(ξ)⊕M( 6≤ ξ)⊕ ξ ASn+1,rξ
′ ⊕ ξ′ ASn+1,rξ ⊕ ξ
′
ASn+1,rξ
′.
Combining with (2.6.2), we see that the injective homomorphism ιA : ASn,r → ASn+1,r
is split as a A-homomorphism. Thus, by the specialization of ιA to R, we have the
injective homomorphism ιR : RSn,r → RSn+1,r satisfying (2.6.1). 
By (2.6.1) and Lemma 1.16, we have the following corollary.
Corollary 2.7. When we regard Sn,r as a subalgebra of Sn+1,r through the injective
homomorphism ι : Sn,r → Sn+1,r, the anti-involution θn on Sn,r coincides with the
restriction of the anti-involution θn+1 on Sn+1,r.
2.8. From now on, we regard Sn,r as a subalgebra of Sn+1,r through the in-
jective homomorphism ι : Sn,r → Sn+1,r. As defined in Proposition2.6, put
ξ =
∑
λ∈Λγn+1,r(m)
1λ. Since ξ is an idempotent of Sn+1,r, we see that ξSn+1,rξ
is a subalgebra of Sn+1,r with the unit element ξ. Thus, ξSn+1,r (resp. Sn+1,rξ)
is an (ξSn+1,rξ,Sn+1,r)-bimodule (resp. (Sn+1,r, ξSn+1,rξ)-bimodule) by the multi-
plications. Note that ι(Sn,r) ⊂ ξSn+1,rξ and ι(1Sn,r) = ξ, we can restrict the action
of ξSn+1,rξ to Sn,r through ι. Thus, ξSn+1,r (resp. Sn+1,rξ) turns out to be an
(Sn,r,Sn+1,r)-bimodule (resp. (Sn+1,r,Sn,r)-bimodule) by restriction. We define a
restriction functor Resn+1n : Sn+1,r -mod→ Sn,r -mod by
Resn+1n = HomSn+1,r(Sn+1,rξ, ?)
∼= ξSn+1,r⊗Sn+1,r?.
We also define two induction functors Indn+1n , coInd
n+1
n : Sn,r -mod → Sn+1,r -mod
by
Indn+1n = Sn+1,rξ⊗Sn,r?,
coIndn+1n = HomSn,r(ξSn+1,r, ?).
By the definition, we have the following.
• Resn+1n is exact, Ind
n+1
n is right exact and coInd
n+1
n is left exact.
• Indn+1n is left adjoint to Res
n+1
n .
• coIndn+1n is right adjoint to Res
n+1
n .
We have the following commutativity with these functors and the contravariant
functors ⊛ with respect to the anti-involution θn and θn+1.
Lemma 2.9. We have th following isomorphisms of functors.
(i) ⊛ ◦ Resn+1n
∼= Resn+1n ◦⊛.
(ii) ⊛ ◦ Indn+1n
∼= coIndn+1n ◦⊛.
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Proof. We claim that
HomR(Sn+1,rξ, R) ∼= (ξSn+1,r)
⊛ as (Sn,r,Sn+1,r)-bimodules,(2.9.1)
HomR(ξSn+1,r, R) ∼= (Sn+1,rξ)
⊛ as (Sn+1,r,Sn,r)-bimodules,(2.9.2)
where the (Sn,r,Sn+1,r)-bimodule (ξSn+1,r)
⊛ is obtained by twisting the action of
(Sn+1,r,Sn,r)-bimodule HomR(ξSn+1,r, R) via the anti-involutions θn and θn+1. It
is similar for the (Sn+1,r,Sn,r)-bimodule (Sn+1,rξ)
⊛. We prove only (2.9.1) since
we can prove (2.9.2) in a similar way. We define a map
G : HomR(Sn+1,rξ, R)→ (ξSn+1,r)
⊛
by G(ϕ)(ξs) = ϕ
(
θn+1(s)ξ
)
for ϕ ∈ HomR(Sn+1,rξ, R) and s ∈ Sn+1,r. We also
define a map
H : (ξSn+1,r)
⊛ → HomR(Sn+1,rξ, R)
by H(ψ)(sξ) = ψ(ξθn+1(s)) for ψ ∈ (ξSn+1,r)
⊛ and s ∈ Sn+1,r. Then we can check
that G and H are well-defined (Sn,r,Sn+1,r)-bimodule homomorphisms, and they
give an inverse map for each other. Thus, we have (2.9.1).
For M ∈ Sn+1,r -mod, we have the following natural isomorphisms
⊛ ◦ Resn+1n (M) = HomR(ξSn+1,r ⊗Sn+1,r M,R)
∼= HomSn+1,r(M,HomR(ξSn+1,r, R))
∼= HomSn+1,r(M, (Sn+1,rξ)
⊛) (because of (2.9.2))
∼= HomSn+1,r(Sn+1,rξ,M
⊛)
= Resn+1n ◦⊛ (M),
and this implies (i).
For N ∈ Sn,r -mod, we have the following natural isomorphisms
⊛ ◦ Indn+1n (N) = HomR(Sn+1,rξ ⊗Sn,r N,R)
∼= HomSn,r(N,HomR(Sn+1,rξ, R))
∼= HomSn,r(N, (ξSn+1,r)
⊛) (because of (2.9.1))
∼= HomSn,r(ξSn+1,r, N
⊛)
= coIndn+1n ◦⊛ (N),
and this implies (ii). 
The last of this section, we prepare the following lemma for later arguments.
Lemma 2.10. Assume that R is a field. For λ ∈ Λ+n,r, we have
[Indn+1n (∆n(λ))] = [Ind
n+1
n (∇n(λ))] in K0(Sn+1,r -mod).
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Proof. Let (K, R̂, R) be a suitable modular system, namely R̂ is a discrete valuation
ring such that R is the residue field of R̂, and K is the quotient field of R̂ such
that KSn,r is semi-simple (e.g. see [M1, section 5.3]). Let X be one of K, R̂ or R.
For λ ∈ Λ+n,r, we see that XSn+1,rξ ⊗XSn,r X∆n(λ) is generated by {ξ ⊗ ϕT | T ∈
T0(λ)} as XSn+1,r-modules, and that ξ ⊗ ϕT 6= 0 for any T ∈ T0(λ) since ξ is
regarded as the identity element of XSn,r. Thus, R̂Sn+1,rξ ⊗R̂Sn,r R̂∆n(λ) is an
R̂Sn+1,r-submodule of KSn+1,rξ ⊗KSn,r K∆n(λ) generated by {ξ ⊗ ϕT | T ∈ T0(λ)}.
In particular, R̂Sn+1,rξ⊗R̂Sn,r R̂∆n(λ) is torsion free, thus it is a full rank R̂-lattice of
KSn+1,rξ⊗KSn,r K∆n(λ). Similarly, R̂Sn+1,rξ⊗R̂Sn,r R̂∇n(λ) is a full rank R̂-lattice
of KSn+1,rξ ⊗KSn,r K∇n(λ). Moreover, by the general theory of cellular algebras,
we have K∆n(λ) ∼= K∇n(λ) since KSn,r is semi-simple. Then, the decomposition
map implies
[RSn+1,rξ ⊗RSn,r R∆n(λ)] = [RSn+1,rξ ⊗RSn,r R∇n(λ)] in K0( RSn+1,r -mod).

§ 3. Restricted and induced Weyl modules
In this section, we describe filtrations of restricted and induced Weyl modules
(resp. costandard modules) whose successive quotients are isomorphic to Weyl mod-
ules (resp. costandard modules).
3.1. It is known that there exists the injective homomorphism of algebras
ιH : Hn,r → Hn+1,r such that Ti 7→ Ti for i = 0, 1, . . . , n− 1.(3.1.1)
We regard Hn,r as a subalgebra of Hn+1,r through ι
H .
3.2. We recall that, for λ ∈ Λ+n+1,r, the Weyl module ∆n+1(λ) of Sn+1,r has an
R-free basis {ϕT | T ∈ T0(λ)}. From the definition, we have that
Resn+1n (∆n+1,r(λ)) = ξ ·∆n+1,r(λ).
Thus, we see that Resn+1n (∆n+1,r(λ)) has an R-free basis
{ϕT | T ∈ T0(λ, µ) for some µ ∈ Λ
γ
n+1,r(m)}
thanks to (1.17.1).
Proposition 3.3. Let λ ∈ Λ+n+1,r, µ ∈ Λ
γ
n+1,r(m), T ∈ T0(λ, µ). For (i, k) ∈ Γ
′(m′),
we have the following.
(i) E(i,k) · ϕT =
∑
S∈T0(λ,µ+α(i,k))
|S\(mr,r)|≥|T\(mr,r)|
rSϕS (rS ∈ R).
(ii) F(i,k) · ϕT =
∑
S∈T0(λ,µ−α(i,k))
|S\(mr,r)|≥|T\(mr,r)|
rSϕS (rS ∈ R).
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Proof. We prove only (i) since we can prove (ii) in a similar way.
If µ + α(i,k) 6∈ Λn+1,r(m), we have E(i,k) · ϕT = E(i,k)1µ · ϕT = 0 by (1.8.2), and
there is nothing to prove. Thus, we assume that µ + α(i,k) ∈ Λn+1,r(m). Then we
have E(i,k) ·ϕT = 1µ+α(i,k)E(i,k) ·ϕT , and this implies that S ∈ T0(λ, µ+α(i,k)) if rS 6= 0
thanks to (1.17.1). Hence, it is enough to prove that |S \ (mr, r)| ≥ |T \ (mr, r)| if
rS 6= 0.
By [DJM, Proposition 6.3], we can write mTTλ = mµh for some h ∈ Hn+1,r.
Then, by (1.5.1), we have
E(i,k) · ϕTTλ(mλ) = E(i,k)(mTTλ)
= E(i,k)(mµh)
=
(
q−µ
(k)
i+1+1
( ∑
x∈X
µ+α(i,k)
µ
qℓ(x)T ∗x
)
hµ+(i,k)mµ
)
· h
= q−µ
(k)
i+1+1
( ∑
x∈X
µ+α(i,k)
µ
qℓ(x)T ∗x
)
hµ+(i,k)mTTλ
=
∑
t∈Std(λ)
µ(t)=T
q−µ
(k)
i+1+1
( ∑
x∈X
µ+α(i,k)
µ
qℓ(x)T ∗x
)
hµ+(i,k)mttλ .
(Note that tλ is the unique standard tableau t ∈ Std(λ) such that λ(t) = T λ.) Since
µ ∈ Λγn+1,r(m) and µ + α(i,k) ∈ Λn+1,r(m), we have µ
(r)
mr = 1 and µ
(k)
i+1 ≥ 1. These
imply
∑k−1
l=1 |µ
(l)| +
∑i
j=1 µ
(k)
j ≤ n − 1. Then, from the definitions of X
µ+α(i,k)
µ and
hµ+(i,k), we see that q
−µ
(k)
i+1+1
(∑
x∈X
µ+α(i,k)
µ
qℓ(x)T ∗x
)
hµ+(i,k) ∈ Hn,r, where we regard
Hn,r as a subalgebra of Hn+1,r by (3.1.1). Thus, by [AM, Proof of Proposition 1.9],
we have
E(i,k) · ϕTTλ(mλ) =
∑
t∈Std(λ)
µ(t)=T
q−µ
(k)
i+1+1
( ∑
x∈X
µ+α(i,k)
µ
qℓ(x)T ∗x
)
hµ+(i,k)mttλ
(3.3.1)
≡
∑
t∈Std(λ)
µ(t)=T
( ∑
s∈Std(λ)
|s\n+1|≥|t\n+1|
rtsmstλ
)
mod Hn+1,r(> λ) (r
t
s ∈ R),
where Hn+1,r(> λ) is an R-submodule of Hn+1,r spanned by {muv | u, v ∈ Std(λ
′)
for some λ′ ∈ Λ+n+1,r such that λ
′ > λ}. Since µ
(r)
mr = 1, we see that |t \ n + 1| does
not depend on a choice of t ∈ Std(λ) such that µ(t) = T . Then, take and fix a
standard tableau t′ ∈ Std(λ) such that µ(t′) = T , and (3.3.1) implies
E(i,k) · ϕTTλ(mλ) ≡
∑
s∈Std(λ)
|s\n+1|≥|t′\n+1|
rsmstλ mod Hn+1,r(> λ) (rs ∈ R).(3.3.2)
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On the other hand, by a general theory of cellular algebras together with (1.17.1),
we can write
E(i,k) · ϕTTλ ≡
∑
S∈T0(λ,µ+α(i,k))
rSϕSTλ mod Sn+1,r(> λ) (rS ∈ R).
Thus, we have
E(i,k) · ϕTTλ(mλ) ≡
∑
S∈T0(λ,µ+α(i,k))
rSmSTλ
(3.3.3)
=
∑
S∈T0(λ,µ+α(i,k))
rS
( ∑
s∈Std(λ)
(µ+α(i,k))(s)=S
qℓ(d(s))mstλ
)
mod Hn+1,r(> λ).
Note that µ+ α(i,k) ∈ Λ
γ
n+1,r(m), we can easily check that |S \ (mr, r)| = |s \ n+ 1|
for S ∈ T0(λ, µ+ α(i,k)) and s ∈ Std(λ) such that (µ+ α(i,.k))(s) = S. Similarly, we
have |T \ (mr, r)| = |t
′ \ n + 1|. Thus, by comparing the coefficients in (3.3.2) and
(3.3.3), we have |S \ (mr, r)| ≥ |T \ (mr, r)| if rS 6= 0. 
Now we can describe filtrations of restricted and induced Weyl modules (resp.
costandard modules) as follows.
Theorem 3.4. Assume that R is a field, we have the following.
(i) For λ ∈ Λ+n+1,r, there exists a filtration of Sn,r-modules
Resn+1n (∆n+1(λ)) = M1 ⊃M2 ⊃ · · · ⊃Mk ⊃Mk+1 = 0,
such that Mi/Mi+1 ∼= ∆n(λ\xi), where x1, x2, . . . , xk are all removable nodes
of λ such that x1 ≻ x2 ≻ · · · ≻ xk.
(ii) For λ ∈ Λ+n+1,r, there exists a filtration of Sn,r-modules
Resn+1n (∇n+1(λ)) = Nk ⊃ Nk−1 ⊃ · · · ⊃ N1 ⊃ N0 = 0,
such that Ni/Ni−1 ∼= ∇n(λ \xi), where x1, x2, . . . , xk are all removable nodes
of λ such that x1 ≻ x2 ≻ · · · ≻ xk.
(iii) For µ ∈ Λ+n,r, there exists a filtration of Sn+1,r-modules
Indn+1n (∆n(µ)) =M1 ⊃M2 ⊃ · · · ⊃Mk ⊃Mk+1 = 0
such that Mi/Mi+1 ∼= ∆n+1(µ∪xi), where x1, x2, . . . , xk are all addable nodes
of µ such that xk ≻ xk−1 ≻ · · · ≻ x1.
(iv) For µ ∈ Λ+n,r, there exists a filtration of Sn+1,r-modules
coIndn+1n (∇n(µ)) = Nk ⊃ Nk−1 ⊃ · · · ⊃ N1 ⊃ N0 = 0
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such that Ni/Ni−1 ∼= ∇n+1(µ∪xi), where x1, x2, . . . , xk are all addable nodes
of µ such that xk ≻ xk−1 ≻ · · · ≻ x1.
Proof. (i) Until declining, let R be an arbitrary commutative ring. Put
T γ0 (λ) =
⋃
µ∈Λγn+1,r(m)
T0(λ, µ).
Then, Resn+1n (∆n+1,r(λ)) has anR-free basis {ϕT | T ∈ T
γ
0 (λ)}. For T ∈ T
γ
0 (λ), there
exists the unique removable node x of λ such that T (x) = (mr, r) since µ
(r)
mr = 1.
Let x1, x2, . . . , xk be all removable nodes of λ such that x1 ≻ x2 ≻ · · · ≻ xk (note
that the order  determines a total order on the set of removable nodes of λ). Let
Mi be an R-submodule of Res
n+1
n (∆n+1(λ)) spanned by
{ϕT | T ∈ T
γ
0 (λ) such that T (xj) = (mr, r) for some j ≥ i}.
Then we have a filtration of R-modules
Resn+1n (∆n+1(λ)) = M1 ⊃M2 ⊃ · · · ⊃Mk ⊃Mk+1 = 0.(3.4.1)
For T ∈ T γ0 (λ) such that T (xi) = (mr, r), we have |T \ (mr, r)| = λ \ xi by the
definition. Note that λ \ xj > λ \ xi if and only if xj ≺ xi (i.e. j > i). Then, for
S, T ∈ T γ0 (λ) such that S(xj) = T (xi) = (mr, r), we have that
|S \ (mr, r)| > |T \ (mr, r)| if and only if j > i.(3.4.2)
By Proposition 3.3 and (3.4.2), we see thatMi is anSn,r-submodule of Res
n+1
n (∆n+1(λ))
for each i = 1, . . . , k, and the filtration (3.4.1) is a filtration of Sn,r-modules.
From the definition, Mi/Mi+1 has an R-free basis
{ϕT +Mi+1 | T ∈ T
γ
0 (λ) such that T (xi) = (mr, r)}.
Note that T λxi ∈ T
γ
0 (λ) and T
λ
xi
(xi) = (mr, r). Let xi = (a, b, c), and put τ =
λ − (α(a,c) + α(a+1,c) + · · · + α(mr−1,r)). Then we have T
λ
xi
∈ T0(λ, τ). Note that
E(j,l) ·ϕTλxi
= 1τ+α(j,l)E(j,l) ·ϕTλxi
is a linear combination of {ϕT | T ∈ T0(λ, τ +α(j,l))},
and that T0(λ, τ + α(j,l)) = ∅ unless λ ≥ τ + α(j,l).
If (j, l) ≻ (a, c), we have E(j,l) · ϕTλxi
= 0 since λ 6≥ τ + α(j,l).
Assume that (j, l)  (a, c), and we have
l−1∑
g=1
|λ(g)|+
j∑
b=1
λ
(l)
b =
l−1∑
g=1
|(τ + α(j,l))
(g)|+
j∑
b=1
(τ + α(j,l))
(l)
b .(3.4.3)
By (3.4.3) together with the definition of semi-standard tableaux, we can easily
check that S((a′, b′, c′)) ≤ (j, l) for any S ∈ T0(λ, τ + α(i,k)) and any (a
′, b′, c′) ∈ [λ]
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such that (a′, c′)  (j, l). This implies that
|S \ (mr, r)| 6= |T
λ
xi
\ (mr, r)| for any S ∈ T0(λ, τ + α(j,l))(3.4.4)
since (a, c)  (j, l) and T λxi(xi) = T
λ
xi
((a, b, c)) = (mr, r) ≥ (j, l).
Thus, Proposition 3.3 (i) together with (3.4.4) implies
E(j,l) · ϕTλxi
∈Mi+1 for any (j, l) ∈ Γ
′(m′).
Thus, ϕTλxi
+Mi+1 ∈Mi/Mi+1 is a highest weight vector of weight λ\xi as an element
of the Sn,r-module. Thus, by the universality of Weyl modules (Lemma 1.11), we
have the surjective RSn,r-homomorphism
XR : R∆n(λ \ xi)→ RSn,r · (ϕTλxi
+Mi+1).
Since K∆n(λ \ xi) is a simple KSn,r-module, XK is injective. Note that XR is
determined by XR(1 ⊗ vλ\xi) = ϕTλxi
+Mi+1, we see that XA is the restriction of
XK to A∆n(λ \ xi). Thus, XA is also injective, and XA is an isomorphism. Then,
by the argument of specialization, we have XR is an isomorphism for an arbitrary
commutative ring R.
Assume that R is a field. Since ∆n(λ \ xi) ∼= Sn,r · (ϕTλxi
+Mi+1) is an Sn,r-
submodule of Mi/Mi+1, we have that ∆n(λ \ xi) ∼= Mi/Mi+1 by comparing the
dimensions of ∆n(λ \ xi) and of Mi/Mi+1. Now we proved (i).
(ii) is obtained by applying the contravariant functor ⊛ to (i) thanks to Lemma
2.9 (i).
Next, we prove (iv). For λ ∈ Λ+n+1,r, let ∆
♯
n+1(λ) be an R-submodule of
Sn+1,r/Sn+1,r(> λ) spanned by {ϕTλT +Sn+1,r(> λ) | T ∈ T0(λ)}. Then, by a gen-
eral theory of cellular algebras, it is known that ∆♯n+1(λ) is a right Sn+1,r-submodule
of Sn+1,r/Sn+1,r(> λ), and that
HomR(∆
♯
n+1(λ), R)
∼= ∆n+1(λ)
⊛ ∼= ∇n+1(λ)(3.4.5)
as left Sn+1,r-modules.
Let Λ+n+1,r = {λ1, λ2, · · · , λg} be such that i < j if λi < λj. By a general theory
of cellular algebras, we obtain a filtration of (Sn+1,r,Sn+1,r)-bimodules
Sn+1,r = J1 ⊃ J2 ⊃ · · · ⊃ Jg ⊃ Jg+1 = 0
such that Ji/Ji+1 ∼= ∆n+1(λi) ⊗R ∆
♯
n+1(λi). By applying the exact functor Res
n+1
n
to this filtration, we obtain a filtration of (Sn,r,Sn+1,r)-bimodules
ξSn+1,r = ξJ1 ⊃ ξJ2 ⊃ · · · ⊃ ξJg ⊃ ξJg+1 = 0
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such that ξJi/ξJi+1 ∼= Res
n+1
n (∆n+1(λi))⊗R∆
♯
n+1(λi). By (i), we have that ξJi/ξJi+1 ∈
Sn,r -mod
∆ for each i = 1, . . . , g. Thus, by a general theory of quasi-hereditary al-
gebras, we have a filtration of left Sn+1,r-modules
HomSn,r(ξSn+1,r,∇n(µ)) = Ng ⊃ Ng−1 ⊃ · · · ⊃ N1 ⊃ N0 = 0(3.4.6)
such that Ni/Ni−1 ∼= HomSn,r(ξJi/ξJi+1,∇n(µ)).
On the other hand, we have the following isomorphisms as Sn+1,r-modules.
HomSn,r(ξJi/ξJi+1,∇n(µ)(3.4.7)
∼= HomSn,r
(
Resn+1n (∆n+1(λi))⊗R ∆
♯
n+1(λi),∇n(µ)
)
∼= HomR
(
∆♯n+1(λi),HomSn,r(Res
n+1
n (∆n+1(λi)),∇n(µ))
)
∼=
{
HomR(∆
♯
n+1(λi), R) if λi = µ ∪ xi for some addable node xi of µ
0 otherwise ,
where the last isomorphism follows from a general theory of quasi-hereditary algebras
(see e.g. [D, Proposition A2.2 (ii)]) together with (i).
Suppose λi = µ ∪ xi and λj = µ ∪ xj for some addable nodes xi, xj of µ. Then,
we have that λi < λj if and only if xi ≺ xj . Thus, by (3.4.6) together with (3.4.7)
and (3.4.5), we obtain (iv).
(iii) is obtained by applying the contravariant functor⊛ to (iv) thanks to Lemma
2.9 (ii). 
§ 4. Some properties of induction and restriction functors
In this section, we study some properties for induction and restriction functors.
In particular, we will prove that Indn+1n and coInd
n+1
n are isomorphic.
From now on, throughout of this paper, we assume that R is a field, and that
Qk 6= 0 for any k = 1, . . . , r.
4.1. Schur functors. We recall a definition and some properties of the Schur functor
from Sn,r -mod (resp. Sn+1,r -mod) to Hn,r -mod (resp. Hn+1,r -mod). Put ωn =
(∅, . . . , ∅, (1, . . . , 1, 0, . . . , 0)) ∈ Λn,r(m
′) and ωn+1 = γ(ωn) ∈ Λn+1,r(m). Then, it
is clear that Mωn ∼= Hn,r as right Hn,r-modules (resp. M
ωn+1 ∼= Hn+1,r as right
Hn+1,r-modules). Thus, we have that 1ωnSn,r1ωn = EndHn,r(M
ωn) ∼= Hn,r (resp.
1ωn+1Sn+1,r1ωn+1 = EndHn+1,r(M
ωn+1) ∼= Hn+1,r) as R-algebras.
Through the isomorphism Hn,r ∼= 1ωnSn,r1ωn (resp. Hn+1,r
∼= 1ωn+1Sn+1,r1ωn+1),
we can define the exact functor, so called Schur functor, Ωn : Sn,r -mod→ Hn,r -mod
(resp. Ωn+1 : Sn+1,r -mod→ Hn+1,r -mod) by
Ωn = 1ωnSn,r⊗Sn,r? (resp. Ωn+1 = 1ωn+1Sn+1,r⊗Sn+1,r?).
It is well known that Ωn (resp. Ωn+1) is isomorphic to the functor HomSn,r(Sn,r1ωn, ?)
(resp. HomSn+1,r(Sn+1,r1ωn+1, ?)).
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We also define the functor Φn : Hn,r -mod→ Sn,r -mod (resp. Φn+1 : Hn+1,r -mod→
Sn+1,r -mod) by
Φn = HomHn,r(1ωnSn,r, ?) (resp. Φn+1 = HomHn+1,r(1ωn+1Sn+1,r, ?).
Then, Φn (resp. Φn+1) is the right adjoint functor of Ωn (resp. Ωn+1), and that
Ωn ◦ Φn ∼= Id
H
n (resp. Ωn+1 ◦ Φn+1
∼= IdHn+1),(4.1.1)
where IdHn (resp. Id
H
n+1) is the identity functor on Hn,r -mod (resp. on Hn+1,r -mod)
(see e.g. [ASS, I. Theorem 6.8]).
Let Sn,r -proj (resp. Sn+1,r -proj) be the full subcategory of Sn,r -mod (resp.
Sn+1,r -mod) consisting of projective objects, and In : Sn,r -proj→ Sn,r -mod (resp.
In+1 : Sn+1,r -proj→ Sn+1,r -mod) be the canonical embedding functor. Thanks to
the double centralizer property between Sn,r (resp. Sn+1,r) and Hn,r (resp. Sn+1,r)
(see e.g. [M1, Theorem 5.3]), an adjunction between Ωn and Φn (resp. Ωn+1 and
Φn+1) implies the isomorphism of functors
Φn ◦ Ωn ◦ In ∼= Idn ◦In (resp. Φn+1 ◦ Ωn+1 ◦ In+1 ∼= Idn+1 ◦In+1)(4.1.2)
by [R1, Proposition 4.33].
Note that the isomorphism 1ωnSn,r1ωn
∼= Hn,r (resp. 1ωn+1Sn+1,r1ωn+1
∼= Hn+1,r)
is given by ϕ 7→ ϕ(mωn) (resp. ϕ 7→ ϕ(mωn+1)), we have the following lemma.
Lemma 4.2 ([W2, Proposition 6.3]).
(i) Under the isomorphism Hn,r ∼= 1ωnSn,r1ωn, we have
T0 = 1ωnF(mr−1,r−1)E(mr−1,r−1)1ωn +Qr1ωn ,
Ti = 1ωnF(i,r)E(i,r)1ωn − q
−11ωn (1 ≤ i ≤ n− 1).
(ii) Under the isomorphism Hn+1,r ∼= 1ωn+1Sn+1,r1ωn+1, we have
T0 = 1ωn+1F(mr−1,r−1)E(mr−1,r−1)1ωn+1 +Qr1ωn+1,
Ti = 1ωn+1F(i,r)E(i,r)1ωn+1 − q
−11ωn+1 (1 ≤ i ≤ n− 1),
Tn = 1ωn+1F(mr−1,r) . . . F(n+1,r)F(n,r)E(n,r)E(n+1,r) . . . E(mr−1,r)1ωn+1 − q
−11ωn.
By Proposition 2.6 and Lemma 4.2, we have the following corollary.
Corollary 4.3. The restriction of ι : Sn,r → Sn+1,r to Hn,r ∼= 1ωnSn,r1ωn coincides
with ιH : Hn,r → Hn+1,r.
4.4. Let HResn+1n : Hn+1,r -mod→ Hn,r -mod be the restriction functor through the
injective homomorphism ιH . We define the induction functor H Indn+1n : Hn,r -mod→
Hn+1,r -mod by
H Indn+1n = Hn+1,r⊗Hn,r?. Since Hn,r (resp. Hn+1,r) is a symmetric
algebra by [MM], H Indn+1n is isomorphic to the functor HomHn,r(Hn+1,r, ?) (see [S,
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Lemma 2.6]). Thus, we see that HResn+1n and
H Indn+1n are exact, and
H Indn+1n is
left and right adjoint to HResn+1n .
Recall the anti-involution ∗ on Hn,r (resp. Hn+1,r), and we consider the con-
travariant functor⊛ : Hn,r -mod→ Hn,r -mod (resp. ⊛ : Hn+1,r -mod→ Hn+1,r -mod)
with respect to ∗. Then, we have the following lemma.
Lemma 4.5. We have the following isomorphisms of functors.
(i) ⊛ ◦ Ωn ∼= Ωn ◦⊛ (resp. ⊛ ◦ Ωn+1 ∼= Ωn+1 ◦⊛).
(ii) ⊛ ◦ HResn+1n
∼= HResn+1n ◦⊛.
(iii) ⊛ ◦ H Indn+1n
∼= H Indn+1n ◦⊛.
Proof. We can prove that
HomR(1ωnSn,r, R)
∼= (Sn,r1ωn)
⊛ as (Sn,r,Hn,r)-bimodules(4.5.1)
in a similar way as in (2.9.1).
For M ∈ Hn,r -mod, we have the following natural isomorphisms
⊛ ◦ Ωn(M) = HomR(1ωnSn,r ⊗Sn,r M,R)
∼= HomSn,r(M,HomR(1ωnSn,r, R))
∼= HomSn,r(M, (Sn,r1ωn)
⊛) (because of (4.5.1))
∼= HomSn,r(Sn,r1ωn,M
⊛)
∼= Ωn ◦⊛(M),
and this implies (i) (it is similar for Ωn+1).
The anti-involution ∗ on Hn,r is the restriction of the anti-involution ∗ on Hn+1,r.
Thus, we obtain (ii).
For M ∈ Hn,r -mod, we have the following natural isomorphisms
⊛ ◦ H Indn+1n (M) = HomR(Hn+1,r ⊗Hn,r M,R)
∼= HomHn,r(M,HomR(Hn+1,r.R))
∼= HomHn,r(M,H
⊛
n+1)
∼= HomHn,r(Hn+1,r,M
⊛)
∼= H Indn+1n ◦⊛ (M),
and this implies (iii). 
We have the following commutative relations for restriction, induction and Schur
functors.
Proposition 4.6. We have the following isomorphisms of functors.
(i) Ωn ◦ Res
n+1
n
∼= HResn+1n ◦Ωn+1.
(ii) coIndn+1n ◦Φn
∼= Φn+1 ◦
H Indn+1n .
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Proof. By Proposition 2.6 and Corollary 4.3, we see that
Sn+1,rξ ⊗Sn,r Sn,r1ωn
∼= Sn+1,r1ωn+1 as (Sn+1,r,Hn,r)-bimodules.(4.6.1)
For M ∈ Sn+1,r -mod, we have the following natural isomorphisms
Ωn ◦ Res
n+1
n (M) = HomSn,r(Sn,r1ωn,Res
n+1
n (M))
∼= HomSn+1,r(Ind
n+1
n (Sn,r1ωn),M)
= HomSn+1,r(Sn+1,rξ ⊗Sn,r Sn,r1ωn,M)
∼= HResn+1n
(
HomSn+1,r(Sn+1,r1ωn+1 ,M)
)
(because of (4.6.1))
= HResn+1n ◦Ωn+1(M),
and we obtain (i).
We easily see that coIndn+1n ◦Φn (resp. Φn+1 ◦
H Indn+1n ) is right adjoint to
Ωn ◦Res
n+1
n (resp.
HResn+1n ◦Ωn+1). Then, by the uniqueness of the adjoint functor
together with (i), we obtain (ii). 
4.7. The rest of this section, we will prove the isomorphism of functors Indn+1n
∼=
coIndn+1n . Our strategy is using the good properties for standard and costandard
modules of quasi-hereditary algebras. For Sn,r -mod
∆, we have the following two
lemmas.
Lemma 4.8. For M,N,L ∈ Sn,r -mod
∆, and an exact sequence
0→ N →M → L→ 0
as Sn,r-modules, we have the exact sequence
0→ Indn+1n (N)→ Ind
n+1
n (M)→ Ind
n+1
n (L)→ 0.
Proof. By applying the functor ⊛ to this sequence, we have the exact sequence
0 → L⊛ → M⊛ → N⊛ → 0. Since ξSn+1,r ∈ S
∆
n,r and L
⊛ ∈ Sn,r -mod
∇, we
have Ext1Sn,r(ξSn+1,r, L
⊛) = 0 by [D, Proposition A2.2]. Thus, we have the exact
sequence 0 → coIndn+1n (L
⊛) → coIndn+1n (M
⊛) → coIndn+1n (N
⊛) → 0. By applying
the functor ⊛ to this sequence together with Lemma 2.9 (ii), we have the exact
sequence 0→ Indn+1n (N)→ Ind
n+1
n (M)→ Ind
n+1
n (L)→ 0. 
Lemma 4.9. For M ∈ Sn,r -mod
∆, we have the following.
(i) dim Indn+1n (M) ≥ dim coInd
n+1
n (M).
(ii) dim H Indn+1n ◦Ωn(M) ≥ dimΩn+1 ◦ coInd
n+1
n (M).
Proof. By Lemma 2.10, we have that dim Indn+1n (∆n(λ)) = dim Ind
n+1
n (∇n(λ)) for
λ ∈ Λ+n,r. Since Ind
n+1
n (∇n(λ))
∼= Indn+1n (∆n(λ)
⊛) ∼= ⊛◦coIndn+1n (∆n(λ)) by Lemma
2.9 (ii), we have that dim Indn+1n (∆n(λ)) = dim coInd
n+1
n (∆n(λ)).
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Since M ∈ Sn,r -mod
∆, we can take a exact sequence
0→ N1 →M → N2 → 0 such that N1, N2 ∈ Sn,r -mod
∆ .(4.9.1)
By Lemma 4.8, we have the exact sequence
0→ Indn+1n (N1)→ Ind
n+1
n (M)→ Ind
n+1
n (N2)→ 0,
and we have
dim Indn+1n (M) = dim Ind
n+1
n (N1) + dim Ind
n+1
n (N2).(4.9.2)
On the other hand, by applying the left exact functor coIndn+1n to the se-
quence (4.9.1), we have the exact sequence 0 → coIndn+1n (N1) → coInd
n+1
n (M) →
coIndn+1n (N2), and we have
dim coIndn+1n (M) ≤ dim coInd
n+1
n (N1) + dim coInd
n+1
n (N2).(4.9.3)
By the induction on the length of ∆-filtration of M , (4.9.2) and (4.9.3) imply (i).
By a similar way as in (i), we can prove that
dimΩn+1 ◦ Ind
n+1
n (M) ≥ dimΩn+1 ◦ coInd
n+1
n (M).(4.9.4)
On the other hand, it is known that Ωn(∆n(λ)) is isomorphic to the Specht module
Sλ defined in [DJM]. Thus, by Theorem 3.4 (iii) and [AM, Cororally 1.10], we have
dim H Indn+1n ◦Ωn(M) = dimΩn+1 ◦ Ind
n+1
n (M).
Combining this equation with (4.9.4), we obtain (ii). 
We prepare the following general results.
Lemma 4.10. Let A , B be finite dimensional algebras over a field, I : A -proj→
A -mod be the canonical embedding functor, and F,G be functors from A -mod to
B -mod. Then we have the following.
(i) If F is a right exact functor, the homomorphism of vector spaces
Hom(F,G)→ Hom(F ◦ I, G ◦ I) given by ν 7→ ν1I
is an isomorphism.
(ii) Assume that F and G are right exact functors. If F ◦ I ∼= G ◦ I, we have
F ∼= G.
(iii) Assume that A is a quasi-hereditary algebra, and let I∆ : A -mod∆ →
A -mod be the canonical embedding functor. If F is a right exact functor,
the homomorphism of vector spaces
Hom(F,G)→ Hom(F ◦ I∆, G ◦ I∆) given by ν 7→ ν1I∆
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is an isomorphism.
Proof. We can prove (i) and (ii) in a similar way as in [S, Lemma 1.2]. We prove
(iii).
Since any projective A -module is an object of A -mod∆, we have I∆ ◦ I ∼= I,
and we have the following commutative diagram.
Hom(F,G)
ν 7→ν1I
//
ν 7→ν1
I∆ ))❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
Hom(F ◦ I, G ◦ I)
Hom(F ◦ I∆, G ◦ I∆)
τ 7→τ1I
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
By (i), Hom(F,G)→ Hom(F ◦ I, G ◦ I) is an isomorphism. We can also prove that
Hom(F ◦ I∆, G◦ I∆)→ Hom(F ◦ I, G◦ I) is an isomorphism in a similar way. Thus,
the above diagram implies (iii). 
4.11. Let I∆n : Sn,r -mod
∆ → Sn,r -mod (resp. I
∇
n : Sn,r -mod
∇ → Sn,r -mod) be
the canonical embedding functor. Then, we have the following proposition, which
is a key step to prove the isomorphism Indn+1n
∼= coIndn+1n .
Proposition 4.12. We have an isomorphism of functors
Indn+1n ◦I
∆
n
∼= coIndn+1n ◦I
∆
n .
Proof. By Proposition 4.6 (ii) and (4.1.1), we have
Ωn+1 ◦ coInd
n+1
n ◦Φn
∼= Ωn+1 ◦ Φn+1 ◦
H Indn+1n
∼= H Indn+1n .
These isomorphisms together with (4.1.2) imply that
H Indn+1n ◦Ωn ◦ In
∼= Ωn+1 ◦ coInd
n+1
n ◦Φn ◦ Ωn ◦ In
∼= Ωn+1 ◦ coInd
n+1
n ◦In.
(4.12.1)
Thus, there exists a functorial isomorphism
ν˜ : H Indn+1n ◦Ωn ◦ In → Ωn+1 ◦ coInd
n+1
n ◦In.
Since H Indn+1n ◦Ωn is an exact functor, there exists the unique morphism
ν : H Indn+1n ◦Ωn → Ωn+1 ◦ coInd
n+1
n such that ν1In = ν˜
by Lemma 4.10 (i).
We prove that ν1I∆n :
H Indn+1n ◦Ωn ◦ I
∆
n → Ωn+1 ◦ coInd
n+1
n ◦I
∆
n gives an isomor-
phism of functors. Note that the global dimension of Sn,r is finite since Sn,r is a
quasi-hereditary algebra. Thus, for any M ∈ Sn,r -mod
∆, we can take a projective
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resolution
0→ Pk
dk−→ . . .
d2−→ P1
d1−→ P0
d0−→M → 0
such that k is equal to the projective dimension of M (denoted by pdimM). By an
induction on pdimM , we prove that ν1I∆n (M) is an isomorphism.
When pdimM = 0, we have ν(M) = ν˜(M) since M is projective. Thus, ν(M)
is an isomorphism.
Assume that pdimM > 0. For the short exact sequence
0→ Ker d0 → P0
d0−→ M → 0,(4.12.2)
we have that Ker d0 ∈ Sn,r -mod
∆ by [D, Proposition A2.2 (v)]. Moreover, we
have pdimKer d0 ≤ pdimM − 1. By applying the functors F :=
H Indn+1n ◦Ωn and
G := Ωn+1 ◦ coInd
n+1
n to (4.12.2), we have the following commutative diagram
0 // F (Ker d0) //
ν(Ker d0)

F (P0) //
ν(P0)

F (M) //
ν(M)

0
0 // G(Ker d0) // G(P0) // G(M)
such that each row is exact. Note that ν(Ker d0) (resp. ν(P0)) is an isomorphism
by the assumption of induction (resp. the fact P0 is projective). Then, the above
diagram implies that ν(M) is injective. Thus, ν(M) is an isomorphism by Lemma
4.9 (ii). Now we proved that ν1I∆n gives the isomorphism
H Indn+1n ◦Ωn ◦ I
∆
n
∼= Ωn+1 ◦ coInd
n+1
n ◦I
∆
n .(4.12.3)
Next, we prove that ν1I∇n :
H Indn+1n ◦Ωn ◦ I
∇
n → Ωn+1 ◦ coInd
n+1
n ◦I
∇
n gives an
isomorphism of functors. By [D, Proposition 4.4], for N ∈ Sn,r -mod
∇, we can take
the following exact sequence
0→ Tk
d′
k−→ . . .
d′2−→ T1
d′1−→ T0
d′0−→ N → 0,
such that Ti is a (characteristic) tilting module, and that Ker d
′
i ∈ Sn,r -mod
∇
for each i = 0, . . . , k. By applying the functors F := H Indn+1n ◦Ωn and G :=
Ωn+1 ◦ coInd
n+1
n to this exact sequence, we have the following commutative diagram
F (T1) //
ν(T1)

F (T0) //
ν(T0)

F (N) //
ν(N)

0
G(T1) // G(T0) // G(N) // 0
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such that each row is exact. (The exactness of the second row comes from the fact
ξSn+1,r ∈ Sn,r -mod
∆ and Ker d′i ∈ Sn,r -mod
∇ thanks to [D, Proposition A2.2 (ii)].)
We already proved that ν(T1) and ν(T0) are isomorphisms since T0, T1 ∈ Sn,r -mod
∆.
Thus, the above diagram implies that ν(N) is an isomorphism. Now, we proved that
ν1I∇n gives the isomorphism
H Indn+1n ◦Ωn ◦ I
∇
n
∼= Ωn+1 ◦ coInd
n+1
n ◦I
∇
n .(4.12.4)
Note that ⊛ ◦ I∇n ◦⊛ ◦ I
∆
n
∼= I∆n , we have
H Indn+1n ◦Ωn ◦ I
∆
n
∼= H Indn+1n ◦Ωn ◦⊛ ◦ I
∇
n ◦⊛ ◦ I
∆
n
∼= ⊛ ◦ H Indn+1n ◦Ωn ◦ I
∇
n ◦⊛ ◦ I
∆
n (∵ Lemma 4.5)
∼= ⊛ ◦ Ωn+1 ◦ coInd
n+1
n ◦I
∇
n ◦⊛ ◦ I
∆
n (∵ (4.12.4))
∼= Ωn+1 ◦ Ind
n+1
n ◦⊛ ◦I
∇
n ◦⊛ ◦ I
∆
n (∵ Lemma 4.5 and Lemma 2.9)
∼= Ωn+1 ◦ Ind
n+1
n ◦I
∆
n .
Combining these isomorphisms with Proposition 4.6 (ii), we have
coIndn+1n ◦Φn ◦ Ωn ◦ I
∆
n
∼= Φn+1 ◦
H Indn+1n ◦Ωn ◦ I
∆
n(4.12.5)
∼= Φn+1 ◦ Ωn+1 ◦ Ind
n+1
n ◦I
∆
n .
Note that I∆n ◦ In
∼= In, and that the functor Ind
n+1
n preserves projectivity since
Indn+1n has an exact right adjoint functor Res
n+1
n . Then, (4.12.5) together with
(4.1.2) implies
Indn+1n ◦In
∼= coIndn+1n ◦In.
From this isomorphism, we can prove that
Indn+1n ◦I
∆
n
∼= coIndn+1n ◦I
∆
n
by using Lemma 4.8 and Lemma 4.9 (i) in a similar way as in the proof of (4.12.3).

4.13. By Theorem 3.4 (iii) and Lemma 4.8, we see that Indn+1n (M) ∈ Sn+1,r -mod
∆
for M ∈ Sn,r -mod
∆. Thus, Indn+1n ◦I
∆
n
∼= coIndn+1n ◦I
∆
n gives a functor from
Sn,r -mod
∆ to Sn+1,r -mod
∆. On the other hand, by Theorem 3.4 (i), Resn+1n ◦I
∆
n+1
gives a functor from Sn+1,r -mod
∆ to Sn,r -mod
∆. Moreover, we see that Indn+1n ◦I
∆
n
is left and right adjoint to Resn+1n ◦I
∆
n+1. This adjunction induces the following the-
orem.
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Theorem 4.14. We have the following isomorphism of functors
Indn+1n
∼= coIndn+1n .
Proof. By the uniqueness of the adjoint functor, it is enough to show that Indn+1n is
right adjoint to Resn+1n since coInd
n+1
n is right adjoint to Res
n+1
n .
Put F = Indn+1n and E = Res
n+1
n . Since F ◦ I
∆
n is right adjoint to E ◦ I
∆
n+1,
there exist the morphisms of functors ε˜ : E ◦ I∆n+1 ◦ F ◦ I
∆
n → Idn ◦I
∆
n (unit) and
η˜ : Idn+1 ◦I
∆
n+1 → F ◦I
∆
n ◦E◦I
∆
n+1 (counit) such that (ε˜ 1E◦I∆n+1)◦(1E◦I∆n+1 η˜) = 1E◦I∆n+1,
and that (1F◦I∆n ε˜) ◦ (η˜ 1F◦I∆n ) = 1F◦I∆n , where we regard the functor Idn ◦I
∆
n (resp.
Idn+1 ◦I
∆
n+1) as the identity functor on Sn,r -mod
∆ (resp. Sn+1,r -mod
∆). Note that
I∆n+1 ◦ F ◦ I
∆
n
∼= F ◦ I∆n etc., we can write simply as ε˜ : E ◦ F ◦ I
∆
n → Idn ◦I
∆
n and
η˜ : Idn+1 ◦I
∆
n+1 → F ◦ E ◦ I
∆
n+1 such that
(ε˜ 1E1I∆n+1) ◦ (1E η˜) = 1E1I∆n+1,(4.14.1)
(1F ε˜) ◦ (η˜ 1F1I∆n ) = 1F1I∆n .(4.14.2)
By Lemma 4.10 (iii), there exist the morphisms of functors
ε : E ◦ F → Idn, η : Idn+1 → F ◦E
such that ε1I∆n = ε˜ and η1I∆n+1 = η˜. Moreover, we have
((ε1E) ◦ (1E η))1I∆n+1 = ((ε1E) ◦ (1E η)))(1I∆n+1 ◦ 1I∆n+1)
= (ε1E1I∆n+1) ◦ (1E η1I∆n+1)
= (ε˜1E1I∆n+1) ◦ (1E η˜)
= 1E1I∆n+1.
(4.14.3)
Similarly, we have
((1Fε) ◦ (η1F ))1I∆n = (1Fε1I∆n ) ◦ (η1F1I∆n )
= (1F ε˜) ◦ (η˜1F1I∆n )
= 1F1I∆n .
(4.14.4)
By (4.14.3) and (4.14.4) together with Lemma 4.10 (iii), we have
(ε1E) ◦ (1E η) = 1E, (1F ε) ◦ (η1F ) = 1F ,
and F is right adjoint to E. 
Now we have the following properties of induction and restriction functors.
Corollary 4.15. We have the following.
(i) Resn+1n and Ind
n+1
n are exact.
(ii) Indn+1n is left and right adjoint to Res
n+1
n .
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(iii) There exist isomorphisms of functors
Resn+1n ◦⊛
∼= ⊛ ◦ Resn+1n , Ind
n+1
n ◦⊛
∼= ⊛ ◦ Indn+1n .
(iv) There exist isomorphisms of functors
Ωn ◦ Res
n+1
n
∼= HResn+1n ◦Ωn+1, Ωn+1 ◦ Ind
n+1
n
∼= H Indn+1◦ Ωn.
Proof. (i) and (ii) are obtained from the definitions and Theorem 4.14. (iii) is
obtained from Lemma 2.9 and Theorem 4.14. The first isomorphism in (iv) is
Proposition 4.6 (i). By (4.12.1) and Theorem 4.14, we have
Ωn+1 ◦ Ind
n+1
n ◦In
∼= H Indn+1n ◦Ωn ◦ In.
Thus, by Lemma 4.10 (ii), we have Ωn+1 ◦ Ind
n+1
n
∼= H Indn+1◦ Ωn. 
§ 5. Refinements of induction and restriction functors
In this section, we refine the induction and restriction functors which are defined
in the previous sections. As an application, we categorify a Fock space by using
categories Sn,r -mod (n ≥ 0).
Throughout this section, we assume that R is a field, and we also assume the
following conditions for parameters.
• There exists the minimum positive integer e such that 1+(q2)+(q2)2+ · · ·+
(q2)e−1 = 0.
• There exists an integer si ∈ Z such that Qi = (q2)si for each i = 1, . . . , r.
Thanks to [DM, Theorem 1.5], these assumptions make no loss of generality in
representation theory of cyclotomic q-Schur algebras.
We also remark that Sn,r -mod does not depend on a choice ofm = (m1, · · · , mr) ∈
Zr>0 such that mk ≥ n for any k = 1, . . . , r up to Morita equivalence (see Remark
1.4). Then, for each n, we take suitable m and m′ to consider the induction and
restriction functors between Sn,r -mod and Sn+1,r -mod as in the previous sections.
5.1. For x = (a, b, c) ∈ Z>0 × Z>0 × {1, . . . , r}, we define the residue of x by
res(x) = (q2)b−aQc = (q
2)b−a+sc .
For x ∈ Z>0 × Z>0 × {1, . . . , r}, we say that x is i-node if res(x) = (q2)i, where we
can regard i as an element of Z/eZ since (q2)i+ke = (q2)i for any k ∈ Z from the
assumption for parameters. We also say that x is removable (resp. addable) i-node
of λ ∈ Λ+n,r, if x is i-node and removable (resp. addable) node of λ.
For λ ∈ Λ+n,r, put r(λ) = (r0(λ), r1(λ), . . . , re−1(λ)) ∈ Z
e
≥0, where ri(λ) is the
number of i-node in [λ]. Then it is known that the classification of blocks of Sn,r
in [LM] as follows.
Theorem 5.2 ([LM]). For λ, µ ∈ Λ+n,r, ∆n(λ) and ∆n(µ) belong to the same block
of Sn,r if and only if r(λ) = r(µ).
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5.3. Put
Rn,e = {a = (a0, a1, . . . , ae−1) ∈ Ze | a = r(λ) for some λ ∈ Λ+n,r}.
Then we have a bijection between Rn,e and the set of blocks of Sn,r by Theorem 5.2.
By using this bijection, for a = (a0, a1, . . . , ae−1) ∈ Ze such that
∑e−1
j=0 aj = n, we
define the functor 1a : Sn,r -mod→ Sn,r -mod as the projection to the corresponding
block if a ∈ Rn,e, and 0 if a 6∈ Rn,e.
We define a refinement of Resn+1n and Ind
n+1
n as follows. For i ∈ Z/eZ, put
i -Resn+1n =
⊕
a∈Rn+1,e
1a−i ◦ Res
n+1
n ◦1a,
i -Indn+1n =
⊕
a∈Rn,e
1a+i ◦ Ind
n+1
n ◦1a,
where a± i = (a0, . . . , ai−1, ai ± 1, ai+1, . . . , ae−1) for a = (a0, . . . , ae−1) ∈ Ze. Then,
we have Resn+1n =
⊕
i∈Z/eZ i -Res
n+1
n and Ind
n+1
n =
⊕
i∈Z/eZ i -Ind
n+1
n . From the
definition together with Theorem 3.4 and Theorem 4.14, we have the following
corollary.
Corollary 5.4.
(i) For λ ∈ Λ+n+1,r, there exists a filtration of Sn,r-modules
i -Resn+1n (∆n+1(λ)) = M1 ⊃ M2 ⊃ · · · ⊃Mk ⊃Mk+1 = 0,
such that Mi/Mi+1 ∼= ∆n(λ \ xi), where x1, x2, . . . , xk are all removable
i-nodes of λ such that x1 ≻ x2 ≻ · · · ≻ xk.
(ii) For µ ∈ Λ+n,r, there exists a filtration of Sn+1,r-modules
i -Indn+1n (∆n(µ)) =M1 ⊃M2 ⊃ · · · ⊃Mk ⊃ Mk+1 = 0
such that Mi/Mi+1 ∼= ∆n+1(µ ∪ xi), where x1, x2, . . . , xk are all addable
i-nodes of µ such that xk ≻ xk−1 ≻ · · · ≻ x1.
5.5. Put s = (s1, s2, . . . , sr). The Fock space with multi-charge s is the C-vector
space
F [s] =
⊕
n∈Z≥0
⊕
λ∈Λ+n,r
C|λ, s〉
with distinguished basis {|λ, s〉 | λ ∈ Λ+n,r, n ∈ Z≥0} which admits an integrable ŝle-
module structure with the Chevalley generators acting as follows (cf. [JMMO]): for
i ∈ Z/eZ,
ei · |λ, s〉 =
∑
µ=λ\x
res(x)=(q2)i
|µ, s〉, fi · |λ, s〉 =
∑
µ=λ∪x
res(x)=(q2)i
|µ, s〉.
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5.6. Put
i -Res =
⊕
n∈Z≥0
i -Resn+1n , i -Ind =
⊕
n∈Z≥0
i -Indn+1n .
Since i -Res and i -Ind are exact functors from
⊕
n≥0 Sn,r -mod to itself, these func-
tors imply the well-defined action on C⊗ZK0(
⊕
n≥0 Sn,r -mod). Thanks to Corollary
5.4, for λ ∈ Λ+n,r, we have that
i -Res ·[∆n(λ)] =
∑
µ=λ\x
res(x)=(q2)i
[∆n−1(µ)], i -Ind ·[∆n(λ)] =
∑
µ=λ∪x
res(x)=(q2)i
[∆n+1(µ)].
Note that {[∆n(λ)] | λ ∈ Λ
+
n,r, n ∈ Z≥0} gives an C-basis ofC⊗ZK0(
⊕
n≥0 Sn,r -mod).
Then, we have the following corollary.
Corollary 5.7. The exact functors i -Res and i -Ind (i ∈ Z/eZ) give the action of
ŝle on C⊗ZK0(
⊕
n≥0 Sn,r -mod), where i -Res (resp. i -Ind) is corresponding to the
action of the Chevalley generators ei (resp. fi) of ŝle. Moreover, by the correspon-
dence [∆n(λ)] 7→ |λ, s〉 (λ ∈ Λ
+
n,r, n ∈ Z≥0) of basis, C ⊗Z K0(
⊕
n≥0 Sn,r -mod) is
isomorphic to the Fock space F [s] as ŝle-modules.
Remarks 5.8. (i). The results in this section do not depend on the characteristic
of the ground field R, namely depend only e and the multi-charge s = (s1, . . . , sr).
(ii). By the lifting arguments from the module categories of Ariki-Koike algebras as
in [S, Section 5], we obtain the ŝle-categorification in the sense of [R2] in our setting.
§ 6. Relations with category O of rational Cherednik algebras
In this section, we assume that R = C. We give a relation between our induction
and restriction functors for cyclotomic q-Schur algebras and parabolic induction and
restriction functors for rational Cherednik algebras given in [BE].
6.1. Let Hn,r be the rational Cherednik algebra associated to Sn ⋉ (Z/rZ)n with
the parameters c (see [R1] for definition and parameters c), and On,r be the cat-
egory O of Hn,r defined in [GGOR]. In [GGOR], they defined the KZ functor
KZn : On,r → Hn,r -mod. Then On,r is the highest weight cover of Hn,r -mod in the
sense of [R1] through the KZ functor. In [R1], Rouquier proved that On,r is equiv-
alent to Sn,r -mod as highest weight covers of Hn,r -mod under some conditions for
parameters.
6.2. Let OIndn+1n (resp.
OResn+1n ) be the parabolic induction (resp. restriction)
functors between On,r and On+1,r defined in [BE]. Then, we have the following
theorem.
Theorem 6.3. Assume that On,r (resp. On+1,r) is equivalent to Sn,r -mod (resp.
Sn+1,r -mod) as highest weight covers of Hn,r -mod (resp. Hn+1,r -mod). Then,
under these equivalences, we have the following isomorphisms of functors:
OResn+1n
∼= Resn+1n ,
OIndn+1n
∼= Indn+1n .
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Proof. Let Θn : On,r → Sn,r -mod be the functor giving the equivalence as high-
est weight covers of Hn,r -mod. Then, we have that KZn ∼= Ωn ◦ Θn. Let Ψn :
Hn,r -mod → On,r be the right adjoint functor of KZn. Then, we have that Φn ∼=
Θn ◦ Ψn by the uniqueness of the adjoint functors. It is similar for the equivalence
Θn+1 : On+1,r → Sn+1,r -mod.
By Corollary 4.15 (iv) and [S, Theorem 2.1], we have that
Ωn ◦ Res
n+1
n
∼= HResn+1n ◦Ωn+1
∼= HResn+1n ◦KZn+1 ◦Θ
−1
n+1
∼= KZn ◦
OResn+1n ◦Θ
−1
n+1.
(6.3.1)
Recall that In+1 : Sn+1,r -proj → Sn+1,r -mod is the canonical embedding functor.
Then, (6.3.1) together with the isomorphism Φn ∼= Θn ◦Ψn implies that
Φn ◦ Ωn ◦ Res
n+1
n ◦In+1
∼= Θn ◦Ψn ◦KZn ◦
OResn+1n ◦Θ
−1
n+1 ◦ In+1.(6.3.2)
Since Resn+1n (resp.
OResn+1n ) has the left and right adjoint functor Ind
n+1
n (resp.
OIndn+1n ) by Corollary 4.15 (ii) (resp. [S, Proposition 2.9]), Res
n+1
n (resp.
OResn+1n )
carries projectives to projectives. Moreover, Φn ◦ Ωn ∼= Idn (resp. Ψn ◦KZn ∼= Idn)
on projective objects by properties of highest weight covers (see [R1, Proposition
4.33]). Thus, (6.3.2) implies that
Resn+1n ◦In+1
∼= Θn ◦
OResn+1n ◦Θ
−1
n+1 ◦ In+1(6.3.3)
Since both Resn+1n and Θn ◦
OResn+1n ◦Θ
−1
n+1 are exact, (6.3.3) together with Lemma
4.10 (ii) implies that
Resn+1n
∼= Θn ◦
OResn+1n ◦Θ
−1
n+1.
By the uniqueness of adjoint functors (or by a similar arguments), we also have
Indn+1n
∼= Θn+1 ◦
OIndn+1n ◦Θ
−
n .

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