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Abstract
The yeast centrosome or Spindle Pole Body (SPB) is an organelle situated in the
nuclear membrane, where it nucleates spindle microtubules and acts as a sig-
nalling hub. The SPB is reproduced conservatively, meaning an existing SPB is
required to form a new SPB. Additionally, the Mitotic Exit Network (MEN), a group
of proteins controlling exit from mitosis localize to the SPB, in an essential step in
MEN activation. These properties are conserved in the MicroTubule Organising
Centre’s (MTOC) of higher eukaryotes, which also duplicate conservatively and
act as signalling hubs. Various studies have explored the effects of forcing indi-
vidual proteins to interact with the yeast SPB, however no systematic study has
been performed. Furthermore, while the MEN has been studied intensively, a
unified understanding of how localization and protein activity function together as
a system is lacking. I have used Synthetic Physical Interaction (SPI) screening to
detect proteins that inhibit growth when forced to associate with the SPB. I found
that the SPB is especially sensitive to relocalization, necessitating a novel data
analysis approach for the SPI data. In addition, I found a set of forced associa-
tions that perturb SPB duplication, resulting in elevated SPB number and, in some
cases, multi-polar spindles. In order to study spatial aspects of MEN regulation in
parallel to control of enzymatic activity by post-translational modifications I devel-
oped a compartmental, logical model of the MEN that is capable of representing
both aspects of regulation. I found that my model is capable of correctly predicting
the phenotype of 80% of mutants we tested, including mutants representing mis-
localizing proteins. I use this model to uncover new aspects of MEN regulation,
study the role of the FEAR (Cdc Fourteen Early Anaphase Release) network in
determining anaphase length and investigate stochasticity in the Spindle Position
Checkpoint (SPoC). Altogether this project presents a systematic view of which
proteins are regulated through interaction with the SPB and how this functions as
a mechanism of protein regulation.
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The aim of this project is to understand how localization at the Spindle Pole Body
(SPB) is used as an aspect of protein regulation in the cell cycle of the budding
yeast, S. cerevisiae. The SPB is the MicroTubule Organising Centre (MTOC) of
the cell and is crucial for accurate segregation of genetic material between the
mother and daughter cells. Beyond nucleation of microtubules, the SPB acts as
a signalling hub, controlling both its own duplication and exit from mitosis. Un-
derstanding how localization is utilised in these pathways not only improves our
understanding of the pathways themselves but also provides a blueprint for un-
derstanding localization as a regulatory mechanism more broadly. I have drawn
on approaches from systems biology to develop a systems-level view of the SPB
as a signalling scaffold. Firstly, I have used a screening tool known as Synthetic
Physical Interactions (SPI) to test which proteins are sensitive to forced localiza-
tion at the SPB. I then developed a novel modelling framework to incorporate
spatial effects into a logical network in order to model localization of Mitotic Exit
Network (MEN) proteins at the SPB. In this chapter I will introduce some of the
key aspects of cell cycle and SPB regulation in budding yeast. I will then move on
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to discuss systems biology approaches to the cell cycle and review the existing
literature on the subject.
1.2 The Biology of the Spindle Pole Body
1.2.1 Yeast as a model organism
In this project I have used the budding yeast Saccharomyces cerevisiae as a
model organism. Budding yeast is one of the most commonly used model or-
ganisms in the cell cycle community and has a number of properties making it
attractive for these kinds of studies. Firstly, it is straightforward to genetically
engineer and has well-established transformation and crossing protocols. Sec-
ondly, it can easily be grown in both haploid and diploid forms and has a compact
genome. Finally, it is well established as a model organism meaning that much is
already known about its cell cycle. There is a long history of genes and mecha-
nisms being discovered in yeast before being translated into discoveries in higher
eukaryotes.
While the cell cycle of budding yeast is similar to that of higher eukaryotes,
there are of course differences. Throughout the thesis I will refer to the S. cere-
visiae cycle when referring to cell cycle regulation. However, I will, at times, ref-
erence the conservation of proteins and mechanisms in other organisms.
1.2.2 Fundamentals of cell cycle regulation
Eukaryotic cells reproduce by alternating between stages of DNA replication and
cell division. The S. cerevisiae cell cycle begins in G1-phase, where the cell grows
to an appropriate size. Once this size has been reached, the cell commits to the
cell cycle, passing the START checkpoint and forming a protrusion called a bud.
The cell then passes into S-phase, where each of the chromosomes is replicated
14
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resulting in paired sister chromatids. Once replication is completed, the cell enters
mitosis. In this stage, the cell divides the genetic material between the mother and
bud in 3 well-defined stages: metaphase, anaphase and telophase (Figure 1.1,
Weiss (2012)). In metaphase the cell starts to exert force on the sister chromatids
via the mitotic spindle. This spindle consists of microtubules emanating from the
SPB and at the opposing end is connected to the kinetochores which bind to
the centromeric DNA of the chromosomes. The Spindle Assembly Checkpoint
(SAC) will arrest the cell cycle until this process is completed (Ibrahim (2015)).
When the kinetochores are correctly attached to the sister chromatids, the cell
will enter anaphase. At this point, the sister chromatids lose cohesion, leading
to extension of the mitotic spindle. In budding yeast, one pole of the spindle
must enter the bud in order that a full complement of chromosomes is delivered
to the daughter cell. A second mitotic checkpoint, called the Spindle Position
Checkpoint (SPoC) monitors this process (Ibrahim (2015)). When the spindle is
extended and aligned, the cell enters telophase and the process of nuclear fission
and cytokinesis occur. The DNA Damage Checkpoint (DDC) can also arrest cells
in mitosis in yeast (reviewed in Matellán and Monje-Casas (2020)). After the cells
have divided both mother and daughter re-enter into G1-phase of the cell cycle.
Cyclin-Dependent Kinase (CDK) activity is the main driver of cell cycle pro-
gression in yeast. The CDK complex is formed of the catalytic subunit, Cdc28,
and one of the cyclins: Clns 1-3 or Clbs 1-6 (Andrews and Measday (1998)). Ex-
pression of indivdual cyclins is temporally controlled (Figure 1.1), CLNs 1-3 are
expressed during G1, CLBs 5-6 are expressed during S-phase and CLBs 1-4
are expressed in mitosis. CDK activity increases from G1 until it reaches a peak
in metaphase. At the metaphase-anaphase transition, the Anaphase-Promoting
Complex (APC) subunit Cdc20 becomes active (Sullivan and Morgan (2007)).
APC-Cdc20 ubiquitinates securin, Pds1, leading to its destruction and conse-
quently loss of sister chromatid cohesion. Simultaneously, APC-Cdc20 also tar-
15
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Figure 1.1: Cell cycle events and their coupling to Cdc14 localization and CDK
activity. Adapted from D’Amours and Amon (2004).
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Figure 1.2: The structure of the SPB, showing the location of GBP-tags used in
the SPI screens.
gets cyclins for destruction, leading to a lower level of CDK activity in anaphase
than in metaphase. When the spindle is aligned, the MEN will become active,
leading to release of Cdc14 phosphatase from the nucleolus, where it has been
sequestered since G1-phase (Figure 1.1, Stegmeier and Amon (2004)). Libera-
tion of Cdc14 leads to entry into telophase, cytokinesis and eventually the reset-
ting of the cell into G1-phase. It achieves this by reversing CDK phosphorylation,
activating the alternative APC subunit, Cdh1, as well as the CDK inhibitor Sic1.
The SPB plays two vital roles in the cell cycle. Firstly, it nucleates the micro-
tubules that form the mitotic spindle, without which cells will arrest at the SAC
(Rüthnick and Schiebel (2018)). Secondly, it is an essential scaffold for the MEN
(Scarfone and Piatti (2015)). Disruption of either of these processes can lead to
a mitotic arrest.
1.2.3 The structure of the spindle pole body
The SPB is a multi-protein assembly that sits embedded in the Nuclear Envelope
(NE), with one side facing into the nucleus and the other facing out into the cy-
toplasm (reviewed in Jaspersen and Winey (2004); Fu et al. (2015)). Byers and
17
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Goetsch (1974) used Electron Microscopy (EM) to image the SPB and showed
that it is formed of three distinct plaques. The inner plaque faces into the nucleus
and is responsible for nucleation of microtubules that form the mitotic spindle. The
outer plaque faces into the cytoplasm and the astral microtubules controlling nu-
clear positioning are nucleated here. The central plaque joins the inner and outer
plaques and is also attached to a structure called the half-bridge. The length of
the SPB from outer to inner plaque is roughly 150nm, while the diameter varies
from 80nm in G1-phase to 110nm in M-phase (Jaspersen and Winey (2004)).
The diameter of the SPB increases with ploidy, averaging 160nm in diploid cells.
SPB components were originally identified by a variety of techniques, includ-
ing mass spectrometry of SPB-enriched extracts, screens for physical interaction
with known SPB components and genetic screens to identify mutants with pheno-
types indicative of SPB defects (Kilmartin (2014)). Once identified, immuno-EM
has been used to identify the region of the SPB these proteins localize to specific
regions of the SPB. As a large, multi-protein assembly, the structure of the SPB
has proven challenging to determine. An approach using FRET (Förster Reso-
nance Energy Transfer) data found a unique geometrical configuration of proteins
for the SPB (Muller et al. (2005)). A more sophisticated approach produced a
structure using Bayesian integrative modelling to combine data from FRET, Y2H
(Yeast 2-Hybrid), EM, x-ray crystallography and small-angle x-ray scattering ex-
periments (Viswanath et al. (2017)).
Spc110 is a long, coiled-coil protein which functions as the receptor for the
γ-TuSC (γ-Tubulin Small Complex) at the inner plaque (Fu et al. (2015)). The
γ-TuSC consists of a single copy of both Spc97 and Spc98 as well as 2 copies
of γ-tubulin (Tub4); this complex recruits other tubulin subunits, leading to the
formation of microtubules. The N-terminus of Spc110 lies on the inner plaque but
the C-terminus resides on the central plaque where it is linked to Spc42 via Spc29
and Cmd1 (Figure 1.2, Jaspersen and Winey (2004)). Spc42 forms a hexagonal
18
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crystalline structure at the central plaque (Figure 1.2, Bullitt et al. (1997)). Cnm67
is another coiled-coil protein that is thought to act as a spacer between the central
and outer plaques, its C-terminus interacts with Spc42, while its N-terminus is
connected to Nud1 at the outer plaque (Jaspersen and Winey (2004)). Nud1
binds Spc72, which acts as the γ-TuSC receptor at the outer plaque of the SPB
(Figure 1.2, Fu et al. (2015)). The half-bridge is attached to the central plaque and
has components on both sides of the nuclear envelope (Rüthnick and Schiebel
(2016)). Sfi1 is a long, α-helical protein that spans the cytoplasmic side of the
half bridge, it contains 21 Cdc31 binding sites (Li et al. (2006)). Cdc31 in turn
binds Kar1, while Mps3 is a membrane protein which localises to the nuclear side
of the half-bridge.
Protein Localization Role
Spc110 Outer plaque γ-TuSC receptor
Spc29 Central plaque Spacer
Cmd1 Central plaque Ca2+ binder
Spc42 Central plaque Membrane interaction?
Cnm67 Outer plaque Spacer
Nud1 Outer plaque MEN scaffold
Spc72 Outer plaque γ-TuSC receptor
Sfi1 Half-bridge Structural half-bridge component
Cdc31 Half-bridge SPB duplication
Kar1 Half-bridge SPB duplication
Mps3 Half-bridge SPB duplication
Spc97 γ-TuSC Microtubule nucleation
Spc98 γ-TuSC Microtubule nucleation
Tub4 γ-TuSC Microtubule nucleation
Table 1.1: SPB proteins and their roles.
1.2.4 The life cycle of the spindle pole body
A new SPB starts its life in G1-phase as a satellite formed of Spc42, Spc29,
Nud1 and Cnm67 connected via two extended half-bridges (the full-bridge) to
an existing SPB (Figure 1.3, Adams and Kilmartin (1999)). This satellite sits
on the cytoplasmic face of the nuclear membrane until the cell passes the START
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Figure 1.3: Life cycle of the SPB. The first step in SPB duplication is half-bridge
extension occurring at the M/G1 transition. Then an SPB satellite formed of
Cnm67, Nud1, Spc42 and Spc29 is formed on the cytoplasmic face of the NE.
This grows into a duplication plaque which is then inserted into the NE after the
START checkpoint. The duplication plaque grows into a full SPB and then the
half-bridge is cleaved during S-phase, leading to separation of the SPBs. Figure
adapted from Fu et al. (2015).
checkpoint, at which point it is inserted into the membrane (Rüthnick and Schiebel
(2018)). Once embedded, the satellite develops into a full SPB. By S-phase, the
cell has two fully formed SPBs embedded in the nuclear membrane but tethered
together by the full bridge. As CDK activity rises in S-phase, Sfi1 is phospho-
rylated by CDK leading to separation of the SPBs (Avena et al. (2014); Elserafy
et al. (2014)).
In mitosis, the SPBs nucleate microtubules into the nucleus which form the
mitotic spindle and interactions between these microtubules force the SPBs to
opposing ends of the nucleus. The SPBs also nucleate astral microtubules which
20
CHAPTER 1. INTRODUCTION
interact with the cell cortex controlling nuclear positioning. There are two path-
ways that contribute to this process, one dependent on Dyn1 (dynein) and the
other on Kar9 (Juanes and Piatti (2016)). These motor proteins help to align
the mitotic spindle with the mother bud axis. When one of the SPBs enters the
bud, the SPoC is satisfied and the MEN becomes active, leading to mitotic exit
and cytokinesis. Dephosphorylation of Sfi1 by Cdc14 at mitotic exit allows the
half-bridges of both SPBs to extend into full-bridges and formation of new SPB
satellites (Li et al. (2006); Avena et al. (2014); Elserafy et al. (2014)). After cytoki-
nesis, the cycle begins anew.
The current paradigm of SPB development is that SPBs are formed through
the above cycle of satellite formation, insertion, half-bridge abscission, SPB sep-
aration and half-bridge extension (Rüthnick and Schiebel (2016)). This cycle is
tied to the chromosomal cell cycle by regulation of the half-bridge through oscilla-
tions in CDK and Cdc14 activity. This results in perfect once-per-cycle duplication
of the SPBs.
There are many mutants that prevent SPB duplication, for example the tem-
perature sensitive allele of CDC31 leads to cells with a single SPB (Baum et al.
(1986)). However, it is not just structural SPB components that lead to this pheno-
type. A screen for mutants with a mono-polar spindle phenotype identified MPS1
and MPS2 (Winey et al. (1991)). While MPS1 mutants fail to initiate satellite for-
mation, MPS2 mutants form a satellite but fail to insert it into the nuclear envelope.
Together with Bbp1, Nbp1 and Ndc1, Mps2 is part of the Spindle Pole Insertion
Network (SPIN), a group of proteins essential for insertion but not duplication of
the SPB (Rüthnick and Schiebel (2018)). While mutants that prevent SPB dupli-
cation are reasonably common, mutations that cause SPB over-duplication are
more rare. This phenotype is seen in cells with relatively large perturbations to
cell cycle dynamics, for example cells overexpressing Cdc5 (Song et al. (2000))
or lacking the cyclins Clb1-4 (Haase et al. (2001)). The sfi1-C4A allele causes
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aberrant SPB duplication but is also unable to separate these SPBs (Avena et al.
(2014)).
Insertion of the SPB-satellite
The Nuclear Envelope (NE) is a double lipid-bilayer consisting of the Inner- and
Outer-Nuclear Membranes (INM and ONM), with a small volume enclosed be-
tween the two known as the perinuclear space (Rüthnick and Schiebel (2018)).
NPCs (Nuclear Pore Complexes) and SPBs traverse both membranes and as
a result, the INM and ONM are fused in the region around an NPC or SPB.
The discovery, by Adams and Kilmartin (1999), of a pore-like structure near the
un-inserted SPB satellite raised the possibility that these two structures share a
common mechanism of insertion through the nuclear envelope. Furthermore, the
SPIN protein Ndc1 is found at both the SPB and the NPC (Chial et al. (1998)).
There are also genetic interactions between SPB and NPC genes, for exam-
ple the monopolar spindle phenotype of mps3-1 can be rescued by deletion of
NUP157 (Witkin et al. (2010)). This has lead to a model in which the machinery
used to insert NPCs is also used to insert SPBs (Jaspersen and Ghosh (2012)).
Recent evidence has shown that the pore-like structure observed by Adams and
Kilmartin (1999) is indeed an NPC and that NPC activity is required for SPB in-
sertion (Rüthnick et al. (2017)). Rüthnick et al. (2017) also showed that the SPIN
network proteins, which are all - except Bbp1 - transmembrane proteins, form a
ring around the satellite as it is inserted.
Age-dependent segregation of the SPBs
During mitosis, one of the SPBs enters the bud compartment and will go on to
become the SPB of the daughter cell. This SPB is termed the dSPB (daughter
SPB), in opposition to the mSPB (mother SPB), which remains in the mother cell.
The SPBs are also distinguished by their age. As the cell enters M-phase one
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SPB will have existed for less than a single cell cycle (the “new” SPB), while the
other will have existed for at least one (the “old” SPB). The fate- and age-based
identities of the SPBs are linked, with the old SPB becoming the dSPB in nearly
every case (Pereira et al. (2001)). Deletion of KAR9, disrupts this association,
randomising the fate of the SPBs.
There are two theories to explain the mechanism of age-dependent segre-
gation patterns of SPBs. Lengefeld et al. (2018) propose that this pattern re-
lies primarily on Kar9, a microtubule motor that they argue is directed to the
older SPB by components of the MEN pathway, specifically by phosphorylation
of Kar9 by Dbf2 (Hotz et al. (2012a,b)), which then acts to pull this SPB into
the bud (Hotz and Barral (2014)). According to this theory the age-based iden-
tity of the SPB is established by phosphorylation of Nud1 by Swe1 in G1-phase
and maintained by the kinase Kin3 and acetyltransferase NuA4 (Lengefeld et al.
(2017)) However, this theory controversially relies on the activity of Dbf2 kinase
in metaphase and the evidence showing that the MEN can influence Kar9 local-
ization has proven not to be reproducible (Campbell et al. (2019)). Alternatively,
Geymonat et al. (2020) propose that asymmetry of astral microtubules at the
SPBs is sufficient to explain their segregation pattern. They propose that age-
dependent CDK-phosphorylation of Nud1 underlies Spc72 asymmetry, which in
turn leads to asymmetric nucleation of microtubules.
Why this process is regulated at all is something of a mystery, as mutants
that randomize SPB fate are generally healthy, for example kar9∆ (Miller and
Rose (1998b)). One theory is that this regulation prevents premature aging of
the daughter cell (Lengefeld and Barral (2018)). By tethering Kar9 to the mother
cortex, Manzano-López et al. (2019) were able to reverse the pattern of SPB
inheritance, leading to old SPBs remaining in the mother cell. These cells showed




Figure 1.4: A simplified graphical description of the MEN and FEAR pathways.
1.2.5 Regulation of mitotic exit and the SPB
In budding yeast, there are 3 clearly defined stages in mitosis: metaphase,
anaphase and telophase. The transition between metaphase and anaphase
is controlled by the SAC, which will delay the transition until the kinetochores
are correctly attached to the centromeres (Ibrahim (2015)). The transition from
anaphase to telophase is controlled by the SPoC, which will delay the transition
until an SPB enters the bud, signalling alignment of the spindle (Ibrahim (2015)).
These stages are characterised not just by mitotic events but also by the bal-
ance of CDK and Cdc14 activity. In metaphase, CDK activity is high while Cdc14
is tightly sequestered in the nucleolus. At the metaphase-anaphase transition,
APC-Cdc20 becomes active (Sullivan and Morgan (2007)). APC-Cdc20 targets
cyclins for destruction, leading to a lower level of CDK activity in anaphase. Simul-
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taneously, it ubiquitinates Pds1, leading to liberation of seperase, Esp1. Esp1 not
only cleaves securin, leading to sister-chromatid seperation, it also initiates acti-
vation of the FEAR (Cdc Fourteen Early Anaphase Release) network (Reviewed
in Rock and Amon (2009)). Prior to anaphase, Cdc14 is sequestered in the nu-
cleolus as a result of interaction with a stoichiometric inhibitor, Net1, forming the
RENT (REgulator of Nucleolar silencing and Telophase exit) complex. The FEAR
network causes phosphorylation of Net1 leading to disassociation of RENT. This
allows Cdc14 to diffuse around the nucleus. When the cell passes the SPoC, the
MEN becomes active, leading to release of Cdc14 throughout the cell. Cdc14
reverses CDK phosphorylation, in particular phosphorylation of Swi5, Sic1 and
Cdh1 (Sullivan and Morgan (2007)). Cdh1 is an APC subunit that is required for
full destruction of Clb2, and CDK phosphorylation prevents Cdh1 activity. Sic1
is a stoichiometric inhibitor of the CDK complex and it is rapidly degraded when
phosphorylated, Cdc14 phosphatase activity allows it accumulation. Swi5 is a
transcription factor that drives SIC1 expression and CDK phosphorylation inhibits
this activity. Therefore, through multiple mechanisms, Cdc14 release leads to
reversal of CDK phosphorylation, setting the stage for entry into a new cell cycle.
The FEAR network
The FEAR network releases Cdc14 from the RENT complex through phosphory-
lation of Net1 (Figure 1.4, Rock and Amon (2009)). Throughout mitosis, Net1 is
phosphorylated transiently by CDK and Cdc5, with this phosphorylation largely
reversed by Protein Phosphatase 2A (PP2A), in its Cdc55-bound isoform, in
metaphase (Shou et al. (2002); Azzam et al. (2004); Ptacek et al. (2005); Queralt
et al. (2006)). Upon entry into anaphase, Esp1 is released from Pds1, allowing
it to form a complex with Slk19 and, together with Zds1/2, downregulate PP2A-
Cdc55 (Sullivan and Uhlmann (2003); Queralt and Uhlmann (2008a)). There is
some debate over the nature of this downregulation, with Rossio and Yoshida
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(2011) arguing that it is a result of exclusion of Cdc55 from the nucleus while
Játiva et al. (2019) posit that phosphorylation of Cdc55 by CDK leads to a re-
duction of phosphatase activity in anaphase. Either way, the result is that Net1
phosphorylation accumulates, allowing Cdc14 to be released throughout the nu-
cleus. The nucleolar proteins Spo12 and Fob1 also contribute to this process
through a poorly understood mechanism (Stegmeier et al. (2004); Tomson et al.
(2009)). It is interesting that CDK activity drops from metaphase to anaphase but
it is in anaphase that CDK activity is required for FEAR. However, there is clear
evidence of this with clb2∆ and clb5∆ mutants as well as a net1-6CDK allele,
in which CDK sites have been mutated, all showing FEAR phenotypes (Azzam
et al. (2004); Manzoni et al. (2010)). FEAR release is transient, if the MEN is not
activated then Cdc14 will return to the nucleolus and the cell will not exit mitosis
(Stegmeier et al. (2002)). The FEAR network is not essential, as demonstrated
by the viability of FEAR mutants such as slk19∆, however these mutants show a
delay in exit from mitosis (Stegmeier et al. (2002)). FEAR and rDNA condensation
appear to be interlinked, as FEAR release aids in segregation of rDNA (Clemente-
Blanco et al. (2009)) but condensation of the rDNA is required for FEAR (de los
Santos-Velázquez et al. (2017)). FEAR release may also be important for other
mitotic events including spindle midzone assembly (Khmelinskii et al. (2007)) and
spindle microtubule stabilization (Higuchi and Uhlmann (2005)), as well acting as
a feedback mechanism to make the metaphase-anaphase transition irreversible
(Holt et al. (2008)).
The MEN
The MEN is responsible for interpreting the signal that the SPoC has been satis-
fied and, as a result, releasing Cdc14 fully into the cytoplasm (Figure 1.4, Weiss
(2012); Scarfone and Piatti (2015); Ibrahim (2015)). At the root of the SPoC is
a distinction between the mother and bud compartments (Figure 1.5). A protein
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kinase, Kin4, localises to the mother compartment (Pereira and Schiebel (2005)),
while another protein, Lte1, localises specifically to the bud (Bardin et al. (2000)).
This leads to the establishment of MEN activating and inhibiting zones (Bardin
et al. (2000); Chan and Amon (2010)). The key switch in the MEN is the small
GTPase, Tem1, whose activity and localization is controlled by the Bub2-Bfa1
GAP (GTPase Activating Protein) complex (Pereira et al. (2000); Caydasi et al.
(2012)). Bfa1 in the mother compartment is phosphorylated by Kin4, forcing it to
turn over rapidly at the SPBs (Caydasi and Pereira (2009)). When an SPB enters
the bud compartment, Bub2-Bfa1 is removed from Kin4 control and localizes sta-
bly at the SPB. Bfa1 is then phosphorylated by Cdc5 which resides at the SPB,
inhibiting its GAP activity (Geymonat et al. (2003)). The result of these modifi-
cations of Bfa1, is that Tem1 is recruited to the SPB, and accumulates its active
GTP-bound form there (Figure 1.5). Lte1 was originally thought to act as a GEF
for Tem1, due to its homology to other GEFs (Shirayama et al. (1994a)) however
it was shown not to act as a GEF in vitro (Geymonat et al. (2009)). Instead Lte1
is thought to act primarily to control Kin4 localization and activity (Bertazzi et al.
(2011); Falk et al. (2011)). Tem1 goes on to recruit the protein kinase Cdc15 to
the SPB (Asakawa et al. (2001)). Cdc15 phosphorylates Nud1, creating a dock-
ing point for the Mob1-Dbf2 (Rock et al. (2013)). Cdc15 then phosphorylates Dbf2
specifically at the SPB, leading to activation of the Mob1-Dbf2 complex (Mah et al.
(2001)), which in turn leads to Cdc14 release. Dbf2 has a paralog, Dbf20, which
can partially play the role of Dbf2 in dbf2∆ cells (Toyn et al. (1991)). The ex-
act mechanism by which Cdc14 is released by Mob1-Dbf2 is not yet understood,
however it is known that Mob1-Dbf2 enters the nucleus (Stoepel et al. (2005)),
phosphorylates Net1 (Ptacek et al. (2005)) and phosphorylates Cdc14 near to its
NLS (Nuclear Localization Sequence), allowing Cdc14 to leave the nucleus (Mohl
et al. (2009)). A recent pre-print (Zhou et al. (2020)) offers clues to the exact
mechanism by which Mob1-Dbf2 promotes Cdc14 release from the nucleolus,
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Figure 1.5: Spatial organization of MEN proteins in a late anaphase cell. Lte1
localizes to the bud compartment, establishing the MEN activatory region, while
Kin4 localizes to the mother compartment, characterizing the MEN inhibitory re-
gion. The dSPB carries MEN-promoting proteins, while the mSPB carries MEN
inhibitors.
suggesting Cdc5 phosphorylation of Net1 targets Mob1-Dbf2 to the nucleolus,
allowing the complex to phosphorylate Net1.
The MEN at the SPB acts as a sensor for spindle alignment. When an SPB
enters the bud, the MEN senses the change in environment from inhibitory to
activatory and converts this signal, through the cascade, into a decision to exit
mitosis.
Localization of the MEN
Nud1 is the main scaffold for MEN proteins at the SPB, the mislocalizing nud1-
2 allele leads to a mitotic arrest with an inactive MEN at restrictive temperature
(Gruneberg et al. (2000)). Gryaznova et al. (2016) used FRET to show that Bfa1
binds to both Nud1 and Spc72, while Kin4 interacts only with Spc72. They also
showed that spc72∆ cells (viable in the W303 background) can exit from mitosis
but lack a functional SPoC. Rock et al. (2013) showed, using a Nud1 phospho-
mutant and crystalization of human Mob1 with a Nud1 peptide, that Mob1 binds
to Nud1 only when Nud1 has been phosphorylated by Cdc15. Bub2-Bfa1 is im-
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portant for localization of other MEN proteins at the SPB, especially Tem1 and
Cdc14 (Pereira et al. (2002)), although a small amount of Tem1 localizes at the
SPB in bub2∆bfa1∆ cells (Caydasi et al. (2012)).
Mitotic kinases and phosphatases
CDK and polo kinase Cdc5, as well as the phosphatases Cdc14 and PP2A play a
role in regulation of mitotic exit. CDK phosphorylation inhibits Cdc15 (Jaspersen
and Morgan (2000)) and Mob1 (König et al. (2010)), this is thought to limit the
activity of the MEN in metaphase, when CDK activity is high. These modifica-
tions are reversed by Cdc14, seemingly leading to a paradox: how can Cdc14 be
released if it is required for its own release?
Firstly, in an unperturbed cell cycle it may be FEAR rather than full scale
Cdc14 release that is reponsible for this dephosphorylation. Yellman and Roeder
(2015) argue that FEAR is limited to the nucleus preventing cross-talk between
the FEAR and the MEN, which acts in the cytoplasm. However, the detectable
delay in mitotic exit signalling seen in FEAR mutants is usually interpreted as
an indication that FEAR plays a role in MEN activation (Stegmeier et al. (2002)).
While fluorescently-labeled Cdc14 is generally restricted to the nucleus during
anaphase, it may be that a small proportion escapes and is sufficient to make
these modifications. Secondly, it can be argued that Cdc14’s role in MEN ac-
tivation is a form of positive feedback that helps to make the M/G1 transition
irreversible.
CDK does not just regulate Cdc15 activity, it also is thought to engage in
a negative feedback loop with Cdc15, preventing their co-localization at SPBs
(Figure 1.5), König et al. (2010)). CDK and Cdc14 also regulate Bfa1; a bfa1-6A
mutant, in which 6 CDK phospho-sites are mutated is SPoC deficient, and the




The role of the polo-kinase, Cdc5, in the regulation of mitotic exit has been
difficult to study due to its many roles in mitosis (Botchkarev and Haber (2017)).
A bioinformatic approach discovered 192 proteins containing Cdc5 consensus
sites and polo-box domain binding sites, including Bfa1, Cdc15, Cdc20, Cdc55,
Cdh1, Dbf20, Esp1, Lte1, Net1, Sic1 and Spc72 (Snead et al. (2007)). In the
absence of Cdc5 activity, cells arrest in anaphase with Cdc14 remaining in the
nucleolus, suggesting that Cdc5 is required for both FEAR and MEN pathways
(Stegmeier et al. (2002); Rodriguez-Rodriguez et al. (2016)). On the other hand,
overexpression of Cdc5 can cause premature Cdc14 release and mitotic exit in
cells arrested in metaphase and in the absence of FEAR proteins (Shou et al.
(2002); Sullivan and Uhlmann (2003)). The primary role of Cdc5 in the FEAR is
thought to be phosphorylation of Net1, alongside CDK (Rock and Amon (2009)).
In the MEN, it has a role in inhibiting Bfa1 (Geymonat et al. (2003)) and also ap-
pears to positively regulate Cdc15 binding at the SPB (Rock and Amon (2011)).
CDK is required for Cdc5 to function in regulation of mitotic exit (Mortensen et al.
(2005); Rodriguez-Rodriguez et al. (2016)). Cdc5 kinase activity remains con-
stant throughout mitosis (Cheng et al. (1998)), which suggested that rather than
acting as a switch, Cdc5 may act as a mitosis specific signal. However, recent
work from the Haber lab suggests that Cdc5 localization is regulated, with Cdc5
restricted to the nucleus in metaphase, before being released into the cytoplasm
in anaphase (Botchkarev et al. (2014)). Although Cdc5 shows an SPB localization
throughout mitosis, Botchkarev et al. (2017) show that it moves from the inner to
outer plaque at the metaphase-anaphase transition. This shows that Cdc5 may
act as an anaphase specific signal for MEN regulation.
Similarly to Cdc5, the role of PP2A in control of mitotic exit has been difficult to
establish. PP2A-Cdc55 has a clear role in the FEAR network, where it prevents
FEAR release by reversing phosphorylation of Net1 until it is removed from the
nucleus (Queralt et al. (2006); Queralt and Uhlmann (2008a)). The alternative
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isoform PP2A-Rts1 also has an established role regulating Kin4 localization at
the SPB (Bertazzi et al. (2011)). Baro et al. (2013) also found evidence that
Bfa1 and Mob1 are substrates of PP2A-Cdc55, arguing that cdc55∆ cells have
an active MEN in metaphase but do not exit mitosis due to CDK inhibition of
Mob1. SILAC screens have identified various residues in Mob1 and Bfa1 with
phospho-regulation that depends on Cdc55 and Rts1 (Baro et al. (2018); Touati
et al. (2019)). However, there is a lack of definitive genetic evidence that PP2A-
Cdc55 regulates the MEN, aside from the established roles. Rossio and Yoshida
(2011) demonstrate with a CDC55-NLS mutant that Cdc55’s role in the FEAR
network depends on its localization. However, Queralt et al. (2006) also show
that PP2A-Cdc55 phosphatase activity in synchronized cell extracts was lower in
anaphase than metaphase. Játiva et al. (2019) propose that Cdc55 activity is
regulated by CDK phosphorylation and show that mutating CDK sites in Cdc55
can change its activity towards Net1. These findings present PP2A as a factor
that generally opposes mitotic exit, helping to restrict it to anaphase.
The extended MEN
Aside from the core MEN proteins, and mitotic kinases and phosphatases, a num-
ber of proteins have been found to play some role in control of mitotic exit. The
AMN1 gene was identified in a screen for synthetic dosage lethality in a cdc5-1
background (Wang et al. (2003)). While AMN1 is primarily expressed in G1-phase
in daughter cells where MEN activity is suppressed, amn1∆ cells were also found
to be SPoC deficient (Wang et al. (2003)). The 14-3-3 protein Bmh1 is also though
to regulate the MEN, playing a role alongside Kin4 regulating Bfa1 localization at
the SPB (Caydasi et al. (2014); Gryaznova et al. (2016)). However, it is worth
noting that subsequent studies disagreed with Caydasi et al. (2014), finding no
SPoC defect in bmh1∆ cells (Falk et al. (2016a)).
Lte1 is known to play a number of roles activating the MEN however it is
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not essential, although lte1∆ cells are cold sensitive. A screen for high-copy
suppressors of lte1∆ cold sensitivity identified the PAK kinase Ste20 (Höfken
and Schiebel (2002)), which has also been shown to drive mitotic exit in
lte1∆kin4∆spo12∆ cells (Caydasi et al. (2017)). Therefore, Ste20 is thought
to act in parallel to Lte1, by targeting Tem1 through a poorly understood mech-
anism (Chiroli et al. (2003)). The cortical proteins Kel1 and Kel2 were found to
precipitate with Tem1 and Lte1 in pull-down experiments (Höfken and Schiebel
(2002)). However, kel1∆ and kel2∆ mutants suppress the cold sensitivity of lte1∆
strains, suggesting they are negative regulators of the MEN. The GTPase Cdc42
and its GEF Cdc24, which are key determinants of cell polarity, function upstream
of Lte1 and Ste20 (Höfken and Schiebel (2002)). In particular, Lte1 is controlled
by Cdc42 through the kinase Cla4, which phosphorylates Lte1, regulating Lte1 lo-
calization and activity (Höfken and Schiebel (2002); Chiroli et al. (2003); Bertazzi
et al. (2011)). Cdc42 and the formin Bni1 have also been shown to regulate asym-
metry of Bub2-Bfa1 localization at the SPBs (Monje-Casas and Amon (2009)).
Although Lte1 and Kin4 are thought of as the key determinants of the MEN-
activating and -inhibiting zones, their localization is controlled indepedently. Kin4
will still localize at the mother cortex in lte1∆ cells, although Lte1 does seems to
be important to prevent Kin4 loading at the dSPB (Falk et al. (2011)). Kin4 activity
and localization is regulated by Elm1 kinase (Caydasi et al. (2010); Moore et al.
(2010)). Elm1 localizes to the budneck and this localization is regulated by septin
dynamics, in particular as regulated by ubiquitin ligases Dma1&2 (Merlini et al.
(2012)). Septins have themselves been implicated in the SPoC, with sep7∆ and
cdc10∆ cells lacking a functional checkpoint (Castillon et al. (2003)). However,
this may be because these septins form a diffusion barrier required to establish
Lte1 and Kin4 localization.
32
CHAPTER 1. INTRODUCTION
Figure 1.6: The three main theories of SPoC regulation. According to the bud
neck microtubule model, astral microtubules interact with the budneck, inhibiting
mitotic exit. The classic zone model posits that the bud is a MEN-activating zone
and that entry of an SPB into this zone activates the MEN. The alternative zone
model reverses the zones, arguing that entry of an SPB into the bud allows accu-
mulation of active MEN proteins at the mSPB.
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Alternative models of MEN activation
Various models of the SPoC have been suggested and are illustrated in Figure
1.6. An early theory, the bud neck microtubule model, proposed that astral mi-
crotubules connecting the SPB to the cytoskeleton interact with the bud neck,
leading to MEN inhibition while the spindle is misaligned (Adames et al. (2001)).
However, recent experiments using multinucleate cells, which can have both mi-
crotubules in the bud neck and an SPB in the bud, suggest that the entry of an
SPB into the bud is the trigger for mitotic exit (Gryaznova et al. (2016); Falk et al.
(2016b)). These experiments lend support to a ‘zone’ model, which posits that the
cell is divided into a MEN-activating zone and a MEN-inhibiting zone. The origi-
nal zone model (referred to as the classic zone model in Figure 1.6) identifies the
bud as the MEN-activating zone and posits that the entry of an SPB loaded with
MEN proteins into the bud leads to MEN activation which then spreads through
the cell (Chan and Amon (2010)). A variant on this model (denoted the reverse
zone model in Figure 1.6) flips the zones suggesting the bud is the MEN-inhibitory
zone (Hotz and Barral (2014)). The idea behind the reverse zone model is that
symmetry of MEN components at the SPB inhibits MEN activation by preventing
accumulation at a single SPB. Entry of an SPB into the bud causes Bub2-Bfa1 to
accumulate at the dSPB, removing it from the mSPB, allowing activation of Tem1
there. However, the reverse zone model has significant issues. The model sug-
gests that asymmetry of Bub2-Bfa1 is necessary for MEN activation. Geymonat
et al. (2009) found that the mutant Lte1-8N protein mislocalizes to the mother
compartment. They found that these cells will exit mitosis with a misaligned spin-
dle – when Bub2-Bfa1 is symmetric – in contradiction of the prediction of the
reverse zone model. Campbell et al. (2020) have recently shown that a single
SPB is sufficient to initiate mitotic exit, disproving the reverse zone model hypoth-
esis. They used the cdc31-2 mutation to generate cells with a single SPB and
showed that in these cells, mitotic exit occurs after entry of the SPB into the bud.
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However, they found mitotic exit is much slower in these cells, demonstrating the
importance of signal amplification at the mSPB.
The MEN outside anaphase
The conventional understanding of the MEN is that its activity is limited to late
anaphase, however evidence that Dbf2 kinase may be active earlier in the cy-
cle has challenged this view (Reviewed in Hotz and Barral (2014)). Dbf2 and
Dbf20 were found to regulate SWI5 and CLB2 mRNA stability, with the activ-
ity of Dbf2 independent of its kinase activity (Trcek et al. (2011)). Dbf2 was
also implicated in regulation of the G1/M transition through phosphorylation of
the arginine methyl-transferase Hmt1 (Messier et al. (2013)). Furthermore, Dbf2
and Dbf20 phosphorylate Kar9 in metaphase, and this modification is required for
age-depedendent segregation of the SPBs (Hotz et al. (2012a,b)). Dbf2 kinase
activity towards calf thymus H1 histone is known to be regulated through phos-
phorylation of Ser-374 and Thr-544 by Cdc15 as well as by interaction with Mob1
(Mah et al. (2001)). Mob1 is phosphorylated by CDK at a number of sites, and
incubation of Dbf2-Mob1 with Clb2-CDK reduces Dbf2 kinase activity towards
the C-terminus of Cdc14 (König et al. (2010)). Therefore, how Dbf2 could act in
metaphase is something of a mystery. One possible resolution is that Dbf2 sub-
strate specificity could depend on its phosphorylation, meaning that Dbf2 activity
towards Hmt1 may be independent of phosphorylation by Cdc15 but not its ac-
tivity towards MEN targets. Another interesting finding is that overexpression of
MOB1 can rescue a dbf2∆ dbf20∆ double mutant (Komarnitsky et al. (1998)),
perhaps suggesting that Dbf2’s MEN promoting activity may be independent of
its kinase activity.
Beyond mitotic exit, the MEN has been shown to play a role in the execu-
tion of cytokinesis (Reviewed in Juanes and Piatti (2016); Tamborrini and Piatti
(2019)). Release of Cdc14 initiates cytokinesis (Sanchez-Diaz et al. (2012)), and
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so clearly a major contribution of the MEN to cytokinesis is through the liberation
of Cdc14. However, there is evidence that MEN proteins play a role independently
of Cdc14. An early indicator of this role was the discovery of a CDC15 allele that
is competent in MEN activation but fails to accomplish cytokinesis, leading to the
formation of cell chains (Jiménez et al. (1998)). A similar phenotype is seen in
net1-1 GAL1-UPL-TEM1 cells which can release Cdc14 in the absence of MEN
activity (Lippincott et al. (2001)). Dbf2 displays a clear bud neck localization in
telophase, and this localization depends on other MEN proteins (Frenz et al.
(2000)). This localization is functionally relevant, as Dbf2 phosphorylates pro-
teins involved in cytokinesis such as the chitin synthase Chs2 (Oh et al. (2012)).
Tamborrini et al. (2018) went further to show that localization of MEN proteins
at the SPB is important for cytokinesis. Overexpression of the ubiquitin ligase
DMA2 prevents proper cytokinesis without impairing mitotic exit, again forming
cell chains (Merlini et al. (2012)). Tamborrini et al. (2018) showed that Dma2
ubiquitinates Nud1 and suggest this impairs localization of MEN components at
the SPB. They further show that the growth defect caused by overexpression
of DMA2 can be rescued by forced interaction of Cdc14 with Nud1. While the
roles of Cdc14 at the budneck are well documented (Kuilman et al. (2015)), it
is currently unclear exactly how MEN activity and Cdc14 at the SPB contribute
to cytokinesis. However, it is established that localization of Dbf2 at the SPB is
necessary for its activation before it performs its necessary function in the nu-
cleus. It seems likely that the role of MEN proteins during cytokinesis requires
prior activation at the SPB too.
Mitotic oscillators
Cdc14 has been observed engaging in cycles of release and re-sequestration
(Lu and Cross (2010); Manzoni et al. (2010)). These oscillations are observed
in cells expressing CLB2dB∆, a non-degradable mitotic cyclin. These oscilla-
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tions are thought to result from a Cdc5-Cdc14-Cdh1 feedback loop. Cdc14 is
released through the usual MEN pathway which requires Cdc5 activity. Cdc14
activates Cdh1 by dephosphorylation of CDK sites. Cdh1 goes on to target Cdc5
for destruction, leading to MEN inactivation and Cdc14 re-sequestration. This
hypothesis is backed up by mathematical modelling (Vinod et al. (2011)).
1.2.6 Conservation of SPB proteins and function
The SPB of S. pombe
The Schizosaccharomyces pombe SPB shares some characteristics with that
of S. cerevisiae, performing much the same role as a MTOC (Reviewed in Ca-
vanaugh and Jaspersen (2017)). There is a good degree of conservation, with
the S. pombe SPB harbouring orthologs of Cmd1, Cnm67, Nud1, Spc110, Spc72
and Spc42. The S. pombe SPB also duplicates conservatively via a similar mech-
anism involving a half bridge with orthologs of Cdc31 and Sfi1 (Rüthnick and
Schiebel (2016)). However, there are differences in the SPBs of the two yeasts.
The S. pombe SPB does not have the clear tripartite structure that the S. cere-
visiae SPB has, appearing in EM images as an amorphous ellipsoid (Cavanaugh
and Jaspersen (2017)). Furthermore, the S. pombe SPB sits entirely on the cyto-
plasmic face of the NE until the onset of mitosis (Rüthnick and Schiebel (2016)).
The Septation Initiation Network
The Septation Initiation Network (SIN) is a pathway in S. pombe homologous to
the MEN in S. cerevisiae (Reviewed in Bardin and Amon (2001); Simanis (2015)).
As fission yeast have no SPoC, the SIN controls cytokinesis rather than mitotic
exit. Failure of the SIN does not prevent re-entry into the next cycle so cells with
an inactive SIN go through multiple cycles of chromosome duplication and nuclear
division without cytokinesis, leading to elongated, multinucleate cells. Conversely,
37
CHAPTER 1. INTRODUCTION
Figure 1.7: Summary of the organization and function of the MEN (budding
yeast), Hippo (mammals) and SIN (Fission yeast) pathways. Reproduced from
Simanis (2015)) with permission of The Journal of Cell Science.
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an overactive SIN leads to the formation of multiple septa. The SIN pathway
is highly similar to MEN, and comparative approaches have been fruitful. For
example, it was through comparison with the S. pombe gene byr4 that the S.
cerevisiae gene BFA1 (Byr-Four Alike) was discovered (Song et al. (1996); Li
(1999)).
The close similarity between the pathways makes them an interesting study in
how signalling networks are adapted through evolution to different purposes. The
phosphatase clp1 (also known as flp1) is an ortholog of S. cerevisiase Cdc14,
and similarly is retained in the nucleolus during interphase. Much like Cdc14,
clp1 seems to engage in a positive feedback loop with the SIN, however its role
appears to be limited to cytokinesis and it is not essential for viability (Cueille
et al. (2001)). The SIN also localises to SPBs and, intriguingly, it does so in an
asymmetric manner. However while in S. cerevisiae the asymmetric localization
of proteins at the SPBs mirrors the asymmetric morphology of the cell, S. pombe
cells are symmetric.
Mitotic entry and the SPB
While mitotic exit is not controlled from the SPB in S. pombe, mitotic entry is
controlled there (Reviewed in Arquint et al. (2014)). Localization of S. pombe
polo kinase, plo1, or CDK at the SPB is sufficient to drive mitotic entry (Grallert
et al. (2012)) and mislocalizing cyclin mutants can prevent mitotic entry (Basu
et al. (2020)).
Eukaryotic centrosomes
The MTOC of higher eukaryotes is the centrosome. Although morphologically
distinct from the SPB, centrosomes share some features with SPBs. A number of
SPB components are conserved in human centrosomes, including Cdc31, Cmd1,
Sfi1, Spc72, Spc110 and Nud1 (Jaspersen and Winey (2004)). The γ-TuSC struc-
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ture responsible for microtubule nucleation is also conserved in humans, although
other eukaryotes also have a larger complex, the γ-TuRC (γ-Tubulin Ring Com-
plex) (Fu et al. (2015)). Centrosomes also duplicate conservatively, although via
a different mechanism to SPBs (Fu et al. (2015)). Age-dependent segregation
of centrosomes has been observed in the developing mouse brain, where asym-
metric divisions are coupled with centrosome fate (Wang et al. (2009)). Defects
in centrosomal behaviour have also been linked to human disease, the human
protein ASPM localizes to centrosomes, and mutations in this gene are strongly
associated with microcephaly (Fu et al. (2015)). Cancer cells frequently display
increased numbers of centrosomes, but whether this is a cause or consequence
of cancer is unclear (Nigg (2006)). Recent research has shown that centrosome
overduplication can drive tumorigenesis (Levine et al. (2017), reviewed in Bose
and Dalal (2019)).
The Hippo pathway
The MEN is an example of a type of signalling pathway with deep evolutionary
roots (Weiss (2012)). These pathways, known as Mst/hippo or Ndr/LATS systems
are conserved throughout Eukaryota. The mammalian Hippo pathway is another
example of this signalling structure and contains orthologs of many MEN proteins,
including Cdc15, Mob1 and Dbf2. The Hippo pathway controls cell proliferation
and is important to restrict growth in adult organisms; Hippo mutants often display
uncontrolled organ growth (Meng et al. (2016)). Perhaps unsurprisingly, the Hippo
pathway is often disregulated in cancer (Harvey et al. (2013)). Orthologs of Cdc14
exist in humans, and overexpression of these proteins leads to defects in mitosis,
however they are not thought to be controlled by the Hippo pathway (Queralt
and Uhlmann (2008b)). LATS1/2 and NDR1/2, mammalian homologs of Dbf2
and Cdc15, are found on centrosomes, with NDR1/2 thought to play a role in
centrosome duplication (Hergovich et al. (2008)).
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1.3 Systems approaches to cell biology and genet-
ics
Systems biology encompasses any approach to understanding living organisms
as complex, interconnected systems (or parts of such systems). As such, sys-
tems biology is primarily a response to a reductionist view of biology, positing
that, for example, understanding genes or proteins in isolation is not sufficient to
understand a cell. In a famous essay, Lazebnik argued that cell biology can be
compared to fixing a radio (Lazebnik (2002)). The radio can be taken apart and
each wire, transistor and button analyzed independently for its function, as biolo-
gists do. However, an engineer would reconstruct the wiring diagram of the radio,
focussing on the connections, rather than the components.
Systems biology uses mathematical and computational concepts to build the-
oretical frameworks in which to study biology. These approaches can be broadly
divided into the categories of top-down or bottom-up (Gunawardena (2014)). Top-
down approaches embed large experimental datasets into a theoretical frame-
work. An example of this is the budding yeast genome-wide genetic interaction
network (Costanzo et al. (2016)). Alternatively, bottom-up approaches test our
scientific understanding by formalizing a view of a particular process and testing
whether the formal model fits our expectations. An example of this is a mathe-
matical model of the cell cycle such as the Chen model (Chen et al. (2004)). Not
all approaches can easily fit into these categories however, with some relying on
inference from a dataset to build a model before testing its behaviour on unseen
data. In fact, model development is often thought of as an iterative cycle with
alternating stages of model fitting, testing and updating. In this section, I will give
an overview of systems biology approaches to studying the yeast cell cycle.
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1.3.1 High-throughput yeast screening
High-throughput screening is a discovery driven approach to genetics. In such a
screen, a scientist attempts to identify genes involved in a process in an unbiased
way, by systematically testing most of, or the entire, genome. There are 3 vital
ingredients to a high-throughput screen:
1. A systematic collection of mutants, for example the yeast deletion collection
(Winzeler et al. (1999)).
2. A perturbation to be applied to the collection. This may be an additional
genetic perturbation, such as in a synthetic lethality screen (for example
Goodson et al. (1996)) or could be an external condition such as high salt
(Giaever et al. (2002)).
3. A phenotypic measurement, commonly a measurement of growth rate or
fitness.
High-throughput screening is an important tool in systems biology as it can
be used to identify, in an unbiased way, the constituent parts of a system.
High-throughput screening methods were pioneered in yeast, mainly because of
yeast’s genetic tractability. Since the development of CRISPR-Cas9, which has
simplified the genetic modification of mammalian cells, many of these ideas have
been applied to study higher eukaryotes (Reviewed in Shalem et al. (2015)). Un-
biased approaches like screening are particularly important in complex systems.
For example, when the yeast sequencing project was completed, researchers
were surprised to learn that the majority of predicted ORFs (Open Reading




Genetic and Synthetic Physical Interactions
The study of single gene deletions has been remarkably fruitful. Since the yeast
deletion collection was release in 1999 (Winzeler et al. (1999)), it has been used
in over 1,000 genome wide screens (Giaever and Nislow (2014)) and has even
been sent into space (Nislow et al. (2015)). However, more insight can be gained
by testing pairwise combinations of loss-of-function mutants (often using tem-
perature sensitive alleles of essential genes) (reviewed in (Baryshnikova et al.
(2013)). These Genetic Interaction (GI) screens aim to identify combinations of
genes which are more (or less) sick when lost together than either is individually.
The most comprehensive of such studies is that of Costanzo et al. (2016), which
tested the fitness of ∼ 23, 000, 000 double mutants, identifying nearly a million
genetic interactions. To achieve this required the development of robot-assisted
protocols to perform the experiments and sophisticated statistical analysis to test
for significance (Baryshnikova et al. (2010)). However, in its essence, this ex-
periment resembles many other yeast high-throughput screens, using Synthetic
Genetic Arrays (SGA) to cross libraries of loss-of-function mutants together and
imaging colony size to estimate growth rate.
Since the first genetic interaction screens in yeast, the results have been or-
ganised as genetic interaction networks. However, genetic interactions can oc-
casionally be misleading as an indication of shared function. A better measure
of this relation is actually the correlation between the interaction profiles of two
genes which can be used to construct a Genetic Interaction Similarity (GIS) net-
work (Tong et al. (2004)). If we consider an arrayM , whereMi,j gives the strength
of the genetic interaction between gene i and gene j, then each row Mi, is a vec-
tor showing the different genetic interactions of gene i. The correlation between
these rows can then be used to define an appropriate level of similarity. For exam-
ple, Costanzo et al. (2010) included edges between genes in their GIS network
when the Pearson correlation coefficient between genes exceeded a threshold of
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Figure 1.8: GIS network showing regions of the network associated with spe-




0.2. In this representation, regions of the network can be associated with specific
cellular functions (Costanzo et al. (2010)). These GIS networks have lead to a
network-based approach to enrichment analysis, known as SAFE (Spatial Anal-
ysis of Functional Enrichment) (Baryshnikova (2016); Usaj et al. (2017)). Note
that GIS networks do not necessarily overlap with physical interaction networks,
although the hubs of these networks tend to overlap (Costanzo et al. (2010);
Baryshnikova et al. (2013)).
Synthetic Physical Interaction (SPI) screens test the effect on fitness of pair-
wise protein fusions (Ólafsson and Thorpe (2015)). This is achieved by intro-
ducing a gene tagged with GFP-Binding Protein (GBP) (Rothbauer et al. (2007))
into a library of strains expressing genes tagged with GFP (Huh et al. (2003)).
Tkach et al. (2012) identified a subset of the Huh et al. (2003) library consisting of
GFP strains that had a discernible GFP signal, and it is the library of Tkach et al.
(2012) that is often used for SPI screens. By introducing the GBP-tagged gene
on a plasmid, a rapid high-throughput plasmid transfer protocol called Selective
Ploidy Ablation (SPA) (Reid et al. (2011)) can be used, avoiding the need for the
use of slower SGAs. The SPI methodology was originally developed to study
regulation of the kinetochore (Ólafsson and Thorpe (2015, 2016)). Berry et al.
(2016) have also used the method to study the effects of protein re-localization to
different regions of the cell, although the SPB was not included in this study.
1.3.2 Mathematical modelling of cell biology and genetics
Mathematical models are a key component of systems biology, but why is this?
Firstly, while our intuition is an important tool to understand biological systems,
such systems can display counter-intuitive behaviour (Tyson (2007)). An example
of this is seen in the behaviour of scaffolded signalling pathways. A scaffold
can increase the rate of reaction between two interacting proteins, for example a
kinase and substrate, and so our intuition states that more scaffold will increase
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the rate of phosphorylation. This is true for concentrations of a scaffold up until a
threshold, at which point increasing scaffold concentration will actually slow down
the reaction. This is predicted by models of scaffolded reactions (Levchenko et al.
(2000)) and has been verified experimentally (Whitaker et al. (2012)). Secondly,
as Lazebnik argues, it may be that quantitative rather than qualitative details may
be fundamentally the origin of disfunction (Lazebnik (2002)). If we wish to develop
medical interventions to cancer, for example, we may need to understand how
mutations affecting the quantitative behaviour of proteins feed into behaviour of
the system. Finally, biological systems are complex, meaning that it is difficult
for humans – but not computers – to keep track of all the moving parts (Brenner
(1999)). The yeast genome contains 6,000 genes while humans are estimated
to have at least 20,000 protein-coding genes (Salzberg (2018)). Understanding
how each of these genes work together is certainly beyond any human mind and
may well be beyond computer technology. However, computers can keep track
of many more variables than a human can and are therefore an important tool in
combating this complexity. A key aim of modern biology is to bridge the genotype-
phenotype gap and computational models will be required to meet this aim.
A number of different modelling formalisms have been developed. I will de-
scribe and contrast two of the most commonly used formalisms before giving a
brief overview of the wider field of methods.
Ordinary Differential Equations
Systems of Ordinary Differential Equations (ODEs) are the most widely used for-
malism. An ODE model is created from a set of chemical reactions, for example
phosphorylation of a substrate, S, by a kinase, X:
X + S
k1 XS




This can then be transformed into a set of ODEs using the law of mass action:
d[X]
dt











In these ODEs, we track the evolution of the concentration of each species over
time. While mass action is a simple, linear assumption it requires the inclusion of
intermediate states (here XS). In some cases the ODE system is simplified by







The advantage of this formulation is that systems of ODEs are well studied math-
ematically in the field of dynamical systems theory (see the textbook of Strogatz
(2001)). Smaller systems of ODEs can be analyzed analytically, and desirable
behaviours such as self-sustained oscillations or bistability identified. A toolbox
of ‘motifs’, small ODE systems with well characterised properties, has been de-
veloped over time and often even large systems can be understood by breaking
them down into their constituent motifs (Reviewed in Tyson et al. (2003); Tyson
and Novák (2010)). Conversely, new systems can be designed by combining
these motifs (for example Perez-Carrasco et al. (2018)). Furthermore, even large
systems can be easily simulated computationally, and many tools exist to do this.
While ODEs are widely used in systems biology, they have limitations. Firstly,
they are deterministic, while biological systems often display stochastic be-
haviour. This is a fundamental limitation of ODE models, however such systems
can easily be translated into stochastic frameworks. A mass action ODE sys-
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tem may be simulated with the Gillespie algorithm, which treats the system as a
Markov jump process (reviewed in Warne et al. (2019)). Alternatively, for larger
systems the chemical langevin equation may be used to generate Stochastic Dif-
ferential Equations (SDEs) (Wilkinson (2009)). ODEs can be thought of as rep-
resenting the evolution of the mean of a stochastic system. As many biological
assays measure the bulk behaviour of cells, rather than single cells, a determinis-
tic model can often accurately describe biological data. However, there are occa-
sions when only a stochastic model will suffice. Furthermore, as ODEs measure
concentrations, they assume a well-mixed chemical solution. This is often appro-
priate but in some cases, especially when copy numbers are low, this assumption
can break down (Warne et al. (2019)). This is often a problem when modelling
protein translation, as mRNA numbers are often much lower than protein numbers
(Elowitz et al. (2002)). An additional limitation of ODE models comes from the ex-
plicit representation of all species. If we were to model formation of a complex
of n components, there are 2n possible intermediate sub-complexes which would
all have to explicitly represented. This is a particular issue for models of large
complexes or prions. Finally, ODE models require a large number of parameters
and their behaviour can depend critically on these parameters. An ODE model
requires a rate parameter for each chemical equation and an initial condition for
each species. As these parameters often cannot be measured in vivo, they must
be inferred, which can be impractical for large models. Tyson and Novák (2020)
describe this as the ‘curse of parameter space’. They point out that for a model
with 100 parameters, testing 10 values for each parameter would require more
simulations than there are atoms in the universe.
Logical Models
Logical models were first formulated in the 1960s and 1970s to describe gene
regulatory mechanisms (Kauffman (1969); Thomas (1973)). At first the interest
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Figure 1.9: Summary of a simple logical model. A: A 4-node logical model, with
a single input (G4). B: The logical rules describing the regulation of each node.
Note there is no rule for node 4 as it is an input to the model. C: The truth table
of the model, when the input is switched off. D: The STG of the model under an
asynchronous update scheme. Each node here represents a state of the model.
The two isolated subgraphs correspond to the two possible values of the input
node. Note how more than one edge leads out of some nodes, depending on
which node is updated first. The steady state of the model is highlighted in yellow.
E: The STG of the same model under a synchronous update scheme. Note how
a single edge leads out of each node. Adapted from Abou-Jaoudé et al. (2016)).
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was mainly in the properties of random networks, and their use in modelling spe-
cific systems is more recent (Bornholdt (2008)). A logical model can be thought of
as a process on a network (Reviewed in Albert and Thakar (2014); Abou-Jaoudé
et al. (2016); Barberis et al. (2017)). In this network, nodes are genes and reg-
ulatory mechanisms (either activation or repression) are represented by signed
(positive or negative), directed edges between nodes (Figure 1.9A). Genes are
considered to be in one of two states: either ON (1) or OFF (0). Then from a given
state of the network, time is advanced in discrete steps, with the following state
of the model depending on the currently active nodes. Nodes whose activators
are active or inhibitors are inactive will become or remain active and vice versa.
When a node has multiple in-edges, the model must specify a rule describing
how the different kinds of regulation interact (Figure 1.9B). These rules are gen-
erally described in terms of formal logic (for example A =!B&C), which is the root
of the name. These rules can also be understood through a truth table, which
enumerates the outcome of each rule under each of the possible states of each
node (Figure 1.9C). Generalized logical models allow nodes to take any discrete
number of states, while models as described above, in which nodes take only 2
states, are called Boolean models. Logical models can also be used to model
signalling networks which function through post-translational modification, rather
than transcriptional regulation. In these models, the nodes are proteins and their
activity represents the state of the majority of molecules in the cell.
As there are only a finite number of states of a logical model, and the se-
quence of states is specified deterministically then, by the pigeon-hole principle,
the sequence must eventually either fall into a steady state or a cycle. These are
called the attractors of the model. There must be at least one attractor of the
model but there may be many more, with the choice of initial state determining
which attractor is reached. The behaviour of the model can be summarised in a
State-Transition Graph (STG, Figure 1.9D&E). The STG is a network where the
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states of the model are the nodes with arrows showing the transitions. Attrac-
tors are represented in the STG as the regions of the graph which, once entered,
can never be left. Mathematically speaking, these are known as the strongly-
connected components of the graph – regions in which for every node, there is a
permissible path to every other node. Identification of attractors is a difficult prob-
lem and two different approaches currently exist. Exhaustive approaches based
around construction or sampling of the STG are common (Garg et al. (2008)),
and refinements such as the introduction of Hierarchical Transition Graphs have
been suggested (Bérenguier et al. (2013)). An alternative approach to attractor
identification relies on the computational theory of model checking (Abou-Jaoudé
et al. (2016)).
Update Schemes In the process described above, all the nodes are updated
at every time point simultaneously. This is known as the synchronous update
scheme. While such an update scheme is very simple to describe and simu-
late it is also unrealistic. This is because in any set of biochemical reactions,
some threshold will be overcome first. Asynchronous update schemes, in which
nodes are updated individually, are therefore more realistic. Deterministic asyn-
chronous update schemes, in which nodes are updated in a pre-specified or-
der exist, however stochastic asynchronous update schemes are more common.
These schemes may be uniformly random, with the next node to update being
chosen uniformly at random or sometimes include priority classes of nodes which
are more likely to be picked. While steady states identified under the synchronous
update scheme are still steady under the synchronous scheme, cycles may be-
have differently when using an asynchronous scheme. In fact, cycles which rely
on more than one node changing at each step are frequently lost when moving
from a synchronous to asynchronous update scheme. An STG can also be con-
structed for a model using an asynchronous update scheme, however multiple
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edges may emanate from each node, as the sequence of states is no longer de-
terministic (Figure 1.9D). Due to the complexities of analysing the STG, a Monte-
Carlo or simulation based approach is common to analyse the behaviour of asyn-
chronous networks.
In addition to the synchronous and asynchronous update schemes, a contin-
uous time variant was developed by Stoll et al. (2012). In this framework, each
node is updated at random intervals, whose frequency is determined by a rate
parameter. Therefore, the order in which the nodes are updated is random, as
with an asynchronous model. But in contrast with a traditional asynchronous up-
date scheme, the timing of these transitions can be determined, meaning that
conclusions relating to timing can be drawn from the logical model.
The continuous time update scheme is the closest representation of the bio-
chemical processes, as it can produce time-resolved trajectories. However, it
requires the specification of numerical rates, leading to the issues of parameter-
fitting that occur with ODE models. This is a serious drawback although it is worth
noting that some features of the logical model, such as the steady states will not
depend on these parameters, unlike an ODE model. The asynchronous update
scheme is the next most-realistic scheme and can represent the trajectories lead-
ing to a steady state. The synchronous scheme is not very realistic however it is
useful to find steady states, which are independent of update scheme.
Representing complexes The formation of protein complexes is an important
aspect of post-translational modification and so it is important to consider how
they are represented in logical models. There are two approaches, which are
illustrated in Figure 1.10 for a bipartite complex formed between proteins A and
B which regulate a third protein C. The “explicit" representation includes a node
representing the complex itself (“A-B"). The “implicit” representation does not
have this node but instead uses the rule for the C node to express the requirement
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Figure 1.10: Explicit and implicit representations of complexes in logical models.
The explicit representation uses a separate node “A-B” to represent the presence
of the complex made up of protein A and B. In the implicit representation, this
behaviour is subsumed into the rule for the downstream target, C.
for the complex. Both of these approaches are established in the literature, for
example Münzner et al. (2019) use the explicit representation while Chasapi et al.
(2015) use the implicit representation. While the explicit representation is a more
complete representation of biological knowledge, it creates additional nodes and
has the potential to contribute to the problem of combinatorial explosion. For this
reason, I use the implicit representation in my model.
Stochastic logical models There are a number of modifications to logical mod-
els that can be made to introduce stochasticity. The first and most basic is just
the randomisation of initial conditions. Asynchronous random update schemes
are a more profound way to introduce stochasticity into the network. While this
can change the dynamics of the network relative to a synchronous scheme, the
behaviour of the network still depends deterministically on the update rules. More
drastic changes to the logical modelling framework have been suggested. In one
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Figure 1.11: The ’infinite nonlinear approximation’ of a dose response curve.
approach, at each update stage there is a small chance for each node to be
flipped at random (Qu et al. (2002)). In another approach, a continuous variable
is assigned to each node that varies according to an ODE, while the behaviour
of the node with respect to the rest of the network is still limited to discrete val-
ues (Bornholdt (2008)). Noise can be introduced to the system by addition of a
noise term to each of the ODEs. Probabilistic Boolean networks include multiple
update rules for each node, with a specific rule chosen randomly at each update
step according to pre-defined probabilities (Shmulevich et al. (2002)).
Logical vs ODE models The logical modelling formalism offers some advan-
tages relative to ODEs. They are very quick and computationally efficient to simu-
late, even when simulated stochastically, which is notoriously slow for large ODE
systems. Logical models generally have no parameters, instead the dynamics are
determined by the structure of the network and the update rules. This means they
can be used to investigate the structure of a signalling network directly, without
parameter fitting. Barberis et al. (2017) argue that the lack of fitted parameters
makes logical models falsifiable as they succeed or fail on the back of the net-
work structure rather than any specific parameterization. While the assumption
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that each biochemical species’ activity is limited to one of a small number of dis-
crete states may seem unreasonable, it is actually remarkably similar to the way
that biochemists tend to think about such systems. A typical dose-response curve
is sigmoidal, and can described well by a Hill function, as seen in Equation 1.3.
The logical formalism makes an ‘infinite nonlinear approximation’, that the Hill
coefficient here is infinite, flattening the curve into a rigid ’elbow’ shape (Figure
1.11,Glass and Kauffman (1973); Bornholdt (2008)).
Fisher and Henzinger (2007) distinguish between mathematical and computa-
tional models, identifying ODEs systems as mathematical and logical models as
computational. They make this distinction on the basis of executability: computa-
tional models are essentially instructions on how to simulate a system while math-
ematical models are descriptions of the rules governing such systems. Rather
than viewing ODE systems and logical models as competing viewpoints, they
can be seen instead as complementary approaches. Logical models are fun-
damentally qualitative rather than quantitative, and therefore generally they can
make only qualitative predictions. However, they are an honest representation of
a system for which we know few numerical parameters and can easily scale to
represent very large systems. Systems of ODEs are accurate models of molecu-
lar kinetics and are vital to dissect the dynamic properties of small systems.
Logical modelling tools As the logical modelling community has grown, a
number of tools for the creation, analysis and simulation of logical models have
been created. Many of these are curated by the Consortium for Logical Models
and Tools (colomoto.org). Packages for logical model analysis can be found for
R (BoolNet, Müssel et al. (2010)) and Python (PyBoolNet, Klarner et al. (2017)),
and a dedicated GUI for such tasks is provided by GINsim (Naldi et al. (2009)).
CellNOptR is a package that can be used to train logical models against experi-
mental data (Terfve et al. (2012)). MaBoSS is a set of software that can be used
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for continuous time simulation of logical models, and also has a python package
(Stoll et al. (2012, 2017)). The Odefy toolbox provides tools for automatic gen-
eration of ODE models from logical models (Krumsiek et al. (2010)). Transfer of
logical models between different environments is facilitated by a standardised file
format, the SBML-qual format (Chaouiya et al. (2013)).
Spatial models
Both logical and ODE models are based around an assumption that all proteins
in the cell are well-mixed, so that their concentration is uniform throughout the
cell. However, eukaryotic cells have a number of chambers separated by lipid
membranes (for example, the nucleus) and many proteins are distributed non-
uniformly throughout the cell. When modelling a system where the spatial distri-
bution of components throughout different compartments is important, the stan-
dard modelling tool is compartmental ODEs. In this framework, a separate vari-
able is used to represent the concentration of each species in each compartment.
A logical equivalent of such a modified system has not yet been developed.
The compartmental framework still assumes spatial homogeneity within the
compartment, in cases where this assumption does not hold other spatially-
resolved frameworks must be used. Partial Differential Equations (PDEs) are
a standard tool in applied mathematics to study systems with spatial heterogene-
ity. PDEs have been used to study protein-activity gradients (Kholodenko (2006)),
and are commonly used to study pattern formation at the multicellular level. A log-
ical modelling approach has been used to study similar systems, using the Epilog
tool (Varela et al. (2018)). In this framework, a set of hexagons represents a sheet
of epithelial cells with the state of each cell controlled by a logical model. Neigh-
bouring cells can communicate their state, which acts as an input to the logical
model. This approach is related to earlier discrete models of biological patterning,
including cellular autonoma such as Conway’s game of life (Gardner (1970)). If
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protein copy numbers are low, then agent-based models where the state and lo-
cation of each individual molecule is tracked may be appropriate. However, such
models will become computationally intractable when tracking large numbers of
molecules.
Further modelling formalisms
Apart from the formalisms discussed above, a number of other modelling frame-
works have been developed. When studying metabolism, the standard modelling
framework is the constraint-based Flux Balance Analysis (FBA). Some attempts
to bridge the gap between metabolic and regulatory models have made, for ex-
ample Barberis et al. (2017) propose a hybrid logical-FBA model to investigate
interactions between the cell cycle and metabolism. A number of other hybrid
modelling frameworks have been developed, including ODE systems with some
deterministic and some stochastic variables (for example Ahmadian et al. (2020)),
and ODE systems where some variables are limited to discrete states as in a log-
ical model (for example Singhania et al. (2011)). Petri nets are an alternative
network based, discrete modelling framework (for example Mura and Csikasz-
Nagy (2008)). The above formalisms all suffer from the problem of combinatorial
explosion, resulting from explicit representation of all intermediates. These issues
can be resolved with agent- or rule-based approaches (for example Ibrahim et al.
(2013)).
1.3.3 Models of the cell cycle
Having discussed the major modelling approaches used in cell biology and ge-
netics, I will now provide an overview of their application to the yeast cell cycle.
I will deal separately with two different types of model: whole cell cycle models
and models of mitotic exit.
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Comprehensive cell cycle models
The first comprehensive model of the yeast cell cycle was an ODE model, known
as the Chen model (Chen et al. (2000, 2004)). This model was groundbreak-
ing as not only one of the largest ODE models at the time but also the first to
describe a quantitative model of eukaryotic cell cycle control. This model es-
tablished a paradigm for cell cycle modelling and many subsequent whole cell
cycle models can be seen as “descended” from this model. The original model
has been updated and expanded a number of times, notably in Kraikivski et al.
(2015). Stochastic implementations of the model have been used to establish the
robustness of the cell cycle (Barik et al. (2010)) and to predict the penetrance
of given phenotypes (Barik et al. (2016)). The model has also been expanded
to study the control of cell size both deterministically (Heldt et al. (2018)) and
stochastically (Ahmadian et al. (2020)). Additionally, the model has been used as
the basis to explore new modelling strategies, such as standard component mod-
elling (Laomettachit et al. (2016)) and hybrid SDE-ODE systems (Ahmadian et al.
(2020)), as well as to test out new parameter fitting strategies (Chen et al. (2017)).
The model has also been converted into a generic model of eukaroytic cell cycle
control (Csikasz-Nagy et al. (2006)). These models have been highly successful
at explaining the yeast cell cycle and can reproduce many genetic phenotypes,
as well as playing a key role in developing the cell cycle as a testing ground for
methods in systems biology. However, their treatment of mitotic exit has gener-
ally been coarse-grained. Models such as that of Kraikivski et al. (2015) contain
a MEN module, representing Tem1, Cdc15, Cdc5, Lte1 and Bub2-Bfa1, along-
side Cdc14, Net1 and other cell cycle regulators. However, they do not include
extended MEN proteins and, crucially, do not represent protein localization.
Comprehensive logical models of the yeast cell cycle have also been devel-
oped. The first of these was the model of Li et al. (2004). This model con-
sisted of just the main regulatory connection between 11 key cell cycle regulators
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Figure 1.12: The Li et al. (2004) logical model of the cell cycle. A: Structure of
the network, adapted from Bornholdt (2008). B: The STG of the model, showing
how many different states converge onto the G1 state of the model, adapted from
Li et al. (2004).
and a node representing cell size. However it recapitulated the key features of
the cycle and the authors were able to show that the attractor representing nor-
mal cycle function was remarkably robust to randomization of initial condition,
although other attractors also exist. The model has since been developed, in-
cluding stochastic implementations (for example Zhang et al. (2006)). More de-
tailed models were created by Irons (2009) and Fauré et al. (2009), both of which
include a rudimentary treatment of mitotic exit control. A probabilistic Boolean
network approach was taken by Todd and Helikar (2012), who used the cell cycle
as a system to establish the power of this approach. Despite modelling the en-
tire cycle, all of these networks are reasonably small, with fewer than 30 nodes
(Barberis et al. (2017)). The model of Rubinstein et al. (2013) is significantly
larger, with 67 nodes representing proteins, RNA species and cellular events,
with some taking values in the range {0, 1, . . . 9}. There is a divergence of ap-
proach within logical modelling, with some researchers seeking minimal models
which refine the essence of the system (for example Li et al. (2004)) and others
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favouring extensive models that aim to represent all the players in the system (for
example Rubinstein et al. (2013)). Linke et al. (2017) took the former approach,
building a minimal oscillator from 4 cyclins and testing which network architec-
tures could fit experimental observations. In contrast, Münzner et al. (2019) take
the opposing approach, building a comprehensive model of cell cycle regulation
consisting of 357 components, including proteins, genes, RNAs and explicit rep-
resentation of complexes. The model of Münzner et al. (2019) is an incredible feat
of knowledge aggregation and significant attention is devoted to control of SPB
duplication and separation, and the role of the MEN in Cdc14 control and cytoki-
nesis. In this model, complex formation is represented explicitly, for example a
“Dbf2Mob1Nud1” node represents binding of Mob1-Dbf2 at the SPB. However,
not all localizations are represented, for example Bub2-Bfa1 localization at the
SPB.
These comprehensive cell cycle models are the first steps towards executable
genome-scale models of the cell. While their scale is impressive it undoubtedly
leads to simplification of individual pathways. As a result, even the most detailed
of these models does not represent the mitotic exit pathways to a high degree of
precision. Next, I will discuss models created to investigate mitotic exit specifi-
cally.
Mitotic exit models
The first model built to investigate mitotic exit specifically is that of Queralt et al.
(2006). In this paper, the authors show that downregulation of PP2A-Cdc55 is
the key switch responsible for FEAR and build a simple ODE model to back this
proposal up. The theoretical properties of the model were investigated further in
a follow up paper, which revealed that the mitotic exit transition was underpinned
by two positive feedback loops (Tóth et al. (2007)). The first is a positive feedback
loop between Cdc14 and Cdc15 and the second a double negative feedback loop
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between CDK and APC-Cdh1. This model, known as the Queralt model, has
been subsequently expanded on. Firstly, Vinod et al. (2011) expanded the model
to include more detail on cyclin regulation and Net1 phosphorylation. Importantly,
they were able to recapitulate the cycles of Cdc14 release and sequestration ob-
served by Lu and Cross (2010) and Manzoni et al. (2010). Then Hancioglu and
Tyson (2012) developed the Queralt model along similar lines, focussing on ex-
amining the role of Cdc5 in mitotic exit. They concluded that Cdc5 has multiple
roles but can phosphorylate Net1 alone, leading to Cdc14 disassociation. All of
these models are focussed on the execution of mitotic exit and resetting of the cell
to its G1 state, as opposed to the signalling of the decision to exit from mitosis. As
a result, they generally do not represent the MEN pathway in much more detail
than the comprehensive cell cycle models. None of these models represent the
spatial organization of the MEN at the SPBs. In contrast, a compartmental ODE
model of the SPoC was created by Caydasi et al. (2012). This model represents
the regulation of Bub2-Bfa1 and Tem1 and their interdependent localization in
high detail, and match the model to in vivo measurements of localization. How-
ever, its focus is limited to a small number of proteins and does not represent the
entire network.
SIN models While there are differences between the mechanisms of mitotic exit
control in S. cerevisiae and S. pombe, there are significant similarities between
the SIN and MEN. In particular both are regulated through localization at the SPB.
Therefore, I will discuss the existing models of SIN regulation.
Csikasz-Nagy et al. (2007) created a minimal model of the SIN, splitting the
system between variables representing the “top” and “bottom” of the network,
and embedding this model within a larger model of the S. pombe cell cycle. This
was sufficient to represent to represent wild type and mutant behaviours, such
as deposition of multiple septa in cdc16ts cells. However, this model did not
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take account of spatial organization of the SIN. Bajpai et al. (2013) expand on
the Csikász-Nagy model and represent the localization of SIN components at
the SPB. The SIN localizes asymmetrically at the SPBs, despite minimal mor-
phological differences between them. Bajpai et al. (2013) establish the minimal
requirements for such a system to function, and apply these to the SIN model.
Intriguingly, they found that a full representation of the phosphostate of cdc11
(Nud1 ortholog) is required. This model is capable of representing the behaviour
of many mutants, including double and triple mutant combinations, as well as
other experimental perturbations such as laser ablation of SPBs. Both of these
models use a crude representation of the SIN, differentiating simply between the
top and bottom of the network. In contrast, Chasapi et al. (2015) built a compre-
hensive logical model of the SIN, explicitly representing all of the key regulators
of septation. While they do not represent localization explicitly, they do so im-
plicitly with scaffold proteins required for activation of some proteins, for example
cdc11 (Nud1 ortholog) activates spg1 (Tem1 ortholog). They use multiple nodes
to represent different levels of CDK activity (interphase, early and late mitosis).
Their model has 2 steady states in late mitosis, lining up closely with the asym-
metric pattern of protein localization at the SPB. This model is capable of making
testable predictions, for example the model suggests that septation can be initi-
ated from the cytoplasm when cdc7 (Cdc15 ortholog) is overexpressed.
1.4 Project Aims
The aims of the project are to address the following questions:
1. Which proteins are regulated through interactions with the SPB?
2. How is localization at the SPB used as an aspect of protein regulation?
3. Why does the cell use localization at the SPB to regulate proteins?
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I have addressed Question 1 by performing SPI screens with the SPB, this
is presented in Chapter 3. I have addressed Question 2 primarily by studying
the role of SPB localization in control of mitotic exit. I present a compartmental,
logical model of mitotic exit in Chapter 4. Question 3 is addressed through various
findings from both the SPI screens and the modelling work in both Chapter 3
and 4. Altogether, this project gives a systems-level view of the SPB and how





This chapter is included to specify the details of methods used in this project. It
is written as a guide for an expert in the respective fields to use to reproduce the
work in the project and takes the form of protocols and technical descriptions.
2.2 Yeast & Bacterial Methods
All plasmids are shown in Table 2.1. All GFP strains originate from the GFP library
(Huh et al. (2003), Tkach et al. (2012)). GFP strains with a kar9∆ genotype were
constructed by transformation of strains from this library. All other yeast strains




Table 2.1: Plamids used in this study.
Plasmid Genotype Type Selection Source






CEN LEU/AMP This study
pHT99 (empty plasmid) CEN NAT/AMP P. Thorpe
pHT222 CUP1p-SPC42-RFP CEN LEU/AMP Gift from E.
Herrero
pHT297 CUP1p-SPC42 CEN LEU/AMP This study
pHT575 CUP1p-SPC110-GBP-
RFP
CEN LEU/AMP This study
pHT576 CUP1p-GBP-RFP-
SPC110
CEN LEU/AMP This study
pHT577 CUP1p-SPC110 CEN LEU/AMP This study
pHT584 CUP1p-NUD1-GBP-
RFP
CEN LEU/AMP This study
pHT585 CUP1p-NUD1 CEN LEU/AMP This study
pHT615 CUP1p-SPC72 CEN LEU/AMP This study
pHT616 CUP1p-SPC72-GBP-
RFP
CEN LEU/AMP This study
pHT651 GALSp-NUD1-GBP-
RFP
CEN LEU/AMP This study
Continued on next page
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Table 2.1 – continued from previous page
Plasmid Genotype Type Selection Source
pHT667 CUP1p-nud1-2-GBP-
RFP
CEN LEU/AMP This study
pHT706 CUP1-HTB2-AZURITE CEN NAT/AMP This study
pHT708 CUP1-AZURITE CEN NAT/AMP This study


























Continued on next page
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Table 2.1 – continued from previous page
Plasmid Genotype Type Selection Source















Table 2.2: Strains used in this study.
Strain Genotype Background Source
E224 MATα trp1-1 his3-11,15 leu2-
3,112 ura3-1 RAD5 MET17
ADE2 LYS CEN1-16::Gal-Kl-
URA3




Continued on next page
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Table 2.2 – continued from previous page
Strain Genotype Background Source




T622 MATa his3∆1 leu2∆0 met15∆0
ura3∆0 TEM1-GFP::HIS3
S288c This study
















T724 MATa his3∆1 leu2∆0 met15∆0
ura3∆0 CDC15-YFP:: KAN
S288c This study
T725 MATa his3∆1 leu2∆0 met15∆0
ura3∆0 TEM1-YFP::KAN
S288c This study




Continued on next page
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Table 2.2 – continued from previous page
Strain Genotype Background Source






















MATα ADE2 leu2-3,112 ura3-1
trp1-1 LYS2 SPC110-CFP::KAN
RAD5







Continued on next page
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Table 2.2 – continued from previous page








Yeast were cultured in either liquid media or on solid agarose plates. Liquid media
was shaken at 300rpm. Cultures were incubated at either 23°C, 30°C or 37°C.
Yeast Media
Solid media differs from liquid media by addition of 2% w/v agarose. All media
contains 2% w/v sugar – either glucose, galactose or raffinose. In addition to
sugar, media is an aqeuous solution containing the following ingredients.
• YP 1% w/v yeast extract, 2% w/v peptone.
• Synthetic Complete 109µM adenine sulfate, 95µM L-arginine sulfate,
95µM L-histidine HCl, 229µM L-isoleucine, 457µM L-leucine, 164µM
L-lysine HCl, 134µM L-methionine, 303µM L-phenylalanine, 98µM L-
typtophan, 166µM L-tyrosine, 178µM uracil, 1290µM L-valine, 0.67% w/v
yeast nitrogen base without amino acids (BD, USA).
• Synthetic Complete without ammonium sulfate 109µM adenine sul-
fate, 95µM L-arginine sulfate, 95µM L-histidine HCl, 229µM L-isoleucine,
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457µM L-leucine, 164µML-lysine HCl, 134µML-methionine, 303µM L-
phenylalanine, 98µM L-typtophan, 166µM L-tyrosine, 178µM uracil,
1290µM L-valine, 0.17% yeast nitrogen base w/v (without amino acids and
ammonium sulfate) (BD, USA), 0.1% w/v monosodium glutamate.
• Drop-out synthetic media As synthetic complete, but without a specific
amino acid (or combination). For example, -leu media lacks leucine.
Drugs
The following drugs are added to media to select or counter-select specific geno-
types:
• Hygromycin B Used at 200µg/ml concentration, stock 50mg/ml in PBS
(Roche, Switzerland). Selects for the shHPH gene. Cannot be used in
media containing ammonium sulfate.
• G418 Used at 300µg/ml concentration. Stock 60mg/ml in H20, made from
powder (ChemCruz, USA). Selects for the KAN gene. Cannot be used in
media containing ammonium sulfate.
• Nourseothricin Used at 100µg/ml concentration, stock 200mg/ml in H20,
made from powder (Werner BioAgents, Germany). Selects for the NAT
gene. Cannot be used in media containing ammonium sulfate.
• 5FOA (5-FluoroOrotic Acid) Used at 750µg/ml concentration, stored as
solid powder (Fluorochem, UK). Selects against the URA3 or klURA3
genes. In order to fully suppress the uracil synthesis pathway, 5FOA is
used in synthetic media supplemented with additional uracil, to a final con-
centration of 445µM.
The following drugs are added to media to activate a specific checkpoint:
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• α-factor Used at 3µg/ml concentration, stock 1mg/ml in H20, made from
powder (Peptide Chemisty STP, The Francis Crick Institute, UK). Cells arrest
at the Start checkpoint in G1-phase. Arrest can be verified by checking cell
morphology, arrested cells will develop a “schmoo” morphology with no bud.
Cells can be released by washing twice in sterile H20.
• Nocodazole Used at 15µg/ml concentration, stock 5mg/ml in DMSO, made
from powder (Sigma-Aldrich, Germany). Cells arrest at the SAC checkpoint
in M-phase. Arrest can be verified by checking cell morphology, arrested
cells will appear as “dumb-bell” shaped cells, with a large bud. Arrest is
most effective in YPD media.
2.2.3 Yeast transformations
Yeast were transformed with either plasmid DNA or linear DNA fragments for
homologous recombination using a lithium acetate-based protocol.
Solutions
• TE/LiOAc 10mM Tris-HCl pH7.5, 1mM EDTA, 100mM LiOAc in H20.
• TE/LiOAc-40%PEG 10mM Tris-HCl pH7.5, 1mM EDTA, 100mM LiOAc 40%
w/v PEG3350 (Sigma-Aldrich, Germany) in H20.
Protocol
1. Grow 5ml culture, shaking, overnight, typically at 30°C in YPD.
2. Dilute 500µl of overnight culture in 50ml fresh media and grow for a further
5 hours, until OD600 is roughly 0.6.




4. Spin down cell-suspension at 4000rpm for 5 minutes, resuspend in 600µl of
TE/LiOAc solution.
5. In a 1.5ml Eppendorf tube, mix 15µl salmon sperm DNA solution (Sigma-
Aldrich, Germany), 200-500ng DNA, 200µl cells and 700µl TE/LiOAc-
40%PEG solution.
6. Incubate for 30 minutes, typically at 30°C.
7. Heatshock at 42°C for 15 minutes.
8. If using drug selection - Spin down at 2,500 rpm for 1 minute, resuspend in
1ml fresh media and grow shaking for at least 1 hour.
9. Plate cells, dry fully under a flame and incubate. Colonies should be usually
visible after 2 days.
2.2.4 Yeast genomic DNA extraction
Different protocols were used to extract yeast DNA depending on what the DNA
was used for. DNA used for bacterial transformation was extracted using a
CHELEX-based protocol. DNA used for PCR was extracted using an ethanol-
based protocol.
Solutions
• CHELEX suspension 5% w/v CHELEX (Sigma-Aldrich, Germany) in H20.
This is a suspension and the CHELEX will visibly settle out over time, shake
before use.
• LiOAc/SDS 200mM LiOAc, 1% w/v SDS in H20.
• TE 10mM Tris-HCl pH7.5, 1mM EDTA in H20.
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Protocol for DNA extraction with CHELEX
1. Grow 5ml culture, shaking, overnight.
2. Spin down 2ml culture at 13,000rpm for 1 minute and resuspend in 250µl
CHELEX suspension (shake before use).
3. Move suspension to 1.5ml Eppendorf tube and add 250µl 0.5mm-diameter
glass beads.
4. Vortex suspension for 4 minutes on highest setting.
5. Incubate tube at 100°C in heat block for 2 minutes.
6. Spin down suspension at 13,000 rpm for 1 minutes.
7. Collect top 100µl of supernatant, avoiding cell debris and CHELEX.
8. Repeat spin down and collect top 50µl of supernatant.
Protocol for DNA extraction with ethanol
1. Grow 5ml culture, shaking, overnight.
2. Spin down 200µl of culture at 13,000rpm for 1 minute, resuspend in 100µl
of LiOAc/SDS solution.
3. Incubate at 70°C in heat block for 5 minutes.
4. Add 300µl of 96% ethanol and vortex for 4 minutes.
5. Spin down suspension at 13,000rpm for 3 minutes.
6. Remove supernatant without disturbing the pellet.
7. Add 500µl of 70% ethanol, washing the pellet.
8. Spin down suspension at 13,000rpm for 1 minute.
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9. Remove supernatant with a pipette without disturbing the pellet.
10. Dissolve pellet in TE.
11. Spin down suspension at 13,000 rpm for 30s before use.
2.2.5 Bacterial transformation and plasmid purification
Plasmids were amplified in E. coli before sequencing or transformation into yeast.
Solutions
• LB Amp 1% w/v tryptone, 0.5% w/v yeast extract, 1% w/v NaCl, 100µg/ml
Ampicillin (Sigma) in H20. Optional - 1.5% w/v agarose (for solid media).
• SOC 2% w/v tryptone, 0.5% w/v yeast extract, 1mM NaCl, 10mM MgCl2,
10mM MgSO4, 25mM KCl, 20mM glucose in H20.
Transformation protocol
1. Thaw ElectroMAX DH10B cells (ThermoFisher, USA) on ice.
2. Dilute DNA to 30µl total with 10% glycerol and mix with 15µl cells, move to
cold, 2mm cuvette.
3. Electroporate at 2.5KVm, 200Ω, 25µFd.
4. Immediately add 1ml SOC to cuvette, mix with pipette.
5. Transfer to 5ml tube and incubate for an hour, shaking at 37°C.





Bacterial cultures expressing plasmids were grown in LB Amp media, shaking, at
37°C.
Plasmid purification




1. Grow 5ml culture of all strains, shaking, overnight.
2. Measure OD600 of overnight cultures with spectrophotometer. If necessary,
dilute denser cultures with fresh media so all cultures have roughly the same
density.
3. Using a multi-well plate make 10-times serial dilutions of the cultures.
4. Use a multi-channel pipette to plate these dilutions, dry fully with a flame
and incubate.
5. Grow until control colonies have grown to the same extent. Plates grown
at lower temperature, on less efficient sugars (such as galactose) or with
drugs may take longer to achieve the same amount of growth. Scan plates
when they have grown sufficiently.
2.2.7 Inducible promoters




1. Grow 5ml culture of all strains, shaking, overnight in media containing raffi-
nose sugar.
2. Spin cells at 4,000rpm for 5 minutes, resuspend in 5ml sterile water.
3. Spin cells at 4,000rpm for 5 minutes, resuspend in 5ml media containing
galactose sugar.
4. Grow culture, shaking and monitor for expression of gene. It may take 2
hours to see significant expression and longer to see phenotypic effects.
MET3p induction Protocol
1. Grow 5ml culture of all strains, shaking, overnight in synthetic media sup-
plemented with 2mM methionine to repress the MET3p.
2. Spin cells at 4,000rpm for 5 minutes, resuspend in 5ml sterile water.
3. Spin cells at 4,000rpm for 5 minutes, resuspend in 5ml media containing
10µM methionine (usually -MET media with additional methionine added).
4. Grow culture, shaking and monitor for expression of gene. It may take 2
hours to see significant expression and longer to see phenotypic effects.
2.3 Molecular Biology
2.3.1 PCR and gel electrophoresis
Polymerase Chain Reaction (PCR) was used to amplify small sections of DNA
prior to transforming into yeast or in vitro plasmid construction. DNA primers
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were designed using the SeqBuilder application (DNASTAR, USA), and synthe-
sised by Sigma-Aldrich, Germany. DNA primer stocks were prepared at 20µM
concentration in TE solution.
Solutions
• TAE buffer 40mM tris, 20mM acetic acid, 1mM EDTA in H20.
PCR protocol
Different polymerase mastermixes were used for different types of reaction. For
diagnostic PCRs (to determine genotype after transformation), DreamTaq PCR
mix (ThermoFisher, USA) was used. For preparative PCRs (to transform yeast
cells), Q5 High-Fidelity PCR mix (NEB, USA) was used.
1. For 100µl reaction: 1µl of each primer solution, 1µl of genomic DNA, 47µl
of H20, 50µl of polymerase mastermix. In practice, this was scaled to 20µl
reactions for diagnostic PCRs or 50µl reactions for preparative PCRs.
2. Standard PCR reaction (timing and temperature often optimised for specific
reactions):
(a) 95°C - 5 minutes
(b) 94°C - 30s
(c) 55°C - 30s
(d) 72°C - 1 minute
(e) Return to (b) 29 times
(f) 72°C - 5 minutes
(g) 4°C - indefinitely




PCR products were purified according to the GeneJET PCR Purification Kit pro-
tocol (Thermo Scientific, USA).
Gel electrophoresis
Agarose gel electrophoresis was used to determine the length of linear DNA
fragments. Gels were prepared with TAE buffer and 0.5% electrophoresis-grade
agarose (Invitrogen, UK). GelRed DNA dye was added at 0.1µl/ml to visualize
DNA. Samples were loaded with 10x loading dye into separate wells, alongside
1kb GeneRuler DNA ladder (Thermo Scientific, USA). The gels were run in TAE
buffer on a mini submarine Hoefer HE33 unit (Amersham Biosciences, UK) at
90V for roughly 60 minutes. Bands were visualized by UV illumination using a
ChemiDoc imaging system (Bio-Rad, USA), and images were analyzed with the
ImageLab application (Bio-Rad, USA).
2.3.2 Plasmid construction
Plasmids were constructed through gap repair of linearized plasmids by homol-
ogous recombination either in yeast or in vitro. In either case, the plasmid was
then transferred to E. coli for amplification and sequencing.
Plasmid linearization
To linearize plasmids, 1µg of plasmid DNA was incubated with restriction enzyme
in 50µl of the appropriate buffer at the appropriate temperature (see Table 2.3),
for 1 hour. The linearized DNA was purified according to the PCR purification
protocol and the linearization was verified by gel electrophoresis.
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Table 2.3: Restriction enzymes used in this study.
Enzyme Manufacturer Buffer Temperature
HpaI NEB, USA CutSmart 37° C
NdeI Roche, Switzerland SuRE/Cut H (Red) 37° C
NruI-HF NEB, USA CutSmart 37° C
ZraI NEB, USA CutSmart 37° C
Gap repair protocol in yeast
Gap repair in yeast was performed as the transformation protocol, using 50ng of
linearized plasmid DNA and 50ng of insert DNA.
Gap repair protocol in vitro
Gap repair in vitro was performed according to the NEBuilder HiFi DNA Assembly
Cloning Kit protocol (NEB, USA).
Site-directed mutagenesis
Site-directed mutagenesis was performed according to the Quikchange Mutage-
nesis Kit protocol (Agilent Technologies, USA).
2.3.3 Sequencing
Plasmids and some genomic transformations were verified by Sanger sequenc-
ing. DNA primers were prepared as described for PCR. Sequencing was per-
formed either by the Genomics Equipment Park STP (The Francis Crick Institute,
UK) or by Genewiz (UK) or by Source BioScience (UK). The results were ana-





Cells were imaged with a Zeiss Axioimager Z2 microscope (Carl Zeiss AG, Ger-
many), with a 63x 1.4NA oil immersion lens and using a Zeiss Colibri LED illu-
mination system (RFP=590 nm, YFP = 505 nm, GFP=470 nm, mTurq = 445 nm,
azurite=385nm). Bright field images were obtained and visualised using differ-
ential interference contrast (DIC) prisms. Images were captured using a Hama-
matsu Flash 4 Lte. CMOS camera containing a FL-400 sensor with 6.5 µm pixels,
binned 2x2.
Slide preparation protocol
1. Grow 5ml culture of all strains, shaking, overnight.
2. Dilute 1ml culture in 25ml of fresh media and return to incubator, shaking,
for at least 2 hours. If inducing expression with a conditional promoter, use
media that will activate the promoter.
3. If necessary - spin down 5ml of culture, remove supernatant and resuspend
in 50µ of fresh media.
4. Put 2.5µl of culture onto glass slide, add 2.5µl media containing 1.4% LMP
agarose and pipette up and down. Remove 2.5µl of mixture and cover the
remaining with 22mm cover slip (#1.5 thickness).
2.4.2 Image analysis
Images were analyzed and prepared with the Volocity application (Perkin Elmer





Time-lapse microscopy was used to measure the length of anaphase. Cells were
imaged using a DeltaVision®Elite (GE Healthcare), with a 60x 1.42NA Oil Plan
apochromatic lens and an InsightSSI 7 Colour Combined Unit illumination system
(CFP = 438nm, mRuby2 = 575nm). Images were captured with a front illuminated
sCMOS camera, 2560 x 2160 pixels, 6.5µm pixels, binned 2x2. Time lapse videos
were captured over 2 hours, with images captured at 2 minute intervals.
Imaging chamber preparation protocol
1. Grow 5ml culture of all strains, shaking, overnight in SC media.
2. Dilute 2.5ml culture in 25ml of fresh media and return to incubator, shaking,
for 3 hours.
3. Transfer cells to an agarose cube made from -URA media and allow to dry.
4. Place cube(s) into an imaging chamber and seal with parafilm.
5. Pre-incubate chamber for 1 hour at 30°C.
2.4.4 Time-lapse analysis
Images were analysed using FIJI (Schindelin et al. (2012)), with the Bio-formats
plugin (Linkert et al. (2010)).
2.5 Synthetic Physical Interaction Screening
2.5.1 SPI method
The SPI screening process was performed as described in Ólafsson and Thorpe
(2018). A library of GFP strains is transformed with a plasmid expressing either
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a fusion of a protein of interest with GBP or a control, through a mating-based
method known as Selective Ploidy Ablation (SPA) (Reid et al. (2011)). This
method relies on a Universal Donor Strain (UDS), which has a klURA3::GAL1
promoter adjacent to each centromere. This strain will mate with cells of the op-
posite mating type. When this diploid is given media containing galactose sugar,
the GAL1 promoter will become active leading to loss of the UDS chromosomes.
Haploid cells are then selected for with 5FOA, which counterselects against cells
retaining UDS chromosomes and klURA3 genes.
1. Transform the UDS (E224) with the plasmids of interest.
2. Make ‘lawns’ - plates covered with dense layer of UDS cells.
3. Copy the lawns onto the required number of YPD plates.
4. Copy the GFP library on top of the YPD plates bearing the UDS cells.
5. Incubate these plates for 6 hours, to allow cells to mate.
6. Copy plates onto 2% galactose -leu plates, to select for cells bearing the
plasmid and to induce loss of UDS chromosomes. Incubate for 24 hours.
7. Copy plates onto 2% galactose -leu + 5FOA plates, to select for haploid cells
bearing the plasmid. Incubate for 48 hours.
8. Scan plates with desktop flatbed scanner (Epson V750 Pro, Seiko Epson
Corporation, Japan) at a resolution of 300 dpi.
2.5.2 Basic quantitative analysis of SPI data
Scanned images were analysed computationally to extract measurements of the
colony sizes. The online tool ScreenMill (Dittmar et al. (2010)) was used to per-
form normalisation and calculate Log Growth Ratios (LGRs) and Z-scores by
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comparison of experimental and control colony sizes. Two controls were used
(plasmids expressing GBP or the SPB protein alone) but, as in previous stud-
ies, we found strong agreement between the two and we used an average of the
two values. In some cases, the library contained multiple copies of the same
GFP strain, in these cases data was aggregated by averaging. In the proteome-
wide screens plates were normalised to the plate median while in the validation
screens GFP-free controls were used for normalisation. LGRs were further nor-
malised using a spatial smoothing algorithm as described in Berry et al. (2016).
2.5.3 Mixture model analysis of SPI data
Bimodal normal mixture models were fitted to the smoothed LGR data using the
“Mclust” package (Scrucca et al., 2016). This analysis is anticipated to be made
available as part of a new screen analysis tool “ScreenGarden” being developed
in the Thorpe lab.
2.5.4 Further bioinformatic tools for analysis of SPI screen re-
sults
The GOrilla website (http://cbl-gorilla.cs.technion.ac.il/, Eden
et al. (2009)) was used to perform all gene ontology enrichment analysis. The
“cluster” program (version 3.0, Eisen et al. (1998)) was used to perform hierar-
chical clustering of the SPI data; Java Treeview (Saldanha (2004)) was used to
visualize the results. Clustering was performed using the correlation of the LGRs,
minimizing the average linkage of the clusters. Spatial Analysis of Functional
Enrichment (SAFE) analysis of SPB SPI hits was performed using the Cell Map





R scripts for data formatting and analysis are freely available at https://
github.com/RowanHowell/data-analysis.
2.6 Logical Modelling
2.6.1 Training logical models
The CellNOptR package (Terfve et al. (2012)) was used to train logical models.
CellNOptR employs a genetic algorithm to optimise the model against an array
of experimental data (Saez-Rodriguez et al. (2009)). Starting from the PKN, all
possible combinations of AND gates (up to a maximum number of inputs defined
in the package) are generated and then a given model is defined by an edge-
inclusion vector P ∈ {0, 1}r, where r is the number of possible edges. There-
fore only edges which are included in the PKN are considered during training,
although they can be combined in different logical rules. For any given model,




















where ng is the number of data points, BM are the models predictions and BE
are the experimental data across m readouts, n time points and s experimental
conditions (or mutants). α is a tunable parameter balancing the fit to data and
size penalty terms. ve is the number of inputs per edge and is used to ensure that
AND gates are not penalised more harshly than OR gates, vse is the sum of all ve.
In all instances of model training, I used a set of mutant phenotypes defined by
the steady state localization of Cdc14.
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CellNOptR uses a genetic algorithm to optimise the objective function θ(P ),
taking the following steps:
1. Initialize The algorithm needs a model to use as a starting point, usually
the “full” model P = {1}r.
2. Fitness The algorithm ranks all models by the value of the objective function
and assigns fitness from the ranking.
3. Selection A number of models is selected to continue, based on their fit-
ness.
4. Recombination Individual models mate producing new models where the
vector P is produced from uniform crossover of the parents. Models with
high fitness are selected to mate at higher frequency.
5. Mutation Mutation occurs at random across each of the loci (entries of P)
of the models.
6. Replacement The old generation is replaced by the new, with the fittest
member of the old generation maintained.
7. Stop The algorithm will stop if either a model achieves an objective function
below a given tolerance or the algorithm has been through a given number
of iterations without an improvement to the optimal value of the objective
function.
8. Loop If the stop criteria are not met the algorithm will loop back to 2.
All Prior-Knowledge Networks (PKNs) and phenotype lists were constructed
by hand using Excel (Microsoft, USA). Custom R scripts were written to convert
the hand-written lists to the format required by CellNOptR. Generally, when train-
ing, the scripts were run 100 times in parallel. This was achieved using custom
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Bash scripts to submit tasks in parallel on the High-Performance Computing clus-
ter at the Francis Crick Institute. R scripts were used to collate the results of these
runs and analyze the resulting ensemble of models.
2.6.2 Construction of compartmental logical models
Compartmental logical models
In a compartmental ODE model, the concentration of each protein in each com-
partment is described by separate variables. Similarly in a compartmental logical
model, a node exists for each protein in each compartment it is permitted to lo-
calize to. The state of this node corresponds to whether the protein is present
in this compartment (1) or not (0). In addition to these localization nodes, an
activity node for each protein and each compartment exists to track whether the
protein is active in this compartment (1) or not (0). Activation of the localization
node is a pre-requisite for activation of the activity node. The rules of the network
are then built from an activity network and a localization network. The former
network describes how proteins control each others’ enzymatic activity through
post-translational modifications while the latter network describes how proteins
control each others localization. The resulting network can be expressed as a
logical network, albeit one where each protein appears multiple times for each
compartment. This means that compartmental logical networks are larger than
the underlying networks. If there are n proteins represented in the model and C
compartments, the resulting compartmental logical network has 2×n×C nodes.
Construction of the mitotic exit model
The FEAR network was trained using the CellNOptR package, run 100 times in
parallel. The max inputs per gate was set to 4 as this is maximum permitted
by the package. Activity and localization networks as well as a set of location
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Figure 2.1: Schematic showing how logic gates are expanded to include overex-
pression (OE) nodes and the corresponding logic gate.
specific rules were created in BoolNet format and custom R scripts were used
to generate the compartmental logical model. Briefly, the relevant nodes were
created for each of the permitted locations and then the rules were read in and
distributed across the nodes by creating an edge list. This edge list included
modifications, such as requiring localization to be on for the activity node to be
switched on. Generally, protein activity can only be regulated by proteins in the
same compartment. The exception is the SPB, where proteins that can localize
to the SPB can be regulated by these proteins or, if their regulator cannot localize
to the SPB (for example Lte1), by proteins in the surrounding cytoplasm. The
“Spindle alignment” node controls whether proteins at the dSPB can exchange
with the cytoplasm (“Spindle alignment” = 0) or with the bud compartment (“Spin-
dle alignment” = 1) (see Figure 4.4). All R scripts for logical modelling may be
accessed at https://github.com/RowanHowell/CLM-R.
2.6.3 Simulation of mutant strains
To analyse the phenotypes of mutant strains, we placed all mutations into one of
the following categories:
1. Hyperactive, an allele which is resistant to inhibition and will be active wher-
ever it is localized.
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2. OE, overexpression either by the GAL1 promoter or provision of the gene on
a multicopy plasmid, the protein is present and active everywhere. This high
level of expression a protein can break the usual rules of protein regulation
(see below).
3. KD, (knock-down), a functionally inactive allele, often temperature or ana-
logue sensitive, which is inactive wherever it is localized.
4. Delete or Deplete, either deletion of the protein or depletion via a condi-
tional promoter, localization prevented everywhere.
5. Location or !Location, the forced localization of the protein in one com-
partment or (!) the prevention of that localization.
6. Phosphomutants, phosphomutants represent a re-wiring of the network
and therefore were considered on a case-by-case basis.
Of the above, most are straightforward, however overexpression can have many
effects on protein function, and in some cases the sheer quantity of the over-
expressed protein can alter the wiring of the network, for example activating a
downstream component despite the presence of an inhibitor (Moriya (2015)). To
account for these effects we introduced additional overexpression nodes for each
protein. In the case where a protein activates its downstream components in
a way that could be blocked by an inhibitor, the overexpression node circum-
vents this inhibition (Figure 2.1). However, note that localization of a protein in a
compartment is always a necessary requirement for that protein’s activity in that
compartment. Similarly overexpression of an inhibitor may block the activation of
a protein even in the presence of an activator. The only exceptions to this are
the cases of non-physiological conditions of high Tem1 activity and lack of low
level of Bub2 and Bfa1 activity in models 3 and higher. These modifications were
applied to the edge list described above, and were used to produce a variant of
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the model, usually suffixed “OE”. Similarly, we treated forced localization at the
SPB as equivalent to a local overexpression, so a model variant suffixed “SPB”
included the forced localization nodes needed to model this pertubation.
2.6.4 Attractor analysis
We represented the logical model as a Boolean network, in which each level of ac-
tivity is represented as an individual node, in order to make use of computational
tools designed for Boolean networks. As synchronous steady states are neces-
sarily steady states in an asynchronous setting, all steady states were identified
on the synchronous model. This was performed by solving the satisfiability prob-
lem using the BoolNet package for R (Müssel et al. (2010)), which employs the
PicoSAT solver (Biere (2008)), based on the algorithm of Dubrova and Telsenko
(Dubrova and Teslenko (2011)). In some cases multiple steady states exist for
the same cell cycle stage, in order to determine the phenotype in such situations
we used Monte Carlo simulations of the asynchronous model with nodes chosen
uniformly at random, again using BoolNet functions. Unless otherwise stated all
simulations were performed from the same, physiological initial conditions and
were ran until either steady state was reached, the “Mitotic Exit" node was acti-
vated or the number of timesteps reached 10, 000. All R scripts may be accessed
at https://github.com/RowanHowell/CLM-R.
2.6.5 Continuous time implementation with MaBoSS
We used the MaBoSS package (Stoll et al. (2012)), using scripts developed for
the MaBoSS python package (Stoll et al. (2017)), to perform continuous time
simulations of the logical model. The BoolNet model was converted to MaBoSS
format using the GINsim tool (Naldi et al. (2009)). Rate parameters were fit to
match experimentally determined length of mitosis in bub2∆ and kin4∆ cells,
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Falk et al. (2016a), Table 4.2).
Spindle alignment times were simulated as a Wiener process, using a cus-
tom Python script. A Wiener process W (t) is defined by the following properties
(Durrett (2019)):
1. Continuity W (t) is continuous in t.
2. Independent increments W (t + u) −W (t) is independent of W (s) for s ∈
[0, t).
3. Gaussian increments W (t + u) − W (t) ∼ N(0, u), where N(µ, σ2) is a
normal variable with mean µ and standard deviation σ.
Generally a Wiener process is assumed to start from W (0) = 0, however in this
case I assume the spindle alignment (denoted x(t)) starts from uniformally dis-
tributed initial conditions x(0) ∼ U(−π/2, π/2). Trajectories of x(t) were approxi-
mated using property 3 above:
x(t+ ∆t) = x(t) + n(0, σ2∆t),
where n(0, σ2∆t) is a normally distributed variable with mean 0 and variance σ2∆t,
and σ is a variable representing the speed of the process.
All Python scripts may be accessed at https://github.com/
RowanHowell/CLM-Python.
2.6.6 ODE simulations
Simulations of the ODE model of Caydasi et al. (2012) (BioModels database ID:
BIOMD0000000702) were performed with Copasi (Hoops et al. (2006)), using
the CoRC package for R. Parameters were unchanged from the original model,
except initial conditions which were chosen to match the steady states of the
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pre-alignment model. Forced localization of Bfa1 at the SPB was modelled by
decreasing the off-rate of Bfa1 species by a factor of 1,000.
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Results 1: Synthetic Physical
Interactions with the yeast
centrosome
3.1 Introduction
The SPB is an important signalling hub; physical interaction of signalling proteins
with the SPB is critical for duplication of the SPB and mitotic exit. I wanted to
explore the impact of forcing physical interactions with the SPB. I used the SPI
methodology to induce physical interactions with 5 proteins from different loca-
tions around the SPB. This screening approach allowed me to test the impact
on growth of forced localization at the SPB for over 4, 000 proteins. In reference
to genetic interactions, a SPI is a forced association that results in a significant
growth defect.
I found that the SPB is especially sensitive to forced localization, relative to
other regions of the cell. This lead to issues with the statistical methodology
used to assess the significance of growth defects and detect SPIs. I developed
a novel way to analyze SPI data, using an empirical Bayes approach based on
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mixture models. This methodology allowed me to establish robust definitions of
SPIs and also derive screen-specific parameters to compare the impact of forced
localization to different regions of the cell.
I found that the hits from the Spc42 screen were enriched for nuclear pore
components, and hypothesized that this was due to disruption of SPB copy-
number homeostasis. I screened 80 interactions for aberrant SPB copy-numbers
and identified a number of proteins that reliably induce additional Spc42 foci when
forced to localize at the SPB. Imaging of microtubules in these strains indicate that
these foci nucleate microtubules and otherwise behave as regular SPBs. These
findings have consequences for our understanding of SPB duplication.
I re-screened a number of MEN proteins in a genetic background lacking the
KAR9 gene, in order to detect defects in SPoC maintenance. I found that some
SPIs with Spc72, for example Tem1, were dependent on kar9∆, indicating SPoC
disruption. I also re-screened for SPIs using the temperature sensitive nud1-2
allele, rather than wild type Nud1. I found that some interactions, especially Tem1
and Bfa1, were drastically different using this target protein, suggesting scaffold
specific effects are important at the SPB. I developed an alternative GALSp based
conditional SPI system, and showed that this recapitulates the effects seen in the
original Nud1 screen. I used this system to show that the SPI between Cdc28 and
Nud1 is a result of the sequestration of Cdc28 outside of the nucleus, preventing
mitotic entry.
The bulk of the work in this chapter was published in Howell et al. (2019).
3.2 Synthetic Physical Interaction Screens
Synthetic Physical Interaction screens are a method used to assess the impact of
forcing proteins to associate with another protein (Ólafsson and Thorpe (2015)).
This screening methodology makes use of the strong binding between GBP and
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Figure 3.1: Schematic of the SPI screening process. The top panel shows scans
of a single library plate with the plasmid expressing either Spc42-GBP-RFP (de-
noted Spc42-GBP) or Spc42 (the plate with the plasmid expressing GBP alone
is not shown). The lower panel shows a histogram of LGRs in the screen. Five
strains are highlighted to show the difference in colony size associated with dif-
ferent LGRs. Note that strains with low negative LGRs, such as that shown in
orange are often the results of slow-growing GFP strains, which can register as
having enhanced growth due to plate normalization and proportionally high levels
of measurement error.
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GFP to induce binary fusions between a target protein, tagged with GBP, and a
GFP-tagged protein. Using a library of yeast strains expressing GFP-tagged pro-
teins (Tkach et al. (2012)), the SPI method can be used to test forced interactions
across the proteome. This is achieved using a high-throughput mating-based ap-
proach, known as Selective Ploidy Ablation, to transfer a plasmid expressing the
target protein-GBP fusion into the library (Reid et al. (2011)). The impact of the
forced localization is measured by the Log Growth Ratio (LGR), which is calcu-
lated from the areas of colonies grown with the target protein tagged with GBP
and two controls. These controls are cells expressing either GBP alone or the
target protein in the same GFP strain. A high LGR (generally > 0.4) is indicative
of a growth defect while a low LGR (< −0.4) can indicate a growth enhancement
(Figure 3.1).
A Z-transformation is applied to the data to examine the significance of any
effect on growth. This procedure transforms LGRs to Z-scores, with the set of Z-
scores having a mean of 0 and a standard deviation of 1. In Z-space, the region
(−2, 2) is the 95% confidence interval, assuming normally distributed data. There-
fore a Z-score greater than 2 or less than −2 is considered statistically significant.
3.2.1 Identification of SPI targets
The SPB is spans the nuclear membrane and consists of 3 plaques: the inner
plaque, which faces into the nucleus; the outer plaque facing into the cytoplasm;
and the central plaque bridging the other two (Figure 1.2, Jaspersen and Winey
(2004)). I decided to perform SPI screens with 5 target locations around the SPB:
Nud1, Spc42, Spc72 and both the C- and N-termini of Spc110. The N-terminus
of Spc110 is located on the inner plaque of the SPB, while the C-terminus resides
on the central plaque, along with Spc42. Nud1 and Spc72 lie on the outer plaque.
I chose these targets as representative of different regions of the SPB. Although
Nud1 and Spc72 are both outer plaque proteins I chose to screen with both as
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Figure 3.2: Caption located on next page.
there is evidence that MEN proteins localize to specific scaffolds at the outer
plaque (Gryaznova et al. (2016)). I performed these 5 SPI screens and analyzed
the data using an established automated image analysis pipeline to measure the
colony sizes and calculate colony sizes (Dittmar et al. (2010)). Custom R scripts
were used to handle and rearrange the data. A custom perl script was used
to smooth the data to minimise the effects of plate organisation (Ólafsson and
Thorpe (2015)).
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Figure 3.2: Analysis of SPI screening data. A: Colocalization of query and target
proteins in the Nud1, Spc42, Spc110C and Spc110N screens. A selection of 48
GFP strains were chosen to represent different regions of the cell and a mixture
of strong and weak growth phenotypes. Each strain was judged to have either
colocalization of GFP and RFP at SPB foci or not. In some cases no live cells
were imaged due to slow growth, these strains were removed from analysis. The
60% − 80% colocalization observed in each screen is consistent with previous
studies (Berry et al., 2016). B: Validation of SPB SPI screens. For each GBP
construct, 240 GFP strains were chosen and rescreened at higher density. These
strains were considered to be validated hits if the growth defect measured was
greater than a cutoff determined by GFP-free controls. In each screen, we found
that strains with Z-scores less than 2 met the criteria for validation, suggesting the
cutoff at a Z-score of 2 was overly restrictive. C: Ordered LGRs for each of the
5 SPB screens and 23 screens from Berry et al. (2016), this graph shows only
strains present in the subset of the GFP library used in the SPB screens. The left
hand side of the graph has left-justified values while the right hand side shows
the right-justified values, this is because the regions closest to the edges are the
most informative. The SPB screens, shown in colour, are considerably seperated
from the screens performed with other regions of the cell.
3.2.2 Validation of results
I had assumed that the GFP-tagged proteins would be recruited to the SPB, rather
than the other way around, as a result of the structural integrity of the SPB. I
checked this using fluorescence microscopy. I imaged 48 GFP strains, chosen
to represent SPIs and non-SPIs, different regions of the cell and regulators of
mitosis. Imaging was performed with cells expressing NUD1-GBP-RFP, SPC42-
GBP-RFP, SPC110-GBP-RFP, GBP-RFP-SPC110 and GBP-RFP. I found that
60% − 80% of cells showed colocalization of GFP and RFP consistent with re-
cruitment of the GFP-tagged protein to the SPB (Figure 3.2A). This result is in
keeping with the findings of Berry et al. (2016).
In order to assess the rate of false positives (Type I errors), I validated the
strains with the highest, or lowest (most negative), LGRs. These validation
screens used 16, rather than 4, replicates of each stain. Instead of using an
LGR or Z-score threshold, LGRs were compared with GFP-free controls grow-
ing on the same plate. A total of 240 strains were validated for each SPB-GBP
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construct. For each screen, I validated all strains with a Z-score greater than 2
(∼ 150 per screen), with the remaining strains being chosen from those with a Z-
score just below 2 and strains with Z-score less than −2. The growth enhancers
(Z < −2) were found not to validate at a high rate. These strains are generally
found to be slow-growing, which can lead to inaccuracies when calculating the
LGR (Figure 3.1A). Almost all of the strains, including those with a Z-score be-
low 2, were found to have a significant growth defect relative to GFP-free controls
(Figure 3.2B).
3.2.3 Limitations of Z-score analysis
The finding that interactions that were assigned a Z-score less than 2 were vali-
dated according to the growth defect relative to GFP-free controls suggested to
me that using a threshold of Z = 2 was leading to Type II errors (false negatives)
and excluding interesting results. Applying a Z-transformation assumes that the
data roughly follows a normal distribution. This is a reasonable assumption if
the majority of strains in a screen are unaffected, but as the number of strains
showing a growth defect increases, this assumption will break down. I hypoth-
esised that the SPB was particularly sensitive to forced localization of proteins,
and as a result the Z-score cutoff was too restrictive. I plotted the distribution of
LGRs from the SPB SPI screens against the distributions of 23 previously pub-
lished SPI screens (Berry et al. (2016), Figure 3.2C). The SPB SPI screens show
markedly higher LGRs than the other SPI screens, in agreement with my hypoth-
esis. Therefore, I concluded that Z-scores are not an appropriate tool to assess
the significance of SPIs with the SPB.
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Figure 3.3: Normal and mixture models of the Spc42 SPI screen data. A: A
bimodal normal mixture model fits the data more closely than a unimodal normal
model. B: The two components of the normal mixture model. Component 1 is the
“central” peak, component 2 is the “hit” peak.
3.3 Empirical Bayes approach
In order to overcome the limitations of Z-score thresholding, I developed a novel
statistical model for the SPI data. The raw data from a SPI screen is a set of
LGRs, based on colony sizes. The sizes of genetically identical yeast colonies
are generally assumed to follow a lognormal distribution (see for example Barysh-








If Ei and Ci follow a lognormal distribution, then LGRi should follow a normal
distribution, as it is the difference between two normally distributed variables.
However, the variability in this random variable is derived purely from noise in the
system (for example the number of cells pinned) and observational errors. In a
real screen, there are biological reasons that some strains will grow more slowly
than the average. If we calculate a normal model from the mean and standard
deviation of the LGRs and plot it against the histogram of the data, it is clear that
the data is not normally distributed (Figure 3.3A).
Rather than fitting a uni-modal normal distribution, I reasoned that the data
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could be better modelled by fitting a mixture model of two weighted normal dis-
tributions (Fraley and Raftery (2002)). This approach is similar to the empirical
Bayes approach of Efron (2004), where the prior is inferred from the data, as
here I infer the null distribution. These two distributions represent the distribu-
tion of proteins unaffected by forced localization at the SPB, and the distribution
of the SPIs, whose growth is significantly affected. I used the “Mclust” package
(Scrucca et al. (2016)) to fit the mixture models to the SPI data. This package
uses an Expectation-Maximization approach to fit normal mixture models. The
model fitting process yields 6 parameters: the weights ρ1 and ρ2, the means µ1
and µ2; and the standard deviations σ1 and σ2, which fully define the mixture
model. The structure of the mixture model is shown in Figure 3.3B. The mix-
ture models fit the data much better than the uni-modal normal models, see for
example the Spc42 data (Figure 3.3A).
In order to evaluate whether my mixture model approach is appropriate as a
statistical model of SPI screen data, I fit mixture models to all of the SPB SPI
screens and the 23 screens of Berry et al. (2016). Of these 28 datasets, I found
that 20 fit the data as we expected, with a clear “central” peak, representing the
distribution of unaffected strains, and a “hit” peak shifted to the right. The remain-
ing 8 datasets did not show well defined hit peaks. I defined the fit as a “failure”
if
µ2 < µ1 + 1.5σ1.
This is likely because these screens had fewer hits, as evidenced by the small
number of strains with Z-score greater than 2 (Figure 3.4A). In these cases a
Z-transformation approach may be more appropriate.
The screens of Berry et al. (2016) were performed using the full GFP library
(∼ 6, 000 strains, Huh et al. (2003)) while I used a smaller library of strains with
confirmed GFP fluorescence (∼ 4, 500 strains, Tkach et al. (2012)). The param-
eters of the fitted mixture models were not greatly affected when applied to the
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Figure 3.4: Using mixture models to determine thresholds. A: Dot plot showing
the number of strains with Z-score greater than 2 for each screen. The screens
are split between those where the mixture model identified well distinguished hit
and central peaks and screens where it did not. B: The number of hits by both Z-
score (LZ) and q(x) (Lq,0.5) cutoff for each of the screens where the mixture model
was applicable. The q(x) cutoff has a higher dynamic range than the Z-score and
is better able to distinguish screens with many hits. C: FPR prediction for the
Spc72 screen. The FPR for the screen was predicted from the mixture model
and this prediction is overlaid with estimates of the FPR using binned data from
the validation screen. In this case, the predicted FPR was reasonably accurate,
although the data is quite noisy. The points where the mixture model predicts
20% and 40% FPR are indicated with a dashed line. D: Box-and-whisker plot
showing the difference between measured and predicted FPR at the point where
the FPR is predicted to be 20% across the screens where the mixture model was
applicable. This shows some bias, with the predicted FPR generally higher than
the true FPR but generally achieving an accuracy around ±10%.
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subset of strains used for the SPB SPI screens.
3.3.1 Using mixture models to define cutoffs
Having established that mixture models are an appropriate statistical model for
the SPI screen data, I turned my attention to methods to determine cutoffs.
The genome-wide screen can be thought of as a process of generating LGRs
for genes in the screen. Let us consider how we could simulate this data. I define
the set of hits to be C2 and the non-hits as C1. The elements of each of these sets
will follow a normal distribution and so these sets are referred to either as the first
and second components or the central and hit peaks. First, a gene is designated
to be either a hit or not, this is essentially a Bernouilli variable or weighted coin
flip, where the probability of being assigned a hit is given by the weighting of the
hit peak, ρ2. In other words, a gene Gi has identity Ii, with:
P(Ii = Ck) =
 ρ1, k = 1ρ2, k = 2 .
Then the LGR of the gene LGRi is a normal variable distributed with mean and
standard deviation µ1, σ1 or µ2, σ2, depending on its identity.
A standard method when analysing genome-wide screen data is to calculate
p-values, the probability of a given value or higher being measured, given a null
model. The central peak component of the mixture model is interpreted as de-
scribing the variation in unaffected strains, so this is a natural choice for a null
model. This allows for the calculation of p-values:




where fX(x) represents the Probability Distribution Function (PDF) of the random
variable X. In this case fLGRi|Ii=C1(x) is the PDF of a normal variable with mean
103
CHAPTER 3. RESULTS 1: SYNTHETIC PHYSICAL INTERACTIONS WITH
THE YEAST CENTROSOME
µ1 and standard deviation σ1. These p-values must be adjusted to account for
multiple hypothesis testing, to achieve this I calculated FDR q-values (Benjamini
and Hochberg (1995)). The cutoff for significance of a p-value is usually 0.05, with
a p-value less than this indicating a significant result. Therefore, we may define
a cutoff Lp,0.05 where the adjusted p-value of a measured LGR would pass below
0.05.
The mixture model structure suggests an alternative cutoff definition, based
instead around the probability of inclusion in the hit peak component. I define the
conditional probability of inclusion in component 2 to be






where fLGRi|Ii=C2(x) and fLGRi(x) can be calculated from the fitted distributions.
The metric q(x) can be thought of as the probability that a strain for which we
measure a LGR of x is a hit. A natural cutoff for this metric is then the point at
which the strain is more likely to be a hit than a non-hit, in other words where
q(x) = 0.5. I refer to this cutoff as Lq,0.5. In comparison, we define the LGR that
would correspond to a Z-score of 2 in Z-space to be LZ .
In practice Lq,0.5 is always less than LZ , but the cutoffs were further apart
in screens with more hits (Figure 3.4B). Using Lq,0.5 as a cutoff instead of LZ
increases the dynamic range of hits from 100-250 to 100-700, in the screens
where two peaks could be distinguished. This shows that this cutoff is more
effective as a tool for distinguishing screens with many and few hits.
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3.3.2 Using mixture models to predict validation
I validated the hits from the SPB SPI screens by repeating the screening proce-
dure with more repeats and comparing to GFP-free controls. Validation is impor-
tant to verify key results but can also be used to establish metrics such as the
False Positive Rate (FPR). However, validation uses further resources so it would
be preferable to minimise the number of validation experiments performed. I de-
cided to investigate how my empirical Bayes approach to studying the SPI data
could be used to optimise validation experiments. A SPI is validated if its LGR in
the validation screen is greater than the mean plus two standard deviations of the
LGRs of the GFP-free controls on the same plate. This differs from the definition
of Berry et al. (2016) who used the maximum of the LGR of the GFP-free controls
as a threshold. The probability of validation for a strain with LGR, x in the original
screen is defined to be
pV (x) = P(LGR
V
i > K|LGRi = x).
By conditioning on the identity of Gi and using the law of total probability,
pV (x) = P(LGR
V
i > K|Ii = C1)P(Ii = C1|LGRi = x)
+P(LGRVi > K|Ii = C2, LGRi = x)P(Ii = C2|LGRi = x).
Each of these quantities can be calculated with no further assumptions using the
parameters from the fitted mixture model with the exception of P(LGRVi > K|Ii =
C2, LGRi = x). To calculate this, I further assume that
P(LGRVi > K|Ii = C2, LGRi = x) ∼ Normal
(






where α is a parameter than can be tuned. A key assumption here is that strains
from the hit peak have a “true” LGR greater than 0, for which x is a reasonable
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approximation. This is in contrast to strains from the central peak, which are as-
sumed to have a “true” LGR of 0. This assumption is based on the finding that
validation LGRs correlate with the LGR from the original screen. Another assump-
tion is the choice of α(σ2)
2
4
as the variance of this distribution. The uncertainty in
this measurement derives from both existing noise in the screening system and
batch effects. The term (σ2)
2
4
is based on the measured uncertainty in the original
screen, with the factor of 4 coming from the use of 16 rather than 4 colonies for
these measurements. We find that there is a noticeable “batch” effect, meaning
that the variance between screens is higher than within them and we can tune
the strength of this effect with the parameter α. We found that α = 4 yielded good
results.
If we plot pV (x) against measured data from the SPI screens, we find that
it generally closely matches the measured FPR (Figure 3.4C). Of the 20 SPI
datasets for which the mixture model fit the data well, in 18 screens pV (x) accu-
rately predicted the FPR. The other 2 screens had poor validation rates in gen-
eral. This approach could also be used to calculate SPI thresholds, for example
at the point where the FPR is 20% or 40% (Figure 3.4C). Comparing the true and
predicted FPRs at the point where the FPR is predicted to be 20%, shows that
generally the prediction is accurate (Figure 3.4D). There is a slight bias, with the
predicted FPR on average∼ 5% higher than the true FPR but the overall accuracy
is within ±10% in the majority of cases. This approach could be used to define a
further cutoff, LV,0.2, the point at which a measured LGR has an FPR of 20%.
3.3.3 The SPB is sensitive to forced localization of proteins
across the proteome
I have already demonstrated that the empirical Bayes approach to analysis of SPI
screens has significant advantages with respect to the definition of thresholds
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Figure 3.5: Mixture model parameters. A: Classification of mixture model fit for
each of the 28 screens analyzed. The mean µ2 and variance (σ2)2 of component
2 are good indicators of the success of the model with very low means or high
variances indicative of the lack of a hit peak or poor validation prediction respec-
tively. B: Classification of screen based on fitted parameters calculated using the
subset of GFP strains used in the SPB screen. Each of the screens for which
the mixture model fit was appropriate are plotted according to the proportion of
strains affected (ρ2) and the average strength of these effects (µ2). The SPB
screens Spc42 and Nud1 are positioned in the upper right portion of the graph,
showing that a large proportion of proteins were sensitive to forced interaction
with the SPB and these sensitivities caused significant growth defects.
107
CHAPTER 3. RESULTS 1: SYNTHETIC PHYSICAL INTERACTIONS WITH
THE YEAST CENTROSOME
and prediction of validation experiments. An additional benefit is the calculation
of parameters that can be used to compare screens with different target proteins.
I found that by plotting the variance of the hit peak, σ22, against its mean, µ2, I
could distinguish different behaviours of the mixture model (Figure 3.5). Very low
means and variances were indicative of a failure of the mixture model to identify
distinct peaks while high variances were indicative of poor validation.
I previously hypothesized that the SPB is more sensitive to forced recruitment
than other regions of the cell. I found that, using the Lq,0.5 cutoff, the SPB SPI
screens were among the screens with the most hits (Figure 3.4B). The parameter
µ2 is the mean of the hit peak, so higher values of µ2 can be intrepreted as sug-
gesting that forced interaction with the target protein causes more severe growth
defects. Similarly, ρ2 represents the weight of the hit peak, so higher values of
ρ2 suggest that a greater portion of the proteome is sensitive to forced interac-
tion with the target protein. By plotting screens based on these two parameters,
we can compare the effects of forcing interactions with different target proteins
(Figure 3.5B). The SPB screens sit in the top right part of this graph, demonstrat-
ing that generally the SPB is sensitive to forced association with other proteins.
Nud1 and Spc42 produce particularly severe SPIs (high µ2), while Spc110 causes
weaker SPIs but with a greater proportion of the proteome (high ρ2). Spc72 is less
distinct from other regions of the cell, possibly reflecting the fact that it is a non-
essential gene in the S288C background (Giaever et al. (2002)). Other screens
also had high values of µ2 and ρ2, notably Loa1, Heh2, Sec7 and Sec63, which
are all membrane proteins localising to the ER, golgi or nuclear membrane.
Next I wanted to know whether the SPB screens identified similar hits. I clus-
tered the SPB screens with the 23 screens of Berry et al. (2016), using hierarchi-
cal clustering both by GFP strain and by screen (Figure 3.6). All 5 SPB screens
were clustered together, apart from the other 23 screens suggesting that the set
of hits in these screens are characteristic of the SPB and not other regions of
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the cell. The vertical clustering of strains by their SPI profile also reveals biologi-
cally relevant clusters of proteins. These clusters include the fatty acid elongases
Elo1, Elo2 and Elo3; and the two paralogs of HMG-CoA reductase Hmg1 and
Hmg2, which are all SPIs with SPB components (Figure 3.6). This clustering
also groups protein complexes together, for example the ER membrane protein
complex (EMC) and oligosaccharyltransferase complex (OST) (Figure 3.6). An-
other cluster identified by this analysis consists of proteins that appear to en-
hance growth when forced to interact with both ends of Spc110. However, of the
19 growth enhancers from the Spc110N screen that were re-tested in the vali-
dation screen, none were found to have a reproducible effect enhancing growth.
The likely reason that these strains appear to be growth enhancers in both the
Spc110C and Spc110N screens is that they shared both controls (the GBP-free
control for both screens was a plasmid expressing Spc110). Furthermore, this
cluster is not enriched for any GO terms. Finally this clustering approach allowed
me to identify a set of proteins that were SPIs in many screens (Figure 3.6).
These so-called “frequent flyers” are sensitive to relocalization to any region of
the cell and so are therefore generally not considered of interest when testing for
interactions with a specific region of the cell. The frequent flyers are enriched for
transcription factors and other nuclear proteins, as previously noted (Berry et al.
(2016)).
3.3.4 GO and SAFE analysis
The cluster analysis identified some clusters of related genes that were SPIs with
the SPB. I wanted to gain a comprehensive understanding of the kinds of proteins
that are sensitive to forced localization at the SPB. To achieve this I used GO
(Gene Ontology) enrichment analysis and SAFE (Spatial Analysis of Functional
Enrichment).
The SAFE method superimposes a set of proteins - in this case SPIs from my
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Figure 3.7: SAFE enrichment of hits from SPB SPI screens, visualized using
TheCellMap.org. The S. cerevisiae genetic interaction network was clustered
by density, identifying highly dense regions of space corresponding to shared
function. Regions of space containing high densities of hits from each screen
are highlighted accordingly showing visually which processes the hits from the
screens are related to.
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screens as identified using the Lq,0.5 threshold - onto a genetic interaction similar-
ity profile network (Baryshnikova (2016)). Regions of this network are associated
with specific biological functions so by plotting the areas containing high densities
of proteins from a screen, a picture of the biological functions perturbed by the
screen is formed. I used the online tool thecellmap.org (Usaj et al. (2017))
to perform this analysis and visualize the results (Figure 3.7). There are high
densities of SPB SPIs in the mitotic regulator and transcription factor regions of
the network. Furthermore, for the Spc110 and Spc42 screens there are clusters
of hits in the protein folding, glycosylation and cell wall zones. It is interesting to
note that, while there is some overlap, each screen shows density in some unique
parts of the network. This is especially notable in the cases of Nud1 and Spc72
as well as Spc42 and Spc110C,as these pairs of locations are close within the
SPB. This suggests that some of these interactions are scaffold specific.
In addition to SAFE analysis I used GO enrichment analysis to see which cat-
egories of proteins are enriched in the SPI datasets. I performed this analysis
with the GOrilla tool (Eden et al. (2009)). I used ranked GO analysis, ranking the
genes by the LGRs from the screen, as this approach does not require a thresh-
old. I plotted heatmaps showing significant enrichments for each of the SPB SPI
screens (Figure 3.8 ). Note these heatmaps show just the most relevant cate-
gories, not the entire set of results. The Spc42 screen and both Spc110 screens
were enriched for proteins in the Endoplasmic Reticulum (ER) and involved in
lipid metabolic processes, especially sterol and sphingolipid biosynthesis and
fatty acid elongation (Figure 3.8C). This is interesting as the SPB is embedded
in the nuclear membrane, suggesting these forced interactions may perturb the
composition of the nuclear membrane. There may also be a link to SPB duplica-
tion as deletion of SPO7, a regulator of phospholipid biosynthesis has been found
to suppress the mono-polar phenotype of MPS3 mutants (Witkin et al. (2010)).
I found significant enrichment for the microtubule nucleation process term in the
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Figure 3.8: GO analysis of SPB SPI screens, performed using the entire, ranked
dataset. A: Heatmap of process GO analysis, dark blue tiles represent no signif-
icant enrichment while the lighter colours represent significant enrichment, with
warmer tones representing higher p-values. B: Heatmap of component GO anal-
ysis. C: Heatmap of lipid synthesis process GO terms.
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Nud1, Spc72 and Spc110N screens, which are also the proteins closest to the
sites of microtubule nucleation. All screens, except for Spc42, are significantly
enriched for components of the chromosome and the kinetochore as well as pro-
teins involed in chromosome segregation. Yeast-two-hybrid screens have identi-
fied physical interactions between kinetochore components and the SPB (Wong
et al. (2007)), suggesting these may be physiologically relevant interactions.
The MEN is known to be regulated from the SPB, with Spc72 and Nud1 being
the primary scaffold for MEN proteins (Scarfone and Piatti (2015)). These screens
were enriched for proteins involved in the mitotic cell cycle process. The MEN
proteins Cdc15, Mob1, Dbf2, Cdc14 and, PP2A scaffold subunit, Tpd3, were
validated hits in the Nud1 screen along with Kin4 in the Spc72 screen.
The hits from the Spc42 screen are enriched for components of the nuclear
pore and proteins involved in nuclear pore organization (Figure 3.8). These in-
teractions overlap with known genetic interactions, for example Nup157 was a
SPI with Spc42 and nup157∆ suppresses the spc42-11 mutation (Witkin et al.
(2010)). It has been proposed that nuclear pore proteins play a role in SPB dupli-
cation and insertion so I decided to investigate these results further.
3.4 Synthetic Physical Interactions cause spindle
pole body overduplication
3.4.1 Screen for SPB overduplication
I wanted to know if the growth defect caused by forced localization of nuclear
pore proteins to the SPB was a consequence of SPB duplication errors leading
to aberrant SPB copy-numbers. I decided to use fluorescence microscopy to
screen for interactions causing abnormal number of SPBs. I chose 80 proteins to
screen with the Spc42-GBP-RFP fusion. These proteins included most nuclear
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Protein Database Location Screen LGR Retest LGR
Apq12 ER 1.58 1.46
Crm1 Nucleus 1.23 0.54
Nic96 Nuclear Periphery 1.06 1.20
Nsp1 Nuclear Periphery 0.91 0.36
Nup133 Nuclear Periphery 0.23 0.27
Nup170 Nuclear Periphery 0.19 0.33
Pom34 Nuclear Periphery 0.46 0.77
YDL121C ER 2.40 1.83
YJL021C∗ Punctate 0.74 0.95
YPR071W ER 0.42 0.82
YPR114W ER 2.67 2.01
Table 3.1: Proteins identified in the microscopy screen for proteins that induce ex-
tra SPBs when forcibly relocalized to the SPB. ∗ YJL021C overlaps the originally
identified YJL020C ORF and so has been merged into YJL020C (Brachat et al.,
2003), however the GFP strain shows a punctate fluorescent signal. Database
locations were accessed from yeastgenome.org/.
pore proteins including SPIs, such as Nsp1, and non-SPIs, such as Nup170. I
also included other proteins involved in regulation of SPB duplication, such as
SPIN proteins, and uncharacterized proteins that were hits in the screen.
I used the SPA method to generate strains expressing SPC42-GBP-RFP as
well as one of the query proteins tagged with GFP. I gathered cells to image di-
rectly from the agar plates used for the screen and counted the number of RFP
foci per cell. In some cases, the RFP signal was not limited to the SPBs, for ex-
ample in strains expressing GFP-tagged membrane proteins. However, in these
cases there were still small regions of high RFP signal which were counted as
foci. I identified 11 strains in which cells containing 3 or more foci were observed
(Table 3.1). Although cells suggestive of a mono-polar phenotype were observed,
we could not rule out the possibility of further SPBs due to the slow-folding nature
of RFP (Pereira et al. (2001)).
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Figure 3.9: Representative images of Bbp1, Nsp1, Pom34 and YPR071W -GFP
strains expressing Spc42-GBP-RFP from a plasmid, each showing more than two
RFP foci, interpreted as indicative of overduplication of SPBs. All scale bars are
5µm.
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Figure 3.10: Quantification of SPIs causing additional RFP foci. A: The percent-
age of living cells showing more than two RFP foci, three images were captured
for each strain. Error bars show 95% confidence intervals calculated with the
Clopper-Pearson exact method; p-values were calculated using Fisher’s exact
test. B: The percentage of cells with additional foci against the LGR from the
original SPI screen with Spc42. The two variables show no statistical correlation
(Kendall’s τ = 0.12, Kendall rank correlation test p = 0.59).
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3.4.2 Quantification of SPB overduplication
I found that screening strains directly from the plate meant that only a limited
number of cells could be imaged, especially in already slow growing SPI strains.
Therefore I transformed the 11 GFP strains identified in the screen, along with
the four SPIN proteins, with the plasmid. I could establish colonies of all strains
except CRM1-GFP. I grew these strains in liquid culture before imaging, allowing
larger quantities of cells to be examined. I found cells showing evidence of SPB
overduplication in all of the strains tested. I counted these cells and calculated
the proportion of living cells with > 2 RFP foci (Figure 3.10A). As a control, I
performed the same analysis with a plasmid expressing SPC42-RFP. I found a
statistically significant proportion of cells with extra RFP foci in all strains tested
except Mps2, Nbp1, Ndc1 and YDL121C. In the Mps2-GFP strain I observed
cells with additional RFP foci at a similar level with both the experimental and
control plasmid, suggesting the MPS2-GFP mutation alone causes SPB overdu-
plication. Note that this analysis contains results for the protein denoted by its
ORF, YJL021C, but this ORF was found to overlap with YJL020C, suggesting
this growth phenotype could be in part due to disruption of the YJL020C ORF
(Brachat et al. (2003)).
3.4.3 Forced localization at the SPB can induce SPB overdu-
plication
In the above experiment, I demonstrated that forced interaction between various
proteins and Spc42 lead to cells containing more than 2 RFP foci, suggesting cells
experience SPB overduplication. However, due to the binding between Spc42-
GBP and the GFP-tagged protein, it is unclear whether the RFP foci represent
true SPBs or just accumulations of the Spc42-GBP-RFP fusion protein. In order
to test whether the foci resulting from some of these interactions are true SPBs, I
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Figure 3.11: SPIs inducing formation of multi-polar spindles. Representative mi-
croscope images show spindle morphology in the YFP strains (labeled on left),
expressing SPC42-GBP-RFP, the spindle is labeled by mTurq-Tub1. Multi-polar
spindle are observed in all strains except NUP170-YFP. Scale bars are 5µm.
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Figure 3.12: Venn diagram showing overlap between MEN hits from the Nud1
and Spc72 screens. Hits are defined using the Lq,0.5 cutoff. Note that Kin4 was
automatically excluded from the Nud1 screen data, and Tem1-GFP was found to
be missing from the GFP collection used for screening.
created BBP1-YFP, NUP133-YFP, NUP170-YFP and YJL021C-YFP strains and
introduced an mTurq-Tub1 marker. GBP binds YFP but not mTurq, meaning that
in these strains I could examine the microtubule morphology. I found that each of
these strains, except for NUP170-YFP, showed evidence of multi-polar spindles
(Figure 3.11). This suggests that the RFP foci in these three strains represent
SPBs capable of nucleating microtubules which can participate in spindle forma-
tion.
3.5 Synthetic physical interaction screens with mi-
totic exit network proteins
The MEN coordinates late mitotic events from the SPB (Figure 1.4). Previous
studies have shown that forced localization of MEN proteins at the SPB can
disrupt MEN signalling, either promoting mitotic exit prematurely as with Cdc15
(Rock and Amon (2011)) or inhibiting mitotic exit as with Kin4 (Maekawa et al.
(2007)). MEN proteins localize to the cytoplasmic face of the SPB and physically
interact with both Nud1 and Spc72. I found a significant enrichment for the GO
term “Mitotic Cell Cycle Process” in both the Nud1 screen (p = 9× 10−14) and the
Spc72 screen (p = 3×10−9). Upon inspection, I noticed that several MEN proteins
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were identified as hits in these screens, based on the Lq,0.5 cutoff, and that many
were identified in both the Nud1 and Spc72 screens (Figure 3.12). Glc7 is the
catalytic subunit of the PP1 (Protein Phosphatase 1) holoenzyme. Although PP1
is not currently thought of as a MEN protein, it is known to play a role in control
of mitotic events at the kinetochore in budding yeast and to regulate mitotic exit in
other organisms, including S. pombe (De Wulf et al. (2009)). I decided to include
it in this analysis as a potential as yet uncharacterized member of the MEN.
I was interested to note that Kin4 was a hit with Spc72 and not Nud1. However,
on further inspection I found that Kin4 had been automatically excluded from the
Nud1 screen by the ScreenMill analysis software. Furthermore, I noted that Tem1
was not a hit with either screen. Microscopy of the “Tem1-GFP" strain from our
GFP library revealed that it had been contaminated with another GFP strain. The
library copy showed a GFP signal localised to the cell membrane, rather than the
SPB localization characteristic of Tem1, meaning that Tem1 had effectively not
been tested in the original screen. I constructed a TEM1-GFP::HISMX strain and
used this in the following mini-screens.
Therefore, I decided to perform a mini-screen focussing on MEN proteins,
similar to the validation and nuclear pore screens.
3.5.1 Mitotic exit network mini-screen with Nud1 and Spc72
I assembled a single plate of GFP strains for the mini-screen, consisting of MEN
proteins, some control non-MEN proteins and GFP-free controls. Additionally, I
constructed kar9∆::KANMX versions of the GFP strains by transformation of the
GFP strains. Kar9 is a protein that, in parallel to Dyn1, promotes alignment of
the mitotic spindle with the mother-bud axis. Cells with the kar9∆ mutation spend
considerably longer with a misaligned spindle (Miller and Rose (1998a)). This
means that SPoC mutants, which can exit mitosis with a misaligned spindle, will
be more likely to segregate the chromosomes within the mother compartment,
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Figure 3.13: LGRs from the NUD1-GBP mini-screen for MEN proteins. Each
point shows the LGRs for both KAR9 (x-axis) and kar9∆ (y-axis) strains for the
given GFP-tagged protein. Cutoffs are determined as the maximum of either
KAR9 or kar9∆ GFP-free control strains respectively.
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Figure 3.14: LGRs from the Spc72-GBP mini-screen for MEN proteins. Each
point shows the LGRs for both KAR9 (x-axis) and kar9∆ (y-axis) strains for the
given GFP-tagged protein. Cutoffs are determined as the maximum of either
KAR9 or kar9∆ GFP-free control strains respectively.
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leading to cell death. Therefore, SPoC mutants, such as bfa1∆, which are not
lethal alone, are synthetic lethal with kar9∆ (Pereira et al. (2000)). I reasoned
that if forced localization of some MEN proteins to the SPB interfered with the
SPoC then the growth defect caused by this interaction would be enhanced in a
kar9∆ strain. The plate also includes a kar9∆, GFP-free control.
Unexpectedly, I found that the LGRs of KAR9 and kar9∆ strains were highly
correlated in the Nud1 mini-screen (Figure 3.13). In all cases I tested, proteins
were SPIs with Nud1 in both the presence and absence of KAR9 or neither. Ad-
ditionally, both Tem1 and Kin4, which were not included in my previous analysis,
were revealed to have strong SPIs with Nud1 in this analysis. This mini-screen
demonstrates the strong impact on growth caused by forced interaction of MEN
proteins with Nud1. The fact that no growth defects were enhanced by deletion
of KAR9 indicates that either no forced interactions inhibit SPoC activity or that
other growth inhibiting effects are dominant over this effect.
In comparison, I found that forced interaction of Tem1, Tpd3 and Glc7 with
Spc72 caused lethality only in the absence of Kar9 (Figure 3.14). However,
it worth noting that both Glc7 and Tpd3 were identified as SPIs in the original
genome-wide screen, which was performed in a KAR9 background. Other SPIs
with Spc72, such as Cdc15, were showed growth defects with and without the
kar9∆ mutation. Cdc55 appears to enhance the growth in the kar9∆ background,
although again it worth noting that it failed to reproduce the SPI phenotype in the
KAR9 background that was identified in the original screen.
These screens contain valuable information about how and when forced local-
ization of MEN proteins at the SPB causes a growth defect. However, they only
tell us about growth. I wanted to develop a conditional system to explore precisely
the impact of these forced interactions on cell cycle progression.
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Figure 3.15: Representative images of SPC110-CFP cells expressing nud1-2-
GBP-RFP from a plasmid at 23°C and 37°C. Scale bars are 5µm.
3.5.2 nud1-2-GBP screen
The NUD1 gene has a temperature senstive allele, nud1-2, whose protein prod-
uct localizes to the SPB in a temperature dependent manner (Gruneberg et al.
(2000)). At 23°C, nud1-2 localizes to the SPB as wild type Nud1 does, but at
37°C it detaches from the SPB. I constructed a plasmid expressing nud1-2-GBP-
RFP and tested its localization in a SPC110-CFP strain. I found the pattern of
localization generally matched that described by Gruneberg et al. (2000) (Fig-
ure 3.15), although I also observed distinct RFP puncta, distinct from the SPBs,
throughout the cell at the higher temperature. I reasoned that I could use this ap-
proach to regulate localization at the SPB through control of temperature. At low
temperatures, the nud1-2-GBP protein would localize at the SPB, bringing any
GFP-tagged protein with it. At high temperatures, it would disperse into the cyto-
plasm, allowing the GFP-tagged protein to localize as in wild type cells. Note this
would have the opposite behaviour to a standard temperature sensitive mutant,
as SPIs would be dead at low temperature but grow normally high temperature.
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Therefore I decided to repeat the screening process with the wild type Nud1 and
nud1-2 GBP fusions at 23°C, 30°C and 37°C.
I performed the screens leaving the plates at each stage to grow at the spec-
ified temperature. I found that temperature did affect the strength of the Nud1
SPIs to some degree (Figure 3.16). This is probably due to the speed of growth
at different temperatures. As I measured the ratio of colony sizes, if temperature
affects the rate of growth of two strains in the same way then we would expect a
larger divergence in growth at an optimal temperature, leading to a larger LGR.
Generally, the LGR is highest at 30°C, then 23°C and then 37°C. In some cases,
such as Cdc14 and Dbf2 the growth defect is completely suppressed at the higher
temperature. The reason for this is not clear but may be because the fusion of
these proteins to GFP disrupts their function at high temperatures, regardless of
their localization, meaning the control colony is also small.
The suppression of SPIs at high temperature is more pronounced in the nud1-
2 screen (Figure 3.16). In this case nearly all the SPIs are highly suppressed at
37°C but not 23°C or 30°C. In particular cases, such as Dbf2, this approach shows
potential, as they are very sick at the lower temperatures but grow reasonably
well at high temperature. However, there are clearly significant differences in
the behaviour of other strains. Bfa1 is not a SPI at any temperature with Nud1,
but is with nud1-2, in a way that is suppressed at 37°C. In addition, Tem1 is a
strong SPI with Nud1 but is not a SPI at any temperature with nud1-2. I plotted
the strains according to the LGR in the KAR9 and kar9∆ background from the
nud1-2 screen at 23°C, as I did for the Nud1 and Spc72 screens (Figure 3.17).
At 23°C, the proteins are still forcibly recruited to the SPB. Tem1 is a SPI with
nud1-2 only in the kar9∆ background, suggesting the interaction disrupts SPoC
function. This is reminiscent of the Spc72 screen. However, unlike the Spc72
screen, both Tpd3 and Glc7 are not SPIs in the kar9∆ background. The Bfa1 SPI
is also independent of the presence of Kar9. Altogether, nud1-2 at 23°C behaves
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Figure 3.16: LGRs of KAR9 MEN strains at 23°C, 30°C and 37°C with both Nud1-
GBP and nud1-2-GBP. Dashed lines show cutoffs for each temperature (indicated
by the color of the line) as defined by the maximum of the KAR9 GFP-free con-
trols.
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Figure 3.17: LGRs from the nud1-2-GBP mini-screen for MEN proteins. Each
point shows the LGRs for both KAR9 (x-axis) and kar9∆ (y-axis) strains for the
given GFP-tagged protein. Cutoffs are determined as the maximum of either
KAR9 or kar9∆ GFP-free control strains respectively.
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Figure 3.18: LGRs from the CUP1p-NUD1-GBP and GALSp-NUD1-GBP mini-
screen for MEN proteins (all KAR9). Cutoffs are determined as the maximum of
the KAR9 GFP-free control strains in each screen respectively.
quite differently to Nud1. This offers an interesting insight into the scaffold specific
effects of forced localization. However, it also limits the accuracy of the allele as
a tool to conditionally study forced interactions with Nud1.
3.5.3 GALSp-NUD1-GBP screen
As an alternative to a temperature based conditional system, I tried expressing
NUD1-GBP from the conditional GALS promoter. GALSp is a truncated version
of the GAL1 promoter, it still offers the conditionality of GAL1p but has lower
overall transcriptional activity (Mumberg et al. (1994)). Nud1 overexpression is
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not reported to cause lethality (Gruneberg et al. (2000)). However, GAL1p is an
incredibly strong promoter so to limit off-target effects I decided to use the weaker
promoter.
I repeated the mini-screen with the GALSp-NUD1-GBP plasmid and the
CUP1p-NUD1-GBP. The SPA methodology relies on using galactose media to
select against the conditional chromosomes from the donor strain, so the final
stages of the screen are always performed on galactose. I compared the results
of these screens (Figure 3.18). Generally speaking, the same proteins are hits
in both screens. The LGRs of the hits are generally higher in the GALSp-NUD1-
GBP screen, perhaps because the levels of Nud1-GBP are higher. Bfa1 was not
a hit in the CUP1p-NUD1-GBP screen but is in the GALSp-NUD1-GBP screen.
This may be a dose-dependent effect. Overall, the GALSp driven system seems
to represent the behaviour of the original system more faithfully than the nud1-2,
temperature-controlled system.
3.5.4 Forced interaction of Cdc28 with Nud1 prevents mitotic
entry
Cdc28 is the catalytic subunit of the CDK complex, which is known to play role in
the MEN, inhibiting Cdc15 and Mob1. However, CDK has many roles in the cell
cycle. I wanted to know whether the SPI between Cdc28 and Nud1 was the result
of MEN inhibition or had a different mechanism. I used the GALS-NUD1-GBP
plasmid to conditionally recruit Cdc28 to the SPB. This worked as expected, the
strain GALS-NUD1-GBP CDC28-GFP strain grows well on glucose, but grows
poorly on galactose (Figure 3.19A). I examined these cells using fluorescence
microscopy, and found that on galactose a large proportion of these cells show
a “long bud” phenotype (Figure 3.19B). These cells arrest with reasonably short
inter-SPB distances (< 3µm) and abnormally elongated buds. If the MEN were
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Figure 3.19: Caption located on next page.
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Figure 3.19: A: Forced interaction of Cdc28 and Nud1 causes lethality, indepen-
dently of Swe1. B: Representative images of GALSp-NUD1-GBP CDC28-GFP
strains. Cells were grown overnight in raffinose media before being diluted into
either glucose or galactose media and were grown for 8 hours before imaging.
Nud1-GBP-RFP signal is visible in galactose but not glucose media. Scale bars
show 5µm. C: Roughly 40% of GALSp-NUD1-GBP CDC28-GFP cells in galac-
tose media show a long bud phenotype, while < 1% show this phenotype in glu-
cose media, independently of SWE1. Error bars show 95% confidence intervals
calculated using the two-sided Clopper-Pearson exact method. D: The growth
defect caused by forced interaction of Cdc28 and Nud1 is suppressed in a het-
erozygous CDC28-GFP strain.
inhibited, we would expect cells to arrest in anaphase with extended spindles (>
3µm between SPBs). The observed phenotype is reminiscent of the morphology
of cells with mitotic entry defects (Lew and Reed (1993)). This phenotype can
sometimes be suppressed by deletion of the CDK regulator, SWE1, for example
in the case of cdc55∆ (Rossio and Yoshida (2011)). I tested whether deletion of
SWE1 could suppress the SPI between Nud1 and Cdc28. I found that it could not
suppress either the growth defect (Figure 3.19A) or the elongated bud phenotype
(Figure 3.19B&C).
Nud1 is on the cytoplasmic face of the SPB so I reasoned that forced binding of
Cdc28 to Nud1 may prevent entry of CDK into the nucleus, preventing mitotic en-
try. Notably, Cdc28 was not a SPI with the N-terminal Spc110 GBP fusion, which
is on the nuclear face of the SPB (Supplementary File 5). To test this hypothesis I
constructed a heterozygous CDC28/CDC28-GFP diploid strain and transformed
it with the GALSp-NUD1-GBP plasmid. In this strain, the GFP-tagged version of
Cdc28 can be forced to localize to the SPB, but the untagged version can still
enter the nucleus. This strain showed no growth defect, relative to controls, on
galactose (Figure 3.19D). This suggests that the SPI between Nud1 and Cdc28
is caused by a mitotic entry defect cause by prevention of nuclear localization of
the CDK complex.
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3.6 Discussion
In this chapter I have described the results of 5 SPI screens, systematically forcing
proteins to localize to different parts of the SPB. These screens help to answer the
first of the key questions set by the project: which proteins are regulated through
interactions with the SPB? The screening data has lead to the identification of a
number of categories of proteins which cause problems for the cell. These include
proteins involved in SPB duplication and members of the MEN.
In this section I will first discuss the novel statistical tools I have used to an-
alyze the SPI data and will then move on to the biological implications of these
findings.
3.6.1 Mixture models for SPI data
The first statistical approach I used to analyze the SPI data was to apply a Z-
score. While Z-scores are commonly used, they rely on the assumption that the
data is normally distributed. I have shown that the SPI LGR data is very poorly
fit by a normal distribution, especially when the screen has many hits. To ad-
dress this shortcoming, I developed an empirical Bayes approach to analyze SPI
screens. This approach lead to the construction of a number of tools to determine
the significance of results, including the probability of inclusion in the hit peak and
the probability of validation. The Lq,0.5 cutoff offers significant advantages over
the LZ cutoff. Using the Lq,0.5 cutoff gives a greater variation in the number of
hits between screens, meaning that it is not just taking the top ∼ 200 LGRs in the
screen, as when using LZ . Some interactions, for example Nup133 with Spc42,
were not hits when using LZ , but were later shown to have a relevant phenotype.
This shows that by using the higher cutoff from the Z-score approach, biologically
interesting interactions were being missed.
133
CHAPTER 3. RESULTS 1: SYNTHETIC PHYSICAL INTERACTIONS WITH
THE YEAST CENTROSOME
Name Statistical model Basis
LZ Normal p-value
Lq,0.5 Mixture Probability of inclusion in hit peak
Lp,0.05 Mixture p-value, using central peak as null model
LV,0.2 Mixture Probability of validation
Table 3.2: Table of cutoffs.
Comparing cutoffs
I have used the empirical Bayes approach to define 3 new thresholds that could
be used to define hits in SPI screens (Table 3.2). I used the Lq,0.05 cutoff in
this study and have demonstrated it performs preferably to the Z-score cutoff
LZ . One drawback to this metric is that it is not adjusted for multiple hypothesis
testing. This is because standard methods for multiple hypothesis testing, such
as FDR q-values (Benjamini and Hochberg (1995)) and Bonferroni adjustment,
are based around adjusting p-values. As the q(x) metric I define is not based on
a p-value, these methods do not directly apply. I have also outlined a method to
calculate p-values using the mixture model and multiple hypothesis adjustments
can be applied to these to get an adjusted cutoff. Future work could be devoted
to developing adjustments to the q(x) metric to account for multiple hypothesis
testing. These alternative cutoffs look at the data in different ways and so may be
appropriate in different situations.
Improvements to SPI screening
Although the empirical Bayes approach I have described is an improvement over
Z-scores, it has its limitations. We found that the LGRs from some screens did not
have well defined hit peaks. In these cases a normal model is more appropriate.
We also found that when variance was too high, the screens were generally not
reproducible. Baryshnikova et al. (2010) found evidence of strong batch effects
in their genetic interaction screens, likely resulting from subtle difference in me-
dia composition or incubator conditions. They use linear discriminant analysis to
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calculate “batch signatures” which can be used to adjust colony size measure-
ments. Zackrisson et al. (2016) found that the spatial organisation of colonies on
a plate could influence their growth rate. They accounted for this effect by local
normalization across the plate. Zackrisson et al. (2016) also improved the pre-
cision of their measurements by scanning plates over time, allowing them to plot
colony growth curves, and infer growth rates from the curve. Therefore, improve-
ments to the methodology used to conduct SPI screens could also improve their
reproducibility and precision.
3.6.2 The SPB is especially sensitive to forced localization
I noticed early on that the SPI screens with the SPB seemed to have many hits.
In addition to the thresholds produced by the mixture models, these models have
5 independent and interpretable parameters. I compared these parameters for
the SPB screens and the screens of Berry et al. (2016). This backed up my
suspicions that the SPB is especially sensitive to forced localization. The root
cause of this sensitivity may be simply that the SPB is involved in many pro-
cesses. Certainly proteins related to many of its known roles, such as regulation
of SPB duplication and mitotic exit, were identified in the screen. However, many
other proteins such as those involved in lipid synthesis or kinetochore proteins
were also identified. Another explanation for the sensitivity may be that its posi-
tion within the nuclear membrane means that forced localization of proteins to the
SPB may affect the nuclear membrane as well. This might mean that recruiting
sphingolipid synthases for example, may lead to increased sphingolipid incorpo-
ration locally in the region of membrane around the SPB. Another explanation for
the sensitivity may be that the SPB is highly effective at sequestering proteins,
preventing them from performing their function in other regions of the cell. This
seems to be the explanation of the Nud1-Cdc28 interaction, as these cells seem
unable to enter mitosis even in the absence of CDK inhibitor Swe1. The pheno-
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type is then rescued in a diploid strain containing untagged Cdc28. The ability
of the SPB to effectively sequester proteins may explain its use as a signalling
scaffold during mitosis. This may be an interesting effect to exploit in synthetic
signalling systems.
3.6.3 SPB overduplication
The current paradigm of SPB duplication is that it is tied to the chromosomal cell
cycle by phospho-regulation of Sfi1 by CDK and Cdc14. Half-bridge extension
is initiated by Cdc14 activity but cleavage of the bridge depends on CDK. This
might suggest that tethering Cdc14 to the SPB could lead to perennially extended
bridge structures and SPB overduplication. However, I found that Cdc14 had a
SPI with Nud1 only, and Nud1 is an outer plaque protein located far from the half-
bridge. This contrasts with a previously reported SPI screen with Cdc14-GBP,
that identified Spc42-GFP as a hit that depended on the phosphatase activity of
Cdc14 (Ólafsson and Thorpe (2015)).
I did find that recruitment of SPIN proteins and NPCs to the SPB caused
growth defects, and that some of these interactions lead to additional Spc42-RFP
foci, indicating SPB overduplication. In the cases of Bbp1, Nup133 and YJL021C,
these foci were confirmed to act as MTOCs. If we accept that this result extends
to the other interactions that lead to additional Spc42-RFP foci, then this has im-
portant implications for our understanding of SPB duplication. On the face of it, it
seems unlikely that these interactions would be sufficient to break the once-per-
cycle regulation of SPB duplication. Both SPIN proteins and the NPC are thought
to act in the process of insertion of the SPB satellite. Even if recruitment of these
proteins is a regulated aspect of insertion, according to the current model, their
presence would not be sufficient to initiate half-bridge extension and satellite for-
mation. There are two ways to explain these interactions. Firstly, it could be that
the current model needs revision. If there was feedback between the insertion
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machinery and the half-bridge then perhaps recruitment of this machinery could
induce half-bridge extension in spite of external cues from CDK and Cdc14. Alter-
natively, it could be that another, as yet uncharacterized, SPB duplication pathway
exists. In particular, it could be that recruitment of Spc42 to NPCs could “seed”
new SPBs within the nuclear pore. These alternatives could be distinguished by
their dependence on half-bridge components like Cdc31, which we would expect
to still be essential in the first case but not in the second.
It is interesting to compare my findings to those of Witkin et al. (2010), who
found that the requirement for functional Mps3 could be bypassed by deletion
of SPO7 and either NIC96 and POM34 (among other genes). This puzzling re-
sult has lead to speculation that another SPB duplication pathway could exist
(Witkin et al. (2010)), or that the role of SPIN proteins may be more indirect than
previously thought, acting instead to recruit other proteins or regulate the mem-
brane environment (Jaspersen and Ghosh (2012)). Altogether these results sug-
gest connections between membrane environment, NPCs and SPB duplication
which are not explained by the current model. My SPI screens were enriched for
lipid biosynthesis proteins, so it would be interesting to investigate whether these
strains were also deficient in regulation of SPB duplication.
These interactions show potential for use as a model system to explore the
impact of aberrant MTOC number. Although I was able to demonstrate that some
Spc42-RFP foci resulting from SPIs with the SPB acted as MTOCs, I only tested
a subset of the strains showing additional foci. This analysis will need to be
extended to the rest of the strains. In order to act as a useful system to explore
the impact of increased MTOC number, some optimisation will be required. It
would be ideal to both increase the proportion of cells displaying the phenotype
and to make the system inducible, in order to minimise the likely chromosomal
instability of these strains. Currently the only yeast mutants with aberrant SPB
copy-number are either cell cycle mutants with pleiotropic phenotypes (such as
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CDC5 overexpression (Song et al. (2000))) or the sfi1-C4A mutation, which is
also deficient in SPB separation (Avena et al. (2014)). Therefore, if the stated
optimisation steps are feasible, this system would have great potential to explore
the impact of additional MTOCs. Centrosome overduplication is a characteristic
of cancer cells but cancer cells generally manage to assemble a bipolar spindle
despite having multiple MTOCs (Nigg (2006)). This is of interest both in terms of
understanding the basic biology of cancer but also to investigate potential drug
targets. Determining the factors required for cells to survive with extra MTOCs
may open up alternative avenues for cancer therapy.
3.6.4 SPIs between MEN proteins and the SPB
I have established SPIs between a number of MEN proteins and Nud1 or Spc72,
which are the scaffolds for the MEN. I also tested these interactions in a kar9∆
background, as MEN hyperactivation is generally not lethal except in the absence
of KAR9 or DYN1. A particularly interesting result is the behaviour of Tem1,
which is always a SPI with Nud1, but not with nud1-2 even at low temperature,
and with Spc72 only in the absence KAR9. This suggests a degree of scaffold-
dependent behaviour in Tem1’s regulation. Caydasi et al. (2012) argue that there
are two pools of Tem1 at the SPB: one which localizes through interaction with
Bub2-Bfa1 and another that localizes independently. Physical interactions be-
tween Bfa1 and both Nud1 and Spc72 have been detected by FRET (Gryaznova
et al. (2016)), but this assay has not been repeated with Tem1 so it is unclear
which of these scaffolds is responsible for the Bub2-Bfa1 independent localiza-
tion of Tem1. Valerio-Santiago and Monje-Casas (2011) used a Cnm67-Tem1
fusion to induce localization of Tem1 at the SPB however my results indicate that
the behaviour they observe may depend on the choice of Cnm67 as the scaffold
at the SPB. Rock et al. (2013) showed that Nud1 itself is a target of the MEN
pathway and phosphorylation of Nud1 by Cdc15 is required for loading of Mob1-
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Dbf2. My results provide further evidence that Nud1 may act as more than just a
passive scaffold but may contribute to regulation of the MEN actively.
The PP2A scaffold protein Tpd3 was identified as a SPI with Nud1 as well
as with Spc72 in the absence KAR9 (although it is worth noting it was identified
as a SPI in the Spc72 screen). PP2A-Cdc55 has a well established role in the
FEAR network and PP2A-Rts1 is known to be required for Kin4 localization at
the SPB. However there is also evidence that PP2A-Cdc55 regulates Bfa1 and
Mob1 (Baro et al. (2013, 2018); Touati et al. (2019)), although genetic evidence
for these interactions is limited. The SPI between Tpd3 and Nud1 may be a good
system to test the impact of PP2A on MEN regulation. It is also worth noting that
the PP1 catalytic subunit, Glc7, has a similar pattern of SPIs to Tpd3. PP1 has
established roles in mitotic exit in other organisms and a role for PP1 in mitotic
exit in yeast, working through Bud14, has been described in a recent pre-print
(Kocakaplan et al. (2020)).
It seems likely that forced localization of Tem1 and Cdc15 at the SPB lead
to MEN hyperactivation and this phenotype is explored further in Chapter 4.
However, why MEN hyperactivation would cause a growth defect is an interest-
ing question. Other mutations that hyperactivate the MEN, such as deletion of
BFA1, have no impact on fitness unless combined with mutations that delay spin-
dle alignment, such as kar9∆. While Valerio-Santiago and Monje-Casas (2011)
found that a Cnm67-Tem1 fusion was not lethal, Rock and Amon (2011) found
that a Cnm67-Cdc15 fusion was highly toxic and they could only express it from
a repressed GAL1 promoter. There are two reasons that forced recruitment of
these proteins at the SPB could cause growth defects. The first is that forced
localization of MEN proteins could cause MEN activation outside of mitosis. This
could prevent Cdc14 re-sequestration, prohibiting cellular events in G1- and S-
phase and early mitosis. Cdc14 has a tendency to undergo cycles of release and
re-sequestration, so it is possible that these SPIs could cause bursty release of
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Cdc14 throughout the cell cycle. This would lead to a pleiotropic phenotype. This
would be in contrast to mutants such as bfa1∆, in which Cdc14 release is still
restricted to mitosis. The second reason is that forced localization may prevent
movement of these proteins to other regions of the cell. It has been established
that a Mob1-Nud1 fusion is lethal because it prevents Mob1 from localizing to the
nucleus to release Cdc14 (Rock et al. (2013)). In a recent paper, Tamborrini et al.
(2018) showed that forcing interaction between Cdc14 and Nud1 could rescue the
cytokinesis defect of DMA2 overexpression. Furthermore, Whalen et al. (2018)
found that overexpression of BFA1 could rescue the cytokinesis defect of tem1∆
CDC15-UP cells, suggesting roles for both Bfa1 and Tem1 in cytokinesis. While
there is no characterised role for Cdc15 or Tem1 at any location other than the
SPB yet, this could explain their SPIs with the SPB. Microscopy analysis of the
SPI strains could be used to establish whether they show defects in cytokinesis.
3.6.5 Limitations of the SPI method
Throughout this chapter, I have described the results of SPI screens with the
SPB. While a powerful tool for probing the effect of forced localization across the
proteome, this method has its limitations.
A first criticism of the method is that it is not clear that the phenotypes ob-
served arise as a specific result of forced interaction between query and target
protein. It could be argued that fusion of SPB proteins to RFP-GBP could reduce
their functionality. With the exception of Spc72, the target proteins are essential
but as I have only used these fusions in strains bearing an endogeneous version
of the SPB gene, I cannot rule out that these fusions are not functional. How-
ever, it is worth pointing out that each of N-terminal fusions used in this study are
present in the GFP collection (Huh et al. (2003)), suggesting that they are toler-
ant to some degree of N-terminal tagging. A key argument against the view that
these SPIs are non-specific is that most GFP strains are tolerant of these fusions
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and only specific strains are sensitive. Therefore, at very worst it can be argued
that these forced interactions are only detrimental to the fusion SPB proteins, and
would not cause this phenotype if forced to interact with the wild type SPB protein.
A second criticism is that as I have introduced an additional copy of the SPB
gene, under the control of the CUP1 promoter, I have created a hybrid SPB con-
taining both wild type and fusion proteins. This is problematic as it may impair
SPB function and it also means that I have not recruited as much protein to the
SPB as could be theoretically achieved if the wild type protein was not present.
However, this second criticism really only shows that this method may miss in-
teractions with the potential to cause a phenotype if more protein were recruited.
This is supported by the fact that when I used the stronger GALS promoter in the
MEN mini-screens, I found that the LGR of SPIs increased. A related issue is that
the stoichiometry of GBP to GFP fusions will vary from one GFP strain to the next.
In the cases of highly expressed proteins, it may only be a small proportion of the
overall protein in the cell that is recruited to the SPB. Additionally, as I showed by
fluorescence microscopy, only a proportion of strains actually show relocalization
of GFP tagged protein to the SPB, and in some of these the relocalization is only
partial. Again this limitation is only likely to prevent potential SPIs from causing
a measurable growth defect. Overall, we can say that the method can identify
specific interactions which cause a growth defect under these specific conditions
of expression level.
A more profound criticism of using this approach to address the problem of
which proteins are regulated at the SPB is that it does not necessarily show that
these proteins are regulated at the SPB under physiological conditions. Indeed,
I showed that the growth defect caused by forcing the sole copy of Cdc28 to in-
teract with Nud1 is likely a result of sequestration of CDK outside of the nucleus,
rather than an SPB-specific result. However, previous studies have shown that
SPIs are enriched for physical interactions (Ólafsson and Thorpe (2015); Berry
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et al. (2016)) suggesting that generally SPIs are caused by interactions that do
occur under physiological conditions. It is also evident from my results that pro-
teins involved in the same pathways and complexes respond cause SPIs with
similar target proteins. Therefore I propose that SPI screens can help to answer
the question of which proteins are regulated at the SPB. However, any specific in-
teraction must be treated carefully and cross-referenced against other data, such
as the protein localization screens of Huh et al. (2003).
3.6.6 Summary
In this chapter, I have presented the results of several genome-wide screens ex-
ploring the impact of forced localization at the SPB, and their follow-up. I found
that the SPB is especially sensitive to forced localization of proteins. The central
plaque protein is sensitive to forced localization of nuclear pore and SPB dupli-
cation proteins, and I showed that some of these interactions results in abberant
SPB numbers. I repeated my analysis with a smaller selection of MEN proteins,
including in a kar9∆ background, with Spc72, Nud1 and nud1-2 target proteins.
I found a number of site-specific effects, with the phenotypes of some proteins
depending on the exact outer plaque protein they are forced to interact with. Fi-
nally, I tested a GALSp driven, conditional version of the SPI system. I used this
conditional system to show that forced localization of Cdc28 at the outer plaque of
the SPB can inhibit mitotic entry. These results are particularly relevant to the first
aim of my project, to discover which proteins are regulated by interaction with the
SPB. However, the follow up experiments have also gone some way to address
the other aims, which are to uncover how and why proteins are regulated through
localization at the SPB.
In the next chapter I will attempt to address the question of how localization
at the SPB is used to regulate proteins by presenting a computational model of
mitotic exit. In order to represent the effects of spatial organisation of the MEN, I
142
CHAPTER 3. RESULTS 1: SYNTHETIC PHYSICAL INTERACTIONS WITH
THE YEAST CENTROSOME
developed a compartmental logical modelling formalism. I use this framework to





modelling of the Mitotic Exit
Network
4.1 Introduction
In the previous chapter I described an approach to systematically recruit proteins
to the SPB. I found that the screens with Spc72 and Nud1 were enriched for
proteins involved in control of mitotic exit. This fits into an existing body of work
showing that localization of MEN proteins at the SPB is necessary and can be
sufficient for Cdc14 release. Therefore, I decided to turn my attention to the
problem of understanding how localization of MEN proteins at the SPB functions
as a regulatory mechanism.
The MEN, and the related FEAR network, regulate mitotic exit through con-
trol of Cdc14 phosphatase (see Figure 1.4). The core MEN proteins, namely
Bub2-Bfa1, Tem1, Cdc15 and Dbf2-Mob1, all localize at the SPB. They integrate
temporal (anaphase-specific) signals with spatial (spindle alignment) signals in
order to restrict mitotic exit until the spindle is properly aligned and the cell has
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finished metaphase. The FEAR pathway causes limited Cdc14 release in early
anaphase, while this is insufficient to initiate mitotic exit, it feeds back to amplify
MEN activity. When the MEN is fully active, Cdc14 is released throughout the
cell, leading to mitotic exit and the initiation of cytokinesis.
In order to study this problem, I built a computational model of mitotic exit
control in budding yeast. The lack of quantitative data on this network, lead me
to use the logical modelling formalism. My first approach was to train a Boolean
model against literature data using CellNOptR (Terfve et al. (2012)). The training
was effective, resulting in a model capable of fitting 88% of the training dataset.
However, it lead to a problem in model identifiability, with multiple optimal models
found. More importantly, this approach could not represent spatial aspects of
MEN regulation.
In order to overcome these limitations, I decided to hand-build a model using
a novel formalism, which I call compartmental logical modelling. This new model
format allows spatial regulation to be represented in a logical model. Using the
compartmental logical modelling framework I built a spatio-temporal model of the
MEN. Through development of the model I uncovered important insights into MEN
regulation. I then validated the model against literature phenotypes and found it
could predict 80% of phenotypes tested. I converted the model to a continu-
ous time framework (Stoll et al. (2017)) and showed it could make and predict
changes in the timing of mitotic exit in FEAR mutants. I then linked timing effects
to observed cell-cell variability in the checkpoint competence of SPoC mutants.
Finally, I use the model to compare predicted and observed behaviour of cells
where MEN proteins are forced to localize at the SPB. Altogether, I found that the
compartmental logical model is a powerful tool to study and explore the interac-
tion between localization and other aspects of regulation in mitotic exit control.
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4.2 Training a model of the mitotic exit network
4.2.1 Aims
My first approach to building a model of the MEN was to train a Boolean model of
the MEN with CellNOptR (Terfve et al. (2012)). Using this approach, a Prior-
Knowledge Network (PKN) is trained against a list of known phenotypes, for
example that a knock-down of CDC15 prevents mitotic exit (Shirayama et al.
(1996)). A Boolean model does not have parameters so the training acts on the
architecture of the network and the logical rules of each node. This is important
because if each node, i, has in-degree ni then there are 22
ni possible truth tables
defining the node’s update rule. As each of these rules are independent of the






The vast majority of these models are totally non-sensical or incorrect so the
problem becomes a search through this space to identify good models. An ex-
haustive search is not feasible for any reasonably sized network so heuristic al-
gorithms are required. CellNOptR applies an evolutionary algorithm to search
through the space of models (Figure 4.1A). It takes a model and randomly mu-
tates the rules to create a population of new models. It tests these against the
training dataset and scores them based on how many phenotypes they fit and
then feeds the best model back into the first step. It will continue this process
until no improvement occurs over 100 consecutive iterations.
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Figure 4.1: Training a model of the MEN with CellNOptR. A: Schematic showing
the evolutionary algorithm used by CellNOptR to train a model. B: The PKN used
as a basis for the MEN model. Yellow nodes are inputs reflecting cell cycle events
beyond the scope of the model. Blue nodes are the phenotypic outputs used by
the model to test the phentoype of a mutant.
4.2.2 Preparation of the prior knowledge network and training
dataset
I constructed a PKN from the literature based primarily on 3 review articles (Rock
and Amon (2009); Weiss (2012); Scarfone and Piatti (2015)) and 24 articles of
primary literature, resulting in 48 signed and directed interactions between 46
nodes (Figure 4.1B). Some edges were added without literature justification in
order to fill gaps in the network. There are 3 input nodes: Spindle Alignment,
Anaphase and Metaphase, which reflect events outside of the scope of the model.
Additionally, there are 7 unregulated nodes, which are set to their physiological
states in all simulations. The outputs of the model are the Mitotic Exit and FEAR
nodes, which are measured and tested against literature values during scoring.
I compiled a training dataset of 148 literature phenotypes from 39 primary lit-
erature articles, resulting in 117 unique phenotypes. In a wild type cell, Cdc14 is
released from the nucleolus only in anaphase. For each mutant in the dataset I
defined the phenotype by whether it caused the release of Cdc14 from the nucle-
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olus in either metaphase or anaphase.
Both the PKN and training data were converted into the format specified by
CellNOptR using custom R scripts.
4.2.3 Analysis of trained models
Figure 4.2: Evaluation of the training of the MEN model. A: Percentage of pheno-
types matched by the untrained PKN and by the optimal trained model identified
by training using 2 inputs per gate. B: The performance of all trained models iden-
tified using either 2 or 3 inputs per gate. The red circle shows the mean value. C:
Distribution of bootstrap performances. The red circle shows the mean value.
I found that training the model once, with a population of 200 models per step,
took around 10 minutes and there was significant variation in the fitted models
between independent runs. Therefore, I used a bash script to run CellNOptR in
parallel across different CPU nodes on the Francis Crick Institute’s HPC cluster.
Using this approach I generated an ensemble of 100 trained models in reasonable
time.
Training the model greatly improved its ability to fit the training dataset; the
optimal model fit improved from 51% to 88% (Figure 4.2A). CellNOptR does not
actually explore the entire space of possible models, so I was interested to see
if increasing the space explored could improve the optimal fit. CellNOptR uses a
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parameter, G, to determine the inputs per gate used when expanding the model
during preprocessing. Essentially, this means the program considers only AND
gates containing up to G in-edges, note that this does not affect OR gates. In-
creasing the number of inputs per gate can greatly increase the number of pos-
sible models, meaning the algorithm runs much more slowly. Initially, I ran the
algorithm using G = 2, but I repeated this analysis with G = 3. Despite increas-
ing the search space, I found no improvement in the optimal fit to the data found
and actually saw a decrease in the mean fit over the ensemble of models found
(Figure 4.2B). Therefore, I continued analysis using the ensemble of models pro-
duced using G = 2. To test the dependence of the training process on the training
dataset, I performed bootstrapping. I randomly split the training dataset into 80%
of the phenotypes to use for training and 20% to use to test the models. I ran
CellNOptR 100 times in parallel, using different random seeds to split the training
sets. I found that generally the models trained using 80% of the data performed
reasonably well on the unseen data, correctly predicting about 80% of the un-
seen phenotypes (Figure 4.2C). The results of this analysis convinced me that
the ensemble of models have been effectively trained and cannot be improved by
changing parameters of the algorithm.
Next, I investigated how similar the trained models are to each other.
CellNOptR makes use of the disjunct normal form of logical statements, treating
each node as a single OR gate over multiple AND gates, each potentially inte-
grating both positive and negative interactions (Klamt et al. (2009)). This means
CellNOptR considers each model as a list of edges, with the relevant edges com-
bined in an OR gate for each node. A small proportion of edges were included
in every model (Figure 4.3A), while a large number of edges were not included
in any model. Each model can be represented by an edge-inclusion vector, {Ei},
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Figure 4.3: Comparison of the ensemble of models trained using 2 inputs per
gate. A: Histogram showing the percentage of models using a given edge. B:
Clustergram of the models, each coloured square shows the geometric distance
between the edge-inclusion vector of two models. Hierarchical clustering was per-
formed using the complete linkage method. C: Histogram showing the percentage
of models correctly matching a given Mitotic Exit phenotype. D: Histogram show-
ing the percentage of models correctly matching a given FEAR phenotype. E:
Clustergram of the models, each coloured square shows the geometric distance
between the phenotype-prediction vector of two models. Hierarchical clustering




1, if edge i included in model
0, otherwise.
(4.1)
I calculated the geometric distance between the edge-inclusion vector of each
model and represented this information as a clustergram (Figure 4.3B). The hier-
archical clustering algorithm does not identify any clear clusters, suggesting the
models vary significantly in which edges are included. However, the edge inclu-
sion structure of the models does not necessarily define the model’s behaviour.
In particular the disjunct normal form is not a unique representation of a rule so
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there may be cases where the same rule is represented in different ways in differ-
ent models. Unlike the edges, most phenotypes were matched by every model,
as reflected by the high fit to the training data that was achieved. A small number
of phenotypes were matched by none of the models but many more were fit by
some but not all models (Figure 4.3C&D). This was true of both MEN and FEAR
phenotypes, although a higher proportion of FEAR phenotypes were matched
by every model than MEN phenotypes. In order to determine whether the mod-




1, if phenotype i is matched by the model
0, otherwise.
(4.2)
Similarly to the edge-inclusion vector analysis, I constructed a clustergram for
the phenotype-prediction vectors (Figure 4.3E). This shows much more structure
than the edge version, suggesting the models converge functionally rather than
structurally. The models cluster in a number of highly similar units, suggesting that
the evolutionary algorithm could find models that were capable of fitting different
subsets of the training dataset.
Among the 100 models trained using 2 inputs per gate, 7 achieved the max-
imum match to the dataset (88%). These optimal models fit nearly the same
phenotypes: 11 phenotypes were never fit by the data, 2 were fit by some but
not all and the rest were fit by every optimal model. However, there was limited
structural convergence. There are 16 edges which were not forced during training
that were present in every model, and 42 present in some but not all models. The
majority (263) were present in none of these models.
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4.2.4 Evaluation of trained models
While CellNOptR has proven to be a useful tool to train a model of the MEN, the
trained model has limitations. In particular, it cannot account for spatial regulation
of the MEN. This is because control of protein localization can occur both in series
and in parallel to control of protein activity. This means that a spatial model must
take account of both localization and activity independently. In order to create
such a model, I decided to take an alternative approach, using CellNOptR to train
subsections of the model while building other parts by hand.
4.3 A compartmental, logical model of mitotic exit
In order to build a spatio-temporal model of the MEN, I developed a compart-
mental logical modelling framework, capable of representing the spatial aspects
of MEN regulation.
4.3.1 Model construction
The compartmental logical modelling framework is best understood through com-
parison with the compartmental ODE modelling framework. In the compartmental
ODE modelling framework, independent variables are used to model the concen-
tration of protein in each compartment. In a similar way, in a compartmental
logical model, each protein has multiple nodes. In each compartment, each pro-
tein has a localization node whose state describes whether the protein is present
in this compartment (1) or not (0). Additionally, there is an activity node for each
protein and each compartment describing whether this protein is enzymatically
active in this compartment. The network linking these nodes can be built from
the superposition of an activity and localization network, which describe how the
proteins regulate each others’ enzymatic activity and localization respectively.
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Due to the success of CellNOptR in training the model described above, I
considered using CellNOptR to train the activity network for the mitotic exit model.
However some aspects of MEN regulation are inherently spatial, for example the
importance of enzymatic funneling to ensure Cdc15 phosphorylates Dbf2 only at
the SPB (Rock et al. (2013)). In principle, a compartmental logical model could
be trained with a genetic algorithm. However this algorithm would have to mutate
the underlying activity or localization network and then compile a compartmental
logical model to test. This is not currently supported with CellNOptR. Therefore, I
took a combined approach, using CellNOptR to train the FEAR network, which is
largely self-contained and restricted to the nucleus, and building the MEN section
of the model by hand, before combining them to create a single model.
In order to train the FEAR network model, I built a PKN consisting of 22 edges
and 15 nodes. I built a training datatset of 52 mutants from 11 publications, in
this case using only Cdc14 release from the nucleolus as the phenotypic output.
As described in the previous section, I generated an ensemble of 100 trained
FEAR models. As I would not be training the MEN model, initially I decided to
avoid allowing overexpression to feed forward and target downstream compo-
nents of the pathway. However, I found this approach led to particular problems
with phenotypes relating to Cdc5 overexpression. Overexpression of Cdc5 can
cause release of Cdc14 (Visintin et al. (2003)), but Cdc5 activity is not thought
to change throughout mitosis suggesting it is not targeted by other FEAR com-
ponents. Therefore to match the phenotype of overexpression, I decided to allow
Cdc5 only to feed forward. As the FEAR network is smaller than the full MEN
model, I was able to use CellNOptR with 4 inputs per logical gate, the maximum
supported by the package. This was particularly important as unlike the previ-
ous model, the FEAR model includes Net1, which has an in-degree of 7 in the
PKN. This approach allowed for identification of models which could fit 88% of
the training dataset. Of the 100 runs of the algorithm, 94 resulted in a model
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with a score of 88%. In some cases, different runs of the algorithm identified
the same model, as a result the ensemble identified 42 unique optimal models.
These unique models could all fit exactly the same set of phenotypes in the train-
ing dataset. The variation between these 42 models centred on regulation of
Spo12 and Net1. Relatively little is known about Spo12 regulation, except that
it interacts with Fob1 (Stegmeier et al. (2004)) and it is phosphorylated by CDK
(Tomson et al. (2009)). I included exploratory edges from Slk19 and Esp1 in the
PKN, in case these were found to be necessary. However, as some models could
explain the behaviour of Spo12 with only CDK and Fob1 regulation, we prioritised
these models. While there were a variety of rules for Net1 regulation, these are
likely to be functionally redundant. Therefore we chose a model based on the
treatement of Spo12 regulation to take forward for use in the full model of mitotic
exit.
I treated the trained FEAR network as an activity network, with the exception
of PP2A-Cdc55 (Rossio and Yoshida (2011)) and Cdc14 which are controlled
by localization. I combined the FEAR model with a hand-built model of MEN
control of Cdc14, to create Model 0. The resulting network is shown in Figure
4.4A. The model is distributed across 5 compartments: the cytoplasm (mother
compartment), the bud, the nucleus, the mSPB and the dSPB (Figure 4.4B). In
metaphase and early anaphase, both SPBs reside in the mother compartment
and exchange proteins with that compartment. Upon spindle alignment, the dSPB
enters the bud compartment and exchanges proteins there. In this model, the
SPBs are distinguished only by fate.
I decided to include multiple levels for the CDK, Cdc14 and Cdc15 nodes in
the model. CDK activity decreases significantly at the metaphase-anaphase tran-
sition as a result of Cdc20 activity, however it does not reduce to G1 levels until
activation of Cdh1 at mitotic exit. Rather than model specific cyclin specific ef-
fects, I included a high (metaphase) and a low (anaphase) level of CDK activity.
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Figure 4.4: A: Network representation of Model 0. B: Compartments of the model.
Cdc14 also has two levels of activity throughout mitosis. FEAR-mediated release
of Cdc14 in anaphase is largely restricted to the nucleus, however for FEAR to
interact with MEN proteins in the cytoplasm, a low level of Cdc14 must exit the
nucleus in early anaphase. Therefore, the model contains a low (FEAR) and high
level of Cdc14. I also found it necessary to include two levels of Cdc15 activ-
ity. Cdc15’s enzymatic activity does not change substantially throughout mitosis,
instead the function of Cdc15 is controlled through localization. There are two
stages of Cdc15 localization. Firstly, Cdc15 localizes at the SPB to a limited
extent, where it engages in a negative feedback loop with with Nud1 and CDK
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1 As 0 and the low (anaphase) level of CDK inhibit Cdc15 loading
in absence of Tem1.
2 As 1 and the ASC inhibits Cdc15 loading in metaphase, in the
absence of Tem1 and CDK.
3 As 2 and multi-level Tem1, Bub2 and Bfa1.
3a As 3 and Identification of ASC as Cdc5.
4 As 3 and Lte1 can inhibit Bfa1 activity in a mechanism parallel to
Kin4.
4a As 3 and Lte1 can activate Tem1 activity in a mechanism parallel
to Bfa1 inhibition.
5 As 4 and identification of ASC as Cdc5 and above.
6 As 5 but Lte1 regulation of Bfa1 can influence speed of Tem1
activation (MaBoSS implementation).
Table 4.1: Model versions
(König et al. (2010)). This loop is broken by Cdc14 activity or through localiza-
tion of Tem1 which stabilises Cdc15 localization at the SPB and leads to a higher
level of Cdc15 at the SPB. This high level of Cdc15 at the SPB is then capable of
phosphorylating Dbf2.
Due to the constraints of the logical framework I had to simplify the mechanism
of Bfa1 regulation by Kin4. Kin4 phosphorylation is thought to increase turnover
of Bfa1 at the SPB, protecting it from inhibitory phosphorylation by Cdc5 (Caydasi
and Pereira (2009)). In the model, Kin4 prevents Bfa1 localization at the SPB, with
a similar effect.
I used an R script to convert the activity and localization networks into a single
compartmental logical model. The resulting network consists of 270 nodes and
523 edges. In order to model the effects of overexpression I produced a second
version of the network with overexpression nodes (see Materials and Methods,
Chapter 2). This version of the network has 296 nodes and 748 edges.
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4.3.2 An Anaphase-Specific Component is required to limit
Cdc15 activity in metaphase
I developed the model by testing its behaviour against mutants with well-
characterised phenotypes. The first mutant I simulated was CDC15-7A and
MOB1-2A and the double mutant (Jaspersen and Morgan (2000); König et al.
(2010); Campbell et al. (2019)). Alone, CDC15-7A allows cells to exit mitosis with
a misaligned spindle (Falk et al. (2016a)). When combined with MOB1-2A, it will
also allow exit from mitosis in metaphase, but in this case only if the spindle is
aligned (Campbell et al. (2019)). I simulated the phospho-mutants by creating
modified versions of the model in which edges from CDK and Cdc14 to Cdc15
and Mob1 were removed.
Model 0 was unable to fit the phenotype of CDC15-7A cells (Figure 4.5). This
issue was resolved by modifying the rule for Cdc15 localization so that it could
localize at the SPB in the absence of CDK (Model 1). However, this model could
not fit the phenotype of the CDC15-7A MOB1-2A mutant (Figure 4.5). Model 1
predicts that this mutant should exit mitosis in metaphase regardless of spindle
alignment. This suggested that an additional level of regulation is required to
restrict Cdc15 activity in metaphase. I introduced an Anaphase-Specific Compo-
nent (ASC) that is required for Cdc15 loading at the SPB in the absence of CDK
(Model 2). This modification resulted in the model correctly fitting the phenotype
of the double phospho-mutant (Figure 4.5).
4.3.3 Multi-level logic is required for Bub2, Bfa1 and Tem1
Model 2 is capable of predicting when CDC15-7A MOB1-2A cells can exit mitosis
in metaphase, so I decided to test whether it could fit the behaviour of bfa1∆ and
bub2∆ cells, which can also exit mitosis in metaphase (Fraschini et al. (1999)).
Model 2 predicts that bfa1∆ cells would exit mitosis only in anaphase, although
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Figure 4.5: Caption located on next page.
independently of spindle alignment (Figure 4.5). In Model 2, Cdc15 and Mob1
are inhibited by the high level of CDK activity in metaphase, preventing mitotic
exit even in the absence of Bub2-Bfa1 activity. To address this it is necessary to
introduce multiple levels of activity for Bub2 and Bfa1 as well as Tem1, in order for
this state to be transmissible to lower parts of the pathway (Model 3). In this model
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Figure 4.5: Refinement of the MEN model based on mutants that can release
Cdc14 in metaphase. All simulations are performed using the random asyn-
chronous update scheme, 100 cells were simulated for each mutant starting from
realistic initial conditions. In the original model, the CDC15-7A mutant has an
intact SPoC, in contradiction of the experimental evidence. Introducing regula-
tion of the Cdc15High SPB localization node by CDK fixes this issue (Model 1)
however this model cannot fit the behaviour of the CDC15-7A MOB1-2A double
mutant. This double mutant can exit mitosis in metaphase but only when the spin-
dle aligns and an SPB enters the bud (Campbell et al. (2019)). The inclusion of
an Anaphase-Specific Component (ASC) that limits Cdc15 loading in metaphase
resolves this problem (Model 2). Deletion of either component of the Bub2-Bfa1
GAP complex also permits exit from mitosis in metaphase, however simulations
of Model 2 do not agree with this. Introducing two levels of Bub2, Bfa1 and Tem1
activity (Model 3) is sufficient to represent this effect. All simulation data can be
found in Supplementary File 17.
under physiological conditions, Bub2 and Bfa1 vary from a high level of activity
where Tem1 is fully inhibited, to a low level where it is active enough to engage
MEN signalling. In the case of Bub2 or Bfa1 deletion, Tem1 becomes hyperac-
tivated, reaching its high level of activity. In this state it can localize to the SPB
independently of Bub2-Bfa1 and recruit Cdc15, and then together with Cdc15,
recruit Mob1 even in the presence of CDK. This modelling decision is justified
by two experimental observations. Firstly, a constitutively active mutant protein,
Tem1-Q79L, localises to SPBs independently of Bub2-Bfa1 at a much higher fre-
quency than wild type Tem1 (Scarfone et al. (2015)). Secondly, Tem1 and Cdc15
function in a complex (Bardin et al. (2000); Asakawa et al. (2001)), meaning it is
possible that Tem1 may help Cdc15 to load Mob1. By making these alterations,
Model 3 is capable of fitting the behaviour of bfa1∆ and bub2∆ mutants.
4.3.4 Lte1 regulates Bub2-Bfa1 independently of Kin4
The Bub2-Bfa1 complex and Kin4 are both essential for the SPoC but there are
differences between the phenotypes of the two deletions. While deletion of FEAR
components has no impact on the phenotype of bub2∆ mutants, a kin4∆spo12∆
double mutant has a functional SPoC (Falk et al. (2016a)). I tested whether Model
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Figure 4.6: Refinement of the MEN model based on the phenotype of
kin4∆spo12∆ cells. All simulations are performed using the random asyn-
chronous update scheme, 100 cells were simulated for each mutant starting from
realistic initial conditions. In Model 3, the double mutant kin4∆spo12∆ did not
have a SPoC, in disagreement with experimental evidence (Falk et al. (2016a)).
By introducing an additional level of regulation of Bfa1 by Lte1, this issue was
resolved in Model 4. This change also allowed for identification of the ASC with
Cdc5, while maintaining the correct behaviour of related phenotypes, such as
CDC15-7A MOB1-2A, kin4∆ and cdc5-1.
3 could correctly fit the phentoype of the double mutant (Figure 4.6). In Model 3,
the kin4∆spo12∆ double mutant behaves like the single kin4∆ mutant. This is
because Kin4 is the only spatial signal restricting mitotic exit prior to spindle align-
ment in Model 3. The ability of kin4∆spo12∆ cells to delay mitotic exit until after
spindle alignment suggests alternative MEN-activating spatial signals exist. A
plausible candidate for this mechanism is Lte1 as lte1∆kin4∆spo12∆ are signifi-
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cantly delayed in mitotic exit (Falk et al. (2016a)). I introduced Lte1 regulation of
Bfa1 into the model (Model 4) and this version of the model can faithfully repro-
duce the phenotype of both single and double kin4∆ and spo12∆ mutants.
Figure 4.7: Identifying the ASC as Cdc5 in Model 3 (Model 3a) leads to incorrect
behaviour of CDC15-7A MOB1-2A. Model 3 requires an additional pathway link-
ing Lte1 to Tem1. In Model 4 Lte1 directly inhibits Bfa1 activity, leading to correct
prediction of the phenotype of GAL1p−KIN4 cells. A version where Lte1 directly
activates Tem1 (Model 4a) predicts behaviour of GAL1p−KIN4 incorrectly.
Lte1 shares homology with other GEFs, and so was long thought to act as a
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GEF for Tem1 (Bardin and Amon (2001)). However, it has been demonstrated that
Lte1 has no GEF activity towards Tem1 in vitro (Geymonat et al. (2009)). As there
is no clear mechanism for regulation of Bfa1 by Lte1, I decided to test whether a
model in which Lte1 regulates Tem1 rather than Bfa1 could fit experimental ob-
servations (Model 4a). This version of the model could not explain the phenotype
of Kin4 overexpression (Figure 4.7), whereas Model 4 could. This lends support
to the idea that Bfa1 is the recipient of the alternative MEN-activating signal.
4.3.5 Cdc5 is the anaphase specific component
The ASC was introduced to the model to promote localization of Cdc15 at the
SPB in anaphase but not metaphase. A likely candidate for the ASC is Cdc5,
which is necessary for localization of Cdc15 at the SPB in cells lacking Tem1
(Rock and Amon (2011)). Cdc5 is present at the SPBs at all times in mitosis, but
recently evidence has emerged that suggests Cdc5 translocates from the nuclear
to the cytoplasmic face of the SPB at the onset of anaphase (Botchkarev et al.
(2017, 2014)). Taken together, these findings suggest a mechanism for Cdc5 to
act as the ASC. I modified the model to include these effects (Model 5). Model
5 also requires a modified version of the rule for Bfa1, as Bfa1 must be inhib-
ited in metaphase cells with aligned spindles to correctly fit the phenotype of the
CDC15-7A MOB1-2A double mutant. This version of the model can fit all related
phenotypes including CDC15-7A MOB1-2A, bub2∆ and cdc5-1 (Jaspersen et al.
(1998)) (Figure 4.6). Interestingly, I attempted to identify the ASC as Cdc5 in an
earlier version of the model (Model 3a), however this version could not fit the phe-
notype of the CDC15-7A MOB1-2A double mutant (Figure 4.7). Introduction of
the alternative MEN-activating pathway from Lte1 to Bfa1 allows for inhibition of
Bfa1 in metaphase in the absence of Cdc5, allowing this mechanism to work.
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4.4 Model Validation
Having refined the model against well characterised mutant phenotypes, I de-
cided to validate Model 5 against an array of literature phenotypes.
Figure 4.8: Caption located on next page.
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Figure 4.8: Validation of Model 5 against literature phenotypes. A: The model cor-
rectly predicted 81% of the 140 tested literature phenotypes. B: The model often
failed at predicting the phenotype of cells with a genotype that mixes overexpres-
sion with other mutations, such as the rescue of the temperature sensitive alleles
cdc15-2 and dbf2-2 by overexpression of CDC5. C: The model predicts that over-
expression of CDC5 cannot rescue the mob1∆ mutation. D: Spot test confirming
the model prediction that overexpression of CDC5 can not rescue full deletion
of MOB1. A mob1∆ strain kept alive by provision of a CEN-MOB1 plasmid with
uracil selection, was transformed with either a 2µm plasmid bearing MOB1 or
CDC5 or an empty plasmid. The CEN-MOB1 plasmid was counter-selected by
addition of 5FOA, showing that moderate overexpression of Cdc5 is not suffi-
cient for rescue of the mob1∆ phenotype. E: The localization state of MEN pro-
teins on the SPBs in the three physiological stages of mitotic exit in the model.
Steady states determined from synchronous update scheme. F: Comparison of
(a)symmetry of SPBs in the steady states of wild type and bfa1∆ cells.
4.4.1 The model matches 80% of literature phenotypes
I searched the literature for MEN mutants, identifying 140 mutants from 37 pub-
lications. These mutants include knock-downs (deletions and temperature sen-
sitive alleles), overexpressions (from the GAL1 promoter or expressed on high
copy number plasmids) and mis-localizing proteins. Each mutant was classified
depending on the stage of mitosis in which they exit mitosis: metaphase, early
anaphase (prior to spindle alignment) or late anaphase (after spindle alignment).
Note that SPoC mutants (mutants that release Cdc14 in early anaphase) were
detected in kar9∆ or dyn1∆ cells. Some mutants were classified differently be-
tween publications, in these cases we chose a single account to test, prioritising
the S288C/BY4741 genetic background.
I used the asynchronous update scheme to simulate each mutant 100 times,
and calculated the percentage of simulate cells that released Cdc14 fully into the
cytoplasm. I then compared the simulated data to the literature phenotypes and
recorded whether the majority of simulated cells behaved according to the liter-
ature phenotype. The model predicted 81% (113/140) of the phenotypes tested
(Figure 4.8A).
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4.4.2 The model fails to represent behaviour of partial knock-
downs
While the model was broadly successful at predicting the phenotype of literature
mutants, there were some types of mutant it struggled to capture. Overexpression
of CDC5 is capable of rescuing temperature sensitive MEN alleles, such as tem1-
3 (Jaspersen et al. (1998)), as well as initiating release of Cdc14 in a metaphase
arrest (Hu et al. (2001)). Model 5 predicts that CDC5 overexpession can cause
mitotic exit however, it requires MEN proteins and therefore cannot alleviate their
temperature sensitivity (Figure 4.8B). There is an interesting parallel here with
the case of Spo12, a FEAR protein. Overexpression of SPO12 can rescue a
number of temperature sensitive MEN alleles (Jaspersen et al. (1998)). However,
a recent study showed that while SPO12 overexpression can rescue temperature
sensitive alleles of MEN proteins, it cannot rescue their deletion (Caydasi et al.
(2017)). When I used Model 5 to simulate SPO12 overexpression combined with
knock-down of MEN proteins, it predicted the phenotype of the deletion rather
than the temperature sensitive allele. This suggests that excitation of the FEAR
pathway or other MEN activators, such as Cdc5, may allow MEN signalling to
occur at a lower, but not zero, threshold of MEN activity. I reasoned that a similar
effect may apply to the case of CDC5 overexpression. To test this hypothesis,
I tested whether provision of CDC5 on a 2µm plasmid could rescue deletion of
MOB1 (Figure 4.8D). This experiment showed that additional copies of CDC5
could not suppress the lethality of mob1∆, as predicted by Model 5 (Figure 4.8C).
This supports the view that the model is effective at simulating the effects of full
deletions of genes but struggles to represent the impact of knock-downs, such as
temperature sensitive alleles. This is likely a broader issue with logical models,
where protein activity is limited to a number of discrete states.
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4.4.3 The model struggles to represent overexpression
Many of the phenotypes which the model could not correctly predict involve over-
expression (19/27), in particular when combined with other mutations (18/27).
These issues likely relate to the rules describing how overexpression functions in
the model. In this framework, an overexpressed protein localizes everywhere it
normally can go (all of the localization nodes for that protein are switched ON).
I made this decision based on the fact that when CDC15 is overexpressed, it
localizes to the SPB even in tem1∆ cells(Rock and Amon (2011)). As Tem1 is
usually required for Cdc15 localization at the SPB, it must be the case that over-
expression can force Cdc15 to load in all conditions. However this pattern is not
reproduced for all proteins, PP2A-Rts1 is required for Kin4 localization at the SPB
and rts1∆ can rescue GALp-Kin4 by preventing localization of Kin4 at the SPB
(Chan and Amon (2009)). As no general rule can accommodate both these be-
haviours, it is inevitable that the impact of combining some of these mutations will
be unpredictable.
4.4.4 Steady states of the model
The steady states of Model 5 accurately represent the known distribution of MEN
proteins in the cell. There is a single steady state for each of the cell cycle stages
we modelled: metaphase, early anaphase (prior to spindle alignment) and late
anaphase. In each of these states, the localization pattern of MEN proteins fits
experimental observations (Figure 4.8D). The bfa1∆ mutation disrupts the asym-
metry of MEN proteins (Caydasi et al. (2012)) and this effect is captured by the
model (Figure 4.8E).
In conclusion, Model 5 can predict the majority (88%) of literature phenotypes
and its steady states are representative of our understanding of protein localiza-
tion during mitosis.
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4.5 Timing of mitotic exit
Figure 4.9: The role of FEAR in regulating anaphase length. A: We simulated
10,000 SPO12 and spo12∆ cells and the length of anaphase (time from model
initiation until mitotic exit) was calculated, and was normalized to the mean of the
wild type cells. B: Schematic showing the key cell cycle events used to calculate
the length of time spent in anaphase. C: Time course showing mRuby2-Tub1
fluorescence in a representative cell during exit from mitosis. Images were taken
at 2 minute intervals and used to determine the length of anaphase. The image
at 0 minutes shows the final frame where the cell has an un-extended spindle
and spindle disassembly after 18 minutes. D: Distribution of anaphase lengths
in SPO12 and spo12∆ cells. 5 time course were performed, each with 3 fields
of view per strain, (SPO12 n = 281, spo12∆ n = 223). Due to differences in
mean exit times between time courses, exit times from each time course were
normalized to the mean exit time of SPO12 cells in that time course. E: The
coefficient of variation of exit times for SPO12 and spo12∆ cells in simulation
and experiment.
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4.5.1 Simulations predict FEAR required for robust mitotic
exit timing
The FEAR network is not essential for mitotic exit; however, FEAR mutants are
delayed in exit from mitosis (Stegmeier et al. (2002)). In my model Cdc14 disrupts
a negative feedback loop involving Cdc15, CDK and Nud1, allowing stable local-
ization of Cdc15 at the SPB, suggesting the model could represent this temporal
effect of FEAR disruption.
In order to test this hypothesis, I simulated the model using the MaBoSS pack-
age (Stoll et al. (2012, 2017)). MaBoSS treats a logical model as a continuous
time Markov chain applied on the state space of the model, meaning that the
model can be simulated in continuous time. This is an advantage over the asyn-
chronous update scheme, which updates in discrete time steps. I simulated wild
type and spo12∆ cells in late anaphase (Figure 4.9A). As hypothesised, the sim-
ulations revealed a delay in Cdc14 release in the spo12∆ mutant. Furthermore,
the distribution of exit times in the FEAR mutant was different to the wild type.
The exit time distribution of the spo12∆ cells has a long tail, indicating that the
variance, as well as the mean, is higher than the wild type.
4.5.2 Experimental measurement of anaphase length confirm
prediction
I decided to test whether this difference in the variance of mitosis length was ob-
servable in living cells. In order to get information on the full distribution of exit
times, I used time-lapse microscopy to get single-cell data. This differs from pre-
vious studies, which relied on bulk measurements, for example (Stegmeier et al.
(2002)). I used a CDC14-CFP mRuby2-TUB1 strain, using Tub1 as a marker
of the mitotic spindle. I measured the length of anaphase by recording the time
stamp of the first frame showing an extended mitotic spindle and the first frame
168
CHAPTER 4. RESULTS 2: SPATIO-TEMPORAL MODELLING OF THE
MITOTIC EXIT NETWORK
Figure 4.10: Raw measurements of anaphase length, grouped by strain and time
course. Box plots show the median and the upper and lower quartiles, whiskers
show 1.5 times the inter-quartile range or the closest measurement, whichever is
closest.
of spindle disassembly (Figure 4.9B&C). I placed SPO12 and spo12∆ strains in
side-by-side chambers and ran time courses for 2 hours, with 2 minute time in-
tervals (Figure 4.10A). There were some differences in mean anaphase length
in SPO12 cells between different time courses, possibly due to the amount of
time cells spend in the chamber before imaging. To account for this, I normalized
the anaphase length measurements to the mean of the SPO12 cells during each
time course. The experimentally derived distributions of anaphase length qualita-
tively match the simulations (Figure 4.9D). In particular, the spo12∆ distribution
is both shifted right and has a heavier tail than the SPO12 distribution. I used
the Coefficient of Variation (CV) as a scale-free measure of variability to compare
the effect of FEAR disruption in both the simulated and experimentally observed
distributions of anaphase length (4.9E). Both simulation and experiment show a
marked increase in CV in spo12∆ cells when compared to SPO12 cells. Further-
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more, the simulations predict that the distribution of exit times in FEAR mutant
cells would show a power law tail (Figure 4.10A). This is confirmed by experimen-
tal measurements, although intriguingly the wild type also shows this behaviour,
albeit with a much less shallow tail. This suggests that anaphase length in FEAR
mutant cells is highly variable. Altogether this evidence suggests that the FEAR
network is important for the robustness of the timing of mitotic exit.
4.6 Predicting the strength of spindle position
checkpoint mutants
In the previous section, I established that the compartmental logical modelling
framework is capable of representing both temporal and spatial aspects of regu-
lation, and can make predictions about single cell behaviour. Therefore, I decided
to apply it to the problem of distinguishing the strength of SPoC mutants. All
SPoC mutants, such as kin4∆ or bub2∆, permit exit from mitosis while the spin-
dle is misaligned. However, they differ in the penetrance of the phenotype: only
a fraction of cells ever exit mitosis with misaligned spindles and in some mutants
this fraction is higher than in others. For example, Falk et al. (2016a) found that
around 25% of kin4∆ cells will exit mitosis with a misaligned spindle while 50%
of bub2∆ cells will do so. This difference means we can distinguish between
“strong” SPoC mutants like bub2∆ and “weak” mutants like kin4∆ cells. I decided
to test whether my model of mitotic exit could tell strong and weak SPoC mutants
apart.
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Figure 4.11: Caption located on next page.
4.6.1 Distribution of exit times in spindle position checkpoint
mutants
A key difference between strong and weak SPoC mutants is the time spent in
anaphase with a misaligned spindle before exiting mitosis. Falk et al. (2016a)
used kar9∆ osTIR1 dyn1-AID cells, which align spindles very slowly due to dis-
ruption of both parallel spindle alignment pathways. They found that kin4∆ cells
with misaligned spindles spent considerably longer in mitosis than bub2∆ cells. I
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Figure 4.11: Parameter selection for the dimensional model (Model 6). A: The
basic rate, ρ, was chosen so that the mean of the exit time distribution of bub2∆
is 25. I simulated 10,000 anaphase cells with misaligned spindles for 40 values
of ρ between 0.6 and 1.0 and calculated the mean exit time. The closest to
the target value (ρ = 0.84) was selected. B: The slow rate of Bfa1 inhibition,
ρslow, was chosen so that the mean of the exit time distribution of kin4∆ is 70. I
simulated 10,000 anaphase cells with misaligned spindles for 18 values of ρslow
between 0.004 and 0.018 and calculated the mean exit time. The closest to
the target value (ρslow = 0.012) was selected. C: I tried varying the fast rate
of Bfa1 inhibition, ρfast over 2 orders of magnitude but found it had little effect
on the length of mitosis in either mutant, so it was left at ρfast = 1. Mean exit
times were derived from simulations of 10,000 anaphase cells with misaligned
spindles. D: The parameter, σ, representing the rate of spindle alignment, was
chosen to match both the measured proportions of multinucleate cell formation
in bub2∆ (∼ 0.5) and kin4∆ (∼ 0.25). We tested 6 values of σ between 0.11
and 0.16. Fortunately, the value σ = 0.14 fits both proportions closely. Mean exit
times were derived from simulations of 10,000 anaphase cells with misaligned
spindles. E: Measurement of the half-angular bud width, θ, from a microscope
image of a large-budded wild type cell. Based on this measurement we use a
value of θ = 0.3.
hypothesised that this difference in speed of MEN activation could be key to the
difference in SPoC strength.
In order to represent this effect, I modified the MaBoSS model to make a new
model (Model 6). The wiring of Model 6 is identical to Model 5, but Tem1 is
activated more rapidly in the presence of Lte1. This decision was based on my
earlier finding that Lte1 inhibits Bub2-Bfa1 activity. Lte1 is an attractive choice
as its bud localization means that MEN activation will take less time when the
spindle is correctly aligned. In order to match the experimental measurements of
Falk et al. (2016a), I introduced parameters to dimensionalize the model:
• ρfast, the rate of Tem1 activation in the presence of Lte1.
• ρslow, the rate of Tem1 activation without Lte1.
• ρ, the rate of all other reactions.
These parameters were fit to match timing data from Falk et al. (2016a). I chose ρ
so that the mean length of anaphase for bub2∆ cells with misaligned spindles was
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Figure 4.12: Caption located on next page.
25 minutes (Figure 4.11A). Similarly ρslow was chosen so that the mean length
of anaphase for kin4∆ cells with misaligned spindles was 70 minutes (Figure
4.11B). I tried varying ρfast over 3 orders of magnitude however, it had minimal
effect on the length of anaphase in cells with misaligned spindles for both mutants
and so it was left at 1 (Figure 4.11C). All parameter values are summarised in
Table 4.2. I used simulations of 10,000 cells to generate exit time distributions
for both kin4∆ and bub2∆ cells (Figure 4.12A). I used cubic spline interpolation
of these histograms to generate approximate PDFs for the random variable, E,
representing the time from anaphase onset until exit from mitosis. Note that E is
strain specific and must be re-calculated for each mutant.
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Figure 4.12: Use of the parameterised model to predict and explore cell-cell vari-
ability in SPoC mutants. A: Simulated exit times of bub2∆ and kin4∆ cells with
misaligned spindles, from 10,000 runs of the model. B: Schematic of a kar9∆
osTIR1 dyn1-AID cell, showing the spindle angle x(t) and the half-angular neck
width, θ. C: Simulations of x(t), the spindle angle starting from uniformly dis-
tributed initial conditions and varying as a Brownian motion. The time until align-
ment Ai is indicated for each simulation. A1 = 0 as in this case the initial condition
of the simulation is within the bud neck (x(0) > π
2
− θ), corresponding to the sce-
nario where the spindle is aligned at the point of extension. A2 and A3 can be
measured as the point where x(t) crosses either of the boundaries, as it is not
important which SPB enters the bud. The final two simulations do not achieve
alignment during the 60 minutes simulated so A4, A5 > 60. D: The distribution
of exit times, E, for a simulated bub2∆ mutant and the distribution of alignment
times, A, for a simulated kar9∆ osTir1 dyn1-AID cell. These distributions were in-
ferred from cubic spline interpolation of histograms generated from 10,000 runs of
the model or 10,000 Brownian motion simulations respectively. E: Distribution of
the difference between exit time and alignment time, D, for the simulated bub2∆
kar9∆ osTir1 dyn1-AID. The area between the x-axis, the curve and x = 0 gives
the predicted probability of a given cell exiting mitosis before spindle alignment
occurs, giving rise to a multinucleate cell. F: Predicted proportions of multinu-
cleate cells for various genetic backgrounds. Dotted lines show the measured
proportions of multinucleate cells in Falk et al. (2016a).
4.6.2 Distribution of alignment times
In the previous section, I outlined how Model 6 can be used to predict the time
taken for cells with misaligned spindles to exit mitosis. In order to predict the
proportion cells exiting mitosis prior to spindle alignment, we also need a way to
predict the time taken for a cell to align its spindle. As the analysis of Falk et al.
(2016a) was gathered using kar9∆ osTIR1 dyn1-AID cells, I decided to model
spindle alignment in this strain upon auxin-mediated Dyn1 degradation.
As neither spindle alignment pathway is present in these cells, alignment will
occur as a result of random motion of the fluid inside the cell. A basic model
of this is to consider the spindle to align by rotation around the geometric cen-
tre of the mother compartment. The angular displacement, x(t), then acts as a




). The spindle becomes
aligned if the SPB enters the bud neck, and we assume it will not become mis-
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Parameter Definition Value
ρ Standard rate of reactions in Model 6 0.84
ρslow Rate of Tem1 activation in absence of Lte1 0.012
ρfast Rate of Tem1 activation in presence of Lte1 1
σ Rate constant of spindle alignment 0.14
θ Half-angular bud width 0.3







, where θ is the half-angular bud width. The orientation of





). This process requires two parameters: σ, the rate of alignment,
and θ, the half-angular bud width. I approximated θ from a microscope image
(Figure 4.11E), while σ was fit to checkpoint competency data as described be-
low. Running simulations of this Brownian motion generates example trajectories
for x(t) (Figure 4.12C). The time until spindle alignment - the random variable, A






. It is important to note that
P(A = 0) > 0, as there is a non-zero chance that the spindle is already aligned
at the onset of anaphase. Using a similar approach to the approximation of the
PDF of E, I simulated alignment and measured A for 10,000 cells and performed
cubic spline interpolation of the histogram of this data (Figure 4.12D).
4.6.3 Prediction of spindle position checkpoint strength
PDFs for the random variables E and A are sufficient to determine the penetrance
of the SPoC mutant phenotype. I define the distribution of the difference of the






This distribution can be used to determine P(D < 0), the probability that exit
from mitosis happens before spindle alignment is complete. This probability can
be approximated by numerically integrating the area between the x-axis, fD and
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the line x = 0 (Figure 4.12E). Using this approach, I generated computational
predictions of the proportion of cells exiting mitosis before spindle alignment in
10 strains tested in Falk et al. (2016a) (Figure 4.12F). This included strains ex-
pressing the LTE1-8N allele, which localizes throughout the cell unlike the wild
type Lte1, which is limited to the bud (Geymonat et al. (2009)). These predictions
closely match the experimentally observed proportions of multinucleate cells in
most cases. However, the model could not quite match the reduction in SPoC
efficiency caused by the spo12∆ mutation in the LTE1-8N and LTE1-8N kin4∆
backgrounds.
This framework provides a mechanism to link the speed of anaphase progres-
sion to the proportion of experimentally observed multinucleate cells. The suc-
cess of this approach in predicting the strength of SPoC mutants suggests that
the compartmental logical modelling framework is capable of making continuous
predictions about the properties of mutant phenotypes.
4.7 Predicting the impact of forced localization
In the compartmental logical modelling framework it is easy to simulate mutant
proteins that mislocalize within the cell, a clear advantage over non-spatial mod-
els. In order to examine the effects of forced localization at the SPB, I simulated
the effects of forcing MEN proteins to localize there.
4.7.1 Forcing proteins to the spindle pole body
There are 10 MEN proteins that localize to the SPB in the model, I simulated forc-
ing each of these, and Lte1, to the SPB using Model 5 under the asynchronous
update scheme (Figure 4.13A). As Lte1 does not usually localize to the SPB,
a modified version of the model incorporating an Lte1-SPB node was used to
simulate this phenotype. In the cases where these experiments have already
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Figure 4.13: Caption located on next page.
been performed, the simulated phenotypes mostly match the experimental find-
ings (5/6).
Bub2-Bfa1 is an inhibitor of MEN signalling so it is surprising to see that forced
localization of these proteins induces mitotic exit in cells with misaligned spindles
(Figure 4.13A). However, this has been experimentally observed (Scarfone et al.
(2015); Gryaznova et al. (2016)). This is because Bfa1 is inhibited by Cdc5 at the
SPB so forcing Bub2-Bfa1 to the SPB abolishes the protective effect of Kin4 phos-
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Figure 4.13: Simulated forced localization phenotypes. A: Predicted phenotype of
cells where each of the SPB-localized proteins in the model are forced to localise
to the SPB. A question mark (?) indicates an phenotype that has not been experi-
mentally verified in the literature. A star (*) is used to indicate that the MOB1-SPB
phenotype differs from literature accounts due to factors beyond the scope of the
model. B: Predicted rescue of the CDK-SPB phenotype by bfa1∆. The dagger
symbol (†) is used to indicate that the LTE1-SPB phenotype was tested on an
updated version of the model. As Lte1 does not usually localize to the SPB, a
modified version of the model was used to test this phenotype. C: Spot tests
showing growth defect of Nud1-GFP cells expressing a fusion Clb2-CDK-GBP
protein from the MET3 promoter and rescue of this defect by bfa1∆. Activity of
the MET3p promoter was tuned by addition of 10µM methionine to media. D:
Predicted phenotype of cells where Cdc15 or CDK are forced to either the mSPB
or dSPB.
Figure 4.14: Simulations of wild type, BFA1-SPB and bfa1∆ cells using the model
of Caydasi et al. (2012). The graph on the left shows how the number of Tem1-
GTP (active Tem1) molecules at the SPB, while the graph on the right shows total
Bfa1 molecules at the SPB. In this model, activation of the MEN is signalled by the
number of Tem1-GTP molecules exceeding 65 (the MEN threshold). Simulations
were performed using the same parameters as Caydasi et al. (2012), with custom
initial conditions matching the pre-alignment steady states of the model.
phorylation. Previous computational models of the SPoC struggled to represent
this effect, with the model of Caydasi et al. (2012) predicting the opposite effect
(Figure 4.14). Model 5 also predicts that forced localization of Cdc5 at the SPB
would disrupt SPoC function (Figure 4.13A), as experimentally observed (Cay-
dasi et al. (2017)). The model also predicts that forced localization of Lte1 at the
SPB would compromise the SPoC, a prediction that would be interesting to test
experimentally.
My simulations show forced localization of Tem1 and Cdc15 abolish all control
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Figure 4.15: Experimental validation of simulated forced localization phenotypes.
A: Recruiting Cdc15 but not Tem1 to the SPB promotes mitotic exit in metaphase.
Wild type, TEM1-YFP and CDC15-YFP cells expressing NUD1-GBP from a
plasmid were synchronized with alpha factor and then arrested in metaphase
with nocodazole. After 3 hours the number of single and multi-budded cells
was counted. Error bars represent 95% confidence intervals calculated with the
Clopper-Pearson method. P-values were calculated using the two-tailed Fisher’s
exact test. B: Forced interaction of both Tem1 and Cdc15 with Nud1 is lethal.
C: Representative images of NUD1-GFP MET3p-CLB2-CDC28-GBP-RFP cells,
grown in media containing 10µM methionine. We placed cells into 4 categories:
G1, pre-anaphase spindle (S or early M cells with 2 SPBs less than 3µm apart),
anaphase (SPBs over 3µm apart) and abnormal cells (aberrant SPB or bud num-
ber). D: Quantification of the percentage of cells in each category. NUD1-GFP
MET3p-CLB2-CDC28-GBP-RFP cells showed a high proportion of anaphase
cells, which could be rescued by repression of the MET3 promoter by addition
of methionine or by the bfa1∆ mutation. MET3p activity was tuned by addition
of 0.01mM methionine (+) or 2mM methionine (-). P-values calculated using the
two-tailed Fisher’s exact test.
of Cdc14 release during mitosis (Figure 4.13A). This is expected of Cdc15, which
has been shown to induce exit from mitosis in metaphase when forced to the SPB
(Rock and Amon (2011)). However, this is not true of Tem1. Valerio-Santiago and
Monje-Casas (2011) showed that a Tem1-Cnm67 fusion protein could induce exit
from mitosis in cells with misaligned spindles but not in metaphase. Nud1, rather
than Cnm67, is the scaffold for Tem1 at the SPB (Scarfone and Piatti (2015)) so I
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decided to test whether forcing Tem1 to interact with Nud1 would result in the pre-
dicted phenotype. I transformed wild type, CDC15-YFP and TEM1-YFP strains
with a plasmid expressing NUD1-GBP from the reduced strength GALS promoter,
as described in the previous chapter. I found that forced recruitment of Cdc15 but
not Tem1 to Nud1 could induce mitotic exit in cells arrested in metaphase with
Nocodazole (Figure 4.15A). Intriguingly, induction of NUD1-GBP was lethal in ei-
ther strain (Figure 4.15B). This evidence suggests there may be aspects of Tem1
regulation not yet captured in the model.
Not all forced localizations induced mitotic exit, Kin4 is predicted to prevent mi-
totic exit when forced to the SPB (Figure 4.13A). There is conflicting experimental
evidence on this point. A KIN4 mutation that causes symmetrical localization had
no effect on mitotic exit control (Chan and Amon (2010)) while a Kin4-Spc72 fu-
sion protein was found to delay Cdc14 release (Maekawa et al. (2007)). Kin4
was identified as causing a SPI with Spc72 and Nud1 in the screens described in
Chapter 3. Cdc14, Dbf2 and Mob1 are predicted to have no effect when forced
to the SPB; the only case that has been tested experimentally is Mob1. A Mob1-
Nud1 fusion was shown to be lethal because in this strain Mob1-Dbf2 could not
leave the SPB and consequently could not release Cdc14 from the nucleus (Rock
et al. (2013)). This effect is not captured in the model. Like Kin4, CDK is pre-
dicted to prevent mitotic exit when forced to localize to the SPB (Figure 4.13A).
Additionally, the model predicts that this effect will be rescued by bfa1∆ (Figure
4.13B). I decided to test these predictions experimentally in collaboration with
Cinzia Klemm from the Thorpe Lab.
We used plasmids that express either GBP or a CLB2-CDC28-GBP fusion
protein from the MET3 promoter in a yeast strain expressing NUD1-GFP. The
MET3 promoter is inducible, with very low expression in the presence of 2mM
methionine, and a reasonably high level of expression in media containing 10µM
methionine (Mao et al. (2002)). We found that the forced interaction of CDK
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with Nud1 was lethal and that, as predicted, the bfa1∆ mutation rescued this
effect (Figure 4.13C). Microscopy of these strains show that cells arrest with an
extended spindle and large bud (Figure 4.15C), indicative of a late anaphase
arrest. Quantification of cell cycle stage shows that deletion of bfa1∆ rescues
this phenotype (4.15C).
4.7.2 Forcing proteins to localize asymmetrically
Tools to force protein localization at both SPBs, such as the GBP-GFP system,
have been used to study the effect of forcible localization on the MEN for many
years. However forcing proteins to interact with a single SPB is more difficult to
achieve genetically. A system using optogenetics to activate binding at a single
SPB has been used to recruit Clb2 to one SPB at a time (Yang et al. (2013)) but
the effect of this on mitotic exit control has not been fully investigated. However,
the impact of such perturbations can be explored using the compartmental logi-
cal model. The model predicts differing types of behaviour for CDK and Cdc15.
Cdc15 is predicted to cause unscheduled mitotic exit when forced to localize at
either SPB (Figure 4.13D), suggesting that MEN signalling could occur at the
mSPB. On the other hand, the impact of forced localization of CDK at the SPB is
only felt when forced to the dSPB and not the mSPB (Figure 4.13D).
4.8 Discussion
In this chapter I have presented and analyzed a spatio-temporal model of mitotic
exit control in yeast. This model helps to answer the second of my key questions
in this project: how is localization at the SPB used to regulate proteins? By
formalizing the mechanism of mitotic exit control it allows us to examine how
regulation of localization contributes to regulation of MEN proteins. In this section,
I will begin by discussing the compartmental, logical modelling formalism and then
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move on to discuss how the model contributes to our understanding of mitotic exit
control.
4.8.1 Model training
My first approach to building a model of the MEN was to use CellNOptR to train
a model against established MEN phenotypes. CellNOptR allowed me to find
an ensemble of reasonable models, including 7 which could fit 88% of the pro-
vided phenotypes. I was surprised by the diversity of models produced by the
genetic algorithm. Generally, the models converged functionally to fit the same
phenotypes but not structurally. This suggests that the issue of finding unique
logical models may generally be quite hard as multiple models may show the
same phenotypic behaviour. This is a common problem in systems biology and
is recognised by the authors of CellNOptR, who also found that the algorithm
identified multiple optimal models (Saez-Rodriguez et al. (2009)). One solution
to the issue is to identify specific experiments that will aid in model identification.
This idea of a cyclical process of computational prediction and experimentation
guided by these predictions is well-established in systems biology (reviewed in
Kitano (2002); Kreutz and Timmer (2009)). Algorithms to identify experiments to
distinguish Boolean models already exist (Ideker et al. (2000)) and these could
be utilised to automatically infer the most informative perturbations.
An alternative approach could be to make use of the diversity of fitted models.
In the field of machine learning, the random decision tree method has similar lim-
itations: a single tree can be easily found and verified but repeated applications
of the algorithm generally identify different trees. This method was improved by
generalising it to the random forest method, in which a “forest” of trees is gener-
ated and the decision is determined by a democratic decision made by the entire
forest. A similar approach could be considered for logical models, where the be-
haviour of an ensemble of models could be considered instead of an individual
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model. This could be implemented as a form of probabilistic Boolean network,
where the rule for a given node is selected randomly weighted by the frequency
of this rule within the ensemble of trained models.
However, the failure of the method to identify a single model may reflect the
fact that the Boolean framework is a significant abstraction of the underlying sys-
tem. There were 11 phenotypes that were never fit by the training algorithm. Many
of these were phenotypes I later identified issues with, in particular rescue of tem-
perature sensitive MEN strains by Cdc5 overexpression and interaction of FEAR
and Kin4 regulation of Bfa1. Two phenotypes were mutually exclusive among the
optimal models, these were the SPoC phenotype of rts1∆ and its rescue by dele-
tion of LTE1. This issue was resolved in the later model by introduction of spatial
regulation of Kin4. The issues this model had achieving a perfect fit to the data
are similar to the issues of the later model which are discussed below.
4.8.2 Spatio-temporal logical models
The primary issue with the models trained by CellNOptR was that they could not
represent spatial organization of the MEN. In order to address this issue, I devel-
oped a novel modelling formalism: compartmental logical models. In principle,
this kind of model could be trained with a genetic algorithm, like CellNOptR, but
this algorithm would have to apply mutations to the underlying activity and local-
ization networks and then test the compiled compartmental model.
This framework is similar to the compartmental ODE formalism and can rep-
resent most of the same kinds of spatial regulation. However it would currently
struggle to represent sequestration in a compartment. In a compartmental ODE
model there is a total number of molecules in the cell, meaning that localiza-
tion in one compartment can effectively inhibit localization elsewhere. This is not
represented in my MEN model, although additional rules could be included to
make localization of some species in different compartments mutually exclusive.
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In my model, the nucleolus is not explicitly represented so sequestration is mod-
elled by inhibiting localization in the nucleus. The explicit representation of these
compartments forces the researcher to consider the implications of some inter-
actions. In this case, for example, it was essential for a small amount of FEAR
to enter the cytoplasm in order for FEAR to have an effect on MEN regulation.
One disadvantage of making logical models compartmental is the large increase
in the number of nodes in the network. In the case of my model, the number
of nodes is increased by a factor of 10. Certainly, it would not be advisable to
use a compartmental logical model where a standard logical model would suffice.
However, this increase in size may be justified in cases where spatial regulation
is important. Logical models are already generally less computationally intensive
to simulate and analyze than ODE models, so this increase in size has not proven
to be a significant issue.
4.8.3 Modelling overexpression and forced localization
My model can represent different kinds of mutant including deletions, overexpres-
sions and mislocalizing proteins. Loss-of-function mutants are straightforward to
model, in this case we set the corresponding node to 0, regardless of the activity
of regulators. I found that overexpression and forced localization were more diffi-
cult to model. I found that simply forcing the respective activity or localization node
to 1 was not sufficient to model the behaviour of these mutants. Overexpression
is a complex phenotype that can have multiple effects, including rewiring existing
networks (Moriya (2015)). In my model, overexpression is controlled by an addi-
tional node representing the behaviour of the overexpressed gene. This node can
over-ride other aspects of regulation, for example overexpression of an inhibitor
could prevent activation of a protein even in conditions which would otherwise
lead to its activation. I applied a similar approach to modelling forced localization
at the SPB, with this perturbation resembling a local overexpression. This ap-
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proach allows the model to represent 80% of genetic phenotypes. However these
assumptions do have shortcomings. As discussed earlier in the chapter, we as-
sume overexpression forces localization at the SPB, this is necessary to represent
the phenotype of GAL1p-CDC15 tem1∆ but incorrectly predicts the phentoype of
the GAL1p-KIN4 rts1∆ mutant. While the rule I have used here is a good heuris-
tic it is clearly not applicable in all circumstances. To improve this would require
more quantitative detail about the overexpression phenotype and how it could in-
teract with other aspects of regulation. If this information became available then a
hybrid logical-ODE model (such as described in Bornholdt (2008)) could be used
to integrate this data into the existing model.
4.8.4 Limitations of logical modelling
In this chapter I have shown that a compartmental logical model of the MEN can
accurately model control of mitotic exit in yeast. However, the simplifying assump-
tions behind these models lead to inevitable limitations. Certain mechanisms are
inherently quantitative, for example the high turnover of Bub2-Bfa1 at the SPB
as a result of Kin4 phosphorylation which protects Bfa1 from Cdc5 inhibition. In
this case I was able to model the regulation by a simpler mechanism where Kin4
prevents Bfa1 localizing at the SPB. However there are some interesting MEN
phenomena that my model does not reproduce, for example the asymmetry of
MEN proteins at the SPB prior to spindle alignment or localization of MEN protein
at the mSPB in telophase. These phenomena were left out as they were sus-
pected not to have a functional role on the outcome of signalling, but they likely
have an impact on the dynamics of mitotic exit signalling. While the model was
able to make predictions about the impact of FEAR on the dynamics of mitotic
exit, these other factors are not accounted for.
I found that the inability of logical models to represent partial loss-of-function
mutations, like temperature sensitive alleles, was a significant limitation to the
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model. Many of the phenotypes that could not be matched by the model were
rescues of temperature sensitivity by overexpression of other genes. These could
not be represented by the model as it could not distinguish between a deletion,
which is lethal, and a temperature sensitive strain. One could argue that these
effects would be more effectively modelled by a system of ODEs, which could
account for quantitative changes. Technically this is true but in practice the quan-
titative details required to make such predictions are often lacking, for example
the difference in activity between a wild-type and temperature-sensitive enzyme
at restrictive temperature. However, if this kind of information were to become
available this would be a viable option for ODE models. In order for logical mod-
els to be able to make such predictions, some kind of quantitative modification
would be required.
4.8.5 Biological implications of the model
Through development of the model, I have arrived at several conclusions about
the regulation of mitotic exit in yeast. Some of these are new ideas, but most
are affirmations or combinations of earlier ideas. However, putting these pieces
together in a computational model constitutes a comprehensive and unified view
of mitotic exit.
The anaphase specific component and Cdc5
I introduced the ASC as a regulator of Cdc15 localization in order to fit the phe-
notype of CDC15-7A MOB1-2A cells. By combining the ideas of Rock and Amon
(2011) and Botchkarev et al. (2017), I propose that Cdc5 could play this role (Fig-
ure 4.16). In this model, Cdc5’s localization at the cytoplasmic face of the SPB
in early anaphase is the signal required for mitotic exit to be initiated in CDC15-
7A MOB1-2A cells with a misaligned spindle. Botchkarev et al. (2017) argue that
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Figure 4.16: Model of the MEN including the developments contributed in this
chapter. A: Lte1 regulates Bub2-Bfa1 via two pathways, only one of which is
dependent on Kin4. B: Cdc5 is required for recruitment of Cdc15 to the SPB in
the absence of Tem1 or CDK regulation. C: FEAR breaks a Cdc15-Nud1-CDK
negative feedback loop, leading to deterministic timing of mitosis.
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Cdc5’s movement from nuclear to cytoplasmic face of the SPB is controlled by the
FEAR network, and this could be explored in the model. A key prediction of this
model is that Lte1 is responsible for Bfa1 inhibition in CDC15-7A MOB1-2A cells
which exit mitosis in metaphase with an aligned spindle. It would be an interest-
ing test of the model to see whether deletion of LTE1 prevents exit from mitosis in
these conditions.
The role of Lte1 beyond Kin4 regulation
As noted by Falk et al. (2016a), kin4∆spo12∆ cells can maintain the SPoC de-
spite the absence of Kin4. I found that the model therefore required two parallel
SPoC pathways, one via Kin4 and another independent of it (Figure 4.16). I fur-
ther built on this mechanism in Model 6, proposing that MEN signalling could
proceed more rapidly in the presence of Lte1 than in its absence. A tempting
mechanism would be that Lte1, which contains a GEF-like domain, could act as a
GEF for Tem1. However, it has been shown that Lte1 has no GEF activity towards
Tem1 in vitro (Geymonat et al. (2009)), although other factors such as Ras, were
not included in these experiments (Seshan and Amon (2005)). Furthermore, I
found that Lte1’s alternative MEN-promoting activity must be directed towards
Bfa1 rather than Tem1. My choice of Lte1 was based on the requirement that the
signal must be bud-localized to meet the spatial requirements. However, there are
potentially other bud-localized proteins that could perform this role. While sick, the
lte1∆kin4∆spo12∆ triple mutant can exit mitosis but requires the bud-localized
kinase Ste20 (Caydasi et al. (2017)). Additional polarity proteins, such as Kel1,
Kel2, Cdc24 and Cdc42 have also been shown to play a role in control of mitotic
exit (Höfken and Schiebel (2002)). Therefore it may be that it is these proteins,
rather than just Lte1 which contribute to SPoC maintenance in the absence of
Kin4. Examining the contribution of these proteins could be an interesting future
direction for the model. .
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The role of Cdc14 early anaphase release in the control of mitotic exit
While control of FEAR has been extensively studied, its purpose is not entirely
clear. FEAR proteins have genetic interactions with MEN proteins, leading to the
view that the FEAR ‘primes’ the MEN. This is backed up by the observation that
mitotic exit is delayed in FEAR mutants. I simulated my model in continuous time
using MaBoSS and found that in these simulations, FEAR mutants not only spent
longer in mitosis but the length of mitosis was also more variable. This finding was
verified using time-lapse microscopy. In this model, the key determinant of mitosis
length was localization of Cdc15 at the SPB, which occurs deterministically in the
presence of FEAR and stochastically in its absence (Figure 4.16). The FEAR
has many other roles, some of which could also regulate the length of mitosis, for
example reversing CDK-phosphorylation of securin, accelerating the metaphase-
anaphase transition (Holt et al. (2008)).
The logical formalism is fairly abstract and so it is reasonable to question
whether we would really expect it to capture temporal effects. In the continuous-
time Markov chain simulation strategy used by MaBoSS, waiting times such as
the length of mitosis are effectively the sum of sequential waiting times for indi-
vidual nodes to update. Each node is selected to update as a Poisson process
with a rate parameter ρ, meaning the waiting time between the previous node in
the cascade updating and the next node changing state is an exponential variable






where ti are independent exponential variables with rate parameter ρi. If the ρi
are all the same then T fits the definition of an Erlang distribution. Recent re-
search measuring the length of cell cycle stages in human cells found that they
were modelled well by an Erlang distribution (Chao et al. (2019); Gelens and San-
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tos (2019)). Together with my own findings on mitosis length, this suggests that
continuous-time implementations of logical models can be effective at represent-
ing biological timing processes.
4.8.6 A stochastic view of checkpoint competence
For much of this chapter I have dealt with mutant phenotypes as deterministic
outcomes however in reality only a fraction of cells ever display a mutant pheno-
type. By considering the waiting times until either mitotic exit occurs or the spindle
aligns, I was able to predict the proportion of cells showing a binucleate pheno-
type in SPoC mutant backgrounds. I used existing data to fit rate parameters to
get a dimensional model, and eventually found that by varying a single parameter,
σ, I could fit the percentage of binucleate cells in both kin4∆ and bub2∆ back-
grounds. The fact that varying this single parameter could fit both phenotypes
suggests the model is not over-fitted.
In this view of checkpoints, two kinds of mutant may affect the percentage of
cells affected: SPoC machinery and timing mutants. Obviously, mutants affecting
the machinery detecting spindle alignment will affect SPoC competence but addi-
tionally mutants affecting the rate of mitotic exit signalling could also change the
percentage of cells affected in a SPoC mutant background. As FEAR mutants
are delayed in mitotic exit, it is possible that the SPoC rescue of kin4∆spo12∆
cells could be caused simply by the delay in signalling. Notably, the model was
not able to fully predict the impact of spo12∆ in LTE1-8N strains. Although I was
able to show a delay in mitotic exit in FEAR mutants in the non-parameterised
model, I did not fit this delay to quantitative data. It would be interesting to add
parameters to the model to allow it to quantitatively represent the delay caused
by FEAR mutations. Until this mechanism has been fully explored, it remains an
open question whether the impact of FEAR mutants on SPoC competence is a
result of changes to the logic or the timing of the MEN.
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More generally, this framework would apply to other checkpoints such as the
SAC and in other organisms. It would be interesting to compare the stochas-
tic properties of checkpoints such as the SAC between single-celled yeasts and
multi-cellular organisms. It is sometimes speculated that single-celled organisms
have intentionally leaky checkpoints as they have a vested interest in their own
survival even if this causes aneuploidy. Multi-cellular organisms may be more
careful as they face an evolutionary pressure from cancer, which may outweigh
the benefits of an individual cell’s survival.
4.8.7 The role of SPB localization in the MEN
A key aim of this project was to establish a mathematical model that could help
us to understand the role of localization of MEN proteins at the SPB. A key test
of this model is therefore whether it can correctly predict the impact of forced
localization of MEN proteins at the SPB. I found that the model could correctly
predict the phenotype of forced localization of all MEN proteins except for Tem1.
In collaboration with Cinzia Klemm I have also verified the prediction of the model
that forced localization of CDK at the SPB would prevent mitotic exit and that this
could be rescued by BFA1 deletion. Both the experiments of myself and Valerio-
Santiago and Monje-Casas (2011) show that forced recruitment of Tem1 at the
SPB does not induce mitotic exit in metaphase, in contradiction of the prediction
of the model. It will be interesting to explore the factors restraining mitotic exit in
metaphase in such cells, especially as deletion of Bub2-Bfa1 components, which
act through Tem1, are sufficient to cause premature Cdc14 release.
Forced localization of proteins at both SPBs is already a standard technique
in the molecular biologist’s toolbox. However, my model is able to predict the out-
come of experiments that are not yet widely practiced, such as recruitment to a
single SPB. The model predicts that forcing Cdc15 to either SPB would initiate mi-
totic exit, raising the interesting prospect of driving MEN activity from the mSPB.
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On the other hand, the model also predicts that the effects of forced localization
of CDK would prevent mitotic exit only at the dSPB. There are two possible ways
to achieve this asymmetric localization. The first would be to make use of exist-
ing asymmetries between the SPBs. Kar9 localizes at the dSPB and so fusing
proteins to Kar9 using the GFP-GBP system could achieve this. The identity of
the SPB is controlled by phosphorlyation of Nud1 and so it is theoretically possi-
ble that with further work to understand how this modification defines the SPB’s
identity, this modification could be leveraged to control localization at one SPB or
the other. Alternatively, an optogenetic system could be used to target proteins
to one SPB or the other in a microscope. Yang et al. (2013) use the PhyB-PIF
optogenetic system to target proteins to interact with Spc72 and show that they
can target proteins directly to one SPB or another. My own preliminary research
has shown the potential to use a Nud1-PIF fusion to target PhyB-YFP to the SPBs
upon exposure to light. Therefore this strategy could be used to test the predic-
tions made by the model about the impact of forced localization at a single SPB.
4.8.8 Summary
In this chapter I have set out two approaches to modelling control of mitotic exit. In
the first approach, I used a model-fitting algorithm to train a logical model against
a dataset of literature phenotypes. This approach proved effective, however it
could not represent the spatial apsects of regulation of the MEN. Therefore, I
developed a novel approach, building a compartmental logical model. This ap-
proach allowed me to produce a model of mitotic exit which can explicitly repre-
sent the localization of MEN proteins at the SPB and predict the impact of altering
this localization. This model allows us to address the question of how localization
is used to regulate MEN proteins. For example, it reveals how the Bub2-Bfa1
complex is able to have both MEN activating and inhibiting behaviours as a result
of the distinction between regulation of its localization and GAP activity. Develop-
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ing this model yielded several interesting insights into the regulation of mitotic exit
control. Furthermore, a continuous time implementation of the model, allowed
me to make and test predictions about the timing of mitosis. Additionally, I was
able to adapt this approach to investigate the role of timing in cell-cell variation of
SPoC mutants. Overall, the compartmental logical model of the MEN has proved
a powerful tool to study mitotic exit and the role of localization at the SPB.
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Conclusion and Future Directions
In this chapter I will present the key discoveries from the project then revisit the
aims of the project and highlight how they have been addressed in this thesis.
I will then outline the future work that could be performed to build on the work
presented here.
5.1 Key discoveries
• The SPB is especially sensitive to forced localization. I fitted mixture
models to the SPB SPI data as well as 23 SPI screens published by Berry
et al. (2016). The fitted parameters of these models suggest that the SPB
screens have more and stronger SPIs than other regions of the cell.
• SPIs can induce SPB overduplication. I showed that forced interactions
between Spc42 and Bbp1, Nup133 and YJL021C lead to cells showing ad-
ditional SPBs and multi-polar spindles. I also found evidence of additional
SPBs resulting from forced interactions between Spc42 and 11 SPIN and
nuclear pore proteins.
• A compartmental, logical model of mitotic exit fits 80% of literature
phenotypes. Construction of the model revealed the importance of sev-
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eral aspects of MEN regulation. I found that translocation of Cdc5 across
the nuclear membrane is an important anaphase-specific signal, limiting
MEN activity in metaphase. Bub2-Bfa1 is found in low levels at the SPBs
from metaphase, and this is also important to restrain MEN activity prior
to anaphase. If found that, aside from the Kin4-mediated pathway, an ad-
ditional bud-specific signal targeting Bub2-Bfa1 is also necessary, in this
model Lte1 plays this role.
• FEAR regulates the robustness of anaphase length. The model predicts
that deletion of FEAR network components should lead to more variability
in anaphase length. I verified this with time-lapse microscopy. This effect
is mediated by low levels of Cdc14 interrupting a negative feedback loop
between Cdc15, Nud1 and CDK, leading to deterministic loading of Cdc15
at the SPB.
• A stochastic view of checkpoints predicts the proportion of SPoC de-
ficient cells. By combining the model with a model of spindle alignment I
constructed a framework to predict the proportion of cells showing a binu-
cleate phenotype.
• The logic of spatial regulation in the MEN. The compartmental model can
simulate mislocalizing mutants and in most cases correctly predicts their
phenotypes. I demonstrate that the model correctly predicts the phenotype
and rescue of forcing CDK to localize at the SPB. The model can also make
predictions about the impact of localizing proteins to a single SPB.
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5.2 Meeting the aims of the project
Which proteins are regulated through interactions with the SPB?
I performed SPI screens using GBP fusions with 5 different regions of the SPB.
These screens identified proteins that cause a growth defect when forced to lo-
calize at the SPB.
The hits from the SPI screens were enriched for proteins involved in processes
that are known to be regulated from the SPB. I found that a number of MEN
proteins were SPIs with the SPB. Further analysis of these interactions showed
that some were scaffold-dependent, in particular Tem1 had a different phenotype
when recruited to Spc72 than Nud1. These findings fit into an established body of
work demonstrating mitotic exit is controlled from the SPBs. I also found that the
screen with Spc42 was enriched for nuclear pore components. A growing body
of work has implicated nuclear pore proteins in the process of SPB insertion. I
found that forced recruitment of both nuclear pore components and SPIN proteins
(known insertion regulators) induced SPB overduplication. These results imply
that either an additional, as-yet-uncharacterized SPB duplication pathway exists
or that recruitment of these proteins to the SPB is a novel aspect of regulation
of SPB duplication. These strains show potential to be developed into a yeast
model to study the impact of multiple MTOCs on chromosome division, this is a
promising avenue for future work.
By comparing my SPB screens to a number of already published SPI screens,
I was able to establish that the SPB is especially sensitive to forced localization.
This means that my SPI screens had more and stronger hits than other screens.
The hits from my screens were enriched for a number of processes that are not
currently known to occur at the SPBs, for example lipid biosynthesis. One pos-
sible explanation for this is that the SPB is a particularly effective structure to
sequester proteins. By this logic, proteins that play an essential role in the cell
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can be effectively prevented from playing this role by keeping them tied up at the
SPB. This is a possible explanation for the Cdc28-Nud1 SPI, which appears to
cause a mitotic entry defect. In any case, these screens show that many proteins
have the potential to have their functionality modified through localization at the
SPB.
How is localization at the SPB used as an aspect of protein regulation?
I have developed a novel modelling formalism in order to integrate spatial infor-
mation into a logical model of the MEN. This has allowed me to investigate the
role of localization in the MEN both experimentally and computationally. Clearly,
logical modelling is a simplistic representation of a complex system. However,
with the compartmental adaptation of the formalism, it seems to be sufficient to
explain the behaviour of the MEN under many different genetic perturbations.
Localization of MEN proteins at the SPB is clearly a key aspect of their regula-
tion and is necessary for the key positive regulators of the MEN: Tem1, Cdc15 and
Mob1-Dbf2. Cdc15 is a particularly interesting case, as unlike many other MEN
proteins, it’s activity does not appear to be regulated through post-translational
modification. Instead, its activity towards Dbf2 is regulated only through local-
ization at the SPB. The local increase in concentration of both proteins at the
outer plaque of the SPB is then sufficient for Cdc15 to phosphorylate and acti-
vate Dbf2. This is mediated by phosphorylation of Nud1 by Cdc15. Interestingly,
phosphorylation of Nud1 by Cdc15 is also thought to be necessary for a negative
feedback loop which leads to recruitment of CDK, and ultimately to loss of Cdc15
from the SPB. FEAR release reverses CDK phosphorylation of Cdc15, allowing it
to localize stably at the SPB. In the absence of CDK and Tem1 regulation, Cdc15
localizes at the SPB in anaphase, a finding we attribute to the localization of Cdc5
at the SPB at that time. Therefore, localization of Cdc15 at the SPB acts as an
integrator of temporal and spatial signals. It is interesting to note that my model
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predicts that localization of Cdc15 at the mSPB should induce MEN activation
there in cells with a misaligned spindle and this would be a key test of the model’s
accuracy.
Unlike Cdc15, the Bub2-Bfa1 complex is an inhibitor of the MEN but its lo-
calization at the SPB also promotes MEN activity. This contradictory behaviour
results from the distinction between its role as a scaffold for Tem1 at the SPB
and its GAP activity towards Tem1. By making a distinction between localization
and activity of a protein in the compartmental logical modelling framework, these
effects can be accurately modelled, resulting in the correct prediction of the phe-
notype caused by forced localization of the complex at the SPB. Therefore, for
Bub2-Bfa1, localization at the SPB allows for tight spatial control of Tem1 activity.
In the cytoplasm, the complex effectively inhibits Tem1 activity and prior to spin-
dle alignment Kin4 acts to keep Bub2-Bfa1 exchanging regularly with between
the cytoplasm and SPB. Upon spindle alignment, the complex accumulates at
the dSPB, where it’s activity is inhibited by Cdc5 and by a bud-specific protein
which has been proposed to be Lte1. This regulation of Bub2-Bfa1 ensures that
Tem1 can only become active at an SPB in the bud.
The localization of Tem1 at the SPB is also clearly highly regulated. My
model predicts that forced localization of Tem1 should induce Cdc14 release in
metaphase, but experimental observations indicate this is not the case. It will
be interesting to study what factors are limiting MEN activity in metaphase when
Tem1 is localized there. My SPI mini-screens suggested that Tem1 is highly sen-
sitive to the specific region it is localized to. The forced interaction of Tem1 with
Nud1 is always lethal, while the SPI between Tem1 and Spc72 depended on the
kar9∆ mutation. Forced interaction of Tem1 with the temperature sensitive nud1-
2 allele had no effect on fitness at all. This information suggests that Nud1 may
do more than just act as a passive scaffold for Tem1.
Beyond well-characterised MEN proteins, some other cell cycle regulators
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showed a growth defect when recruited to the SPB. One such protein is Tpd3,
the regulatory subunit of the PP2A complex. PP2A has well understood roles in
mitotic exit, in particular the Cdc55 isoform is important in the FEAR network and
the Rts1 isoform regulates Kin4 localization at the SPB. However there is signifi-
cant biochemical evidence that PP2A also regulates Mob1 and Bfa1 (Baro et al.
(2013, 2018); Touati et al. (2019)). An interesting future direction for this research
will be to expand the treatment of PP2A. Glc7, the catalytic subunit of PP1, was
also identified as a SPI with the SPB. PP1 is known to play a role in mitotic exit of
other eukaryotes, but has no known function in this process in budding yeast.
Why does the cell use localization at the SPB to regulate proteins?
On the face of it, my model of mitotic exit provides an easy answer to this ques-
tion. A number of proteins are required to localize at the SPB for mitotic exit to
occur. Any mutation preventing their localization there would prevent mitotic exit.
However, perhaps a more interesting question is why localization, rather than
more widely-used mechanisms like post-translational modification, is used.
The SPB acts as a sensor for the SPoC, sensing the entry of the SPB into
the bud compartment as an indicator of spindle alignment. Other mechanisms,
such as interactions between astral microtubules and the bud neck have been
proposed however further experimental observations have lead to their rejection.
While these other mechanisms seem convincing, clearly an SPB-based mecha-
nism was selected for. It seems likely that this is the root cause for MEN proteins
to localize at the SPB. The obvious counterpoint to this suggestion is that S.
pombe regulates the SIN from the SPBs but does not have a SPoC. Certainly,
other budding yeasts, such as Candida albicans have been shown to possess a
SPoC (Finley et al. (2008)) so it could be that S. pombe descended from a yeast
which required a SPoC and has maintained regulation at the SPB while losing
the checkpoint. However, even this argument does suggest that regulation of the
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MEN or SIN at the SPB offers some advantage beyond its role as a sensor.
Scaffolds are common in biology, however they usually consist of a protein
that brings together two proteins to increase the activity of one towards the other.
Large multi-protein assemblies like the SPB acting as a scaffold are more rare.
Scaffolds have a number of useful theoretical properties, in particular they can
greatly increase the rate of reaction (Levchenko et al. (2000)). This is particularly
evident in the case of Cdc15 phosphorylation of Dbf2, which can occur in the
cytoplasm but proceeds too slowly to reach the threshold of Dbf2 activity required
for mitotic exit.
An interesting way to investigate this effect would be to engineer a synthetic
signalling pathway. This pathway could then be studied in isolation from its impact
on growth. Various versions of the pathway could be developed to test the effect
of introducing a scaffold based on a single protein or a multi-protein assembly.
5.3 Future directions in systems biology
Systems biology is a young and developing field, here I will outline a few areas
touched upon in my research which I expect to lead to major developments in the
field.
Integrating data into models
In recent years the amount of biological data has increased exponentially. High-
throughput and robotics-assisted methodologies mean that assays can be per-
formed on much larger scales than previously attempted. For example, genome-
wide phosphoproteomic screening is now a widely used technique and has been
used to study exit from mitosis in yeast (Touati et al. (2018)). Developments in
artificial intelligence and machine learning are beginning to allow for automated
analysis of complex datasets on a large scale. For example, Mattiazzi Usaj et al.
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(2020) have recently performed automated phenotyping of cellular morphology
across the entire yeast deletion collection. These new kinds of datasets provide
both an opportunity and a challenge for systems biology. On the one hand they
offer a window into the kind of specific, quantitative details that for so long have
been lacking from our understanding of biological systems. However their inter-
pretation is often not straightforward and comparison between methods and even
between groups performing the same kinds of experiments is difficult. Therefore
it will be critical to develop tools to allow for integration of heterogeneous datasets
into mechanistic models.
Logical model inference
As I found in my own attempts at model inference, this is currently a difficult prob-
lem, with significant issues of model identifiability. As the model spaces of logical
models (as well as quantitative modelling formalisms) are very large, heuristic
methods such as the genetic algorithm will always be limited. Some alternative
approaches such as those based on linear programming (Leifeld et al. (2018))
and answer set programming (Videla et al. (2015)) have been proposed. Attempts
have even been made to assemble ODE models directly from the scientific liter-
ature using natural language processing (Gyori et al. (2017)), and this could be
extended to logical models. Currently we lack a thorough theoretical understand-
ing of how knowledge of mutant phenotypes can constrain the model space, and
as a result there is no clear idea about how much data is required to specify a
unique model. Therefore, improvements in both our theoretical understanding of
logical models and also the toolbox of algorithms to approach these problems are
likely to prove valuable.
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Genome-scale models
Logical models have been proposed as a framework to build genome-scale mod-
els of cells as a tool for personalised medicine. While some diseases have been
identified that are caused by particular alleles of a single gene, some such as Type
2 diabetes clearly have a genetic component but this cannot be isolated to a sin-
gle locus (Jackson et al. (2018)). Clearly, it would be of medical interest to be able
to identify when someone is at risk of a disease based on the sequence of their
DNA. In order to achieve this, it will be necessary to understand how alleles of one
gene may interact with alleles of others. The complexity of the human genome
means that computational models are likely to be necessary to achieve this aim,
and the scalability of logical models makes them a strong contender. Logical
models have already been used to formulate patient-specific tumour models in
order to predict response to combination therapies (Eduati et al. (2020)). How-
ever, most of the genetic risk factors for diseases are not whole-scale deletions of
genes but are rather small mutations to the gene or regulatory regions. Therefore,
it will be important to develop tools to predict the impact of quantitative changes
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Most of the data from chapter 3 can be accessed at https://doi.org/10.
1534/g3.119.400117. All data can be provided upon request by the author.
6.3 Supporting Code
All supporting code may be accessed at https://github.com/
RowanHowell.
• SPIdatashell.R R script providing interface to perform tidying and standard
analysis of SPI data, assuming data formatted as output from ScreenMill.
• SPIscripts.R R script providing functions for tidying and standard analysis
of SPI data.
• MMfit.R R script providing interface to perform mixture model analysis of
SPI screen, assuming data formatted as output from above scripts.
• MMfuns.R R script providing functions for mixture model analysus of SPI
data.
• CreateFEARPKN.R R script to create the FEAR PKN in CellNOptR format
from Supplementary File 14.
• ReadFEARPhenotypes.R R script to create a list of FEAR phenotypes in
CellNOptR format from Supplementary File 15.
• TrainFEARNetwork.R R script using CellNOptR to train a FEAR model.




• CLMshell.R R script providing interface to construct and simulate the com-
partmental logical model of mitotic exit.
• Activity5.txt Text file containing the activity network of MEN proteins in
BoolNet format.
• FEARnet3.txt Text file containing the activity network of FEAR proteins in
BoolNet format.
• Localization5.txt Text file containing most of the localization network of
MEN proteins in BoolNet format.
• LocSpecificActivity.txt Text file containing additional part of localization
network of MEN proteins in BoolNet format. This is required when localiza-
tion depends on activity of protein in a specific location or when activity is
regulated differently in a specific location.
• CreateCLM.R R script that assembles the model from the constituent activ-
ity and localization networks.
• model5.sbml Systems Biology Markup Language file containing the model.
• simulateMutantSync.R R script containing function sued to perform syn-
chronous update scheme simulations of the model.
• simulateMutantAsync.R R script containing function sued to perform
asynchronous-random, update scheme simulations of the model.
• CLMfunctions.R R script containing additional functions used in construc-
tion and simulation of the model.
• model5.bnd Text file containing rules of Model 5 in MaBoSS format.




• model6.bnd Text file containing rules of Model 6 in MaBoSS format.
• model6.cfg Text file containing configuration information of Model 6 in Ma-
BoSS format.
• model6parameterised.cfg Text file containing configuration and parameter
information of Model 6 in MaBoSS format.
• AnaphaseLength.ipynb Jupyter notebook containing python scripts to per-
form simulations and measurements of anaphase length.
• SPoCmutants.ipynb Jupyter notebook containing python scripts to perform
simulations and measurements of SPoC mutants.
• ParameterEstimation.ipynb Jupyter notebook containing python scripts to
perform simulations required to estimate parameters of Model 6.
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