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Hydrogen bonds formed between photosynthetic reaction centers (RCs) and their cofactors were shown to affect the efficacy of electron
transfer. The mechanism of such influence is determined by sensitivity of hydrogen bonds to electron density rearrangements, which alter
hydrogen bonds potential energy surface. Quantum chemistry calculations were carried out on a system consisting of a primary quinone QA, non-
heme Fe2+ ion and neighboring residues. The primary quinone forms two hydrogen bonds with its environment, one of which was shown to be
highly sensitive to the QA state. In the case of the reduced primary quinone two stable hydrogen bond proton positions were shown to exist on
[QA-His
M219] hydrogen bond line, while there is only one stable proton position in the case of the oxidized primary quinone. Taking into account
this fact and also the ability of proton to transfer between potential energy wells along a hydrogen bond, theoretical study of temperature
dependence of hydrogen bond polarization was carried out. Current theory was successfully applied to interpret dark P+/QA
− recombination rate
temperature dependence.
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Membrane photosynthetic reaction centers (RCs) are unique
objects to study electron transport mechanisms. Hydrogen
bonds as essential structural components in RCs can be
involved in electron transfer by participating in relaxation
processes.
We have shown experimentally the existence of the effect of
hydrogen bond state on energy migration processes, charge
separation and stabilization in purple bacteria RCs. We observed
considerable inhibition of these processes as a result of hydrogen
bonds treatment by cryogenic solvents, and also after isotope
replacement of H20 by D20 [1–3]. The technique of site directed
mutations allows one to study the influence of a particular
hydrogen bond within RCs on primary processes of light energy
transformation. In particular, in mutant RCs, different numbers
of hydrogen bonds located between bacteriochlorophyll dimer⁎ Corresponding author. Fax: +74959391115.
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doi:10.1016/j.bbabio.2007.02.024(P) and its neighbors are responsible for changing the initial
charge separation times from 3.5 ps (in the case of a single
hydrogen bond) to 50 ps (4 hydrogen bonds) [4–7]. This is
accompanied by a decrease in the dark charge recombination rate
P+QA
−→PQA [6].
Possible mechanism of hydrogen bond influence on charge
separation rates in RCs can be due to their high sensitivity to
electronic density rearrangements in a molecular system,
manifested as alterations of potential energy surface of a
hydrogen bond. For example, in [8] it was shown, that in
photo\synthetic RCs a proton located on a hydrogen bond
between a secondary quinone (QB) and histidine residue can be
found either near QB or in the middle of the hydrogen bond
length between QB and histidine, depending on the electronic
state of QB.
In the present work we investigated à molecular system,
consisting of a primary quinone QA and its environment (Fig.
1). The system is referred below as a primary quinone model.
The model was used to calculate [QA-His
M219] hydrogen bond
potential energy curves in case of an oxidized as well as reduced
primary quinone.
Fig. 1. The primary quinone model used for quantum chemical calculations. (A) The model includes the primary quinone QA molecule with the shortened tail,
non-heme iron ion Fe2+ and neighboring amino-acid residue side-chains. Hydrogen bonds formed by primary quinone are shown by dashed lines. Heavy
atoms with fixed positions are marked by circles. (B) The highest occupied molecular orbital in the case of the reduced primary quinone, i.e. an excessive
electron localization area.
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mental temperature dependence of P+/QA
− charge recombina-
tion rate in Rhodobacter sphaeroides RCs in the temperature
range from 140 up to 320 K.
2. Materials and methods
2.1. Quantum chemical calculations details
Atomic coordinates for the primary quinone model were obtained from
RCSB Protein Data Bank (PDB ID: 1AIJ) [9]. The geometry of the
model was further optimized in both oxidized and reduced states, fixing
positions of several heavy atoms in order to retain the structure of QA
site (see Fig. 1A). At Fig. 1B the highest occupied molecular orbital of
the reduced primary quinone model (i.e. an area of localization of an
excessive electron) is presented. After geometry optimization the potential
energy curves of the [QA-His
M219] hydrogen bond in both states were
calculated (see Fig. 2). Geometry optimization as well as potential energy
surface scanning were done using restricted open shell density functionaltheory approach (B3LYP5 hybrid functional and 6–31G* basis set were
used) [11–13]. All calculations were performed with PC GAMESS
program [10].
2.2. P+/QA
− recombination reaction investigation
Wild strain of purple photosynthetic bacteria Rhodobacter sphaeroides,
2R courtesy of the Department of Microbiology of M.V. Lomonosov
Moscow State University was used in the experiments. RCs of Rb.
sphaeroides were isolated from chromatophores by solubilization with 0.5%
lauryldimethylamineoxide (LDAO) in 10 mM sodium phosphate buffer (pH
7.0) at 4 °C for 30 min. The isolation procedure is described in detail in
[14]. Isolated RCs of Rb. sphaeroides were suspended in 10 mm sodium
phosphate buffer (pH 7.0) containing 0.05% LDAO.
In order to suppress QA→QB electron transfer and to assess the
temperature dependence of P+/QA
− recombination rate, orthophenantroline
was administrated into isolated RCs emulsion (10−2 mM). Samples,
containing 70% vol. glycerin, were activated with single short light flashes
(xeon lamp: 9 mJ; spectral band: 400–600 nm; impulse width: 10 μs). P+
reduction kinetic was analyzed by measuring the absorbance changes at
Fig. 2. Potential energy curves obtained for the primary quinone model by
moving proton along [QA-His
M219] hydrogen bond line. Potential energy of the
model is plotted as a function of the distance between a hydrogen atom and a
corresponding nitrogen atom of HisM219 in a hydrogen bond. Potential energy
minima are used as a reference point. Curve 1—potential energy curve obtained
for the oxidized quinone. Curve 2—potential energy curve obtained for the
reduced quinone.
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spectrophotometer.
3. Results
3.1. Quantum chemical calculations results
Geometry optimization of the primary quinone model in
both oxidized and reduced states resulted in quite similar
structures. However a considerable difference was found
between [QA-His
M219] hydrogen bond potential energy
curves obtained for the oxidized and reduced primary
quinone. Corresponding curves are presented in Fig. 2. As
one can see in the case of the oxidized primary quinone
there is only one stable position of proton on the hydrogen
bond’s line and proton localizes near the corresponding
nitrogen atom, farther from the corresponding quinone’s
oxygen atom (Fig. 1B, curve 1). The primary quinone one-
electron reduction alters potential energy surface of the
model. In the case of the reduced primary quinone second
minimum appears on [QA-His
M219] hydrogen bond potential
energy curve (Fig. 1B, curve 2). So, the primary quinone
reduction causes the appearance of a second stable proton
position near corresponding oxygen atom of the quinone. We
used this qualitative result for the interpretation of P+/QA
−
recombination rate temperature dependence.
3.2. Temperature dependence of P+/QA
− recombination rate in
Rb. sphaeroides RCs
Experimental investigation of P+/QA
− charge recombination
rate
PþQAYPQA ð1Þin purple bacteria Rhodobacter sphaeroides RCs showed the
non-monotonous temperature dependence of its characteristic
time values (τ) (Fig. 3A). The initial temperature rise, is coupled
to the τ rise from ∼30 ms (at T=77 K) up to ∼100 ms (at
T=270 K). After that, in the 270–300 K temperature interval it
does not change significantly. However the subsequent heating
(above 300 K) causes the τ decrease (75 ms, T=315 K). The
effect of heating up to 320 K is completely reversible—after
cooling the sample, τ values are brought to those at the onset of
the heating [15].
4. Theoretical analysis
4.1. P+/QA
− recombination rate temperature dependence
analysis
The anomalous temperature dependence of P+/QA
− recombi-
nation rate when the recombination rate value decreases as the
temperature rises has attracted attention for a long time.
Different approaches were suggested to explain it, including
thermal linear expansion of solid bodies [16], different kinetic
schemes including inter-conformational transitions with differ-
ent recombination times [17,18]. Such temperature dependence
can be also explained using theory of electronic-vibrational
interactions [19–21]. All the theories [16–21] describe quite
well the increase in characteristic time values (τ) of Reaction
(1) in the temperature range of 77–300 K. However, they
cannot explain the τ decrease following the subsequent heating
above 300 K without taking into account the details of RCs
structure and dynamics. We tried to explain this temperature
dependence in our papers [15,22], using a concept of a variable
shape energy barrier between the centers of electron localiza-
tion. Such variations can be caused by conformational changes
of light polar side chains, neighboring RC’s cofactors.
Theoretical analysis of this effect performed in [23,24]
concerned mainly the role of hydrogen bonds. In our present
work anomalous temperature dependence of Reaction (1) rate is
discussed taking into account the results of quantum chemical
calculations.
It is known that in Reaction (1) non-radiative electron
transfer takes place over a large distance (≈27 Å). Free energy
difference ΔG between the initial (P+QA
−) and final (PQA) states
is approximately 0.5 eV in the case of Rb. Sphaeroides RC, and
this transition is supposed to occur between the ground states
[25]. The characteristic time values of Reaction (1) is
approximately 30 ms in the temperature range of 77–120 K,
and 100 ms at room temperature (Fig. 3A).
Characteristic time τ of electron transfer between donor and
acceptor molecules depends mainly on two factors. The first
one is the probability of proton tunneling between donor and
acceptor, and the second one is the energy preservation
condition. The energy gap between donor and acceptor
electronic levels Δ in biological systems can be up to several
tenths of eV. At the same time the energy preservation
condition requires the energetic balance to be true for every act
of tunneling. Thereby, non-radiative electron transfer in
biological systems can occur only with the assistance of the
Fig. 3. Dark reduction of a photooxidized bacteriochlorophyll dimer by a primary quinone in Rb. sphaeroides RC. Temperature dependence characteristic time τ and
δ1 and δ2 energy values, which determine energy gap between dimer and quinone vibrational sublevels, are presented. (A) Experimental τ temperature dependence.
(B) Theoretical δ1 temperature dependence. (C) Theoretical δ2 temperature dependence. (D) Theoretical τ temperature dependence, obtained by taking into account
interactions between an excessive electron and hydrogen bonds formed by quinone with its surrounding. Theoretical curve is in a qualitative agreement with the
experimental one.
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electron transfer should be accompanied by different relaxation
processes, such as dielectric relaxation of the media, atomic
groups and chemical bonds polarization (for example—
hydrogen bonds), electron-vibrational interactions (in this
case proton motions in the hydrogen bond can also play a
role of the accepting mode), microconformational and
subsequent conformational rearrangements. All these factors
are interconnected and act together, so that separate contribu-
tion of each of them to the electron transfer is unknown. Thus
the detailed examination of their role is necessary, especially in
the case of long range non-radiative electron transfer. Here we
are going to examine two of these factors: hydrogen bonds
polarization, caused by an excessive electron electrostatic field
and electron–phonon interactions. Electron–phonon interac-
tion is a kind of electron-vibrational interactions. In the case ofelectron–phonon interactions the role of vibrational mode is
played by low-frequency normal modes of media, called
acoustic modes or phonons. Phonons are appropriate for the
description of thermal equilibrium between a multiparticle
system and a thermostat, as well as the heat exchange between
the chosen subsystem and a thermostat. Phonon energy is
distributed according Bose–Einstein statistics [26]. In the case
of the uphill electron transfer one says that phonons are
absorbed, i.e. energy is donated to a system by a thermostat.
And vice versa, in the case of the downhill electron transfer
phonons are emitted, i.e. the excessive energy is taken from a
system by a thermostat.
In a recombination Reaction (1) an electron tunnels from the
ground vibrational sublevel of QA
− to the excited vibrational
sublevel of P+ and then moves to its ground vibrational
sublevel. Let us designate the energy difference between ground
Fig. 4. Scheme of energy levels of the system in a charge separated state P+Q−A
(A). Due to the interaction between an excessive electron and hydrogen bonds,
the energy of a reduced quinone decreases, and is stored in the form of
electrostatic energy. This is shown schematically in the right-hand part of the
diagram. Bold lines correspond to the ground state vibrational sublevel of an
electronic term. As an electron tunnels between Q−A and P
+ it transits from the
ground vibrational sublevel of a quinone to the N-th vibrational sublevel of a
dimer and then to the ground vibrational sublevel due to electron-vibrational
interaction. Energy difference between excited N-th vibrational sublevel of a
dimer and its ground vibrational sublevel is referred as Δ0. Energy detuning of
quinone ground vibrational sublevel and dimer N-th vibrational sublevel is
referred as δ. The scheme of hydrogen tunneling along a hydrogen bond with a
double-well potential energy curve U(x) (B). Arrows show the energy pathway
of proton transfer from a potential well with the minimum position at x1 to the
potential well with minimum position at x2. The difference between proton
energies when it localizes in different potential wells is referred as Δεp. Bold
arrows show dipole moments of a hydrogen bond depending on the proton
position on a hydrogen bond line: μ1 and μ2. Hydrogen bond potential energy
profile U(x) is marked by solid line in the case of proton localization in the left
well. The same profile for the case of proton localization in the right well is
marked by dashed line. The profiles are different due to the system relaxation
after proton transfer between potential energy wells.
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− and P+ asΔ. TheΔ value may differ
from the free energy difference ΔG, which is the total energy
effect of the electron transfer. It is determined by the ability of
the free energy to be partially stored and not lost in some
dissipative processes. Free energy can be stored in the form of
strained conformations, electrostatic interactions or excitation
energy. After electron tunneling, this energy is returned to the
system. Thus the energy gap Δ between electronic levels of
donor and acceptor molecules is less thanΔG, by the amount of
the stored energy (W), i.e.Δ=ΔG−W. In electron tunneling, the
W energy is spent to excite vibrations within molecules. The less
isW the more effective is electron transfer between a donor and
acceptor. Let us point out, that it is total free energy change
ΔG=Δ+W that can be assessed experimentally because the W
energy, which is determined by electrostatic field work, is stored
within a system.
Let us discuss the physical meaning of Δ in details. Energy
levels diagram of the primary quinone anion and the
bacteriochlorophyll dimer cation is presented at Fig. 4A. Bold
lines correspond to the ground vibrational sublevels of quinone
and dimer electronic terms, and thin lines correspond excited
sublevels. Obviously, the main vibrational sublevel of a quinone
most likely does not overlap with N-th vibrational sublevel of a
dimer. The difference between these levels is designated below
as δ. Also, let us designate the energy difference between the
dimer ground level and N-th vibrational sublevel as Δ0. Hence,
one can write:
D ¼ D0Fd: ð2Þ
The value of δ is quite small, because δ≤1/2 |EN±1−EN|,
where EN stands for energies of dimer vibrational sublevels
(Fig. 4A). Electron tunneling at N-th vibrational sublevel of a
dimer is only possible when the energy gap δ is compensated.
This compensation is provided by electron–phonon interac-
tions. In spite of its relatively small value ∼0.01 eV parameter δ
plays the main role in the current theory of the recombination
characteristic time τ temperature dependence. Parameter δ can
be represented as a sum of two energies:
d ¼ d1 þ d2; ð2′Þ
where δ1 refers to the excitation of thermal phonons, and δ2
refers to the excitation of polarization phonons. Polarization
phonones are generated by molecular structure deformation
caused by electrostatic interactions between system elements,
not by thermal vibrations of atoms.
Let us discuss the electron tunneling between the ground
vibrational sublevel of a primary quinone QA
− and N-th
vibrational sublevel of a dimer P+. Let us designate the wave
function of an electron localized at the donor as ψQ, and the
wave function of an electron localized at the acceptor as ψP.
Hamiltonian of the system includes the energy of electrostatic
interaction between the donor and the acceptor as well as the
interaction energy between an electron and the surrounding.
The electron wave function of the whole system can be
represented as a linear combination of ψQ и ψP. Then
electron wave functions of the ground state and the firstexcited state can be obtained by performing a standard
variation procedure:
W1 ¼ wQ þ ðI=dÞwP;W2 ¼ wP  ðI=dÞwQ;
where I stands for the energy overlap integral, and δ—for the
energy gap between levels, which is compensated by
electron–phonon interaction. Transition between Ψ1 and Ψ2
states corresponds to the electron transfer between a donor
and acceptor respectively. The difference between energies of
these states determines the energy of either emitted or
absorbed phonon. Taking into account the distance between
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approximate ψQ and ψP by wave functions of a hydrogen
atom. Such approximation seems to be reasonable, since an
electron can be localized either at the donor or at acceptor.
Localized electronic states take place in the case of spatially
finite potential energy well, whose energy is larger than
electron energy. The width of this well determines spatial area of
the electron localization, and can be described by the so-called
localization length a. The wave function ψ, which describes the
electron state within this well is determined by the shape of the
potential energy surface and can be a complex function of spatial
coordinates. However, outside the area of the electron localiza-
tion the wave function ψ always decay, and in many cases it
decays exponentially, i.e. ψ=A(r) exp(−r/a) (in the case of
harmonic potential ψ∼ exp(− r2/a2)), where A(r) is a power
function of coordinates). When r ≫ a, A(r) can be neglected,
and an electron wave function can be approximated by a
hydrogen-like electronic wave function ψ ≈ (π a3)1/2 exp(−r/a),
where a stands for electron’s effective localization length. The
more the value of (r/a) ratio is the more realistic is such
approximation. According to quantum chemical calculations,
in the case of RC electron effective localization length at a
quinone is approximately 1 Å (see Fig. 1). The mean distance
between electron localization centers is approximately R≈28
Å. Hence R/a≈28 ≫ 1 and the usage of the hydrogen-like
electronic wave function does not lead to considerable errors.
However it facilitates analytical evaluations of overlap
integrals when calculating matrix elements. The expression
for the characteristic time of electron tunneling between donor
and acceptor can be obtained, using matrix element of
electron–phonon interaction:
s ¼ pqd s
5f4
E21
a2e
e2
 2
1
R2
1þ dd a
2fs
 2 !4
exp
2R
a
 
d
1
d
d qph
ð3Þ
where ρ—density of the medium, ε—dielectric permeability
ħ,—Plank constant, e—electron charge, a—electron localiza-
tion radius, R—distance between donor and acceptor, E1—
deformative potential constant, s—acoustic speed, qph—prob-
ability of phonon emission or absorption. As it was noted
above, δ=δ1+δ2, where δ1 refers to the excitation of thermal
phonons and δ2—excitation of polarization phonons. Hence,
qph is a product of phonon excitation probabilities qph=qph1
qph2. The probability of thermal phonon emission qph1 can be
written as follows:
qph1 ¼ 1 expðd1=kTÞ; ð4Þ
where kT stands for thermal energy, k—Boltzman constant,
T—absolute temperature. The probability of polarization
phonon excitation is equal to qph2=1. So, the temperature
dependence of characteristic time τ is determined by the
temperature dependence of δ and qph parameters.
Characteristic time τ, in Eq. (3), depends on the probability
of electron tunneling, with the account of electron–phononinteractions. After electron comes to N-th vibrational sublevel
of a dimer, it transits further to the ground vibrational sublevel
of the dimer, loosing the energy Δ0. This transition is
accompanied by the excitation of N=Δ0/ħΩ oscillatory quanta.
As shown below, N is most likely to be less than or equal to 2,
though the exact value of N does not affect the results of our
analysis. Indeed, an electron comes to a dimer after it has
tunneled between donor and acceptor. This transition is
practically irreversible. First, an electron has already lost part
of the energy, which is equal to the energy of t, the emitted
phonon. Second, due to electron-vibrational interactions, an
electron transits to the ground vibrational sublevel of the dimer
electronic term for 10−12–10−11 s giving to a thermostat the
energy of about several tenths of eV. Hence, after an electron
appears at the dimer, it transits to the ground vibrational
sublevel of the dimer electronic term much faster than the
Reaction (1) occurs. Hence the Reaction (1) becomes practically
irreversible. Because we are interested in the characteristic time
of the Reaction (1), we assume the electron transition is
complete after an electron reaches any vibrational sublevel of
the dimer. Also we are not interested in details of the electron-
vibrational relaxation. The point is that the time of this
relaxation is much shorter than the period of quantum
oscillations within quinone–dimer system, which makes the
Reaction (1) irreversible.
The subsequent intramolecular vibrational relaxation pro-
ceeds at approximately 10−12–10−11 s. Taking into account that
the characteristic time of Reaction (1) is 30–100 ms, the
probability of this transition, which is determined by Frank–
Condon factor, can be equal to 1. According to the calculations,
presented below, the value of δ as well as its variation are quite
small (δ≪Δ). Hence, Δ0=const, i.e. an electron always comes
to the same N-th vibrational sublevel of a dimer. Hence the
details of the electron transition in the dimer between N-th and
ground state vibrational sublevels are not significant for our
further analysis.
Now let us discuss Eq. (3). Taking into account Eq. (4) one
can easily find out that while temperature decreases T→0, the
probability qph1→1, and the recombination time τ varies only
slightly, if δ=const. Let us calculate the value of τ when
T→0. Parameter values are accepted as follows: ρ=0.9 g/cm3,
ε=3, a=1 Å, R=27 Å, E1 = 2 eV, s=1.5×10
5 cm/s,
δ0≈0.0125 eV, qph=1. Using these parameters values one
can get the value of τ0=30 ms, which is in good agreement
with experimental data. However taking into account the
strong τ dependence on other parameters (especially R), this
estimation is in agreement with experimental data only by the
order of magnitude. Now let us transform Eq. (3), by intro-
ducing a new constant δ0=0.0125 eV:
s ¼ s0FðTÞ; ð3′Þ
FðTÞ ¼ d0=dðTÞdð1 expfd1ðTÞ=kTgÞ
Under the assumption δ(T)=const, a temperature decrease
causes the exponential decrease in recombination time τ
values. This result contradicts experimental temperature
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study the temperature dependence of δ(T) parameter, one
should obtain F(T) in an explicit form.
Since the process under consideration is accompanied by the
emission of phonons, one should choose the plus sign in
Expression Eq. (2). Now let us examine the energy gap δ1,
taking into account that energy δ2 is included in W. An
expression for δ1 is as follows:
d ¼ DG D0 W : ð5Þ
Hence, the temperature dependence of δ1 is determined by
the temperature dependence of the stored energy W(T). In the
case of Reaction (1), free energy change ΔG equals approxi-
mately to 0.5 eV. Let us examine the situation, when it is partially
stored in electrostatic interactions between an excessive
electron, localized at the primary quinone, and neighboring
hydrogen bonds: W=−(μ1·E1)− (μ2·E2), where μ1, μ2 stand for
dipole moments of hydrogen bonds, E1, E2 are field strength
vectors, produced by an excessive electron at points of dipole
localization: Ej =e/εrj
2, e—an elementary charge, ε—dielectric
permeability of the medium, rj={r1, r2}—distances between an
electron and centers of the first and second hydrogen bond
dipoles. These distances are measured from QA center because
an excessive electron localizes at QA (Fig. 1). Quantum
chemical calculations showed that r1≈ r2≈4 Å, partial charges
of protons equals 0.4e, and partial charges of nitrogen and
oxygen atoms to approximately 0,6e. Let us suppose dielectric
permeability ε to be equal to 3. The angle θ0 between μ,
directed along a hydrogen bond, and electric field strength
vector equals approximately 30° (Fig. 4). In the case of proton
localization near the corresponding nitrogen atoms W00≈
0.21 eV. Proton shifting toward QA oxygen atoms causes the
twofold increase in W value: W11≈0.41 eV. Let us point out
that this energy is returned to the system after an electron has
come to a dimer. These evaluations show that the difference
between energetic levels of donor and acceptor may be quite
small Δ≈Δ0 =ΔG−W11≈0.09 eV, or even smaller, if
interactions between an excessive electron and some distant
hydrogen bonds and water molecules are taken into account.
So, due to the electrostatic interactions between an excessive
electron and its surrounding, the energy gap between donor
and acceptor levels decreases (Fig. 4A).
Now let us calculate a temperature dependence of δ1(T) and
establish an interval of δ1 variations. In order to do it, one
should analyze the kinetics of proton transfer along a hydrogen
bond between potential energy wells. In Fig. 4B a model
potential energy surface U(x) of a hydrogen bond is presented,
where Δεp= |ε2−ε1| stands for the difference between proton
energies within the first and second wells. Proton tunneling
between wells can be represented as involving direct and
backward reactions, with the rate constants K1 and K2
respectively. Using this approach, one can get well known
expressions for the populations of both wells: n1=K2/(K1+K2),
n2=K1/(K1+K2). Taking into account the energy difference
Δεp, the reaction rate constant K1 can be represented as K1=K2
exp(−Δεp/kT).Consider another important factor. The efficacy of proton
tunneling along a hydrogen bond strongly depends on the
bending of the latter. This deformation is determined by the
angle β between a hydrogen bond line and a line connecting
a proton with one of the electronegative atoms. When β
becomes equal to ∼30° a hydrogen bond breaks [27].
Hence, proton tunneling efficacy varies from zero in the
case when β>30° up to the highest possible value when
β=0.
Now we consider qualitatively the effect of small angular
deformations of a hydrogen bond on the probability of proton
tunneling. A proton atom can librate, causing hydrogen bond
deformation. According to Pople [28], these librations can be
described, using classical approach: bðt; TÞ ¼ ﬃﬃﬃﬃﬃﬃﬃﬃkTgp sinx0t;
where γ stands for bending rigidity, x0
ﬃﬃﬃﬃﬃ
gI
p
—frequency of
librations, l—proton moment of inertia. The amplitude of
oscillations can be determined taking into account that under
thermal equilibrium equal thermal energy portions of 1/2 kT
falls on each degree of freedom. Mean square deviation of the
libration angle β2 equals kT/2γ.
Using harmonic approach, one can find how the energy
integral, determined by the proton wave functions overlap,
depends on β. The integral determines the probability of the
proton tunneling between potential energy wells: p=po exp
(−A β2), where po stands for the probability of proton
tunneling when β=0, A=mωpRpl/2ħ, m—proton mass, ωp—
frequency of its oscillations along the bond, Rp—the
distance between electronegative atoms, l—the length of a
covalent bond between proton and one of the electronegative
atoms. Taking into account this effect, one can obtain the
expression for the K1: K1=K2 exp{−f(T)}, where f(T) is as
follows:
f Tð Þ ¼ Dep
kT
þ AkT
2g
: ð6Þ
As we shall see below, function f(T) depends non-
monotonously on the temperature. It plays a key role in our
consideration.
Let us find out an expression for the energyW of interactions
between an electron and dipole moments of hydrogen bonds,
taking into account the corresponding populations n1 and n2 of
potential wells:
W ðTÞ ¼ W11n1 þW00n2; ð7Þ
n1 ¼ ð1þ expff ðTÞgÞ1; n2 ¼ n1 expff ðTÞg:
As one can see, W also depends on temperature non-
monotonously. Indeed, the extremum (minimum) of this
function is determined by the condition df/dT=0. This
extremum can be found by differentiating Expression Eq. (7)
and solving the obtained equation for the temperature:
Tm ¼ 1k
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2Depg
A
r
. Let us represent energy Δεp as ξħωp, where
ξ≥0. Parameter ξ describes the asymmetry of a hydrogen bond
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evaluate Tm as follows:
Tm ¼ 2fk ﬃﬃﬃﬃmp
ﬃﬃﬃﬃﬃﬃ
ng
Rpl
s
:
Let us point out that this temperature value is determined
mainly by the product ξ·γ. Indeed, other parameters, excluding
Rp, are constant and Rp can vary within 10% limit. The value of
Tm also depends on proton mass Tm ∼ m−1/2, hence there
should be the isotope effect.
Now let us evaluate the Tm value using the following values
of parameters: ξ=1, i.e. Δεç=ħωp≈0.0625 eV, γ=0.236 eV/
rad2 [28] (this parameter can vary considerably due to the
variation of the hydrogen bond energy), Rp≈3 Å, l≈1 Å.
Other parameters are fundamental constants. Using these
parameter values one can obtain Tm=281 K, which is in an
excellent agreement with experimental data (Fig. 3A). How-
ever, we are interested in the coordinate of the extremum of the
function F(T), which may not coincide with that of f(T). This
problem will be discussed below.
At the temperature Tm the function W(Tm) reaches its
minimal value, while δ1(Tm) parameter according to Eq. (5)
reaches its maximal value. Using Eq. (5) and also taking into
account W11≈2 W00, one can obtain the following expression
for δ1(T):
d1 Tð Þ ¼ Dg  W001þ expff ðTÞg ; ð8Þ
where Δg=ΔG−Δ0−W00. In Fig. 3B δ1(T) curve is presented.
Parameter values used for the calculation are as follows:
ΔG≈0.5 eV, W00≈0.21 eV, W11≈2 W00≈0.42 eV and
Δ0=N ħΩ≈0.08 eV. Other parameter values are similar to
those used in Tm calculations. This figure shows that δ1(T)
depends on the temperature non-monotonously, while δ1(T)
remains less than Δ0 and varies from 3×10
− 4 eV up to
1.5×10− 3 eV.
Now let us discuss the problem of polarization phonons. In
order to do it one should examine an effect of the shift of the
oscillator (proton) equilibrium position under the influence of
an external force. Each potential energy well where a proton
oscillates is represented by the harmonic potential. External
force shifts the equilibrium position of the oscillator. If a
proton is under the effect of the electrostatic field generated by
an electron, this shift can be expressed as ai ¼ e
2
m2pex
2
i
, where xi
is the position of the potential minimum of the i-th proton.
Since the distance between the minimum positions on a
hydrogen bond line is approximately 0.8 Å, the value of this
shift is different for different proton stable positions. This
difference determines the additional effect of the proton
localization: g12c
e4
me2 xp2
1
x41
 1
x42
 
. Taking into account
population values of each of the potential energy wells one can
obtain the energy value, which should be compared with theenergy of the polarization phonon. In the case of two hydrogen
bonds it is:
d2 ¼ 2g12 1þ 11þ expðf ðTÞÞ
 
: ð9Þ
Using the following parameters values: x1=3.2 Å, x2=4 Å,
ωp=6×10
14 s−1, ε=3, an evaluation of g12 gives the value of
3×10−3 eV. In the case of two hydrogen bonds this value is
doubled. After electron transfer to a dimer, δ2 energy is returned
to the system, which is equivalent to the phonon emission of the
same energy with the probability of 1, qph2=1. The temperature
dependence of δ2(T) is presented in Fig. 3C. This figure shows
that δ2(T) non-monotonously depends on temperature, being
close to the value 6·10−3 eV.
One can get a final expression for the recombination
characteristic time temperature dependence τ(T) by substituting
Eqs. (9) and (8) into Eq. (2′), Eq. (8) into Eq. (4) and the final
expressions into Eq. (3′). The explicit form of this dependence is
not presented here because it is too cumbersome. The
temperature dependence curve τ(T) is presented in Fig. 3D.
This figure shows that τ(T) depends on temperature non-
monotonously and it is in a qualitative agreement with the
experimental curve in Fig. 3A. The position of the maximum on
the theoretical curve is at 290 K. This position of the maximum is
obtained using the parameter value ξ=1.39, while other
parameters values were the same as in previous calculations.5. Conclusion
The objective of the present study is to investigate the
mechanism of hydrogen bonds influence on the electron transfer
rate in the case of the recombination between a bacteriochlor-
ophyll dimer and primary quinone P+Q−A→PQA. The inter-
pretation of non-monotonous recombination rate temperature
dependence was suggested. According to this interpretation,
primary quinone reduction alters its potential energy surface,
specifically it brings about the appearance of the second
potential well on the hydrogen bonds potential energy curves.
This allows a proton to be transferred between the wells, i.e. it
may be localized farther from or closer to the excessive electron
localization site. Taking into account the population values of
each of the wells, electrostatic energy of interaction between
proton and the excessive electron can be estimated. This energy,
being a portion of the free energy of the system, is stored and
returned back to the system, after an electron is transferred back
to a dimer. The probability of proton tunneling between
potential energy wells determines the population of each of
the wells, and depends on temperature non-monotonously.
Hence, a portion of the free energy, stored as electrostatic
energy of interactions between protons and an excessive
electron also depends on temperature non-monotonously. This
determines non-monotonous temperature dependence of P+/QA
−
recombination rate, since the principle of energy balance of the
whole system should be valid, which is provided by electron–
phonon interactions during electron tunneling. Because of the
non-monotonous temperature dependence of phonon energy,
549P.M. Krasilnikov et al. / Biochimica et Biophysica Acta 1767 (2007) 541–549emitted while electron is transferred from quinone to a dimer,
the probability of electron tunneling depends on temperature
non-monotonously as well. A critical feature of the model,
essential for the explanation of non-monotonous recombination
rate temperature dependence is the shape of hydrogen bond
potential energy curve with two minima.
We suggest that interactions between an excessive electron
and hydrogen bonds play a regulatory role in electron transfer,
which may be also true in other biological processes.
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