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Our goal is to propose four versions of modified Marder–Weitzner methods and to
present the implementation of the new-type methods with incremental unknowns for
solving nonlinear eigenvalue problems. By combiningwith compact schemes andmodified
Marder–Weitzner methods, six schemes well suited for the calculation of unstable
solutions are obtained. We illustrate the efficiency of the new algorithms by using
numerical computations and by comparing them with existing methods for some two-
dimensional problems.
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1. Introduction
The Marder–Weitzner method is a nonlinear numerical algorithm aimed at computing unstable solutions of nonlinear
elliptic problems of the type{−∆u = γ F(u), inΩ = (0, 1)n, n = 1, 2.
u|∂Ω = 0 (1.1)
where γ > 0 and F : R→ R is a C2 function that satisfies the following three conditions:
(i) F(0) = 0, (ii) F ′(0) = 1, (iii) lim‖u‖→0
(F(u), u)
‖u‖ = −∞. (1.2)
This type of equation arises inmany actual problems such as the equilibriummagnetic field and finite beta plasma problems
in plasma physics. As iswell known, this type of problemexhibits successive bifurcations every time the parameter γ crosses
an eigenvalue of −∆. In particular, this problem possesses unstable solutions when γ is large enough. See, for example,
[1–4,7,12].
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Our aim is to modify the Marder–Weitzner method by utilizing the properties of incremental unknowns (IU). As is
known, the incremental unknowns method is a means to approach approximate inertial manifolds when finite difference
discretizations are used [4,6,8,9,11,13,15–17]. It resembles somehow a kind of multigrid methods in inertial manifolds (See,
for example, [10,16].). When several levels of discretization are used, the IU method generates several structures in distinct
points of a grid. In addition, it consists in replacing the nodal values of the unknown function outside the coarse grid by
proper increments to the values on the coarse grids [5,7–9].
In this paper,we constructmodifiedMarder–Weitznermethods byminimizing the change in scale of the residual vectors.
Four types of relaxation parameters {αk} are determined through approximate calculations of Mrk and M2rk, where M
indicates certain special matrix in terms of the Frechet differential of a nonlinear mapping, and rk is the residual. The IU
method with compact schemes is applied to the modifications which leads us to carry out numerical experiments on two-
dimensional problems.
The structure of this paper is as follows: Section 2 briefly reviews relevant concepts such as linear Richardson and
Marder–Weitzner methods. Section 3 gives four types of modified Marder–Weitzner methods. Finally in Section 4 we
present some numerical experiments and end the paper by giving a brief concluding remark.
2. Linear Richardson and Marder–Weitzner methods
We use finite differences for discretizing (1.1) and consider the problem
Find X ∈ Rn s.t. AX = γ · F(X) (2.1)
where A is a matrix that corresponds to the discretization of the operator −∆, F : Rn → Rn is a C2 mapping, and γ is
a nonnegative real parameter. Here (2.1) corresponds obviously to a (finite-dimensional) nonlinear eigenvalue problem.
Moreover, for the sake of approximating computation, we often need to give a fixed value of the parameter γ , thus we can
equivalently set T = γ · A−1F( ), and we have also a fixed point problem.
Find X ∈ Rn s.t. X = T (X), (2.2)
which indicates clearly an approximation of the nonlinear eigenvalue problem (2.1).
2.1. Linear Richardson method
Let us consider the linear problem:
MX = b, X ∈ Rn, (2.3)
whereM is an n× n symmetric and positively definite matrix.
The linear Richardson method is an iteration
Xk+1 = Xk + α(b−MXk), k = 0, 1, . . . (2.4)
with X0 given.
We note that to make the linear Richardson method sure to converge, we must assume that
0 < α <
2
ρ(M)
where ρ(M) is the largest eigenvalue of the matrixM .
2.2. Marder–Weitzner Method
The Marder–Weitzner method is concerned with the fixed point problem (2.2). It is composed of three stages.
Xk+
1
3 = T (Xk),
Xk+
2
3 = T (Xk+ 13 ),
Xk+1 = Xk + α
(
2Xk+
1
3 − Xk − Xk+ 23
)
.
(2.5)
If X∗ is a local solution of (2.2), and we set k = Xk − X∗, then we have
k+1 = k − α(I − T )2Xk.
Let us denote by Ψ the Jacobian of T at X∗,
Ψ = T ′(X∗) =

∂1T1(X∗) ∂2T1(X∗) . . . ∂nT1(X∗)
∂1T2(X∗) ∂2T2(X∗) . . . ∂nT2(X∗)
...
...
...
...
∂1Tn(X∗) ∂2Tn(X∗) . . . ∂nTn(X∗)
 .
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It is easy to get
k+1 = k − α(I − Ψ )2k + o(k). (2.6)
3. Modified Marder–Weitzner methods
LetΩ ∈ Rn×n be a symmetric and positively definite matrix, the scalar product of two vectors with respect toΩ defined
by
(a, b)Ω = aTΩb, ∀a, b ∈ Rn,
and the norm ‖ · ‖Ω is induced from the scalar product.
3.1. Modified Richardson method
We know the modified Richardson method relies on the iteration
Xk+1 = Xk + αk(b−MXk), k = 0, 1, . . . (3.1)
where
αk = (Mr
k, rk)Ω
(Mrk,Mrk)Ω
. (3.2)
As a matter of fact, the αk minimizes the function g(α) , ‖rk − αMrk‖2Ω .
3.2. Modified Marder–Weitzner method
The modified Marder–Weitzner method comes from (2.5) with α replacing by αk. The main steps for the modified
Marder–Weitzner method are changed into the following:
Xk+
1
5 = T (Xk),
Xk+
2
5 = T
(
Xk+
1
5
)
,
Xk+1 = Xk + αk
(
2Xk+
1
5 − Xk − Xk+ 25
)
.
(3.3)
Let us go back to the residual which is set to be
rk = Xk − T (Xk).
We deduce that
rk+1 = (I − αk(I − Ψ )2)rk + o(rk)
= (I − αkM)rk + o(rk)
≈ (I − αkM)rk (3.4)
whereM , (I − Ψ )2.
Now we take the approximate minimum for rk+1 in Ω− norm. We obtain approximately αk, which coincides with the
one in the linear Richardson method with the newM = (I − Ψ )2.
As for the scaled matrixΩ , we present 4 available types.
In the following, we will give the result prescribed in Euclidian norm, that is whenΩ = I (identity matrix), (·, ·)I is then
short by (·, ·).
(i) WhenΩ = M , then we have
αk = (M
2rk, rk)
(M2rk,Mrk)
.
(ii) WhenΩ = M−1, then we have
αk = (Mr
k, rk)M−1
(Mrk,Mrk)M−1
= (r
k, rk)
(Mrk, rk)
.
(iii) WhenΩ = I , then we have
αk = (Mr
k, rk)
(Mrk,Mrk)
.
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(iv) WhenΩ = M +M−1, then we have
αk = (M
2rk, rk)+ (rk, rk)
(M2rk,Mrk)+ (Mrk, rk) .
In order to get the values of αk’s, we need the evaluation ofΨ irk, i = 1, 2, 3, 4. In fact, the supplementary iteration gives
the computation of Xk+
3
5 , Xk+
4
5 and J , where, for example,
Xk+
3
5 = X∗ + Ψ 3k + o(k),
Xk+
4
5 = X∗ + Ψ 4k + o(k),
J = T (Xk+ 45 ) = X∗ + Ψ 5k + o(k).
(3.5)
Which indicate in turn the approximate computation of Ψ irk, namely{
Ψ irk = Xk+ i5 − Xk+ i+15 + o(rk), i = 1, 2, 3.
Ψ 4rk = Xk+ i5 − J + o(rk). (3.6)
These results suggest the approximate computation ofMrk andM2rkwhichwe denote simply byW1 andW2 respectively.
W1 = Mrk = (I − 2Ψ + Ψ 2)rk
= rk − 2Ψ rk + Ψ 2rk
= Xk − Xk+ 15 − 2(Xk+ 15 − Xk+ 25 )+ Xk+ 25 − Xk+ 35 + o(rk)
≈ Xk + 3(Xk+ 25 − Xk+ 35 )− Xk+ 35
W2 = M2rk = rk − 4Ψ rk + 6Ψ 2rk − 4Ψ 3rk + Ψ 4rk
= Xk − Xk+ 15 − 4
(
Xk+
1
5 − Xk+ 25
)
+ 6
(
Xk+
2
5 − Xk+ 35
)
− 4(Xk+ 35 − Xk+ 45 )+ Xk+ 45 − J + o(rk)
≈ Xk + 5
(
2Xk+
2
5 − Xk+ 15
)
− 5
(
2Xk+
3
5 − Xk+ 45
)
− J.
3.3. A1method
Now we have the possibility to give a unifying approach for the four modifications of Marder–Weitzner methods. We
define it as A1 method.
Let X0 be an initial guess of the solution X∗ to AX = F(X) or X = T (X) which is the appropriate discretization of problem
(1.1). Then for k = 0, 1, . . . .
Step 1. Xk+
i
5 = T (Xk+ i−15 ), i = 1, 2, 3, 4 and J = T (Xk+ 45 ).
Step 2.
rk = Xk − Xk+ 15 ,
W1 = Xk + 3
(
Xk+
2
5 − Xk+ 15
)
− Xk+ 35 ,
W2 = Xk + 5
(
2Xk+
2
5 − Xk+ 15
)
− 5
(
Xk+
3
5 − Xk+ 45
)
− J.
Step 3. Relaxation parameters α(i)k , i = 1, 2, 3, 4, are formed.
α
(1)
k =
(W2, rk)
(W2,W1)
,
α
(2)
k =
(rk, rk)
(W1, rk)
,
α
(3)
k =
(W1, rk)
(W1,W1)
,
α
(4)
k =
(W2, rk)+ (rk, rk)
(W2,W1)+ (W1, rk) .
Step 4. Xk+1 = Xk + α(i)k (2Xk+
1
5 − Xk − Xk+ 25 ), i = 1, 2, 3, 4.
k = k+ 1 and go to Step 1.
Here is the theorem on convergence for our method.
Theorem 3.1. Assume that T is Frechet-differentiable at the local solution of (1.1). We denote by Ψ the Frechet-differential.
Assume also that the eigenvalues of Ψ are real and different from 1 at X∗. Then for some α, 0 < α < αc , there exists a
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neighborhood Vα of X∗ such that if X0 ∈ Vα, and Xk is generated by any of the four modifications, then
.Xk+
i
5 → X∗ (k→∞) i = 0, 1, 2.
Moreover, if we write
a = sup
y∈SP(Ψ )
|1− y|, b = inf
y∈SP(Ψ )
|1− y|,
we have the following values of the critical parameter and the optimal relaxation parameter:
αc = 2a2 , αopt =
2
a2 + b2 .
Remark. The conclusion and the proof of above theorem are almost the same as in [7]. (See also in [4,14].)
4. Numerical results
In this section, we present the numerical results obtained by using our methods. As in [4,5,7,15], several related
algorithms such as CSIU, LRA, MLR, MW, A1IU and MWIUa are used to demonstrate the efficiency. All the algorithms are
considered to combine with the modified Marder–Weitzner method.
4.1. Example 1. Dirichet problem
We consider the classical Dirichlet problem{−∆u = f , inΩ = [0, 1]2
u = 0, on ∂Ω (4.1)
For simplicity we let hx = hy = h, and we discretize the Eq. (4.1) by a five points scheme in finite differences on a Ck,l grid:
− ui+1,j − 2ui,j + ui−1,j
h2x
− ui,j+1 − 2ui,j + ui,j−1
h2y
= fi,j. (4.2)
Let the initial guess be X̂0 = sin(16xy(1 − x)(1 − y)). We carried out the adaptative Richardson method. Table 1 shows
the ratio of the largest eigenvalue over the smallest eigenvalue of the coefficient matrix of (4.2), from which we find out a
significant decrease of the condition number when we use order six compact schemes with the IU method (CSIU). (See, for
example, [17].)
4.2. Example 2. Nonlinear eigenvalue problems
The problem we consider is as follows: Find a u ∈ H2(Ω) ∩ H10 (Ω) satisfying the model equation with a boundary
condition.{−∆u = γ u− ν|u|u, inΩ = [0, 1]2,
u = 0, on ∂Ω, (4.3)
with γ , ν > 0 and 0 <  ≤ 2. Our purpose is to compute its unstable solution.
Since this equation displays bifurcating behavior when the parameter γ goes through an eigenvalue of −∆, resolution
brings about great difficulties. The following properties of the solution that we listed are well-known to all. (See, for
instance, [3,4,7].)
Let Λp,q = pi2(p2 + q2), pq 6= 0, be an eigenvalue of −∆ and let Φp,q = sin(ppix) sin(qpiy) be the corresponding
eigenfunction.
- When γ < Λ1,1, the trivial solution, u = 0, is the only one and it is stable.
- When Λ1,1 < γ ≤ Λ1,2, the trivial solution u = 0 becomes unstable and there exist two stable solutions denoted by
K(1, 1), which are deformations of the eigenfunctionΦ1,1 (i.e. the set of zeros and the extremes are at the same points).
- WhenΛp,q < γ , p2+ q2 > 2, all the solutions (including the trivial one) are unstable except the K(1, 1) ones. Let a and
b such that a2 + b2 ≤ p2 + q2. These unstable solutions are deformations of basically two kinds of functions:
(1) The eigenfunction of−∆, theΦa,b. The corresponding unstable solutions are of K(a, b) type. Then, to compute them,
we take U0 = kΦa,b as the initial guess.
(2) The solution of∆a,b type. To compute these, we take U0 = Θa,b as the initial guess, where
Θa,b = sin(apix) sin(bpiy)Z(x, y), and Z(x, y) vanishes on a segment parallel with the lines of equation y = x and y = −x.
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Fig. 1. Iteration vs error of A1IU in cases (1) and (2).
Fig. 2. Iteration vs error of A1IU in cases (3) and (4).
Fig. 3. CPU time vs error of MWIU for  = 1 and  = 2.
Applying Ck,l grid introduced in [7] which is obtained with l dyadic refinements of a grid composed of k points in each
direction of the domain. The fine grid is, thus, composed of 2l(k + 1) − 1 points in each direction. We give our numerical
results on a special C5,1. Let us set the parameters in Eq. (4.3) to be γ = 120, ν = 120 and  = 1. We take the initial guess
X̂0 = sin(pix) sin(piy) sin(pi |x− y|), and we use 200 iterations.
As we know, the number of iterations used in Figs. 1 and 2 is set to be 200. However, another number of iterations is 50,
used in Figs. 3 and 4.
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Fig. 4. CPU time vs error of MWIU at N = 17 and N = 25.
Table 1
Ratio
Initial grids Without CSIU With CSIU
N = 7 9.4835 2.9951
N = 17 24.5760 2.3810
N = 25 35.8304 2.3188
N = 30 42.0890 2.2811
Table 2
Iterative residuals of LRA
N T Res N T Res
7 0.0000 0.5220 8 0.0000 0.4462
9 0.00000 0.4615 10 0.0000 0.4311
11 0.0000 0.3842 12 0.0000 0.3746
13 0.0000 0.3575 14 0.0000 0.3556
15 0.0000 0.3378 16 0.0160 0.3180
17 0.0150 0.3208 18 0.0000 0.3177
19 0.0160 0.3222 20 0.0160 0.3016
21 0.0150 0.2919 22 0.0150 0.2840
23 0.0160 0.2870 24 0.0310 0.2820
25 0.0320 0.2677 26 0.0470 0.2675
27 0.0780 0.2532 28 0.0470 0.2530
29 0.0780 0.2479 30 0.0940 0.2498
31 0.2030 0.2430
During the process of numerical computation, we use two levels of grid. The numerical results are shown in Tables 2–17.
Especially except for Table 9, the numerical residuals shown in the tables were obtained by only one single iteration. Note
that four cases (i.e., case (1), case (2), case (3) and case (4)) correspond to four types of relaxation parameter α(i)k (i =
1, 2, 3, 4) in A1 method. In addition, we use N to denote the number of initial gridpoints and T to denote the CPU time
in seconds.
Because the incremental unknowns schemes A1IU and MWIUa behave numerically better than any other schemes used
here, we have further compared them in following Figs. 5–8 under the same computing conditions. These figures represent
the evolution of the numerical residuals along the iterations and CPU time. We use the solid line to represent MWIUa, and
the dashed line A1IU in the figures.
4.3. Conclusion
Thanks to several analogies between the classical RichardsonMethod and the originalMarder–Weitznermethod,wehave
built four efficient families of modifications of Marder–Weitzner methods. Applying incremental unknowns with order six
compact schemes is always attractive.
According to the numerical examples, we find that MWIUa and A1IU as well as A1 perform with better results among
all the modified Marder–Weitzner methods. When relaxation parameters are given before iteration, the CPU time of the
method has a great deal to do with the ability of the machine. When relaxation parameters are give according the iterative
information, converging behavior becomes better and the CPU time is reduced.
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Table 3
Iterative residuals of MLR
N T Res N T Res
7 0.0000 0.2350 8 0.0160 0.2057
9 0.0320 0.1900 10 0.0160 0.1811
11 0.0000 0.1740 12 0.0150 0.1690
13 0.00150 0.1655 14 0.0160 0.1690
15 0.0310 0.1604 16 0.0310 0.1604
17 0.0310 0.1614 18 0.0470 0.1667
19 0.0630 0.1631 20 0.0780 0.1694
21 0.0940 0.1662 22 0.1090 0.1724
23 0.1720 0.1702 24 0.5620 0.1764
25 0.7650 0.1764 26 0.7500 0.1807
27 0.9540 0.1793 28 0.9690 0.1854
29 1.8900 0.1841 30 0.9530 0.1902
Table 4
Iterative residuals of MW
N T Res N T Res
7 0.0000 1.1157 8 0.0160 1.1129
9 0.00000 1.1111 10 0.0160 1.1097
11 0.0160 1.1090 12 0.0160 1.1083
13 0.0150 1.1078 14 0.0150 1.1074
15 0.0160 1.1071 16 0.0150 1.1069
17 0.0310 1.1067 18 0.0160 1.1066
19 0.0160 1.1064 20 0.0470 1.1063
21 0.0460 1.1062 22 0.0470 1.1061
23 0.0780 1.1061 24 0.0780 1.1060
25 0.1100 1.1060 26 0.0930 1.1059
27 0.3910 1.1059 28 0.2500 1.1059
29 0.4060 1.1058 30 0.4530 1.1058
31 0.4220 1.1058
Table 5
Iterative residuals of A1 in case (1)
N (ε = 1) T Res N (ε = 1.2) T Res
7 0.3120 1.1475e−011 7 0.0780 3.3499e−015
9 0.3750 1.1056e−012 9 0.3280 1.2464e−016
17 14.7500 2.9365e−015 17 14.7340 9.9326e−021
25 151.8120 9.5161e−017 25 151.8750 6.8619e−023
Table 6
Iterative residuals of A1 in case (2)
N (ε = 1) T Res N (ε = 1.2) T Res
7 0.0940 1.1627e−011 7 0.0930 303880e−015
9 0.3120 1.1199e−012 9 0.3120 1.6105e−016
17 14.7340 3.2768e−015 17 14.6720 1.0057e−020
25 151.7660 7.6001e−017 25 151.2810 6.9470e−023
Table 7
Iterative residuals of A1 in case (3)
N (ε = 1) T Res N (ε = 1.2) T Res
7 0.0780 1.1483e−011 7 0.0780 3.3513e−015
9 0.3130 1.1064e−012 9 0.3280 1.6093e−016
17 14.6720 3.2455e−015 17 14.6880 9.9388e−021
25 151.3280 9.5163e−017 25 152.1410 6.8661e−023
Table 8
Iterative residuals of A1 in case (4)
N (ε = 1) T Res N (ε = 1.2) T Res
7 0.0940 1.1475e−011 7 0.0780 3.3499e−015
9 0.3120 1.1056e−012 9 0.3130 1.6092e−016
17 14.6560 3.2437e−015 17 14.6870 9.9326e−021
25 151.2500 9.5161e−017 25 151.9530 6.8619e−023
174 Y.-J. Wu et al. / Journal of Computational and Applied Mathematics 226 (2009) 166–176
Table 9
Iterative residuals of MWIU in N = 7 (1–3 iterations)
Scheme MWIU 1 iteration 2 iterations 3 iterations
ε = 1 0.9734 5.3498e−012 2.5112e−017
ε = 2 0.9722 4.5519e−012 4.8392e−020
Table 10
Iterative residuals of A1IU in case (1)
N (ε = 1) T Res N (ε = 1.2) T Res
7 0.1090 1.1086e−011 7 0.1090 1.6571e−013
17 15.3120 3.6844e−013 17 15.2650 4.7046e−017
25 100.1400 1.2251e−016 25 157.4220 3.0070e−020
Table 11
Iterative residuals of A1IU in case (2)
N (ε = 1) T Res N (ε = 1.2) T Res
7 0.0940 2.0743e−013 7 0.0940 1.1233e−011
17 14.9380 3.8167e−013 17 14.9530 4.99216e−017
25 89.7350 1.2356e−016 25 156.4060 3.0685e−020
Table 12
Iterative residuals of A1IU in case (3)
N (ε = 1) T Res N (ε = 1.2) T Res
7 0.0460 1.7321e−013 7 0.0940 1.1094e−011
17 10.0470 3.2437e−015 17 11.5000 4.7699e−017
25 91.1870 1.3451e−014 25 84.7810 3.0117e−020
Table 13
Iterative residuals of A1IU in case (4)
N (ε = 1) T Res N (ε = 1.2) T Res
7 0.0470 1.1086e−011 7 0.1250 1.6571e−013
17 15.0930 3.6844e−013 17 14.9220 4.7046e−017
25 159.0160 1.2251e−016 25 166.1410 3.0070e−020
Table 14
Iterative residuals of MWIUa in case (1)
N (ε = 1) T Res N (ε = 1.2) T Res
7 0.1410 3.6548e−012 7 0.0940 6.0978e−016
17 16.6720 1.2513e−015 17 15.7190 1.5269e−021
25 178.7810 7.2213e−017 25 177.4380 1.1438e−023
Table 15
Iterative residuals of MWIUa in case (2)
N (ε = 1) T Res N (ε = 1.2) T Res
7 0.1560 3.7204e−012 7 0.1100 6.2541e−016
17 15.7030 1.2715e−015 17 15.7030 1.5482e−021
25 197.0470 7.2258e−017 25 195.8280 1.1587e−023
Table 16
Iterative residuals of MWIUa in case (3)
N (ε = 1) T Res N (ε = 1.2) T Res
7 0.1090 3.6548e−012 7 0.0780 6.0978e−016
17 15.6090 1.2539e−015 17 15.7340 1.5282e−021
25 188.5940 7.2213e−017 25 186.9840 1.1448e−023
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Table 17
Iterative residuals of MWIUa in case (4)
N (ε = 1) T Res N (ε = 1.2) T Res
7 0.1090 3.6548e−012 7 0.0780 6.0981e−016
17 15.2190 1.2513e−015 17 15.1870 1.5269e−021
25 186.1880 7.2213e−017 25 189.3750 1.1438e−023
Fig. 5. CPU time vs error of schemes A1IU and MWIUa in case (1).
Fig. 6. CPU time vs error of schemes A1IU and MWIUa in case (2).
Fig. 7. CPU time vs error of schemes A1IU and MWIUa in case (3).
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Fig. 8. CPU time vs error of schemes A1IU and MWIUa in case (4).
Acknowledgements
The authors are grateful to the anonymous referees for their careful reading and constructive comments on our
manuscript.
References
[1] Z.-Z. Bai, Parallel nonlinear AOR method and its convergence, Comput. Math. Appl. 31 (2) (1996) 21–31.
[2] Z.-Z. Bai, A class of two-stage iterative methods for systems of weakly nonlinear equations, Numer. Algorithms 14 (4) (1997) 295–319.
[3] C. Bolley, Multiple solutions of a bifurcation problem, in: C. Bardos (Ed.), Bifurcation and Nonlinear Eigenvalue Problems, in: Proceedings Univ. Paris
XIII Villetaneuse, vol. 782, Springer Verlag, 1978, pp. 42–60.
[4] J.-P. Chehab, A nonlinear adaptive multiresolution method in finite differences with incremental unknowns, Math. Modelling Numer. Anal. 29 (4)
(1995) 451–475.
[5] J.-P. Chehab, Incremental unknowns method and compact schemes, Math. Modelling Numer. Anal. 32 (1) (1998) 51–83.
[6] J.-P. Chehab, B. Costa, Multiparameter schemes for evolutionary equations, Numer. Algorithms 34 (2–4) (2003) 245–257.
[7] J.-P. Chehab, R. Temam, Incremental unknowns for solving nonlinear eigenvalue problem: New multiresolution methods, Numer. Methods Partial
Differential Equations 11 (3) (1995) 199–228.
[8] M. Chen, R. Temam, Incremental unknowns for solving partial differential equations, Numer. Math. 59 (3) (1991) 255–271.
[9] M. Chen, R. Temam, Incremental unknowns in finite differences: Condition number of the matrix, SIAM J. Matrix Anal. Appl. 14 (2) (1993) 432–455.
[10] W. Hackbush, Multigrid Method and Applications, Springer-Verlag, Berlin, 1985.
[11] M. Marion, R. Temam, Nonlinear Galerkin methods, SIAM J. Numer. Anal. 26 (5) (1989) 1139–1157.
[12] B. Marder, H. Weitzner, A bifurcation problem in E-layer equilibria, Plasms Phys. 12 (1970) 435–445.
[13] P. Poullet, Staggered incremental unknowns for solving Stokes and generalized Stokes problems, Appl. Numer. Math. 35 (1) (2000) 23–41.
[14] M. Sermange, Une méthode numérique en bifurcation application à un problème à frontière libre de la physique des plasmas, Appl. Math. Optim. 5
(2) (1979) 127–151.
[15] L.-J. Song, Y.-J. Wu, Incremental unknowns in three-dimensional stationary problem, Numer. Algorithms 46 (2) (2007) 153–171.
[16] R. Temam, Inertial manifolds and multigrid methods, SIAM J. Math. Anal. 21 (1) (1990) 154–178.
[17] Y.-J. Wu, Y.-H. Ran, X.-X. Jia, J.-P. Hu, Compact schemes and sixth order incremental unknowns: Matrix construction, in: B.Y. Guo, Z.C. Shi. (Eds.),
Proceedings of the Fourth International Workshop on Scientific Computing and Applications, Science Press, Beijing, 2007, pp. 160–165.
