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Abstract 
Present study sets out to compare test and item function in one-, two-, and three-parameter models in the item response theory 
(IRT). First, information function is delineated upon drawing on theoretical and psychometric foundations. The date collected 
from the pool of answers given to multiple-choice questions by candidates to the Iranian state universities who took the National 
Entrance Examination for State Universities in the Mathematics-Physics Testing Group in 2009 which was administered by the 
National Organization for Educational Testing (NOET). Systematic sampling was utilized to draw 2000 subjects from applicants 
who took entrance exam in the Mathematics-Physics Testing Group of National Entrance Examination for State Universities. To 
analyze the data obtained from experimental group, two statistical software viz. SPSS and BILOG were run. The results yielded 
indicate that the value of test and item awareness function in the two- parameter model is higher than values in the one-and three 
–parameter models .Furthermore, findings illustrate that the value of test and item awareness function in the one –parameter 
models is not  significantly different from the corresponding value in the three –parameter model. This study has implications for 
educational measurement and testing procedures especially for standardized multiple-choice test.
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1. Introduction 
Since test scores are used to make important decisions about testee’s future in relation to their education, jobs 
etc, the effectiveness of tests is of prime importance (Thorandike, 1982). Having selected the test’s latent trait 
model, the accuracy with which the test can estimate the testee’s ability is to be determined. As every test is 
composed of a number of items each of which contributes to the accuracy of measurement, one can, through the 
information function of test items, gauge each test item information function at any given ability level, thereby 
determining the whole test information function (Hambelton & Cook, 1977). 
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The term “information” is used to mean that the testee possesses the required knowledge about the subject in 
focus. In statistics, this term has the same meaning, though a little bit less technical. The concept of information was 
subsumed in statistics by Fisher (1974) who defined it as the reverse of the accuracy index of estimated parameter 
(Baker, 2001).  
If a parameter is accurately estimated, more information will be acquired about the numerical value of that 
parameter compared to when the same parameter is less accurately estimated. A parameter is measured through 
estimated variants based on the numerical value the parameter. Therefore, the accuracy level, which if different from 
the measures used, has formulaic expression. In fact, information value is obtained from formula 1 below.  
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What is of significance to us is in the IRT theory is the estimation of a testee’s ability parameter (ș$KLJK
information value indicates that the testee’s true ability, which is also high, can be estimated with a great degree of 
accuracy (Hambelton & Wanderlanden, 1982).  
Information value can be estimated from - WR - RQ WKH DELOLW\ VFDOH $V ³DELOLWy” is a continuous scale, 
³LQIRUPDWLRQ´ LV D FRQWLQXRXVYDULDEOH DVZHOO )ULHGULFK2I FRXUVH LQIRUPDWLRQYDOXH LV H[SUHVVHG LQ WKH
form of a distribution and the maximum distribution of information value reaches its height at one point (Springer, 
1997).  
In tests, the ideal information function is linear, enjoys a high value and estimates all ability levels with accuracy 
(Baker 2001). Based on formula 1, it can be contended that the information value at a certain point is the reverse of 
variance.  
If information value is high, it can be concluded that a testee’s ability representing his true ability at that point 
can be estimated with accuracy; that is, all estimates will approach the true information value, however. If 
information value is low, the testee’s ability cannot be estimated with accuracy and estimation values will basically 
be less evenly distributed around the true ability level (Friedrich, 2004).  
Aim of present study was to investigation of information function in 1, 2, and 3 IRT model based on Iranian 
national university entrance exam data base. Not only information function of item and test was described, but also 
comparison of information function in different ability levels in three IRT model and its relation with measurement 
error was examined. 
 
2. Theoretical framework 
2-1- Information function of test items 
The information value pertaining to each item for each ability level can be obtained through formula 2 below.  

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The information function of an item for a given ability level can be defined as the proportion of the square root 
of the differentiation of item characteristics to its variance (Hambelton, 1989). The information function represented 
in formula 2 has a normal ogive form. Instead of this function the logical function, which yields a little bit different 
results, can be utilized (Lord, 1980).  
 
Suggested formula 3 below for the estimation of the information value of an item 
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In this formula ia and ib and ic represents parameters of discrimination, difficulty, and guessing, respectively. 
In this formula both the slop and the variance of the scores of the item depend on the amount of item parameters 
questions with steeper slopes a point with maximum slop-produce more information value in regard to the testee’s 
ability. The difficulty parameter also shows the maximum likelihood of the information function of items on the 
ability continuum. Items whose slopes are steeper provide researchers, teachers and decision-makers with more 
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information compared to items whose slopes are less steep. In fact, whenever, the ration of two parameters is 2 to 2, 
the resultant maximum information would be 4 to 1.  
When guessing is possible, the information would be uneven because weak testees resort to guessing more often/ 
leading to a decrease in the information value of the item on the left side of the scale (Lord, 1980). When the slope 
is steep and the variance is low, information function would be larger; however, when the slope is not that steep and 
variance is great, information function would be less (Alan & Yen, 1979).  
 
2-2- Test information function 
Since it is all the test items in a test that are used to estimate a testee’s ability, the information value obtained 
through the test can be calculated for every ability level. A test is a combination of items; hence, test information 
function can, for any given ability level, be simply obtained from the sum of the information function of all the 
items. This means that test information function can be expressed as follows:  
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The Information function of the whole test will be much greater than that of the individual items. Consequently, 
a complete test measures people’s ability more accurately and more comprehensively than each individual item. The 
important point inherent in formula 4 is that the very existence of more items in a test increases the information 
function of the test. Therefore, we can generally contend that longer tests measure a testee’s ability more accurately 
than shorter ones do (Baker, 2001).  
The use of tests for other specific purposes requires the use of other forms of information function. Although it is 
possible to obtain the information function of each item, this is rarely done. The information value gained form each 
item is negligible, so the information value gained from the whole test is of prime importance. That is why the 
testee’s information value at one ability level and its information function are headed. Of course, since a test’s 
information obtained through the sum of all he items’ information value at a given level, the item information value 
should first be defined. It is to be noted that the mathematical definition of the item information value depends on 
the specific curve used (Friedrich, 1997).  
 
2-3- Curve Model of One-Parameter Item  
In the one-parameter model, item information value is defined as:  
 
 
Information functions play a significant role in the IRT because information value depends on item difficultly 
(Friendrich, 2004). In the one-parameter model the numerical value of item discrimination is assumed to be one. The 
possibility of guessing is zero in this model, resulting in a correspondence between item difficulty and the testee’s 
ability (Hambelton & Jones, 1993). 
 
2-4-Curve Model of Two-Parameter Items 
In a two-parameter model, information function is defined as:  
)()()( 2 TTT iiii QPaI   
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In this formula ia stands for discrimination power parameter and the value of iiQP is calculated through the 
following formula: 
))((1/(1)( iii baEXPP  TT  
)(P)(Q ii T T 1  
 
2-5- Curve Model of Three-Parameter Items 
This model does not enjoy the same features as logistic functions do. Hence, to calculate item information value 
the following complicated formula is utilized.  
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As the guessing effect does exist in the three-parameter model, the information value in this model is less than 
such value in the two-parameter model when a and b values are the same. This means that parameter model better 
calculates item information value that the three-parameter model (Baker, 2004).  
Since the form of a test’s information function depends on the purpose for which the test is designed, there can 
be different general interpretations. The test information function, which rises dramatically at some points on the 
ability scale measures on ability along the ability scale with different degrees of accuracy. Such tests work better 
when estimating the ability of those testees whose ability is near or at the top of the ability scale. In some tests, 
information function is more even in some areas on the ability scale. Such tests estimates testee’s ability in a certain 
area with almost the same accuracy, but the accuracy fluctuates when the test functions outside, that certain area. 
Therefore, when interpreting the results, one should consider those testees whose ability fall within a certain area. 
And it is more important to note that the reverse relationship between information value and the variability of ability 
estimation to change information value to the standard error estimation, which requires that one obtains the square 
root of the test’s information value. 
In general terms, it can be stated that in the new measurement models, the item information function may be 
used to gain information about the contribution of each question to the determination of testee’s trait level and 
determine, by way of local independence, the contribution of each item to the effectiveness of the whole test without 
regard to the other items in the test. It is also possible to use the test’s information function at a certain ability level 
to compare and evaluate different tests. However, in the classical model of testing there is no an appropriate method 
to determine the information value each items provides about testee’s ability. In addition, in the classical model the 
contribution of each item to the testee’s reliability and validity depends on the characteristics of the other test items; 
that is, the contribution of each item to the test’s reliability and validity can not be determined. In fact, test validity is 
a function of all the items in the test and the contribution of each item to test reliability cannot be determined 
independent of the other test items (Lord, 1975, 1980).  
One of the other applications of item and test information function is its use to design tests with specific 
purposes and select the required questions. To this end, the intended items given to a number of testees; then the 
latent information trait of each item is calculated based on the model under discussion. To design a test for a specific 
purpose the following steps are, as recommended by (Lord, 1980), taken: 
1. The form of the test information curve is determined; that is, the intended level on the ability continuum is 
decided upon. Then the form of the test information curved is determined based on the purpose of the test 
which specifies the required information value at a specific ability level.  
2. Based on each item’s information value, the items are selected in such a way that they cover the area below 
the information curve.  
3. The information functions of the items are cumulatively added up to obtain a satisfactory estimation of the 
information curve. 
The test information function can be used to construct parallel tests as well as those for specific purposes. That 
is, information function can be utilized to construct both weak and strong tests. Two forms of a test one considered 
as parallel when they measure the same ability and possess similar information function. Strong parallel forms 
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should, in addition to the already maintained conditions, fulfill another condition to the effect that the item 
parameters should be equal in both forms.  
To compare the effectiveness of different tests is another application of test information function. Majority of 
researchers inclined towards comparing information values obtained from different testing patterns or scoring 
methods of a test. For example, you may need to compare the information function of several standard tests to find 
out which test provides more information in an area or areas of interest. In such cases, the information functions of 
tests are calculated; the index so obtained is known as the relative effectiveness index.  
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In this formula the relative accuracy is indicative of test information function (Alan & Yen, 1979).  
 
3. Methodology 
3-1- Population and Sampling Method  
To answer the intended items, the subjects for this population were considered. The people were all Iranian and 
included all the 2009 university entrance exam applicants who were taking the test in the field of Maths.  
 
Table 1: Number of applicants of the 2004 university entrance exam in the field Maths. 
Field Female Percentage Male Percentage Total number 
Maths 138886 45.91 163643 54.02 302511 
 
The sampling method was a regular one based on which 2000 people from among the list of all applicants were 
randomly selected. Of course, those who had obtained one-fourth of the total score were not included in this study to 
control for the role of the guess factor. In the IRT model researchers are advised to use 200 people for one-
parametric models 500 for two-parameter models (wright & Stone, 1979),  and over 1000 for three-parameter 
models (Tissen & Vainer 1982). Hambelton (1989) also agrees that a sample of at least 1000 people is required in 
three-parametric models. Hence, for the three-parameter of this study a sample of 2000 subjects were selected. 
 
3-2- Instrumentation and Procedures  
The university entrance exam (UEE) in Iran is an achievement exam. The exam is prepared by a group of 
experienced and expert test designers at the National Organization for Educational Testing (NOET). What was used 
in this research to gather data was part of the answer sheets of the UEE applicants related to the math section of the 
exam which included 55 test items. It is to be noted that experts contend that the minimum number of items to be 
investigated for a study like the present one is to be 20 and that the number of items in the subtests is affected by the 
number of the parameters in the model used. Hence, it is often argued that the adequate number of items for one-
parameter, two-parameter and three-parameter models of subjects is large, acceptable estimations can be made even 
when the number of items is 20 (Hambleton, 1989).  
 
4. Results and Findings 
To analyze the data, use was made of the BILOG computer software and the information function of items was 
calculated for the three models with due consideration to the ability level. Through the BILOG software the 
parameters of the items for the three models were calculated. The information value was calculated for the whole 
exam with regard to the one-, two-, and three-parameter models.  
As table 2 demonstrates the information value was calculated for the whole exam with regard to the one-, two-, 
and three-parameter models.  
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Table 2: information values in the one-, two-, and three-parameter models 
Information function Question 
Three-parametric Two-parametric one-parametric 
0.74 1.12 0.84  
0.13 0.74 0.15  
0.88 1.20 0.87  
1.90 2.50 1.74  
0.20 0.37 0.25  
0.94 1.20 0.91  
0.89 1.25 0.97  
0.28 0.62 0.21  
0.68 0.94 0.73  
0.21 0.57 0.23  
0.40 0.74 0.49  
0.11 0.20 0.09  
0.47 0.69 0.35  
0.20 0.61 0.29  
0.90 1.24 0.94  
0.30 0.84 0.37  
1.80 1.28 1.72  
0.89 1.08 0.93  
0.80 0.91 0.83  
0.89 0.90 0.73  
0.80 0.89 0.73  
1.65 2.14 1.25  
0.54 0.49 0.73  
0.18 0.90 0.13  
0.38 0.91 0.31  
0.30 0.94 0.35  
0.87 1.13 0.88  
1.01 2.18 1.24  
1.21 2.35 1.60  
0.70 1.09 0.75  
0.63 0.98 0.67  
0.62 0.97 0.66  
0.69 0.98 0.68  
1.18 1.90 1.11  
0.90 1.34 0.98  
0.41 0.85 0.40  
0.80 1.17 0.82  
0.30 0.69 0.33  
0.90 1.13 0.92  
0.11 0.29 0.14  
1.40 2.64 1.50  
0.20 1.17 0.92  
0.80 1.03 0.82  
0.39 0.90 0.40  
0.98 1.04 0.86  
0.48 0.54 0.32  
 
Table 3: comparison of items information function based on ability level in one-parameter model 
ș -3 -2 -1 0 + + + 
)(Ii T  0.05 0.11 0.26 1.19 1.24 1.21 0.28 
 
As table 3 reveals the information function yields the highest estimation at ability level 1 and the lowest the 
ability level 3. On other words the higher the information value, the less the standard error of measurement.  
As the observed values indicate, the question information function increases steadily. This increase reaches its 
maximum of 1.24 at the ability level 1 of and then begins to decrease after this ability level; in a sense, it can be 
stated that the two sides of the ability level of 1 or the information function of 1.24 are to some extent symmetrical.  
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teta3teta2teta1teta0teta-1teta-2teta-3
1.4
1.2
1.0
.8
.6
.4
.2
0.0
.3
1.21.21.2
.3
.1
 
Figure 1: Test information function in one-parameter model 
 
Table 4: comparison of item information function based on ability level in two-parameter model 
ș -3 -2 -1 0 + + + 
)(Ii T  0.02 0.06 0.40 1.36 2.67 1.45 0.38 
As table 4 reveals the information function has been calculated based on the two-parameter model. While item 
difficulty in the one-parameter model is 2, it is 1.5 in the two-parameter model and the information value has been 
calculated in terms of the ability level. The results obtained indicate that in this model the ability level of 1 offers the 
highest estimation of the information function and the lowest estimation relates to the ability level of 3. In this 
model the information function increases steadily too, which is in harmony with the increase in the ability level. 
However, the highest value of the information function is at the ability level of 1 form which point onwards the 
information function begins to decrease.  
When comparing the two-parameter model with the one-parameter model, it can be concluded that the 
information function is higher at all ability levels than it is in the one-parameter model; this is because of the 
discrimination index which is assumed to be 1.5 in the two-parameter model while it is assumed to be a fixed 
coefficient.  
ABILITY
teta3teta2teta1teta0teta-1teta-2teta-3
3.0
2.5
2.0
1.5
1.0
.5
0.0
.4
1.5
2.7
1.4
.4
 
Figure 2: Test information function in the two-parameter model 
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Table 5: comparison of item information function based on ability level in three-parameter model 
ș -3 -2 -1 0 + + + 
)(Ii T  0.01 0.07 0.48 1.24 1.78 1.31 0.45 
As table 5 illustrates the information function has been calculated based on the three-parameter model for 
different ability levels. In table 6, the ability level of 1 has the highest information function value. The increase of 
the information function is steady in this model too. And the highest information value, which is 1.78, is at the 
ability level 1 from which point onwards the value of the information function begins to decrease. A look at the two 
sides of the information function at the ability level of 1 shows that a symmetrical curve has been formed.  
 
ABILITY
teta3teta2teta1teta0teta-1teta-2teta-3
2.0
1.5
1.0
.5
0.0
.4
1.3
1.8
1.2
.5
 
Figure 3: Test information function in three-parameter model 
 
5. Conclusion and discussion 
In IRT there is reverse relationship between the information function and the standard error of measurement. It 
means that the higher the numerical value of the information function is, the less likely errors emerge.  
With consideration to the estimated values in the three models, it can be concluded that the estimated values of 
the information function in the one-parameter model are less than the ones in the two-parameter one and that the 
estimated values of the information function in the two-parameter model higher than the ones in the three-parameter 
one. However, there is no much difference in the information values in the one- and two-parameter models, which is 
in accord with the studies conducted by Hambelton (1977) and Friedrich (2004). On the whole, it can be concluded 
that in the two-parameter model the guessing factors are eliminated; that is, when items involve a high index of 
guessing the likelihood of error increases. That is why it can be stated that there is a reverse relationship between the 
information function and the standard error of measurement. In another study, Hambelton (1989) investigated the 
accuracy of estimation in the light of the guessing factor and found out that the guessing factor increases 
measurement error. It has to be remembered that Brinbaum (1986) and Divgi (1986) studied the effect of guessing in 
the three models and reached similar conclusions.  
The present study revealed that the reliability indices calculated based on ability levels are different. In IRT it is 
actually possible to construct a test that exactly corresponds with the objectives of the test designers or its use. And 
to determine the accuracy of the test, the information function can be utilized. That is why in IRT there is more 
control over the preparation of tests for specific purposes (Lord, 1980). Since in the classical model the reliability of 
the whole test is calculated, the contribution of each test item to reliability is not independent of that of the other test 
items. However, in IRT the information function is calculated for each individual test item, the contribution of each 
item to reliability is calculated without regard to the other test items, and the contribution of each item to the overall 
effectiveness of the test is determined. One of the other applications of the test and item information function is its 
use to design tests for specific purpose.  
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The results obtained in this research study also confirmed the points discussed above and revealed that the 
information value is different in the IRT three models and that there is a reverse relationship between the 
information value and the standard error of measurement (Parand, 2002).   
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