A Voronoi diagram of image elements provides an intuitive and appealing definition of proximity, which has been suggested as an effective tool for the description of relations among the neighboring objects in a digital image. In this paper, an implementation algorithm based on direct calculation of the Freeman code of expanded contours is proposed for generating area Voronoi diagram of connected components. A closed convex polygon is utilized to bound each connected component, as an approximate representation, and the contour is represented using Freeman chain coding, from which we can compute the corresponding Freeman chain coding of its expanded contour directly, without recourse to the operation on pixels. While the contours iteratively expand outwards, the Voronoi diagram is constructed by the intersections of the expanded contours from different connected components. The experimental results show that our proposed approach significantly improves the speed of constructing area Voronoi diagram in digital images.
Introduction
Finding the neighbors in proximity of a particular image element is a crucial step for many image analysis applications. A naive approach is to compare the distances of the element to all the others in the image, and the neighbors are then defined by those with shorter distances. Such definition is not always accurate, because an element with a short distance is not a real neighbor sometimes. Voronoi diagram provides a useful tool which is capable of generating a minimal but complete number of neighbors of an element, i.e. only those elements that are closest are obtained, but all are included. The Voronoi diagram of a collection of geometric objects is a partition of space into cells, each of which consists of all the points closer to one particular object than to any others. It divides the continuous space into mutually disjoint subspaces according to the neighboring rule.
In the past decades, increasing attention has been paid to the use of Voronoi diagrams for various applications. For example, there are some reports in the literature about applying Voronoi diagrams to document image analysis in recent years, such as text line orientation detection, 3 text region extraction, 15 segmenting characters connected to graphics, 14 page segmentation, 4 text-line extraction, 5 word grouping, 2,7 etc. In this paper, we will restrict ourselves to constructing the Voronoi diagram in document images, but the proposed approach is also amenable to other digital images.
In some applications, the connected components in an image are represented by their centroids. An ordinary Voronoi diagram can be generated based on these centroid points using the widely used methods in computational geometry. 8 Voronoi diagrams generated this way are known as point Voronoi diagrams. However, such simplification is inappropriate in some cases, because the centroid is a poor representation of shapes for nonround elements. For instance, a document image generally contains various characters of different sizes and different intercharacter gap, the approximation of each element as a single point is too imprecise, and does not adequately represent the spatial structure of the page image. Therefore, the point Voronoi diagram is unsuitable for some applications.
Considering the complex shapes of image elements, the use of so-called area Voronoi diagram has been investigated for some applications. However, existing algorithms for generating area Voronoi diagrams are generally time consuming for processing an image with thousands of connected components. It is therefore imperative to develop a fast implementation algorithm to make it usable for practical applications. For this purpose, a fast algorithm is presented in this paper for the implementation of constrcuting area Voronoi diagrams in digital images. The present work is an extension of the ideas that appeared in the previous conference paper. 6 The connected components in an image are bounded using closed convex polygons first, as approximate representation of the connected components. Although a rectangular box is the simplest way to bound a connected component, we find that a rectangular box is imprecise to represent a connected component in many cases. Figures 1(a) and 1(b) give two such examples of italic font words and skewed words in document images, from which we can see that the distance between characters "d" and "p"(i.e. interword gap) is not exact if the rectangular boxes are treated as the approximation of the connected components. In contrast, a closed convex polygon is capable of effectively representing connected component as its approximation, as shown in Figs. 1(c) and 1(d).
Then, Voronoi diagram is constructed by iteratively expanding outwards the convex polygons, i.e. the intersections of the expanded convex polygons from different connected components produce the Voronoi edges. In general, the expansion of convex polygons at the pixel level is quite time-consuming. To achieve a fast implementation algorithm, the contour of a convex polygon is represented using Freeman chain coding, based on which we can directly compute the corresponding Freeman chain coding of its expanded contour, without recourse to the operation on pixels. Our experiments have demonstrated the efficiency of the proposed approach.
The remainder of this paper is organized as follows. Section 2 briefly gives some basic notions of Voronoi diagram. Section 3 describes the details of constructing area Voronoi diagram. The experimental results are given in Sec. 4, and finally the conclusions are drawn in Sec. 5.
Basic Notions of Voronoi Diagram
For completeness, we first briefly recall some basic definitions of Voronoi diagram. For further details, readers can refer to Ref. 8 . It is noteworthy that we will limit our concerns to only digitized planar (2-D) Voronoi diagram in the paper. The most commonly used Voronoi diagram is based on a set of points. Let P = {p 1 
Note that, while the Euclidean distance is commonly used in the continuous space, either the Manhattan (city-block) distance or the chess-board distance can be employed in the digitized 2-D space, where the city-block distance is also called the 4-neighbor distance and the chess-board distance is also known as the 8-neighbor distance.
The boundary of its region consists of the equidistant points:
The ordinary point Voronoi diagram generated from a set of generators P is given as a set of Voronoi regions
The Voronoi regions are convex. The boundaries of Voronoi regions are also called Voronoi edges, and the vertices are called Voronoi vertices. In the above definitions, the generators are isolated points in the plane. In a digital image, in particular, a document image containing varying characters of different sizes and different intercharacter gaps, an object or element (connected components) with complex shape and various size generally consists of more than one pixel. The approximation of each element as a single point is too imprecise, and is therefore not adequate to represent the spatial structure and relations among the elements. To use the Voronoi neighborhoods of image elements, it is necessary to generalize the ordinary Voronoi diagram from points to arbitrarily shaped image elements. The ordinary point Voronoi diagram has been generalized in various directions, 12 in which the area Voronoi diagram is widely applied in document image analysis.
Given that E = {e 1 , e 2 , . . . , e n } is a set of distinct elements in the twodimensional plane Z 2 , and d(p, e i ) is the distance between a point p and an element e i defined by
Then the area Voronoi region V(e i ) and the area Voronoi diagram V(E) are defined by
V(E) = {V(e 1 ), . . . , V(e n )}.
Analogous to the point Voronoi diagram, the boundary of an area Voronoi region V(e i ) is given by:
The Voronoi region of a given image element corresponds to a portion of the Z 2 plane. It consists of the points from which the distance to the corresponding image element is less than or equal to the distance to any other image element.
In an ordinary Voronoi diagram the boundary shared by two neighboring Voronoi regions is always a segment or a line, while in an area Voronoi diagram, it is a curve.
Fast Implementation of Area Voronoi Diagram
The area Voronoi diagram is usually constructed from the point Voronoi diagram, by first generating the point Voronoi diagram from the set of points lying on the contours of the elements followed by deleting Voronoi edges from points of the same elements. 2,4,10 Generally speaking, this process is time-consuming, especially for an image with a large number of pixels and elements. The processing speed of this algorithm depends on the number of the contours pixels for generating the point Voronoi diagram, and the complexity of the elements for removing the superfluous Voronoi edges and superfluous Voronoi vertices. To accommodate objects in digital images, several algorithms have been proposed to construct area Voronoi diagrams in digital images. 1, 8, 9 The main approach used by them was based on the principle of labeling the objects and applying the morphological operation of shape dilation to grow the objects. The Voronoi edge is formed between two adjacent objects when two different labels are met.
Here we pay attention to the latter algorithm, because its results provide the information about relations between elements immediately when the area Voronoi diagram is constructed. In the algorithm described in Ref. 8 , for each background pixel all of its neighbors are evaluated to decide whether its value should be changed. If all the neighbors are background pixels as well, there is no change. For a worst case, the distance from such a background pixel to its nearest element is D. In the first (D − 1) times of iterative scan, the pixel's value maintains without any change, but the pixel and its neighbors are accessed 9 × (D − 1) times totally, but a vain attempt. In particular, the processing is quite time-consuming for an image with larger areas of background among the neighboring elements. Vliet and Verwer
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presented a fast method of contour propagation. However, the process is still on pixels directly.
In this paper, we modify the algorithms to speed up the procedure of constructing the area Voronoi diagrams in document images, in which contour propagation is carried out on the Freeman codes. A closed convex polygon is utilized to approximate the contour of a connected component (element) and it is represented using a Freeman chain coding. In each iterative turn, from the Freeman chain coding of a contour we can immediately compute the Freeman chain coding of its expanded contour. The pixels collided by the expanded chain codings of two or more different elements are exactly the Voronoi edge pixels. Figure 2 illustrates the diagram of the present method expanding contours based on direct calculation of contours' Freeman chain codes.
At the first step, an eight-neighbor connected component analysis algorithm is applied to the input binary image to produce K connected components. The background pixels are assigned a particular value BACKGROUND VALUE, say 0 in general. For a document image, a connected component could be a portion of a character or characters that are touching each other. It is noteworthy to mention that if one connected component is encompassed by another one, or if two connected components overlap each other, they merge to be one connected component. Here, we refer to these connected components as elements, and assume that the elements do not overlap others. Each of the elements is bounded by a closed convex polygon then. All of the pixels within a bounded convex polygon is set as the value of the corresponding connected component label, i.e. k for the kth element. The contour of convex polygon is represented using a Freeman chain coding, and the pixels on the contour are set as the value of k + M (note that M > K). Here M is a constant offset to identify the pixels on the contour from the interior pixels.
A processing control flag F k is initialized as true to control the termination condition of iterative operation, i.e. if none of the pixels on an expanded contour of an element are background, the expansion operation of the corresponding element will stop.
In each iterative operation, the contour is expanded outwards with one pixel distance. To effectively and efficiently compute the expanded contours, the Freeman chain coding is applied to represent a contour. In particular, according to the Freeman chain coding of a contour, we can obtain the corresponding Freeman chain coding of its expanded contour, without recourse to the operation on pixels. The details of generating the Freeman chain coding of a contour and computing the Freeman chain coding of the expanded contour are given as follows.
Freeman chain coding 11 is one of the most commonly used methods for efficiently representing a contour. It consists of the coordinate location of a starting point and a sequence of direction codes from one pixel to its neighbor along the contour. Figure 3 gives the eight possible direction codes. In each contour, the most left pixel in the most top line is considered as the starting point in our approach. Its coordinate location (x 0 , y 0 ) is stored. The sequence of chain codes is obtained by running along the contour in the clockwise direction. As a result, the Freeman chain coding in Fig. 4 (a) is represented as {(4,2) '000000000123443345455570'}. It is worth noting that, we duplicate the first chain code to the tail of the coding for convenience in the procedure of computing the chain coding of its expanded contour described below. This does not have any effect on the coding representation. Obviously, when a contour expands outwards, it will possibly collide with the expanded territories of other elements. For implementation simplicity, we set an attribute to each chain code, i.e. active or inactive, where inactive indicates the corresponding code that already falls into the territory of another element. In other words, the corresponding chain codes of these collided pixels are set as inactive. For brievity, a hatˆwill be added to an inactive chain code.
An important advantage arising from this representation is that, from the Freeman chain coding of a contour we can directly obtain the Freeman chain coding of its expanded contour. The new starting point is immediately located on the upper part of the old starting point. For example, the starting point (4,2) in Fig. 4(a) is transformed to (4,1) in Fig. 4(b) . For the transformation of the chain codes, suppose A = ' a 1 , a 2 , . . . , a i−1 , a i , a i+1 , . . .' is the Freeman chain coding of a contour, and
. .' is the Freeman chain coding of its expanded contour. To produce B for A, a 1 is copied to b 1 first. To consider a i+1 (i ≥ 1), its preceding code a i should be taken into account as well. Let us suppose that
If a i a i+1 satisfy any one on the left of the arrows in Table 1 , b k is replaced using the right of the corresponding arrow. Otherwise, a i+1 is copied to b k+1 . Based on this processing, the Freeman chain coding of Fig. 4 (a) will be transformed to {(4,1)'0000000001123344334545555770'}, which exactly corresponds to Table 1 . Transform of chain codes.
the expanded contour in Fig. 4(b) represented using the triangles. This process avoids the operation on pixels for generating the expanded contour, which results in a significant improvement of processing speed. If a pixel on an expanded contour collides with the contour of another element, it is the Voronoi edge pixel. Otherwise, if it is a background pixel, set it as the contour pixel. Figure 5 demonstrates an example of the contour expansion procedure, in which three elements are distinguished from each other using squares, circles and diamonds, respectively, and stars represent the pixels on the resultant Voronoi edges. The unfilled means interior pixels, whereas the filled are contour pixels. In summary, the following algorithm illustrates the steps of constructing the area Voronoi diagram using the proposed method.
[Algorithm-Constructing Area Voronoi Diagram]
Step 1: Label connected components to get K connected components. The background pixels are set as the value BACKGROUND VALUE.
Step 2: Bound each connected component using a closed convex polygon. The value of pixels within the convex polygon is set as the value of its corresponding connected component label k (k = 1, 2, . . . , K).
Step 3: Represent each convex polygon using Freeman chain coding IC k . The pixels on the contour is set as the value of k + M, where M is a constant, and M > K.
Step 4: Initialize the control flag F k := true of each element e k (k = 1, 2, . . . , K).
Step 5: If F k == f alse, ∀k ∈ {1 · · · K}, go to step 6. Otherwise, for each element e k , if F k == true, then proceed to Steps 5.1-5.5.
Step 5.1: According to IC k , obtain the Freeman chain coding of its expanded contour EC k .
Step 5.2: For each pixel on the contour IC k , if its value is not EDGE VALUE, and the corresponding chain code is active, set its value as k (instead of k + M).
Step 5.3: For a pixel on the expanded contour EC k with active chain code: (a) if its value is between M and K + M, it is on the contour of another element. This pixel is indeed a Voronoi edge pixel, it is therefore set as EDGE VALUE, and the corresponding chain code is set as inactive; (b) if its value is between 1 and K, it is in the interior of another element. The corresponding chain code is set as inactive; (c) if the value of the pixel on the expanded contour is BACKGOUND VALUE, set it as k + M.
Step 5.4: If none of the pixels on the expanded contour are background, set F k := f alse.
Step 5.5: IC k :=EC k .
Step 6: Output the resultant image with Voronoi edges.
Experimental Results
To evaluate the validity of our proposed approach, 2,158 document images with different sizes, various numbers of pixels and connected components are used to construct their area Voronoi diagram for the purpose of word grouping. The image sizes vary from 884 × 730 pixels to 2,592 × 3,300 pixels, while the numbers of the connected components in these images change from hundreds to thousands. The resolutions of the images are from 200 DPI to 600 DPI, and all of them are binary B/W images. Before the images are processed for getting their area Voronoi diagrams, preprocessing is carried out for removing the components with small sizes which are considered as noise.
Experiments have proven the efficiency of the proposed approach. Figure 6 depicts two examples of the Voronoi diagrams generated from document images. To test the processing speed, an experiment is carried out to compare the proposed approaches with the Okabe's method and Vliet's propagation method, for constructing the Voronoi diagrams in the document images. Some examples are listed in Table 2 . It can be seen from the comparison that the proposed method is faster.
Conclusion
The most important and significant contribution of the Voronoi diagram to image analysis is that it introduces neighboring relations into a set of elements (e.g. connected components) on a digital image. Based on direct calculation of the Freeman code of expanded contours, a straightforward but fast and efficient algorithm is implemented in this paper for generating Voronoi diagram of the connected components in digital images. A closed convex polygon is utilized to bound the connected component, and the contour is represented using Freeman chain coding, from which we can compute the Freeman chain coding of the expanded contour directly. While the contours expands outwards, the Voronoi diagram is constructed. Experiments show that our proposed algorithm is the fastest in all tests, which makes the area Voronoi diagrams to be practically implemented in real applications. Although the proposed approach has been applied to a specific task of document image analysis in this paper, the underlying concepts are completely generalized and should be applicable to other digital images. In general, it is also not indispensable using a closed convex polygon to approximate an object contour in other applications. Instead, object contour can be directly represented by its Freeman codes sometimes.
