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Resumo
BRITO, Edeleon Marcelo. Mineração de Textos: Detecção automática de sentimentos em
comentários nas mídias sociais. 2016. Projeto de Dissertação de Mestrado Profissional em
Sistemas da Informação e Gestão do Conhecimento) — Universidade Fundação Mineira de
Educação Cultura. Belo Horizonte, 2016
Avanços recentes nas técnicas de análise automática de documentos, possibilitaram o reconhe-
cimento de aspectos subjetivos. Dentre algumas tarefas da análise de sentimentos, destaca-se
a classificação da polaridade do texto, ou seja, o quão negativa ou positiva são as opiniões
expressadas nele. Contudo, por ser uma área ainda em desenvolvimento, métodos criados para
estas análises, na maioria, são para língua inglesa, o que dificulta sua utilização em textos escritos
em português. Assim, esse trabalho tem como objetivo o estudo e a implementação de uma
ferramenta que, conterá um algoritmo de classificação de sentimentos, sendo ele capaz de avaliar
a polaridade de textos extraídos de mídias sociais, baseando-se em técnicas da mineração de
textos.
Palavras-chaves: Análise de Sentimentos, Classificação, Polaridade, Opinião.
Abstract
Recent advances in techniques of analysis automatic of documents, enable the recognition of
subjective aspects. Among some tasks of analysis of sentiments, stands out the classification of
the text’s polarity, that is, how much negative or positive are the opinion expressed on him, Can
be an area still under development, the methods created for this analysis, in majority, are for
English language, what makes difficult their usage in written Portuguese texts. Therefore, this
work has as object the study and the implementation of one tool that, contain one algorithm of
classification of sentiment, he is able to evaluate the polarity of text extracted by social media,
basing in techniques of texts mining.
Key-words: Analysis of Sentiments, Classification, Polarity, Opnion.
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81 Introdução
Recentemente, o rápido crescimento das mídias sociais tornou-se visíveis “sentimentos” a res-
peito dos mais variados assuntos, transformando-se rapidamente em uma verdadeira plataforma
de informação e comunicação instantânea, registrando publicamente pensamentos, opiniões,
emoções.
Instituições, pessoas e empresas estão interessadas em saber qual a opinião de um grupo de
pessoas sobre determinado tema. Por exemplo, uma universidade pode interessar-se em medir a
aceitação de um novo curso, monitorando as opiniões de um grupo em relação a esse tema em
um site de mídia social (GONÇALVES et al., 2013).
O uso de mídias sociais tem crescido rapidamente, em 2011, 4 de 5 americanos visitaram sites de
mídia sociais e blogs (BARNES; LESCAULT, 2011). Números impressionantes que mostraram
o aumento da popularidade e a importância dos meios de comunicação social. Além disso, a
mídia social tornou-se uma mercadoria neutra em termos de idade, usado tanto por homens e
mulheres de todas faixas etárias (STROUD, 2008).
Esse crescimento acelerado estimulou estudos e desenvolvimento de sistemas para avaliação
de opiniões automaticamente e, consequementemente, extração da informações úteis em textos
(HAN; KAMBER; PEI, 2011).
Todavia, a tarefa de acompanhar e identificar aspectos importantes para tomada de decisões,
diante do grande volume de opiniões expressadas através de postagens por parte dos usuários
de mídia sociais, são complexas. Em especial, pela dificuldade de tratá-las por não possuírem
um formato de dados estruturados, que, na maioria das vezes, encontra-se em um formato
semi-estruturado. Uma vez que esses dados cresceram exponencialmente, e estão disponíveis em
diversas plataformas, faz-se necessário utilizar técnicas de recuperação e tratamento, a fim de
analisá-los de forma consistente.
Nesse contexto surgiu a área Análise de Sentimentos (AS), também conhecida como Mineração
de Opinião, que estuda as opiniões e emoções expressas em textos através das técnicas da
inteligência artificial, e na identificação automática da polaridade de opiniões (LIU, 2012).
Uma característica importante dessa vertente é classificação de textos de acordo com critérios
determinados por um sistema.
Han, Kamber e Pei (2011) afirmam que somente uma pequena parte dos documentos analisados,
serão relevantes para um determinado fim. Contudo, sem conhecer o que está contido em cada
texto, é praticamente impossível extrair deles quaisquer informação útil. Para isso, foram criados
métodos e técnicas (Seção 2.6) para analisarem documentos e classificá-los de acordo com
rótulos pré-estabelecidos.
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1.1 Motivação e Justificativa
A Análise de Sentimentos, tem sido escolhida pelo mundo acadêmico como uma linha útil de
pesquisa, e recebe um interesse cada vez maior da comunidade de processamento de linguagem
natural. Esse interesse crescente é particularmente motivado pela necessidade generalizada
de aplicações baseadas em opiniões, tais como análises de produtos e comentários de filmes,
rastreamento de entidades e analises de sumários (ABBASI; CHEN; SALEM, 2008).
O uso das técnicas relacionadas a essa área permite recuperar informações, extrair dados, resumir
documentos, descobrir padrões, associações, regras e realizar análises qualitativas e quantitativas
em documentos de texto. A partir desta perspectiva, surgiram diversas frentes de pesquisas com
o aperfeiçoamento de técnicas voltadas para a seleção de características, para a representaçao do
conhecimento Pak e Paroubek (2010) e a identificação de diferentes tópicos (YU; LIU, 2004).
Quanto ao idioma, por ser uma área relativamente nova, tais métodos ainda é pouco utilizado no
Brasil. Na Internet, o Brasil ocupa a terceira posição em número de hosts, segundo os dados do
site Internet Hosts1
Figura 1 – Ranking de Host por país
Analisando a figura 1, percebe-se que o português brasileiro têm um parcela significativa entre as
línguas mais publicadas na Internet. Entretanto, observou-se através da revisão na literatura que, a
disponibilidade de ferramentas para análise e processamento automático de textos em português,
não condiz com às necessidades decorrentes dessa participação. Os recursos de processamento
de textos desenvolvidos para outras línguas, em particular, o inglês, vêm sendo adaptados para o
português, sem verificar as características específicas da língua.
Além da Internet, diversas instituições lidam diariamente com um grande número de dados, tais
como notícias, legislações, relatórios entre outros tipos de documentos produzidos internamente.
Esse panomara justifica as pesquisas em processamento e análise de sentimentos na língua
portuguesa.
1 http://www.photius.com/rankings/2015/communications/
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Portanto, é neste cenário que se assenta este trabalho, como problema de pesquisa, propomos a
construção de uma ferramenta de código aberto, que possa detectar automaticamente o sentimento
contido em um texto, extraído de uma mídia social, escrito em Português do Brasil.
Este problema pode ser sumarizado na forma da seguinte questão de pesquisa:
"Quais são os requisitos e os componentes de um arcabouço conceitual para a criação de
uma ferramenta para analisar sentimentos em textos, escritos em Português do Brasil?"
Para responder as indagações acima citadas é que este trabalho será desenvolvido. Portanto,
apresentam-se os objetivos a seguir.
1.2 Objetivos
O trabalho descrito no presente documento, propõe montar um arcabouço conceitual de um
sistema para detecção automática de sentimentos em bases textuais, que utilize os conceitos da
aprendizagem de máquina e, que, seja fácil sua adaptação a vários domínios de negócio. Para
alcançar este objetivo, delineiam-se os seguintes objetivos específicos:
• Identificar métodos e técnicas frenquentemente utilizados na análise de sentimentos;
• Prover um arcabouço conceitual de um sistema de informação para analisar sentimentos em
textos;
• Testar o arcabouço conceitual proposto sobre dados coletados através de um site de mídia
social;
1.3 Adequação a linha de pesquisa
O programa de pós-graduação em sistemas de Informação e Gestão do Conhecimento da Fumec
possui caráter profissional, ou seja, tem foco na realização de pesquisas aplicadas e práticas em
áreas gerenciais e tecnológicas.
Este trabalho posiciona-se na linha de pesquisa Tecnologia e Sistemas de Informação, por
visar o desenvolvimento de sistemas de informação. Nessa linha de pesquisa, é possível enxergar
um software que auxilie cientistas da computação em estudos sobre análise e classificação de
sentimentos.
Como objetivo, propomos uma ferramenta de detecção automática de sentimentos para assistir
outros pesquisadores em estudos sobre análise de sentimentos.
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1.4 Contribuição do trabalho
Uma das principais contribuições deste trabalho é a proposta de uma metodologia prática para
extrair informações de dados não-estruturados, através de uma ferramenta inteligente. Essa
ferramenta terá como objetivo principal à avaliação de objetos através de suas características de
polaridades, provenientes de opiniões dos usuários da mídia social Twitter.
Considera-se que este estudo possa ser relevante na área de mineração de textos, na medida
em que estudos sobre análise de sentimentos no Brasil carecem de ferramentas para detecção
automática de sentimentos em textos.
1.5 Estrutura do Texto
Para melhor organização deste projeto, seu conteúdo foi dividido em três capítulos. Na introdução,
são apresentadas a motivação e os objetivos geral e específicos do trabalho.
O Referencial Teórico apresenta, respectivamente, as bases conceituais e os resultados da revisão
sistemática de literatura em condução no projeto.
Por fim, a metodologia apresenta o arcabouço proposto, com o respectivo cronograma estimado.
As referências bibliográficas utilizadas na composição do presente projeto são apresentadas ao
término do documento.
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2 Fundamentação Teórica
Neste Capítulo, são apresentados os principais conceitos que fundamentam o presente projeto.
Na Seção Seção 2.1 são abordados os conceitos introdutórios que norteam uma aplicação para
análise de sentimentos.
O cenário inicial do trabalho refere-se à implementação de um sistema de informação capaz
de classificar sentimentos em base textuais, escrito em Português do Brasil. Desta forma, a
Seção 2.5 conceitua as etapas importantes para implementar um sistema desse genêro.
Na sequência, o tema central é retomado. Nas Seções 2.6, 2.6.2, 2.6.3, 2.6.7, são abordadas,
respectivamente, as principais técnicas aplicáveis nesse contexto, para que seja alcançado os
objetivos da análise de sentimentos, arrematando o tema.
Por fim, a Seção ( 2.7) é abordada a biblioteca NLTK (Natural Language Toolkit) que será
utilizada para aplicar os algoritmos de mineração.
2.1 Fundamentos e Aplicações
Nos últimos anos, como o avanço das tecnologias de informação, viu-se um número crescente
de aplicações que armazenam dados não estruturados se proliferarem. Estes dados, na maioria
das vezes, incluem informações valiosas, como exemplo: tendências, anomalias e padrões de
comportamento que podem ser usados para auxiliar nas tomadas de decisões (BERRY; KOGAN,
2010).
Por outro lado, com o aumento da utilização de equipamentos digitais, sobretudo aqueles que
utilizam da internet como meio de comunicação, fez com que a procura por sistemas capazes de
descobrir conhecimento aumentasse exponencialmente (BERRY; KOGAN, 2010).
Diante disso, diversas técnicas foram desenvolvidas com propósito de recuperar informações
importantes contidas em bases de dados, dando origem à área chamada de Text Mining, que
deriva das técnicas de Data Mining, uma vez que as duas procuram extrair informações úteis
em dados não estruturados ou semiestruturados e, estes serem difíceis de tratar (FELDMAN;
SANGER, 2007).
Para além das técnicas empregadas no Data Mining que são reutilizadas no Text Mining, outras
áreas de estudos são igualmente importantes para a extração de conhecimento em bases textuais,
como exemplo: Aprendizagem de Máquina, Inteligência Computacional (IC), Recuperação da
Informação (RI), Ciência Cognitiva e, não menos importante, o Processamento de Linguagem
Natural (PLN), que explora como os computadores podem ser utilizados para compreender à
linguagem natural (CHOWDHURY, 2003).
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Existem ainda duas abordagens para o processo de mineração em bases textuais, são elas: a
Análise Estatística, que trabalha diretamente com a frequência de aparição de cada termo em
uma frase não se preocupando com o contexto inserido e a Análise Semântica, que se preocupa
com a funcionalidade dos termos, através do significado morfológico, sintático, semântico,
pragmático, conforme o ser humano faz. Ambas as abordagens podem ser utilizadas sozinhas ou
em conjunto (CHOWDHURY, 2003).
Ainda que seja importante contextualizar essas áreas, por serem parte integrante do processo,
o foco deste trabalho fundamenta-se na construção de uma ferramenta capaz de classificar
polaridade em textos. Desse modo, a contextualização sobre as demais áreas, descritas em
capítulos, será mais superficial do que a feita para os métodos e técnicas utilizadas diretamente
na AS (Análise de Sentimentos).
2.2 Análise de Sentimentos
A análise de Sentimentos, também conhecida como Mineração de Opinião, corresponde ao
problema de identificar emoções, opiniões em textos e, embora tenham tido recentemente uma
explosão de estudos nessa área, devido ao seu potencial de aplicabilidade em diversas áreas
da ciência, o interesse já existe há algum tempo, de acordo com Wilson, Wiebe e Hwa (2006),
Wiebe et al. (2004), Liu (2012) entre outros. Segundo Pang e Lee (2008) foi no ano de 2001 que
marcou uma nova era sobre as oportunidades e problemas de investigação que essa área pode
nos trazer.
É importante ressaltar que a análise de sentimentos trata de problemas de classificação e que,
como tal, é utilizada para classficar textos de acordo como a sua polaridade, mesmo que uma
frase não denote explicitamente um sentimento. A frase "Jovem com suspeita de Dengue morre
em hospital"apenas descreve um fato, no entanto, poderá ser classificada como positiva ou
negativa para a área da saúde.
Alguns pesquisadores classificam à atividade de análise de sentimentos como classificação de
sentimentos, ou ainda, classificação de polaridade dos sentimentos, sendo (positivo, negativo,
neutro, etc.) (LIU, 2012).
Há na literatura diversos estudos em que a análise de sentimentos foram aplicadas, desde
mineração de opinião sobre um determinado produto; na análise automática de resenhas de
filmes em sitios Abbasi, Chen e Salem (2008); em notas sobre suicídos Spasic2012Suicide.
Entretanto, são vários os estudos que transpõem à atividade de classificação de sentimentos,
como o trabalho de Pang e Lee (2008) que verifica a detecão de subjetividade, ou seja, se apenas
uma parte de um texto possui conteúdo opinativo; na identificação de pontos de vista com Wiebe
et al. (2004), na sumarização de opiniões Hu e Liu (2004) e ainda em sistemas de questionários
(STOYANOV; CARDIE; WIEBE, 2005).
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2.2.1 Terminologia da análise de sentimentos
A idéia de opinião ou sentimento trabalhada por pequisadores na análise de sentimentos é ampla
e possui algumas terminologias para delimitar a área. De modo a ficar mais claro o conteúdo em
torno de dessa área, serão mostrados aqui alguns conceitos.
Segundo Wiebe et al. (2004), a análise de sentimentos trata da detecção automática dos estados
privados, que são aqueles que não podem ser observados por outros. Para eles, estes conceitos
estão intimamente relacionados a noção de estado interno.
Em outra linha, Roman (2007) diz que antes de falar sobre sentimentos em texto, deve-se
trabalhar com análise de emoções. Para este autor, "pode-se distinguir emoções de sentimentos,
sendo as segundas as justaposições das alterações no estado corpóreo justaposto à imagem mental
do que ocasionou tal mudança, o sentimento consiste em sentir uma emoção".
Por outro lado, Liu (2012), defende a idéia em que uma opinião advém de uma atitude, expressada
por um determinado termo polarizado e, associado à um aspecto ou atributo de uma entidade por
um indivíduo. "Uma opinião é entao, por natureza, relacional, pessoal e explicíta". Ainda este
autor, distingue-se as opiniões em dois tipos: diretas e as comparativas. A primeira associa-se
diretamente com uma emoção ou atitude de uma entidade; enquanto as comparativas, expressam
uma relação de similaridades em dois ou mais objetos.
Ainda Liu (2012) reporta a análise de sentimentos como um conjunto de termos, sendo eles:
Objetos, Componentes, Opinião, Polaridade. O objeto é o alvo de análise, pode referir-se a um
produto, serviço, pessoa ou uma entidade. O componente refere-se as características do objeto,
ou seja, uma opinião pode ser dada sobre um determinado produto, mas ao mesmo tempo sobre
uma característica do mesmo. A opinião é a expressão, atitude ou emoção emitida por alguma
entidade e, por último, a polaridade, que determina se a opinião é positiva, negativa ou neutra.
Outra importante definição que este autor faz, é que a Análise de Sentimentos pode ainda ser
tratata em dois níveis distintos, e com objetivos diferentes:
• Classificação em Nível de Documento: A opinião está em torno de todo texto ou sentença
em questão. A opinião é dada como positiva, negativa ou neutra, observando o texto ou
sentença por completo.
• Classificação Baseada em Aspectos: Ao invés de classificar o texto como um todo, cada
aspecto é classificado.
Na classificação em nível de documento, o resultado da opinião é conseguido através da revisão
do texto completo, podendo ser positiva, negativa ou neutra. Contudo, informações podem
ser perdidas, visto que dentro de um texto há tanto informações positivas e negativas. Já na
classificação baseada em aspectos, nenhuma opinião é descartada, sendo considerada todas
mostradas no texto.
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O texto abaixo servirá de base para exemplificar este conceito:
"(1) Ontem comemoramos o aniversário da minha tia. (2) A comida no restaurante é maravi-
lhosa,(2.1) e não é caro. (3)A carne oferecida é muito boa, (3.1) mas a batata frita não é das
melhores."
Ao analisarmos o exemplo acima, o fator predominante de análise é a subjetividade do texto, ou
seja, trata-se de uma texto opinativo ou de um texto subjetivo. Sendo este um texto opinativo,
extraimos as opiniões para serem analisadas. Analisando a oração (1), percebemos que se trata
de um texto subjetivo, por demonstrar um fato ocorrido e não uma opinião acerca de um objeto,
com isso a oração seria descartada da AS. já as orações (2) e (3), demonstram claramente uma
opinião. Portanto, para a análise de sentimentos, é importante verificar anteriormente o tipo de
classificação a ser usada, pois o resultado desejável pode ser diferente para o usuário final.
No exemplo, a sentença poderia ser classificado como positivo, se analisado pela classificação
baseada em documento, considerando que a maioria das opiniões são positivas, mas parte da
informação seria perdida. Além disso, na oração (3) há dus opiniões contrárias para o mesmo
objeto, porém para aspectos diferentes. Na classificação baseada em texto, essa informação será
desconsidera, enquanto que na classificação baseada em aspecto, não.
Contudo, nem sempre é possível classificar as sentenças, sendo primeiramente e importante
separar as sentenças em classificáveis e não classificáveis (LIU, 2012). Abaixo listamos as
definições usadas para esses dois tipos de sentenças:
• Sentença Objetiva: É aquela que não possui a opinião do autor, é mostrado apenas alguns
fatos sobre o objeto em questão.
• Sentença Subjetiva: É aquela que apresenta uma opinião ou crença do autor a respeito de
determinado objeto.
Seguindo o nosso exemplo, na oração (1) temos uma sentença objetiva, enquanto que nas orações
(2) e (3) apresentam sentenças subjetivas.
Como o objetivo de atingir melhores resultados, a análise de sentimentos em textos é dividida em
tarefas que normalmente são sequenciais e complementares, ver (Seção 2.6) dado a complexidade
de cada uma dessas tarefas
2.3 Áreas de Conhecimento em Mineração de Textos
2.3.1 Recuperação de Informação
Recuperação de Informação (RI) é uma área da computação que estuda como armazenar e
recuperar dados, geralmente textos e, de forma automática.
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MOOERS (1951) cunhou o termo recuperação da informação, destacando que ele "engloba os
aspectos intelectuais da descrição de informações e suas especificidades para a busca, além de
quaisquer sistemas, técnicas ou máquinas empregados para o desempenho da operação".
O processo de recuperação da informação baseia-se em técnicas tradicionais da ciência da
computação e, em recursos óbvios dos dados para criar estruturas de índices, organizar e
recuperar de forma eficiente as informações. Essa estrutura de índice permite identificar, no
conjunto de documentos (corpus) de um sistema, quais atendem à necessidade de informação do
usuário.
As técnicas de recuperação da informação estão intimamente relacionada com a mineração de
textos, principalmente no processo de Indexação, em que são montados filtros para eliminar
palavras de pouca significação (stop words) , além de normalizar os termos reduzindo-os a seus
radicais, processo conhecido como stemming ( 2.6.4).
Um sistema tradicional de Recuperação de Informação pode ser estruturado conforme ilustrado
na Figura 2.
Figura 2 – Componentes de um sistema de Recuperação de Informação
O Processo de Indexação cria estruturas de dados ligadas à parte textual dos documentos, por
exemplo, as listas invertidas. As listas invertidas são ordenadas por tipo <chave-valor>, em
que as chaves são termos do vocabulário da coleção e os valores são listas de referências para
documentos.
O Processo de Especificação da Busca na maioria dos casos é uma tarefa difícil. "Há frequen-
temente uma distância semântica entre a real necessidade do usuário e o que ele expressa na
consulta formulada". Essa distância é gerada pelo limitado conhecimento do usuário sobre o
universo de pesquisa e pelo formalismo da linguagem de consulta (BAEZA-YATES, 1999).
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O Processo de Recuperação gera uma lista de documentos respondendo à consulta formulada
pelo usuário. Os índices especificados para aquela coleção de documentos são utilizados para
acelerar o procedimento.
2.3.2 Aprendizagem de Máquina
Aprendizado de Máquina estuda a criação de modelos algoritmos probalísticos capazes de
“aprender” através da experiência. O aprendizado se dá através de métodos dedutivos para
extração de padrões em grandes massas de dados Chakrabarti (2002). ML (do inglês, Machine
Learning) tem sido muito utilizado no processo de classificação automática de textos.
Segundo Mitchell (1997) o aprendizado de máquina estuda como os algoritmos computacionais
são capazes de automaticamente melhorarem a execução de tarefas através da experiência.
Os algoritmos desenvolvidos sobre a aprendizagem de máquina se baseiam na estatística e
probabilidade para aprender padrões complexos a partir de algum corpus.
Na literatura encontramos diversos trabalhos interdisciplinares que aplicaram os algoritmos de
aprendizado de máquina. Com exemplo, o trabalho de correção ortográfica Schmid (1994) e o de
diagnóstico de doenças Bair e Tibshirani (2003). A aplicabilidade desse algoritmo rendeu bons
resultados, muito devido a sua utilização em diversas áreas de natureza diferenciadas.
Os casos de sucesso do aprendizado de máquina nos leva a acreditar que esse tipo de algoritmo é
fortemente relacionado à área de mineração de textos, estendendo-se a classificação automática
de textos.
2.3.3 Processamento de Linguagem Natural
Devido a escalabilidade dos gerenciadores de bancos de dados em armazenar informações,
diversos sistemas conseguiram manter disponíveis textos em formato de documentos sem pro-
blemas de demanda, acesso e disponibilidade dos dados. Todavia, com o aumento exponencial
de documentos circulando em diversos tipos de sistemas, mesmo os computadores modernos
podem não comportar essa massa de dados, tendo que restringir a representação à um conjunto
limitado de termos.
Além disso, o que os usuários necessitam é representado por uma expressão de busca, que
pode ser especificada em linguagem natural. Mas, esse mecanismo de expressão de busca traz
dificuldades para a maioria dos usuários, pois eles têm que predizer as palavras ou expressões
que satisfaçam sua necessidade.
O Processamento de Linguagem Natural (PLN) surge então, para resolver problemas relacionados
à recuperação da informação, ao observar que os documentos e as expressões de busca são apenas
objetos linguísticos. Através dessa observação, criou-se várias técnicas dentro da PLN para
análisar textos em um ou mais níveis linguísticos, com intuito de emular o processamento
humano da língua.
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O PLN é uma área de Ciência da Computação que estuda como os computadores podem analisar
e/ou gerar textos em linguagem natural (PERNA; DELGADO; FINATTO, 2010).
Turban et al. (2010) descreve que o processamento da linguagem natural pode ser vista como
a forma de comunicação entre o homem e a máquina, sendo essa comunicação em qualquer
linguagem que se fale. Os autores ainda dizem que:
Para entender uma consulta em linguagem natural, o computador precisa ter
conhecimento para analisar e interpretar a entrada de informação. Isso pode
significar conhecimento lingüístico de palavras, conhecimento sobre áreas
específicas, conhecimentos gerais e até mesmo conhecimento sobre os usuários
e seus objetivos. No momento em que o computador entende a informação, ele
pode agir da forma desejada (TURBAN et al., 2010).
Para Lopes (2002) O PLN não é uma tarefa trivial devida a natureza ambígua da linguagem
natural. Essa diversidade faz com que o PLN difere do processamento das linguagens de
programação de computador, as quais são fortemente definidas para evitar a ambiguidade.
Ainda este autor classifica as técnicas de PLN conforme o nível linguístico processado: fo-
nológico, morfológico, lexical, sintático, semântico e pragmático. Estes níveis precisam ser
entendidos e diferenciados. Especificamente, o morfológico que trata das palavras isoladamente,
o léxico que trabalha com o significado das palavras, o sintático que se refere a estrutura das
frases, o fonológico que lida com a pronúncia, o semântico que interpreta os significados das
frases (LIDDY, 2001).
Todas essas técnicas podem ser utilizadas em um processo de PLN, contudo, para o presente
trabalho, o nível fundamental é o morfológico. O analisador morfológico tem o propósito de
selecionar as palavras e expressões que encontra-se de maneira isolada no texto.
É importante ressaltar que existem técnicas dentro da PLN que não são aplicáveis a Mineração
de Textos, como exemplo, as correções ortográficas e a tradução automática de textos (JUNIOR,
2007).
2.4 Mineração de Textos
O principal objetivo da Mineração de Textos (MT) consiste na extração de características em uma
grande quantidade de dados não estruturados. Segundo Weiss et al. (2010) as técnicas utilizadas
na mineração de textos são semelhantes as utilizadas na mineração de dados, ou seja, fazem o
uso dos mesmos métodos de aprendizagem, independente se uma técnica utiliza-se de dados
textuais (MT) e a outra com dados numéricos (MD).
Podemos diferenciar as duas técnicas a partir de dois conceitos: enquanto a Mineração de
Dados é caracterizada por extrair informações implícitas, anteriormente desconhecidas, contudo
potencialmente úteis. Na Mineração de Textos, a informação que se deseja extrair é clara, sendo
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explicitada nos textos, porém o problema é que a informação não é exprimida de uma maneira
que seja passível de processamento automático (WITTEN; FRANK, 2011).
De fato, estamos vivenciando o crescimento acelerado de informações não estruturadas (textos),
com isso, a Mineração de Textos ganha espaço não somente no meio acadêmico, mas também
no mundo dos negócios.
Resumidamente, a área de estudo da MT compreende cinco tarefas triviais ao processo: Recupe-
ração de Informação, Pré-Processamento de Textos, Sumarização, Classificação Automática de
Textos e Análise dos dados.
2.4.1 Classificação de Textos
Um dos motivos para o crescente interesse no estudos sobre a área da mineração de textos,
especificamente na ténica de classificação, é devido ao crescimento e a disponibilidade de
documentos na internet, sobretudo pelas redes sociais.
A técnica dominante para este problema é baseada na aprendizagem de máquina, ou seja, um
processo indutivo cria automaticamente um classificador por “aprendizado”, a partir de um
conjunto de dados classificados previamente. A vantagem dessa abordagem é a independência
de domínio (SEBASTIANI, 2002).
Pode-se dizer então que a tarefa de classificar um texto automaticamente é uma derivação
da aprendizagem de máquina com o propósito de atribuir rótulos pré-definidos a documentos
textuais.
Categoricamente Sebastiani (2002) assegura que a classificação de textos consiste em determinar
se um documento di, (de um conjunto de documentos D) é pertencente ou não a uma categoria cj
(de um conjunto de categorias C), consistentemente com o conhecimento das categorias corretas
para um conjunto de documentos de treinamento.
O objetivo principal da classificação é atribuir uma determinada classe à uma conjunto de
documentos e, no caso da análise de sentimentos, trata-se de classificar automaticamente um
conjunto de dados às classes positivas e negativas.
2.5 Etapas da Mineração de Textos
Neste capítulo apresentaremos a metodologia proposta por Aranha e Vellasco (2007) para
Mineração de Textos. Em seu trabalho, Aranha descreve como sendo um modelo completo para
adquirir conhecimentos a partir de um corpus textual. O objetivo deste capítulo é detalhar todas
as etapas e técnicas desta metodologia, uma vez que este processo é o que melhor se enquadra
no presente trabalho. A figura 3 ilustra a metodologia.
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Figura 3 – Diagrama que ilustra a metodologia de mineração de textos
Aranha e Vellasco (2007) descrevem em seu trabalho a metodologia dividida em cinco etapas
distintas, a primeira na coleta dos dados, a segunda no pré-processamento dos mesmos, com
intuito de criar o primeiro nível de estruturação, a terceira etapa confere a criação dos índices
que possibilitam uma melhora na recuperação dos dados, a quarta na aquisição de conhecimento
e, por fim, uma quinta fase para interpretação dos resultados obtidos.
2.5.1 Extração
Na mineração de textos, quando estamos diante de um problema de classificação automática de
documentos, faz-se necessário obter um conjunto de dados para treinamento Aranha e Vellasco
(2007). Portanto, a etapa de extração e coleta de dados tem como função a criação de uma base
de dados textual.
Segundo Manning et al. (2008) a coleta poderá ser realizada utilizando-se de crawlers. Crawler é
um software que percorre sítios da internet como intuito de coletar automaticamente os dados
destes. Após a recuperação destes dados pretendidos para a análise, é possível criar um corpus
que servirá de base para aplicar as técnicas de mineração de textos.
Um corpus nada mais é que uma coleção de textos, que representa uma ou um conjunto de
linguagens naturais e, a criação deste conjunto de treino revela-se uma tarefa custosa, uma vez
que na maioria dos casos exige-se processos manuais à base expert judgment (INDURKHYA;
DAMERAU, 2010).
2.5.2 Pré-Processamento
Pré-processamento é a etapa executada imediatamente após a coleta dos dados. Pré-processar
textos é, na maioria das vezes, uma etapa muito onerosa, uma vez que utiliza-se diversos
algoritmos que consomem boa parte do tempo do processo de extração de conhecimento e, por
não existir uma única técnica que possa ser aplicada em todos os domínios de aplicações.
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O principal objetivo de pré-processar um texto, consiste na filtragem e limpeza dos dados,
eliminando redundâncias e informações desnecessárias para o conhecimento que se deseja extrair
(GONÇALVES et al., 2006). As principais técnicas aplicadas nesta etapa, considerando bases de
dados textuais, são apresentadas na seção 2.6.
2.5.3 Mineração
Na etapa de Mineração são aplicadas técnicas direcionadas ao aprendizado de máquina (Machine
Learning - ML) para obtenção de novos conhecimentos Witten e Frank (2011). Nessa etapa
escolhemos qual tarefa de acordo com a necessidade do usuário. Por exemplo, se a necessidade
for verificar o grau de similaridade e a formação de grupos naturais, então a tarefa a ser escolhida
é clusterização. Por outro lado, se estes grupos já estão formados, seja por conhecimento prévio
do especialista ou pela execução de algoritmos, então a orientação de aonde um novo documento
deve ser “rotulado” é conseguida através de algoritmos de classificação.
No contexto deste trabalho, as técnicas aplicadas na etapa de mineração, devem ser capazes de
identificar as características que diferenciam documentos pertencentes a diferentes classes e,
realizar o processo de classificação.
2.5.4 Interpretação
A etapa da interpretação dos dados é onde será validada a eficiência do processo como um todo,
analisando os dados obtidos após aplicação dos algoritmos na etapa anterior. Em outras palavras,
é nesta etapa que avaliamos se o objetivo de descobrir um novo conhecimento foi adquirido, a
partir de uma base de dados.
Por fim, vale ressaltar que este processo é cíclico. Ao final de cada uma das etapas, os resultados
devem ser analisados individualmente e caso não apresentem resultados satisfatórios, deve-se
realizar alterações no processo para a realização de um novo ciclo.
2.6 Técnicas de Pré-Processamento em Mineração de Tex-
tos
Nesta seção apresentaremos as técnicas que serão utilizadas no presente trabalho, na etapa de Pré-
Processamento, com intuito de alcançar melhores resultados no refinamento de informações.
Quando trabalha-se com base textuais, existe uma grande quantidade de termos e atributos
para sua representação, resultando assim, em uma denotação esparsa, em que grande parte dos
atributos são nulos. Dessa forma, as técnicas aplicadas no Pré-Processamento são importantes
para resolver problemas em que dados textuais estão envolvidos. Portanto, uma boa amostragem
dos dados é aquela que, identifica os melhores atributos que representam o conhecimento e, que
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consiga reduzir drasticamente a quantidade destes sem perder as características principais da
base de dados.
2.6.1 Tokenização
A identificação de tokens, ou tokenização é uma importante etapa do Pré-Processamento para
extrair unidades mínimas de textos. Cada unidade é chamada de token e, normalmente, corres-
ponde à uma palavra do texto, podendo estar relacionado também a símbolos e caracteres de
pontuação, com exemplo “ ”, “.”, “! (MANNING et al., 2008).
O termo Token será bastante utilizado nesta dissertação, visto que, em alguns momentos, ele
poderá possuir o mesmo sentido de “palavra". De fato, na maioria das vezes um token representa
uma palavra no corpus. Como exemplo, a frase: “Amanhã iremos para Belo Horizonte!”, esta
frase poderá ser dividida em seis tokens. Conforme mostra o exemplo abaixo.
“Amanhã iremos para Belo Horizonte!”
[Amanhã] [iremos] [para] [Belo] [Horizonte] [!]
Na geração de tokens o “espaço” é sempre descartado, como pode ser visto na transformação
acima.
Entretanto, é importante ressaltar que em algumas línguas não se utiliza o espaço como deli-
mitador, como exemplo, japonês e o chinês. Neste caso, Indurkhya e Damerau (2010) divide a
tokenização em duas abordagens: uma para as línguas em que o espaço é o delimitador e outra
para para aquelas que não utilizam o espaço como delimitador.
Outro problema gerado pelos tokens é a dimensionalidade, uma vez que a divisão do texto em
palavras, leva à criação de um grande número de dimensões para análise. Na subseções ( 2.6.3).
serão aprensentadas algumas técnicas de redução de dimensionalidade.
Por fim, o principal objetivo de criar tokens é a tradução de um texto em dimensões possíveis de se
avaliar, analisar, para obtenção de um conjunto de dados estruturados (JACKSON; MOULINIER,
2007).
2.6.2 Remoção de stopwords
Em um corpus criado para minerar textos, devemos utilizar na atividade de Pré-Processamento,
uma técnica conhecida na literatura como Remoção de Stopwords. Pois, ao manipular uma base
textual, encontra-se muitos tokens que não possuem valor para o contexto, sendo úteis apenas
para a compreensão geral do texto.
Uma lista de stopwords, também conhecida como stoplist é constituída por palavras que adicio-
nam pouco valor à análise. Normalmente, correspondem aos artigos, preposições, pontuação,
conjunções e pronomes de uma língua.
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Segundo Wives e Loh (1998), uma stopword é considerada como “palavra vazia”, além de não
colaborarem para à analise da polaridade de um texto, elas aparecem em praticamente todos os
documentos, ou na maioria deles. São exemplos de stopwords em português “a”, “e”, “de”, “da”,
dentre outras. A remoção dessas palavras traz um ganho de performance do sistema como um
todo e reduz consideravelmente o tamanho final do léxico.
A criação de uma stoplist se dá através de tabelas de contigência que, depois, dão suporte para
remoção das stopwords (MANNING et al., 2008). Geralmente, define-se a stoplist por um
especialista no domínio da aplicação e, após essa definição, a remoção poderá ser realizada de
forma automática, através da frequência de aparição das palavras no léxico. A Tabela 1 ilustra
uma pequena stoplist definida manualmente e a identificação e descarte de tokens.
Tabela 1 – Identificação e remoção de stopwords (os tokens descartados estão sublinhados)
StopList Texto
de, da, do, uma [eu] [acho] [que] [tem] [de] [diminuir] [a] [maioridade] [é] [pra] [14]
para, um, tem [Eu] [sou] [contra] [a] [redução] [da] [maioridade] [penal]
? ! : ;
e, o, com
É importante ressaltar que, para aplicar a técnica de remoção das stopwords, deve-se analisar
o que deseja manter do texto original, pois palavras importantes para a aplicação podem ser
consideradas stopwords, ou dependendo do contexto, palavras que geralmente não compõem
uma lista de stopwords podem ser adicionadas a ela.
Existem várias listas de stopwors disponiveis na internet, o que elimina a necessidade de construir
uma lista manualmente, entretanto, para este trabalho construiremos uma que atenda o domínio
da aplicação.
2.6.3 Redução do léxico
Conforme mencionado na seção( 2.6.1), um dos problemas relacionado ao processamento de
linguagem natural é o grande número de tokens que não possuem valor para análise. Pois,
se considerarmos que cada token em um texto será mapeado para uma classe, gerando assim
uma estrutura de dados de grande porte, que, por conseguinte, demandaria um elevado poder
de processamento da máquina. Neste sentido, a redução de dimensionalidade torna-se muito
importante em processos de classificação automática, não somente para determinar os melhores
atributos para modelagem, mas também para aspectos de escalabilidade dos modelos resultantes
(KIM; STREET; MENCZER, 2000).
Yu e Liu (2004) descrevem que a quantidade excessiva de atributos causa lentidão no processo
de treinamento, bem como na qualidade do conhecimento extraído. Dessa forma, a redução de
atributos assume uma papel importante para o sucesso do processo, na medida em que os textos
apresentam grande dimensionalidade e variabilidade de termos.
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2.6.4 Normalização de palavras
Normalização é a etapa da Redução do Léxico que identifica e agrupa palavras que possuem
relação entre elas.
Em geral, a aplicação das técnicas de Normalização introduz uma melhora
significativa nos sistemas de Mineração de Texto. Está melhora varia de acordo
com o escopo, o tamanho da massa textual e o que se pretende obter como saída
do sistema (JUNIOR, 2007).
Segundo Manning et al. (2008) existem diversas técnicas para normalizar os dados e, essas
técnicas vão de acordo com a necessidade da aplicação. Dentre as várias técnicas para realizar a
normalização do dados, destacam-se os processos de Stemming e Seleção de Características.
Stemming
Após a retirada das stopwords, pode-se realizar a técnica de stemming para reduzir cada palavra
do léxico, originando assim os “termos”. A raiz de uma palavra é encontrada, na maioria das
vezes, eliminando os prefixos, sufixos que indicam variação na forma da palavra, como plural e
tempos verbais.
Em geral, por se tratar de um processo heurístico que simplesmente corta as extremidades das
palavras na tentativa de alcançar o objetivo pretendido, os algoritmos utilizados nesta técnica,
não se preocupam com o contexto no qual a palavra se encontra. Bem elaborado, o processo de
Stemming traz benefícios no pré-processamento, sendo possível reduzir drasticamente o tamanho
do léxico e também o esforço computacional, aumentando assim, a precisão dos resultados,
exceto quando a retirada de prefixos e sufixos mudam a essência original da palavra.
A Tabela 2 exemplifica o processo de stemming, onde a segunda coluna apresenta o resultado
da aplicacão do algoritmo de stemming.
Tabela 2 – Demonstração do algoritmo de stemming.
ID Frase Normalizada Stemming
1 Ideia genial Ide gen
2 belo dia dirigir bel dia dirig
3 ganhei desconto carro ganh descont carr
4 ganhando aposta ganh apost
5 perdi novamente aposta perd nov apost
6 perdemos jogo seremos eliminados perd jog ser elimin
7 valor novo carro subiu val nov carr sub
8 perdi novamente aposta perd nov apost
9 chove perigoso dirigindo chov perig dirig
Analisando a tabela, percebemos que nas frases 3 e 4 as palavras “ganhei” e “ganhando”, são
convertidas para o mesmo radical “ganh”. Note que o mesmo ocorre com as palavras “perdi”
e “perdemos” das frases 5 e 6, sendo atribuídas ao radical "perd". Finalmente, as frases 2 e 9
transformam “dirigir” e “dirigindo” em “dirig”. Nestes três exemplos, todas as palavras possuem
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o mesmo sentido e a aplicação do algoritmo reduz consideravelmente a quantidade de palavras a
serem processadas posteriormente.
Apesar de o Stemming ser bastante útil na maioria dos casos, observe que nas frases 5 e
7 “novamente” e “novo” possuem sentido diferentes e, mesmo assim, foram transformadas
no mesmo radical “nov”. Este fato demonstra a complexidade e nível de detalhamento que
um sistema para analisar sentimentos em textos deve possuir. Uma possível solução seria
adicionar a palavra "novamente"como stopword, pois ela não apresenta grande significância para
o entendimento da frase 5.
2.6.5 Extração de características
Quando utiliza-se um corpus de textos extraído de micro blogs, é natural que se tenha dados
de alta dimensionalidade. Para aumentar a precisão do algoritmo na etapa de mineração, faz-
se necessário a implementação de filtros, que selecionam os termos mais representativos no
conjunto de características e, com isso, ter um Ganho de Informação (MITCHELL, 1997).
O Ganho de Informação (Information Gain - IG) é um algoritmo que cria um qualificador dos
atributos dos dados através da medicão de um peso para cada uma deles. Este peso é baseado pela
distribuição dos diferentes valores do atributo em cada uma das classes. Sendo assim, atributos
que apresentam cada um de seus valores presentes em somente uma das classes são melhores
classificados (LIU, 2012). Para alcançar este ganho de informação, são utilizadas as equações 4,
5 a seguir.
Figura 4 – Fórmula para calcular a Entropia
A primeira equação mede a entropia, onde é calculado o grau de mistura de cada termo em
relação às classes. O conjunto de treinamento S pode ter c classes distintas. Onde PI é a proporção
de dados em S que pertencem à classe I. A segunda equação define o ganho de informação de
um termo t em relação ao conjunto de treinamento S.
Figura 5 – Fórmula para encontrar Ganho de Informação
Encontrado o Ganho de Informação para todos os termos, um ranqueamento é realizado com
base em seu valor. Com isso, é possível excluir aqueles termos que possuem um valor abaixo de
um limite pré-estabelecido. Posteriormente, a aplicação dos filtros, é gerada uma lista contendo
as características que serão submetidas a um vetor.
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2.6.6 Classificação automática de documentos
A classificação automática de textos reporta-se ao procedimento no qual um algoritmo classifica-
dor determina a qual classe um documento é pertencente. O principal objetivo da classificação é
atribuir uma classe a um conjunto de documentos Prabowo e Thelwall (2009) Especificamente
no caso deste trabalho, trata-se de distribuir automaticamente um conjunto de documentos às
classes positivas e negativas.
A classificação pode ser dividida em um nível conhecido como aspectos, que trabalha em uma
análise de maior granularidade dos documentos, quando a tarefa consiste em classificar cada
característica do documento, e a classificação em nível de sentença (MARTINS, 2003).
Existem diversas estratégias para classificar um documento textual e, para este projeto, utilizare-
mos um classificador baseado em um modelo estatístico que trabalha com métodos indutivos,
através de uma abordagem de aprendizado supervisionado, no qual um novo documento é classi-
ficado de acordo com as características aprendidas por este classificador, construído e treinado a
partir de dados rotulados (MARTINS, 2003). O algoritmo em questão será o Naïve Bayes, que
através dos dados de treinamento irá estimar a probabilidade de um documento pertencer a uma
determinada classe.
2.6.7 Naive Bayes
O classificador Naive Bayes é um gerador probalístico para textos, sendo um dos mais utilizados
em Machine Learning, devido a sua abordagem simplista com que trata as características dos
modelos.
O termo (Naive) que, em português significa ingênuo, faz referência ao fato deste modelo assumir
que existe uma independência condicional dos atributos, ou seja, a distribuição conjunta dos
atributos é igual ao produtório da distribuição de cada um deles (CHAKRABARTI, 2002).
Esse classificador é baseado no Teorema de Bayes, criado por Thomas Bayes no século XVIII,
sendo este, considerado o mais eficiente na precisão e rotulação de novas amostras (CHAKRA-
BARTI, 2002). Os Classificadores Naive Bayesianos partem da hipótese que todos os atributos
são independentes, dado a variável classe, e sua representação gráfica é exemplificada na figura
6.
A distribuição conjunta de probabilidade do Classificador Naïve Bayes é dada por,
P (A1, ...., An, C) = P (C).
∏N
i=1 P (Ai|C)
No caso do Classificador bayesiano, com atributos discretos e classe C, assumindo valores 0,1, a
probabilidade de classificarmos um novo (caso), A = a, ...A = a em C=1:
P (C = 1|A1 = a1, ..., An = an) = P (C=1).P (A1=a1,...,An=an|C=1)P (A1=a1,...,An=an)
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Figura 6 – Estrutura do Classificador Naive Bayes com 5 atributos e uma classe
E a probabilidade de classificarmos um novo (caso) em C=0 é,
P (C = 0|A1 = a1, ..., An = an) = P (C=0).P (A1=a1,...,An=an|C=0)P (A1=a1,...,An=an)
Com isso, uma nova observação (caso), A = a, ...A = a, é classificada na classe C=1 segundo o
critério
P (C=1)|A1=a1,...,An=an)
P (C=0|A1=a1,...,An=an) ≥ 1
No caso do Classificador bayesiano Naive Bayes, um novo (caso) A = a, ...A = a é classificado
em C=1 segundo o seguinte critério:
P (C = 1)
P (C = 0)
.
N∏
i=1
P (Ai = ai|C = 1)
P (Ai = ai|C = 0) ≥ 1
2.6.8 Performance de classificadores
Avaliar a performance do classificador é muito importante na classificação de textos, pois, com as
métricas é possível averiguar o quão este classificador é capaz de caracterizar um novo exemplo,
quando lhe é apresentado. Essa avaliação deverá ser realizada logo após a submissão do corpus
ao treinamento, utilizando-se do resultado da classificação do conjunto de teste. Para tanto,
existem diversas métricas que dão suporte nesta etapa, conforme listadas a seguir:
Precisão: porcentagem de amostras positivas classificadas corretamente sobre o total de amostras
classificadas como positivas. É definida pela fórmula:
Precisão=
RC
RC +RI
Com a precisão, o analista poderá verificar o esforço executado para determinada busca. Isto
porque, se 70% dos itens analisados e retornados forem relevantes, o analista teria, basicamente,
desperdiçado 30% de seu esforço analisando itens irrelevantes. Logo, quanto maior a precisão,
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menor será o esforço realizado para analisar os itens. Deste modo, a precisão poderá auxiliar o
analista na interação com o sistema ao passo de identificar o quanto ainda falta para detectar e
filtrar os itens irrelevantes e retornar apenas os itens relevantes. A desvantagem dessa medida
é que ela não leva em consideração as classes que deveriam ter sido reprovadas mas foram
aprovadas.
Recall: Mede a quantidade de comentários reprovados que o sistema aprovou. É definido pela
fórmula:
Recall=
RC
RC + AI
Acurácia: Mede o quão efetivo o sistema é do ponto de vista da classificação mensagem positiva
ou negativa. É definida pela fórmula:
Acurácia=
TP + TN
TP + TN + FP + FN
Com a medida de Acurácia podemos obter um percentual do quanto a estimativa esta relacionada
com o "valor real"do parâmetro. Ela nos informa o quanto o valor estimado é "bom", ou seja, o
quanto ele é "próximo"do valor real e nos dá a "confiabilidade"daquela estimativa ou valor. Está
medida reflete um dos objetivos do trabalho, que visa, aproximar-se da capacidade humana de
avaliar a subjetividade de um texto corretamente, variando entre 72% [Wiebe et al 2006] a 85%
[Golden 2011].
Entretanto, quando o corpus não possui a mesma quantidade de tokens por classe, haverá um
problema em conformidade com a realidade do contexto. De fato, imagine um corpus em que
90% dos comentários foram positivos e 10% negativos. Ao testar este corpus em um classificador
pré-definido para avaliar todas as classes como positivas, independente do conteúdo, ele irá
possuir uma acurácia de 90%.
2.7 Ferramentas
2.7.1 Natural Language Toolkit
O Natural Language Toolkit é um kit de ferramentas e módulos para apoiar à investigação em
linguística computacional e linguagem natural. NLTK é escrito em Python e distribuído sob a
GPL Open Source Licença.
Loper e Bird (2002) descrevem o NLTK como uma suíte de aplicativos e módulos de código
aberto, para prover o aprendizado da linguagem natural. A suíte foi construída para conceber:
documentação, simplicidade, facilidade de uso, consistência, extensibilidade e, por esses motivos,
é a mais utilizada no mundo acadêmico na área de PLN.
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Além disso, a suíte foi projetada para disponibilizar coleções de módulos independentes, em
que cada um define uma estrutura de dados específica, sendo os principais módulos: parser, que
específica uma interface representando os textos através de árvores; o rotulador, que é responsável
por expandir as características e informações de um determinado token com dados adicionais; o
classificador, que utiliza-se de uma interface para a classificação de textos em categorias, sendo
realizado através do algoritmo Naive Bayes.
A suíte NLTK é ideal para pesquisadores em PNL, ou áreas afins. Ela foi usada com sucesso
como plataforma de desenvolvimento para sistemas de prototipagem e para pesquisas em análises
de sentimentos (LIDDY; MCCRACKEN, 2005) ; (SÆTRE et al., 2005).
Para este trabalho, escolhemos esta biblioteca pela sua curva de aprendizagem, sua sintaxe
transparente e na facilidade de manipular funções, através da linguagem de programação Python.
Os códigos criados em Python podem ser encapsulados e reutilizados com facilidade, além da
ampla biblioteca, incluindo ferramentas para programação visual e para processamento numérico
(BEAZLEY, 2006).
2.8 Revisão Sistemática da Literatura
Para uma melhor compreensão das práticas recomendadas na literatura, aplicadas na classificação
de sentimentos, propõe-se uma revisão sistemática de literatura, de acordo com o presente
protocolo.
A revisão sistemática responde a uma pergunta claramente formulada utilizando métodos sis-
temáticos e explícitos para identificar, selecionar e avaliar criticamente pesquisas relevantes, e
coletar e analisar dados de estudos incluídos na revisão (KITCHENHAM, 2004). Há razões para
a execução de uma revisão sistemática da literatura, sendo algumas delas:
1. Resumir as evidências existentes sobre uma tecnologia.
2. Identificar lacunas nas pesquisas existentes e sugerir novos temas para debate.
3. Fornecer uma estrutura a fim de posicionar novas atividades futuras.
2.8.1 Questão de Pesquisa
Para o presente protocolo de revisão sistemática de literatura, propõe-se as seguintes questões de
pesquisa:
• Qual a frequência de publicações de estudos que envolvem esse tema?
• Quais técnicas, domínios e métricas de avaliação estão sendo aplicados na análise de
sentimentos?
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2.8.2 Amplitude da Pergunta
A. Intervação: Mineração de textos.
B. Controle: Nenhum.
C. Efeito: Identificação das técnicas de PLN que estão sendo utilizadas no processo de mineração
de textos.
D. População: Pesquisadores e projetos que explorem a mineração de texto com PLN, redes
sociais, recuperação da informação, dentro outros.
E. Resultados: Pretende-se elaborar uma tabela contendo as principais técnicas, algoritmos de
PLN aplicados à mineração de textos, o domínio no qual foram utilizadas.
F. Aplicações: A pesquisa servirá de base para elaboração deste estudo e a identificação de novas
linhas de pesquisa em áreas como: recuperação da informação, mineração de textos, sistemas de
recomendação de textos em mídias sociais.
2.8.3 Estratégia de Busca
Nessa pesquisa, são considerados trabalhos disponíveis na forma online. Os artigos devem estar
escritos em inglês e devem relatar a aplicação de técnicas de PLN para mineração de textos.
O inglês foi o idioma escolhido nesta pesquisa como fonte principal, pois a grande maioria
dos estudos publicados na área estão disponibilizados neste idioma. Além disso, os periódicos
e conferências mais relevantes também recebem estudos em inglês e eventualmente em outro
idioma.
A pesquisa será realizada utilizando as seguintes fontes, informadas sem qualquer ordem de
prioridade:
• Emerald (<http://www.emeraldinsight.com/>)
• Science Direct (<http://www.sciencedirect.com/>)
• Ebsco Host (<https://www.ebscohost.com/>)
Nas bases de dados, a pesquisa será realizada utilizando as seguintes palavras-chave, relacionadas
ao estudo de classificação de sentimentos, a saber":
1. ( “Opinion mining tools” OR “Sentiment analysis tools” OR “text
mining tools”)
2. AND (“techniques to sentiment analysis in texts”)
A primeira sequência seleciona os sistemas de classificação e análise de sentimentos em textos,
enquanto a segunda restrigirá a busca aos métodos utilizados por parte dos pesquisadores.
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2.8.4 Critérios de Seleção
Após a coleta inicial, será realizado uma triagem por pesquisa no título, resumo (abstract) e
palavras-chave (keywords).
Serão considerados os textos publicados entre 2005 à 2015, em periódicos e conferências.
Contudo, serão considerados apenas os trabalhos que a base fornecer acesso ao texto completo,
gratuitamente ou para a instituição de ensino em que a pesquisa será realizada. Serão excluídos os
resumos, resenhas, teses e textos não publicados. Nessa etapa, será também realizado o processo
de identificação da relevância do trabalho, caso apresente os termos de busca mas não estejam
relacionados à pesquisa, estes serão excluídos.
2.8.5 Estratégias para Extração de Dados
Após a seleção dos artigos para a revisão sistemática, os dados serão tabulados em planilha,
buscando identificar os algoritmos, domínios e métodos aplicados na classificação de sentimentos
em textos. Desta forma, após a realização da revisão sistemática, será possível identificar as
propostas mais comuns na literatura, observados os critérios de inclusão/exclusão.
2.9 Resultados da Revisão Sistemática de Literatura
2.9.1 Introdução
O rápido crescimento das mídias sociais junto com a expansão da tecnologia de informação
têm alavancado estudos sobre análise de sentimentos ou, em outras palavras, mineração de
opinião, que tem por objetivo determinar o que as pessoas pensam sobre um determinado
assunto. Sentimentos e opiniões estão contidos em conteúdos gerados por pessoas sobre serviços,
produtos, política, educação, esportes e etc. Normalmente, as pessoas que frequentam sites de
mídias sociais, estão compartilhando opiniões positivas e negativas a todo instante. Portanto, as
características de um objeto tem um papel significativo na análise de sentimento. Esse artigo de
revisão discute técnicas existentes e abordagens para ferramentas de análise de sentimentos.
2.9.2 Análise de Sentimentos
Sentimento é uma opinião ou uma avaliação de um indivíduo sobre algum aspecto ou objeto
Liu (2012). Já a Análise de Sentimento ou Mineração de Opinião envolve o Processamento
de Linguagem Natural, para tratar problemas de extração automática, classificação de textos e
emoções expressas, principalmente, em textos online (ABBASI; CHEN; SALEM, 2008).
Segundo Gonçalves et al. (2013) a análise de sentimentos está substituindo a forma de analisar
dados provenientes da web sobre entidades, como produtos e serviços.
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Já em meados de 2013, havia mais de 6,5 milhões de blogs pessoais monitorados, onde a maioria
expressam de alguma forma uma opinião sobre um produto ou serviço (BARNES; LESCAULT,
2011).
A análise de sentimentos aliada a inteligência de negócios pode trazer grandes benefícios para as
empresas. Em um contexto público, ela pode extrair informações sobre políticos e inferir sobre a
reação do público sobre um novo projeto de governo (BARNES; LESCAULT, 2011).
Técnicas da análise de sentimentos incluem classificação de sentimentos, extração de carac-
terísticas, redução da dimensionalidade, sumarização, entre outras (BERRY; KOGAN, 2010).
A classificação de sentimentos identifica a polaridade como positivo, negativo ou neutro. A
extração de características separa os objetos através dos aspectos que estão sendo expressados
em um texto e, finalmente, a sumarização agrega os resultados obtidos a partir das duas etapas
anteriores.
Nessa revisão sistemática de literatura, discutiremos as técnicas existentes em forma intuitiva e,
finalmente, as técnicas e as principais características nesta área são realçados. O texto dividi-se
em seções. A seção II descreve a metodologia adotada para o processo de revisão; a seção III
explora as técnicas e métodos utilizados na análise de sentimentos.
2.9.3 Realização
Para a execução da revisão sistemática, foi observado o protocolo estabelecido na Seção ( 2.8). As
pesquisas foram executadas com as expressões de busca, utilizando também as parametrizações
de pesquisa das bases de dados. Os resultados foram obtidos na ordem de classificação por
relevância, de acordo com o próprio mecanismo de busca.
Através dos critérios de inclusão e exclusão foram retirados estudos que faziam apenas referências
e citações ao tema, que não tratavam de uma técnica específica, ou cuja aplicação se dava em um
idioma de estrutura diferente do inglês, como o chinês e o grego.
A execução da string de busca nas fontes selecionadas para o desenvolvimento dessa pesquisa
retornou um total de 160 trabalhos distribuídos entre os anos de 2005 à 2015. O filtro aplicado
através dos critérios de inclusão e exclusão, ocorreu na seguinte sequência de leitura: primeira-
mente utilizando o título dos trabalhos, em seguida o resumo e palavras-chave, as conclusões e
por fim o texto completo, reduzindo o corpus inicial da pesquisa para 28 estudos.
A Tabela 3 sumariza a quantidade de itens obtidos com as consultas. Os refinamentos 1 e 2
correspondem, respectivamente, à exclusão baseada no tipo de documento, título, resumo e
palavras-chave e quanto à relevância, após a leitura do texto completo.
Com base na leitura dos artigos, foi possível elencar as principais características de uma ferra-
menta para análise de sentimentos. Os quais, podem ser visto de forma resumida na tabelas 4 e
5. A terceira coluna, especifica os algoritmos utilizados. A quarta coluna especifica os artigos
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Tabela 3 – Quantidade de itens obtidos pelas buscas e após aplicação dos critérios de inclu-
são/exclusão
Base de busca Itens Retornados Itens Retornados 1 Itens Retornados 2
Emerald 22 13 4
Science Direct 68 37 21
Ebsco Host 70 19 3
que usam as técnicas de AS para análise geral do texto (G) ou se resolvem especificamente
problemas de classificação binária (positivo/negativo). A quinta coluna ilustra o escopo dos
dados utilizados para avaliar os algoritmos, os dados pode ser resenhas de filmes, artigos de
notícias, páginas web, micro-blogs e outros. A sexta coluna mostra as métricas utilizadas nos
trabalhos para avaliar a performance dos algoritmos.
2.9.4 P1. Qual a frequência de publicações de estudos que envolvem
esse tema?
A distribuição da frequência no período analisado pode ser vista no gráfico da Figura 7. Observa-
se uma predominância de publicações nos dois últimos anos, 2014 e 2015, com 8 trabalhos
publicados e a ausência de publicações entre 2005 à 2007.
Figura 7 – Distribuição das Publicações no Período de 2005 à 2015
Quanto ao teor dos documentos, observa-se uma gama de propostas que variam de técnicas para
classificação de textos, buscas em textos, extração de conhecimento em dados do tipo textual,
representação do conteúdo de documentos e outros processos semânticos. Deve-se ressaltar
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Tabela 4 – Sumário de artigos
Referências Algoritmo Polaridade Dados Métrica
Kechaou et al. (2013) Markov, SVM G Site de notícias Precision, Recall,
F-Measure
Hammami, Guermazi e
Hamadou (2008)
Decision tree,ID3,
C4.5
G Páginas web Validação Cruzada,
Bootstrapping
Barbosa, Sánchez-Alonso
e Sicilia-Urban (2015)
Naive Bayes POS/NEG Comentários de ho-
téis no Trip Advisor
Accuracy
Zaghloul, Lee e Trimi
(2009)
SVM POS/NEG Resumo de publica-
ções
Accuracy
Valsamidis et al. (2013) Naive Bayes POS/NEG Blog de agricultura Não informado
K.M. et al. (2015) SVM POS/NEG Ontologia Accuracy
Kumar et al. (2015) J-48, random Tree,
ADT Tree, Breadth
First, Naive Bayes,
SVM
POS/NEG Comentários de pro-
dutos
TP Rate, FP Rate,
Precision
Jain e Kumar (2015) SVM, Naive Bayes,
Random Forest, De-
cision Tree
POS/NEG Tweets sobre H1N1 F-measure, Precision,
Recall
Kothari e Patel (2015) SVM G Ontologia Mean Reciprocal Rank
Kansal e Toshniwal (2014) Baseado em regras G Ontologia Accuracy
Hadano, Shimada e Endo
(2011)
SVM G Comentários de ga-
mes
Accuracy
Sanchez-Monzon, Putzke
e Fischbach (2011)
Semantic, La-
tent Dirichlet
Allocation (LDA)
POS/NEG Comentários produ-
tos McDonald’s
Não informado
Weichselbraun, Gindl e
Scharl (2014)
Lexicon-based, se-
mantic
G Comentários site
Amazon
Não informado
Shahana e Omman (2015) SVM G Revisão de filmes Accuracy
Barawi e Seng (2013) Baseado em regras POS/NEG Comentários em ví-
deos no Khan Aca-
demy
Não informado
Bafna e Toshniwal (2013) Taxonomy-based,
corpus-based
POS/NEG Comentários no site
Amazon
Accuracy, Precision
Bhaskar, Sruthi e Nedun-
gadi (2015)
Multiclass SVM POS/NEG Dados em Audio -
SemEval-2007
Accuracy
Barawi e Seng (2013) Naive Bayes, SVM,
rule-based
POS/NEG Comentários sobre
produtos Turisticos-
Trip Advisor
Precision, Recall
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Tabela 5 – Sumário de artigos - continuação
Referências Algoritmo Polaridade Dados Método
Tamames e Lorenzo
(2010)
SVM, Naive Bayes POS/NEG Ontologia Precision, Recall,
F-Measure
Landeghem et al. (2011) Graph-Based appro-
ach, SVM
G Ontologia Precision, Recall
Zhao et al. (2015) Maximum Entropy G Ontologia Precision, Recall,
FP Ratio
Moreno-Ortiz e
Fernández-Cruz (2015)
Lexicon-Based, POS/NEG Noticias econômi-
cas
Não informado
Yaakub, Li e Zhang (2013) Context-based
method, NLP
POS/NEG Comentários de pro-
dutos
F-measure, Precision,
Recall
Bach e Phuong (2015) SVM, Naive Bayes POS/NEG Comentários no site
da Amazon
Accuracy, Precision,
Recall
Bilal et al. (2015) KNN, Naive Bayes,
Decision Tree
POS/NEG Web-blog F-measure, Precision,
Recall
Preethi, Uma e kumar
(2015)
SVM POS/NEG Tweets Precision,
Recall
Vidya, Fanany e Budi
(2015)
SVM, Naive Bayes,
Decision Tree
POS/NEG Tweets sobre telefo-
nia móvel
Net Brand Reputation
(NBR), Precision, Recall,
F-measure
que estes processos não necessariamente ocorrem de forma isolada, tendo sido encontradas
evidências de experiências que combinam estas atividades, dependendo do resultado desejado.
2.9.5 P2. Quais técnicas, Domínios e métricas de avaliação estão
sendo aplicados na análise de sentimentos?
Por meio da análise das evidências encontradas na revisão sistemática, nos resultados e nas
conclusões dos estudos, pôde-se elaborar as tabelas 4 e 5 de técnicas, algoritmos e domínios de
dados usados em PLN e aplicados na mineração de textos para resolver questões de extração,
representação, busca e classificação. No entanto, deve-se salientar que nem todos os trabalhos
mostram de forma detalhada o uso da técnica, muitas vezes ocultando informações como a forma
com a qual os dados textuais são estruturados ou como a técnica foi avaliada e escolhida para o
estudo.
2.9.5.1 Técnicas para classificação de sentimentos
Técnicas para classificação de sentimentos em textos pode ser divididas em três abordagens,
são elas Bhaskar, Sruthi e Nedungadi (2015) : abordagem híbrida, baseada em léxico e apren-
dizagem de máquina (ML). A abordagem híbrida combina ambas as abordagens e é muito
comum com léxicos semânticos. A abordagem baseado no léxico, depende de uma conjunto de
termos conhecidos e pré-compilados, ela ainda é dividida em outras duas vertentes, baseada em
dicionário e baseada em um corpus, utilizando métodos estatísticos ou semânticos para encontrar
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o sentimento de polaridade. A abordagem de aprendizado de máquina utiliza, principalmente, os
algoritmos de SVM.
Dentro da abordagem de ML existe uma divisão entre os métodos, a aprendizagem supervisionada
e a aprendizagem não supervisionada. Os métodos supervisionados fazem uso de um grande
conjunto de treino rotulados, normalmente, classificados em duas classes (positivos e negativos).
Já os métodos não supervisionados são utilizados, principalmente, quando não é possível rotular
um conjunto de dados previamente. A classificação é realizada por meio de um léxico de palavras
pré-selecionadas ou por conjunto de termos extraídos através da heurísticas de linguistícas
(KUMAR et al., 2015).
Através da revisão sistemática, constatou-se que em mais de 82% dos estudos(23/28) utilizaram
algoritmos de aprendizagem de máquina, como as máquinas de vetor de suporte (SVM) e o
Naive Bayes (NB) em conjunto. Tanto o SVM quanto o Naive Bayes têm sido exaustivamente
utilizado para analisar comentários de produtos Barbosa, Sánchez-Alonso e Sicilia-Urban (2015),
Kumar et al. (2015), Marrese-Taylor et al. (2013), Bach e Phuong (2015) , para revisões de filme
Shahana e Omman (2015) e para análises de tweets Vidya, Fanany e Budi (2015), (PREETHI;
UMA; KUMAR, 2015).
Os algoritmos de SVM e NB tornaram-se as técnicas mais utilizadas na classificação de sen-
timentos, ainda sim, encontrou-se nessa revisão sistemática a utilizacão de outros algoritmos
que foram aplicados na classificação sentimento, são eles: Markov Kechaou et al. (2013), LDA
Sanchez-Monzon, Putzke e Fischbach (2011), Random Tree Kumar et al. (2015) e Decision Tree
(BILAL et al., 2015).
Métodos baseados em regras também são utilizados com outras características, tais como, a
semântica. Normalmente, essas técnicas classificam uma frase com base na soma total entre as
polaridades positivas e negativas Hadano, Shimada e Endo (2011), (KANSAL; TOSHNIWAL,
2014). Esse método exige que o texto seja previamente rotulado manualmente, frases etiquetadas
por polaridades (positivas ou negativas). Frases positivas são atribuídas a +1, enquanto frases
negativas são atribuídas a -1. Consequemente, todas a frases atribuídas com +1 são categori-
zadas com sentimento positivo, enquanto que as mensagens negativas é atribuídas à classe de
sentimentos negativos (BAFNA; TOSHNIWAL, 2013).
A abordagem de orientação semântica Sanchez-Monzon, Putzke e Fischbach (2011) utiliza de
métodos semelhantes para classificar as classes automaticamente, através das frases etiquetadas
por polarização.
A figura 8 ilustra os algoritmos utilizados nos trabalhos estudados e a quantidade em que eles
aparecem.
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Figura 8 – Algoritmos mais utilizados
2.9.5.2 Domínios
Estudos sobre análise de sentimentos tem sido aplicado em diversos domínios, incluindo co-
mentários, revisões, notícias, discurso web, documentos e comentários sobre produtos Yaakub,
Li e Zhang (2013), Weichselbraun, Gindl e Scharl (2014), Bafna e Toshniwal (2013), Bach e
Phuong (2015). A análise de sentimentos tem sido também aplicada em fóruns web, blogs e
recentemente, em mídias sociais como o Twitter. Neste caso, os estudos avaliaram os sentimentos
sobre temas específicos, incluindo política, doenças, produtos (BILAL et al., 2015).
Jain e Kumar (2015) desenvolveram um método para detectar surtos de Influenza-A (H1N1)
por meio da análise de dados gerados por usuários do Twitter, além de detectar através dos
comentários a consciência da população indiana sobre o vírus.
Vidya, Fanany e Budi (2015) utilizaram os dados do Twitter para medir a reputação de marcas
com base na satisfação dos clientes sobre alguns serviços específicos da telefonia: 3G, 4G e
serviços de Internet , através da análise de sentimentos. Nesse estudo, foi utilizado três diferentes
algoritmos: Nave Bayes, SVM, e um algoritmo baseado em árvore de decisão. Os resultados
mostraram que SVM tem um desempenho melhor do que os outros dois classificadores (Naive
Bayes e Árvore de Decisão), em processamento e precisão.
Contudo, a respeito de domínios, constatou-se através dos estudos que, o mais utilizado foi as
ontologias. Ontologia é uma técnica de organização de dados que vem sendo muito utilizada
nos últimos anos, principalmente no que diz respeito à representação formal de conhecimento
K.M. et al. (2015), Kothari e Patel (2015), Kansal e Toshniwal (2014). Normalmente criadas
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por especialistas do domínio, tendo sua estrutura baseada na descrição de conceitos e dos
relacionamentos semânticos entre eles, as ontologias geram uma especicação formal e explícita
de uma conceitualização compartilhada (BHASKAR; SRUTHI; NEDUNGADI, 2015).
Na PLN, em um domínio ontológico as palavras são agrupadas e classificadas segundo uma
ontologia de domínio, de modo que as sequências que tiverem o mesmo significado apresentem
a mesma representação.
2.9.5.3 Métricas
Quantos aos métodos aplicados nos estudos para avaliar os resultados dos algoritmos, a uma
predominância pelas métricas de F-Measure, Precision, Recall e Acurracy, como pode ser visto
no gráfico 9. Nessa fase, é avaliado o resultado do processo de mineração de textos.
Para Witten e Frank (2011), métodos estatísticos podem ser utilizados como forma de avaliação
dos algoritmos, isto é, saber se o processo funcionou ou não como previsto anteriormente. Nesse
caso, as métricas podem informar para um usuário o percentual de classificações corretas para
um determinado contexto.
Quanto aos resultados, foi observado que os trabalhos superaram a marca de 90% de precisão ao
classificar um domínio, como em Tamames e Lorenzo (2010) e (BILAL et al., 2015). A maioria
dos estudos descritos apresentam uma acurácia superior a 80%, o que pode ser visto como um
resultado satisfatório.
Figura 9 – Métricas de avaliação
Capítulo 2. Fundamentação Teórica 39
2.9.6 Trabalhos Relacionados
A internet é um meio onipresente, rápido, barato e anônimo para disseminação de quaisquer
mensagem que um usuário deseja comunicar, e isso tem atraído muitos pesquisadores para a área
de Mineração de Textos, sobretudo pela grande quantidade de informações em formato textual
circulando no ambiente online, seja em fóruns, blogs ou redes sociais.
Para trabalhos relacionados buscou-se pesquisas sobre a Mineração de Textos, por duas razões.
Em primeiro lugar, o discurso web é rico em conteúdo, emoção e opinião. Em segundo lugar, a
análise desse tipo de texto é altamente relevante para pesquisas acadêmicas, uma vez que um
texto opinativo desempenha um papel importante em influenciar as percepções das pessoas sobre
a maneira em que comunicamos e na tomada de decisão. Além disso, buscou-se especificamente,
pesquisas cujo o objetivo era prover técnicas para classificação de documentos.
Esse capítulo é organizado primeiramente por um quadro contendo as características principais
sobre análise de sentimentos. Em seguida, um quadro com as principais características encontra-
das nos projetos relacionados a esta pesquisa e, na sequência uma descrição de cada um desses
trabalhos.
A classificação de sentimento possui diversas características importantes, incluindo várias tarefas,
técnicas e domínios de aplicações. Estas características encontra-se de forma resumida na
taxonomia proposta por (ABBASI; CHEN; SALEM, 2008), apresentada na tabela 6.
Tabela 6 – Taxonomia de polaridade e classificação de sentimentos
Categoria Característica ID
Sintática Word/POS tag n-grams. C1
Semântica Polaridade, grupos de avaliação, orientação semântica. C2
Categoria Técnicas ID
Aprendizagem de Máquina SVM, Naive Bayes, Vetores, Stemming, Term Connection e etc. T1
Índice de similaridade Contagem de frequência. T2
Categoria Domínios ID
Discurso web Fóruns e blogs da web. D1
Avaliações Comentários de produtos, filmes, músicas. D2
Ontologias Especificação formal e explícita. D3
Com base na taxonomia proposta, a figura 6 mostra os estudos anteriores selecionados, que
servirão de base para o desenvolvimento deste projeto. Discutimos os estudos relacionados em
detalhes a seguir.
Observando a figura 10, percebemos que os trabalhos possuem algumas características em
comum, no entanto, somente o trabalho de Abbasi, Chen e Salem (2008) utilizou das técnicas
de classificação de textos para diversos idiomas. A metodologia proposta por eles, foi avaliada
através de um conjunto de dados sobre filmes norte-americanos e do Oriente Médio, por meio
de postagens em fóruns web Árabe. Os resultados alcançados foram considerados satisfatórios,
com uma precisão de mais de 91% de acertos.
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Figura 10 – Características dos trabalhos relacionados
O trabalho de Ahmad e Doja (2012) apresentou uma técnica para analisar a subjetividade de um
texto, demonstrando que a detecção pode ocorrer em comentários extraídos de textos curtos e,
ainda sim, manter a polaridade em um nível comparável ao da revisão completa. Para isso, o autor
criou para o experimento uma base de dados contendo comentários sobre diversos modelos de
câmeras digitais, sendo ela pré-rotulada entre 1000 frases subjetivas e 1000 objetivas e, criaram
um software em Java para extrair as características do conjunto de dados, convertendo as frases
em vetores númericos. A avaliação da performace do sistema através da medida de Recall foi
baixa, devido uma grande quantidade de palavras estarem escritas em uma linguagem não formal,
com isso o analisador não conseguia identificar as sentenças corretamente.
O trabalho de Efron (2004) apresentou uma técnica para classificar documentos de hipertexto
para estimar a orientação cultural, através de discursos polarizados sobre política. Usando um
modelo probabilístico, dois experimentos foram relatados. O primeiro testou a capacidade do
modelo discriminar entre apoiadores políticos de esquerda e os da direita. Neste modelo, foi
testado 695 documentos web partidários, e 162 weblogs políticos. O classificador apresentado
alcançou uma precisão acima de 90%. No segundo experimento, é proposto um modelo de
classificação de páginas web de artistas musicais do gênero “alternativo”. Para este experimento,
foi testado um conjunto de 515 páginas, alcançando uma precisão de 88%. No entanto, para
melhorar os resultados alcançados, o autor sugere que seja abordado métodos lexicais e um
corpus com maior números de dados.
E por último, Pak e Paroubek (2010) Apresentou um método para treinar um classificador de
sentimentos automaticamente, a partir de um corpus coletado do microblogging Twitter. O
classificador criado foi capaz de determinar sentimentos positivos, negativos e neutros, sendo
ele baseado no algoritmo de Naive Bayes, utilizando N-gram e POS-tags como características.
Avaliações experimentais mostraram que as técnicas utilizadas foram eficientes. Além disso, o
autor afirma que utilizando o algoritmo Naive Bayes, teve-se um melhor desempelho do que
outros algoritmos já propostos.
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Os trabalhos mencionados acima serão os pilares para o desenvolvimento desta dissertação, que
possuirá grande semelhança com os mesmos. A nossa pesquisa tem a intenção de trabalhar de
forma semelhante com o trabalho de Abbasi, Chen e Salem (2008), Pak e Paroubek (2010) .
Assim como desses autores, pode-se reutilizar nesta dissertação a criação de um modelo que
tenha como base um corpus rotulado, o algoritmo Naïve Bayes e o cálculo de acurácia para
analisar a precisão da ferramenta desenvolvida. Além características encontradas nesses trabalhos,
pretendemos desenvolver este modelo no formato de uma API, para que outros pesquisadores
possam utilizá-lo posteriormente.
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3 Metodologia
A metodologia adotada neste trabalho foi norteada pelos objetivos propostos, ou seja, a criação
de uma ferramenta capaz de detectar e classificar automaticamente a polaridade de um texto,
escrito na língua portuguesa do Brasil.
O presente trabalho, quanto a natureza, classifica-se como aplicada, uma vez que, haverá um
interesse em adquirir novos conhecimentos, apesar de orientada para a aplicação prática, esse
tipo de pesquisa, não pode deixar de incluir uma reflexão teórica (MASCARENHAS, 2010).
De acordo com Barros e Lehfeld (2000), a pesquisa aplicada tem como motivação a necessidade
de produzir conhecimento para aplicação de seus resultados, com o objetivo de contribuir para
fins práticos, visando a solução mais ou menos imediata do problema encontrado na realidade.
Quanto aos seus objetivos, trata-se de uma pesquisa exploratória com a finalidade de investigar e
tornar explícitas as características de um fenômeno. A pesquisa exploratória é mais útil quando
um tomador de decisão deseja compreender melhor a situação e/ou identificar alternativas de
decisão. Os objetivos da exploração pode ser conseguida com diferentes técnicas. Ambos as
técnicas qualitativas e quantitativas são aplicáveis (MASCARENHAS, 2010).
Quantos aos procedimentos metodológicos, a pesquisa caracteriza-se como experimental, visando
a criação de um protótipo de software com a finalidade de realizar classificação de polaridade
contida em um texto. A última etapa desse processo metodológico será a pesquisa em laboratório,
onde os dados serão tratados e submetidos ao protótipo desenvolvido.
Com relação ao modo de aquisição de referências, faz-se necessário um estudo bibliográfico
para adquirir conhecimento na área, dando a devida atenção aos princípios básicos e ao estado
da arte no assunto.
Por fim, o tempo de aplicação do estudo será transversal, pois os dados serão coletados em um
espaço curto de tempo, obtendo um fato instantâneo de um fenômeno.
3.1 Etapas do Projeto
O trabalho de projeto aqui descrito estará enquadrado em quatro fases, como ilustra a figura 11.
A primeira fase correspondeu ao início da pesquisa, permitindo definir o tema de trabalho, bem
como identificar a metodologia adjacente, a qual será explicada em detalhe neste capítulo. Por
sua vez, a segunda fase será constante, ou seja, decorrerá ao longo de todo o projeto, uma vez que
é essencial acompanhar os desenvolvimentos em torno desta área e adquirir conhecimentos nas
ferramentas que serão utilizadas. Além disso, foi elaborado uma profunda revisão da literatura
de forma a aprofundar os conhecimentos, bem como apresentar o estado da arte.
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Figura 11 – Etapas do Projeto
A terceira fase será a etapa mais importante do projeto, uma vez que é nessa que assenta a base
de todo o trabalho, sendo ela descrita em detalhe na seção ( 3.3). Na última fase do projeto
serão documentados todos os trabalhos realizados na etapa de desenvolvimento, bem como
apresentados os resultados e respectivas conclusões.
3.2 Síntese dos Objetivos e Métodos
O presente projeto pode ser sumarizado, em termos de objetivos e métodos, como apresentado
na Tabela 7.
Tabela 7 – Síntese dos objetivos e métodos propostos para o projeto
Objetivo(s) Método(s)
Identificar métodos e técnicas frequentemente
utilizados na análise de sentimentos;
Revisão Bibliográfica e Documental, RSL
Prover um arcabouço conceitual de um sistema
de informação para analisar sentimentos em tex-
tos.
Desenvolvimento
Testar o arcabouço conceitual proposto sobre da-
dos coletados através de um site de mídia social.
Desenvolvimento.
3.3 Arcabouço Conceitual
A elaboração deste trabalho propõe, como referido anteriormente, desenvolver uma ferramenta
que avalie a polaridade de textos na língua portuguesa do Brasil. Diante desta perspectiva, faz-se
necessário um desenho do sistema de forma que não haja detalhes técnicos, como componentes e
abstrações. Para isso, utiliza-se um modelo de arquitetura conceitual, que é uma excelente forma
de direcionar a comunicação do projeto para pessoas não técnicas (BODDOOHI; SIMMONDS,
2010).
Capítulo 3. Metodologia 44
O delineamento do processo como um todo revela-se de extrema importância, uma vez que
permite definir com rigor todas as etapas do processo, bem como o seu cumprimento no prazo
disponível. Deste modo, nesta seção serão apresentadas todas as etapas do processo.
A arquitetura em alto nível, proposta na figura 12, mostra as quatro camadas da arquitetura
conceitual, os componentes utilizados no processo de extração, pré-processamento, treinamento
e classificação. Com essa arquitetura, será possível criar um modelo que analisa o sentimento
contido em um texto. A primeira camada mostra a abstração dos dados que são utilizados para
a análise proposta. A segunda camada representa os algoritmos de PLN, necessários para o
processo. Já a terceira camada é o treinamento do algoritmo propriamente dito, nessa fase o
modelo será treinado para que posteriormente ele consiga classificar novos dados. A quarta
camada, é onde a ferramenta proposta classifica uma nova base de dados.
Figura 12 – Metodologia proposta
3.3.1 Extração
Para que um sistema inteligente seja capaz de realizar classificações, é necessário que uma
base de dados seja construída, e que no próximo passo, um algoritmo de aprendizagem faça o
treinamento e posteriormente a classificação dos dados.
A camada de extração é a representação da coleta de dados. A base de dados montada pode ser
estática, nos casos mais simples, ou dinâmica, isto é, atualizadas a todo momento através de
robôs autônomos coletando novas informações. A atualização é feita pela simples adição de
um novo conteúdo, remoção de conteúdos antigos, ou, substituição da base de dados por uma
inteiramente nova.
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No caso desse trabalho, os dados serão coletados da rede social Twitter. Nesta fase, entrará pela
primeira vez a utilização de um web crawler (robô).
3.3.2 Pré-processamento
O pré-processamento de textos consiste em um conjunto de transformações realizadas sobre
alguma coleção de textos com o objetivo de fazer com que esses passem a ser estruturados, em
um representação atributo-valor. De modo geral, a etapa de pré-processamento tem por finalidade
melhorar a qualidade dos dados já disponíveis e organizá-los. As ações realizadas nessa etapa,
visam prepará-los para serem submetidos à um algoritmo de mineração de textos.
Não há um consenso na literatura sobre quais etapas e qual a ordem de sequência as técnicas
devem ser executadas no pré-processamento de texto. No entanto, um conjunto de atividades
recorrentes foi encontrada em trabalhos da área e é apresentado na figura 13.
Figura 13 – Atividades de pré-processamento
Nesse trabalho, a camada de pré-processamento é onde estão os algoritmos que, na extraçao
de textos irá remover acentuações, palavras insignificantes para o contexto, conforme mostrado
na seção ( 2.5.2), é também, onde será executado algoritmos para calcular atributos, através da
extração de características do objetos, seção ( 2.6.4) criando assim uma matriz contendo todas as
palavras do corpus. Além disso, será utilizado também a técnica de redução da dimensionalidade
seção ( 2.6.4).
3.3.3 Treinamento
Nessa camada, utiliza-se algoritmos provenientes de diversas áreas de conhecimento, tais como
Aprendizado de Máquina, Estatística, Redes Neurais e Banco de Dados. Como o objetivo do
trabalho é criar um modelo preditivo, então, decidir qual algoritmo é ótimo para o problema
que está sendo analisado, não é uma tarefa trivial. Esse fato ocorre, pois, é sabido que nenhum
algoritmo é ótimo para todas as aplicações. Contudo, Com base na revisão sistemática de
literatura, optou-se pelo algoritmo Naive Bayes ( 2.6.7) para este arcabouço, por ser ele um
dos mais utilizados em processos de análise de sentimentos. Este algoritmo gera uma tabela de
probabilidades condicionais contendo um resumo dos dados de treinamento, para posteriormente
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classifica-lós de acordo com o dados gerados. A implantação do algoritmo Naive Bayes, será
utilizado a biblioteca NLTK ( 2.7.1)
3.3.4 Classificação
A camada de classificação realizará os testes com novas frases para testar o algoritmo preditivo
implementado. Após esse algoritmo ter aprendido o conjunto de probabilidades, o sistema será
capaz de fazer previsões com base nas características extraídas do contexto.
3.3.5 Visualização
A última etapa é aquela na qual os usuários podem ter acesso aos dados classificados pela
aplicação cliente, ou seja, sempre que os usuários quiserem, será possível acessar os resultados
da AS em um formato legível e que não exige conhecimentos de implementação de algoritmos,
bancos de dados, entre outros. O requisito para utilizar essa ferramenta é o conhecimento na área
de domínio para poder interpretar o resultado da AS e saber o que fazer a partir deste ponto.
3.4 Cronograma
O cronograma de execução do projeto, com projeção das atividades e sua duração, é apresentado
na Tabela 8.
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