Abstract The effective prediction and estimation of hydrometeorological variables are important for water resources planning and management. In this study, we propose a multivariate conditional model for streamflow prediction and the refinement of spatial precipitation estimates. This model consists of high dimensional vine copulas, conditional bivariate copula simulations, and a quantile-copula function. The vine copula is employed because of its flexibility in modeling the high dimensional joint distribution of multivariate data by building a hierarchy of conditional bivariate copulas. We investigate two cases to evaluate the performance and applicability of the proposed approach. In the first case, we generate one month ahead streamflow forecasts that incorporate multiple predictors including antecedent precipitation and streamflow records in a basin located in South China. The prediction accuracy of the vine-based model is compared with that of traditional data-driven models such as the support vector regression (SVR) and the adaptive neuro-fuzzy inference system (ANFIS). The results indicate that the proposed model produces more skillful forecasts than SVR and ANFIS. Moreover, this probabilistic model yields additional information concerning the predictive uncertainty. The second case involves refining spatial precipitation estimates derived from the tropical rainfall measuring mission precipitationproduct for the Yangtze River basin by incorporating remotely sensed soil moisture data and the observed precipitation from meteorological gauges over the basin. The validation results indicate that the proposed model successfully refines the spatial precipitation estimates. Although this model is tested for specific cases, it can be extended to other hydrometeorological variables for predictions and spatial estimations.
Introduction
The reliable prediction and estimation of hydrometeorological variables (e.g., streamflow and precipitation) play a significant role in reservoir management, risk evaluation, irrigation and flood prevention, and water planning and management. Over the past few decades, considerable efforts have been made to develop and apply data-driven statistical techniques for the modeling of hydrological systems and forecasting of hydrometeorological variables. These data-driven models have gained popularity in hydrological modeling and prediction, as they can be quickly developed, are easy to implement in real time, and require less information than physically based hydrological models [Moradkhani et al., 2004; Liu et al., 2015] . Multiple linear regression and autoregressive moving average models are probably the most widely used data-driven methods for hydrological forecasting [McKerchar and Delleur, 1974, Noakes et al., 1985; Adamowski et al., 2012] . More recently, the use of machine learning has attracted attention, and shows promise in the modeling and forecasting of hydrological events, particularly in handling large amounts of dynamicity and noise within the data [McKerchar and Delleur, 1974; Kim and Barros, 2001; Liong and Sivapragasam, 2002; Yu et al., 2006; Ghosh, 2010; Nourani et al., 2014] . A variety of machine learning models such as artificial neural networks (ANNs), support vector regression (SVR), genetic programming (GP), and the adaptive neuro-fuzzy inference system (ANFIS) have been proposed and enhanced for hydrological forecasting. For instance, Sarangi et al. [2005] applied an ANN model to predict the runoff and sediment yield in a Canadian watershed, and Nayak et al. [2005] used a neuro-fuzzy model for short-term flood forecasting. Kisi and Cimen [2011] developed a hybrid model that combines the wavelet transform with SVR for monthly streamflow forecasting, and Fallah-Mehdipour et al. [2012] examined the real-time operation of a reservoir system using GP.
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The probability-based theory of copulas has become popular in machine learning for the probabilistic modeling of multivariate data [Lopez-Paz et al., 2013] . An important advantage of copulas is that they enable the joint dependence structure of different variables to be built independently from the marginal distribution [Genest and Favre, 2007; Nelsen, 2006; Maity et al., 2013] . There is an increasing number of copula applications in hydrology and climatology, such as for flood frequency analysis, low-flow/drought analysis, identifying drought return periods, rainfall generator, spatial dependence modeling, and geostatistical interpolation [Favre et al., 2004; Salvadori and De Michele, 2004; Zhang and Singh, 2006; Kao and Govindaraju, 2007; Bárdossy and Li, 2008; Serinaldi, 2009; Hobaek Haff et al., 2015] . Recently, Laux et al. [2011] presented a copula-based approach for regional climate simulations, and Li et al.
[2013a] developed a copula-based generator for daily rainfall simulations. Li et al. [2013b] used copulas to synthesize and downscale monthly river flows by incorporating a joint conditional density network algorithm proposed by Cannon [2008] . Madadgar and Moradkhani [2013] combined the strengths of copulas and Bayesian theory to establish a probabilistic model for forecasting hydrological drought. Li et al. [2014] proposed a joint bias correction methodology that uses the Gaussian copula function to correct the temperature and precipitation simulations given by climate models.
However, the above studies have generally focused on two-dimensional copulas, as a number of bivariate parametric copula models can be chosen to describe the joint dependence. At higher dimensions, the number and expressiveness of families of parametric copula become more limited [Lopez-Paz et al., 2013] . Vine copulas, also known as pair copula constructions, provide a solution for constructing higher dimensional dependence [Joe, 1996; Bedford and Cooke, 2002; Kurowicka and Cooke, 2006] . They are hierarchical models that sequentially apply bivariate copulas as the building blocks for constructing a higher dimensional copula. The high flexibility of vine copulas enables a wide range of complex multivariate data dependencies to be modeled.
This study aims to employ vine copulas to develop a multivariate conditional model. This model consists of (1) establishing a high dimensional joint dependence structure for multivariate data based on vine copulas, (2) conditional bivariate copula simulations, and (3) a copula-based conditional quantile function. We evaluate the performance of the proposed vine-based model for streamflow prediction and spatial precipitation refinement. Sklar [1959] introduced the basic theorem of copula, which is defined as a multivariate distribution function on the n-dimensional unit cube with uniform margins on the interval [0, 1] [Sklar, 1959; Madadgar and Moradkhani, 2013] . Copulas can join multiple random variables with diverse correlations and dependence structures, regardless of their margins [Laux et al., 2011] . Let F be the n-dimensional joint cumulative distribution function (CDF) of the random vector Χ = [x 1 , …, x n ] Τ with marginal cumulative distributions F 1 ,…, F n .
Model Development

Vine Copulas
Then, there exists a copula function C that satisfies:
where C is unique if F 1 ,…, F n , are continuous. We denote F i (x i ) as u i (i = 1,…, n). The multivariate density f(x 1 , …,, x n ) can be obtained as follows:
reject the null hypothesis (passing the goodness-of-fit test) based upon a predetermined significance level (herein α = 0.05) and gives the smallest chi-square statistics.
After obtaining the best fitting marginal distributions, a proper copula function is required to join the margins and model the joint dependence structure. Although there are many parametric models for two-dimensional copulas, parameter restrictions and computationally intensive formulations present certain limitations at higher dimensions [Kurowicka, 2011; Ren et al., 2014] .
Vine copulas provide a more general approach for flexibly modeling multivariate data. They were initially proposed by Joe [1996] , and then developed in greater detail by Bedford and Cooke [2002] and Kurowicka and Cooke [2006] . Vine copulas are hierarchical graphical models that describe multivariate copulas using a rich variety of bivariate copulas (the so-called pair copulas) as building blocks. The modeling scheme of vine copulas is based on the decomposition of an n-dimensional multivariate density into n(n À 1)/2 bivariate copula densities [Kurowicka and Cooke, 2006; Aas et al., 2009; Ren et al., 2014] . This construction, based on a cascade of bivariate copulas, means that vine copulas are also known as pair copula constructions (PCCs), as introduced by Aas et al. [2009] . Vine structures are established from PCCs, in which n (n À 1)/2 pair copulas are arranged in n À 1 trees [Kurowicka and Cooke, 2006; Brechmann et al., 2013] . Some examples of vine copulas are canonical vines (C-vines) and drawable vines (D-vines), both of which are subclasses of regular vines (R-vines) . In this study, we focus on C-vines. A C-vine is characterized by the ordering of its variables. The ordering defines the sequence of conditioning in the PCCs: first, variable 1 is conditioned on, then variable 2, and so on [Brechmann et al., 2013] . The density of the n-dimensional C-vine is written as follows [Aas et al., 2009] :
where f(x 1 , …, x n ) is the joint density function of the n-dimensional random variables, the f k (x k ) (k = 1,…, n) denote the marginal densities, and c i,i + j|1 : (i À 1) are the bivariate copula densities. The outer product in the second term runs over the n À 1 trees and root nodes i, whereas the inner product refers to the n-i pair copulas in each tree i = 1,…, n À 1. To construct the C-vine copula, three bivariate copulas (the Gaussian, Clayton, and Frank copulas) were considered as the potential pair copulas (building blocks) in this study. A detailed description about these three copulas is given in Appendix A. The appropriate bivariate copula for each pair copula was chosen using the CDVineCopSelect function in R [Schepsmeier and Brechmann, 2015] according to the Akaike information criterion.
Taking the four-dimensional C-vine copula as an example, Figure 1 depicts a graphical model of a C-vine with three trees. This graphical representation illustrates the ordering of the variables. In the first tree, variable 1 plays a pivotal role. Variable 2 has this pivotal role in the second tree, since all possible pairs of variable 2 with The node names are shown in circles, and the edge names appear close to the edges in the trees. Each tree has a unique node that is connected to all other nodes in the C-vine.
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the remaining variables are modeled conditionally on variable 1, and similarly for all other trees [Brechmann et al., 2013] . The multivariate density of x 1 , x 2 , x 3 , and x 4 can be formulated as follows: (4) where c 1,2 (F 1 (x 1 ), F 2 (x 2 )) is simply written as c 12 .
As shown in equation (4), vine distributions require the computation of conditional distribution functions and conditional bivariate copulas. According to Joe [1996] and Aas et al. [2009] , the conditional distribution functions F(x|ν) for an m-dimensional vector ν = (v 1 , …, v m ) can be obtained by applying the following recursive relationship:
where v j ( j = 1,…, m) is an arbitrary component of ν, and
The bivariate copula function is specified by C xvj νÀ j j . Given u i (i = 1, …, n) to represent F i (x i ), we derive the conditional distribution function F(u 3 |u 1 , u 2 ) that is needed as the argument for c 34|21 in a four-dimensional C-vine copula density (equation (4)) using equation (5):
where
. Then, equation (6) can be written as
Therefore, higher-order conditioning requires the recursive application of the appropriate h function. Then, F(u 4 |u 1 , u 2 , u 3 ) is given by
Copula-Based Conditional Forecasting Model
Given the conditional distribution functions (i.e., equations (7) and (8)), we move toward their inverse forms to define our forecasting method. We first consider the bivariate case. For a given conditional distribution function of two random variables (x 1 and x 2 ), i.e., h(u 2 |u 1 ), our goal is to obtain u 2 based on the information available from u 1 . For some fixed probabilities τ (e.g., τ = 0.05, 0.1,…, 0.95), we may derive u 2 from C u2 u1 j using an explicit function
u2ju1 is the inverse of the copula function known as the τ quantile curve of the copula [Chen et al., 2009; Xu and Childs, 2013] . We now compute the τth copula-based conditional quantile function of variable x 2 :
where F À1 is the inverse of u 2 . For the bivariate Gaussian copula, equation (9) can be written as
where Φ and Φ À 1 are the standard Gaussian CDF and its inverse, and ρ is the Gaussian copula parameter as introduced in Appendix A.For the Clayton copula, equation (9) can be written as
here, θ is the Clayton copula parameter.
For the Frank copula, equation (9) can be written as
here, θ is the Frank copula parameter. For the four-dimensional case, the τth conditional quantile function of x 4 , Q x4 τ x 1 ; x 2 ; x 3 Þ j ð , can be obtained by the recursive computation:
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Therefore, we can forecast x 4 based on the given variables x 1 , x 2 , and x 3 . To obtain the best forecast (or estimate) for x 4 , we first generated a sample consisting of 2500 uniformly distributed random numbers over the interval [0, 1] using Monte Carlo simulations. Next, equation (13) was used to generate 2500 realizations of x 4 , one at each of the generated random numbers. The mean value of these realizations was considered the best forecast (or estimate).
In brief, the multivariate vine-based model can be implemented step-by-step as follows (taking the four-dimensional vine-based model as an example): (1) fit an appropriate marginal distribution to each variable, i.e., x 1 , x 2 , x 3, and x 4 (x 4 is the predicted variable, and the other variables are predictors); (2) model the joint dependence structure of the four variables (equation (4)) using a 4-D C-vine copula; (3) obtain the appropriate bivariate copula for each pair copula in the 4-D vine-based model and the copula parameters using the R function CDVineCopSelect [Schepsmeier and Brechmann, 2015] ; (4) compute the conditional distribution function of variable x 4 , conditioned on the given variables x 1 , x 2 , and x 3 , using equation (8); and (5) generate the predicted values of x 4 based on the given variables x 1 , x 2 , and x 3 using the copula-based quantile function (equation (13)).
Performance Measures
Three frequently used model evaluation statistics are employed to assess the accuracy of different models. They are the correlation coefficient (R), root-mean-square error (RMSE), and Nash-Sutcliffe model efficiency coefficient (NSE) [Nash and Shutcliff, 1970; Dawson et al., 2007; Bennett et al., 2013] .
Applications
In this section, we describe how the proposed vine-based model was used to give streamflow predictions and estimate the spatial distribution of precipitation.
Case Study 1: Streamflow Forecasting
We first demonstrate the application of the proposed approach to forecast monthly streamflow. For this case study, we examined the Longchuan hydrological station of the upper Dongjiang basin, South China. The antecedent precipitation and streamflow records were used as the potential predictors for one month ahead streamflow forecasting. The potential predictors consist of the conditioning variables of the vine-based model. The monthly streamflow data were provided by Guangdong Provincial Hydrological Bureau. The observed precipitation data were taken from the 0.5°× 0.5°climate prediction center (CPC) global monthly data sets [Huang et al., 1996; Fan and van den Dool, 2004] . The monthly precipitation data for this basin were obtained by spatially averaging the CPC grids over the study basin. The available data span the [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] were subsequently used to verify or evaluate the forecast performance. Precipitation and streamflow data at times t-1, t-2, and t-12 (where 1, 2, and 12 indicate the lead times) were used as inputs (predictors) to the vine-based model. The model output is the observed streamflow at time t. Therefore, in this case, a 7-D vine-based model (consisting of seven variables) should be constructed. This 7-D vine-based model was trained using the calibration data set. We first fitted an Figure 2 . Structure of the 7-D C-vine model for the first case study, along with the appropriate bivariate copulas and their parameters. The variables 1-7 indicate S t-1 , P t-1 , P t-2 , S t-2 , P t-12 , S t-12 , and S t , respectively, where S denotes streamflow and P denotes precipitation. Generalized gamma k = 1.09 α = 1.72 β = 128.54 S t-12 Lognormal σ = 0.73 μ = 5.06 P t-1 Generalized gamma k = 2.32 α = 0.36 β = 292.38 P t-2 Generalized gamma k = 2.32 α = 0.36 β = 292.17 P t-12
Generalized gamma k = 2.35 α = 0.35 β = 291.45 S t Generalized gamma k = 1.09 α = 1.73 β = 128.07 a Generalized gamma: k, α, and β are the "Weibull" shape, "Gamma" shape, and scale parameters, respectively; Lognormal: σ and μ are the shape and scale parameters, respectively.
Journal of Geophysical Research: Atmospheres
10.1002/2015JD023787
appropriate marginal distribution to each variable by comparing the theoretical probability distributions considered in this study based on their chi-square statistics (Table 1 ). The parameters of the appropriate distribution chosen for each variable are given in Table 2 . After obtaining well-fitted marginal distributions, a 7-D C-vine copula was used to join the margins and model the joint dependence structure. To establish the C-vine model, the appropriate bivariate copula for each pair copula was determined using a method developed by Schepsmeier and Brechmann [2015] (i.e., the CDVineCopSelect function in the R package) as mentioned above. Figure 2 illustrates the appropriate bivariate copulas and their parameters for this 7-D C-vine model. Once the 7-D C-vine model had been established, the response variable (i.e., the predicted variable), conditioned upon the explanatory variables (i.e., the predictors), was obtained using a 7-D version of equation (13). The forecasting performance of the 7-D C-vine model was tested using the validation data set.
To appropriately assess the skill of the proposed vine-based model, we compared it with two popular datadriven models: ANFIS and SVR model. ANFIS combines the advantages of both ANNs and fuzzy systems within a single framework [Nourani et al., 2011] . A detailed description of ANFIS can be found in Jang [1993] . The appropriate ANFIS parameters (e.g., type and number of membership functions) are determined by a trial-and-error method [Nourani et al., 2011] . SVR was proposed by Drucker et al. [1997] and is used to describe regression with a support vector machine [Vapnik, 1995] . The basic idea of SVR is to compute a linear regression function in a high dimensional feature space, where the input data are mapped via a nonlinear function [Yu et al., 2006; Wei and Roan, 2012] . The SVR parameters were optimized using a two-step grid search method introduced by Yu et al. [2006] and Hsu et al. [2010] . The architectures and parameters of ANFIS and SVR used in this study are given in the supporting information.
The monthly streamflow forecasts (1 month ahead) during the validation period given by SVR, ANFIS, and the proposed vine-based model were compared in the form of a hydrograph, as illustrated in Figure 3 . The 90% prediction uncertainty intervals generated from the vine-based model are also plotted. A visual comparison indicates that the vine-based predictions are generally more consistent with the observations than those from the other data-driven models. Additionally, this probabilistic forecasting is clearly more informative (e.g., in providing the prediction uncertainty) than other deterministic models. Summary statistics from the three models for 1 month ahead forecasting over the validation period are given in Table 3 . It is clear that the proposed model is superior, to some extent, to SVR and ANFIS in terms of R, NSE, and RMSE. 
Case Study 2: Improving Spatial Precipitation Estimation
We now describe the use of the proposed vine-based approach to improve spatial precipitation estimates across the Yangtze River basin. To refine the precipitation data derived from the tropical rainfall measuring mission (TRMM) precipitation data set (3B43 product), we used the observed precipitation records from 124 meteorological gauges over the Yangtze River basin and simulated soil moisture data obtained from the advanced microwave scanning radiometer-Earth-observing system (AMSE-E). The TRMM precipitation data at 25 km spatial resolution were provided by the Goddard distributed active archive center (http://disc.sci. gsfc.nasa.gov/precipitation), and the 25 km spatial resolution AMSE-E soil moisture data set was downloaded from the National Snow and Ice Data Center (http://nsidc.org/data/amsre/order_data.html).
Observed precipitation data were provided by the National Climate Center of the China Meteorological Administration (http://www.cma.gov.cn/). The location of the meteorological gauges is shown in Figure 4 . As an illustration, we simply take the example of precipitation refinement for June 2010. We first extracted the corresponding grid values from the TRMM precipitation data set and AMSE-E soil moisture data set for June 2010 based on the location of meteorological gauges, using the extracting tool in ArcGIS. This gave a 124-member ensemble of extracted TRMM precipitation, AMSE-E soil moisture, and observed precipitation. This ensemble was split into two parts for the calibration and validation of the proposed algorithm. The first part includes 99 members (80%), with the remaining 25 members used for validation.
In this case, a 3-D vine-based model was used. Similar to the first case, the appropriate marginal distribution for each variable was selected from the theoretical probability distributions considered in the current study (Table 4) . Table 5 gives the parameters of the chosen distributions. 
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demonstrates the structure of the 3-D C-vine model with the appropriate bivariate copulas and their parameters. Once the 3-D C-vine model had been established, the estimated precipitation, conditioned upon the TRMM precipitation and AMSE-E soil moisture (i.e., the predictors), was obtained using a 3-D version of equation (13).
The validation data set was then used to test the performance of this 3-D C-vine model. Table 6 compares the precipitation obtained from the TRMM data set using the proposed approach with the observed precipitation records for the validation data in terms of R, NSE, and RMSE. According to these metrics, the vine-based method tends to improve the precipitation estimates compared with the TRMM data set. We then extended the precipitation estimation to each grid across the whole Yangtze River basin based on the calibrated vinebased model. Figure 6 shows the precipitation maps obtained from the TRMM data set and the vine-based model. There are some discrepancies between the two precipitation maps, but these are difficult to distinguish because of the large range of values. In general, the inconsistencies are mainly concentrated in the southeastern part of the Yangtze River basin. To enable a better visual comparison, the difference between the TRMM precipitation and that estimated by the vine-based model (TRMM, the proposed model) was calculated, as illustrated in Figure 7a . It can be seen that the vine-based model generates lower precipitation estimates in most areas of the basin, particularly the southeastern part of the Yangtze River basin. On the contrary, the proposed approach tends to produce slightly higher precipitation estimates in the northern part of the study area.
It has been emphasized that the vine-based method provides a predictive distribution for the estimated precipitation and can thus yield estimates of uncertainty at each grid. Hence, we obtained confidence intervals for the estimated values given by the vine-based approach over the study basin. This provides more information about the estimated precipitation. Figure 7b shows the width of the 90% confidence intervals for the precipitation estimates generated from the proposed method. It can be seen that the width of the confidence intervals also varies spatially. The estimates are highly uncertain in the south of a Gamma: α and β are the shape and scale parameters, respectively; Weibull: α and β are the shape and scale parameters, respectively; Generalized gamma: k, α, and β are the "Weibull" shape, "Gamma" shape, and scale parameters, respectively. the basin, where extreme precipitation events often occur, whereas the uncertainty is relatively minor in the north of the Yangtze River basin. The uncertainty estimations are generally stable and heterogeneous across the whole basin. Overall, the uncertainty width is narrower in areas of sparse precipitation, and becomes wider in areas with abundant precipitation. 
Discussion and Conclusions
In this study, we used the C-vine copula to model the joint dependence structure of multivariate data in the proposed vine-based model. The flexibility of the proposed model could be further enhanced by including other vine copulas (e.g., the D-vine copula) to construct the joint dependence structure. A measure of the statistical discrepancy among different vine copulas can be implemented to determine more appropriate vine structures for specific applications. This comparison could identify the similarities and differences in the performance of various vine copulas and further relax the structure of the proposed model.
It should be emphasized that this method allows for predictions and estimations to be extended by including more additional conditioning variables. This means that higher dimensional forecasting models could be constructed based on the proposed method, in addition to the 3-D and 7-D cases illustrated in the current study. One feasible approach is to decompose the original time series of potential predictors into a number of periodic components (subseries) at different resolution levels via the wavelet transformation 
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10.1002/2015JD023787 [Tiwari and Chatterjee, 2010; Kisi and Cimen, 2011; Liu et al., 2014] . These periodic components could also be included in the proposed method as conditioning variables. In addition, for the case of streamflow prediction, climate indices such as the El Niño-Southern Oscillation (ENSO) could be considered as potential predictors. These are commonly used for predictions in data-driven models [e.g., Regonda et al., 2006; Kalra et al., 2013; Pokhrel et al., 2013] . It would also be very interesting to investigate the sensitivity of the overall performance of the proposed model to the number of conditioning variables (potential predictors) and to explore whether specific conditioning variables provide any additional improvement in the accuracy of forecasts (or estimates). These issues are important components of future work with regard to further improvement of the vine-based model.
In summary, we have presented a multivariate conditional model (i.e., the vine-based model) to produce probabilistic forecasts or estimates for hydrometeorological variables. This model incorporates vine copulas, conditional bivariate copula simulations, and a copula-based conditional quantile function. The usefulness and applicability of this model has been demonstrated via two different case studies. Our first case study involves employing the vine-based model to generate 1 month ahead streamflow forecasts incorporating multiple predictors. Our results show that the proposed model produces more reliable forecasts than other traditional data-driven models such as SVR and ANFIS. Moreover, this probabilistic model allows the development of confidence intervals to assess the forecasting uncertainty. In the second case study, we refined precipitation estimates from TRMM data set across a spatial region (Yangtze River basin) using the vine-based model by constructing the joint dependence of the TRMM precipitation, AMSE-E soil moisture data, and observed precipitation records from meteorological gauges. The validation results show that the proposed model successfully refines the spatial precipitation estimates. This model also provides additional information to account for the prediction uncertainty. Although the results are specific to the study basins used in the experiments, the presented method has no restriction applied to different basins around the world. It could also be used for the prediction of hydrometeorological variables besides streamflow (e.g., temperature, wind speed, groundwater, and soil moisture).
Appendix A
The bivariate copulas used in the study are described below.
1. Gaussian (Normal) copula [Mendes and Souza, 2004] a. The Gaussian copula is given by
where u 1 and u 2 are the marginal distribution functions of the random variables X and Y in the range [0, 1] . Φ À 1 represents the inverse of the standard univariate Gaussian (normal) distribution function and ρ, the linear correlation coefficient, is the copula parameter.
2. Clayton copula a. The Clayton copula is formulated as
The generator is ϕ(τ) = (τ À θ )/θ, where θ (θ ∈ (0, ∞)) is the parameter of the copula function and τ is Kendall's coefficient of correlation between X and Y.
3. Frank copula a. The Frank copula can be expressed as
and its generator is ϕ τ ð Þ ¼ Àln
