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1. INTRODUCTION 
In this paper we discuss the application of terminal state dynamic pro- 
gramming [l, 21 to the solution of terminal control problems for systems 
governed by linear differential-difference quations. We wish to determine the 
(1) 
where V and S are the admissible sets of control and state trajectories, re- 
spectively. The quantities x and y, N and M dimensional vectors, respectively, 
are related by the differential-difference equation 
W) - = A(&) + A,x(t - WI) + A,@ - 4 + -.* + By(t), dt (2) 
where the Ai are N x N dimensional matrices, and B is of dimension 
N x M. The parameter w is defined by 
w = max{wi , ws ,...}, 
and (2) holds for t > w. In order that (2) b e meaningful an initial interval 
condition must be specified, 
x(t) = h(t), O<t<w. (3) 
The functions p, 4, and z are real-valued functions of their arguments, and 
h(t), an N-dimensional vector-valued function of t, is assumed to have 
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piecewise continuous components on [0, zu]. The coefficient matrices, Ai and 
B, can be time-varying but we will generally suppress the t argument. The 
time lags, wi , are assumed to be constant. In what follows we will often 
assume that Ai = 0 for i > 1, but all techniques developed can easily be 
extended to the case of several time lags with slight modification. 
We will often further specialize the problem by assuming that p, 4, and z 
are convex quadratic functions and that the control function, r(t), is uncon- 
strained. (Some results, however, are presented for the more realistic cases 
where these assumptions do not hold.) The expression in (1) then becomes 
where (*, *) is the usual Euclidean inner product. P and Z are positive 
semidefinite N x N matrices while Q is a positive definite M x M matrix; 
Q may be a function of t but we will again suppress this dependence in the 
notation. 
The term terminal control problem is used here to mean a control problem 
specified by (1) or (4) and (2) subject to (3) where z(t) (or Z) is zero and there 
are no constraints on the state trajectory, x(t). The cost of state is measured 
only at the terminal time T. 
We will first consider a solution to the more general control problem (4) 
with Z f 0 via the calculus of variations. After pointing out certain difficulties 
resulting from the “two-point” boundary conditions, we will examine the 
simplifications that occur when the integral in (4) contains no cost of state 
term, Z = 0. Despite these simplifications, certain obstacles remain; these 
include (a) the necessity of solving a possibly ill-conditioned algebraic 
system of equations, (b) the inability to take advantage of certain compu- 
tational efficiencies if the term (x(T), Px( T)) involves only a few components 
of the x vector, (c) the fact that the control law derived in this fashion is 
generally open loop and thus computationally independent of state trajectory 
of the system, and (d) the considerable difficulty involved in solving the 
resulting equations when p and q are not quadratic and/or the control is 
constrained. 
The terminal control problem is next approached via conventional dynamic 
programming. The resulting functional equation has an infinite-dimensional 
domain and it is difficult to treat numerically due to the large dimension 
of the equation which results when the infinite-dimensional domain is 
approximated, in one of the usual ways, by a finite-dimensional one. 
After stating the Green’s function for the differential-difference equa- 
tion (2), we proceed to develop the terminal state dynamic programming 
approach. The domain of the resulting functional equation is of dimension L 
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where L is the number of components of the x vector which actually appear 
in the terminal cost (X(T), Px( T)), L < N. This result represents a significant 
reduction of dimensionality with respect to conventional dynamic program- 
ming. Further, it offers the following advantages over the calculus of varia- 
tions approach: (a) the solution of a possibly ill-conditioned algebraic system 
of equations is avoided, (b) full use can be made of the fact that (x(T), Px( T)) 
may involve only a few components of the x vector to reduce both the time 
and the amount of storage required to solve the problem numerically, (c) the 
control law realized is closed loop in that it is computed in terms of the present 
total state of the system, (d) for the case where p and Q are not quadratic 
and/or there are constraints on the control, it is feasible to solve the functional 
equation computationally using the discrete (quantized domain) dynamic 
programming algorithm for L sufficiently small. 
2. THE CALCULUS OF VARIATIONS 
For simplicity of presentation we specialize the control problem specified 
in (1.4), (1.2), and (1.3) by assuming that the coefficient matrices Ai = 0, 
i > 1, and that the positive matrices P, Q, and 2, as well as the remaining 
coefficient matrices A, , A, and B, are constant. We have further simplified 
the development by assuming that y is N-dimensional and that B-r exists; 
quite similar, but naturally more complex, results can be derived if this is not 
the case. A straightforward application of the calculus of variations to (1.4) 
subject to the above assumptions yields the system of equations 
- = - Q-%‘A,,‘~-l’Qy(t) - Q-WA,‘B-l’Qy(t + w) + Q-WZx(t), dt 
w<t<T-w, 
4 - = - Q-WA,‘W’Qy( t) + Q-W&(t), 
dt 
T-w<t<T, 
subject to the boundary conditions 
x(t) = h(t), o<t<w, 
y(T) = - Q-WPx(T). 
(1) 
(24 
P) 
(3) 
(4) 
409/31/3-z 
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This system of equations is very difficult to solve either analytically or 
computationally due to the predictive term, r(t + w), in (2a) and the two- 
point (two interval) nature of the boundary conditions. 
We now turn to the terminal control problem. The equations are the same 
save only that 2 = 0. We can, however, now rewrite them in a more usable 
fashion, 
2 = A&@) + &(t - w) + By(t), w<t<T, (5) 
dY 
z = QYW + DlY(L + 4, w-t<T, (6) 
subject to the two-point interval conditions 
x(t) = h(t), o<t<w, (7) 
r(t) = 0, T<t<T+w, (8) 
and the two-point conditions 
x(w) = h(w), (9) 
y(T) = - Q-WI%(T) (10) 
[D, and D, in (6) are identified with the corresponding coefficients in (2b)]. 
In [4] it is shown that the differential-difference quation 
y = Aox + A,x(t - w) + By(t), t > w, 
with interval condition 
x(t) = h(t), o<t<w, 
has a unique continuous solution for t > w if the components of y(t) 
are piecewise continuously differentiable on [w, co) and h(t) is piecewise 
continuous on [0, w]. 
We can see that the solution of (6) subject to (8) and (10) exists, is unique, 
and depends only on the unknown value of y(T). Further the solution is 
piecewise continuously differentiable on [w, T]. Using this solution in (5), we 
see from the foregoing that (5) has a unique continuous solution. Proceeding 
in a fashion analogous to that used for linear ordinary differential equations, 
we define X(l)(t), Y(l)(t); Xc2)(t), Yc2)(t) as the N x N matrix solutions of 
x = &X(t) + A,X(t - w) + BY(t), (11) 
?’ -= &Y(t) + D,Y(t + w) (12) 
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subject to the following boundary conditions (I is the N x N identity matrix 
and we define the diagonal N x N matrix A as having hi(t) as its i, i-th 
term): 
X(l)(t) = A(t), O<t<w; X(l)(w) = A(w), (134 
Y(l)(t) = 0, T<t<T+w; Y(l)(T) = 0, W) 
X@)(t) = 0, o<t<w; X’2’(w) = 0, (144 
Y@)(t) = 0, T<t<T+w; Yf2)(T) = 1. (14b) 
We note that since (12) is independent of X, Y(l)(t) = 0. The linearity 
of (5) and (6) implies that the functions x and y defined by 
x(t) = X(l)(t) k, + X@)(t) k, , (15) 
y(t) = Y(l)(t) k, + Y@)(t) k, , (16) 
are solutions of (5) and (6), where kr and k, are N-dimensional vectors. 
Boundary conditions (13a), (14a) and (9) imply that 
(17) 
while (13b), (14b), and (10) imply that 
k, = - [PXf2)(T) + E1’Q]-l PX(‘)(T) k, . (18) 
Thus (15) and (16) with coefficients (17) and (18) represent the unique solu- 
tion of (5) and (6) subject to boundary conditions (7), (8), (9), (10). 
The foregoing discussion directly suggests an algorithm which can be 
readily implemented on a digital computer. One solves (11) subject to (13a) 
with Y(l)(t) = 0 from t = w to t = T to acquire X(l)(T). Then (12) is 
solved subject to (14b) from t = T to t = w. Using the Yc2)(t) so calculated, 
Eq. (11) can be integrated, with boundary condition (14a), from t = w to 
t = T. Once X,(T) is thus determined the proper condition on y(T), k, , 
can be calculated by solving (18). The optimal state and control trajectories 
are easily determined using (15) and (16). W e note that the control function 
thus derived is essentially open loop as it does not depend directly on the 
optimal state trajectory; it is therefore more sensitive to computational errors 
than the closed loop control to be derived subsequently. Of course the first 
control y(w) does depend on the initial interval condition x(t), 0 < t < w 
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through the term in (18). A closed loop control of sorts could be accomplished 
usingy(w) to generate x(w + d) in (1) and then repeating the entire procedure 
with initial interval condition x(t), d < t < w + d to generate y(w + d). 
That is the entire calculus of variations approach could be repeated for each 
step forward in t with different interval conditions and different durations 
of the control process. 
3. CONVENTIONAL DYNAMIC PROGRAMMING 
The conventional dynamic programming approach to the terminal control 
problem can be formulated by imbedding the original particular problem, 
(1.1) subject to (1.2) and (1.3), within a family of similar problems with 
different initial states and different initial times (or different durations) with 
final time T fixed. Before proceeding we should specify more exactly what 
is meant by initial state. We define state at a time a to be the totality of 
information about x(t), t < a, which is sufficient, when used in conjunction 
with the state equation (1.2) and an assumed known control function, y, to 
completely determine all future values of x(t), a < t. Thus, in view of the 
term with maximum time delay w, the initial state at time a for (1.2) 
is defined as 
%$> = x(t), a-w<t<a. (1) 
We observe that the initial state is a function over an interval. 
We define, then, a functional to represent the optimal cost associated 
with any given member of the family of problems as 
with x and y related by (1.2) and with initial interval condition (1). The 
minimum cost of the original problem expressed in this notation isf(xw(t), w), 
where xw(t) = h(t), 0 < t < w. This imbedding, in terms of an infinite- 
dimensional state, is not the only one possible, and in a later section we will 
introduce another imbedding in terms of a different state which is N-dimen- 
sional. 
Continuing formally in the usual fashion, we break the integral in (2) into 
two parts: 
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where 0 < d < 1. Employing the mean value theorem for integrals and the 
necessary assumptions on q, we have 
The term in brackets in (3) represents a process similar to (2) but of duration 
d less and with a different interval condition, x,+,(t). That is, using the prin- 
ciple of optimality, we may write 
%z+&) = %(t>v u+A--w<t~u, 
xa+&) = x(a) + (t - a) [4)x(a) + ~,~(~ - WI) + *** + BY@)1 + O(d2), 
u<t<u+A. 
Equation (4) is the desired functional equation which relates nearby members 
of the family of processes. The initial condition on (4) is, by definition (2), 
f&-(t), T) = PwJ)* (5) 
We note that the terminal cost of state involves only one point of the final 
state function; that is, x(T) = X=(T). W e will make use of this fact in a later 
section. 
The minimization in (4) is with respect to an N-dimensional vector y(u). 
A computational solution of (4), starting with initial condition (5) and using (4) 
iteratively to yield f(+...Jt), T - A), f(xTeU(t), T - 2A), etc., will be 
difficult to implement. This is due to the fact that the domain off, xa(t), is 
infinite-dimensional. To acquire a numerical solution of (4) we must approx- 
imate x,(t) by a member of a finite-dimensional space. A first approach 
might be to employ a discrete approximation of each component function of 
zca(t) over a grid of L’ points a distance A apart in t, where (G - 1) A = w. 
The functional f is thereby approximated by a function of L’ * N variables. 
It is well-known that considerations of time and storage will make the 
subsequent application of the discrete dynamic programming algorithm, 
in which each of the 8 * N variables is quantized into / levels, unfeasible if 
/ . N > 3 or 4 as rapid-access storage on the order of Jz.N is required to store 
the approximate f(xa+A(t), a + A). 
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If p and Q are quadratic and y is unconstrained, the problem of solving 
the functional equation (4) can be converted into a nonlinear matrix difference 
equation after performing the above mentioned approximate conversion 
of the domain off to a finite-dimensional space [S]. The difference equation 
is of order [N x tN and involves inversion of matrices of this order. (The 
order of the equations can be reduced to N x N or less by making use of a 
terminal state dynamic programming approach analogous to that described 
below in Section 5 [I], but we will not pursue this technique in this paper.) 
In either the case of general p and 4 or quadratic p and 4, considerations 
relating to the large dimension of the domain off are reflected, when attempt- 
ing a numerical solution of the problem, in excessive demands on storage 
as well as excessive amounts of time necessary to achieve an approximate 
solution. We turn then to the search for some means of reducing this dimen- 
sion. This will be accomplished by reformulating the imbedding in terms of a 
different state via a mapping of the infinite-dimensional initial interval state 
onto a lower (finite)-dimensional vector representing the effect of the initial 
interval state upon the value of x(T). 
4. THE GREEN’S FUNCTION 
For linear differential or difference equations it is well-known that the 
state variable at a given time, T, can be represented as the superposition of 
two terms: the contribution due to the system having been in an initial 
state at some previous time, a, and a contribution due to the operation of the 
control variable (forcing function) in the intervening time interval (a, T). Such 
a representation is equally possible for linear differential-difference quations 
[4, 11. Below we list the results, taking care that they be valid both for time- 
varying coefficient matrices &(t) and B(t) and for more than one delay wi 
(the equations will only show terms up to i = 2 explicitly). 
We define the N x N matrix function K(T, t) as the solution of 
dK’(T, t) 
at = 
- A;(t) K’(T, t) - A,‘(t + wl) K’(T, t + wl) 
(1) 
- A,‘@ + wz) K’( T, t + ~2) + . . . . a<t<T, 
subject to boundary conditions 
K(T,t) =0, T<tfT+w, 
K( T, T) = I. 
(2) 
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(Note the prime denotes matrix transposition, and w was defined in Section 1.) 
The representation we seek can be written as 
i-r KG’-, t +~2) A& + WA x(t) dt + a-- a--w) (3) 
+ /TK(2; t) WY(t) dt. 
We note again for emphasis that x(T) is represented as the sum of two con- 
tributions: the first three terms in (3) give the contribution due to the initial 
interval condition, xa(t), while the last term gives the contribution due to the 
operation of the control function. 
K(T, t) can be found in the region of interest, a < t < T by solving (1) 
subject to (2) numerically in the direction of decreasing t. 
5. TERMINAL STATE DYNAMIC PROGRAMMING 
In Section 3, we developed a dynamic programming approach by imbed- 
ding the original problem, (1 .l), (1.2), (1.3), within a family of similar prob- 
lems of varying initial interval state, xJt>, and varying initial time, a. 
Rather than imbed in terms of the infinite-dimensional initial interval state, 
we choose here to imbed in terms of the eflect of the initial interval state 
upon the value of x(T). To this end we define e(u), an N-dimensional vector, 
to represent this effect: 
44 = K(a) 44 + /l-, K(t + w) 4x(t) dt 
= the effect upon (contribution to) x(T) due to the 
system having had initial interval state xa(t). K is as 
defined by (4.1) and (4.2). 
(1) 
(In this section we will suppress the dependence of K on T and of the coef- 
ficients A,, A, , and B on t. Further, for notational convenience, we will 
assume Ai = 0, i > 1, although all equations are easily generalized to the 
case of many time delay terms.) 
496 COLLINS 
5.1. Derivation of a Functional Equation 
We define a new minimum or optimal cost function, g(e(a), a), in terms of 
the new variable as 
That is, the minimum cost of a member of this family of processes can equally 
well be considered a function of the effect of initial interval state and initial 
time, where the vector e(a) summarizes the contribution of zca(t). We exhibit 
this dependence explicitly by using (4.3) and (1) to substitute for X(T) in (2), 
The minimum cost of the original problem whose solution is sought, (l.l), 
is written in terms of this function as 
de(w), w) = g (K(u) h(w) + jrK(t + 4 A&(t) dt, W) . 
We now proceed to apply the dynamic programming formalism to derive a 
functional equation which relates the minimum costs of nearby members 
of the family of processes. As before we break the integrals in (3) into two 
parts: 
1: = srA + s:, ) 
and, applying the mean-value theorem, we write (3) as 
+ [ y(t) 
min 11’ (e(a) + AK(a) BY(U) + jr+A K(t) W) d”i (4) 
a+A<tfT 
The term in brackets in (4) is the optimal cost of a process similar to (3), 
but of duration d less with an altered effect of initial state due to the change 
of state caused by the operation of control y(a). Employing the principle of 
optimality, we have 
&+4 4 = ~a+G7(yW) + W2) + s(e(u + 4 a + 4, (5) 
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where e(a) and e(a + A) are related by 
e(a + A) = e(u) + AK(a) By(a) + O(A2). (6) 
We note that, by using definition (1) and boundary condition (4.2), we 
have 
e(T) = WI x(T) + S:, K(t + w) &c(t) dt = x(T); 
and thus, using definition (2), that 
&(*h T) = PM*)) = P(W), 
which is the initial condition on (5). 
Equation (5) is the desired functional equation and it could be used as the 
basis for a discrete dynamic programming approach to obtain an aprroximate 
numerical solution in the event the functions p and q are not quadratic and/or 
if there are constraints on y(t). We note the basic result that the domain of g 
is finite (N) dimensional. If each of the N variables is quantized into / levels, 
then only JN (as opposed to Jz’N in Section 3) words of computer storage are 
required to store &e(u), u). Of course, N must be on the order of 3 or 4 for 
this approach to be feasible using present day computers. 
5.2. p and q Qmzdratic 
If we assume that g is sufficiently differentiable, we can expand 
&(a + 4, a + 4 in (5) about (e(u), a). Upon simplifying the result, 
dividing by d, and letting d + 0, we arrive at a partial differential equation 
where 
We recall that we are especially interested in the case where p and q are 
quadratic and y(a) is unconstrained [see (1.4) with 2 = 01. Using these 
assumptions, we can rewrite (8) as 
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We may now perform the minimization of the right side of (9) directly, 
Y(a)min = - + Q-lB’K’(a) $ . 
Using this optimal control in (9), we have the partial differential equation 
ag -=- aa ; ($ , KBQ-‘B’K’ g) . (11) 
As is well-known, the assumption that g is quadratic in e, 
&@),a) = (e(a), R(a) e(a)>, (12) 
where R(a) is an N x N symmetric matrix, separates variables in (11) [5]. 
That is, substituting (12) into (11) yields 
e(a) dR(a) , a e(a) = (e(a), R(a) KBQ-lB’K’R(a) e(a)). (13) 
Since (13) must hold for all e, we have a nonlinear ordinary differential 
equation for R, a Riccati equation, 
p = R(a) K(a) BQ-lB’K’(a) R(a), R(T) = P. (14) 
The initial condition on R in (14) is readily deduced from initial condition (7) 
and the form of g, (12). Finally, the optimal control can be expressed in 
terms of R(u) and e(a) by using (12) in (lo), 
y(a),i, = - Q-‘B’K’(a) R(a) e(a). (15) 
5.3. Reconstruction of the Optimal Control and State Trajectories 
The terminal state dynamic programming algorithm for solving a particular 
problem (1.1) subject to the differential-difference equation (1.2) is quite 
similar to that described in an earlier paper for terminal control problems 
governed by linear ordinary differential equations [2] and we will only sketch 
the procedure here. First (4.1) subject to (4.2) is solved from t = T to t = w 
and the results are stored in slow or rapid-access computer memory. Using the 
K(a) thus calculated, Eq. (14) is solved from a = T to a = w and again 
the solution R(a) is stored. e(w) is calculated using definition (1) and the 
known particular initial interval condition (1.3). K(w), R(w), and e(w) are 
used in (15) to yield the first optimal control y(w), and finally, using this 
control, (1.2) is solved forward one step to yield x(w + d), the first piece of 
the optimal state trajectory. This process is repeated and the optimal control 
and state trajectories are reconstructed from t = w to t = T. 
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The last three steps of the above algorithm-the reconstruction process- 
can be summarized by substituting an expression for the optimal control 
into (1.2). We use (15) and (1) to express r(a) in terms of the initial interval 
condition 
WI - = &x(t) + A,x(t - w) dt 
WI 
- B [Q-'B'WY R(t) (K(t)+(t) + ,I-, K(t, + w) Alx(tl) dtI)] , 
with initial interval condition x(t) = h(t), 0 < t < w. 
We note that the optimal control at time t [the term in brackets in (16)] 
depends both on the current value of x(t) and the values of x(t,), 
t - w < tl < t. That is, the optimal control depends on the total state at 
time t as anticipated in Section 3. We note further that this is a closed loop 
control law and the control is therefore less sensitive to numerical errors 
made during the computation of K, R, and x as small errors will tend to be 
compensated for. 
It might appear that the integral term in (16) will entail a great deal of 
computation at each step of the solution of (16). However, one can define 
an additional differential equation 
W - = K(t + w) A,x(t), 
dt 
s(0) = 0, (17) 
where s is an iv-dimensional vector. If the solution of (17) is stored over the 
interval (t - w, t) while (16) is solved in the direction of increasing t, the 
integral term in (16) becomes simply 
s t K(t, + w) Alx(t,) = s(t) - s(t - w). t-w 
5.4. An Additional Reduction of Dimensionality 
We have noted that by employing the terminal state imbedding we could 
utilize the fact that the terminal cost of state did not involve the entire state 
in order to reduce the domain of the functional equation from an infinite- 
dimensional space to an N-dimensional space. That is, the terminal cost of 
state (x(T), PLY(T)) involves only the value of x(T) whereas, as discussed in 
Section 3, the total state is x=(t). It is this attribute, the focussing of terminal 
cost of state on the N components of x(T) as opposed to the N component 
functions of XT(t), which permitted the reduction of dimensional@. 
The question immediately arises as to whether an additional reduction is 
possible if the terminal cost (x(T), J%(T)) involves only L, L < N of the 
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components of x(T). This topic was discussed in great detail in a previous 
paper dealing with ordinary differential equations [2]. The notation of that 
paper is quite similar to the notation used here; the main differences lie in 
the definitions of K and e. In fact, the definitions of this paper include those 
of the previous paper as a special case with A, = 0. We therefore will not 
repeat that discussion here. The result, which is equally applicable in the case 
of systems governed by differential-difference equations, is that the dimen- 
sion of the domain of the minimum cost function g can be reduced from N to 
L. In the case of quadratic costs the dimension of the nonlinear differential 
equation (14) can be reduced from N x N to L x L. 
6. COST OF STATE AT POINTS OTHER THAN THE TERMINAL TIME 
In previous sections we have focused on minimizing a cost associated with 
N components (or an L-dimensional subset) of the x vector at a particular 
time-the terminal time T. It is possible to imagine problems in which we 
would be interested in minimizing the cost associated with some portion of 
the x vector at one or more additional points in the range w < t < T. That 
is, suppose the cost functional is 
where we further suppose that the functions pi involve only Lj (Lj < N) of 
the components of x(tj). It can be shown that, by applying a slight modifica- 
tion of the terminal state dynamic programming approach, we can derive a 
functional equation similar to (5.5) with a domain of dimension CTz=lLj . 
As a particular example, which adequately illustrates the approach, con- 
sider the case where x and y are scalars (N = 1) and where we attach a 
cost to x(T) and x(tJ, w < t, < T. The cost functional is then 
It is intuitively clear that the goal of the minimization of (2) via choices 
of control, y(t), is different in the interval w to t, from that in the interval t, 
to T. That is, in the interval w to t, , the choice of optimal control should be 
influenced by the desire to minimize both p,(x(T)) and pz(x(tz)). Over the 
interval t, to T, the control should be chosen with the sole goal being to 
minimize pi(z(T)); controls implemented for t > t, cannot affect x(tz). We 
therefore approach the control problem specified in (2) by breaking the time 
TERMINAL STATE DYNAMIC PROGRAMMING 
x(t) 
0 w T 
FIGURE 1 
interval (w, T) into two subintervals (w, ts), (ta , T) and, using the terminal 
state imbedding, deriving a functional equation for each region. The two 
functional equations are connected via a boundary condition at t, . 
Using the Green’s function defined earlier, with t, replacing T in (4.1) 
and (4.2) for K, , we have 
x(T) = W”, a) 44 + j” 
Q--W 
K,(T, t) &(t - w) dt + jk(T, a) By(t) dt, 
a 
a < T, 
(3) 
4tz> = wt2 > a) 44 + jlpw &(tz , t) &(t - 4 dt + jt” K,(t, , a) By(t) dt, 
a 
(4) 
a < t, . 
We define the variables 
44 = UT, a> 44 + /I-, UT, t) A$ - 4 dt, w<a<T, 
(5) 
44 = fW2 ,a) 44 + I:-, G(h , t) 4x(t - w) dt, w < a < t, . 
Finally we define the optimal cost function, g, differently for the two intervals 
gM4, a> = $y [P&VI) + j:dy(t)) dtj 2 tz < a d T (f-5) 
a<t<T 
(7) 
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Applying the technique discussed in Section 5 to (6) we derive a functional 
equation for g, , 
(8) 
with initial condition 
g&(T), T) = AW’)). (9) 
We combine e, and es into one vector e, 
e(t) = dt) ( 1 e2@> ’
and define another vector D as 
D(t) = 
Using this notation we can easily derive the functional equation for g, as 
g2k@), 4 = n$4(y(4) + g2(+4 + 44 By64 a + 4, w < a < t2 , 
(10) 
with initial condition at a = t, of 
g2W2h t2) = glMt2h t2) + P2(e2(t2)). (11) 
Functional equation (8) subject to (9) could be solved from a = T to 
a = t, by using the discrete dynamic programming algorithm. Then (10) 
subject to (11) could be solved from a = t, to a = w. Discrete dynamic 
programming is feasible for this example since the domain of g, is two- 
dimensional. 
If p, , p, , and q are quadratic functions and y is unconstrained, the problem 
of acquiring a solution of the above functional equations can be reduced to 
that of solving a one-dimensional nonlinear differential equation followed 
by a two-dimensional one. The development is quite similar to that discussed 
in Section 5. Functional equation (8) subject to (9) is the scalar version of 
(5.5) subject to (5.7) which was reduced to a differential equation (5.14). 
We repeat (5.14) here as 
k(4 ~ = yl(u) K,(T, u) BQ-lB’K,‘(T, a) Q(U), 
da 
r(T) = P, t, < u < T, 
(12) 
where we have used the lower case r to indicate it is a scalar as are Kl , B, 
and Q-l and where, as in (5.12), we have assumed g, has the form 
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gl(eI(a), a) = (er(u), r(u) cl(u)). The optimal control in the interval (ta , 2’) 
is, by (5.15), 
y(u) = - Q-lB’K’r(a) cl(u), t, < a 6 T. (13) 
Examining functional equation (10) and comparing it with (5.5) and (5.6) 
we find that the derivation in Section 5 can be applied here if the D matrix 
of (10) is identified with the K matrix of (5.6) and if we assume &e(u), a) 
has the form 
&@), 4 = (44 W e(4), (14) 
where R is a 2 x 2 matrix. Equation (5.14) implies that 
T = R(u) DBQ-WD’R(u), w < a < t, . (15) 
The initial condition, R(t,), as deduced from (11) and the quadratic form 
of gI and g, , is 
a2) 0 
R(Q = o p * 
( 1 
The optimal control for the region (w, tz) is [see (5.15)] 
y(u) = - Q-lB’ D’(u) R(u) e(u), w < a < t, . (17) 
Reconstruction of the optimal state and control trajectories is performed as in 
Section 5, save for the details involved in changing from one set of equations 
to the other at t, . More complicated problems involving more than two 
points at which cost of state is calculated and/or involving systems of equa- 
tions, rather than a scalar equation, can be handled in a similar manner. 
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