Media access control protocols for an optically interconnected star-coupled system with pre-allocated Wavelength Division Multiple Access channels are introduced and compared. The photonic network is based on a passive star-coupled configuration where high topological connectivity is achieved with low complexity and excellent fault-tolerance. The channels are pre-allocated to the nodes with the proposed approach, where each node has a home channel it uses either for data packet transmission or data packet reception. This approach reduces the resulting system complexity since both tunable transmitters and tunable receivers are not required, and also has the advantage of being applicable to systems where there are many more nodes than wavelength channels. The performance of a generalized random access protocol is compared to an approach based on interleaved time multiplexing. Semi-markov analytic models are developed to investigate the performance of the two protocols. The analytic models are validated through extensive simulation. The performance is evaluated in terms of network throughput and packet delay with variations in the number of nodes, data channels, and packet generation rate.
Introduction
This paper investigates media access control protocols for wavelength division multiple access (WDMA) star-coupled photonic networks. In particular, protocols with channel allocation specified a priori to reduce system complexity are considered. The resulting behavior of random and static access protocols is extensively studied through detailed performance analysis consisting of semi-markov analytic models and discrete-event simulation.
A multiple access environment can be achieved through a variety of optical channel topologies [1] as shown in Fig. 1 . System size limitations in terms of the optical power budget (OPB) were compared in [2, 3] and the star-coupled configuration was shown to exhibit superior fanout characteristics over optical bus-based systems. Star-coupled networks have high fault-tolerance due to their passive nature and complete unity distance connectivity [4, 3] . This high connectivity is achieved with low system complexity through the multiple access nature of the system. WDM networks are achieved using tunable transmitters and/or receivers to switch between the multiple channels created on the single optical fiber. Transmitters may be implemented with tunable lasers [5, 6, 7, 8] or spectral slicing [9, 10, 11, 12] . In spectral slicing, a tunable transmitter with C channels is constructed with C LEDs and a WDM multiplexer. The multiplexer is used to extract the desired wavelength for each channel and block the remaining spectrum of the LED. A system with tunable (spectral sliced) transmitters and pre-allocated receivers has been constructed with 16 channels each operating at 500 Mbps with off-the-shelf components [9, 13, 14] . Crosstalk analysis of WDM networks have been considered in [14, 15, 16] . Tunable receivers can be achieved via wavelength tunable electro-optic or acousto-optic filters with direct detection, or coherent receivers [6, 7, 17, 18] . This paper considers a Broadcast-Select (BS) passive star-coupled configuration operating in a multiple access environment as opposed to a Wavelength Routing (WR) network [7] .
Media access control protocols developed for photonic star-coupled WDM networks may be broadly classified into reservation and pre-allocation protocols [19, 20, 21] . Reservation techniques designate at least one wavelength channel as the control channel that is used to reserve access on the remaining channels (designated as data channels) for data packet transmission [22, 23, 24, 25, 26, 27, 28, 29, 30] . Media access control protocols are required to provide arbitration on both data and control channels. A review of these protocols may be found in [31] .
Pre-allocation techniques pre-assign the channels to the nodes, where each node has a home channel it uses either for all data packet transmission or all data packet reception. The primary objective of this approach is to reduce system complexity by eliminating the requirement that a node possess both a tunable transmitter and a tunable receiver. Pre-allocation may be achieved by either specifying the channel a node will use to transmit (requires a tunable receiver and a fixed transmitter) or receive (requires a tunable transmitter and a fixed receiver). A home channel may be shared with other nodes if the number of nodes exceeds the number of channels. A node can determine the home channel of any other node in a decentralized fashion with knowledge of the destination node number and the total number of nodes and channels in the system [19, 32, 21] . This approach does not require a control channel: all channels are used for data transmission [19] .
Reservation protocols are often more complex than pre-allocation protocols since the transfer is based on two stages: reservation and transmission [19] . Depending on the implemented protocol, collisions may occur during control and/or data packet transmission which require a retransmission of both. Pre-allocation approaches appear to be very promising due to their low implementational and operational complexity.
Pre-allocation protocols were considered in [33, 19, 34, 21] , where random and static access protocols for passive star-coupled photonic systems were proposed and evaluated in terms of network throughput. The performance analysis in [19] consisted of a throughput comparison of random access pre-allocation protocols with two random access reservation based protocols proposed in [22, 24] and showed that pre-allocation achieved a significant improvement in performance with a reduction in overall system complexity.
A static access scheme based on time multiplexing a general star-coupled pre-allocated system was proposed in [35] , where the number of channels may be less than or equal to the number of nodes. A slot allocation algorithm executed by each node at the beginning of a cycle was introduced to ensure collisionless, conflict-free communication. An analytic model was used to analyze the protocol in terms of system throughput and average packet delay. Static and random access protocols were analyzed in [34] for a system where each node had a tunable transmitter and multiple fixed receivers. A transmitter could tune to a set of wavelengths and multiple fixed receivers enable a node to receive on several channels simultaneously.
The protocols analyzed in this paper differ from past work in that the reduction of implementational and operational complexity is viewed as a major design goal due to the high optical speeds and the speed mismatch with the interface electronics. The architecture considered has channels pre-allocated for data packet reception. The protocols have reduced complexity due to the following reasons: (i) simpler architecture -single transmitter, and tunable receivers are not required; (ii) decentralized protocols where arbitration algorithms do not need to be executed either at slot or cycle boundaries as in [23] ; (iii) status information to be maintained at each node is negligible; (iv) reordering buffers are not required at the transmitting and receiving ends; and (v) the inter-dependence between number of nodes, channels and packet size is eliminated. This paper utilizes a mathematical technique based on a semi-markov process to model the behavior of media access protocols [21, 26] . This approach achieves a significant reduction in state complexity over standard markov models, improved accuracy over arrival blocking semi-markov models such as introduced in [36] and achieves high accuracy when compared to simulation. A detailed performance analysis based on analytic models is developed to compare the performance of the two protocols.
A series of Slotted Aloha based reservation protocols were proposed in [28] . The architecture consisted of a tunable transmitter and a tunable receiver per node. The system had one control channel and C ?1 data channels. Delay and throughput characteristics were analyzed for infinite population model but receiver collisions were neglected. The architecture proposed in this paper does not require tunable receivers. To provide perspective, the protocols proposed in this paper are compared to the best performing protocol in [28] .
The rest of the paper is organized as follows. Section 2 describes the proposed protocols. Section 3 develops the semi-markov performance analysis models and derives the performance metrics. The performance of the protocols is evaluated in terms of network throughput and average packet delay.
The metrics are evaluated in terms of number of nodes, number of channels and packet generation rate. Section 4.1 validates the analytic models through discrete-event simulation models. The comparative behavior of the protocols is then examined in Section 4.2 based on the analytic models. The impact of queue capacity on performance is examined in Section 4.3. To provide perspective, the performance of the two protocols is compared in Section 4.4 to that of P6 -a reservation based protocol proposed in [28] .
Description of Protocols
The objective of pre-allocation is to avoid the requirement that each node possess both a tunable transmitter and a tunable receiver. Channels may be pre-allocated either for transmission or reception. Channels pre-allocated for data packet transmission require each node to possess a tunable receiver and a fixed or slow tunable transmitter. The destination node must tune its receiver to the home channel of the source node to receive a packet. The problem with this approach is how the destination nodes identify the source nodes.
Tunable transmitters are avoided in [23] by combining pre-allocation of data channels with a control channel for reservation. A control channel-less approach was proposed in [33] where a source node continually transmits its packet on its home channel, which is picked by an idle receiver. In an alternative approach, the destination node could tune to all the channels in a round-robin fashion. The performance of this time multiplexing approach will be similar to the performance of an architecture with channels pre-allocated for data packet reception with time multiplexed access to each channel as in I-TDMA [21] .
The two protocols examined in this paper are based on channels pre-allocated for data packet reception where each node receives on its home channel. Each node in the system has a tunable transmitter and a fixed or slow tunable receiver, based on a star-coupled configuration as shown in Fig. 1(d) . A source node tunes its transmitter to the home channel of the destination node and transmits according to the access protocol. A node receives and processes all traffic along its home channel. Optical self-routing is achieved when M = C since a home channel is not shared. A home channel is shared and partial self-routing is achieved when M > C [19] . Self-routing is achieved when a node receives and processes traffic intended only for itself. Partial self-routing is achieved when a node receives only a fraction of the total traffic which includes its own traffic. Global tables mapping home channel allocation are not needed. As described below, a source node can determine the home channel of a destination node through the destination node number, the number of nodes (M) and the number of channels (C).
Each node has a receiver which is tuned to its home channel. A source node can determine the home channel of the destination node in a decentralized fashion through the channel allocation policy [19, 32, 34] .
Let M and C denote the number of nodes and channels, respectively. Node m i is assigned c i as its home channel based on the allocation policy, where c i 2 f0; 1; 2; : : :; C ? 1g and 0 i M ? 1. Two possible home channel allocation schemes for a given node m i are:
Interleaved allocation: c i = m i mod C Neighbor allocation: c i = m i dM=Ce This paper considers two approaches for access arbitration. The first is a random access approach based on Slotted Aloha where an idle source node transmits on the home channel of the destination node in the next slot following packet arrival [19, 21] . The second approach statically allocates access in a time division fashion: access is based on Time Division Multiple Access where a source node transmits on the home channel of the destination node in the pre-assigned slot of the source node in the cycle immediately following packet arrival. The two protocols assume constant sized packets. Time is slotted on data packet length and transmission is synchronized to slot boundaries.
Interleaved Slotted Aloha (I-SA)
An idle node that generates a packet to be transmitted attempts transmission on the home channel of the destination node at the beginning of the slot following packet generation. Two variations of this protocol have been examined in [19] , both with Slotted Aloha implemented across all C channels. The two cases differ in their synchronization boundaries: one on control packet sized boundaries (a data packet slot is assumed to be composed of L control slots), and the other on data packet sized boundaries.
Each node has a receiver which is tuned to its home channel. A source node can determine the home channel of the destination node through the channel allocation policy described above. The receiver of the source node is tuned to its own home channel, so successful packet transmissions cannot be sensed.
This implies that destination nodes must explicitly acknowledge successful packet transmissions. One possible technique to achieve acknowledgments is described as follows. A packet slot is composed of two phases: the data transmission and acknowledgment (ACK) subslots. A source node transmits a data packet to the destination node during the data transmission subslot; and the destination node transmits an acknowledgment to the source node during the ACK subslot. The ACK subslot is composed of the time the receiver needs to decode the packet header, verify the CRC, tune its transmitter to the home channel of the source node and transmit the ACK. When M = C, the ACK subslot is collisionless since a node cannot simultaneously transmit to more than one destination node. A possible solution when M > C is to extend the ACK subslot in a time division fashion. A node immediately knows a collision has occurred if the ACK is not received.
If transmitter tuning latency, protocol processing time and propagation delay are not negligible, the performance of I-SA degrades due to the ACK subslots. One possible solution is to eliminate the ACK subslots and require explicit acknowlegdments as considered in [37] .
If a collision occurs during packet transmission, the transmitter waits for a geometrically distributed number of slots before retransmitting. The transmitter decides to retransmit based on the backoff probability denoted by . The backoff probability can be fixed or dynamic (varying with traffic). This paper assumes a fixed .
Interleaved TDMA (I-TDMA)
Collisions may occur during the transmission of a packet with I-SA described above. This requires packet retransmission which increases the packet delay and decreases the system throughput. The protocol defined in this section avoids collisions and the complexity of supporting acknowledgments and retransmissions by time multiplexing access to the data channels. Time is slotted on each channel and the home channels are pre-allocated for packet reception. Every node in the system has a chance to transmit on each channel per cycle.
I-TDMA* is similar to I-TDMA described in [21] , except that each node has C queues, one queue per channel. I-TDMA considered only a single queue of variable capacity per node which buffered packets destined for all channels causing severe head-of-line effects [38, 21] . In I-TDMA*, packets to be transmitted on a channel are stored in the corresponding channel queue. This eliminates the head-of-line effect observed in I-TDMA and results in dramatically improved channel utilization and decreased delay. I-TDMA* is collision free because the channel allocation scheme ensures that only one node is allowed to transmit on the same channel at the same time. A cycle is defined as the length of time required to allocate permission for all nodes to transmit on all channels.
Determining the slot which is assigned to a particular source-destination is simple and decentralized and based on the channel allocation policy described above. Fig. 2(a) shows an example of a source node/destination map when M = C. Each node has a slot reserved for it on each channel (other than its home channel) during each cycle. In this case, self-routing is achieved and the cycle has a length of M ? 1 slots assuming that a node will not be required to transmit to itself. Fig. 2(b) shows a channel/transmitting node allocation map when M > C. Partial optical self-routing is achieved and the cycle has a length of M slots because transmission on the home channel of a node may be necessary since it is shared. A node is assigned a total of C slots per cycle and remains idle for the remaining M ? C slots. However, as shown in Fig. 2 , the channels are fully allocated with both cases.
One significant advantage of I-TDMA* is its insensitiveness to propagation delay since acknowledgments are not required. However, the performance of I-TDMA* tends to degrade with increasing protocol processing overhead and switching latency. Source node/channel mapping schemes that account for processing latency have been considered in [37] .
Note that I-SA can also be extended to include C separate queues. This would reduce the impact of transmitter switching time. Since this paper assumes negligible switching latency, I-SA is restricted to one queue of variable capacity per node. The impact of switching latency on these protocols is investigated in [37] . The following section describes the semi-markov models developed to analyze the two protocols.
Analytic Performance Models
I-SA and I-TDMA* described above are analyzed through semi-markov models. The models predict the impact of changes in system parameters such as the number of nodes (M), channels (C) and packet generation rate ( ). Table 1 summarizes the notation used in this paper.
The performance metrics of primary concern are network thro ughput and average packet delay. The throughput of the network is studied in terms of packets successfully transmitted per unit time, where time is normalized to the packet transmission time. The packet delay is defined as the time from when it is first generated until it is successfully received by the destination node. The semi-markov models allow modeling with varying inter-arrival times between generation of packets at a node and random holding times in each state [39] . The assumptions for both models are:
. All nodes are assumed to behave independently.
. Packet generation at each node follows a Poisson process with an arrival rate of packets per unit time per node.
. A packet generated at m i is targeted to m j with probability 1 M ? 1 for i 6 = j, 0 i M ? 1 and 0 j M ? 1; and with probability 0 when i = j (Uniform Reference Model).
. At most one new packet can arrive at each node per slot.
. Finite transmitter queue capacity -each queue has the capacity to hold B packets including the one currently being processed by the transmitter. I-SA has a single queue of capacity B. I-TDMA* has C queues if C < M and C ? 1 queues if C = M each of capacity B.
The following introduces the state definitions of the models, derives the transition probabilities and solves for the limiting probabilities. Note that the self-loops in the following model definitions could be eliminated by specifying the average sojourn time to be the mean of the geometric distribution. However, the self-loops have been retained to aid in the description of the model and add little additional complexity.
I-SA Model
The receiver and transmitter at each node can change state during every slot. The receiver (R) is passive in that it does not initiate activity. It is idle unless a packet is directed along its home channel. The transmitter (T) changes states most often. The possible states and their description are: idle -T is idle as long as there is no packet generated at the node, transmit -transmitting the packet, and backoff -T must wait a number of slots before attempting retransmission. The model represents the states of T to characterize the behavior of the system.
State Definitions
The model is based on a finite capacity transmitter queue that can hold at most B packets including the one being processed by the transmitter. A semi-markov process is used to approximate the behavior of the transmitter at a node and the number of packets in the queue. The model focuses on the behavior of a single node, which is taken to be typical of the behavior of each node in the system. The state diagram of the process depicting the behavior of one node is shown in Fig. 3 , and the states are defined as follows:
S i -T in transmit state; with a total of i packets queued (one in transmission and i ? 1 packets queued for transmission), 1 i B.
S B+i -T is in backoff state, with i packets queued (one in backoff i ? 1 and packets queued for transmission), 1 i B.
The probability of a transition from state S i to state S j is denoted as p i; j]. Let i denote the average sojourn time of state S i , 0 i 2B. The following derives the transition probabilities between the states of the process. The transitions between states not mentioned below do not occur.
State S 0 is the idle state of T where 0 = 1. At most one packet can be generated while the process resides in S 0 . If a packet is not generated in a slot, T remains idle (represented by the self-loop on S 0 ).
Packet generation is assumed to be a Poisson process with a rate of packets per time unit per node. The probability that the process remains idle where no packet is generated in a slot is p 0; 0] = e ? . A transition to S 1 occurs when a packet is generated in state S 0 so p 0; 1] = 1 ? e ? which is denoted as in Fig. 3 .
States S i , 1 i B, represent the transmit states (one packet in transmission with i ? 1 packets queued). Multiple nodes may attempt transmission on the same channel so denotes the probability of a successful transmission and is derived in Appendix A.1. The transitions from states S i , 1 i < B, depend on whether the packet was successfully transmitted and whether a new packet was generated at the node while transmitting the current packet:
S i ! S i : if a new packet was generated and the current packet was successfully transmitted so p i; i] = for 1 i < B. S B+i ! S B+i+1 : if retransmission was not attempted but a new packet was generated so p B+i; B+i+1] = (1? ) for 1 i < B.
S B+i ! S i : if retransmission was attempted and no new packet was generated, so p B + i; i] = (1 ? ) for 1 i < B.
S B+i ! S i+1 : if retransmission was attempted and a new packet was generated so p B + i; i
The queue is full in state S 2B so new packet generation is blocked. A transition may occur to S B if the transmitter decides to retransmit so p 2B; B] = and p 2B; 2B] = (1 ? ). The transition probabilities derived above are used to compute the limiting probabilities of being in a state of the semi-markov model, which are then used to compute the average packet delay and the network throughput.
Limiting Probabilities
The limiting probabilities of being in S i in the embedded markov chain of the above semi-markov model, denoted as V i , can be obtained by solving the steady state equations. The sojourn time of each of the states in the above model is i = 1 for all 0 i 2B so the limiting probability of being in state S i of the semi-markov process P i = V i . From the state diagram of Fig. 3 and the transition probabilities discussed above, the steady state equations are obtained as:
The process can be in only one of the above states, so
The equations form a linear set which are solved to obtain the steady state probabilities. The probability of success depends on the limiting probabilities of the process being in the transmit states. The steady state equations are expressed in terms of . The equations are solved using the iterative algorithm defined in Appendix A.2 to converge on and are used to obtain the packet delay and the network throughput.
I-TDMA* Model
This section develops the analysis of the I-TDMA* protocol using the proposed technique. The basic approach is similar to the one developed in the previous section for I-SA. The major difference with I-TDMA* is that collisions do not occur and each node has C separate queues of variable capacity. Note that the two protocols can be compared with equal total queue capacities. For example, a queue capacity of B in this section denotes a total capacity of CB. The protocols are compared with equal total queue capacities in Section 4.3.
State Definitions
I-TDMA* is based on C queues per node, each with a capacity of B. The model focuses on the behavior of packets arriving at a single queue within a node which is taken to be typical of all the queues at the node. The number of packets in the queue and the packet at the head of the queue determine the state of the queue. The state of the queue (Q) characterizes the behavior of the system. The possible states of the queue and their description are: empty -Q is empty as long as there is no packet generated at the node, empty wait -Q waits for its place in the cycle to transmit after a packet is generated at the node when Q was empty, transmit -transmitting the packet, and transmit wait -Q must wait after transmitting a packet until its next opportunity to transmit arrives.
Packet generation at a node follows a Poisson process with rate of packets per unit time. A packet is transmitted on one of the C channels with approximately uniform probability p The packet arrival process at each queue within a node is therefore Poisson with rate p [39] . Since the packet arrival process for all queues is i.i.d, the protocol behavior at one queue within the node reflects the behavior at all other queues in the system.
The state diagram of the semi-markov process depicting the behavior of one queue of one node in the system implementing the I-TDMA* protocol is shown in Fig. 4 and the states are defined as follows:
S 0 -Q is empty and 0 = 1.
S 1 -Q is in empty wait state.
S 1+i -Q is in transmit state with i packets queued (one in transmission and (i ? 1) packets queued), 1 i B.
S (B+1)+i -Q is in transmit wait state; with i packets queued for transmission, 1 i < B.
State S 0 is the empty state of the queue. The process remains in state S 0 if a packet is not generated in a slot (represented by the self-loop on S 0 ). Packet arrival at a queue is a Poisson process with rate p per unit time as described above. The probability that no packet is generated in a slot while in S 0 is p 0; 0] = e ?p . The transition from S 0 to S 1 occurs when a packet is generated in the slot, therefore p 0; 1] = 1 ? e ?p . To aid in clarity of the state diagram (Fig. 4) , this term is referred to as b so p 0; 1] = b.
After a packet is generated and arrives at the queue, the node must wait for its turn in the cycle to transmit to the destination node. If the slot reserved for the source node on the home channel of the destination node in the current cycle has already been passed, the source node must wait until the next cycle (non-gated sequential service [1] ). The following model assumes a channel allocation as depicted in Fig. 2, with a cycle length of M ? 1 slots for C = M and M slots for C < M. Upon leaving state S 0 , the average waiting time (t r slots) to achieve cycle synchronization is dependent on the number of nodes and channels in the system. The average sojourn time of S 1 is 1 = t r where
The transmitter will transmit the packet at the end of the sojourn time of S 1 . The transition will be to one of the transmit states S 2 to S B+1 , depending on the number of packets generated while in S 1 . In general, the process will move to state S 1+i if i ? 1 packets are generated in S 1 where 1 i B. The probability of k packets being generated in t r time slots is given by pr k] = S 1+i , 1 i B, are the transmit states. Transitions from these states depend on the probability of a new packet being generated while transmitting a packet. If a new packet is generated, the process makes a transition from S 1+i to S (B+1)+i for 2 i < B. Otherwise, the transition will be to state S B+i so p 1 + i; ( These transition probabilities are used to compute the limiting probability of being in a state in the embedded markov chain of the semi-markov model. The limiting probability of being in a state in the semi-markov model is then computed to obtain the average packet delay and network throughput.
Limiting Probabilities
The limiting probabilities of being in S i of the embedded markov chain of the above model, denoted as V i , can be obtained by solving the steady state equations. From the state diagram of Fig. 4 and the transition probabilities discussed above, the steady state equations are obtained as: 
V 2B = bV B + V 1+B
The process can be in only one of the above states, so the normalizing equation is:
The equations form a linear set which are solved to obtain the steady state probabilities. The limiting probability of being in state S i of the semi-markov process [39] is:
The sojourn times of the states are: 0 = 1, 1 = t r , 1+i = 1 for 1 i B and (B+1)+i = t w for 1 i < B.
The iterative approach used with I-SA is not needed, and Eqns. (10)- ( 17) are directly solved to obtain the average packet delay and the network throughput. The following section derives expressions for the average packet delay and throughput from the models presented above which are used in Section 4 to study the impact on performance with variations in system parameters.
Performance Metrics
The performance metrics being analyzed using the models are network throughput (S) and average packet delay (D). The following sections present the derivations of these metrics.
Network Throughput
Network (or system) throughput, denoted by S, is defined as the number of packets that are successfully transmitted per slot across all data channels. Since there are C channels in the system, the maximum network throughput is C. Time is slotted with unity duration so channel utilization is the same as network throughput. Other related metrics of interest are throughput per channel and throughput per node.
I-SA:
A node transmits data in states S i for 1 i B. The number of packets transmitted by a node is determined by the probability that the process is in a transmitting state and the probability of successful packet transmission ( ). S n represents the node throughput across all channels. The node throughput and network throughput are given by:
I-TDMA*: The data channels are utilized in states S 1+i , 1 i B of the model for I-TDMA*. The throughput per queue is denoted by S q and is the number of packets from the queue transmitted per slot. S q also represents the per channel throughput per node. S n denotes the per node throughput across all channels. These values are given by:
Average Packet Delay
The packet delay is the time taken from the instant a packet is generated at the source node to the instant it is received at the destination node. This includes the waiting time in queue, packet transmission time, retransmission delay (I-SA) and cycle synchronization time (I-TDMA*).
Average packet delay is obtained by applying Little's Law to the process:
, where D is the average packet delay, E N] is the average number of packets in the queue and ? is the number of packets from the queue transmitted per slot.
I-SA:
The average number of packets in the system is given by: (23) where E N i ] is the expected number of packets at the node when the process is in state S i and P i is the probability of being in state S i . E N i ] can be obtained from the model as: ( 23) and S q is the number of packets from the queue transmitted in one slot and its value is obtained from Eqn. (20) .
The expressions derived in this section for average packet delay and network throughput are used for evaluating the performance of the protocols. The validation of the models and the comparison of the protocols is given in the next section.
Analysis of Performance Metrics
This section analyzes both protocols through the semi-markov models developed in the previous section.
The performance metrics of interest are average packet delay and network throughput. Section 4.1 validates the analytic model through a comparison to discrete-event simulation. The effect of varying the packet generation rate, the number of nodes and the number of data channels is analyzed in the following sections.
Validation of the Model
Validation of the models developed to analyze the I-SA and I-TDMA* protocols is obtained through simulation. The simulators are based on stochastic self-driven discrete event models, written in the C programming language with SimPack [40, 41] . SimPack is a C based library of routines that provide discrete-event and random variate facilities. Steady state transaction times and throughput are measured.
Simulation convergence is obtained through the replication/deletion method [42] . The results for I-SA are obtained with a 95% confidence in a less than 3% variation from the mean. The results for I-TDMA* are obtained with a 99% confidence in a less than 2% variation from the mean. Fig. 5 plots the comparison of the simulation with the analytic model for the I-SA protocol. The graph in Fig. 5 (a) depicts average packet delay and Fig. 5(b) illustrates the network throughput for varying system size and channels: M 2 f8; 16; 32g, C 2 fM; M=2; M=4g and B = 10. B = 10 is chosen because comparisons showed it a good approximation to a queue of infinite capacity as shown in Section 4.3. The probability of leaving the backoff state ( ) is taken to be 0.05. It can be seen that the the two models predict similar behavior of the protocol. The deviation of delay between the analytical and simulated results is less than 5%. The deviation of the network throughput between simulation and analysis is less than 3%. Fig. 5(a) shows that the average packet delay decreases by 86% and the total network throughput increases by 130% when the number of channels is increased from M=4 to M for M = 32 at = 0:06.
I-SA:
The graphs show that the packet delay of I-SA is insensitive to increases in system size providing the ratio of M C is maintained. This shows that the system is scalable up to a point: the total system traffic increases as the number of nodes increases, but a level of performance can be maintained if the number of channels is increased in proportion to the increase in nodes. The maximum number of channels is determined by device and cost characteristics while the maximum number of nodes is determined by the optical power budget.
I-TDMA*: Fig. 6 shows the plots comparing the results obtained through simulation and analytic models.
Lines correspond to analytic results and points correspond to simulation results. The plots are for system sizes of M 2 f8; 16; 32g and queue capacity B = 8 with variations in the number of data channels C 2 fM; M=4g. This implies a total queue capacity of 8C at each node. The performance for the case of C = M=2 is between that of C = M=4 and C = M and is not plotted to aid in clarity of the figure. Section 4.3 shows that increasing B above 8 does not improve system performance for most configurations and so B = 8 is used for the analysis. Fig. 6(a) illustrates impact on packet delay and Fig. 6(b) shows impact on network throughput. The deviation of delay obtained through the analytic model from the simulation results is less than 4% below saturation and less than 10% deep into saturation. The deviation in network throughput is less than 4%.
From Fig. 6(a) it can be seen that the average packet delay is M=2 time units, which is one half of the cycle length, when the packet generation rate is low. A node must wait for its position within the cycle before it may transmit even if no other node in the system has a packet to be transmitted. This is the synchronization delay due to the nature of time multiplexing.
The cycle length is proportional to the number of nodes in the system, so it is expected that this protocol will be more sensitive to increases in M than I-SA. Fig. 6 verifies this expectation, where the performance in terms of delay and throughput will not be maintained with increases in M even if the M C ratio is held constant. Increasing C increases the system capacity and maximum throughput. The maximum throughput is equal to C in each case. For M = 32, the average delay decreases by 50% when C is increased from C = M=4 to C = M at = 0:15. The maximum throughput increases correspondingly from S I?TDMA = M=4 to S I?TDMA = M. For M = 16, the average delay decreases by 70% when C is increased from C = M=4 to C = M at = 0:2. A maximum throughput of S I?TDMA = C is obtained for both cases.
I-TDMA* represents a significant improvement over I-TDMA due to the elimination of the head-of-line effects [21] . It suffers from higher delay at low loads compared with I-SA as expected with a time multiplexed protocol. However, it attains the maximum theoretical throughput with C multi-access channels, is collision free and has low implementational complexity.
Comparison of I-SA and I-TDMA*
This section compares the relative behavior of the two protocols in terms of average packet delay and throughput with variation in the number of nodes, channels and arrival rate. Fig. 7(a) compares the delay and throughput of the two protocols for a system of M = 32 nodes with varying channels C 2 f1; 2; 4; 8; 16; 32g and approximately infinite queue capacity (B = 100). The figure shows that both protocols are able to utilize an increase in channels to improve performance. The graphs compare the performance of I-SA and I-TDMA* to conventional Slotted Aloha and TDMA (C = 1). The maximum throughput using I-SA and I-TDMA* each increases by 100% when C is increased from 1 to 2.
Variation in Data Channels
As the number of data channels is increased from 2 to 8, the maximum network throughput of I-TDMA* increases from 2 to 8 -an increase of 300%. Fig. 7(a) shows that I-SA is not able to take such an advantage of an increase in C. The maximum throughput increases by 224% when C is increased from 2 to 8. The maximum throughput increases by 1500% for I-TDMA* when C is increased from 2 to 32 and 633% for I-SA (not shown in figure) . The improvement using I-SA is significant but lower in magnitude than that of I-TDMA*. The maximum theoretical throughput using Slotted Aloha is equal to 0:36C. However, this is not observed in Fig. 7 because of the finite population model, a single transmitter and head-of-line effect due to a single queue. For a large M=C ratio, the maximum throughput of 0:36C is attained. For example, the maximum throughput is 1.44 for C = 4 and M = 32 which is close to the theoretical value. For C = 8 and M = 32, the maximum throughput attained using I-SA is 2.4 compared to the theoretical maximum of 2.9. In I-SA, the load per channel decreases as C increases and fewer nodes share a channel thereby reducing collisions and increasing the network throughput. In I-TDMA* the performance is dominated by the cycle time which is proportional to M. However, the head-of-line effect that restricted I-TDMA [21] from taking advantage of increase in C is eliminated in I-TDMA*.
The maximum throughput achieved by I-TDMA* is greater than that of I-SA for all values of C. As C increases, the performance of I-TDMA* is far superior than the performance of I-SA in terms of maximum throughput and system capacity. For example, the maximum throughput of I-TDMA* is higher than I-SA by 166% for C = 2 and M = 32 and by 482% for C = 32 and M = 32. The main drawback is the minimum average delay of M=2 slots which limits this protocol in terms of scalability. The graphs show that packet delay in I-TDMA* is sensitive to M since cycle length is proportional to M. Packet delay is indirectly dependent on M with I-SA since additional nodes contribute more traffic to the system which increases total offered load and hence collisions. The impact of M on delay at lighter loads is absent in I-SA but prominent in I-TDMA*. I-SA maintains its delay characteristics so long as the ratio M=C is kept constant. I-TDMA* is able to take better advantage of the increased number of channels than does I-SA in terms of increased capacity. The maximum capacity increased consistently with increasing M for both protocols but I-TDMA* provided better performance at higher traffic. As expected, the random access protocol has superior performance for all configurations when the system is lightly loaded. As the traffic intensity increases, I-TDMA* is clearly the better choice due to stability and higher maximum throughput.
Variation in System Size

Impact of Queue Capacity
This section considers the impact of queue capacity on the performance of I-SA and I-TDMA*. I-SA has a single queue of variable capacity and I-TDMA* has C separate queues of variable capacity. The performance of the two protocols with equal total queue capacities is compared in this section.
I-SA: Fig. 8(a) shows the effect of queue capacity on the performance of I-SA for M 2 f16; 32; 64g, C = M=2 and B 2 f2; 4; 8; 100g. The plot for B = 100 is essentially identical to the plot for infinite queue capacity obtained through simulation so B = 100 is used to represent infinite queue capacity.
Finite queue capacity places an upper limit on the average packet delay of accepted packets. Network throughput decreases with reduced queue capacity because more packets are discarded. The reduction in network throughput is not observed under very light traffic and very heavy traffic. The effect of bounded delay with low queue capacity is seen in Fig. 8(a) . The average delay for C = 32 and M = 64 is bounded at 15 slots for B = 2 and 66 slots for B = 8. The maximum bound on delay increases linearly with B because the queue is always full under heavy traffic. A packet has to wait for B ? 1 packets ahead of it in the queue to complete transmission before it can be transmitted. Network throughput is reduced for lower values of B due to increased packet discarding. Under light traffic, very few packets need to be queued and the probability of discarding is low. Under heavy traffic, the node is limited by the processing capacity of the transmitter so increasing the queue capacity does not result in any difference in maximum throughput.
I-TDMA*: Fig. 8(b) shows the effect of queue capacity on the performance of I-TDMA* for M 2 f16; 32; 64g, C = M=2 and B 2 f2; 4; 8; 100g. The plot for B = 100 is essentially identical to the plot for infinite queue capacity obtained through simulation so B = 100 is used to represent infinite queue capacity.
Finite capacity queues result in bounded packet delay of accepted packets for I-TDMA* as in I-SA.
Packets that arrive when the queue is full are discarded. The queue size is finite and has a maximum value of B. The amount of time spent transmitting each packet in the queue is fixed as one slot. This resulted in bounded packet delay for the accepted packets. This can be seen in Fig. 8(b) where delay for C = 8 and M = 16 is bounded at 25 slots for B = 2, and 55 slots for B = 4. Increasing B increases the maximum bound on delay because more packets are admitted which increases the average queue size. The performance using B = 8 is close to the performance using infinite capacity queues. Using higher values of B does not result in significant change in performance. For B = 100, packet arrival rates higher than max where max = C=M results in unbounded delay and an unstable system. There is no such limit on input rate with finite queues because of the bounded queue size. The network throughput is identical at lower loads for all values of B since the queue capacity was not fully utilized. Similarly, at high loads, the system is limited by the number of channels in the system. The queues are always full under high loads and there is very little variation in network throughput. As before, the variation is at intermediate loads. The probability of packet discarding is higher for lower B which results in reduced throughput for lower B.
Equal Total Queue Capacity: This section compares I-SA and I-TDMA* with equal total queue capacity.
The total queue capacity of I-TDMA* is CB where B is the capacity of a single channel queue. The single queue of I-SA has a capacity of CB. Fig. 8(c) compares the protocols for M = 32 and C 2 f8; 16; 32g with a total queue capacity of 2C. Fig. 8(d) compares the delay and network throughput for M 2 f16; 32; 64g and C = M=2 with a total queue capacity of 2C. Fig. 8(c) shows that the delay using I-TDMA* is bounded at approximately 50 slots and the delay using I-SA is high under heavy traffic. The delay characteristics using a queue of capacity 2C for I-SA is close to that using a queue of unlimited capacity. It offers bounded delay and higher system capacity in the case of I-TDMA*. Fig. 8(d) shows similar results for varying system size -bounded delay for I-TDMA* and high delay under heavy traffic for I-SA. In both cases, the delay of I-SA is lower than I-TDMA* under light traffic as expected.
The impact on network throughput with varying channels and fixed system size is depicted in Fig. 8(c) .
The throughput attained by I-TDMA* is much higher than I-SA even though the per queue capacity is 2 for I-TDMA*. The maximum throughput of I-TDMA* is higher that I-SA by 233% for C = 16 and M = 32 and 370% for C = 32 and M = 32. This shows the elimination of the head-of-line effects due to the single queue at a node. Fig. 8(d) presents identical results for different system sizes of M 2 f16; 32; 64g and C = M=2. The maximum throughput attained by I-TDMA* is higher than I-SA for all values of M. For example, maximum throughput of I-TDMA* is higher than I-SA by 320% for all values of M. This shows the throughput increase is maintained for all values of M as long as the M=C ratio is constant.
Comparison to reservation based protocols
About ten reservation protocols based on Slotted Aloha and Reservation Aloha were proposed in [28] . The protocols operate with one control channel and C ? 1 data channels. The architecture is based on one tunable transmitter and one tunable receiver per node. The access mechanism is as follows. A node i transmits a control packet on the control channel if a data packet is generated at the node. An idle node listens to the control channel and tunes to the data channel indicated in the control packet if the control packet is successful and the packet is destined for it. At the end of control packet transmission, the data packet is transmitted. If a node attempts to transmit to a node currently receiving on another channel, the transmission is unsuccessful. This is termed receiver collision [31] . The analysis in [28] assumes infinite population and does not consider receiver collisions but are considered in the following analysis.
Immediate feedback about the success of the transmitted packet is assumed and the packet is retransmitted till it is successful. Time is slotted on control packet boundaries and data packet length is assumed to be L time slots.
In this paper, we consider protocol 6 (P6) since it offers the best throughput-delay characteristics compared to other Slotted Aloha based protocols presented in [28] . Each channel with P6 has its own cycle of duration L + 1 slots. If a node has a data packet to transmit, it randomly chooses a data channel from C ? 1 channels, waits for the beginning of the cycle on that channel, transmits the control packet followed by data packet irrespective of control packet success. Retransmissions are attempted until successful transmission of the data packet. The maximum throughput that can be achieved using this protocol given C data channels is 0:36(C ? 1), derived from Slotted Aloha principles.
The advantages of using the architecture and protocols presented in this paper compared to that of P6 are summarized as follows:
Simpler low-cost architecture: Reduced architectural complexity and system cost -only one transmitterreceiver pair per node is required and fast-tunable receivers are not required.
Higher channel utilization: All channels are utilized for data transmission -the impact is higher for lower number of channels.
No receiver conflicts:
No arbitration algorithm is required to resolve receiver conflicts since receiver conflicts are eliminated with the pre-allocation approach.
Extensible system: Easily reconfigurable system with change in number of nodes and channels.
Packet delay for P6 was defined as the number of control slots required to transmit a packet of length L slots. Since time is slotted on packet boundaries for I-SA and I-TDMA*, packet delay for P6 is normalized to the data packet length in the comparison to follow. Similarly, network throughput in P6 was defined as the number of packets transmitted per channel cycle so the throughput of P6 is also been normalized to packet transmission time. The delay is now defined as the number of data packet slots needed to transmit a data packet and system throughput is the number of packets successfully transmitted across all channels in one data packet slot.
The architecture proposed in this paper is more cost-effective because tunable receivers are not required.
Also, the delay characteristics of I-SA are better than P6 because no control packet is transmitted. Each (re)transmission of a packet in P6 requires L + 1 time units whereas only L slots are required in I-SA. Also, the number of available data channels for I-SA is C instead of C ? 1 as in P6. P6 suffers from an initial cycle synchronization delay per packet equal to L+1 2 slots and is dependent on packet size. The maximum throughput of I-SA is roughly 0:36C compared to 0:36(C ? 1) attained by P6 since both protocols are based on Slotted Aloha.
P6 is simulated using discrete event simulation as described in Section 4.1. Convergence is obtained on delay with a confidence of 95% in a less than 5% variation from the mean. The retransmission probability per cycle for P6 and per data slot for I-SA is taken as 0:05. The protocols are implemented with finite population and also consider receiver conflicts. Fig. 9 compares the performance of the three protocols in terms of normalized throughput and delay. Fig. 9(a) compares the effect of increasing C and fixed M for M = 32; C 2 f8; 16; 32g and L = 32. The value of L is empirically chosen since it yielded the maximum performance for P6. Fig. 9 (b) compares the protocols for C = 4 and M = 32 and C = 8 and M = 64.
The performance of I-SA is better than P6 in terms of lower packet delay and higher maximum throughput. Under light traffic, the average delay using I-SA is L units, which is the length of the data packet. The average delay using P6 is L+1
2 +L+1 which includes cycle synchronization and delay for both data and control packets. The maximum theoretical throughput is given by 0:36C for I-SA and 0:36(C ?1)
for P6. However, it is not possible to achieve this for both cases because of the finite population and the head-of-line effect at the single queue. In addition, P6 suffers from destination conflicts which increases delay and decreases throughput. For example, the maximum throughput for C = 8 and M = 64 is equal to 2.4 for I-SA and 2.0 for P6 compared to the theoretical bound of 2.9 for I-SA and 2.5 for P6. Similarly, the maximum throughput for C = 32 and M = 32 is 5.5 for I-SA and 3.9 for P6. In short, I-SA is able to outperform P6 despite the lack of tunable receivers and proves to be a more cost-effective solution.
I-TDMA* is advantageous over P6 because of its higher maximum throughput, higher system capacity and stability under heavy traffic. P6 suffers from instability under heavy traffic like any Aloha based system. The packet delay is higher under light traffic using I-TDMA* because of its time multiplexed nature. The maximum theoretical throughput offered by I-TDMA* is C compared to 0:36(C ? 1) offered by P6. This is verified in Fig. 9 where the delay using I-TDMA* is higher under light traffic but maximum throughput and system capacity is higher for I-TDMA*.
Conclusions
This paper developed a mathematical technique based on a semi-markov process to model and analyzed two pre-allocation based media access protocols for a wavelength division multiple access star-coupled photonic network. The goal of pre-allocation is to reduce system cost by eliminating the requirement that a node have two tunable components. The network architecture considered has nodes with one tunable transmitter and one fixed receiver. This paper considered both a random and static approach to access arbitration. Detailed performance analysis models were developed for the protocols. The models were shown to accurately portray the behavior of the protocols through extensive simulation. Packet delay and throughput of the network were studied with variations in the number of nodes and channels in the network.
I-SA was shown to be insensitive to variations in system size as long as the ratio of nodes to channels is maintained. I-TDMA* is sensitive to the system size since the length of the cycle is proportional to the number of nodes. However, both protocols take advantage of an increase in the number of channels and I-TDMA* is shown to eliminate the head-of-line performance problems with I-TDMA. The performance gain in I-TDMA* with increasing channels is much higher than that of I-SA. In fact, I-TDMA* is able to achieve the maximum theoretical throughput obtained using C multi-access channels. I-SA was shown to be attractive at lighter loads since the delay was independent of number of nodes. I-TDMA* suffers due to high delay under light traffic system size but provides excellent performance under heavy traffic. To provide perspective, the performance of the two protocols was compared to P6, a recently proposed reservation based protocol. The performance of I-TDMA* was shown to exceed that of P6 in terms of higher system capacity and maximum throughput. The delay characteristics of I-SA were better than that of P6.
A Appendix
A.1 Probability of Successful Packet Transmission for I-SA Protocol
The probability of successful packet transmission is an important parameter in I-SA. This factor is dependent on the probability that more than one packet is concurrently transmitted on the same channel. The probability that a node is in one of its transmitting states can be obtained from the model developed in Section 3.1. States S i ; 8i : 1 i B are the transmitting states. Let = P i=B i=1 P i denote the probability that any node is in one of its transmitting states.
The probability of successful packet transmission is based on two cases: the probability that the packet is directed to a node that shares its home channel with the source node; and the probability that the packet is directed to a node whose home channel is different from the home channel of the source node. Let A be the event that the home channel of the destination node is the home channel of the source node, B be the event that the home channel of the destination node is not the home channel of the source node.
1. Since M=C nodes share the same channel, the probability of event A occuring P A] = M ? C C C nodes in the system do not transmit on the channel selected by the source node. The probability of success given event A occurs is: is given by:
M C ?1 (24) 2. The probability of event B occuring P B] = M C(M ? 1)
. The packet will be successfully transmitted if the M=C nodes which share the home channel and the other other M(C?1) C ? 1 do not transmit on the channel selected by the source node. The probability of success given event B occurs is:
M C (25) The total probability of successful packet transmission is given by
If the assumption that a node cannot transmit to itself is removed this expression simplifies to: = (1 ? =C) M?1 .
A.2 Iterative Algorithm for I-SA
The probability of successful packet transmission ( ) depends on the limiting probabilities of being in the transmitting states in the semi-markov process (P i ). The limiting probabilities are dependent on and are computed iteratively using the following algorithm.
1. Choose an initial value for (0 < < 1).
2. Compute the transition probabilities using the above value of .
3. An improved estimate of is computed using expression given by Eqns. ( 24)-( 26).
Repeat steps (2)-(3) until has converged.
A.3 Average Queue Occupancy
The average packet delay in I-TDMA* and I-SA is derived using Little's law as in Section 3.3. The average number of packets present in a queue over a time interval is to be determined. Consider a queue of capacity B with i of these slots filled. Let be the poisson arrival to the queue and T the number of time slots. Packets are assumed to arrive only at the beginning at a time slot. The expected number of packets in the queue at the end of time t is given by N t = min i + (t ? 
