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We have used a density-functional-based tight-binding method in order to create structural models of the
canonical chalcogenide glass, amorphous As2S3. The models range from one containing defects that are both
chemical ~homopolar bonds! and topological ~valence-alternation pairs! in nature to one that is defect-free
~stoichiometric!. The structural, vibrational, and electronic properties of the simulated models are in good
agreement with experimental data where available. The electronic densities of states obtained for all models
show clean optical band gaps. A certain degree of electron-state localization at the band edges is observed for
all models, which suggests that photoinduced phenomena in chalcogenide glasses may not necessarily be
attributed to the excitation of defects of only one particular kind.
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Amorphous chalcogenides ~particularly the sulfides, se-
lenides, and tellurides! exhibit intriguing physical properties
that are not observed in their crystalline counterparts. Some
of these unusual properties are extensively used in electronic
and photonic devices1 and there are many potential applica-
tions.
Perhaps the most interesting optoelectronic behavior of
these materials is the metastable structural changes resulting
from the absorption of near-band-gap light.2 The microscopic
changes in the atomic structure involved are not generally
observable directly, but they are reflected in measurable op-
tical, electronic, and mechanical properties.3,4 A fully consis-
tent microscopic theory accounting for the optoelectronic be-
havior in chalcogenide glasses, however, is still lacking. It is
therefore of great interest to employ computer simulations in
order to generate and study structural models of such mate-
rials. Provided that these computer-generated models com-
pare well with available experimental data, they could allow
one to monitor the photoinduced structural changes in the
greatest possible detail at the microscopic level. Needless to
say, such detailed information is not generally presently
available from experiments.
In order to study optoelectronic effects, one needs to per-
form quantum-mechanical calculations that are very time
consuming. This imposes a severe constraint on the acces-
sible system size of the simulated models. It is possible,
however, that small samples may be sufficient to capture
much of the interesting photoinduced behavior due to a high
degree of localization of the photoexcited electron-hole
pairs.5,6 A few ab initio studies of amorphous chalcogenides,
paying particular attention to electronic properties, have been
performed by Drabold and co-workers ~see, e.g., Refs. 7–9!.
Although the model sizes used in these investigations have
not been greater than about 200 atoms, their results agree
well with experimental data.
In this paper, we use a density-functional-based tight-0163-1829/2004/69~14!/144202~11!/$22.50 69 1442binding ~DFTB! method10 in order to generate and analyze
several models of amorphous diarsenic trisulphide (a-As2S3)
with a controlled and systematic change in the defect con-
centration. Apart from being widely regarded as the canoni-
cal chalcogenide glass, this particular material was chosen
for analysis for the following reasons. First, we have ob-
tained reliable high-quality neutron-scattering structural data
for this material.11,12 Second, the properties of a-As2S3 are
expected to be similar ~but not identical! to those of
a-As2Se3, amorphous diarsenic triselenide, which have been
studied theoretically in Ref. 8, and it is of interest to corrobo-
rate this similarity in independent simulations. Third, the
necessary input DFTB data for sulfur have been previously
generated and extensively tested.13
Although the DFTB method is semiempirical, it allows
one to improve upon the standard tight-binding description
of interatomic interactions by including a DFT-based self-
consistent second order in charge fluctuation ~SCC! correc-
tion to the total energy. The flexibility in choosing the de-
sired accuracy while computing the interatomic forces brings
about the possibility to perform much faster calculations
when high precision is not required, and refine the result if
needed.14
II. METHODOLOGY
A. DFTB
The SCC-DFTB method is described in detail
elsewhere.10,13 In this study, the tabulated data sets for As-
As, As-S, and S-As interactions were generated according to
the procedure outlined in Ref. 13, and we used the same S-S
data set as in that work. The confinement radii for the As
pseudoatomic densities (rd59.8 a.u. and rw54.5 a.u.), as
well as the As-As repulsive pair potential, were determined
in accord with other ongoing efforts related to GaAs systems.
The cagelike As4S6 molecule was used to calculate the As-S
repulsive pair potential, so that after finding the minimum©2004 The American Physical Society02-1
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functional-theory–local-density-approximation ~DFT-LDA!
calculations using the NRLMOL program,15 a regular scaling
of the As-S bond lengths was performed, keeping the overall
Td symmetry. Then the acquired potentials were tested on
other clusters, such as As2S and As4S4 molecules, with an
overall good agreement of the binding energies and configu-
rations between SCC-DFTB and the reference all-electron
DFT-LDA NRLMOL results. When these data sets were used
in order to optimize the geometry of the crystal structure of
orpiment (c-As2S3) in SCC-DFTB, the agreement with the
experimental structure16 was within 2%.
B. Preparation of structural models
In experiments, bulk glasses are usually prepared from the
melt by rapidly cooling ~quenching! the sample. Although it
appears impossible to achieve experimentally realistic cool-
ing rates in molecular-dynamics computer simulations, some
empirical procedures result in models that can be in good
agreement with experiments. In order to prepare realistic
models of a-As2S3, we use an algorithm akin to that used,
e.g., in Refs. 7, 8, and 17.
The structural model of a-As2S3 was obtained in the
course of an NVT ~constant number of particles, N; volume,
V; and temperature, T) molecular-dynamics simulation with
periodic boundary conditions. Since we are not interested in
statistical properties of thermal fluctuations, the temperature
was controlled simply by scaling the velocities of the con-
stituent particles every few time steps with the time intervals
between the scalings taken randomly with a mean value of
ten time steps. We used a time step of 100 a.u.’2.4 fs
(1 a.u.52.4189310217 s) and the Verlet algorithm in order
to integrate the equations of motion.
The starting configuration was a system of 200 ~80 ar-
senic and 120 sulfur! atoms in a cubic supercell, with a side
length of 17.25 Å, obtained by rescaling a crystalline con-
figuration of orpiment ~monoclinic, space group 14,
P121 /n1) with 13235 20-atom unit cells. The crystalline
coordinates were obtained from the Inorganic Crystal Struc-
ture Database and correspond to those reported in Ref. 16. In
order to obtain a cubic supercell, we approximated the
monoclinic unit cell of orpiment by an orthorhombic one
simply by neglecting the small deviation of the angle b
590.68° from the right angle. Then we used the experimen-
tal glass density of r53.186 g/cm3 from Ref. 18 in order to
obtain the side length of the cubic supercell L5(N/r)1/3
517.25 Å and the coordinates of atoms from the cuboid
with dimensions 11.48319.15321.28 Å were scaled by 1.5,
0.9, and 0.81 in the x, y, and z directions, respectively. The
use of the crystalline initial configuration gives the correct
stoichiometry and the rescaling of a noncubic supercell in
order to obtain a cubic one serves the goal of eliminating
possible anisotropies in physical properties. Note that in Ref.
8, the authors cut a cubic supercell from a crystalline phase
of As2Se3 isostructural to orpiment, thus achieving the above
two goals, but disrupting the periodicity with respect to the
periodic boundary conditions. After thorough equilibration in14420the simulated liquid state, however, the use of either of these
two prescriptions should lead to models with similar statisti-
cal properties.
The initial configuration was melted and equilibrated first
at T53000 K for 3 ps, and then the resulting configuration
was allowed to equilibrate at T51000 K for 12 ps. The
equilibration criterion used was the convergence of the aver-
age potential energy to a constant value. At such high tem-
peratures, the accuracy of the calculations appears to be least
significant for the subsequent generation of low-temperature
structural models. Therefore, at this stage, a minimal basis
set of only s and p orbitals on both the As and S atoms was
used, and the tight-binding scheme of Sec. II A was used
without the SCC correction in order to speed up the calcula-
tions. It was necessary, however, to use the SCC correction
during the initial 1.5 ps of the T53000 K run, since the large
forces resulting from the presence of small interatomic dis-
tances in the distorted starting configuration otherwise led to
numerical instability.
While preparing computer-generated models of glasses, it
is customary to mimic real experiments by reducing the tem-
perature over time intervals whose length, however, is lim-
ited by the available computer time. We found that, due to
the unrealistically small length of such time intervals, this
approach is rather impractical. Instead, we used the available
computer time to perform an annealing run at one fixed tem-
perature which is low enough for the process of the bond-
network formation to be activated and high enough for the
topologically connected network to grow sufficiently rapidly.
First, we performed a run corresponding to 6 ps at T
5700 K with the SCC correction and the minimal (sp) ba-
sis. Keeping in mind that the simulation was done at constant
volume, this temperature was chosen to be somewhat above
the melting temperature of orpiment at atmospheric pressure
(Tm5592 K according to Ref. 19!. We empirically found
that annealing the configuration for the following 6 ps at a
higher temperature of T5800 K slightly improved the qual-
ity of the network by increasing the fraction of heteropolar
bonds in the model. During these two runs, we used a
smaller time step of 50 a.u. ~1.2 fs!. Finally, the temperature
was nearly instantaneously reduced to T5300 K, quenching
the system within a metastable basin on the potential-energy
hypersurface. The resulting model ~model 1 in the following!
remained stable while, during a run corresponding to 120 ps,
500 configurations separated by ten time steps of 100 a.u.
~24 fs! were stored for subsequent analysis. In the last run,
we used the SCC correction and increased the basis set by
including the d orbitals for sulfur atoms. This basis set ex-
tension provided a major improvement in the description of
hypervalent sulfur molecules13 as well as silicon-oxygen
compounds.20 While d orbitals on sulfur atoms give notice-
able improvement, it appears that they are less important for
arsenic and we restrict ourselves to including only s and p
orbitals for the As atoms in order to speed up the calcula-
tions.
Model 1 contains three topologically identical coordina-
tion defects, namely, intimate valence alternation pairs
~IVAP’s!, where a singly coordinated sulfur atom is attached
to a threefold coordinated arsenic atom, thus increasing the2-2
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the IVAP’s, the amorphous network is topologically ideal, in
the sense that each sulfur atom is bonded to two neighbors
and each arsenic atom is bonded to three. There is, however,
a certain degree of chemical disorder in this system which
manifests itself in the presence of nine As-As and six S-S
homopolar bonds.
In the context of photoinduced metastability, a great deal
of significance is attributed to the presence of topological
and/or chemical defects.2 It is therefore imperative to create
models both with and without such defects in a theoretical
investigation that attempts to be conclusive. We produced
additional models by ‘‘surgically’’ removing the IVAP de-
fects and homopolar bonds from model 1. Model 2, which
does not contain any topological defects, was obtained by
removing the three singly coordinated sulfur atoms from
model 1 and rescaling this 197-atom model to the original
density. This procedure did not affect the stability of the
amorphous network.
In order to eliminate the chemical defects, we iteratively
applied the following algorithm that utilizes the ideas21 used
to create models of binary amorphous solids ~e.g., a-SiO2)
from one-component continuous random networks ~e.g.,
a-Si!.22 First, a sulfur atom was inserted in the middle of
each As-As homopolar bond. Second, each S-S bond was
replaced by a single sulfur atom located at its midpoint so
that each local As-S-S-As configuration turned into As-S-As.
Third, the distance between each newly introduced S atom
and its two nearest arsenic atoms in the newly created As-
S-As units was reduced in order to increase the bonding
character of the As-S bonds stretched by the above manipu-
lation. We set a constraint on the length of the modified As-S
bonds so that it did not exceed 2.5 Å. Fourth, the modified
configuration was relaxed in a molecular dynamics run at T
5300 K for 2.5 ps, until the potential energy reached a pla-
teau. After the first iteration, the 200-atom sample ~which we
call model 3 in the following! contained only one As-As and
one S-S bond that were spatially well separated ~the mini-
mum As-S distance among these four atoms was 4.6 Å!.
Only two iterations were sufficient in order to obtain a model
with all-heteropolar bonds, which we refer to as model 4 in
the following. The defect statistics for models 1–4 are sum-
marized in Table I.
C. Data analysis
A common way to assess the quality of a structural model
is to compare experimental and calculated static structure
TABLE I. Defect statistics for models 1–4.
Model
1 2 3 4
No. of atoms 200 197 200 200
No. of As-As bonds 9 9 1 0
No. of S-S bonds 6 6 1 0
No. of IVAP’s 3 0 0 0
Total No. of defects 18 15 2 014420factors. We have calculated the structure factor S(Q) by Fou-
rier transforming the radial pair-correlation function g(r)
~also often called the pair- or radial-distribution function!
defined as ~see, e.g., Refs. 23–25!
g~r !5
V
4pr2N2 K (iÞ j bib j^b&2 d~r2ri j!L , ~1!
where the sum is over all pairs of atoms in the sample of
volume V separated by distance ri j , N is the total number of
atoms, and the angular brackets denote an ensemble average.
In the case of neutron scattering, which is of interest here, bi
is the coherent scattering length of atom i and ^b& is the
average scattering length. This function gives the probability
of finding a pair of atoms a distance r apart, relative to the
probability expected for a completely random distribution of
atoms at the same density. For a binary alloy, e.g., As2S3, it
is of interest to decompose g(r) in terms of the partial pair-
correlation functions gab(r),
g~r !5(
a
(
b
b¯ ab¯ bgab~r !, ~2!
where the double sum is over atomic types and b¯ a
5caba /^b&, with ca5Na /N being the atomic fraction of a
atoms. From Eq. ~1!, it follows that
gab~r !5
V
4pr2N2cacb
K (
iaÞ jb
d~r2ria , jb!L , ~3!
where the index ia runs over a-type atoms only. The values
of the scattering lengths used here were bAs56.58 fm and
bS52.847 fm ~see, e.g., Ref. 26!. In practice, we use a stan-
dard algorithm, where the d function in Eq. ~3! is replaced by
a function which is nonzero in a small range of separations,
and a histogram is compiled of all pair separations falling
within each such range ~see, e.g., Ref. 27!. Analogously, the
bond-angle distribution function can be calculated as a his-
togram of all bond angles in the system.
While bond-angle distributions provide information on
the short-range order of an amorphous material, ring statis-
tics have been generally used as a measure of the medium-
range order. An n-membered ring is a closed loop with n
atoms ~or bonds!. Here, we count only the shortest-path ~ir-
reducible! rings,28 i.e., those which do not have ‘‘shortcuts’’
across them. In order to identify such rings we use the algo-
rithm given by Franzblau,28 as implemented in the program
‘‘statix’’ by Jungnickel.29,30 The basic idea is to travel along
the network paths ~bond chains! containing a tagged atom
and identify all the rings of length up to a given maximum.
For each ring, it can then be verified whether it is an irreduc-
ible one ~containing no cross links!.
Experiments also provide information on the vibrational
and electronic densities of states ~VDOS and EDOS! which
can be compared with the results obtained from simulation.
In addition to this, simulations allow one to assess the degree
of localization of the vibrational and electronic eigenstates.
We compute both the vibrational and electronic densities of
states by using the following definition:2-3
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n
d~v2vn!, ~4!
where the constant C is determined by normalization, vn are
eigenfrequencies of the Hessian ~dynamical! matrix of an
energy-minimum configuration in the case of the VDOS or
Kohn-Sham eigenfrequencies ~or energies! corresponding to
this configuration in the case of the EDOS, and the sum is
over all eigenstates. In practice, in order to obtain a smooth
representation of g(v), the d function in Eq. ~4! is replaced
by a Gaussian function centered at vn .
In contrast to the eigenstates of a perfect crystal, which
extend over the entire sample, some eigenstates in disordered
solids are localized at relatively small groups of atoms. The
degree of localization can be quantified by the inverse par-
ticipation ratio that is defined in terms of dynamical-matrix
eigenmodes or Mulliken partial charges, for vibrational or
electronic excitations, respectively. For a vibrational mode n,
the inverse participation ratio can be defined31 as
pn
215S (
i51
N
uui
(n)u4D Y S (
i51
N
uui
(n)u2D 2. ~5!
When the displacement eigenvectors ui
(n)
, n51,2, . . . ,3N ,
are normalized to unity (( iuui(n)u251), pn2151 for a mode
totally localized at one atom and pn
2151/N for a completely
extended mode, such as a rigid-body displacement.
In the case of the electronic properties, the linear combi-
nation of atomic orbitals concept employed in the DFTB
program allows one to separate the contributions from indi-
vidual atomic sites and orbitals to the total charge for a par-
ticular eigenstate, and to decompose the total EDOS in terms
of the local electronic densities of states. Using the Mulliken
population analysis ~see, e.g., Ref. 32!, the inverse participa-
tion ratio for an electronic state n can be written as7
pn
215(
i51
N
uqi
(n)u2, ~6!
where the contribution to state n from atomic site i, qi
(n)
, can
be expressed in terms of the wave function coefficients in the
tight-binding basis cmn and the elements of the overlap ma-
trix S:
qi
(n)5 (
mPi ,n
Smncmncnn . ~7!
Here, in the double sum, the index m runs only over the
atomic orbitals located on atom i and the index n goes over
all orbitals. As in the case of the vibrational inverse partici-
pation ratio, the electronic pn
21 is equal to 1/N for a totally
delocalized mode and approaches unity with increasing de-
gree of localization. The partial charges qi
(n) allow one to
detect on which atoms most of the charge is localized for a
particular eigenstate. By refraining from summing over the
atomic orbitals, i.e., over m in Eq. ~7!, one can identify the
type of the atomic orbitals, e.g., s or p, most actively partici-14420pating in an eigenstate. Analogously, the local EDOS for a
particular orbital type can be obtained via the following ex-
pression:
gm~v!5C(
n
d~v2vn!(
n
Smncmncnn . ~8!
III. RESULTS
A. Structure
By using the construction method described in Sec. II B,
we obtained four models of a-As2S3 which are distinguished
by the presence and concentration of topological and chemi-
cal defects ~see Table I!. We also created 60- and 100-atom
models with similar concentrations of homopolar bonds as in
models 1 and 2, and without coordination defects.
Figure 1~a! shows that the pair-correlation function ~PCF!
corresponding to model 1 compares well with two indepen-
dent neutron-scattering experimental results. The discrep-
ancy between the two experimental PCF’s allows one to es-
timate the uncertainty in the experimental data. The main
difference between the experimental and simulated results is
in the height of the first peak. Since the experimental PCF’s
are obtained by Fourier transforming the measured static
structure factor, where the large-Q oscillations are damped
by applying a window function, this reduces the height of the
first peak in g(r) and also broadens its width.
Although the PCF’s corresponding to models 2–4 are
quite similar to that for model 1 ~which is why we do not
show here the PCF’s for models 2 and 3!, there is one con-
spicuous distinction in the shape of the first peak that de-
pends on whether or not the system contains homopolar
bonds @see Fig. 1~b!#. While this peak is symmetric for
model 4 with all heteropolar bonds, there is a shoulder on
either side of the peak in the PCF for model 1. From Fig.
1~c!, it is seen that the shoulders in the first peak of the total
PCF originate from the homopolar As-As and S-S bonds
which produce small peaks in the respective partial PCF’s at
this position. It is remarkable that the calculated PCF for
model 1 virtually reproduces the right-hand side of the first
peak in the PCF from experiment 1 @see Fig. 1~a!#. This
result supports one of the conclusions of Ref. 12 ~experiment
1! that the low- and high-r sides of the base of the first peak
in the PCF can be ascribed to S-S and As-As bonds, respec-
tively. Table II further demonstrates that the agreement be-
tween the structural characteristics of model 1 and experi-
ment 1 is very good and, in particular, that the As-S
coordination numbers for these two samples are practically
the same. The larger discrepancy in the S-As coordination
number and the low-r side of the first peak in the PCF arises
from the relatively small system size and the fact that the
numbers of As-As ~nine! and S-S ~six! homopolar bonds are
not equal to each other in model 1. The position of the first
peak in the partial PCF gS-S(r) also plays a role here. As is
seen from Fig. 1~c!, this peak shifts towards the low-r end
when d orbitals on sulfur atoms are included into the basis
set. When a T5300 K run is performed without the d orbit-
als in the basis set, the position of the first peak in gS-S2-4
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der on the low-r side of the simulated total g(r) is not seen
at all.
It is instructive to compare the structural data also in Q
space, as this often emphasizes features that are not obvious
in an r-space representation. Figure 2~a! shows the reduced
structure factors ~or interference functions! F(Q)5Q@S(Q)
21# , related to the PCF’s in Fig. 1~a! by a Fourier trans-
FIG. 1. ~a! Total pair-correlation functions for model 1 and the
neutron-diffraction experiments 1 ~Ref. 12! and 2 ~Ref. 18!. ~b!
Total pair-correlation functions for models 1 @the same as in ~a!#
and 4. ~c! Partial pair-correlation functions for model 1. gS-S(r) and
gAs-S(r) are shifted upwards by three and six units, respectively.14420form. Again, the agreement between model 1 and experiment
1 is very good. From the rate of decay of F(Q) from experi-
ment 2, it is apparent that the data in Ref. 18 are reported for
F(Q) multiplied by a window function.
F(Q) for model 1 exhibits a first-sharp diffraction peak
~FSDP! at about the same position, Q’1.5 Å21, as found in
the experiments. The magnitude of this peak depends on the
system size and is expected to increase for a larger model.
This statement is supported by the observation of this ten-
dency as the peak develops in our 60-, 100-, and 200-atom
models @see Fig. 3~a!#. Figure 3~b! demonstrates a systematic
displacement in the position of the FSDP towards the high-Q
end as the number of defects is reduced from model 1 to
model 4. In Ref. 33, it was observed that the FSDP in x-ray
diffraction intensity curves for an a-As2S3 thick (8 mm)
film reversibly moved towards the low- and high-Q ends
upon illumination and annealing, respectively. The result in
Fig. 3~b! is consistent with the above observation, if we sup-
pose that the defect concentration is reversibly increased and
decreased upon illumination and annealing, respectively. The
height of the measured33 peak, however, increased as its po-
sition wave number, Q1, decreased after illumination, while
in the simulations we observed the opposite tendency for the
height of the FSDP to increase upon elimination of defects
and increasing Q1. A possible reason for the different behav-
ior of the height of the FSDP is that the simulations of the
bulk a-As2S3 were performed at constant volume, while the
experiment was done for an amorphous film at atmospheric
pressure.
Another distinction between the different interference
functions presented in Fig. 2 is seen in the range 7 Å21
&Q&8 Å21. F(Q) appears to be very sensitive to structural
differences in this particular range of wave numbers, as is
apparent from Fig. 2~b!, where the interference function for
model 1 is compared with that for model 4, and from Figs.
3~c! and 3~d!, where F(Q) is magnified in this Q interval,
and the differences between the curves are prominent. Al-
though the differences between the partial interference func-
tions for models 1 and 4 @shown in Fig. 2~c!# are each rather
subtle in this Q interval, they become more pronounced
when combined into the total F(Q) @see Fig. 2~b!#. The
small peak, which is seen in F(Q) for model 1 at Q
’7.5 Å21, diminishes from model 1 to 4, so that it is prac-
tically not seen in the case of the stoichiometric model 4 @see
Fig. 3~d!#. The presence and position of this small peak may
be attributed to the presence and spatial distribution, respec-
tively, of homopolar bonds in the system. Similar peaks are
seen in F(Q) at about Q57.5 Å21 for both experiments
mentioned here @Fig. 2~a!, Refs. 12 and 18# and in the ex-
periment reported in Ref. 11. While, in all these independent
TABLE II. Values of average bond length and coordination
numbers for the first coordination shell found from peak fitting
~experiment 1! and direct calculation ~model 1!.
Sample rAs-S ~Å! ZAs-S ZS-As
Experiment 1 2.27 2.8 1.8
Model 1 2.279 2.81 1.882-5
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models presented here they do not agree so well @see Fig.
3~c!#, as, perhaps, can be expected in the case of small sys-
tem sizes.
Another structural characteristic that is of interest, and
that is easily accessible in computer simulations, is the bond-
FIG. 2. ~a! Reduced structure factors ~interference functions! for
model 1 and the neutron-diffraction experiments 1 ~Ref. 12! and 2
~Ref. 18!. ~b! Total interference functions for models 1 @the same as
in ~a!# and 4. ~c! Partial interference functions for models 1 and 4.
The functions corresponding to S-S and As-S correlations are
shifted upwards by three and six units, respectively.14420angle distribution ~see Fig. 4!. Although we have no experi-
mental data for this distribution, the known structure of a
corresponding crystal can serve as a guide in assessing the
quality of our models—many statistical distributions associ-
ated with amorphous models agree overall with the respec-
tive broadened distributions for the counterpart crystals ~see,
e.g., Refs. 34 and 35!, which also applies to the bond-angle
distributions presented here. In addition to this, Figs. 4~c!
and 4~d! show that the geometry optimization with DFTB
results in a crystal structure that agrees with the experimental
one to within about 2%, not only in bond distances and lat-
tice constants, but also in bond angles.
It may appear reasonable to ascribe the asymmetry of the
distributions for S-As-S and As-S-As angles in the form of
the shoulders on the low-angle side to the presence of four-
membered As-S-As-S rings, as has been observed in tetrahe-
drally bonded chalcogenide semiconductors, e.g., GeS2.17
Although such four-membered rings would definitely con-
tribute to the low-angle part of the distribution due to geo-
metrical constraints, their number in our models is not so
large ~see Table III! and, for that reason, the relative fraction
of angles involved in these rings is rather small ~about 7% of
S-As-S angles and 13% of As-S-As angles!. We therefore
conclude that the asymmetry of the heteropolar bond-angle
distributions is inherent to this type of material, as is evi-
denced in the case of both crystal and amorphous structures.
Interestingly, there are no 12-membered rings in our mod-
els of a-As2S3, while only such rings exist in the crystal
structure of orpiment. This is another strong piece of evi-
dence that models 1–4 do not contain any memory of the
initial crystalline atomic arrangement. Also there are no
three-membered rings, which were previously reported to be
found in a model of a-As2Se3,8 whose presence would con-
tribute a few small angles and would increase the number of
homopolar bonds.
Special significance can be attributed to the presence of
five-membered rings in models 1 and 2 with an appreciable
concentration of homopolar bonds ~models with all-
heteropolar bonds contain only an even number of atoms in
all rings!. When such rings share some of the bonds, the
resulting local structure is close to that of cagelike molecules
~e.g., As4S4 or As4S3), as found in the vapor phase and in
some chalcogenide molecular crystals. Figure 5 @cf. Fig.
8.8~b! in Ref. 36# shows two such bond-sharing rings. Upon
breaking the two bonds connecting the rings to the rest of the
network, the distance of 4.54 Å between the two freed ar-
senic atoms could be reduced, thus producing another As-As
homopolar bond and this group of atoms would then form an
As4S4 molecule. Evidence of the presence of such molecules
in bulk AsxS12x glasses from Raman-scattering experiments
has recently been reported in Ref. 37. Our result shows that
the As4S4 fragments may not only form discrete cagelike
molecules but also be embedded into the amorphous net-
work. We verified that the vibrational signatures of the As4S4
fragment from models 1 and 2 are similar to those from an
isolated As4S4 molecule, apart from a few very symmetric
modes of the latter.2-6
SIMULATION OF PHYSICAL PROPERTIES OF THE . . . PHYSICAL REVIEW B 69, 144202 ~2004!FIG. 3. Closeup of the parts of F(Q)5Q@S(Q)21# most sensitive to changes in the local structure. The FSDP region for ~a! the 60- and
100-atom models, model 1 and experiment 1, and ~b! models 1–4, respectively. The region near Q’7.5 Å21 for ~c! the 60- and 100-atom
models, model 1 and experiment 1, and ~d! models 1–4, respectively.B. Vibrational properties
VDOS for models 1 and 4 is shown in Fig. 6~a!. It has the
two-band form generally observed in amorphous semicon-
ductors. The vibrational spectrum for our models is essen-
tially superimposable on the calculated VDOS ~Ref. 8! for a
model of a-As2Se3 if the energy in Fig. 6~a! is downscaled
by a factor of about 0.67. All main features—the position of
the gap between the acoustic and optic bands, as well as the
relative width and height of VDOS within these bands—
agree with available inelastic neutron-scattering experimen-
tal data.11,38 Note that the experimental curve in Fig. 6~a!
corresponds to a measurement at room temperature, whereas
the results obtained from simulation are calculated for an
energy-minimum configuration in the harmonic approxima-14420tion. An attempt to measure the VDOS of a-As2S3 at tem-
peratures as low as 25 K was made in Ref. 11, and the
tendency for the narrowing and heightening of the optic band
and the flattening of the top of the acoustic band was cap-
tured, although the experimental uncertainty was rather
large.
The inverse participation ratios ~IPR! @see Figs. 6~b! and
6~c!# show that the vibrational eigenmodes are significantly
localized in the gap between the acoustic and optic bands,
and the high-E end of the spectrum. The first three highest
energy modes in model 1 are localized on S-S bonds, while
the next two ~with the largest IPR! are localized on IVAP’s.
The VDOS’s for models 1 and 4 differ mainly in the absence
of the just-mentioned highest-energy modes from the spec-TABLE III. Ring statistics—number of n-membered shortest path ~Ref. 28! rings for n<22. Columns
containing only zeros are not included.
Ring size ~n!
4 5 6 8 10 14 15 16 18 19 20 21 22
Models 1 and 2 5 6 1 1 1 2 2 3 1 2 6 1 1
Model 3 8 0 5 1 1 2 2 3 4 0 6 0 3
Model 4 8 0 5 1 1 2 0 5 4 0 6 0 32-7
S. I. SIMDYANKIN et al. PHYSICAL REVIEW B 69, 144202 ~2004!FIG. 4. Bond-angle distributions. Solid lines in ~a!–~e! and dashed lines in ~c! and ~d! correspond to models 1 and 4, respectively. The
height of vertical lines topped by circles is proportional to the number of distinct angles within one degree in the crystal structure of
orpiment. Solid vertical lines and circles correspond to the experimental data from the crystallographic database and Ref. 16, and the dashed
vertical lines and open circles correspond to the structure optimized by the DFTB method.trum corresponding to the stoichiometric model 4. The
highest-energy mode (E550.5 meV) in model 4 is localized
on a relatively complex structure involving three AsS3 pyra-
mids in a chain As-S-As-S-As, where both As-S-As angles
(118° and 122°) are at the large-f end of the bond-angle
distribution shown in Fig. 4~d!. Within the optic band, the
modes with IPR greater than 0.2, at E543.8 meV in model 1
and at E542.9 and 45.7 meV in model 4, are localized at
four-membered rings. In the band gap, the mode at the top of
the acoustic band in model 1 is localized on an As-As-S-S
chain, and the mode at the bottom of the optic band is local-
ized on an IVAP. The mode at the top of the acoustic band in
model 4 is predominantly localized on a four-membered
ring, and the mode at the bottom of the optic band is almost
entirely localized on a six-membered ring.
C. Electronic structure
The electronic density of states for model 1, as well as the
inverse participation ratios for these states, are shown in Fig.
7. The calculated total EDOS is in good agreement with the
density of valence states39 measured by x-ray photoemission
FIG. 5. Fragment of model 1: two bond-sharing five-membered
rings and the two AsS3 groups connected to this structure. The
shading of the As atoms ~all with three neighbors! is darker than
that of the S atoms ~all with two neighbors!. The HOMO level is
mostly localized on the two S atoms that are marked black. The
distance between these two atoms is 3.42 Å.14420spectroscopy. The total EDOS is also very similar to that of
arsenic selenide in Ref. 8, where an experimental result40 for
that material was presented to be in agreement with the cal-
culated one.
The local EDOS’s for different elements and orbital types,
shown in Fig. 7~a!, confirm the analysis presented in Ref. 39.
The top of the valence band is due to the nonbonding lone-
pair p orbitals of the S atoms, and the rest of the valence
band is attributed to the bonding p orbitals on the S and As
atoms.
The s band is composed of two subbands. The low-E
subband at about 2(15212) eV is essentially an s type sul-
fur band, and the subband at about 2(1228) eV is pre-
dominately due to the arsenic s orbitals. In Ref. 8, the fact
that the s band of selenium is below the s band of arsenic
was attributed to the greater nuclear charge of Se. Since the
electronic structure of arsenic sulfide, a compound contain-
ing a much lighter chalcogen, virtually coincides with that
FIG. 6. Vibrational densities of states ~a! and inverse participa-
tion ratios ~b!, ~c! for models 1 and 4. The experimental data in ~a!
are obtained from Ref. 38.2-8
SIMULATION OF PHYSICAL PROPERTIES OF THE . . . PHYSICAL REVIEW B 69, 144202 ~2004!for arsenic selenide, the above explanation is incorrect. A
strong repulsion between As and S/Se s levels due to chemi-
cal ordering is more likely to be responsible for the separa-
tion of the s band into high ~As! and low ~S/Se! subbands.39
Note that the two s subbands are perfectly separated only
when the chemical ordering is perfect, i.e., in models with
all-heteropolar bonds, as seen in Figs. 8~d! and 8~e!. The
degree of admixture of As and S s orbitals within the low and
high subbands, respectively, is about 30% @see the ‘‘As, s’’
and ‘‘S, s’’ panels in Fig. 7~a!#, again in agreement with Ref.
39.
The conduction band is composed of about equal contri-
butions from the antibonding As and S p orbitals and the S d
orbitals. Perhaps, if the As d orbitals were included in the
basis set, there would be a contribution from them too. While
this might not significantly affect the structural and ground-
state electronic properties of our models, this remark could
be of greater importance for excited-state simulations.
The EDOS’s for models 1–4 and for the crystal structure
of orpiment are plotted in Fig. 8. It is seen that the overall
similarity is preserved for all these structures. The main dif-
ferences among the EDOS’s corresponding to the amorphous
structures are the widening of the optical band gap ~see also
Table IV! and the clearing of the gap within the low-energy
s band as the number of defects diminishes.
FIG. 7. Local and total electronic density of states ~a! and in-
verse participation ratios ~b! for model 1. The Fermi energy is at the
origin. The experimental data in ~a! are obtained from Ref. 39.14420Localization of the electronic states near the optical band-
gap edges is of great interest for studies of photoinduced
phenomena. A closeup of the inverse participation ratios at
energies near the band edges for models 1–4 is shown in Fig.
9. If topological ~or coordination! defects are present in a
model, as in model 1, some of the states, especially at the
bottom of the conduction band, are localized at them @see
Fig. 9~a!#. This tendency was also emphasized in Ref. 8. A
comparable, or even greater degree of localization, is ob-
served in model 2 @see Fig. 9~b!# where there are no coordi-
nation defects, but there is an appreciable concentration of
homopolar bonds ~or chemical defects!. As the number of
chemical defects goes to zero from model 2 to model 4, it is
seen that localization at the top of the valence band remains
qualitatively similar, whereas at the bottom of the conduction
band it becomes less pronounced @see Figs. 9~b!–9~d!#.
The general picture is that, at the top of the valence band,
the eigenstates are predominantly localized at what can be
called sulfur-rich regions, where several sulfur atoms are
closer than about 3.45 Å, i.e., their interatomic distances are
on the low-r side of the second peak in gS-S(r) shown in Fig.
FIG. 8. Electronic densities of states of the models of a-As2S3
and orpiment.
TABLE IV. Band-gap energies in eV estimated as the differ-
ences between the LUMO ~lowest unoccupied molecular orbital!
and HOMO eigenvalues and as the differences of the band-gap
edges at the level 0.5 eV21 in EDOS normalized so that the maxi-
mum value within the valence band is equal to unity.
Model 1 2 3 4 Crystal
E~LUMO!-E~HOMO! 1.60 1.80 2.00 1.99 2.51
Half-maximum gap 2.67 2.72 2.74 2.74 3.132-9
S. I. SIMDYANKIN et al. PHYSICAL REVIEW B 69, 144202 ~2004!1~c! or some of these atoms form homopolar S-S bonds. For
instance, most of the highest occupied molecular orbital
~HOMO! level in model 1 is localized at two sulfur atoms
separated by 3.42 Å and which are part of the moleculelike
fragment depicted in Fig. 5. By inspecting the projected ~lo-
cal! IPR’s in Fig. 7~b! at the optical gap edges, it is seen that
the IPR’s are greatest for the S atoms. It appears that the
localization at the top of the valence band is facilitated by the
proximity of the lone-pair p orbitals in the sulfur-rich re-
gions.
At the bottom of the conduction band, the states tend to
localize at four-membered rings in all models, and at S-S
homopolar bonds ~some of these bonds are in five-membered
rings! and IVAP’s when such defects are present. In model 4,
all three conduction-band states with an IPR greater than
0.025 @see Fig. 9~d!# are localized at four-membered rings.
IV. CONCLUSION
We have generated several models of amorphous arsenic
sulfide by using a density-functional-based tight-binding
method. All models agree very well with the neutron-
scattering experimental structural data. We observe a ten-
dency for formation of quasimolecular structural groups
which suggests that amorphous chalcogenides can be viewed
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FIG. 9. Inverse participation ratios at the band edges for all the
four models. The vertical dashed lines in ~a! demarcate the levels
mostly localized at IVAP’s, with each line type corresponding to the
same IVAP.144202as nanostructured materials. Vibrational properties are also in
agreement with experimental results.
In models containing both homopolar bonds and topologi-
cal defects, a significant degree of electronic-state localiza-
tion has been observed near both band-gap edges. Although
the coordination-number defects are optically active, their
presence may not be necessary for exhibiting photostructural
changes when there is a sufficient concentration of homopo-
lar bonds in the material. This statement is supported by the
observation that, upon removal of the coordination defects
from the system, the degree of electronic-state localization is
not reduced in the resultant continuous network model with
homopolar bonds. Furthermore, the valence-alternation de-
fect concentration is estimated to be rather small (1017 cm23
in Ref. 19! compared to the atomic density of about 2
31025 cm23. This indicates that, in the volume occupied by
our 200-atom models, it is less likely to find a topological
defect than to come across none.
A stoichiometric continuous network model has allowed
us to identify the structural motifs where electronic eigen-
states predominantly localize at the optical band edges, in the
absence of coordination and chemical defects. These are
sulfur-rich regions for the top of the valence band and four-
membered rings for the bottom of the conduction band. Elec-
tronic properties of this glass model with all-heteropolar
bonds are very similar to those of the corresponding crystal-
line phase, orpiment, most notably the clean gaps in both s
and p bands. Although the valence band in this case contains
about as many localized states as in models with defects, the
conduction band has very few of them. It is expected that, if
there were no four-membered rings in this structure, all states
in the conduction band would be virtually delocalized.
Therefore we conclude that perhaps the dominant contri-
bution to photoinduced effects originates from the presence
of electronic states localized in the vicinity of homopolar
bonds, in support of the theoretical models where the photo-
induced structural changes are attributed to the presence of
homopolar bonds in these materials ~see, e.g., Refs. 2 and
41!. Although electronic states can also localize in all-
heteropolar regions and in the vicinity of the topological de-
fects, the contribution of such states is likely to be rather
small due to the low degree of localization in the conduction
band and the low concentration of such defects, respectively.
Verification of this conjecture requires excited-state calcula-
tions and is beyond the scope of the present paper. We plan
to do these calculations in the future.
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