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HAM solutionAbstract In this paper, the hydromagnetic heat and mass transfer by mixed convection ﬂow due to
a vertical ﬂat plate is considered for analysis. The governing equations are solved both analytically
and numerically. The analytical solutions are obtained using the Homotopy Analysis Method
(HAM) while the numerical solutions are computed using Keller–Box method (K–B).
Convergence of the Homotopy solutions for the governing non-dimensional equations are derived.
A detailed error analysis is done to compute the average squared residual errors for ﬂow, temper-
ature and concentration. The optimal values of the convergence control parameter are computed
for velocity and temperature. This study includes the effects of various parameters such as magnetic
parameter, Grashof number, chemical reaction parameter, heat source parameter and Biot number
on skin friction, heat and mass transfer rates as well on velocity, temperature and concentration
proﬁles. Comparison of the HAM and K–B methods shows a very good agreement.
 2015 Faculty of Engineering, Ain Shams University. Production and hosting by Elsevier B.V. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
The study of boundary layer ﬂow with heat and mass transfer
over a vertical plate, in the presence of magnetic ﬁeld and
chemical reaction has important applications in various chem-
ical and engineering processes such as petroleum and chemical
industry, thermal insulation, cooling of nuclear reactors [1].
The convective heat transfer studies are very useful inunderstanding processes involving high temperature and con-
centration, for example, gas turbines and thermal energy stor-
age. Other promising applications are in the ﬁeld of metallurgy
such as MHD stirring of molten metal and magnetic-levitation
casting. Makinde [2,3] studied the heat and mass transfer in the
presence of magnetic ﬁeld due to a moving vertical plate with a
convective surface boundary condition effects numerically
using higher order Runge Kutta Scheme. The ﬂow due to a
semi-inﬁnite vertical plate with convective surface boundary
condition and internal heat generation in the presence of vis-
cous dissipation, thermal radiation and chemical reaction
was studied numerically by [4]. Aziz [5] has investigated the dif-
ferent variations of laminar thermal boundary layer and ther-
mal slip ﬂow due to a ﬂat plate in a uniform stream of ﬂuid
with a convective surface and constant heat ﬂux boundary con-
ditions. Most of these studies pertain to numerical methods
using Runge Kutta scheme.
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the thermal boundary layer ﬂow due to a moving plate.
Olanrewaju et al. [7] presented the effects of thermal diffusion,
magnetic ﬁeld and viscous dissipation on unsteady mixed con-
vection ﬂow past a porous plate with chemical reaction.
Thermal radiation with buoyancy force on the MHD ﬂuid ﬂow
on the permeable vertical stretching sheet was considered by
Rashidi et al. [8].
The analytical and numerical solutions in a steady two-
dimensional ﬂow of viscous ﬂuid with chemical reaction and
heat generation were considered by Shatey et al. [9]. Shehzad
et al. [10] included the Casson ﬂuid ﬂow with chemical reaction
and suction effects for heat and mass transfer on MHD ﬂow.
The hydromagnetic boundary layer ﬂow with heat and
mass transfer due to a vertical plate in the presence of chemical
reaction, magnetic ﬁeld and a convective heat exchange at the
surface was examined numerically by Gangadhar [11] and
Gangadhar et al. [12]. Both the works deal with the numerical
solution using Runge–Kutta fourth order with shooting tech-
nique. In [11], the author has not considered the source param-
eter (Sr) and the concentration difference parameter (Nc),
where as in [12], he has included the source parameter (Sr)
but not considered the concentration difference parameter
(Nc).
The focus of this paper is to obtain an approximate analyt-
ical solution for the hydromagnetic ﬂow due a vertical plate in
the presence of a heat source and chemical reaction which has
not been taken up for analysis in the literature. The ﬂow is sub-
jected to a convective surface boundary condition in the pres-
ence of local and modiﬁed thermal Grashof numbers and the
study includes the combined effects of source parameter and
the concentration difference parameter. The non linear equa-
tions governing the ﬂow were solved analytically using
Homotopy Analysis Method (HAM). The study may resemble
the work of Gangadhar [11] and Gangadhar et al. [12], but
both these studies are only numerical approach using Runge
Kutta fourth order with shooting technique whereas the pre-
sent analysis is an approximate analytical solution procedure.
The governing equations and the boundary conditions
imposed on concentration are different from that of
Gangadhar [11] and Gangadhar et al. [12] and the present
study takes into account both heat source parameter (Sr)
and Concentration difference parameter (Nc) to study the
effect of magnetic and internal heat generation on the ﬂuid.
Convergence of the Homotopy solutions is also derived.
2. Problem formulation and governing equation
Here, we study the mixed convection ﬂow of a laminar, incom-
pressible hydromagnetic ﬂow due to a vertical plate in the pres-
ence of a heat source and chemical reaction. The ﬂuid is
subjected to a uniform magnetic ﬁeld of strength B0. It is
assumed that the magnetic Reynolds number of the ﬂow is
assumed to be small enough so that the induced distortion
due to applied magnetic ﬁeld can be neglected. On the assump-
tion of a small magnetic Reynolds number, heat energy dissi-
pated through viscous dissipation and the heat released due
to ohmic heating are negligible compared to the energy due
to heat source since our surface is heated by convection.
Hence the combined effects of viscous dissipation and Ohmic
heating due to magnetics are neglected in the energy equation.Under these assumptions, the governing equations for the
steady two dimensional boundary layer ﬂow due to a vertical
plate are given by [2]
ux þ vy ¼ 0 ð1Þ
uuxþ vuy¼ muyyrB
2
0
q
uU1ð Þþg1b1 TT1ð Þþg1b2 CC1ð Þ
ð2Þ
uTx þ vTy ¼ aTyy þ Q0qCp T T1ð Þ ð3Þ
uCx þ vCy ¼ DCyy  Kr1C ð4Þ
The boundary conditions are
u¼ v¼ 0; kTy ¼ hc Tf T
 
; Cw ¼ Axb þC1 at y¼ 0;
u! U1;T! T1 and C! C1 as y!1: ð5Þ
The coordinate system for the two-dimensional ﬂow is
given in Fig. 1. The x-axis is considered along the direction
of the plate and the y-axis is normal to it. A uniform magnetic
ﬁeld of strength B0 is applied in the downward y-axis. The left
surface of the plate is being heated by convection from a hot
ﬂuid and Tf represents the left side of the surface plate of tem-
perature that gives a heat transfer coefﬁcient hc.
Here u and v denote the ﬂuid velocity along the x- and
y- directions, respectively; T is the temperature; C is the con-
centration; k is the thermal conductivity; q is the ﬂuid density;
m is the kinematic viscosity; a; D are the thermal and mass dif-
fusivity respectively; b1 and b2 are the thermal and solutal
expansion coefﬁcients; b is the power index of the concentra-
tion; r is the ﬂuid electrical conductivity; Q0 is the heat source;
Kr1 is the chemical reaction rate on the species concentration
and g1 is the gravitational acceleration; A is the constant and
Cw is the species concentration at the plate; Cp is the speciﬁc
heat at a constant pressure and U1; T1 and C1 are the free
stream velocity, temperature and concentration respectively.
The stream function w, satisﬁes the Eq. (1) automatically
with
u ¼ @w
@y
; v ¼  @w
@x
ð6Þ
It may be remarked that the partial differential Eqs. (1)–(6)
are obtained by deﬁning an independent variable g and the
stream function w as follows
g ¼ y U1
mx
 1=2
; w ¼ ðmxU1Þ1=2fðgÞ ð7Þ
The dimensionless temperature and concentration are
denoted as
T T1 ¼ ðTf  T1ÞgðgÞ; C C1 ¼ ðCw  C1ÞGðgÞ ð8Þ
Substituting Eqs. (6)–(8) into Eqs. (1)–(5), we get following
coupled nonlinear ODEs;
f 000 gð Þ þ 1
2
f gð Þf 00 gð Þ þHað1 f 0 gð ÞÞ þ Gr g gð Þ þ Gc G gð Þ ¼ 0
ð9Þ
g00 gð Þ þ 1
2
Pr f gð Þg0 gð Þ þ PrSrg gð Þ ¼ 0 ð10Þ
Figure 1 Two-dimensional coordinate system of ﬂow.
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2
Sc f gð ÞG0 gð Þ  ScKr G gð Þ þNcð Þ ¼ 0 ð11Þ
Eq. (5) can be rewritten as
fð0Þ ¼ 0; f 0ð0Þ ¼ 0; f0ð1Þ ¼ 1
g0ð0Þ ¼ Bi gð0Þ  1ð Þ; gð1Þ ¼ 0
Gð0Þ ¼ 1; Gð1Þ ¼ 0 ð12Þ
Here g is the similarity variable, f is the dimensionless
stream function; f 0 is the dimensionless velocity; g and G are
the dimensionless temperature and dimensionless concentra-
tion respectively; and prime denotes derivative with respect
to g, and the constants are
Ha ¼ rB
2
0x
qU1
; Gr ¼ g1b1 Tf  T1
 
x
U21
;
Gc ¼ g2b2 Cw  C1ð Þx
U21
; Bi ¼ hc
k
mx
U1
 1
2
Pr ¼ m
a
; Sc ¼ m
D
; Sr ¼ Q0x
U1qCp
;
Kr ¼ Kr1x
U1
; Nc ¼ C1
Cw  C1
Here Ha is the local magnetic ﬁeld parameter; Gr is the local
thermal Grashof number; Gc is the modiﬁed Grashof number;
Bi is the local convection heat transfer parameter; Pr is the
Prandtl number; Sc is the Schmidt number; Sr is the local heat
source parameter; Kr is the local chemical reaction parameter
and Nc is the concentration difference parameter.
It is noted that the local parameters such as Gr; Gc; Bi and
Ha in Eqs. (9)–(12) are functions of x, these local parameters
must be constant and have a similarity solution, and we
assume the relations as follows
hc ¼ a
x
1
2
; r ¼ b
x
; b1 ¼
d
x
; b2 ¼
e
x
Q0 ¼
a1
x
; Kr1 ¼ b1
x
ð13Þ
where a; b; d; e; a1 and b1 are constants.Eqs. (9)–(12) with Sr ¼ Kr ¼ 0 (without Source and
Chemical reaction parameters) are the same as those of
[2,11]. Also, Eqs. (10)–(12) are the same as those of [1]. In this
problem the physical quantities such as the local skin friction
coefﬁcient s ¼ f00ð0Þ and the local Nusselt number
Nu ¼ g0ð0Þ, and local Sherwood number Sh ¼ G0ð0Þ are
computed and for local similarity case, integration over the
entire vertical plate we can compute necessary for total skin
friction, total heat and mass transfer rates.
3. HAM analysis
The recently developed approximate analytical method is
applied to obtain the desired solutions. Since the method is
described in detail in [13–16] the details are not presented here
for the sake of brevity.
The main components of the HAM procedure are selecting
suitable initial proﬁles satisfying the boundary conditions of
the problem and choosing an appropriate linear operator so
that its solutions are simpler to evaluate analytically discussed
by Robert et al. [17]. The nonlinear operator is directly written
from the governing equation of the problem. In Homotopy
analysis, we always get a system of deformation equations
which have to be solved. We choose the set of base functions,
initial guesses and auxiliary linear operators as follows.
f gkeng ; kP 0; nP 0g
flðgÞ ¼
X1
n¼0
X1
k¼0
½Akl;ngkeng ð14Þ
glðgÞ ¼
Bi
1þ Bi
X1
n¼0
X1
k¼0
½Bkl;ngkeng ð15Þ
GlðgÞ ¼
X1
n¼0
X1
k¼0
½Ckl;ngkeng ð16Þ
In which Akl;n; B
k
l;n and C
k
l;n are the coefﬁcients.
f0ðgÞ ¼ g geg; g0ðgÞ ¼
Bieg
1þ Bi ; G0ðgÞ ¼ e
g: ð17Þ
Lf ¼ d
3f
dg3
 df
dg
; Lg ¼ d
2g
dg2
 g; LG ¼ d
2G
dg2
 G; ð18Þ
so that
Lf C1 þ C2eg þ C3eg½  ¼ 0; Lg C4eg þ C5eg½  ¼ 0;
LG C6e
g þ C7eg½  ¼ 0; ð19Þ
in which Ci are arbitrary constants, and these Cis can be
obtained using the boundary conditions given in Eq. (12).
3.1. Zeroth and higher-order deformation problems
To obtain the HAM solution for the governing Eqs. (9)–(11),
let c 2 ½0; 1 be an embedding parameter and cf; cg and cG are
the basic optimal convergence control parameters [18]. Then
the zeroth order deformation equation and the non-linear
operators become,
ð1 cÞLX½Xðg; cÞ  X0ðgÞ ¼ ccXN X½Xðg; cÞ ð20Þ
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N f½fðg; cÞ ¼ @
3fðg; cÞ
@g3
þ 1
2
fðg; cÞ @
2fðg; cÞ
@g2
þHa 1 @fðg; cÞ
@g
 
þ Grgðg; cÞ þ GcGðg; cÞ ð21Þ
N g½gðg; cÞ; fðg; cÞ ¼ @
2gðg; cÞ
@g2
þ 1
2
Pr fðg; cÞ @gðg; cÞ
@g
 
þ PrSrGðg; cÞ
N G½Gðg; cÞ; fðg; cÞ ¼ @
2Gðg; cÞ
@g2
þ 1
2
Sc fðg; cÞ @Gðg; cÞ
@g
 
 ScKrðGðg; cÞ þNcÞ
with appropriate boundary conditions rewritten from Eq. (12)
as,
fðg; cÞjg¼0 ¼ 0;
@fðg; cÞ
@g

g¼0
¼ 0; @fðg; cÞ
@g

g¼1
¼ 1 ð22Þ
@gðg; cÞ
@g

g¼0
¼ Bi½gðg; cÞjg¼0  1; gðg; cÞjg¼1 ¼ 0; ð23Þ
Gðg; cÞjg¼0 ¼ 1;Gðg; cÞjg¼1 ¼ 0 ð24Þ
For ‘th-order deformation equation, we ﬁrst differentiate
Eq. (20) ‘-times with respect to c, dividing them by ‘! and then
setting c ¼ 0 we get
LX½X‘ðgÞ  X‘X‘1ðgÞ ¼ cXR‘XðgÞ; ð25Þ
where X ¼ f; g and G.
The boundary conditions are redeﬁned as
f‘ð0Þ ¼ 0; f0‘ð0Þ ¼ 0; f 0‘ð1Þ ¼ 1;
g0‘ð0Þ ¼ Bi½g‘ð0Þ  1; g‘ð1Þ ¼ 0
G‘ð0Þ ¼ 1;G‘ð1Þ ¼ 0
ð26Þ
Here R‘fðgÞ; R‘gðgÞ and R‘GðgÞ are remainders of linear
operators given by
R‘fðgÞ ¼ f 000‘1ðgÞ þ
1
2
X‘1
j¼0
½f‘1jf 00j  þHað1 f 0‘1ðgÞÞ
þ Grðg‘1ðgÞÞ þ GcðG‘1ðgÞÞ ð27Þ
R‘gðgÞ ¼ g00‘1ðgÞ þ
1
2
Pr
X‘1
j¼0
½f‘1jg0j þ PrSrg‘1ðgÞ; ð28Þ
R‘GðgÞ ¼ G00‘1ðgÞ þ
1
2
Sc
X‘1
j¼0
½f‘1jG0j  ScKrðG‘1ðgÞ þNcÞ;
ð29Þ
The function X‘ is deﬁned as
X‘ ¼
0 if ‘ 6 1
1 if ‘ > 1:

ð30Þ
Expanding Xðg; cÞ with respect to c using Taylor’s series we
obtain
Xðg; cÞ ¼ X0ðgÞ þ
X1
‘¼1
X‘ðgÞc‘;X‘ðgÞ ¼ 1
‘!
@‘Xðg; cÞ
@c‘

c¼0
ð31ÞThe auxiliary parameters are selected as c ¼ 0 and c ¼ 1
from Eq. (20), one may write
Xðg; 0Þ ¼ X0ðgÞ; Xðg; 1Þ ¼ XðgÞ: ð32Þ
Thus as c increases from 0 to 1 and Xðg; cÞ varies from the
initial guess X0ðgÞ to the solution XðgÞ of the governing equa-
tions respectively. The auxiliary parameters are suitably cho-
sen so that the series solutions converge for c ¼ 1 and the
particular solution is given by
XðgÞ ¼ X0ðgÞ þ
X1
‘¼1
X‘ðgÞ ð33Þ
where X ¼ f ; g and G. Therefore, we get the general
approximate analytical solutions ðf ‘; g‘; G‘Þ in terms of spe-
cial solutions ðf ‘ ; g‘ ; G‘ Þ as
f‘ðgÞ ¼ f‘ðgÞ þ C1 þ C2eg þ C3eg ð34Þ
g‘ðgÞ ¼ g‘ðgÞ þ C4eg þ C5eg ð35Þ
G‘ðgÞ ¼ G‘ðgÞ þ C6eg þ C7eg ð36Þ
We solve the Eqs. (34)–(36) one after the other in the order
‘ ¼ 1; 2; 3; . . . . . .. by means of the symbolic computation soft-
ware Mathematica. It is shown that the solution for the veloc-
ity proﬁle can be expressed as an inﬁnite series of any desired
order.
4. Convergence of the Homotopy solutions
In this section, we prove that the base functions (i.e, Eqs. (14)–
(16)) converge to the solutions of the governing Eqs. (9)–(11).
That is, we show that
lim
N!1
fNðgÞ ¼ 0; lim
N!1
gNðgÞ ¼ 0; lim
N!1
GNðgÞ ¼ 0 ð37Þ
From Eqs. (25) and (30) we have
lim
N!1
XN
‘¼1
cXR
‘
XðgÞ
" #
¼ lim
N!1
XN
‘¼1
LX½X‘ðgÞX‘X‘1ðgÞ
¼ lim
N!1
LX
XN
‘¼1
X‘ðgÞ
XN
‘¼1
X‘X‘1ðgÞ
" #
¼ lim
N!1
LXfNðgÞ * fN ¼
XN
‘¼1
X‘ðgÞ
XN
‘¼1
X‘X‘1ðgÞ
¼LX lim
N!1
fNðgÞ
lim
N!1
XN
‘¼1
cXR
‘
XðgÞ
" #
¼ 0 ; g2 ½0;1Þ
ð38Þ
where X ¼ f; g and G. Eq. (38) gives that inﬁnite sequences
S1; S2; S3; S4; S5; S6 . . . . . ., where SN ¼
PN
‘¼1R
‘
XðgÞ
 	
con-
verge to zero.
Now, from Eq. (27)
XN
‘¼1
R‘fðgÞ¼
XN
‘¼1
(
f 000‘1ðgÞþHað1 f 0‘1ðgÞÞþGrðg‘1ðgÞÞ
þGcðG‘1ðgÞÞþ1
2
X‘1
j¼0
½f‘1jf 00j 
)
ð39Þ
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N!1
XN
‘¼1
R‘fðgÞ
" #
¼
X1
‘¼1
f 000‘1ðgÞþHað1 f 0‘1ðgÞÞþGrðg‘1ðgÞÞ


þGcðG‘1ðgÞÞþ1
2
X‘1
j¼0
½f‘1jf00j 
)
¼ d
3
dg3
X1
‘¼1
f‘1ðgÞ
 !
þHa 1 d
dg
X1
‘¼1
f‘1ðgÞ
 ! !
þGr
X1
‘¼1
g‘1ðgÞ
 !
þGc
X1
‘¼1
G‘1ðgÞ
 !
þ1
2
X1
‘¼1
X‘1
j¼0
½f‘1jf00j  ¼
d3
dg3
X1
j¼0
fjðgÞ
 !
þHa 1 d
dg
X1
j¼0
fjðgÞ
 ! !
þGr
X1
j¼0
gjðgÞ
 !
þGc
X1
j¼0
GjðgÞ
 !
þ1
2
X1
j¼0
X1
m¼jþ1
½fm1jf 00j 
¼ d
3
dg3
X1
j¼0
fjðgÞ
 !
þHa 1 d
dg
X1
j¼0
fjðgÞ
 ! !
þGr
X1
j¼0
gjðgÞ
 !
þGc
X1
j¼0
GjðgÞ
 !
þ1
2
X1
j¼0
fjðgÞ
 !
d2
dg2
X1
j¼0
fjðgÞ
 ! !
ð40Þ
From Eqs. (40) and (37), we have
d3
dg3
X1
j¼0
fjðgÞ
 !
þHa 1 d
dg
X1
j¼0
fjðgÞ
 ! !
þ Gr
X1
j¼0
gjðgÞ
 !
þ Gc
X1
j¼0
GjðgÞ
 !
þ 1
2
X1
j¼0
fjðgÞ
 !
d2
dg2
X1
j¼0
fjðgÞ
 ! !
¼ 0
ð41Þ
and from Eq. (28)2.5 2.0 1.5 1.0 0.5 0.0
3
2
1
0
1
2
3
cf
f''
(0
)
Kr 0.5, Sc 0.62, Nc 0.01, Pr 0.72
Figure 2 cf Curve for Ha ¼ Bi ¼ Gc ¼ Gr ¼ 0:1; Sc ¼ 0:62;
Pr ¼ 0:72; Nc ¼ 0:01; Kr ¼ 0:5 and Sr ¼ 1:0.XN
‘¼1
R‘gðgÞ¼
XN
‘¼1
g00‘1ðgÞþPrSr g‘1ðgÞð Þþ
1
2
Pr
X‘1
j¼0
½f‘1jðgÞg0‘1ðgÞ
( )
ð42Þ
lim
N!1
XN
‘¼1
R‘gðgÞ
" #
¼
X1
‘¼1
g00‘1ðgÞ þ PrSr g‘1ðgÞð Þ


þ 1
2
Pr
X‘1
j¼0
½f‘1jðgÞg0‘1ðgÞ
)
¼ d
2
dg2
X1
‘¼1
g‘1ðgÞ
 !
þPrSr
X1
‘¼1
g‘1ðgÞ
 !
þ 1
2
Pr
X1
‘¼1
X‘1
j¼0
½f‘1jðgÞg0jðgÞ
¼ d
2
dg2
X1
‘¼1
g‘1ðgÞ
 !
þ PrSr
X1
‘¼1
g‘1ðgÞ
 !
þ 1
2
Pr
X1
j¼0
X1
m¼jþ1
½fm1jðgÞg0jðgÞ ¼
d2
dg2
X1
j¼0
gjðgÞ
 !
þPrSr
X1
j¼0
gjðgÞ
 !
þ 1
2
Pr
X1
j¼0
X1
m¼jþ1
½fm1jðgÞg0jðgÞ
¼ d
2
dg2
X1
j¼0
gjðgÞ
 !
þ PrSr
X1
j¼0
gjðgÞ
 !
þ 1
2
Pr
X1
j¼0
fjðgÞ
 !
d
dg
X1
j¼0
gjðgÞ
" # !
ð43Þ
Eqs. (43) and (37), we have
d2
dg2
X1
j¼0
gjðgÞ
 !
þ PrSr
X1
j¼0
gjðgÞ
 !
þ 1
2
Pr
X1
j¼0
fjðgÞ
 !
d
dg
X1
j¼0
gjðgÞ
" # !
¼ 0 ð44Þ
and from Eq. (29)1.4 1.2 1.0 0.8 0.6 0.4 0.2 0.0
1.5
1.0
0.5
0.0
0.5
1.0
1.5
cg, cG
g'
(0
),
G
'(0
)
Kr 0.5 ,Sc 0.62 ,Nc 0.01 ,Pr 0.72
G'(0)
g' (0)
Figure 3 cg and cG curves for Ha ¼ Bi ¼ Gc ¼ Gr ¼ 0:1;
Sc ¼ 0:62; Pr ¼ 0:72; Nc ¼ 0:01; Kr ¼ 0:5 and Sr ¼ 1:0.
Figure 4 Average squared residual errors at different order of
approximations.
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‘¼1
R‘GðgÞ ¼
XN
‘¼1
G00‘1ðgÞ  ScKr G‘1ðgÞ þNcð Þ


þ 1
2
Sc
X‘1
j¼0
½f‘1jðgÞG0‘1ðgÞ
)
ð45Þ
lim
N!1
XN
‘¼1
R‘GðgÞ
" #
¼
X1
‘¼1
G00‘1ðgÞScKr G‘1ðgÞþNcð Þþ
1
2
Sc
X‘1
j¼0
½f‘1jðgÞG0‘1ðgÞ
( )
¼ d
2
dg2
X1
‘¼1
G‘1ðgÞ
 !
ScKr
X1
‘¼1
G‘1ðgÞþNc
 !
þ1
2
Sc
X1
‘¼1
X‘1
j¼0
½f‘1jðgÞG0jðgÞ
¼ d
2
dg2
X1
‘¼1
G‘1ðgÞ
 !
ScKr
X1
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From Eqs. (46) and (37), we have
d2
dg2
X1
j¼0
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 ScKr
X1
j¼0
GjðgÞ þNc
 !
þ 1
2
Sc
X1
j¼0
fjðgÞ
 !
d
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X1
j¼0
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¼ 0 ð47Þ
From Eqs. (22)–(24) we have
X1
j¼0
fjð0Þ ¼ 0;
X1
j¼0
f 0jð0Þ ¼ 0;
X1
j¼0
f 0jð1Þ ¼ 0Table 1 Convergence of Homotopy solution for different
orders of approximation for f 00ð0Þ; g0ð0Þ and G0ð0Þ when
(Ha ¼ Gc ¼ Gr ¼ Bi ¼ 0:1 and Sc ¼ 0:62; Sr ¼ 1:0; Kr ¼ 0:5;
Nc ¼ 0:0 and Pr ¼ 0:72).
‘ f 00ð0Þ g0ð0Þ G0ð0Þ
1 0.7231065 0.5159944 0.4150661
5 0.7618803 0.5539803 0.4399820
10 0.8714585 0.5823581 0.4510038
15 0.8901475 0.5822144 0.4506601
20 0.9147587 0.5822144 0.4506601
25 0.9147587 0.5822144 0.4506601
30 0.9147587 0.5822144 0.4506601
35 0.9147587 0.5822144 0.4506601X1
j¼0
g0jð0Þ  Bi½gjð0Þ  1
 
¼ 0;
X1
j¼0
gjð1Þ ¼ 0
X1
j¼0
Gjð0Þ ¼ 0;
X1
j¼0
Gjð1Þ ¼ 0 ð48Þ
Therefore, Eqs. (41), (44) and (47) with Eq. (48) show that
the Eqs. (14)–(16) converge.
It is customary in HAM analysis to plot c0-curves to iden-
tify the interval of optimal convergence control parameters(i.e.
cf; cg and cG) within which any value can be chosen to obtain
convergent solutions. From Figs. 2,3, it is shown that choosing
cf in the interval ½1:8; 0:5 does not affect the values of
shear stress rates and it is ½1:2; 0:6 for both heat and mass
transfer rates. The cf; cg and cG curves have been drawn for
20th order of HAM solution. But the computation of averaged
residual errors helps to obtain the optimal value of these cf; cg
and cG within that interval.
5. Error estimation at High orders
We compute averaged residual errors suggested by [19]
EX ’ 1
‘
Xi
j¼0
N
X‘
i¼0
XiðjDxÞ
" # !2
ð49Þ
where Dx ¼ 10
‘
and ‘ ¼ 20.
The HAM-basedMathematica package BVPh 2.01 has been
used to compute the averaged residual errors of Eqs. (9)–(11).
Hence, we use Eq. (49) to ﬁnd the convergence control param-
eters which are used for the entire solution analysis.
Table 1 illustrates the convergence of skin friction f 00ð0Þ,
heat transfers g0ð0Þ and G0ð0Þ after performing up to
35th-order approximation of functions f; g and G computed
from deformation equations. As seen, the computation gives
a convergent solutions from the 20th order itself consistently.
The averaged squared residuals at different orders of
approximation for fðgÞ; gðgÞ and GðgÞ are shown in Fig. 4.
The averaged squared residual decreases much more quickly
with convergence control parameters cf ¼ 1:20945,
cg ¼ 1:10744 and cG ¼ 1:04288. Obtaining these optimal
values of cf; cg and cG and using these values in all the further1 Refer. http://numericaltank.sjtu.edu.cn/BVPh.htm.
Table 2 Comparison with Gangadhar et al. [12] results for the values of f 00ð0Þ for various values of physical parameters.
Bi Gr Gc Ha Sc Sr Kr f 00ð0Þ
Gangadhar et al. [12] Present K–B Present HAM
0.1 0.1 0.1 0.1 0.24 1.0 0.5 0.597803 0.5977991 0.5977982
1.0 0.1 0.1 0.1 0.24 1.0 0.5 0.651686 0.6516859 0.6516841
0.1 0.5 0.1 0.1 0.24 1.0 0.5 0.688034 0.6880329 0.6880327
0.1 1.0 0.1 0.1 0.24 1.0 0.5 0.793144 0.7931433 0.7931432
0.1 0.1 0.5 0.1 0.24 1.0 0.5 1.017760 1.0177721 1.0177721
0.1 0.1 1.0 0.1 0.24 1.0 0.5 1.500850 1.5008444 1.5008400
0.1 0.1 0.1 0.4 0.24 1.0 0.5 0.814486 0.8144179 0.8144179
0.1 0.1 0.1 0.6 0.24 1.0 0.5 0.931116 0.9311098 0.9311098
0.1 0.1 0.1 0.1 0.62 1.0 0.5 0.584136 0.5841009 0.5841009
0.1 0.1 0.1 0.1 0.78 1.0 0.5 0.579769 0.5797902 0.5797902
0.1 0.1 0.1 0.1 0.24 2.0 0.5 – 0.5987366 0.5987366
0.1 0.1 0.1 0.1 0.62 3.0 0.5 – 0.6100231 0.6100231
0.1 0.1 0.1 0.1 0.24 1.0 1.0 – 0.5842769 0.5842769
0.1 0.1 0.1 0.1 0.62 1.0 1.5 – 0.5774861 0.5774861
Table 3 Comparison with Rout et al. [1] results for g0ð0Þ with Kr ¼ Sr ¼ Nc ¼ 0:0 for the different values of physical parameters.
Bi Gr Gc Ha Pr Sc g0ð0Þ
Rout et al. [1] Present K–B Present HAM
0.1 0.1 0.1 0.1 0.72 0.62 0.078635 0.07863449 0.07863449
1.0 0.1 0.1 0.1 0.72 0.62 0.273153 0.27315107 0.27315107
0.1 0.5 0.1 0.1 0.72 0.62 0.079173 0.07917111 0.07917111
0.1 1.0 0.1 0.1 0.72 0.62 0.079691 0.07968042 0.07968042
0.1 0.1 0.5 0.1 0.72 0.62 0.080711 0.08066944 0.08066943
0.1 0.1 1.0 0.1 0.72 0.62 0.082040 0.08203891 0.08203891
0.1 0.1 0.1 1.0 0.72 0.62 – 0.05249166 0.05249166
0.1 0.1 0.1 5.0 0.72 0.62 0.066156 0.06615556 0.06615561
0.1 0.1 0.1 0.1 1.0 0.62 0.081935 0.08193111 0.08193110
0.1 0.1 0.1 0.1 7.10 0.62 0.093348 0.09334842 0.09334841
0.1 0.1 0.1 0.1 0.24 0.78 0.078484 0.07847998 0.07847998
0.1 0.1 0.1 0.1 0.62 2.63 0.077915 0.07791442 0.07791442
Table 4 Comparison with Rout et al. [1] results for G0ð0Þ with Kr ¼ Sr ¼ Nc ¼ 0:0 for the different values of physical parameters.
Bi Gr Gc Ha Pr Sc G0ð0Þ
Rout et al. [1] Present K–B Present HAM
0.1 0.1 0.1 0.1 0.72 0.62 0.3337425 0.33374233 0.33374233
1.0 0.1 0.1 0.1 0.72 0.62 0.3410294 0.34102918 0.34102911
0.1 0.5 0.1 0.1 0.72 0.62 0.2082640 0.20825967 0.20825967
0.1 1.0 0.1 0.1 0.72 0.62 0.2928890 0.29288761 0.29288761
0.1 0.1 0.5 0.1 0.72 0.62 0.3813954 0.38138012 0.38138012
0.1 0.1 1.0 0.1 0.72 0.62 0.4176699 0.41766897 0.41766891
0.1 0.1 0.1 1.0 0.72 0.62 – 0.09546261 0.09546261
0.1 0.1 0.1 5.0 0.72 0.62 0.1806634 0.18066333 0.18066310
0.1 0.1 0.1 0.1 1.0 0.62 0.3325180 0.33251459 0.33251457
0.1 0.1 0.1 0.1 7.10 0.62 0.3305618 0.33056004 0.33056004
0.1 0.1 0.1 0.1 0.24 0.78 0.3844559 0.38445444 0.38445444
0.1 0.1 0.1 0.1 0.62 2.63 0.7981454 0.79810011 0.79810011
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Figure 5 Temperature proﬁle for Ha ¼ Bi ¼ Gc ¼ 0:1;
Sc ¼ 0:62; Pr ¼ 0:72; Nc ¼ 0:01; Kr ¼ 0:5 and Sr ¼ 1:0 at vari-
ous Gr values.
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Figure 6 Temperature proﬁle for Ha ¼ Bi ¼ Gc ¼ Gr ¼ 0:1;
Sc ¼ 0:62; Pr ¼ 0:72; Kr ¼ 0:5 and Sr ¼ 1:0 at various Nc
values.
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Figure 7 Temperature proﬁle for Ha ¼ Bi ¼ Gc ¼ Gr ¼ 0:1;
Sc ¼ 0:62; Nc ¼ 0:01; Kr ¼ 0:5 and Sr ¼ 1:0 at various Pr
values.
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Figure 8 Temperature proﬁle for Ha ¼ Bi ¼ Gc ¼ Gr ¼ 0:1;
Sc ¼ 0:62; Pr ¼ 0:72; Nc ¼ 0:01 and Sr ¼ 1:0 at various Kr
values.
0 2 4 6 8
0.0
0.2
0.4
0.6
0.8
1.0
G
Kr 1.5
Kr 1.0
Kr 0.5
Kr 0.1
(  
)
=
=
=
=
Figure 9 Concentration proﬁle for Ha ¼ Bi ¼ Gc ¼ Gr ¼ 0:1;
Sc ¼ 0:62; Pr ¼ 0:72; Nc ¼ 0:01 and Sr ¼ 1:0 at various Kr
values.
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Figure 10 Velocity proﬁle for Ha ¼ Bi ¼ Gr ¼ 0:1; Sc ¼ 0:62;
Pr ¼ 0:72; Nc ¼ 0:01; Kr ¼ 0:5 and Sr ¼ 1:0 at various Gc
values.
678 R. Seshadri, S.R. Munjamcalculation of ﬂow variables greatly inﬂuence and accelerate
the convergence of series solution.
6. Numerical solution
The numerical solution of governing Eqs. (9)–(11) subject to
the boundary conditions Eq. (12) is obtained using the Ke
ller–Box method. For this, we ﬁrst reduce the governingnon-dimensional equations to a ﬁrst order system; the sys-
tem obtained is then approximated using central differences.
The resultant difference equations are linearized by
Newton’s method. The ﬁnal tri-diagonal systems are then
solved using Varga’s Algorithm. The numerical results and
approximate analytical results agree very well in all the
calculations.
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Figure 11 Temperature proﬁle for Ha ¼ Bi ¼ Gr ¼ 0:1;
Sc ¼ 0:62; Pr ¼ 0:72; Nc ¼ 0:01; Kr ¼ 0:5 and Sr ¼ 1:0 at
various Gc values.
0 2 4 6 8
0.0
0.2
0.4
0.6
0.8
1.0
G
Gc 1.5
Gc 1.0
Gc 0.5
Gc 0.1
(  
)
=
=
=
=
Figure 12 Concentration proﬁle for Ha ¼ Bi ¼ Gr ¼ 0:1;
Sc ¼ 0:62; Pr ¼ 0:72; Nc ¼ 0:01; Kr ¼ 0:5 and Sr ¼ 1:0 at
various Gc values.
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Figure 13 Temperature proﬁle for Ha ¼ Bi ¼ Gc ¼ Gr ¼ 0:1;
Sc ¼ 0:62; Pr ¼ 0:72; Nc ¼ 0:01 and Kr ¼ 0:5 at various Sr
values.
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Figure 14 Temperature proﬁle for Ha ¼ Gc ¼ Gr ¼ 0:1;
Sc ¼ 0:62; Pr ¼ 0:72, Nc ¼ 0:01; Sr ¼ 1:0 and Kr ¼ 0:5 at
various Bi values.
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Figure 15 Concentration proﬁle for Ha ¼ Gc ¼ Gr ¼ 0:1;
Sc ¼ 0:62; Pr ¼ 0:72, Nc ¼ 0:01; Sr ¼ 1:0 and Kr ¼ 0:5 at
various Bi values.
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Figure 16 Effect of Ha on f 00ð0Þ for different values of Sr
when Bi ¼ Gc ¼ Gr ¼ 0:1; Sc ¼ 0:62, Pr ¼ 0:72; Nc ¼ 0:01 and
Kr ¼ 0:5.
MHD ﬂow due to a heat source and chemical reaction 6797. Results and discussion
Here, we have studied the effect of various physical parameters
such as magnetic ﬁeld parameter Ha, local convective heat
transfer parameter Bi, Prandtl number Pr, Schmidt number
Sc and local thermal Grashof number Gr, modiﬁed Grashof
number Gc and Concentration difference parameter Nc, local
heat source parameter Sr and chemical reaction parameter
Kr on the ﬂow velocity, temperature and concentration proﬁlesas well as on skin friction, heat and mass transfer rates. The
approximate analytical solutions are obtained in the form of
a series using algebraic computational software Mathematica.
The expressions for f; g and G are evaluated up to tenth order
to keep the results up to seventh decimal places accuracy.
Special cases of our present results are compared with the
results available in the literature and found them to be in good
agreement. Though results have been generated for several
Figure 17 Effect of Ha on g0ð0Þ for different values of Sr
when Bi ¼ Gc ¼ Gr ¼ 0:1; Sc ¼ 0:62, Pr ¼ 0:72; Nc ¼ 0:01 and
Kr ¼ 0:5.
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Figure 18 Effect of Ha on G0ð0Þ for different values of Sr
when Bi ¼ Gc ¼ Gr ¼ 0:1; Sc ¼ 0:62, Pr ¼ 0:72; Nc ¼ 0:01 and
Kr ¼ 0:5.
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Figure 19 Velocity proﬁle for Bi ¼ Gc ¼ Gr ¼ 0:1;
Sc ¼ 0:62; Pr ¼ 0:72; Nc ¼ 0:01; Kr ¼ 0:5 and Sr ¼ 1:0 at
various Ha values.
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Figure 20 Temperature proﬁle for Bi ¼ Gc ¼ Gr ¼ 0:1;
Sc ¼ 0:62; Pr ¼ 0:72; Nc ¼ 0:01; Kr ¼ 0:5 and Sr ¼ 1:0 at
various Ha values.
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Figure 21 Concentration proﬁle for Bi ¼ Gc ¼ Gr ¼ 0:1;
Sc ¼ 0:62; Pr ¼ 0:72; Nc ¼ 0:01; Kr ¼ 0:5 and Sr ¼ 1:0 at
various Ha values.
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Figure 22 Velocity proﬁle for Ha ¼ Bi ¼ Gc ¼
Gr ¼ 0:1; Pr ¼ 0:72; Nc ¼ 0:01; Kr ¼ 0:5 and Sr ¼ 1:0 at vari-
ous Sc values.
680 R. Seshadri, S.R. Munjampossible combinations of the parameter values, only few repre-
sentative results are shown in the form of ﬁgures and tables for
the sake of brevity. Tables 1–4 and Figs. 5–24 present various
results obtained from our present analysis.
Table 1 illustrates the convergence of skin friction f00ð0Þ,
heat transfer g0ð0Þ and mass transfer G0ð0Þ after performing
up to 35th-order approximation of functions f; g and G com-
puted from deformation equations. The special cases of ourresults from analytical solutions using HAM and the numeri-
cal solutions using Keller–Box method are compared with
the available numerical results from the literature. Table 2
shows the comparison of skin friction results with those of
[12] and found them to be in very good agreement. Also, when
we put Kr ¼ 0; Sc ¼ 0 and Nc ¼ 0 in our results, we were able
to compare the available results of Rout et al. [1] for the heat
and mass transfer rates for other combinations of the paramet-
ric values. The results are tabulated in Tables 3 and 4. It is seen
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Figure 23 Temperature proﬁle for Ha ¼ Bi ¼ Gc ¼ Gr ¼ 0:1;
Pr ¼ 0:72; Nc ¼ 0:01; Kr ¼ 0:5 and Sr ¼ 1:0 at various Sc
values.
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Figure 24 Concentration proﬁle for Ha ¼ Bi ¼ Gc ¼
Gr ¼ 0:1; Pr ¼ 0:72; Nc ¼ 0:01; Kr ¼ 0:5 and Sr ¼ 1:0 at vari-
ous Sc values.
MHD ﬂow due to a heat source and chemical reaction 681that the heat and mass transfer rate for different values of
Bi; Gr; Gc; Ha; Pr and Sc in the absence of chemical reac-
tion parameter (Kr) and source parameters (Sr) and concentra-
tion difference parameter Nc, agree very well with that of Rout
et al. [1]. Hence we have a conﬁdence in all our present results.
The effect of Gr; Nc; Pr and Kr on the temperature pro-
ﬁles is presented in Figs. 5–8. It observed that the thermal
boundary layer decreases as the Gr values increase from 0.1
to 1.5 as seen from Fig. 5. In Fig. 6, it is observed that there
is an overshoot in the temperature proﬁles for higher values
of Concentration difference parameterNc. In Fig. 7, it is seen
that there is an overshoot in the temperature proﬁles for higher
values of Pr. This is due to the fact that smaller values of the
Prandtl number Pr are equivalent to increasing the thermal
conductivities. Hence, heat is able to diffuse away from the
heated plate more rapidly than for higher values of Prandtl
number Pr in the case of smaller Pr, as the boundary layer is
thicker, and the rate of transfer is reduced. The overshoot in
temperature proﬁles is predominant even for smaller Kr values
as seen in Fig. 8, the strength is less and it regains to its free
stream value faster. Fig. 9 shows the decrease in the concentra-
tion proﬁle thickness for the increase in the chemical reaction
parameter Kr.
The effect of Gc on the velocity ðf 0Þ, temperature ðgÞ and
concentration ðGÞ proﬁles is plotted in Figs. 10–12. In
Fig. 10, there is an overshoot in the velocity proﬁles for higher
values of Gc. This is due to the fact that the x-momentumequation is a coupled equation contain both the heat and con-
centration components. Fig. 11 shows the increase in temper-
ature proﬁles for increase on Gc and the reverse trend is seen
from concentration proﬁles Fig. 12. The effect of local heat
source parameter Sr on the temperature proﬁle is plotted in
Fig. 13. It is observed that the steepness of the proﬁle increases
as Sr increases.
The effect of convective heat transfer parameter Bi on the
temperature and concentration proﬁles is plotted in Figs. 14
and 15. It is observed that temperature proﬁle thickness
increases as Bi varies from 0.1 to 1.5, where as the concentra-
tion proﬁle thickness decreases. The reason for the thickening
of the thermal boundary layer is due to the increase in convec-
tive heat parameter on the surface of the vertical plate.
The effect of heat source parameter Sr, on the skin friction
coefﬁcient f 00ð0Þ , heat transfer rate g0ð0Þ and mass transfer rate
G0ð0Þ versus Ha is shown in Figs. 16–18 for ﬁxed Prandtl num-
ber Pr ¼ 0:72. It is observed that, for a ﬁxed Sr the shear stress
rates f 00ð0Þ increases, heat and mass transfer rates are decreases
with increasing the magnetic ﬁeld parameter Ha. For a ﬁxed
value of Ha, there is an increase in the all the three values of
f 00ð0Þ; g0ð0Þ and G0ð0Þ, as Sr increases from 0.5 to 2.0 but
the magnitude is higher for f 00ð0Þ compared to g0ð0Þ and
G0ð0Þ. This is due to the fact that the x-momentum equation
is a coupled equation contains both the heat and concentration
components.
Figs. 19–21 present the effect of magnetic parameter (Ha)
on velocity, temperature and concentration proﬁles. It is
observed that increasing the magnetic parameter (Ha) slows
down ﬂow velocity. This is because, as Ha increases, it induces
a damping effect on the velocity ﬁeld by creating a drag force
that opposes the ﬂuid motion, causing the velocity to decrease.
The effect of Ha on the temperature proﬁle is plotted in Fig. 20
from which it is seen that the thermal boundary layer decreases
as the magnetic parameter Ha increases. The ﬂuid temperature
is maximum at the vertical plate surface and decreases expo-
nentially to the free stream zero value away from the plate sat-
isfying the boundary conditions. The concentration proﬁle
thickness also decreases as Ha increases as seen from Fig. 21.
The inﬂuence of Schmidt number ðScÞ on velocity, temper-
ature and concentration proﬁles is plotted in Figs. 22–24. It is
observed that a slight decrease in the ﬂuid velocity with an
increase in Schmidt number (Sc). The inﬂuence of Schmidt
number ðScÞ on the temperature proﬁle is that the temperature
boundary layer is thinner for ﬂuids with smaller Sc values
whereas the trend is quite opposite for the concentration
boundary layer. The concentration boundary layer thickness
is drastically reduced as Sc values are increased from 0.24 to
2.62. Usually, the species concentration is higher at the plate
surface and decreases to zero far away from the plate satisfying
the boundary condition.8. Conclusion
This study presents the analysis of the heat and mass transfer
of hydrodynamic ﬂow due to a vertical plate in the presence of
chemical reaction, heat source and magnetic parameter along
with the convective surface boundary condition. An approxi-
mate analytical solution using Homotopy technique is
obtained for the ﬂow velocity, temperature and concentration
boundary layer equations. The coefﬁcients of the solution
682 R. Seshadri, S.R. Munjamseries contain all the other parameters such as Bi and
Ha; Pr; Sr; Sc; Gr; Gc and Nc; Kr on study variables such
as velocity, temperature and concentration proﬁles as well as
shear stress, heat and mass transfer rates. The Computer
Algebra Software Mathematica is used to perform these
semi-analytical calculations. The numerical solutions are
obtained from the governing equations using Keller–Box met
hod. The present study is useful in identifying a suitable
parameter that can be increased or decreased to alter the heat
and mass transfer rates of the vertical plate thereby enhancing
the ﬁnal product to a desired characteristic. The following con-
clusions are drawn from the present study.
 The velocity and temperature proﬁles increase for the
increase in Grashof number Gc values whereas the trend
is quite opposite for the concentration proﬁles.
 The temperature proﬁles increase for the increase in the val-
ues of chemical reaction ðKrÞ, concentration difference ðNcÞ
and Prandtl number ðPrÞ, source ðSrÞ parameters and local
convective heat transfer parameter ðBiÞ whereas it decreases
for the increase in the values of thermal Grashof number
ðGrÞ on temperature.
 The shear stress rates increase, heat and mass transfer rates
decrease for the increase in the values of magnetic ﬁeld
parameter Ha for any ﬁxed value of local heat source
parameter Sr.
 The local skin friction, and heat and mass transfer rates
increase for the increase in source and magnetic parameter.
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