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Abstract. The motion of a pseudo-scalar field X during inflation naturally induces a sig-
nificant amplification of the gauge fields to which it is coupled. The amplified gauge fields
can source characteristic scalar and tensor primordial perturbations. Several phenomeno-
logical implications have been discussed in the cases in which (i) X is the inflation, and
(ii) X is a field different from the inflation, that experiences a temporary speed up during
inflation. In this second case, visible sourced gravitational waves (GW) can be produced at
the CMB scales without affecting the scalar perturbations, even if the scale of inflation is
several orders of magnitude below what is required to produce a visible vacuum GW signal.
Perturbativity considerations can be used to limit the regime in which these results are under
perturbative control. We revised limits recently claimed for the case (i), and we extend these
considerations to the case (ii). We show that, in both cases, these limits are satisfied by the
applications that generate signals at CMB scales. Applications that generate gravitational
waves and primordial black holes at much smaller scales are at the limit of the validity of
this perturbativity analysis, so we expect those results to be valid up to possibly order one
corrections.
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1 Introduction
There is a one-to-one relationship between the energy scale of inflation V
1/4
infl and the ampli-
tude PGW of primordial gravitational waves (GW) produced by the amplification of vacuum
fluctuations on a quasi de-Sitter geometry,
PGW = 2
pi2
Vinfl
3M4P
. (1.1)
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This result makes the measurement of PGW one of the main science objectives of the current
and upcoming CMB experiments [1]. It is therefore crucial to determine how robust the
relation (1.1) is. In particular, this result is generally invalid in presence of additional sources
of GW that increase the left hand side of eq. (1.1) for a given value of Vinfl [2, 3].
However, introducing additional sources of primordial gravitational waves which are
intense enough is not easy, once we require that those sources do not spoil any of the other
successful predictions of inflation [4]. For instance, any GW source will also source scalar
perturbations ζ with a coupling that is at least of gravitational strength (or stronger, if the
source is directly coupled to the field responsible for the observed density perturbations).
This can result in a decrease of the observed tensor-to-scalar ratio
r ≡ PGW,vacuum + PGW,sourced
Pζ,vacuum + Pζ,sourced
, (1.2)
even if PGW,sourced  PGW,vacuum [4]. Moreover, the strong production required to obtain a
large GW signal, typically leads to large non-Gaussianity, as first shown in [5] and [4], and
then in [6].
An effective and well studied mechanism that can result in a large sourced GW signal 1
is the one where the rolling inflaton (or a rolling scalar spectator) X source though an
axion-like coupling vector modes which, in their turn, act as sources on gravitational waves.
Two particular situations have been considered in the literature: either the field X rolls at
an approximately constant velocity [4, 21], or it experiences a transient of relatively fast 2
roll [22].
In the first case the additional contribution to the tensor spectrum is approximately
scale invariant and slightly blue, since the amount of sourced GW is controlled by X˙, which
typically increases during inflation. In the second case the tensor spectrum will show a spike
at the scales that left the horizon at the time when X˙ was maximal. This second case is
especially interesting if those scales correspond to those of the recombination bump in the
CMB B-mode power spectrum. In this case, it is possible to generate a visible GW signal at
arbitrary small scale of inflation Vinfl, without violating bounds from the power spectrum and
bispectrum of the scalar perturbations [22]. We rediscuss this result in the present work, 3 in
light of the extensive discussion in the literature on limits on these mechanisms [23, 24] and,
particularly, of a recent claim that the sourced GW signal cannot be parametrically much
stronger than the vacuum one [25].
Since these mechanisms require that the sourced gravitational waves have a relatively
large amplitude, in general the excited sector that sources the tensors must contain a sizable
energy density. As a consequence one can wonder whether such large energy densities can
bring us out of the perturbative regime in which such effects are analyzed, and put into
1Other inflationary mechanisms for the generation of GW which are alternative to the standard vacuum
production include the use of spectator fields [7], of fields with fast-varying masses [2, 3, 8], the modification
of the dispersion relation of the tensor modes in the effective-field-theory approach [9, 10], breaking of space
diffeomorphisms [11], varying sound speed of the tensor [12, 13], the strong tachyonic growth of chiral tensor
modes in the inflationary models with non-abelian gauge fields [14], tensor fossils [15], and preheating [16] (in
this last case the produced GW signal is typically at scales much smaller than the CMB ones). It has also
been investigated [17] whether the presence of many light degrees of freedom could modify (1.1). As shown in
[18], this does not appear to be the case (see however [19]). See [20] for a recent review on GW and inflation.
2More specifically, we assume that X˙ is significantly different from zero only for a limited time. Also during
this time we assume that X is in a regime of slow-roll, namely that |X˙|  HMp.
3In doing so, we provide some detailed expression not given in [22]. In particular, we give analytic expres-
sions for the peak of the sourced GW signal, and for the needed energy density in the gauge field.
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question the validity of such calculations. Some of the perturbativity requirements are rather
straightforward. For instance, one should obviously demand that all the energy in produced
modes is smaller than the kinetic energy of the field X, that is the source of the vector
modes. If this condition is not met, a more complete analysis that includes backreaction on
the inflating background is needed, and it has been taken into account in several applications
of this mechanism. A less straightforward requirement is that the three point correlators be
subdominant to the two point correlators. This question was tackled in Appendix F of [22].
More recently, reference [24] has considered two additional requirements from perturbativity
for the models of [4, 21], where X˙ is approximately constant: first, that higher order effects
do not spoil the leading order estimate for the amplitude of the gauge field amplified by the
rolling of the X field; second, that the fluctuations of the X field do not induce a variance√〈X2〉 that is greater than the periodicity of the potential for X, and hence of the classical
zero mode of X. The authors of [24] find that in some regime some of these perturbativity
conditions can be violated – even if not by a parametrically large amount.
In view of the fact that these models do exhibit interesting phenomenology (such as
potential implications for inflationary magnetogenesis [26–28], CMB non-Gaussianity [5, 29],
growth of the scalar power spectrum at CMB scales [30], gravitational waves 4 that might be
detectable by gravitational interferometers [2, 32, 33], parity violation in the CMB [21] and
in interferometers [34], primordial black holes [35–38], blue tensor spectra [39] and large and
parity violating tensor bispectra [40]) in different portions of their parameter space, we agree
on the importance of studying the limits pointed out in [24]. In the present paper, we show
that the models [4, 21] are generally in better shape than what found in [24]. In Appendix
E, we discuss the origin of the difference between our conclusions and those of [24].
This work shows that the application of the mechanisms of [4, 21] that produce signa-
tures at CMB scales are well consistent with the limits from perturbativity. On the contrary,
one of these limits is marginally violated by applications that produce signals at much smaller
scales, as for instance GW at interferometers and primordial black-holes. The violation we
find is much smaller than that obtained in [24]: the gauge field production is controlled by a
parameter ξ, that needs to be ' 5 for those signatures to be relevant, while the perturbativity
criteria give ξ <∼ 4.8. We therefore expect that these results remain valid, with possibly O (1)
corrections. 5
While the study [24] focused on the case where X˙ is approximately constant, here we
also consider the case [22] where X experiences a transient roll. This has been used in [22]
to generate a visible sourced GW signal at CMB scales. We find that in this mechanism the
limits for perturbativity can be satisfied in a large range of parameter space.
Our work is structured as follows. In section 2 we review in detail the amplification
of gauge fields both in the case where X˙ is constant and in the case where it rolls only
for a few efoldings. In section 3 we review some of the signatures from these mechanisms,
and the phenomenologically interesting regions of parameter space of the model (these are
the regions where the perturbative analysis is required to be consistent). In Section 4 we
compute the limits that ensure small backreaction of the produced gauge fields on the back-
ground dynamics. Our main results on perturbativity are presented in Section 5. The limits
4Further discussion of these, or similar mechanisms can be found in [31].
5The criteria we formulate cannot be applied in the regime of very large ξ, as the one of [44], where
the backreaction of the produced gauge field is strongly affecting the background dynamics, and the sourced
scalar perturbations are much greater than the vacuum one. Ref. [44] discussed how to deal with the scalar
perturbations in that case.
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from backreaction and perturbativity are then studied in Section 6. Section 7 contains our
conclusions. The technical aspects of our calculations are relegated to several appendices.
2 Gauge field amplification
The portion of the Lagrangian containing gauge field is
LA = −1
4
F 2 − α
4 f
X F F˜ , (2.1)
where X denotes the pseudo-scalar field being directly coupled to the vector field. In this
work, we analyze 2 cases:
• X = φ is the inflaton field, and φ˙ evolves adiabatically;
• X = σ is a field with an energy density much smaller than that of the inflaton, which
experiences a momentary speed-up for a few e-folds during inflation.
We work in the A0 = ~∇ · ~A = 0 gauge, and we decompose the gauge field in two
components of definite helicity
~A =
∫
d3k
(2pi)3/2
ei
~k·~x ∑
λ=+,−
~λ
(
~k
)
Aˆλ
(
t, ~k
)
, (2.2)
where
Aˆλ
(
t, ~k
)
= Aλ (t, k) aˆλ
(
~k
)
+A∗λ (t, k) aˆλ
(
−~k
)†
. (2.3)
The equation of motion for the mode function of the gauge field is(
∂2τ + k
2 ± 2 k ξ
τ
)
A± = 0 , ξ ≡ α X˙
2 f H
, (2.4)
where τ is the conformal time, which during inflation is related to the scale factor a by
a = − 1H τ at zeroth order in slow roll.
Depending on the sign of ξ, one of the two helicity modes is unstable next to horizon
crossing (as we shall see, phenomenology requires ξ <∼ O (few)). We assume ξ > 0, so
that the unstable polarization is the + one (recall that τ < 0). This polarization can
receive a substantial amplification (this is not the case for the negative helicity mode). The
amplification is controlled by ξ, which has a very different behavior in the two different cases
mentioned above that we consider in this work.
2.1 Nearly constant gauge field from αf φF F˜
If X is the inflaton field φ, which is slowly rolling during inflation, we have ξ ' α
√
2 φMp
2f ,
where φ is the standard slow roll inflaton parameter. This quantity is changing only at
second order in slow roll, and therefore ξ can be approximated as a constant while any single
mode (a mode with a given value of k) has a size comparable to the horizon. As we shall see,
this is the time range during which a mode is produced, and can lead to potentially observable
effects (before its energy is diluted away by the expansion of the universe). However, two
different modes k1 6= k2 leave the horizon at different moments, so they probe a possibly
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different value of ξ, depending on how much
√
φ has changed between the two different
times at which the two modes left the horizon. In this case we treat ξ as an adiabatically
evolving parameter, denoting by ξk the value of ξ assumed when a given mode k left the
horizon (this is the constant value of ξ that we take in computing the evolution of that
specific mode). 6
Under the assumption of constant ξ (for a given mode k), eq. (2.4) can be solved
analytically. The normalized solution satisfying adiabatic vacuum initial conditions is given
in terms of the irregular Coulomb function
A± ' 1√
2k
H±0 (±ξ, −kτ) . (2.5)
(were the approximated equality is due to the fact that ξ is not exactly constant). In the
limit ξ  −kτ , this solution is very-well approximated by
A+ '
√−τ
2
[
2 epiξ pi−1/2K1
(√
−8 ξ k τ
)
+ i e−piξ pi1/2 I1
(√
−8 ξ k τ
)]
, (2.6)
where, K1 and I1 are modified Bessel functions of second and first types, respectively. Since,
as we shall see, ξ >∼ O(1) in all interesting cases, the field amplification occurs around horizon
crossing. One can further simplify this result by taking the large argument limit of Bessel
functions
A+ ' 1√
2k
(−kτ
2ξ
)1/4
epiξ−2
√−2ξkτ +
i√
2k
(−kτ
25ξ
)1/4
e−piξ+2
√−2ξkτ ,
1
8ξ
 −k τ  2 ξ ,
(2.7)
and
A′+ '
√
k
2
(
2ξ
−kτ
)1/4
epiξ−2
√−2ξkτ−i
√
k
2
(
ξ
−8kτ
)1/4
e−piξ+2
√−2ξkτ ,
1
8ξ
 −k τ  2 ξ .
(2.8)
The real part of the approximations (2.7) and (2.8) encodes the amplification of the
positive helicity gauge mode. The imaginary part guarantees that the Wronskian condition
A+A
′∗
+ − c.c. = i is satisfied. We note that these expressions are related by
dA′+ (k, τ)
dτ
=
√
2 k ξ
−τ A
∗
+ (k, τ) . (2.9)
To appreciate the difference among the three approximations (2.5), (2.6) and (2.7), and to
understand the timescale of the gauge field amplification and subsequent dilution, we show
in Figure 1 the time evolution of the physical energy density of the gauge field modes with
a given comoving momentum k. Details of the computation are given in Appendix A.
Time flows from right to left in the figure, with −kτ = pH = 1 denoting horizon crossing
(p is the physical momentum of the mode, while H is the Hubble rate). At the earliest
times shown, the mode is deep inside the horizon, and the figure shows the energy density
associated to the vacuum mode solution. Namely, at very large ka , the term proportional
to ξ can be disregarded in eq. (2.4), and the mode has the standard (comoving) dispersion
relation ω2 = k2. The energy density of the vacuum mode is UV-divergent, and it needs to be
6Improving over this will provide corrections proportional to the slow roll parameters.
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Figure 1. Time evolution of the contribution to the gauge field physical energy density from modes
with a given comoving momentum k. The three different curves correspond to the three approximated
solutions (2.5), (2.6) and (2.7). From early to late times (from right to left), the figure shows the
UV-divergent vacuum energy density, the gauge field amplification due its interaction with X (t), and
the dilution due to the expansion of the universe. For definiteness, the constant parameter ξ = 3 is
assumed.
renormalized away (we stress that this has nothing to do with the gauge field amplification
studied in this work). As done in the literature, we simply cut-off this UV regime when
we compute the observable effects of the gauge modes. Following the time evolution of the
curves in the figure, we observe a decrease of this vacuum energy contribution, and then a
growth of the energy density. For ξ = O (1), this growth takes place near horizon crossing
(for definiteness, ξ = 3 was assumed in the evolutions shown in the figure). This growth is
then followed by a decrease at the latest times shown in the figure, leading to a peak of the
physical energy density close to horizon crossing. We stress that we are showing only the
energy density of modes with a given comoving momentum k. At any times during inflation,
there is a nearly constant energy density in gauge fields, due to the modes that have size
comparable to the horizon at that given moment.
The growth visible in the figure shows the gauge field amplification due to its coupling
to X (t). The dilution is due to the expansion of the universe. The resulting peak is well
separated from the UV-diverging part (we note that the vertical axis of the figure is in log
scale), leading to a clear distinction between the physical field amplification, and the standard
divergence associated with the empty vacuum state.
The produced gauge field, before being diluted away, sources scalar perturbations and
gravitational waves. The phenomenological implications have been studied in a number of
works in the literature that have used the approximate solution (2.7). The goal of this
work is to study whether these results are stable under quantum correction and backreaction
considerations. To do this, we need to consistently use the same approximation also in this
work. 7
The condition 18ξ  −kτ  2ξ are mathematical conditions for (2.6) to reproduce (2.5),
and for (2.7) to reproduce (2.6). However, we can see from the figure that the specific values
−kτ = 18ξ , 2 ξ do not have an immediate physical meaning. In setting a UV cut-off, we
rather use −kτ |max = ξ, which, as visible in the figure, well approximates the position of
the minimum between the unphysical vacuum energy density, and the physical bump in the
7In Appendix E we show that the results do not change significantly if one instead uses the Coulomb
functions (2.5).
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energy density due to the gauge field amplification (this is true in the ξ ∼ 3− 5 range we are
interested in). We also see from the figure that we do not need to require that each individual
mode is in the perturbative regime at arbitrary late times, when the physical energy density
in that mode has become negligible due to the expansion of the universe. We want to ensure
that this mode is the perturbative regime while it is contributing to a physical observable.
Specifically, we do not care to ensure perturbativity when the physical energy density in
a mode has decreased to less than a few percent of its peak value (we will study how the
constraints change when we change this threshold).
2.2 Bump in gauge field production from αf σ F F˜
We now discuss the gauge amplification in the case in which the parameter ξ is significant
for only a few e-folds during inflation. We assume that the field X has a momentary faster
roll in that period. In principle, we could still identify X with the inflaton field, and the
momentary speed-up with a feature in the inflaton potential. However, the inclusion of this
case in the present work is done mostly to check the validity of the results of [22], in which
the field X was associated with a pseudo-scalar σ which was not the inflaton field. For this
reason, we make this assumption also here.
We assume the simplest and most natural potential for a pseudo-scalar field [22]
V =
Λ4
2
[
cos
(
σ
f
)
+ 1
]
. (2.10)
This term is added to the inflation potential; therefore we assume no direct coupling between
the inflaton and σ. The field σ rolls for a few e-folds if the curvature of the potential is tuned
to be comparable to H. Specifically, in terms of the parameter
δ ≡ Λ
4
6H2f2
, (2.11)
the field σ acquires the mass mσ =
√
3δ H at the minimum of (2.10). The equation of motion
of σ is solved by [22]
σ = 2 f Arctan
[
eδ H(t−t∗)
]
⇒ σ˙ = f H δ
cosh [δ H (t− t∗)] , (2.12)
under the assumption that H is constant and that (2.10) is much smaller than the inflaton
potential. In this solution, t∗ denotes the time at which σ evaluates to pi f2 and reaches its
maximum speed σ˙∗ ≡ σ˙ (t∗). We immediately see that σ˙ is significant only for a number of
e-folds ∆N ' 1δ around t = t∗.
In this model ξ = α σ˙2Hf is varying rapidly when most of the field amplification is taking
place (σ˙ ' σ˙∗). So the solutions obtained in the previous subsection are no longer valid.
Following [22], we compute this solution in Appendix B, where we find
A+ (τ > τ∗) ' N [ξ∗, x∗, δ]
( −τ
8 k ξ (τ)
)1/4
exp
[
−4ξ
1/2
∗
1 + δ
( −τ
−τ∗
)δ/2
(−kτ)1/2
]
+
i
N [ξ∗, x∗, δ]
( −τ
27 ξ (τ) k
)1/4
exp
[
4ξ
1/2
∗
1 + δ
( −τ
−τ∗
)δ/2
(−kτ)1/2
]
,
(2.13)
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Figure 2. Time evolution of the contribution to the gauge field physical energy density from modes
with three different comoving momenta. The quantity x∗ is the ratio between the physical momentum
of the mode and the Hubble rate at the time when σ = σ∗.
while the mode is not amplified (and therefore, negligibly small) for τ < τ∗. In this expression,
τ∗ is the conformal time corresponding to the physical time t∗, while x∗ and ξ∗ denote the
values assumed by x ≡ −k τ and by ξ at this moment. (We note that ξ∗ = α δ2 .) The
normalization factor can be well fitted by a Gaussian shape [22]
N [ξ∗, x∗, δ] ≈ N c [ξ∗, δ] exp
(
− 1
2σ2 [ξ∗, δ]
ln2
(
x∗
qc [ξ∗, δ]
))
. (2.14)
The coefficientsN c, σ, and qc control, respectively, the amplitude, the width, and the position
of the bump. They can be evaluated numerically, and in Appendix B we provide their
functional dependence on ξ∗ for the two choices δ = 0.2, 0.5 considered in ref. [22]. Since
x∗ = −k τ∗, we see that the position of the peak is at kpeak = q
c
−τ∗ . The mode with x∗ = 1 is
the mode that leaves the horizon when τ = τ∗, namely when ξ is greatest. We expect that
modes with x∗ = O (1) are the maximally amplified ones, and indeed we find qc >∼ 1 in the
range of parameters we have studied (see Appendix B).
In Figure 2 we show the contribution to the energy density of three different modes
of the gauge field (the result has been obtained by inserting (2.13) in eq. (A.5)). As in
the previous figure, we note the decrease with time of the unphysical UV-divergent vacuum
energy density, followed by the physical amplification, followed by the dilution due to the
expansion of the universe. We note that, among the modes shown, the one with x∗ = 5 is the
one with greatest amplification. We verified that this is the case also among the modes that
we do not show here, and that the amplification becomes progressively smaller at values of
x∗ greater or smaller than those shown here, in agreement with the Gaussian profile (2.14).
We see from the figure that, for the maximally amplified x∗ = 5 mode, the value −k τ = ξ∗
provides a good position to separate between the unphysical vacuum energy density and the
physical amplification. In our computation, we use the UV cut-off −kτ |max = ξ∗ for all
modes.
3 Phenomenological signatures of the gauge field amplification
In this Section we briefly summarize the phenomenological signatures associated to the gauge
field production discussed in the previous section. The main goal is to summarize which values
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of field amplification (controlled by the value of ξ) are needed to produce those signatures.
In the following sections, we then study whether the required amount of field amplification
is compatible with limits from backreaction and perturbativity.
3.1 Signatures for X = φ
We start with the model considered in Subsection 2.1, in which X = φ is the inflaton,
whose speed is adiabatically evolving. The phenomenological signatures of this model studied
in the literature are primordial non-gaussianity [5, 29, 45], growth of power-spectrum [30,
45], primordial chiral gravity waves [21] at interferometer scales [2, 32–34] and primordial
black holes [35]. From these analysis, the value of ξ required to obtained a visible signal is
approximately
ξ (N ' 60) ' 2.5 from CMB measurement ,
ξ (N ' 15) ' 5 from GW at interferometers ,
ξ (N ' 8) ' 5 from primordial black holes . (3.1)
The value of N in these expression is the number of e-folds before the end of inflation at
which those limits apply. Specifically, these are the values assumed by ξ when the mode
leading to that specific signature left the horizon. The last two limits are obtained from refs.
[34] and [35], respectively. Those works cast the limit in terms of the value assumed by ξ
at N = 60. We obtain the values written in (3.1) by computing the evolution of ξ (t) in the
monomial inflaton potentials used in those works.
3.2 Signatures for X = σ
Now, consider the model with X = σ experiencing a momentary fast evolution studied in
Subsection 2.2. This model was proposed in ref. [22] to source a potentially observable bump
of GW at CMB scales, without significantly producing scalar perturbations, Pζ,sourced 
Pζ,vacuum.
As seen from eq. (2.14), the spectrum of amplified gauge modes in this mechanism
exhibits a peak at the scales that exited the horizon when σ reaches its maximum speed.
Correspondingly, the scalar perturbations ζ, and the GW sourced by these gauge fields also
present an analogous peak at these scales. The total power spectrum of scalar and tensor
perturbations is a sum of the vacuum and the sourced contribution, where the latter acquires
the form [22]
Pj,sourced (k) =
[
φ P(0)ζ (k)
]2
f2,j
(
k
k∗
, ξ∗, δ
)
,
f2,j
(
k
k∗
, ξ∗, δ
)
' f c2,j [ξ∗, δ] exp
[
− 1
2σ22,j [ξ∗, δ]
ln2
(
k
k∗ xc2,j [ξ∗, δ]
)]
, (3.2)
where j = {ζ, +, −}, with ± referring to the two GW helicities. In this expression, φ is the
slow roll inflaton parameter, and P
(0)
ζ ' 2.2 · 10−9 [45] is the amplitude of the scalar power
spectrum,
Pζ ' P (0)ζ '
H2inflation
8pi2φM2p
' 2.2 · 10−9 . (3.3)
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The three parameters f c2,+, σ2,+, and x
c
2,+ control, respectively, the amplitude, the
width, and the position of the peak of the sourced signal, and their functional dependence
on ξ∗ is studied in [22]. Analogous expressions apply for the sourced bispectra [22].
As shown in [22], this mechanisms admits a large region of parameters for which the
vacuum scalar modes dominate over the sourced ones, leading to the tensor-to-scalar ratio
r (k) ' rvacuum + 2φ P (0)ζ f2,+ (k) , (3.4)
where rvacuum = 16 φ is the ratio between the vacuum gravitational waves and scalar modes
(we only included the sourced gravity waves of + helicity in (3.4), as those of the other
helicity are sourced in a negligible amount).
Ref. [22] studied the model for δ = 0.2 and δ = 0.5. We also focus our discussion on
these two cases. Using the numerical fits of [22], 8 we obtain the following result
δ = 0.2 ⇒ r1/2peak ' 2.81 · 10−7 φ e1.74pi ξ∗ ,
δ = 0.5 ⇒ r1/2peak ' 7.69 · 10−7 φ e1.54pi ξ∗ , (3.5)
for the value of the tensor-to-scalar ratio at the peak of the sourced GW signal, in the range
of parameters for which this peak is above the vacuum GW signal [22],
rpeak  rvacuum ' 16 φ '
(
Hinflation
10−4Mp
)2
, (3.6)
where in the last expression eq. (3.3) has been used.
Combining eqs. (3.5) and (3.6), we obtain
rpeak '
 0.006
(
Hinflation
10−6 Mp
)4
e3.48pi (ξ∗−4.5) , δ = 0.2 ,
0.020
(
Hinflation
10−6 Mp
)4
e3.08pi (ξ∗−5) , δ = 0.5 .
(3.7)
The result (3.7) shows that, provided ξ∗ is sufficiently large, a visible sourced GW at CMB
scale can be obtained at arbitrary small scale of inflation. In the next Sections we study
what choice of parameters allows to achieve this and respect limits from backreaction and
perturbativity.
Such a sourced GW signal may be distinguished from the vacuum one by (i) its spectral
dependence, (ii) its non-gaussian statistics, and (iii) its violation of parity. These aspects
were already considered and studied in [22]. Here, we point out 9 that the running of the
tensor spectral tilt is likely the best parameter to quantify the spectral difference between
the standard vacuum and the sourced GW signal. The sum of the vacuum mode and of (3.2)
gives the total GW spectrum
PGW (k) = 16 φ,0 P
(0)
ζ (k0)
(
k
k0
)nt,0
+
[
φ,0 P
(0)
ζ (k0)
(
k
k0
)nt,0]2
f c2,+ exp
[
− 1
2σ22,+
ln2
(
k
kc
)]
,
(3.8)
8Specifically, we linearized in the 3 < ξ∗ < 6 region the expression for f2,+ given in Tables 1 and 2 of ref.
[22].
9We thank Sarah Shandera for discussions on this point.
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where 0 indicates a quantity evaluated at the pivot scale k0, where nt = −2φ is the vacuum
tensor spectral tilt, and where we redefined k∗ xc2,+ ≡ kc (as only this combination is observ-
able) to indicate the location of the peak of the sourced signal. We disregard quantities that
are second order in slow roll, and therefore, we disregard the running of the vacuum spectral
tilt nt. If we denote by
F ≡ PGW,s
PGW,v
, (3.9)
the fraction of the sourced divided by the vacuum tensor signal, where the total tensor
spectral tilt nt and its running αt are given by
nt (k) ≡ d lnPGW (k)
d ln k
= nt,0
1 + 2F
1 + F −
ln kkc
σ22,+
F
1 + F ,
αt (k) ≡ dnt (k)
d ln k
=
(
nt,0 −
ln kkc
σ22,+
)2 F
(1 + F)2 −
F
σ22,+
1
1 + F . (3.10)
We then have the two limits
vacuum GW dominate : (F  1) ⇒ nt ' nt,0 , αt ' 0 ,
sourced GW dominates : (F  1) ⇒ nt ' 2nt,0 −
ln kkc
σ22,+
, αt ' − 1
σ22,+
. (3.11)
Namely the presence of a peak of the sourced signal (as opposed to the nearly scale invariant
vacuum signal) gives rise to a nonvanishing running of the spectral tilt, which is negative,
and of magnitude inversely proportional to the square of the width of the peak. This running
can be observed if the B mode of the CMB is measured for a sufficiently large window of
multipoles, see Figure 6 of [22], for some specific examples. In these examples, the width
σ2,+ is of order one, see Tables 1 and 2 of [22].
4 Backreaction
In this section we discuss the effects of particle production on the background motion of X.
We divide the discussion into two subsections, where we separately discuss the X = φ (with
adiabatic φ˙ evolution), and X = σ (with a momentary speed up of this field) cases.
4.1 Backreaction for X = φ
The gauge field enters in the evolution equations for the inflaton field φ and the scale factor
as follows
φ¨+ 3Hφ˙+ ∂φV =
α
f
〈
~E · ~B
〉
,
3H2 =
1
M2p
[
1
2
φ˙2 + V +
1
2
〈
~E2 + ~B2
〉]
, (4.1)
Using (2.7) one finds [44], in the ξ  1 regime (namely, in the regime in which the
gauge field amplification takes place),〈
~E · ~B
〉
' −2.4 · 10−4 H
4
ξ4
e2piξ ,
〈
~E2 + ~B2
2
〉
' 1.4 · 10−4 H
4
ξ3
e2piξ . (4.2)
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Therefore [5, 29]
ξ−3/2 epiξ  79 |φ˙|
H2
⇒ negligible backreaction on φ eq. ,
ξ−3/2 epiξ  146Mp
H
⇒ negligible backreaction on Friedmann eq. . (4.3)
The first condition is more stringent (it is easier to modify the evolution of the inflaton field,
that is moving slowly, than that of the scale factor), and using the normalization (3.3), it
leads to the bound
Negligible backreaction on φ : ξ  4.7 . (4.4)
We discuss this condition in Section 6.1.
4.2 Backreaction for X = σ
In eq. (3.7) we showed that, provided ξ∗ is sufficiently large, a visible sourced GW at CMB
scale can be obtained at arbitrary small scale of inflation. Here we study how large this field
amplification can be, without violating bounds from backreaction on the dynamics of σ and
φ.
We first impose that σ provides a negligible contribution to the energy density of the
universe. To quantify this condition, in agreement with the slow roll relation φ˙ '√2 φHMp,
we define
σ ≡ σ˙
2
2H2M2p
. (4.5)
(as σ is slowly rolling, we have σ ' M
2
p
2
(
∂σV
V
)2
). We denote by σ,∗ = δ
2
2
f2
M2p
the maximum
value acquired by this quantity, when σ reaches its maximum speed σ˙∗. Using eqs. (2.11)
and (2.12), we see that
Vmax (σ) = Λ
4 = 3H2M2p ×
4σ,∗
δ
,
(
σ˙2
2
)
max
=
σ˙2∗
2
= 3H2M2p ×
σ,∗
3
. (4.6)
We are interested in δ <∼ 1, so the potential energy dominates over the kinetic one, and we
can write the condition
ρσ  3H2M2p ⇒ σ,∗ 
δ
4
. (4.7)
Secondly, we impose that the gauge field amplification does not significantly alter the
motion of σ. The sourced gravity waves are proportional to the energy density ρA of the
sourcing gauge fields. The physical energy density in the gauge fields reaches its maximum
when ξ <∼ ξ∗. As we show in eq. (B.8), the maximum value acquired by ρA is
ρA,max
φ ρφ
∼
{
2.75 · 10−12 e1.74pi ξ∗ , δ = 0.2 ,
8.86 · 10−12 e1.52pi ξ∗ , δ = 0.5 . (4.8)
We find that the maximum of ρA,max is achieved for τ ' τ∗/20 in the δ = 0.2 case, and for
τ ' τ∗/10 in the δ = 0.5 case.
Both (3.5) and (4.8) are the results of numerical fits. The two expressions show nearly
the same ξ∗ dependence. This was expected since ρA is the dominant GW source. For both
δ values, we find
ρA,max
ρφ
' 10−5 r1/2peak . (4.9)
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The gauge field is amplified at the expense of the kinetic energy of σ, so we need to
impose that ρA,max (which is reached short after t∗, see Figure 7) is smaller than the kinetic
energy of σ at this moment, 10
ρA,max  σ˙
2∗
2
= σ,∗H2M2p ' σ,∗
ρφ
3
. (4.10)
Combining eqs. (4.9) and (4.10) we arrive to the limit
σ,∗  3 · 10−5 r1/2peak . (4.11)
Finally, this result can be combined with (3.5) to give
δ = 0.2 : σ,∗  φ e5.47 (ξ∗−4.67) ,
δ = 0.5 : σ,∗  φ e4.84 (ξ∗−5.06) . (4.12)
We discuss these conditions in Section 6.2.
5 Perturbativity
We now discuss the two criteria for perturbativity considered in [24], which we want to
evaluate in the present work for the two cases X = φ (with adiabatic φ˙ evolution), and
X = σ (with a momentary speed up of this field).
The first criterion computed in [24] is from the renormalization of the gauge field wave
function:
RA ≡
∣∣∣∣∣δ(1)〈Aˆ Aˆ〉′〈Aˆ Aˆ〉′
∣∣∣∣∣ 1 , (5.1)
(this ratio appears in eq. (15) of [24]) where the numerator is the lowest order one loop
contribution to the propagator and the denominator is the tree-level propagator. The ex-
pectation values are taken in momentum space, and prime denotes the expectation value
without the corresponding δ−function. The one (and higher) loop contributions are defined
with respect to the interaction hamiltonian obtained from
L =
[
−1
2
(∂X)2 − V (X)− 1
4
F 2 − α
4 f
Xbackground Fˆ
˜ˆ
F
]
+
[
− α
4 f
δXˆ Fˆ
˜ˆ
F
]
≡ Lunperturbed + Linteraction . (5.2)
We decompose Xˆ = Xbackground (t) + Xˆ
(0) (t, ~x) + Xˆ(1) (t, ~x) + . . . and Aˆ = Aˆ
(0)
+ (t, ~x) +
Aˆ
(1)
+ (t, ~x) + . . . , where the suffix indicates the order of the perturbations in the interaction
defined in (5.2).
The last term in Lunperturbed encodes the backreaction of the produced gauge fields
on the background dynamics. By definition, in the regime of small backreaction we can
disregard the effects of this term on the background geometry, and so this term has the only
effect of modifying the “unperturbed” gauge mode Aˆ
(0)
+ from the vacuum one to the one
studied in Section 2.1). 11 With this understanding, and only in this limit, the expansion in
10We verified that, once this condition is verified, the right hand side of (A.6) can indeed be neglected.
11This motivates the choice of “unperturbed” vs. interaction term made in (Hintconspa). Had we chosen to
include the full − α
4f
XFF˜ interaction in Lint, then Aˆ(0)+ would be the standard vacuum mode rather than the
solution discussed in Section 2.1), and therefore the ratio (5.1) would not corresponds to the criterion studied
in (5.1). Therefore, perturbativity as discussed in [24] means perturbativity with respect to this splitting.
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(5.2) becomes an expansion in αf , or better, in the parameter ξ =
α
f
X˙background
2H that controls
the field amplification. In the case of strong backreaction, we cannot longer assume that
the perturbations Xˆ(0) (t, ~x) and Aˆ
(0)
+ are a good approximation of the full perturbations of
the model, simply because the last term in (5.2) breaks covariance (namely, both Xbackground
and Xˆ(0) are determined by Lunperturbed, but FF˜ only interacts with the former). Therefore,
our perturbativity set-up is guaranteed to fail in the strong backreaction regime, and this
is one of the reasons why backreaction has been studied in the previous Section. We deem
our analysis meaningful as long as backreaction is negligible, or only marginally relevant
(we expect that our estimate for the range of ξ under which perturbativity is under control
will remain approximately valid). However, we cannot use it in the case of very strong
backreaction, as the one of [44] (in that work, scalar perturbations have been studied with an
equation which is not a perturbative deformation of the one used here; our criterion cannot
be used to determine whether the result of [44] is out of perturbative control).
The one loop correction diagram can be computed via the in-in formalism as
δ(1)〈AA〉 ' −
∫ τ
dτ1
∫ τ1
dτ2
〈[[
Aˆ
(0)
+
(
~k1, τ
)
Aˆ
(0)
+
(
~k2, τ
)
, Hˆ
(0)
int (τ1)
]
, Hˆ
(0)
int (τ2)
]〉
, (5.3)
To simplify the notation, in the following we omit the suffix 0 from the zeroth-order vector
mode functions.
The second criterion studied in [24] is that the interaction (5.2) does not drive the
amplitude of δX out of the non-linear regime,
RX ≡
√
〈δXˆ(1) (~x, τ) δXˆ(1) (~x, τ)〉
fperiod
 1 . (5.4)
(This ratio encodes the discussion at the end of page 7 of [24].) Contrary to (5.1), the
expectation value appearing in this expression is in real space. Fourier transforming the field
X as we did for the gauge field (see eq. (2.2)), we rewrite it as〈
δXˆ(1) (~x, τ) δXˆ(1) (~x, τ)
〉
=
∫
d3k1 d
3k2
(2pi)3
ei~x·(~k1+~k2)
〈
δXˆ(1)
(
~k1, τ
)
δXˆ(1)
(
~k2, τ
)〉
=
∫
d ln k P
(1)
δX (k, τ) . (5.5)
To compute the correction to the power spectrum P
(1)
δX (k) ≡ k
3
2pi2
〈
δX(1)
(
~k
)
δX(1)
(
−~k
)〉′
,
for the inflaton case X = φ we employ results already given in the literature [5, 29, 35]. For
X = σ, we instead make use of the in-in formalism〈
δXˆ(1)
(
~k1, τ
)
δXˆ(1)
(
~k2, τ
)〉
' −
∫ τ
dτ1
∫ τ1
dτ2
〈[[
δXˆ(0)
(
~k1, τ
)
δXˆ(0)
(
~k2, τ
)
, Hˆint (τ1)
]
, Hˆint (τ2)
]〉
.
(5.6)
The scale fperiod in eq. (5.4) is the periodicity of the potential of X. This has an
immediate identification in the case X = σ, where the potential is (2.10), and therefore
fperiod = f . As pointed out in [24], if the interaction (5.2) leads to typical field displacements
comparable to (or even greater than) f , then all operators obtained by Taylor expanding
(2.10) become strong, driving the system out of the perturbative regime. For the case X = φ,
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the identification of fperiod depends on the specific model under consideration. For instance,
the potential of aligned natural inflation [46] has four axions scales fi  Mp (i = 1, . . . , 4),
but two different terms for two axions are arranged so to produce a large periodicity for one
linear combination of the two axions. Therefore, fperiod  fi. The coupling between the
axions and gauge field is controlled by the original axion scales in the model, leading to an
interaction lagrangian (5.2) in terms of the original scales, f = O (fi) (see section V of [47] for
a detailed computation). However, a O (fi) field displacement would have a very suppressed
effect in the potential along the φ direction, which has the periodicity fperiod  fi. Therefore,
if X = φ is the inflaton field, the best indicator for the periodicity of the inflation potential
is the classical value assumed by the inflaton φcl <∼ O (fperiod) (under the assumption that
the minimum of the inflaton potential is at φ = 0). Therefore, we write the two different
conditions
Rφ ≡
√
〈δφˆ(1) δφˆ(1)〉
φcl
 1 , Rσ ≡
√
〈δσˆ(1) δσˆ(1)〉
f
 1 . (5.7)
Figure 3 provides the diagrammatic expression of the one loop terms (5.3) and (5.6).
 (1)hAAi = ;  (1)h  i =
Figure 3. Diagrammatic representation of the one loop terms (5.3) and (5.6). Solid lines denote
δX modes, while wiggly lines denote vector field A+ modes. The small bullets denote the interaction
(5.2).
Before concluding this section, we should emphasize that all the perturbativity con-
straints we have considered so far concern the amplitude of the classical modes that have
been generated by amplification of vacuum fluctuations. However, we should also require
perturbativity in the more usual sense of sensitivity of the theory to UV quantum modes in
a time-independent background. The presence of the coupling in the Lagrangian (2.1) tell
us that this should be treated as an effective field theory below an energy scale ∼ 4pif/α,
and we generally expect new states to exist at or below such energy scale. Since, as we have
extensively discussed above, the typical (physical) energies of the system we are considering
are of the order of H ξ∗, consistency of our analysis should require
ξ∗H  4pif
α
, (5.8)
which is easily satisfied. This is particularly true in the case X = σ considered in [22], where
it is assumed that the scale of inflation is low, so that the vacuum GW are unobservable.
5.1 Perturbativity for X = φ
Let us discuss the conditions RA  1 and Rφ  1 in the case in which X is the inflaton
field φ. We start from the second condition, and we show that it is satisfied in all cases of
interest. Using eq. (5.5), the invariant curvature (in spatially flat gauge) ζ = −H
φ˙
δφ, and
the slow roll relation φ˙ ' −√2H Mp, the condition (5.7) rewrites
Rφ '
√
2 ×
(
Mp
φcl
)
×
√∫
d ln k P
(1)
ζ  1 , (5.9)
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where we recall that P
(1)
ζ is the power spectrum of the sourced scalar mode ζ. This condition
is satisfied since all the factors on the right hand side of eq. (5.9) are smaller than one. Let
us discuss these factors one by one.
The first factor is  1 due to slow roll. At CMB scales, the existing limit ξ <∼ 2.5
(see eq. (3.1)), implies negligible backreaction of the gauge fields on the inflaton background
dynamics. For the GW signatures at interferometers, and for production of primordial black
holes, we are in a regime in which the gauge field production slows down the motion of the
inflaton (see for instance Figure 2 of [32]). However, φ˙ = O
(√
2H Mp
)
is still valid, and the
fact that the particle production slows down the inflaton effectively decreases the value of 
in eq. (5.9), further decreasing this factor.
The second factor is model dependent, but we recall that models of axion inflation realize
a super-Planckian inflaton excursion. We already discussed this after eq. (5.6). Therefore
φcl >∼Mp.
Finally, the third factor is  1 because P (1)ζ  1. This is for sure true at CMB scales,
where ξ <∼ 2.5 forces P (1)ζ  P(0)ζ = O
(
10−9
)
. The sourced power is significantly greater at
progressively smaller scales. However, also when the primordial black hole limit is saturated,
one finds P
(1)
ζ = O
(
10−3
)
, see Figure 5 of [35].
Let us now discuss the condition RA  1. We evaluated this ratio using eqs. (C.9) and
(C.10). The ratio is function of both comoving momentum k of the mode in the propagator,
and of time. Due to approximate scale invariance of the vacuum signal, the dependence on k
is extremely weak, so let us first focus our discussion on CMB scales (k1 = kp in eq. (C.10)).
For any fixed mode, the ratio RA assumes a different value at different times.
As discussed in Subsection 2.1, the level of amplification of any given mode due to the
φFF˜ interaction is a function of time. In particular, the fractional energy density
dρgauge
d ln k
of any given mode reaches a maximum value when the mode has a size comparable to the
horizon, and it is then diluted away by the expansion of the universe. Most of the contribution
of any given mode to a cosmological observable takes place when
dρgauge
d ln k is close to its peak
value. This defines the time interval for which we need to make sure that RA  1 for that
given mode.
In Figure 4 we show the value of RA for one given mode with wave number equal the
Planck pivot scale (k = kp) as a function of ξ. The value of ξ should be understood as the
value assumed by this quantity when the mode of our interest left the horizon. In general,
a greater value of ξ results in a greater gauge field amplification, and therefore in a greater
value of RA. 12 Different lines in the figure show the value assume by RA for k = kp and
for that specific value of ξ, but at different times. The values of time shown are chosen by
evaluating the value of
dρgauge
d ln k . For instance x0.1 denotes the value of time (x ≡ −k τ) when
the energy density in that mode has been diluted to 10% of the value it had at its peak
(and analogously for the other values shown in the figure; therefore x1 > x0.5 > x0.3 > x0.1,
corresponding to τ1 < τ0.5 < τ0.3 < τ0.1).
The strongest limit is obtained for x1, when the energy density in that mode is maxi-
mum. In this case, a numerical fit of the curve shown in the figure gives
RA ' e2.01pi(ξ−4.60) . (5.10)
The fit well reproduces the ∝ e2piξ scaling expected from analytic considerations (the numer-
ator of eq. (C.9) has two extra powers of AR than the denominator).
12We disregard the narrow spikes seen in the Figure, which take place when δ
(1)〈Aˆ Aˆ〉′
〈Aˆ Aˆ〉′ changes sign.
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x1
x0.5
x0.3
x0.1
3.0 3.5 4.0 4.5 5.0
Ξ10-6
10-4
0.01
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RA
Figure 4. Ratio RA for the X = φ case, as a function of ξ. The ratio is evaluated for a fixed mode
(fixed k) of the size of the Planck pivot scale (due to approximate scale invariance, nearly the same
bound is obtained at smaller scales). The different curves shown correspond to different values of the
rescaled time x ≡ −kτ at which RA is evaluated. For instance x0.1 indicates that RA is evaluated
when the energy density in that mode is 10% of the peaked value that it had previously assumed (as
shown in Figure 1, the energy density in one given mode reaches a peak value, and it then decreases).
We recall that the limit in Figure 4 assumes a mode with wave number equal the Planck
pivot scale. For signatures at smaller scales (k > kp), eq. (C.10) presents the extra factor(
k1
kp
)ns−1 ' e−(1−ns)(60−Nk), where Nk is the number of e-folds before the end of inflation
when the mode of wavenumber k exited the horizon, while we have assumed that kp exited
the horizon 60 e-folds before the end of inflation. Taking this into account, the perturbativity
limit can be cast in the form
e2.01pi(ξk−4.60) e−(1−ns)(60−Nk)  1 . (5.11)
This condition is a function of wavenumber, since both ξk and Nk refer to the value assumed
by ξ and by N when the mode of wave number k exited the horizon during inflation. We
discuss this condition in Section 6.1.
5.2 Perturbativity for X = σ
In the case in which X = σ is a pseudo-scalar different from the inflaton, that has a nonvan-
ishing speed only for a few e-folds during inflation, we find the two perturbativity conditions
RA ≡ RA
[
x∗, ξ∗, δ,
τ
τ∗
]
φ
σ∗
 1 , Rσ ≡ Rσ
[
ξ∗, δ,
τ
τ∗
]
φ
σ∗
 1 , (5.12)
where RA and Rσ are given in eqs. (D.14) and (D.21), respectively.
The ratio RA is evaluated mode by mode, and it therefore depends on the comoving
momentum k of the mode through x∗ = −kτ∗. We recall that τ∗ is the conformal time
at which σ˙ is maximum, and − 1τ∗ is the comoving momentum of the mode that left the
horizon at this time. For each mode, the quantity RA then depends on the time at which
it is evaluated; we express this dependence as a dependence on the ratio ττ∗ . The ratio Rσ
is instead obtained after an integral over momentum (performed at any given fixed time)
and so it depends on the time variable ττ∗ . Finally, both ratios depend on the parameter ξ∗
(the maximum value of acquired by ξ; this is the parameter that controls the amount of field
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amplification), and on δ (which controls the duration of the phase for which the evolution
of σ is significant; specifically, the field σ has a non-negligible evolution for N ' 1δ e-folds of
inflation).
∆=0.2 , k=5 k*
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Figure 5. Ratio RA (left panel) and RA (right panel) for δ = 0.2 and for varying ξ∗. The different
lines correspond to different times at which the ratios are evaluated.
In Figure 5 we show the two quantities RA =
RA σ,∗
φ
(left panel) and Rσ =
Rσ σ,∗
φ
(right
panel), for δ = 0.2 and varying ξ∗. In the left panel, we fixed k = 5 k∗. The quantity shown
in the right panel is instead k−independent. The different lines in the figure correspond
to different times. The times are chosen when the total energy density in the gauge field
decreases (due to the expansion of the universe) by a given amount with respect to the value
it had at its peak. For example τ0.5, is the time at which the energy density has decreased
to 50% of the peak value. We only studied the limits in the time interval between τ1 and
τ0.05, since the gauge field has significantly decreased after this times, and therefore it has no
significant impact on observables (in short, we do not need to care if the conditions (5.12) are
violated after τ0.05). The ξ∗ dependence of the largest value for RA and Rσ obtained among
the lines shown can be well fitted by the exponential dependence
δ = 0.2 : RA ' e5.50 (ξ∗−4.75) , Rσ ' e5.44(ξ∗−5.03) (5.13)
In Figure 6 we repeat the same study for δ = 0.5. In this case, we obtain the accurate
fits
δ = 0.5 : RA ' e5.19 (ξ∗−5.10) , Rσ ' e4.88(ξ∗−5.34) (5.14)
We find that RA > Rσ both for δ = 0.2 and for δ = 0.5. Therefore our final bounds
from perturbativity, RA  1, can be cast in the form
δ = 0.2 : σ,∗  φ e5.50 (ξ∗−4.75) ,
δ = 0.5 : σ,∗  φ e5.19 (ξ∗−5.10) . (5.15)
We discuss this condition in Section 6.2.
6 Discussion of the constraints
In this section we discuss the significance of the constraints on gauge field amplification
imposed by backreaction on the background evolution (obtained in Section 4) and by pertur-
bativity (obtained in Section 5). We then compare these constraints with the amplification
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Figure 6. Ratio RA (left panel) and RA (right panel) for δ = 0.5 and for varying ξ∗. The different
lines correspond to different times at which the ratios are evaluated.
required to obtain visible signatures (discussed in Section 3). We divide the discussion in
two subsections, where we separately discuss the X = φ (with adiabatic φ˙ evolution), and
X = σ (with a momentary speed up of this field) cases.
6.1 Discussion for X = φ
The values in (3.1) indicate that ξ ' 2.5 is required to obtain phenomenological signatures
at CMB scales, while ξ ' 5 is required for both significant GW at interferometer scales and
primordial black holes.
The condition (4.4) indicates that the vector field amplification has a negligible back-
reaction on the inflaton dynamics for ξ  4.7. Since the field amplification is exponentially
sensitive to ξ, we interpret this condition (and the ones discussed below) as ξ <∼ 4.7. This
condition is well satisfied when the phenomenological limits at CMB scales are respected,
but it is violated in the realizations that produce visible GW at interferometer scales, and
primordial black-holes. In these two cases, the backreaction of the produced gauge fields
slows down the motion of the inflaton, and this effect has been taken into account in those
studies. This condition is also violated (by construction) in the mechanism of Ref. [44], in
which the gauge field amplification is the main source of friction in the motion of the inflaton,
and can lead to slow-roll inflation in a potential that would be otherwise too steep to drive
inflation. 13
Finally, the relation (5.11) provides a condition under which the computations of the
gauge field and inflaton modes are under perturbative control. This condition evaluates to
ξ <∼ 4.6 for the value of ξ assumed when the CMB modes left the horizon (N = 60). This
condition becomes slightly relaxed for smaller wavelength modes. Using ns ' 0.965 [45], we
find ξ ' 4.8 for the LIGO scale relevant for the GW signature (corresponding to N ' 15), and
ξ ' 4.9 for the scale relevant for the black hole limit. Since in both cases a visible signature
is obtained for ξ ' 5, we see that this value is only marginally out of the perturbative and of
the backreaction bounds. As a consequence, we do not think that this affects the conclusion
that significant GW and primordial black holes will be generated for ξ = O (5), although
13In this mechanism, extra assumptions (as for instance the presence of N >∼ 100 gauge fields, or the
curvaton mechanism for the primordial perturbations) have to be made to ensure that the limits from CMB
non-gaussianity are met.
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order one corrections to the result present in the literature (as already mentioned in some of
those works) can be expected.
6.2 Discussion for X = σ
Eq. (3.7) shows that, for sufficiently high field amplification (sufficiently high ξ∗), it is pos-
sible to have a sourced GW signal at arbitrary low scale of inflation. For a large range of
parameters, this GW amplification can take place without a corresponding increase of scalar
perturbations beyond the bounds of cosmic variance, and it is therefore not ruled out by the
TT and TTT observations [22].
The condition Eq. (4.7) guarantees that σ affects in a negligible way the expansion
of the universe, and (therefore) the motion of the inflaton. Eq. (4.12) ensures that the
gauge field amplification has a negligible impact on the evolution of σ. The perturbativity
considerations discussed in the previous section give instead the bound (5.15). We note that
both bounds (4.12) and (5.15) can be satisfied for arbitrary values of ξ∗, provided that σ,∗/φ
is sufficiently large. Ref. [25] claimed that a sourced GW signal can be observed only if the
scale of inflation is not much smaller than that necessary to also generate a visible vacuum
GW signal, so that, according to their claim, rsourced  rvacuum is not possible. They only
studied the case of a constant σ˙ evolution, but the origin of their claim can be discussed in
the present context as well. This conclusion is based on the lines with positive 45◦ slope in
their Figure 1. Their “allowed region” at the right of these lines is the region with σ < φ
(in their notation, χ < ). The basic idea is that, since rvacuum is proportional to φ, while
the sourced GW signal is controlled by the speed of σ, the ratio
rpeak
rvacuum
, can be increased
only if also the ratio σφ increases, eventually leading to a faster motion of σ than of φ. This
statement agrees with our analysis. However, while ref. [25] imposes σ < φ, we now show
that there is no reason to impose this requirement.
First of all, we note that σ > φ does not impact the Friedmann equation (given that
with the condition (4.7) we impose that ρσ  V (φ)), nor the background equation for the
inflaton field. In principle, it may affect the relation for the spectral tilt ns of the scalar
perturbations. The spectral tilt receives a contribution ∝ H˙
H2
' −φ − σ, resulting in
ns − 1 ' 2ηφ − 6φ − 4σ . (6.1)
(Where ηφ ≡ M2p ∂2φV/V is the other standard slow roll parameter.) Given the measured
value of ns − 1 ∼ −0.03 [45], we require σ,∗ <∼ 10−2 to avoid fine tunings in (6.1), but we do
not need to impose σ,∗ < φ. If the vacuum GW signal is too small to be observed, it follows
that φ  |ns− 1|, so that eq. (6.1) should read ns− 1 ' 2ηφ− 4σ. Having σ,∗ > φ simply
implies that, for the few e-folds in which the motion of σ is non negligible, H˙ is controlled be
the motion of σ. However, this has no phenomenological consequence as long as σ,∗ <∼ 10−2,
since in this case the scalar spectral tilt will simply be controlled by ηφ. We are not aware of
any other problems that could be induced by σ,∗ > φ, and therefore we do not impose this
condition.
Therefore all backreaction and perturbativity constraints can be summarized as
δ = 0.2 : Max
[
φ e
5.47 (ξ∗−4.67), φ e5.50 (ξ∗−4.75)
]
<∼ σ,∗ <∼ 10−2 ,
δ = 0.5 : Max
[
φ e
4.84 (ξ∗−5.06), φ e5.19 (ξ∗−5.10)
]
<∼ σ,∗ <∼ 10−2 . (6.2)
For δ = 0.2, the first condition in the square parenthesis (the one obtained from backreaction)
dominates over the second one for ξ∗ <∼ 19, so we disregard the second condition. For δ = 0.5,
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instead, the first condition (from backreaction) dominates for ξ∗ <∼ 5.7. Therefore, we will
keep both conditions. Using (4.5), we can rewrite the conditions as
δ = 0.2 : 2 · 10−5 e2.74 ξ∗ √φ <∼
f
Mp
<∼ 0.71 ,
δ = 0.5 : Max
[
1.4 · 10−5 e2.42 ξ∗ √φ, 5.1 · 10−6 e2.60 ξ∗ √φ
]
<∼
f
Mp
<∼ 0.28 . (6.3)
Finally, using the relation (3.5), which is valid when the peak of the sourced GW signal
is much greater than the vacuum GW, we can rewrite these limits as
δ = 0.2 : 0.038 e0.0018 ξ∗ r
1/4
peak
<∼
f
Mp
<∼ 0.71 ,
δ = 0.5 : Max
[
0.016 e0.00097 ξ∗ , 0.0058 e0.18 ξ∗
]
r
1/4
peak
<∼
f
Mp
<∼ 0.28 . (6.4)
where rpeak is the tensor-to-scalar ratio at the peak of the GW signal. We see that there is
a large region of parameter space in which all these limits can be satisfied.
7 Conclusions
Axion fields are very natural candidates for the inflaton or for light extra degrees of freedom
during inflation, since their potential is protected by a shift symmetry, that can be broken in
a controllable way [48]. The main decay of a pseudoscalar X is through the least irrelevant
operator XFF˜ (the other dimension-five operator ∂µX ψ¯γ
µγ5ψ leads to a helicity-suppressed
decay in the limit of small fermion mass mψ  mX). This operator can lead to interesting
gauge field amplification already during inflation: in its presence, one polarization of the
gauge field becomes unstable at horizon crossing; the energy density of any given gauge mode
can be highly amplified by this effect, and it is eventually diluted away by the expansion of
the universe. In the few e-folds between the amplification and the dilution, the mode can
give rise to a number of signatures that we have outlined in the Introduction.
In our discussion we have distinguished between the case in which X rolls at an approx-
imately constant velocity [4, 21], or it experiences a transient of relatively fast roll [22] (we
assume that, even at its fastest roll, the field continues to satisfy |X˙|  HMp). We have
reviewed this second case at length, as it is one of the very few mechanisms that can produce
sourced GW at CMB scales (therefore violating the condition (1.1)), and at the same time
avoids overproducing scalar perturbations, so that it is not ruled out by the strong limits
on the latter. In our discussion we have provided analytic expressions for the peak of the
sourced GW signal, and for the needed energy density in the gauge field, which were not
given in [22]. We have also remarked that this mechanism can source visible GW even if the
scale of inflation is arbitrarily below what is required by (1.1) to produce a visible vacuum
signal. The sourced GW signal has clear properties (it is localized in ` space, it is chiral, and
it is highly non-gaussian) that could allow us to distinguish it from the vacuum one. These
properties will allow to distinguish a vacuum vs non-vacuum origin of the GW background,
once it will be observed.
The gauge field amplification needs to be sufficiently strong to lead to observable effects.
One should therefore include its backreaction on the background dynamics, as consistently
done in many applications, and also make sure that the computations remain in the pertur-
bative regime. A strong motivation for the present work has been the study of two criteria
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pointed out in [24] for the validity of the perturbative regime. Following their definitions,
and their starting point, we have checked their computation in the case in which X˙ is adia-
batically rolling, and we have extended it to the case in which X˙ has a momentary roll. In
this second case, we have found that there exists a large region of parameters in which the
two criteria are satisfied (we find that the perturbativity criteria are satisfied in most of the
region in which the produced gauge field does not backreact on the background evolution).
In the first case, we have found that the criteria are satisfied in a greater region than what
was obtained in [24]. As a consequence, the mechanism is generally in better shape than
what concluded in [24]. We have outlined the reasons for this difference in Appendix E.
From our results, it emerges that the criteria are well satisfied in the applications that
produce signatures at CMB scales. One of the two criteria is instead marginally violated
when GW and primordial black holes are produced at smaller scales. In this case, ξ ' 5
is needed to produce a visible effect (where ξ is the parameter that controls the gauge field
amplification), while the perturbativity criterion fails at ξ ≥ 4.8. This result is not surprising,
given that several of the original works already pointed out that the scalar perturbations are
in a strong coupling regime for those values of ξ, and order one corrections can be expected
(we are comforted in the statement by the fact that the ξ <∼ 4.8 region is not very far from
ξ = 5). We do not believe that the conclusion that significant GW and primordial black holes
will be generated for ξ = O (5) is in question. An exact computation (performed perhaps
through lattice simulation) would certainly allow to refine the precise bound on ξ, but not
the presence of these physical effects.
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A Energy density in the gauge field
For brevity, we use electromagnetic notation, although we are not assuming that the vector
field studied in this work is the Standard Model electromagnetic field. In this notation, the
energy density of the gauge field acquires the form
ρA =
〈
E2 +B2
2
〉
, (A.1)
where E and B fields are
~E = − 1
a2
∫
d3k
(2pi)3/2
ei
~k·~x~+
(
~k
)
Aˆ′+
(
~k
)
,
~B =
1
a2
∫
d3k
(2pi)3/2
ei
~k·~x~+
(
~k
)
k Aˆ+
(
~k
)
. (A.2)
From these expressions, we see that the energy density per mode reduces to the following
simple form:
dρk
dk
=
1
4pi2a4
{
k2 |A′+ (k) |2 + k4 |A+ (k) |2
}
=
k3
8pi2a4

∣∣∣∣∣dA˜dx
∣∣∣∣∣
2
+ |A˜|2
 , (A.3)
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where we have defined
A+ (τ, k) ≡ 1√
2k
A˜ (x ≡ − k τ) . (A.4)
A dimensionless expression is obtained by dividing the energy density by the 4th power of
the Hubble parameter, leading to
d
(
ρk/H
4
)
d ln k
=
x4
8pi2

∣∣∣∣∣dA˜dx
∣∣∣∣∣
2
+ |A˜|2
 . (A.5)
This is the expression plotted in Figure 1, for the three approximations (2.5), (2.6) and (2.7)
for the gauge field amplitude.
We also need to evaluate 〈E ·B〉, as it affects the evolution equation for the field σ
σ¨ + 3Hσ˙ + ∂σV =
α
f
〈 ~E · ~B〉 . (A.6)
(we want to ensure that this terms can be neglected). Using (A.2), we find
d 〈 ~E · ~B〉/H4
d ln k
=
x4
8pi2
d
dx
|A˜|2 . (A.7)
B Gauge field amplitude in the X = σ case
In this appendix, we provide some details on the evolution of the gauge field mode function
and energy density for the X = σ case. Performing a WKB approximation of the evolution
equation, Ref. [22] obtained the following accurate expression for the real part of the gauge
field amplitude:
AR (τ, k) ' N [ξ∗, x∗, δ]
( −τ
8 k ξ (τ)
)1/4
exp
[
−4ξ
1/2
∗
1 + δ
( −τ
−τ∗
)δ/2
(−kτ)1/2
]
,
dAR (τ, k)
dτ
'
√
2 k ξ (τ)
−τ AR (τ, k) , τ > τ∗ , (B.1)
where, combining the definition of ξ with eq. (2.12), we can see that
ξ (τ) =
2 ξ∗(
−τ
−τ∗
)δ
+
(
−τ∗
−τ
)δ . (B.2)
We recall that x = −kτ , where k is the comoving momentum of the mode, and τ is
conformal time. We also have x∗ = −k τ∗, where τ∗ denotes the time at which σ reaches its
maximum speed. The expression (B.1) is valid only for τ > τ∗. We verified numerically that
the amplitude of the gauge field is much smaller that (B.1) at earlier times, and therefore we
can disregard these earlier times in our computations.
We provide the imaginary part of A+ using the Wronskian condition A+A
′∗
+ − c.c. = i :
AI (τ, k) ' 1
N [ξ∗, x∗, δ]
( −τ
27 ξ k
)1/4
exp
[
4ξ
1/2
∗
1 + δ
( −τ
−τ∗
)δ/2
(−kτ)1/2
]
,
dAI (τ, k)
dτ
' −
√
2 k ξ (τ)
−τ AI (τ, k) . (B.3)
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We note that A+ = AR + i AI and its derivative also satisfy the relation (2.9).
As the analogous quantities for the sourced power spectra and bispectra, we find that
the normalization factor N [ξ∗, x∗, δ] is well approximated by the shape
N [ξ∗, q, δ] ≈ N c [ξ∗, δ] exp
(
− 1
2σ2 [ξ∗, δ]
ln2
(
q
qc [ξ∗, δ]
))
. (B.4)
The three parameters N c, qc, and σ depend on ξ∗ and δ. In agreement with the computations
of [22], we evaluate this dependence for the two specific cases δ = 0.2, 0.5, and we then fit
the ξ∗ dependence numerically in the 3 ≤ ξ∗ ≤ 7 interval. We obtain
N c = exp
[
0.437 + 2.97 ξ∗ + 0.00105 ξ2∗
]
, δ = 0.2 , 3 ≤ ξ∗ ≤ 7 ,
qc = −0.150 + 0.594 ξ∗ − 0.00105 ξ2∗ ,
σ = 2.78− 0.387 ξ∗ + 0.0229 ξ2∗ , (B.5)
and
N c = exp
[
0.117 + 2.54 ξ∗ + 0.000525 ξ2∗
]
, δ = 0.5 , 3 ≤ ξ∗ ≤ 7 ,
qc = −0.0500 + 0.683 ξ∗ − 0.000716 ξ2∗ ,
σ = 1.51− 0.220 ξ∗ + 0.0137 ξ2∗ . (B.6)
Inserting the expression for the vector field amplitude into (A.5), using ρφ ' 3H2M2p ,
and eliminating H through eq. (3.3), we obtain the following expression for the energy in
the vector field
ρA
φ ρφ
=
N2c P
(0)
ζ y
7/2
6
√
ξ∗
√
yδ + y−δ
∫ ∞
0
dx∗
x∗
x
7/2
∗ e
− 8
√
ξ∗√x∗y
1
2 +
δ
2
1+δ
− ln
2(x∗qc )
σ2
[
4ξ∗ + x∗y
(
yδ + y−δ
)]
,
(B.7)
where we have defined y ≡ τ/τ∗ (therefore, our expression are valid for 0 ≤ y ≤ 1). We show
the result for different values of ξ∗ and for different times in Figure 7.
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Figure 7. Total Energy density in the gauge field, rescaled by φ ρφ, as a function of time, for fixed
values of ξ∗
We observe that the energy density in the vector field reaches a maximum value at y =
O (0.1), and it is then diluted away by the expansion of the universe. We fitted numerically
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the dependence on ξ∗ of the maximum value assumed by ρA, obtaining the very accurate
expression
ρA,max
φ ρφ
∼
{
2.75 · 10−12 e1.74pi ξ∗ , δ = 0.2 ,
7.48 · 10−12 e1.52pi ξ∗ , δ = 0.5 . (B.8)
C Computation of the perturbativity limits for X = φ
In this appendix we derive the limits discussed in Section 5.1 for the X = φ case.
We compute the gauge field two-point correlator at leading (zeroth) and first subleading
(one loop) order in the interaction (5.2), where X is the inflaton field φ. We note that this
interaction term involves the inflaton perturbation δφ, and not the inflaton vev. The inflation
zeroth mode modifies the vector amplitude from the vacuum mode to (2.5). 14 The resulting
wave function is used as the “unperturbed” wave function at the right hand side of (5.3)
(namely, we are perturbing in δφF F˜ , not in φFF˜ ; this is the same starting point as the
computations of [24]).
The unperturbed two point correlator is〈
Aˆ
(0)
+
(
~k1, τ
)
Aˆ
(0)
+
(
~k2, τ
)〉
= |A+ (k1, τ) |2δ(3)
(
~k1 + ~k2
)
.
For the one loop expression, using eqs. (5.3) and (5.2), we obtain
δ(1)
〈
Aˆ+
(
~k1, τ
)
Aˆ+
(
~k2, τ
)〉
= −α
2
f2
∫
d3kd3pd3k′d3p′
(2pi)3
|~k + ~p| |~k′ + ~p′|
×
[
~(+) (~p) · ~(+)
(
−~k − ~p
)] [
~(+)
(
~p′
) · ~(+) (−~k′ − ~p′)] ∫ τ dτ1 ∫ τ1 dτ2 C , (C.1)
where the integrand is
C =
〈[[
Aˆ
(0)
+
(
~k1, τ
)
Aˆ
(0)
+
(
~k2, τ
)
, δφˆ
(
~k, τ1
) dAˆ(0)+ (~p, τ1)
dτ1
Aˆ
(0)
+
(
−~k − ~p, τ1
)]
,
δφˆ
(
~k′, τ2
) dAˆ(0)+ (~p ′, τ2)
dτ2
Aˆ
(0)
+
(
−~k′ − ~p ′, τ2
)]〉
. (C.2)
The explicit evaluation of the commutators and the expectation values gives
δ(1)
〈
Aˆ+
(
~k1, τ
)
Aˆ+
(
~k2, τ
)〉
=
2α2 δ(3)
(
~k1 + ~k2
)
f2
∫ τ
dτ1
∫ τ1
dτ2
∫
d3p
(2pi)3
[
1−
~k1 · ~p
k1 p
]2
×
{
k21 Im
[
A+ (k1, τ) A
∗
+ (k1, τ1)
] C1 + k1 p Im [A+ (k1, τ)A′∗+ (k1, τ1)] C2
+k1 p Im
[
A+ (k1, τ) A
∗
+ (k1, τ1)
] C3 + p2 Im [A+ (k1, τ)A∗′+ (k1, τ1)] C4
}
, (C.3)
14More accurately, we use the approximation (2.7) in most of our explicit computations, for the reasons
explained at the end of Section 2.1.
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where
C1 = Im
[
A+ (k1, τ) A
′∗
+ (p, τ2) A
′
+ (p, τ1) A
∗
+ (k1, τ2) δφ
(
|~k1 + ~p|, τ1
)
δφ∗
(
|~k1 + ~p|, τ2
)]
,
C2 = Im
[
A+ (k1, τ)A
′∗
+ (p, τ2)A+ (p, τ1)A
∗
+ (k1, τ2) δφ
(
|~k1 + ~p|, τ1
)
δφ∗
(
|~k1 + ~p|, τ2
)]
,
C3 = Im
[
A+ (k1, τ) A
∗
+ (p, τ2) A
′
+ (p, τ1) A
′∗
+ (k1, τ2) δφ
(
|~k1 + ~p|, τ1
)
δφ∗
(
|~k1 + ~p|, τ2
)]
,
C4 = Im
[
A+ (k1, τ)A
∗
+ (p, τ2)A+ (p, τ1)A
′∗
+ (k1, τ2) δφ
(
|~k1 + ~p|, τ1
)
δφ∗
(
|~k1 + ~p|, τ2
)]
.
(C.4)
This expression is exact. We now note that it is highly dominated by terms which have
the highest possible powers of AR. These are terms ∝ A5RAI ∝ e4piξ. Keeping only these
terms, we have the very accurate approximation
δ(1)
〈
Aˆ+
(
~k1, τ
)
Aˆ+
(
~k2, τ
)〉
'
2α2 δ(3)
(
~k1 + ~k2
)
f2
∫ τ
dτ1
∫ τ1
dτ2
∫
d3p
(2pi)3
[
1−
~k1 · ~p
k1 p
]2
×Im
[
δφ
(
|~k1 + ~p|, τ1
)
δφ∗
(
|~k1 + ~p|, τ2
)]
AR (k1, τ)×
[
pAR (p, τ2) A
′
R (k1, τ2) + k1AR (k1, τ2) A
′
R (p, τ2)
]
×
{
pAR (p, τ1)
[
AI (k1, τ) A
′
R (k1, τ1)−AR (k1, τ) A′I (k1, τ1)
]
+k1A
′
R (p, τ1) [AI (k1, τ) AR (k1, τ1)−AR (k1, τ) AI (k1, τ1)]
}
. (C.5)
As we already remarked, the expressions for A+ and for δφ entering at the right hand
side are the unperturbed ones, namely those obtained without the interaction (5.2). For the
inflaton field we have
δφ (k, τ) =
Hk (1 + i k τ) e
−i k τ
√
2 k3/2
, (C.6)
where Hk denotes the value of the Hubble rate when the δφ (k) left the horizon
Defining the dimensionless quantities
x ≡ −k1 τ , x1 ≡ −k1 τ1 , x2 ≡ −k2 τ2 , ~q ≡ ~p
k1
, A˜ (x) ≡
√
2k1A (k1, τ) , (C.7)
we arrive to
〈
Aˆ
(0)
+
(
~k1, τ
)
Aˆ
(0)
+
(
~k2, τ
)〉′ ' A˜2R (x)
2 k1
, (C.8)
for the tree level correlator (we recall that the prime denotes the expectation value without
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the corresponding δ−function), and, after some algebra, to
RA =
∣∣∣∣∣δ(1)〈AA〉′〈AA〉′
∣∣∣∣∣ ' α2H2k14 f2
∣∣∣∣∣
∫
d3q
(2pi)3
q
[
1− kˆ1 · qˆ
]2
|kˆ1 + ~q|3
∫
x
dx1
∫
x1
dx2
[
A˜R (q x2) A˜
′
R (x2) + A˜R (x2) A˜
′
R (q x2)
]
×
{
A˜I (x)
A˜R (x)
[
A˜R (q x1) A˜
′
R (x1) + A˜R (x1) A˜
′
R (q x1)
]
−
[
A˜R (q x1) A˜
′
I (x1) + A˜I (x1) A˜
′
R (q x1)
]}
×
{
|kˆ1 + ~q| (x2 − x1) cos
[
|kˆ1 + ~q| (x1 − x2)
]
+
(
1 + |kˆ1 + ~q|2 x1 x2
)
sin
[
|kˆ1 + ~q| (x1 − x2)
]}∣∣∣∣∣ ,
(C.9)
where prime on the function denotes derivative with respect to its argument. We stress that
this is the leading term for RA in an expansion series in AI/AR. This is very accurate, since
AI/AR = O
(
e−2piξ
) 1.
In eq. (C.9) we approximated Hk1q ' Hk1|~q+kˆ1| ' Hk1 . This is a good approximation
since H is slowly evolving, and since most of the support of the integral is at q = O (1). We
can then evaluate the prefactor using
α2H2k1
4f2
=
ξ2H4k1
φ˙2
= 4pi2ξ2P
(0)
ζ (k1) ' 8.7 · 10−8 ξ2
(
k1
kp
)ns−1
. (C.10)
where kp indicates the pivot scale (0.05 Mpc
−1), and ns − 1 the scalar spectral tilt.
D Computation of the perturbativity limits for X = σ
Here we derive the limits stated in Section 5.2 in the case in which X = σ. In evaluating
the condition RA  1, the formal expression (C.5) still applies, where we need to use the
unperturbed gauge functions appropriate for this case. In the next subsection we provide an
approximate solution (not given in [22]) for the unperturbed fluctuations of σ. In Subsection
D.2 we then provide the expression for RA for this case. Finally, in Subsection D.3 we
compute the expression for Rσ.
D.1 δσ vacuum solutions
As remarked, in the in-in expression (C.5) the unperturbed operators for the gauge and
pseudo-scalar field must be used (where by unperturbed we mean the mode at zeroth order
in the interaction (5.2); we remark that this is the same starting point of the computations
of ref. [24]). The unperturbed pseudo-scalar modes satisfy the equation
δσ¨ + 3Hδσ˙ +
(
k2
a2
+ ∂2σ V
)
δσ = 0 . (D.1)
Using the background solution (2.12), we find that the mass term evolves with time as
∂2σ V (t) = −3 δ H2
1− e2 δ H (t−t∗)
1 + e2 δ H (t−t∗)
= −3 δ H2 1−
(
τ∗
τ
)2δ
1 +
(
τ∗
τ
)2δ . (D.2)
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In terms of y ≡ a δσ, x ≡ −kτ , and x∗ ≡ −kτ∗, eq. (D.1) rewrites
d2y
dx2
+
[
1− 2
x2
(
1 +
3 δ
2
1− (x∗x )2δ
1 +
(
x∗
x
)2δ
)]
y = 0 . (D.3)
The last fraction in the round parenthesis varies from ' 1 at x > x∗ to ' −1 at x < x∗.
This transition is very fast for δ < 1. We can obtain an approximate analytic solution for
the unperturbed δσ modes in the limit in which the transition is replaced by a step function
d2y
dx2
+
[
1− 2
x2
(
1 + 3 δ2
)]
y = 0 , x > x∗
d2y
dx2
+
[
1− 2
x2
(
1− 3 δ2
)]
y = 0 , x < x∗
(D.4)
The early time (x > x∗) solution that reduces to the adiabatic vacuum mode in the deep UV
is
y (x) =
1
2
√
pi
k
√
xH
(1)
3
2
√
1+ 4δ
3
(x) , x > x∗ (D.5)
We then solve the late time (x < x∗) equation, and impose continuity of y and dydx at x = x∗,
to obtain
δσ =
H
k3/2
x3/2
{
C1 [ δ, x∗] J∆− (x) + C2 [ δ, x∗] Y∆− (x)
}
, x < x∗ , (D.6)
where
C1 [δ, x∗] =
pi3/2
4
[
x∗
(
Y∆− (x∗)H
(1)
1+∆+
(x∗)− Y1+∆− (x∗)H(1)∆+ (x∗)
)
+ (∆− −∆+)Y∆− (x∗)H(1)∆+ (x∗)
]
,
C2 [δ, x∗] = −pi
3/2
4
[
x∗
(
J∆− (x∗)H
(1)
1+∆+
(x∗)− J1+∆− (x∗)H(1)∆+ (x∗)
)
+ (∆− −∆+) J∆− (x∗)H(1)∆+ (x∗)
]
, (D.7)
and where
∆+ ≡ 3
2
√
1 +
4δ
3
, ∆− ≡ 3
2
√
1− 4δ
3
. (D.8)
D.2 Vector field renormalization
As discussed in Appendix B, also in this case the gauge modes satisfy the approximate
relation (2.9). Using this in eq. (C.5), which, as remarked above, continues to hold also in
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the present case, we can write
δ(1)
〈
Aˆ+
(
~k1, τ
)
Aˆ+
(
~k2, τ
)〉′ ' 4α2
f2
∫ τ
τ∗
dτ1
√
ξ (τ1)√−τ1
∫ τ1
τ∗
dτ2
√
ξ (τ2)√−τ2∫
d3p
(2pi)3
p k1
[
1−
~k1 · ~p
k1 p
]2
AR (k1, τ)AR (p, τ1)AR (k1, τ2)AR (p, τ2)
×
[
(−k1 + p)AR (k1, τ)AI (k1, τ1) +
(√
k1 +
√
p
)2
AR (k1, τ1)AI (k1, τ)
]
×Im
[
δσ
(
|~k1 + ~p|, τ1
)
δσ∗
(
|~k1 + ~p|, τ2
)]
. (D.9)
To evaluate this expression, we again introduce rescaled dimensionless times and mo-
menta
x ≡ −k1 τ , x1 ≡ −k1 τ1 , x2 ≡ −k1 τ2 , ~q ≡ ~p
k1
, (D.10)
and we rescale the pseudo-scalar and vector functions according to
A˜R (x) ≡
(
8k1ξ (τ)
−τ
)1/4
AR (τ, k1) ' N [ξ∗, x∗, δ] exp
[
−4ξ
1/2
∗
1 + δ
(
x
x∗
)δ/2
x1/2
]
,
A˜I (x) ≡
(
8k1ξ (τ)
−τ
)1/4
AI (τ, k1) ' 1
2N [ξ∗, x∗, δ]
exp
[
4ξ
1/2
∗
1 + δ
(
x
x∗
)δ/2
x1/2
]
,
δσ˜ (x) ≡ k
3/2
H
δσ (τ, k1) ' x3/2
{
C1 [ δ, x∗] J∆− (x) + C2 [ δ, x∗] Y∆− (x)
}
. (D.11)
(We only specify the x−dependence of the rescaled quantities; their dependence on x∗, ξ∗, δ
is left understood). In this notation, we can rewrite
RA =
δ(1)
〈
Aˆ+
(
~k1, τ
)
Aˆ+
(
−~k1, τ
)〉′
〈
Aˆ+
(
~k1, τ
)
Aˆ+
(
−~k1, τ
)〉′ ' α2H2f2
∫ x∗
x
dx1
∫ x∗
x1
dx2
×
∫
d3q
(2pi)3
q1/2
[
1− kˆ1 · qˆ
]2
2|kˆ1 + ~q|3
A˜R (q x1) Im
[
δσ˜
(
|kˆ1 + ~q|x1
)
δσ˜∗
(
|kˆ1 + ~q|x2
)]
×
[
(−1 + q) A˜I (x1) + (1 +√q)2 A˜R (x1)
A˜R (x)
A˜I (x)
]
A˜R (x2) A˜R (q x2) . (D.12)
Let us rewrite the prefactor α
2H2
f2
. In succession, we use the definition (2.4) of ξ,
evaluated at τ = τ∗, to eliminate αf ; then, the relation (4.5) to eliminate σ˙∗; finally, the
relation (3.3) to eliminate H. We find
α2H2
f2
' 16pi2P(0)ζ ξ2∗
φ
σ,∗
' 3.5 · 10−7 ξ2∗
φ
σ,∗
. (D.13)
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Combining the last two expressions, we can write
RA ≡ RA [x∗, ξ∗, δ, x] φ
σ,∗
,
RA ' 3.5 · 10−7 ξ2∗
∫ x∗
x
dx1
∫ x∗
x1
dx2
∫
d3q
(2pi)3
q1/2
[
1− kˆ1 · qˆ
]2
2|kˆ1 + ~q|3
× A˜R (q x1) A˜R (x2) A˜R (q, x2) Im
[
δσ˜
(
|kˆ1 + ~q|x1
)
δσ˜∗
(
|kˆ1 + ~q|x2
)]
×
[
(−1 + q) A˜I (x1) + (1 +√q)2 A˜R (x1)
A˜R (x)
A˜I (x)
]
, (D.14)
were we remarked the parametric dependence of RA, and where we recall that the gauge and
pseudo-scalar mode functions are given in eq. (D.11). We note that, since x∗ = −k τ∗, and
x = −k τ , we can express the functional dependence of RA also as RA
[
x∗, ξ∗, δ, ττ∗
]
. This is
the form that appears in the main text.
D.3 Pseudo-scalar field renormalization
We now evaluate the condition (5.7) for Rσ. From eqs. (5.2) and (5.6) we obtain
〈δσˆ(1)(τ, ~k1)δσˆ(1)(τ, ~k2)〉 = − α
2
f2
∫
d3k d3p d3k′ d3p′
(2pi)3
∫ τ
dτ1
∫ τ1
dτ2
×|~k + ~p | |~k′ + ~p′ |
(
~+(~p) · ~+(−~k − ~p)
)(
~+(~p ′) · ~+(−~k ′ − ~p ′)
)
×
〈 [[
δσˆ(τ, ~k1) δσˆ(τ, ~k2) , δσˆ(τ1,~k) Aˆ′(τ1, ~p) Aˆ(τ1,−~k − ~p)
]
, δσˆ(τ2,~k
′) Aˆ′(τ2, ~p ′) Aˆ(τ2,−~k ′ − ~p ′)
] 〉
.
(D.15)
We decompose this expression in several terms, each containing propagators of two different
fields. Each commutator of two fields is proportional to the imaginary part of the product
of the wave functions of the two fields. The real AR and imaginary AI parts of the gauge
field amplitude are given by eqs. (B.1) and (B.3), respectively. With the phase convention
that we have chosen, only the real part is amplified. For this reason the expression that we
have just written is strongly dominated by the terms that contain the largest powers of AR.
These are the terms in which the vector fields are not commuted over, and are therefore
proportional to A2A
′2 ' A2RA
′2
R . These terms give〈
δσˆ(1)(τ, ~k1)δσˆ
(1)(τ, ~k2)
〉
' δ3(~k1 + ~k2)4α
2
f2
∫
d3p
(2pi)3
∣∣∣~+(~p) · ~+( ~k1 − ~p)∣∣∣2∫ τ
τ∗
dτ1
∫ τ1
τ∗
dτ2
{
| ~k1 − ~p |2A′R(τ1, p)A′R(τ2, p )AR(τ1, | ~k1 − ~p| )AR(τ2, | ~k1 − ~p | )
+ p | ~k1 − ~p |A′R(τ1, p)AR(τ2, p )AR(τ1, | ~k1 − ~p| )A′R(τ2, | ~k1 − ~p| )
}
×
(
Im [δσ(τ, k1) δσ
∗(τ1, k1)] Im [δσ(τ, k1) δσ∗(τ2, k1)] + ~k1 ↔ k2
)
. (D.16)
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Working out the product of the polarization operators, and symmetrizing the time
integration, we obtain, after some algebra,
〈
δσˆ(1)
(
τ,~k1
)
δσˆ(1)
(
τ,~k2
)〉′ ' α2
2f2
∫
d3p
(2pi)3
(
p1/2 + |~k1 − ~p|1/2
)2 [(
p+ |~k1 − ~p|
)2 − k21]2
4 p |~k1 − ~p|
×
∫ τ
τ∗
dτ1
√
2ξ (τ1)
−τ1 Im [ δσ (τ, k1) δσ
∗ (τ1, k1) ]AR (τ1, p)AR
(
τ1, |~k1 − ~p|
)2 . (D.17)
In terms of the dimensionless quantities introduced in (D.10) and (D.11), and recalling the
definition of the power spectrum given after eq. (5.5), we can then write
P
(1)
δσ (k, τ) '
α2H4
64pi2f2
∫
d3q
(2pi)3
(
q1/2 + |kˆ − ~q|1/2
)2 [(
q + |kˆ − ~q|
)2 − 1]2
q3/2 |kˆ − ~q|3/2
×
[∫ x∗
x
dx1 Im [ δσ˜ (x) δσ˜
∗ (x1) ] A˜R (q x1) A˜R
(
|kˆ − ~q|x1
)]2
, (D.18)
where we have relabeled as ~k1 → ~k the momentum of the generic mode that we are consid-
ering.
As can be seen from the rhs of (D.18), the power spectrum dependence on the momentum
and on time can be written as a dependence on the dimensionless quantities −kτ∗ and ττ∗ .
We therefore write the power spectrum as P
(1)
δσ
(
x∗ = −kτ∗, ττ∗
)
. In [22], it was shown that
the power spectra of the sourced GW and inflation perturbations in this model are well fitted
by a Gaussian peak. Not surprisingly, the same is true for the power spectrum (D.18) (the
reason is that the amplitude of the sourcing gauge field is well fitted by this parametrization,
cf. eq. (B.4)). Indeed, we evaluated the expression (D.18) numerically, and we found that it
is well parametrized by
P
(1)
δσ
(
x∗,
τ
τ∗
)
' α
2H4
f2
M
[
ξ∗, δ,
τ
τ∗
]
exp
−
ln2
(
x∗
xc,M
[
ξ∗, δ, ττ∗
]
)
2σ2M
[
ξ∗, δ, ττ∗
]
 . (D.19)
As an example of the goodness of this fit, in Figure 8 we show the power spectrum for two
specific values of δ and ξ∗, and for a specific time τ . Equally good fits are obtained in the
other cases we have studied.
The amplitude M, the central position xc, and the width of the peak σM, evolve with
time, as they parametrize the growth of the power spectrum sourced by the gauge fields
A+.
15 Since the amplitude of A+ is negligible at τ < τ∗, all our results, and in particular the
expression (D.19), are valid for ττ∗ < 1, while we can simply set P
(1)
δσ
(
x∗, ττ∗
)
' 0 at ττ∗ > 1.
The power spectrum then experiences a fast growth at |τ | <∼ |τ∗|, and it eventually saturates
15The three parametersM, xc,M, σM, also depend on the two parameters ξ∗ and δ that control the motion
of the field σ.
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Figure 8. Power spectrum of the pseudo-scalar δσ sourced by the gauge field, for two specific values
of δ and ξ∗. The time τ/τ∗ is chosen to be the moment at which the total energy density in the gauge
field has decreased to 10% than the value it had at its peak. The red dots are the values obtained
from a numerical evolution of eq. (D.18). The blue solid line is the fitting function (D.19).
to a constant value at |τ |  |τ∗|. The parameter xc,M = O (1). So, expression (D.19) has a
peak at x∗ = O (1), namely for the modes that left the horizon close to the σ˙ was maximum.
Using the fit (D.19), we can perform the integral (5.5) analytically. We can then express
the condition (5.7) as
Rσ =
√∫
d lnx∗ P
(1)
δσ
f
=
αH2
f2
(2pi)1/4
√
M
[
ξ∗, δ,
τ
τ∗
]
σM
[
ξ∗, δ,
τ
τ∗
]
 1 . (D.20)
Using the relation (D.13), as well as α = 2ξ∗δ (as can be obtained from eqs. (2.4) and
(2.12)), we can rewrite this as
Rσ ≡ φ
σ∗
Rσ
[
ξ∗, δ,
τ
τ∗
]
 1 ,
Rσ ' 2.8 · 10−7 δ ξ∗
√
M
[
ξ∗, δ,
τ
τ∗
]
σM
[
ξ∗, δ,
τ
τ∗
]
. (D.21)
We recall that the parameters M and σM parametrize, respectively, the amplitude and the
width of the peak in the power spectrum of sourced δσ modes, see eq. (D.19).
E Comparison with previous results
In Section 6 we found that, for the X = φ case, perturbativity at the CMB scales is ensured
for ξ <∼ 4.6. This is the case also studied in ref. [24], so we can compare our result with theirs.
Ref. [24] first provides the analytic estimate ξ <∼ 3.5. It then computes RA numerically, and
it reports the result in Figure 5. Their numerical computation gives ξ <∼ 3.7. Given that
RA ∝ e2piξ, we see that such a limit is significantly stronger than ours. In this Appendix we
discuss the reasons of this discrepancy.
We first of all note that the analytic result of [24] is based on their analytic expression
RA ' ξ2100e2piξP
(0)
ζ . It is claimed in [24] that the 100 factor is a “loop factor”, namely this
analytic estimate assumes that the loop integral (see the left diagram of our Figure 3) gives
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Figure 9. Perturbativity criterion for X = φ. This is nearly the same quantity shown in Figure 4,
with the only difference that we are here using the expression (2.5) for the A+ modes. From this
figure, we obtain ξ <∼ 4.4 for CMB-scale modes, which is close to the limit (ξ <∼ 4.6) obtained in the
main text.
a ∼ 10−2 suppression to the result. No justification for this is given in [24]. In fact, the
results given in the literature for these kinds of loops are typically ∼ 10−4, about two orders
of magnitude smaller than the estimate of [24], see for example eq. (8) of [5] (the ∼ 10−4
figure agrees with our numerical result). Let us therefore disregard the analytic estimate of
[24], and move to the comparison between the numerical results.
There are 4 different aspects that contribute to the discrepancy between the numerical
results: (i) a different formal expression is integrated numerically; (ii) different approxima-
tions are used for the mode functions A+; (iii) the quantity RA is evaluated at different times.
Once we account for all these effects, we still find a significant discrepancy. We therefore
conclude that, in addition to this, (iv) the integration performed in [24] has some numerical
inaccuracy.
Let us address (i): let us compare our expression (C.5) for the numerator of RA with
their expression (B.4). One difference between the two expressions is a (2pi)3 factor. This
factor is just due to different 2pi convention, and it cancels in the ratio RA. A difference
that instead remains is the fact that [24] has (1 + cos θ)2 (where θ is the angle between
the external momentum and the loop momentum), while we have instead (1− cos θ)2. Our
expression originates from the identity
∣∣∣[~+ (kˆ)× ~+ (qˆ)] · qˆ∣∣∣2 = (1−kˆ·qˆ)24 , while ref. [24] has
an incorrect plus sign at the right hand side of this identity. We verified that the change of
this sign affects the result only at the ∼ 10% level, and therefore it is not the main origin of
the discrepancy.
Let us address (ii): in Section 2.1, three approximate expressions for A+ are given.
As we remarked there, the expression (2.7) is used in our numerical computations. The
reason for this is that most of the computations of the phenomenology associated with this
mechanism uses this expression. Since we want to verify whether those results are under
perturbative control, we should use the same expression in the computation of RA. On the
other hand, ref. [24] uses the expression (2.5). To compare with the results of that paper,
we performed again our evaluation of RA (using the correct (1− cos θ)2 factor) using the
Coulomb function (2.5), and we present the result in Figure 9 (we use the cut-off k < 2 ξ in
this computation). If we evaluate RA when the physical energy density in the mode has its
maximum value (x1 in the figure), we find the limit ξ <∼ 4.4. This value is not very far from
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the ξ <∼ 4.6 result that we obtained with the exponential functions (2.7), which is due to the
fact that both expressions are good expressions for A+ in the region where the gauge field is
relevant. Therefore, it still does not explain the stronger result claimed by [24].
Let us address (iii). In figure 9 we showed several lines, corresponding to the same
momentum k, but to a different time xN = −kτN . We recall that the times are defined as
follows: τ0.1 is the time at which the physical energy density in that mode has decreased
to 10% of the maximum value it had (see Figure 1). Ref. [24] does not explicitly indicates
at which time the numerical result shown in their Figure 5 is evaluated, but states that the
result “is the same for a wide range of values [times]”. We see from our Figure that the result
becomes time-independent only at the latest times shown. At this time the wavelength of
the mode has become much greater than the horizon, and everything, including RA, freezes.
However, we stress that at this late time the physical energy density of the gauge mode has
decreased to a very small value, and the mode is no longer contributing to any observable.
So, this is not where the RA should be evaluated. If we do so, we find the slightly more
stringent limit ξ <∼ 4.3.
To conclude, even when we changed our integrand and our method to reproduce that
of ref. [24], we still do not get a limit as strong as theirs. This leads us to think that the
result of [24] is affected by some numerical inaccuracy.
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