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Abstract
The paper provides a description of optimally conditioned Hermitian positive-definite
block matrices, i.e., of matrices A = (Aij)mi,j=1 ∈ Cn×n, n  m  2, Aii ∈ Cni×ni ,
i = 1, . . . , m, such that
k(A) = min
D∈(n1,...,nm)
{k(D∗AD)}.
Here, (n1, . . . , nm) ⊆ Cn×n is the group of nonsingular block diagonal matrices with diag-
onal blocks of orders ni , i = 1, . . . , m, and k(A) is the spectral condition number of A. The
results obtained generalize those for the particular cases m = n and m = 2, see [Proc. Amer.
Math. Soc. 6 (1955) 340 and Zap. Nauchn. Sem. POMI, 268 (2000) 72], respectively. © 2002
Elsevier Science Inc. All rights reserved.
AMS classification: 15A12; 65F35
Keywords: Hermitian positive-definite matrices; Block scaling; Spectral condition number; Vector ag-
gregation
1. Introduction
Let A = (Aij)mi,j=1 ∈ Cn×n, n  m  2, be a block m×m Hermitian positive-
definite matrix of order n and let Aii ∈ Cni×ni , ni  1, i = 1, . . . , m. By
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(n1, . . . , nm) we denote the group of all nonsingular matrices from Cn×n of the
form
D =


D1
D2 0
· · ·
0 Dm

 ,
where Di ∈ Cni×ni , i = 1, . . . , m.
We will say that the matrix A is optimally conditioned w.r.t. (n1, . . . , nm) if
k(A) = min
D∈(n1,...,nm)
{k(D∗AD)}.
Here and below, for a Hermitian positive-definite matrix B ∈ Cn×n, by k(B) we
denote the spectral condition number of B, i.e.,
k(B) = λ1(B)/λn(B),
where
λmax(B) = λ1(B)  λ2(B)  · · ·  λn(B) = λmin(B)
are the nonincreasingly ordered (real and positive) eigenvalues of the matrix B.
If m = n so that n1 = · · · = nm = 1 (i.e., no nontrivial block partitioning is im-
posed) and (n1, . . . , nm) = (1, . . . , 1) is just the group of nonsingular diagonal
matrices of order n, then Hermitian positive-definite matrices optimally conditioned
w.r.t. (n1, . . . , nm) can be characterized as follows.
Theorem 1 [6]. Let A ∈ Cn×n, n  2, be a Hermitian positive-definite matrix and
assume that
Ax = λ1(A)x, Ay = λn(A)y,
where
‖x‖ = ‖y‖.
If
|xi | = |yi |, i = 1, . . . , n, (1.1)
then the matrix A is optimally conditioned w.r.t. (1, . . . , 1). Furthermore, if the
extreme eigenvalues λ1(A) and λn(A) are simple and A is optimally conditioned
w.r.t. (1, . . . , 1), then equalities (1.1) necessarily hold true.
Note that the sufficiency of condition (1.1) was also established in [2].
In the block 2 × 2 case (m = 2), matrices optimally conditioned w.r.t. (n1, n2)
admit the following description.
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Theorem 2 [8]. An n× n Hermitian positive-definite matrix
A =
[
A11 A12
A21 A22
]
/∈ (n1, n2),
where Aii ∈ Cni×ni , i = 1, 2, is optimally conditioned w.r.t. (n1, n2) if and only if
one of the following two equivalent conditions is fulfilled:
(i) there exists a vector z = [x
y
] ∈ Cn, x ∈ Cn1 , such that
Az = λ1(A)z
and
Az˜ = λn(A)z˜,
where z˜ = [ x−y];
(ii) there exists a vector z = [x
y
] ∈ Cn, x ∈ Cn1 , with nonzero block components x
and y such that the matrix Az that results from aggregating A using the vector z
satisfies the equality
Az = 12
[
λ1(A)+ λn(A) λ1(A)− λn(A)
λ1(A)− λn(A) λ1(A)+ λn(A)
]
.
Recall that, according to [7], for a block-partitioned vector
x =


x1
...
xm

 ∈ Cn
with nonzero block components xi /= 0, i = 1, . . . , m (such vectors are said to be
nondegenerately partitioned), the vector-aggregated matrixAx , whereA = (Aij)mi,j=1
∈ Cn×n, is defined as follows:
Ax =
(
x∗i Aij xj
‖xi‖‖xj‖
)m
i,j=1
.
Here and below, the symbol ‖ · ‖ denotes the second Hölder norm of vectors and the
subordinate spectral norm of matrices.
As is well known (see [1,3–5]), any Hermitian positive-definite matrix of the form
A =
[
cIn1 A12
A∗12 cIn2
]
∈ Cn×n, n  2, c > 0, (1.2)
is optimally conditioned w.r.t. (n1, n2), but there are also optimally scaled matrices
whose diagonal blocks are not scalar matrices (see, e.g., an example provided in [4]).
Of course, these assertions are implied by Theorem 2.
Indeed, for such a matrix the relations
λ1(A) = c + ‖A12‖, λn(A) = c − ‖A12‖
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are obviously satisfied. Further, if
A
[
x
y
]
= (c + ‖A12‖)
[
x
y
]
,
then
A12y = ‖A12‖x, A∗12x = ‖A12‖y,
whence it immediately follows that
A
[
x
−y
]
= (c − ‖A12‖)
[
x
−y
]
,
i.e., the vector
[
x
−y
]
is an eigenvector of the matrix A corresponding to its smallest
eigenvalue λn(A) = c − ‖A12‖.
The purpose of the present note is to provide a characterization of block matrices
that are optimally conditioned w.r.t. (n1, . . . , nm) in the general case m  2, ni 
1, i = 1, . . . , m.
The corresponding results are formulated in Theorem 3, see Section 2, which
simultaneously generalize Theorems 1 and 2.
Section 3 contains some corollaries and remarks.
It should be mentioned that the results presented are theoretical and, unfortunate-
ly, at present we do not see how they could be used in determining the optimal scaling
numerically.
2. Main result
In order to formulate our main result (Theorem 3), we first need to extend the
definition of a vector-aggregated matrix to the case of degenerately partitioned ag-
gregating vectors, i.e., nonzero vectors with some zero block components. Let A =
(Aij)mi,j=1 ∈ Cn×n and let x = (xi)mi=1 ∈ Cn be a conformingly partitioned nonzero
vector. Denote
R = {i : xi /= 0, 1  i  m}, r = |R|. (2.1)
Then the vector-aggregated matrix Ax ∈ Cr×r is defined by the formula
Ax =
(
x∗i Aijxj
‖xi‖ ‖xj‖
)
i,j∈R
. (2.2)
In accordance with this definition, if the vector x has zero block components, then
the matrix Ax actually results from aggregating the principal submatrix A[R] of the
original matrix A using the nondegenerately partitioned subvector x[R] = (xi)i∈R of
the vector x.
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Using the above extended definition of a vector-aggregated matrix, Corollary 2.1
in [7], and the Cauchy interlacing theorem (see, e.g., [9, p. 294]), we immediately
arrive at the following simple but essential result.
Lemma 1. Let A = (Aij)mi,j=1 ∈ Cn×n, n  m  1, be a Hermitian matrix and let
x = (xi)mi=1 ∈ Cn be a conformingly partitioned nonzero vector. If the matrix Ax is
defined by (2.1) and (2.2), then
λmin(A)  λmin(Ax)  λmax(Ax)  λmax(A).
In particular, if A is positive definite, then so is the vector-aggregated matrix Ax .
Theorem 3. Let A = (Aij)mi,j=1 ∈ Cn×n, n  m  2, Aii ∈ Cni×ni , ni  1, i =
1, . . . , m, be a Hermitian positive-definite matrix. The matrix A is optimally condi-
tioned w.r.t. (n1, . . . , nm) if one of the following two conditions is fulfilled:
(i) there exist a vector z = (zi) ∈ Cn, zi ∈ Cni , i = 1, . . . , m, and m scalars εi,
|εi | = 1, i = 1, . . . , m, such that
Az = λmax(A)z
and
Az˜ = λmin(A)z˜,
where z˜ = (z˜i)mi=1 and
z˜i = εizi, i = 1, . . . , m;
(ii) there exists a nonzero vector z = (zi) ∈ Cn, zi ∈ Cni , i = 1, . . . , m, such that
the matrix Az defined by (2.1) and (2.2) is optimally conditioned w.r.t. the
group of r × r diagonal matrices (1, . . . , 1), and
k(Az) = k(A). (2.3)
If the extreme eigenvalues of either A or Az are simple, then conditions (i) and
(ii) are equivalent.
Further, if the extreme eigenvalues λmax(A) and λmin(A) are simple and A is
optimally conditioned w.r.t. (n1, . . . , nm), then both conditions (i) and (ii) are nec-
essarily satisfied.
Proof. I. Sufficiency. First let condition (i) be fulfilled. We will show that, in this
case, the matrix A is optimally conditioned w.r.t. to (n1, . . . , nm) based on the
Bauer idea [2] also exploited by Elsner [5]. Denote
S = Diag (ε1In1 , . . . , εmInm).
Then the matrix S is unitary and commutes with any block diagonal matrix D ∈
(n1, . . . , nm). Since, obviously,
z˜ = Sz,
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we have
S∗A−1SAz = λmax(A)S∗A−1z˜ = λmax(A)
λmin(A)
S∗z˜ = k(A)z.
This shows that k(A) is an eigenvalue of the matrix S∗A−1SA. On the other hand,
since, for an arbitrary D ∈ (n1, . . . , nm), the matrices D and S commute, we have
S∗(D∗AD)−1S(D∗AD) = D−1S∗A−1SAD,
whence it follows that, being an eigenvalue of S∗A−1SA, k(A) is an eigenvalue of
the matrix S∗(D∗AD)−1S(D∗AD) as well. Therefore,
k(A) 
∥∥S∗(D∗AD)−1S(D∗AD)∥∥  ∥∥(D∗AD)−1∥∥ ‖D∗AD‖ = k(D∗AD),
and the matrix A is indeed optimally conditioned w.r.t. (n1, . . . , nm).
Now let condition (ii) be fulfilled. Let D = Diag (D1, . . . , Dm) ∈ (n1, . . . , nm)
and denote B = D∗AD. We must show that k(A)  k(B).
Set R = {i : zi /= 0, 1  i  m}, r = |R|. Define the vector
y = (yi)mi=1 = D−1z = (D−1i zi)mi=1
and the real diagonal matrix
 = diag (ξi)i∈R ∈ (1, . . . , 1) ⊂ Cr×r
by setting
ξi = ‖zi‖/‖D−1i zi‖, i ∈ R.
Then, as is trivial to ascertain, we have
By = Az. (2.4)
Since, by assumption, the aggregated matrix Az is optimally conditioned w.r.t.
(1, . . . , 1), from (2.4) it follows that k(Az)  k(By).
Combining this inequality with equality (2.3) and the inequality
k(By)  k(B),
stemming from Lemma 1, we immediately arrive at the required inequality
k(A)  k(B).
This completes the proof of sufficiency.
II. Equivalence. First we will show that (i) always implies (ii). Indeed, consid-
er the aggregated matrix Az, where z is the extremal eigenvector of the matrix A
occurring in (i). Denote
t = (ti)i∈R, ti = ‖zi‖, i ∈ R,
where
R = {i : zi /= 0}.
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We have
(Azt)i =
∑
j∈R
z∗i Aijzj
‖zi‖ ‖zj‖ ‖zj‖ =
z∗i
‖zi‖
∑
j∈R
Aijzj
= z
∗
i
‖zi‖
m∑
j=1
Aijzj = λmax(A) z
∗
i zi
‖zi‖ = λmax(A)ti , i ∈ R.
This shows that λmax(A) is an eigenvalue of the aggregated matrix Az, and, in view
of Lemma 1, we arrive at the conclusion that
λmax(A) = λmax(Az).
Now set
t˜ = (t˜i )i∈R, t˜i = εi‖zi‖ = εi ti , i ∈ R.
Then
(Azt˜)i = z
∗
i
‖zi‖
∑
j∈R
Aijεj zj = z
∗
i
‖zi‖
m∑
j=1
Aijz˜j
= λmin(A) z
∗
i
‖zi‖ z˜i = λmin(A)εi‖zi‖ = λmin(A)t˜i , i ∈ R.
Therefore, λmin(A) is an eigenvalue of Az and, by Lemma 1, it actually coincides
with λmin(Az). Thus, equality (2.3) is established, and it remains to show that the
aggregated matrix Az is optimally conditioned w.r.t. (1, . . . , 1). Indeed, as we have
just demonstrated, the vectors t and t˜ are eigenvectors of Az corresponding to its
extreme eigenvalues. Since
|ti | = |t˜i |, i ∈ R,
the required optimality of Az follows from Theorem 1.
Conversely, let us show that (ii) implies (i), provided that eitherAz or A has simple
extreme eigenvalues. Let
Azt = λmax(A)t, Azt˜ = λmin(A)t˜, ‖t‖ = ‖t˜‖.
We will show that the vectors y = (yi)mi=1 and y˜ = (y˜i)mi=1, where
yi =
{
ti zi‖zi‖ , i ∈ R,
0, i /∈ R, and y˜i =
{
t˜i zi‖zi‖ , i ∈ R,
0, i /∈ R,
are eigenvectors of the original matrix A and correspond to its extreme eigenvalues.
Indeed,
y∗Ay =
m∑
i,j=1
y∗i Aijyj =
∑
i,j∈R
t¯iz
∗
i Aijtj zj
‖zi‖ ‖zj‖
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=
∑
i,j∈R
t¯i(Az)ijtj = t∗Azt = λmax(A)t∗t. (2.5)
Similarly, it can easily be seen that
y˜∗Ay˜ = t˜∗Azt˜ = λmin(A)t˜∗ t˜ . (2.6)
Since, obviously,
y∗y = t∗t and y˜∗y˜ = t˜∗ t˜ ,
relations (2.5) and (2.6) demonstrate that y and y˜ are extremal eigenvectors of A.
Thus, it remains to ascertain that
y˜i = εiyi, |εi | = 1, i = 1, . . . , m. (2.7)
Indeed, if the matrix Az has simple extreme eigenvalues, then, by Theorem 1, its
extremal eigenvectors t and t˜ satisfy the relations
t˜i = εi ti , |εi | = 1, i ∈ R,
which, in view of the definitions of the vectors y and y˜, imply (2.7). Finally, assume
that the original matrix A has simple extreme eigenvalues. Note that A is optimally
conditioned w.r.t. (n1, . . . , nm) by part I of our proof. Therefore, it is also optimal-
ly conditioned w.r.t. (1, . . . , 1) ⊂ Cn×n. Thus, by Theorem 1, all the (pointwise)
components of the eigenvectors y and y˜ (which satisfy the condition ‖y‖ = ‖y˜‖)
have the same absolute values, whence relations (2.7) follow.
This completes the proof of the equivalence part.
III. Necessity. Assume that the matrix A is optimally conditioned w.r.t.
(n1, . . . , nm) and has simple extreme eigenvalues. Let z = (zi)mi=1 and z˜ = (z˜i)mi=1
be eigenvectors of A corresponding to its extreme eigenvalues λmax(A) and λmin(A),
respectively, and let ‖z‖ = ‖z˜‖. We define unitary matrices Qi ∈ Cni×ni , i =
1, . . . , m, in such a way that
Qizi = ‖zi‖
[
1, 0, . . . , 0
]T
, i = 1, . . . , m, (2.8)
and set
Q = Diag (Q1, . . . ,Qm).
Clearly, the matrix B = QAQ∗ is optimally conditioned w.r.t. (n1, . . . , nm) (be-
cause k(B) = k(A)) and has simple extreme eigenvalues, the same as A. Further, we
have
B(Qz)= λmax(A)Qz,
B(Qz˜)= λmin(A)Qz˜,
i.e., Qz and Qz˜ are extremal eigenvectors of B. Since, obviously, the matrix B is
optimally conditioned also w.r.t. (1, 1, . . . , 1), all the (pointwise) components of
the vectors Qz and Qz˜ have the same moduli by Theorem 1. Therefore, with account
for (2.8), we can write
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Qiz˜i = εi‖zi‖
[
1, 0, . . . , 0
]T
, |εi | = 1, i = 1, . . . , m. (2.9)
Now relations (2.8) and (2.9) imply that
zi = ‖zi‖Q∗i
[
1, 0, . . . , 0
]T
, i = 1, . . . , m,
and
z˜i = εi‖zi‖Q∗i
[
1, 0, . . . , 0
]T = εizi, i = 1, . . . , m,
where |εi | = 1. This proves (i).
Since in part II of our proof we have shown that condition (i) always implies
condition (ii), we conclude that, for a matrix A optimally conditioned w.r.t.(n1, . . . ,
nm) and having simple extreme eigenvalues, condition (ii) is necessarily fulfilled as
well.
Theorem 3 is proved completely. 
3. Corollaries and remarks
3.1.
Consider the case m = n, i.e., n1 = · · · = nm = 1. Let x = (xi)ni=1 ∈ Cn be a
nonzero vector and let
R = {i : xi /= 0, 1  i  n}.
Then, in accordance with (2.2), we have
Ax =
(
x¯iAijxj
|xi | |xj |
)
i,j∈R
,
whence it follows that
Ax = D∗A[R]D, (3.1)
where A[R] is the principal submatrix of A corresponding to the index set R, i.e.,
A[R] = (aij)i,j∈R
and
D = diag
(
xi
|xi |
)
i∈R
.
Since D is a unitary diagonal matrix, by (3.1) we have
k(Ax) = k(A[R]). (3.2)
If condition (ii) of Theorem 3 is fulfilled, i.e.,
k(Ax) = k(A)
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and Ax is optimally conditioned w.r.t. (1, . . . , 1), then, by Theorem 3, the matrix A
is also optimally conditioned w.r.t. (1, . . . , 1). Taking into account equality (3.2),
we thus arrive at the following condition sufficient for A to be optimally conditioned
w.r.t. (1, . . . , 1).
Corollary 1. Let A ∈ Cn×n be a Hermitian positive-definite matrix. If there exists
a proper subset R ⊂ {1, 2, . . . , n} such that
k(A) = k(A[R]),
and the principal submatrix A[R] is optimally conditioned w.r.t. to (1, . . . , 1), then
A is optimally conditioned w.r.t. (1, . . . , 1).
3.2.
In the case m = 2, Theorem 3 does not imply Theorem 2 because, in Theorem 3,
the conditions necessary for a matrix A to be optimally conditioned w.r.t. (n1, n2)
are derived only for matrices with simple extreme eigenvalues. As Theorem 2 shows,
in the case m = 2 this assumption is actually not needed.
3.3.
Let A ∈ Cn×n, n  2, be a real nondiagonal symmetric positive-definite matrix
and let F ∈ (1, . . . , 1) be such a (complex) diagonal matrix that the matrix
B = F ∗AF /= In
is optimally conditioned w.r.t. (1, . . . , 1). Obviously, the real symmetric matrix
C = (FF ∗)1/2A(FF ∗)1/2 = D∗BD,
where
D = F−1(FF ∗)1/2
is a unitary diagonal matrix, has the same eigenvalues as B. In particular, the matrix
C is also optimally conditioned w.r.t. (1, . . . , 1). If the matrix C has simple ex-
treme eigenvalues, then, by Theorem 1, its normalized eigenvectors x = (xi)ni=1 and
y = (yi)ni=1, ‖x‖ = ‖y‖ = 1, corresponding to λmax(C) and λmin(C), respectively,
necessarily satisfy the relations
|xi | = |yi |, i = 1, . . . , n. (3.3)
Since C is a real symmetric matrix, its eigenvectors x and y also are real. Therefore,
relations (3.3) can be rewritten in the form
yi = ±xi, i = 1, . . . , n.
Let P be a permutation matrix such that
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Px =
[
x(1)
x(2)
]
, Py =
[
x(1)
−x(2)
]
. (3.4)
The permuted vectors Px and Py are eigenvectors of the permuted matrix PCPT and
correspond to its extreme eigenvalues equal to λmax(C) and λmin(C), respectively.
Therefore, the vectors PDx and PDy are extremal eigenvectors of the matrix
PBPT = PDCD∗P T.
In view of (3.4), we have
PDx = PDPT(Px) = D˜
[
x(1)
x(2)
]
=
[
D˜1x(1)
D˜2x
(2)
]
,
PDy = PDPT(Py) = D˜
[
x(1)
−x(2)
]
=
[
D˜1x(1)
−D˜2x(2)
]
,
(3.5)
where
D˜ = PDPT =
[
D˜1 0
0 D˜2
]
is a unitary diagonal matrix. Thus, the matrix PBPT has extremal eigenvectors differ-
ing only by the sign of the second block component. Applying Theorem 2, we con-
clude that the matrix PBPT either belongs to (n1, n− n1), where n1 = dim x(1),
or is optimally conditioned w.r.t. (n1, n− n1). Since the extreme eigenvalues of
PBPT /= In do not coincide and the vectors (3.5) are extremal eigenvectors of PBPT,
the first situation is clearly impossible. Thus, we arrive at the following rather sur-
prising consequence of Theorems 1 and 2.
Corollary 2. Let A be an n× n nondiagonal real symmetric positive-definite ma-
trix and let B = F ∗AF, where F ∈ (1, . . . , 1), be optimally conditioned w.r.t. the
group of nonsingular n× n diagonal matrices (1, . . . , 1). Then either B has mul-
tiple extreme eigenvalues λmax(B) or λmin(B), or there exist a permutation matrix
P and a positive integer n1 < n such that the matrix PBPT is optimally conditioned
w.r.t. the group (n1, n− n1) of 2 × 2 block diagonal matrices.
3.4.
Below, we demonstrate that, in the case where eigenvectors x and y correspond-
ing to the extreme eigenvalues λmax(A) and λmin(A), respectively, have the same
zero–nonzero pattern, it is possible to bound the quantity
min
D∈(1,...,1) {k(D
∗AD)}
from below. To this end, we will use the idea exploited in the first part of the proof
of Theorem 3.
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Let A ∈ Cn×n, n  2, be a Hermitian positive-definite matrix and let
Ax = λmax(A)x, Ay = λmin(A)y. (3.6)
Assume that the vectors x and y have the same zero–nonzero pattern, i.e., there exists
a nonempty subset I of the index set {1, 2, . . . , n} such that
∀i ∈ I, xiyi /= 0 and ∀i /∈ I, xi = yi = 0. (3.7)
Define the diagonal matrix
D = diag (d1, . . . , dn) ∈ (1, . . . , 1)
as follows:
di =
{
yi/xi, i ∈ I,
α, i /∈ I,
where
min
i∈I {yi/xi}  α  maxi∈I {yi/xi}.
Then, obviously,
Dx = y,
and we have
D−1A−1DAx = k(A)x.
On the other hand, if B = D˜∗AD˜, where D˜ ∈ (1, . . . , 1), then
D−1B−1DB = D˜−1(D−1A−1DA)D˜,
whence it follows that k(A) is an eigenvalue of the matrix D−1B−1DB. Therefore,
k(A)  ‖D−1B−1DB‖  k(D)k(B) = maxi∈I |yi/xi |
mini∈I |yi/xi | k(B).
This leads us to the following result.
Proposition 1. Let A ∈ Cn×n, n  2, be a Hermitian positive-definite matrix and
let assumptions (3.6) and (3.7) be satisfied. Then
min
D∈(1,...,1){k(D
∗AD)}  mini∈I |yi/xi |
maxi∈I |yi/xi | k(A).
Of course, in the case where |xi | = |yi |, i = 1, . . . , n, Proposition 1 implies that
the matrix A is optimally conditioned w.r.t. (1, . . . , 1) and, thus, can be regarded
as a generalization of the sufficient condition of Theorem 1.
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