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IMPLEMENTASI ALGORITMA NAÏVE BAYES UNTUK 




Depresi merupakan salah satu masalah kesehatan paling umum dan memiliki 
dampak yang sangat besar. Depresi ditandai atau dipengaruhi oleh banyak aspek, 
termasuk pengalaman hidup, pekerjaan, kehidupan sosial. Pada tahun 2018, tercatat 
6.1% dari 267.7 juta jiwa mengalami gangguan mental di Indonesia. Hal ini juga 
berhubungan dengan stigma akan penyakit kejiwaan dan rendahnya kesadaran 
dalam menjalani pengobatan kepada ahli. Pengekspresian diri saat ini kerap kali 
dilakukan dengan membuat postingan pada media sosial. Twitter adalah salah satu 
dari alat pengekspresian diri atau emosi dalam bentuk tekstual yang sering 
digunakan untuk mengekspresikan diri. Penelitian ini didasari pada data yang 
dikumpulkan dari Twitter dengan konten bahasa Indonesia. Data yang dikumpulkan 
kemudian dikategorikan ke dalam “Terindikasi Depresi” dan “Tidak Terindikasi 
Depresi” yang didasari oleh pengertian dan faktor lainnya. Model prediktif yang 
digunakan adalah Multinomial Naïve Bayes dan Complement Naïve Bayes dengan 
bantuan metode ekstraksi fitur Term Frequency – Inverse Document Frequency 
(TF-IDF) dan Grid-Search Cross Validation dalam melakukan pembobotan kata 
dan pencarian parameter terbaik. Hasil akurasi terbaik yang dihasilkan oleh model 
Multinomial Naïve Bayes berada pada 93.85% dan model Complement Naïve Bayes 
berada pada 93.35%. 
Kata kunci: Analisis Sentimen, Depresi, TF-IDF¸ Multinomial Naïve Bayes, 




NAÏVE BAYES ALGORITHM IMPLEMENTATION  
TO CLASSIFY TWITTER CONTENT  
WITH DEPRESSION INDICATION 
 
ABSTRACT 
Depression is one of the most common health problems and has a huge impact. 
Depression is characterized or influenced by many aspects, including life 
experiences, work, social life. In 2018, 6.1% of the 267.7 million people 
experienced mental disorders in Indonesia. This is also related to the stigma of 
psychiatric illness and low awareness of undergoing treatment to experts. Today's 
self-expression is often done by making posts on social media. Twitter is one of the 
tools of self-expression or emotion in textual form which is often used to express 
oneself. This research is based on data collected from Twitter with Indonesian 
language content. The data collected were then categorized into "Depression 
Indication" and "No Depression Indication" which were based on definitions and 
other factors. The predictive models used are Multinomial Naïve Bayes and 
Complement Naïve Bayes with the help of Term Frequency - Inverse Document 
Frequency (TF-IDF) as feature extractor and Grid-Search Cross Validation in 
weighting words and searching for the parameters best. The best accuracy results 
produced by the model Multinomial Naïve Bayes are at 93.85% and the model 
Complement Naïve Bayes is at 93.35%. 
Keywords: Sentiment Analysis, Depression, Multinomial Naïve Bayes, 
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