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Abstract: These notes provide a pedagogical introduction to the theoretical study of vacuum
polarization effects in strong electromagnetic fields as provided by state-of-the-art high-intensity lasers.
Quantum vacuum fluctuations give rise to effective couplings between electromagnetic fields, thereby
supplementing Maxwell’s linear theory of classical electrodynamics with nonlinearities. Resorting to a
simplified laser pulse model allowing for explicit analytical insights, we demonstrate how to efficiently
analyze all-optical signatures of these effective interactions in high-intensity laser experiments. Moreover,
we highlight several key features relevant for the accurate planning and quantitative theoretical analysis
of quantum vacuum nonlinearities in the collision of high-intensity laser pulses.
Keywords: External-field QED; Quantum Vacuum Nonlinearity; All-optical Signatures
1. Introduction
The quantum vacuum is not trivial and inert, but amounts to a complex state whose properties are
fully determined by quantum fluctuations. These fluctuations comprise all existing particles, such that
the quantum vacuum even constitutes a portal to new physics beyond the Standard Model of particle
physics. To allow for the principle measurement of these quantum vacuum fluctuations in experiment,
the latter have to be excited by some external stimulus, such as strong macroscopic electromagnetic fields
which couple directly to the charged particle sector. Within the Standard Model, the leading effect arises
from the effective coupling of the prescribed electromagnetic fields via a virtual electron-positron pair, and
thus is governed by quantum electrodynamics (QED). For these reasons, throughout these notes, we focus
exclusively on the vacuum of quantum electrodynamics.
The present lecture notes, which can be considered as a natural continuation of the material presented
in Ref. [5], aim at providing the reader with a pedagogical introduction to the theoretical study of vacuum
polarization effects in strong electromagnetic fields as provided by state-of-the-art high-intensity lasers.
In fact, they cover a broad range of aspects, from the theoretical foundations to the determination of the
actual numbers of signal photons to be accessible in experiments using state-of-the-art technology. The
presented matters are organized as follows:
In Sec. 2 we briefly recall the physical processes described by the renowned Heisenberg-Euler effective
Lagrangian, highlighting both manifestly nonperturbative and perturbative phenomena in Sec. 2.1 and
Sec. 2.2, respectively. Here, we in particular argue that the leading effective interaction term arising from a
perturbative weak-field expansion of the Heisenberg-Euler effective Lagrangian allows for the accurate
theoretical description and study of all-optical signatures of QED vacuum nonlinearities accessible in the
laboratory with present and near future technology on the one percent level. All-optical signatures of
quantum vacuum nonlinearity encompass the class of phenomena which are driven by electromagnetic
fields of optical frequencies delivered by lasers, and result in purely photonic signals to be measured in
experiment.
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Subsequently, in Sec. 3 we present a derivation of the differential number of signal photons induced
in the effective vacuum-fluctuation-mediated nonlinear interaction between the driving electromagnetic
fields. The derivation presented here only requires basic knowledge of classical electrodynamics, and
hence should be particularly suited for master and graduate students, as well as beginners in the field.
Section 4 details an explicit example of how all-optical signatures of quantum vacuum nonlinearity can
be efficiently analyzed theoretically. To this end, we limit ourselves to simple model field configurations,
for which the necessary integrations can essentially be performed analytically. After introducing a
simplified laser pulse model in Sec. 4.1, we focus on the special scenario of two head-on colliding laser
pulses in Sec. 4.2. In Sec. 4.2.1 this scenario is then applied to the study of the prospective signal photon
numbers attainable in the collision of two high-intensity laser pulses, and in Sec. 4.2.2 to the collision of a
free-electron laser (FEL) and high-intensity laser pulse.
Finally, we end with conclusions and a very brief outlook in Sec. 5.
2. Heisenberg-Euler effective Lagrangian
The effective interactions of prescribed, macroscopic electromagnetic fields in the QED vacuum are
governed by the renowned Heisenberg-Euler effective Lagrangian [1]. For slowly varying electromagnetic
fields, i.e., fields which vary on spatial (temporal) scales much larger than the Compton wavelength (time)
of the electron λC = h¯mec ' 3.8× 10−13 m (τC =
λC
c ' 1.3× 10−21 s), with electron mass me, the entire field
dependence of the effective Lagrangian is encoded in the gauge and Lorentz invariant scalar quantities F
and G2. The latter are defined as F = 14 FµνFµν = 12 (~B2 − ~E2) and G = 14 Fµν?Fµν = −~B · ~E; ?Fµν denotes
the dual field strength tensor and our metric convention is gµν = diag(−1, 1, 1, 1). This dependence
ensures the effective Lagrangian to be manifestly gauge and Lorentz invariant. Correspondingly, in this
limit we have
Leff(F ,G2) = LMW + Lint(F ,G2), (1)
where LMW = −F denotes the classical Maxwell Lagrangian, and Lint(F ,G2) encodes nonlinear effective
interactions of the electromagnetic field mediated by quantum vacuum fluctuations. The effective
Lagrangian (1) can be systematically derived from the microscopic theory of QED subjected to a prescribed
macroscopic electromagnetic field by integrating out the quantum fields, i.e., the dynamical fermion
and photon fields [2,3]. It can be organized in a perturbative loop expansion, with the leading effective
interaction stemming from a one-loop diagram. Higher-loop contributions are parametrically suppressed
by powers of the fine-structure constant α = e
2
4pie0 h¯c
' 1137 , where e denotes the elementary charge. In the
remainder of these notes, we use the Heaviside-Lorentz System with c = h¯ = 1. Upon restriction to the
one-loop contribution, we obtain [1,4]
Lint(F ,G2) ' − 18pi2
∫ ∞
0
dT
T3
e−m
2
e T
{
(eaT)(ebT)
tan(eaT) tanh(ebT)
+
1
3
(eT)2(a2 − b2)− 1
}
, (2)
where a =
(√F 2 + G2 − F)1/2, b = (√F 2 + G2 + F)1/2, and the integration contour is implicitly
assumed to lie slightly above the positive real T axis, i.e., features a small positive imaginary part. For
a pedagogical introduction and derivation of the result (2), see Ref. [5]. Equation (2) forms the starting
point of many theoretical studies and proposals aiming at the first experimental verification of QED
vacuum nonlinearities in macroscopic electromagnetic fields in the laboratory; see the Reviews [6–12] and
references therein.
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2.1. Manifestly non-perturbative physics
One of the most striking predictions of Eq. (2) is the fact that it exhibits an imaginary part. As the
quantity ei
∫
d4xLeff(A) = 〈0|0〉A can be interpreted as vacuum persistence amplitude in the presence of the
prescribed electromagnetic field (gauge potential A ≡ Aµ) [4],
P[A] = 1− ∣∣〈0|0〉A∣∣2 = 1− e−2 ∫ d4x Im{Lint(A)} (3)
amounts to the probability of the vacuum to decay, and w = 2Im{Lint(A)} can be interpreted as local
decay rate. Aiming at its explicit determination, we note that the imaginary part of Lint(F ,G2) can be
expressed as
Im
{Lint(F ,G2)} = 12i [Lint(F ,G2)−L∗int(F ,G2)] . (4)
As the integrand in Eq. (2) is purely real-valued and the imaginary part stems only from the integration
contour, the expression for L∗int(F ,G2) amounts to the one for Lint(F ,G2) given in Eq. (2), with the
integration contour now understood to lie slightly below the positive real T axis. By Cauchy’s integral
theorem, the difference in the square brackets on right side of Eq. (4) then corresponds to −2pii times the
sum of the residues of the poles of the integrand lying on the positive real T axis. These poles arise from the
inverse sine in the function eaTtan(eaT) =
1
sin(eaT) eaT cos(eaT), and are located at eaT = npi with n ∈ N. Taking
into account that in the vicinity of the pole located at eaT = npi we have 1sin(eaT) =
(−1)n
ea
1
T− npiea +O(T−
npi
ea ),
it is straightforwardly to infer that
Res
{
eaT
tan(eaT)
f (T)
}∣∣∣∣
eaT=npi
=
npi
ea
f ( npiea ) , (5)
where f (T) is a function analytic at eaT = npi. With the help of this identity, it is easy to obtain the
following result for the imaginary part of the effective Lagrangian [13],
Im
{Lint(F ,G2)} ' (ea)28pi3 ∞∑n=1 1n2 e−npi
m2e
ea
eb
ea npi
tanh( ebea npi)
. (6)
Obviously, the effective Lagrangian only develops an imaginary part for non-vanishing values of a. Also
note that this result is manifestly non-perturbative in the combined parameter ea, i.e., cannot be expanded
in a power series around ea = 0. Making use of the identity 1tanh(z) = 1+ 2∑
∞
l=1 e
−2lz for z ∈ R, we arrive
at an alternative representation of Eq. (6),
Im
{Lint(F ,G2)} ' (ea)28pi3 ∞∑n=1 1n2
∞
∑
l=0
eb
ea
npi
(
2− δ0,l
)
e−npi
m2e+2leb
ea . (7)
Here, the summation index l has an intuitive interpretation. It can be considered as labeling the lth Landau
level in the magnetic-like field b; all levels apart from the zeroth one are doubly degenerate, and the
effective mass squared of fermions in the lth Landau level is m2e + 2leb.
For the special case of b = 0, corresponding to a situation where F ≤ 0 ↔ |~B| ≤ |~E| and G = 0 ↔
~B ⊥ ~E, we have a = √2|F | = √~E2 − ~B2 and
Im
{Lint(F ,G2)} ' (ea)28pi3 ∞∑n=1 1n2 e−npi
m2e
ea . (8)
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In this case, one can always find a Lorentz frame in which a amounts to a purely electric field, and Eq. (8)
amounts to Schwinger’s renowned formula describing pair production in a prescribed electric field [4].
2.2. Perturbative weak-field regime
On the other hand, resorting to the identity ztan(z) = ∑
∞
n=0(−1)n B2n(2n)! (2z)2n for |z| < pi [14], noting
that z
′
tanh(z′) =
iz′
tan(iz′) , and making use of the Cauchy product, Eq. (2) can be expanded as
Lint(F ,G2) ∼ − 18pi2
∫ ∞
0
dT
T3
e−m
2
e T
{ ∞
∑
n=2
n
∑
k=0
(−1)k B2k
(2k)!
B2n−2k
(2n− 2k)! (2eaT)
2k(2ebT)2(n−k)
}
∼ − m
4
e
8pi2
∞
∑
n=2
n
∑
k=0
(−1)k(2n− 3)! B2k
(2k)!
B2n−2k
(2n− 2k)!
(2ea
m2e
)2k(2eb
m2e
)2(n−k)
(9)
where the integration over the propertime variable T could be performed trivially as
∫ ∞
0
dT
T3 e
−m2e TT2n =
(−∂m2e )2n−3
∫ ∞
0 dT e
−m2e T = (−∂m2e )2n−3 1m2e = m
4
e
(2n−3)!
(m2e )2n
. Note, that the Bernoulli numbers appearing in
this expansion can be expressed as B2n = (−1)
n+12(2n)!
(2pi)2n ζ(2n) [15] in terms of the Riemann zeta function,
ζ(n) = ∑∞k=1
1
kn for n ∈ N and ζ(0) = − 12 . Clearly, limn→∞ ζ(n) = 1.
From Eq. (9) it is obvious that Lint(F ,G2) accounts for all orders in a perturbative expansion in the
strength of the applied electromagnetic field. In accordance with Furry’s theorem [16] (charge conjugation
invariance of QED), Eq. (9) is even in the elementary charge e. As to be expected, this perturbative
expansion is completely insensitive to the manifestly nonperturbative imaginary part isolated in Sec. 2.1
above. For fields fulfilling { ea
m2e
, eb
m2e
}  1, already a truncation of Eq. (9) to the leading term should allow
for reliable insights; the imaginary part of Lint(F ,G2) determined above is exponentially suppressed in
this limit. The latter criterion is equivalent to { EEcr , BBcr }  1, with the so-called critical electric and magnetic
fields defined as Ecr =
m2e c3
eh¯ ' 1.3× 1018 Vm and Bcr = Ecrc ' 4× 109 T, respectively. All macroscopic
electromagnetic fields presently available in the laboratory, particularly also those generated by the most
advanced high-intensity laser facilities, such as CILEX [17], CoReLS [18], ELI [19] and SG-II [20], perfectly
fulfill this criterion. From a more conceptual point of view, it is however important to note that Eq. (9)
constitutes an asymptotic expansion: the Bernoulli numbers B2n alternate in sign and diverge factorially
fast in magnitude.
Formally counting ea
m2e
∼ eb
m2e
∼ e, where e denotes a dimensionless expansion parameter, the leading
term amounts to the contribution of O(e4). It is given by
Lint(F ,G2) ' m
4
e
360pi2
( e
m2e
)4(
a4 + 5a2b2 + b4
)
=
m4e
360pi2
( e
m2e
)4(
4F 2 + 7G2) . (10)
See Fig. 1 for an illustration of the effective interaction in Eq. (10). Higher order corrections to Eq. (10)
are parametrically suppressed by powers of the dimensionless parameters EEcr and
B
Bcr , measuring the
strengths of the prescribed electric and magnetic fields in units of the respective critical field, as well as the
fine-structure constant α.
Another important point to clarify is the applicability of the Heisenberg-Euler effective Lagrangian (1),
which has formally been derived for the case of constant electromagnetic fields, to manifestly
inhomogeneous fields. As already noted above, in QED the important reference scales the spatial and
temporal variations of the electromagnetic field are to be compared with are the Compton wavelength
and time of the electron, respectively. This comes about as follows [21]: in constant electromagnetic
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Figure 1. Illustration of the effective interaction between four electromagnetic fields (wiggly orange lines)
mediated by a virtual electron-positron fluctuation in the QED vacuum.
fields the requirement of gauge and Lorentz invariance render the effective Lagrangian a function of
the scalar quantities F and G2 only. For inhomogeneous background fields, however, additional gauge
and Lorentz invariant building blocks involving derivatives of the field strength tensor become available.
The deviations from the constant field limit can be accounted for with derivative terms ∼ ∂αFµν. If
the typical spatial and temporal scales of variation of the inhomogeneous field are L and T = L/c,
respectively, derivatives effectively translate into multiplications with 1L to be rendered dimensionless by
the electron mass, constituting the only dimensionful parameter of low-energy QED. In turn, the above
results formally derived for constant fields are also applicable for slowly varying inhomogeneous fields
fulfilling 1me L  1, or equivalently L λC and T  τC. The effective Lagrangian is a scalar quantity, and
scalar quantities made up of combinations of Fµν, ?Fµν and derivatives thereof involve an even number of
derivatives. This, in particular implies that the above constant-field result allows for the reliable description
of inhomogeneous electromagnetic fields up to corrections of O(( λCL )2). In the literature, neglecting these
corrections is often referred to as resorting to a locally constant field approximation (LCFA).
Finally, we emphasize that Eq. (10) serves as an ideal starting point for the discussion of all-optical
signatures of QED vacuum nonlinearity in strong electromagnetic fields accessible with state-of-the-art
and near-future experimental technology, detailed below. To this end, first recall that α ' 1137  1 and
the peak field strengths reached by state-of-the-art high-intensity lasers, E = O(1014) Vm and B = O(106)T,
clearly fulfill { EEcr , BBcr }  1. Second, note that the slowly-varying field criterion (
λC
L )
2  1 is safely met
for laser photon energies ω up to those delivered by latest generation FELs, reaching ω ' 25 keV [22,23].
For these reasons, Eq. (10) should even allow for the accurate theoretical analysis of all-optical probes of
QED vacuum nonlinearities on the one percent level.
3. Classical derivation of the differential signal photon number
In this section, we aim at obtaining the differential number of signal photons arising from the
vacuum-fluctuation-mediated nonlinear effective interaction of the driving pump fields [24,25]. This
will serve as the central input for studies of all-optical signatures of QED vacuum nonlinearity in
strong electromagnetic fields, as provided by high-intensity laser systems. See Sec. 4 for the discussion
of exemplary applications. The derivation presented here only requires basic knowledge of classical
electrodynamics, and hence should be easily accessible for readers without any background in quantum
field theory, and specifically QED.
To this end, we decompose Fµν → Fµν + f µν into an applied electromagnetic field Fµν and a signal
photon field f µν, with the former typically being much stronger than the latter. Accounting for terms up to
linear order in the signal photon field, we obtain
Lint(F + f ) = Lint(F) + ∂Lint(F)
∂Fµν
f µν +O( f 2) . (11)
6 of 21
The neglected higher-order contributions encode processes giving rise to more than one outgoing signal
photon, which are typically suppressed relatively to single photon emission processes. A prominent
nonlinear QED signature characterized by two signal photons in the final state is photon splitting
[26–34]. On the other hand, prospective optical signatures such as vacuum birefringence [26,28,35–48],
quantum reflection [49,50], photon merging [51–54], generic photon scattering phenomena [55–67], and
higher-harmonic generation [8,68–75] can be recast as single signal photon emission processes. Upon
explicit insertion of the definition of the field strength tensor of the signal photon field f µν = ∂µaν − ∂νaµ,
Eq. (11) can be rewritten as
Lint(F + f ) = Lint(F) + 2∂Lint(F)
∂Fµν
∂µaν +O(a2)
= Lint(F)− 2∂µ
(∂Lint(F)
∂Fµν
)
︸ ︷︷ ︸
=:jν(F)
aν +O(a2) , (12)
where we made use of partial integration to shift away the derivative ∂µ from the signal photon field
aν in the second step. In typically considered scenarios, the driving classical electromagnetic fields are
sufficiently strong only in a limited space-time volume, such that Lint(F) can safely be assumed to vanish
identically far outside the interaction region. Moreover, we introduced the signal photon current jν(F)
sourcing the signal photon field aν.
In turn, the effective theory governing the dynamics of the single signal emission process is
Lγ(a|F) = −14 fµν f
µν − jν aν (13)
with jν ≡ jν(F). The associated equations of motion follow from the Euler-Lagrange equations, ∂Lγ∂aν −
2∂µ
∂Lγ
∂ fµν
= 0, and are given by
∂µ f µν = jν(x) . (14)
In Lorenz gauge, ∂µaµ = 0, which we adopt subsequently, Eq. (14) becomes
 aν = jν(x) , (15)
with = ∂µ∂µ denoting the d’Alembert operator. The solution of this equation, describing outgoing signal
photons sourced by the current jν(F) is
aν(x) =
∫
d4x′ GR(x, x′) jν(x′) , (16)
where GR is the retarded Green’s function of the d’Alembert operator. A useful integral representation of
this Green’s function is (cf., e.g., Ref. [50])
GR(x, x′) = Θ(t− t′)
∫ d3k
(2pi)3
1
2k0
(1
i
eik(x−x
′) + c.c.
)∣∣∣∣
k0=|~k|
, (17)
with Heaviside function Θ(.). The shorthand c.c. stands for complex conjugate.
In our calculation we will assume the detection of the signal photons to take place at asymptotic times
t well after the interaction, such that t− t′ > 0 is always fulfilled. As the signal photon current receives
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substantial contributions only within the interaction region and decays rapidly to zero outside (cf. above),
we can nevertheless formally extend the integration over t′ to +∞. Correspondingly, Eq. (16) results in
aν(x) =
∫ d3k
(2pi)3
1
2k0
(eikx
i
∫
d4x′e−ikx
′
jν(x′)︸ ︷︷ ︸
=jν(k)
+c.c.
)∣∣∣∣
k0=|~k|
, (18)
which for manifestly real-valued jν(x) can be compactly written as
aν(x) = Re
∫ d3k
(2pi)3
1
k0
eikx
i
jν(k)
∣∣∣∣
k0=|~k|
. (19)
The associated electric~e(x) and magnetic~b(x) fields are
~e(x) = −~∇a0(x)− ∂t~a(x) = Re
∫ d3k
(2pi)3
eikx
(
~j(k)−~ˆk j0(k)
)
︸ ︷︷ ︸
=:~e(k)
∣∣∣∣
k0=|~k|
,
~b(x) = ~∇×~a(x) = Re
∫ d3k
(2pi)3
eikx
(
~ˆk×~j(k)
)
︸ ︷︷ ︸
=:~b(k)
∣∣∣∣
k0=|~k|
. (20)
Equation (20) directly implies that~k ·~e(k)∣∣k0=|~k| = (~k ·~j(k)− |~k| j0(k))∣∣k0=|~k| = kµ jµ(k)∣∣k0=|~k| = 0, where we
made use of the Ward identity for the photon current kµ jµ(k) = 0 in the last step. This Ward identity follows
straightforwardly from the definition of the current in Eq. (12). Moreover,~ˆk×~e(k) = ~ˆk×~j(k) =~b(k), such
that both the electric and magnetic fields are transverse, and |~e(k)| = |~b(k)| = |~j(k)|.
The energy put into the signal photon field is
W =
1
2
∫
d3x
(|~e(x)|2 + |~b(x)|2) . (21)
With the help of Eq. (20) we can write the first term in Eq. (21) as
∫
d3x |~e(x)|2 = 1
4
∫
d3x
∫ d3k
(2pi)3
∫ d3k′
(2pi)3
(
eikx~e(k) + e−ikx~e ∗(k)
)
×
(
eik
′x~e(k′) + e−ik
′x~e ∗(k′)
)∣∣∣∣
k0=|~k|,k′0=|~k′ |
=
1
4
∫ d3k
(2pi)3
(
2~e(k)~e ∗(k) + e2ik
0t~e(k)~e(−k) + e−2ik0t~e ∗(k)~e ∗(−k)
)∣∣∣∣
k0=|~k|
, (22)
where ∗ denotes complex conjugation.
Doing the same manipulations for the second term in Eq. (21) and using the identities~b(k) ·~b(−k) =(
~ˆk ×~e(k))(−~ˆk ×~e(−k)) = −~e(k) ·~e(−k) as well as ~b ∗(k) ·~b(−k) = −~e ∗(k) ·~e(−k), the signal photon
energy can be expressed as
W =
1
4
∫ d3k
(2pi)3
(|~e(k)|2 + |~b(k)|2)∣∣∣∣
k0=|~k|
=
1
2
∫ d3k
(2pi)3
|~e(k)|2
∣∣∣∣
k0=|~k|
. (23)
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Making use of the fact that the electric field can be spanned by two orthogonal polarization vectors~ep(k)
transverse to~k, with p ∈ {1, 2}, we obtain
|~e(k)|2 = ∑
p={1,2}
|~ep(k) ·~e(k)|2 = ∑
p={1,2}
|~ep(k) ·~j(k)|2 , (24)
and thus
W = ∑
p={1,2}
∫ d3k
(2pi)3
1
2
|~ep(k) ·~j(k)|2
∣∣∣∣
k0=|~k|
. (25)
From this expression, we infer that the differential field energy put into mode p is
d3Wp =
d3k
(2pi)3
1
2
|~ep(k) ·~j(k)|2
∣∣∣∣
k0=|~k|
. (26)
The differential number of signal photons of energy k0 = |~k| emitted into the solid angle interval d2Ω,
with d3k =~k2dk d2Ω, follows from Eq. (26) upon division by the photon energy, yielding
d3Np =
d3k
(2pi)3
1
2k0
|~ep(k) ·~j(k)|2
∣∣∣∣
k0=|~k|
. (27)
For definiteness, throughout these notes we use conventions where~ˆk×~e1(k) = ~e2(k), and thus~ˆk×~ep(k) =
~ep+1(k), with~e3(k) ≡ −~e1(k).
Recall, that in our case the signal photon current in momentum space follows upon Fourier transform
of the expression given in Eq. (12). In turn, we have
jν(k) =
∫
d4x e−ikx 2∂µ
(∂Lint(F)
∂Fµν
)
= 2ikµ
∫
d4x e−ikx ∂Lint(F)
∂Fµν
, (28)
which for Lint(F) = Lint(F ,G2) as is assumed here can be expressed as
jν(k) = ikµ
∫
d4x e−ikx
(
Fµν
∂Lint
∂F +
?Fµν
∂Lint
∂G
)
. (29)
Taking into account the following identities,
kµFµν
∣∣
k0=|~k| = k
0(~ˆk · ~E,−~ˆk× ~B− ~E) ,
kµ?Fµν
∣∣
k0=|~k| = k
0(~ˆk · ~B,~ˆk× ~E− ~B) , (30)
the amplitude entering Eq. (27) can finally be written as,
~ep(k) ·~j(k)
∣∣
k0=|~k| = ik
0
∫
d4x e−ikx
[
~ep(k) · ~P−~ep+1(k) · ~M
]∣∣∣
k0=|~k|
, (31)
with
~P :=
∂Lint
∂~E
= −~E∂Lint
∂F − ~B
∂Lint
∂G ,
~M := −∂Lint
∂~B
= −~B∂Lint
∂F + ~E
∂Lint
∂G , (32)
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denoting the polarization ~P and magnetization ~M vectors of the quantum vacuum in the presence of the
prescribed electromagnetic field. Taking into account only the leading QED vacuum nonlinearity (10) in
perturbatively weak fields, Eqs. (32) can be compactly written as
~P '
√
α
pi
m2e
90pi
( e
m2e
)3[−2~E(~B2 − ~E2) + 7(~B · ~E)~B ] ,
~M '
√
α
pi
m2e
90pi
( e
m2e
)3[−2~B(~B2 − ~E2)− 7(~B · ~E)~E ] , (33)
where we expressed the quantities F and G in terms of the electric and magnetic fields; see the definitions
above Eq. (1). Hence, the determination of the differential signal photon number (27) for experimentally
viable field configurations in the laboratory boils down to performing four-dimensional Fourier transforms
of the polarization and magnetization vectors (33) of the quantum vacuum in position space. While Eq. (27)
can be readily evaluated for generic, experimentally realistic field configurations fulfilling Maxwell’s
equations in vacuo exactly [76], in the subsequent considerations we will limit ourselves to simple model
field configurations, for which the necessary integrations can essentially be performed analytically.
For an alternative derivation of the same result making use of a quantum Fock space formulation and
asymptotic states, see Refs. [25,64]. Apart from a normalization factor, in this context Eq. (31) amounts
to the zero-to-single signal photon emission amplitude in the quantum vacuum subjected to the driving
electromagnetic fields. In particular using the Fock space formulation, a generalization of the vacuum
emission approach to states featuring more than one signal photon in the final state is straightforward.
Also note that the derivation of the differential signal photon number does not rely on the LCFA.
Modifying the derivation of the signal photon current accordingly [64], it can be readily employed for field
configurations not amenable to an LCFA. See Ref. [77] for an explicit example of a calculation using the
vacuum emission picture beyond the LCFA.
4. All-optical signatures of quantum vacuum nonlinearity
In the following discussion, we assume the electromagnetic fields driving the signal photon emission
process to be provided by state-of-the-art high-intensity laser systems. The latter are characterized by an
oscillation wavelength λl (frequency ωl = 2piλl ), and deliver pulses of energy Wl and duration τl at a certain
repetition rate; the index labels the parameters of laser system l. For simplicity and in analogy to plane
waves, we assume the macroscopic electric ~El and magnetic ~Bl fields constituting a given laser pulse to be
equal in magnitude and strictly transverse to its propagation direction ~ˆκl . We use the notation ~ˆκl = ~κl/|~κl |
for the unit vector associated with the vector~κl . Correspondingly, we have ~El · ~Bl = 0 and ~ˆEl × ~ˆBl = ~ˆκl , as
well as ~El = El~ˆEl and ~Bl = El~ˆBl , with common field amplitude profile El . The total electric and magnetic
fields associated with the collision of l laser pulses follow upon superposition of the driving laser fields
as ~E = ∑l ~El and ~B = ∑l ~Bl , respectively. For definiteness, here we consider only linearly polarized laser
fields, such that the polarization vector of the pulse does not depend on the space-time coordinate and is
given by the constant unit vector ~ˆEl .
4.1. Laser pulse profiles
We model the pulse amplitude profile in position space as
El(x) = El e−
(
~ˆκl ·~x−t
τl /2
)2
e−
( rl
wl
)2
cos
[
ωl(~ˆκl ·~x− t)
]
, (34)
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where we introduced the shorthand notation rl = ~x − ~ˆκl · ~x. Here, El is the peak field amplitude, the
first exponential function ensures a finite pulse duration τl , and the second one a finite transverse extent
characterized by the beam waist wl . The pulse amplitude profile (34) squared can be expressed as
E2l (x) = E2l e
−2
(
~ˆκl ·~x−t
τl /2
)2
e−2
( rl
wl
)2 1
2
(
1+ cos
[
2ωl(~ˆκl ·~x− t)
])
. (35)
For completeness, note that the expression in Eq. (34) follows from the leading order paraxial Gaussian
beam solution of the wave equation [78] supplemented with a Gaussian temporal envelope [21] upon
formally sending the Rayleigh range to infinity, while keeping the beam waist fixed [64]. Also note that
in general the above laser pulse model tends to somewhat overestimate signatures of quantum vacuum
nonlinearity: it does not account for the widening of the transverse beam profile as a function of the
longitudinal coordinate with increasing distance from the focal spot, coming along with the reduction of
the on-axis peak field amplitude.
As demonstrated in Ref. [64], the approximation (34) nevertheless allows for reasonable estimates of
all-optical signatures of QED vacuum nonlinearity in laser pulse collisions, where the signal photons are
predominantly induced in the space-time region where the strong electromagnetic fields of the colliding
pulses overlap. Though the longitudinal decay of the individual laser fields is not explicitly accounted
for, in this case the finite pulse durations of the colliding pulses naturally confine the strong-field region
sourcing the signal. Substantial deviations between the approximative and full results are only to be
expected for the special cases of a single driving laser pulse, or almost copropagating driving pulses. The
latter situations are, however, not of phenomenological interest as their signal photon yield is completely
negligible if not zero. Obviously, no signal photons are induced in the presence of a single paraxial laser
pulse as introduced above: due to the fact that the electric and magnetic fields characterizing the pulse
are always orthogonal to each other and equal in amplitude, we have F = G = 0, and the signal photon
current (29) vanishes identically in this case.
The laser pulse energy follows upon integration of Eq. (35) over the spatial coordinates; cf. Eq. (21).
This yields
Wl =
∫
d3x E2l (x) ≈
1
4
(pi
2
) 3
2
τlw2l E
2
l , (36)
where we neglected subleading terms of O( 1τlωl ); see Ref. [79] for a detailed discussion. Obviously, the
dimensionless quantity 1τlωl corresponds to a small parameter if the pulse consists of many cycles, as
is typically the case for currently available high-intensity laser pulses, justifying this approximation.
Equation (36) allows us to express the peak field amplitude in terms of the pulse energy, pulse duration
and beam waist as
El ' 2
( 8
pi
) 1
4
√
Wl
τlw2l pi
. (37)
Apart from an overall numerical factor, the peak field amplitude (37) is proportional to the square root of
the pulse energy divided by the product of the pulse duration and the transverse focus area.
Subsequently, we consider two exemplary collision scenarios of FEL and high-intensity laser pulses,
and explicitly determine the attainable numbers of signal photons encoding the signature of quantum
vacuum nonlinearity in the prescribed electromagnetic fields. To this end, we resort to the above
approximations. One of our main interests is on the perspectives of measuring the respective signal
photons with state-of-the-art technology. As detailed above, in order to obtain a measurable response, we
need at least two colliding laser pulses.
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Figure 2. Illustration of the head-on collision geometry considered in Sec. 4.2 for φ± = 0. The two driving
± laser pulses comprising N± photons collide at ~x = 0. The quasielastically scattered signal photons N±p
encoding the signature of quantum vacuum nonlinearity are detected in the ± far field.
4.2. Head-on collision of two laser pulses
In the next step, we study optical signatures of quantum vacuum nonlinearity in the head-on collision
of two laser pulses, which we label by l = ±. For simplicity, we only focus on optimal collisions at zero
impact parameter. Without loss of generality, the + (−) pulse is assumed to propagate in positive (negative)
z direction, i.e., ~ˆκ± = ±~ˆez. Here, ~ˆez is the unit vector pointing in z direction. In turn, the associated electric
and magnetic field vectors can be parameterized as ~E± = E±(x)~ˆE± and ~B± = E±(x)~ˆB±, with
~ˆE± =
 cos φ±sin φ±
0
 and ~ˆB± = ±
 − sin φ±cos φ±
0
 . (38)
The angle parameters φ± allow for the parameterization of all the possible polarization configurations
of the two head-on colliding, linearly polarized laser pulses. See Fig. 2 for an illustration of the collision
geometry highlighting various relevant parameters. Sticking to these definitions, the polarization and
magnetization vectors (33) become
~P '
√
α
pi
m2e
45pi
( e
m2e
)3
∑
l=±
[
4~ˆEl cos(φ+ − φ−)− 7~ˆBl sin(φ+ − φ−)
]E+(x)E−(x)El(x) ,
~M '
√
α
pi
m2e
45pi
( e
m2e
)3
∑
l=±
[
4~ˆBl cos(φ+ − φ−) + 7~ˆEl sin(φ+ − φ−)
]E+(x)E−(x)El(x) , (39)
and the amplitude (31), whose modulus square results in the differential signal photon number (27), can
be schematically written as
~ep(k) ·~j(k) = ic+
∫
d4x e−ikxE+(x)E2−(x) + ic−
∫
d4x e−ikxE−(x)E2+(x) , (40)
with real-valued coefficients c± containing information about the alignment of the driving fields and
the polarization properties of the induced signal photons. Hence, the explicit determination of the
differential signal photon number essentially reduces to performing the Fourier transform of the monomials
E+(x)E2−(x) and E2+(x)E−(x).
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To further simplify the following considerations, we assume the colliding pulses to feature the
same duration, τ+ = τ− = τ, and to be focused to the same waist, w+ = w− = w. Moreover, we
explicitly limit ourselves to quasielastically scattered signal photon contributions only. The latter naturally
decompose into two distinct contributions, namely those made up of laser photons of the + pulse scattered
at the intensity profile, or equivalently field amplitude squared, of the − pulse, and vice versa. These
contributions can clearly be associated with the terms proportional to E+(x)E2−(x) and E−(x)E2+(x) in
Eq. (39). Quasielastically scattered signal photons emerging from the ± pulse are characterized by a
photon energy very similar to the one of the laser photons constituting the ± pulse, and are predominantly
scattered in its forward direction. They in particular do not depend on the oscillation frequency (' photon
energy) of the laser pulse acting as scatterer. Correspondingly, the cosine term in the pulse amplitude
squared (35) with l = ∓ can be associated with manifestly inelastic signal photon contributions, and thus
be neglected when performing the Fourier transform of
E±(x)E2∓(x)→
1
4
E±E2∓ e
− 4
τ2
(3z2+3t2±2zt)−3 x2+y2
w2 ∑
l=±
eilω±(z∓t) . (41)
The Fourier transform of Eq. (41) entering Eq. (31) can be performed straightforwardly resulting in
∫
d4x e−ikxE±(x)E2∓(x)→
√
2pi2
192
E±E2∓τ2w2 e
− w212 (k2x+k2y) ∑
l=±
e−
τ2
16 [(ω±−l kz±k
0
2 )
2+ 12 (
(kz∓k0)
2 )
2] . (42)
Obviously, the exponential suppression in Eq. (42) can be overcome for at least one of the summands if the
conditions kx = ky = 0, kz = ±k0 and k0 = ω± are fulfilled simultaneously. These two sets of conditions
govern the dominant signal photon emission channels, namely signal photons emitted in the forward
cones of the driving lasers. The complementary conditions with k0 = −ω∓ will not play any role as they
cannot be realized for manifestly positive k0 and laser frequencies ω± > 0.
One can easily convince oneself by an explicit calculation that the inclusion of the cosine term in
Eq. (35) results in manifestly inelastic contributions, characterized by the absorption/release of two laser
photons associated with an energy transfer of 2ω∓ by the scatterer.
Due to the distinct directional emission properties of the dominant signal photon channels,
interference terms between them arising upon taking the modulus square of Eq. (40) receive an exponential
suppression and can be safely neglected, such that
∣∣~ep(k) ·~j(k)∣∣2 → c2+ ∣∣∣∫ d4x e−ikxE+(x)E2−(x)∣∣∣2 + c2− ∣∣∣∫ d4x e−ikxE−(x)E2+(x)∣∣∣2 . (43)
Therefore, the differential signal photon number (27) naturally decomposes into two contributions, d3Np →
d3N+p + d3N−p , describing signal photons which are scattered quasielastically into the vicinity of the +
and − direction, respectively. Their differential numbers are given by
d3N±p '
d3k
(2pi)3
c2±
2k0
∣∣∣∫ d4x e−ikxE±(x)E2∓(x)∣∣∣2∣∣∣∣
k0=|~k|
. (44)
Subsequently, we aim at evaluating and analyzing these quantities. For convenience, we make use of
two slightly different parameterizations of the momentum coordinates, which are specifically tailored to
the signal photon contributions d3N±p , namely kz = ±k cos ϑ± and k2x + k2y = k2 sin2 ϑ±, with k = |~k| = k0.
The associated differential volume element is d3k = k2dk d cos ϑ± dϕ, where the angle ϕ parameterizes
rotations around the z axis. In these coordinates, the dominant signal photon contribution fulfills k ≈ ω±
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and ϑ± ≈ 0. Its differential number is expected to decline rapidly with increasing values of the polar angle
ϑ± and the energy difference |k−ω±|; see Eq. (45) below for an explicit confirmation of this expectation.
In the vicinity of ϑ± = 0, we have kz ' ±k(1− ϑ
2±
2 ), k
2
x + k2y ' k2ϑ2± and d3k ' k2dk ϑ±dϑ± dϕ.
Keeping terms up to quadratic order in ϑ± in the exponential of Eq. (42) and neglecting the contribution in
the sum over l which is exponentially suppressed for k ≈ ω±, we obtain
∫
d4x e−ikxE±(x)E2∓(x)→
√
2pi2
192
E±E2∓τ2w2 e−
w2
12 k
2ϑ2± e−
τ2
16 (ω±−k)2− τ
2
32 k(ω±−k)ϑ2± . (45)
Moreover, in this limit the two transverse signal photon polarization vectors can be parameterized by a
single angle variable as
~ep(k) =
 cos[φ± + β± pi2 (p− 1)]sin[φ± + β± pi2 (p− 1)]
0
 . (46)
As the orientation of the polarization basis defined below Eq. (27) is intimately linked to the direction
of the signal photon’s wave vector, also the polarization vectors (46) depend on the emission direction.
The choice of the angle β fixes a specific linear polarization basis for the signal photons; without loss of
generality our conventions are such that for β = 0 we have~e1(k) = ~ˆE±. Making use of Eq. (46) to explicitly
work out the coefficients c±, we obtain
c± ' k0
√
α
pi
m2e
45pi
( e
m2e
)3{
11 cos[β± pi2 (p− 1)]− 3 cos[β± pi2 (p− 1)± 2∆φ]
}
, (47)
where ∆φ = φ+ − φ− measures the angle between the polarization vectors of the two head-on colliding
driving laser beams. Plugging the results (45) and (47) into Eq. (44), we find
d3N±p '
d3k
(2pi)3
1
m3e
τk
(wme)2
√
2
pi
(4α2
135
)2 W±
me
(W∓
me
)2
e−
w2
6 k
2ϑ2± e−
τ2
8 (ω±−k)2− τ
2
16 k(ω±−k)ϑ2±
× {11 cos[β± pi2 (p− 1)]− 3 cos[β± pi2 (p− 1)± 2∆φ]}2 , (48)
where we expressed the peak field amplitudes of the driving laser fields by the respective pulse energies
W± via Eq. (37).
Due to the fact that for ϑ±  1 the main contribution to the integral over k stems from k ' ω±,
it should amount to a good approximation to set k = ω± in the terms in the exponential which are
proportional to ϑ2±, as well as in the overall monomial of k multiplying the exponential function. Formally
extending the integration over k as
∫ ∞
0 dk →
∫ ∞
−∞ dk, the integral over k is then promoted to a simple
Gaussian integral. Implementing this approximation in Eq. (48), upon performing the trivial integration
over the azimuthal angle ϕ we finally get the following concise expression for the differential number of
induced signal photons
d2N±p 'dϑ±ϑ±dk τ
√
2
pi
( 2α2
135pi
)2 1
(wme)2
(ω±
me
)3 W±
me
(W∓
me
)2
e−
τ2
8 (ω±−k)2 e−
w2
6 ω
2±ϑ2±
× {11 cos[β± pi2 (p− 1)]− 3 cos[β± pi2 (p− 1)± 2∆φ]}2 . (49)
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This result encodes the distribution of the signal photons as a function of their energy k and scattering
angle ϑ±. The fact that the signal photons do not exhibit any nontrivial dependence on the angle ϕ is
rooted in the rotational symmetry of the considered head-on collision geometry around the z axis.
The differential number of signal photons attainable in a polarization insensitive measurement follows
from Eq. (49) upon summation over the two transverse modes as d2N± = ∑2p=1 d2N±p . On the other
hand, the differential number of signal photons scattered into a perpendicularly polarized mode d2N±⊥
is obtained upon setting p = 1 and β = pi2 . Note, that these polarization-flipped signal photons are
conventionally associated with the non-linear QED phenomenon of vacuum birefringence [26,35–38]: an
electromagnetic field can effectively endow the quantum vacuum with two different indices of refraction,
associated with photon polarization eigenmodes in this field configuration. Hence, when traversing a
strong electromagnetic field region, originally linearly polarized probe photons with polarization overlap
to both of these eigenmodes can pick up a tiny ellipticity, thereby effectively populating a perpendicularly
polarized mode [41,43]. The number of polarization-flipped signal photons constitutes the signature of
vacuum birefringence in proposals to measure the effect of vacuum birefringence in high-intensity laser
experiments [39]; cf. also Refs. [40,41,43,45–48,79–81]. See Ref. [5] for a pedagogical presentation of the
conventional derivation of vacuum birefringence in constant background fields, and Ref. [82] for a concise
review of experimental activities aiming at measuring vacuum birefringence in quasi-constant magnetic
fields, actively pursued by various experiments [83–85].
Upon performing the integration over the signal photon energy k, the differential number of signal
photons attainable in a polarization insensitive measurement as well as the differential number of
polarization-flipped signal photons can be compactly expressed as
{
dN±
dN±⊥
}
' dϑ±ϑ±
( 4α2
135pi
)2 1
(wme)2
(ω±
me
)3 W±
me
(W∓
me
)2
e−
1
6 (ω±w)2ϑ2±
{
130− 66 cos(2∆φ)
9 sin2(2∆φ)
}
. (50)
Interestingly, upon integration over the signal photon energy, the dependence of the pulse duration τ drops
out completely within the considered approximation, such that Eq. (50) becomes τ independent. Moreover,
note that this expression implies that the signal attainable in a polarization insensitive measurement is
maximized for ∆φ = pi2 , while the signal scattered into a perpendicularly polarized mode is maximized for
∆φ = pi4 [86].
From Eq. (50), we can straightforwardly read of the angular divergence of the scattering signal with
respect to the polar angle ϑ±. The 1/e2 radial beam divergence of the scattering signal in ± direction
is θsignal,± ' 2
√
3
wω± =
√
3λ±
piw . This value is to be compared with the far-field radial beam divergences of
the driving laser beams focused to a spot size of radius w, which we assume to be well-described by
the paraxial Gaussian beam result θ± ' λ±piw [78]. Hence, we have θsignal,± '
√
3 θ±, implying that the
divergence of the signal in general surpasses the divergence of the respective driving laser pulse.
The far-field angular distribution of the photons constituting the ± laser pulse should be
well-described by
dN± ' dϑ±ϑ±N± (ω±w)2 e− 12 (ω±w)2ϑ2± , (51)
where, N± ' W±/ω± denotes the number of laser photons constituting the ± pulse. Note, that the
different angular decay of the driving laser photons (51) and the signal photons (50) with ϑ± ensures
that even if the signal is completely background dominated for ϑ± = 0, as is typically the case, it will
eventually surpass the background of the driving laser photons from a certain finite value of ϑ± onwards.
However, the important question to be answered in this context is if the number of signal photons which
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can be distinguished from the background is large enough to allow for a measurement of the effect for
given laser parameters. In the following we elaborate on this question on a more quantitative level.
To this end, we assume that the differential number of signal photons attainable in a polarization
insensitive measurement fulfills dN±(ϑ± = 0) > P±dN±(ϑ± = 0), were the constant P± quantifies the
sensitivity of the considered experiment. In turn, only those signal photons fulfilling the discernibility
criterion
dN±(ϑ±) ≥ P±dN±(ϑ±) , (52)
can in principle be measured in experiment. Assuming that the polarization-flipped signal photons
similarly fulfill dN±⊥ (ϑ± = 0) > P±⊥dN±(ϑ± = 0), the analogous discernibility criterion for the
polarization-flipped signal photons reads
dN±⊥ (ϑ±) ≥ P±⊥dN±(ϑ±) . (53)
Some comments are in order here, to clarify that even though the criteria (52) and (53) are formally very
similar, the values of P and P⊥ attainable in experiment are typically very different. It is easily conceivable
that P⊥ can be a very small number in experiment, where it characterizes the achievable quality or purity
of polarization filtering. While an ideal polarization filter would even achieve P⊥ = 0, any realistic
polarization filter inevitably fulfills P⊥ 6= 0. In particular in the x-ray regime, polarization purities P⊥
on the level of 10−10 have been demonstrated [87–89]. On the other hand, it seems reasonable to assume
that the analogous quantity P characterizing the sensitivity to be able to detect signal photons which are –
apart from their wider scattering with ϑ± – indistinguishable from the driving laser photons, can at best
reach an value of P ≥ 1, independent of the laser frequencies.
Equations (52) and (53) can be staightforwardly solved for the angles for which the signal photons
can be discerned from the background of the driving laser photons. The latter are constrained by
ϑ2± &
3
(ω±w)2
[
2 ln
(135pi
4α2
(wme)2
me
ω±
me
W∓
)
−
{
ln
[
130− 66 cos(2∆φ)]− lnP±
ln
[
9 sin2(2∆φ)
]− lnP±⊥
}]
, (54)
where the upper line is the result for a polarization insensitive measurement, and the lower line the one
for the polarization-flipped signal.
Subsequently, we denote the signal photons fulfilling the above discernibility criteria (52) and (53) by
N˜± and N˜±⊥ , respectively. To determine their numbers, we integrate Eq. (50) over all values of ϑ± fulfilling
Eq. (54). To this end, we formally extend the integration over ϑ± from the threshold value up to infinity.
This resuls in
{
N˜±
N˜±⊥
}
'
( 4α2
135pi
)3 3
(wme)6
(ω±
me
)2 W±
me
(W∓
me
)3
[
130− 66 cos(2∆φ)]3/2/√P±[
9 sin2(2∆φ)
]3/2/√P±⊥
 . (55)
Finally, for comparison we also evaluate the respective total numbers of signal photons. Integrating Eq. (50)
over all values of 0 ≤ ϑ± ≤ ∞, yields
{
N±
N±⊥
}
'
( 4α2
135pi
)2 3
(wme)4
ω±
me
W±
me
(W∓
me
)2{130− 66 cos(2∆φ)
9 sin2(2∆φ)
}
. (56)
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To obtain a feeling for the size of the effect in prospective experiments based on state-of-the-art
technology, we subsequently focus on two different experimental scenarios: the collision of two
near-infrared laser pulses delivered by petawatt-class high-intensity laser systems, and the collision
of such a high-intensity laser pulse with an intense x-ray pulse provided by an FEL. The first scenario
is possible at various high-field laboratories worldwide, for instance ELI [19], among many others. The
second one requires an high-intensity laser to be installed at an FEL, such as at the Helmholtz International
Beamline for Extreme Fields (HIBEF) [90] at the European X-Ray Free-Electron Laser (XFEL) facility
[23]. For recent activities at the Spring-8 Angstrom Compact Free Electron Laser (SACLA) facility [91],
see Refs. [92,93]. In the remainder of these notes, we exclusively stick to the polarization alignments
maximizing the signal, i.e., adopt the choice of ∆φ = pi2 for N
±, and ∆φ = pi4 for N
±
⊥ , respectively.
4.2.1. Head-on collision of high-intensity laser pulses
For definiteness, we assume two identical high-intensity lasers of wavelength λ± = λ and energy
W± = W at our disposal. Both pulses are assume to be optimally focussed to their diffraction limit,
corresponding to the minimum possible beam waist w = λ. With these assumptions Eqs. (55) and (56) can
be expressed as
{
N±
N±⊥
}
'
(4α2
135
)2 6
pi
1
(λme)5
(W
me
)3{196
9
}
≈
{
1.46× 10−2
6.68× 10−4
}(W
1 J
)3(1 µm
λ
)5
(57)
and
{
N˜±
N˜±⊥
}
'
(4α2
135
)3 6
pi
1
(λme)8
(W
me
)4{5488/√P±
54/
√
P±⊥
}
≈
{
2.82× 10−14/√P±
2.79× 10−16/
√
P±⊥
}(W
1 J
)4(1 µm
λ
)8
(58)
respectively.
For the two identical 10 Petawatt (PW) lasers available at ELI-NP [19], delivering pulses of energy
W = 200 J and duration τ = 20 fs at a wavelength of λ = 800 nm and a repetition rate of one shot
per minute, Eq. (57) results in a total number of N± ≈ 355584 (N±⊥ ≈ 16384) signal photons per shot.
Assuming two 1 PW lasers, delivering pulses of a tenth of this energy but otherwise equivalent parameters
at our disposal, these numbers are reduced by a factor of 10−3. While these values might seem quite
promising, one should always keep in mind that the relevant quantity deciding if a QED vacuum signature
is accessible in experiment is not the total number of induced signal photons, but the number of signal
photons which are discernible from the background of the driving laser beams. Their explicit numbers
follow from Eq. (58). Even for an optimal sensitivity of P = 1, the number of discernible signal photons
per shot attainable in a polarization insensitive measurement is as small as N˜± ≈ 2.69× 10−4. On the
other hand, in order to be able to detect at least one polarization-flipped signal photon in ± direction per
shot, the polarization purity should be as good as P±⊥ ≈ 7.08× 10−12. For near-infrared frequencies and
the considered large laser-photon fluxes, this value is out of reach at the moment, which is why we do not
even bother to provide the explicit values of the threshold angles (54) delimiting the discernible signal
regime from below.
From this analysis, we conclude that though the head-on collision of two high-intensity laser pulses
of near-infrared frequencies as delivered by state-of-the-art high-intensity lasers of the Petawatt class
gives rise to a number of quasielastically scattered signal photons per shot, in experiment these signal
photons are essentially indiscernible from the driving laser photons. Besides, it should be noted that the
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inevitable presence of shot-to-shot fluctuations resulting in collisions with non-optimal impact parameter
in experiment tends to further diminish the effect [62,80,81].
For completeness, let us emphasize here that it is nevertheless possible to come up with laser-pulse
collision scenarios exclusively based on near-infrared high-intensity lasers and state-of-the-art detection
technology, which give rise to several discernible signal photons per shot [58,59,65–67]. These scenarios
typically involve the collision of more than two focused high-intensity laser pulses at finite angles and
heavily rely on the availability of different-color driving beams, as, e.g., accessible by sum-frequency
generation techniques. It is intuitively clear that the many additional degrees of freedom becoming
available when considering collision scenarios involving multiple beams of different colors should allow
for the tailoring of optimal emission signals. At best, the latter give rise to signal photons which are
characterized by distinct frequencies not contained in the spectrum of the driving beams, and are emitted
into directions outside the forward cones of the driving laser beams, thereby allowing for an excellent
signal-to-background separation.
It should be noted that the study detailed here for the special case of two head-on colliding laser
pulses can be readily extended to such scenarios. However, particularly due to the large number of
parameters characterizing the latter case, the explicit calculations needed for its theoretical analysis in
general become much more tedious.
The most immediate and logical extension of the presented matters rather seems to be a careful
re-analysis of the special scenario investigated here, but this time explicitly accounting for inelastic
signal photon contributions. While these contributions are certainly characterized by photon energies
not contained in the spectra of the driving laser pulses, the associated photon numbers are generically
much smaller than the numbers of quasielastically scattered signal photons [25,64]. On the other hand, as
emphasized in these notes, the total numbers of signal photons contain only limited relevant information.
The important quantity to be analyzed instead is the number of discernible signal photons. It contains the
information if a nonlinear QED signature is actually accessible in experiment. In fact, given the extremely
tiny values found in Eq. (58) for the numbers of discernible signal photons in the quasielastic channel, it
is plausible that – though very probably still not measurable with state-of-the-art technology – the full
discernible signal will be dominated by inelastic contributions; cf. also the recent study [67].
4.2.2. Head-on collision of high-intensity and free-electron laser pulses
In a next step, we focus on the laser pulse collision scenario involving both high-intensity laser
and FEL pulses. Our conventions are such that the FEL (high-intensity laser) pulse propagates in +
(−) direction. To be specific, we assume the x-ray pulse to comprise N+ = 1012 photons at an energy
of ω+ = 12914 eV, corresponding to a pulse energy of W+ ' N+ω+ ≈ 2.07× 10−3 J. For photons of
this particular energy a polarization purity of P⊥ = 5.7× 10−10 has been demonstrated in experiment
[88]. Due to the rather small value of W+ available in the present scenario and taking into account
that w & λ−, a comparison with our findings in Sec. 4.2.1 immediately implies that the signal photon
contributions induced in− direction are very tiny and not accessible in experiment with current technology.
Correspondingly, we neglect them from the outset, and exclusively focus on the + channel. The latter
encompasses signal photons of x-ray energy, which are scattered quasielastically at the high-intensity laser
pulse. Aiming at the determination of their prospective numbers attainable in experiment, we assume the
detection sensitivities to be given by P+ = 1 and P+⊥ = 5.7× 10−10, respectively.
Plugging these parameters into Eqs. (55) and (56), we obtain
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{
N+
N+⊥
}
≈
{
3.15× 10−1
1.44× 10−2
}(W−
1 J
)2(1 µm
w
)4
(59)
for the total numbers of induced signal photons, and
{
N˜+
N˜+⊥
}
≈
{
6.35× 10−9
2.61× 10−6
}(W−
1 J
)3(1 µm
w
)6
(60)
for the corresponding discernible signal photon numbers. The angular regime (54) into which the latter
are emitted is constrained by
ϑ+ & 37.41
1 µm
w
√
c0 − ln
[W−
1 J
(1 µm
w
)2]
µrad , (61)
with c0 ' 14.94 for the case of a polarization insensitive measurement, and c0 ' 5.84 for the
polarization-flipped signal.
Subsequently, we adopt the parameters of the high-intensity laser installed at the HIBEF beamline
[90] at the European XFEL [23]. This should serve as an explicit example to illustrate the prospective
signal photon numbers attainable at a facility currently in operation. The high-intensity laser at HIBEF is
designed to deliver pulses of energy W− = 10 J and duration τ = 25 fs at a wavelength of λ− = 800 nm
and a repetition rate of 5 Hz. In order to maximize the signal, we consider the beam waist w to be given by
the minimal achievable value. This is achieved by focusing the high-intensity laser beam to its diffraction
limit, implying that w = λ−.
Plugging these parameters into Eqs. (59) and (60), we arrive at a total number of N+ ≈ 77 (N+⊥ ≈ 4)
signal photons per shot. The numbers of discernible signal photons per shot are N˜+ ≈ 2.42× 10−5 and
N˜+⊥ ≈ 9.96× 10−3, to be detected at polar angles fulfilling ϑ+ & 163 µrad and ϑ+ & 82 µrad, respectively.
Taking into account the repetition rate of the high-intensity laser, these results imply N˜ ≈ 0.44 and
N˜⊥ ≈ 179 discernible signal photons per hour. In particular the last number highlights that a measurement
of QED vacuum birefringence in the collision of FEL and high-intensity laser pulses is essentially becoming
experimentally feasible now. At this point, it is worth recalling that in order to simplify the calculation
presented in the present notes we limited ourselves to the special scenario, where the FEL and high-intensity
laser beams are focussed to the same waist w. Accounting for different waists of the colliding beams, the
prospective signal photon number achievable with given laser parameters can be increased even more by
optimally choosing the waist parameters of the individual beams [43,47,81,86].
5. Conclusions and Outlook
In these notes, we have provided a pedagogical introduction to the theoretical study of all-optical
signatures of quantum vacuum nonlinearities in strong electromagnetic fields as provided by high-intensity
lasers. More specifically, we have shown in detail how these signatures are analyzed in the vacuum
emission picture [25,64], constituting a very efficient and easy to handle approach for their study in
experimentally realistic field configurations [76]. As emphasized in the main text, using this approach
in combination with a locally constant field approximation of the one-loop Heisenberg-Euler effective
Lagrangian, should allow for the accurate quantitative analysis of all-optical signatures of QED vacuum
nonlinearity on the one-percent level. Though limiting our explicit considerations to a special scenario,
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namely the head-on collision of two driving laser pulses of the same duration which are focused to the
same beam waist, the detailed analysis of this specific example should have familiarized the reader with
the basic concepts and techniques needed for the theoretical study of all-optical signatures of quantum
vacuum nonlinearity in more general field configurations.
Correspondingly, we are confident to have provided the reader with a thorough introduction to the
topic, allowing her/him to pursue the theoretical study of all-optical signatures of quantum vacuum
nonlinearity in his/her favorite electromagnetic field configuration.
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