Abstract. This paper analyses the difficulty of big data analytics problems and the potential of swarm intelligence solving big data analytics problems. Nowadays, the big data analytics has attracted more and more attentions, which is required to manage immense amounts of data quickly. However, current researches mainly focus on the amount of data. In this paper, the other three properties of big data analytics, which include the high dimensionality of data, the dynamical change of data, and the multi-objective of problems, are discussed. Swarm intelligence, which works with a population of individuals, is a collection of nature-inspired searching techniques. It has effectively solved many large-scale, dynamical, and multi-objective problems. Based on the combination of swarm intelligence and data mining techniques, we can have better understanding of the big data analytics problems, and designing more effective algorithms to solve real-world big data analytics problems.
Introduction
Nowadays, the big data analytics has attracted attentions from more and more researchers. The big data is defined as the dataset whose size is beyond the processing ability of typical database or computers. Four objects are emphasized in the definition, which are capture, store, management, and analysis [26] . However, the definition only focuses on the amount of data. There are three other properties which also need to be emphasized in the big data analytics research.
The dimensionality of data affects the performance of algorithms. Many methods suffer from the "curse of dimensionality", which implies that their performance deteriorates quickly as the dimension of the search space increases [12, 18] . The big data analytics also suffers this problem. Handling large scale data with a good performance in limited time should be concerned in the big data analytics.
The content of the big data is increasing over time, and the target of big data analytics also changes with time. The algorithm should be able to handle the dynamical changing data, and to adjust the target of data analytic. The data came from different sources in the large dataset. Generally, more than one objective needs to be satisfied at the same time in these large dataset. The most traditional methods can only be applied to continuous and differentiable functions, and have to perform a series of separate runs to satisfy different objectives.
Swarm intelligence is a set of search and optimization techniques [14, 15, 22] . To search a problem domain, a swarm intelligence algorithm processes a population of individuals. Different from traditional single-point based algorithms such as hill-climbing algorithms, each swarm intelligence algorithm is a population-based algorithm, which consists of a set of points (population of individuals). Each individual represents a potential solution of the problem being optimized. The population of individuals is expected to have high tendency to move towards better and better solution areas iteration over iteration through cooperation and/or competition among themselves.
In this paper, the difficulty of big data analytics problem is analysed. Big data analytics are divided into four components: handling large amount of data, handling high dimensional data, handling dynamical data, and multi-objective optimization. Most real world big data problems can be modelled as a large scale, dynamical, and multi-objective problems. Swarm intelligence has shown significant achievement on these problems. With the swarm intelligence, more effective methods can be designed and utilized in the big data analytical problems. This paper is organized as follows. Section 2 and 3 review the basic concepts of big data analytics and the swarm intelligence methods, respectively. Swarm intelligence utilized in the big data analytics problems is introduced in Section 4. Two applications of big data analytics, the intelligent transport system and the wireless sensors networks, are brief reviewed in Section 5, followed by conclusions in Section 6.
Big Data Analytics
The big data is defined as the dataset whose size is beyond the processing ability of typical database or computers. Four objects are emphasized in the definition, which are capture, store, management, and analysis [26] . The big data analytics is to automatically extract knowledge from large amounts of data. It can be seen as mining or processing of massive data, and "useful" information could be retrieved from large dataset [29] . The properties of big data analytics can be concentrated in three parts: large volume, variety of different sources, and fast increasing speed, i.e., velocity. The algorithms should be effective to solve large-scale, dynamic big data analytics problems.
The knowledge discovery in databases (KDD) is the process of converting raw data into useful information. Data mining (the analysis step of KDD), is the process that attempts to discover useful information (or patterns) in large data repositories [16] . The data mining field includes many subfields, such as classification analysis, clustering analysis, and association analysis, just to name a few.
The big data may contain many kinds of unstructured or semi-structured data; these data need to be transformed as structured data. A kind of data's attribute will be transformed as a feature of data, and thus an example of data is transformed as a vector which contains many features. The dimension of the feature space is equal to the number of different attributes that can appear in the data set. This indicates that the dimension of big data analytics problems is much higher than the traditional problems.
The data clustering methods also can be applied to the swarm intelligence [32] . In the brain storm optimization algorithm, every solution is spread in the search space. The distribution of solutions can be utilized to reveal the landscapes of a problem. From the clustering analysis of solutions, the search results can be obtained [7] .
Swarm Intelligence
Many real-world applications can be represented as optimization problems of which algorithms are required to have the capability to search for optimum. Most traditional methods can only be applied to continuous and differentiable functions [32] . The meta-heuristic algorithms are proposed to solve the problems, which the traditional methods cannot solve or at least be difficult to solve. Recently, kind of meta-heuristic algorithms, termed as swarm intelligence, are attracting more and more attentions from researchers.
Swarm intelligence (SI), which is based on a population of individuals, is a collection of nature-inspired searching techniques [22] . To search a problem domain, a swarm intelligence algorithm processes a population of individuals. Each individual represents a potential solution of the problem being optimized. In swarm intelligence, an algorithm maintains and successively improves a population of potential solutions until some stopping condition is met. The solutions are initialized randomly in the search space, and are guided toward the better and better areas through the interaction among solutions over iterations [5, 32] .
As a general principle, the expected fitness of a solution returned should improve as the search method is given more computational resources in time and/or space. More desirable, in any single run, the quality of the solution returned by the method over iterations should improve monotonically -that is, the quality of the solution at time t + 1 should be no worse than the quality at time t, i.e., f itness(t + 1) ≤ f itness(t) for minimum problems [17] . There exist many swarm intelligence algorithms, among them most common ones are the particle swarm optimization (PSO) algorithm [21] , which was originally designed for solving continuous optimization problems, and the ant colony optimization (ACO) algorithm, which was originally designed for discrete optimization problems [13] .
The most important factor affecting a swarm intelligence algorithm's performance may be its ability of exploration and exploitation [6] . Exploration means the ability of a search algorithm to explore different areas of the search space in order to have high probability to find good promising solutions. Exploitation, on the other hand, means the ability to concentrate the search around a promising region in order to refine a candidate solution. A good optimization algorithm should optimally balance the two conflicted objectives.
Swarm Intelligence in Big Data Analytics
Data mining has been a popular academic topic in computer science and statistics for decades, swarm intelligence is a relatively new subfield of computational intelligence (CI) which studies the collective intelligence in a group of simple individuals. In the swarm intelligence, useful information can be obtained from the competition and cooperation of individuals.
Generally, there are two kinds of approaches that apply swarm intelligence as data mining techniques [27] . The first category consists of techniques where individuals of a swarm move through a solution space and search for solution(s) for the data mining task. This is a search approach; the swarm intelligence is applied to optimize the data mining technique, e.g., the parameter tuning. In the second category, swarms move data instances that are placed on a low-dimensional feature space in order to come to a suitable clustering or low-dimensional mapping solution of the data. This is a data organizing approach; the swarm intelligence is directly applied to the data samples, e.g., dimensionality reduction of the data. Swarm intelligence, especially particle swarm optimization or ant colony optimization algorithms, is utilized in data mining to solve single objective [1] and multi-objective problems [9] . Based on the two characters of particle swarm, the self-cognitive and social learning, the particle swarm has been utilized in data clustering techniques [10] , document clustering, variable weighting in clustering high-dimensional data [25] , semi-supervised learning based text categorization, and the Web data mining [28] .
In a swarm intelligence algorithm, there are several solutions exist at the same time. The premature convergence may happen due to the solution getting clustered together too fast. However, the solution clustering is not always harmful for optimization. In a brain storm optimization algorithm, the clustering analysis is utilized to reveal the landscapes of problems and to guide the individuals to move toward the better and better areas [32] . Every individual in the brain storm optimization algorithm is not only a solution to the problem to be optimized, but also a data point to reveal the landscapes of the problem [7] . The machine learning and data mining techniques can be combined to produce benefits above and/or beyond what either method could achieve alone [31] .
The big data analytics is required to manage immense amounts of data quickly [29] . The amount of data are attracting more and more attentions, however, the dimension of data and the number of objective of problems also increase the "hardness" of problems. Three kinds of difficulties should be overwhelmed to solve big data problems:
Large Scale Optimization
The big data analytics requires a fast mining on the large scale dataset, i.e., the immense amounts of data should be processed in a limited time. The analytic problem can be modelled as optimization problems. In general, optimization concerns with finding the "best available" solution(s) for a given problem within allowable time, and the problem may have several or numerous optimum solutions, of which many are local optimal solutions. Normally, the difficulty of problem will increase with the increasing of the number of variables and objectives. Specially, problems with large number of variables, e.g., more than thousands variables, are termed as large scale problems.
Many optimization methods suffer from the "curse of dimensionality", which implies that their performance deteriorates quickly as the dimension of the search space increases [2, 11, 18] . There are several reasons that cause this phenomenon.
First, the solution space of a problem often increases exponentially with the problem dimension and more efficient search strategies are required to explore all promising regions within a given time budget. The evolutionary computation or swarm intelligence is based on the interaction of a group of solutions. The promising regions or the landscape of problems are very difficult to reveal by small solution samples (compared with the number of all feasible solutions).
The "empty space phenomenon" gives an example of problems getting hard when the dimension increases [30] . The number of possible solutions is increased exponentially when the dimension increasing. The search performance of most algorithms is based on the previous search experience. Considered the limitation of computational resources, the percentages of data points have been retrieved will close to zero when the dimension increased to a large number. The performance of algorithms is affected by the increasing of problems' dimension.
Second, the characteristics of a problem may change with the scale. Problems will become more difficult and complex when the dimension increases. Rosenbrock's function, for instance, is unimodal for two dimensional problems but becomes multimodal for higher dimensional problems. Because of such a worsening of the features of an optimization problem resulting from an increase in scale, a previously successful search strategy may no longer be capable of finding an optimal solution.
Third, the direction of "good" solutions is difficult to determine. The swarm intelligence takes an "update on each dimension, evaluation on whole dimensions" strategy. An algorithm is very difficult to determine which one is better when two solutions both have some good parts and their fitness values are equally bad. The similar scenario also happens in multiobjective optimization. In Pareto domination measurement, nearly all solutions are Pareto non-dominated when the number of objects is larger than 10.
The last, the bias is accumulated. In the swarm intelligence, each solution is updated dimension by dimension, and the fitness value is calculated for the whole solution. The solution update depends on the combination of several vectors, i.e., the current value, the difference between current value and previous best value, the differential between current value and neighbor best value, or the difference between two random solutions, etc. In the low dimensional space, the direction of the vector combination has the high probability to point to the global optimum. However, the distance metric, which is utilized in low dimension space, is not effective in high dimensional space. The search direction is far away from the global optimum due to the bias accumulation.
Many effective strategies are proposed for high dimensional optimization problems, such as problem decomposition and subcomponents cooperation, parameter adaptation, surrogate-based fitness evaluations [20] . Based on the swarm intelligence, an effective method could find good solutions for large scale problems, both on the time complexity and result accuracy.
Handling High Dimensional Data
The "curse of dimensionality" also happens on the high dimensional data mining problems [11, 12, 18] . Many algorithms' performance deteriorates quickly as the dimension of the data space increases. For example, the nearest neighbor approaches are very effective in categorization. However, for high dimensional data, it is very difficult to solve the similarity search problem due to the computational complexity, which was caused by the increase of dimensionality.
Many methods are proposed on the high dimension data mining problems. Transforming the high dimensional mining problems into low dimensional space via a "projection" operation is an effective way. The locality sensitive hashing algorithm is proposed to find nearest neighbors in the high dimensional space [33] . This algorithm is based on hashing functions with strong "local-sensitivity" in order to retrieve nearest neighbors in a Euclidean space with a complexity sublinear in the amount of data.
The data mining problem can be transformed as an optimization problem, because many researches have been taken on the large scale optimization problems. Swarm intelligence, especially particle swarm optimization or ant colony optimization algorithms, is utilized in data mining to solve single objective [1] and multiobjective problems [9] .
Handling Dynamical Data
The big data, such as the web usage data of Internet, real time traffic information, rapidly changes over time. The analytical algorithms need to process these data swiftly. The dynamic problems, sometimes termed as non-stationary environments, or uncertain environments [19] , dynamically change over time. Swarm intelligence has been widely applied to solve stationary and dynamical optimization problems.
Swarm intelligence often has to solve optimization problems in the presence of a wide range of uncertainties. Generally, uncertainties in optimized problems can be divided into the following categories.
1. The fitness function or the processed data is noisy. 2. The design variables and/or the environmental parameters may change after optimization, and the quality of the obtained optimal solution should be robust against environmental changes or deviations from the optimal point.
3. The fitness function is approximated [20] , such as surrogate-based fitness evaluations, which means that the fitness function suffers from approximation errors. 4. The optimum in the problem space may change over time. The algorithm should be able to track the optimum continuously. 5. The target of optimization may change over time. The demand of optimization may adjust to the dynamical environment, for example, there should be a balance between the computing efficiency and the computational cost for different computing loads.
In all these cases, additional measures must be taken so that swarm intelligence algorithms are still able to solve satisfactorily dynamic problems [19] .
Multi-objective Optimization
Different sources of data are integrated in the big data research, and in most of the big data analytics problems, more than one objective need to be satisfied at the same time. According to the number of objectives, optimization problems can be divided as single objective and multiobjective problems. For the multiobjective problems, the traditional mathematical programming techniques have to perform a series of separate runs to satisfy different objectives.
Multiobjective Optimization refers to optimization problems that involve two or more objectives, and a set of solutions is sought instead of one. A general multiobjective optimization problem can be described as a vector function f that maps a tuple of n parameters (decision variables) to a tuple of k objectives.
Unlike the single objective optimization, the multiobjective problems have many or infinite solutions [3] . The optimization goal of an MOP consists of three objectives:
1. The distance of the resulting nondominated solutions to the true optimal Pareto front should be minimized; 2. A good (in most cases uniform) distribution of the obtained solutions is desirable; 3. The spread of the obtained nondominated solutions should be maximized, i.e., for each objective a wide range of values should be covered by the nondominated solutions.
In a multiobjective optimization problem, we aim to find the set of optimal tradeoff solutions known as the Pareto optimal set. Pareto optimality is defined with respect to the concept of nondominated points in the objective space. Swarm intelligence methods can effectively solve the multiobjective problems. Several new techniques are combined in the swarm intelligence techniques to solve multiobjective problems with more than ten objectives, in which almost every solution is Pareto nondominated in the problems. These techniques include objective decomposition, objective reduction [4] , and clustering in the objective space [32] .
Applications
The big data is created in many fields in everyday life. With the big data analytics techniques and swarm intelligence methods, more effective applications or systems can be designed to solve real world problems. The intelligent transportation system and wireless sensor networks are two typical examples of big data analytics application.
Intelligent Transportation System
The traffic problems are arising in many cities now. The traffic and transportation system is affected by many factors, such as the number of vehicles, weather, accidents, etc., and the traffic information changes in real time. The purpose of intelligent transport is to build more rapid, safe, and more efficient traffic and transportation systems by constructing the intelligent vehicles and road environment [34] . There are more than one objectives which need to be satisfied at the same time in intelligent transport systems, for example, rapid transportation, environmental pollution, transportation scheduling; and many of these objectives are conflicted with each other.
Wireless Sensor Networks
Based on the wireless sensor networks, the physical world is turning to be a kind of information system [8] . Different sensors are connected to form a networks; information is transferred in this network by communication techniques. The physical world's information from sensor networks can be collected almost anywhere at any time. The sensor networks and communication techniques have constructed a new paradigm, which is called the internet of things [8] .
The wireless sensor networks have been applied to many real-world problems, such as environmental surveillance, transportation monitoring, engineering surveying, and industrial control, just to name a few [24] . Massive data will be generated from the long term and/or large scale wireless sensor network system. The goal of data analysis is to make the fastest possible revelation toward the "useful" information. Swarm intelligence is an effective way to handle these data, and to obtain "useful" information [23] .
Conclusions
The big data has attracted more and more attentions currently. Most of the big data researches focus on the huge amount of data, however, handling the high dimensional data and the multiple objectives are also important in solving big data problems.
In this paper, the difficulty of big data analytics problem is analysed. Big data analytics are divided into four components: handling large amount of data, handling high dimensional data, handling dynamical data, and multi-objective optimization. Most real world big data problems can be modelled as a large scale, dynamical, and multi-objective problems.
This paper is not to survey what have been done in the past, but to suggest the potential of swarm intelligence in big data analytics. Big data involves highdimensional problems and a large amount of data. Swarm intelligence studies the collective behaviours in a group of individuals. It has shown significant achievements on solving large scale, dynamical, and multi-objective problems. With the application of the swarm intelligence, more rapid and effective methods can be designed to solve big data analytics problems.
