Abstract. This paper deals with the convergence of the second-order GRP (Generalized Riemann Problem) numerical scheme to the entropy solution for scalar conservation laws with strictly convex fluxes. The approximate profiles at each time step are linear in each cell, with possible jump discontinuities (of functional values and slopes) across cell boundaries. The basic observation is that the discrete values produced by the scheme are exact averages of an approximate conservation law, which enables the use of properties of such solutions in the proof. In particular, the "total-variation" of the scheme can be controlled, using analytic properties. In practice, the GRP code allows "sawteeth" profiles (i.e., the piecewise linear approximation is not monotone even if the sequences of averages is such). The "reconstruction" procedure considered here also allows the formation of "sawteeth" profiles, with an hypothesis of "Godunov Compatibility", which limits the slopes in cases of non-monotone profiles. The scheme is proved to converge to a weak solution of the conservation law. In the case of a monotone initial profile it is shown (under a further hypothesis on the slopes) that the limit solution is indeed the entropy solution. The constructed solution satisfies the "finite propagation speed", so that no rarefaction shocks can appear in intervals such that the initial function is monotone in their domain of dependence. However, the characterization of the limit solution as the unique entropy solution, for general initial data, is still an open problem.
1.
Introduction. In this paper we study the convergence of high resolution second order numerical schemes to entropy solutions of the initial value problem for scalar conservation laws ∂u ∂t
subject to initial data
where BV is the space of functions of bounded variation. We assume that the flux function f : R → R is C 2 and strictly convex, f ′′ (u) ≥ µ > 0. As is well-known [25, 9] the nonlinearity of the flux leads to the formation of singularities of solutions u(x, t) in a finite time even for very smooth initial data (2) . Thus a global solution u(x, t) ∈ L ∞ (R × R + ) must be understood in the weak (distribution) sense, namely for every test function φ(x, t) ∈ C ∞ 0 (R × R + )
Furthermore such weak solutions are not unique and a suitable condition is needed to select the "correct" solution. The latter is usually meant to be the one obtained by Kruzkov's vanishing viscosity approach [16] . We refer the reader to [11, 9] for general background on various entropy conditions. The purpose of this paper is to give a proof of the convergence of the fully discrete high resolution second order GRP scheme to solutions of (1)- (2) . The scheme studied in this paper belongs to the class of "high-resolution second-order Godunov-type" schemes , where a main ingredient, one way or the other, is the treatment of Riemann problems. The general strategy can be outlined as follows. At each time level t n , it is assumed that the solution u(x, t n ) is approximated by a piecewise linear function. More specifically, we take an equally spaced grid in R, x j+ ).
In particular, the value v n j is the average of v n (x) in "cell j" (=(x j− ), and s n j is the slope of v n (x) in cell j.
In general terms, the idea (initiated by van-Leer [26] ) is to obtain the approximation v n+1 (x) at time t n+1 = t n + k by solving (1) with initial data U (x, t n ) = v n (x). Let U (x, t) be the solution. The function v n+1 (x) is then evaluated as a suitable approximation to the exact solution U (x, t n+1 −). In the piecewise constant case (s n j = 0 for all j), this leads to the Godunov scheme [12] . The values v n+1 j are the exact averages of the solution U (x, t n+1 ). This exact evaluation is of course due to the fact that the solution U (x, t) consists in this case of a family of Riemann problems and the resulting fluxes f (U (x j+ 1 2 , t)), (t n ≤ t ≤ t n+1 ), are constant in time.
In the second-order case (s n j = 0 in general) a similar study for analytic evaluation of the fluxes f (U (x j+ , t)) are actually exact fluxes of a conservation equation
wheref is a smooth flux function, which serves for the solution in the time interval [t n , t n+1 ).
In particular, the updated averages {v ). The proof can therefore rely on properties of (exact) entropy solutions to (5) , such as the maximum-minimum principle and TVD (total variation diminishing) property. The solutionũ(x, t) is reconstructed at the end of the time step (t = t n+1 ), so as to obtain the piecewise linear profile v n+1 (x). In the course of this reconstruction we have a choice of restricting the new slopes s n+1 j so that the total variation of v n+1 (x) does not exceed that ofũ(x, t n+1 −) or to relax this restriction and allow the formation of "sawteeth" of the profile. The former is the "canonical" choice of reconstruction (see [11, Ch. 4] ), and is the one used in all references discussed below. However, the more relaxed version fits more closely the exact solution (of (5)), reduces the amount of numerical dissipation in the reconstruction step and has proved to yield good numerical results in a wide variety of cases. Thus we do not exclude this possibility, but impose certain hypotheses (see details at the end of Section 2 below) that (a) ensure that the total-variation remains bounded, namely, that the scheme is TVB and therefore converges to a weak solution of (1) by compactness and (b) limit the number of "large slopes" and ensure that (in the case of monotone initial profiles) the limit solution satisfies all the entropy conditions. We emphasize, however, that for general initial data the results here do not show that the limit solution indeed satisfies the entropy conditions, and it remains an open problem.
The literature concerning the (entropy) convergence of high resolution numerical schemes for (1) is very extensive. We comment here briefly on those works that are closely related to the present paper. The convergence for the semi-discrete MUSCL scheme was discussed in [23] , and for a high resolution scheme with modified numerical flux in [24] . In [22] a second order central difference scheme was proposed and the entropy convergence was investigated with the modification of numerical fluxes.
In [21] a backward MUSCL-type scheme was applied for the Hamilton-Jacobi equation and then for the equation of type (1) with the analysis of convergence. In [18] and [28] the convergence of fully discrete MUSCL-type schemes was treated by tracking local extremal values. In the last three papers, it is shown that the limit solution satisfies the entropy conditions. However, the schemes proposed have never (to the best of our knowledge) been implemented in numerical codes, so one cannot assess their actual performance. In [15] the convergence for discontinuous Galerkin methods was proved by finding a cell entropy inequality via a special reconstruction projection. In [27] the convergence of a second order scheme is proved assuming the full knowledge of fluxes f (U (x j+1/2 , t)). In [6] a MUSCL-type method, with a special reconstruction of slopes, was proposed to satisfy all numerical entropy inequalities. Another approach, which has some resemblance to our treatment, is given in [13] . However, the flux function in [13] is replaced by a piecewise linear one, so that even in the case of vanishing slope their scheme does not reduce to the Godunov scheme. Our construction of the approximate fluxf (in (5)) is more delicate and reduces to the Godunov scheme (for the original flux f ) in the case of vanishing slopes. In addition to the assumption of strict convexity, all the references (of the "Godunov-type") cited here are based on various assumptions, and involve schemes that (to the best of our knowledge) have not been implemented in actual codes. In contrast, our treatment here applies precisely to the fully discrete GRPscheme as implemented in practice.
The structure of the paper is as follows. In section 2 we give all details of the scheme and the reconstruction of slopes ("Limiter Algorithm"). In Section 3 we deal with the basic ingredient of the paper-the construction of the "approximate flux". In Section 4 we introduce the concept of "monotone chains" and establish the relation between the exact solution of the approximate equation and the discrete GRP scheme. It leads to the necessary bounds on the total variation, which enable us to prove in Section 5 the convergence of the discrete scheme to a weak solution (of (1)). In Section 6 we prove, in the case of monotone initial data, that the weak solution satisfies the entropy inequalities. As a local corollary we obtain that "local monotone profiles" cannot lead to "rarefaction shocks" within their domain of influence.
We set u 0 ∞ := sup
where T V is the total variation of u 0 over R. Recall that for a function φ(x) on R, and any interval [a, b] ⊆ R, the total variation of φ over [a, b] is defined by
(if a = −∞ we take φ(a) = lim y→−∞ φ(y), similarly if b = +∞).
2. GRP scheme-basic properties. We let U (x, t) be the exact solution to (1), (4), t ≥ t n , with U (x, t n ) = v n (x). With notations as introduced above, the approximate averages v n+1 j are determined by
The exact instantaneous value of ∂U ∂t n j+ 1 2 at the cell boundary is obtained from t − t n ; v n j+ 1 2 ,± ) yields a stationary shock along x = x j+ 1 2 we note that
, so that the shock speed
(U ± (x j+ 1 2 , t) are the values of U on the two sides of the shock, U ± (x j+ 1 2 , t n ) = v n j+ 1 2 ,± ) can be differentiated to yield,
The value of ∂U ∂t n j+ 1 2 in (12) is determined according to whether ±s ′ (t n ) > 0 and v n j+ , taken from the "smooth side".
Using the above formulae in (11), we DEFINE the GRP fluxes:
and then v n+1 j is determined by (8) . The new slopes s n+1 j are calculated in three steps.
Step 1. Determine v n+1 j+ 1 2 =ũ(x j+ 1 2 , t n+1 ) by (11) (i) and then set
).
Step 2 (" Limiter Algorithm"). Set the final value for some θ ∈ (0, 2],
where the minmod function is defined by,
Step 3 ("Sonic Limiter").
Remark 2.2.
Step 3 is technically needed in some extreme cases, in order to maintain the CFL condition always as given by (19) below. We refer to Case III in Claim 3.5 in the following section for details. Observe that the condition means that "cell j" is "sonic", namely, the approximate values there are around the sonic point v min .
In addition , we impose in Section 4 a "Godunov Compatibility Hypothesis I", which ensures that the reconstruction step does not increase "too much" the total variation (this hypothesis is not needed if we take θ ≥ 1). In Section 6 we impose the "Godunov Compatibility Hypothesis II", which enables us to prove the entropy inequalities. This hypothesis is certainly valid when the slopes are sufficiently small and, in any case, can be monitored in the actual code. 1. However θ < 1 leads to "sawtooth". As we shall see in Section 3 (Notation 3), there exists a constant r 0 ∈ (0, 1/2), related to the convexity of f over the interval [−M, M ], such that the CFL condition for the scheme can be written as,
It ensures that the solutionũ(x, t), t n ≤ t ≤ t n+1 , is determined only by the values of v n (x) for |x − x j+ , t) is the exact solution (to (1)) for the same initial data. As noted above (see (9) ), the are obtained from exact solutions of an approximate conservation law (i.e., a conservation law for a flux approximating the original flux f ),ũ
We emphasize thatf is of a local character, depending on j, but we suppress j for simplicity. Basically, therefore, we shall be concerned with constructingf (v) in a neighborhood of the values v n j±
, v n j . The convexity of f plays an important role in our treatment as we seek to constructf without increasing the maximal propagation speed, i.e., so that f ′ ∞ ≤ f ′ ∞ . In view of the maximum principle to be proved later (see Corollary 3.10), we shall actually need only that Fig. 3 .1).
We want to connect the two tangent segments (i.e., (a, f (a)) to (a + r(b − a), y r ) and (b, f (b)) to (b − r(b − a), z r )) by a smooth curve whose derivative lies between f ′ (a), f ′ (b). In other words, we are looking for a function L f (v; a, b, r) such that,
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The following claim is obvious.
Claim 3.1. A necessary and sufficient condition for the existence of L f satisfying (22) is given by
Next we show that it is possible to find r 0 ∈ (0 ,   1 2 ) so that the condition (23) is satisfied, with r = r 0 , for all −M ≤ a < b ≤ M . Proof. Consider the function
which is defined continuously (for fixed r ∈ (0,
Clearly, it can be extended continuously to the closed triangle by setting g(a, a; r) = 0, −M ≤ a ≤ M . By the strict convexity of f we have, if a < b,
and g(a, b; r) is linearly increasing in r. It vanishes when
But the strict convexity of f implies that
Thus, taking any 0 < r 0 < r, we obtain the righthand side of inequality (3.4) for all −M ≤ a < b ≤ M . We proceed similarly with the left-hand side.
Notation. Fixing r = r 0 as in Claim 3.2, we suppress r and denote by L f (v; a, b), for any −M ≤ a < b ≤ M , the function satisfying (22) . Returning to the problem of constructingf (v), we assume first that the triplet v
is monotone, and without loss of generality, we assume v
we have, by Remark 2.3, , then we takẽ
We then further extend the linear segments off (v) on (v
)) (there is no extension if the interval is null, e.g., v
We shall prove now the following basic claim.
Claim 3.4. Assume (24) . Consider Eq. (21) and take k = ∆t such that the following CFL condition is satisfied,
Then the GRP fluxes f
, as given by (11), (15), satisfy
Proof. We prove for j + , t), t n ≤ t ≤ t n + k, to the interval (x j+ . Furthermore, the characteristics for (21) emanating from (x j+ 1 2 , t), t n ≤ t ≤ t n + k, )). We obtain therefore,ũ
where s n j+
) < 0), and by the linearity off (v) in this interval,
Finally, if x j+ , t). While the solutionũ(x j+ 1 2 , t) remains fixed as a "rarefaction shock" (ũ(x j+ (11)- (12), (15) .
We are left with the more delicate case of constructingf (v) and proving (28) when (24) is not satisfied, and without loss of generality we take,
Note that necessarily, by (17), we have s n j = 0. Furthermore, the wave at x j+ 1 2 is a shock while the one at x j− 1 2 is a rarefaction.
Claim 3.5. Assume (31) and the CFL condition (27) . Then we can constructf (v) so that the solution to (21) satisfies (28).
Proof. We study the situation by case.
(I) The rarefaction at x j− 1 2 moves to the left, hence v
. We takẽ
) and if v n j+ (25)- (26)). With the CFL condition (27) it is clear that now
since the characteristics for (21) emanating from (
, t) (see (11)) since ∂U ∂t . The validity of
is obtained exactly as in the proof of Claim 3.4. Note that since is sonic. Now we have
If the shock at x j+ 1 2 moves to the right we takef
, thus obtaining again (28) .
The other case here is (still with x j− 1 2 sonic) when the shock at x j+ 1 2 moves to the left, and in particular v n j+
, v min ) (extended as usual by linearity at the two ends). Note that nowf ′ (v) ≤ 0 throughout its domain, and for v > v min we havef ). Once again the validity of (28) is established.
(III) The last case is when the rarefaction at x j− 1 2 moves to the right, hence
. If these values decrease too rapidly (i.e., v 
yielding once again (28) . moves to the left, we setf
, and extendf (v) by linearity at v n j+ 1 2 . Note that now v n j+
, t) is determined linearly as before by values v n (x),
while the solutionũ(x j+ , t)) intersect (at t = t n ) cell j in its right-hand half, where the values of v n (x) are contained in the "linear" domain off (v). A more "rigid" choice of θ (say, θ = 1, eliminating the sawtooth effect) would enable us to take λ max |v|≤M |f ′ | ≤ r 0 .
Remark 3.7. We emphasize that the extra limiter condition (18) was used in the proof of Claim 3.5 only in Case III, that of a rarefaction moving to the right (at
) while a shock is moving to the left (at x j+ 1 2 ), under the situation (31), or the analogous situation with a minimumũ. It enables us to definef (v) in a way that (28) is satisfied without further restricting the CFL condition (27) .
We call the reader's attention to the fact that while rarefaction waves for the solutionũ(x, t) (to (21)) become (because of the linearity off ) "rarefaction shocks", the solutionũ(x j± 1 2 , t) is identical to the linear (in t) expansion of U (x j± 1 2 , t), the exact solution to (1), (4) in all cases.
We can summarize all the above as follows. , the updated slope, are exactly those obtained from the solutionũ(x, t) of the THE CONVERGENCE OF THE GRP SCHEME 13 approximate equation (21) . More precisely, we have, under CFL condition (27) ,
While s , t n+1 ))/∆x according to the algorithm of the preceding section (16)- (18) . 
Proof. As expressed in Proposition 3.8, the values v n+1 j are derived as exact averages of a conservation law ( (21)), so that for all
Note that the equalities inf As another interesting feature of the GRP scheme, we derive from Proposition 3.8 the property that at a local maximum (resp. minimum) the approximate solution v n (x) cannot increase (resp. decrease). Obviously, this is a property of the exact solution to the conservation law. 
Proof. Note that in this case s
and the claim follows from (32).
Remark 3.11. We note that Corollary 3.10 can be proved directly from the GRP definitions, using the fact that s n j = 0 and inspecting the various wave possibilities at x j± 1 2 to obtain that always f For the treatment of the convergence properties of the GRP scheme, we shall require an estimate on the difference between of the GRP fluxes f (given always by (28) ) and the corresponding time integrals for the original flux function f (ũ). We have Proposition 3.12. Let k satisfy the CFL condition (27) . The GRP fluxes f 
where (∆v) n j = ∆x · s n j , and C > 0 is independent of j, n.
Proof. In view of (29) we have, for t n ≤ t ≤ t n+1 ,
since the CFL condition implies |f
Denoting the right-hand side of (35) by A n j , we get, by Taylor's theorem and (29)-(30),
Integrating this equality and using (28) we obtain (34). , for a fixed j. However, we now show that an approximate flux can be constructed so that it serves to compute a sequence of values {v provided that a certain monotonicity requirement on v n is fulfilled.
Definition 4.1. Let j 1 < j 2 be two integers. We say that the sequence {v
is a (maximal) monotone chain if
(We allow the case j 1 = −∞ or j 2 = ∞, and then the corresponding condition (ii) is void.) An inspection of the construction off in Section 3 shows that it can be constructed simultaneously for j 1 ≤ j ≤ j 2 , if {v ] can be constructed so that ifũ(x, t n+1 ) is the solution of (21) for x ∈ [x j1− 1 2 , x j2+ 1 2 ], and if the CFL condition (27) is satisfied, the following properties ofũ hold true. , t n+1 ) as described in Section 2, see (16)- (18) .
Note that the solutions at the "edges" of the maximal monotone chain, u(x j1− 1 2 , t n+1 ) andũ(x j2+ 1 2 , t n+1 ) are obtained, in view of (21) and the construction off (v), as values of v n (x j1 ), v n (x j2 ), respectively, where x j1−1 ≤x j1 ≤ x j1 , x j2 ≤x j2 ≤ x j2+1 . (If one of these points, say x j1− 1 2 , is sonic, the corresponding value is v min andx j1 = x j1− . It will be clear in the sequel how to incorporate this case, and we shall not mention it again).
By the definition of total variation of functions in (7), for the piecewise linear function v n (x) we get
where
The fact thatũ is a solution to (21) and the classical theory of scalar conservation laws now implies the following proposition, where we are using the notationx j1 , x j2 introduced above. be a maximal monotone chain. Then the solutioñ u(x, t n+1 ) (where the CFL condition (27) is satisfied), satisfies the following "TV property",
If j 1 = −∞ (resp. j 2 = ∞), we take in (38)x j1 = −∞ (resp.x j2 = ∞).
Since the reconstruction of steps (16)- (18) lead to "sawtooth" in v n+1 (x), we cannot simply deduce that the total variation of v n+1 (x) is less than that ofũ(x, t n+1 ). However, these steps do not violate the maximum-minimum principle, which allows us to control the total variation of v n+1 (x) by tracking minimum and maximum values. 
Then x j is a maximum (or minimum) point. Maximum and minimum values (points) are all called extremum values (points).
As explained in Section 2, the variation hs , t n+1 ) ), where the factor 2 comes from counting the jumps at both x j± 1 2 . As remarked already, if the limiter parameter θ ≥ 1 (see (2.10)), then the reconstructed profile is monotone and we get (see [11, Ch. 4 
In view of the average property (32), the additional jumps in "cell j" do not exceed
]). If, however, θ < 1, we cannot ensure that the contribution of the "sawteeth" jumps does not exceed T V (v n (x); [x j1 ,x j2 ]). We therefore impose the following further restriction on the "limiter parameter" θ.
GODUNOV COMPATIBILITY HYPOTHESIS I:
There exists a constant C ≥ 0, independent of k, such that we have, instead of (40)
Remark 4.5. As already observed, this condition is satisfied, with C = 0, if θ ≥ 1. In particular, it holds for the Godunov scheme (where all slopes are zero, namely, θ = 2. This explains our terminology of "Godunov compatibility". Furthermore, this condition can be "built into" the "Limiter algorithm" (in other words, into the actual numerical code) by properly adjusting θ at each time level. Since always θ ≥ 1, the resulting scheme remains second-order, and the adjustment amounts to the addition of "numerical dissipation".
In the sequel we assume that this hypothesis is satisfied.
Suppose now that j 2 < ∞ and that the next maximal monotone chain is {v n j } j3 j=j2 , j 3 > j 2 . Letũ 1 (x, t) be the function constructed as above (for the chain {v
]. The functionsũ(x, t),ũ 1 (x, t) coincide along (x j2+ 1 2 , t), t n ≤ t ≤ t n+1 . Indeed, they are both equal to the linear part of U (x j2+ 1 2 , t) (see the paragraph preceding Proposition 3.9). We retain the notatioñ u(x, t) for the joint functioñ
].
Going over all monotone chains, we finally get the functionũ(x, t), x ∈ R. The pointx j2 (in Proposition 4.3) was obtained as a trace of a characteristic line, corresponding to the flux functionf (v) in the neighborhood of v n j2+ . Thus the inequality (38) remains valid with j 1 , j 2 (resp.x j1 ,x j2 ) replaced by j 2 , j 3 (resp.x j2 ,x j3 ). We therefore get Proposition 4.3 for this adjacent chain. By summing over all chains we finally obtain the following theorem. Theorem 4.1. Let the CFL condition (27) be satisfied, let v n+1 (x) be constructed by the GRP method and letũ(x, t) be the solution constructed above. Then, for all t ∈ [t n , t n+1 ],
Recall thatf is constructed as a C 1 -function such that
Thus, the classical theory of conservation laws (see [11, Th. 3 .1, P. 69]) yields, in addition to Proposition 4.3, also the following claim.
Proposition 4.6. Under the condition of Proposition 4.3, we have for any t n ≤ τ < τ + ∆τ ≤ t n+1 ,
In particular, by adding over all monotone chains, we get, in addition to (42),
Fix T > 0, and let 0 < k ≪ T . We approximate the initial function u 0 (x) by v 0 (x) as in (4),
(s 0 j is further modified as in (17)- (18) . Clearly, we have
In view of the foregoing discussion we can construct the functionũ(x, t) in Γ 0 k , so thatũ(x, 0) = v 0 (x). Proceeding from one strip Γ n k to the next one Γ n+1 k , we can continue this construction. As expressed in Proposition 3.8, the piecewise linear function v n+1 (x) is obtained fromũ(x, t n+1 −) by an averaging-and-linearization procedure (namely, the "postprocessing" mechanism of the GRP method). We then constructũ(x, t) in Γ n+1 k , subject to the initial conditionũ(x, t n+1 ) = v n+1 (x). We continue this construction up to the strip Γ
Notation. We designate byũ k (x, t), x ∈ R, t ∈ [0, T ], the function obtained by the above construction. The functionũ(x, t n+1 ) (as in (39)) obtained by solving (21) in Γ n k will now be denoted byũ(x, t n+1 −) ( it is reconstructed as v n+1 (x) = u k (x, t n+1 )).
The functionũ k (x, t) is the "product" of the GRP scheme (for the time step ∆t = k). In view of Corollary 3.9 and Theorem 4.1, we have Corollary 4.7.
The functionũ k (x, t) satisfies ,for all k > 0, the MaximumMinimum principle,
Furthermore, the function t → T V (ũ k (x, t); R) is monotone non-increasing in each time interval [t n , t n+1 ) and is uniformly bounded in [0, T ] by e CT T V (u 0 (x)).
The reconstruction of the piecewise linear functions v n (x) fromũ(x, t n −) breaks possibly the continuity properties ofũ k at t = t n . However it is remarkable that the most crucial continuity property, namely, the (Lipschitz in time) continuity with values in L 1 (R), is approximately preserved. To show this, we shall use the finite propagation speed property.
Let (x, t) ∈ R × [0, T ] and assume that nk ≤ t < (n + 1)k. WithM as in (43), we denote, for any m ≤ n,
In (49)(ii) we use h = k λ and [α] = the largest integer ≤ α. Note that λ is given by (19) where max{|f
In the strip Γ n k the functionũ k solves Eq. (21) and, in view of (43), the domain of dependence of (x, t) is contained in D n k (x, t). The standard theory of conservation laws now yields
However, it is clear from the reconstruction algorithm (16)-(18) that for every
We can now prove the following continuity property.
Proof. Suppose that t ′ ∈ [t n , t n + k) and t ∈ [t m , t m + k), m < n (for m = n this is (45)). Extending the estimates (50)-(51) through the strips Γ
forces us, by (51), to add a full cell on each side of the domain of dependence. This is essentially the " price" paid for the reconstruction procedure).
Observe that (n − m)h = (n − m) k λ ≤M (t ′ − t + k), so we infer from (53), for
Integrating (54) over R and using Fubini's theorem, we conclude,
Remark 4.8. In (52) the Lipschitz constant depends on T . This is in contrast with the theory of conservation laws (see [11, Ch.2, Th. 3.1]), where this constant is independent of t . The reason, of course, is the fact that the total variation is increased by the appearance of "sawteeth". However, the boundedness of the total variation permits us to follow the compactness arguments used in the theory, as is explained in the next section.
5. Convergence to a weak solution. The functionsũ k (x, t) constructed in Section 4 (see Notation 4) can be defined for all t ∈ [0, ∞). In this section, we show that every sequenceũ ki (x, t), k i → 0, contains a subsequence converging boundedly almost everywhere (in R × [0, ∞)) to a weak solution u(x, t) of the conservation law (1)-(2).
Our first lemma is a standard application of Theorem 4.2. We recall its proof for completeness.
Lemma 5.1.
Let k i → 0. There exist a function u(x, t) and a subsequence
and
almost everywhere in R × [0, ∞).
Proof. By Corollary 4.7 and the compact imbedding of BV (R) in L 1 loc (R) (see [11, Ch. 2, Th. 1.2, P. 53]) and by a standard diagonal process we can find a dense sequence {t j } ∞ j=1 ⊆ [0, ∞) such that (56) is satisfied for all t = t j , X > 0 (with a limit function u(x, t j )). From (52) we infer that {ũ
is a Cauchy sequence in L 1 loc (R) for every t ∈ [0, ∞), hence converges to a limit u(x, t). By the maximum-minimum principle (Corollary 4.7), |u(x, t)| ≤ u 0 ∞ and (57) is derived from (56) by integration.
Finally, the pointwise convergence (58) is obtained from (58) by a further passage to a subsequence (and a diagonal process). We now show that the limit function u(x, t) is a weak solution of (1)- (2), as in (3).
Theorem 5.2.
The limit function u(x, t), obtained in Lemma 5.1, is a weak solution of (1) - (2) in the sense of (3).
Proof. Let φ(x, t) ∈ C 
(We use h = ∆x, k = ∆t, λ = k/h as in (19) . We rewrite (59) as
In view of Proposition 3.12, the right-hand side of (60) can be estimated as follows,
where, by (34) and the uniform boundedness of {f
with j∆x ≤ ξ n j ≤ (j + 1)∆x. Since
(where C = C(φ) is essentially 1/λ times the area of suppφ(x, t)), we get, by (33),
(we have used Theorem 4.1 in the last step).
Recall (see (32)) that v n+1 j is the exact average ofũ
]. Thus, the first term in the left-hand side of (60) can be written as,
where, by L 1 contraction property applied toũ k (x, x),
Clearly, by (47), the second term in the left-hand side of (60) satisfies,
where δ 3 → 0 as h → 0.
Using (61), (65) and (67) in (60), we get
where δ → 0 as k → 0. Taking a subsequence l i → 0 as in Lemma 5.1, we have
On the other hand, fixing k, j, n,
so that, by Theorem 4.1 and Lemma 5.1,
Thus, u(x, t) satisfies (3) in view of (68), (69) and (71).
The fact that the approximating solutionũ k is an exact solution (hence satisfies the "finite propagation property") and the fact that the reconstruction step does not increase the domain of dependence beyond an additional cell size h (see the discussion following Corollary 4.7) yield the following result.
Corollary 5.1. The solution u(x, t) satisfies the "finite propagation speed" in the following sense. Given 0 ≤ τ < t ≤ T , the value u(x 0 , t) depends only on the values
In other words, changing the values of u(y, τ ) for |y − x 0 | >M (t − τ ) does not change the value u(x 0 , t) in the process of the GRP approximation.
6. The entropy condition. In this section we show that , in the case of a monotone initial data {v 0 j } j , the weak solution obtained in Section 5 is indeed the unique entropy solution to (1)- (2) . Note that the fact that the solutionũ k is an exact solution to (5) (in each time-step) implies that the sequence of averages {v n j } j is monotone for all n.
Recall that for a given k = ∆t > 0 the solution constructed by the GRP method was denoted byũ k (x, t) (see Notation 4), and its (piecewise linear) values at discretized time level t = t n = nk are v n (x) =ũ k (x, t). The updated values
k (x, t n+1 −)dx are obtained by the GRP scheme ). We solve up to time T = N k. The slopes s n j were obtained by the "Limiter Algorithm" (17) . When all slopes s n j are zero, the scheme coincides with the Godunov scheme. In this case, the fluxesf (ũ(x j+ 1 2 , t)) (see (36)) are constant for t n ≤ t ≤ t n+1 and the ONLY RELEVANT requirement onf is the zero-order part in (23), namely, thatf (v n j+
). We summarize this as follows. ) (see (9) ), the Riemann solution to the Riemann problem for (1), using the exact flux function f .
Let S(u) be a convex entropy function and let F (u) be the corresponding entropy flux, namely,
The entropy condition for (1)- (2) is that, for every
We proceed to show that the solution u obtained in Section 5 satisfies this condition, subject to the monotonicity assumption of the initial data. Letũ k (x, t), be the approximate solution as defined in Notation 4. We consider its restriction to the strip (see the paragraph following Eq. (47)) Γ n k = R × [t n , t n + k). As observed above, the sequence of averages {v n j } −∞<j<∞ is monotone, so that there is only one chain (namely, in Definition 4.1, j 1 = −∞ and j 2 = ∞). Then in Γ n k we have only one flux functionf and we can define the corresponding entropy flux bỹ
Since the solutionũ k (x, t), was constructed as an entropy solution, it satisfies the entropy inequality
Note that the boundary terms result from the fact that φ does not (necessarily) vanish on the lines {t = t n } and {t = t n+1 }. Suppose next that the same monotonicity assumption is imposed in the strip Γ n+1 k , so that we have the inequality (74) with n replaced by n + 1, and with the appropriate functionsf andF . In the sequel we refer to these functions asf andF , in the union Γ 
(75) We now estimate the difference
where we have used the notation φ
k (x, t n+1 −)dx so in view of the convexity of U , the Jensen inequality yields
and we get
In what follows we use C > 0 to represent any constant depending only on U, u 0 , f, φ... but not on h, k.
To estimate K n j we use that |φ(x,
where in the second inequality we have used the result of Theorem 4.2. Recall (Claim 3.4) that we keep fixed the ratio λ = k h , so that
Assume next that the monotonicity assumption, imposed already in the union Γ 
Adding up the inequalities in (75), noting that φ vanishes on {t = 0} and {t = T } and using the estimate (79) we have
Note thatf , hence alsoF , are defined separately in each strip Γ n k . We note that the right-hand side in (80) is bounded by C(h + T V (u 0 (x); R)) but it does not necessarily vanish as h → 0.
We therefore need to restrict further the reconstructed slopes . This is done as follows.
Let η > 0 and denote
We now impose the following hypothesis concerning the reconstructed slopes.
GODUNOV COMPATIBILITY HYPOTHESIS II:
For any η > 0 the size of Λ η is o(h −1 ) as h → 0.
Remark 6.1. Observe that in the Godunov scheme all slopes vanish. Thus, this hypothesis can be viewed as a further "limiter" on slopes (that can be checked in calculations). It is actually a "dissipative" mechanism, which ensures that shock profiles are sufficiently smeared so as to avoid "too many large slopes".
With this hypothesis, we can rewrite the estimate (80) as
[U (ũ k (x, t))φ t (x, t) +F (ũ k (x, t))φ x (x, t)]dxdt
for any η > 0, where C > 0 is independent of η. Our next step is to replace the approximate entropy-fluxF by the exact entropyflux F (we still retain the assumption on the monotonicity of the profiles). To conclude the proof, we use a diagonal process. We choose ε(h) → 0 as h → 0 and use the above construction (for mesh size h) with ε = ε(h).
Given this claim, and noting that (82) is valid with any η > 0, we obtain from Lemma 5.1 the following result. [U (u(x, t))φ t (x, t) + F (u(x, t))φ x (x, t)]dxdt ≤ 0,
for every entropy entropy-flux pair U, F, and every nonnegative test function φ.
Corollary 6.3. Let u 0 (x) be a general initial function (in the sense of Section 5).
Fix an interval I = [x 0 − η, x 0 + η] , and let 0 < t ≤ T. Then , if u 0 is monotone in the interval J = [x 0 − η −M t, x 0 + η +M t], the solution u(x, t) (obtained by the GRP approximation) has no "rarefaction shocks" in I.
Proof. According to Corollary 5.1 we can modify the values of u 0 in J without affecting the values of the solution u(x, t) in I. In particular, the modification can be such that the initial profile is globally monotone. We can then use Theorem 6.2.
