Motivated by the change in mobility patterns, we present a new modeling approach for the vehicle-sharing problem. We aim at assigning vehicles to user-trips so as to maximize savings compared to other modes of transport. We base our formulations on the minimum-cost and the multi-commodity flow problem. These formulations make the problem applicable in daily operations. In the analysis we discuss an optimal composition of a shared fleet, restricted sets of modes of transport, and variations of the objective function.
Furthermore, we provide a detailed analysis with respect to the impact of using different kinds of shared vehicles, and provide insights into optimal fleet composition in a shared system. The analysis shows the cost alteration with an increasing number of users as well as a bigger fleet of vehicles. We also analyze the number of trips per car during a day and the disadvantage (from a cost-perspective) when giving the opportunity to restrict the set of available MOTs per person/trip. We compare the case where no sharing is allowed with our introduced sharing systems. Finally, we compare the outcomes of different objective functions, whereas we once use a combination of operational distance cost and cost of time, and then considering time only.
The paper is organized as follows: We start by introducing the vehicle-sharing problem in Section 2. We first introduce the model with a single shared vehicle type, formulated as a minimum-cost flow problem in Section 2.1 and then the multi-commodity flow problem for multiple shared vehicle types in Section 2.2. In Section 3 we summarize our analysis based on an extensive computational study and give managerial implications. We conclude this paper in Section 4.
A vehicle-sharing problem
Formally, our vehicle-sharing problem can be formulated as follows: We have a set of modes of transport K such as walk, bikes, public transport (bus, train, metro), taxi and cars. Moreover, we have a set of users P that have to visit meetings (= tasks). Every user p ∈ P has one or more trips π. A trip has an origin o π and destination e π whilst covering in between the set of tasks. Each task is associated with a different location and has an associated latest arrival time and duration. The person to task assignment is not interchangeable. With this we have a fixed sequence of tasks within a trip. Let us assume a task q and its fixed successor q . We have the driving time between the two tasks (q, q ) using mode of transportation k, and the cost of driving between two tasks (q, q ) using mode of transportation k. We consider a set of mobility types with infinitive capacity, and at least one with restricted capacity that is shared, e.g., cars. If a trip is started with one mode of transport, then it should be used for the full trip. The trips follow a fixed sequence of task. We calculate cost and travel time for each trip π and each MOT k and we aim at maximizing savings obtained when using a car compared to the cheapest other mobility type.
For each trip π let min k∈K\{1} C k π be the cost of the cheapest mobility types excluding cars k = 1. Let C 1 π be the cost of riding the same trip π by car k = 1. We then calculate the savings s π = C K\{1} π − C 1 π of using a car compared to using the cheapest possible other mobility type. Note that if traveling with a certain MOT is not possible, we impose a penalty and set C k = ∞.
Finally, we aim at assigning user-trips to the available cars in the best possible way whilst maximizing savings.
In the following, we introduce the modeling of the two cases presented in this paper. First, we introduce the modeling approach for the case where only one type of vehicles is shared and then solved as a minimum-cost flow problem. Second, we present the formulation where multiple shared vehicle types can be employed. This is then modeled and solved as a multi-commodity flow problem.
We model the problem on a directed acyclic graph (DAG). Since a MOT must be used for the full trip, we do not model the tasks covered by a trip in the graph, and only consider nodes o π and e π for each trip π, which represent starting and ending points of a trip. The savings of the edge (o π , e π ) is s π , as explained above. In order to connect the trips we insert additional edges (e π , o π ) if trip π π has the same destination as trip π π has origin, and the trip π finishes before the trip π . The savings of such an edge is 0. Figure 1 : The underlying graph of the minimum-cost flow formulation of the vehicle-sharing problem with one shared vehicle type, five trips π, and two depots d. Nodes A d , A d represent supra-nodes where the available vehicles are stored at the beginning and end of the time horizon. In our example we have δ 1 = 2 vehicles available at A 1 and δ 2 = 1 car at A 2 , the same amount of vehicles has to be returned in the evening to A 1 and A 2 . Nodes o π and e π give start and end points of a trip π. Finally, each edge represents a trip with a given saving s π and capacity. The x-axis represents the time of day, and the y-axis represents the depots.
The vehicle-sharing problem with a single type of shared vehicle (VShP-1T)
For the vehicle-sharing problem with a single type of shared vehicle (VShP-1T) we create a node A d for each depot d ∈ D with a supply δ d representing the number of available vehicles. Depots represent locations where the shared vehicles start and end, e.g. a company's offices. For each depot d where the vehicles must be parked in the evening, we create a node A d with a demand δ d equal to the number of requested vehicles at the end of the planning horizon. Every node A d is connected to all nodes o π where the trip π starts in the same node as depot d. Every node e π is connected to node A d where the trip π ends in the same node as depot d. We add extra edges (A d , A d ) with infinite capacity and zero savings, to represent the case where a vehicle is not used and stays in the depot. Finally, we draw the nodes in a time-space network, where the x-axis represents the time of day, and the y-axis represents the depots. Figure 1 shows a simple example in which we have two depots, and five trips π. We assume that the first depot has two vehicles available in the morning, and two vehicles (not necessarily the same) should be returned to the depot in the evening. Note that we show the savings and capacity for each edge in the form savings, capacity.
Let V be the set of all nodes and let s i j be the savings of a trip going from node i to j (in our auxiliary graph e π , o π ). Furthermore, let δ i be the demand at the depots, being 0 for e π and o π . Parameter u i j gives the capacity of an edge, which is 1 for all arcs. Finally, the binary decision variables x i j take on value 1 if connection (i, j) is chosen, and 0 otherwise.
With this, we show that the vehicle-sharing problem considering one single type of shared vehicles (VShP-1T) can be modeled as the maximization equivalent to a minimum-cost flow problem, formulated in model (1)-(4).
The objective function (1) maximizes savings. Constraint (2) restricts the out/ingoing vehicles at the beginning/end of the day. Further it assures flow conservation in nodes i ∈ V \ {D}. Constraint (3) makes sure that at most one vehicle is covering a certain connection (i, j).
We will solve our model as a MIP as state-of-art solvers are already capable of handling these kind of problems very efficiently. Nevertheless, we shortly review some of the algorithms that have been widely applied.
Ford and Fulkerson [19] were first to introduce a combinatorial algorithm for the problem. Edmonds and Karp [17] proposed the scaling resulting in the first weakly polynomial-time algorithm. Tardos [39] introduced the minimum cost circulation algorithm which was the first strongly polynomial method. In the consecutive years many solution approaches evolved. Scaling techniques have shown to be promising [17, 22, 21, 14] . Polynomial in time are also cycle canceling algorithms [28, 20] . Furthermore, the network simplex method was efficiently applied to the maximum flow problem [15, 27, 32] or adaptions of the successive shortest path algorithm [13] .
KovÃącs [30] provide an survey of various algorithms and present an overview of the respective complexity.
In what follows, we do not only consider one type of shared vehicles but multiple ones. Note that shared vehicles can be different types of cars but also bikes or any other MOT.
The vehicle-sharing problem with multiple types of shared vehicles (VShP-xT)
We start with the previously described graph. To model the vehicle-sharing problem with multiple types of shared vehicles (VShP-xT), we duplicate the sources and sinks since we have different possibilities. As each commodity only has one source, and one sink in the multi-commodity flow problem, we add a supra-source M k for each k ∈ K where K ∈ K denote the set of shared vehicles. In our example we have M 1 for one type of cars, and a supra-source M 2 for another type. In a similar way we add supra-terminals M k for the sinks. The set of all supra-nodes, thus M k ∪ M k , is denoted as M. We then construct start and end depot nodes A k d ,A k d to where we connect the respective M k and all origins o π and end nodes e π of a trip π, respectively. We assign savings s and capacity to each trip, i.e. edge. Drawing the nodes in a time-space network, Figure 2 shows a simple case where we have two shared types of vehicle.
We show that the problem can then be solved as an integer multi-commodity flow problem, where edge savings s k i j depend on the commodity transported k. In our example commodities correspond to different shared vehicles. We now consider a demand ∆ k per MOT k and define with the capacity variable u i j how many MOTs are available at a depot d. Let x k i j be 1 if connection between (i, j) is covered by MOT k, 0 otherwise. This problem has the formulation: Figure 2 : The underlying graph of the multi-commodity flow formulation of the vehicle-sharing problem with two shared types of vehicles, five trips π, and two depots d. Nodes M k , M k represent supra-nodes where the available shared vehicles are stored at the beginning and end of the time horizon and then distributed to the respective depot nodes A k d ,A k d . We have 3 vehicles of type 1 available and 7 cars of type 2; 2 and 1 of type 1 are distributed to depot 1 and 2, 3 and 4 type 2 vehicles to depot 1 and 2, respectively. Nodes o π and e π give start and end points of a trip π. Finally, each edge gives its respective savings and capacity. The x-axis represents the time of day, and the y-axis represents the depots.
Objective function (5) maximizes the savings. Equation (6) gives the flow conservation constraints for all nodes except the sources and sinks. Constraints (7) and (8) restricts the number of shared MOTs. Constraint (9) gives the capacity restriction on the arcs. Finally, constraint (10) assures positive numbers.
The formulation above is polynomial in the size of the constraints, having |K| · |E| variables, where |E| is the number of edges, and |E| + |K| · |V | constraints. However, large-scale problems may be challenging to be solved.
Therefore, efficient solution algorithm have been applied such as Langragian relaxation [36, 2] , adapted branchand-bound algorithms [4] , Dantzig-Wolfe decompositions [25] and column generation algorithms [40, 3] . With the Dantzig-Wolfe decomposition a path-flow formulation with |E| + |K| constraints but exponential number of variables is generated. The column generation approach generated at most |E| + |K| paths with positive flows.
However, state-of-the art commercial solvers are able to solve these kinds of problems within seconds, which we 6 will show in our computational results.
Computational results
We provide computational results using the above presented models for the vehicle-sharing problem. The models are implemented in C/C++ and solved with CPLEX 12.9. Tests are carried out using one core of an Intel Xeon Processor E5-2670 v2 machine with 2.50 GHz running Linux CentOS 6.5. Tests are conducted on a number of generated instances varying in size and complexity.
In the following, we give a short introduction to the instance set. Afterwards we provide the results of our computational study for the VShP-1T and VShP-xT. We further present results of varying objective functions and restricted sets of MOTs for individual users. Lastly, we comment on the results and give some managerial insights.
Test instances
We generate realistic benchmark instances based on available demographic, spatial and economic data of the city of Vienna, Austria. Five different MOTs are considered: cars (combustion engine vehicles and electric vehicles), walk, bike, public transportation and taxi. In the following results we name the combustion engine car 'car-type1', the electric vehicles 'car-type2'. For each mode of transport k ∈ K we define distances, time and cost between all nodes for all modes of transport k ∈ K. We calculate the Aerial distance between two locations which are then multiplied by a constant sloping factor for each MOT k in order to account for longer/shorter distances of the respective mode of transport. Moreover, we have emissions per distance unit, average speed, cost per distance and cost per time as well as additional time needed for, e.g., parking the car, for each k ∈ K. The cost of time is a fixed value based on the average gross salary including additional costs for employers in Austria. The objective function results from these values. The values of the parameters are given in the Appendix Table A1 .
Each generated instance represents a distinct company operating two offices and consisting of a predefined set of users, i.e. employees, p ∈ P. The locations of the offices (depots) are based on statistical data of office locations in Vienna placed in the geometric centers of all 250 registration districts.
Companies are defined by a fixed number of users u and depots (fixed to two in our case). Note that one person may have more than one trip assigned. Therefore, the number of users u does not equal the number of trips (edges) in the graph. In Table 1 we provide an overview on the average number of trips per user. As we can see, on average each user takes about 1.5 trips during the planning horizon.
The number of meetings and their time and location, are randomly generated based on historic statistical data.
We define a time horizon of one day where each user has an assigned set of meetings distributed over the day.
We calculate savings based on the cheapest other MOT, whereas we always use publicly available MOTs (public transportation, bike, taxi) to be the cheapest other possible alternative.
We solve 10 instances per instance group. A more detailed instance description can be found in [18] . [29] base their instance generation on the same idea, and provide a detailed description at the end of their paper. Instance sets are made publicly available at https://github.com/dts-ait/seamless.
Results for the vehicle-sharing problem with a single type of shared vehicle (VShP-1T)
We start by showing the results obtained for the VShP-1T, represented by model (1)-(4). We assume one type of shared vehicles: in VShP-1T:car these are combustion engine cars (car-type1), in VShP-1T:ecar we consider electric cars (car-type2) as our shared resource. The results are obtained for an increasing number of users u, varying in the number of shared cars m. Walk, bike, public transportation, taxi are assumed to have no capacity restriction. The considered cars are equally spread over the two depots. we can observe that the cost of the cars is higher than the cost of the other MOTs. This is not surprising as the model is able to assign the shared cars to all beneficial trips. The savings are also increasing with the number of shared cars m and increasing number of users u considered. Figure 3 
(a) shows the values for
VShP-1T:car, Figure 3 (b) the VShP-1T:ecar. As can be seen, the general impression as well as the total overall cost are about the same. In Figure 3 (b), thus for the case where electric vehicles are shared, we have slightly less total cost and less car cost. More detailed information and further results on e.g. savings, and the composition of the total cost regarding cars and other MOTs, can be found in Appendix Table A2 and Table A3 . Tables 2 and 3 summarize the average number of trips for VShP-1T:car and VShP-1T:ecar and increasing number of cars m and users u. We observe that with an increasing number of users u the average number of trips on one route is also raising. This is because the model aims to cover as many trips by car as possible. With an increasing number of users but the same number of cars in the system, the model will try to situate more trips on one of the few car routes. The average number of trips is higher when fewer cars are available. We observe this for both variants, the VShP-1T:car and VShP-1T:ecar. Overall VShP-1T:ecar shows a higher average of trips per car. In Appendix Table A5 we give an overview of the solution times as well as total times for VShP-1T:car and VShP-1T:ecar. For an increasing number of users u, we observe an increase in the times used to solve the models.
However, we always stay below 8 seconds of solution time.
Results for the vehicle-sharing problem with multiple types of shared vehicles (VShP-xT)
In the following, we present the results obtained by solving the VShP-xT, given in model (5)- (10) . We now assume different types of shared vehicles in one model. For our tests we use combustion engine cars (car-type1) and electric vehicles (car-type2). Note that this can be easily extended/changed in order to include, e.g., bikes or e-scooters. We are given an equal number of each car type, denoted as m k respectively. Thus if m k = 2, then two cars of each type are available. These are then again equally assigned to the depots. In our example, since we as savings which are given in the opposite direction as negative numbers. Note that we observe again a similar picture as in Figure 3 . We increase the cost of cars (car-type1 and car-type2) by adding more available cars m to the system whilst reducing total cost. The share of the car-type2 cost are constantly higher than the cost of car-type1. This means, as e-cars (= car-type2) are usually cheaper, that more electric cars are assigned. Note that for the smallest instances (u = 20) the cost of the car-type1 is diminishing, meaning that almost all of the trips are covered by car-type2. Table A4 in the Appendix shows more details on the cost as well as the breakdown of the total cost into cost of the respective car types and other MOTs. Table 4 shows the average number of trips on car routes for increasing number of users u and cars m. The results are split into values for the different car types. We can see that the average number of trips on a route of car-type2 (= electric car) is always greater that the number of trips for the other type. This means, that if possible the model aims to put more trips on the routes taken by e-cars. In the extremest case (u = 20,m = 40) almost no trip is covered by a conventional car (car-type1). Moreover, we can again observe an increase in the average number of trips per route for a higher number of users u as well as smaller number of cars m. 
Including user preferences as a restricted subset
We assume that every user p has a set K p ⊆ K of possible modes of transport that can be used, reflecting her preferences. Depending on the user that is covering a trip π, we can then define a set of modes of transport possible to be assigned for a trip K π ⊆ K. Note that if a MOT is not in the respective set K π we impose a penalty and set C k = ∞. We define seven different cases aiming to represent differences in preference distribution.
For the first case, prefVar0, we make use of available statistical data representing the working population of Table 6 shows the setting of each of the applied variants. 15%. The most expensive variant in both instances is prefVar0. The lowest/highest share of car cost is 13/43%
for u = 150 and 12/26% for u = 300.
In Table 7 we compare the cost of each variant with the VShP-1T:car. For each variant (prefVar0-prefVar6)
we show the average cost of using conventional cars (car-type1), cost used for all other MOTs and in total for u = 300 and m = 40. We also have a second column for each variant, stated as "comp.", where we compare the cost to the base case calculated as variant / VShP-1T:car. We see that our base case is the most expensive regarding car usage. In prefVar2, where most of the users prefer all MOTs except cars, we only use 0.59 times the cost of cars compared to the VShP-1T:car. Conversely, regarding other MOTs, the simple VShP-1T:car is the cheapest variant, where prevVar0 uses 1.39 times more the cost on average. This comparably big difference in cost is mainly attributable to the more subtle differentiation of the preference settings. As in prefVar0 we also distinguish whether a person would, e.g., only take public transportation. In total we confirm the picture from above, that VShP-1T:car without any restriction, is the cheapest setting, however prefVar1 or prefVar3 only have 1.03 times the cost, which is negligible. Further results can be found in Table A6 in the Appendix. Figure 7 shows the differences in cost of the different preference settings when solving VShP-xT. Figure 7(a) gives the averages for u = 20, Figure 7 shared cars is always set to m = 40. We again observe structural differences between the variants, however now also between the similar variants (prefVar1 and prefVar4, prefVar2 and prefVar5, prefVar4 and prefVar6). In Here we have a somewhat different picture than above. VShP-xT is still the most cost efficient in total, with prefVar0 using up to 1.31 times the cost. Again, this comparably big difference in cost is mainly attributable to the more subtle differentiation of the preference settings. For car-type2, which is electric cars, the base case where no preferences are taken, is the most expensive one, as can be seen that all numbers of the 'comp.' columns are below 1. Comparing the cost of car-type1, this differentiates. For some cases (prefVar1, prefVar3, prefVar4, prefVar6) the cost are higher or equal to VShP-xT. For the others the results show lower cost, e.g., prefVar0 only 0.69 of total cost. Further results can be found in Table A7 in the Appendix.
Comparing objective functions
In the following, we compare two objective functions: (1) we take the objective function as presented above, consisting of operational distance cost including cost of time (OF: base), (2) only incorporating the time factor (OF: time). Again, we show the results for both VShP-1T:car and VShP-xT as our base cases. With this we aim to see the main driver of our outputs. Note that for the following result we solve the models with the different objective functions, but afterwards calculate the total cost to make them comparable. Figure 8 shows the composition of the total cost for VShP-1T:car having a number of users u = 20, 150, 300 and cars m = 40. We show the cost share of cars and other MOTs. In all three cases we observe a higher cost of the cars when using OF:time as the objective. However, the total cost is only slightly higher for OF:time, resulting in less cost for other MOTs when taking time components as the objective only.
In Table 9 we confirm the above figures with numbers. The table is decomposed into results for OF:base, OF:time and the comparison of the two, where we assume OF:time / OF:base. The first two are given in absolute numbers, the latter as a ratio of the two. Each partition gives the results of the combustion engine cars (car-type1), other MOTs and in total. The numbers are given on average over all instances and all sizes of m. We can see, that using time only as an objective function gives slightly higher overall cost. The smallest difference can be observed for u = 50, 100, and ranging around 1.01-1.04 times the cost for all instances. Moreover, we can see that this difference is mainly driven by the higher cost of cars for most of the cases. The OF:time has higher car cost for all the stated averages in Table 9 . More detailed information for different sizes of the car fleet (m) can be found in Table A8 in the Appendix. having the actual objective function, leads to lower overall cost and lower cost of cars. Note that for the time function there is no difference between the two car types, as the differences are only in the operational cost. As previously, the VShP-xT prefers electric vehicles, as they have lower cost not related to time. Table A9 in the Appendix. Finally, we compare the average number of trips per car in Tables 11 and 12 for VShP-1T:car and VShP-xT, solving each with the different objective functions. For VShP-1T:car we see an increase in trips per route, where we have 1.1 more trips on average for all user u groups. For VShP-xT we observe a different picture. We can 
Managerial implications and discussion
We have seen in all our results, that with a higher number of cars (combustion engine or electric car), we enforce lower total cost. This is true, even though cars are the most expensive MOT from an operational cost point of view. However, they are in many cases fast MOTs. Therefore, if possible, the trips are covered by a car.
Also, whenever possible, electric vehicles are preferred as they have even lower cost but the same speed as the Employing no cars at all, is the most expensive in any case. Rather than having a small fleet size and a big car-type2 1.0 0.9 0.9 0.9 0.9 0.9 0.9 group of users, one is recommended to cover all trips with electric vehicles and thus adopt no sharing concept.
If one decides to go with any (of the presented) sharing concepts, it is advisable that the number of cars in the fleet should be at least 20%-25% of the number of users. E.g. for 20 users this would be 4-5 cars. From there it starts to be cost efficient to have shared vehicles, and additionally cover trips with other MOTs such as public transport or bike. The use of electric vehicles -either exclusively or in combination with conventional cars -is highly recommendable due to their lower operational cost and same time needed for trips.
Using operational cost information and time in the objective function is crucial. As the cost of time depends on the distance too (we assume different distances for different MOTs), not all of the trips are covered by the fastest MOT, which would be a car. So the shortcuts that can be taken by different MOTs sometimes outperforms the benefits given by fast cars. As our instance companies are based on a city, this makes sense. For longer trips, the results would lead to different trade-offs.
If enough cars are available to cover the beneficial trips without handing over the cars at the depots, then this will be done so and is also recommendable. A profound sharing concept is only advisable if the car is a restricted resource (however, not too much as discussed above). Yet, we saw in our results, that with a constant number of users but a smaller fleet, the trips per car are rising above the average number of trips a user is taking. Also, the average number of trips per car is higher for electric vehicles.
Finally, we introduced a set of restricted MOTs based on individual preferences of a user. As expected, the case where all MOTs are always available for all trips, and thus for all users, is the one with the least cost as it is the least restricted case. However, for some of the cases we observed only a modest increase in cost. Yet, by giving the users a restricted set of MOTs we might achieve a higher satisfaction and acceptance of the system and therefore it can be beneficial in a non-monetary way.
Conclusion
Inspired by the change of mobility and vehicle-sharing systems we introduced two novel modeling approaches for the vehicle-sharing problem. In our problem we assume a set of users that have to cover certain trips on a fixed time schedule. These trips are then covered by a certain mode of transport. We assume a restricted available pool of cars which the users may use. Other modes of transport are incorporated without any capacity limits. We aim to assign the restricted resources in the best possible way such that savings (using e.g. a car instead of any other mobility type) are maximized.
We used two well-known formulations from the literature, namely the maximization equivalent of the minimumcost flow problem and the multi-commodity flow problem. If we assume only one shared MOT, e.g. cars, we base our formulation on the minimum-cost flow problem. We extend the problem by introducing another type of shared vehicle, and we formulate it as a multi-commodity flow problem where the commodities are the shared vehicles. Note that a shared resource may also be a bike or another MOT.
We further provide an analysis of the different models incorporating combustion engine vehicles and electric cars as our shared vehicles. We show that a shared fleet of electric vehicles only contributes most to our objective function. Instances with up to 300 users are solved in less than 20 seconds of computing time. With this we can
show that our models can be used on a daily operational basis.
Besides the analysis, the present paper aims to give a theoretical foundation to future car/vehicle-sharing problems. As the models are well studied in the literature, many efficient algorithms exist and even bigger instances can be solved to optimality within seconds. Future work might look into adapting the structure of the trips. Now we assume a fixed sequence, however optimizing the trips as a small-sized traveling salesman problem may achieve even better results. 
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