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Abstract
An incidence of a graph G is a pair (u, e) where u is a vertex of G and e is an edge
of G incident with u. Two incidences (u, e) and (v, f) of G are adjacent whenever
(i) u = v, or (ii) e = f , or (iii) uv = e or uv = f . An incidence k-coloring of G
is a mapping from the set of incidences of G to a set of k colors such that every
two adjacent incidences receive distinct colors. The notion of incidence coloring has
been introduced by Brualdi and Quinn Massey (1993) from a relation to strong edge
coloring, and since then, attracted by many authors.
On a list version of incidence coloring, it was shown by Benmedjdoub et. al.
(2017) that every Hamiltonian cubic graph is incidence 6-choosable. In this paper,
we show that every cubic (loopless) multigraph is incidence 6-choosable. As a direct
consequence, it implies that the list strong chromatic index of a (2, 3)-bipartite graph
is at most 6, where a (2,3)-bipartite graph is a bipartite graph such that one partite
set has maximum degree at most 2 and the other partite set has maximum degree at
most 3.
1 Introduction
In this paper, we always consider a loopless graph. For a graph allowed to have a multiple edge,
we call it a multigraph. In addition, we call a simple graph, a graph without multiple edge, just
a graph.
An incidence of a multigraph G is a pair (u, e) of a vertex u and an edge e such that u is an
endpoint of e. In this case, we say (u, e) is an incidence on the edge e. We denote by I(G) the
set of all incidences of a multigraph G. Two incidences (u, e) and (v, f) are adjacent if one of the
following holds: (i) u = v; (ii) e = f ; (iii) uv = e or uv = f . See Figure 1. An incidence coloring
of a multigraph G is a function ϕ from I(G) to the set of colors so that ϕ(u, e) 6= ϕ(v, f) for any
two adjacent incidences (u, e) and (v, f) of G. An incidence k-coloring of a multigraph G means
an incidence coloring of G using at most k colors, and the incidence chromatic number χi(G) of
G is the smallest integer k such that G admits an incidence k-coloring.
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u = v
(u, e) (v, f)
e f
(ii)
u v
(u, e) (v, f)
e = f
(iii)
v
(u, e)
(v, f)
e
f
u
Figure 1: Illustrations of adjacent incidences. The shaded parts show two adjacent incidences.
The notion of incidence coloring was introduced by Brualdi and Quinn Massey [5], and has
attracted by interesting questions in a relationship with another coloring problems. For example,
an incidence coloring is interpreted as a special case of directed star arboricity problem, introduced
by Algor and Alon in [1] (see [9] for more details). In addition, the incidence chromatic number
of a graph G gives a lower bound for χ(G2), where G2 is the square of G (see [22]).
It is worthy to see a relation to strong edge coloring, since the notion of incidence coloring was
motivated by strong edge coloring, in its introduction. A strong edge coloring of a graph G is an
edge coloring such that each color class is an induced matching, and the strong chromatic index
χ′s(G) is the smallest integer k such that G allows a strong edge coloring using k colors. There are
intensive research on this topic started from one famous conjecture of Erdo˝s and Nesˇetrˇil (see [6]).
In [5], it was known that an incidence coloring of a multigraph G corresponds to a strong edge
coloring of the subdivision S(G) of G, where S(G) is the graph obtained from G by subdividing
every edge of G (see Figure 2). More explicitly, χi(G) = χ
′
s(S(G)) for any multigraph G.
Note that the subdivision of a multigraph with maximum degree ∆ is a (2,∆)-bipartite
graph, where (a, b)-bipartite graph G means a bipartite graph with a bipartition (A,B) such
that max{degG(v) | v ∈ A} ≤ a and max{degG(v) | v ∈ B} ≤ b. In this context, Brualdi and
Quinn Massey suggested the following Conjecture 1, which is a refinement of a conjecture by
Faudree, Gya´rfa´s, Schelp and Tuza in [6]:
Conjecture 1 ( [5]). For every (a, b)-bipartite graph G, χ′s(G) ≤ ab.
The conjecture is still open, and see [2,4,10,16,17] for some recent partial results. We remark
that in [10,17], it was shown that the conjecture holds if a = 2 or 3.
It is easy to observe that for any connected graph G with at least three vertices, ∆(G) + 1 ≤
χi(G) ≤ 3∆(G) − 2. In [5], the authors showed that χi(G) ≤ 2∆(G), and conjectured that
any graph G satisfies that χi(G) ≤ ∆(G) + 2. This conjecture was called the incidence coloring
conjecture, but few years later, counterexamples were found in [9]. Even though it turned out
be false, it leads to several interesting questions about graphs satisfying the equality. On the
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Figure 2: Graphs G and S(G)
class of cubic graphs, in [19], it was shown that some several classes of cubic graphs are incidence
5-colorable. In 2005, Maydanskiy [14] showed that any cubic graph is incidence 5-colorable:
Theorem 1.1 ( [14]). For every cubic graph G, χi(G) ≤ 5.
Hence, every cubic graph has incidence chromatic number 4 or 5, and it is known to be
NP-hard to determine if the incidence chromatic number of a cubic graph is 4 (see [12, 13]).
See [7,8,11,15,20,21] for some interesting families of graphs whose incidence chromatic numbers
are known.
In this paper, we study a list version of incidence coloring. For a multigraph G, an incidence
list assignment L of G is a function defined on I(G) such that L associates each (v, e) ∈ I(G)
with a nonempty set L(v, e). If |L(v, e)| = k for each (v, e) ∈ I(G), then we say it is an incidence
k-list assignment. When an incidence list assignment L of a multigraph G is given, we say G
is incidence L-choosable if there is an incidence coloring ϕ such that ϕ(v, e) ∈ L(v, e) for each
incidence (v, e) of G, and in this case such ϕ is called an incidence L-coloring. A multigraph G is
said to be incidence k-choosable if G is incidence L-choosable for any incidence k-list assignment.
The incidence choice number chi(G) of a multigraph G is the smallest integer k such that G is
incidence k-choosable.
Whereas the incidence chromatic number for a cubic graph is known to be at most 5 as in
Theorem 1.1, the incidence choice number of a cubic graph is firstly studied in [3] most recently
as follows.
Theorem 1.2 ( [3]). For every Hamiltonian cubic graph G, chi(G) ≤ 6.
In this paper, we generalize Theorem 1.2, as follows:
Theorem 1.3 (Main result). For a subcubic loopless multigraph G, chi(G) ≤ 6.
Note that the bound 6 is tight by considering the graph on two vertices with three multiple
edges.
By a relation to strong edge coloring, we immediately obtain the following. The list strong
chromatic index ch′s(G) of a graph G is the smallest integer k such that for every list assignment
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L on E(G) satisfying that |L(e)| ≥ k for any e ∈ E(G), there is a strong edge coloring ϕ of G so
that ϕ(e) ∈ L(e) for every edge e of G.
Theorem 1.4 (Equivalent to Theorem 1.3). For every (2, 3)-bipartite graph G, ch′s(G) ≤ 6.
Proof. Let G be a (2, 3)-bipartite graph with bipartition (A,B), say max{degG(v) | v ∈ A} ≤ 2.
For every vertex of degree 1 in A, we add a new (pendent) vertex v′ so that vv′ is an edge. If we let
G′ be the resulting graph, then G′ is a (2,3)-bipartite graph so that every vertex of one partite set
has degree exactly two. Since G is a subgraph of G′, it is sufficient to show that ch′s(G′) ≤ 6. Let
H be the multigraph such that S(H) = G′, which is obtained from G′ by suppressing every vertex
in A. Then H is a loopless subcubic multigraph, and so chi(H) = ch
′
s(G
′). Thus Theorem 1.3
implies Theorem 1.4. By a similar way, we can also prove that Theorem 1.4 implies Theorem 1.3
here.
Here are some terminologies used in this paper. A semicubic graph is a graph such that each
vertex has degree 1 or 3. A (1, 2)-decomposition of a graph G is a bipartition (E1, E2) of the
edge set E(G) such that E1 and E2 induces a 1-factor and a 2-regular graph, respectively. Note
that any graph having a (1,2)-decomposition is semicubic. We say an incidence L-coloring ϕ of
a subgraph of a multigraph G is well-extended if there is an incidence L-coloring ϕ′ of G as an
extension of ϕ.
The paper is organized as follows. Section 2 outlines the proof of the main theorem first.
Section 3 collects some known observations which will be used in our proof. Finally Section 4
completes the proof.
2 Outline of the proof of Theorem 1.3
We will prove the following two theorems, Theorems 2.1 and 2.2 in Section 4.
Theorem 2.1. For a 2-connected cubic graph G, chi(G) ≤ 6.
For a graph G and an incidence list assignment L of G, an edge e = uv of G is said to be
freely L-choosable if for any two distinct colors c1 ∈ L(u, e) and c2 ∈ L(v, e), there is an incidence
L-coloring ϕ such that ϕ(u, e) = c1 and ϕ(v, e) = c2.
Theorem 2.2. Let G be a semicubic graph with at least one pendent vertex, L be an incidence
6-list assignment of G. Suppose that the graph obtained from G by deleting all pendent vertices
of G is K1 or 2-connected. Then every pendent edge of G is freely L-choosable.
We also mention one fact in graph theory.
Fact 2.3. For a cubic graph G, G has a cut-vertex if and only if it has a cut edge.
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Here, we give a proof of the main result, using Theorems 2.1 and 2.2.
Proof of Theorem 1.3. Let G be a minimum counterexample with respect to the number of ver-
tices. Then there is an incidence 6-list assignment of G such that G is not incidence L-choosable.
Note that G is connected. First, we will show the following.
Claim 2.4. The graph G is cubic and has no multiple edge.
Proof of Claim 2.4. Suppose that G has a vertex v of degree at most 2. By minimality, G − v,
which is the graph obtained from G by deleting the vertex v, has an incidence L-coloring ϕ. Let
e1 = vu1 and e2 = vu2 be the edges incident to v. (Note that it may hold that u1 = u2.) Then
the number of available colors at each of L(v, e1) and L(v, e2) is at least four and the number of
available colors at each of L(u1, e1) and L(u2, e2) is at least two. By choosing colors from L(u1, e1)
and L(u2, e2) first, it is easy to see that ϕ is well-extended to an incidence L-coloring of G, which
is a contradiction. Hence, G is a cubic.
Next, we will show that G is a simple graph. Suppose that there is a pair of vertices u and
v having multiple edges. If there are three multiple edges between u and v, then G has only
two vertices u and v and three multiple edges, and so |I(G)| = 6 and G is incidence 6-choosable.
Suppose that there are exactly two multiple edges e1 and e2 between u and v. Let u1 and v1 be
the another neighbor of u and v, respectively. Let G′ = G− {u, v}, which is the graph obtained
from G by deleting the vertices u and v. By minimality of G, G′ has an incidence L-coloring ϕ.
In the following, for an incidence (x, f) of G not in G′, we let L′(x, f) be the set of available colors
at that incidence under ϕ. Note that for an incidence (x, f) of G not in G′, the following hold.
For every incidence (x, f) on an edge joining u and v, |L′(x, f)| ≥ 6. For the other incidences, if
u1 6= v1, then
|L′(u1, uu1)|, |L′(v1, vv1)| ≥ 2, |L′(u, uu1)|, |L′(v, vv1)| ≥ 4,
and if u1 = v1, then
|L′(u1, uu1)|, |L′(v1, vv1)| ≥ 4, |L′(u, uu1)|, |L′(v, vv1)| ≥ 5.
See Figure 3.
Case (i) Suppose that there is a color c ∈ L′(u, uu1) ∩L′(v, vv1). Then after giving the color c to
both (u, uu1) and (v, vv1), note that there are a sufficient number of available colors at each of
L′(u1, uu1) and L′(v1, vv1). More precisely, if u1 6= v1, then there is at least one available color in
each of L′(u1, uu1)− {c} and L′(v1, vv1)− {c}, and the colors for them may be same. If u1 = v1,
then there are at least three available colors in each of L′(u1, uu1)−{c} and L′(v1, vv1)−{c} and
the colors for them should be distinct. Then the number of the remaining incidences is four, and
the number of available colors at each of them is also four. Thus, we can extend ϕ to an incidence
L-coloring of G.
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v1
(2) (2)
(4) (4)
(6)
(6)
(6)
(6)e2
e1
e2
e1
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u1 = v1
v
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(6)
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Figure 3: An illustration for Claim 2.4. The bold number in the parenthesis on each incidence
(x, f) denotes a lower bound of |L′(x, f)|.
Case (ii) Suppose that L′(u, uu1)∩L′(v, vv1) = ∅. Then |L′(u, uu1)∪L′(v, vv1)| ≥ 8, and so there
is a coloring c ∈ (L′(u, uu1) ∪ L′(v, vv1)) − L′(u, e1). If c ∈ L′(u, uu1), then we give the color c
to (u, uu1). If c ∈ L′(v, vv1), then we give the color c to (v, vv1). Then, there are a sufficient
number of available colors at each of L′(u1, uu1) and L′(v1, vv1). If u1 6= v1, then there is at least
one available color. If u1 = v1, then there are at least two available colors. Then the number of
available colors at (u, e1) is four, and those of the other remaining incidences are at least three,
and so we can extend ϕ to an incidence L-coloring of G.
Hence, in any case, we can find an incidence L-coloring of G, which is a contradiction.
By Claim 2.4, G is simple and cubic. If G is 2-connected, then it holds by Theorem 2.1.
Suppose that G is not 2-connected. Then by Fact 2.3, G has cut edges, and let K be the set of
all cut edges of G (and so K 6= ∅). Let G1, . . ., Gm be the components of G −K, which is the
graph obtained from G by deleting the edges in K. Note that each Gi is K1 or 2-connected. For
each i ∈ {1, . . . ,m}, we let G∗i be the graph obtained from Gi by adding all edges in K incident
to a vertex of Gi. See Figure 4.
G1G2 G3
G4
G5
G6
e∗2
e∗5
e∗4
e∗3 e∗6
G2
e∗i
G∗i for i ∈ {2, 4, 5, 6}
G1
e∗2 e∗3
G∗1
G3
e∗5
e∗4
e∗3 e∗6
G∗3
Figure 4: An illustration for graphs Gi and G
∗
i in the proof of Theorem 1.3
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Let G be the graph whose vertices are G1, . . . , Gm, and Gi and Gj are adjacent if and only if
there is a cut edge between a vertex of Gi and a vertex of Gj . Then it is easy to see that G is a
tree and the number of edges in G (actually in K) between Gi and Gj is at most one. Thus we
can relabel the vertices of G so that for each i ∈ {2, . . . ,m}, Gi is adjacent to exactly one Gj for
some j ∈ {1, . . . , i− 1}, and so we let e∗i be the edge of G∗i between Gi and such Gj . See Figure 4
for an illustration.
Note that each G∗i is semicubic at least one pendent edge, and the graph obtained from G
∗
i
by deleting all pendent vertices is Gi, which is K1 or 2-connected. By Theorem 2.2, G
∗
1 has
an incidence L-coloring. Suppose that G∗1 ∪ · · · ∪ G∗i has an incidence L-coloring ϕ for some
i ∈ {1, . . . ,m}. Then among the incidences of G∗i+1, only two incidences on the edge e∗i+1 are
precolored under ϕ. By applying Theorem 2.2 to G∗i+1 and e
∗
i+1, it follows that ϕ is well-extended
to an incidence L-coloring of G∗1 ∪ · · · ∪G∗i ∪G∗i+1. Hence, by repeating the arguments, we obtain
an incidence L-coloring of G.
3 Preliminaries
We note that from now on, any graph always means a ‘simple’ graph. In this section, we collect
some observations. The first lemma easily follows from the fact that each incidence of a subcubic
graph G has at most 7 forbidden colors from its adjacent incidences.
Lemma 3.1. Let G be a subcubic graph, and L be an incidence 6-list assignment of G. Let ϕ be
an incidence L-coloring of a subgraph H of G. If e, e′ ∈ E(G)\E(H) and e is incident to e′, then
there is an extension ϕ′ of ϕ so that ϕ′ is an incidence L-coloring of H + e. (See Figure 5.)
e e′
Unshaded edges are not precolored under φ.
We can extend φ by choosing coloring for the incidences on e.
Figure 5: An illustration for Lemma 3.1
The following lemma was presented in [3], and we write its proof here for the sake of com-
pleteness.
Lemma 3.2 (Claim 3, [3]). Let G be a subcubic graph, L be an incidence 6-list assignment of G.
Let v0, v1, v2 be three vertices so that v0v1, v1v2 ∈ E(G) and v0v2 6∈ E(G). Suppose that for each
i ∈ {0, 1}, there is an edge evi = viui incident to vi so that ev0 and ev1 do not share an endpoint
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and u1 6= v2. (See Figure 6.) Then there exist α ∈ L(u0, ev0), β ∈ L(v0, ev0), γ ∈ L(u1, ev1),
δ ∈ L(v1, ev1), and η ∈ L(v2, v1v2) with α 6= β, δ 6= γ, and δ 6= η satisfying the following:
|L(v0, v0v1) ∩ {α, δ}| ≤ 1 and |L(v1, v0v1) ∩ {β, γ, η}| ≤ 1. (1)
ev0 ev1
u0 u1
v0 v1 v2
α γ
β δ η
Figure 6: An illustration for Lemma 3.2
Proof. We first deal with the incidence (v1, v0v1). For simplicity, let B = L(v0, ev0), C =
L(u1, ev1), and E = L(v2, v1v2). If B ∩ C ∩ E 6= ∅, then we set β = γ = η = µ for some
µ ∈ B ∩ C ∩ E, and so (1) holds for (v1, v0v1). Suppose that B ∩ C ∩ E = ∅. If B, C, and E
are pairwise disjoint, then each of B ∪ C, C ∪ E, B ∪ E has 12 elements, and so for some two
X,Y ∈ {B,C,E} so that |X − L(v1, v0v1)| ≥ 1 and |Y − L(v1, v0v1)| ≥ 1, which implies that can
choose β, γ, and η in such a way that |L(v1, v0, v1) ∩ {β, γ, η}| ≤ 1. Suppose that B ∩ C 6= ∅
(the cases B ∩ E 6= ∅ and C ∩ E 6= ∅ are similar). We first set β = γ = µ for some µ ∈ B ∩ C.
If µ 6∈ L(v1, v0v1), then for any η ∈ E, |L(v1, v0v1) ∩ {β, γ, η}| ≤ 1. If µ ∈ L(v1, v0v1), then
there exists η ∈ E \ L(v1, v0v1) (note that E \ L(v1, v0v1) = ∅ implies that µ ∈ B ∩ C ∩ E, a
contradiction.) and so that |L(v1, v0v1) ∩ {β, γ, η}| ≤ 1.
We now deal with the incidence (v0, v0v1). For simplicity, let A
′ = L(u0, ev0) \ {β} and
D′ = L(v1, ev1)\{γ, η}. Note that |A′| ≥ 5 and |D′| ≥ 4. If A′∩D′ 6= ∅, then we set α = δ = µ for
some µ ∈ A′∩D′, so that |L(v0, v0v1)∩{α, δ}| ≤ 1. Suppose that A′∩D′ = ∅. Then |A′∪D′| ≥ 9.
Then A′ ∪D′ −L(v0, v0v1) 6= ∅, and so take µ ∈ A′ ∪D′ −L(v0, v0v1). Note that either µ ∈ A′ or
µ ∈ D′. If µ ∈ A′, then let α = µ, and so |L(v0, v0v1) ∩ {α, δ}| ≤ 1 for any δ. If µ ∈ D′, then we
set δ = µ, so that |L(v0, v0v1) ∩ {α, δ}| ≤ 1 for any α. This completes the proof.
We mention a result in [14] and add its proof here for the sake of completeness.
Lemma 3.3 (Proposition 3, [14]). Let G be a semicubic graph with exactly one pendent vertex v
such that G− v is 2-connected. Then G has a (1,2)-decomposition.
Proof. We will show thatG satisfies Tutte’s condition. Let q(H) be the number of odd components
of a graph H. Let S ⊆ V (G), C be an odd component of G − S. Since the sum of degrees of
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the vertices of G is even, G has an odd number of edges between S and C. Since G has only one
bridge, G−S has at least 3 such edges except at most one connected component. The number of
edges between S and G−S is at least 3(q(G−S)−1)+1 = 3q(G−S)−2. Then 3q(G−S)−2 ≤ 3|S|
and so q(G− S) ≤ |S|. Therefore G satisfies the Tutte’s condition.
We finish the section by mentioning a result of incidence choosability of a cycle.
Lemma 3.4 (Theorem 5, [3]). For every cycle C of length n, chi(C) ≤ 4 and chi(C) = 3 if and
only if n is a multiple of 3.
4 Proofs of Theorems 2.1 and 2.2
First, we define several notions for the proof. A graph in which of each block is either a cycle or a
K2 is said to be cycle-tree if no two pendent edges are adjacent. Note that an edge of a cycle-tree
not on a cycle is a cut edge. We call a cycle C of a cycle-tree a pendent if the cycle is a pendent
block.
Let G be a connected graph having a (1,2)-decomposition (E1, E2). For simplicity, let C(G;E2)
be the graph whose vertices are corresponding to the cycles of G[E2] and two vertices correspond-
ing to two cycles C and C ′ of G[E2] are adjacent if and only if there is an edge in G between
C and C ′. Then from a spanning tree T of C(G;E2), we naturally obtain a minimal cycle-tree
G
C(0)
C(1)
C(2)
C(3)
C(4)
C(5)
GT
Non-root pendent cycles of GT
are C(3),C(4),C(5)
C(G;E2) T
Figure 7: A semicubic graph G with a (1,2)-decomposition (E1, E2) (E2 are the shaded edges in
the leftmost figure), the graph C(G;E2), a spanning tree T of C(G;E2), a cycle-tree GT with the
structure T
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GT as a subgraph of G containing the graph G[E2] (This may not be unique by the choice of cut
edges of the cycle-tree.), which comes from the definition of C(G;E2). In this case, this cycle-tree
GT is a cycle-tree with the structure T . See Figure 7.
Recall that Depth-First-Search (DFS for short) is an algorithm to find a spanning tree of a
graph, (called a DFS-tree in the following) and it gives a natural vertex ordering of the graph
and we call it a DFS ordering. For instance, an ordering C(0), C(1), . . . , C(5) of the cycles in
Figure 7 is a DFS-ordering. Let T be a DFS-tree with an ordering C(0), C(1), . . . , C(m) and GT
be a cycle-tree with the structure T . For a non-root cycle C(i) of GT , the parent vertex p(C(i)) of
C(i) is defined to be a vertex on C(j) for some j < i, which is an endpoint of the cut edge joining
a vertex C(i) and a vertex C(j).
First we state a useful lemma, which will be proved later. An almost cubic graph is a graph
such that every vertex has degree three, except at most one vertex.
Lemma 4.1. Let G be an almost cubic connected graph with a (1,2)-decomposition (E1, E2) and
L be an incidence 6-list assignment of G. Let GT be a cycle-tree with the structure T , where T is
a DFS-tree of C(G;E2). Then G is L-choosable. Moreover, an edge e∗ incident to the root cycle
C(0) is freely L-choosable if one of the following cases holds (see Figure 8):
(i) e∗ = x0x1 is an edge on C(0) : x0x1 . . . , xn−1 (n ≥ 7) such that x2x4, x3x5, x1x6 ∈ E(G);
(ii) e∗ is a pendent edge;
(iii) e∗ is not a cut edge of GT , e∗ is incident to a non-root pendent 6-cycle x1x2 . . . , x6 of GT
where x2x4, x3x5 ∈ E(G) and x1 is an endpoint of e∗.
We also mention a famous theorem called Petersen’s theorem.
x2
x3
x4
x5 C(0)
x0
x1
x6
e∗
C(1)
C(2)
C(3)
(i)
C(0)
C(1)
C(3)
(iii)
e∗
x5
x6
x1
x2
x3
x4
C(2)
C(0)
C(1)
C(2)
C(3)
e∗
(ii)
Figure 8: An illustration for Lemma 4.1
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G0
G
y
x
e∗
Gadget
=⇒ G0
G′
y
x
e∗
Figure 9: An illustration for the proof of Theorem 2.2
Theorem 4.2 (Petersen’s theorem [18]). A 2-connected cubic graph contains a perfect matching.
Now we are ready to prove the theorems.
Proof of Theorem 2.1. Let G be a 2-connected cubic graph. By Theorem 4.2, G has a perfect
matching, and so it has a (1,2)-decomposition. By Lemma 4.1, Theorem 2.1 follows.
Proof of Theorem 2.2. Take a pendent edge e∗. Let G0 be the graph obtained from G by deleting
all pendent vertices of G. First, suppose that G0 = K1. Then G is K2 or K1,3, and it is easy to
see that the theorem is satisfied. Now suppose that G0 is 2-connected. We will define an almost
cubic graph G′ with at most one pendent vertex as follows. For two pendent vertices x and y of
G, we attach the gadget graph as in Figure 9 so that x and y are identified with the vertices of
degree two in the gadget. We repeat this process until we have at most one pendent vertex in G.
In addition, we can find such G′ so that e∗ is the remaining pendent edge of G (if it has.).
Let G′ be a resulting graph and L′ be an incidence 6-list assignment of G′ which is an extension
of L. Note thatG′ is a semicubic graph with at most one pendent vertex, andG′ minus the pendent
vertex is 2-connected. By Lemma 3.3 G′ has a (1,2)-decomposition (E′1, E′2). Let C′ = C(G′, E′2)
for simplicity. We divide into two cases according to the existence of a pendent vertex in G′.
(Case 1) Suppose that G′ has a pendent vertex. Then the edge e∗ is a pendent edge of G′. We
find a cycle-tree G′T ′ with the structure T ′ of G′ so that T ′ is a DFS-tree of C′ whose root cycle
is the cycle incident to e∗. By (ii) of Lemma 4.1, e∗ is freely L′-choosable.
(Case 2) Suppose that G′ has no pendent vertex. Then there is a pendent edge f∗ of G such that
f∗ is paired with e∗ in the construction of G′. Note that e∗ ∈ E′1 if and only if f∗ ∈ E′1. Let H∗
be the gadget graph attached to e∗ and f∗ in the construction of G′. First, suppose that e∗ ∈ E′1.
Then f∗ ∈ E′1 and so e∗ is incident to two cycles in G′[E′2], and let C(0) be the cycle incident to
e∗, so that C(0) is the cycle whose vertices are in V (G′)−V (H∗). Take a DFS-tree T ′ of C′ whose
root cycle is C(0). In addition, we can let the 6-cycle of G′[E′2] contained in V (H∗) a pendent
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cycle in T ′, by considering the cycle incident to f∗ first in a DFS-tree T ′. Moreover, in this case,
e∗ is not an cut edge of GT . By (iii) of Lemma 4.1, e∗ is freely L′-choosable. Thus, e∗ is freely
L-choosable in G.
Now suppose that e∗ ∈ E′2. We may assume that there is a cycle C(0) of G′[E′2] which includes
V (H∗) and the edge e∗. Note that its length is at least 7. We take a DFS-tree T of C′ whose
DFS-ordering is starting with C(0). Then by (i) of Lemma 4.1, e∗ is freely L′-choosable.
We finish the section by giving the proof of Lemma 4.1. The idea of the proof comes from a
cycle-tree obtained by DFS algorithm.
Proof of Lemma 4.1. We may assume that G has at least 7 vertices. To see why, suppose that G
has at most 6 vertices. If G is one of K4, the graphs G1 and G2 in Figure 10, then it is Hamiltonian
cubic, and so chi(G) ≤ 6 by Theorem 1.2. In addition, when G = K4, G1 or G2 in Figure 10,
none of its edges is satisfying the cases in the ’moreover‘ part of the lemma. Suppose that G is
none of K4, G1 and G2. Then, since G is almost cubic with a (1,2)-decomposition (E1, E2), G is
the graph G3 in Figure 10, and this is the case (ii). Then we can always find a forest F containing
G1 G2
e∗
G3
Figure 10: The shaded edges indicate the cycle C∗ in the proof of Lemma 4.1.
e∗ so that G− F is a cycle C∗ of length 3. Then we choose colors for the incidences on the edges
of F first, and during this choice, we can always choose colors for the incidences on e∗ first. Each
of the incidences on the remaining edges (edges on C∗) has at least three available colors and C∗
is a cycle of length a multiple of 3. Thus by Lemma 3.4, the lemma follows.
In the following, we assume that |V (G)| ≥ 7. Since E1 is a 1-factor of G, we denote by ev the
edge of E1 incident to v, for each vertex v of G.
Claim 4.3. If C is either a unique cycle of GT or a non-root pendent cycle of GT , then there is
a triple (v0, v1, v2) of vertices consecutive along C satisfying (A1)∼ (A3):
(A1) v0v2 6∈ E(G);
(A2) any two of ev0, ev1, e
∗ do not share an endpoint;
(A3) v2 is not an endpoint of e
∗.
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In this case, we let
IC = {(u, e) | e ∈ {ev0 , ev1}} ∪ {(v2, v1v2)}.
Then, moreover, for every two non-root pendent cycles C and C ′ of GT , (v, e) ∈ IC and (v′, e′) ∈
IC′ are not adjacent.
Proof. First, suppose that C is a unique cycle of GT . Then C has length at least 7. For the case
(i), let (v0, v1, v2) = (x4, x5, x6). We suppose not the case (i). Then G has at most one pendent
edge, say e∗. Then C minus the endpoints of e∗ has at least five vertices y0, y1, . . . , y4 consecutive
along C so that none of them is not an endpoint of e∗. If y0y2 6∈ E(G) or y1y3 6∈ E(G), then
either (y0, y1, y2) or (y1, y2, y3) is a desired triple of vertices. If y0y2 ∈ E(G) and y1y3 ∈ E(G),
then (y4, y3, y2) is a desired triple.
We suppose that C is a non-root pendent cycle of GT . Note that m ≥ 1. Let q be the vertex
of C which is incident to a cut edge of GT . Suppose the case (iii). That is, C : x1x2 . . . , x6 is a
6-cycle such that x2x4, x3x5 ∈ E(G) and x1 is an endpoint of e∗. We take v1 a neighbor of q on
C, so that ev1 6= e∗. And then let v0 be a neighbor of v1 on C such that v0 6= q. Then (v0, v1, q)
is a desired triple. If it is not the case (iii), then we take any triple (v0, v1, q) of three vertices
consecutive along C (this is possible since |C| ≥ 3).
The ‘moreover’ part follows from the fact that T is a DFS-tree, since for a non-root pendent
cycle C with a triple (v0, v1, v2) obtained above, each edge e ∈ {ev0 , ev1} is either a chord of C or
incident to a cycle C ′ which is not a non-root pendent cycle.
x2
x3
x4 = v0
x5 = v1
x0 = u
∗
x1 = v
∗
x6 = v2
e∗
Hamilton cycle of G
C
Hamilton cycle of G− v
C
u∗ v∗
v2
v1
v0
ev0
ev1
e∗
Figure 11: An illustration for some cases for the proof of Claim 4.3
Now we choose colors for the incidences by the following steps. We state the steps and explain
brief reasons. We let C(0), . . ., C(m) be a DFS-ordering where m ≥ 0. Let M be the set of the
cut edges of GT , and let e∗ = u∗v∗.
Step 1. We choose colors for the incidences on the edge e∗ (if such e∗ in the cases exists).
Step 2. If C is either a unique cycle or a non-root pendent cycle C of GT , then letting (v0, v1, v2)
be a triple found in Claim 4.3, we choose colors α, β, γ, δ, η for the five incidences in IC
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(defined in Claim 4.3), so that they satisfy (1) in Lemma 3.2. We note that the Step 2 is
valid by Claim 4.3.
Step 3. For case (i), we choose colors for the incidences on the edges in E1−(M∪{x1x6}). For the
other cases, we choose colors for the remaining incidences on the edges in E1 −M . This
step is valid by Lemma 3.1, since there is some uncolored incident edge in each coloring
step.
Step 4. We take a cycle C(i) in GT with the smallest index i such that an incidence on some edge
of C(i) is not colored yet. In the case where C(i) is a unique cycle or a non-root pendent
cycle of GT , let (v0, v1, v2) be the triple found in Claim 4.3. In the following, except the
incidences (v1, v0v1) and (v0, v0v1), existence of remained possible colors is guaranteed by
Lemma 3.1.
(a) Suppose that i = 0 and m = 0. See the left figure of Figure 11. We choose colors
for the incidences on the edges on the (v2, u
∗)-section of C not containing v∗ one by
one, starting from the edge u∗xn−1. Then we choose colors for the incidences on the
edge x1x6 and then for the incidence (v1, v1v2), and then for the incidences on the
edges v∗x2, x2x3, x3x4, one by one. We choose colors the incidences (v0, v0v1) and
(v1, v0v1) on the edge v0v1. Here, we note a brief reason why we can choose those
colors. Even though the second lastly chosen incidence (v0, v0v1) has 6 precolored
adjacent incidences, they are using at most five colors by (1) in Lemma 3.2, and so
we still have at least one available color for the incidence (v0, v0v1). Similarly, the
lastly chosen incidence (v1, v0v1) has 7 precolored adjacent incidences using at most
five colors by (1) in Lemma 3.2, and so we still have at least one available color for
(v1, v0v1).
(b) Suppose that i = 0 and m ≥ 1. Let p = p(C(1)), and note that p is a vertex of C(0).
If it is not the case (i), then we choose colors for the incidences on the edges of C(0)
one by one along C(0), starting from the parent vertex p. Suppose that it is the case
(i). Then we consider the path C(0)− e∗, and consider the (u∗, p)-section P1 and the
(v∗, p)-section P2 of C(0)−e∗. We choose colors for the incidences on the edges of P1
one by one along P1 starting from the vertex u
∗, and choose colors for the incidences
on the edges of P2 one by one along P2 starting from the vertex v
∗.
(c) Suppose that C(i) is a non-root, non-pendent cycle in GT . For the parent vertex
p = p(C(i)) of C(i), first we choose colors for the incidences on ep. Note that, from
the definition of a DFS-tree, there is a cycle C(j) in GT so that j > i, and let
p′ = p(C(j)). Then we choose colors for the incidences on the edges of C(i) one by
one along C(i), starting from the vertex p′.
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(d) Suppose that C(i) is a non-root pendent cycle in GT . Then we choose colors for the
incidences on ep where p = p(C
(i)) first, and then choose a color for the incidence
(v1, v1v2), and then we determine the remaining incidences on the edges of C
(i) one
by one along C(i), starting from the vertex v2 so that the incidences on the edge v0v1
are lastly chosen. Especially, the colors for (v1, v0v1) and (v0, v0v1) can be chosen
by (1) in Lemma 3.2 (similar to (a)).
Step 5. Repeat Step 4 until we choose colors for all incidences of the cycles of GT .
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