Abstract-The development of single-molecule force spectroscopy (SMFS) technique, especially the atomic force microscope (AFM) based SMFS technique, has been widely applied to the studies of receptor-ligand at single-cell and single-molecule level and has greatly enhanced the understanding of biological activity like the drug action on the cells. The studies have shown that three types of acting forces between proteins and ligands, specific binding, non-specific binding, and non-interaction, can be distinguished manually according to the characteristics of force curves for further analysis. However the efficiency of manual classification of such force curves is low and results in difficulty in analyzing large set of experimental data. In this study, we demonstrate a machine learning based approach to automatic classification of the three types of force curves and a low pass filter for noise removal, independent component analysis for dimensionality reduction and support vector machine for data classification are involved in this process. It is validated by the experiments that the three types of force curves recorded using AFM can be effectively and efficiently classified with the proposed approach.
I. INTRODUCTION
Malignant lymphomas are listed in the 10 most frequent types of cancers with a deep increase in their prevalence of 7% per year worldwide [1] . In the United States, B-cell lymphomas are the major subtype of lymphomas and account for 80% to 85% of total lymphoma cases [2] . Rituximab, a chimeric monoclonal antibody (mAb) against the protein CD20 on the surface of immune system B cells, has revolutionized the treatment of B-cell non-Hodgkin lymphomas (NHL) [3] . Despite its success in treatment of B-cell NHL, response to therapy with rituximab varies and there are a significant proportion of patients presenting innate or acquired adaptive resistance to the therapy [4] . In order to investigate the mechanism of B-cell resistance to rituximab-mediated cytotoxicity, Li et al. studied the specific binding force between the CD20 molecules and rituximab and the distribution density of the CD20 on the surface of malignant B cells from clinical B-cell NHL patients by the single-molecule force spectroscopy (SMFS) technique using the robotic atomic force microscopy (AFM) [5] , [6] . The AFM-based SMFS, by linking ligands onto AFM tip, has emerged as a powerful tool to investigate the force and motions associated with biological molecules and enzymatic activities [7] . In the works by Li et al. , the experiments to study the interaction between the CD20 molecules and rituximab were carried out and three types of force curves, specific binding force curve, non-specific binding force curve, non-interaction force curve were collected with different shapes [5] , [6] , [8] . His experimental results improved the understanding of effect of rituximab on the CD20 molecules on cancer surface and laid a foundation for studying the prediction method of drug efficacy at cellular scale with the specific binding force and the distribution of CD20. In his studies, one of the necessary procedures is to manually distinguish the specific binding force curves from the other two types of curves, non-specific binding force and non-interaction force curves. However manual recognition of the force curves is time-consuming and is not realistic especially for large set of data. Therefore an automatic approach to identifying the types of force curves is required. In this paper, we proposed a machine learning based approach to realize the automatic classification of the three types of force curves. In this approach, a low pass filter was used to filter out the noises and then independent component analysis (ICA) was applied for the dimension reduction (DR) of the smoothed force curve data in order to avoid the curse of dimensionality. ICA, introduced by C. Jutten and B. Ans [9] , is a statistical technique for linear dimension reduction with the goal to find several statistically independent components in non-Gaussian data, and has been widely used in many fields such as brain imaging analysis, signal processing and telecommunications [10] . Principle component analysis (PCA) is another popular algorithm for linear dimension reduction. However, PCA method only uses the second-order statistical information with the goal to find uncorrelated components. Independency is a much stronger property than uncorrelatedness and the independent components contains more useful information than principal components. It has been shown that ICA rather than PCA is more appropriate for time series analysis [11] . The force curves are essentially time series data even though the force or deflection of cantilever is represented as the function of the indentation displacement of tip on cells. Therefore, in this study, ICA is chosen for the dimension reduction of force curves. Lastly the data with noise removal and dimension reduction were fed to the support vector machine (SVM) for force curve classification. SVM with a sound theoretical basis is a popular and highly competitive method for data classification with good generalization performance on a wide variety of problems such as handwriting recognition [12] and face detection [13] . 
II. MATERIALS AND METHODS

A. Materials
Cancer B cells were provided by Chinese Affiliated Hospital of Military Medical Academy of Sciences through the standard procedures of bone marrow aspiration. The sample contains cancel B cells and normal cells. Because CD20 is expressed on both cancer B cells and normal cells, it is needed to distinguish B cells from normal cells for further studying the CD20-Rituximab specific binding force. In this study, ROR1 fluorescence labeling was used to recognize cancer cells because ROR1 is a specific cellular surface marker expressed on B cell lymphomas but not on the normal cells [5] , [14] , [15] . To measure the CD20-Rituximab specific binding force, the AFM tip was functionalized in order to link rituximab on the AFM tip. In this process, the utilized MLCT AFM tip was silicon nitride and NHS-PEG3500-MAL molecules was used as linkers to attach rituximab on the AFM tip. The procedure of ROR1 labeling was according to the description in the reference [5] and the procedure of sample preparation and tip functionalization were according to the references [6] , [16] .
After the selection of cancer B cells with ROR1 labeling and the tip functionalization, the Catalyst AFM, which was set on an inverted fluorescence microscope, was used to measure the specific CD20-Rituximab binding force. The schematic diagram to measure the force is shown in Fig. 1 . The AFM tip with the guidance of fluorescence firstly approached and contacted the B cell sample with possibility to make the rituximab bind with CD20. The force between the tip and cell leads to a deflection of the cantilever. Then the tip retracts from the cell. The whole process can be recorded by the photodiode detector of the AFM system. Deflection of the probe versus z-positions of tip is the force curves. Three types of force curves, specific binding force curve, non-specific binding force curve, non-interaction force curve, are collected in the experiments in this study.
B. Methods
In order to realize automatic classification of force curves, a machine learning based approach is proposed in this study and the whole process consists of a cascade of three steps: noise removal by a low pass finite impulse filter (FIR), dimension reduction by independent component analysis (ICA), and force curve classification by support vector machine (SVM).
Because the difference among the three types of force curves mainly occurs in the process of retraction of tip form the cell, only the retraction part of force curves were used for the force curve classification. Due to the perturbation by the uncertainties, such as thermal drift, noises exist in the force curves. Therefore it is necessary to smooth the force curves. In this study, a low pass finite impulse response (FIR) filter was selected to filter out noise and the order of the filter is 30. The shape of the force curves should keep unchanged after noise removal so that the intrinsic information is maintained.
The retraction force curves collected in this study contain 512 points and hence are of high dimensionality. Therefore dimension reduction is required to avoid the curse of dimensionality in machine learning. In this study, the ICA algorithm is utilized for dimension reduction. The ICA model, as defined in [17] , is described as follows:
Where
T is the observed variable, j s is the independent component, and ij a is mixing coefficient. In this study we assumed that m n d . For simplicity, equation (1) can be formulated in the form of matrices as follows:
where X is observed matrix, A is the mixing matrix, and S is source matrix. The matrices A and S are unknown. In order to get the low dimensional data, we need to estimate the matrix A and matrix S . The popular approach is to find a demixing matrix W so that the variables j y in Y WX are estimates of j s up to scaling and permutation. Hence W is an estimate of the pseudo inverse of matrix A up to scaling and permutation of the rows of matrix W . FastICA algorithm was applied to estimate the matrix A and matrix S [18] , [19] . The procedure of the algorithm is described as follows [9] :
Step 1: Center the data to make its mean to be zero.
Step 2: Whiten the data.
Step 3: Choose the number of independent components.
Step 4: Initiate the value of unit vector of , 1, , , i w i m.
Step 5: Update the value of , 1, , ,
Where 3 ( ) g u u .
Step 6: Orthogonalize , 1, , .
, .
Step 7: Normalize , 1, , ,
Step 8: If not converged, go back to step 5.
When using the algorithm to do DR, the number of independent components should be determined firstly. In this study, the method to determine the number of independent components is to select the least number m that makes the following inequality hold:
Where 1 , ,ˆˆ ,ˆ n X x x AS and ε is a threshold. With ICA, the shape difference of the three types of force curves should be preserved in the data with reduced dimensionality. By changing the value of ε , we can control the maximal distance between i x and ˆi x with the corresponding number of independent components. That is to say, we can get the dimension of data with reduced dimensionality by setting the value of ε with the condition that the difference of the force curves is preserved in data after dimensionality reduction. Let us assume that a classifier was trained using the data with dimensionality reduction by ICA, we can use the classifier to classify new force curves. Because the classifier was trained using the data with reduced dimensionality, the force curves to be classified must be performed with dimension reduction. But the ICA algorithm used to do DR is not incremental. We can't use the ICA algorithm to do DR. The reason is as follows: a) If the number of force curves to be classified is more than the number of independent components of training data. When ICA algorithm was performed on the data. We can't make sure that the independent components of the training data are identical to the independent components of the data to be classified.
b) If the number of force curves to be classified is less than the number of independent components of training data, the situation is called ICA with over-complete bases. It is difficult problem [9] .
We solve the problem another way. The problem can be formulated as follows:
Where new X is the new data to be classified,Ŝ is the independent components of training data, and new A is corresponding data with reduced dimensionality. In (10), new X and Ŝ are known and new A is unknown. Solving (10), we can get the solution of (10):
Where ˆ S is Penrose-Moore generalized inverse of Ŝ , and ˆn ew A is an optimal solution of (10) defined by the following optimization problem:
The last procedure the force curve recognition in the proposed approach is to classify the data with dimension reduction using a proper classifier. In this study, SVM was selected as the classifier and the data with dimension reduction was fed to SVM. SVM is a very effective method for classification. As is shown in Fig. 2 , SVM constructs an optimal separating hyperplane between the two classes with maximal margin, which can be formulated as: ; the penalty C will be finite or +f . Problem Figure 4 . Filtering out the noise of the three types of force curves.The red curves are orignal curves and blue curves has been filtered out noise. trick can be applied in (14) . Problem (14) can be solved by sequential minimal optimization algorithm [20] .
III. RESULTS AND DISCUSSION
The entire experiment was conducted using MATLAB. 138 force curves were used with 46 each type respectively. As shown in Fig. 3 , the difference in the three types of force curves mainly occurs in the process of retraction of the AFM tip from the cell sample. So only the retraction part of the force curves were used for further classification. We also replaced the horizontal coordinate of the force curves with the relative position of the force curves and move the first point of the force curve to the origin of coordinate without changing the shape of force curves. To remove the effect of the noises in the force curves on classification, a low pass finite impulse filter of order 30 was selected to filter out noise. As shown in Fig. 4 , most of the noises have been filtered out and the shapes of the three types of force curves were kept unchanged, indicating that the information of force curves was preserved. The smoothed data were performed for DR with the ICA algorithm. The FastICA toolbox was used in this study [21] . Because the goal of dimensionality reduction is to use much smaller dimension of data without significant loss of information, according to (9) , the value of H was varied to control the information loss. In this experiment the H was set to 34%. As shown in Fig. 5 , the number of independent components is determined to be 8. The force curves can be reconstructed with the 8 independent components. As shown in Fig. 6 , the blue curve was the reconstruction curves using the data with dimensionality reduction. The average and variance distance between reconstruction curves and original smoothed force curves are 12.14% and 0.4%, respectively. It is obviously that the shapes of reconstruction curves are almost identical to the original ones, indicating that we have used far less dimension to represent data without significantly information loss. As described above, the ICA algorithms are not incremental, which means that the ICA algorithm cannot be used to do the dimensionality reduction for the new force curves. We turned to solve the problem in equation (10) and achieved the optimal representation of the new curves in the same vector space as the training data. The average and variance distance between the reconstruction curve and corresponding smoothed force curve are 5.41% and 1.17%, respectively. Similarly, as shown in Fig. 7 , the shapes of reconstruction curves are almost identical to those of the original smoothed ones, indicating that the data we get are rational. After the procedure of dimensionality reduction, the data with reduced dimensionality were fed to the SVM with linear kernel. In the experiment, 108 of the force curves with 36 each type were used for training the classifier and the rest 30 curves with 10 each type were used as testing data. The results validated the approach with the classification accuracy of 100%.
IV. CONCLUSION
The force curves can provide vital information about biological activities at single-cell and single-molecule level. In order to analyze the information contained in the curves efficiently, a machine learning based approach to automatic classification of the three types of force curves was proposed. Figure 6 . Dimensionality redution by ICA algorithm. The red curves are training data before dimensionality reduction and blue curves are reconstruction curves by using the data with reduced dimensionality. The whole process consists of three procedures, noise removal with a low pass FIR filter, dimension reduction with ICA algorithm, and curve classification with SVM. In order to do DR, the number of independent components needs to be determined. It was implied that the information of the force curves can be maintained through noise removal and dimension reduction. The experiment results validated the proposed approach with classification accuracy of 100%. This approach significantly improve the efficiency of force curve recognition compared to manual identification and will help realize automatic biological analysis based on the force curves with AFM system.
