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Abstract
A new approach to one-dimensional inverse problem was recently introduced by Barry Simon. We con-
tinue the study on an intermediate object A, which satisfies a nonlinear integro-differential equation. We
prove local solvability of this A-equation and find a necessary condition for global solvability. Some exact
solutions are presented.
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1. Introduction
We consider the inverse problem of recovering the potential q(x) in the Schrödinger equation
on the half-line x > 0,(
− d
2
dx2
+ q(x)
)
u(x, z) = zu(x, z), (1)
from measurements of the square integrable solution u(x, z) at x = 0. More precisely, if we
assume
‖q‖1 =
∞∫
0
∣∣q(x)∣∣dx < ∞, (2)
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Y. Zhang / J. Math. Anal. Appl. 321 (2006) 286–298 287then, for each z ∈C \ [β,∞) with −β sufficiently large, there is a unique solution (up to a mul-
tiplicative constant) u(x, z) of (1) satisfying u(·, z) ∈ L2(0,∞). The Weyl–Titchmarsh function
is defined by
m(z) = u
′(0+, z)
u(0+, z)
, (3)
and the inverse problem is to determine q from m. Equivalently, the data may consist of the
spectral measure or of the scattering reflection coefficient for the same Schrödinger operator [9].
This is one of the oldest inverse problems which has been investigated (Borg [2], Gel’fand–
Levitan [3] and Marchenko [5]), motivated by applications in quantum mechanics (for spherically
symmetric potentials) and seismology (for stratified media depending only on the depth variable).
A new approach to this problem has been introduced more recently by Barry Simon [9]. It
constitutes a notable improvement on older layer stripping ideas. To introduce the main ingredi-
ent in this approach, we start from the position dependent function m(x, z) defined as
m(x, z) = u
′(x, z)
u(x, z)
(4)
with u(x, z) the solution described above. (One can think of m(x, z) as the m-function for the
problem on the half-line (x,∞).) Then
m′(x, z) = u
′′(x, z)
u(x, z)
−
(
u′(x, z)
u(x, z)
)2
, (5)
so m(x, z) satisfies the Ricatti equation
dm
dx
(x, z) = q(x) − z − m2(x, z). (6)
Furthermore, q(x) can be found in the large κ asymptotics of m(x,−κ2):
m
(
x,−κ2)= −κ − q(x)
2κ
+ o(κ−1). (7)
In the inverse problem, one is only given m at x = 0. The usual layer stripping approach is to use
(for example) (7) at x = 0 to determine q(0), then assume q(x) ∼ q(0) on a small interval (0, h),
solve the Ricatti equation (6) on that interval (layer) to calculate m for x up to h, then iterate this
procedure to find q(h), etc. While relatively simple to implement, this method tends to be very
unstable: small errors in the determination of q(x) in one layer propagate to the calculation in all
subsequent layers. Simon proved there is a function A(α,x) such that
m
(
x,−κ2)= −κ −
∞∫
0
A(α,x)e−2ακ dα (8)
for κ > 12‖q‖1. His key discovery is that A(α,x) obeys the following integro-differential equa-
tion:
∂A
∂x
(α, x) = ∂A
∂α
(α, x) +
α∫
0
A(β,x)A(α − β,x)dβ. (9)
Thus A(α,x) can be calculated from A(α,0) (which is essentially the inverse Laplace transform
of the data), by solving an equation which does not involve q(x). Furthermore,
limA(α,x) = q(x) (10)
α↓0
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A-equation (9) to prove a new local uniqueness result: to determine q(x) on [0, a] one only needs
to know A(α,0) for α ∈ [0, a]. Equivalently, if m1, m2 are the Weyl–Titchmarsh functions for
two potentials q1, q2, then
Theorem 1. [9, Theorem 1.2] m1(−κ2) − m2(−κ2) = o(e−(2−)κa) for any  > 0 if and only if
q1 = q2 on (0, a).
The proof of Theorem 1 is based on showing uniqueness for solutions of the Cauchy problem
for the A-equation (9) with data at x = 0. Going beyond uniqueness results, to the use of Eq. (9) in
an inversion method for reconstructing q(x), the objective of this article is to study the solvability
of Simon’s A-equation.
Recent works by C. Remling [11,12] characterize the set of A function on (0, a), and establish
a sufficient and necessary condition on A(α,0) for the solvability of (9) on 0  x  a, 0 <
α < a − x using spectral theory. In this article, we obtain directly from A-equation a sufficient
condition on A(α,0) with 0 α  a. This result is weaker than Remling’s result.
Furthermore, we give a necessary condition on A(α,0) for global solvability of (9) on x > 0,
α > 0. It is not yet clear how this condition is related to the necessary condition on A(α,0)
for local solvability established by C. Remling [11]. Earlier work [13,14] give the necessary
condition for a function to be the spectral function ρ(λ) under a different assumption q(x) ∈
Wmloc(R
+). It’s possible to obtain a necessary condition on A(α,0) using the simple relation
between A and the spectral measure [4],
A(α,0) = −2
∞∫
0
dρ(λ)
sin(2α
√
λ)
λ1/2
.
The first general result on the Cauchy problem for the A-equation (9) with data A(α) = A(α,0)
at x = 0 is that if a is such that ∫ a0 |A(α)|dα < 1/(8a), then existence and uniqueness hold for x
in [0, a].
More precisely, if q is a general potential in L1(0,∞), then (9) needs to be understood in the
sense of distributions or, as we do below, recast as an integral equation:
A(α,x) = A(α + x,0) +
x∫
0
dy
α+x∫
y
A(λ − y, y)A(α + x − λ,y) dλ. (11)
The following solvability theorem will be obtained.
Theorem 2. Given initial data A(α,0) = f (α) ∈ L1(0, b) for some b < ∞, for any a satisfying
a < b and
a∫
0
∣∣f (t)∣∣dt < 1
8a
,
there exists a unique solution A(α,x) of (11) defined on {(α, x) ∈ R2 | 0 x  a; 0 < α < a−x}
with A(·, x) ∈ L1(0, a − x).
We also prove a corresponding stability estimate (Theorem 11). The exact analytic solution
(32) of the A-equation shows that, in general, global solvability for all x > 0 fails. The necessary
Y. Zhang / J. Math. Anal. Appl. 321 (2006) 286–298 289condition on the data A(α,0) for global solvability (Theorem 9) is given in Section 2. Section 3
presents several elementary analytic solutions. In [7] we give numerical algorithms for the solu-
tion of both the forward problem for (9) (where if q(x) = A(0, x) is given, we wish to determine
the boundary data A(α,0)) and the inverse problem (where (9) is used to reconstruct q(x) from
the data A(α,0)). In [7] we also test the performance of the numerical algorithms on the data
from Section 3 for which the known exact solutions can be used for comparison.
2. Solvability of the A-equation
In this section, the solvability of the A-equation is discussed. We will study an integral version,
the C-equation which is valid for general q .
Theorem 3. [9, Theorem 6.3] For general q , define C(γ, x) on {(γ, x) ∈ R2 | x < γ < b} by
C(γ, x) = A(γ − x, x). (12)
Then, if x1 < x2 < γ ,we have that for all (γ, x),
C(γ, x2) = C(γ, x1) +
x2∫
x1
dy
[ γ∫
y
C(λ, y)C(γ − λ + y, y) dλ
]
. (13)
Here we consider functions C(γ, x), which are defined on {(γ, x) ∈ R2 | x < γ < b}, and
introduce a new functional space X by
X =
{
C(t, x) measurable
∣∣∣∣∣ sup0xa
a∫
x
∣∣C(t, x)∣∣dt  1
4a
}
. (14)
We show that the C-equation has a unique solution in a small interval.
Theorem 4. Consider the operator
T C(t, x) = f (t) +
x∫
0
dy
t∫
y
C(λ, y)C(t − λ + y, y) dλ. (15)
Given initial data C(t,0) = f (t), and a such that ∫ a0 |f (t)|dt < 1/(8a), the equation
T C(t, x) = C(t, x) has a unique solution on Sa ≡ {(t, x) ∈ R2 | 0 x  a, x < t < a}.
Let
ρ(C1,C2) = sup
0xa
a∫
x
∣∣C1(t, x) − C2(t, x)∣∣dt. (16)
Lemma 5. 〈X,ρ〉 is a complete metric space.
Proof. It is straightforward to check that 〈X,ρ〉 is a metric space.
We now verify completeness.
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for all m,n > N ,
sup
0xa
a∫
x
∣∣Cm(t, x) − Cn(t, x)∣∣dt < .
Fix x, {Cn(·, x)} is a Cauchy sequence in L1(x, a), thus there exists C0(·, x) such that ‖Cn(·, x)−
C0(·, x)‖L1(x,a) → 0.
∀, ∃N , ∀m,n > N , ρ(Cm,Cn) < /2, and for every x, we have nx > N such that∫ a
x
|Cnx (t, x) − C0(t, x)|dt < /2.
We will prove ∀n > N , ρ(Cn,C0) < .
ρ(Cn,C0) = sup
0xa
a∫
x
∣∣Cn(t, x) − C0(t, x)∣∣dt
 sup
0xa
( a∫
x
∣∣Cn(t, x) − Cnx (t, x)∣∣dt +
a∫
x
∣∣Cnx (t, x) − C0(t, x)∣∣dt
)
 
2
+ 
2
= .
Thus {Cn(t, x)} converges to C0(t, x); moreover, C0(t, x) is in X:
sup
0xa
a∫
x
∣∣C0(t, x)∣∣dt  ρ(Cn,C0) + 14a   + 14a for all  > 0. 
Lemma 6. If ∫ a0 |f (t)|dt < 1/(8a), then the operator T , defined by (15), is a map from X to X.
Proof. Let I (x) = ∫ a
x
|T C(t, x)|dt ; using the definition of the operator T ,
I (x) =
a∫
x
∣∣∣∣∣
(
f (t) +
x∫
0
dy
t∫
y
C(λ, y)C(t − λ + y, y) dλ
)∣∣∣∣∣dt

a∫
x
∣∣f (t)∣∣dt +
a∫
x
dt
x∫
0
dy
t∫
y
dλ
∣∣C(λ,y)∣∣∣∣C(t − λ + y, y)∣∣.
Change the order of the t and y integrations, and then split the λ integration into two pieces:
I (x)
a∫
x
∣∣f (t)∣∣dt +
x∫
0
dy
a∫
x
dt
x∫
y
dλ
∣∣C(λ,y)∣∣∣∣C(t − λ + y, y)∣∣
+
x∫
0
dy
a∫
x
dt
t∫
x
dλ
∣∣C(λ,y)∣∣∣∣C(t − λ + y, y)∣∣
=
a∫ ∣∣f (t)∣∣dt + Term I + Term II.x
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we get
Term I =
x∫
0
dy
x∫
y
dλ
a−λ+y∫
x−λ+y
dt˜
∣∣C(λ,y)∣∣∣∣C(t˜, y)∣∣ x 1
16a2
.
Apply similar technique, we get
Term II =
x∫
0
dy
a∫
x
dλ
a−λ+y∫
y
dt˜
∣∣C(λ,y)∣∣∣∣C(t˜, y)∣∣ x 1
16a2
.
Then we have
I (x) 1
8a
+ x 1
16a2
+ x 1
16a2
 1
4a
.
Hence sup0xa I (x) 1/(4a). This proves T C is in X, thus T maps X to X. 
Lemma 7. Given T defined by (15), X defined by (14), and ρ defined by (16), T is a strict
contraction map on 〈X,ρ〉.
Proof. For any C1,C2 ∈ X, using the same technique as that in Lemma 6, with
D = sup
0xa
a∫
x
(∣∣C1(t, x)∣∣+ ∣∣C2(t, x)∣∣)dt  12a
we have
ρ(T C1, T C2) sup
0xa
( a∫
x
∣∣f (t) − f (t)∣∣dt
+
x∫
0
dy
a∫
x
∣∣C1(λ, y) − C2(λ, y)∣∣dλ
a−λ+y∫
y
(∣∣C1(t, y)∣∣+ ∣∣C2(t, y)∣∣)dt
+
x∫
0
dy
x∫
y
∣∣C1(λ, y) − C2(λ, y)∣∣dλ
a−λ+y∫
x−λ+y
(∣∣C1(t, y)∣∣+ ∣∣C2(t, y)∣∣)dt
)
 sup
0xa
(
0 + D
x∫
0
dy
a∫
y
∣∣C1(λ, y) − C2(λ, y)∣∣dλ
)
D · a · sup
0ya
a∫
y
(∣∣C1(λ, y) − C2(λ, y)∣∣dλ) 12ρ(C1,C2).
This shows that T is a strict contraction. 
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by contraction mapping principle. That is, equation T C(t, x) = C(t, x) has a unique solution
on Sa .
Recalling that C(t, x) = A(t − x, x), we have thus proved Theorem 2.
We now turn to necessary conditions on the initial data A(α,0) for global solvability of (9).
The formulation of necessary conditions for solvability on (0, a) is not considered here.
Assume A(α,x) is a solution of (9) for all α > 0, x > 0 with A(·, x) ∈ L1(0,∞). We define
a(x; k) =
∞∫
0
sinkα
k
A(α,x) dα, (17)
b(x; k) =
∞∫
0
coskαA(α,x) dα. (18)
Theorem 8. If A(α,x) is a real-valued solution of (9) for all α > 0, x > 0, and A(·, x) ∈
L1(0,∞), then for each real k either a(x; k) 1/2 for all x or a(x; k) 1/2 for all x.
Proof. Recall that A(α,x) satisfies the following A-equation:
∂A
∂x
(α, x) = ∂A
∂α
(α, x) +
α∫
0
A(β,x)A(α − β,x)dβ. (19)
Consider
d
dx
(
a(x; k))=
∞∫
0
sinkα
k
∂A
∂x
(α, x) dα
=
∞∫
0
sinkα
k
∂A
∂α
(α, x) dα +
∞∫
0
sin kα
k
α∫
0
A(β,x)A(α − β,x)dβ dα
= −b(x; k) +
∞∫
0
sin kα
k
α∫
0
A(β,x)A(α − β,x)dβ dα,
the latter using integration by parts. We substitute sinkα = sinkβ cosk(α − β) + coskβ ×
sin k(α − β), and change the order of integration:
∞∫
0
sin kα
k
α∫
0
A(β,x)A(α − β,x)dβ dα
=
∞∫
0
∞∫
β
sin kβ
k
A(β,x) cosk(α − β)A(α − β,x)dα dβ
+
∞∫ ∞∫
coskβA(β,x)
sin k(α − β)
k
A(α − β,x)dα dβ0 β
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∞∫
0
sin kβ
k
A(β,x) dβ
∞∫
0
coskα′A(α′, x) dα′
+
∞∫
0
coskβA(β,x) dβ
∞∫
0
sin kα′
k
A(α′, x) dα′
= 2a(x; k)b(x; k).
Thus we have
d
dx
(
a(x; k))= b(x; k)(2a(x; k) − 1). (20)
Treating (20) as a linear equation for a,[(
a(x; k) − 1
2
)
e−2
∫ x
0 b(y;k) dy
]′
= 0,
a(x; k) = 1
2
+ c(k)e2
∫ x
0 b(y;k) dy .
Since c(k) is independent of x and b(y; k) is real, either a(x; k)  1/2, ∀x, or
a(x; k) 1/2, ∀x. 
We can obtain a more precise necessary condition by using a basic fact from inverse scattering
theory. A result stated in [8] shows that if A(α) ∈ L1, then the identity
m(x,κ) = −κ −
∞∫
0
A(α,x)e−2ακ dα (21)
can be analytically continued to the entire region Reκ  0. We have the following theorem.
Theorem 9. If A(α,x) is a global solution of (9) for all α > 0, x > 0, A(α,0) ∈ L1(0,∞),
corresponding to a real potential q(x) which satisfies ∫∞0 (1 + |x|)|q(x)|dx < ∞, then A(α,0)
satisfies
2
∞∫
0
sin(αk)
k
A(α,0) dα < 1, ∀k real. (22)
Proof. Write (21) for x = 0 and κ = −ik with k real:
m(0,−ik) = ik −
∞∫
0
A(α,0)e2ikα dα,
ik − m(0,−ik) =
∞∫
0
A(α,0)e2ikα dα = Aˆ(−2k).
The reflection coefficient
r(k) = ik − m(0, ik)
ik + m(0, ik)
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∣∣∣∣=
∣∣∣∣ 2ik
Aˆ(−2k) − 1
∣∣∣∣> 1,
that is
Re
(
Aˆ(−2k)
ik
)
< 1 for all real k.
When q is real-valued, then A(α,0) is real-valued. We therefore have
Re
(
Aˆ(−2k)
ik
)
= 1
2i
(
Aˆ(−2k)
k
− Aˆ(−2k)
k
)
=
∞∫
0
A(α,0)
sin 2kα
k
dα < 1,
that is A(α,0) satisfies (22). 
Definition 10. A function f (t) ∈ L1[0, a] will be called a valid A-function, if given initial data
C(t,0) = f (t), the operator T defined by (15) has a unique fixed point on Sa .
We use this notation to investigate the stability for the A-equation on small intervals.
Theorem 11. Let A1(t,0), A2(t,0) be valid A-functions with A1,A2 ∈ L∞[0, a]. Let q1(x),
q2(x) be the corresponding potentials. q1, q2 ∈ L1[0, a]. Assume that for
E = sup
0yλa
a−λ∫
0
∣∣A1(t, y)∣∣+ ∣∣A2(t, y)∣∣dt < ∞,
we have a · E < 1. Then
‖q1 − q2‖L1[0,a] 
(
eaE − 1
E
)∥∥A1(t,0) − A2(t,0)∥∥L∞[0,a]. (23)
Proof. Consider the C-equation:
C(t, x2) = C(t, x1) +
x2∫
x1
dy
[ t∫
y
C(λ, y)C(t − λ + y, y) dλ
]
. (24)
Recall that A(0, x) = C(x, x) and A(t,0) = C(t,0). Thus
q(x) = C(x, x) = C(x,0) +
x∫
0
dy
[ x∫
y
C(λ, y)C(x − λ + y, y) dλ
]
.
We then estimate
a∫
0
∣∣q1(x) − q2(x)∣∣dx 
a∫
0
∣∣A1(x,0) − A2(x,0)∣∣
+
a∫
dy
a∫ (∣∣C1(λ, y) − C2(λ, y)∣∣)dλ
0 y
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a∫
λ
(∣∣C1(x − λ + y, y)∣∣+ ∣∣C2(x − λ + y, y)∣∣)dx
 a
∥∥A1(x,0) − A2(x,0)∥∥L∞[0,a] + E
a∫
0
g(λ)dλ,
where g(λ) = ∫ λ0 |C1(λ, y) − C2(λ, y)|dy. Using the same technique as above, we get the fol-
lowing estimate for g(λ):
g(λ) λ
∣∣C1(λ,0) − C2(λ,0)∣∣+ E
λ∫
0
g(λ1) dλ1.
Let ‖A1(t,0) − A2(t,0)‖L∞[0,a] = M and let h(a) = sup0λa g(λ). Using the above estimate
recursively, we have
‖q1 − q2‖L1[0,a]  aM +
a2
2
EM + a
3
3! E
2M + · · · + a
n
n! E
n−1M + h(a)a
n
n! E
n
 M
E
(
eaE − 1)+ h(a)an
n! E
n.
Since aE < 1, if we let n → ∞, we obtain (23). 
3. Exact analytic examples
In this section we present several explicit solutions of the A-equations. They are used in [7]
to check the efficiency of numerical algorithms of A-equation. They are also the starting point
for the larger class of exact solutions which will be studied in detail in [7, Chapter 4].
We begin with the case where q(x) is a real constant q0.
Proposition 12. If q(x) = q0 > 0 for all x  0, then
A(α,x) = q
1/2
0
α
J1
(
2αq1/20
) (25)
is the exact solution of (9), with
A(0, x) = q0.
Proof. For x = 0 this formula was obtained in Gesztesy and Simon [4] using inverse scattering
theory. We show here that it holds at every x by working directly with the A-equation. We use
the following properties of Bessel functions (see [10]):
tJ ′ν(t) − νJν(t) = −tJν+1(t), (26)
t∫
0
Jμ(s)
s
Jν(t − s)
t − s ds =
(
1
μ
+ 1
ν
)
Jμ+ν(t)
t
. (27)
With these properties we find that
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∂α
= 2q
1/2
0
α
q
1/2
0 J
′
1
(
2αq1/20
)− q1/20
α2
J1
(
2αq1/20
)
= q
1/2
0
α2
(
2αq1/20 J
′
1
(
2αq1/20
)− J1(2αq1/20 ))
= −2q0
α
J2
(
2αq1/20
)
and ∂A
∂x
= 0,
α∫
0
A(α − β,x)A(β, x) dβ =
α∫
0
q0
J1(2(α − β)q1/20 )
α − β
J1(2βq1/20 )
β
dβ
= 2q0
α
J2
(
2αq1/20
)
.
This verifies that the given function A(α,x) solves Eq. (9). 
Our second set of examples is derived directly from the A-equation (9). Assuming A(α,x) =
f (x)eαg(x), if A(α,x) is a solution of (9), then f (x), g(x) must satisfy the following system of
ordinary differential equations:{
g′(x) = f (x),
f ′(x) = f (x)g(x). (28)
Eliminating f by differentiation, we obtain
g′′(x) = g′(x)g(x),
which can be integrated once to yield
g′(x) = 1
2
g2(x) + C0, C0 an arbitrary constant. (29)
Case 1. Let C0 = 0. Solving Eq. (29), we get
g(x) = − 2
x + C1 and f (x) =
2
(x + C1)2 .
Thus
A(α,x) = 2
(x + C1)2 e
− 2α
x+C1
and hence
A(α,0) = 2
C21
e
− 2α
C1 ,
q(x) = A(0, x) = 2
(x + C1)2 , (30)
where C1 is an arbitrary positive constant and q(x) ∈ L1((0,∞)).
Y. Zhang / J. Math. Anal. Appl. 321 (2006) 286–298 297Case 2. Let C0 < 0. The corresponding solutions lead to Bargmann potentials [1]. Defining
C0 = −2b2 (b > 0) and integrating the separable equation (29), we find
g(x) = −2b1 − βe
−2bx
1 + βe−2bx ,
where β = b−a
b+a , with a an arbitrary nonnegative constant. The function f (x) is just the derivative
of g and the corresponding A(α,x) is
A(α,x) = − 8b
2βe−2bx
(1 + βe−2bx)2 e
−2bα 1−βe−2bx
1+βe−2bx .
In particular,
A(α,0) = −2(b2 − a2)e−2aα and q(x) = − 8b2βe−2bx
(1 + βe−2bx)2 , (31)
so that q(x) ∈ L1((0,∞)).
Case 3. Let C0 > 0. In this case, the solution of (9), q(x) is not bounded and has singularities.
A(α,x) = C0 sec2
(√
C0
2
(x + C1)
)
e
√
2C0 tan
(√C0
2 (x+C1)
)
α
, (32)
where q(x) = C0 sec2(
√
C0
2 (x + C1)).
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