Solutions of a boundary value problem for the Korteweg-de Vries equation are approximated numerically using a finite-difference method, and a collocation method based on Chebyshev polynomials. The performance of the two methods is compared using exact solutions that are exponentially small at the boundaries. The Chebyshev method is found to be more efficient.
Introduction
The purpose of this note is the comparison of two numerical schemes for the discretization of the KdV equation in the presence of boundaries. Since it was first derived by Boussinesq [3] and Korteweg and de Vries [22] as a model for surface water waves in a channel, the Korteweg-de Vries (KdV) equation u t + u x + uu x + u xxx = 0 (1.1) has been useful as an approximate model equation in a number of important physical situations. Applications include the study of internal waves in coastal waters, waves in plasma physics, flow in blood vessels and magma flow and conduit waves [7, 10, 20] . For dispersive equations like the KdV equation, Fourier-collocation schemes have been popular [16, 21, 24] . However, a disadvantage of the use of the Fourier basis is the confinement to periodic boundary conditions. For studies of solutions that are exponentially small, such as solitary waves, this is not a problem, as one may take a big enough periodic domain so that the tails of the solutions are below machine precision throughout the computation. However, in some situations, one may want to consider problems involving boundary conditions, for instance in the study of an undular bore. In this case, one may turn to finite-difference approximations, as well as finite-element or finite-volume methods [1, 6, 30] . In the realm of spectral methods, one may use a collocation method based on a certain family of polynomials. There have been relatively few studies pursuing this approach. Pavoni [25] defined a Chebyshev-collocation method. Heinrichs [18] put forward a scheme for the adjoint of the linearized problem, and also presented a numerical investigation of the eigenvalues of the spectral differentiation operator. There are also recent articles by Ma and Sun [23] and by Shen [26] presenting spectral methods for third-order problems with boundary conditions. In the present article, the focus will be on a Chebyshev-collocation method, with the concrete aim of comparing it with a simple finite-difference method.
A well known advantage of a spectral method is that it achieves high accuracy with relatively fewer spatial grid points when compared with a finite-difference method. On the other hand, spectral methods typically give rise to full matrices, partially negating the gain in efficiency due to the fewer number of grid points. In principle, the Chebyshev basis is potentially more useful than some other polynomial bases because it sometimes grants the use of the fast Fourier transform, thereby obviating the negative impact of full differentiation matrices. On the other hand, the Chebyshevcollocation points are concentrated near the boundary, thus forcing the use of a rather small time step. Weighing the advantages and drawbacks of the Chebyshev method one may ask the question of whether the Chebyshev method is actually able to outdo a simple finite-difference method in efficiency. Moreover, in the present case, it turns out that the use of the fast Fourier transform is not possible. Since all of the above seem to weigh heavily against the Chebyshev projection, our findings may come as a surprise. But indeed, as we shall see in Section 4, despite all the negatives, the Chebyshev method is more efficient than the finite-difference method.
Since the equation is of third order in the spatial derivatives, it is natural that three boundary conditions be required. If two Dirichlet conditions are used, then the question arises whether to place a Neumann condition on the left or on the right. Here, we choose to place a homogeneous Neumann condition on the right boundary. A motivation for this is given for example by Holmer [19] . In fact, using the linear problem, it may be shown that uniqueness holds only for the problem with two homogeneous Dirichlet conditions and a homogeneous Neumann condition on the right hand side. Consequently, the problem to be studied here is as follows:
Two remarks are in order. First, note that when compared to (1.1), (1.2) does not contain the convection term u x . To find the solution of (1.1) from the solution of (1.2) amounts to shifting the solution to the right by an appropriate amount at each time. Thus it is not necessary to include the convection term in the numerical scheme. It should be mentioned however that in the context of nonhomogeneous boundary conditions on a finite domain, a simple translation would not be sufficient, because changing to a traveling frame of reference introduces moving boundary conditions. Since in the present case, homogeneous boundary conditions are given, and the solution u is supported in a set which stays well away from the boundary, it is appropriate to omit the convection term in the numerical integration. Secondly, existence and uniqueness of solution of problems like (1.2) have been studied in [2, 9, 19] . It should also be mentioned that a different set of boundary conditions has been used by Colin and Ghidaglia [8] . They have placed a Dirichlet condition on the left, and a Neumann condition on the right. In addition, they pose a condition for the second derivative also on the right. Apparently, this combination of boundary conditions also leads to a well posed problem.
Our work is organized in the following way. In the next two sections, the finite-difference and the Chebyshev are explained, including the respective time discretizations. In the final section, the two methods are compared with respect to computational efficiency, a process we refer to as benchmarking. As a final application, the Chebyshev method is put to work in the numerical approximation of a two-soliton interaction. The result is shown in Fig. 6 .
The finite-difference method
Finite-difference methods have been used for dispersive equations, for example in [12, 30] . However, they appear to have been out of favor in recent years. Since the finite-difference discretization of (1.2) is straightforward, it is only briefly explained.
The spatial domain, in our case [−l, l] , is discretized by using function values on a finite set of points
, where x 0 = −l, x N = l and x = 2l/N is the uniform distance between two points. We discretize the time domain uniformly by t n = n t. The derivatives at the point x j are then approximated by using function values from a finite number of neighboring points. We define v n j = u N (x j , t n ) for convenience. The first derivative is approximated using a secondorder accurate central difference formula. The third derivative is also standard, but since it is less commonly used, we provide the formula here. To approximate the third derivative at a point x j , we use the formula
It can be seen from a simple analysis using Taylor series, that this approximation is second-order accurate in x if the function to be approximated is five times continuously differentiable. The Dirichlet conditions are v n 0 = 0 and v n N = 0. Hence, we need only solve the equation for the grid points {x j } N−1 j=1 , which gives two points on each side for which the third derivative scheme is not valid. The Neumann condition on the right is implemented by requiring the central difference approximation to u x (l) to be zero. That is
Here, we have added a point outside the domain. This makes it possible to use the third derivative scheme (2.1) at the grid point x N−1 . As there is no Neumann condition at the left boundary, a similar treatment is not possible for the evaluation of the third derivative at x 1 . Instead, a different differentiation scheme is employed which uses only one point to the left of x 1 , and three points to the right:
Applying these schemes and boundary conditions yields the following differentiation matrices for the first and third derivative operator, respectively: 4) and
For the linear term, a trapezoidal time integration scheme is used. This method has the advantage of being implicit and A-stable, even though it can be evaluated explicitly. To gain efficiency, the nonlinear term is treated explicitly, using a second-order Adams-Bashforth scheme. Combining these two methods yields the difference equation
where
.. This can be solved with respect to v n+1 to advance the time step. Note that combining two second-order schemes does not automatically yield a second-order scheme for the full equation. However, numerical experiments suggest that the combined method is indeed second-order convergent in the size of the time step. A representative result is shown in Table 1 , which shows that the temporal convergence rate in this case is nearly equal to 2. Table 1 Convergence rates for the finite-difference method as t → 0, using the single-soliton initial condition on [−30, 30] with c = 1 and N = 8192. The codes were integrated to t 1 = 1. The errors and error rates are denoted by e and r, respectively, and the subscript denotes which error is used. Since the difference Eq. (2.6) involves function values at three time steps, the first time step has to be treated in a different way. We decided to use a simple forward Euler method because the Euler method has local truncation error of order two, supplying a perfect match for the second-order convergence of the schemes used to construct (2.6). Moreover, instability is not likely to cause any problems during one single time step.
The stability of the scheme (2.6) is analyzed separately for the linear and nonlinear parts. Assuming that there are no boundary effects that affect the stability of the solution, and using the ansatz
the stability criterion is |ξ| ≤ 1. As stated above, the trapezoidal scheme is unconditionally stable for Airy's equation. This can be seen by inserting (2.7) into the difference equation (2.6). Disregarding the nonlinear terms, there appears the formula
Since the nominator and denominator on the right hand side constitute a complex conjugate pair, we have |ξ| = 1. Hence the scheme is stable regardless of the choice of t and x.
For the nonlinear part, it will be assumed that the solution is bounded by a constant A. Thus there appears the transport equation
Using the difference operator D N,1 and the Adams-Bashforth scheme, the corresponding difference equation becomes
On inserting (2.7) and manipulating terms, we get a quadratic equation in ξ,
which can be solved using the quadratic formula, giving
where σ = (A t/ x) > 0. As it does not contribute to the growth, the factor sin(κ x) has been omitted. The criterion for stability is ξ max = max(|ξ + |, |ξ − |) ≤ 1, where the subscripts denote the choice of sign of the square root. It can be seen by substitution that ξ + (0) = 1 and ξ − (0) = 0, although this is outside the domain we are considering. Fig. 1 shows the absolute values of the two modes of the growth factor as a function of σ. We see that ξ max = |ξ + |. We also see that |ξ + | increases monotonically away from σ = 0, but that it approaches 1 as σ → 0. Hence, there is in principle never stability, but the growth factor can be made as small as we please by choosing small enough t.
Next we provide some tables confirming that the second-order convergence is achieved in practice. Here, the L 2 -error and the L ∞ -error are used. They are defined respectively by
We will use both of these to determine the convergence rates. The procedure we have used for calculating spatial convergence rates, is to fix t, and start with a rather low value of N, integrate up to some t = t 1 , measure the error, and do it again with N doubled, and so forth. The errors are then compared, and the ratio r (i) = e (i) /e (i−1) are calculated for each run. It is apparent from Table 2 that second-order convergence is achieved for the spatial discretization. The procedure is the same for the time convergence rates, only that the roles of N and t are reversed and t is halved, not doubled, in each run. To compute the error, we use a solitary wave solution [13, 29] of (1.1), given by
(2.13) Table 2 Convergence rates for the finite-difference method as N → ∞, using the single-soliton initial condition on [−30, 30] with c = 1 and t = 10 −5 . The codes were integrated to t 1 = 1. The errors and error rates are denoted by e and r, respectively, and the subscript denotes which error is used. Since this function decays exponentially as x → ±∞ it is an exact solution up to machine precision if the numerical domains [−l, l] is large enough.
The Chebyshev-collocation method
A Chebyshev-collocation method for the approximation of solutions of the initial-boundary value problem (1.2) can be defined as follows. Recall that the Chebyshev polynomials are defined by T k (x) = cos(k arccos(x)), for k = 0, 1, 2, . . .. Denoting the unknown by w N , we use the representation
The equation is enforced at the collocation points defined by
The grid points being used, are the so-called Chebyshev Gauss-Lobatto points, which are the extremal points of the Chebyshev polynomial T N (x). The discrete collocation derivative is denoted by D N . Let us briefly recall how to obtain the matrix D N , as described in [5, 28] . Given a set of function values {f j } 
3)
The differentiation matrix D N is designed for the interval [−1, 1] on the x-axis. In order to be able to use it on the interval [−l, l], it needs to be scaled by 1/l. For the third derivative operator, we simply use the cube D 3 N . While this is not the most efficient way of computing the discrete third derivative, it has to be done only once at the beginning, so that it plays a minor role.
The boundary conditions require special care in the spectral method. This is especially true for the Neumann condition. Dirichlet conditions could be implemented by considering the trial functions φ( [17] . However, it appears more convenient to use the approach advocated by Trefethen [28] to simply truncate the Chebyshev differentiation matrices D N and D 3 N , by stripping the first and last columns and the uppermost and lowest rows. In this way, the boundary conditions w(±l) = 0 are enforced, and the remaining collocation points are in the interior of the interval.
To enforce the homogeneous Neumann condition, we use the following procedure. Instead of using an arbitrary polynomial satisfying f j = p(x j ), we require that p(x) = (l − x)q(x) for some polynomial q of degree ≤N. Differentiating once gives p x = (l − x)q x − q, and the Neumann condition at x = l is clearly satisfied. The third derivative is p xxx = (l − x)q xxx − 3q xx . The procedure for the spectral differentiation is as follows. For a given set of values {f j } N j=0 , let q be the unique polynomial of degree ≤N with q(±1) = 0 and q(x j ) = f j /(l − x j ), for 1 ≤ j ≤ N − 1. Define the collocation derivatives by (
. Thus the first derivative matrix becomes and the third derivative matrix becomes
Here,D N ,D 2 N , andD 3 N are the first, second, and third powers of the Chebyshev differentiation matrix, with the first and last rows and columns removed.
For the Chebyshev method, the same method for time integration is used as for the finite-difference method. The resulting difference equation is
Just like for the finite-difference method, the first time step needs special treatment. We still use the forward Euler scheme, because of its second-order local truncation error. The scheme is validated by doing some numerical experiments with solitary waves. The procedure we have used for calculating the convergence rates is the same as in the previous section. However, in order to compute the L 2 -error, we first interpolate {w n j }
N n=0
to a nonuniform grid using a cubic spline interpolation. This might not be optimal, and an interpolation using (3.1) might yield a somewhat better approximation. The results of the convergence study are shown in Tables 3 and 4 .
As can be seen in Table 4 , spectral convergence is achieved before the error starts to grow again. This divergence is most likely due to instability in the numerical scheme. Indeed, some of the eigenvalues of D N , and therefore of L 1 and L 3 have positive real part. The linear part is treated with a trapezoidal method, and is thus susceptible for instability. However, the nonlinear term is computed using a second-order Adams-Bashforth method, which has a smaller stability domain than the trapezoidal method. Moreover, the stability of the nonlinear term is likely to suffer from the imposition of three boundary conditions. We therefore expect the nonlinear term to dominate any possible instability. Fig. 2 shows the eigenvalues λ of L 1 in the case that N = 256. The eigenvalues are multiplied by the time step t, for four different Table 4 Convergence rates for the spectral method as N → ∞, using the single-soliton initial condition on [−30, 30] with c = 1 and t = 10 −5 . The codes were integrated to t 1 = 1. The errors and error rates are denoted by e and r, respectively, and the subscript denotes which error is used. values of t. As can be gleaned from Fig. 2 , there will always be some eigenvalues with positive real part, but they approach zero as t → 0. Thus, the eigenvalues come arbitrarily close to the boundary of the stability region as t → 0 for some fixed N. It also turns out that the magnitudes of the eigenvalues increase as N → ∞, reflecting the severity of the condition on the size of the time step which was already expected because for large N, the spatial grid size near the boundaries is extremely small. For optimal results one might try to use a third-order Adams-Bashforth method. Implicit methods are probably not viable for the nonlinear term since our treatment of the boundary conditions prohibit the use of the fast Fourier transform.
Benchmarking
One of the main goals of this study is to determine whether the finite-difference or the Chebyshev method is more effective. In this section we will present a comparison of the numerical methods developed in the previous two sections. In particular, we will present results from a benchmarking test, contrasting the computational efficiency of the two methods. While there are some benchmarking results for numerical schemes for the KdV equation [4, 27] , there does not seem to exist a comparison of numerical projections of the initial-boundary value problem (1.2). In particular, we do not have any knowledge of previous studies that include benchmarking tests of Chebyshev methods versus finite-difference methods.
The benchmarking was carried out for a single solitary wave (2.13). Given a few different tolerance levels ε, we found combinations of N and t that gave results with error in the ∞ -norm below the tolerance level in the least amount of time for the two respective methods. As a general guide for finding the most advantageous combinations of N and t, we expect that they should be close to the values were errors due to the temporal discretization and errors due to the spatial discretization are approximately balanced. After obtaining these values for N and t, the run times for the two codes for each tolerance level were compared. Results from benchmarking are given in Tables 5-7 . The spatial and temporal resolutions for the finite-difference and Chebyshev codes are given by (N, t −1 ) FD and (N, The benchmarking tests show that the spectral method performs much better than the finite-difference method, at least for ε less than 10 −2 , which are the most relevant cases. We also see from Figs. 3-5 that the difference between the performances of the two methods increases as ε → 0. For ε = 10 −4 the relation T FD /T C takes values between about 1.7 and 2.7. For ε = 10 −5 , this has increased to between 7.8 and 10.9, and for ε = 10 −6 it is in the interval from 40 to 44. We would expect this trend to continue in a similar manner, at least for a while. However, in Figs. 3-5 we see that the slopes of the curves corresponding to the spectral method increase slightly as ε decreases. This could mean that for very low tolerances, the finite-difference method might pass the spectral method with respect to computational efficiency. If this scenario were to play out, it would likely happen only for tolerances below machine precision. On the other hand, for integration over long time scales, the finite-difference method may gain on the Chebyshev method because of possible instability due to the time integration scheme that was used. Note that the graph corresponding to the finite-difference method in Figs. 3-5 is approximately linear. This means that if the tolerance is lowered by a ratio r, then the computation time increased roughly by the same ratio. Consequently, the implementation of the finite-difference method was nearly optimal.
In conclusion, it can be said that the Chebyshev method is more efficient than the finite-difference method, at least for relatively short time integrations. The spectral properties of the Chebyshev projections probably make it not the best candidate for a stable discretization. A method based on Legendre polynomials is expected to perform at least Table 7 Benchmarking results, t 1 = 4. The tolerance level is ε. (N, t −1 ) FD and (N, t −1 ) C give the spatial and temporal resolutions for the finite-difference and Chebyshev codes, respectively. T FD and T C are the respective median run times in seconds. as well as the Chebyshev method. An interesting hybrid method was proposed by Ma and Sun [23] , where the linear term was treated by a Legendre-Petrov method, and the nonlinear term was treated using a Chebyshev method. Ma and Sun were able to evaluate the nonlinear term pseudospectrally. It would be interesting to compare the efficiency of their scheme with the Chebyshev-collocation method used in the present article. We should also note the work of Shen [26] who has proposed a dual Petrov-Galerkin method with nearly optimal computational complexity. Finally, we would like to mention that there are more advanced time integration methods available for the KdV and similar equations. We chose to use the same time discretization for both the finite-difference and the Chebyshev method in order to have a fair comparison between the two spatial discretizations. However, our choice of time integration may not be the most advantageous match for either the finite-difference or the Chebyshev discretization. The methods presented by Fornberg and Driscoll [15] and by de Frutos and Sanz-Serna [11] might be a better match for the Chebyshev method than the mixed Adams-Bashforth and Crank-Nicolson method we have used. However, better as they may be, we do not expect these methods to change our benchmarking results in a qualitative way.
