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Abstract
We show that the asymptotic 1/N expansion for the averages of linear
statistics of the GUE is convergent when the test function is an entire
function of order two and finite type. This allows to fully recover the
mean eigenvalue density function for finite N from the coefficients of the
expansion thus providing a resummation procedure. As an intermediate
result we compute the bilateral Laplace transform of the GUE reproducing
kernel in the half-sum variable, generalizing a formula of Haagerup and
Thorbjørnsen.
1 Introduction
We study the spectral asymptotics of the random matrices from the Gaussian
Unitary Ensemble (GUE). By a GUE(N) matrix we shall mean a random her-
mitian matrix XN whose entries are jointly independent random variables up to
the condition Xjk = X¯kj , the diagonal entries are distributed as N(0,
1
N ) and
for j < k , ℜ(Xjk) and ℑ(Xjk) are independent with distribution N(0, 12N ). The
eigenvalues of this matrix, λ1 ≤ · · · ≤ λN , form a determinantal point process
with kernel
KN (x, y) = e
−N4 (x2+y2) h˜N−1(x)h˜N (y)− h˜N (x)h˜N−1(y)
x− y ,
where h˜k are the normalized Hermite polynomials (see Appendix B). This
means that the correlation functions of the process are expressed as determinants
constructed from KN . We only state the formula which is important in the
sequel: the mean eigenvalue density pN (x) function of the GUE, defined by
1
N
E
N∑
j=1
1a<λj<b =
∫ b
a
pN (x)dx ,
is given by the 1 × 1 determinant pN (x) = 1NKN(x, x). These and further
properties of the GUE are discussed, for example, in [2, 6].
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Wigner [15] proved that for a large family of random matrix ensembles with
independent entries (including the GUE) the eigenvalue distribution tends to
the semi-circle law as the size of the matrix tends to infinity, i.e.,
1
N
N∑
j=1
1a<λj<b −→
N→∞
1
2π
∫ b
a
√
4− x21(−2,2)(x)dx ,
and the same holds with the expectation on the left-hand side. We are interested
in the corrections to the semi-circle for a finite N .
Ercolani and McLaughlin [5] proved that for any function f from the space
of C∞ functions with at most polynomial growth (denote this space by C∞p ) and
for XN from some class of random matrices with unitary-invariant distribution
(including the GUE) there exists a sequence (αj(f))j∈N0 of complex numbers
such that for any k ∈ N0,
1
N
E {Tr (f (XN ))} =
∫
f(t)pN (t)dt =
k∑
j=0
αj(f)
N2j
+O
(
N−2k−2
)
. (1.1)
Haagerup and Thorbjørnsen [9] provided an alternative proof of (1.1) in the
case of the GUE using a differential equation for the mean density function of
the GUE, pN . (The differential equation, see (2.4) below, was proved by Go¨tze
and Tikhomirov [7] building on earlier work of Haagerup and Thorbjørnsen [8].)
Furthermore, they showed that
αj(f) =
1
2π
∫ 2
−2
[
T jf
]
(x)
√
4− x2 dx (1.2)
for a certain linear operator T : C∞p → C∞p (see Section 3). They also found an
explicit expression for the error term:∫
f(t)pN (t)dt =
k∑
j=0
αj(f)
N2j
+
1
N2k+2
∫ ∞
−∞
[
T k+1f
]
(x)pN (x)dx . (1.3)
It might seem that the series
pN ∼
∞∑
j=0
αj
N2j
(1.4)
cannot be convergent since the support of αj (in the sense of distributions) is
the interval [−2, 2], whereas the support of pN is the entire line.
Another reason to believe that such series cannot be convergent comes from the
integral representations for pN . We show one derived from equations (3.28) and
(1.3) of [4] (see [11, 13] for alternative ones):
pN (t) = − N
2π2
ℑ
∫
(R+i)×R
da db e−
N
2 (a
2+b2) (t− ib)N
(t− a)N a
[
1− 1
(t− a)(t− ib)
]
.
Computing the large N asymptotics via the saddle-point approximation, one
finds two relevant saddle points, one of which yields the terms corresponding to
2
αj , while the other one yields non-vanishing oscillating corrections, the first of
which is of order 1N (see [4]). Both arguments seem to indicate that there are
non-perturbative corrections to (1.4).
However, Harer and Zagier [10] showed that the moments of the GUE can
be written as a finite power series in 1N2 , i.e, when XN is a GUE (N) matrix,∫ ∞
−∞
tnpN (t)dt =
∑
0≤k≤ n2
ǫk(n)
N2k
, (1.5)
where ǫ0(n) are the moments of the semicircle. The moment problem for pN (t)
is determinate, therefore (1.5) provides a resummation procedure for (1.4); how-
ever, this procedure is not very explicit and does not seem suitable for taking
scaling limits.
This raises the question for which functions f the integral
∫
f(t)pN (t)dt can
be written as a convergent power series in 1N2 . Our main goal is to answer this
question, see Theorem 1 below.
The paper is organized as follows: In Theorem 2 of Section 2.1 we generalize
a result of Haagerup and Thorbjørnsen [8], who computed the bilateral Laplace
transform of the density function (i.e., 1NE
{
Tr
[
esXN
]}
). We compute the bi-
lateral Laplace transform of KN(λ++λ−, λ+−λ−) with respect to λ+ (setting
λ− = 0 recovers the result of [8]). The expression has a peculiar hyperbolic
symmetry between λ− and the parameter of the Laplace transform, which we
believe to be interesting, however in the sequel we only use the original result
of [8].
In Section 2.3 we show by an explicit computation that the bilateral Laplace
transform of the density function can be expressed as a convergent power series
in 1N , i.e., ∫ ∞
−∞
estpN (t) dt =
∞∑
k=0
ck(s)
N2k
, (1.6)
where c0(s) is the bilateral Laplace transform of the semi-circle law, and more
generally ck(s) is the bilateral Laplace transform of the distribution αk. The
formula (1.6) is valid for all s ∈ C and provides a resummation procedure for
(1.4):
pN =
 ∞∑
j=0
α̂j
N2j
∨ (1.7)
(where •∧ and •∨ denote the direct and inverse Fourier transform, which are
well defined since pN(t) decays as a polynomial times a gaussian as t→∞ ).
In Section 3 we define the operator T from (1.2) on the space of entire
functions of order two and finite type:{
f entire
∣∣ σf = lim sup
|z|→∞
log |f(z)|
|z|2 <∞
}
,
and show that the operator is bounded with respect to appropriate norms. In
Section 4 we use that to show that the asymptotic series (1.4) is a convergent
series of functionals on this space. More precisely, we prove
3
Theorem 1. If f is an entire function of order two and finite type σf , then
for a GUE(N) random matrix XN with N > N0(σf ) one has a convergent
expansion :
1
N
E{Tr (f(XN ))} =
∫
f(t)pN (t) dt =
1
2π
∞∑
k=0
1
N2k
∫ 2
−2
[
T kf
]
(t)
√
4− t2 dt .
Remark. The condition in Theorem 1 is sharp in the following sence. For
entire functions of order two and maximal type the expansion might diverge,
and in fact 1NE{Tr (f(XN))} may be infinite for all N . This follows from the
estimate
P (λN ≥ R) ≥ P (X11 ≥ R) =
∫ ∞
R
e−
Nx2
2
√
N√
2π
dx ≥
√
N√
2π
e−
N(R+1)2
2 .
Equation (1.7) and more generally Theorem 1 show that divergent 1N expan-
sions can be sometimes resummed, at least, in the case of the mean eigenvalue
density of the GUE. It would be interesting to extend this to other spectral
characteristics and to other random matrix ensembles. The question could be
asked for the unitary invariant matrix ensembles, see [1] and references therein,
and for β-ensembles, see [3] and references therein, as well as for many other
ensembles that admit formal expansions. We also hope that convergent 1N ex-
pansions could be a useful tool for studying various N →∞ limits, in particular,
local eigenvalue statistics.
Acknowledgement I am grateful to my supervisor, Sasha Sodin, for his con-
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2 Bilateral Laplace transform of the GUE
The aim of this section is to calculate the bilateral Laplace transform of the
density function of the GUE, pN (λ) =
1
NKN (λ, λ), and to deduce from it a
differential equation for pN . To do so, we will calculate the bilateral Laplace
transform of
KN (λ+ + λ−, λ+ − λ−)
with respect to the variable λ+ . This will give us beside the differential equation
for pN (λ), a symmetry between the parameter of the Laplace transform s and
Nλ−, which can be thought as the distance between eigenvalues normalized
such that the mean distance between consecutive eigenvalues is of order one.
2.1 Bilateral Laplace transform of the off-diagonal kernel
Theorem 2. The bilateral Laplace transform of the GUE kernel KN (λ+ + λ−, λ+ − λ−)
with respect to the variable λ+ is given by∫ ∞
−∞
esλ+KN(λ++λ−, λ+−λ−)dλ+ = Ne−N2 λ
2
−
+ s
2
2N 1F1
(
1−N ; 2|Nλ2− −
s2
N
)
for any s ∈ C.
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Reminder. The confluent hypergeometric function is defined by
1F1(a; c|x) =
∞∑
k=0
a(a+ 1) · · · (a+ k − 1)
c(c+ 1) · · · (c+ k − 1) · k!x
k , (2.1)
is an entire function of x, and satisfies the differential equation
xy′′ + (c− x)y′ − ay = 0 . (2.2)
Remark. Theorem 2 is a generalization of a result by Haagerup and Thorbjørnsen
[8], who showed that for λ− = 0∫ ∞
−∞
esλKN(λ, λ)dλ = Ne
s2
2N 1F1
(
1−N ; 2 | − s
2
N
)
(2.3)
Proof. For simplicity of computation we will calculate the bilateral Laplace
transform of the kernel for real s and infer the theorem by analytic continuation.
Recall that
KN (λ1, λ2) = e
−N4 (λ21+λ22) h˜N−1(λ1)h˜N (λ2)− h˜N (λ1)h˜N−1(λ2)
λ1 − λ2 ,
where h˜k(x) =
[
k!Nk
√
2pi
N
]−1/2
hk(x) are the normalized Hermite polynomials
and hk(x) = (−1)keN x
2
2
dk
dxk
(
e−N
x2
2
)
are the Hermite polynomials (we review
their properties in Appendix B). Then
esλ+KN (λ+ + λ−, λ+ − λ−)
= esλ+−
N
2 (λ
2
++λ
2
−
) h˜N−1(λ+ + λ−)h˜N (λ+ − λ−)− h˜N (λ+ + λ−)h˜N−1(λ+ − λ−)
2λ−
=
e−
N
2 λ
2
−
+ s
2
2N−N2 (λ+− sN )2
2λ−
·
(
h˜N−1(λ+ + λ−)h˜N (λ+ − λ−)− h˜N (λ+ + λ−)h˜N−1(λ+ − λ−)
)
Hence∫ ∞
−∞
esλ+KN(λ++λ−, λ+−λ−) dλ+ = e
−N2 λ2−+ s
2
2N
2λ−
(
IN−1,Nλ−+ sN ,−λ−+ sN − I
N−1,N
−λ−+ sN ,λ−+ sN
)
,
where we defined
Ik,la,b =
∫ ∞
−∞
e−
Nx2
2 h˜k(x+ a)h˜l(x+ b)dx .
Now we calculate IN−1,Na,b using the translation formula (see Lemma 10)
hn(x+ a) =
n∑
k=0
(
n
k
)
Nkakhn−k(x)
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for the Hermite polynomials:
IN−1,Na,b =
∫ ∞
−∞
e−
Nx2
2 h˜N−1(x+ a)h˜N (x + b)dx
=
1√
2pi
N (N − 1)!NN∫ ∞
−∞
e−
Nx2
2
(
N−1∑
k=0
Nkak(N − 1)!
(N − 1− k)!k!hN−1−k(x)
)(
N∑
l=0
N lblN !
(N − l)!l!hN−l(x)
)
dx
=
1√
2pi
N N
N
N−1∑
k=0
NkNk+1akbk+1N !
((N − k − 1)!)2 k!(k + 1)! (N − k − 1)!N
N−k−1
√
2π
N
=
N−1∑
k=0
Nkakbk+1N !
(N − k − 1)!k!(k + 1)! .
Hence,
IN−1,Na,b − IN−1,Nb,a =
N−1∑
k=0
Nkakbk(b − a)N !
(N − k − 1)!k!(k + 1)!
and ∫ ∞
−∞
esλ+KN(λ+ + λ−, λ+ − λ−)dλ+
=
e−
N
2 λ
2
−
+ s
2
2N
2λ−
(
Iλ−+ sN ,−λ−+ sN − I−λ−+ sN ,λ−+ sN
)
=
e−
N
2 λ
2
−
+ s
2
2N
2λ−
N−1∑
k=0
2λ−Nk
(
s2
N2 − λ2−
)k
N !
(N − k − 1)!k!(k + 1)!
= e−
N
2 λ
2
−
+ s
2
2N
N−1∑
k=0
(
s2
N −Nλ2−
)k
N !
(N − k − 1)!k!(k + 1)! .
Recalling (2.1), we identify the sum as N · 1F1
(
1−N ; 2|Nλ2− − s
2
N
)
and
conclude that∫ ∞
−∞
esλ+KN(λ++λ−, λ+−λ−)dλ+ = Ne−N2 λ
2
−
+ s
2
2N 1F1
(
1−N ; 2|Nλ2− −
s2
N
)
.
2.2 Differential equation for pN (λ)
As a corollary of Theorem 2 we have
Corollary 3 ( [7, Lemma 2.1]). The mean eigenvalue density function of the
GUE satisfies the equation
1
N2
p′′′N (λ) + (4 − λ2)p′N (λ) + λpN (λ) = 0 . (2.4)
6
Proof. The confluent hypergeometric function 1F1 (a; c|x) satisfies the differen-
tial equation xf
′′
+ (c − x)f ′ − af = 0 . Therefore g(x) = e x22 1F1
(
a; c| − x2)
satisfies
xg′′(x) + (2c− 1)g′(x) − (x3 + 2cx− 4ax)g(x) = 0 .
We substitute a = 1 − N and c = 2 to conclude that the bilateral Laplace
transform of pN (λ) , pˆN (x) =
∫∞
−∞ e
xλpN(λ)dλ = g(
x√
N
), satisfies
xpˆ′′N (x) + 3pˆ
′
N(x) − (
1
N2
x3 + 4x)pˆN (x) = 0 . (2.5)
Taking the inverse bilateral Laplace transform (defined since pN(t) decays as a
polynomial times a gaussian as t→ ±∞) we conclude that
0 = −λ2p′N (λ)− 2λpN (λ) + 3λpN (λ) +
1
N2
p′′′N (λ) + 4p
′
N(λ)
=
1
N2
p′′′N(λ) + (4− λ2)p′N (λ) + λpN (λ) .
(2.6)
Remark. Using Theorem 2, one can obtain a system of two partial differential
equations for KN (λ1, λ2): one from the differential equation of the hypergeomet-
ric function, and one from the hyperbolic symmetry between λ− and s.
2.3 1
N
expansion of the bilateral Laplace transform
Let us prove (1.6). By (2.3), we have∫
estpN (t)dt = e
(
s2
2N
) ∞∑
k=0
(
1− 1N
) (
1− 2N
)
. . .
(
1− kN
)
k!(k + 1)!
s2k (2.7)
Recalling the definition of the Stirling numbers,
x(x − 1) · · · (x− n+ 1) =
n∑
k=0
(−1)n−k
[n
k
]
xk ,
we have
(2.7) = e
(
s2
2N
) ∞∑
k=0
k+1∑
l=0
(−1)k+l+1
[
k+1
l
]
N l−k−1
k!(k + 1)!
s2k
= e
(
s2
2N
) ∞∑
k=0
k+1∑
l=0
(−1)l
[
k+1
k+1−l
]
N−l
k!(k + 1)!
s2k .
This series converges absolutely uniformly since the Stirling number
[
k+1
k+1−l
]
counts the number of permutations of k + 1 elements with k + 1 − l disjoint
7
cycles and thus satisfy
[
k+1
k+1−l
]
≤ (k + 1)! . Hence we may change the order of
summation to get,
∫
estpN(t)dt = e
(
s2
2N
) ∞∑
l=0
(−1)l
 ∞∑
k=0
[
k+1
k+1−l
]
s2k
k!(k + 1)!
N−l .
Both factors are analytic in C¯\0, hence the product is analytic at infinity and the
expansion can be calculated by multiplying the expansions of the two factors.
Remark. It can be shown that e
s2
2N 1F1
(
1−N ; 2| − s2N
)
is an even function of
N and hence the series contains only even powers of 1N .
3 The operator T
3.1 Definition of the operator
Our goal is to construct an operator T acting on the space of polynomials such
that∫ ∞
−∞
g(t)pN (t)dt =
1
2π
∫ 2
−2
g(s)
√
4− s2ds+ 1
N2
∫
R
[Tg](t)pN(t)dt . (3.1)
holds for all g in a space of functions containing the polynomials. By the
differential equation 2.4 we have
0 =
∫
R
f(t)
[
N−2p′′′N (t) + (4− t2)p′N (t) + tpN (t)
]
dt
and therefore, by integration by parts ,∫
R
[
(t2 − 4)f ′(t) + 3tf(t)] pN (t)dt = 1
N2
∫
R
f ′′′(t)pN (t)dt
Guided by this relation, we will investigate the action of the linear operators
S, T on the space of polynomials, where Sg is the unique solution to the equation
g(t) =
1
2π
∫ 2
−2
g(s)
√
4− s2ds+ (t2 − 4) [Sg]′ (t) + 3t [Sg] (t) (3.2)
and Tg = (Sg)′′′. Thus we obtain 3.1, (cf. [9, Theorem 3.5] ).
3.2 The action on the space of polynomials
Our goal in this part is to calculate the action of the operators S and T and to
give bounds on their operator norms.
Since S applied to a constant gives zero, Sg is in fact dependent only on g′, so
if we write f = Sg we get
g′ (t) =
(
t2 − 4) f ′′ (t) + 5tf ′ (t) + 3f (t) .
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We will look for formal eigenfunctions of this operator, i.e. polynomials for
which Sg = λg′. Denoting g′ = f the equation for f is(
t2 − 4)∂ttf + 5t∂tf = ( 1
λ
− 3
)
f (3.3)
and its C∞ (R) solutions are the Gegenbauer polynomials fn (t) = C
(2)
n (
t
2 ) (see
Appendix A), with λn = (n + 2)
2 − 1 for n = 0, 1, 2, . . . . Those polynomials
satisfy f ′n+1 − f ′n−1 = (n + 2)fn, so the differentiation operator is represented
in the basis {fn}n by the matrix
D =

0 2 0 2 0 2 . . .
0 0 3 0 3 0 . . .
0 0 0 4 0 4 . . .
0 0 0 0 5 0
...
. . .

Corollary 4. In the basis {fn}n, S = HD and T = D3HD, where D is as
above and Hmn = δmn
1
(n+2)2−1 .
3.3 Bounds on the operator norm
Entire functions of order two and finite type can be written as convergent sums
of Gegenbauer polynomials. This is the content of the next lemma
Lemma 5. If f is entire function of order two and finite type σf , then f =∑∞
n=0 anfn , where the RHS converges locally uniformly and
sup
{
|an|
( n
K
)n
2
}
<∞ , K > 8eσf . (3.4)
Proof. The function f is continuous and hence it is in L2
(
1[−2,2](x)
(
4− x2) 32 dx)
and there, since {fn}n forms an orthonormal basis, we can expand it in a series,
f =
∞∑
n=0
anfn , (3.5)
where by (A.1)
2π(n+ 1)(n+ 3)an =
∫ 2
−2
f(x)fn(x)
(
4− x2) 32 dx
Using that fn is orthogonal to all polynomials of degree less than n and replacing
f by its Taylor expansion around zero, we have
2π(n+ 1)(n+ 3) |an| =
∣∣∣∣∫ 2−2 f(x)fn(x) (4− x2) 32 dx
∣∣∣∣
=
∣∣∣∣∣
∫ 2
−2
∞∑
k=0
αkx
kfn(x)
(
4− x2) 32 dx∣∣∣∣∣
=
∣∣∣∣∣
∞∑
k=n
αk
∫ 2
−2
xkfn(x)(4 − x2) 32dx
∣∣∣∣∣ . (3.6)
9
when αn = f
(n)(0)/n! . Expanding it as a contour integral over a circle of radius
r and optimizing over r, we have (cf. [12, Section I.2]), for any σ > σf ,
|αn| =
∣∣∣∣f (n)(0)n!
∣∣∣∣ ≤ Cf (2eσn
)n
2
. (3.7)
Inserting this bound into (3.6) and using (A.1) we obtain:
2π(n+ 1)(n+ 3)|an| ≤
∞∑
k=n
Cf
(
2eσ
k
) k
2
∫ 2
−2
∣∣xk∣∣ |fn(x)| (4− x2) 32 dx
≤
∞∑
k=n
Cf
(
2eσ
k
) k
2
· 2k ·
{
6π
∫ 2
−2
|fn(x)|2 (4− x2) 32 dx
} 1
2
=
∞∑
k=n
Cf
(
8eσ
k
) k
2 √
6π · 2π(n+ 1)(n+ 3) ,
hence
|an| ≤ C′f
(
8eσ
n
)n
2
.
This implies (3.4) holds. Finally using Lemma 9, we have for |z| ≤ r, r > 3,
|anfn (z)| ≤ 2C′f
(
8eσr2
n
)n
2
,
so
∑∞
n=0 anfn(z) is analytic and hence f(z) =
∑∞
n=0 anfn(z) and the RHS
converges locally uniformly.
Hence we can define norms of an entire functions of order two and finite
type, f =
∑
n anfn, by
Definition 6.
‖f‖c,K,n =
( n
K
)cn
|an| , ‖f‖c,K = sup
{
‖f‖c,K,n
∣∣∣n ∈ N} .
Now, we will use this norms to show bounds on the operator T .
Lemma 7. For any c ≥ 12 , K > 0 the operator T is bounded with respect to
the norm ‖·‖c,K.
Proof. We denote ‖f‖+c,K,n = sup
m≥n
{‖f‖c,K,m} , and then
‖Df‖c,K,n ≤
( n
K
)cn ∑
m>n
|am| (n+ 3)
≤ ‖f‖+c,K,n+1
( n
K
)cn ∑
m>n
4m
mcm
Kcm
≤ ‖f‖+c,K,n+1 Cc,Kn1−c ,
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since the sum is dominated by the first term. Therefore
‖Tf‖c,K,n ≤ ‖HDf‖+c,K,n+3
C3c,K
n3c−3
≤ ‖Df‖+c,K,n+3
C3c,K
n3c−1
≤ ‖f‖+c,K,n+4
C4c,K
n4c−2
,
and in conclusion, for c ≥ 12 ,
‖Tf‖c,K ≤ C4c,K ‖f‖c,K . (3.8)
Hence the operator T is bounded with respect to the norm ‖·‖c,K for each
c ≥ 12 .
We conclude that the operator T can be extended to the completion of the
polynomials with respect to those norms (since ‖f‖c1,K1 ≤ ‖f‖c2,K2 whenever
c1 ≤ c2 and K1 ≥ K2 the extensions with respect to all these norms are consis-
tent).
4 Proof of Theorem 1
To prove Theorem 1 we will need the following preliminary result
Lemma 8. For any K > 0 there exist N0(K), CK such that for N > N0∣∣∣∣∫ f(t)pN (t) dt∣∣∣∣ ≤ CK ‖f‖ 12 ,K if ‖f‖ 12 ,K <∞ .
Remark. The bound on the integral (i.e. CK) is dependent in N . The proof
of Theorem 1 does not require it to be bounded.
Proof. Let f =
∑∞
n=0 anfn with |an| ≤
(
n
K
)−n2 ‖f‖ 1
2 ,K
. Then∣∣∣∣∫ f(t)pN(t)dt∣∣∣∣ ≤ ∞∑
n=0
( n
K
)−n2 ‖f‖ 1
2 ,K
∫
R
|fn(t)| pN (t)dt . (4.1)
Now, to complete the proof it is enough to show that the sum is convergent.
First, using integration by parts,∫
R
|fn(t)| pN (t)dt ≤ 12 · 6n + 2
∫ ∞
3
|fn(t)| pN (t)dt
≤ 12 · 6n + 4 · 3n + 2
∫ ∞
3
|f ′n(t)|Ne−
N(t−2)2
2 dt ,
where we used the fact that P(λN > 2 + r) ≤ Ne−Nr2/2 (the bound is known
to be true even without the prefactor N , however, we use the version with
the prefactor which was derived in [8] from the bilateral Laplace transform
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computation (2.3)). By Lemma 9 we have:∫ ∞
3
|f ′n(t)| e−
N(t−2)2
2 dt ≤ 3
∫ ∞
3
tne−
N(t−2)2
2 dt
≤ 3
∫ ∞
0
(t+ 2)ne−
Nt2
2 dt
≤ 3 · 2n−1
∫ ∞
0
(tn + 2n)e−N
t2
2 dt
≤ 3 · 2n−1
(
Γ
(
n+1
2
)
N
n+1
2
+ 2n
√
2π
N
)
,
and therefore the sum (4.1) is convergent for N > N0(K) = const ·K.
Now we can start the proof of Theorem 1.
Let f be an entire function of order two and finite type. Using Lemma 8 we
can approximate it by polynomials with respect to ‖·‖ 1
2 ,K
for sufficiently large
K and derive from 3.1 that∫
R
f(t)pN (t)dt =
1
2π
∫ 2
−2
f(s)
√
4− s2ds+ 1
N2
∫
R
[Tf ](t)pN(t)dt (4.2)
Iterating, we have:∫
R
f(t)pN (t)dt =
1
2π
m∑
k=0
1
N2k
∫ 2
−2
[
T kf
]
(t)
√
4− t2dt
+
1
N2m+2
∫
R
[
Tm+1f
]
(t)pN (t)dt .
(4.3)
Finally, ∣∣∣∣ 1N2m
∫
R
[Tmf ] (t)pN (t)dt
∣∣∣∣ ≤ 1N2m ‖Tmf‖ 12 ,K CK
≤ 1
N2m
‖T ‖m1
2 ,K
CK ‖f‖ 1
2 ,K
→ 0
as m → ∞, for sufficiently large N , where the first inequality follows from
Lemma 8 and the second from Lemma 7. This completes the proof of Theorem 1.
Appendix A Gegenbauer polynomials
The Gegenbauer polynomials for λ > − 12 are defined by
C(λ)n (x) =
(
n+ 2λ− 1
n
)
2F1
(
−n, n+ 2λ;λ+ 1
2
| 1
2
(1− x)
)
where for c 6= 0,−1,−2, . . .
2F1(a, b; c|x) =
∞∑
k=0
a(a+ 1) · · · (a+ k − 1)b(b+ 1) · · · (b + k − 1)
c(c+ 1) · · · (c+ k − 1)k! x
k
12
is the Gauss hypergeometric function. They are the orthogonal polynomials
(see [14, Chapter IV]) with respect to (1− x2)λ− 12 , i.e.∫ 1
−1
(
1− x2)λ− 12 C(λ)n (x)C(λ)m (x) dx = 21−2λπ Γ (n+ 2λ)(n+ λ) Γ2 (λ) Γ (n+ 1)δn,m ,
Therefore for fn(x) = C
(2)
n
(
x
2
)
we have∫ 2
−2
fn(x)fm(x)(4 − x2) 32 dx = 2π(n+ 3)(n+ 1)δn,m . (A.1)
Lemma 9. For |z| = r > 3 it holds that |fn(z)| ≤ 2rn , |f ′n(z)| ≤ 3rn, while
for |z| ≤ 3 it holds that |fn(z)| ≤ 2 · 3n , |f ′n(z)| ≤ 3 · 3n.
Proof. Recall that the Chebyshev polynomials of the first kind are defined by
Tn(x) = 2F1
(−n, n; 12 | 12 (1 − x)) and satisfy
Tn(cos θ) = cos(nθ) , Tn(
w + 1w
2
) =
wn + 1wn
2
. (A.2)
Let us show that
∂2
∂x2
Tn+2(
x
2
) =
n+ 2
2
fn(x) ,
where fn(x) = C
(2)
n
(
x
2
)
as above. First,
∂2
∂x2
2F1
(
−m,m; 1
2
∣∣∣1− x
2
)
=
1
4
−m2
1/2
(−m+ 1) (m+ 1)
3/2
2F1
(
−m+ 2,m+ 2; 5
2
∣∣∣1− x
2
)
=
m2
(
m2 − 1)
3
2F1
(
−m+ 2,m+ 2; 5
2
∣∣∣1− x
2
)
.
Therefore,
∂2
∂x2
Tn+2
(x
2
)
=
(n+ 2)2(n2 + 4n+ 3)
12
2F1
(
−n, n+ 4; 5
2
∣∣∣2− x
4
)
=
(n+ 2)2(n+ 3)(n+ 1)
12
2F1
(
−n, n+ 4; 5
2
∣∣∣2− x
4
)
=
(n+ 2)2(n+ 3)(n+ 1)
12
(
n+ 3
n
)−1
fn(x)
=
n+ 2
2
fn(x) ,
as claimed.
Let |ζ| = ρ > 1. Choose ξ = ζ ±
√
ζ2 − 1 so that |ξ| ≥ ρ; then by (A.2)
|Tn(ζ)| =
∣∣∣∣Tn(ξ + ξ−12
)∣∣∣∣ = ∣∣∣∣ξn + ξ−n2
∣∣∣∣ ≤ ρn + ρ−n2 .
By the Cauchy formula we get that for |z| = r > 3 :
|fn(z)| = 2
n+ 2
∣∣∣∣ ∂2∂x2Tn+2 (x2)
∣∣∣∣ ≤ 4n+ 2 ( r2 + 1)n ≤ 2rn
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and for r ≤ 3 , by the maximum principle |fn(z)| ≤ 2 · 3n . Similarly, for r ≥ 3,
|f ′n(z)| ≤ 3rn and for r ≤ 3, |f ′n(z)| ≤ 3 · 3n.
Appendix B Hermite Polynomials
We use the definition of the Hermite polynomials in [6] ,
hk(x) = (−1)keN x
2
2
dk
dxk
e−N
x2
2 , (B.1)
and the normalized Hermite polynomials h˜k(x) =
1[
k!Nk
√
2pi
N
] 1
2
hk(x). They are
orthogonal polynomials with respect to e−
Nx2
2 , i.e.∫ ∞
−∞
e−
Nx2
2 h˜k(x)h˜l(x)dx = δk,l
Remark. The standard definition of the Hermite polynomials is
Hk(x) = (−1)ke x
2
2
dk
dxk
e−
x2
2
(see [14, Chapter V]) and they are orthogonal with respect to e−
x2
2 .
The main fact about the Hermite polynomials we will use is the translation
formula
Lemma 10 (Translation Formula). hn(x+ a) =
∑n
k=0
(
n
k
)
Nkakhn−k(x) .
Proof. The Hermite polynomials are orthogonal, therefore for k 6= n− 1,
∫ ∞
−∞
e−N
x2
2 h′n(x)hk(x)dx =
∫ ∞
−∞
(−1)k d
k
dxk
[
e−N
x2
2
]
h′n(x)dx
= (−1)k+1
∫ ∞
−∞
dk+1
dxk+1
[
e−N
x2
2
]
hn(x)dx
= 0 .
So, h′n = chn−1 for some constant c , and by comparing the leading order
coefficient we conclude h′n(x) = Nnhn−1(x).
Now, by induction, h
(k)
n = Nk
n!
(n−k)!hn−k(x). Substituting this into the Taylor
expansion, hn(x+ a) =
∑n
k=0
1
k!a
kh
(k)
n (x), we get that
hn(x + a) =
n∑
k=0
(
n
k
)
Nkakhn−k(x) .
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