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Abstract: This paper investigates a statistical procedure for testing the
equality of two independent estimated covariance matrices when the num-
ber of potentially dependent data vectors is large and proportional to the
size of the vectors, that is, the number of variables. Inspired by the spike
models used in random matrix theory, we concentrate on the largest eigen-
values of the matrices in order to determine significance. To avoid false
rejections we must guard against residual spikes and need a sufficiently
precise description of the behaviour of the largest eigenvalues under the
null hypothesis.
In this paper we propose an “invariance” theorems that allows us to
extend the test of Marie´tan and Morgenthaler (2020) for a perturbation
of order 1 to a general tests for order k. The statistics introduced in this
paper allow the user to test the equality of two populations based on high-
dimensional multivariate data. Furthermore, simulations show that these
tests have more power of detection than standard multivariate methods.
Keywords and phrases: High dimension, equality test of two covariance
matrices, Random matrix theory, residual spike, spike model, dependent
data, eigenvector, eigenvalue.
1. Introduction
Random matrix theory (RMT) can be used to describe the asymptotic spectral
properties of estimators of high-dimensional covariance matrices. The theory has
been applied to multi-antenna channels in wireless communication engineering
and to financial mathematics models. In other data-rich and high-dimensional
areas where statistics is used, such as brain imaging or genetic research, it has
not found widespread use. The main barrier to the adoption of RMT may be
the lack of concrete statistical results from the probability side. Simply using
classical multivariate theory in the high dimension setting can sometimes lead
to success, but such procedures are valid only under strict assumptions about
the data such as normality or independence. Even minor differences between
∗This paper is constructed from the Thesis of Re´my Marie´tan that will be divided in three
parts.
†PhD Student at EPFL in mathematics department
‡Professor at EPFL in mathematics department
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the model assumptions and the actual data distribution typically lead to catas-
trophic results and such procedures do also often have little to no power.
This paper proposes a statistical procedure for testing the equality of two
covariance matrices ΣX and ΣY when the number of potentially dependent
data vectors n and the number of variables m are large. RMT tells us what
happens to the eigenvalues and eigenvectors of estimators of covariance ma-
trices Σˆ when both n and m tend to infinity in such a way that lim mn =
c > 0. The classical case, when m is finite and n tends to infinity, is pre-
sented in the books of Mardia, Kent and Bibby (1979), Muirhead (2005) and
Anderson (2003) (or its original version Anderson (1958)). In the RMT case,
the behaviour is more complex, but by now, results of interest are known.
Anderson, Guionnet and Zeitouni (2009), Tao (2012) and more recently Bose
(2018) contain comprehensive introductions to RMT and Bai and Silverstein
(2010) covers the case of empirical (estimated) covariance matrices.
Although the existing theory builds a good intuition of the behaviour of these
matrices, it does not provide enough of a basis to construct a statistical test
with good power. Inspired by the existing theory, we extend the residual spikes
introduced in Marie´tan and Morgenthaler (2020) and provide a description of
the behaviour of diverse types of statistics under a null hypothesis when the
perturbation is of order k. These results enable the user to test the equality
of two populations as well as other null hypotheses such as the independence
of two sets of variables. The remainder of the paper is organized as follows.
First, we review the main theorem of Marie´tan and Morgenthaler (2020) and
then indicate how to generalize the test (see Section 2). We next look at case
studies and a compare the new test with alternatives. Finally, in Section 3, we
present the main theorems. The proofs themselves are technical and presented
in the supplementary material appendix A.
2. Statistical test
2.1. Introduction
2.1.1. Hypotheses
We compare the spectral properties of two covariance estimators ΣˆX and ΣˆY of
dimension m×m which can be represented as
Assumption 2.1.
ΣˆX = P
1/2
X WXP
1/2
X and ΣˆY = P
1/2
Y WY P
1/2
Y .
In this equation, WX and WY are of the form
WX = OXΛXOX and WY = OY ΛYOY ,
with OX and OY being independent unit orthonormal random matrices whose
distributions are invariant under rotations, while ΛX and ΛY are independent
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positive random diagonal matrices, independent of OX , OY with trace equal to
m and a bound on the diagonal elements. Note that the usual RMT assumption,
m
n = c is replaced by this bound! The (multiplicative) spike model of order k
determines the form of the perturbation PX (and PY ), which satisfies
PX = Im +
k∑
s=1
(θX,s − 1)uX,sutX,s ,
where θX,1 > θX,2 > ... > θX,k and the scalar product 〈uX,s, uX,r〉 = δs,r. PY is
of the same form.
Some results require large value for θ and others not. To be precise, we will
make use of the following types of hypotheses:
Assumption 2.2. (A1) θ√
m
→∞.
(A2) θ →∞.
(A3) θi = piθ, where pi is fixed different from 1.
(A4) For i = 1, ..., k∞, θi = piθ, θ →∞ according to (A1) or (A2),
For i = k∞ + 1, ..., k, θi = piθ0.
For all i 6= j, pi 6= pj.
The result of this paper will apply to finite eigenvalues θs. However, they
must be detectable.
Definition 2.1.
1. We assume that a perturbation P = Im + (θ − 1)uut is detectable in
Σˆ = P 1/2WP 1/2 if the perturbation creates a largest isolated eigenvalue,
θˆ.
2. We say that a finite perturbation of order k is detectable if it creates k
large eigenvalues separated from the spectrum of W .
Finally, we generalize the filtered estimator of the covariance matrix intro-
duced in Marie´tan and Morgenthaler (2020).
Definition 2.2.
Suppose Σˆ is of the form given in Assumption 2.1.
The unbiased estimator of θs (s = 1, . . . , k) is defined as
ˆˆ
θs = 1 +
1
1
m−k
∑m
i=k+1
λˆΣˆ,i
θˆs−λˆΣˆ,i
,
where λˆΣˆ,i is the i
th eigenvalue counting from largest to smallest of Σˆ.
Suppose that uˆi denotes the eigenvector of Σˆ corresponding to the i
th eigenvalue,
the filtered estimated covariance matrix is then defined as
ˆˆ
Σ = Im +
k∑
i=1
(
ˆˆ
θi − 1)uˆiuˆti.
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Under Assumption 2.1, this estimator is asymptotically equivalent to the theo-
retical estimator using
ˆˆ
θs = 1+
1
1
m−k
∑m
i=k+1
λˆW,i
θˆs−λˆW,i
,
where λˆW,i is the i
th eigenvalue of W .
Our results will apply to any two centered data matrices X ∈ Rm×nX and
Y ∈ Rm×nY which are such that
ΣˆX =
1
nX
XXt and ΣˆY =
1
nY
YYt
can be decomposed in the manner indicated. This is the basic assumption con-
cerning the covariance matrices.
We will assume throughout the paper that nX ≥ nY .
Because OX and OY are independent and invariant by rotation we can
assume without loss of generality that for s = 1, 2, ..., k, uX,s = es as in
Benaych-Georges and Rao (2009). Under the null hypothesis, PX = PY , we
use the simplified notation Pk for both matrices, where for s = 1, 2, ..., k,
θX,s = θY,s = θs and uX,s = uY,s(= es).
2.2. The case of k = 1
This paper generalises Marie´tan and Morgenthaler (2020), in which the follow-
ing key result was established.
Theorem 2.1. Suppose WX and WY satisfy 2.1 with P = PX = PY , a de-
tectable perturbation of order k = 1. Moreover, we assume as known the spectra
SWX =
{
λˆWX ,1, λˆWX ,2, ..., λˆWX ,m
}
and SWY =
{
λˆWY ,1, λˆWY ,2, ..., λˆWY ,m
}
. If(
θˆX , θˆY
)
converges to (ρX , ρY ) in Op (θ/
√
m) and E
[
θˆX
]
= ρX + o
(
θ√
m
)
and
E
[
θˆY
]
= ρX + o
(
θ√
m
)
, then we have


ˆˆ
θX
ˆˆ
θY
〈uˆX , uˆY 〉2


∣∣∣∣∣∣∣SWX , SWY ∼ N



 θθ
α2X,Y

 , 1m

 σ2θ,X 0 σθ,α2,X0 σ2θ,Y σθ,α2,Y
σθ,α2,X σθ,α2,Y σ
2
α2,X,Y



+


op
(
θ√
m
)
op
(
θ√
m
)
op
(
1
θ
√
m
)

 ,
where all the parameters in the limit law depend on
Ms,r,X(ρX) =
1
m
∑m
i=1
λˆsWX,i
(ρX−λˆWX,i)r
and Ms,r,Y (ρY ) =
1
m
∑m
i=1
λˆsWX,i
(ρY −λˆWX,i)r
.
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2.3. Generalization
Suppose ΣˆX and ΣˆY are two random matrices that verify Assumption 2.1. We
want to test
H0 : PX = PY , against H1 : PX 6= PY .
When PX = PY = P1 are perturbation of order 1, we can use Theorem 2.1 to
study any test statistic which is a function of the three statistics
ˆˆ
θX ,
ˆˆ
θY , 〈uˆX , uˆY 〉2,
where
ˆˆ
θX and
ˆˆ
θY are asymptotic unbiased estimator of θX and θY defined in
2.2 and 〈uˆX , uˆY 〉 is the scalar product between the two largest eigenvectors of
ΣˆX and ΣˆY .
In this paper we want to generalise such test statistics to perturbations of order
k by considering functions of
ˆˆ
θX,1, ...,
ˆˆ
θX,k,
ˆˆ
θY,1, ...,
ˆˆ
θY,k,
k∑
i=1
〈uˆX,1, uˆY,i〉2 , ...,
k∑
i=1
〈uˆX,k, uˆY,i〉2 . (2.1)
Some possible tests are:
• T1 = m
∑k
i=1
(
ˆˆ
θX,i− ˆˆθY,i
σθi
)2
, where σ2θi is the asymptotic variance of
ˆˆ
θX,i−
ˆˆ
θY,i.
•
T2 =
∑m
i=1
(
ˆˆ
θX,i − ˆˆθY,i∑k
j=1 〈uˆX,i, uˆY,j〉2 − αˆ2X,Y,i
)t
Σ−1T2
(
ˆˆ
θX,i − ˆˆθY,i∑k
j=1 〈uˆX,i, uˆY,j〉2 − α2X,Y,i,
)
where ΣT2 is the asymptotic variance of(
ˆˆ
θX,i − ˆˆθY,i,
∑k
j=1 〈uˆX,i, uˆY,j〉2 − αˆ2X,Y,i
)
.
•
T±3 (s) = λ
±
(
ˆˆ
Σ
−1/2
X
((
ˆˆ
θY,s − 1
)
uˆY,suˆ
t
Y,s
)
ˆˆ
Σ
−1/2
X + Im
(
1
ˆˆ
θX,s
− 1
)
uˆX,suˆ
t
X,s
)
are also statistics of this form, where λ±() gives the extreme eigenvalues
and
ˆˆ
ΣX is the filtered estimator defined in 2.2.
• ∑mi=1 λi ( ˆˆΣ−1/2X ˆˆΣY ˆˆΣ−1/2X )
• ∑ki=1 λi ( ˆˆΣ−1/2X ˆˆΣY ˆˆΣ−1/2X )
In order to understand such statistics, we need to understand the joint properties
of all the components in (2.1).
The results of this paper show that the distributions of
ˆˆ
θX ,
ˆˆ
θY and 〈uˆX , uˆY 〉2
we found for perturbation of order 1 describe also the general case.
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2.4. Test statistic T1
Based on Theorem 2.1, Theorem 3.1 and the fact that all the terms are un-
correlated by Theorem 3.1 of Marie´tan and Morgenthaler (2020), we can show
that
T1 ∼ χ2k + op(1),
where
σ2θi = σ
2
θi,X
+ σ2θi,Y =
2(M2,2,X (ρX,i)−M1,1,X (ρX,i)2)
M1,1,X (ρX,i)4
+
2(M2,2,Y (ρY,i)−M1,1,Y (ρY,i)2)
M1,1,Y (ρY,i)4
.
Finally we can estimate σθi with σˆθi by replacing (ρX,i, ρY,i) by
(θˆX,i, θˆY,i).
2.5. Test statistic T2
We can show that
∑m
i=1
(
ˆˆ
θX,i − ˆˆθY,i∑k
j=1 〈uˆX,i, uˆY,j〉2 − αˆ2X,Y,i
)t
Σ−1T2
(
ˆˆ
θX,i − ˆˆθY,i∑k
j=1 〈uˆX,i, uˆY,j〉2 − α2X,Y,i
)
∼ χ22k + o(1), ,
where
Ms1,s2,X(ρX) =
1
m−k
∑m
i=k+1
λˆ
s1
ΣˆX,i(
ρX−λˆΣˆX,i
)s2 and Ms1,s2,Y (ρY ) = 1m−k
∑m
i=k+1
λˆ
s1
ΣˆY ,i(
ρY −λˆΣˆY ,i
)s2 ,
αˆX,Y,i =
ˆˆ
θX,i
ˆˆ
θY,i
(
ˆˆ
θX,i − 1)2(ˆˆθY,i − 1)2
1
θˆX,iθˆY,iM1,2,X
(
θˆX,i
)
M1,2,Y
(
θˆY,i
) ,
ˆˆ
θX,i =
1
M1,1,X
(
θˆX,i
) + 1,
ˆˆ
θY,i =
1
M1,1,Y
(
θˆY,i
) + 1.
Moreover
ΣT2 = ∇ (G)tΣ∇ (G) ,
where G : R3 → R2 is such that
(
ˆˆ
θX,i − ˆˆθY,i∑k
j=1 〈uˆX,i, uˆY,j〉2 − αˆ2X,Y,i
)
= G

 θˆX,iθˆY,i∑k
j=1 〈uˆX,i, uˆY,j〉2

 .
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and
 θˆX,iθˆY,i∑k
j=1 〈uˆX,i, uˆY,j〉2

 ∼ N



 ρX,iρY,i
θX,iθY,i
(θX,i−1)2(θY,i−1)2
1
ρXρYM1,2,XM1,2,Y

 ,Σ

 ,
Using similar argument as in the proof of Theorem 2.1, we can show that
Σ1,1 = −2(M1,1,X(ρX) +M1,1,X(ρX)
2 −M1,2,X(ρX)ρX)
M1,1,X(ρX)4
Σ1,2 = 0
Σ1,3 =
2(M1,1,X(ρX)(1 +M1,1,X(ρX))M1,2,X(ρX) +M1,1,X(ρX)(M1,2,X(ρX)
2 − 2(1 +M1,1,X(ρX))M1,3,X(ρX))ρX +M1,2,X(ρX)M1,3,X(ρX)ρ2X)θX,iθY,i
M1,1,X(ρX)2M1,2,X(ρX)3M1,2,Y (ρY )ρ2XρY (−1 + θX,i)2(−1 + θY,i)2
Σ2,2 = −2(M1,1,Y (ρY ) +M1,1,Y (ρY )
2 −M1,2,Y (ρY )ρY )
M1,1,Y (ρY )4
Σ2,3 =
2(M1,1,Y (ρY )(1 +M1,1,Y (ρY ))M1,2,Y (ρY ) +M1,1,Y (ρY )(M1,2,Y (ρY )
2 − 2(1 +M1,1,Y (ρY ))M1,3,Y (ρY ))ρY +M1,2,Y (ρY )M1,3,Y (ρY )ρ2Y )θX,iθY,i
M1,2,X(ρX)M1,1,Y (ρY )2M1,2,Y (ρY )3ρXρ2Y (−1 + θX,i)2(−1 + θY,i)2
Σ3,3 =
(
2θX,iθY,i(2M1,2,X(ρX)
5M1,2,Y (ρY )
4ρ3Xρ
2
Y (−1 + θX,i)2(M1,2,Y (ρY )ρY (−1 + θY,i)2 − θY,i)− (1 + 2M1,1,X(ρX))M1,2,X(ρX)3M1,2,Y (ρY )4ρXρ2Y θX,iθY,i+
4M1,1,X(ρX)(1 +M1,1,X(ρX))M1,2,X(ρX)M1,3,X(ρX)M1,2,Y (ρY )
4ρXρ
2
Y θX,iθY,i − 4M1,1,X(ρX)(1 +M1,1,X(ρX))M1,3,X(ρX)2M1,2,Y (ρY )4ρ2Xρ2Y θX,iθY,i+
M1,2,X(ρX)
2M1,2,Y (ρY )
4(−M1,1,X(ρX)(1 +M1,1,X(ρX)) + (1 + 4M1,1,X(ρX))M1,3,X(ρX)ρ2X +M1,4,X(ρX)ρ3X)ρ2Y θX,iθY,i−
M1,2,X(ρX)
4ρ2XθX,i(2M1,2,Y (ρY )
5ρ3Y (−1 + θY,i)2 + (1 + 2M1,1,Y (ρY ))M1,2,Y (ρY )3ρY θY,i − 4M1,1,Y (ρY )(1 +M1,1,Y (ρY ))M1,2,Y (ρY )M1,3,Y (ρY )ρY θY,i+
4M1,1,Y (ρY )(1 +M1,1,Y (ρY ))M1,3,Y (ρY )
2ρ2Y θY,i +M1,2,Y (ρY )
2(M1,1,Y (ρY )(1 +M1,1,Y (ρY ))− (2M1,3,Y (ρY ) + 4M1,1,Y (ρY )M1,3,Y (ρY ) +M2,4,Y (ρY ))ρ2Y )θY,i))
)
/(
M1,2,X(ρX)
6M1,2,Y (ρY )
6ρ4Xρ
4
Y (−1 + θX,i)4(−1 + θY,i)4
)
.
Finally we can estimate Σ with Σˆ by replacing (ρX,i, θX,i, ρY,i, θX,i) by
(θˆX,i,
ˆˆ
θX,i, θˆY,i,
ˆˆ
θY,i) and ΣT2 with
ΣˆT2 = ∇ (G)t Σˆ∇ (G) .
2.6. Test statistic T3
Elementary linear algebra in conjunction with the theorems of Marie´tan and Morgenthaler
(2020) and this paper show that
T±3 (s) =
1
2

 ˆˆθY,s +∑ki=1 〈uˆY,s, uˆX,i〉2 − ˆˆθY,s (∑ki=1 〈uˆY,s, uˆX,i〉2)+ 1+(ˆˆθY,s−1)(
∑k
i=1〈uˆY,s,uˆX,i〉2)±
√
−4ˆˆθY,s ˆˆθX,s+
(
1+
ˆˆ
θY,s
ˆˆ
θX,s−(ˆˆθX,s−1)(ˆˆθX,s−1)(
∑
k
i=1〈uˆY,s,uˆX,i〉2)
)2
ˆˆ
θX,s

+O ( 1m) .
This result can be obtain by looking at the trace and the square of the matrix.
This statistic is the residual spike defined in Marie´tan and Morgenthaler (2020).
Therefore T3 is bounded by
N
(
λ+,
σ+
2
m
)
+ o
(
1√
m
)
and N
(
λ−,
σ−2
m
)
+ o
(
1√
m
)
,
with the parameters as defined in Theorem 2.1 of Marie´tan and Morgenthaler
(2020).
2.7. Simulation
Assume X ∈ Rm×nX and Y ∈ Rm×nY with X = (X1, X2, ..., XnX ) and Y =
(Y1, Y2, ..., YnY ). The components of the random vectors are independent and
the covariance between the vectors is as follows:
Xi ∼ Nm
(
~0, σ2Im
)
with X1 = ǫX,1 and Xi+1 = ρXi +
√
1− ρ2 ǫX,i+1, where ǫX,i i.i.d∼ Nm
(
~0, σ2Im
)
,
Yi ∼ Nm
(
~0, σ2Im
)
with Y1 = ǫY,1 and Yi+1 = ρYi +
√
1− ρ2 ǫY,i+1, where ǫY,i i.i.d∼ Nm
(
~0, σ2Im
)
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Let PX = Im+
∑k
i=1(θX,i−1)uX,iutX,i and PY = Im+
∑k
i=1(θY,i−1)uY,iutY,i
be two perturbations in Rm×m and put
XP = P
1/2
X X and YP = P
1/2
Y Y,
ΣˆX =
XtPXP
nX
and ΣˆY =
YtPYP
nY
.
2.7.1. Comparison with existing tests
In the classical multivariate theory, the trace or the determinant of Σˆ
−1/2
X ΣˆY Σˆ
−1/2
X
are used to test the equality of two covariance matrices (see, for example,
Anderson (1958)).
Suppose
X1, X2, ..., XnX
i.i.d.∼ Nm(0,ΣX),
Y1, Y2, ..., YnY
i.i.d.∼ Nm(0,ΣY ).
We want to test
H0 : ΣX = ΣY against H1 : ΣX 6= ΣY ,
In this section we show that any test statistic using either the log-determinant
T4 = log
∣∣∣Σˆ−1/2X ΣˆY Σˆ−1/2X ∣∣∣ or T5 = Trace(Σˆ−1/2X ΣˆY Σˆ−1/2X ) have difficulties to
detect differences between the finite perturbations PX and PY . To explore this
problem, we compare the performance of these tests with T1, T2 and T3 by
simulation. Table 1 shows the power of these tests to detect under a variety of
alternatives and sample sizes. For T1 and T2 the critical values are based on
the asymptotic chi-squared distributions, for T3 the following two-sided power
is used
PH1
(
max
s=1,2,...,k
(√
m
T+3 (s)−λ+
σ+
)
< qN(0,1)(1 − 0.025/k) or min
s=1,2,...,k
(√
m
T−3 (s)−λ−
σ−
)
< qN(0,1)(0.025/k)
)
,
with the parameters of Theorem 2.1 of Marie´tan and Morgenthaler (2020). For
the tests T4 and T5 the critical values are determined by simulation. In order
to apply these tests to degenerated matrices, the determinant is defined as the
product of the non-null eigenvalues of the matrix and the inverse is the gener-
alised inverse.
In the simulated cases, the trace and the determinant have difficulties to
catch the alternatives. On the other hand, our procedures easily detect even
small effects. These classical statistics T4 and T5 would presumably do well with
global perturbations such as a multiplicative change of the covariance matrix.
Remark 2.1. 1. Under the assumption that ΣˆX = P
1/2
X WXP
1/2
X and ΣˆY =
P
1/2
Y WY P
1/2
Y satisfy Assumption 2.1, the procedures T1, T2 and T3 re-
quired the estimation of Ms,r,X =
1
m
∑m
i=1
λˆsWX,i
(ρ−λˆWX,i)
r and Ms,r,Y =
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m = 500,
nX = nY = 250
θX = 7, uX = e1,
θY = 7, uY = e1,
θX = 7, uX = e1,
θY = 7, uY = e2,
θX = 50, uX = e1,
θY = 50, uY = e2,
θX = 7, uX = e1,
θY = 17, uY = e1,
θX = 300, uX = e1,
θY = 600, uY = e1,
T1 0.05 0.04 0.05 1 0.91
T2 0.06 1 1 1 0.99
T3 0 0.37 1 0.85 0.995
T4 0.04 0.06 0.11 0.06 0.06
T5 0.035 0.04 1 0.12 0.07
m = 500,
nX = 1000,
nY = 250
θX = 7, uX = e1,
θY = 7, uY = e1,
θX = 7, uX = e1,
θY = 7, uY = e2,
θX = 50, uX = e1,
θY = 50, uY = e2,
θX = 7, uX = e1,
θY = 17, uY = e1,
θX = 300, uX = e1,
θY = 600, uY = e1,
T1 0.06 0.045 0.06 1 1
T2 0.06 1 1 1 0.99
T3 0.01 1 1 0.96 1
T4 0.075 0.12 0.55 0.08 0.05
T5 0.05 0.25 1 0.06 0.09
m = 500,
nX = 1000,
nY = 1000
θX = 7, uX = e1,
θY = 7, uY = e1,
θX = 7, uX = e1,
θY = 7, uY = e2,
θX = 50, uX = e1,
θY = 50, uY = e2,
θX = 7, uX = e1,
θY = 17, uY = e1,
θX = 300, uX = e1,
θY = 600, uY = e1,
T1 0.03 0.05 0.06 1 1
T2 0.03 1 1 1 1
T3 0 1 1 1 1
T4 0.045 0.07 0.01 0.1 0.04
T5 0.04 0.56 1 0.09 0.04
Table 1
Probability to detect the alternative with a test at level 0.05 when
PX = Im + 500e3e
2
3 + 150e4e
t
4 + (θX − 1)uXu
t
X and
PY = Im + 500e3e
2
3
+ 150e4et4 + (θY − 1)uY u
t
Y for the different tests. The distribution of T4
and T5 is computed empirically by assuming the same perturbation PX for the two groups.
1
m
∑m
i=1
λˆsWY ,i
(ρ−λˆWY ,i)
r for s, r = 1, 2, 3, 4. By Cauchy’s interlacing law and
the upper bound on the eigenvalues of λˆWX ,i and λˆWY ,i, we can use the
following estimator
Mˆs,r,X =
1
m− k
m∑
i=k+1
λˆs
ΣˆX ,i(
ρ− λˆΣˆX ,i
)r =Ms,r,X +O( 1m
)
.
2. The theorems of this paper always assume perturbations with distinct
eigenvalues. When θ1 = θ2 = ...θk, the results fail and most of the proce-
dures are not conservative.
3. Theorems
3.1. Notation and definition
Notation 3.1.
We use a precise notation to enunciate the theorems, the proofs, however, often
use a simpler notation when no confusion is possible. This difference is always
specified at the beginning of the proofs.
• For any symmetric random matrix A we denote by
(
λˆA,i, uˆA,i
)
its ith
eigenvalue and eigenvector.
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• A finite perturbation of order k is denoted by Pk = Im+
∑k
i=1(θi−1)uiuti ∈
R
m×m with u1, u2, ..., uk ∈ Rm×m orthonormal vectors.
• W ∈ Rm×m denotes a random matrix as defined in Assumption 2.1 which
is invariant under rotation. Moreover, the estimated covariance matrix is
Σˆ = P
1/2
k WP
1/2
k .
When comparing two groups, we use WX , WY and ΣˆX , ΣˆY .
• When we consider only one group, ΣˆPr = P 1/2r WP 1/2r is the perturbation
of order r of the matrix W and:
– uˆPr,i is its i
th eigenvector. When r = k we just use the simpler
notation uˆi = uˆPk,i after an explicit statement.
– uˆPr,i,j is the j
th component of the ith eigenvector.
– λˆPr ,i is the i
th eigenvalue. If θ1 > θ2 > ... > θr, then for i = 1, 2, ..., r
we use also the notation θˆPr ,i = λˆPr ,i. We call these eigenvalues the
spikes. When r = k, we just use the simpler notation θˆi = θˆPk,i after
an explicit statement.
– αˆ2Pr ,i =
∑r
j=1 〈uˆPr,i, uj〉2 is called the general angle.
With this notation, we have Σˆ = ΣˆPk = P
1/2
k WP
1/2
k .
• When we consider two groups X and Y , we use a notation similar to
the above. The perturbation of order r of the matrices WX and WY are
ΣˆX,Pr = P
1/2
r WXP
1/2
r and ΣˆY,Pr = P
1/2
r WY P
1/2
r respectively. Then, we
define for the group ΣˆX,Pr (and similarly for ΣˆY,Pr):
– uˆΣˆX,Pr ,i
is its ith eigenvector. When r = k we use the simpler notation
uˆX,i = uˆΣˆX,Pk ,i
.
– uˆΣˆX,Pr ,i,j
is the jth component of the i eigenvector.
– λˆΣˆX,Pr ,i
is its ith eigenvalue. If θ1 > θ2 > ... > θr, then for i =
1, 2, ..., r we use the notation θˆΣˆX,Pr ,i
= λˆΣˆX,Pr ,i
. When r = k, we use
the simpler notation θˆX,i = θˆΣˆX,Pk ,i
.
– αˆ2
ΣˆX,Pr ,i
=
∑r
j=1
〈
uˆΣˆX,Pr ,i
, uj
〉2
.
– αˆ2X,Y,Pr,i =
∑r
j=1
〈
uˆΣˆX,Pr ,i
, uˆΣˆY,Pr ,j
〉2
is the double angle and,
when no confusion is possible, we use the simpler notation αˆ2Pr ,i.
• Some theorems assume the sign convention
uˆPs,i,i > 0, for s = 1, 2, ..., k and i = 1, 2, ..., s,
as in Theorem 3.4 or 3.5. Others assume the convention
uˆPs,i,s > 0, for s = 1, 2, ..., k and i = 1, 2, ..., s,
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as in Theorem 4.1.
Theorems that are not affected by this convention do not specify it pre-
cisely. Nevertheless, the convention will be mentioned in the proofs when
confusion is possible.
• We define the function Ms1,s2,X(ρX), Ms1,s2,Y (ρY ) and Ms1,s2(ρX , ρY ) as
Ms1,s2,X(ρX) =
1
m
m∑
i=1
λˆs1WX ,i(
ρX − λˆWX ,i
)s2 ,
Ms1,s2,Y (ρY ) =
1
m
m∑
i=1
λˆs1WY ,i(
ρY − λˆWY ,i
)s2 ,
Ms1,s2(ρX , ρY ) =
Ms1,s2,X(ρX) +Ms1,s2,Y (ρY )
2
.
In particular, when s2 = 0, we use Ms1,X =Ms1,0,X . When we only study
one group, we use the simpler notation Ms1,s2(ρ) when no confusion is
possible.
• We use two transforms inspired by the T-transform:
– TW,u(z) =
∑m
i=1
λˆW,i
z−λˆW,i 〈uˆW,i, u〉
2 is the T-transform in direction u
using the random matrix W .
– TˆΣˆX (z) =
1
m
∑m
i=k+1
λˆΣˆX,i
z−λˆΣˆX,i
, and TˆWX (z) =
1
m
∑m
i=1
λˆWX,i
z−λˆWX,i
, the
estimated T-transforms using ΣˆX and W respectively.
• In some theorems we use the notation order∼ to describe the order size in
probability of a positive random variable. For example, Xm
order∼ 1/m if Xm1/m
tends to a random variable X independent of m, with P {X > ǫj} j→∞−→ 1
for any sequences ǫj tending to 0.
This paper extends previous results to perturbations of order k > 1 for some
invariant statistics.
Definition 3.1.
Suppose W is a random matrix. Moreover, define P1 = Im + (θ1 − 1)u1ut1
and Pk = Im +
∑k
i=1(θi − 1)uiuti some perturbations of order 1 and k > 1,
respectively. We say that a statistic T (Wm, P1) is invariant with respect to k,
if T (Wm, Pk) is such that
T (Wm, Pk) = T (Wm, P1) + ǫm, where max
(
ǫm
E[T (W,P1)]
,
ǫ2m
Var(T (W,P1))
)
→ 0.
3.2. Invariant Eigenvalue Theorem
Theorem 2.1 provides distributions of statistics for perturbations of order 1.
This estimated eigenvalue is an invariant statistics as defined in 3.1.
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Theorem 3.1. Suppose that W satisfies Assumption 2.1 and
P˜s = Im + (θs − 1)esets, for s = 1, 2, ..., k,
Pk = Im +
k∑
i=1
(θi − 1)eieti satisfies 2.2 (A4),
where θ1 > θ2 > ... > θk. We define
ΣˆP˜s = P˜
1/2
s WP˜
1/2
s ,
ΣˆPk = P
1/2
k WP
1/2
k .
Moreover, for s = 1, 2, ..., k, we define
uˆP˜s,1, θˆP˜s,1 s.t. ΣˆP˜1 uˆP˜s,1 = θˆP˜s,1uˆP˜s,1,
uˆPk,s, θˆPk,s s.t. ΣˆPk uˆPk,s = θˆPk,suˆPk,s,
where θˆP˜s,1 = λˆΣˆP˜s,1
and θˆPk,s = λˆΣˆPk ,s
.
1. Then, for s > 1,
θˆPk,s − θˆP˜s,1
order∼ θs
m
and
θˆPk,1 − θˆP˜1,1
order∼ θ2
m
, .
The distribution of θˆPk,s is therefore asymptotically the same as the dis-
tribution of θˆP˜s,1 studied in Theorem 2.1.
2. More precisely we define for r, s ∈ {1, 2, ..., k} with r 6= s ,
P−r = Im +
k∑
i=1
i6=r
(θi − 1) eieti.
• If θs > θr, then
θˆPk,s − θˆP−r ,s = −
θˆP−r,sθˆPk,s(θr−1)
θr−1−θˆPk,s
uˆ2P−r,s,r +Op
(
1
m
)
+Op
(
θr
m3/2
)
.
• If θs < θr, then
θˆPk,s − θˆP−r ,s−1 = −
θˆP−r,s−1θˆPk,s(θr−1)
θr−1−θˆPk,s
uˆ2P−r ,s−1,r + Op
(
1
m
)
+Op
(
θs
m3/2
)
.
Remark 3.1.
In this manuscript, we are interested in the unbiased estimation of
ˆˆ
θPk,1. The
invariance of
ˆˆ
θPk,1 is a direct consequence of the theorem. Moreover, Theorem
2.1 provides the distribution of
ˆˆ
θP1,1.
(Proof in appendix A.)
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3.3. Invariant Angle Theorem
The cosine of the angle between two vectors is linked to 〈u, v〉. We need the
more general notion of the angle between a vector and a subspace of dimension
k associated with
∑k
i=1 〈u, vi〉2, where (v1, ..., vk) is a orthonormal basis of the
subspace. This generalization of the angle used with the correct subspace leads
to an invariance in the sense of Definition 3.1.
Theorem 3.2.
Using the same notation as Theorem 3.1,
1. The general angle is invariant in the sense of Definition 3.1,
k∑
i=1
uˆ2Pk,s,i = uˆ
2
P˜s,1,s
+Op
(
1
θsm
)
.
Therefore, the distribution of
∑k
i=1 uˆ
2
Pk,s,i
is asymptotically the same as
the distribution of uˆ2
P˜s,1,s
studied in Theorem 2.1.
2. Moreover,
uˆ2Pk,s,s = uˆ
2
P˜s,1,s
+Op
(
1
m
)
.
Remark 3.2.1.
1. If
uˆ2P1,1,1 ∼ N
(
α2,
σ2α2
θ21m
)
+ op
(
1
θ1
√
m
)
,
then
k∑
i=1
uˆ2Pk,1,i ∼ N
(
α2,
σ2α2
θ21m
)
+ op
(
1
θ1
√
m
)
,
where the parameter can be computed as in Theorem 2.1 in Marie´tan and Morgenthaler
(2020).
2. Assuming that c = m/n and that W is a Wishart random matrix of
dimension m with n degree of freedom, α2 =
1− c
(θ1−1)2
1+ cθ1−1
and σ2α2 = 2c
2(c+
1) + oθ(1).
In particular if θ1√
m
is large, then α2 ≈ 1− c/θ1,
3. In the general case, if θ1√
m
is large,
α2 ≈ 1+ 1−M2,X
θ1
and σ2α2 ≈ 2
(
4M32,X −M22,X − 4M2,XM3,X +M4,X
)
.
(Proof in appendix A.)
Re´my Marie´tan and Stephan Morgenthaler/Comparison of two populations 14
3.4. Asymptotic distribution of the dot product
In this section, we compute the distribution of a dot product used in this paper
to prove Theorem 3.1 and in a future work to compute the distributions of the
residual spikes defined in Marie´tan and Morgenthaler (2020) for perturbation of
order k.
Theorem 3.3. Suppose thatW satisfies Assumption 2.1 and P2 = Im+
∑2
i=1(θi−
1)eie
t
i with θ1 > θ2. We define
ΣˆP2 = P
1/2
2 WP
1/2
2 and ΣˆP1 = P
1/2
1 WP
1/2
1 .
Moreover, for s, k = 1, 2 and s 6 k, we define
uˆPk,s, θˆPk,s s.t. ΣˆPk uˆPk,s = θˆPk,suˆPk,s,
where θˆPk,s = λˆΣˆPk ,s
. Finally the present theorem uses the convention:
For s = 1, 2, ..., k and i = 1, 2, ..., s, uˆPs,i,i > 0.
1. Assuming that the conditions 2.2 (A2) and (A3) (θi = piθ →∞) hold, we
have
m∑
s=3
uˆP2,1,suˆP2,2,s = uˆP2,1,2
(
1
θ1
− 1
θ2
)
− 1
θ
1/2
2
m∑
j>1
λˆP1,j uˆP1,j,1uˆP1,j,2
+Op
(
1
θ
1/2
1 θ
1/2
2 m
)
+Op
(
1
θ
1/2
1 θ
3/2
2 m
1/2
)
=
− (1 +M2)W1,2 +
(
W 2
)
1,2√
θ1θ2
+Op
(
1
θ
1/2
1 θ
1/2
2 m
)
+Op
(
1
θ
1/2
1 θ
3/2
2 m
1/2
)
.
Thus, we can estimate the distribution conditional on the spectrum of W ,
m∑
s=3
uˆP2,1,suˆPk,2,s ∼ N
(
0,
(1 +M2)
2
(M2 − 1) +
(
M4 − (M2)2
)− 2 (1 +M2) (M3 −M2)
θ1θ2m
)
+Op
(
1
θ
1/2
1 θ
1/2
2 m
)
+Op
(
1
θ
1/2
1 θ
3/2
2 m
1/2
)
.
2. If θ2 is finite, then
m∑
s=3
uˆP2,1,suˆP2,2,s = Op
(
1√
θ1m
)
.
Remark 3.2.
1. We can easily show
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uˆP2,1,2
(
1
θ1
− 1
θ2
)
δ +
m∑
s=3
uˆP2,1,suˆP2,2,s
=
− (δ +M2)W1,2 +
(
W 2
)
1,2√
θ1θ2
+Op
(
1
θm
)
+Op
(
1
θ2m1/2
)
∼ N
(
0,
(δ +M2)
2 (M2 − 1) +
(
M4 − (M2)2
)− 2 (δ +M2) (M3 −M2)
θ1θ2m
)
+Op
(
1
θm
)
+Op
(
1
θ2m1/2
)
.
2. If W is a standard Wishart random matrix and Assumptions 2.2 (A2) and
(A3) is verified, then
m∑
s=3
uˆP2,1,suˆP2,2,s ∼ N
(
0,
(1− α21)(1 − α22)
m
)
+ op
(
1
θ
√
m
)
,
where α2s = limm→∞
∑2
i=1 〈uˆP2,s, ui〉2
(Proof in appendix A.)
3.5. Invariant Dot Product Theorem
Theorem 3.4. Suppose that W satisfies Assumption 2.1 and
Ps,r = Im +
2∑
i=s,r
(θi − 1)eieti
Pk = Im +
k∑
i=1
(θi − 1)eieti respects 2.2 (A4),
where θ1 > θ2 > ... > θk. We define
ΣˆPs,r = P
1/2
s,r WP
1/2
s,r ,
ΣˆPk = P
1/2
k WP
1/2
k .
Moreover, for s, r = 1, 2, ..., k with s 6= r, we define
uˆPs,r,1, θˆPs,r ,1 s.t. ΣˆPs,r uˆPs,r,1 = θˆPs,r ,1uˆPs,r,1,
uˆPk,s, θˆPk,s s.t. ΣˆPk uˆPk,s = θˆPk,suˆPk,s,
where θˆPs,r ,1 = λˆΣˆPs,r ,1
and θˆPk,s = λˆΣˆPk ,s
.
Assuming the convention
For s = 1, 2, ..., k and i = 1, 2, ..., s, uˆPs,i,i > 0 ,
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leads to
m∑
i=1
i6=s,r
uˆPs,r,1,iuˆPs,r,2,i =
m∑
i=k+1
uˆPk,s,iuˆPk,r,i +Op
(
1√
θsθrm
)
.
(Proof in appendix A.)
3.6. Component distribution Theorem
Theorem 3.5. Suppose Assumption 2.1 holds with canonical P and 2.2 (A4).
We define:
U =


uˆtPk,1
uˆtPk,2
...
uˆtPk,m

 =
(
uˆPk,1:k,1:k uˆPk,1:k,k+1:m
uˆPk,k+1:m,1:k uˆPk,k+1:m,k+1:m.
)
To simplify the result we use the sign convention,
For s = 1, 2, ..., k and i = 1, 2, ..., s, uˆPs,i,i > 0.
1. Without loss of generality on the k first components, the kth element of
the first eigenvector is
uˆPk,1,k =
√
θkθ1
|θk − θ1| uˆPk−1,1,k +Op
(
min(θ1, θk)
θ
1/2
1 θ
1/2
k m
)
+Op
(
1√
θ1θkm
)
=
θ1
√
θk
|θk − θ1|
1
m
√
1− αˆ21 Z +Op
(
min(θ1, θk)
θ
1/2
1 θ
1/2
k m
)
+Op
(
1√
θ1θkm
)
=
√
θ1θk
|θk − θ1|
1√
m
√
M2 − 1 Z +Op
(
min(θ1, θk)
θ
1/2
1 θ
1/2
k m
)
+ Op
(
1√
θ1θkm
)
,
where Z is a standard normal and M2 =
1
m
∑m
i=1 λˆ
2
W,i is obtained by
conditioning on the spectrum.
• Thus, knowing the spectrum and assuming θ1, θk →∞,
uˆPk,1,k
Asy∼ N
(
0,
θ1θk
|θ1 − θk|
M2 − 1
m
)
.
• If θk is finite,
uˆPk,1,k = Op
(
1√
θ1m
)
.
This result holds for any components uˆPk,s,t where s 6= t ∈ {1, 2, ..., k}.
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Remark 3.3.
The sign of uˆPk,1,k obtained by the construction using Theorem 4.1 is al-
ways positive. By convention (uˆPk,i,i > 0, for i = 1, 2, ..., k), we multiply by
sign (uˆPk,1,1) obtained in the construction. Thus, the remark of Theorem
4.1 describes the sign of the component assuming the convention.
P
{
sign (uˆPk,1,k) = sign
((
θˆPk,1 − θˆPk−1,1
)
uˆPk−1,1,kuˆPk−1,1,1
)}
= 1 +O
(
1
m
)
.
2. For s = 1, ..., k, the vector
uˆs,k+1:m√
1−αˆ2s
, where αˆ2s =
∑k
i=1 uˆ
2
i,s, is unit invariant
by rotation. Moreover, for j > k,
uˆj,s ∼ N
(
0,
1− α2s
m
)
,
where α2s is the limit of αˆ
2
s.
Finally, the columns of U t[k + 1 : m, k + 1 : m] are invariant by rotation.
3. Assuming Pk = Im +
∑k
i=1(θi − 1)ǫiǫti is such that
θ1, θ2, ..., θk1 are proportional, and
θk1+1, θk1+2, ..., θk are proportional,
then ∑
uˆ2k+1:m,1 <
∑
uˆ2k+1:m,1:k1
∼ RV
(
O
(
1
θ1
)
, O
(
1
θ21m
))
+Op
(
min(θ1, θk)
max(θ1, θk)m
)
.
If P satisfies Assumption 2.2(A4) with min
(
θ1
θk
, θkθ1
)
→ 0, then
∑
uˆ2k+1:m,1 ∼ RV
(
O
(
1
θ1
)
, O
(
1
θ21m
))
+Op
(
1
θ1m
)
.
(Proof in appendix A.)
3.7. Invariant Double Angle Theorem
Finally, using the previous Theorem, we can prove the Invariant Theorem of the
double angle.
Corollary 3.1. Suppose WX and WY satisfies Assumption 2.1 and
P˜s = Im + (θs − 1)esets, for s = 1, 2, ..., k,
Pk = Im +
k∑
i=1
(θi − 1)eieti respects 2.2 (A4),
where θ1 > θ2 > ... > θk. We define
ΣˆX,P˜s = P˜
1/2
s WX P˜
1/2
s and ΣˆX,P˜s = P˜
1/2
s WY P˜
1/2
s ,
ΣˆX,Pk = P
1/2
k WXP
1/2
k and ΣˆY,Pk = P
1/2
k WY P
1/2
k .
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For s = 1, ..., k, we define
uˆΣˆX,P˜s ,1
, θˆΣˆX,P˜s ,1
s.t. ΣˆX,P˜s uˆΣˆX,P˜s ,1
= θˆΣˆX,P˜s ,1
uˆΣˆX,P˜s ,1
,
uˆΣˆX,Pk ,s
, θˆΣˆX,Pk ,s
s.t. ΣˆX,Pk uˆΣˆX,Pk ,s
= θˆΣˆX,Pk ,s
uˆΣˆX,Pk ,s
,
where θˆΣˆX,P˜s ,1
= λˆΣˆX,P˜s,1
and θˆΣˆX,Pk ,s
= λˆΣˆX,Pk ,s
. The statistics of the group Y
are defined in analogous manner.
Then,
〈
uˆΣˆX,P˜s ,1
, uˆΣˆY,P˜s ,1
〉2
=
k∑
i=1
〈
uˆΣˆX,Pk ,s
, uˆΣˆY,Pk ,s
〉2
+Op
(
1
θsm
)
=
k+ǫ∑
i=1
〈
uˆΣˆX,Pk ,s
, uˆΣˆY,Pk ,i
〉2
+Op
(
1
θsm
)
,
where ǫ is a small integer.
Remark 3.4.
1. The procedure of the proof shows an interesting invariant:
Assuming the sign convention uˆPs,i,i > 0 for s = 1, 2, ..., k and i =
1, 2, ..., s,
m∑
i=k+1
uˆPk,1,i
ˆˆuPk,1,i =
m∑
i=k
uˆPk−1,1,i
ˆˆuPk−1,1,i +Op
(
1
θ1m
)
.
2. The distribution of
〈
uˆΣˆX,P1 ,1
, uˆΣˆY,P1 ,1
〉2
is computed in Theorem 2.1.
3. An error of ǫ principal components does not affect the asymptotic distri-
bution of the general double angle. This property allows us to construct a
robust test.
(Proof in appendix A.)
4. Tools for the proofs
In this section we present intermediary results necessary to prove the main
theorems of this paper.
4.1. Characterization of the eigenstructure
The next theorem concerns eigenvalues and eigenvectors. In order to show the
result for u1, without loss of generality we use the following condition for the
other eigenvalues.
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Notation 4.1. Usually we assume θ1 > θ2 > ... > θk such that θˆPk,s, the s
th
largest eigenvalue of ΣˆPk corresponds to θs.
We can relax the strict ordering θ1 > θ2 > ... > θk in the following manner. The
order of θs in the eigenvalues θ1, θ2, ..., θt, t > s is rankt(θs) = rt,s. Assuming
a perturbation Pt, θs corresponds to the r
th
t,s largest eigenvalue of ΣˆPt . In order
to use simple notation, we again call this corresponding estimated eigenvalue,
θˆPt,s.
We also change the notation for the eigenvector. For i = 1, 2, ..., t, uˆPt,s is the
eigenvector corresponding to θˆPt,s.
Theorem 4.1. Using the same notation as in the Invariant Theorem (3.2, 3.1)
and under Assumption 2.1 and 2.2(A4), we can compute the eigenvalues and
the components of interest of the eigenvector of ΣˆPk . Using assumption 2.1, we
can without loss of generality suppose the canonical form for the perturbation
Pk.
• Eigenvalues :
m∑
i=k
λˆPk−1,i
θˆPk,s − λˆPk−1,i
uˆ2Pk−1,i,k︸ ︷︷ ︸
(a)Op( 1θs )
+
θˆPk−1,s
θˆPk,s − θˆPk−1,s
uˆ2Pk−1,s,k︸ ︷︷ ︸
(b)
order∼
(
θk−θs
θsθk
)
+
k−1∑
i=1
i6=s
θˆPk−1,i
θˆPk,s − θˆPk−1,i
uˆ2Pk−1,i,k
︸ ︷︷ ︸
(c)Op( 1θsm)
=
1
θk − 1 ,
for s = 1, 2, ..., k.
Remark 4.1. If we do not assume canonical perturbations, then the for-
mula is longer but the structure remains essentially the same. Assuming
Condition 2.1 to hold, leads to matrices that are invariant under rotations.
Elementary linear algebra methods extend the result to any perturbation.
• Eigenvectors:
We define u˜Pk,i such that WPku˜Pk,i = θˆPk,iu˜Pk,i and uˆPk,i such that
P
1/2
k WP
1/2
k uˆPk,i = θˆPk,iuˆPk,i. To simplify notation we assume that θi cor-
responds to θˆPk,i. This notation is explained in 4.1 and allows us without
loss of generality to describe only the eigenvector uˆPk,1.
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〈u˜Pk,1, e1〉2
=


(a)Op
(
1
θ
3/2
1
√
m
)
︷ ︸︸ ︷
m∑
i=k
λˆPk−1,i
θˆPk,1 − λˆPk−1,i
uˆPk−1,i,1uˆPk−1,i,k +
(b)
order∼
√
θ1m
min(θ1,θk)︷ ︸︸ ︷
θˆPk−1,1
θˆPk,1 − θˆPk−1,1
uˆPk−1,1,1uˆPk−1,1,k +
(c)Op
(
1
θ
1/2
1
m
)
︷ ︸︸ ︷
k−1∑
i=2
θˆPk−1,i
θˆPk,1 − θˆPk−1,i
uˆPk−1,i,1uˆPk−1,i,k


2
m∑
i=k
λˆ2Pk−1,i
(θˆPk,1 − λˆPk−1,i)2
uˆ2Pk−1,i,k︸ ︷︷ ︸
(d)Op
(
1
θ2
1
)
+
θˆ2Pk−1,1
(θˆPk,1 − θˆPk−1,1)2
uˆ2Pk−1,1,k︸ ︷︷ ︸
(e)
order∼ θ1m
min(θ1,θk)
2
+
k−1∑
i=2
θˆ2Pk−1,i
(θˆPk,1 − θˆPk−1,i)2
uˆ2Pk−1,i,k︸ ︷︷ ︸
(f)Op
(
1
θ1m
)
,
〈u˜Pk,1, ek〉2 =
1
D1(θk − 1)2 (g),
〈u˜Pk,1, es〉2
=
1
D1


(h)Op
(
1
θ
1/2
s θ1
√
m
)
︷ ︸︸ ︷
m∑
i=k
λˆPk−1,i
θˆPk,1 − λˆPk−1,i
uˆPk−1,i,suˆPk−1,i,k +
(i)
order∼ min(θ1,θs)√
θs min(θ1,θk)︷ ︸︸ ︷
θˆPk−1,1
θˆPk,1 − θˆPk−1,1
uˆPk−1,1,suˆPk−1,1,k
+
(j)Op
(
max
i6=1,s
(
min(θ1,θi)min(θs,θi)√
θsθ1θi
√
m
))
︷ ︸︸ ︷
k−1∑
i=2, 6=s
θˆPk−1,i
θˆPk,1 − θˆPk−1,i
uˆPk−1,i,suˆPk−1,i,k+
(k)Op
(
min(θ1,θs)√
θsθ1
√
m
)
︷ ︸︸ ︷
θˆPk−1,s
θˆPk,1 − θˆPk−1,s
uˆPk−1,s,suˆPk−1,s,k


2
.
Finally,
uˆPk,1 =
(
u˜Pk,1,1, u˜Pk,1,2, ...,
√
θku˜Pk,1,k, ..., u˜Pk,
)√
1 + (θk − 1) u˜2Pk1,k︸ ︷︷ ︸
1+Op
(
min(θ1,θk)
max(θ1,θk)m
)
,
where
√
1 + (θ − 1) u˜2Pk1,k is the norm of P
1/2
k u˜Pk,1 that we will call N1.
Remark 4.2.
1. By construction, the sign of uˆPk,1,k is always positive. This is, how-
ever, not the case of uˆPk−1,i,i. We can show that:
P
{
sign (uˆPk,1,1) = sign
((
θˆPk,1 − θˆPk−1,1
)
uˆPk−1,1,1uˆPk−1,1,k
)}
→
m→∞
1.
Moreover, the convergence to 1 is of order 1/m. If θ1 tends to infinity,
then
P
{
sign (uˆPk,1,1) = sign
(
(θ1 − θk) uˆPk−1,1,k
)} →
m,θ1→∞
1.
Thus, if we use a convention such as sign (uˆPk,i,i) > 0 for i = 1, ..., k−
1, then the sign of uˆPk,1,k is distributed as a Bernoulli with parameter
1/2.
2. Without loss of generality, the other eigenvectors uˆPk,r for r = 1, 2, ..., k−
1 can be computed by the same formula thanks to the notation link-
ing the estimated eigenvector to the eigenvalue thetai.
This formula does, however, not work for the vector uˆPk,k. Applying
a different order of perturbation shows that similar formulas exist for
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uˆPk,k. (If the perturbation in e1 is applied at the end for example.)
This observation leads to a problem in the proofs of the Dot Product
Theorems 3.3 and 3.4. Deeper investigations are necessary to under-
stand the two eigenvectors when k = 2.
D2 =
m∑
i=2
λˆ2P1,i
(θˆP2,2 − λˆP1,i)2
uˆ2P1,i,2︸ ︷︷ ︸
Op
(
1
θ22
)
+
θˆ2P1,1
(θˆP2,2 − θˆP1,1)2
uˆ2P1,1,2︸ ︷︷ ︸
Op
(
θ1
(θ2−θ1)2m
)
,
N22 = 1 +
1
(θ2 − 1)D2 ,
N2D2 = D2 +
1
θ2 − 1
=
1
θ2 − 1 +Op
(
1
θ22
)
+Op
(
θ1
(θ2 − θ1)m
)
.
Furthermore, the theorem requires investigation of the m − k noisy
components of the eigenvectors. For r = 1, 2 and s = 3, 4, ...,m,
uˆP2,r,s =
∑m
i=1
λˆP1,i
θˆP2,r−λˆP1,i
uˆP1,i,suˆP1,i,2
√
DrNr
.
The estimations using this last formula are difficult. It is beneficial
to look at
uˆP2,1,t/
√√√√ m∑
s=3
uˆ2P2,1,s and uˆP2,2,t/
√√√√ m∑
s=3
uˆ2P2,2,s
for t = 3, 4, ...,m.
3. If the perturbation is not canonical, then we can apply a rotation
U , such that Uus = ǫs, and replace uˆPk−1,i by U
tuˆPk−1,i. Then,
〈u˜Pk,1, es〉2 is replaced by 〈u˜Pk,1, us〉2.
(Proof in appendix A.)
4.2. Double dot product
Theorem 4.2. Suppose WX and WY satisfies Assumption 2.1 and Pk = Im +∑k
i=1(θi − 1)eieti satisfies 2.2 (A4), where θ1 > θ2 > ... > θk. We set
ΣˆX = ΣˆX,Pk = P
1/2
k WXP
1/2
k and ΣˆY,Pk = P
1/2
k WY P
1/2
k .
and for s = 1, ..., k,
uˆΣˆX ,s, θˆΣˆX ,s s.t. ΣˆX uˆΣˆX ,s = θˆΣˆX ,suˆΣˆX ,s,
uˆΣˆY ,s, θˆΣˆY ,s s.t. ΣˆY uˆΣˆY ,s = θˆΣˆY ,suˆΣˆY ,s,
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where θˆΣˆY ,s = λˆΣˆY ,s and θˆΣˆX ,s = λˆΣˆX ,s. To simplify the result we assume the
sign convention:
For s = 1, 2, ..., k and i = 1, 2, ..., s, uˆΣˆX ,i,i > 0, uˆΣˆY ,i,i > 0.
Finally, we define
u˜s = Uˆ
t
X
ˆˆuΣˆY ,s,
where,
UˆX = (v1, v2, · · · , vm) =
(
uˆΣˆX ,1, uˆΣˆX ,2, · · · uˆΣˆX ,k, vk+1, vk+2, · · · , vm
)
,
where the vectors vk+1, ..., vm are chosen such that the matrix UˆX is orthonor-
mal. Then,
• If θj , θt →∞:
m∑
i=k+1
u˜j,iu˜t,i =
m∑
i=k+1
uˆΣˆY ,j,iuˆΣˆY ,t,i +
m∑
i=k+1
uˆΣˆX ,j,iuˆΣˆX ,t,i −
m∑
i=k+1
uˆΣˆX ,j,iuˆΣˆY ,t,i
−
m∑
i=k+1
uˆΣˆY ,j,iuˆΣˆX ,t,i −
(
uˆΣˆX ,t,j + uˆΣˆY ,j,t
)(
αˆ2
ΣˆX ,j
− αˆ2
ΣˆX ,t
)
+Op
(
1
θ1m
)
+Op
(
1
θ21
√
m
)
,
where αˆ2
ΣˆX ,t
=
∑k
i=1 uˆ
2
ΣˆX ,t,i
.
• If θt is finite:
m∑
i=k+1
u˜j,iu˜t,i = Op
(
1√
m
√
θ1
)
.
Moreover, for s = 1, ..., k, t = 2, ..., k and j = k + 1, ...m,
k∑
i=1
u˜2s,i =
k∑
i=1
〈
uˆΣˆX ,i, uˆΣˆY ,s
〉2
,
u˜s,s = uˆΣˆX ,s,suˆΣˆY ,s,s +Op
(
1
m
)
+Op
(
1
θ
1/2
s m1/2
)
,
u˜s,t = uˆΣˆX ,t,s + uˆΣˆX ,s,t +Op
( √
min(θs, θt)
m
√
max(θs, θt)
)
+Op
(
1
θtm1/2
)
,
u˜t,s = Op
( √
min(θs, θt)
m
√
max(θs, θt)
)
+Op
(
1
θsm1/2
)
,
u˜s,j = uˆΣˆY ,s,j − uˆΣˆX ,s,j
〈
uˆΣˆY ,j , uˆΣˆX ,j
〉
+Op
(
1
θ
1/2
s m
)
.
(Proof in appendix A.)
Re´my Marie´tan and Stephan Morgenthaler/Comparison of two populations 23
4.3. Lemmas for Invariant Dot product Theorem
This section introduces a lemma used in the proof of the Dot Product Theorem
3.3.
Lemma 4.1. Assuming W and ΣˆP1 as in Theorem 3.3, then by construction
of the eigenvectors using Theorem 4.1,
uˆP1,1,2 =
W1,2√
θ1W1,1
− W1,2
θ
3/2
1
(−1/2 + 3/2M2) +
(
W 2
)
1,2
θ
3/2
1
+Op
(
1
θ
3/2
1 m
)
+Op
(
1
θ
5/2
1 m
1/2
)
=
W1,2√
θ1
+Op
(
1
θ
1/2
1 m
)
+Op
(
1
θ
3/2
1 m
1/2
)
,
∑m
i=2 λˆ
2
P1,i
uˆ2P1,i,2 =W2,2 +Op
(
1
m
)
,
∑m
i=2 λˆP1,iuˆP1,i,1uˆP1,i,2 =W1,2
M2√
θ1
− (W 2)
1,2
1√
θ1
+Op
(
1
θ
1/2
1 m
)
+Op
(
1
θ
3/2
1 m
1/2
)
.
Remark 4.3.
Because the perturbation is of order 1, the two sign conventions defined in 3.1
are the same.
(Proof in appendix A.)
5. Conclusion
In this paper we extend results of Marie´tan and Morgenthaler (2020) to pertur-
bation of order k > 1. Theorem 2.1 provides all the background results needed
to build powerful test. The approach contains two deficiencies:
• We cannot treat the case with equal perturbing eigenvalues, θ1 = θ2.
Indeed, all our theorems always assume different eigenvalues. In the case
of equality, the procedures do not stay conservative.
• The distribution of the data before the perturbation is applied are as-
sumed to be invariant under rotation. If we relax this assumption, then
our procedure are no longer necessarily conservative.
In future work we will present a procedure based on the residual spikes intro-
duced in Marie´tan and Morgenthaler (2020) for perturbations of order 1. These
statistics seems to capture the differences between two populations very effec-
tively and the problem of equal eigenvalues of the perturbation does not affect
these tests. Relaxing the hypotheses of invariance under rotation still influences
the properties of these alternative tests, but have a lesser impact.
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Appendix A: Statistical applications of Random matrix theory:
comparison of two populations II,
Supplement
A.1. Introduction
This appendix contains the supplemental material presenting the proofs of the
theorems and lemmas of the paper. These results are first introduced with the
same notation as in the main paper and directly proved. Because some assump-
tions are used in the proofs, we also introduce the notation, some definitions
and some assumptions.
A.2. Notations, Definitions, Assumptions and Previous Theorems
As presented in Marie´tan and Morgenthaler (2020) we use the following nota-
tion.
Notation A.1.
Although we use a precise notation to enunciate the theorems, the proofs rely
on a simpler notation when no confusion is possible. This difference is always
specified at the beginning of a proof.
• If W is a symmetric random matrix, we denote by
(
λˆW,i, uˆW,i
)
its ith
eigenvalue and eigenvector.
• A finite perturbation of order k is denoted by Pk = Im+
∑k
i=1(θi−1)uiuti ∈
R
m×m with u1, u2, ..., uk ∈ Rm×m orthonormal vectors.
• We denote by W ∈ Rm×m random matrix that is invariant under rotation
as defined in Assumption A.1. Moreover, the estimated covariance matrix
is Σˆ = P
1/2
k WP
1/2
k .
When comparing two groups, we use WX , WY and ΣˆX , ΣˆY .
• When we consider only one group, ΣˆPr = P 1/2r WP 1/2r is a perturbation
of order r ≤ k of the matrix W and
– uˆPr,i is its i
th eigenvector. When r = k we use the simpler notation
uˆi = uˆPk,i.
– uˆPr,i,j is the j
th component of the ith eigenvector.
– λˆPr ,i is its i
th eigenvalue. If θ1 > θ2 > ... > θr, then for i = 1, 2, ..., r
we use also the notation θˆPr ,i = λˆPr ,i. We call these eigenvalues the
spikes. When r = k, we use the simpler notation θˆi = θˆPk,i.
– αˆ2Pr ,i =
∑r
j=1 〈uˆPr,i, uj〉2 is called the general angle.
With this notation, we have Σˆ = ΣˆPk = P
1/2
k WP
1/2
k .
• When we look at two groups X and Y , we use a notation similar to
the above. The perturbation of order r of the matrices WX and WY are
ΣˆX,Pr = P
1/2
r WXP
1/2
r and ΣˆY,Pr = P
1/2
r WY P
1/2
r , respectively. Then, we
define for the group ΣˆX,Pr (and similarly for ΣˆY,Pr):
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– uˆΣˆX,Pr ,i
is its ith eigenvector. When r = k we use the simpler notation
uˆX,i = uˆΣˆX,Pk ,i
.
– uˆΣˆX,Pr ,i,j
is the jth component of the ith eigenvector.
– λˆΣˆX,Pr ,i
is its ith eigenvalue. If θ1 > θ2 > ... > θr, then for i =
1, 2, ..., r we use the notation θˆΣˆX,Pr ,i
= λˆΣˆX,Pr ,i
. When r = k, we use
the simpler notation θˆX,i = θˆΣˆX,Pk ,i
.
– αˆ2
ΣˆX,Pr ,i
=
∑r
j=1
〈
uˆΣˆX,Pr ,i
, uj
〉2
.
– αˆ2X,Y,Pr,i =
∑r
j=1
〈
uˆΣˆX,Pr ,i
, uˆΣˆY,Pr ,j
〉2
is the double angle and,
when no confusion is possible, we use the simpler notation αˆ2Pr ,i.
When this simpler notation is used, it is stated explicitly.
• The theorems can assume a sign convention
uˆPs,i,i > 0, for s = 1, 2, ..., k and i = 1, 2, ..., s,
as in Theorem A.7 or A.8. On the other hand, some theorems assume the
convention
uˆPs,i,s > 0, for s = 1, 2, ..., k and i = 1, 2, ..., s,
as in Theorem A.9.
Other theorems are not affected by this convention and do not specify it.
Nevertheless, the convention will be given in the proofs when confusion is
possible.
• We define the function Ms1,s2,X(ρX), Ms1,s2,Y (ρY ) and Ms1,s2(ρX , ρY ) as
Ms1,s2,X(ρX) =
1
m
m∑
i=1
λˆs1WX ,i(
ρX − λˆWX ,i
)2 ,
Ms1,s2,Y (ρY ) =
1
m
m∑
i=1
λˆs1WY ,i(
ρY − λˆWY ,i
)2 ,
Ms1,s2(ρX , ρY ) =
Ms1,s2,X(ρX) +Ms1,s2,Y (ρY )
2
.
In particular, when s2 = 0, we use Ms1,X =Ms1,0,X . When we only study
one group, we use the simpler notation Ms1,s2(ρ) when no confusion is
possible.
• We use two transforms inspired by the T-transform:
– TW,u(z) =
∑m
i=1
λˆW,i
z−λˆW,i 〈uˆW,i, u〉
2 is the T-transform in direction u
using the random matrix W .
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– TˆΣˆX (z) =
1
m
∑m
i=k+1
λˆΣˆX,i
z−λˆΣˆX,i
, and TˆWX (z) =
1
m
∑m
i=1
λˆWX,i
z−λˆWX,i
are
the estimated T-transforms using ΣˆX and W respectively.
• In some theorems we use the notation order∼ to describe the order size in
probability of a positive random variable. For example, Xm
order∼ 1/m if Xm1/m
tends to a random variable X independent of m, with P {|X | > ǫj} j→∞−→ 1
for any sequences ǫj tending to 0.
We recall the assumptions of the main paper.
Assumption A.1. Let WX and WY be such that
WX = OXΛXOX and WY = OY ΛYOY ,
where
OX , OY are unit orthonormal invariant and independent random matrices,
ΛX ,ΛY are diagonal bounded matrices and independent of OX , OY ,
Trace (WX) = 1 and Trace (WY ) = 1.
Assume PX = Im+
∑k
i=1(θX,i− 1)eieti and PY = Im+
∑k
i=1(θY,i− 1)eieti. Then
ΣˆX = P
1/2
X WXP
1/2
X and ΣˆY = P
1/2
Y WY P
1/2
Y .
Assumption A.2.
(A1) θ√
m
→∞.
(A2) θ →∞.
(A3) θi = piθ, where pi is fixed and different from 1.
(A4) For i = 1, ..., k∞, θi = piθ, θ →∞ according to (A1) or (A2),
For i = k∞ + 1, ..., k, θi = piθ0.
For all i 6= j, pi 6= pj.
We recall the definitions.
Definition A.1. 1. We assume that a perturbation P = Im + (θ − 1)uut
is detectable in Σˆ = P 1/2WP 1/2 if the perturbation creates a largest
isolated eigenvalue, θˆ.
2. We say that a finite perturbation of order k is detectable if it creates k
largest eigenvalues well separated from the spectrum of W .
Definition A.2. The perturbation Pk = Im+
∑k
i=1(θi − 1)uiuti is in two blocs
if,
• For i = 1, ..., k∞, θi = piθ, θ →∞ for fixed p1 > p2 > ... > pk∞ .
• For i = k∞ + 1, ..., k, θi = piθ0 for fixed pk∞+1 > pk∞+2 > ... > pk.
Definition A.3. Suppose Σˆ satisfies Assumption A.1.
The unbiased estimator of θ is defined as
ˆˆ
θ = 1 +
1
1
m−k
∑m
i=k+1
λˆΣˆ,i
θˆ−λˆΣˆ,i
,
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where λˆΣˆ,i is the i
th of Σˆ.
Suppose that θˆ and uˆi are the i
th eigenvalue and eigenvector of Σˆ, the filtered
estimated covariance matrix is defined as
ˆˆ
Σ = Im +
k∑
i=1
(
ˆˆ
θi − 1)uˆiuˆti.
Definition A.4. Let W be a random matrix. Moreover, let P1 = Im + (θ1 −
1)u1u
t
1 and Pk = Im +
∑k
i=1(θi − 1)uiuti be perturbations of order 1 and k,
respectively. We say that a statistic T (Wm, P1) is invariant with respect to k,
if T (Wm, Pk) is such that
T (Wm, Pk) = T (Wm, P1) + ǫm, where max
(
ǫm
E[T (W,P1)]
,
ǫ2m
Var(T (W,P1))
)
→ 0.
We recall the main Theorems of Marie´tan and Morgenthaler (2020) in a
lighter form.
Theorem A.1. Suppose WX and WY satisfy A.1 with P = PX = PY , a de-
tectable perturbation of order k = 1. Moreover, we assume as known,
SWX =
{
λˆWX ,1, λˆWX ,2, ..., λˆWX ,m
}
and SWY =
{
λˆWY ,1, λˆWY ,2, ..., λˆWY ,m
}
, the
eigenvalues of WX and WY . We defined
ΣˆX = P
1/2WXP
1/2,
ΣˆY = P
1/2WY P
1/2,
P = Im + (θ − 1)uut,
where u is fixed. We construct the unbiased estimators of θ,
ˆˆ
θX
∣∣∣∣ 1ˆˆ
θX − 1
=
1
m
m∑
i=1
λˆWX ,i
θˆX − λˆWX ,i
and
ˆˆ
θY
∣∣∣∣ 1ˆˆ
θY − 1
=
1
m
m∑
i=1
λˆWY ,i
θˆY − λˆWY ,i
where θˆX = λˆΣˆX ,1 and θˆY = λˆΣˆY ,1 are the largest eigenvalues of ΣˆX and ΣˆY
with corresponding eigenvectors uˆX = uˆΣˆX ,1 and uˆY = uˆΣˆY ,1.
Using this notation and assuming a convergence rate of
(
θˆX , θˆY
)
to (ρX , ρY ) in
Op (θ/
√
m) with E
[
θˆX
]
= ρX + o
(
θ√
m
)
and E
[
θˆY
]
= ρX + o
(
θ√
m
)
, we have


ˆˆ
θX
ˆˆ
θY
〈uˆX , uˆY 〉2


∣∣∣∣∣∣∣SWX , SWY ∼ N



 θθ
α2X,Y

 , 1m

 σ2θ,X 0 σθ,α2,X0 σ2θ,Y σθ,α2,Y
σθ,α2,X σθ,α2,Y σ
2
α2,X,Y



+


op
(
θ√
m
)
op
(
θ√
m
)
op
(
1
θ
√
m
)

 .
Here, all the parameters depend on
Ms,r,X(ρX) =
1
m
∑m
i=1
λˆsWX,i
(ρX−λˆWX,i)r
and Ms,r,Y (ρY ) =
1
m
∑m
i=1
λˆsWX,i
(ρY −λˆWX,i)r
.
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Theorem A.2. In this theorem, P = Im + (θ − 1)uut is a finite perturbation
of order 1. Suppose W is a symmetric matrix with eigenvalues λˆW,i > 0 and
eigenvectors uˆW,i for i = 1, 2, ...,m. The perturbation of W by P leads to Σˆ =
P 1/2WP 1/2.
For i = 1, 2, ...,m, we define u˜Σˆ,i and λˆΣˆ,i such that
WPu˜Σˆ,i = λˆΣˆ,iu˜Σˆ,i,
and the usual uˆΣˆ,i such that if Σˆ = P
1/2WP 1/2, then
ΣˆuˆΣˆ,i = P
1/2WP 1/2uˆΣˆ,i = λˆΣˆ,iuˆΣˆ,i.
• The eigenvalues λˆΣˆ,s are such that for s = 1, 2, ...,m,
m∑
i=1
λˆW,i
λˆΣˆ,s − λˆW,i
〈uˆW,i, u〉2 = 1
θk − 1 .
• The eigenvectors u˜Σˆ,s are such that
〈
u˜Σˆ,s, v
〉2
=
(∑m
i=1
λˆW,i
λˆΣˆ,s−λˆW,i
〈uˆW,i, v〉 〈uˆW,i, u〉
)2
∑m
i=1
λˆ2W,i
(λˆΣˆ,s−λˆW,i)2
〈uˆW,i, u〉2
.
In particular if v = u,〈
u˜Σˆ,s, u
〉2
=
1
(θk − 1)2
(∑m
i=1
λˆ2W,i
(λˆΣˆ,s−λˆW,i)2
〈uˆW,i, u〉2
) .
Moreover,
uˆΣˆ,s =
P 1/2u˜Σˆ,s√
1 + (θ − 1)
〈
u˜Σˆ,s, u
〉2 .
Theorem A.3.
Let W be a random matrix with spectrum SW =
{
λˆW,1, λˆW,2, ..., λˆW,m
}
normal-
ized to have a trace of 1. We denote by up1 and up2 , two orthonormal invariant
random vectors of size m and independent of the eigenvalues of W . We set
~Bm (ρ,~s, ~r, ~p) =
√
m




∑m
i=1
λˆ
s1
W,i
(ρ−λˆW,i)s2 up1,iup2,i∑m
i=1
λˆ
r1
W,i
(ρ−λˆW,i)r2 up1,iup2,i

− (Ms1,s2
Mr1,r2
)
1p1=p2

 ,
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where ~s = (s1, s2), ~r = (r1, r2) and ~p = (p1, p2) with indices 1 6 p1 6 p2 6 m
and s1, s2, r1, r2 ∈ N.
If p = p1 = p2, we have
~Bm (ρ,~s, ~r, ~p)
∣∣∣SW ∼ N(~0,( 2 (M2s1,2s2 −M2s1,s1) 2 (Ms1+r1,s2+r2 −Ms1,s2Mr1,r2)2 (Ms1+r1,s2+r2 −Ms1,s2Mr1,r2) 2 (M2r1,2r2 −M2r1,r1)
))
+ op;m(1),
where Ms,r =Ms,r(ρ) =
1
m
∑m
i=1
λˆsW,i
(ρ−λˆW,i)r .
Moreover, for p1 6= p2,
~Bm (ρ,~s, ~r, ~p)
∣∣∣SW ∼ N(~0,( M2s1,2s2 −M2s1,s1 Ms1+r1,s2+r2 −Ms1,s2Mr1,r2Ms1+r1,s2+r2 −Ms1,s2Mr1,r2 M2r1,2r2 −M2r1,r1
))
+ op;m(1).
In particular, with the notation Ms,0 =Ms =
1
m
∑m
i=1 λˆ
s
W,i,
√
m
((∑m
i=1 λˆW,iu
2
p,i∑m
i=1 λˆ
2
W,iu
2
p,i
)
−
(
1
M2
))∣∣∣∣∣SW ∼ N
(
~0,
(
2 (M2 − 1) 2 (M3 −M2)
2 (M3 −M2) 2
(
M4 −M22
)))+ op;m(1),
and
√
m
((∑m
i=1 λˆW,iup1,iup2,i∑m
i=1 λˆ
2
W,iup1,iup2,i
)
−
(
0
0
))∣∣∣∣∣SW ∼ N
(
~0,
(
M2 − 1 M3 −M2
M3 −M2 M4 −M22
))
+ op;m(1).
Finally if we look at K bivariate normal random variables :
Bm (~ρ, s, r,p) =
(
~Bm (ρ1, ~s1, ~r1, ~p1) , ~Bm (ρ2, ~s2, ~r2, ~p2) , ..., ~Bm (ρK , ~sK , ~rK , ~pK)
)
,
where , ~pi 6= ~pj if i 6= j. Then, conditioning on the spectrum SW ,
B˜m (~ρ, s, r,p) tends to a multivariate Normal. Moreover, all the bivariate el-
ements are asymptotically independent.
A.3. Main Theorems
In this section we present and prove the theorems and lemmas of this paper.
A.3.1. Invariant Eigenvalue Theorem
Theorem A.4. Suppose that W satisfies Assumption A.1 and
P˜s = Im + (θs − 1)esets, for s = 1, 2, ..., k,
Pk = Im +
k∑
i=1
(θi − 1)eieti satisfies Assumption A.2 (A4),
where θ1 > θ2 > ... > θk. We define
ΣˆP˜s = P˜
1/2
s WP˜
1/2
s , and ΣˆPk = P
1/2
k WP
1/2
k .
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Moreover, for s = 1, 2, ..., k, we define
uˆP˜s,1, θˆP˜s,1 s.t. ΣˆP˜s uˆP˜s,1 = θˆP˜s,1uˆP˜s,1,
uˆPk,s, θˆPk,s s.t. ΣˆPk uˆPk,s = θˆPk,suˆPk,s,
where θˆP˜s,1 = λˆΣˆP˜s,1
and θˆPk,s = λˆΣˆPk ,s
. The following results hold:
1. For s > 1,
θˆPk,s − θˆP˜s,1
order∼ θs
m
and
θˆPk,1 − θˆP˜1,1
order∼ θ2
m
, ,
where
order∼ is the order size in probability. The distribution of θˆPk,s is there-
fore asymptotically the same as the distribution of θˆP˜s,1 studied in Theorem
A.1.
2. More precisely, we define for r, s ∈ {1, 2, ..., k} with r 6= s ,
P−r = Im +
k∑
i=1
i6=r
(θi − 1) eieti.
• If θs > θr, then
θˆPk,s − θˆP−r ,s = −
θˆP−r,sθˆPk,s(θr−1)
θr−1−θˆPk,s
uˆ2P−r,s,r +Op
(
1
m
)
+Op
(
θr
m3/2
)
.
• If θs < θr, then
θˆPk,s − θˆP−r ,s−1 = −
θˆP−r,s−1θˆPk,s(θr−1)
θr−1−θˆPk,s
uˆ2P−r ,s−1,r + Op
(
1
m
)
+Op
(
θs
m3/2
)
.
A.3.2. Invariant Angle Theorem
Theorem A.5. Using the same notation as Theorem A.4, we have
1. The general angle is invariant in the sense of Definition A.4,
k∑
i=1
uˆ2Pk,s,i = uˆ
2
P˜s,1,s
+Op
(
1
θsm
)
.
Therefore, the distribution of
∑k
i=1 uˆ
2
Pk,s,i
is asymptotically the same as
the distribution of uˆ2
P˜s,1,s
studied in Theorem A.1.
2. Moreover,
uˆ2Pk,s,s = uˆ
2
P˜s,1,s
+Op
(
1
m
)
.
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A.3.3. Asymptotic distribution of the dot product
Theorem A.6. Suppose that W satisfies Assumption A.1 and P2 = Im +∑2
i=1(θi − 1)eieti with θ1 > θ2. Let
ΣˆP2 = P
1/2
2 WP
1/2
2 and ΣˆP1 = P
1/2
1 WP
1/2
1 .
Moreover, for s, k = 1, 2 and s 6 k, let
uˆPk,s, θˆPk,s s.t. ΣˆPk uˆPk,s = θˆPk,suˆPk,s,
where θˆPk,s = λˆΣˆPk ,s
. Finally, assume that for s = 1, 2, ..., k and i = 1, 2, ..., s,
uˆPs,i,i > 0. Then we have the following
1. If the Assumptions A.2 (A2) and (A3) (θi = piθ →∞) hold, then
m∑
s=3
uˆP2,1,suˆP2,2,s = uˆP2,1,2
(
1
θ1
− 1
θ2
)
− 1
θ
1/2
2
m∑
j>1
λˆP1,j uˆP1,j,1uˆP1,j,2
+Op
(
1
θ
1/2
1 θ
1/2
2 m
)
+Op
(
1
θ
1/2
1 θ
3/2
2 m
1/2
)
=
− (1 +M2)W1,2 +
(
W 2
)
1,2√
θ1θ2
+Op
(
1
θ
1/2
1 θ
1/2
2 m
)
+Op
(
1
θ
1/2
1 θ
3/2
2 m
1/2
)
.
Thus, we can approximate the distribution conditional on the spectrum of
W ,
m∑
s=3
uˆP2,1,suˆPk,2,s ∼ N
(
0,
(1 +M2)
2 (M2 − 1) +
(
M4 − (M2)2
)− 2 (1 +M2) (M3 −M2)
θ1θ2m
)
+Op
(
1
θ
1/2
1 θ
1/2
2 m
)
+Op
(
1
θ
1/2
1 θ
3/2
2 m
1/2
)
.
2. If θ2 is finite, then
m∑
s=3
uˆP2,1,suˆP2,2,s = Op
(
1√
θ1m
)
.
Remark A.1. From the above, we can easily show that
uˆP2,1,2
(
1
θ1
− 1
θ2
)
δ +
m∑
s=3
uˆP2,1,suˆP2,2,s
=
− (δ +M2)W1,2 +
(
W 2
)
1,2√
θ1θ2
+Op
(
1
θm
)
+Op
(
1
θ2m1/2
)
∼ N
(
0,
(δ +M2)
2
(M2 − 1) +
(
M4 − (M2)2
)− 2 (δ +M2) (M3 −M2)
θ1θ2m
)
+Op
(
1
θm
)
+Op
(
1
θ2m1/2
)
.
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A.3.4. Invariant Dot Product Theorem
Theorem A.7. Suppose that W satisfies Assumption A.1 and
Ps,r = Im +
2∑
i=s,r
(θi − 1)eieti
Pk = Im +
k∑
i=1
(θi − 1)eieti verifies A.2 (A4),
where θ1 > θ2 > ... > θk. We define
ΣˆPs,r = P
1/2
s,r WP
1/2
s,r ,
ΣˆPk = P
1/2
k WP
1/2
k .
Moreover, for s, r = 1, 2, ..., k with s 6= r, we define
uˆPs,r,1, θˆPs,r ,1 s.t. ΣˆPs,r uˆPs,r,1 = θˆPs,r ,1uˆPs,r,1,
uˆPk,s, θˆPk,s s.t. ΣˆPk uˆPk,s = θˆPk,suˆPk,s,
where θˆPs,r ,1 = λˆΣˆPs,r ,1
and θˆPk,s = λˆΣˆPk ,s
.
If
For s = 1, 2, ..., k and i = 1, 2, ..., s, uˆPs,i,i > 0 ,
then
m∑
i=1
i6=s,r
uˆPs,r,1,iuˆPs,r,2,i =
m∑
i=k+1
uˆPk,s,iuˆPk,r,i +Op
(
1√
θsθrm
)
.
A.3.5. Component distribution Theorem
Theorem A.8. Suppose Assumption A.1 holds with canonical P and A.2 (A4).
We define:
U =


uˆtPk,1
uˆtPk,2
...
uˆtPk,m

 =
(
uˆPk,1:k,1:k uˆPk,1:k,k+1:m
uˆPk,k+1:m,1:k uˆPk,k+1:m,k+1:m.
)
To simplify the result we assume the sign convention,
For s = 1, 2, ..., k and i = 1, 2, ..., s, uˆPs,i,i > 0.
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1. Without loss of generality on the k first components, the kth element of
the first eigenvector is
uˆPk,1,k =
√
θkθ1
|θk − θ1| uˆPk−1,1,k +Op
(
min(θ1, θk)
θ
1/2
1 θ
1/2
k m
)
+Op
(
1√
θ1θkm
)
=
θ1
√
θk
|θk − θ1|
1
m
√
1− αˆ21 Z +Op
(
min(θ1, θk)
θ
1/2
1 θ
1/2
k m
)
+Op
(
1√
θ1θkm
)
=
√
θ1θk
|θk − θ1|
1√
m
√
M2 − 1 Z +Op
(
min(θ1, θk)
θ
1/2
1 θ
1/2
k m
)
+ Op
(
1√
θ1θkm
)
,
where Z is a standard normal and M2 =
1
m
∑m
i=1 λˆ
2
W,i is obtained by
conditioning on the spectrum.
• Thus, knowing the spectrum and assuming θ1, θk →∞,
uˆPk,1,k
Asy∼ N
(
0,
θ1θk
|θ1 − θk|
M2 − 1
m
)
.
• If θk is finite,
uˆPk,1,k = Op
(
1√
θ1m
)
.
This result holds for any components uˆPk,s,t where s 6= t ∈ {1, 2, ..., k}.
2. For s = 1, ..., k, the vector
uˆs,k+1:m√
1−αˆ2s
, where αˆ2s =
∑k
i=1 uˆ
2
i,s, is unit invariant
under rotation. Moreover, for j > k,
uˆj,s ∼ N
(
0,
1− α2s
m
)
,
where α2s is the limit of αˆ
2
s.
Moreover, the columns of U t[k + 1 : m, k + 1 : m] are rotation invariant.
3. Assuming Pk = Im +
∑k
i=1(θi − 1)ǫiǫti is such that
θ1, θ2, ..., θk1 are proportional, and
θk1+1, θk1+2, ..., θk are proportional,
then ∑
uˆ2k+1:m,1 <
∑
uˆ2k+1:m,1:k1
∼ RV
(
O
(
1
θ1
)
, O
(
1
θ21m
))
+Op
(
min(θ1, θk)
max(θ1, θk)m
)
.
Moreover, if P satisfies Assumption A.2(A4) with min
(
θ1
θk
, θkθ1
)
→ 0, then
∑
uˆ2k+1:m,1 ∼ RV
(
O
(
1
θ1
)
, O
(
1
θ21m
))
+Op
(
1
θ1m
)
.
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A.3.6. Invariant Double Angle Theorem
Corollary A.1. Suppose WX and WY satisfies Assumption A.1 and
P˜s = Im + (θs − 1)esets, for s = 1, 2, ..., k,
Pk = Im +
k∑
i=1
(θi − 1)eieti respects A.2 (A4),
where θ1 > θ2 > ... > θk. We define
ΣˆX,P˜s = P˜
1/2
s WX P˜
1/2
s and ΣˆX,P˜s = P˜
1/2
s WY P˜
1/2
s ,
ΣˆX,Pk = P
1/2
k WXP
1/2
k and ΣˆY,Pk = P
1/2
k WY P
1/2
k .
Moreover, for s = 1, ..., k, we define
uˆΣˆX,P˜s ,1
, θˆΣˆX,P˜s ,1
s.t. ΣˆX,P˜s uˆΣˆX,P˜s ,1
= θˆΣˆX,P˜s ,1
uˆΣˆX,P˜s ,1
,
uˆΣˆX,Pk ,s
, θˆΣˆX,Pk ,s
s.t. ΣˆX,Pk uˆΣˆX,Pk ,s
= θˆΣˆX,Pk ,s
uˆΣˆX,Pk ,s
,
where θˆΣˆX,P˜s ,1
= λˆΣˆX,P˜s,1
and θˆΣˆX,Pk ,s
= λˆΣˆX,Pk ,s
. The statistics of the group Y
are defined in analogous manner.
Then,
〈
uˆΣˆX,P˜s ,1
, uˆΣˆY,P˜s ,1
〉2
=
k∑
i=1
〈
uˆΣˆX,Pk ,s
, uˆΣˆY,Pk ,s
〉2
+Op
(
1
θsm
)
=
k+ǫ∑
i=1
〈
uˆΣˆX,Pk ,s
, uˆΣˆY,Pk ,i
〉2
+Op
(
1
θsm
)
,
where ǫ is a small integer.
A.4. Tools for the proofs
A.4.1. Characterization of the eigenstructure
Theorem A.9. Using the same notation as in the Invariant Theorem (A.5,
A.4) and under Assumption A.1 and A.2(A4), we can compute the eigenvalues
and the components of interest of the eigenvector of ΣˆPk . Using these conditions,
we can without loss of generality suppose the canonical form for the perturbation
Pk.
• Eigenvalues :
m∑
i=k
λˆPk−1,i
θˆPk,s − λˆPk−1,i
uˆ2Pk−1,i,k︸ ︷︷ ︸
(a)Op( 1θs )
+
θˆPk−1,s
θˆPk,s − θˆPk−1,s
uˆ2Pk−1,s,k︸ ︷︷ ︸
(b)
order∼
(
θk−θs
θsθk
)
+
k−1∑
i=1
i6=s
θˆPk−1,i
θˆPk,s − θˆPk−1,i
uˆ2Pk−1,i,k
︸ ︷︷ ︸
(c)Op( 1θsm)
=
1
θk − 1 ,
for s = 1, 2, ..., k.
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Remark A.2. Without the canonical form for the perturbations, the for-
mula is longer but the structure remains essentially the same. Elementary
linear algebra methods extend the result from rotationally invariant ma-
trices to arbitrary perturbations.
• Eigenvectors :
We define u˜Pk,i such that WPku˜Pk,i = θˆPk,iu˜Pk,i and uˆPk,i such that
P
1/2
k WP
1/2
k uˆPk,i = θˆPk,iuˆPk,i. To simplify notation we assume that θi
corresponds to θˆPk,i. This notation is explained in A.2 and allows for a
more efficient description of the first k eigenvectors.
〈u˜Pk,1, e1〉2
=


(a)Op
(
1
θ
3/2
1
√
m
)
︷ ︸︸ ︷
m∑
i=k
λˆPk−1,i
θˆPk,1 − λˆPk−1,i
uˆPk−1,i,1uˆPk−1,i,k +
(b)
order∼
√
θ1m
min(θ1,θk)︷ ︸︸ ︷
θˆPk−1,1
θˆPk,1 − θˆPk−1,1
uˆPk−1,1,1uˆPk−1,1,k +
(c)Op
(
1
θ
1/2
1
m
)
︷ ︸︸ ︷
k−1∑
i=2
θˆPk−1,i
θˆPk,1 − θˆPk−1,i
uˆPk−1,i,1uˆPk−1,i,k


2
m∑
i=k
λˆ2Pk−1,i
(θˆPk,1 − λˆPk−1,i)2
uˆ2Pk−1,i,k︸ ︷︷ ︸
(d)Op
(
1
θ2
1
)
+
θˆ2Pk−1,1
(θˆPk,1 − θˆPk−1,1)2
uˆ2Pk−1,1,k︸ ︷︷ ︸
(e)
order∼ θ1m
min(θ1,θk)
2
+
k−1∑
i=2
θˆ2Pk−1,i
(θˆPk,1 − θˆPk−1,i)2
uˆ2Pk−1,i,k︸ ︷︷ ︸
(f)Op
(
1
θ1m
)
,
〈u˜Pk,1, ek〉2 =
1
D1(θk − 1)2 (g),
〈u˜Pk,1, es〉2
=
1
D1


(h)Op
(
1
θ
1/2
s θ1
√
m
)
︷ ︸︸ ︷
m∑
i=k
λˆPk−1,i
θˆPk,1 − λˆPk−1,i
uˆPk−1,i,suˆPk−1,i,k +
(i)
order∼ min(θ1,θs)√
θs min(θ1,θk)︷ ︸︸ ︷
θˆPk−1,1
θˆPk,1 − θˆPk−1,1
uˆPk−1,1,suˆPk−1,1,k
+
(j)Op
(
max
i6=1,s
(
min(θ1,θi)min(θs,θi)√
θsθ1θi
√
m
))
︷ ︸︸ ︷
k−1∑
i=2, 6=s
θˆPk−1,i
θˆPk,1 − θˆPk−1,i
uˆPk−1,i,suˆPk−1,i,k+
(k)Op
(
min(θ1,θs)√
θsθ1
√
m
)
︷ ︸︸ ︷
θˆPk−1,s
θˆPk,1 − θˆPk−1,s
uˆPk−1,s,suˆPk−1,s,k


2
.
Finally,
uˆPk,1 =
(
u˜Pk,1,1, u˜Pk,1,2, ...,
√
θku˜Pk,1,k, ..., u˜Pk,
)√
1 + (θk − 1) u˜2Pk1,k︸ ︷︷ ︸
1+Op
(
min(θ1,θk)
max(θ1,θk)m
)
,
where
√
1 + (θ − 1) u˜2Pk1,k is the norm of P
1/2
k u˜Pk,1 that we will call N1.
Remark A.3.
1. By construction, the sign of uˆPk,1,k is always positive. This is, how-
ever, not the case of uˆPk−1,i,i. We can show that
P
{
sign (uˆPk,1,1) = sign
((
θˆPk,1 − θˆPk−1,1
)
uˆPk−1,1,1uˆPk−1,1,k
)}
→
m→∞
1.
Moreover, the convergence to 1 is of order 1/m. If θ1 tends to infinity,
then
P
{
sign (uˆPk,1,1) = sign
(
(θ1 − θk) uˆPk−1,1,k
)} →
m,θ1→∞
1.
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Thus, if we use a convention such as sign (uˆPk,i,i) > 0 for i = 1, ..., k−
1, then the sign of uˆPk,1,k is distributed as a Bernoulli with parameter
1/2.
2. Without loss of generality, the other eigenvector uˆPk,r for r = 1, 2, ..., k−
1 can be computed by the same formula thanks to the notation link-
ing the estimated eigenvector uˆPk,r to the eigenvalue θr.
However, the formula does not work for the vector uˆPk,k. Indeed it
allows to express the k−1 eigenvectors, uˆPk,s for s = 1, 2, ..., k−1, as
a function of the uˆPk−1,i, λˆPk−1 ,˜i , θˆPk−1,s and θˆPk,s for i = 1, 2...,m,
i˜ = k, k + 1...,m, s = 1, 2..., k − 1. Applying the perturbation in a
different fashion shows that similar formulas do exist for uˆPk,k. (If by
permuting the indices k and 1, the perturbation in e1 is applied at
the end, for example.) However the eigenstructure of this last vector
will not be expressed in function of the same random variables.
This observation exhibits a problem in the proofs of the Dot Product
Theorems A.6 and A.7. Deeper investigations are necessary to under-
stand the two eigenvectors when k = 2 and express both uˆP2,1 and
uˆP2,2 as a function of uˆP1,i, λˆP1 ,˜i , θˆP1,1 and θˆP2,2 for 1 = 1, 2., , , ,m.
D2 =
m∑
i=2
λˆ2P1,i
(θˆP2,2 − λˆP1,i)2
uˆ2P1,i,2︸ ︷︷ ︸
Op
(
1
θ22
)
+
θˆ2P1,1
(θˆP2,2 − θˆP1,1)2
uˆ2P1,1,2︸ ︷︷ ︸
Op
(
θ1
(θ2−θ1)2m
)
,
N22 = 1 +
1
(θ2 − 1)D2 ,
N2D2 = D2 +
1
θ2 − 1
=
1
θ2 − 1 +Op
(
1
θ22
)
+Op
(
θ1
(θ2 − θ1)m
)
.
Furthermore, the theorem must investigate the m− k noisy compo-
nents of the eigenvectors. For r = 1, 2 and s = 3, 4, ...,m,
uˆP2,r,s =
∑m
i=1
λˆP1,i
θˆP2,r−λˆP1,i
uˆP1,i,suˆP1,i,2√
DrNr
.
The estimations using this last formula are difficult. When we inves-
tigate these components, it is profitable to look at
uˆP2,1,t/
√√√√ m∑
s=3
uˆ2P2,1,s and uˆP2,2,t/
√√√√ m∑
s=3
uˆ2P2,2,s
for t = 3, 4, ...,m.
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3. If the perturbation is not canonical, then we can apply a rotation
U , such that Uus = ǫs, and replace uˆPk−1,i by U
tuˆPk−1,i. Then,
〈u˜Pk,1, es〉2 is replaced by 〈u˜Pk,1, us〉2.
A.4.2. Double dot product
Theorem A.10. Suppose WX and WY satisfy Assumption A.1 and Pk = Im+∑k
i=1(θi − 1)eieti satisfies A.2 (A4), where θ1 > θ2 > ... > θk. We set
ΣˆX = ΣˆX,Pk = P
1/2
k WXP
1/2
k and ΣˆY,Pk = P
1/2
k WY P
1/2
k .
and for s = 1, ..., k,
uˆΣˆX ,s, θˆΣˆX ,s s.t. ΣˆX uˆΣˆX ,s = θˆΣˆX ,suˆΣˆX ,s,
uˆΣˆY ,s, θˆΣˆY ,s s.t. ΣˆY uˆΣˆY ,s = θˆΣˆY ,suˆΣˆY ,s,
where θˆΣˆY ,s = λˆΣˆY ,s and θˆΣˆX ,s = λˆΣˆX ,s. To simplify the result we assume the
sign convention:
For s = 1, 2, ..., k and i = 1, 2, ..., s, uˆΣˆX ,i,i > 0, uˆΣˆY ,i,i > 0.
Finally, we define
u˜s = Uˆ
t
X
ˆˆuΣˆY ,s,
where,
UˆX = (v1, v2, · · · , vm) =
(
uˆΣˆX ,1, uˆΣˆX ,2, · · · uˆΣˆX ,k, vk+1, vk+2, · · · , vm
)
,
where the vectors vk+1, ..., vm are chosen such that the matrix UˆX is orthonor-
mal. Then,
• If θj , θt →∞:
m∑
i=k+1
u˜j,iu˜t,i =
m∑
i=k+1
uˆΣˆY ,j,iuˆΣˆY ,t,i +
m∑
i=k+1
uˆΣˆX ,j,iuˆΣˆX ,t,i −
m∑
i=k+1
uˆΣˆX ,j,iuˆΣˆY ,t,i
−
m∑
i=k+1
uˆΣˆY ,j,iuˆΣˆX ,t,i −
(
uˆΣˆX ,t,j + uˆΣˆY ,j,t
)(
αˆ2
ΣˆX ,j
− αˆ2
ΣˆX ,t
)
+Op
(
1
θ1m
)
+Op
(
1
θ21
√
m
)
,
where αˆ2
ΣˆX ,t
=
∑k
i=1 uˆ
2
ΣˆX ,t,i
.
• If θt is finite, then
m∑
i=k+1
u˜j,iu˜t,i = Op
(
1√
m
√
θ1
)
.
Re´my Marie´tan and Stephan Morgenthaler/Comparison of two populations 38
Moreover, for s = 1, ..., k, t = 2, ..., k and j = k + 1, ...m,
k∑
i=1
u˜2s,i =
k∑
i=1
〈
uˆΣˆX ,i, uˆΣˆY ,s
〉2
,
u˜s,s = uˆΣˆX ,s,suˆΣˆY ,s,s +Op
(
1
m
)
+Op
(
1
θ
1/2
s m1/2
)
,
u˜s,t = uˆΣˆX ,t,s + uˆΣˆX ,s,t +Op
( √
min(θs, θt)
m
√
max(θs, θt)
)
+Op
(
1
θtm1/2
)
,
u˜t,s = Op
( √
min(θs, θt)
m
√
max(θs, θt)
)
+Op
(
1
θsm1/2
)
,
u˜s,j = uˆΣˆY ,s,j − uˆΣˆX ,s,j
〈
uˆΣˆY ,j , uˆΣˆX ,j
〉
+Op
(
1
θ
1/2
s m
)
.
A.4.3. Lemmas
Lemma A.1. Suppose W and ΣˆP1 are as in Theorem A.6, then by construction
of the eigenvectors using Theorem A.9,
uˆP1,1,2 =
W1,2√
θ1W1,1
− W1,2
θ
3/2
1
(−1/2 + 3/2M2) +
(
W 2
)
1,2
θ
3/2
1
+Op
(
1
θ
3/2
1 m
)
+Op
(
1
θ
5/2
1 m
1/2
)
=
W1,2√
θ1
+Op
(
1
θ
1/2
1 m
)
+Op
(
1
θ
3/2
1 m
1/2
)
,
∑m
i=2 λˆ
2
P1,i
uˆ2P1,i,2 =W2,2 +Op
(
1
m
)
,
∑m
i=2 λˆP1,iuˆP1,i,1uˆP1,i,2 =W1,2
M2√
θ1
− (W 2)
1,2
1√
θ1
+Op
(
1
θ
1/2
1 m
)
+Op
(
1
θ
3/2
1 m
1/2
)
.
Lemma A.2. Suppose w1, ..., wk ∈ Rm and λ1, ..., λk ∈ R∗, then if the function
λ() provides non-trivial eigenvalues,
λ
(
k∑
i=1
λiwiw
t
i
)
= λ
(
H
)
,
where
H =


λ1
√
λ1λ2 〈w1, w2〉
√
λ1λ3 〈w1, w3〉 · · ·
√
λkλ2 〈w1, wk〉√
λ2λ1 〈w2, w1〉 λ2
√
λ2λ3 〈w2, w3〉 · · ·
√
λ2λk 〈w2, wk〉√
λ3λ1 〈w3, w1〉
√
λ3λ2 〈w3, w2〉 λ3 · · ·
√
λ3λk 〈w3, wk〉
...
...
. . .
. . .
...√
λkλ1 〈wk, w1〉
√
λkλ2 〈wk, w2〉
√
λkλ3 〈wk, w3〉 · · · λk

 .
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A.5. Proofs
A.5.1. Invariant proofs
In this section, we prove some invariance results by induction. The procedure is
summarized in Figure 1. First we initialize the induction (in pink). Then, the
induction assumes the proven results in the grey part and proves the blue, red
and green parts.
Theorem A.5 Theorem A.8 (2,3) A.4 A.9 A.8(1)
1 • • • • •
2 • • • • •
..
.
..
.
..
.
..
.
..
.
..
.
k-1 • • • • •
k • • • • •
Fig 1. Procedure used in the proof.
Pink First, we discuss the initialization part.
Theorem A.5 Theorem A.8 (2,3) A.4 A.9 A.8(1)
1 • • • • •
2 • • • • •
The Invariant Theorem A.5 is trivially true for perturbations of order k = 1.
Proof. Theorem A.8 (2,3), k = 1
In the following picture we can assume the first result for k = 1 is proven.
Theorem A.5 Theorem A.8 (2,3) A.4 A.9 A.8(1)
1 • • • • •
2 • • • • •
We define
U =


uˆtPk,1
uˆtPk,2
...
uˆtPk,m

 =
(
uˆPk,1:k,1:k uˆPk,1:k,k+1:m
uˆPk,k+1:m,1:k uˆPk,k+1:m,k+1:m.
)
and
O1 =
(
I1 0
0 Om−1
)
,
where Om−1 is a rotation matrix.
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2. Assuming a canonical P1 = Im+(θ1−1)e1et1, we know that Σˆ ∼ P 1/21 WP 1/21
and O1ΣˆO
t
1 follow the same distribution under Assumption A.1. Although
the eigenvectors change, they still follow the same distribution, O1U
t ∼
U t. Therefore, uˆi,(k+1):m is rotationally invariant and Corr (uˆi,j1 , uˆi,j2) =
δj1(j2).
We can show that knowing the first line of the matrix, then
uˆP1,i,2:m/||uˆP1,i,2:m|| is unit uniform for i = 1, 2, ...,m. Therefore, these
statistics are independent (not jointly) of the first line.
Uniformity of uˆP1,i,2:m implies for s = 2, 3, ...,m,
√
m
uˆP1,1,s
||uˆP1,1,2:m||
=
√
m
uˆP1,1,s√
1− αˆ2P1,1
∼ N (0, 1) + op (1) .
By Slutsky’s Theorem and the distribution of the angle for k = 1, Theorem
A.1,
uˆP1,1,s ∼ N
(
0,
1− α21
m
)
+ op
(
1√
m
)
,
where α21 is the limit of the angle and can be approximated by 1− M2−1θ1 +
Op
(
1
θ21
)
< 1.
3. Using the distribution of αˆ2P1,1,1 given in Theorem A.1,∑
uˆ22:m,1 = 1− αˆ2P1,1,1 ∼ RV
(
O
(
1
θ1
)
, O
(
1
θ21m
))
.
Then, we prove the Invariant Angle Theorem for the eigenvalues, Theorem A.4
for k=2.
Proof. Theorem A.4, k = 2 We prove the theorem for k = 2. In the following
picture we can assume the grey results as proven.
Theorem A.5 Theorem A.8 (2,3) A.4 A.9 A.8(1)
1 • • • • •
2 • • • • •
Without loss of generality, we only prove the invariance of θˆP1,1. For simplicity,
we assume θ1 > θ2, but this assumption is only used to simplify notation. Each
step can be done assuming θ1 < θ2. Using Theorem A.2 and the canonical
perturbation P˜2 lead to
m∑
i=2
λˆP1,i
θˆP2,1 − λˆP1,i
uˆ2P1,i,2 +
θˆP1,1
θˆP2,1 − θˆP1,1
uˆ2P1,1,2 =
1
θ2 − 1 .
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Therefore,
θˆP1,1
θˆP2,1 − θˆP1,1
uˆ2P1,1,2 = −
m∑
i=2
λˆP1,i
θˆP2,1 − λˆP1,i
uˆ2P1,i,2 +
1
θ2 − 1
= − 1
θˆP2,1
m∑
i=2
λˆP1,iuˆ
2
P1,i,2 +
1
θ2 − 1 +Op
(
1
θ21
)
1∗
= − 1
θˆP2,1
(
1 +Op
(
1√
m
))
+
1
θ2 − 1 +Op
(
1
θ21
)
= −θ2 − 1− θˆP2,1
θˆP2,1(θ2 − 1)
+Op
(
1
θ21
)
+Op
(
1
θ1
√
m
)
,
where 1* is true because
m∑
i=2
λˆP1,iuˆ
2
P1,i,2 =
m∑
i=1
λˆP1,iuˆ
2
P1,1,2 − θˆP1,1uˆ2P1,1,2
= ΣˆP1,2,2 − θˆP1,1uˆ2P1,1,2
= W2,2 − θˆP1,1uˆ2P1,1,2
= 1 +Op
(
1√
m
)
.
The last line is obtained using the fact that the canonical perturbation P1 does
not affect W2:m,2:m. Moreover, W satisfies Assumption A.1 and thus W2,2 =
1+Op (1/
√
m). On the other hand the second term θˆP1,1uˆ
2
P1,1,2
= Op (1/m) by
Theorem A.8(2) for k = 1.
By Theorem A.8(2),
(
1 + Op
(
θ2
θ1(θ2 − θ1)
)
+Op
(
θ2√
m(θ2 − θ1)
))(
θˆP2,1 − θˆP1,1
)
= − θˆP1,1θˆP2,1 (θ2 − 1)
θ2 − 1− θˆP2,1
uˆ2P1,1,2
= Op
(
θ1θ2
m(θ2 − θ1)
)
.
We note that even without Assumption A.2(A4), we have
θˆP2,1 − θˆP1,1 order∼
min (θ1, θ2)
m
.
More precisely we can write
θˆP2,1 − θˆP1,1 = −
θˆP1,1θˆP2,1 (θ2 − 1)
θ2 − 1− θˆP2,1
uˆ2P1,1,2 +Op
(
1
m
)
+Op
(
min(θ1, θ2)
m3/2
)
.
Each step of the above computation can be done for θˆP˜2,1− θˆP2,2. Therefore, for
s 6= t ∈ {1, 2} we obtain the general result.
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(
1 + Op
(
θt
θs(θt − θs)
)
+Op
(
θt√
m(θt − θs)
))(
θˆP2,s − θˆP˜s,1
)
= − θˆP˜s,1θˆP2,s (θt − 1)
θt − 1− θˆP2,s
uˆ2
P˜s,1,t
order∼ θ1θ2
m(θ2 − θ1) .
This leads to
θˆP2,s − θˆP˜s,1 = −
θˆP˜s,1θˆP2,s (θt − 1)
θt − 1− θˆP2,s
uˆ2
P˜s,1,t
+Op
(
1
m
)
+Op
(
min(θ1, θ2)
m3/2
)
order∼ min (θ1, θ2)
m
.
Proof. Theorem A.9, and A.8(1), k = 2 We prove the theorems for k = 2.
In the following picture we can assume the grey results as proven.
Theorem A.5 Theorem A.8 (2,3) A.4 A.9 A.8(1)
1 • • • • •
2 • • • • •
These proofs are exactly the same when the perturbation is of order k. Thus,
we will do it only once in pages 50 and 45. As we will see, the proofs of these
theorems uses only the grey results and the proof of Theorem A.8(1) for k uses
Theorem A.9 for k. Moreover, although the proof of Theorem A.9 for k > 2 uses
Theorem A.8(1) for k − 1, the initializing part k = 2 does not need Theorem
A.8(1).
Blue In this section, we assume all the results for k− 1. These results appear
in grey in the following picture. We want to prove A.4, A.9 and A.8(1) for k.
Theorem A.5 Theorem A.8 (2,3) A.4 A.9 A.8(1)
1 • • • • •
2 • • • • •
...
...
...
...
...
...
k-1 • • • • •
k • • • • •
First, we prove the Invariant Eigenvalue Theorem.
Proof. Theorem A.4 We can assume the grey results in the following picture
as proven.
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Theorem A.5 Theorem A.8 (2,3) A.4 A.9 A.8(1)
1 • • • • •
2 • • • • •
...
...
...
...
...
...
k-1 • • • • •
k • • • • •
The proof for k is the same as the proof for k = 2 with a small negligible error.
We present the proof for θˆPk,s− θˆPk−1,s, where the last added perturbation is of
order θk and θ1 > θ2 > ... > θk. Similar computations can be done to demon-
strate the result when the last added perturbation is of order θr, r 6= s.
By using Theorem A.2, A.8(1) for k − 1 and using the fact that the pi are dif-
ferent in Assumption A.2(A4),
m∑
i=k
λˆPk−1,i
θˆPk,s − λˆPk−1,i
uˆ2Pk−1,i,k +
θˆPk−1,s
θˆPk,s − θˆPk−1,s
uˆ2Pk−1,s,k +
k∑
i=1
i6=s
θˆPk−1,i
θˆPk,s − θˆPk−1,i
uˆ2Pk−1,i,k =
1
θk − 1
⇒
m∑
i=k−1
λˆPk−1,i
θˆPk,s − λˆPk−1,i
uˆ2Pk−1,i,k +
θˆPk−1,s
θˆPk,s − θˆPk−1,s
uˆ2Pk−1,s,k +Op

 1m min
i=1,2,3,...,k−1
i6=s
(θs − θi)

 = 1θk − 1
Therefore,
θˆPk−1,s
θˆPk,s − θˆPk−1,s
uˆ2Pk−1,s,k = −
m∑
i=k
λˆPk−1,i
θˆPk,s − λˆPk−1,i
uˆ2Pk−1,i,k +
1
θk − 1 +Op
(
1
mθs
)
1∗
= − 1
θˆPk,s
(
1 +Op
(
1√
m
))
+
1
θk − 1 +Op
(
1
mθs
)
+Op
(
1
θ2s
)
= −θk − 1− θˆPk,s
θˆPk,s (θk − 1)
+Op
(
1
mθs
)
+Op
(
1√
mθs
)
+Op
(
1
θ2s
)
,
where 1* is true because
m∑
i=k
λˆPk−1,iuˆ
2
Pk−1,i,k =
m∑
i=1
λˆPk−1,iuˆ
2
Pk−1,i,k −
k−1∑
i=1
θˆPk−1,iuˆ
2
Pk−1,i,k
= ΣˆPk−1,k,k −
k−1∑
i=1
θˆPk−1,iuˆ
2
Pk−1,i,k
= Wk,k −
k−1∑
i=1
θˆPk−1,iuˆ
2
Pk−1,i,k
= 1 +Op
(
1√
m
)
.
The last line is obtained because the canonical perturbation Pk−1 does not
affect Wk:m,k:m. Moreover, W satisfies Assumption A.1; therefore, Wk,k = 1 +
Op (1/
√
m). On the other hand, the second term
∑k−1
i=1 θˆPk−1,iuˆ
2
Pk−1,i,k = Op (1/m)
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by Theorem A.8(2) for k − 1.
Thus, by Theorem A.8(2) for k − 1,(
1 +Op
(
θk
θs(θk − θs)
)
+Op
(
θk√
m(θk − θs)
)
+Op
(
θsθk
m(θk − θs)(θk−1 − θs)
))(
θˆPk,s − θˆPk−1,s
)
= − θˆPk−1,sθˆPk,s(θk − 1)
θk − 1− θˆPk,s
uˆ2Pk−1,s,k
= Op
(
θsθk
m(θk − θs)
)
.
and
θˆPk,s − θˆPk−1,s order∼
min (θs, θk)
m
.
More precisely we can write
θˆPk,s − θˆPk−1,s = −
θˆPk−1,sθˆPk,s(θk − 1)
θk − 1− θˆPk,s
uˆ2Pk−1,s,k +Op
(
1
m
)
+Op
(
min(θs, θk)
m3/2
)
.
The min function can be simplified in our case θk < θs; however the above
notation is more easily generalized.
Each step of the computation can be done assuming that the last applied per-
turbation is θr instead of θk for r = 1, 2, ..., k. Moreover, in this case, similar
computations lead to θˆPk,s − θˆP−r ,s where s = 1, 2, ..., k, s 6= r. We use the
notation
P−r = Im +
k∑
i=1
i6=r
(θi − 1)eieti.
Therefore, for s 6= r ∈ {1, 2, ..., k} we obtain the general result.
• If θs > θr, then
θˆPk,s − θˆP−r,s = −
θˆP−r ,sθˆPk,s(θr − 1)
θr − 1− θˆPk,s
uˆ2P−r,s,r +Op
(
1
m
)
+Op
(
θr
m3/2
)
order∼ θr
m
.
• If θs < θr, then
θˆPk,s − θˆP−r ,s−1 = −
θˆP−r,s−1θˆPk,s(θr − 1)
θr − 1− θˆPk,s
uˆ2P−r,s−1,r +Op
(
1
m
)
+Op
(
θs
m3/2
)
order∼ θs
m
.
Finally, we obtain for s > 1,
θˆPk,s − θˆP˜s,1
order∼ θs
m
and for s = 1,
θˆPk,1 − θˆP˜1,1
order∼ θ2
m
.
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Next, we prove the characterization of eigenvalues and eigenvectors.
Proof. Theorem A.9 To obtain the result we can assume the grey results in
the following picture as proven.
Theorem A.5 Theorem A.8 (2,3) A.4 A.9 A.8(1)
1 • • • • •
2 • • • • •
...
...
...
...
...
...
k-1 • • • • •
k • • • • •
The initialisation of the induction, k = 2, follows from Theorem A.2, A.4 for
k = 2 and A.8 for k = 1. Therefore, we directly prove the result for k.
Assumption A.2(A4) implies that we have two groups of eigenvalues composing
the perturbation. The first group is finite with bounded eigenvalues and the
second group has proportional eigenvalues tending to infinity.
In order to do a general proof we need to discuss the notation.
Notation A.2.
• Usually we assume θ1 > θ2 > ... > θk such that θˆPk,s, the sth largest
eigenvalue of ΣˆPk corresponds to θs.
In this proof we relax the order θ1 > θ2 > ... > θk to do a general proof.
The order of θs among the eigenvalues θ1, θ2, ..., θt, t > s is rankt(θs) =
rt,s. Therefore, assuming a perturbation Pt, θs corresponds to the r
th
t,s
largest eigenvalue of ΣˆPt . In order to use simple notation, we again call
this corresponding estimated eigenvalue, θˆPr ,s.
Moreover, we change the notation for the eigenvector. In this theorem, for
i = 1, 2, ..., r, uˆPr,s is the eigenvector corresponding to θˆPr ,s.
• We assume two groups of eigenvalues of size k1 and k−k1 such that these
groups satisfy Assumption A.2(A4). Moreover, θ1 is supposed to be in the
first group. We say that the groups are of order θ1 and θ, respectively,
such that only one of them tends to infinity.
Using this new notation we can without loss of generality construct the proof
for uˆPk,1. Note that θ1 is no longer the largest eigenvalue.
(a),(h) By Cauchy-Schwarz and using ρ1 = E
[
θˆPk,1
]
,
∣∣∣∣∣
m∑
i=k
λˆPk−1,i
θˆPk,1 − λˆPk−1,i
uˆPk−1,i,1uˆPk−1,i,k
∣∣∣∣∣ 6
m∑
i=k
λˆPk−1,i
ρ1 − λˆPk−1,i
uˆPk−1,i,1uˆPk−1,i,k+Op
(
1
θ
3/2
1 m
1/2
)
.
Some prerequisite results are easily proven using theorems for k − 1:
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uˆPk−1,i,1 s.t.
m∑
i=k
uˆ2Pk−1,i,1 = Op
(
1
θ1
)
(By Theorem A.8 part 3),
uˆPk−1,i,k ∼ RV (0, 1/m) ,
E
[
λˆPk−1,iuˆPk−1,i,1uˆPk−1,i,k
]
= 0, (By invariance under rotation),
Var
(
m∑
i=k
uˆPk−1,i,1uˆPk−1,i,k
)
= Var
(
k−1∑
i=1
uˆPk−1,i,1uˆPk−1,i,k
)
= Op
(
1
θ1m
)
.
This leads to
m∑
i=k
Var
(
uˆPk−1,i,1uˆPk−1,i,k
)
=
m∑
i=k
E
[
uˆ2Pk−1,i,1uˆ
2
Pk−1,i,k
]
=
1
m− k + 1
m∑
i=k
E
[
uˆ2Pk−1,i,1
(
1−
k−1∑
s=1
uˆ2Pk−1,i,s
)]
= Op
(
1
θ1m
)
.
In order to obtain the order of the size, we use the last part of Theorem
A.8. Either the perturbation in direction e1 is finite and the result fol-
lows directly, or the perturbation tends to infinity and we can separate
the perturbations into two groups, one finite and the other one tending to
infinity. The last result of Theorem A.8 gives the required estimate.
Var
(
m∑
i=k
λˆPk−1,i
θˆPk,1 − λˆPk−1,i
uˆPk−1,i,1uˆPk−1,i,k
)
=
m∑
i=k
Var
(
λˆPk−1,i
θˆPk,1 − λˆPk−1,i
uˆPk−1,i,1uˆPk−1,i,k
)
+
m∑
i6=j=k
Cov
(
λˆPk−1,i
θˆPk,1 − λˆPk−1,i
uˆPk−1,i,1uˆPk−1,i,k,
λˆPk−1,j
θˆPk,1 − λˆPk−1,j
uˆPk−1,j,1uˆPk−1,j,k
)
= A+B.
The parts A and B are studied separately. By Assumption A.1, λˆPk−1,k is
bounded by a constant λ.
A =
m∑
i=k
Var
(
λˆPk−1,i
ρ1 − λˆPk−1,i
uˆPk−1,i,1uˆPk−1,i,k
)
=
m∑
i=k
E

( λˆPk−1,i
ρ1 − λˆPk−1,i
)2
uˆ2Pk−1,i,1uˆ
2
Pk−1,i,k


6
(
λ
ρ1 − λ
)2 m∑
i=k
E
[
uˆ2Pk−1,i,1uˆ
2
Pk−1,i,k
]
=
(
λ
ρ1 − λ
)2 m∑
i=k
Var
(
uˆPk−1,i,1uˆPk−1,i,k
)
= O
(
1
θ31m
)
.
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|B| =
∣∣∣∣∣∣
m∑
i6=j=k
Cov
(
λˆPk−1,i
ρ1 − λˆPk−1,i
uˆPk−1,i,1uˆPk−1,i,k,
λˆPk−1,j
ρ1 − λˆPk−1,j
uˆPk−1,j,1uˆPk−1,j,k
)∣∣∣∣∣∣
=
∣∣∣∣∣∣
m∑
i6=j=k
(
E
[
λˆPk−1,i
ρ1 − λˆPk−1,i
λˆPk−1,j
ρ1 − λˆPk−1,j
uˆPk−1,i,1uˆPk−1,j,1uˆPk−1,i,kuˆPk−1,j,k
]
− 0
)∣∣∣∣∣∣
=
∣∣∣∣∣∣
m∑
i6=j=k
1
m− k + 1 Ep
[
λˆPk−1,i
ρ1 − λˆPk−1,i
λˆPk−1,j
ρ1 − λˆPk−1,j
uˆPk−1,i,1uˆPk−1,j,1
m∑
r=k
uˆPk−1,i,ruˆPk−1,j,r
]∣∣∣∣∣∣
=
∣∣∣∣∣∣
m∑
i6=j=k
1
m− k + 1 E
[
λˆPk−1,i
ρ1 − λˆPk−1,i
λˆPk−1,j
ρ1 − λˆPk−1,j
uˆPk−1,i,1uˆPk−1,j,1
k−1∑
r=1
uˆPk−1,i,ruˆPk−1,j,r
]∣∣∣∣∣∣
6
(
λ
ρ1−λ
)2
m− k
k−1∑
r=1
E

 m∑
i6=j=k
∣∣uˆPk−1,i,1uˆPk−1,j,1uˆPk−1,i,ruˆPk−1,j,r∣∣


6 O
(
1
θ21m
) k−1∑
r=1
Ep

( m∑
i=k
|uˆPk−1,i,1uˆPk−1,i,r|
)2
6 O
(
1
θ21m
) k−1∑
r=1
Ep
[(
m∑
i=k
uˆ2Pk−1,i,1
)(
m∑
i=k
uˆ2Pk−1,i,r
)]
= O
(
1
θ31m
)
.
Thus
Var
(
m∑
i=k
λˆPk−1,i
ρ1 − λˆPk−1,i
uˆPk−1,i,1uˆPk−1,i,k
)
= Op
(
1
θ31m
)
.
Therefore, because the expectation is 0 by invariance under rotation,
m∑
i=k
λˆPk−1,i
θˆPk,1 − λˆPk−1,i
uˆPk−1,i,1uˆPk−1,i,k = Op
(
1
θ
3/2
1
√
m
)
.
(b) We study
θˆPk−1,1
θˆPk,1 − θˆPk−1,1
uˆPk−1,1,1uˆPk−1,1,k.
By Theorem A.5 and Theorem A.8 for k − 1, we obtain
If θ1 > D, for D > 0 fixed , ∃ d(D) such that, 1 > |uˆPk−1,1,1| > d(D) > 0
with probability tending to 1,
uˆPk−1,1,k
order∼ 1√
θ1m
.
We see thanks to Theorem A.4 for k that
θˆPk−1,1
θˆPk,1 − θˆPk−1,1
order∼ θ1m
min (θ1, θk)
.
The result is straightforward.
(c) We study
k−1∑
i=2
θˆPk−1,i
θˆPk,1 − θˆPk−1,i
uˆPk−1,i,1uˆPk−1,i,k.
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By Theorem A.8,
uˆPk−1,i,1 = Op
( √
θ1θi
(θ1 − θi)
√
m
)
,
uˆPk−1,i,k = Op
(
1√
θi
√
m
)
.
Therefore,
θˆPk−1,i
θˆPk,1 − θˆPk−1,i
uˆPk−1,i,1uˆPk−1,i,k = Op
( √
θ1θi
(θ1 − θi)2
√
m
)
.
Studying the different possibilities for θi and θ1 leads to the desired result.
(d) We consider
m∑
i=k
λˆ2Pk−1,i
(θˆPk,1 − λˆPk−1,i)2
uˆ2Pk−1,i,k.
A straightforward computation leads to
m∑
i=k
λˆ2Pk−1,i
(θˆPk,1 − λˆPk−1,i)2
uˆ2Pk−1,i,k 6 Op
(
1
θ21
)(
1−
k−1∑
i=1
uˆ2Pk−1,i,k
)
= Op
(
1
θ21
)
.
(e) We study
θˆ2Pk−1,1
(θˆPk,1 − θˆPk−1,1)2
uˆ2Pk−1,1,k.
By Theorems A.4 and A.8,
θˆ2Pk−1,1
(θˆPk,1 − θˆPk−1,1)2
order∼ θ
2
1m
2
min (θ1, θk)
2 ,
uˆ2Pk−1,1,k
order∼ 1
mθ1
.
The result is straightforward.
(f) We study
k−1∑
i=2
θˆ2Pk−1,i
(θˆPk,1 − θˆPk−1,i)2
uˆ2Pk−1,i,k.
By Theorem A.8 and A.4,
uˆ2Pk−1,i,k = Op
(
1
mθi
)
.
Then,
θˆ2Pk−1,i
(θˆPk,1 − θˆPk−1,i)2
uˆ2Pk−1,i,k = Op
(
θi
(θ1 − θi)2m
)
.
Studying the different possibilities for θi and θ1 leads to the result.
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(g) The result is obtained directly from Theorem A.2.
(h) The same proof as in (a) leads to the result.
(i) We study
θˆPk−1,1
θˆPk,1 − θˆPk−1,1
uˆPk−1,1,suˆPk−1,1,k,
for s = 2, ..., k − 1.
Using Theorems A.4 and A.8 we have
uˆPk−1,1,suˆPk−1,1,k
order∼ min (θ1, θs)
θ1
√
θsm
,
θˆPk,1 − θˆPk−1,1 order∼
min (θ1, θk)
m
.
The result follows directly.
(j) We consider
k−1∑
i=2, 6=s
θˆPk−1,i
θˆPk,1 − θˆPk−1,i
uˆPk−1,i,suˆPk−1,i,k.
Using the Theorems A.4 and A.8 the result is straightforward as for part
(c).
(k) We study
θˆPk−1,s
θˆPk,1 − θˆPk−1,s
uˆPk−1,s,suˆPk−1,s,k.
By Theorem A.5 and Lemma A.8,
If θs > D, for D > 0 fixed , ∃ d(D) such that, 1 > |uˆPk−1,s,s| > d(D) > 0
with probability tending to 1,
uˆPk−1,s,k = Op
(
1√
θsm
)
.
The result follows.
The link between uˆPk,1,1 and u˜Pk,1,1 is obtained by basic notions of linear algebra
and similar estimations of the norm.
We now prove the first point of the remark.
1. First, we study sign (uˆPk,1,1) by investigating u˜Pk,1,1 which was defined in
the statement of the theorem. Then, by construction, the results hold for
uˆPk,1,1 because we just rescale u˜Pk,1 to obtain uˆPk,1. The theorem says
sign (u˜Pk,1,1)
= sign


(a)Op
(
1
θ
3/2
1
√
m
)
︷ ︸︸ ︷
m∑
i=k
λˆPk−1,i
θˆPk,1 − λˆPk−1,i
uˆPk−1,i,1uˆPk−1,i,k +
(b)
order∼
√
θ1m
min(θ1,θk)︷ ︸︸ ︷
θˆPk−1,1
θˆPk,1 − θˆPk−1,1
uˆPk−1,1,1uˆPk−1,1,k +
(c)Op
(
1
θ
1/2
1 m
)
︷ ︸︸ ︷
k−1∑
i=2
θˆPk−1,i
θˆPk,1 − θˆPk−1,i
uˆPk−1,i,1uˆPk−1,i,k√√√√√√√√
m∑
i=k
λˆ2Pk−1,i
(θˆPk,1 − λˆPk−1,i)2
uˆ2Pk−1,i,k︸ ︷︷ ︸
(d)Op
(
1
θ21
)
+
θˆ2Pk−1,1
(θˆPk,1 − θˆPk−1,1)2
uˆ2Pk−1,1,k︸ ︷︷ ︸
(e)
order∼ θ1m
min(θ1,θk)
2
+
k−1∑
i=2
θˆ2Pk−1,i
(θˆPk,1 − θˆPk−1,i)2
uˆ2Pk−1,i,k︸ ︷︷ ︸
(f)Op
(
1
θ1m
)


.
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The first convergence is directly obtained from
sign (u˜Pk,1,1) = sign
(
θˆPk−1,1
θˆPk,1 − θˆPk−1,1
uˆPk−1,1,1uˆPk−1,1,k +Op
(
1
θ
1/2
1 m
)
+Op
(
1
θ
3/2
1
√
m
))
.
Using Theorem A.4 and assuming m and θ1 sufficiently large lead to
sign (u˜Pk,1,1) = sign
((
θˆPk,1 − θˆPk−1,1
)
uˆPk−1,1,k
)
= sign
(
(θ1 − θk) uˆPk−1,1,k
)
.
2. The second remark supposes a perturbation of order k = 2. We already
know the behaviour of the first eigenvector. In order to obtain results for
the second vector, we need to replace θˆPk,1 by θˆPk,2 in the formula and
the order size changes. Similar arguments as above lead to the result.
For the last part of the proof of the blue part in the Figure 1, we study the first
point of the component Theorem A.8.
Proof. Theorem A.8 To prove this result we can assume the grey results in
the following picture as proven.
Theorem A.5 Theorem A.8 (2,3) A.4 A.9 A.8(1)
1 • • • • •
2 • • • • •
...
...
...
...
...
...
k-1 • • • • •
k • • • • •
This proof computes uˆPk,1,k, but the method can be used to study any com-
ponents uˆPk,s,t where s 6= t ∈ {1, 2, ..., k}. In order to extend it we must use
Notation A.2. First we assume the convention of Theorem A.9, uˆPk,1,k > 0.
〈u˜Pk,1, ek〉
=
∑m
i=k
λˆPk−1 ,i
θˆPk,1−λˆPk−1,i
uˆ2Pk−1,i,k +
θˆPk−1,1
θˆPk,1−θˆPk−1,1
uˆ2Pk−1,1,k +
∑k−1
i=2
θˆPk−1,i
θˆPk,1−θˆPk−1,i
uˆ2Pk−1,i,k√√√√√√√√
m∑
i=k
λˆ2Pk−1,i
(θˆPk,1 − λˆPk−1,i)2
uˆ2Pk−1,i,k︸ ︷︷ ︸
Op
(
1
θ21
)
+
θˆ2Pk−1,1
(θˆPk,1 − θˆPk−1,1)2
uˆ2Pk−1,1,k︸ ︷︷ ︸
order∼ θ1m
min(θ1,θk)
2
+
k−1∑
i=2
θˆ2Pk−1,i
(θˆPk,1 − θˆPk−1,i)2
uˆ2Pk−1,i,k︸ ︷︷ ︸
Op
(
1
θ1m
)
=
1
θk − 1
1√
θˆ2Pk−1,1
(θˆPk,1−θˆPk−1,1)2
uˆ2Pk−1,1,k
+Op
(
min(θ1, θk)
3
θkθ
7/2
1 m
3/2
)
+Op
(
min(θ1, θk)
3
θkθ
5/2
1 m
5/2
)
=
1
θk − 1
|θˆPk,1 − θˆPk−1,1|
|θˆPk−1,1||uˆPk−1,1,k|
+Op
(
min(θ1, θk)
3
θkθ
7/2
1 m
3/2
)
+Op
(
min(θ1, θk)
3
θkθ
5/2
1 m
5/2
)
.
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Then, uˆPk,1 = P
1/2
k u˜Pk,1/N1, and
N21 =
k−1∑
i=1
u˜2Pk,i + θku˜
2
Pk,k
+
m∑
i=k+1
u˜2Pk,i
= 1 + (θ − 1)u˜2Pk,k.
We also know by Theorem A.4 that
θˆPk,1 − θˆPk−1,1 = −
θˆPk−1,1θˆPk,1(θk − 1)
θk − 1− θˆPk,1
uˆ2Pk−1,1,k +Op
(
1
m
)
+Op
(
θ1
m3/2
)
.
and
θˆPk−1,1 − θˆPk,1 = Op
(
min(θ1, θk)
m
)
.
Therefore, Theorem A.9 and A.4 for k leads to
uˆPk,1,k =
〈u˜Pk,1, ek〉
Norm
√
θk
=


1
θk − 1
|θˆPk,1 − θˆPk−1,1|
|θˆPk−1,1||uˆPk−1,1,k|︸ ︷︷ ︸
order∼ min(θ1,θk)
θkθ
1/2
1
m1/2
+Op
(
min(θ1, θk)
3
θkθ
7/2
1 m
3/2
)
+Op
(
min(θ1, θk)
3
θkθ
5/2
1 m
5/2
)


√
θk
1 +Op
(
1
m
)
=
1√
θk
|θˆPk,1 − θˆPk−1,1|
|θˆPk−1,1||uˆPk−1,1,k|
+Op
(
min(θ1, θk)
θ
1/2
k θ
1/2
1 m
3/2
)
=
∣∣∣∣− θˆPk−1,1 θˆPk,1(θk−1)θk−1−θˆPk,1 uˆ2Pk−1,1,k +Op ( 1m)+Op
(
min(θ1,θk)
m3/2
)∣∣∣∣
√
θk|θˆPk−1,1||uˆPk−1,1,k|
+Op
(
min(θ1, θk)
θ
1/2
k θ
1/2
1 m
3/2
)
=
√
θkθˆPk,1
|θk − θˆPk,1|
|uˆPk−1,1,k|+Op
(
min(θ1, θk)
θ
1/2
1 θ
1/2
k m
)
+Op
(
1
θ
1/2
1 θ
1/2
k m
1/2
)
.
Note that the sign is always positive! We can use the Remark of Theorem A.9
and set uˆPs,i,i > 0 for s = 1, 2, ..., k and i = 1, 2, ..., s. Then, the previous result
becomes more convenient:
Under the sign condition for the eigenvector,
uˆPk,1,k =
√
θkθ1
θ1 − θk uˆPk−1,1,k +Op
(
min(θ1, θk)
θ
1/2
1 θ
1/2
k m
)
+Op
(
1
θ
1/2
1 θ
1/2
k m
1/2
)
.
Therefore, we directly obtain the distribution when θ1, θk →∞. Using
αˆ2Pk−1,1 =
k−1∑
i=1
〈
uˆPk−1,1, ǫi
〉2
,
αˆ2Pk−1,1 = α
2
1 +Op
(
1
θ1m
)
= 1− M2 − 1
θ1
+Op
(
1
θ21
)
+Op
(
1
θ1
√
m
)
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and the second part of this Theorem A.8 for k − 1,
uˆPk−1,1,k|αˆ2Pk−1,1
Asy∼ N
(
0,
1− αˆ2Pk−1,1
m
)
,
gives
uˆPk,1,k|αˆ2Pk,1 ∼ N
(
0,
θkθ
2
1
(θk − θ1)2
αˆ2Pk−1,1 − 1
m
)
+Op
(
min(θ1, θk)
θ
1/2
1 θ
1/2
k m
)
+Op
(
1
θ
1/2
1 θ
1/2
k m
1/2
)
and
uˆPk,1,k ∼ N
(
0,
θkθ1
(θk − θ1)2
M2 − 1
m
)
+Op
(
min(θ1, θk)
θ
1/2
1 θ
1/2
k m
)
+Op
(
1
θ
1/2
1 θ
1/2
k m
1/2
)
.
Finally, we extend this result to small eigenvalues,
If θ1 →∞ and θk is finite, then uˆPk,1,k = Op
(
1√
θ1m
)
,
If θ1 and θk are finite, then uˆPk,1,k = Op
(
1√
m
)
.
Red By induction we show the part of the Invariant Theorem A.5 shown in
red in the picture. We assume the truth of the grey theorems.
Theorem A.5 Theorem A.8 (2,3) A.4 A.9 A.8(1)
1 • • • • •
2 • • • • •
...
...
...
...
...
...
k-1 • • • • •
k • • • • •
Proof. Theorem A.5We assume the induction hypotheses and prove the result
for k. The idea is to use Theorem A.9 to simplify the k first entries of the
eigenvector u˜Pk,1. Then, we show that
F˜ 2Pk =
m∑
i=k+1
u˜2Pk,1,i =
m∑
i=k
uˆ2Pk−1,1,i +Op
(
1
mθ1
)
= Fˆ 2Pk−1 +Op
(
1
mθ1
)
.
Finally, we easily prove
Fˆ 2Pk = Fˆ
2
Pk−1 +Op
(
1
mθ1
)
.
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Remark A.4.
The following proof studies
∑m
i=k+1 u˜
2
Pk,1,i
with θ1 > θ2 > ... > θk. However,
the proof is easily extended to
∑m
i=k+1 u˜
2
Pk,s,i
for s = 1, 2, ..., k and θs > θk.
Finally, the proof is also valid for θs > θk with more elaborate notation as in
A.2. In order to simplify the two expansions for the reader, we will not further
reduce values such as min(θ1, θi).
A: First, we investigate
Σ˜Pk = ΣˆPk−1Pk
using Theorem A.9 and A.2. The eigenvectors of Σ˜Pk are
u˜Pk,i =
(θˆPk,iIm − ΣˆPk−1)−1ΣˆPk−1ǫk√
etkΣˆPk−1(θˆPk,iI− ΣˆPk−1)−2ΣˆPk−1ǫk
.
We then have
〈u˜Pk,1, es〉2
=
(∑m
i=k
λˆPk−1,i
θˆPk,1−λˆPk−1,i
uˆPk−1,i,suˆPk−1,i,k +
θˆPk−1,1
θˆPk,1−θˆPk−1,1
uˆPk−1,1,suˆPk−1,1,k +
∑k−1
i=2
θˆPk−1,i
θˆPk,1−θˆPk−1,i
uˆPk−1,i,suˆPk−1,i,k
)2
∑m
i=k
λˆ2Pk−1,i
(θˆPk,1−λˆPk−1,i)2
uˆ2Pk−1,i,k +
θˆ2Pk−1,1
(θˆPk,1−θˆPk−1,1)2
uˆ2Pk−1,1,k +
∑k−1
i=2
θˆ2Pk−1,i
(θˆPk,1−θˆPk−1,i)2
uˆ2Pk−1,i,k
=
(A1,s,k:m +A1,s,1 + A1,s,2:k−1)
2
D1,k:m +D1,1 +D1,2:k−1
=
A21,s
D1
.
The size of each element of the equation can be estimated by Theorem
A.9.
B: We investigate the norm of the noisy part of the eigenvector. Let
F˜ 2Pk =
m∑
i=k+1
u˜2Pk,1,i = 1−
k∑
i=1
u˜2Pk,1,i = 1−
∑k
i=sA
2
1,s
D1
.
We want to show that F˜ 2Pk ≈ Fˆ 2Pk−1 using Theorem A.9.
First, we approximate A1,s, A
2
1,s and D1:
A1,1 =
Op
(
θ
1/2
1 m
1/2
min(θ1,θk)
)
︷ ︸︸ ︷
θˆPk−1,1
θˆPk,1 − θˆPk−1,1
uˆPk−1,1,1uˆPk−1,1,k+
Op
(
1
θ
1/2
1
m
)
︷ ︸︸ ︷
k−1∑
i=2
θˆPk−1,i
θˆPk,1 − θˆPk−1,i
uˆPk−1,i,1uˆPk−1,i,k
+Op
(
1
θ
3/2
1 m
1/2
)
,
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A1,s =
Op
(
min(θ1,θs)
θ
1/2
s min(θ1,θk)
)
︷ ︸︸ ︷
θˆPk−1,1
θˆPk,1 − θˆPk−1,1
uˆPk−1,1,suˆPk−1,1,k+
Op
(
max
i6=1,s,k
(
min(θ1,θi) min(θs,θi)
θ
1/2
s θ1θim
1/2
))
︷ ︸︸ ︷
k−1∑
i=2, 6=s
θˆPk−1,i
θˆPk,1 − θˆPk−1,i
uˆPk−1,i,suˆPk−1,i,k
+
Op
(
min(θ1,θs)
θ
1/2
s θ1m
1/2
)
︷ ︸︸ ︷
θˆPk−1,s
θˆPk,1 − θˆPk−1,s
uˆPk−1,s,suˆPk−1,s,k+Op
(
1
θ
1/2
s θ1m1/2
)
,
A1,k =
1
θk − 1 ,
D1 =
Op
(
θ1m
min(θ1,θk)
2
)
︷ ︸︸ ︷
θˆ2Pk−1,1
(θˆPk,1 − θˆPk−1,1)2
uˆ2Pk−1,1,k +
Op
(
1
θ1m
)
︷ ︸︸ ︷
k−1∑
i=2
θˆ2Pk−1,i
(θˆPk,1 − θˆPk−1,i)2
uˆ2Pk−1,i,k+Op
(
1
θ21
)
= Op
(
θ1m
min(θ1, θk)2
)
,
A21,k =
1
(θk − 1)2 ,
A21,s =
A1,s,1︷ ︸︸ ︷
k−1∑
i=1
θˆ2Pk−1,i
(θˆPk,1 − θˆPk−1,i)2
uˆ2Pk−1,i,suˆ
2
Pk−1,i,k
+2
k−1∑
i=1
k−1∑
j>i
θˆPk−1,iθˆPk−1,j
(θˆPk,1 − θˆPk−1,i)(θˆPk ,1 − θˆPk−1,j)
uˆPk−1,i,suˆPk−1,i,kuˆPk−1,j,suˆPk−1,j,k︸ ︷︷ ︸
A1,s,2
+Op
(
1
θ1min(θ1, θk)
)
.
Further investigations allow us to estimate the
∑k−1
s=2 A
2
1,s:
k−1∑
s=1
A21,s =
k−1∑
s=1
A1,s,1 +
k−1∑
s=2
A1,s,2 +Op
(
1
θ1min(θ1, θk)
)
,
k−1∑
s=1
A1,s,1 =
k−1∑
s=1
k−1∑
i=1
θˆ2Pk−1,i
(θˆPk,1 − θˆPk−1,i)2
uˆ2Pk−1,i,suˆ
2
Pk−1,i,k
=
k−1∑
i=1
(
k−1∑
s=1
uˆ2Pk−1,i,s
)
θˆ2Pk−1,i
(θˆPk,1 − θˆPk−1,i)2
uˆ2Pk−1,i,k
=
(
k−1∑
s=1
uˆ2Pk−1,1,s
)
D1 +
k−1∑
i=1
(
k−1∑
s=1
uˆ2Pk−1,i,s −
k−1∑
s=1
uˆ2Pk−1,1,s
)
︸ ︷︷ ︸
Op
(
1
min(θ1,θi)
)
by induction
θˆ2Pk−1,i
(θˆPk,1 − θˆPk−1,i)2
uˆ2Pk−1,i,k︸ ︷︷ ︸
Op
(
min(θ1,θi)
θ1(θ1−θi)m
)
︸ ︷︷ ︸
Op
(
max
i=2,...,k−1
1
θ1(θ1−θi)m
)
,
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k−1∑
s=1
A1,s,2
= 2
k−1∑
s=1
k−1∑
i=1
k−1∑
j>i
θˆPk−1,iθˆPk−1,j
(θˆPk,1 − θˆPk−1,i)(θˆPk,1 − θˆPk−1,j)
uˆPk−1,i,suˆPk−1,i,kuˆPk−1,j,suˆPk−1,j,k
= 2
k−1∑
i=1
k−1∑
j>i
θˆPk−1,iθˆPk−1,j
(θˆPk,1 − θˆPk−1,i)(θˆPk,1 − θˆPk−1,j)
uˆPk−1,i,kuˆPk−1,j,k
(
k−1∑
s=1
uˆPk−1,i,suˆPk−1,j,s
)
= 2
k−1∑
i=1
k−1∑
j>i
θˆPk−1,iθˆPk−1,j
(θˆPk,1 − θˆPk−1,i)(θˆPk,1 − θˆPk−1,j)
uˆPk−1,i,kuˆPk−1,j,k︸ ︷︷ ︸
If i=1, Op
(
min(θ1,θj)
min(θ1,θk)θ
1/2
1 θ
1/2
j
)
and if i>1, Op
(
min(θi,θ1)min(θj ,θ1)
θ21θ
1/2
i
θ
1/2
j
m
)
(
−
m∑
s=k
uˆPk−1,i,suˆPk−1,j,s
)
︸ ︷︷ ︸
Op
(
1
θ
1/2
i
θ
1/2
j
)
= Op
(
max
j=2,...,k−1
1
min(θ1, θk)max(θ1, θj)
)
.
Thus,
F˜ 2Pk = 1−
1
D1(θk − 1)2 −
∑k−1
i=s A
2
1,s
D1
= 1−Op
(
1
θ1m
)
−
k−1∑
s=1
uˆ2Pk−1,1,s +Op
(
θ1
max(θ1, θk)2m
)
= 1−
k−1∑
s=1
uˆ2Pk−1,1,s +Op
(
1
θ1m
)
= FˆPk−1 +Op
(
1
θ1m
)
.
C: The result is already demonstrated for the eigenvector of
Σ˜Pk = ΣˆPk−1Pk.
Now, we need to extend this to
ΣˆPk = P
1/2
k ΣˆPk−1P
1/2
k .
The link between the eigenvectors is
uˆPk−1,1 =
P
1/2
k u˜Pk,1√
Norm2
Norm2 =
k−1∑
i=1
u˜2Pk,1,i + θku˜
2
Pk,1,k +
m∑
i=k+1
u˜2Pk,1,i
= 1 + (θk − 1)
Op
(
θ1
max(θ1,θk)
2m
)
︷ ︸︸ ︷
u˜2Pk,1,k︸ ︷︷ ︸
Op( 1m )
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Using the induction hypothesis, the result is true for k − 1; therefore, by
Theorem A.1,
FˆPk−1 = RV
(
Op
(
1
θ1
)
, Op
(
1
θ21m
))
.
Then,
Fˆ 2Pk =
m∑
i=k+1
uˆ2Pk−1,1,i
=
1
Norm2
m∑
i=k+1
u˜2Pk−1,1,i
=
1
1 + Op
(
1
m
) F˜ 2Pk
=
1
1 + Op
(
1
m
) (FˆPk−1 +Op
(
1
θ1m
))
= FˆPk−1 +Op
(
1
θ1m
)
.
This last equation concludes the proof by induction
k∑
i=1
uˆ2Pk,1,i = uˆ
2
P1,1,1 +Op
(
1
θ1m
)
.
Green In this section we want to prove the green part in the following picture.
In order to prove Theorem A.8 (2, 3) for k, we only assume the truth of the
grey results in the picture.
Theorem A.5 Theorem A.8 (2,3) A.4 A.9 A.8(1)
1 • • • • •
2 • • • • •
...
...
...
...
...
...
k-1 • • • • •
k • • • • •
Proof. Theorem A.8 (2,3) To prove this theorem for k we use the same pro-
cedure as for k = 1.
Let
U =


uˆtPk,1
uˆtPk,2
...
uˆtPk,m

 =
(
uˆPk,1:k,1:k uˆPk,1:k,k+1:m
uˆPk,k+1:m,1:k uˆPk,k+1:m,k+1:m.
)
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and
Ok =
(
Ik 0
0 Om−k
)
,
where Om−k is Haar invariant.
2. When Pk is canonical, we know that Σˆ ∼ P 1/2k WP 1/2k and OkΣˆOtk follow
the same distribution under Assumption A.1. Therefore, uˆi,k+1:m is rota-
tionally invariant and Corr (uˆi,j1 , uˆi,j2) = δj1(j2). Knowing
uˆPk,1:m,1:k, we can show that uˆPk,i,k+1:m/||uˆPk,i,k+1:m|| is uniform for
i = 1, 2, ...,m. Therefore, these statistics are independent (not jointly)
of uˆPk,1:m,1:k. Uniformity of uˆPk,r,k+1:m implies that, for s = k + 1, ...,m
and r = 1, 2, ..., k,
√
m
uˆPk,r,s
||uˆPk,r,(k+1):m||
=
√
m
uˆPk,r,s√
1− αˆ2Pk,r
∼ N (0, 1) + op (1) ,
where
αˆ2Pk,r =
k∑
i=1
〈uˆPk,r, ǫi〉2 .
By Slutsky’s Theorem and the Invariant Angle Theorem A.5 for k,
uˆPk,r,s ∼ N
(
0,
1− α2r
m
)
+ op
(
1√
m
)
,
where α2r = lim
m→∞
αˆ2Pk,r = 1− M2−1θr +Op
(
1
θ2
)
< 1.
3. Next, we estimate the order of
∑
uˆ2k+1:m,1.
Without loss of generality we assume that the perturbation
Pk = Im +
k∑
i=1
(θi − 1)ǫiǫti
verifies Assumption A.2(A4) and is such that
θ1, θ2, ..., θk1 are proportional,
θk1+1, θk1+2, ..., θk are proportional.
Then by Theorem A.5 and A.8 Part 1 for perturbations of order k,∑
uˆ2k+1:m,1:k1 =
∑
uˆ2k1+1:m,1:k1 −
∑
uˆ2k1+1:k,1:k1
=
∑
uˆ21:k1,k1+1:m +Op
(
min(θ1, θk)
max(θ1, θk)m
)
=
∑
uˆ21:k1,k+1:m +Op
(
min(θ1, θk)
max(θ1, θk)m
)
∼ RV
(
O
(
1
θ1
)
, O
(
1
θ21m
))
+Op
(
min(θ1, θk)
max(θ1, θk)m
)
.
The result is straightforward.
Re´my Marie´tan and Stephan Morgenthaler/Comparison of two populations 58
A.5.2. Dot product distribution and perquisite Lemma
In this section we prove the results concerning the partial dot product between
two estimated eigenvectors. First, we show a useful small Lemma. Then, we
investigate its distribution when k = 2. Finally, we prove the invariance to
increasing k.
Prerequisite
Proof. Theorem A.1 The proofs of the three results use Theorem A.9.
First, we recall that
m∑
i=2
λˆ2P1,iuˆ
2
P1,i,2 = Σˆ
2
P1,2,2 − θˆ2P1,1uˆ2P1,1,2,
m∑
i=2
λˆP1,iuˆP1,i,1uˆP1,i,2 = ΣˆP1,1,2 − θˆP1,1uˆP1,1,1uˆP1,1,2.
Moreover, if P˜1 =
(√
θ1 − 1
)
e1e
t
1, then
ΣˆP1 = W +WP˜1 + P˜1W + P˜1WP˜1,
ΣˆP1,1,2 = W1,2
√
θ1,(
Σˆ2P1
)
2,2
=
(
W +WP˜1 + P˜1W + P˜1WP˜1
)2
[2, 2]
=
(
W 2
)
2,2
+ (θ − 1) (W1,2)2 ,
where A[2, 2] is the entry A2,2 of the matrix A.
In order to prove the formulas, we need some estimations of
uˆ2P1,1,1, θˆ
2
P1,1 and
uˆP1,1,2√
1− uˆ2P1,1,1
.
A more precise estimation of uˆ2P1,1,1 leads to
uˆ2P1,1,1 = 1−
(
W 2
)
1,1
− (W1,1)2
θ1 (W1,1)
2 +
1 +
3
(
(W 2)
1,1
)2
(W1,1)
4 −
2(W 2)
1,1
(W1,1)
2 −
2(W 3)
1,1
(W1,1)
3
θ21
+Op
(
1
θ31
)
,
uˆP1,1,1 = 1−
(
W 2
)
1,1
− (W1,1)2
2θ1 (W1,1)
2 +
1 +
3
(
(W 2)
1,1
)2
(W1,1)
4 −
2(W 2)
1,1
(W1,1)
2 −
2(W 3)
1,1
(W1,1)
3
2θ21
+Op
(
1
θ31
)
,
√
1− uˆ2P1,1,1 =
1√
θ1


√
(W 2)1,1 − (W1,1)2
W1,1
−
W1,1
(
1 +
3
(
(W 2)
1,1
)2
(W1,1)
4 −
2(W 2)
1,1
(W1,1)
2 −
2(W 3)
1,1
(W1,1)
3
)
2θ
√
(W 2)1,1 − (W1,1)2


+Op
(
1
θ
5/2
1
)
.
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Then, we estimate θˆ2P1,1,
1
θ1 − 1 =
m∑
i=1
λˆW,i
θˆP1,1 − λˆW,i
uˆ2W,i,1
=
W1,1
θˆP1,1
+
(
W 2
)
1,1
θˆ2P1,1
+Op
(
1
θ31
)
⇒ θˆP1,1 = θ1W1,1 +
(
W 2
)
1,1
− (W1,1)2
W1,1
+Op
(
1
θ1
)
⇒ θˆ2P1,1 = θ21W 21,1 + 2θ1
((
W 2
)
1,1
− (W1,1)2
)
+Op (1) .
Finally, we estimate the rescaled component,
uˆP1,1,2√
1− uˆ2P1,1,1
=
∑m
i=1
λˆW,i
θˆP1,1−λˆW,i
uˆW,i,1uˆW,i,2√∑m
s=2
(∑m
i=1
λˆW,i
θˆP1,1−λˆW,i
uˆW,i,1uˆW,i,s
)2
=
1
θˆP1,1
W1,2 +
1
θˆ2P1,1
(
W 2
)
1,2
+Op
(
1
θ3
√
m
)
√∑m
s=2
(
1
θˆP1,1
W1,s +
1
θˆ2
P1,1
(W 2)
1,s +Op
(
1
θ31
√
m
))2
=
W1,2 +
1
θˆP1,1
(
W 2
)
1,2
+Op
(
1
θ21
√
m
)
√∑m
s=2
(
(W1,s)
2 + 2 1
θˆP1,1
W1,s (W 2)1,s +Op
(
1
θ21m
))
=
W1,2 +
1
θˆP1,1
(
W 2
)
1,2
+Op
(
1
θ21
√
m
)
√
(W 2)
1,1 − (W1,1)2 + 1θˆP1,1
[
(W 3)
1,1 −W1,1 (W 2)1,1
]
+Op
(
1
θ21m
)
= W1,2

 1√
(W 2)
1,1 − (W1,1)2
−
(
W 3
)
1,1
−W1,1
(
W 2
)
1,1(
(W 2)
1,1 − (W1,1)2
)3/2
θˆP1,1


+
(
W 2
)
1,2√
(W 2)
1,1 − (W1,1)2θˆP1,1
+Op
(
1
θ21
√
m
)
.
Using this estimation, the three formulas are easily proven.
We start with the first formula:
uˆP1,1,2 =
uˆP1,1,2√
1− uˆ2P1,1,1
√
1− uˆ2P1,1,1
=
W1,2√
θ1W1,1
− W1,2
θ
3/2
1
(−1/2 + 3/2M2) +
(
W 2
)
1,2
θ
3/2
1
+Op
(
1
θ
3/2
1 m
)
+Op
(
1
θ
5/2
1 m
1/2
)
.
Then, the second formula:
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m∑
i=2
λˆ2P1,iuˆ
2
P1,i,2 −
(
W 2
)
2,2
= (θ1 − 1) (W1,2)2 − θˆ2P1,1uˆ2P1,1,2
= (θ1 − 1) (W1,2)2 −
(
θ21 (W1,1)
2 + 2θ1
((
W 2
)
1,1
− (W1,1)2
)
+Op (1)
)
(
(W1,2)
2
θ1 (W1,1)
2
+Op
(
1
θ2m
))
= − (W1,2)2 − 2
(W1,2)
2
((
W 2
)
1,1
− (W1,1)2
)
(W1,1)
2
+Op
(
1
m
)
= Op
(
1
m
)
.
Finally, some computations lead to the last formula,
θˆP1,1uˆP1,1,1uˆP1,1,2
=
(
θ1W1,1 +
(
W 2
)
1,1
− (W1,1)2
W1,1
)(
1−
(
W 2
)
1,1
− (W1,1)2
2θ1 (W1,1)
2
)
(
W1,2√
θ1W1,1
− W1,2
θ
3/2
1
(−1/2 + 3/2M2) +
(
W 2
)
1,2
θ
3/2
1
)
+Op
(
1
θ
1/2
1 m
)
+Op
(
1
θ
3/2
1 m
1/2
)
=W1,2
(√
θ1 − M2√
θ1
)
+
(
W 2
)
1,2
1√
θ1
+Op
(
1
θ
1/2
1 m
)
+Op
(
1
θ
3/2
1 m
1/2
)
.
Therefore,
m∑
i=2
λˆP1,iuˆP1,i,1uˆP1,i,2 =
√
θ1W1,2 − θˆP1,1uˆP1,1,1uˆP1,1,2
= W1,2
M2√
θ1
− (W 2)
1,2
1√
θ1
+Op
(
1
θ
1/2
1 m
)
+Op
(
1
θ
3/2
1 m
1/2
)
.
Distribution (Page 31)
Proof. Theorem A.6 We begin this proof with a remark about the sign con-
vention. This Theorem assumes uˆPs,i,i > 0 for s = 1, 2, ..., k and i = 1, 2, ..., s.
The Theorem A.9, however, constructs the eigenvectors of random matrices with
another sign convention,
uˆPs,i,s > 0, for s = 1, 2, ..., k and i = 1, 2, ..., s.
We will use the same notation for both and invite the reader to be aware of the
following. The parts A and B use the convention of Theorem A.9. This changes
in the end of part B. Finally part C uses the convention of this theorem.
The first part, A, expresses the components of an eigenvector using Theorem
A.9. The second part, B, expresses the dot product of ΣˆP2 with the eigen-
structure of ΣˆP1 . Finally, with the previous part leading to a nice formula, we
investigate in C the distribution of this statistic.
We will often replace θˆP1,1 by λˆP1,1 to simplify computations.
Re´my Marie´tan and Stephan Morgenthaler/Comparison of two populations 61
A: For t = 1, 2, we study the expression:
u˜P2,t,s =
∑m
i=1
λˆP1,i
θˆP2,t−λˆP1,i
uˆP1,i,suˆP1,i,2√∑m
i=1
λˆ2P1 ,i
(θˆP2,t−λˆP1,i)
2 uˆ2P1,i,2
=
∑m
i=1
λˆP1,i
θˆP2,t−λˆP1,i
uˆP1,i,suˆP1,i,2
√
Dt
,
where by Theorem A.9 and assuming θ1 > θ2,
D1 =
m∑
i=2
λˆ2P1,i
(θˆP2,1 − λˆP1,i)2
uˆ2P1,i,2 +
θˆ2P1,1
(θˆP2,1 − θˆP1,1)2
uˆ2P1,1,2
=
θˆ2P1,1
(θˆP2,1 − θˆP1,1)2
uˆ2P1,1,2︸ ︷︷ ︸
order∼ θ1m
θ22
+Op
(
1
θ21
)
,
D2 =
m∑
i=2
λˆ2P1,i
(θˆP2,2 − λˆP1,i)2
uˆ2P1,i,2 +
θˆ2P1,1
(θˆP2,2 − θˆP1,1)2
uˆ2P1,1,2
= Op
(
1
θ22
)
+Op
(
1
θ1m
)
.
By Theorem A.9, uˆP2,t,s =
P
1/2
2 u˜P2,t
Nt
, where
N2t = u˜
2
P2,t,1 +
m∑
i=3
u˜2P2,t,i + u˜
2
P2,t,2θ2
= 1 + (θ2 − 1)u˜2P2,t,2
= 1 +
1
(θ2 − 1)Dt .
Then,
N2t Dt = Dt +
1
(θ2 − 1) ,
N21D1 =
θˆ2P1,1
(θˆP2,1 − θˆP1,1)2
uˆ2P1,1,2 +Op
(
1
θ2
)
,
N22D2 =
1
(θ2 − 1) +Op
(
1
θ22
)
+Op
(
1
θ1m
)
.
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Therefore,
1
N1
√
D1
=
|θˆP2,1 − θˆP1,1|
θˆP1,1|uˆP1,1,2|
+Op
(
θ22
θ
3/2
1 m
3/2
)
= Op
(
θ2
θ
1/2
1 m
1/2
)
,
1
N2
√
D2
=
√
θ2 − 1 +Op
(
1
θ
1/2
2
)
+Op
(
θ
3/2
2
θ1m
)
.
B: We are now in a position to investigate:
m∑
s=3
uˆPk,1,suˆPk,2,s
First,
uˆP2,1,suˆP2,2,s =
∑m
i,j=1
λˆP1,iλˆP1,j
(θˆP2,1−λˆP1,i)(θˆP2,2−λˆP1,i)
uˆP1,i,suˆP1,j,suˆP1,i,2uˆP1,j,2√
D1D2N1N2
.
Then,
m∑
s=3
uˆP2,1,suˆP2,2,s
=
∑m
s=3
∑m
i,j=1
λˆP1,iλˆP1,j
(θˆP2,1−λˆP1,i)(θˆP2,2−λˆP1,j)
uˆP1,i,suˆP1,j,suˆP1,i,2uˆP1,j,2
√
D1D2N1N2
=
1√
D1D2N1N2

 m∑
i,j=1,i6=j
λˆP1,iλˆP1,j
(θˆP2,1 − λˆP1,i)(θˆP2,2 − λˆP1,j)
uˆP1,i,2uˆP1,j,2
(
m∑
s=3
uˆP1,i,suˆP1,j,s
)
+
m∑
i=1
λˆ2P1,i
(θˆP2,1 − λˆP1,i)(θˆP2,2 − λˆP1,i)
uˆ2P1,i,2
(
m∑
s=3
uˆ2P1,i,s
))
=
1√
D1D2N1N2
−
m∑
i,j=1,i6=j
λˆP1,iλˆP1,j
(θˆP2,1 − λˆP1,i)(θˆP2,2 − λˆP1,j)
(
uˆ2P1,i,2uˆ
2
P1,j,2 + uˆP1,i,1uˆP1,j,1uˆP1,i,2uˆP1,j,2
)
︸ ︷︷ ︸
Part 2
+
m∑
i=1
λˆ2P1,i
(θˆP2,1 − λˆP1,i)(θˆP2,2 − λˆP1,i)
uˆ2P1,i,2
(
1− uˆ2P1,i,1 − uˆ2P1,i,2
)
︸ ︷︷ ︸
Part 1

 .
Using part A gives,
1√
D1D2N1N2
= Op
(
θ
3/2
2
θ
1/2
1 m
1/2
)
.
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Next, we consider the sum of Part 1 and Part 2 in the above equation and
neglect terms smaller than Op
(
1
θ22
)
. (If at least one term is of order 1
θ22
.)
Part 1: We decompose the sum of Part 1 into i = 1 and i > 1. Then,
using Theorems A.9, A.8 and A.4, each term can be estimated.
1.1) i=1 :
λˆ2P1,1
(θˆP2,1 − λˆP1,1)(θˆP2,2 − λˆP1,1)
uˆ2P1,1,2
(
1− uˆ2P1,1,1 − uˆ2P1,1,2
)
=
θˆ2P1,1
(θˆP2,1 − θˆP1,1)(θˆP2,2 − θˆP1,1)
uˆ2P1,1,2
(
1− αˆ2P1,1
)
︸ ︷︷ ︸
Op
(
1
θ1θ2
)
− θˆ
2
P1,1
(θˆP2,1 − θˆP1,1)(θˆP2,2 − θˆP1,1)
uˆ4P1,1,2︸ ︷︷ ︸
Op
(
1
θ1θ2m
)
.
1.2) i>1 :
∗ First, we show a small non-optimal result
m∑
i=2
uˆ2P1,i,2uˆ
2
P1,i,1 = Op
(
1
θ1m1/2
)
.
We easily obtain this result by using inequalities on the sums,
m∑
i=2
uˆ2P1,i,2uˆ
2
P1,i,1 6
(
m∑
i=2
uˆ4P1,i,2
)1/2( m∑
i=2
uˆ4P1,i,1
)1/2
= Op
(
1
θ1m1/2
)
.
By Theorem A.8 Part 3,
∑m
i=2 uˆ
4
P1,i,1
= Op
(
1
θ21
)
, and the estima-
tion
∑m
i=2 uˆ
4
P1,i,2
= Op (1/
√
m) holds by the spherical property.
Indeed, because uˆP1,i,2:m is invariant by rotation, then
uˆP1,i,2:m/||uˆP1,i,2:m|| is uniform. Therefore,
E
[
uˆ4P1,i,2
||uˆP1,i,2:m||4
]
= Op
(
1
m2
)
and E
[
uˆ8P1,i,2
||uˆP1,i,2:m||8
]
= Op
(
1
m4
)
.
We see that uˆ4P1,i,2 ∼ RV
(
O
(
1
m2
)
, O
(
1
m4
))
. Finally, summing
the random variables leads to
E
[
m∑
i=2
uˆ4P1,i,2
]
= Op
(
1
m
)
,
Var
(
m∑
i=2
uˆ4P1,i,2
)
= Op
(
1
m2
)
.
∗ We can finally estimate the sum of interest:
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m∑
i=2
λˆ2P1,i
(θˆP2,1 − λˆP1,i)(θˆP2,2 − λˆP1,i)
uˆ2P1,i,2
(
1− uˆ2P1,i,1 − uˆ2P1,i,2
)
=
1
θˆP2,1θˆP2,2
m∑
i=2
λˆ2P1,iuˆ
2
P1,i,2
(
1− uˆ2P1,i,1 − uˆ2P1,i,2
)
+Op
(
1
θ1θ22
)
=
1
θˆP2,1θˆP2,2
(
m∑
i=2
λˆ2P1,iuˆ
2
P1,i,2 +Op (1)
m∑
i=2
uˆ2P1,i,2uˆ
2
P1,i,1 +Op (1)
m∑
i=2
uˆ4P1,i,2
)
+Op
(
1
θ1θ22
)
=
1
θˆP2,1θˆP2,2
m∑
i=2
λˆ2P1,iuˆ
2
P1,i,2 +Op
(
1
θ1θ2
) m∑
i=2
uˆ2P1,i,2uˆ
2
P1,i,1
+Op
(
1
θ1θ2
) m∑
i=2
uˆ4P1,i,2 +Op
(
1
θ1θ22
)
=
1
θˆP2,1θˆP2,2
m∑
i=2
λˆ2P1,iuˆ
2
P1,i,2︸ ︷︷ ︸
Op
(
1
θ1θ2
)
+Op
(
1
θ21θ2m
1/2
)
+Op
(
1
θ1θ2m
)
+Op
(
1
θ1θ22
)
.
Part 2: As for the previous part, we divide this term.
2.1)
∑m
i,j=1,i6=j
λˆP1,iλˆP1,j
(θˆP2,1−λˆP1,i)(θˆP2,2−λˆP1,j)
uˆP1,i,1uˆP1,j,1uˆP1,i,2uˆP1,j,2.
2.1.1) i=1,j>1 : We want to prove
θˆP1,1
(θˆP2,1 − θˆP1,1)
uˆP1,1,1uˆP1,1,2
m∑
j>1
λˆP1,j
(θˆP2,2 − λˆP1,j)
uˆP1,j,1uˆP1,j,2 = Op
(
1
θ22
)
.
The order size follows from Theorems A.9, A.8 and A.4,
θˆP1,1
(θˆP2,1 − θˆP1,1)
uˆP1,1,1uˆP1,1,2︸ ︷︷ ︸
Op
(
θ
1/2
1
m1/2
θ2
)
m∑
j>1
λˆP1,j
(θˆP2,2 − λˆP1,j)
uˆP1,j,1uˆP1,j,2︸ ︷︷ ︸
Op
(
1
θ
1/2
1
θ2m
1/2
)
= Op
(
1
θ22
)
.
Remark A.5.
The Theorem A.9 estimates the order size of the second term for
θˆP2,1. This same proof is still valid in this new case.
2.1.2) i>1,j=1 : Using the fact that λˆP1,i is bounded for i > 1, we find
that
θˆP1,1
(θˆP2,2 − θˆP1,1)︸ ︷︷ ︸
Op(1)
uˆP1,1,1︸ ︷︷ ︸
Op(1)
uˆP1,1,2︸ ︷︷ ︸
Op
(
1
m1/2θ
1/2
1
)
m∑
i>1
λˆP1,i
(θˆP2,1 − λˆP1,i)
uˆP1,i,1uˆP1,i,2︸ ︷︷ ︸
Op
(
1
θ
3/2
1
m1/2
)
= Op
(
1
θ21m
)
.
2.1.3) i>1,j>1,i 6=j :
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∣∣∣∣∣∣
m∑
i,j>1,i6=j
λˆP1,iλˆP1,j
(θˆP2,1 − λˆP1,i)(θˆP2,2 − λˆP1,j)
uˆP1,i,1uˆP1,j,1uˆP1,i,2uˆP1,j,2
∣∣∣∣∣∣
6
(
1
θˆP2,1θˆP2,2
+Op
(
1
θ1θ22
))( m∑
i>1
λˆP1,i|uˆP1,i,1||uˆP1,i,2|
) m∑
j>1
λˆP1,j |uˆP1,j,1||uˆP1,j,2|


6
(
1
θˆP2,1θˆP2,2
+Op
(
1
θ1θ22
))
λˆ2max
(
m∑
i>1
uˆ2P1,i,1
)(
m∑
i>1
uˆ2P1,i,2
)
6
(
1
θˆP2,1θˆP2,2
+Op
(
1
θ1θ22
))
λˆ2max
(
1− αˆ2P1,1
) (
1− uˆ2P1,1,2
)
= Op
(
1
θ21θ2
)
.
2.2) Here,
m∑
i,j=1,i6=j
λˆP1,iλˆP1,j
(θˆP2,1 − λˆP1,i)(θˆP2,2 − λˆP1,j)
uˆ2P1,i,2uˆ
2
P1,j,2
=
m∑
i,j=1
λˆP1,iλˆP1,j
(θˆP2,1 − λˆP1,i)(θˆP2,2 − λˆP1,j)
uˆ2P1,i,2uˆ
2
P1,j,2 −
m∑
i=1
λˆ2P1,i
(θˆP2,1 − λˆP1,i)(θˆP2,2 − λˆP1,i)
uˆ4P1,i,2
=
1
(θ2 − 1)2 −
θˆ2P1,1
(θˆP2,1 − θˆP1,1)(θˆP2,2 − θˆP1,1)
uˆ4P1,1,2︸ ︷︷ ︸
Op
(
1
θ1θ2m
)
−
m∑
i=2
λˆ2P1,i
(θˆP2,1 − λˆP1,i)(θˆP2,2 − λˆP1,i)
uˆ4P1,i,2︸ ︷︷ ︸
Op
(
1
θ1θ2m
)
.
Combining the two parts leads to
m∑
s=3
uˆP2,1,suˆP2,2,s
=
1√
D1D2N1N2
(
θˆ2P1,1
(θˆP2,1 − θˆP1,1)(θˆP2,2 − θˆP1,1)
uˆ2P1,1,2
(
1− αˆ2P1,1
)
+
1
θˆP2,1θˆP2,2
m∑
i=2
λˆ2P1,iuˆ
2
P1,i,2
− θˆP1,1
(θˆP2,1 − θˆP1,1)
uˆP1,1,1uˆP1,1,2
1
θˆP2,2
m∑
j>1
λˆP1,juˆP1,j,1uˆP1,j,2 −
1
(θ2 − 1)2


+Op
(
θ
1/2
2
θ
3/2
1 m
3/2
)
+Op
(
1
θ
3/2
1 θ
1/2
2 m
1/2
)
=
|θˆP2,1 − θˆP1,1|
θˆP1,1|uˆP1,1,2|
√
θ2 − 1
(
θˆ2P1,1
(θˆP2,1 − θˆP1,1)(θˆP2,2 − θˆP1,1)
uˆ2P1,1,2
(
1− αˆ2P1,1
)
+
1
θˆP2,1θˆP2,2
m∑
i=2
λˆ2P1,iuˆ
2
P1,i,2
− θˆP1,1
(θˆP2,1 − θˆP1,1)
uˆP1,1,1uˆP1,1,2
1
θˆP2,2
m∑
j>1
λˆP1,juˆP1,j,1uˆP1,j,2 −
1
(θ2 − 1)2


+Op
(
θ
1/2
2
θ
3/2
1 m
3/2
)
+Op
(
1
θ
3/2
1 θ
1/2
2 m
1/2
)
+Op
(
1
θ
1/2
1 θ
5/2
2 m
1/2
)
.
In this second part we simplify the terms using Theorems A.8 and A.4:
uˆPk,1,k =
√
θkθ1
|θk − θ1| |uˆPk−1,1,k|+Op
(
min(θ1, θk)
θ
1/2
1 θ
1/2
k m
)
+Op
(
1
θ
1/2
1 θ
1/2
2 m
1/2
)
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and
θˆP2,1 − θˆP1,1 = −
θˆP1,1θˆP2,1(θ2 − 1)
θ2 − 1− θˆP2,1
uˆ2P1,1,2 +Op
(
θ2
m3/2
)
+Op
(
1
m
)
.
Recall that without the convention uˆPk,1,1 > 0, by construction we have uˆPk,1,k >
0. Because θ1 > θ2,
• P1 :
P1 =
|θˆP2,1 − θˆP1,1|
θˆP1,1|uˆP1,1,2|
√
θ2 − 1
θˆ2P1,1
(θˆP2,1 − θˆP1,1)(θˆP2,2 − θˆP1,1)
uˆ2P1,1,2
(
1− αˆ2P1,1
)
Asy
=
√
θ2 − 1 θˆP1,1
θˆP2,2 − θˆP1,1
|uˆP1,1,2|
(
1− αˆ2P1,1
)
Asy
= −uˆP2,1,2
(
1− αˆ2P1,1
)
+Op
(
θ
1/2
2
θ
3/2
1 m
)
+Op
(
1
θ
3/2
1 θ
1/2
2 m
1/2
)
.
We use the notation
Asy
= because the probability that the sign is wrong
tends to 0 in 1/m when θ1 tends to infinity. Moreover, when θ1 is finite,
the order size is 1/
√
m.
• P2 :
P2 =
|θˆP2,1 − θˆP1,1|
θˆP1,1|uˆP1,1,2|
√
θ2 − 1 1
θˆP2,1θˆP2,2
m∑
i=2
λˆ2P1,iuˆ
2
P1,i,2
=
θˆP1,1θˆP2,1θ2
|θ2 − θˆP2,1|
uˆ2P1,1,2
1
θˆP1,1|uˆP1,1,2|
√
θ2 − 1 1
θˆP2,1θˆP2,2
m∑
i=2
λˆ2P1,iuˆ
2
P1,i,2
+Op
(
θ
1/2
2
θ
3/2
1 m
)
+Op
(
1
θ
3/2
1 θ
1/2
2 m
1/2
)
=
|uˆP1,1,2|
√
θ2 − 1
|θ2 − θˆP2,1|
m∑
i=2
λˆ2P1,iuˆ
2
P1,i,2 +Op
(
θ
1/2
2
θ
3/2
1 m
)
+Op
(
1
θ
3/2
1 θ
1/2
2 m
1/2
)
=
|uˆP2,1,2|
θ1
m∑
i=2
λˆ2P1,iuˆ
2
P1,i,2 +Op
(
θ
1/2
2
θ
3/2
1 m
)
+Op
(
1
θ
3/2
1 θ
1/2
2 m
1/2
)
.
• P3 : Using Lemma A.1,
P3 =
|θˆP2,1 − θˆP1,1|
θˆP1,1|uˆP1,1,2|
√
θ2 − 1 θˆP1,1
(θˆP2,1 − θˆP1,1)
uˆP1,1,1uˆP1,1,2
1
θˆP2,2
m∑
j>1
λˆP1,j uˆP1,j,1uˆP1,j,2
Asy
= sign (uˆP2,1,1)
1
θ
1/2
2
m∑
j>1
λˆP1,j uˆP1,j,1uˆP1,j,2 +Op
(
1
θ
1/2
1 θ
3/2
2 m
1/2
)
+Op
(
1
θ
1/2
1 θ
1/2
2 m
)
,
where the sign equality is obtained by the remark of Theorem A.9 and
tends to be correct in 1/m.
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• P4 :
P4 =
1√
D1
√
θ2 − 1 1
(θ2 − 1)2
=
√
θ2 − 1
θ2 − 1 u˜P2,1,2
=
1
θ2 − 1 uˆP2,1,2
=
1
θ2
uˆP2,1,2 +Op
(
1
θ
1/2
1 θ
3/2
2 m
1/2
)
By construction we know that uˆP2,1,2 > 0, but this is not the case for uˆP2,1,1.
We will correct this later, but first combine P1 + P2 − P4 to obtain
P1 + P2 − P4 Asy= uˆP2,1,2
(
− (1− αˆ2P1,1)+
∑m
i=2 λˆ
2
P1,i
uˆ2P1,i,2
θ1
− 1
θ2
)
+Op
(
θ
1/2
2
θ
3/2
1 m
)
+Op
(
1
θ
1/2
1 θ
3/2
2 m
1/2
)
Asy
= uˆP2,1,2
(
−
∑m
i=1 λˆ
2
W,iuˆ
2
W,i,1 − 1
θ1
+
∑m
i=2 λˆ
2
P1,i
uˆ2P1,i,2
θ1
− 1
θ2
)
+Op
(
θ
1/2
2
θ
3/2
1 m
)
+Op
(
1
θ
1/2
1 θ
3/2
2 m
1/2
)
Asy
= uˆP2,1,2
(
1
θ1
− 1
θ2
)
+Op
(
θ
1/2
2
θ
3/2
1 m
)
+Op
(
1
θ
1/2
1 θ
3/2
2 m
1/2
)
.
Indeed Lemma A.1 shows that
m∑
i=1
λˆ2W,iuˆ
2
W,i,1 =
(
W 2
)
1,1
,
m∑
i=2
λˆ2P1,iuˆ
2
P1,i,2 =
(
W 2
)
2,2
+Op
(
1
m
)
.
The result follows by invariance of W 2 under rotation.
Finally, we combine the different parts
P1 + P2 − P3 − P4 Asy= uˆP2,1,2
(
1
θ1
− 1
θ2
)
− sign (uˆP2,1,1)
1
θ
1/2
2
m∑
j>1
λˆP1,j uˆP1,j,1uˆP1,j,2
+Op
(
1
θ
1/2
1 θ
1/2
2 m
)
+Op
(
1
θ
1/2
1 θ
3/2
2 m
1/2
)
,
where the asymptotic equality is discussed in Remark A.6.
We change the convention of the sign such that uˆP2,i,i > 0, i = 1, 2. Therefore,
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we multiply by sign (uˆP2,1,1). With this convention uˆP2,1,2 is no longer strictly
positive. Nevertheless, we keep using the same notation.
P1 + P2 − P3 − P4 = uˆP2,1,2
(
1
θ1
− 1
θ2
)
− 1
θ
1/2
2
m∑
j>1
λˆP1,j uˆP1,j,1uˆP1,j,2
+Op
(
1
θ
1/2
1 θ
1/2
2 m
)
+Op
(
1
θ
1/2
1 θ
3/2
2 m
1/2
)
.
Remark A.6.
First, we recall that the O errors are in probability and take care of this possible
fluctuation with probability tending to 0.
The simplification of P1 + P2 − P3 − P4 is possible thanks to the remark of
Theorem A.9 showing that the signs are correct with probability tending to 1
in 1/m when θ2 is large. In particular, there is a probability of order 1/m to
have an error of size Op
(
1
θ
1/2
1 θ
1/2
2 m
1/2
)
. Luckily this rare error will not affect
the moment estimation of the statistic.
Then, when θ2 is finite, the formula just provides order size.
This estimation concludes part B.
C: In this section we express
uˆP2,1,2
(
1
θ1
− 1
θ2
)
δ− 1
θ
1/2
2
m∑
j>1
λˆP1,j uˆP1,j,1uˆP1,j,2+Op
(
1
θ
1/2
1 θ
1/2
2 m
)
+Op
(
1
θ
1/2
1 θ
3/2
2 m
1/2
)
as a function of the unit statistic defined in Theorem A.3. Using Theorem
A.8 and Lemma A.1 leads to the following estimations,
uˆP2,1,2 =
√
θ2θ1
|θ2 − θ1| uˆP1,1,2 +Op
(
θ
1/2
2
θ
1/2
1 m
)
+Op
(
1
θ
1/2
1 θ
1/2
2 m
1/2
)
,
uˆP1,1,2 =
W1,2√
θ1
+Op
(
1
θ
3/2
1 m
1/2
)
+Op
(
1
θ
1/2
1 m
)
,
∑m
i=2 λˆP1,iuˆP1,i,1uˆP1,i,2 =W1,2
M2√
θ1
− (W 2)
1,2
1√
θ1
+Op
(
1
θ
1/2
1 m
)
+Op
(
1
θ
3/2
1 m
1/2
)
.
Based on this, we can show that
uˆP2,1,2
(
1
θ1
− 1
θ2
)
δ − 1
θ
1/2
2
m∑
j>1
λˆP1,j uˆP1,j,1uˆP1,j,2
=
− (δ +M2)W1,2 +
(
W 2
)
1,2√
θ1θ2
+Op
(
1
θ
1/2
1 θ
1/2
2 m
)
+Op
(
1
θ
1/2
1 θ
3/2
2 m
1/2
)
.
The result is straightforward using a delta method and Theorem A.3.
A.5.3. Invariant Dot Product
(Page 32)
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Proof. Theorem A.7 We start this proof with two important remarks.
• This proof will assume the sign convention of Theorem A.9. We will correct
for this at the end of the proof.
• We use the notation A.2 to prove the result based only on θ1 > θ2 and
relaxing the order of the other eigenvalues. This notation permutes the
estimated eigenvalues and their eigenvectors, but the reader can also read
this proof as if θ1 > θ2 > ... > θk and realize that the notation allows
for this generalisation. Moreover, we add the notation λˆPr ,i = θˆPr,i for
i = 1, 2, ..., r in order to simplify formulas.
Theorem A.9 leads to
uˆPk,1,suˆPk,2,s =
1√
D1D2N1N2
∑
i,j
λˆPk−1,iλˆPk−1,j(
θˆPk,1 − λˆPk−1,i
)(
θˆPk,2 − λˆPk−1,j
) uˆPk−1,i,kuˆPk−1,j,kuˆPk−1,i,suˆPk−1,j,s,
where N1 and N2 are scalars such that the vectors are of unit length. It then
follows that
m∑
s=k+1
uˆPk,1,suˆPk,2,s =
1√
D1D2N1N2

∑
i6=j
λˆPk−1,iλˆPk−1,j(
θˆPk,1 − λˆPk−1,i
)(
θˆPk,2 − λˆPk−1,j
) uˆPk−1,i,kuˆPk−1,j,k
(
−
k∑
r=1
uˆPk−1,i,ruˆPk−1,j,r
)
︸ ︷︷ ︸
Part 2
m∑
i=1
λˆ2Pk−1,i(
θˆPk,1 − λˆPk−1,i
)(
θˆPk,2 − λˆPk−1,i
) uˆ2Pk−1,i,k
(
1−
k∑
r=1
uˆ2Pk−1,i,r
)
︸ ︷︷ ︸
Part 1
.
First we will study Part 1 and Part 2 in A. Then in B, we will show
1√
D1D2N1N2
= Op
(
min(θ1, θk)min(θ2, θk)
θ
1/2
1 θ
1/2
2 m
)
.
Finally, in part C, we combine A and B to conclude the proof.
A: Assuming the previous estimation, we can neglect all the terms of order
op
( √
m
min(θ1,θk)min(θ2,θk)
)
in Part 1 and 2. The order sizes of the elements are
obtained using Theorems A.8, A.1, A.4, A.9, the Invariant Angle Theorem
A.5, the Dot Product Theorem A.6 and its Invariant Theorem A.7.
Part 1 : We will show that we can neglect this entire part.
1.1) i = 1 : Assuming without loss of generality that θ1 < θ2 leads to
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θˆ2Pk−1,1(
θˆPk,1 − θˆPk−1,1
)(
θˆPk,2 − θˆPk−1,1
) uˆ2Pk−1,1,k
(
1−
k∑
r=1
uˆ2Pk−1,1,r
)
=
θˆ2Pk−1,1(
θˆPk,1 − θˆPk−1,1
)(
θˆPk,2 − θˆPk−1,1
) uˆ2Pk−1,1,k
︸ ︷︷ ︸
Op
(
1
min(θ1,θk)
)

 1−
k−1∑
r=1
uˆ2Pk−1,1,r︸ ︷︷ ︸
=(1−αˆ2Pk−1,1)=Op
(
1
θ1
)
− uˆ2Pk−1,1,k︸ ︷︷ ︸
Op
(
1
θ1m
)


= Op
(
1
θ1min(θ1, θk)
)
.
1.2) i = 2 :
θˆ2Pk−1,2(
θˆPk,1 − θˆPk−1,2
)(
θˆPk,2 − θˆPk−1,2
) uˆ2Pk−1,2,k
(
1−
k∑
r=1
uˆ2Pk−1,2,r
)
= Op
(
1
θ1min(θ2, θk)
)
.
1.3) i = 3, ..., k − 1 :
θˆ2Pk−1,i(
θˆPk,1 − θˆPk−1,i
)(
θˆPk,2 − θˆPk−1,i
) uˆ2Pk−1,i,k
(
1−
k∑
r=1
uˆ2Pk−1,i,r
)
= Op
(
1
max(θ1, θi)max(θ2, θi)m
)
.
1.4) i > k :
λˆ2Pk−1,i(
θˆPk,1 − λˆPk−1,i
)(
θˆPk,2 − λˆPk−1,i
) uˆ2Pk−1,i,k
(
1−
k∑
r=1
uˆ2Pk−1,i,r
)
= Op
(
1
θ1θ2m
)
⇒
m∑
i=k
λˆ2Pk−1,i(
θˆPk,1 − λˆPk−1,i
)(
θˆPk,2 − λˆPk−1,i
) uˆ2Pk−1,i,k
(
1−
k∑
r=1
uˆ2Pk−1,i,r
)
= Op
(
1
θ1θ2
)
.
Part 2 : The second part is trickier but, again, many elements can be
neglected.
2.1) i 6= j > k : By the previous part, if i = j > k, then the sum is Op
(
1
θ1θ2
)
.
∣∣∣∣∣∣
∑
i6=j>k
λˆPk−1,iλˆPk−1,j(
θˆPk,1 − λˆPk−1,i
)(
θˆPk,2 − λˆPk−1,j
) uˆPk−1,i,kuˆPk−1,j,k
(
−
k∑
r=1
uˆPk−1,i,ruˆPk−1,j,r
)
+Op
(
1
θ1θ2
)∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
i,j>k
λˆPk−1,iλˆPk−1,j(
θˆPk,1 − λˆPk−1,i
)(
θˆPk,2 − λˆPk−1,j
) uˆPk−1,i,kuˆPk−1,j,k
(
−
k∑
r=1
uˆPk−1,i,ruˆPk−1,j,r
)∣∣∣∣∣∣
=
∣∣∣∣∣∣
k∑
r=1
∑
i,j>k
λˆPk−1,iλˆPk−1,j(
θˆPk,1 − λˆPk−1,i
)(
θˆPk,2 − λˆPk−1,j
) uˆPk−1,i,kuˆPk−1,j,k (−uˆPk−1,i,ruˆPk−1,j,r)
∣∣∣∣∣∣
6 Op (1)×
k∑
r=1
1
θˆPk,2θˆPk,1

∑
i>k
∣∣∣λˆPk−1,iuˆPk−1,i,kuˆPk−1,i,r∣∣∣

2
6 Op (1)×
k∑
r=1
1
θˆPk,2θˆPk,1

∑
i>k
λˆ2Pk−1,iuˆ
2
Pk−1,i,k



∑
i>k
uˆ2Pk−1,i,r


6 Op (1)×
k∑
r=1
λ2max
θˆPk,2θˆPk,1

∑
i>k
uˆ2Pk−1,i,k



∑
i>k
uˆ2Pk−1,i,r


= Op
(
1
θ1θ2
)
.
2.2) i = 2, ..., k − 1, j > k :
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2.2.1) r = 1, ..., k − 1:∣∣∣∣∣∣
∑
j>k
λˆPk−1,iλˆPk−1,j(
θˆPk,1 − λˆPk−1,i
)(
θˆPk,2 − λˆPk−1,j
) uˆPk−1,i,kuˆPk−1,j,k
(
−
k−1∑
r=2
uˆPk−1,i,ruˆPk−1,j,r
)∣∣∣∣∣∣
6
∑
j>k
λˆPk−1,iλˆPk−1,j(
θˆPk,1 − λˆPk−1,i
)(
θˆPk,2 − λˆPk−1,j
) ∣∣uˆPk−1,i,k∣∣ ∣∣uˆPk−1,j,k∣∣
(
k−1∑
r=2
∣∣uˆPk−1,i,r∣∣ ∣∣uˆPk−1,j,r∣∣
)
6 Op
(
1
θ1θ2
) k−1∑
r=2
λˆPk−1,i
∣∣uˆPk−1,i,kuˆPk−1,i,r∣∣︸ ︷︷ ︸
Op
(
1
m1/2
)
m∑
j=k
λˆPk−1,j
∣∣uˆPk−1,j,kuˆPk−1,j,r∣∣︸ ︷︷ ︸
Op(m1/2)
= Op
(
1
θ1θ2
)
.
The size could be improved; however, this estimation is enough to
justify neglecting the term.
2.2.2) r = k:∣∣∣∣∣∣
∑
j>k
λˆPk−1,iλˆPk−1,j(
θˆPk,1 − λˆPk−1,i
)(
θˆPk,2 − λˆPk−1,j
) uˆPk−1,i,kuˆPk−1,j,k (−uˆPk−1,i,kuˆPk−1,j,k)
∣∣∣∣∣∣
6 Op
(
1
θ1θ2
)
λˆPk−1,i uˆ
2
Pk−1,i,k︸ ︷︷ ︸
Op
(
1
θim
)
m∑
j=k
λˆPk−1,juˆ
2
Pk−1,j,k︸ ︷︷ ︸
Op(1)
= Op
(
1
θ1θ2m
)
.
2.3) i = 1, j > k :
2.3.1) r = 2, 3, 4, ..., k − 1:∣∣∣∣∣∣
∑
j>k
θˆPk−1,1λˆPk−1,j(
θˆPk,1 − θˆPk−1,1
)(
θˆPk,2 − λˆPk−1,j
) uˆPk−1,1,kuˆPk−1,j,k
(
−
k−1∑
r=2
uˆPk−1,1,ruˆPk−1,j,r
)∣∣∣∣∣∣
= Op
(
θ1m
θ2min(θ1, θk)
) k−1∑
r=2
∣∣uˆPk−1,1,kuˆPk−1,1,r∣∣︸ ︷︷ ︸
Op
(
min(θ1,θr)
1/2
θ
1/2
1
max(θ1,θr)
1/2m
)
m∑
j=k
λˆPk−1,j
∣∣uˆPk−1,j,kuˆPk−1,j,r∣∣
6 max
r=2,...,k−1

Op
(
θ
1/2
1 min(θ1, θr)
1/2
θ2max(θ1, θr)1/2min(θ1, θk)
) m∑
j=k
λˆ2Pk−1,j uˆ
2
Pk−1,j,k

1/2

 m∑
j=k
uˆ2Pk−1,j,r

1/2


6 Op
(
1
θ1θ2
)
.
2.3.2) r = k:∣∣∣∣∣∣
∑
j>k
θˆPk−1,1λˆPk−1,j(
θˆPk,1 − θˆPk−1,1
)(
θˆPk,2 − λˆPk−1,j
) uˆPk−1,1,kuˆPk−1,j,k (−uˆPk−1,1,kuˆPk−1,j,k)
∣∣∣∣∣∣
= Op
(
1
θ2min(θ1, θk)
)
.
2.3.3) r = 1: We use Theorem A.9 part (b) and (h).
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∣∣∣∣∣∣
∑
j>k
θˆPk−1,1λˆPk−1,j(
θˆPk,1 − θˆPk−1,1
)(
θˆPk,2 − λˆPk−1,j
) uˆPk−1,1,kuˆPk−1,j,k (−uˆPk−1,1,1uˆPk−1,j,1)
∣∣∣∣∣∣
=
∣∣∣∣∣ θˆPk−1,1θˆPk,1 − θˆPk−1,1 uˆPk−1,1,kuˆPk−1,1,1
∣∣∣∣∣︸ ︷︷ ︸
Op
(
θ
1/2
1 m
1/2
min(θ1,θk)
)
∣∣∣∣∣∣
∑
j>k
λˆPk−1,j
θˆPk,2 − λˆPk−1,j
uˆPk−1,j,kuˆPk−1,j,1
∣∣∣∣∣∣︸ ︷︷ ︸
Op
(
1
θ2θ
1/2
1
m1/2
)
= Op
(
1
θ2min(θ1, θk)
)
.
2.4) j < k, i > k : As in 2.2 and 2.3, we can show that this part is of order
Op
(
1
θ1min(θ2,θk)
)
.
2.5) i, j < k
2.5.1) i, j < k, i 6= 1, j 6= 2:
θˆPk−1,iθˆPk−1,j(
θˆPk,1 − θˆPk−1,i
)(
θˆPk,2 − θˆPk−1,j
) uˆPk−1,i,kuˆPk−1,j,k
︸ ︷︷ ︸
Op
(
θ
1/2
i
θ
1/2
j
max(θ1,θi)max(θ2,θj)m
)
(
−
k∑
r=1
uˆPk−1,i,ruˆPk−1,j,r
)
︸ ︷︷ ︸
Op
(
1
θ
1/2
i
θ
1/2
j
m1/2
)
(by induction on k − 1)
= Op
(
1
θ1θ2m3/2
)
.
2.5.2) i = 1, j = 3, 4, ..., k − 1:
θˆPk−1,1θˆPk−1,j(
θˆPk,1 − θˆPk−1,1
)(
θˆPk,2 − θˆPk−1,j
) uˆPk−1,1,kuˆPk−1,j,k
︸ ︷︷ ︸
Op
(
θ
1/2
1 θ
1/2
j
min(θ1,θk)max(θ2,θj)
)
(
−
k∑
r=1
uˆPk−1,1,ruˆPk−1,j,r
)
︸ ︷︷ ︸
Op
(
1
θ
1/2
1
θ
1/2
j
m1/2
)
(by induction on k − 1)
= Op
(
1
θ2min(θ1, θk)m1/2
)
.
2.5.3) j = 2, i = 3, 4, ..., k − 1: By similar simplifications as 2.5.2,
θˆPk−1,iθˆPk−1,2(
θˆPk,1 − θˆPk−1,i
)(
θˆPk,2 − θˆPk−1,2
) uˆPk−1,i,kuˆPk−1,2,k
(
−
k∑
r=1
uˆPk−1,i,ruˆPk−1,2,r
)
= Op
(
1
θ1min(θ2, θk)m1/2
)
.
2.5.4) i = 1, j = 2 :
θˆPk−1,1θˆPk−1,2(
θˆPk,1 − θˆPk−1,1
)(
θˆPk,2 − θˆPk−1,2
) uˆPk−1,1,kuˆPk−1,2,k
︸ ︷︷ ︸
order∼
(
θ
1/2
1
θ
1/2
2
m
min(θ1,θk) min(θ2,θk)
)
(
−
k∑
r=1
uˆPk−1,1,ruˆPk−1,2,r
)
︸ ︷︷ ︸
Op
(
1
θ
1/2
1
θ
1/2
2
m1/2
)
(by induction on k − 1)
= Op
(
m1/2
min(θ1, θk)min(θ2, θk)
)
.
This term cannot be neglected and its estimation is presented in C.
Finally,
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m∑
s=k+1
uˆPk,1,suˆPk,2,s =
1√
D1D2N1N2

 θˆPk−1,1θˆPk−1,2(
θˆPk,1 − θˆPk−1,1
)(
θˆPk,2 − θˆPk−1,2
) uˆPk−1,1,kuˆPk−1,2,k
(
−
k∑
r=1
uˆPk−1,1,ruˆPk−1,2,r
)
+Op
(
1
θ
1/2
1 θ
1/2
2 m
)
.
B: In this paragraph we investigate 1√
D1D2N1N2
.
D1 =
m∑
i=k
λˆ2Pk−1,i
(θˆPk,1 − λˆPk−1,i)2
uˆ2Pk−1,i,k︸ ︷︷ ︸
Op
(
1
θ21
)
+
θˆ2Pk−1,1
(θˆPk,1 − θˆPk−1,1)2
uˆ2Pk−1,1,k︸ ︷︷ ︸
order∼ θ1m
min(θ1,θk)
2
+
k−1∑
i=2
θˆ2Pk−1,i
(θˆPk,1 − θˆPk−1,i)2
uˆ2Pk−1,i,k︸ ︷︷ ︸
Op
(
1
θ1m
)
=
θˆ2Pk−1,1
(θˆPk,1 − θˆPk−1,1)2
uˆ2Pk−1,1,k +Op
(
1
θ1m
)
+Op
(
1
θ21
)
= Op
(
θ1m
min(θ1, θk)2
)
.
Because uˆPk,t,s =
P
1/2
k u˜Pk,t
Nt
, it follows that
N21 =
m∑
i6=k
u˜2Pk,1,i + u˜
2
Pk,1,k
θk
= 1 + (θk − 1)u˜2P2,1,2
= 1 +
1
(θk − 1)D1
= 1 +Op
(
min(θ1, θk)
max(θ1, θk)m
)
.
We easily obtain
1
N1
√
D1
=
|θˆPk,1 − θˆPk−1,1|
θˆPk−1,1|uˆPk−1,1,k|
+Op
(
min(θ1, θk)
θ
1/2
1 m
3/2
)
= Op
(
min(θ1, θk)
θ
1/2
1 m
1/2
)
and
1
N1N2
√
D1D2
=
|θˆPk,1 − θˆPk−1,1|
θˆPk−1,1|uˆPk−1,1,k|
|θˆPk,2 − θˆPk−1,2|
θˆPk−1,2|uˆPk−1,2,k|
+Op
(
min(θ1, θk)
θ
1/2
1 θ
1/2
2 m
2
)
= Op
(
min(θ1, θk)min(θ2, θk)
θ
1/2
1 θ
1/2
2 m
)
.
C: From A and B, we conclude using Theorem A.4,
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m∑
s=k+1
uˆPk,1,suˆPk,2,s
=
θˆPk−1,1 θˆPk−1,2
(θˆPk,1−θˆPk−1,1)(θˆPk,2−θˆPk−1,2)
uˆPk−1,1,kuˆPk−1,2,k
(
−∑kr=1 uˆPk−1,1,ruˆPk−1,2,r)
√
D1D2N1N2
+Op
(
1
θ
1/2
1 θ
1/2
2 m
)
= sign
(
uˆPk−1,1,1uˆPk−1,2,2uˆPk,1,1uˆPk,2,2
)(− k∑
r=1
uˆPk−1,1,ruˆPk−1,2,r
)
+Op
(
1
θ
1/2
1 θ
1/2
2 m
)
= sign
(
uˆPk−1,1,1uˆPk−1,2,2uˆPk,1,1uˆPk,2,2
) m∑
s=k+1
uˆPk−1,1,suˆPk−1,2,s +Op
(
1
θ
1/2
1 θ
1/2
2 m
)
.
Using the remark of TheoremA.9, the sign of the third line is correct with a
probability tending to 1 in 1/m. Therefore, using the convention uˆPs,i,i > 0
for i = 1, 2, ..., s and
s = 1, 2, ..., k leads to
m∑
s=k+1
uˆPk,1,suˆPk,2,s =
m∑
s=k+1
uˆPk−1,1,suˆPk−1,2,s +Op
(
1
θ
1/2
1 θ
1/2
2 m
)
=
m∑
s=2
uˆP2,1,suˆP2,2,s +Op
(
1
θ
1/2
1 θ
1/2
2 m
)
,
where we recall that the error O is in probability.
A.5.4. Invariant Double Angle Theorem
Proof. Corollary A.1 In order to shorten the equations, we use the following
notation
θˆPs,t = θˆΣˆX,Ps ,t
, uˆPs,t = uˆΣˆX,Ps ,t
, λˆPs,t = λˆΣˆX,Ps ,t
ˆˆ
θPs,t = θˆΣˆY,Ps ,t
, ˆˆuPs,t = uˆΣˆY,Ps ,t
,
ˆˆ
λPs,t = λˆΣˆY,Ps ,t
.
Moreover,
ucs =
u1:s
||u1:s|| , where u is a vector of size m,
αˆ2Ps,i = ||uˆPs,i,1:s||2,
ˆˆα2Ps,i = ||ˆˆuPs,i,1:s||2.
Finally, using the notation A.2 and relaxing θ1 > θ2 > ... > θk allows us to only
study uˆPk,1 and
ˆˆuPk,1 without loss of generality.
The proof is essentially based on Theorems A.1,A.6, A.7 and A.5.
1. First we investigate
〈
uˆP1,1,
ˆˆuP1,1
〉2
:
〈
uˆP1,1,
ˆˆuP1,1
〉2
= uˆ2P1,1,1
ˆˆu2P1,1,1 + 2uˆP1,1,1
ˆˆuP1,1,1
m∑
i=2
uˆP1,1,i
ˆˆuP1,1,i +
(
m∑
i=1
uˆP1,1,i
ˆˆuP1,1,i
)2
= uˆ2P1,1,1
ˆˆu2P1,1,1︸ ︷︷ ︸
RV
(
Op(1),Op
(
1
θ21m
))
+ CP1︸︷︷︸
RV
(
0,Op
(
1
θ21m
))
+Op
(
1
θ21m
)
.
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2. Next, we want to prove
〈
uˆP1,1,
ˆˆuP1,1
〉2
=
k∑
i=1
〈
uˆPk,1,
ˆˆuPk,i
〉2
+Op
(
1
θ1m
)
.
Using Theorem A.8 and A.1,
〈
uˆPk,1,
ˆˆuPk,1
〉2
=
〈
uˆPk,1,1:k,
ˆˆuPk,1,1:k
〉2
+ 2uˆPk,1,1
ˆˆuPk,1,1
m∑
i=k+1
uˆPk,1,i
ˆˆuPk,1,i︸ ︷︷ ︸
CPk
+Op
(
1
θ1m
)
,
〈
uˆPk,1,
ˆˆuPk,s
〉2
=
〈
uˆPk,1,1:k,
ˆˆuPk,s,1:k
〉2
+Op
(
1
max(θ1, θs)m
)
.
In this theorem we suppose that Assumption A.2 (A4) holds and with-
out loss of generality, we assume that θ1, ..., θk1 are of same order and
θk1+1, ..., θk are also of same order but different from the first group. As-
sumption A.2 (A4) implies that either all the eigenvalues are proportional
or one group has finite eigenvalues. Therefore,
k∑
i=1
〈
uˆPk,1,
ˆˆuPk,i
〉2
=
k1∑
i=1
〈
uˆPk,1,
ˆˆuPk,i
〉2
+Op
(
1
θ1m
)
.
Moreover, we easily see that for i = 1, 2, ..., k1,
ˆˆα2Pk,i = ||ˆˆuPs,i,1:k||2
= ||ˆˆuPs,i,1:k1 ||2 +Op
(
1
θ1m
)
.
Thus
k1∑
i=1
〈
uˆPk,1,
ˆˆuPk,i
〉2
=
k1∑
i=1
〈
uˆPk,1,1:k,
ˆˆuPk,i,1:k
〉2
+ Ck +Op
(
1
θ1m
)
=
k1∑
i=1
〈
uˆPk,1,1:k1 ,
ˆˆuPk,i,1:k1
〉2
+ Ck +Op
(
1
θ1m
)
=
k1∑
i=1
αˆ2Pk,1
ˆˆα2Pk,i
〈
uˆ
ck1
Pk,1
, ˆˆu
ck1
Pk,i
〉2
+ Ck +Op
(
1
θ1m
)
= αˆ2Pk,1
ˆˆα2Pk,1
k1∑
i=1
〈
uˆ
ck1
Pk,1
, ˆˆu
ck1
Pk,i
〉2
+ Ck +Op
(
1
θ1m
)
+αˆ2Pk,1
k1∑
i=2
(
ˆˆα2Pk,i − ˆˆα2Pk,1
)〈
uˆ
ck1
Pk,1
, ˆˆu
ck1
Pk,i
〉2
= αˆ2P1,1
ˆˆα2P1,1
k1∑
i=1
〈
uˆ
ck1
Pk,1
, ˆˆu
ck1
Pk,i
〉2
︸ ︷︷ ︸
Part 1
+ CPk︸︷︷︸
Part 2
+Op
(
1
θ1m
)
,
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Where the last equality is obtained because for i = 1, 2, ..., k1, ˆˆα
2
Pk,i
−
ˆˆα2Pk,1 = Op (1/θ1).
So, we just need to show that
k1∑
i=1
〈
uˆ
ck1
Pk,1
, ˆˆu
ck1
Pk,i
〉2
= 1 +Op
(
1
θ1m
)
,
CPk = CP1 +Op
(
1
θ1m
)
.
Part 1 : First we prove that
k1∑
i=1
〈
uˆ
ck1
Pk,i
, ˆˆu
ck1
Pk,i
〉2
= 1 +Op
(
1
θ1m
)
.
We apply Gram-Schmidt to ˆˆu
ck1
Pk,1
, ˆˆu
ck1
Pk,2
, ..., ˆˆu
ck1
Pk,k1
,
ˆˆwPk,1 =
ˆˆu
ck1
Pk,1
.
ˆˆwPk,2 =
(
ˆˆu
ck1
Pk,2
−
〈
ˆˆu
ck1
Pk,2
, ˆˆwPk,1
〉
ˆˆwPk,1
)(
1 +Op
(
1
θ21m
))
.
Indeed by Theorems A.6 and A.7,
||ˆˆuck1Pk,2 −
〈
ˆˆu
ck1
Pk,2
, ˆˆwPk,1
〉
ˆˆwPk,1|| = 1−
〈
ˆˆu
ck1
Pk,1
, ˆˆu
ck1
Pk,2
〉2
︸ ︷︷ ︸
−αPk,1αPk,2
∑
m
i=k+1
ˆˆuPk,1,i
ˆˆuPk,2,i
= 1 +Op
(
1
θ21m
)
.
ˆˆwPk,p =
(
ˆˆu
ck1
Pk,p
−
p−1∑
i=1
〈
ˆˆu
ck1
Pk,p
, ˆˆwPk,i
〉
ˆˆwPk,i
)(
1 +Op
(
1
θ21m
))
.
However, the norm is more difficult to estimate for p = 3, 4, ..., k1:
||ˆˆuck1Pk,p −
p−1∑
i=1
〈
ˆˆu
ck1
Pk,p
, ˆˆwPk,i
〉
ˆˆwPk,i|| = 1−
p−1∑
i=1
〈
ˆˆu
ck1
Pk,p
, ˆˆwPk,i
〉2
= 1−
p−1∑
i=1
〈
ˆˆu
ck1
Pk,p
,
i∑
j=1
aj ˆˆu
ck1
Pk,j
〉2
, for some |ai| < 1,
= 1−
p−1∑
i=1
i∑
j1,j2=1
〈
ˆˆu
ck1
Pk,p
, aj1
ˆˆu
ck1
Pk,j1
〉〈
ˆˆu
ck1
Pk,p
, aj2
ˆˆu
ck1
Pk,j2
〉
= 1 +Op
(
1
θ21m
)
.
We can express the truncated eigenvectors in a orthonormal basis as,
⇒ ˆˆuckPk,1 = ˆˆwPk,1,
For p = 2, ..., k1,
ˆˆu
ck1
Pk,p
=
(
ˆˆwPk,p +
p−1∑
i=1
〈
ˆˆu
ck1
Pk,p
, ˆˆwPk,i
〉
ˆˆwPk,i
)(
1 + Op
(
1
θ21m
))
.
Thus
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k1∑
p=1
〈
uˆ
ck1
Pk,1
, ˆˆu
ck1
Pk,p
〉2
=
〈
uˆckPk,1,
ˆˆwPk,1
〉2
+
k1∑
p=2
〈
uˆ
ck1
Pk,1
, ˆˆwPk,p +
p−1∑
j=1
〈
ˆˆu
ck1
Pk,p
, ˆˆwPk,j
〉
ˆˆwPk,j
〉2
+Op
(
1
θ21m
)
=
k1∑
p=1
〈
uˆ
ck1
Pk,1
, ˆˆwPk,p
〉2
+

 k1∑
p=2
〈
uˆ
ck1
Pk,1
,
p−1∑
j=1
〈
ˆˆu
ck1
Pk,p
, ˆˆwPk,j
〉
ˆˆwPk,j
〉2
+2
k1∑
p=2
〈
uˆ
ck1
Pk,1
, ˆˆwPk,p
〉〈
uˆ
ck1
Pk,1
,
p−1∑
j=1
〈
ˆˆu
ck1
Pk,p
, ˆˆwPk,j
〉
ˆˆwPk,j
〉+Op ( 1
θ21m
)
= 1 +
k1∑
p=2

p−1∑
j=1
〈
ˆˆu
ck1
Pk,p
, ˆˆwPk,j
〉〈
uˆ
ck1
Pk,1
, ˆˆwPk,j
〉2
+2
k1∑
p=2
p−1∑
j=1
〈
ˆˆu
ck1
Pk,p
, ˆˆwPk,j
〉〈
uˆ
ck1
Pk,1
, ˆˆwPk,p
〉〈
uˆ
ck1
Pk,1
, ˆˆwPk,j
〉
+Op
(
1
θ21m
)
= 1 +A+B +Op
(
1
θ21m
)
.
Next we prove separately that A and B are negligible.
A : By Theorem A.6, A.7,〈
ˆˆu
ck1
Pk,p
, ˆˆwPk,j
〉
, k1 > p > j :
j = 1 :
〈
ˆˆu
ck1
Pk,p
, ˆˆwPk,1
〉
=
〈
ˆˆu
ck1
Pk,p
, ˆˆu
ck1
Pk,1
〉
= Op
(
1
θ1
√
m
)
,
j 6= 1 :
〈
ˆˆu
ck1
Pk,p
, ˆˆwPk,j
〉(
1 +Op
(
1
θ21m
))
=
〈
ˆˆu
ck1
Pk,p
, ˆˆu
ck1
Pk,j
〉
−
j−1∑
i=1
〈
ˆˆu
ck1
Pk,j
, ˆˆwPk,i
〉
︸ ︷︷ ︸
Op
(
1
θ1
√
m
)
〈
ˆˆu
ck1
Pk,p
, ˆˆwPk,i
〉
︸ ︷︷ ︸
Op
(
1√
m
)
= Op
(
1
θ1
√
m
)
.
〈
uˆ
ck1
Pk,1
, ˆˆwPk,j
〉
, k1 > j :
j 6= 1 :
〈
uˆ
ck1
Pk,1
, ˆˆwPk,j
〉(
1 +Op
(
1
θ21m
))
=
〈
uˆ
ck1
Pk,1
, ˆˆu
ck1
Pk,j
〉
−
j−1∑
i=1
〈
ˆˆwPk,i,
ˆˆu
ck1
Pk,j
〉
︸ ︷︷ ︸
Op
(
1
θ1
√
m
)
〈
uˆ
ck1
Pk,1
, ˆˆwPk,i
〉
︸ ︷︷ ︸
=Op(1)
= Op
(
1√
m
)
,
j = 1 :
〈
uˆ
ck1
Pk,1
, ˆˆwPk,1
〉
= Op (1) .
Consequently,
p−1∑
j=1
〈
ˆˆu
ck1
Pk,p
, ˆˆwPk,j
〉〈
uˆ
ck1
Pk,1
, ˆˆwPk,j
〉2 = Op ( 1
θ21m
)
Therefore, A = Op
(
1
θ21m
)
.
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B : The same estimations as previously lead to
B = 2
k1∑
p=2
p−1∑
j=1
〈
ˆˆu
ck1
Pk,p
, ˆˆwPk,j
〉
︸ ︷︷ ︸
Op
(
1
θ1
√
m
)
〈
uˆ
ck1
Pk,1
, ˆˆwPk,p
〉
︸ ︷︷ ︸
Op
(
1√
m
)
〈
uˆ
ck1
Pk,1
, ˆˆwPk,j
〉
︸ ︷︷ ︸
Op(1)
= Op
(
1
θ1m
)
.
Therefore,
k1∑
i=1
〈
uˆ
ck1
Pk,i
, ˆˆu
ck1
Pk,i
〉2
= 1 +Op
(
1
θ1m
)
.
Part 2 : In this part we prove the invariance of CP1 . We need to show:
CPk = 2uˆPk,1,1
ˆˆuPk,1,1
m∑
i=k+1
uˆPk,1,i
ˆˆuPk,1,i
= 2uˆP1,1,1
ˆˆuP1,1,1
m∑
i=2
uˆP1,1,i
ˆˆuP1,1,i +Op
(
1
θ1m
)
= CP1 +Op
(
1
θ1m
)
.
In order to prove this result we show CPk = CPk−1 +Op
(
1
θ1m
)
and more
precisely,
2uˆPk,1,1
ˆˆuPk,1,1
m∑
i=k+1
uˆPk,1,i
ˆˆuPk,1,i = 2uˆPk−1,1,1
ˆˆuPk−1,1,1
m∑
i=k
uˆPk−1,1,i
ˆˆuPk−1,1,i +Op
(
1
θ1m
)
.
The proof is similar to the proofs of invariant eigenvector structure A.7
and A.5. We use Theorem A.9 in order to estimate each term of the sum.
Assuming Pk−1 satisfies A.2(A4) the last added eigenvalue can be either
proportional to θ1 or to the other group.
In this proof we do not use the convention uˆPk,i,i > 0 for i = 1, 2, ..., k.
We start by studying uˆPk,1. As in Theorem A.9, for s > k,
uˆPk,1,s =
1√
Dˆ1Nˆ1
(
m∑
i=k
λˆPk−1,i
θˆPk,1 − λˆPk−1,i
uˆPk−1,i,suˆPk−1,i,k +
θˆPk−1,1
θˆPk,1 − θˆPk−1,1
uˆPk−1,1,suˆPk−1,1,k
+
k1∑
i=2
θˆPk−1,i
θˆPk,1 − θˆPk−1,i
uˆPk−1,i,suˆPk−1,i,k +
k−1∑
i=k1+1
θˆPk−1,i
θˆPk,1 − θˆPk−1,i
uˆPk−1,i,suˆPk−1,i,k
)
.
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By a similar proof as part (a), (b) and (c) of Theorem A.9,
Aˆs =
m∑
i=k
λˆPk−1,i
θˆPk,1 − λˆPk−1,i
uˆPk−1,i,suˆPk−1,i,k = Op
(
1√
mθ1
)
,
Bˆs =
θˆPk−1,1
θˆPk,1 − θˆPk−1,1
uˆPk−1,1,suˆPk−1,1,k
order∼ 1
min(θ1, θk)
,
Cˆs =
k1∑
i=2
θˆPk−1,i
θˆPk,1 − θˆPk−1,i
uˆPk−1,i,suˆPk−1,i,k = Op
(
1
mθ1
)
,
CˆGs =
k−1∑
i=k1+1
θˆPk−1,i
θˆPk,1 − θˆPk−1,i
uˆPk−1,i,suˆPk−1,i,k = Op
(
1
mθ1
)
,
Dˆ1 =
θˆ2Pk−1,1(
θˆPk,1 − θˆPk−1,1
)2 uˆ2Pk−1,1,k +Op
(
1
θ21
)
+Op
(
1
θ21m
)
,
Nˆ1 = 1 +Op
(
min(θ1, θk)
max(θ1, θk)m
)
.
Thus,
uˆPk,1,s =
1√
Dˆ1Nˆ1
(
Aˆs + Bˆs + Cˆs + Cˆ
G
s
)
.
We now find,
m∑
s=k+1
uˆPk,1,i
ˆˆuPk,1,i =
∑m
s=k+1
(
Aˆs + Bˆs + Cˆs + Cˆ
G
s
)(
ˆˆ
As +
ˆˆ
Bs +
ˆˆ
Cs +
ˆˆ
CGs
)
√
Dˆ1Nˆ1
√
ˆˆ
D1
ˆˆ
N1
.
Many of the terms are negligible,
m∑
s=k+1
Aˆs
ˆˆ
As = Op
(
1
θ21
)
,
m∑
s=k+1
Aˆs
ˆˆ
Cs = Op
(
1√
mθ21
)
,
m∑
s=k+1
Bˆs
ˆˆ
Cs = Op
(
1
θ1min(θ1, θk)
)
,
m∑
s=k+1
Cˆs
ˆˆ
Cs = Op
(
1
mθ21
)
.
Moreover, because ˆˆuPk−1,1,s is invariant by rotation, we have that
m∑
s=k+1
Aˆs
ˆˆ
Bs =
ˆˆ
θPk−1,1
ˆˆ
θPk,1 − ˆˆθPk−1,1
ˆˆuPk−1,1,k
m∑
s=k+1
(
ˆˆuPk−1,1,s
m∑
i=k
λˆPk−1,i
θˆPk,1 − λˆPk−1,i
uˆPk−1,i,suˆPk−1,i,k
)
︸ ︷︷ ︸
Op
(
1
mθ2
1
)
= Op
(
1
θ1min(θ1, θk)
)
.
Using the remark of Theorem A.9, the last term leads to
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m∑
s=k+1
uˆPk,1,i
ˆˆuPk,1,i
=
1√
Dˆ1Nˆ1
√
ˆˆ
D1
ˆˆ
N1
m∑
s=k+1
Bˆs
ˆˆ
Bs +Op
(
1
θ1m
)
=
θˆPk−1,1
θˆPk,1−θˆPk−1,1
uˆPk−1,1,k
ˆˆ
θPk−1,1
ˆˆ
θPk,1−
ˆˆ
θPk−1,1
ˆˆuPk−1,1,k
∑m
s=k+1 uˆPk−1,1,s
ˆˆuPk−1,1,s
θˆPk−1,1
|θˆPk,1−θˆPk−1,1|
∣∣uˆPk−1,1,k∣∣ ˆˆθPk−1,1∣∣∣ ˆˆθPk,1− ˆˆθPk−1,1∣∣∣
∣∣∣ˆˆuPk−1,1,k∣∣∣
+Op
(
1
θ1m
)
= sign
((
θˆPk,1 − θˆPk−1,1
)
uˆPk−1,1,k
(
ˆˆ
θPk,1 − ˆˆθPk−1,1
)
ˆˆuPk−1,1,k
) m∑
s=k+1
uˆPk−1,1,s
ˆˆuPk−1,1,s
= sign (uˆPk,1,1) sign
(
ˆˆuPk,1,1
)
sign
(
ˆˆuPk−1,1,1
)
sign
(
uˆPk−1,1,1
) m∑
s=k+1
uˆPk−1,1,s
ˆˆuPk−1,1,s.
Finally,
2uˆPk,1,1
ˆˆuPk,1,1
m∑
i=k+1
uˆPk,1,i
ˆˆuPk,1,i = 2uˆPk−1,1,1
ˆˆuPk−1,1,1
m∑
i=k
uˆPk−1,1,i
ˆˆuPk−1,1,i +Op
(
1
θ1m
)
and the remark is straightforward assuming the sign convention.
References
Anderson, T. W. (1958). An introduction to Multivariate Statistical Analysis.
Wiley publications in statistics. Wiley.
Anderson, T. W. (2003). An introduction to Multivariate Statistical Analysis.
Wiley Series in Probability and Statistics. Wiley.
Anderson, G. W., Guionnet, A. and Zeitouni, O. (2009). An Introduc-
tion to Random Matrices. Cambridge Studies in Advanced Mathematics. Cam-
bridge University Press.
Bai, Z. and Silverstein, J. W. (2010). Spectral Analysis of Large Dimensional
Random Matrices. Springer.
Benaych-Georges, F. and Rao, N. R. (2009). The eigenvalues and eigen-
vectors of finite, low rank perturbations of large random matrices. Advances
in Mathematics 227 494-521.
Bose, A. (2018). Patterned Random matrices. Chapman and Hall/CRC.
Mardia, K. V., Kent, J. T. and Bibby, J. M. (1979).Multivariate Analysis.
Probability and mathematical statistics. Academic press.
Marie´tan, R. andMorgenthaler, S. (2020). Statistical applications of Ran-
dom matrix theory: comparison of two populations I. arXiv:2002.12741.
Muirhead, R. J. (2005).Aspect of Multivariate Statistical Theory.Wiley Series
in Probability and Statistics. Wiley-Interscience.
Tao, T. (2012). Topics in random matrix theory.
http://www.math.hkbu.edu.hk/~ttang/UsefulCollections/matrix-book-2011-08.pdf.
