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Partial Differential Equations and Bivariate
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ALAN L. SCHWARTZ†‡
Department of Mathematics and Computer Science, University of Missouri-St. Louis,
St. Louis, MO 63121, U.S.A.
In 1929, S. Bochner identified the families of polynomials which are eigenfunctions of a
second-order linear differential operator. What is the appropriate generalization of this
result to bivariate polynomials? One approach, due to Krall and Sheffer in 1967 and pur-
sued by others, is to determine which linear partial differential operators have orthogonal
polynomial solutions with all the polynomials in the family of the same degree sharing
the same eigenvalue. In fact, such an operator only determines a multi-dimensional
eigenspace associated with each eigenvalue; it does not determine the individual poly-
nomials, even up to a multiplicative constant. In contrast, our approach is to seek pairs
of linear differential operators which have joint eigenfunctions that comprise a family
of bivariate orthogonal polynomials. This approach entails the addition of some “nor-
malizing” or “regularity” conditions which allow determination of a unique family of
orthogonal polynomials. In this article we formulate and solve such a problem and show
with the help of Mathematica that the only solutions are disk polynomials. Applications
are given to product formulas and hypergroup measure algebras.
c© 1999 Academic Press
1. Introduction
If H is a topological space, C(H) is the space of continuous complex-valued functions on
H, M(H) denotes the Banach space of complex-valued Borel measures on H with the
total variation norm, and M1(H) is the set of probability measures in M(H) (positive
with unit total variation). For each x ∈ H, let δx denote the unit point mass concentrated
at x. We will identify C with R2 = R × R, and for points of C we will write (x, y) =
x+ iy = z = reiθ. Let D = {z : |z| ≤ 1} be the unit disk in C, and let N0 = {0, 1, 2, . . . }.
Let Π denote the set of all bivariate polynomials with complex coefficients, and let Πn
be the set of those which have degree not exceeding n. If P ⊂ Π, let Pn = P ∩Πn. φ ∈ P
has exact degree n if φ ∈ Pn, but φ 6∈ Pn−1. P is a family of orthogonal polynomials
if there is a measure σ ∈ M1(R2) such that P is an orthogonal system with respect to
the inner product 〈f, g〉 = ∫ fg dσ, and if for every n, Pn spans Πn (this implies that P
contains precisely n+ 1 polynomials of exact degree n). σ is called the spectral measure
of P.
Bochner (1929) posed the problem of identifying those families of polynomials which
are eigenfunctions of a second-order linear ordinary differential operator. He showed that
there are five such families, but only three of them are orthogonal polynomials; these are
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the Jacobi polynomials, the Hermite polynomials and the Laguerre polynomials. What
is the appropriate generalization of this result to bivariate polynomials? One school of
thought is typified by Krall and Sheffer (1967) and Kim et al. (1997, 1998) and the works
cited there. These investigations seek to determine which differential operators
Lu = Aux,x +Bux,y + Cuy,y +Dux + Euy (1.1)
have a family P of orthogonal polynomials as eigenfunctions with the polynomials in P
of degree exactly n sharing a common eigenvalue λn. This approach does not determine
the individual polynomials, but only the (n+ 1)-dimensional eigenspace of λn.
We seek conditions which determine a unique family of orthogonal polynomials. This
entails seeking a pair of linear differential operators which, have joint eigenfunctions
that comprise a family of bivariate orthogonal polynomials. Thus, in addition to the
differential operators we will add some other “normalizing” or “regularity” conditions.
2. A Bochner-type Problem
We begin this section with a discussion of the background for the problem solved in
this article (see NHBP below). The definitions of terms and proofs of the statements in
this section can be found in Connett and Schwartz (1995a). The reader may, if he wishes,
proceed directly to NHBP.
Let P be a family of bivariate orthogonal polynomials with spectral measure σ, and
let H = suppσ. P has a product formula if corresponding to each x, y ∈ H there is a
measure σx,y ∈M(H) such that
φ(x)φ(y) =
∫
φdσx,y (φ ∈ P). (2.1)
This can give rise to a product or convolution of measures in M(H) satisfying δx ∗ δy =
σx,y (which is generally not a point-mass). The product µ ∗ ν of µ, ν ∈M(H) is defined
by its action on f ∈ C(H):
〈µ ∗ ν, f〉 =
∫ ∫
〈σx,y, f〉 dµ(x) dν(y). (2.2)
The polynomials in P determine homomorphisms for the measure algebra since, by (2.1)
and (2.2),
〈µ ∗ ν, φ〉 = 〈µ, φ〉〈ν, φ〉 (φ ∈ P, µ, ν ∈M(H)).
We ask when the resulting measure algebra is of a particularly useful type called a hy-
pergroup. Such a measure algebra has many of the useful properties that arise in the
classical convolution algebra of measures on a topological group. If this is the case we say
that P has a hypergroup-type product formula. We are pursuing the larger goal of identi-
fying and classifying hypergroup-type product formulas; the analogous one-dimensional
problem has been completely solved by the author and W. C. Connett (1995b). Many
complexities, including geometric ones, arise in the multivariate case, so attention was
focused on the bivariate case in Connett and Schwartz (1995a) where some of these
difficulties first appear; some results have been obtained.
We say two families of polynomials P and Q are affinely equivalent if there is an
invertible affine mapping A : R2 → R2 (A(x, y)−A(0, 0) is linear) such that P = {φ◦A :
φ ∈ Q}. At this point, we make a distinction between the Hermitian case where P consists
of real-valued polynomials and the non-Hermitian case; the latter is the subject of this
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article. Thus, if a non-Hermitian family of orthogonal polynomials Q has a hypergroup-
type product formula, there is a family P of orthogonal polynomials affinely equivalent
to Q such that the following conditions must also hold (we write z = (x, y), but the
reader should keep in mind that these are polynomials in two variables and not analytic
functions of the complex variable z)
φ(1) = 1 (φ ∈ P), (2.3)
φ(z) = φ(z) (φ ∈ P), (2.4)
φ ∈ P (φ ∈ P), (2.5)
z 7→ z belongs to P, (2.6)
H ⊂ D. (2.7)
If P satisfies (2.3)–(2.6), it is said to be canonical. Suppose H does not have a cusp at
1, that is, assume
lim
(x,y)→(1,0)
(x,y)∈H
a(x− 1) + by
|x− 1|+ |y| = 0⇐⇒ (a, b) = (0, 0). (2.8)
It follows from (2.1) that there exists a pair of linear partial differential operators L1 and
L2 of at most second order which satisfy
L1(φ) = φx(1)φ and L2(φ) = φy(1)φ (φ ∈ P). (2.9)
(φx and φy are the two partial derivatives). Equation (2.9) implies that L1L2f = L2L1f
for every f ∈ Π so that L1 and L2 commute. In Connett and Schwartz (1995a) we
were able to describe all canonical non-Hermitian families of orthogonal polynomials
which satisfy a hypergroup type product formula provided H, the support of the spectral
measure, satisfies the following condition
H ∩ {z : |z| = 1} contains at least 7 points.
In this article we remove the 7-point condition. We do this by obtaining a complete
solution to the following 2-variable analog of Bochner’s problem:
Non-Hermitian Bochner Problem (NHBP). Find all triples (L1, L2,P) where P
is a family of bivariate orthogonal polynomials and L1 and L2 are second-order linear
partial differential operators which satisfy (2.3)–(2.6) and (2.9).
Remarks.
(1) In the Hermitian case, a family of orthogonal polynomials which has a hypergroup-
type product formula is affinely equivalent to a canonical one which satisfies equations
analogous to (2.3)–(2.7) and (2.9) (under an assumption like (2.8)). A result which also
requires an additional geometric constraint on H is contained in Connett and Schwartz
(1995a), but the methods used in this article have not yet proved to be workable in the
Hermitian case.
(2) If the condition (2.8) is replaced by a condition that allows a sharper cusp, but still
of only “polynomial sharpness”, then it is still possible to obtain a pair of commuting
linear partial differential operators with specified eigenvalues and eigenfunctions P; one
operator will be of the second order, and the other will be of a higher order which depends
on the sharpness of the cusp. This will be the subject of a future article. The methods
used in this article have not yet been applied to any of these cases.
830 A. L. Schwartz
The rest of the paper is organized as follows: Section 3 is devoted to statements of our
results and their applications together with some background on the Jacobi polynomials
and the disk polynomials. Section 4 is devoted to obtaining equations which characterize
a solution of the problem. Section 5 contains the solution of the problem, and Section 6 is
devoted to a discussion on the use of Mathematica. The Appendices show a Mathematica
notebook that can be used to confirm the solution and explicit results of some of the
calculations.
3. Solution to the NHBP and Applications
3.1. Jacobi polynomials and disk polynomials
The Jacobi polynomials are defined for all α > −1 and β > −1 by
P (α,β)n (x) =
(
n+ α
n
)
2F1
(
−n, n+ α+ β + 1;α+ 1; 1− x
2
)
.
For α > −1 and β > −1, these polynomials are orthogonal on (−1, 1) with respect to the
measure (1 − x)α(1 + x)β dx and satisfy P (α,β)n (1) =
(
n+α
n
)
. We also define R(α,β)n (x) =
P
(α,β)
n (x)/
(
n+α
n
)
so that R(α,β)n (1) = 1. The only solutions of a univariate analog of the
NHBP are the families {R(α,β)n }n∈N for α ≥ β > −1 and either β ≥ −1/2 or α + β ≥ 0
(Connett and Schwartz, 1995b).
The disk polynomials are defined as follows. Let γ > −1 and define mγ ∈M1(D) by
dmγ(x, y) =
pi
γ + 1
(1− x2 − y2)γ dx dy (x2 + y2 ≤ 1).
The disk polynomials are the orthogonal polynomials obtained by applying the Gram-
Schmidt process with 〈f, g〉 = ∫ fg dmγ to 1, z, z, z2, zz, z2, . . . ; they are given in terms
of the Jacobi polynomials by
Rγm,n(x, y) = R
γ
m,n(re
iθ) = r|m−n|ei(m−n)θR(γ,|m−n|)m∧n (2r
2 − 1)
where m ∧ n = min(m,n). In particular, we have
Rγ0,0(x, y) = 1 R
γ
2,0(x, y) = x
2 + 2ixy − y2
Rγ1,0(x, y) = x+ iy R
γ
1,1(x, y) =
1
γ + 1
(
(γ + 2)(x2 + y2)− 1)
Rγ0,1(x, y) = x− iy Rγ0,2(x, y) = x2 − 2ixy − y2.
We define Dγ = {Rγm,n : m,n ∈ N0}. These polynomials have the following properties
Dγ ∩Π1 = {1, z, z}
Rγm,n(1) = 1 (m,n ∈ N0)
Rγm,n(z) = R
γ
m,n(z) = Rγn,m(z) (m,n ∈ N0).
The disk polynomials have been studied extensively, often because when γ ≥ 0, they
are the characters of a hypergroup (see Connett and Schwartz, 1995a; Gebuhrer and
Schwartz, 1997, and the references cited there).
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Krall and Sheffer (1967) observed that if φ = Rγj,n−j (j = 0, . . . , n), then
Lγφ = (x2 − 1)φxx + 2xyφxy + (y2 − 1)φyy + (2γ + 3)(xφx + yφy) (3.1)
= n(n+ 2γ + 2)φ.
However, the partial differential equation does not really determine the orthogonal poly-
nomials; for instance, when n = 1 every polynomial of the form φ = ax+ by is a solution
of (3.1), and, in general, the eigenspace corresponding to n(n + 2γ + 2) is the (n + 1)-
dimensional span of {Rγj,n−j}nj=0.
Connett and the author (1995a) observed that each φ ∈ Dγ satisfies the pair of linear
partial differential equations
Lγ1φ = xφx + yφy +
1
2γ + 2
(x2 + y2 − 1)(φxx + φyy) = φx(1)φ
Lγ2φ = xφy − yφx = φy(1)φ
and that Dγ constitutes a complete set of joint eigenfunctions for Lγ1 and Lγ2 . (These
three operators are related by Lγu = 2(γ + 1)Lγ1u − (Lγ2)2u.) Thus (Lγ1 , Lγ2 ,Dγ) with
γ > − 1 solve the NHBP. We show that there are no other solutions.
3.2. results
Theorem 3.1. The only solutions to the NHBP are (Lγ1 , L
γ
2 ,Dγ) for γ > − 1.
Actually, the specification of eigenvalues in (2.9) is only required for polynomials of
degree 2 or less, so we will actually prove
Theorem 3.2. If the NHBP is modified so that (2.9) is only required to hold for φ ∈ P2,
together with the assumption that the polynomials in P are joint eigenfunctions of L1
and L2, then the only solutions to the NHBP are (L
γ
1 , L
γ
2 ,Dγ) for γ > − 1.
3.3. applications to hypergroups and hypergroup-type product formulas
The motivation for NHBP came from hypergroup-type product formulas, so as a corol-
lary to the preceeding theorem we have
Theorem 3.3. Suppose that P is a canonical non-Hermitian family of orthogonal poly-
nomials which has a hypergroup type product formula. Assume (2.8) holds for the support
H of the spectral measure of P, then P = Dγ for some γ ≥ 0.
Theorem 3.3 is actually a corollary of the following result about product formulas in
which (2.9) is replaced by conditions that yield the differential equations (Connett and
Schwartz, 1995a):
Theorem 3.4. Suppose that P is a canonical non-Hermitian family of orthogonal poly-
nomials and that H, the support of the spectral measure, satisfies (2.8). Assume P has
a product formula with positive product measures σx,y such that for every x ∈ H:
(1) σx,1 = δx, and
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(2) limy→1 sup{|z − x| : z ∈ suppσx,y} = 0.
Then P = Dγ for some γ ≥ 0.
Finally, for the sake of completeness, we include the hypergroup result which improves
Connett and Schwartz (1995a, Theorem 4.5) (see that article for the terminology).
Theorem 3.5. If (H, ∗) is a canonical non-Hermitian 2-variable continuous polynomial
hypergroup, then (H, ∗) = D(γ) for some γ ≥ 0 if and only if (2.8) holds.
We remark here that the result in Connett and Schwartz (1995a) made the oversight of
excluding the γ = 0 case.
4. Preliminary Observations
The proof of Theorem 3.2 will require some elementary observations and calculations
under the assumptions that (L1, L2,P) is a solution to the NHBP as modified in The-
orem 3.2; that is, we assume that (2.3)–(2.6) and (2.9) hold for φ ∈ P2. Let σ be the
spectral measure of P and let H = suppσ.
The conditions on P imply that there are real parameters a, b, c, d, e, p, q, r such that
P2 consists of
φ0,0(x, y) = 1 φ1,0(x, y) = x+ iy = z φ0,1(x, y) = x− iy = z
φ2,0(x, y) = ax2 + 2ibxy − cy2 + dx+ iey + 1− a− d
φ1,1(x, y) = px2 + qy2 + rx+ 1− p− r
φ0,2(x, y) = ax2 − 2ibxy − cy2 + dx− iey + 1− a− d.
We note for later reference that since P2 spans Π2, we must have
b 6= 0 and ∆ = aq + pc 6= 0.
There is no loss of generality in assuming
b > 0.
Let K be the set of rational expressions in a, b, c, d, e, p, q, r and let K[x, y] be the poly-
nomials in x, y with coefficients in K. Define
〈f, g〉 =
∫
fg dσ (f, g ∈ C(H))
so that if f ∈ Π, then
f =
∑
φ∈P
cφφ (4.1)
where cφ = 〈f, φ〉/〈φ, φ〉. Note that cφ = 0 if deg φ > deg f . Thus, since φ ∈ P implies
φ ∈ P, we have∫
f(x,−y) dσ(x, y) =
∫ ∑
φ∈P
cφφ(x,−y) dσ(x, y)
=
∫ ∑
φ∈P
cφφ(x, y) dσ(x, y) = cφ0,0 =
∫
f(x, y) dσ(x, y).
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Hence ∫
f(x,−y) dσ(x, y) =
∫
f(x, y) dσ(x, y) (f ∈ C(H)). (4.2)
The moments of σ are defined by
sj,k = 〈xj , yk〉;
it will be convenient to define s = s2,0. The moments have the following properties:
s0,0 = 1, (4.3)
s1,0 = s0,1 = 0, (4.4)
s2,0 = s0,2 = s, (4.5)
s > 0, (4.6)
sj,k = 0 whenever k is odd. (4.7)
The first equation is obvious, (4.4) follows from s1,0 +is0,1 = 〈p1,0, 1〉 = 0. Equation (4.5)
is obtained from 〈φ1,0, φ0,1〉 = 0. If s = 0, then σ is concentrated at (0, 0), so (4.6) follows.
Equation (4.7) follows from (4.2). Thus the only non-zero moments si,j with i + j ≤ 3
are s0,0 = 1, s, s1,2, and s3,0. These last three will have values which can be obtained in
a number of ways from the orthogonality relations. Four possible systems of equations
to do this are listed below. For each system (numbered E1,. . . , E4) we also show the
determinant of the coefficients for that system labeled ∆1, . . . ,∆4.
〈φ1,1, 1〉 = 〈φ1,1, x〉 = 〈φ2,0, x〉 = 0 ∆1 = (p+ q)∆ (E1)
〈φ2,0, 1〉 = 〈φ2,0, x〉 = 〈φ2,0, y〉 = 0 ∆2 = 2ab(c− a) (E2)
〈φ2,0, 1〉 = 〈φ1,1, x〉 = 〈φ2,0, x〉 = 0 ∆3 = (a− c)∆ (E3)
〈φ1,1, 1〉 = 〈φ1,1, x〉 = 〈φ2,0, y〉 = 0 ∆4 = −2bp(p+ q). (E4)
No matter what the values of a, b, c, d, e, p, q, r are, the fact that ∆ 6= 0 implies that
∆1 6= 0 or ∆3 6= 0. In either case, the corresponding equations can be solved for s, s1,2,
and s3,0. This together with equations (4.3)–(4.7) implies
sj,k ∈ K (j + k ≤ 3). (4.8)
The explicit equations and expressions for the moments obtained by these systems are
given in the Appendix.
We introduce the functionals:
Jνf = 〈Lνf, 1〉 (ν = 1, 2).
If f ∈ Π, representation (4.1) shows that
J1f = 〈L1f, 1〉 =
∑
φ∈P
cφ〈L1φ, 1〉 =
∑
φ∈P
cφφ
(1,0)(1)〈φ, 1〉 = 0.
Similarly
J2f = 0.
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Since 1, z, z ∈ P, there are functions A1, B1, C1, A2, B2, C2 of (x, y) such that
L1u = xux + yuy +A1uxx +B1uxy + C1uyy
L2u = xuy − yux +A2uxx +B2uxy + C2uyy.
Now (2.9) applied to φ ∈ P2 implies that A1, B1, C1, A2, B2, C2 ∈ K[x, y] ∩ Π2 (explicit
expressions are displayed in the Appendix). Moreover,
Lν : Πm → Πm (ν = 1, 2; m ∈ N0),
whence, if j+k ≤ 3, Jν(xjyk) is a rational expression in {a, b, c, d, e, p, q, r}∪{s, s1,2, s3,0}
so that (4.8) implies
Jν(xjyk) ∈ K (j + k ≤ 3).
Some of these expressions are displayed in the Appendix. Now consider the differential
operator M = L1L2−L2L1 (which must be the zero operator). M could be computed us-
ing the values of A1, B1, C1, A2, B2, C2 obtained above, but a more convenient expression
is obtained by noting
e−ux−vyM(eux+vy) =
∑
m+n=2,3
cj,k,m,n
j!k!m!n!
umvnxjyk = 0
with cj,k,m,n ∈ K. The coefficients can be computed as elements of K:
cj,k,m,n =
∂j
∂xj
∂k
∂yk
∂m
∂um
∂n
∂vn
e−ux−vyM(eux+vy)
∣∣∣∣(u,v)=(0,0)
(x,y)=(0,1)
(m+ n ≤ 2, 3; j + k ≤ 3).
Even these are very complicated; a typical one is displayed in the Appendix.
5. Proof of Theorem 2
The proof consists of three steps:
(1) Obtain a set E of polynomial equalities and inequalities in the parameters a, b, c, d, e,
p, q, r, s, s1,2, s3,0.
(2) Show that the only solutions of all the relations in E are of the form
a = b = c = 1 d = e = r = 0 q = p. (5.1)
(3) Show that P = Dγ for some γ > −1.
step 1
The discussion in the previous section leads to a set of equalities and inequalities. Let
E = {∆ 6= 0, b > 0, s > 0}
∪ {〈φj,k, 1〉 = 〈φj,k, x〉 = 〈φj,k, y〉 = 0 : j, k ∈ N0, j + k = 2}
∪ {Jν(xjyk) = 0 : ν = 1, 2; j, k ≥ 0; j, k ∈ N0, j + k ≤ 3}
∪ {cj,k,m,n = 0 : m+ n = 2, 3; j, k ∈ N0, j + k ≤ 3)}.
Now s, s1,2, and s3,0 are determined by a, b, c, d, e, p, q, r, so that a set of values of
a, b, c, d, e, p, q, r is defined to be a solution of E if upon determining s, s1,2, and s3,0
from a, b, c, d, e, p, q, r, the substitution of the values a, b, c, d, e, p, q, r, s, s1,2, s3,0 in E
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transforms it into a set of identities. We know that one family of solutions is given by
(5.1); we need to find all solutions of E .
step 2
We begin by deriving the following:
p 6= 0, (5.2)
a 6= 0, (5.3)
p+ q 6= 0, (5.4)
p+ r − 1 6= 0, (5.5)
2a+ d− 1 6= 0. (5.6)
We prove these by contradiction. To show p 6= 0 substitute 0 for every occurrence of p
in E . Use (E1) to obtain expressions for s, s1,2 and s3,0; in particular, s = (r− 1)/q. We
then search the resulting equations for one that factors easily; in this case we find
0 = J2(y3) = 6r(r − 1)/q2 = 6rs/q,
so that either r = 0 or s = 0. The latter contradicts s > 0, so we substitute r = 0 in E
and discover
0 = J1(xy2) = (1− 2a− d)e/bq,
so that we must have d = 2a − 1 or e = 0. We explore all the cases that these two
substitutions generate and find that every one leads to a contradiction, thus we conclude
p 6= 0. The argument is summarized below. The actual computations are carried out with
the help of Mathematica .
1: p = 0
In this case ∆1 = aq2 6= 0, so use (E1) to solve for the moments; in particular,
s = (r − 1)/q. We begin with 0 = J2(y3) = 6r(r − 1)/q2 = 6rs/q.
1.1 r = 0. Then 0 = J1(xy2) = (1− 2a− d)e/bq.
1.1.1 d = 1− 2a. Hence 0 = J1(x2) = (c− a+ aq)/(aq).
1.1.1.1 c = a− aq. This yields 0 = c0,2,0,3 = 12, a contradiction.
1.1.2 e = 0. Then 0 = J2(x2y) = −2d/aq.
1.1.2.1 d = 0. Then 0 = c0,2,0,3 = 24a, a contradiction.
1.2 s = 0. This is a contradiction.
To prove a 6= 0 we let E2 = E ∪ {p 6= 0}, substitute a = 0 everywhere in E2 and
proceed as above. We condense the arguments by omitting mention of trivially obvious
contradictory cases such as s = 0, ∆ = 0, b = 0, p = 0, etc. The other inequalities are
proved in a like manner.
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2: a = 0
We use (E1) again with s = (p+ r − 1)/(p+ q). Note that ∆ = pc so c 6= 0. We begin
with 0 = J1(xy2) = (d− 1)(2bd+ ce)s/(bc).
2.1 d = 1. Then 0 = 〈φ2,0, 1〉 = −cs so
2.1.1 c = 0 which is a contradiction.
2.2 e = −2bd/c. Then 0 = J2(y3) = −6ds/c.
2.2.1 d = 0. So 0 = J2(x2y) = 2rs/p, hence
2.2.1.1 r = 0. And we have 0 = J2(xy) = (c+ p− cp+ q)/(p+ q).
2.2.1.1.1 q = cp− c− p. 0 = c1,0,2,1 = 8p which is a contradiction.
Now let E3 = E2 ∪ {a 6= 0} and begin by substituting −p for every occurrence of q in
E3.
3: q = −p
Then a − c 6= 0 so ∆2 = −2ab(a − c) 6= 0, and we use (E2) to solve for moments so
that s = (a+ d− 1)/(a− c). It follows that 0 = 〈φ1,1, 1〉 = 1− p− r.
3.1 r = 1− p. Now
0 = J1(xy2) = (−2ab+ 2abp+ 2bdp− aep+ cep)s/[2b(a− c)]
0 = J2(y3) = 3(−2ab+ 2abp+ 2bdp+ aep− cep)s/[2b(a− c)p]
thus
− 2ab+ 2abp+ 2bdp− aep+ cep = 0
− 2ab+ 2abp+ 2bdp+ aep− cep = 0.
The difference of the two expressions is 2(c− a)pe.
3.1.1 e = 0. Thus 0 = J1(xy2) = (−a+ ap+ dp)s/(a− c).
3.1.1.1 d = (a − ap)/p. Then s = (a − p)/[(a − c)p], so that 0 = J2(x2y) =
−2(p− 1)s/p.
3.1.1.1.1 p = 1. Then s = (a − 1)/(a − c) and c1,0,0,3 = 24a(a2 + 2b2 −
ac)s/(a− c).
3.1.1.1.1.1 c = (a2 + 2b2)/a. Then s = −a(a− 1)/(2b2), so a 6= 1, but
0 = c0,3,1,2 = 24(a− 1) which is a contradiction.
Now let E4 = E3 ∪ {p+ q 6= 0} and substitute 1− p for every occurrence of r in E4.
4: r = 1− p
∆4 = −2bp(p + q) 6= 0 so (E4) can be used to solve for the moments yielding s =
(p+ r − 1)/(p+ q) = 0, a contradiction.
Now let E5 = E4∪{p+r−1 6= 0} and begin by substituting 1−2a for every occurrence
of d in E5.
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5: d = 1− 2a
We use (E4) to solve for moments and obtain
0 = c3,0,0,3 =
1
b∆2
18a(2b+ e)p(−2b2p+ acp+ a2q)(2p+ r − 1).
5.1 r = 1− 2p. Then 0 = 〈φ2,0, 1〉 = ∆/(p+ q) which is a contradiction.
5.2 q = (2b2p− acp)/a2. Then 0 = c0,3,1,2 = −6(a− c)(2b2 − ac)(2p+ r− 1)/(ab2); note
that 2p+ r − 1 6= 0 (line 5.1), so this leads to
5.2.1 c = a yields 0 = J1(y2) = −a2/(2b2), a contradiction.
5.2.2 c = 2b2/a yields 0 = c2,1,3,0 = 12(2p+ r − 1), which is a contradiction.
5.3 e = −2b. Then 0 = c2,1,1,2 = 4(cp− aq)(2p+ r − 1)/∆ which yields (cf. 5.1)
5.3.1 q = cp/a. Then 0 = c0,3,1,2 = 6(c− a)(2p+ r − 1)/a, so
5.3.1.1 c = a. Then 0 = 〈φ2,0, 1〉 = a, a contradiction.
For the rest of the discussion, begin by defining E6 = E5 ∪ {2a + d − 1 6= 0}. We use
(E4) to compute s, s1,2, s3,0 since it is now guaranteed that ∆4 6= 0. Now,
J1(xy2) =
1
∆∆4
p(2a+ d− 1)(p+ r − 1)(2bdp+ cep+ aeq − 2abr) = 0
J2(y3) =
1
∆∆4
3p(p+ r − 1)(2bdp− cep− aeq − 2abr) = 0.
So from (5.5) and (5.6) we obtain
2bdp+ cep+ aeq − 2abr = 0 and 2bdp− cep− aeq − 2abr = 0.
The sum of these two equations yields 4b(dp−ar) = 0, and the difference yields 2e∆ = 0.
Thus
dp− ar = e = 0.
We make these two substitutions throughout E6 and discover the only possibilities that
do not lead to a contradiction (item 6.1.2.2.1.1 below) which correspond to (5.1).
6: e = 0 and r = dp/a
We continue to use (E4). The substitutions above yield s = (−a+ ad+ dp)/[a(p+ q)],
and we obtain 0 = J2(x2y) = 2ds/a.
6.1 d = 0. Then 0 = c1,0,0,3 = −24a(a− p)p(−2b2p+ acp+ a2q)/∆2.
6.1.1 p = a. Then s = (a−1)/(p+q) so 0 = J1(y2) = 2as which is a contradiction.
6.1.2 q = (2b2p− acp)/a2. Then 0 = c2,1,3,0 = 12c(a2 − 2b2 + ac)(p− a)/(ab2)
6.1.2.1 c = 0. So 0 = c0,3,1,2 = 24(a− p), a contradiction to line 6.1.1.
6.1.2.2 c = (2b2 − a2)/a. Then 0 = c0,2,0,3 = −24a(a2 − b2)(a − p)/b2. Thus
b = ±a; it does not matter which one is used since φ0,2 = φ2,0.
6.1.2.2.1 b = a. Then 0 = J1(x2) = 1− a, so
6.1.2.2.1.1 a = 1. This yields (5.1)
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step 3
We know that 0 = 〈φ1,1, 1〉 = 1− p+ 2ps and s > 0. Thus p 6= 1 hence
γ = (2− p)/(p− 1) 6= −1
is a well-defined real number, and our argument up to this point shows that every solution
to the problem has the form (Lγ1 , L
γ
2 ,P). To complete the proof, we must show that
P = Dγ for some γ > −1.
Now the Jacobi polynomials of every complex order are well defined (see Szego¨, 1967,
Section 4.22). Szego¨ (1967, Theorem 4.2.2) states that if α > −1, β > −1, then the only
polynomial eigenfunctions of
(1− x2)y′′ + [β − α− (α+ β + 2)x]y′
are multiples of P (α,β)n (x). Actually, the proof shows that the condition “α > −1, β > −1”
can be replaced by “α > −1 or β > −1”.
The argument of Connett and Schwartz (1995a, pp. 107–108) shows that the set of poly-
nomials of degree exactly n in P can be listed as {Qβ,k : β ∈ {−n, 2− n, . . . , n} and k =
1
2 (n − β)} where, for β ≥ 0, Qβ,k = zβφ(β)k (2r2 − 1) with φ(β)k is a real polynomial of
degree exactly k which solves
(1− x2)y′′ + [β − γ − (γ + β + 2)x]y′ + λy = 0
for some λ ∈ R; it follows that φ(β)k is a constant multiple of P (γ,β)k . When β < 0,
Qβ,k = Q−β,k. It only remains to show that γ > −1.
Define ω ∈M(R) by ∫ f(t) dω(t) = ∫ f(2r2 − 1) dσ(x, y), then ω is a positive measure
supported in [−1,∞), whence∫
φ
(0)
k φ
(0)
m dω = 〈Q0,k, Q0,m〉 = 0 (k 6= m),
so {φ(0)k : k ∈ N0} is an orthogonal family with respect to a measure supported in [−1,∞)
and hence, so is {P (γ,0)k : k ∈ N0}.
Let kγn be the coefficient of x
n in P (γ,0)n (x), then kγn 6= 0. In fact kγn > 0, for if kγn < 0,
the fact that P (γ,0)n (−1) = (−1)n would cause P (γ,0)n to have a zero in (−∞,−1) which
is impossible. Now we can compute
P
(γ,0)
1 (x) =
1
2
(γ + 2)x+
γ
2
P
(γ,0)
2 (x) =
1
8
(γ + 3)(γ + 4)x2 +
1
4
γ(γ + 3)x+
1
8
(γ2 − γ − 4).
Thus γ > −2 since we must have kγ2 > 0. The root x1 of P (γ,0)1 , must be between x2 and
x3, the two roots of P
(γ,0)
2 , which is equivalent to (x3 − x1)(x1 − x2) > 0, but
(x3 − x1)(x1 − x2) = 4(γ + 1)(γ + 2)2(γ + 3) ≤ 0 (−3 < γ ≤ −1),
so γ > −1 as desired.2
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6. On the Use of Mathematica in Mathematical Proof
One look at the expression for c0,2,0,3 given in the attached Appendix shows that the
approach taken in this article would not be practical without the use of a computer
algebra system such as Mathematica . I could have commanded Mathematica to find all
solutions to the equations in E . I did not do this because of two concerns. The first is
that such a computation, because of its enormous CPU and memory requirements, would
certainly fail to reach completion on any easily available computational facility. I could
possibly access a more powerful machine, but even if the computation reached completion
in that setting, I would not be freed from the very serious fear which is my second concern.
This is that computer algebra systems continue to produce errors, sometimes in fairly
elementary calculations. The equation solving routine is based on complex algorithms
for obtaining a Gro¨bner basis, and in private discussions with other researchers and
even with the representative of one computer algebra system, I was unable to obtain
any definitive assurance as to the reliability of the implementation of these procedures.
The proof of Theorem 3.2 requires me to find all solutions to the equations in E , and it
would be impossible to know whether an invocation of the equation solving procedure of
Mathematica had done this successfully.
Thus I decided to try to keep limits on my use of Mathematica and was able to
solve the problem performing solutions of linear systems of three equations in three
unknowns, differentiation, substitution, factorization and simplification. A facsimile of
the worksheet is presented below. The search for a solution was very tedious and involved
many computations to search for the useful equations. Once these were found we could
extract the relatively simple argument presented in the article. It is an easy matter to use
the Mathematica notebook in Appendix A to confirm the correctness of the reasoning
and the results.
Unfortunately, this approach seems to have very limited applicability. When I tried
to use it to solve problems similar to the one in this article, but requiring a few more
parameters, the computations required too much time to be practical.
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APPENDICES
A. A Mathematica Notebook
The following is a “transcription” into TEX of a Mathematica notebook that can be
used to check the calculations in this article. The notebook can also be downloaded from
the author’s home page: http://www.cs.umsl.edu/~schwartz/
The comments are in san serif bold face. The correspondence between quantities in
the article and in the Mathematica notebook is as follows:
del = ∆
pjk = pj,k(x, y)
L[n,g] = Ln(g)(x, y)
an = An, bn = Bn, cn = Cn (n = 1, 2)
J[n,j,k] = Jn(xj , yk)
cc[j,k,m,n] = cj,k,m,n
 Begin by clearing variables and setting up some abbreviations:
Clear[a1,b1,c1,a2,b2,c2,a,b,c,d,e,p,q,r]
Clear[J,L,cc]
Clear[p00,\phi10,\phi01,\phi11,\phi20,\phi02]
Clear[s,s30,s12]
del := p c + q a
 Define polynomial eigenfunctions of degree two and less:
p00 := 1
p10 := x + I y
p01 := x - I y
p11 := p x^2 + q y^2 + r x + 1 - p - r //Together
p02 := a x^2 - 2 I b x y - c y^2
+ d x - I e y + 1 - a - d //Together
p20 := a x^2 + 2 I b x y - c y^2
+ d x + I e y + 1 - a - d //Together
 Define the second-order partial differential operators and the eigenvalues:
L[1,g_]:=x D[g,x] + y D[g,y] + a1 D[g,x,x] + b1 D[g,x,y] + c1 D[g,y,y]
L[2,g_]:=x D[g,y] - y D[g,x] + a2 D[g,x,x] + b2 D[g,x,y] + c2 D[g,y,y]
sub0={x->0, y->0};
sub1={x->1, y->0};
lambda[g_] := D[g,x]/.sub1
mu[g_] := D[g,y]/.sub1
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 Set up equations to obtain the coefficients of the differential operators and solve
for them:
ww1[g_] := L[1,g] - lambda[g] g //Together
ww2[g_] := L[2,g] - mu[g] g //Together
Clear[a1,b1,c1,a2,b2,c2]
eq1 = ww1[p11] == 0;
eq2 = ww1[p20] + ww1[p02] == 0;
eq3 = ww1[p20] - ww1[p02] == 0;
eq4 = ww2[p11] == 0;
eq5 = ww2[p20] + ww2[p02] == 0;
eq6 = ww2[p20] - ww2[p02] == 0;
abc1 := Solve[{eq1,eq2,eq3}, {a1,b1,c1}] //Flatten;
{a1,b1,c1}= {a1,b1,c1}/.abc1;
abc2 := Solve[{eq4,eq5,eq6}, {a2,b2,c2}] //Flatten;
{a2,b2,c2}= {a2,b2,c2}/.abc2;
 Set up integral for polynomials of degree 3 or less in terms of moments s, s12 and
s30:
int[g_] := ( g + (s/2)(D[g,x,x] + D[g,y,y]) + (s30/6)D[g,x,x,x]
+ (s12/2)D[g,x,y,y]) /.sub0 //Factor
 Create equations that can be solved for s, s12 and s30:
seq11 := (int[p11] //Factor) == 0
seq20 := int[p20] == 0
seqx11 := int[x p11] == 0
seqx20 := int[x p20] == 0
seqy20 := -I int[y p20] == 0
 Solve for s, s12 and s30; this can be done using one of the following four sets of
equations (Delta1, etc. are determinants of the coefficients):
Clear[a,b,c,d,e,p,q,r,s,s12,s30]
E1 := {seq11,seqx11,seqx20}
E1 //TableForm
{"Delta1 =", Det[{{p+q,0,0},{r,q,\phi},{d,-c,a}}] //Factor}
sss := (Solve[E1,{s,s12,s30}]) //Flatten
{s,s12,s30} = {s,s12,s30}/.sss //Factor;
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{"s,s12,s30",s,s12,s30} //TableForm
Clear[a,b,c,d,e,p,q,r,s,s12,s30]
E2 := {seq20,seqx20,seqy20}
E2//TableForm
{"Delta2 =", Det[{{a-c,0,0},{d,-c,a},{e,2b,0}}] //Factor}
sss := (Solve[E2,{s,s12,s30}]) //Flatten
{s,s12,s30} = {s,s12,s30}/.sss //Factor;
{"s,s12,s30",s,s12,s30}//TableForm
Clear[a,b,c,d,e,p,q,r,s,s12,s30]
E3 := {seq20,seqx11,seqx20}
E3//TableForm
{"Delta3 =",Det[{{a-c,0,0},{r,q,\phi},{d,-c,a}}] //Factor}
sss := (Solve[E3,{s,s12,s30}]) //Flatten
{s,s12,s30} = {s,s12,s30}/.sss //Factor;
{"s,s12,s30",s,s12,s30} //TableForm
Clear[a,b,c,d,e,p,q,r,s,s12,s30]
E4 := {seq11,seqx11,seqy20}
E4//TableForm
{"Delta4 =",Det[{{p+q,0,0},{r,q,\phi},{e,2b,0}}] //Factor}
sss := (Solve[E4,{s,s12,s30}]) //Flatten
{s,s12,s30} = {s,s12,s30}/.sss //Factor;
{"s,s12,s30",s,s12,s30}//TableForm
 Compute values of the functional Jn(xjyk):
J[n_,j_,k_] := int[L[n, x^j y^k]]
 Compute the coefficients cj,k,m,n. The computation is done in two steps:
g = Exp[u x + v y]
mg := (L[2,L[1,g]] - L[1,L[2,g]]) / g
mguv[m_,n_] := D[mg,{u,m},{v,n}] /.{u->0,v->0}
cc[j_,k_,m_,n_] := (D[mguv[m,n],{x,j},{y,k}] /.{x->1,y->0}) //Factor
 Select substitutions for a,b,c,d,e,p,q,r; the ones shown are used at the end of the
proof that p 6= 0:
Clear[a,b,c,d,e,p,q,r]
p := 0;
r := 0;
e := 0;
d := 0;
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{a,b,c,d,e,p,q,r} //TableForm
B. Explicit Form of L1 and L2
L1u = xux + yuy +A1uxx +B1uxy + C1uyy
L2u = xuy − yux +A2uxx +B2uxy + C2uyy,
where
A1(x, y) =
1
2∆
(2cp− 2cp2 + 2aq − 2a2q + dq − 3adq − d2q + cr − 3cpr − cr2 − dqx
+ 2adqx+ d2qx− crx+ 2cprx+ cr2x− 2cpx2 + 2cp2x2 − 2aqx2
+ 2a2qx2 + adqx2 + cprx2 − 2acqy2 − cdqy2 + 2cpqy2 + cqry2)
B1(x, y) =
y
2b
(−ey + 2aey + dey − 4bxy + 4abxy + 2bdxy)
C1(x, y) =
1
2∆
(2a2p− dp+ 3adp+ d2p− 2ap2 + ar − 3apr − ar2 + dpx− 2adpx
− d2px− arx+ 2aprx+ ar2x− 2a2px2 − adpx2 + 2ap2x2 + aprx2
− 2cpy2 + 2acpy2 + cdpy2 − 2aqy2 + 2apqy2 + aqry2)
A2(x, y) =
y
2∆
(dqy − 2beqy − e2qy + cry + 2cpxy + 2aqxy − 4b2qxy − 2beqxy)
B2(x, y) =
1
2b
(2b− 2ab− 2bd+ e− ae− de+ 2bdx− ex+ dex− 2bx2 + 2abx2
+ aex2 + 2by2 − 2bcy2 − cey2)
C2(x, y) =
y
2∆
(−dp+ 2bep+ e2p+ ar + 4b2px− 2cpx+ 2bepx− 2aqx).
C. Expressions for Moments s, s1,2, and s3,0
The explicit forms of the various sets of equations are given below, followed in each
case by the resulting expressions for the moments.
1− p− r + ps+ qs = 0
rs+ qs1,2 + ps3,0 = 0 (E1)
ds− cs1,2 + as3,0 = 0;
s =
p+ r − 1
p+ q
, s1,2 =
−(p+ r − 1)(dp− ar)
(p+ q)∆
, s3,0 =
−(p+ r − 1)(dq + cr)
(p+ q)∆
.
1− a− d+ as− cs = 0
ds− cs1,2 + as3,0 = 0 (E2)
es+ 2bs1,2 = 0
s =
a+ d− 1
a− c , s1,2 =
−(a+ d− 1)e
2b(a− c) , s3,0 =
−(a+ d− 1)(2bd+ ce)
2ab(a− c)
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1− a− d+ as− cs = 0
rs+ qs1,2 + ps3,0 = 0 (E3)
ds− cs1,2 + as3,0 = 0
s =
a+ d− 1
a− c , s1,2 =
−(a+ d− 1)(ar − dp)
(a− c)∆ , s3,0 =
−(a+ d− 1)(dq + cr)
(a− c)∆
1− p− r + ps+ qs = 0
rs+ qs1,2 + ps3,0 = 0 (E4)
es+ 2bs1,2 = 0
s =
p+ r − 1
p+ q
, s1,2 =
e(p+ r − 1)
2b(p+ q)
, s3,0 =
−(p+ r − 1)(2br − eq)
2bp(p+ q)
.
D. Some Evaluations of the Functionals J1 and J2
These typical expression show evaluation of the functionals in terms of the parameters
a, b, c, d, e, p, q, r, s, s1,2, s3,0. In actual use, the moments are replaced by values obtained
as in Appendix C.
J2(y3) =
3
∆
(−dps+ e2ps+ ars+ 4b2ps1,2 − cps1,2 − aqs1,2 + 2bep (s+ s1,2))
J1(xy2) =
1
b∆
(bdps− 2abdps− bd2ps− ceps+ 2aceps+ cdeps− aeqs+ 2a2eqs
+ adeqs− abrs+ 2abprs+ abr2s− 3bcps1,2 + 6abcps1,2 + 3bcdps1,2 −
3abqs1,2 + 4a2bqs1,2 + 2abdqs1,2 + 2abpqs1,2 + abqrs1,2 − 2a2bps3,0
− abdps3,0 + 2abp2s3,0 + abprs3,0)
J2(x2y) =
1
b∆
(2bcdps− ceps+ cdeps+ bdqs+ 2abdqs− aeqs− 2b2eqs+ adeqs
− be2qs+ bcrs+ 2bcps1,2 − 2bc2ps1,2 − c2eps1,2 + 2abqs1,2 − 4b3qs1,2
− 2abcqs1,2 − 2b2eqs1,2 − aceqs1,2 − bcps3,0 + 2abcps3,0 + aceps3,0
− abqs3,0 + 2a2bqs3,0 + a2eqs3,0).
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E. One of the Coefficients cj,k,m,n
These are especially complicated, and usually do not play a role until after many of
the parameters have been substituted. For instance,
c0,2,0,3 =
3
b∆2
(−8a2bcp2 + 8a2bc2p2 + 6bcdp2 − 12abcdp2 − 2bc2dp2 + 8abc2dp2
− 4bcd2p2 + 2bc2d2p2 − 4b2cep2 − 2c2ep2 + 4ac2ep2 + 4a2c2ep2 + c2dep2
+ 4ac2dep2 + c2d2ep2 − 2bce2p2 + 8abcp3 − 8abc2p3 − 4ac2ep3 − 8a3bpq
− 16a2b3pq + 8a2bcpq + 8a3bcpq + 6abdpq − 8a2bdpq − 8ab3dpq + 2abcdpq
+ 8a2bcdpq − 2abd2pq + 2abcd2pq − 4ab2epq − 16a2b2epq − 4acepq
+ 8a2cepq + 4a3cepq − 8ab2depq + 3acdepq + 4a2cdepq + acd2epq
− 2abe2pq − 4a2be2pq − 2abde2pq + 8a2bp2q + 16ab3p2q − 8abcp2q
− 8a2bcp2q − 4abdp2q + 16ab2ep2q − 4a2cep2q + 4abe2p2q + 8a3bq2
+ 4a2bdq2 − 2a2eq2 + 4a3eq2 + 2a2deq2 − 8a2bpq2 − 6abcpr + 4a2bcpr
+ 2abc2pr + 2abcdpr + ac2epr + 8abcp2r − 8abc2p2r − 4ac2ep2r − 6a2bqr
+ 2a2bcqr + a2ceqr + 12a2bpqr + 8ab3pqr − 4abcpqr − 8a2bcpqr
− 2abdpqr + 8ab2epqr − 4a2cepqr + 2abe2pqr − 4a2bq2r + 2abcpr2
− 2abc2pr2 − ac2epr2 + 4a2bqr2 − 2a2bcqr2 − a2ceqr2).
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