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SENSITIVITY ANALYSIS FOR EXPECTED UTILITY MAXIMIZATION IN
INCOMPLETE BROWNIAN MARKET MODELS
JULIO BACKHOFF VERAGUAS AND FRANCISCO J. SILVA
Abstract. We examine the issue of sensitivity with respect to model parameters for the problem of
utility maximization from final wealth in an incomplete Samuelson model and mainly, but not exclusively,
for utility functions of positive-power type. The method consists in moving the parameters through
change of measure, which we call a weak perturbation, decoupling the usual wealth equation from the
varying parameters. By rewriting the maximization problem in terms of a convex-analytical support
function of a weakly-compact set, crucially leveraging on the work [2], the previous formulation let
us prove the Hadamard directional differentiability of the value function w.r.t. the drift and interest
rate parameters, as well as for volatility matrices under a stability condition on their Kernel, and derive
explicit expressions for the directional derivatives. We contrast our proposed weak perturbations against
what we call strong perturbations, where the wealth equation is directly influenced by the changing
parameters. Contrary to conventional wisdom, we find that both points of view generally yield different
sensitivities unless e.g. if initial parameters and their perturbations are deterministic.
Keywords: Sensitivity analysis, First order sensitivity, Utility maximization, Weak formulation.
1. Introduction
The problem of continuous-time utility maximization in financial market models has a long and rich
history going back to Merton in [21]-[22], himself inspired in the work of Mirrlees and Samuelson in
discrete times. The research on this topic continued in the eighties through the works of Pliska [29],
Karatzas et al. (see e.g. [12, 13]), Cox and Huang [7] and then probably culminated in the nineties with
the general treatment of Kramkov and Schachermayer in [16]. Naturally a comprehensive list would have
to cover the works of many other people, but we do not intend to be exhaustive here and instead convey
the interested reader to the books [14] and [28] for details. What all these works have in common, is that
they provide an insight into the decision making problem of how to best select a portfolio from a given
continuous-time, stochastic market model under the optimality criterion provided by the expected utility
paradigm of von Neumann-Morgenstern.
It goes without a saying that in modelling the decision-making in such way, several parameters have to
be chosen and therefore both the optimal portfolio rule and the optimal expected utility derived from it
will be a function of these. Yet only recently the behaviour of the expected utility maximization problem
in terms of its parameter-dependence has gained attention. In [16], for the case of general semimartingale
models and an agent optimizing expected utility from final wealth only and no random endowment, the
first-order sensitivity of the problem’s value function (i.e. the optimal value) with respect to the initial
wealth of the agent is studied, extending earlier results in [29]. More recently and in a similar setting, a
second-order analysis of the value function is performed in [17] and even the first-order sensitivity of the
optimizing wealth is carried out. A different trait in the literature has been the study of the stability (i.e.
continuity) of the value function with respect to the so-called market price of risk or Sharpe ratio, which
is a dynamic and stochastic parameter, heuristically measuring how much a given price model is away of
a risk-neutral one (given by its martingale component). This analysis was performed in [20] initially (see
also e.g. [23] for recent developments), and then extended in [15] for the case when a random endowment
is present. The last article goes beyond that and actually proves stability of utility-based prices and
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admits misspecification of the utility functions themselves (see also [18] and the references given, for
more on this subject). The previous articles focus on equivalent perturbations of a reference probability
measure or a reference price process; recently [33] has showed that for non-equivalent perturbations the
problem may be unstable/discontinuous.
In this article we focus on the first-order sensitivity analysis of the optimal value of the expected utility
maximization problem with respect to the market price of risk and the drift and volatility coefficients of
the model. We work in the classical setting where the utility function is defined on the positive half line,
in the absence of consumption and random endowments, and we restrict ourselves to a Brownian filtration
and the so-called Samuelson price model (e.g. geometric Brownian motion), which can be incomplete. In
this framework, it is to be expected from the general stochastic maximum principle of [5] (specifically
Section 2 therein) and recent results in [3], that the desired differentiability can be computed with the
help of the adjoint states appearing in the stochastic maximum principle. There are however several
delicate points for this roadmap to work, the main one being that market prices of risk are multiplied
by the decision variable (portfolio weigths) in the controlled wealth equation, and so standard convex
analysis arguments for convex perturbations are not applicable. Alternative arguments based in abstract
optimization theory (see [4, Chapter 4] for the general theory and [3] for its application to stochastic
control) seem diffucult to apply since they require a normed vector space setting which is a priori absent
in our problem. As a matter of fact, decision variables are a priori only almost surely square integrable
with respect to the time variable. For these reasons, we choose in this article a different approach still
allowing for a direct treatment of the first-order sensitivity question.
Let us be precise as to how we interpret parameter uncertainty/misspecification in this article. We
take the widespread point of view of robust or worst-case stochastic optimization, in which one encodes
uncertain parameters in uncertain probability measures under which the stochastic optimization problems
are to be defined. See e.g. [31] or [6] in the context of model-misspecification and Knightean uncertainty in
economics, or [15] for the question of stability in utility maximization / utility-based prices. Accordingly,
we postulate that full knowledge of the parameters of a problem amounts to, in our case, a complete
description of the controlled wealth equation, meaning concretely the drift, interest rate and volatility
coefficients (and hence the market price of risk). Parameter uncertainty means for us that the actual
possible trajectories of the controlled system may have different “probability weights” than those specified
by the law on the path space induced by the controlled equation under the exact, “real” parameters.
Consequently, the expected utility maximization problem under a perturbation of a “real” parameter
consists for us in perturbing the reference probability measure away from the law induced by the “real”
controlled equation (that is, the one given the “real” parameters) yet otherwise leaving such “real”
controlled equation fixed in the process. Naturally, the perturbation of the probability measure is defined
with the help of Girsanov’s theorem and the optimal value of the new problem is referred to as the weakly
perturbed value function. In this work, we shall study the differentiability and compute the directional
derivatives of this weakly perturbed value function with respect to the drift and volatility coefficients,
computed in a neighbourhood of the “real” parameters. As for all the articles around the topic of stability
and sensitivity of the expected utility maximization problem already cited, only [15] takes this point of
view. The others consider strong perturbations of the problem, meaning that the reference probability
measure is kept fixed and the equations are perturbed.
We remark that concurrently and independently from us, a related question has been posed and
analyzed in [19] in the context of power utility functions with negative exponents and a semimartingale
market model. We shall, on the contrary, focus our analysis on power utility functions with positive
exponents, and more generally on utility functions dominated from above by such positive-power functions
(see Theorem 2.1 and comments thereafter). In [19] the authors essentially study the dual problem and its
associated dual value function, and from this they obtain the desired sensitivities of the primal, original
problem. More substantially, the main difference with respect to our work is that in the cited article
the sensitivity is studied in the strong sense (see our discussion after introducing Assumption (H1) in
Section 2) with respect to the market price of risk parameter. In our work, we emphasize the analysis
of perturbations in the weak sense performed directly on the drift and the volatility terms. One of the
advantages of the Brownian market model we consider is that it allows us to bring to light some delicate
issues relating market incompleteness and the type of perturbations we are able to handle. Indeed, in the
weak formulation we are forced to consider a restricted space for perturbations of the volatility parameter,
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namely those which preserve the Kernel (see Remark 2.1). We believe that this discussion is essential
and it seems absent in the literature.
An additional nice feature of our Brownian framework is that it allows us to compare the sensitivity
analysis in the strong and weak senses in a most transparent way. A detailed discussion about the
differences between these approaches is provided in Sections 2 and 5. As we will see, the sensitivities
of the value function obtained from strong or weak perturbations need not coincide, and we provide
examples in Section 2.1 for this situation. This is at odds with the implicit conventional wisdom that
“it makes no difference how one perturbs parameters”. We shall also show in an example that the weak
sensitivity can behave in a counterintuitive fashion. Both phenomena occur when the nominal parameters
are non-deterministic, so the lesson is that one should be cautious when applying weak (i.e. Girsanov-
type) perturbations in such a situation. Although we do not provide a sensitivity analysis for strong
perturbations, we can guess how the associated sensitivities would look like (consistently with [19]), and
compare them to our weak sensitivities. Using Bismut’s integration by parts formula we find out exactly
how these differ; see equation (5.2) in Section 5. It is also worth noticing that if both the nominal and the
perturbed market parameters are deterministic functions, the directional sensitivities do coincide under
our hypotheses, as we show in Proposition 2.1.
When performing the differentiability analysis of the weakly perturbed problem, we greatly rely on
recent results having their origin in [2] and [1]. Indeed, the crucial fact is that we may interpret the
expected utility maximization problem as the computation of a convex-analytical support function of a
weakly-compact convex set in an explicit Banach space. The usefulness of working with weak pertur-
bations and the weakly perturbed value function is that its differentiability and directional derivatives
can then be computed by adapting Danskin’s Theorem for support functions and using the chain rule
for directional derivatives. For this, the Fre´chet directional differentiability of the Girsanov transform as
an operator between essentially bounded integrands and elements in the pre-dual of the aforementioned
Banach space has to be established. This issue poses most of the challenges in the present article. Our
choice of dealing directly with the primal problem, via this support-function interpretation, is a second
major distinction from [19].
In a nutshell our work has two original contributions. The first one is to provide new sensitivity results
for weakly perturbed problems and fairly precise expressions for the directional derivatives. The main
tool here is, as discussed in the previous paragraph, a hidden compactness property of the feasible set in a
natural topological space. In fact, we consider this purely primal analysis as a methodological contribution
of its own, as opposed to more classical points of view in mathematical finance such as duality or stochastic
control. The second contribution is the detailed discussion on the type of perturbations allowed as well
as on the difference between weak and strong perturbations and their associated sensitivities. Let us
stress again that the simplicity of the market model we consider allows us to address the subtleties of the
problem, and obtain the aforementioned contributions, in a clean and precise manner.
The paper is structured as follows. In Section 2 we present our Samuelson model, define the strong/weak
perturbations and strongly/weakly perturbed value functions and describe our main result regarding dif-
ferentiability of the value function under weak perturbations; Theorem 2.1. Of equal importance, we also
prove that in the case of deterministic parameters and perturbations the strongly and weakly perturbed
value functions do coincide, whereas we also provide two simple examples showing that in the general
case the strong and weak sensitivities can differ. In Section 3 we provide for convenience of the reader
a summary of the results in [2] needed for our proofs. Section 4 is the backbone of the article, where
we prove the main sensitivity result. Then in Section 5 we present a discussion on how the strong and
weak sensitivities are connected. Finally, in the appendix, we briefly study support functions and prove
a needed adaptation of the classical Danskin’s Theorem.
2. Problem statement
We first fix some notations. In the entire article R+ (R++ respectively) will denote the set of non-
negative (respectively strictly positive) real numbers. Given T ∈ R++, we consider a fixed filtered
probability space (Ω,FT ,F = {Ft}t≤T ,P), where the filtration F satisfies the usual assumptions (see e.g.
[30]). Actually except for the results presented in Section 3, in which we survey some of the findings
in [2], we will assume that F is the completed filtration of the Brownian motion defined therein. We
will denote by L0 (resp. L0+) the set of all FT -measurable functions (resp. non-negative ones), and by
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L∞,∞F the set of essentially bounded real-valued progressively measurable processes endowed with the
norm ‖ · ‖∞,∞ defined as the least essential upper bound. Integration with respect to a measure Q
shall be denoted EQ except for Q = P, for which we reserve the notation E. Given a local continuous
martingale M : Ω × [0, T ] → R, we denote by L2loc(M) the set of all progressively measurable processes
H : Ω × [0, T ]→ R such that P(∫ T0 H2sd〈M〉s < +∞) = 1, where 〈M〉(·) denotes the quadratic variation
process associated to M . Finally, given a continuous semimartingale Y , we denote by E(Y ), the Dole´ans-
Dade stochastic exponential, defined as the solution of Zt = 1 +
∫ t
0
ZsdYs, for t ∈ [0, T ].
Let us consider a general Samuelson’s price model for this section, where discounted prices evolve con-
tinuously as geometric Brownian motions with progressively measurable drift and volatility coefficients.
Specifically, suppose that the market consists of d assets S1, . . . , Sd whose prices (denoted likewise) evolve
under P as
(2.1)
dSt = diag(St)µ¯tdt+ diag(St)σ¯tdWt for t ∈ [0, T ],
S0 = s0 ∈ Rd,
where S := (S1, . . . , Sd) and W is a P-Brownian motion in Rn (n ≥ d). The precise properties on the
processes µ¯ ∈ (L∞,∞F )d and σ¯ ∈ (L∞,∞F )d×n shall be given shortly and will imply that the financial market
is viable and moreover standard (see e.g. [14, Chapter 1] or [28, Chapter 7.2.4] for these concepts and
the modelling details).
Given an initial wealth x ∈ R++ and a self-financing portfolio π measured in units of wealth such that
πi ∈ L2loc(W k) (i ∈ 1, . . . , d and k = 1, . . . , n), which we denote π ∈ Π, the associated wealth process X
is defined through the equation
(2.2)
dXπt = π
⊤
t µ¯tdt+ π
⊤
t σ¯tdWt for t ∈ [0, T ],
Xπ0 = x.
In this work, we consider the following utility maximization problem
(2.3) u(µ¯, σ¯) := sup {E (U(XπT )) ; π ∈ Π and Xπt ≥ 0 ∀ t ∈ [0, T ], P-a.s.} ,
where U := R→ R ∪ {−∞} is a concave utility function, whose properties will be specified in Section 3,
but for the time being we suppose that U(x) = −∞ if x < 0 and the restriction of U to R+ takes values
in R+ and is invertible. Since the financial market is viable, almost sure non-negativity of X
π
T implies
that Xπt ≥ 0 for all t ∈ [0, T ], P-a.s. Thus,
u(µ¯, σ¯) = sup
π∈Π
E (U(XπT )) .
If we want to perform a sensitivity analysis with respect to the new parameters µτ , στ (indexed by a
“size factor” τ > 0), there are at least two modelling options. One, which we call the strongly perturbed
formulation, is to consider a new process Sτ with dynamics like that of S but under the new parameters,
so that the perturbed wealth processes have the form:
(2.4)
dXπ,τt = π
⊤
t µ
τ
t dt+ π
⊤
t σ
τ
t dWt for t ∈ [0, T ],
Xπ,τ0 = x.
The perturbed problem becomes (we use the s to denote strongly perturbed)
(2.5) us(µτ , στ ) := sup
π∈Π
E [U(Xπ,τT )] .
Now, let us assume that σ¯ has full rank almost everywhere and that (σ¯σ¯⊤)−1 is essentialy bounded.
Defining the market price of risk process
λ¯ := σ¯⊤(σ¯σ¯⊤)−1µ¯ ∈ (L∞,∞F )d,
equation (2.2) can be written as
(2.6)
dXπt = π
⊤
t σ¯t
[
λ¯tdt+ dWt
]
for all t ∈ [0, T ],
Xπ0 = x.
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Following [15], instead of fixing the reference probability measure P and considering perturbations directly
affecting the dynamics of the X ’s, it is reasonable to fix the latter processes (i.e. with the nominal param-
eters) and assume that the reference probability measure is perturbed. Given the perturbed parameters
(µτ , στ ), assuming that (στ (στ )⊤)−1 is essentially bounded and setting
λτ := (στ )⊤(στ (στ )⊤)−1µτ ,
for the corresponding perturbed market price of risk process, its is natural to define
dPτ := E (∫ (λτ − λ¯)⊤dW )
T
dP.
Note that Novikov’s condition implies that Pτ is a probability measure, equivalent to P. As explained
in [15, Section 2.2], if (µτ , στ ) converges to (µ¯, σ¯), then Pτ converges to P in the total variation norm.
Therefore, taking this point of view, we define
uw(µτ , στ ) := sup
π∈Π
EP
τ
[U(XπT )] ,(2.7)
and we call uw the weakly perturbed formulation of u(µ¯, σ¯) in (2.3), where we insist, one modifies the
initial problem by changing the probability measure. Let us remark that this function is motivated only
locally in the sense that µ¯ and σ¯, which determine Xπ for a given π ∈ Π, have been fixed in order to
define it. We omit this dependence from the notation of uw. Of course us(µ¯, σ¯) = uw(µ¯, σ¯) = u(µ¯, σ¯). For
the sake of clarity, we fix now the assumptions made for (µ¯, σ¯) and the perturbed parameters (µτ , στ ):
(H1) The matrix σ¯ has full rank and (σ¯σ¯⊤)−1 is uniformly bounded in (t, ω). Moreover, the perturbations
στ of σ¯ satisfy Ker(σ¯) = Ker(στ ) (equivalently Im(σ¯⊤) = Im([στ ]⊤)) and (στ (στ )⊤)−1 is uniformly
bounded in (t, ω).
The weakly and strongly perturbed value functions in terms of the λτ ’s are defined by overloading
notation: uw(λτ ) := uw(µτ , στ ) and us(λτ ) := us(µτ , στ ). We remark that under (H1) the strongly
perturbed value function us(µτ , στ ) coincides with the one presented in [19]. In fact, noting that (H1)
implies that{∫ T
0 πˆ
⊤
t [λ
τdt+ dWt] ; πˆ = [σ
τ ]⊤π , π ∈ Π
}
=
{∫ T
0 π
⊤
t [σ¯λ
τdt+ σ¯dWt] ; π ∈ Π
}
,
setting λ˜τ := (σ¯σ¯⊤)−1σ¯λτ we get
us(µτ , στ ) = sup
{
E
[
U
(
x+
∫ T
0
πˆ⊤t [λ
τdt+ dWt]
)]
; πˆ = [στ ]⊤π for some π ∈ Π
}
= sup
{
E
[
U
(
x+
∫ T
0
π⊤t [σ¯λ
τdt+ σ¯dWt
)]
; π ∈ Π
}
= sup
{
E
[
U
(
x+
∫ T
0 π
⊤
t [σ¯σ¯
⊤λ˜τdt+ σ¯dWt
)]
; π ∈ Π
}
= sup
{
E
[
U
(
x+
∫ T
0
π⊤t [d〈M〉tλ˜τ + dMt]
)]
; π ∈ Π
}
=: u˜(λ˜τ ),
where Mt :=
∫ t
0
σ¯dW . Therefore, we can interpret M as the (unperturbed) martingale driving the
market in [19] and λ˜τ as the corresponding market price of risk, which one may vary, and hence u˜(λ˜τ ) is
a perturbed value function of its own. If however Ker(σ¯) = Ker(στ ) fails, both the approach of [19] as
well as our approach pertaining uw are ill-suited.
Remark 2.1. (i) From the previous discussion we see that the sensitivity analysis of uw is meaningful
under the condition (H1) on the Kernels, in which case also the study of u˜ above makes sense. This
invariance of the null space of the volatility term under the considered perturbations is our main assump-
tion and allows us to provide explicit sensitivity results in terms of perturbations of the volatility term σ¯.
Let us point out that in the complete case (i.e. σ¯ is invertible) a similar argumentation can be found in
[15, Section 2.2]. The case of general perturbations of σ¯ is beyond the scope of the present work; see [33]
for an insight into the difficulties to be expected.
(ii)The assumptions for στ in (H1) are satisfied for στ = σ¯ + Aτ (σ¯σ¯⊤)−1σ¯ where Aτ ∈ (L∞,∞F )d×d has
small enough norm. This holds in particular for στ = σ¯ + τA(σ¯σ¯⊤)−1σ¯ with A ∈ (L∞,∞F )d×d arbitrary
and τ a small enough real number.
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As we will see in Section 2.1, the values us and uw, as well as their sensitivities, generally differ. On
the other hand, the next result shows that if the parameters µ¯, σ¯ and their perturbations µτ , στ are
deterministic, then us and uw (and so their sensitivities) do coincide.
Proposition 2.1. Assume that µτ , στ , µ¯, σ¯ are deterministic, and that (H1) holds. Then the weak and
strong value functions coincide; us(µτ , στ ) = uw(µτ , στ ).
Proof. Define Bt := Wt −
∫ t
0
[λτs − λ¯s]ds, so by Girsanov Theorem B is a Pτ -Brownian motion. Notice
that FB = FW . Taking π feasible for the perturbed problem we have
(2.8)
EP
[
U
(
x+
∫ T
0 πt(W )
⊤στt [λ
τ
t dt+ dWt]
)]
= EP
τ [
U
(
x+
∫ T
0 πt(B)
⊤στt [λ
τ
t dt+ dBt]
)]
= EP
τ [
U
(
x+
∫ T
0 πt(B)
⊤στt [λ¯tdt+ dWt]
)]
= EP
τ [
U
(
x+
∫ T
0 π˜t(W )
⊤στt [λ¯tdt+ dWt]
)]
= EP
τ [
U
(
x+
∫ T
0
πˆt(W )
⊤σ¯t[λ¯tdt+ dWt]
)]
≤ uw(µτ , στ ),
where we first used that B is Pτ -BM, then the definition of B, then we built π˜ by equality of filtrations,
and finally the assumption on the image of the matrices σ¯⊤ and [στ ]⊤. Having begun with a feasible
element for the unperturbed problem and reasoning as above, yields the opposite inequality. 
Remark 2.2. Note that if µτ , στ , µ¯, σ¯ are random, then the previous proof does not work. Indeed,
following the lines of the proof, we would have that Bt :=Wt −
∫ t
0
[λτs (W ) − λ¯s(W )]ds is a Pτ -Brownian
motion and so, following (2.8), we would get
EP
[
U
(
x+
∫ T
0 πt(W )
⊤στt (W )[λ
τ
t (W )dt+ dWt]
)]
= EP
τ [
U
(
x+
∫ T
0 πt(B)
⊤στt (B)[λ
τ
t (B)dt+ dBt]
)]
,
whose right hand side generally differs from
EP
τ [
U
(
x+
∫ T
0 πt(B)
⊤στt (B)[λ¯t(W )dt+ dWt]
)]
.
Let us go back, for once and for all, to weakly perturbed parameters. As commented in the introduction,
the continuity of uw (in a broader context) as a function of λ was analysed in [15] . We move towards
the first-order analysis now. Consider the set
(2.9) Me(S) = {P∗ ∼ P : S is a P∗-local martingale} .
By [28, Proposition 7.2.1] we have that Me(S) is given by the set of random variables Y νT , where for
νi ∈ L2loc(W i) (i = 1, . . . ,m) and ν ∈ Ker(σ¯) almost everywhere, and where the process Y νt is the
exponential martingale Y νt := E
(− ∫ [λ¯+ ν]⊤dW )
t
. Given Z ∈ L0, let us define
(2.10) J(Z) := sup
M∈Me(S)
EM
[
U−1(|Z|)] .
Since supπ∈Π E
Pτ [U(XπT )] = supL∈C(x)E
Pτ [U(L)], where
C(x) =
{
L ∈ L0+ ; ∃ π ∈ Π, L ≤ XπT a.s.
}
,
letting Z = U(XT ) and using the usual budget-constraint (see e.g. [28, Corollary 7.2.1]) we can further
rewrite problem (2.7) as:
(2.11) uw(µτ , στ ) = uw(λτ ) = sup
{
E
[E(∫ (λτ − λ¯)⊤dW )
T
Z
]
; J(Z) ≤ x, Z ∈ L0+
}
.
Thanks to our rewriting of uw in (2.11), we will be able to deal with the analysis of the differentiability
of this function with respect to all the parameters. More precisely, (2.11) opens the way to interpreting
the sensitivity analysis of uw as the study of a convex-theoretic support function, as we had hinted at
in the introduction. Under appropriate assumptions, we ultimately prove in Theorem 2.1 the following
sensitivity results with respect to (µ, σ). We refer the reader to Definition 3.1 for the meaning of U
being a utility function satisfying INADA conditions, and to the appendix for the definition of Hadamard
differentiability:
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Theorem 2.1. Suppose U is an utility function satisfying INADA conditions and such that U(0+) = 0
as well as the bound for some p ∈ (1,∞):
U(x) ≤ Cx1/p, for all x ≥ 0.
Consider some perturbations (∆µ,∆σ) ∈ (L∞,∞F )d × (L∞,∞F )d×n and suppose that (H1) is satisfied for
(µτ , στ ) := (µ¯+ τ∆µ, σ¯+ τ∆σ) and small enough τ . Then, the directional derivative Duw(µ¯, σ¯)(∆µ,∆σ)
exists and is given by
Dµu
w(µ¯, σ¯)∆µ = E
[
U(X¯(T ))
∫ T
0
[σ¯⊤[σ¯σ¯⊤]−1∆µ]⊤dW
]
,
Dσu
w(µ¯, σ¯)∆σ = E
[
U(X¯(T ))
∫ T
0
{
∆σ⊤[σ¯σ¯⊤]−1µ¯− σ¯⊤[σ¯σ¯⊤]−1[σ¯∆σ⊤ +∆σσ¯⊤][σ¯σ¯⊤]−1µ¯}⊤ dW] ,
where X¯(T ) is the unique optimal terminal wealth attaining u(µ¯, σ¯). Moreover, the application (µ,A) ∈
(L∞,∞F )
d × (L∞,∞F )d×d 7→ uw(µ,A(σ¯σ¯⊤)−1σ¯) ∈ R is Hadamard differentiable at (µ¯, σ¯σ¯⊤).
An example of U satisfying the assumptions in Theorem 2.1 is U(x) = x1/p with p ∈ (1,∞), the
so-called positive power case. A further example is given e.g. by the inverse function of y ∈ [0,∞) 7→
R(y) := ey − y − 1. Indeed, R−1 is non-negative, strictly concave and increasing, with R−1(0) = 0. It
is also differentiable in (0,∞) and from [R−1]′(x) = 1/(R′ ◦ R−1(x)) we find that [R−1]′(0) = +∞ and
[R−1]′(+∞) = 0. Finally, we easily see that R−1(x) ≤ √2x1/2, or equivalently y2 ≤ 2[ey − y − 1], by
Taylor expansion. Our result does not cover the case of negative powers.
We finally remark that if the market defined by (µ¯, σ¯) is complete, then n = d and σ¯ is invertible (see
e.g. [14, Theorem 6.6, Chapter 1]). In this case, uw is Hadamard differentiable at (µ¯, σ¯) and
(2.12) Duw(µ¯, σ¯)(∆µ,∆σ) = E
[
U(X¯(T ))
∫ T
0
[σ¯−1∆µ− σ¯−1∆σσ¯−1µ¯]⊤dWt
]
.
We proceed now to the counterexamples promised before Proposition 2.1 and in the introduction.
2.1. Counterexamples. Let us illustrate how, even in the one-dimensional case, us and uw (as well as
their directional derivatives) generally defer. For this to be the case, it is important that the reference
market price of risk λ¯ be random.
Example 1. Let us take U(x) = log(x) if x > 0 and U(x) = −∞ if x ≤ 0. Although this utility function
does not fulfil our assumption, we use it to illustrate the phenomenon we are discussing. It is well known
(see e.g. [28, Chapter 7.3.5]) that for a market model dSt = λd〈M〉t + dMt for M a martingale and λ
say essentially bounded, the optimal utility is
log(x) + 12E
[∫ T
0 λ
⊤
t d〈M〉tλt
]
.
We thus conclude in our Brownian setting and for λτ = λ¯+ τ∆ that:
us(λτ ) = log(x) + 12E
[∫ T
0 |λ¯+ τ∆|2dt
]
,
= log(x) + 12E
[∫ T
0 |λ¯|2dt
]
+ τE
[∫ T
0 λ¯
⊤∆dt
]
+ τ
2
2 E
[∫ T
0 |∆|2dt
]
.
On the other hand, denoting dPτ = E (τ ∫ ∆dW )
T
dP so W τ = W − τ ∫ ∆dt is a Pτ -Brownian motion
by Girsanov’s theorem, and taking ∆ deterministic so that FW τ = F , we get
uw(λτ ) = log(x) + 12E
Pτ
[∫ T
0
{λ¯+ τ∆}2dt],
= log(x) + 12E
Pτ
[∫ T
0 |λ¯|2dt
]
+ τEP
τ [∫ T
0 λ¯
⊤∆dt
]
+ τ
2
2 E
Pτ
[∫ T
0 |∆|2dt
]
.
This already shows that the two value functions may easily differ, unless e.g. λ¯ were further deterministic.
Moreover, one can easily compute the first order sensitivities:
dus(λτ )
dτ
∣∣∣
τ=0
= E
[∫ T
0
λ¯⊤∆dt
]
,
duw(λτ )
dτ
∣∣∣
τ=0
= E
[∫ T
0
λ¯⊤∆dt
]
+ 12E
[∫ T
0
|λ¯|2dt ∫ T
0
∆dW
]
,
= E
[∫ T
0
λ¯⊤∆dt
]
+ 12E
[∫ T
0
{∫ t
0
∆sdWs
}|λ¯t|2dt].
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We conclude that the sensitivities generally differ, unless again if e.g. λ¯ was deterministic. To exemplify
this point, the reader may take any bounded deterministic function ∆ and define λ¯(t, ω) to be e.g. of
euclidean norm 1 if
∫ t
0
∆sdWs is positive and 0 otherwise.
This example also shows that the weak value function can behave in a counter-intuitive way in the
presence of random parameters. For instance, taking λ¯t := 1Wt<0 and ∆ ≡ 1 it is elementary to see that
dus(λ¯+τ)
dτ
∣∣∣
τ=0
= T2 and
duw(λ¯+τ)
dτ
∣∣∣
τ=0
= T2 − T
3/2
3
√
2π
,
so as intuition suggest utility increases in the strong formulation whereas (for T large enough) it decreases
in the weak one.

Example 2. We now present an example that does fulfil our assumptions on the utility function. Let us
take U(x) = 2
√
x if x ≥ 0 and −∞ otherwise. We take x = 1 for simplicity. By e.g. [28, Chapter 7.3.5]
we know, in the one-asset case, that the optimal utility for a market model dS = λd〈M〉+ dM will be
2
√
E
[
exp
{∫ T
0
λdM + 12
∫ T
0
λ2d〈M〉}].
Thus, in a one-dimensional Brownian setting and for λτ = λ¯+ τ∆ it holds:
us(λτ ) = 2
√
E
[
exp
{∫ T
0
[λ¯+ τ∆]dW + 12
∫ T
0
[λ¯+ τ∆]2dt
}]
,
and by Girsanov’s theorem and assuming ∆ deterministic:
uw(λτ ) = 2
√
EP
τ
[
exp
{∫ T
0
[λ¯+ τ∆](dW − τ∆dt) + 12
∫ T
0
[λ¯+ τ∆]2dt
}]
,
where dPτ = E (τ ∫ ∆dW )
T
dP. We thus obtain the following first order sensitivities:
dus(λτ )
dτ
∣∣∣
τ=0
=
E
[
e
∫T
0 λ¯dW+
1
2
∫T
0 λ¯
2dt[
∫ T
0
∆dW+
∫ T
0
∆λ¯dt]
]
√
E
[
e
∫T
0 λ¯
dW+1
2
∫T
0
λ¯2dt
] ,
duw(λτ )
dτ
∣∣∣
τ=0
= 2
E
[
e
∫T
0 λ¯dW+
1
2
∫T
0 λ¯
2dt ∫ T
0
∆dW
]
√
E
[
e
∫T
0
λ¯dW+1
2
∫T
0
λ¯2dt
] .
From this, we see that
dus(λτ )
dτ
∣∣∣
τ=0
= du
w(λτ )
dτ
∣∣∣
τ=0
⇐⇒ E[e∫ T0 λ¯dW+ 12 ∫ T0 λ¯2dt(∫ T0 ∆dW − ∫ T0 ∆λ¯dt)] = 0.
This shows that the sensitivities generally differ, unless if further e.g. λ¯ is deterministic. To exemplify,
with Girsanov theorem and the product formula, the expectation in the r.h.s above becomes
E˜
[∫ T
0
(∫ t
0
∆sdWs −
∫ t
0
∆sλ¯sds
)
e
∫
t
0
λ¯2sdsλ¯2tdt
]
,
where E˜ denotes expectation under dP˜ := E (∫ λ¯dW )
T
dP. The reader may take any negative, bounded
function ∆ and define λ¯(t, ω) to be e.g. equal to 1 if
∫ t
0 ∆sdWs is positive and 0 otherwise. Then(∫ t
0
∆sdWs−
∫ t
0
∆sλ¯sds
)
λ¯2t is non-negative a.e. and can be seen to be strictly positive in a non-evanescent
set. Thus the sensitivities differ in this case, and a fortriori also the value functions themselves. 
3. The utility maximization problem as a support function of a weakly compact set
In this section we survey some of the results in [2], where the setting, similar to that of [16], is more
general than ours as described in the previous section.
Let there be d stocks and a bond, normalized to one for simplicity. Let S =
(
Si
)
1≤i≤d be the price
process of these stocks, and T <∞ a finite deterministic investment horizon. The process S is assumed
to be a continuous semimartingale in a filtered probability space (Ω,F, (Ft)t≤T ,P), where P will always
stand for the reference measure. The expectation with respect to P will be denoted by E as before.
A (self-financing) portfolio π is defined as a couple (X0, H), where X0 ≥ 0 denotes the (constant)
initial value associated to it and H = (Hi)di=1 is a predictable and S-integrable process which represents
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the number of shares of each type under possession. The wealth X = (Xt)t≤T associated to a portfolio π
is defined as
(3.1) Xt = X0 +
∫ t
0
HudSu for all t ∈ [0, T ],
and the set of attainable wealths from x is defined as
(3.2) X (x) = {X ≥ 0 a.s. in Ω× [0, T ] ; X as in (3.1) with X0 ≤ x} .
We assume in the sequel that the market is arbitrage-free, in the sense of NFLVR (see e.g. [10]), which
implies that Me(S) (defined as in (2.9)) is not empty. As usual the market model is coined complete
if Me(S) is reduced to a singleton, i.e. Me(S) = {P∗}, and incomplete otherwise. The following set,
introduced in [16], plays a central role in portfolio optimization in incomplete markets
YP(y) := {Y ≥ 0|Y0 = y , XY is P− supermartingale ∀X ∈ X (1)} .
The set YP(y) generalizes the set of density processes (with respect to P) of risk neutral measures equiv-
alent to it.
Now, we consider the following notion of utility function.
Definition 3.1. A function U : R→ R∪ {−∞} is called a utility function if U(x) = −∞ if x ∈ (−∞, 0)
and on [0,∞) we have that U is strictly increasing, strictly concave and continuously differentiable. We
say that U satisfies the INADA conditions ([11]) if
U ′(0+):= lim
x↓0
U ′(x) =∞ and U ′(+∞) = 0 .
As in e.g. [16], we will make use of the Fenchel conjugate of −U(−·), namely:
V (y) := sup
x>0
[U(x)− xy] , ∀ y > 0.
In the remainder of this section, we will restrict our attention to the following setting:
(A1) U is an utility function satisfying INADA conditions and such that U(0+) = 0.
Remark 3.1. The above assumption implies that V ≥ 0 and the existence of and inverse U−1 : (0,∞)→
(0,∞). Of course, by a translation argument we can assume that U(0+) exists instead of the stronger
U(0+) = 0. In [2], on whose results we rely, it is assumed for simplicity that U is unbounded from
above, but this can be easily dispensed with from their work.
The usual way to dealing with the issue of existence of an element Xˆ ∈ X (x) satisfying
E[U(XˆT )] ≥ E[U(XT )] for all X ∈ X (x),
uses crucially a result usually referred to as Kolmos Theorem. This result states that, from a sequence of
random variables which is bounded in probability, one can extract a subsequence of convex combinations
convergent in probability. To apply this, one also needs growth conditions on U and U ′ (see e.g. [16] or
[28, Theorem 7.3.4]). However, as a corollary of the analysis in [2] the authors show in [2, Proposition
5.22] that a shorter if more involved compactness argument can be applied; the same idea will allow us
to prove the sensitivity results for uw in the next section.
The desired compactness property mentioned above holds in a suitably designed space. In order to
motivate it, we start by observing that for X ∈ X (x):
sup
Y ∈Y
E
[
Y U−1 ◦ U(X)] ≤ x,
where Y := YP(1), and we (now and often hereafter) write Y for YT and X for XT , as long as the context
is unequivocal. We then see that setting
(3.3) J(·) := sup
Y ∈Y
E
[
Y U−1(| · |)] ,
for every X ∈ X (x) we have that J(U(X)) ≤ x. We remark that (2.10) and (3.3) coincide by [16,
Proposition 3.1], so notation is consistent. Therefore we may conjecture that if J was connected to a
norm (or say, grew stronger than it) and if the space defined by such a norm, which we shall soon call LJ ,
was a strong dual one, then we would get the weak* relative compactness of the set {U(X) : X ∈ X (x)}
immediately from Banach-Alouglu’s Theorem.
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Let us now summarize the main topological results in [2, Section 5] for future reference. Consider J
as above and define I : L0 → R ∪ {+∞} as
I(Z) := inf
Y ∈Y
E [|Z|V (Y/|Z|)] .
Lemma 3.1. Under Assumption (A1), the functions I and J are convex.
Proof. See [2, Lemma 5.1]. 
We consider the spaces
LI :=
{
Z ∈ L0 : I(αZ) <∞ for some α > 0} , EI := {Z ∈ L0 : I(αZ) <∞ for every α > 0} ,
LJ :=
{
Z ∈ L0 : J(αZ) <∞ for some α > 0} , EJ := {Z ∈ L0 : J(αZ) <∞ for every α > 0} ,
and for F denoting I or J , we set the equivalent norms (see [25, Theorem 1.10]):
‖s‖F,ℓ := inf{β > 0 : F (s/β) ≤ 1} ‖s‖F,a := inf
{
1
k +
F (ks)
k : k > 0
}
.(3.4)
Lemma 3.2. Under Assumption (A1) and after identifying almost equal elements, for γ = ℓ, a we have
that (EF , ‖ · ‖F,γ), (LF , ‖ · ‖F,γ) are normed linear spaces. Moreover, EF is a closed subspace of LF and
both EI and LJ are Banach spaces.
Now, let us define Y∗ := {Y ∈ Y : Y > 0 and ∀β > 0,E[V (βY )] <∞} and suppose
(A2) Y∗ 6= ∅, I(Z) = inf
Y ∈Y∗
E[|Z|V (Y/|Z|)] , and J(X) = sup
Y ∈Y∗
E[Y U−1(|X |)].
Remark 3.2. Condition (A2) is satisfied for instance if the price process S satisfies that dS = λd〈M〉+
dM for a continuous martingale M , λ ∈ L2loc(M), the market model is viable and E [V (βE(λ ·M)T )] <∞
for all β > 0. See [2, Lemma 5.7] for a proof of this fact.
The next result, proved in [2, Proposition 5.10], establishes that LJ is a strong dual space.
Theorem 3.1. Suppose that Assumptions (A1)-(A2) hold true. Then, the dual of (EI , ‖ · ‖I,a) is
isometrically isomorphic to (LJ , ‖ · ‖J,ℓ).
To wrap up, and in light of the expression (2.11) for uw, we have given in this section conditions
under which this weakly perturbed value function can indeed be viewed as a support function of a weakly
compact set, namely {Z : J(Z) ≤ x}. We proceed in the next section to take advantage of this fact, in
the context outlined in Section 2, in order to perform the sensitivity analysis of our problem under weak
perturbations.
Remark 3.3. The spaces LJ , LI are examples of so-called modular spaces, which are generalizations of
Orlicz spaces introduced by H. Nakano (see [26, 25]). By e.g. Ho¨lder inequality for modular spaces (see
[2, Proposition 5.9]) we have that uw, given by (2.11), is finite. Moreover, under our assumptions, [2,
Proposition 5.22] shows that the supremum therein is attained. Finally, it is easy to see that this optimizer
is unique, as it must lie in the image set of U , which is a strictly concave function.
4. Stability and sensitivity
Let us go back to the weakly perturbed problem defined in (2.11) for some fixed parameters µ¯ ∈
(L∞,∞F )
d and σ¯ ∈ (L∞,∞F )d×n. We initially make the following assumption:
(H2) The utility function has the form U(x) = px1/p (p ∈ (1,+∞)) if x ≥ 0 and it is equal to −∞
otherwise.
We shall first prove first Theorem 2.1 under this assumption, namely:
Theorem 4.1. Assume (H2). Consider some perturbations (∆µ,∆σ) ∈ (L∞,∞F )d × (L∞,∞F )d×n and
suppose that (H1) is satisfied for (µτ , στ ) := (µ¯ + τ∆µ, σ¯ + τ∆σ) and small enough τ . Then, the
directional derivative Duw(µ¯, σ¯)(∆µ,∆σ) exists and is given by
Dµu
w(µ¯, σ¯)∆µ = E
[
U(X¯(T ))
∫ T
0 [σ¯
⊤[σ¯σ¯⊤]−1∆µ]⊤dW
]
,
Dσu
w(µ¯, σ¯)∆σ = E
[
U(X¯(T ))
∫ T
0
{
∆σ⊤[σ¯σ¯⊤]−1µ¯− σ¯⊤[σ¯σ¯⊤]−1[σ¯∆σ⊤ +∆σσ¯⊤][σ¯σ¯⊤]−1µ¯}⊤ dW] ,
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where X¯(T ) is the unique optimal terminal wealth attaining u(µ¯, σ¯). Moreover, the application (µ,A) ∈
(L∞,∞F )
d × (L∞,∞F )d×d 7→ uw(µ,A(σ¯σ¯⊤)−1σ¯) ∈ R is Hadamard differentiable at (µ¯, σ¯σ¯⊤).
We denote by q := p/(p− 1) ∈ (1,+∞) the conjugate exponent of p.
Remark 4.1. In the more general context of the previous section, we clearly have that (H2) implies
(A1) and, thanks to Remark 3.2, assumption (A2) also holds true.
In the jargon of Section 3, using the power-like form of the utility function we have that
LI =
{
Z ∈ L0 : infν∈K(σ¯) E
[E(− ∫ [λ¯+ ν]⊤dW )1−qT |Z|q] <∞} ,
where
K(σ¯) :=
{
ν ∈ L2loc(W ) : ν(t, ω) ∈ Ker(σ¯(t, ω)) a.e.
}
,
as easily follows from [20, Proposition 3.2] and the fact that we are working on the Brownian filtration.
In this context, we have that LI = EI and for some constant C(p) ∈ R++
(4.1) ‖Z‖I := ‖Z‖I,ℓ = C(p)
(
infν∈K(σ¯) E
[
E (− ∫ [λ¯+ ν]⊤dW )1−q
T
|Z|q
]) 1
q
.
Analogously,
LJ =
{
X ∈ L0 : supν∈K(σ¯) E
[E (− ∫ [λ¯+ ν]⊤dW )
T
|X |p] <∞},
we have that LJ = EJ and there exists a constant c(p) ∈ R++ such that
‖X‖J := ‖X‖J,a = c(p)
(
supν∈K(σ¯) E
[E (− ∫ [λ¯+ ν]⊤dW )
T
|X |p]) 1p .
Since c(p) and C(p) play no role here, we shall ignore them. We state now a simple lemma that we shall
invoke more than once:
Lemma 4.1. The following assertions hold true:
(i) Let ρ ≥ 2, A ∈ (L∞,∞F )n, B progressive, n-dimensional, such that E
[∫ T
0 |Bt|ρdt
]
<∞ and Z defined
as the real-valued process solving dZ = (ZA + B)⊤dW . Then, there exists a constant c = c(ρ, T ) > 0
such that
E
[
sups∈[0,T ] |Zs|ρ
] ≤ c[|Z0|ρ + E[∫ T0 |Bt|ρdt]] exp{cT ‖A‖ρ∞,∞} .
(ii) For every Γ ∈ [L∞,∞F ]n we have E
(∫
Γ⊤dW
)
T
∈ LI .
Proof. The proof of the first assertion is a standard application of Gronwall’s Lemma (see e.g. [34,
Chapter 6, Section 4]). For the second point, using that λ¯ and Γ are essentially bounded, we observe that
α := E
[E (∫ Γ⊤dW )q
T
exp
{∫ T
0
(q − 1)λ¯⊤dW + q−12
∫ T
0
|λ¯|2dt}],
satisfies
α ≤ cE [E (∫ (qΓ + (q − 1)λ¯)⊤dW )
T
]
= c,
for some constant c > 0. Since α dominates ‖E (∫ Γ⊤dW )
T
‖qI , the result follows. 
Our aim now is to study the differentiability of
λ ∈ P 7→ uw(λ) ∈ R.
First, let us define g : (L∞,∞F )
n → LI as
g(λ) := E (∫ [λ− λ¯]⊤dW )
T
.
Lemma 4.1(ii) implies that g is well-defined. We prove now the Fre´chet differentiability of g:
Lemma 4.2. The map g is locally Lipschitz and Fre´chet differentiable. Moreover, for all ∆λ ∈ (L∞,∞F )n
we have that
(4.2) Dg(λ)∆λ = E (∫ [λ− λ¯]⊤dW )
T
{∫ T
0 ∆λ
⊤
t dWt −
∫ T
0 (λt − λ¯t) ·∆λtdt
}
.
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Proof. Let λ1, λ2 ∈ (L∞,∞F )n. We have that, omitting the dependence on t and denoting by ‖ · ‖2 the
L2-norm with respect to P,
(4.3) ‖g(λ1)− g(λ2)‖qI ≤
∥∥∥e∫ T0 (q−1)λ¯dW+ q−12 ∫ T0 |λ¯|2dt∥∥∥
2
‖|(g(λ1)− g(λ2))T |q‖2 .
Note that ∆g := g(λ1)− g(λ2) solves
d∆g =
[
∆g(λ1 − λ¯) + g(λ2)(λ1 − λ2)
]⊤
dWt, t ∈ [0, T ], ∆g0 = 0,
and so the local Lipschitz property follows from Lemma 4.1 and (4.3). Let us prove that g is Gaˆteaux
differentiable. Take λ and call Λ¯ = λ− λ¯ and λǫ := Λ¯ + ǫ∆λ. We see that
E (∫ [λǫ]⊤dW ) = E (∫ Λ¯⊤dW ) exp{ǫ ∫ ∆λ⊤dW − ǫ ∫ ∆λ · Λ¯dt− ǫ22 ∫ |∆λ|2dt}.
Using that ex = 1+ x+ x
∫ 1
0
[eax − 1]da and calling xǫ the term inside exp{. . . } in the expression above,
we obtain
E(∫ [λǫ]⊤dW )−E(∫ Λ¯⊤dW )
ǫ = E
(∫
Λ¯⊤dW
) [∫
∆λ⊤dW − ∫ ∆λ · Λ¯dt− ǫ2 ∫ |∆λ|2dt]
+ǫ−1xǫE
(∫
Λ¯⊤dW
) ∫ 1
0 [e
axǫ − 1]da.
In order to show (4.2), it suffices to prove that ‖E (∫ Λ¯⊤dW ) ∫ |∆λ|2dt‖I <∞ and
ǫ−1
∥∥xǫE (∫ Λ¯⊤dW ) ∫ 10 [eaxǫ − 1]da∥∥I → 0 as ǫ→ 0.
The first claim is trivial, as ∆λ ∈ (L∞,∞F )n and g(λ) ∈ LI . For the second one, letting ν ≡ 0 in (4.1), it
suffices to estimate
E
[
e
∫
(q−1)λ¯⊤dW+ (q−1)2
∫ |λ|2dtE (∫ Λ¯⊤dW )q (xǫǫ )q (∫ 10 [eaxǫ − 1]da)q] ,
which we may bound from above by the product of√
E
[E (∫ Λ¯⊤dW )2q [∫ ∆λ⊤dW − ∫ ∆λ · Λ¯dt− ǫ2 ∫ |∆λ|2dt]2q],
and √
E
[
e2(q−1)
∫
λ¯⊤dW+(q−1) ∫ |λ¯|2dt(∫ 1
0
[eaxǫ − 1]da)2q].
Using the Cauchy-Schwartz and the Burkholder-Davis-Gundy (BDG) inequalities we have that the first
term is finite. As for the second one, in order to prove that it converges to zero it suffices to show that
E
[∫ 1
0 |eaxǫ − 1|4qda
]
→ 0. The term within the integral converges a.e. to zero as ǫ → 0. On the other
hand, for some c > 0,
|eaxǫ − 1|4q ≤ c{1 + e4q| ∫ Λ¯·∆dt|+4qaǫ ∫ ∆⊤dW},
and e4qaǫ
∫
∆⊤dW ≤ e4q
∫
∆⊤dW + 1, which is integrable. Thus, by dominated convergence, we have that
(4.2) holds true.
In order to prove Fre´chet differentiability it suffices to show the continuity of the application λ ∈
(L∞,∞F )
n 7→ Dg(λ)(·) ∈ L((L∞,∞F )n, LI), where L((L∞,∞F )n, LI) denotes the space of linear bounded
operators from (L∞,∞F )
n to LI . Let Γ, λ ∈ (L∞,∞F )n and ∆λ ∈ (L∞,∞F )n such that ‖∆λ‖∞,∞ ≤ 1. The
triangle inequality yields
(4.4)
‖[Dg(λ)−Dg(Γ)]∆λ‖I ≤
∥∥[E (∫ (λ − λ¯)⊤dW )− E (∫ (Γ− λ¯)⊤dW )] ∫ ∆λ⊤dW∥∥
I
+
∥∥E (∫ (λ− λ¯)⊤dW ) ∫ ∆λ · (λ− Γ)dt∥∥
I
+
∥∥[E (∫ (λ− λ¯)⊤dW )− E (∫ (Γ− λ¯)⊤dW )] ∫ ∆λ · (Γ− λ¯)dt∥∥
I
.
Up to taking q-root, the first and the third r.h.s terms can be bounded above, through repeated Cauchy-
Schwartz, by √
E
[
e4(q−1)
∫
λ¯⊤dW+2(q−1) ∫ |λ¯|2dt] 4√E [∣∣∫ ∆λ⊤dW ∣∣4q] 4√E [|ZΓ − Zλ|4q],
and √
E
[
e4(q−1)
∫
λ¯⊤dW+2(q−1) ∫ |λ¯|2dt] 4√E [∣∣∫ ∆λ · [Γ− λ¯]dt∣∣4q] 4√E [|ZΓ − Zλ|4q],
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where ZΓ := E
(∫
[Γ− λ¯]⊤dW )
T
and Zλ := E
(∫
[λ− λ¯]⊤dW )
T
. As in the proof of the local Lips-
chitzianity of g, we get that the last term in both expressions above tends to zero. Therefore, the BDG
inequality implies that the first and third terms in (4.4) tend to zero uniformly w.r.t. ∆λ satisfying that
‖∆λ‖∞,∞ ≤ 1. Finally,∥∥E (∫ (λ− λ¯)⊤dW ) ∫ ∆λ · (λ− Γ)dt∥∥
I
≤ T ‖λ− Γ‖∞,∞
∥∥E (∫ (λ− λ¯)⊤dW )∥∥
I
.
The result follows. 
Using the above fact we prove the stability (continuity) and the Hadamard differentiability of uw as
a function of the market price of risk λ. The reader is referred to the appendix for the definition of
Hadamard directionally differentiable maps. Some parts of the following proof are independent of the
choice of utility function, pointing out that we may in the future extend our approach:
Proposition 4.1. The function uw : (L∞,∞F )
n → R+ is continuous, Gaˆteaux and Hadamard directionally
differentiable. Denoting by X [λ]T the optimal final wealth associated to u
w(λ), which is unique, for all
∆λ ∈ (L∞,∞F )n the directional derivative is given by
(4.5) Duw(λ)∆λ = E
[
E (∫ [λ− λ¯]⊤dW )
T
U(X [λ]T )
{∫ T
0
∆λ⊤dW − ∫ T
0
(λ− λ¯) ·∆λdt
}]
.
Proof. We have seen in (2.11) that uw(λ) = sup
{
E [g(λ)Z] : Z ∈ L+J , J(Z) ≤ x
}
. Define LI ∋ Y 7→
F (Y ) := sup
{
E [Y Z] : Z ∈ L+J , J(Z) ≤ x
} ∈ R, so that uw = F ◦ g. Theorem 3.1 and the Banach-
Alaoglu theorem imply that the set {Z ∈ L+J : J(Z) ≤ x} is weak* compact. Thus, Lemma 5.1(ii) in the
appendix implies that F is Hadamard directionally differentiable. So Lemma 4.2 and the chain rule in
[27, Theorem 2.28] imply that uw is Hadamard directionally differentiable. Its directional derivative is
given by
Duw(λ)∆λ = E
[
Z(λ)E (∫ [λ− λ¯]⊤dW )
T
{∫ T
0
∆λ⊤dW − ∫ T
0
(λ− λ¯) ·∆λdt
}]
,
with Z(λ) = U(X [λ]T ). Using Ho¨lder’s inequality in [2, Proposition 5.9] we bound
|Duw(λ)∆λ| ≤ ‖Z(λ)‖J
∥∥∥E (∫ [λ− λ¯]⊤dW )T
{∫ T
0
∆λ⊤dW − ∫ T
0
〈λ− λ¯,∆λ〉dt
}∥∥∥
I
.
Taking k = 1 in (3.4) and using that J(Z(λ)) ≤ x, we obtain that ‖Z(λ)‖J ≤ 1 + x. The second term
in the expression above is uniformly bounded whenever ∆λ is taken in a bounded set (as in the proof in
Lemma 4.2). Thus, Duw(λ)(·) is linear and continuous and so uw is Gaˆteaux differentiable. 
We can now prove Theorem 4.1
Proof of Theorem 4.1. By (H1) we have that (σ¯σ¯⊤)−1 is essentially bounded. Thus,
(µ, σ) ∈ (L∞,∞F )d × (L∞,∞F )d×n 7→ λ(µ, σ) := σ⊤[σσ⊤]−1µ,
is Fre´chet differentiable at (µ¯, σ¯) and its directional derivative is given by
Dλ(µ, σ)(∆µ,∆σ) = σ⊤[σσ⊤]−1∆µ+∆σ⊤[σσ⊤]−1µ
−σ⊤[σσ⊤]−1 {σ∆σ⊤ +∆σσ⊤} [σσ⊤]−1µ.
The result easily follows from Porposition 4.1 and the chain rule in [27, Theorem 2.28]. 
We now lift Assumption (H2) and prove our main result Theorem 2.1:
Proof of Theorem 2.1 . We let U¯(x) = Cx1/p and V¯ its conjugate. Then for some other constant c we
have V (y) ≤ V¯ (y) = cy1/(1−p) and so zV (y/z) ≤ cy1/(1−p)zp/(p−1). Writing LI for the modular space
associated with zV (y/z) and LI¯ for the one associated with cy
1/(1−p)zp/(p−1) (as it has been described
throughout most of this section) we conclude that LI¯ ⊂ LI with continuous injection. Let i : LI¯ → LI
be the identity map, which is then linear continuous and thus Fre´chet differentiable with Di = i. In
particular G : (L∞,∞F )
n → LI given by G(λ) := E
(∫
[λ− λ¯]⊤dW )
T
is well defined, and we have G = i ◦ g
with g as before. By Lemma 4.2 we conclude that G is loc. Lipschitz and Fre´chet differentiable with the
same derivative as in (4.2). One can then argue as in Proposition 4.1 and the proof of Theorem 2.1 to
conclude. 
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Remark 4.2. Note that the proof provides the Hadamard differentiability for the natural extension of uw
to P, where P is defined as
P := {(µ, σ) ∈ (L∞,∞F )d × (L∞,∞F )d×n : σσ⊤ is a.e. invertible and ess supt,ω |[σσ⊤]−1| <∞} ,
i.e. for perturbations not necessarily satisfying the stability of the Kernels in (H1). However, this
extension of uw for perturbations not satisfying (H1) is meaningless, as we have already discussed.
We now provide a one-sided second order bound for the first order approximation error. It seems that
a full second-order expansion or better, a sensitivity analysis of the optimal wealth, is beyond what we
can reach by only looking at the primal problem. See [19] for such results via the duality method and for
strong perturbations in the negative-power utility case. For simplicity we only consider perturbations of
the market price of risk around the reference parameter λ¯.
Proposition 4.2. For any δ > 0 and |ǫ| ≤ δ we have
uw(λ¯+ ǫ∆λ)− uw(λ¯)− ǫDuw(λ¯)∆λ ≥ −C(δ)ǫ2,(4.6)
where C(δ) ≥ 0 and Duw is given by (4.5).
Proof. Denoting Z¯ the optimizer for uw(λ¯), we have by Ho¨lder’s inequality
uw(λ¯+ ǫ∆λ)− uw(λ¯)− ǫDuw(λ¯)∆λ ≥ E[Z¯{g(λ¯+ ǫ∆λ)− 1− ǫ ∫ T0 ∆λ⊤dW}]
≥ −‖Z¯‖J
∥∥g(λ¯+ ǫ∆λ) − 1− ǫ ∫ T
0
∆λ⊤dW
∥∥
I
.
Defining Yt := g(λ¯+ ǫ∆λ)t − 1− ǫ
∫ t
0 ∆λ
⊤dW , we argue as in the proof of Lemma 4.2 that
dYt =
[
Ytǫ∆λ
⊤
t + ǫ
2∆λ⊤t
∫ t
0 ∆λ
⊤
s dWs
]
dWt,
so by the SDE estimate in Lemma 4.1, we find
E[Y qT ] ≤ cekǫ
q‖∆λ‖q
∞,∞E
[∫ T
0
{
ǫ2q|∆λt|q(
∫ t
0
∆λ⊤s dWs)
q
}
dt
]
,
thus ‖YT ‖qI ≤ C˜(δ)ǫ2q and we conclude. 
To conclude this section, we show how the results in Theorem 2.1 extend to the case of non trivial
interest rate. More precisely, suppose now that the market comprises the previous d risky assets S1, . . . , Sd
and also a riskless asset S0, satisfying that dS0t = rtS
0
t dt, S
0
0 = s
0
0 ∈ R++, with r ∈ L∞,∞F . In this case
the wealth process satisfies the SDE
dXπt =
[
r(t)Xπt + π
⊤
t (µt − rt1)
]
dt+ π⊤t σtdWt, t ∈ [0, T ],
Xπ0 = x,
where 1 denotes the vector of ones in Rd. Let us fix (r¯, µ¯, σ¯) ∈ L∞,∞F × P and for any (rτ , µτ , στ ) ∈
L∞,∞F × P denote by us(rτ , µτ , στ ) the value of the strongly perturbed problem. Then, by a simple
change of variable, for a p-power utility function (p ∈ (1,∞)) we find that
us(rτ , µτ , στ ) = sup
π∈Π
EP
(
e
1
p
∫ T
0
rτt dtU(Xˆπ,τT )
)
,
where Xˆπ,τT solves
dXˆπ,τt = π
⊤
t (µ
τ
t − rτt 1)dt+ π⊤t στt dWt, t ∈ [0, T ],
Xˆπ,τ0 = x.
Assuming that σ¯ and στ satisfy (H1), we then define the weakly perturbed value function as
uw(rτ , µτ , στ ) = sup
π∈Π
EP
τ
(
e
1
p
∫ T
0
rτt dtU(XˆπT )
)
,
with XˆπT solving
dXˆπt = π
⊤
t (µ¯t − r¯t1)dt+ π⊤t σ¯tdWt, t ∈ [0, T ],
Xˆπ0 = x,
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and dPτ = E [∫ (λτr − λ¯r)dW ]T dP, with λτr := (στ )⊤[στ (στ )⊤]−1(µτ − rτ1) and λ¯r := σ¯⊤[σ¯σ¯⊤]−1(µ¯−
r¯1). Thus, arguing exactly as before we obtain the following sensitivities; for every (∆r,∆µ,∆σ) ∈
L∞,∞F × (L∞,∞F )d × (L∞,∞F )d×n such that στ := σ¯ + τ∆σ satisfies (H1) for τ > 0 small enough, we have
Dru
w(r¯, µ¯, σ¯)∆r = E
[
e
1
p
∫
T
0
rtdtU(XˆπT )
{
1
p
∫ T
0
∆rtdt−
∫ T
0
[σ¯⊤[σ¯σ¯⊤]−1∆r1]⊤dW
}]
,
Dµu
w(r¯, µ¯, σ¯)∆µ = E
[
e
1
p
∫ T
0
rtdtU(XˆπT )
∫ T
0
[σ¯⊤[σ¯σ¯⊤]−1∆µ]⊤dW
]
,
Dσu
w(r¯, µ¯, σ¯)∆σ = E
[
e
1
p
∫ T
0
rtdtU(XˆπT )
∫ T
0
[
∆σ⊤[σ¯σ¯⊤]−1(µ¯− r¯1)]⊤ dW]
−E
[
e
1
p
∫ T
0
rtdtU(XˆπT )
∫ T
0
[
σ¯⊤[σ¯σ¯⊤]−1[σ¯∆σ⊤ +∆σσ¯⊤][σ¯σ¯⊤]−1(µ¯− r¯1)]⊤ dW] .
5. A final discussion
As we have seen in Section 2.1 the sensitivities in the weak and strong formulations may differ.
Proposition 2.1 and Remark 2.2 thereafter, on the other hand, give a hint as to why this happens. We
close the article by providing an expression, which we derive heuristically, connecting the sensitivities of
the weakly and strongly perturbed problems. For simplicity, we restrict the analysis to varying market
prices of risk only (and fixed volatilities, so only the drift is being perturbed). We work in canonical
continuous-paths space.
Let us denote θǫ(ω) = ω + ǫ
∫
δλds a shift in canonical space and X∗ the optimal wealth (π∗ the
optimal portfolio) under reference parameters. Then
E [U(X∗(T ) ◦ θǫ)]− E [U(X∗(T ))] =
E
[
U
(
x+
∫ T
0
[π∗ · λ¯] ◦ θǫds+ ∫ T
0
π∗ ◦ θǫ · dW + ǫ ∫ T
0
[π∗ ◦ θǫ] · δλds)]− E [U(X∗(T ))] .
From this we conclude that, if the corresponding directional derivatives in path-space are well-defined,
d
dǫE [U(X
∗(T ) ◦ θǫ)]∣∣
ǫ=0
= E
[
U ′(X∗(T ))
{∫ T
0
D[π∗s · λ¯s](ω, δλ)ds +
∫ T
0
Dπ∗s (ω, δλ)dWs +
∫ T
0
π∗ · δλds}].
Now, by Bismut’s integration by parts formula (see e.g. [32, Chapter IV, Section 41] and the assumptions
therein), under given conditions this implies:
(5.1) E
[
U(X∗(T ))
∫ T
0
δλ⊤dW
]
=
E
[
U ′(X∗(T ))
{∫ T
0 D[π
∗
s · λ¯](ω, δλ)ds+
∫ T
0 Dπ
∗
s (ω, δλ)dWs +
∫ T
0 π
∗ · δλds}].
We can reasonably conjecture, if anything like the “envelope” or “Danskin Theorem” is to hold for it, as
well as a directional chain rule, that
Dus(λ¯)δλ = E
[
U ′(X∗(T ))
∫ T
0 π
∗ · δλdt],
in accordance to [19] for the case of negative power utility, and so the l.h.s. in (5.1) is the sensitivity asso-
ciated to weak perturbations (see (4.5), evaluated at λ¯) whereas the sensitivity for strong perturbations
is contained in the r.h.s. Thus, we obtain the sought after relationship between sensitivities:
(5.2) Duw(λ¯)δλ−Dus(λ¯)δλ = E
[
U ′(X∗(T ))
{∫ T
0
D[π∗s · λ¯s](ω, δλ)ds+
∫ T
0
Dπ∗s (ω, δλ)dW
}]
.
It seems to us that a rigorous derivation of (5.2) is an interesting, and challenging, open problem.
We now make use of (5.2) to recover the result in Proposition 2.1. Let us assume that λ¯ is deterministic
and see what this can imply. Call
Rt :=
∫ t
0
D[π∗s ](ω, δλ) · λ¯ds+
∫ t
0
Dπ∗s (ω, δλ)dWs =
∫ t
0
D[π∗s ](ω, δλ) · {λ¯ds+ dWs}.
By duality and [20, Corollary 3.3] we know that there is a scalar a (making sure that X∗(T ) satisfies the
budget constraint) such that U ′(X∗(T )) = aE (− ∫ [λ¯+ ν]dW ), for some ν ∈ K(σ¯); see Section 4. We
then see by the product formula that, upon defining dZt = −Zt[λ¯+ ν]dWt, we get:
E
[
U ′(X∗(T ))
{∫ T
0
D[π∗ · λ¯]δλds+ ∫ T
0
Dπ∗δλdW
}]
= aE[ZTRT ]
= aE
[∫ T
0
RtdZt
]
+ aE
[∫ T
0
ZtD[π
∗
t ](ω, δλ) · {λ¯dt+ dWt}
]− aE[∫ T
0
Zt[λ¯t + νt] ·D[π∗s ](ω, δλ)ds
]
.
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Under enough integrability conditions so that the Brownian integrals are martingales, we conclude
E
[
U ′(X∗(T ))
{∫
T
0
D[pi∗ · λ¯]δλds+
∫
T
0
Dpi∗δλdW
}]
= −aE
[∫
T
0
Ztνt ·D[pi
∗
s ](ω, δλ)ds
]
,
and recalling that an optimal n-dimensional π∗ corresponds to a σ¯⊤π in the original d-assets, we see that
if σ¯ is deterministic then the r.h.s. also vanishes. All in all, we obtain
(5.3) Duw(λ¯)δλ = Dus(λ¯)δλ,
which is in tandem with our Proposition 2.1, as well as [9, Lemma 9.2] and [24, Theorem 3.1] for instance.
Appendix
We provide the proof of a version of the envelope or Danskin’s theorem (see [8]), adapted to our
purposes. First, we recall the notion of Hadamard differentiability. Given two Banach spaces (X , ‖ · ‖X )
and (Z, ‖ · ‖Z) a map f : X → Z is directionally differentiable at x if for all h ∈ X the limit in Z
Df(x, h) := limτ↓0
f(x+τh)−f(x)
τ ,
exists. If in addition, for all h ∈ X the following equality in Z holds
Df(x, h) = limτ↓0, h′→h
f(x+τh′)−f(x)
τ ,
then we say that f is directionally differentiable at x in the Hadamard sense. An important property of
Hadamard differentiable functions is the chain rule. More precisely, if (V , ‖ · ‖V) is another Banach space,
g : V → X is directionally differentiable at v and f is directionally differentiable at g(v) in the Hadamard
sense, then the composition f ◦ g is directionally differentiable at v (see e.g. [4, Proposition 2.47]) and
D(f ◦ g)(v, v′) = Df(g(v), Dg(v, v′)) for all v′ ∈ V . If in addition, g is is also Hadamard directionally
differentiable at v, then f ◦ g is directionally differentiable at v in the Hadamard sense.
Now, suppose that K ⊆ X is a weakly compact set. Let us consider the problem:
supZ∈X〈d, Z〉 s.t. Z ∈ K, (APd)
where d ∈ X ∗ and 〈·, ·〉 denotes the bilinear pairing between X and X ∗. Let us define v : X ∗ → R as the
optimal value of problem (APd) and S(d) the set of optimal solutions of (APd), i.e.
v(d) := supZ∈K〈d, Z〉, S(d) := {Z ∈ K ; v(d) = 〈d, Z〉} .
Note that v is well defined, it is a Lipschitz function and S(d) 6= ∅. In fact,
(5.4) |v(d1)− v(d2)| ≤ ‖d1 − d2‖X ∗ supZ∈K ‖Z‖X .
The proof of the following result is a simple modification of the proof in [4, Theorem 4.13].
Lemma 5.1. For any d¯ ∈ X ∗, the following assertions hold true
(i) The set S(d¯) is weakly compact.
(ii) The function v is directionally differentiable in the Hadamard sense and its directional derivative is
(5.5) Dv(d¯,∆d) = supZ∈S(d¯)〈∆d, Z〉 for all ∆d ∈ X ∗.
Proof. The first assertion follows directly from the weak-continuity of 〈d¯, ·〉, which implies the weak
closedness of S(d¯). Now, in view of [4, Proposition 2.49] and (5.4) it suffices to show that v is directionally
differentiable. Let Z¯ ∈ S(d¯) be such that 〈∆d, Z¯〉 = supZ∈S(d¯)〈∆d, Z〉 and for τ > 0 set dτ := d¯+ τ∆d.
By definition
v(dτ )− v(d¯) ≥ 〈dτ − d¯, Z¯〉 = τ〈∆d, Z¯〉,
which implies that
(5.6) lim infτ→0
v(dτ )−v(d¯)
τ ≥ 〈∆d, Z¯〉 = supZ∈S(d¯)〈∆d, Z〉.
Analogously, let Zτ ∈ S(dτ ). Then
(5.7) v(d¯)− v(dτ ) ≥ −〈dτ − d¯, Zτ 〉 = −τ〈∆d, Zτ 〉.
On the other hand, using (5.4) we get that v(dτ ) → v(d¯) as τ ↓ 0, which implies, since dτ → d¯ strongly
in X ∗, that any weak limit point of Zτ belongs to S(d¯). Thus, (5.7) yields
(5.8) lim supτ→0
v(dτ )−v(d¯)
τ ≤ lim supτ→0〈∆d, Zτ 〉 ≤ supZ∈S(d¯)〈∆d, Z〉.
Therefore, (5.5) is a consequence of (5.6) and (5.8). 
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