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Abstract
Let K/Qp be a finite Galois extension and D a (ϕ,Γ)-module over the Robba-
ring B†rig,K . We give a generalization of the Bloch-Kato exponential map for D using
continuous Galois-cohomology groupsHi(GK ,W(D)) for the B-pairW(D) associated
to D. We construct a big exponential map ΩD,h (h ∈ N) for cyclotomic extensions
of K for D in the style of Perrin-Riou using the theory of Berger’s B-pairs, which
interpolates the generalized Bloch-Kato exponential maps on the finite levels.
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1 Introduction
We fix some notation. Let K be a finite extension of Qp and denote by F the biggest
subextension of K that is unramified over Qp. Let µpn denote the roots of unity in a fixed
2010 Mathematical Subject Classification: 11F80 (primary), 11F85, 11S25 (secondary). Keywords:
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algebraic closure K of K and set Kn = K(µpn) and K∞ =
⋃
nKn. As usual GK denotes
the absolute Galois group of K, and we setHK = Gal(K/K∞) and ΓK = GK/HK . Perrin-
Riou considers a distribution algebra H(ΓK) that contains the usual Iwasawa algebra
Λ(ΓK).
Recall that by the theory of Fontaine one may then associate to any p-adic represen-
tation of V of GK finite dimensional F -vector spaces
Dcris(V ) ⊂ Dst(V ) ⊂ DdR(V ),
via the Qp-algebras Bcris,Bst,BdR, where the first two come equipped with an action of a
Frobenius ϕ and a nilpotent monodromy operator N , and the third one is equipped with
a filtration.
Bloch and Kato constructed the exponential map exp : DdR(V ) −→ H
1(K,V ), which
is nothing but a transition morphism arising from a long exact sequence of continuous
Galois cohomology. They showed that there exists a deep connection between this map
and the special values of the complex L-function attached to V .
Perrin-Riou set out to adapt this construction to the theory of p-adic L-functions.
Explicitly, for K/Qp unramified and V crystalline (i.e. dimF Dcris(V ) = dimQp V ) she
constructed a map ΩV (j),h that fits into the following diagram
H(ΓK)⊗Qp Dcris(V (j))
ΩV (j),h//
Ξn,j

H(ΓK)⊗Λ H
1
Iw(K,V (j))/V (j)
GQp,n
prn

Kn ⊗Dst(V (j))
(h−1)! expKnn,V (j) // H1(Kn, V (j))
(1)
for h≫ 0, j ≫ 0 and all n, where Ξn,j and prn are certain canonical projections and H
1
Iw
denotes Iwasawa cohomology with respect to the tower (Kn)n. The point here is that ΩV,h
interpolates infinitely many Bloch-Kato exponential maps on the finite levels.
In [28], Perrin-Riou extended her construction to semi-stable representations over un-
ramified extensions. She gave a definition of a free H(ΓK)-module D∞,g(V ) and a map
ΩV,h : D∞,g(V ) −→ H(ΓQp)⊗Λ H
1
Iw(K,V )/V
GK∞
that has a similar interpolation property as (1) for j ≫ 0 and n≫ 0.
It was Berger who gave an explicit description of a “big exponential map” for crystalline
representations using these modules not only on the finite level, but on the whole of
H(ΓK)⊗Dcris(V ) and H
1
Iw(K,V ). His fundamental insight is a comparison isomorphism
depending on the construction of another ring B†rig,K resp. B
†
log,K .
Berger considered in the crystalline case the element ∇h−1◦. . .◦∇0, where∇i ∈ H(ΓK)
is Perrin-Riou’s differential operator, and showed that one obtains a map
∇h−1 ◦ . . . ◦ ∇0 : (ϕ− 1)(B
†
rig,K ⊗Dcris(V (j)))
ψ=1 −→(ϕ− 1)D†rig(V (j))
ψ=1
= H(ΓQp)⊗Λ H
1
Iw(K,V (j))/V (j)
GK∞
that actually coincides with Perrin-Riou’s ΩV (j),h (see [4], Theorem II.13).
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Since one has an embedding of the category of p-adic representations into the category
of all (ϕ,Γ)-modules over B†rig,K via the functorD
†
rig( ), one might be inclined to generalize
the framework of exponential maps to this setting. Similarly as in the e´tale case, one may
define finite-dimensional vector spaces Dcris(D), Dst(D) and DdR(D), generalized Bloch-
Kato exponential maps
exp : DdR(D)→ H
1(K,D),
and develop the notion of a (ϕ,Γ)-module being crystalline, semi-stable or de Rham. We
define a H(ΓK)-module D∞,g(D) and show that there exists a map for h≫ 0
ΩD,h := ∇h−1 ◦ . . . ◦ ∇0 : D∞,g(D) −→ (ϕ− 1)D
ψ=1.
The main result of the third section is then the following interpolation property (see
Theorem 3.41 for the precise statement):
Theorem. Let D be a de Rham (ϕ,ΓK)-module over B
†
rig,K , g ∈ D∞,g(D) and G a
“complete solution” (cf. Definition 3.32) for g in L and let h≫ 0. Then for k ≥ 1−h and
n≫ 1 one has
h1Kn,D(k)(∇h−1 ◦ . . . ◦ ∇0(g)⊗ ek)
= p−n(Kn)(−1)h+k−1(h+ 1− k)!
1
[Ln : Kn]
CorLn/Kn expKn,D(k)(Ξn,k(G)).
If one is interested in the construction of p-adic L-functions, one needs to construct a
certain “inverse” of the map Ωh. This construction depends on the so-called reciprocity
law for (ϕ,Γ)-modules, which we will return to in a future paper, using the results of this
article.
We remark that during this work learned of the results of K. Nakamura [23], who
gave a description of a “big exponential map” for (ϕ,Γ)-modules. We briefly outline how
our constructions differ from [23]. Firstly, we show the existence of a fundamental exact
sequence
0 −→ X0(D˜) −→ D˜log[1/t] −→ X −→ X
1(D˜) −→ 0
of continuous GK -modules associated to any (ϕ,Γ)-module D, generalizing the Bloch-
Kato fundamental exact sequence (cf. p. 19 for the definition of X). Taking continuous
Galois-cohomology one obtains, in a completely analoguous fashion to the e´tale case, a
generalized Bloch-Kato exponential map as the transition map for cohomology, which is
automatically functorial by construction.
Secondly, we introduce certain finitely generated H(Γ)-submodules D∞,∗(D) of the
free B(Γ)-module NdR(D)
ψ=0 such that X arises in a natural way after projecting to
some finite level Kn and looking at the Bloch-Kato exponential map on this level. Using
these two different ingredients we are able to show the main theorem above.
Some important facts about these modules are:
• the D∞,∗(D) are invariant under Tate-twists (as opposed to (1 − ϕ)NdR(D)
ψ=1),
and
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• the D∞,∗(D) remove the ambiguity in the statements [23], Theorem 3.10 (1) and [4],
Theorem II.16 about the existence of an element y such that (1− ϕ)(y) = x.
These points and further examples suggest that, in order to study reciprocity laws and
the connection of exponential maps with p-adic L-functions, one should look at these
modules instead of (1 − ϕ)NdR(D)
ψ=1. We also refer to the introduction of [27] in the
e´tale unramified case for some further motivation.
Acknowledgements. This article is based on a part of my thesis, and I would like to
thank my advisor Otmar Venjakob for his encouragement, patience and advice.
2 Rings and Modules
2.1 General notations
The general strategy of Fontaine is to study p-adic representations by certain admissibility
conditions. Recall that if V is a finite dimensional Qp-vectorspace endowed with a con-
tinuous action of a topological group G and if B is a topological Qp-algebra which also
carries an action of G, then Fontaine considers the BG-modules DB(V ) = (B ⊗Qp V )
G.
It inherits actions from B and V . One says that V is B-admissible if B ⊗Qp V
∼= Bd as
G-modules.
Let k be a perfect field of characteristic p. We denote byW (k) the ring of Witt-vectors
for k and set F = Quot(W (k)). Let K/F be a totally ramified extension of F . Fix an
algebraic closure F of F and denote by Cp = F̂ the p-adic completion of this closure. Let
GK = Gal(K/K) be the group of automorphisms of K which fix K. By continuity these
are also the K-linear automorphisms of Cp. Let OCp be the ring of integers of Cp and mCp
its maximal ideal. We have OCp/mCp = k.
We denote by µpn the group of roots of unity of p
n-order in Cp and set Kn = K(µpn).
Further we pose K∞ =
⋃
nKn. We fix once and for all a compatible set of primitive p-th
roots of unity {ζpn}n≥0 such that ζ1 = 1, ζp 6= 1, ζ
p
pn+1
= ζpn . One has the cyclotomic
character χ : GK → Z
×
p which is defined by the formula g(ζpn) = ζ
χ(g)
pn for n ≥ 1 and
g ∈ GK .We set HK = ker(χ) and ΓK = GK/HK , which is the Galois group of K∞/K. We
know that this can also be identified via the cyclotomic character with an open subgroup
of Z×p .
If K/Qp is a finite extension denote by F = K0 the maximal unramified extension of
Qp in K. Further denote by K
′
0 the biggest unramified subextension of K0 in K∞.
By a p-adic representation we mean a finite dimensional Qp-vectorspace endowed with
a continuous and linear action of GK . A Zp-representation is a free Zp-module of finite
rank equipped with a linear and continuous action of GK . It is known that if V is a p-adic
representation then there exists a Zp-lattice T in V that is stable under the action of GK .
If C•(−) denotes complex of R-modules for some commutative ring (for example,
C•(GK ,M)) R we denote as usual RΓ(−) the complex which we regard as an object in
the derived category of R-modules.
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2.2 Rings in p-adic Hodge theory
We first recall certain rings constructed by Fontaine, see for instance [16]. Let
E˜ = lim
←−
x 7→xp
Cp = {(x
(0), x(1), . . .)| x(i) ∈ Cp, (x
(i+1))p = x(i) ∀i}.
Similarly, let
E˜+ = lim
←−
x 7→xp
OCp = {(x
(0), x(1), . . .)| x(i) ∈ OCp , (x
(i+1))p = x(i) ∀i}
∼= {(xn)n∈N| xn ∈ OCp/pOCp , x
p
n+1 = xn ∀n}.
This is the set of elements of E˜ such that x(0) ∈ OCp . One can define multiplication and
addition on these sets. Also, one knows that E˜ is the fraction field of E˜+.
With the choices of the primitive pn-th roots of unity one defines the elements ε =
(1, ζp, . . .) ∈ E˜
+ and π = ε−1 ∈ E˜+. One has the usual commuting actions of a Frobenius
ϕ and the Galois group GQp on E˜, which restrict to actions of E˜
+. For K/Qp finite we set
E+K = {(xn) ∈ E˜
+| xn ∈ OKn/pOKn ∀n ≥ n(K)},
where n(K) is some constant depending on K which arises in the fields of norm theory
of Fontaine-Wintenberger (cf. [15]). We put EK = E
+
K [1/π]. One can show that that
EF = κ((π)) and one defines E as the seperable closure of EF in E˜. Let E
+ = E∩ E˜+ and
mE = E ∩mE˜. One can show that EK = E
HK and one knows that Gal(E/EK) ∼= HK .
Let W be the Witt functor. We set
A˜+ =W (E˜+), A˜ =W (E˜) =W (Frac(E˜+)), B˜+ = A˜+[1/p].
We write elements x ∈ B˜+ as x =
∑∞
k≫−∞ p
k[xk] where xk ∈ E˜
+ and [xk] is its Teichmu¨ller
representative. The commuting actions of ϕ and GQp on E˜
+ extend to an action of B˜+
(and A˜, B˜, . . .).
We have a ring homomorphism
θ : B˜+ −→ Cp,
∞∑
k≫−∞
pk[xk] 7−→
∞∑
k≫−∞
pkx
(0)
k .
We set π = [π] = [ε]− 1, πn = [ε
p−n ]− 1, ω = π/π1 and q = ϕ(ω) = ϕ(π)/π. Then ker(θ)
is a principal ideal generated by ω.
The ring B+dR is defined by completing B˜
+ with the ker(θ)-adic topology, i.e., B+dR =
lim
←−n≥0
B˜+/(ker(θ)n). This gives a complete discrete valuation ring with maximal ideal
ker(θ). One can show that log([ε]) converges in B+dR, and we denote this element by t. It
is a generator of the maximal ideal, hence we can form the field BdR = B
+
dR[1/t]. This
field is equipped with an action of GQp and a canonical filtration defined by Fil
i(BdR) =
tiB+dR, i ∈ Z.
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We say that a p-adic representation V of GK is de Rham if it is BdR-admissible. We
put
DdR(V ) = (BdR ⊗Qp V )
GK , FiliDdR(V ) = (Fil
iBdR ⊗Qp V )
GK .
From Fontaine’s theory it is known thatDdR(V ) is finite dimensional K-vectorspace which
we endow with the above (exhaustive, seperated and decreasing) filtration.
We say that a p-adic representation V is Hodge-Tate with Hodge-Tate weights
h1, . . . , hd if one has a decomposition Cp⊗Qp V
∼=
⊕d
i=1 Cp(hi). We say that V is positive
if its Hodge-Tate weights are negative. It is known that every de Rham representation
is Hodge-Tate and that the Hodge-Tate weights are those integers h such that there is a
jump in the filtration at −h, i.e. Fil−hDdR(V ) 6= Fil
−h+1DdR(V ). With this convention
the representation Qp(1) is of weight 1.
Let
AQp =
̂Z[[π]][1/π] =
{∑
k∈Z
akπ
k
∣∣∣∣ ak ∈ Zp, limk→−∞ vp(ak) = +∞
}
→֒ A˜,
and set BQp = AQp [1/p]. Then BQp is a field, complete for the p-adic valuation with ring
of integers AQp and residue field EQp . Let B be the p-adic completion of the maximal
unramified extension of BQp in B˜. We define A = B ∩ A˜, A
+ = A ∩ A˜+. These rings
still have the commuting action of ϕ and GQp . We put AK = A
HK and BK = AK [1/p].
By Hensel’s Lemma there exists a unique lift πK ∈ AK such that the reduction mod p is
equal to πK , viewed as an element in A˜.
Colmez has defined the ring
B+max = {
∑
n≥0
an
ωn
pn
| an ∈ B˜
+, an → 0 for n→∞}
which is ”very close” to B+cris. We set Bmax = B
+
max[1/t] . There is a canonical injection of
Bmax into BdR and it is therefore equipped with a canonical filtration. There are actions
of ϕ and GQp on Bmax, which extend the actions on A˜
+ → A˜+. Let
B˜+rig =
∞⋂
n=0
ϕn(B+max)
and B˜rig = B˜
+
rig[1/t]. We remark that one has B˜rig =
⋂∞
n=0 ϕ
n(Bcris) and hence in
particular B˜ϕ=1rig = B
ϕ=1
max = B
ϕ=1
cris . We say that a representation is crystalline if it is
Bmax-admissible, which is the same as asking that it be B˜
+
rig[1/t]-admissible. We put
Dcris(V ) = (Bmax ⊗Qp V )
GK = (B˜+rig[1/t]⊗Qp V )
GK .
This is aK0-vectorspace of dimension d, equipped with a filtration induced by BdR and an
action of Frobenius induced byBmax. If V is crystalline we haveDdR(V ) = K⊗K0Dcris(V )
which shows that a crystalline representation is also de Rham.
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Following Berger the series log(π(0)) + log(π/π(0)), after a choice of log p, converges in
B+dR, and we denote the limit by log[π]. This element is transcendent over Frac(B
+
max),
and we set Bst = Bmax[log[π]] and B˜
+
log = B˜
+
rig[log[π]]. We say that a representation is
semistable if it isBst-admissible, which is the same as asking it being B˜
+
log[1/t]-admissible.
Similarly, as in the crystalline case we put
Dst(V ) = (Bst ⊗Qp V )
GK = (B˜+log[1/t] ⊗Qp V )
GK .
Again this is a K0-vectorspace of dimension d, equipped with a filtration and an action
of Frobenius induced by Bst. As before we have in this case DdR(V ) = K ⊗K0 Dst(V ).
Additionally one can define the monodromy operator N = −d/d log[π] on Bst which
induces a nilpotent endomorphism on Dst(V ) and satisfies the relation Nϕ = pϕN . We
also make use of the finite dimensional K0-vectorrspace D
+
st(V ) = (B˜
+
log ⊗Qp V )
GK .
Recall that elements x ∈ B˜ may be written in the form x =
∑
k≫−∞ p
k[xk] with
xk ∈ E˜. For r > 0 we set
B˜†,r =
{
x ∈ B˜
∣∣∣∣ limk→+∞ vE(xk) + prp− 1k = +∞
}
.
We note that x as above converges in BdR if and only if
∑
k≫−∞ p
kx
(0)
k converges in Cp.
For n ≥ 0 we set once and for all rn = (p − 1)p
n−1. Colmez and Cherbonnier showed
that for n big enough such that rn ≥ r there is an injection
ιn = ϕ
−n : B˜†,r −→ B+dR,
∑
k≫−∞
pk[xk] 7−→
∑
k≫−∞
pk[xp
−n
k ].
We put B˜†,n = B˜†,rn . Let B†,r = B∩ B˜†,r, B˜† =
⋃
r≥0 B˜
†,r, B† =
⋃
r≥0B
†,r. Let A˜†,r be
the elements of B˜†,r ∩ A˜ such that vE(x) +
pr
p−1k ≥ 0 for all k ≥ 0. Let A
†,r = A˜†,r ∩A,
A† = A˜† ∩A, A˜† = B˜† ∩ A˜. Let B†,rK = (B
†,r)HK , A†,rK = (A
†,r)HK , B˜†,rK = (B˜
†,r)HK ,
A˜
†,r
K = (A˜
†,r)HK .
Proposition 2.1. If L/K be a finite extension then B†L is a finite field extension of B
†
K
of degree [L∞ : K∞] = [HK : HL], and if L/K is Galois, then the same holds for B
†
L/B
†
K ,
which then has galois group Gal(L∞/K∞).
Proof. See [10], Proposition II.4.1.
If A is a ring which is complete for the p-adic topology and X,Y are indeterminantes
we let
A{X,Y } = lim
←−
n
A[X,Y ]/pnA[X,Y ],
that is, A{X,Y } is the p-adic completion of A[X,Y ]. Every element of A{X,Y } can
be written as
∑
i,j≥0 aijX
iY j where aij is a sequence in A tending to 0 in the p-adic
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topology. We let r, s ∈ N[1/p] ∪ {+∞} such that r ≤ s. By definition one has (in Fr(B˜))
p/[π]+∞ = 1/[π] and [π]+∞/p = 0. Let
A˜[r;s] = A˜
+{
p
[π]r
,
[π]s
p
}
= A˜+{X,Y }/([π]rX − p, pY − [π]s,XY − [π]s−r),
B˜[r;s] = A˜[r;s][1/p].
If I is any interval of R ∪ {+∞} we let B˜I =
⋂
[r;s]⊂I B˜[r;s]. It is clear that if I ⊂ J are
two closed intervals then B˜J ⊂ B˜I . One has a p-adic valuation VI on B˜I defined by the
condition VI(x) = 0 if and only if x ∈ A˜I \ pA˜I and such that the image of VI is Z. With
this valuation B˜I becomes a p-adic Banach space.
The action of GF on A˜
+ extends to A˜+[p/[π]r, [π]s/p] and by continunity further
extends to A˜I and B˜I . The Frobenius ϕ extends to a morphism
ϕ : A˜+[
p
[π]r
,
[π]s
p
] −→ A˜+[
p
[π]pr
,
[π]ps
p
]
and finally to a map ϕ : A˜I → A˜pI for every I.
Berger defines B˜†,rrig = B˜[r,+∞[, B˜
†
rig =
⋃
r≥0 B˜
†,r
rig. B˜
†,r
rig is endowed with the Fre´chet
topology defined by the family of valuations VI for closed subsets I ⊂ [r,+∞[, and sub-
sequently B˜†rig is an LF-space. One can define A˜
†,r
rig as the ring of integers of B˜
†,r
rig with
respect to the valuation V[r;r]. We put A˜
†
rig =
⋃
r≥0 A˜
†,r
rig. One defines B
†
rig,K to be the
LF-space arising from the completion of the B†,rK with respect to the Fre´chet topology
induced by the VI . Further, let B
†
rig = B
†
rig,F ⊗B†F
B†.
Lemma 2.2. a) B†rig,K = B
†
rig,F ⊗B†F
B
†
K .
b) B†rig = B
†
rig,K ⊗B†K
B†.
c) (B†rig)
HK = B†rig,K .
Proof. See [3], section 3.4.
Berger has shown the existence of unique map log : A˜+ → B˜†rig[X] such that log([x]) =
log[x], log(p) = 0 and log(xy) = log(x) + log(y). Hence one defines log π := log(π) and
sets B˜†log = B˜
†
rig[log π], B
†
log = B
†
rig[log π] and B
†
log,K = B
†
rig,K [log π]. One defines a
monodromy operator N on B˜†log by extending N log π := −p/(p− 1) in the usual way.
2.3 (ϕ,ΓK)-modules over B
†
rig,K
We describe how to extend certain results of [3] to (in general non-e´tale) (ϕ,ΓK)-modules,
cf. also [6].
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We make use of the following notation: Suppose R is a commutative ring equipped
with an endomorphism f : R → R, and M is a R-module. We may then consider the
R-module R⊗f,RM , where R is considered as an R-module via r · s := f(r)s (r, s ∈ R).
a) A (ϕ,ΓK)-module D over B
†
rig,K is a free, finitely generated B
†
rig,K-module with a
semi-linear continuous map ϕD (i.e. ϕD(λx) = ϕ(λ)ϕD(x) for λ ∈ B
†
rig,K , x ∈ D)
and a continuous action of ΓK which commutes with ϕD, such that the map
ϕ∗ : B†rig,K ⊗ϕ,B†
rig,K
D −→ D, a⊗ x 7−→ aϕ(x)
is an isomorphism of B†rig,K-modules.
b) (ϕ,ΓK)-module D over B
†
rig,K is e´tale (or of slope 0) if there exists p-adic repre-
sentation V such that D = D†rig,K(V ).
For example, for a p-adic representation V we set D†rig,K(V ) := (B
†
rig,K ⊗Qp V )
HK .
Furthermore, let us define D†log,K(V ) := (B
†
log ⊗Qp V )
HK and D+rig,K := (B
+
rig ⊗Qp V )
HK .
Then D†rig,K(V ) is a (ϕ,Γ)-module over B
†
rig,K .
Let D be a (ϕ,ΓK)-module over B
†
rig,K . ϕD will henceforth simply be denoted by ϕ.
For the ring B†rig,K we have a decomposition B
†
rig,K =
⊕p−1
i=0 (1 + π)
iϕ(B†rig,K) so that one
may define an operator ψ on B†rig,K by sending
∑p−1
i=0 (1 + π)
iϕ(xi) to x0, that extends
a similarly defined operator ψ on B†K . More generally, if D is a (ϕ,ΓK)-module over
B
†
rig,K we have thanks to condition a) in the definition of (ϕ,Γ)-modules that there exists
a unique operator ψ on D that is defined by the same formula and that and commutes
with the action of ΓK .
Proposition 2.3. If 0 → D′ → D → D′′ → 0 is an exact sequence of (ϕ,ΓK)-modules
over B†rig,K then 0→ D
′ψ=0 → Dψ=0 → D′′ψ=0 → 0 is an exact sequence of ΓK-modules.
Proof. For the proof of the right-exactness one just uses the fact that if x ∈ Dψ=0 then
(uniquely) x =
∑p−1
i=1 (1 + π)
iϕ(xi) with xi ∈ D. The compatibility with the action of ΓK
is clear since it commutes with ψ.
If L/K is a finite extension, we denote the restriction D|L by
D|L := B
†
rig,L ⊗B†
rig,K
D,
with actions of ϕ and ΓL defined diagonally. Hence, D|L is a (ϕ,ΓL)-module over B
†
rig,L.
The dual D∗ of a (ϕ,ΓK)-module D over B
†
rig,K is defined by
D∗ := Hom
B
†
rig,K
(D,B†rig,K),
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where for f ∈ D∗ the actions of ΓK and ϕ are defined via
γ(f)(x) := γ(f(γ−1x)), γ ∈ ΓK , x ∈ D, ϕ(f)(x) :=
∑
aiϕ(f(xi)), x =
∑
aiϕ(xi) ∈ D.
If D1,D2 are two (ϕ,ΓK)-modules over B
†
rig,K then the tensor product of D1 and
D2 is defined by
D1 ⊗D2 := D1 ⊗B†
rig,K
D2,
where ϕ and ΓK act diagonally. Note that this does not imply that ψ acts diagonally.
Let D be a (ϕ,ΓK)-module over B
†
rig,K of rank d. By [6], Theorem I.3.3 there exists
an n(D) and a unique finite free B
†,rn(D)
rig,K -module D
(n(D)) ⊂ D of rank d with
a) B†rig,K ⊗
B
†,rn(D)
rig,K
D(n(D)) = D,
b) Let D(n) = B†,rnrig,K ⊗
B
†,rn(D)
rig,K
D(n(D)) for each n ≥ n(D). Then ϕ(D(n)) ⊂ D(n+1) and
the map
B
†,rn+1
rig,K ⊗ϕ,B†,rnrig,K
D(n) → D(n+1), a⊗ x 7→ aϕ(x),
is an isomorphism.
2.4 B˜
†
rig-modules and B-pairs
Let us collect some facts about ϕ-modules over B˜†rig.
Definition 2.4. Let h ≥ 1 and a ∈ Z. The elementary ϕ-module Ma,h is the ϕ-module
over B˜†rig with basis e0, . . . , eh−1 and ϕ(e0) = e1, . . . , ϕ(eh−2) = eh−1, ϕ(eh−1) = p
ae0.
Proposition 2.5. If M is a ϕ-module over B˜†rig then there exist integers ai, hi such that
M ∼=
⊕
iMai,hi.
Proof. See [19], Theorem 4.5.7.
Definition 2.6. Let M be a ϕ-module over B˜†rig. If M =Ma,h is elementary one defines
the slope of M as µ(M) = a/h and one says that M is pure of this slope. In general if
M ≡
⊕
Mai,hi one define µ(M) =
∑
µ(Mai,hi), so that µ is compatible with short exact
sequences.
Let D now be a (ϕ,Γ)-module over B†rig,K . One sets Be := (B˜
†
rig[1/t])
ϕ=1. From [5],
Proposition 2.2.6, we know that
a) We(D) := (B˜
†
rig[1/t] ⊗B†
rig,K
D)ϕ=1 is a free Be-module of rank d which inherits an
action of GK ,
b) W+dR(D) := B
+
dR⊗ιn,B†,rnrig,K
D(n) does not depend on n≫ 0 and is a free B+dR-module
of rank d which inherits an action of GK .
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With this in mind, Berger defined:
Definition 2.7. A tuple W = (We,W
+
dR), where We is a free Be-module of finite rank
equipped with an semi-linear action of GK and W
+
dR is a B
+
dR-lattice in BdR ⊗Be We that
is stable under the action of GK , is called a B-pair.
From [5], Proposition 2.2.6 it follows that the tuple W(D) = (We(D),W
+
dR(D)) ac-
tually is a B-pair. Furthermore, Berger proved:
Theorem 2.8. The functor D 7→W(D) gives rise to an equivalence of categories between
the category of (ϕ,ΓK)-modules over B
†
rig,K and the category of B-pairs.
One knows (cf. [6], section 2.2.) how to construct a functor D˜ from the category
of B-pairs to the category of (ϕ,GK)-modules over B˜
†
rig such that there exists a unique
(ϕ,ΓK)-module D(W ) over B
†
rig,K with B˜
†
rig ⊗B†rig,K
D(W ) = D˜(W ). Hence, one has,
similarly as in the preceding theorem:
Theorem 2.9. The functor D 7→ D˜ := B˜†rig ⊗B†rig,K
D gives rise to an equivalence of cat-
egories between the category of (ϕ,ΓK)-modules over B
†
rig,K and the category of (ϕ,GK )-
modules over B†rig.
We shall also abbreviate D˜log = B˜
†
log ⊗B†
rig,K
D and WdR(D) := BdR ⊗ιnB†,rnrig,K
D(n),
which is independent of the choice of n for n≫ 0.
It is known that the canonical map
B˜
†,rn
rig ⊗Be We(D)→ B˜
†,rn
rig ⊗B†,rnrig,K
D(n),
induced by a⊗x 7→ ax, is an isomorphism of GK -modules for every n ≥ n(D). One defines
the following map of GK -modules:
β :We(D) →֒ BdR ⊗Be We(D)
∼= BdR ⊗ιn,B†,rnrig,K
(B˜†,rnrig ⊗Be We(D))
∼=WdR(D). (2)
We use the same symbol for the map β :We(D)→ BdR/B
+
dR⊗BeWe(D). SetW
+
e (D) =
(B˜†rig ⊗B†
rig,K
D)ϕ=1. We(D).
Let nowW be a B-pair and set X0(W ) =We∩W
+
dR ⊂WdR and X
1(W ) =WdR/(We+
W+dR), which are nothing but the kernel and cokernel respectively of the natural map
We →WdR/W
+
dR. Hence, one has ([7], Theorem 3.1):
Theorem 2.10. If W is a B-pair and D˜ = D˜(W ), there are natural identifications
a) X0(W ) ∼=W+e (D) and X
1(W ) ∼= D˜/(1− ϕ),
b) X0(W ) = 0 if and only if all slopes of D˜ are > 0; X1(W ) = 0 if and only if all slopes
of D˜ are ≤ 0.
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We recall the following definition, introduced by Fontaine (see [14]):
Definition 2.11. An almost Cp-representation is a p-adic Banach space X equipped
with a linear and continuous action of GK such that there exists a d ≥ 0 and two (finite-
dimensional) p-adic representations V1 ⊂ X, V2 ⊂ C
d
p such that X/V1
∼= Cdp/V2.
Berger has shown that X0(W ) and X1(W ) are almost Cp-representations, cf. [7].
2.5 Cohomology of (ϕ,ΓK)-modules
Liu (cf. [22]) has worked out reasonable definitions for cohomology of (in general non-e´tale)
(ϕ,ΓK)-modules over BK ,B
†
K and B
†
rig,K .
Let D be a (ϕ,ΓK)-module over one of these rings and let ∆K be a torsion subgroup
of ΓK . ΓK is an open subgroup of Z
×
p and ∆K is a finite group of order dividing p − 1
(or 2 if p = 2). Define the idempotent operator p∆K by p∆K = (1/|∆K |)
∑
δ∈∆K
δ, so that
p∆K is the projection from D to D
′ := D∆K . If Γ′K := ΓK/∆K is procyclic with generator
γK define the exact sequence
C•ϕ,γK (D) : 0
// D′
d1 // D′ ⊕D′
d2 // D′ // 0 (3)
with
d1(x) = ((ϕ− 1)x, (γK − 1)x), d2(x, y) = (γK − 1)x− (ϕ− 1)y.
Define for i ∈ Z
H i(K,D) := H i(C•ϕ,γK (D)),
which is, up to canonical isomorphism, independent of the choice of γK (cf. [22], section
2), so that we shall now fix a choice of ∆K and γK .
For applications in Iwasawa-theory one also considers the following complex:
C•ψ,γK (D) : 0
// D′
d1 // D′ ⊕D′
d2 // D′ // 0 (4)
with
d1(x) = ((ψ − 1)x, (γK − 1)x), d2(x, y) = (γK − 1)x− (ψ − 1)y.
IfD1 andD2 are two (ϕ,ΓK)-modules over B
†
rig,K one may, following Herr ([17]), define
the following cup products (we always mean classes where appropriate):
H0(K,D1)×H
0(K,D2) −→ H
0(K,D1 ⊗D2), (x, y) 7→ (x⊗ y),
H0(K,D1)×H
1(K,D2) −→ H
1(K,D1 ⊗D2), (x, (y, z)) 7→ (x⊗ y, x⊗ z),
H0(K,D1)×H
2(K,D2) −→ H
2(K,D1 ⊗D2), (x, y) 7→ (x⊗ y),
H1(K,D1)×H
1(K,D2) −→ H
2(K,D1 ⊗D2), ((x, y), (w, v)) 7→ y ⊗ γK(w)− x⊗ ϕ(v).
(5)
We note that some authors swap the maps of the sequence C•ϕ,γK (D) so that of course
one has to adjust the definition of the cup-product. We adhere to the conventions made
in [17].
Liu’s result is then ([22], Theorem 0.1 and Theorem 0.2):
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Theorem 2.12. Let D be a (ϕ,ΓK)-module over B
†
rig,K .
a) If D = D†rig(V ) is e´tale one has canonical functorial isomorphisms H
i(K,D†rig(V ))
∼=
H i(GK , V ) for all i ∈ Z that are compatible with cup-products.
b) H i(K,D) is a finite dimensional Qp-vectorspace and vanishes for i 6= 0, 1, 2.
c) For i = 0, 1, 2 the pairing
H i(K,D)×H2−i(K,D∗(1)) −→ H2(K,D ⊗D∗(1)) = H2(K,B†rig,K(1))
= H2(K,Qp(1)) ∼= Qp
where D ⊗D∗(1)→ B†rig,K(1) is the map x⊗ f 7→ f(x), is perfect.
Recall that D|L = B
†
rig,L ⊗B†
rig,K
D. Let m = [∆K : ∆L] and n be such that γ
pn
K = γL.
Define τL/K =
∑pn−1
i=0 γ
i
K and σL/K =
∑
g∈ΓK/ΓL
g. We define the restriction maps Res :
H i(K,D) → H i(L,D|L) via the map induced by the following map on complexes (where
∗′ means the invariants with respect to the “right” ∆):
0 // D′
id

d1 // D′ ⊕D′
id⊕(m·τL/K )

d2 // D′ //
id

0
0 // D|′L
d1 // D|′L ⊕D|
′
L
d2 // D|′L
// 0
Similarly, we define the corestriction map Cor : H i(K,D) → H i(L,D|L) via the map
induced by the following map on complexes:
0 // D|′L
σL/K

d1 // D|′L ⊕D|
′
L
σL/K⊕id

d2 // D|′L
//
id

0
0 // D′
d1 // D′ ⊕D′
d2 // D′ // 0
Proposition 2.13. The map Cor ◦ Res on H i(K,D) is nothing but multiplication by
[L : K].
Proof. It is clear that on H0(K,D) = Dϕ=1,γK=1 (thus γK acts trivially) the map Cor◦Res
is just the trace map and equal to multiplication by [L : K]. Since the H i(K,D) are
cohomological δ-functors (see [21], Theorem 8.1) we get the claim.
2.6 (ϕ,N,Gal(L/K))-modules associated to (ϕ,ΓK)-modules
We begin with a series of definitions (see [3], section 5, and [6]).
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Definition 2.14. Let D be (ϕ,ΓK)-module and n ≥ n(D). Set
D+dif,n(D) := Kn[[t]]⊗ιn,B†,rnrig,K
D(n), Ddif,n(D) := Kn((t)) ⊗ιn,B†,rnrig,K
D(n)
and, via the transition maps D+dif,n(D) →֒ D
+
dif,n+1, f(t)⊗x 7→ f(t)⊗ϕ(x) (and similarly
for Ddif,n(D) →֒ Ddif,n+1)
D+dif(D) := lim−→
n
D+dif,n(D), Ddif(D) := lim−→
n
Ddif,n(D).
Note that D+dif(D) (resp. Ddif(D)) is a free K∞[[t]] :=
⋃∞
n=1Kn[[t]]- (resp. K∞((t)) =
K∞[[t]][1/t]-)module of rank d with a semi-linear action of ΓK . One defines a ΓK-
equivariant injection
ιn : D
(n) →֒ D+dif,n(D), x 7→ 1⊗ x.
Definition 2.15. Let D be a (ϕ,ΓK)-module. Set
DKcris(D) := (B
†
rig,K [1/t] ⊗B†
rig,K
D)ΓK ,
DKst (D) := (B
†
log,K [1/t]⊗B†
rig,K
D)ΓK ,
DKdR(D) := (Ddif(D))
ΓK ,
and
FiliDKdR(D) := D
K
dR(D) ∩ t
iD+dif(D) ⊂ Ddif(D), i ∈ Z.
The filtration FiliDKdR(D) is decreasing, separated and exhaustive. We also setD
K,+
dR (D) :=
Fil0(DKdR(D)) = D
+
dif(D)
ΓK .
One has canonical maps which we will denote by α∗ for ∗ ∈ {cris, st,dR}, induced by
a⊗ d 7→ ad:
B
†
rig,K [1/t] ⊗D
K
cris(D)→ D[1/t]
B
†
log,K[1/t] ⊗D
K
st (D)→ B
†
log,K [1/t]⊗D,
K∞((t))⊗D
K
dR(D)→ Ddif(D).
Proposition 2.16. All maps α∗ above are injective. Hence, one always has inequalities
dimK0 D
K
cris(D) ≤ dimK0 D
K
st (D) ≤ dimKD
K
dR(D) ≤ rankB†
rig,K
D,
and equalities dimDK∗ (D) = rankB†rig,K
D for ∗ ∈ {cris, st,dR} if and only if the corre-
sponding α is an isomorphism.
Proof. Standard proof.
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Definition 2.17. The Hodge-Tate weights of a (ϕ,ΓK)-module are those integers h
such that Fil−hDKdR(D) 6= Fil
−h+1DKdR(D). We say that D is positive if h ≤ 0 for all
weights h, and that D is negative if h ≥ 0 for all weights h.
Proposition 2.18. Let D be a de Rham (ϕ,ΓK)-module over B
†
rig,K . If D is positive then
D
K,+
dR (D) = D
K
dR(D). More generally, let h ≥ 0 be such that Fil
−hDKdR(D) = D
K
dR(D).
Then thDKdR(D) = D
K,+
dR (D(−h)) (in Ddif(D)).
Proof. The first part is obvious from the definitions and can be shown the same way as in
the e´tale case. The second follows similarly from Lemma 2.19.
One can define the Tate-twist for a (ϕ,ΓK)-module D: if k ∈ Z, then D(k) is the
(ϕ,ΓK)-module with D as B
†
rig,K-module, but with
ϕ|D(k) = ϕ|D, γx = χ
k(γ)γx, x ∈ D.
Analoguously one define a Tate-twist for a filtered (ϕ,N)-module D over K0. If k ∈ Z,
thenD[k] is the filtered (ϕ,N)-module withD asK0-vectorspace and filtration Fil
r(D[k])K =
Filr−kDK and
N |D[k] = N |D, ϕ|D[k] = p
kϕ|D.
Lemma 2.19. One has DKst (D(k)) = D
K
st (D)[−k].
Proof. One has D(k) = D ⊗Zp Zp(k), and if ek is a generator of Zp(k), the isomorphism
(B†log,K [1/t] ⊗B†
rig,K
D)ΓK [−k]→ (B†log,K [1/t] ⊗B†
rig,K
D(k))ΓK
is given by
d =
∑
an ⊗ dn 7→
∑
ane−k ⊗ (dn ⊗ ek) = (e−k ⊗ ek)d.
Definition 2.20. A (ϕ,ΓK)-module D is defined to be crystalline (resp. semi-stable,
resp. de Rham) if dimK0 D
K
cris(D) = rankB†
rig,K
D (resp. dimK0 D
K
st (D) = rankB†
rig,K
D,
resp. dimK D
K
dR(D) = rankB†
rig,K
D).
Similarly, we define D to be potentially crystalline (resp. potentially semi-
stable) if there exists a finite extension L/K such thatD|L is cristalline (resp. semistable).
Definition 2.21. Let D be a de Rham (ϕ,ΓK)-module of rank d. If n ≥ n(D), set
N
(n)
dR (D) := {x ∈ D
(n)[1/t]| ιm(x) ∈ Km[[t]]⊗K D
K
dR(D) for any m ≥ n}
and NdR(D) = lim−→n
N
(n)
dR (D).
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Definition 2.22. a) For a torsion free element γK of ΓK Perrin-Riou’s differential
operator ∇ is defined as
∇ = −
log(γ)
logp(χ(γK))
= −
1
logp(χ(γK))
∑
n≥1
(1− γK)
n
n
∈ H(ΓK).
b) The operator ∂ (on B†rig,K [1/t]) is defined as ∂ := 1/t · ∇.
We remark that ∇ is independent of the choice of γ, which may be checked with the
series properties of log. The module NdR(D) is denoted by D in [8], Theorem III.2.3.
This theorem also implies:
Theorem 2.23. Let D be a de Rham (ϕ,ΓK)-module of rank d. Then NdR(D) is a
(ϕ,ΓK)-module of rank d with the following properties:
a) NdR(D)[1/t] = D[1/t],
b) ∇0(NdR(D)) ⊂ tNdR(D).
The following proposition is analoguous to [3], Theorem 3.6.
Proposition 2.24. Let D be a semistable (ϕ,ΓK)-module. Then one has
(B˜†rig ⊗B†rig,K
D)GK = DΓK ,
(B˜†rig[1/t]⊗B†rig,K
D)GK = (B†rig,K [1/t] ⊗B†rig,K
D)ΓK ,
(B˜†log[1/t]⊗B†rig,K
D)GK = (B†log,K [1/t]⊗B†rig,K
D)ΓK .
Proof. We only treat the first case, as the proof of the others is similar.
One has (B˜†rig ⊗B†rig,K
D)GK ⊂ (B˜†rig ⊗B†rig,K
D)HK = B˜†rig,K ⊗B†rig,K
D since HK acts
trivially on D (it is a free B†rig,K-module). Let {ei}1≤i≤d be a B
†
rig,K-basis of D and
{di}1≤i≤r be a K0-basis for (B˜
†
rig ⊗B†rig,K
D)GK and M ∈ Mr×d(B˜
†
rig,K) defined by the
relation (di) = M(ei). M has rang r (that is, the image of a basis of D under M form a
free B†rig,K-module of rank r) and satisfies γK(M)G =M (since the elements di are fixed
under γK), where G ∈ GLd(B
†
rig,K) is the matrix of γK with respect to the basis {ei}.
The operator Rm of Colmez/Berger (cf. loc.cit., §2.6) give γK(Rm(M))G − Rm(M) = 0
for every m ∈ N. Further Rm(M)
m→∞
−→ M and N = ϕm(Rm(M)) ∈ B
†
rig,K since Rm
is a section of ϕ−m(B†,p
kr
rig,K) ⊂ B˜
†,r
rig,K . Hence, γ(N)ϕ
m(G) = N and since the actions
of ϕ and ΓK commute on D one has ϕ(G)P = γK(P )G, where P ∈ Md(B
†
rig,K) is the
matrix of ϕ with respect to the basis {ei}. If one sets Q = ϕ
m−1(P ) . . . ϕ(P )P then
ϕm(G)Q = γK(Q)G and hence γK(NQ)G = NQ, so that NQ determines r elements in
D that are fixed under ΓK . But since for m big enough the matrix M has rank r and P
has full rank, since it is an injection and B†rig,K · ϕ(D) = D, one sees that these elements
give a rank r-submodule of D. Hence, the K0-vectorspace generated by these elements is
also of dimension r, whence the claim.
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Before stating the next result we recall the notion of a p-adic differential equation. If
D is any (ϕ,ΓK)-module over B
†
rig,K it is known that the same definition as for ∇ gives
rise to differential operator ∇D : D → D that commutes with the action of ϕ and ΓK
such that ∇D(λx) = ∇(λ)x + λ∇D(x) (see [6], Proposition III.1.1). With this one may
also consider the operator ∂D = 1/t · ∇D on D[1/t]. A p-adic differential equation is
a (ϕ,ΓK)-module D over B
†
rig,K that is stable under the operator ∂D.
If there is no confusion we will drop the index D of the operators ∇D and ∂D.
Theorem 2.25. LetM be a p-adic differential equation equipped with a Frobenius. Then
there exists a finite extension L/K such that the natural map
B
†
log,L ⊗L′0 (B
†
log,L ⊗B†rig,K
D)∂=0 → B†log,L ⊗B†rig,K
D.
is an isomorphism.
Proof. [1].
Recall that a ∇-crystal over B†rig,K is a free B
†
rig,K-module equipped with an action
of a Frobenius and a connection (also denoted by ∇), compatible with ∇ on B†rig,K , that
commutes with the Frobenius. A ∇-crystal over B†rig,K is called unipotent if it admits
a filtration of sub-crystals such that each successive quotient has a basis consisting of
elements in the kernel of ∇. More generally, a ∇-crystal M is called quasi-unipotent if
there exists a finite extension L/K such that B†rig,L ⊗B†
rig,K
M (which is a ∇-crystal over
B
†
rig,L in a natural way) is unipotent.
We note the following result, which is known by the experts and may be proved as in
the e´tale case ([3], Proposition 5.6):
Proposition 2.26. Every de Rham (ϕ,ΓK)-module is potentially semi-stable.
Proof. One defines the (faithful, exact, ...) functor D 7→ NdR(D) from the category of
de Rham (ϕ,ΓK)-modules into the category of p-adic differential equations equipped with
a Frobenius. Since by Andre´’s theorem 2.25 one knows that any such equation is quasi-
unipotent, it suffices to show that D is potentially semistable if and only if NdR(D) is
quasi-unipotent.
Now D is potentially semistable if and only if there exists a finite extension L/K such
that
dimL0(B
†
log,L[1/t] ⊗B†
rig,K
D)ΓL = rank
B
†
rig,K
D =: d.
This gives via [3], Proposition 5.5 a unipotent ∇-subcrystal of D|L[1/t], which is nothing
else but NdR(D|L) ∼= B
†
rig,L ⊗B†
rig,K
NdR(D).
Conversely if D|L′ [1/t] contains a unipotent ∇-subcrystal of rank d for some finite
extension L′/K then the again by loc.cit. there exist elements e0, . . . , ed−1 which generate
an L′0-vectorspace of dimension d on which log(γ) acts trivially. Hence, there exists a
finite extension L/L′ such that ΓL acts trivially on this basis, so that we obtain a basis of
(B†log,L[1/t]⊗B†
rig,K
D)ΓL of the right dimension, i.e. D is potentially semistable.
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We briefly review the slope theory of ϕ-modules over B†rig,K or B
†
K .
Definition 2.27. Let M is a ϕ-module over one of these rings. If M is of rank 1 and
v a generator, then ϕ(v) = λv for some λ ∈ (B†rig,K)
× = (B†K)
× (cf. [19]; see also [20],
Hypothesis 1.4.1. resp. Example 1.4.2). We define the degree deg(M) of M to be w(λ),
where w is the p-adic valuation of BK . If M is of rank n then
∧nM has rank 1. We
define the slope µ(M) of M as µ(M) = deg(M)/rkM .
We remark that the definition of the degree (hence the slope) is independent of the
choice of the generator. Under the equivalence of Theorem 2.9 we have the following
correspondence of the slope theory: IfD is a (ϕ,ΓK)-module over B
†
rig,K , one may consider
the ϕ-module D˜ over B˜†rig. Then the two definitions of the slope for D coincide. Hence,
we have the notion of a (ϕ,ΓK)-module that is pure of some slope. The fundamental
theorem is the following result by Kedlaya:
Theorem 2.28. (Slope filtration theorem) Let M be a ϕ-module over B†rig,K . Then
there exists a unique filtration 0 =M0 ⊂M1 ⊂ . . . ⊂Ml =M by saturated ϕ-submodules
whose successive quotients are pure with µ(M1/M0) < . . . < µ(Ml−1/Ml). If M is a
(ϕ,ΓK)-module all Mi are (ϕ,ΓK)-submodules.
Proof. See [20].
3 Exponential maps
3.1 Bloch-Kato exponential maps for (ϕ,ΓK)-modules
In this section we define short exact sequences associated to (ϕ,ΓK)-modules, generalizing
the “classical” Bloch-Kato sequence (see [9]) which one may use to study cohomological
questions relating to p-adic representations (i.e. the slope zero case). One interesting
phenomenon that occurs in this more general setting is that, in order to get the general
versions of the exponential maps, it is necessary to distinguish between the slope ≤ 0-case
and the slope > 0-case.
We are interested in the long exact sequences for continuous Galois-cohomology in-
duced by these sequences. Let us briefly recall the machinery. Let M be continuous
GK -module and define the continuous imhomogeneous cochains in the usual way (q ≥ 0):
Cqcont(GK ,M) := C
q
cont(K,M) := {x : G
n −→M | x continuous}
with differential δq : Cqcont(K,M)→ C
q+1
cont(K,M) defined by
δq(x)(g1, . . . , gq+1) = g1x(g2, . . . , gq+1) + (−1)
q+1x(g1, . . . , gq)
+
q∑
i=1
(−1)ix(g1, . . . , gi−1, gigi+1, gi+2, . . . , gq+1).
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By convention C−i(GK ,M) = 0 for i > 1. The continuous cochain complex is then defined
via
C•cont(K,M) :=
[
C0cont(K,M)
δ0
−→ C1cont(K,M)
δ1
−→ . . .
]
,
and one defines continuous cohomology via
Hqcont(K,M) := H
q(C•cont(K,M)).
Lemma 3.1. If 0→ M ′ −→ M
f
−→ M ′′ −→ 0 is an exact sequence of GK -modules such
that f admits a continuous (but not necessarily GK -equivariant) splitting, then continuous
cohomology induces a long exact sequence
. . .→ H icont(K,M
′)→ H icont(K,M)→ H
i
cont(K,M
′′)→ H i+1cont(K,M
′)→ . . .
Proof. This is standard, see for example [30], §2.
If there is no possibility of confusion we will drop the subscript “cont”. The splitting
property in our setting will be granted by the following
Proposition 3.2. If f : B1 −→ B2 be a linear continuous surjective map of p-adic Banach
spaces, there exists a continuous splitting s : B2 −→ B1 of f , i.e. f ◦ s = idB2 .
Proof. See [12], Proposition I.1.5, (iii).
We define the following set X, which will be used in the next few statements:
X := {(x, y, z) ∈ D˜log[1/t] ⊕ D˜log[1/t] ⊕We(D)/W
+
dR(D)| N(y) = (pϕ− 1)(x)}.
Lemma 3.3. Let D be a (ϕ,Γ)-module over B†rig,K . We assume D is pure of slope
µ(D) ≤ 0. Then one has the following exact sequences of GK -modules (cf. (2) for the
definition of β):
0 −→W+e (D)
f
−→We(D)
g
−→WdR(D)/W
+
dR(D) −→ 0
x 7−→ β(x)
0 −→W+e (D)
f
−→ D˜[1/t]
g
−→ D˜[1/t]⊕WdR(D)/W
+
dR(D) −→ 0
x 7−→ ((ϕ− 1)(x), β(x))
0 −→W+e (D)
f
−→ D˜log[1/t]
g
−→ X −→ 0
x 7−→ (N(x), (ϕ − 1)(x), β(x))
Additionally, each g above admits a continuous (not necessarily GK -equivariant) splitting.
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Proof. The exactness of the first sequence is tautological, see Theorem 2.10. For the second
recall that for a ϕ-module M over B˜†rig the map ϕ − 1 : M [1/t] → M [1/t] is surjective.
This implies the exactness of the second sequence. For the exactness of the last sequence
first observe that the map g is well-defined. Recall that N : D˜log → D˜log is extended
linearly from the operator N on B˜†log, so that
N(
∑
i≥0
di log
i π) = −
∑
i≥1
i · di log
i−1 π (6)
for
∑
i≥0 di log
i π ∈ D˜log. The exactness at D˜log[1/t] is clear since from (6) one has
(D˜log[1/t])
N=0 = D˜[1/t], so we only have to check the exactness at X. The surjectiv-
ity of N : B˜†log[1/t]→ B˜
†
log[1/t], which again follows from (6), implies that it is enough to
check that if (0, y, z) ∈ X then there exists x′ ∈ D˜[1/t] such that g(x′) = (0, y, z), which
is nothing but exactness of the second sequence.
The splitting property follows from Proposition 3.2 for the first sequence. For the
remaining ones one has to observe that continuous surjections 1−ϕ and N on D˜[1/t] have
continuous sections, which follows for example from the proof of Proposition 2.1.5 of [19]
for the first map, and is obvious for the monodromy operator.
Lemma 3.4. Let D be a (ϕ,Γ)-module over B†rig,K . We assume D is pure of slope
µ(D) > 0. Then one has the following exact sequences of GK -modules (cf. (2) for the
definition of β):
0 −→We(D)
f
−→WdR(D)/W
+
dR(D)
g
−→WdR(D)/(We(D) +W
+
dR(D)) −→ 0
x 7−→ x
0 −→ D˜[1/t]
f
−→ D˜[1/t]⊕WdR(D)/W
+
dR(D)
g
−→WdR(D)/(We(D) +W
+
dR(D)) −→ 0
f : x 7−→ ((1− ϕ)(x), x)
g : (x, y) 7−→ y
0 −→ D˜log[1/t]
f
−→ X
g
−→WdR(D)/(We(D) +W
+
dR(D)) −→ 0
f : x 7−→ (N(x), (ϕ − 1)(x), x)
g : (x, y, z) 7−→ z
Additionally, each g above admits a continuous (not necessarily GK -equivariant) splitting.
Proof. The exactness of the first sequence is again tautological by Theorem 2.10. The rest
of the proof follows analoguously to the previous proposition.
Putting everything together, we also see:
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Corollary 3.5. Let D be a (ϕ,ΓK)-module over B
†
rig,K . Then one has the following exact
sequence of GK -modules:
0 −→ X0(D˜)
i
−→D˜log[1/t]
f
−→ X
p
−→ X1(D˜) −→ 0
i : x 7−→ x
f : x 7−→ (N(x), (ϕ − 1)(x), x)
p : (x, y, z) 7−→ z
Following Nakamura, we now define for a B-pair W = (We,W
+
dR) the following com-
plex:
C•(GK ,W ) := cone(C
•(GK ,We) −→ C
•(GK ,WdR/W
+
dR)),
which is induced by the canonical inclusion We
i
−→ WdR. That is, we have
Ci(GK ,W ) = C
i(GK ,We)⊕ C
i−1(GK ,WdR/W
+
dR)
with differentials
δiC : C
i(GK ,W ) ∋ (a, b) 7→ (δ
i
Ci(GK ,We)
(a), i(a) − δi−1
Ci(GK ,We)
(b))
More generally, one may define the following complexes:
C•(GK ,W
′) := cone(C•(GK , D˜[1/t])
(1−ϕ,i)// C•(GK , D˜[1/t] ⊕WdR/W
+
dR)),
C•(GK ,W
′′) := cone(C•(GK , D˜log[1/t])
(N,1−ϕ,i)// C•(GK ,X)),
We recall:
Lemma 3.6. Let 0 → A
f
→ B
g
→ C → 0 be a short exact sequence of continuous GK -
modules such that g admits a continuous, but not necessarely GK-equivariant, splitting.
We write (by abuse of notation)
cone(g) := cone(C•(GK , B)
g∗
−→ C•(GK , C))
cone(f) := cone(C•(GK , A)
f∗
−→ C•(GK , B)).
a) The natural map of complexes
C•(GK , A) :

C0(GK , A)
f

// C1(GK , A) //
(f,0)

. . .
cone(g) : C0(GK , B) // C
1(GK , B)⊕ C
0(GK , C) // . . .
is a quasi-isomorphism that is compatible with the long exact sequence, i.e. the
following diagram is commutative:
. . . // H i(GK , A) //

H i(GK , B) // H
i(GK , C)
δ // H i+1(GK , A) //

. . .
. . . // H i(cone(g)) // H i(GK , B) // H
i(GK , C)
δ // H i+1(cone(g)) // . . .
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b) The natural map of complexes
C•(GK , C)[−1] : 0 = C
−1(GK , C) // C
0(GK , C) // . . .
cone(f) :
OO
C0(GK , A) //
0
OO
C1(GK , A)⊕ C
0(GK , B)
(0,g)
OO
// . . .
is a quasi-isomorphism that is compatible with the long exact sequence, i.e. the
following diagram is commutative:
. . . // H i(GK , A) // H
i(GK , B) // H
i(GK , C)
δ // H i+1(GK , A) // . . .
. . . // H i(GK , A) // H
i(GK , B)
δ // H i+1(cone(f))
OO
δ // H i+1(GK , A) // . . .
Proof. This is left as an exercise, see for example [31], 1.5.8.
Lemma 3.7. We have canonical quasi-isomorphisms
C•(GK ,W ) ∼= C
•(GK ,W
′) ∼= C•(GK ,W
′′).
Proof. Let W = W(D). Observe that the inclusions We(D) ⊂ D˜[1/t] ⊂ D˜log[1/t] and
WdR(D) induce canonical maps on these complexes. If W =W(D) with D pure of some
slope the statement then follows from Lemmas 3.3, 3.4 and 3.6.
For general D we are by Kedlaya’s slope filtration theorem reduced to the case of an
exact sequence 0→ D1 → D → D2 → 0 such that the statement is true for D1,D2, hence
the claim follows by considering the long exact sequences associated to this.
With this statement and the properties of the cone we obtain a long exact sequence of
cohomology groups:
. . .→ H i(GK ,W )→ H
i(GK , D˜log[1/t])→ H
i(GK ,X)
δ
→ H i+1(GK ,W )→ . . .
With these exact sequences in mind we suggest the following
Definition 3.8. Let D be a (ϕ,ΓK)-module over B
†
rig,K . The transition map
expK,D : H
0(K,X) → H1(K,W(D))
from the exact sequence above is called generalized Bloch-Kato exponential map
for D.
Remark 3.9. Let D be an e´tale (ϕ,ΓK)-module, so that D = D
†
rig,K(V ) for some p-adic
representation V of ΓK . Then since the slope of D is equal to zero, the first exact sequence
in Lemma 3.3 computes to
0 −→ V → Be ⊗Qp V −→ BdR/B
+
dR ⊗Qp V −→ 0
This is nothing but the usual Bloch-Kato short exact sequence associated to the p-adic
representation V .
22
Recall that if D is any (ϕ,ΓK)-module over B
†
rig,K the map ϕ− 1 : D˜[1/t]→ D˜[1/t] is
surjective. If x ∈ D˜ we write (ϕ− 1)−1(x) for a choice of an element y ∈ D˜[1/t] such that
(ϕ− 1)(y) = x. We want to consider the following maps:
α : D˜ −→We(D), x 7→
{
x, ϕ(x) = x,
0, otherwise.
β : D˜ −→WdR(D)/W
+
dR(D), x 7→ ιn((ϕ− 1)
−1(x)),
where the second map is well-defined due to the discussion in [7], Remark 3.4. α and β
are continuous and fit into the following commutative diagram of GK-modules:
0 // D˜ϕ=1 // D˜
ϕ−1 //
α

D˜ //
β

D˜/(ϕ− 1)D˜ // 0
0 // X0(D˜) //We(D) //WdR(D)/W
+
dR(D)
// X1(D˜) // 0,
where we use the identifications for X0 and X1 from Theorem 2.10.
Proposition 3.10. One has a quasi-isomorphism
cone(C•(GK , D˜)
ϕ−1
−→ C•(GK , D˜)) ∼= C
•(GK ,W(D))
that is functorial in D.
Proof. We denote by A• the complex on the left hand side of the statement. One checks
that the commutativity of the preceeding diagram and the cohomological version of [31],
Exercise 1.5.9 show that one has a commutative diagram
. . . // Hn(GK , D˜
ϕ=1) // Hn(A•) //

Hn−1(GK ,
D˜
(ϕ−1)D˜
) // Hn+1(GK , D˜
ϕ=1) // . . .
. . . // Hn(GK ,X
0(D˜)) // Hn(GK ,W(D)) // H
n−1(GK ,X
1(D˜)) // Hn+1(GK ,X
0(D˜)) // . . .
which gives the proof.
Recall the following property of continuous cohomology: If f : M• → N• is map of
complexes of continuous G-modules for some profinite group G one has an identification
of complexes
C•cont(G, cone(M
• f→ N•)) = cone
(
C•cont(G,M
•)
f∗
→ C•cont(G,N
•)
)
(7)
(cf. the discussion in [24], 3.4.1.3, 3.4.1.4; it holds in this general setting).
We recall that in the derived category of B†rig,K-modules, the complex C
•
ϕ,γ is also
represented by
RΓ(K,D) = RΓcont(ΓK , cone
[
D
ϕ−1
−→ D
]
) ∼= cone
[
RΓcont(ΓK ,D)
ϕ−1
−→ RΓcont(ΓK ,D)
]
,
cf. [29], section 3.3, where the last identification is due to (7).
The following is then a generalization of Proposition 2.24:
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Proposition 3.11. One has an isomorphism
RΓ(K,D) ∼= RΓ(K, B˜
†
rig,K ⊗B†
rig,K
D)
that is functorial in D.
Proof. The proof is similar to [29], Proposition 3.8. It suffices to show that that the
natural map
RΓcont(ΓK ,D) −→ RΓcont(ΓK , B˜
†
rig,K ⊗B†
rig,K
D)
is an isomorphism, since applying cone
[
•
ϕ−1
−→ •
]
induces the morphism in the statement
again due to (7). We apply the techniques of [2], Appendix I and use the notation there,
as follows: Let Λ˜ := B˜†,rrig, G = GK , H = HK so that d = 0. Further, H
′ = H, Λ
(i)
m,H′ =
ϕ−m(B†,p
mr
rig,K ) (since i = 0 is the only possible choice) and the maps τ
(i)
m,H′ correspond to
the maps Rm : B˜
†,r
rig,K → ϕ
−m(B†,p
mr
rig,K ) (cf. [3], Proposition 2.32). As in [2], section 7.6, the
maps Rm induce maps (by the usual process of taking the direct limit over all sufficiently
big r) Rm : B˜
†
rig,K ⊗B†rig,K
D → B˜†rig,K ⊗B†rig,K
D for m ≥ 0, and as in loc.cit. one obtains
a decomposition of ΓK-modules
B˜
†
rig,K ⊗B†
rig,K
D ∼= (1−Rm)(B˜
†
rig,K ⊗B†
rig,K
D)⊕ (B˜†rig,K ⊗B†
rig,K
D)Rm=1.
By construction of the map Rm it is clear that (B˜
†
rig,K ⊗B†rig,K
D)R0=1 = D. Furthermore,
as in the proof of loc.cit., Proposition 7.7, one may infer that γK − 1 acts invertibly on
(1 − R0)(B˜
†
rig,K ⊗B†rig,K
D), so that RΓcont(ΓK , (1 − R0)(B˜
†
rig,K ⊗B†rig,K
D)) = 0, which
gives the claim.
Putting everything together, we see:
Corollary 3.12. One has an isomorphism
RΓ(K,D) ∼= RΓ(GK ,W(D)).
that is functorial in D.
Proof. We observe that the natural map
B˜
†
rig,K
∼= RΓcont(HK , B˜
†
rig) (8)
is a quasi-isomorphism. This, together with the preceeding isomorphisms implies
RΓ(K,D) ∼= RΓcont(ΓK , cone(D
ϕ−1
−→ D))
= RΓcont(ΓK , cone(B˜
†
rig,K ⊗D
ϕ−1
−→ B˜†rig,K ⊗D))
= RΓcont(ΓK , RΓcont(HK , cone(D˜
ϕ−1
−→ D˜)))
(∗)
= RΓcont(GK , cone(D˜
ϕ−1
−→ D˜))
= RΓ(GK ,W(D)).
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where (∗) holds since the natural map H i(GK/HK , D˜
HK ) → H i(GK , D˜) is an isomor-
phism, since again Hn(HK , D˜) = 0 for n > 0 due to (8): for i = 1 this follows from
the five term exact sequence in low degree, which extends in this case for continuous
cohomology similarly as in e.g. [25], §6, to higher degrees by induction.
Corollary 3.13. H i(GK ,W(D)) = 0 for i 6= 0, 1, 2 and H
i(GK ,W(D)) is a finite-
dimensional Qp-vectorspace.
Proof. This follows from the preceeding Corollary and [21], Theorem 8.1.
We wish to give a more explicit description of the isomorphisms on cohomology which
we will need in the characterizing property of the big exponential map, where actually
only the map for the H1’s will be important for us. Hence, we may only sketch certain
steps for the higher cohomology groups (that is, H2).
We briefly describe how one may interpret, in the slope ≤ 0-case, the cohomology
group H1(GK ,W
+
e (D)) as extensions of Qp by W
+
e (D). So let c ∈ H
1(GK ,W
+
e (D)) and
consider the exact sequence of GK -modules
0 −→W+e (D) −→ Ec −→ Qp −→ 0
where Ec = Qp ⊕W
+
e (D) as Qp-vectorspace and GK acts on Ec via
σ(a,m) = (a, σm+ acσ).
Since c is a 1-cocycle one has
σ(τ(a, x)) = σ(a, τx + acτ ) = (a, στx+ aσcτ + cσ) = στ(a, x),
so that one has a well-defined map Z1(K,D)→ Ext(Qp,W
+
e (D)). Ec is trivial if and only
if there exists an element 1 ∈ Ec such that g1 = 1 for all g, i.e.
1 = (1, x), g1− 1 = (0, gx − x+ cg) = 0,
so that cg = (1− g)x is a coboundary, which implies that the above map factors through
B1(K,D). The fact that this map is an isomorphism can be checked as in the p-adic
representation case.
Proposition 3.14. Suppose we are in the situation of Lemma 3.3. Then the complex
C•ϕ,γK (K,D) (functorially) computes the cohomology of C
•
cont(GK ,X
0(D)).
Proof. We may assume that ΓK is pro-cyclic with generator γK . First we have
H0(K,D) = DΓK ,ϕ=1 = D˜GK ,ϕ=1 = X0(D)GK = H0(GK ,X
0(D)).
thanks to Proposition 2.24.
For H1 we apply the construction of Cherbonnier/Colmez ([11]). To wit, let (x, y) ∈
H1(K,D) and pick b ∈ D˜ such that (ϕ− 1)b = x. Then
h1K,D((x, y)) = log
0
p(χ(γ)) ·
(
σ 7−→
σ − 1
γK − 1
y − (σ − 1)b
)
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defines a 1-cocycle with values in D˜ but one easily checks that (ϕ− 1)h1K,D((x, y)) = 0 so
that we actually have a cocycle in H1(GK ,X
0(D)). Injectivity and surjectivity now follow
in the same way as in loc.cit. if one uses the description of extensions of Qp by X
0(D)
given above, so that we obtain the isomorphism in the H1-case.
For H2 one can show that since X0(D) is an almost Cp-representation that one has a
Hochschild-Serre spectral sequence H i(ΓK ,H
j(HK ,X
0(D)))⇒ H i+j(GK ,X
0(D)) associ-
ated to the exact sequence 1→ HK → GK → ΓK → 1. Since the cohomology on the left
vanishes for j or i greater or equal to 2 one has with the fact that H3(GK ,X
0(D)) = 0
H2(GK ,X
0(D)) ∼= H1(ΓK ,H
1(HK ,X
0(D))).
Now the exact sequence 0 → X0(D) → D˜
ϕ−1
→ D˜ → 0 of GK -modules gives rise to a
sequence
. . . −→ D˜HK
ϕ−1
−→ D˜HK −→ H1(HK ,X
0(D)) −→ 0,
since H1(HK , D˜) = H
1(HK , B˜
†
rig ⊗D)
∼= H1(HK , B˜
†
rig)
d = 0. Hence, by Iwasawa theory
H2(GK ,X
0(D)) ∼= D˜HK/(ϕ − 1, γK − 1).
Looking at the quasi-isomorphisms in Corollary 3.12 one sees that using Lemma 3.6, since
we are in the X1(D) = 0-case, the map H2(K,D) → H2(GK ,X
0(D)) is given by the
canonical inclusion of finite-dimensional Qp-vectorspaces
H2(K,D) = D/(ϕ− 1, γK − 1) ⊂ D˜
HK/(ϕ− 1, γK − 1) = H
2(GK ,X
0(D)),
that are of the same dimension. This gives the description of the map for H2.
Lemma 3.15. Let D be a (ϕ,ΓK)-module over B
†
rig,K and assume that ΓK is pro-cyclic
with generator γK . Then one has an exact sequence
0 −→ D
ϕ=1
(γK−1)
f
−→ H1(K,D)
g
−→
(
D
ϕ−1
)ΓK
−→ 0
y 7−→ (0, y)
(x, y) 7−→ x
Proof. Recall that by definition
H1(K,D) = {(x, y) ∈ D ⊕D| (γK − 1)x = (ϕ− 1)y}/{((ϕ − 1)z, (γK − 1)z)| z ∈ D},
so that the first map is well-defined an injective. One checks that the map g is well-defined
and if x ∈ D/(ϕ − 1) such that (γK − 1)x ∈ (ϕ − 1)D then there exists an y ∈ D such
that (x, y) ∈ H1(K,D) and g(x, y) = x. Obviously g ◦ f = 0. Let g(x, y) = 0 so that
x = (ϕ − 1)z for some z ∈ D, so that (x, y) ∼ (0, y − (γK − 1)z) in H
1(K,D). Hence,
(x, y) is in the image of f .
We remark that this sequence is nothing but the short exact sequence associated to
the inflation-restriction sequence if D is e´tale, i.e.,
0 −→ H1(ΓK , V
HK ) −→ H1(GK , V ) −→ H
1(HK , V
ΓK ) −→ 0,
see for example [13], section 5.2.
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Proposition 3.16. Suppose we are in the situation of Lemma 3.4. Then the complex
C•ϕ,γK (K,D) computes the cohomology of C
•
D := C
•
cont(GK ,X
1(D))[1]
Proof. We may assume that ΓK is procyclic with generator γK . Since the slope of D is
> 0 one has X0(D) = 0, so that Dϕ=1 = 0 since Dϕ=1 ⊂ D˜ϕ=1 = 0, so that H0(K,D) = 0.
The same holds tautologically for H0(C•D).
For the case of the H1’s observe that since X0(D) = 0 Lemma 3.15 implies that
the canonical map H1(K,D) → (D/(ϕ − 1))ΓK ), (x, y) 7→ x, is an isomorphism. From
Theorem 2.10 we also know that X1(D) = D˜/(ϕ − 1). Hence, from Corollary 3.12 and
Lemma 3.6 we have that the map
H0(GK ,X
1(D)) =
(
D˜
ϕ− 1
)GK
=
(
D
ϕ− 1
)ΓK
∼= H1(K,D).
gives the identification.
For H2 one has similarly as in the slope ≤ 0-case a Hochschild-Serre spectral sequence
H i(ΓK , H
j(HK ,X
1(D))) ⇒ H i+j(GK ,X
1(D)). From the exact sequence in low degree
terms one then has
0→ H1(ΓK ,H
0(HK , D˜/(ϕ− 1))→ H
1(GK , D˜/(ϕ − 1))→ H
0(ΓK ,H
1(HK , D˜/(ϕ− 1)).
From the sequence 0 −→ D˜
ϕ−1
−→ D˜ → X1(D) −→ 0 one infers the vanishing of H1(HK ,
X1(D)) since H1(HK , D˜) = H
2(HK , TD) = H
2(HK , B˜
†
rig)
d = 0. Hence, we see
H1(GK ,X
1(D)) = H1(ΓK ,H
0(HK , D˜/(ϕ− 1)) = D˜
HK/(ϕ − 1, γK − 1).
so that again by Corollary 3.12 and Lemma 3.6 the canonical inclusion of finite-dimensional
Qp-vectorspaces
H2(K,D) = D/(ϕ− 1, γK − 1) ⊂ D˜
HK/(ϕ− 1, γK − 1) = H
1(GK ,X
1(D)),
gives the description of the map for H2.
Finally we describe how one may piece together the isomorphisms H i(K,D)
h1
−→
H i(K,W(D)) in the general case (where we only make the case H1 explicit, which is
all we need for the application to Perrin-Riou’s exponential map): If (x, y) ∈ H1(K,D)
write x = (ϕ− 1)(b′) + s(b′′), where s : D˜/(ϕ − 1)D˜ → D˜ is a continuous splitting of the
natural projection (which exists thanks to Proposition 3.2), b′ ∈ D˜ and b′′ ∈ D˜/(ϕ− 1)D˜.
Putting the two constructions together, we may consider the tuple
h1(x, y)) :=
(
log0p(χ(γ)) ·
(
σ 7−→ σ−1γK−1y − (σ − 1)b
′
)
, (0, 0, ϕ−n((ϕ− 1)−1(s(b′′)))
)
∈ C1(GK , D˜log)⊕ C
0(GK ,X),
(9)
and one sees that actually hi((x, y)) ∈ H1(K,W(D)), which gives the description of the
isomorphism in the general case by the properties of the mapping cone.
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We will briefly describe, similarly as in the slope≤ 0-case before, how one may interpret
the cohomology group H1(GK ,We(D)) as extensions of Be byWe(D) (note however that
we do not make any assumptions about the slopes of D). So let c ∈ H1(GK ,We(D)) and
consider the exact sequence of GK -modules
0 −→We(D) −→ Ec −→ Be −→ 0,
where Ec = Be ⊕We(D) as a Be-module with GK -action σ(a, x) = (σa, σx + σa · cσ).
One has
σ(τ(a, x)) = σ(τa, τx+ τa · cτ ) = (στa, στx+ στa · σcτ + στa · cσ) = στ(a, x),
so that one has a well-defined map Z1(K,We(D)) → Ext(Qp,W
+
e (D)). Ec is trivial if
and only if there exists an element 1 ∈ Ec such that g1 = 1 for all g, i.e.
1 = (1, x), g1− 1 = (0, gx − x+ cg) = 0,
so that cg = (1− g)x is a coboundary, which implies that the above map factors through
B1(K,We(D)). The fact that this map is an isomorphism can be checked as before.
Proposition 3.17. Let D be a (ϕ,ΓK)-module over B
†
rig,K . Then the complex C
•
ϕ,γK (K,
D[1/t]) computes the cohomology of C•cont(GK ,We(D)).
Proof. The proof is similar to the ones before; in fact, one may reduce to the case of
Corollary 3.5 by taking direct limits (see also [23], Theorem 4.5). We are interested in the
explicit description of the maps. From Proposition 2.24 again we have:
H0(K,D[1/t]) = D[1/t]ϕ=1,ΓK = D˜[1/t]ϕ=1,GK = H0(GK ,We(D)).
ForH1 we apply the same construction as in Proposition 3.14. So let (x, y) ∈ H1(K,D[1/t])
and pick b ∈ D˜[1/t] such that (ϕ− 1)b = x. Then
h1K,D((x, y)) = log
0
p(χ(γ)) ·
(
σ 7−→
σ − 1
γK − 1
y − (σ − 1)b
)
defines a 1-cocycle with values in D˜[1/t] which lies actually inWe(D). Injectivity and sur-
jectivity now follow in the same way as in loc.cit. if one uses the description of extensions
of Be by We(D) given above, so that we obtain the isomorphism in the H
1-case.
The case of the H2’s follows in the same way as in Proposition 3.14.
Proposition 3.18. One has an identification H0(K,WdR(D)) = D
K
dR(D)
Proof. From [11], Proposition IV.1.1 (i) we know thatK∞[[t]] is dense in (B
+
dR)
HK , and the
inclusion is compatible the action of ΓK . Also one has (B
+
dR)
GK = K∞[[t]]
ΓK = K. SinceD
is free as a B†rig,K-module with trivial HK-action, we see that (B
+
dR⊗D)
GK = ((B+dR)
HK ⊗
D)ΓK = D+dif(D)
ΓK . Since BdR = lim−→n≥0
1/tn ·B+dR and K∞((t)) = lim−→n≥0
1/tn ·K∞[[t]]
the claim follows, since taking invariants is compatible with direct limits.
Alternatively, the claim also follows from [14], Theorem 2.14, B) i).
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We shall make use of the following considerations. Let D be a semi-stable (ϕ,ΓK)-
module over B†rig,K and consider the following complex Cst(K,D) (concentrated in degrees
0, 1, 2):
DKst (D) → D
K
st (D)⊕D
K
st (D)⊕D
K
dR(D)/Fil
0DKdR(D) → D
K
st (D)
x 7→ (N(x), (ϕ − 1)(x), β(x))
(x, y, z) 7→ N(x)− (pϕ− 1)(y).
(10)
Then an element in H1(Cst(K,D)) can be considered as an element in H
0(K,X) and
hence be mapped via the exponential map to H1(K,W(D)).
We shall give two maps which will be important in the construction of the dual expo-
nential map for de Rham (ϕ,ΓK)-modules.
First we remark that the canonical inclusion D → WdR(D) factors via D → D[1/t].
This allows us to describe a map H1(K,D)→ H1(GK ,WdR(D)) explicitly via the compo-
sition of the canonical mapH1(K,D)→ H1(K,D[1/t]), the identificationH1(K,D[1/t])
∼
→
H1(GK ,We(D)) (cf. Proposition 3.17) and the canonical map H
1(K,We(D)) −→ H
1(K,
WdR(D)).
Secondly, we show that the map
DKdR(D) −→ H
1(GK ,WdR(D)), x 7−→ [g 7→ log(χ(g))x] (11)
which generalizes Kato’s formula of [18], §II.1, is an isomorphism, which may be proved
as follows. First observe that
H1(GK ,BdR ⊗D) ∼= H
1(GK ,BdR ⊗K D
K
dR(D)) = H
1(GK ,BdR)⊗K D
K
dR(D).
From [16], Proposition 5.25, one knows that K = H0(GK ,BdR) → H
1(GK ,BdR), x 7→
x · logχ is an isomorphism. This gives the claim.
Definition 3.19. The generalized Bloch-Kato dual exponential map exp∗K,D∗(1) is
the composition of the above maps H1(K,D) → H1(GK ,WdR(D)) with the inverse of
the isomorphism DKdR(D)
∼
→ H1(GK ,WdR(D)).
Of course, in the e´tale case this is nothing but the dual exponential map considered by
Kato in [18]. But even in this more general case this map has the desired property with
respect to adjunction via pairings. First recall that one may define the K-bilinear perfect
pairing [ , ]K,D by the natural map
[ , ]K,D : D
K
dR(D)×D
K
dR(D
∗(1))
ev
−→ DKdR(B
†
rig,K(1)) −→ K.
For the next proposition we note that Nakamura uses a different definition of the dual
exponential map (see [23], section 2.4), which we briefly recall (we refer to loc.cit for the
proofs): one may define the cohomology groups H i(K,Ddif(D)) by H
i
cont(ΓK ,Ddif(D)),
which is computed by the complex
C•γ,∆(Ddif(D)) : Ddif(D)
γ−1
−→ Ddif(D).
29
Since the natural map K∞((t)) ⊗K D
K
dR(D) → Ddif(D) is an isomorphism one has an
identification
gD : D
K
dR(D)
∼
−→ H1(K,Ddif(D)), x 7→ (log χ(γ))1 ⊗ x.
The second definition of exp∗K,D is then given by the composition of the map H
1(K,D)→
H1(K,Ddif(D)), [(x, y)] 7→ ιn(y) (for n big enough) and the inverse of gD. Since H
i(HK ,
BdR) = 0 for i > 0 the five term exact sequence gives H
1(GK ,WdR(D)) ∼= H
1(ΓK ,B
HK
dR ⊗
D). Using the same argument as in Proposition 3.18 one sees that the natural map
H1(K,Ddif(D)) → H
1(GK ,WdR(D)) is an isomorphism. Further, the natural map
H1(K,D) → H1(GK , WdR(D)) defined before is also given by [(x, y)] 7→ ιn(y). Hence,
using all these identifications one obtains a commutative diagram
H1(K,D) // H1(K,Ddif(D))
∼

DKdR(D)
∼oo
∼

H1(K,D) // H1(GK ,WdR(D)) H
0(GK ,WdR(D)),
∼oo
which shows that the two definitions of exp∗ coincide.
Proposition 3.20. Let D be a de Rham (ϕ,ΓK)-module over B
†
rig,K and let x ∈ D
K
dR(D)
and y ∈ H1(K,D∗(1)). Then
〈expK,D(x), y〉K,D = TrK/Qp[x, exp
∗
K,D(y)]K,D
Proof. See [23], Proposition 2.16.
Proposition 3.21. Let D be a semi-stable (ϕ,ΓK)-module over B
†
rig,K . Let y ∈ D
ψ=1
and consider y as y ∈ (B†log,K [1/t] ⊗F D
K
st (D))
N=0,ψ=1 via the comparison isomorphism.
Then for n≫ 0
exp∗V ∗(1)(h
1
D,Kn(y)) = p
−nϕ−n(y)(0).
Proof. As before we have
h1D,Kn(y)(σ) =
σ − 1
γKn − 1
y − (σ − 1)b,
with (γKn − 1)(ϕ − 1)b = (ϕ − 1)y for some b ∈ D˜[1/t]. Further Let n be big enough so
that we may embed this cocycle into BdR ⊗ D, hence ϕ
−n(y) ∈ Kn((t)) ⊗ D
K
st (D) and
we may consider ϕ−n(b) as an element in BdR ⊗D. Since γKnt = χ(γKn)t the action of
γKn − 1 is invertible on t
kKn ⊗D
K
st (D) for every k 6= 0. Putting this together we see that
h1D,Kn is equivalent in H
1(Kn,BdR ⊗D) to
σ 7−→
σ − 1
γKn − 1
(ϕ−n(y))(0).
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σ acts via its image σ ∈ ΓnK (trivially) on Kn. Furthermore, if ni ∈ Z is a sequence such
that σ = limi→∞ γ
ni
Kn
one checks by going to the limit that
σ − 1
γKn − 1
logp χ(γKn)
logp χ(σ)
acts trivially on Kn. Hence, the above cycle is equivalent to
σ 7−→ p−n log(χ(σ))(ϕ−n(y))(0)
The claim follows now from formula (11).
3.2 Perrin-Riou exponential maps for (ϕ,ΓK)-modules
We make the following definitions:
Definition 3.22. Let M be a (ϕ,N)-module over F . Define NdR(M) = (B
†
log,K ⊗F
M)N=0, where N = 1⊗N +N ⊗ 1 on B†log,K ⊗F M .
If D is a semi-stable (ϕ,ΓK)-module over B
†
rig,K then NdR(D
K
st (D)) = NdR(D) (see
Definition 2.21).
Definition 3.23. Let D be a de Rham (ϕ,ΓK)-module over B
†
rig,K .
a) LetD∞,g(D) be the submodule of elements g ∈ NdR(D)
ψ=0 such that there exists an
r ∈ Z such that the equation (1−prϕ)G = ∂r(g) has a solution in G ∈ NdR(D)
ψ=pr .
b) Let D∞,f (D) be the submodule of elements g ∈ NdR(D)
ψ=0 such that there exists
a family (Gk)k∈Z of elements Gk ∈ NdR(D) with ∂(Gk) = Gk+1 and an r ∈ Z such
that (1− prϕ)G = ∂r(g)
c) Let D∞,e(D) be the submodule of elements g ∈ NdR(D)
ψ=0 such that the equation
(1− prϕ)G = ∂r(g) has a solution in G ∈ NdR(D)
ψ=pr for every r ∈ Z.
We first note that if D −→ D′ is a morphism of two de Rham (ϕ,ΓK)-modules over
B
†
rig,K then this induces a map of ΓK-modules D∞,∗(D) → D∞,∗(D
′). Also, one clearly
has
D∞,e(D) ⊂ D∞,f (D) ⊂ D∞,g(D) ⊂ NdR(D)
ψ=0.
By the above definition one may also define the modules D∞,∗( ) by starting with a
(ϕ,N)-module.
Definition 3.24. Let D be a de Rham (ϕ,ΓK)-module over B
†
rig,K . We say that D is of
Perrin-Riou-type (or of PR-type) if D is semistable and K0 = K
′
0.
Lemma 3.25. The map ∂ : B†log,K → B
†
log,K is surjective.
Proof. This amounts to an integration of power-series, cf. [3], Proposition 4.4.
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Lemma 3.26. Suppose K0 = K
′
0. Then the kernel of ∂ on B
†
log,K is equal to K0.
Proof. Let f ∈ B†rig,K . Due to Proposition 2.1 and Lemma 2.2 there is a polynomial P in
B
†
rig,F such that P (f) = 0 and P
′(f) 6= 0. Then ∂(f) = −(∂P )(f)/P ′(f), so that ∂(f) = 0
if and only if f ∈ K0.
Now suppose f =
∑r
i=1 fi log
i π ∈ B†log,K and ∂(f) = 0. Since log π is a transcendent
element over any B†rig,K this gives rise to relations ∂(fi)+(j+1)
pi+1
pi fi+1 = 0 with fr+1 = 0.
For i = r this implies fr = λ ∈ K0, hence ∂(fr−1) = −λr
pi+1
pi . Suppose there exists an
f ∈ B†rig,K with ∂(f) =
1+pi
pi . Then ∂(log π − f) = 0, so that log π = f + a with a ∈ K0, a
contradiction to the transcendency property of log π. Hence, pi+1pi is not an element in the
image of ∂ on B†rig,K , and we obtain λ = 0. By recurrence this shows that the kernel of ∂
on B†log,K is contained in K0.
Let again D be a de Rham (ϕ,Γ)-module over B†rig,K .
Lemma 3.27. Let D be of PR-type. Then the map ∂ : B†log,K ⊗NdR(D) → B
†
log,K ⊗
NdR(D) is surjective.
Proof. We have
B
†
log,K ⊗B†
rig,K
NdR(D) = B
†
log,K ⊗K0 D
K
st (D),
whence the claim follows from the Lemma above.
Proposition 3.28. Let D be of PR-type. The map
∂ : NdR(D)
ψ=0 −→ NdR(D[1])
ψ=0(1)
is an isomorphism of ΓK-modules.
Proof. With our preparations, namely, Lemma 3.25 and Lemma 3.26, this proof works the
same as in [27], Proposition 2.2.3.
Obviously the operator ∂ induces a map of ΓK-modules
∂ : NdR(D)
ψ=1 → NdR(D[1])
ψ=1(1)
which however is in general neither injective nor surjective. This should be contrasted
with the e´tale case where Dψ=1 = D†rig(V )
ψ=1 = H1(K,V ⊗Qp H(ΓK)) and the fact that
∂ in this setting corresponds to the Tate-twist isomorphism.
For a semistable (ϕ,ΓK)-module consider the following complex:
CK(D) : 0→ D
K
st (D)
δ0−→ DKst (D)×D
K
st (D)
δ1−→ DKst (D)→ 0
with
δ0(ν) = (Nν, (1− ϕ)ν),
δ1(λ, µ) = Nµ− (1− pϕ)λ.
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Hence,
H0(CK(D)) = D
K
st (D)
ϕ=1,N=0,
H1(CK(D)) = {(λ, µ) ∈ D
K
st (D)×D
K
st (D)| Nµ = (1− pϕ)λ}/δ0(D
K
st (D)),
H2(CK(D)) = D
K
st (D)/(N, 1 − pϕ)D
K
st (D).
One also checks that
0 −→
DKst(D)
N=0
(ϕ−1)DKst(D)
N=0 −→ H
1(CK(D)) −→
DKst(D)
NDKst(D))
ϕ=p−1
−→ 0
µ 7−→ (0, µ)
(λ, µ) 7−→ λ
(12)
furnishes an exact sequence for H1(C(D)).
We see that H0(C(D(k))) = 0 for k ≫ 0 resp. k ≪ 0 since the groups Dst(D(k))
ϕ=1
and (ϕ − 1)Dst(D(k)) vanish for those k. Similarly, H
1(C(D(k))) = 0 for k ≫ 0 resp.
k ≪ 0.
Now let D be a de Rham (ϕ,ΓK)-module and fix a finite extension L/K such that D|L
is semistable with L0 = L
′
0.
Lemma 3.29. Let k ∈ N. Then one has an exact sequence of ΓK-modules
0→
⊕
−k≤i<0
H0(C(D|L(−i)))(i) ∩NdR(D(k))
ψ=1(−k))→ NdR(D(k))
ψ=1(−k)
∂k
−→ NdR(D)
ψ=1 R˜D→
⊕
−k≤i<0
H1(C(D|L(−i)))(i)
Proof. The proof may be done in an analogous way as in [27], Lemma 2.2.5. We give a
description of the map R˜D following the definition of a map RD (cf. equation (15)) since
the constructions which give rise to it will be important later on. We just briefly mention
that this map depends on the inclusion NdR(D) ⊂ NdR(D|L) which is induced by the
inclusion D ⊂ D|L.
From the lemma we see that, by considering the possible eigenvalues for ϕ,
D∞,e(D) = ∂
h(1− p−hϕ)NdR(D(h))
ψ=1, (13)
D∞,g(D) = ∂
−h(1− phϕ)NdR(D(−h))
ψ=1 (14)
for h ≫ 0 since the H i(C(D)), i = 0, 1, vanish in this case. More precisely, for e´tale
(ϕ,ΓK)-module one has the following:
Lemma 3.30. Let D = D†rig(V ) for a p-adic representation V that is de Rham. Let h ≥ 1
be such that Fil−hDKdR(D) = D
K
dR(D). ThenD∞,g(D) = ∂
−(h+1)(1−ph+1ϕ)NdR(D(−(h+
1)))ψ=1.
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Proof. We may reduce to the case that D is semi-stable with K0 = K
′
0 and further by
twisting that h = 1. We have to check that ∂ : NdR(D(−2))
ψ=1 → NdR(D(−3))
ψ=1(1) is
an isomorphism, i.e., we have to check the vanishing of H0(C(D(−2))) and H1(C(D(−2))).
For the first this is obvious since for an admissible filtered (ϕ,N)-module that is positive
the eigenvalues of the Frobenius are positive. Similarly, thanks to the exact sequence (12),
we see that the H1-part vanishes.
Remark 3.31. We suspect that in the cases where V is as above and does not contain
the subrepresentation Qp(h) one actually has D∞,g(D) = ∂
−h(1 − phϕ)NdR(D(−h))
ψ=1.
This would fit in with the characterizing description of the big exponential map in the
e´tale case; cf. also the discussion in [26], section 5.1.
We recall the application RD. For our purposes (since we may restrict/corestrict) it
will be enough for this part to assume that D of PR-type over B†rig,K .
Definition 3.32. Let g ∈ D∞,g(D) and r be big enough such that D∞,g(D) admits the
description in (14). A family of elements (Gk)k∈Z in B
†
log,K ⊗B†rig,K
NdR(D) is called a
complete solution for (1−ϕ)G = g if ∂(Gk) = Gk+1 (cf. 3.27) and ∂
r(g) = (1− prϕ)Gr
for r big enough.
If G = (Gk) is a complete solution of g ∈ D∞,g(D) we also write ∂
−k(G) = Gk by
abuse of notation. Let s ≫ 0 such that (1 − psϕ)Gs = ∂
s(g). Then one sees inductively
thanks to Lemma 3.29 that
N(Gk) =
∑
j≥−k
λj
tj+k
(j + k)!
=: Lk, λj ∈ D
K
st (D)
(ψ ⊗ 1− p−k ⊗ ϕ)(Gk) = p
−k
∑
j≥−k
µj
tj+k
(j + k)!
=: (ψ ⊗ 1)(Mk), µj ∈ D
K
st (D),
where for almost all j one has λj = µj = 0. On B
†
log,K ⊗K0 D
K
st (D), as one checks easily,
we have the identity of operators
(pN⊗1+1⊗N)(ψ⊗1−p−k⊗ϕ) = (ψ⊗1−p−k+1⊗ϕ)(N⊗1+1⊗N) = (ψ⊗1−p−k+1⊗ϕ)N,
hence
N((ψ ⊗ 1)(Mk)) = (ψ ⊗ 1− p
−k+1 ⊗ ϕ)(Lk),
sinceN⊗1 vanishes on elements of
∑
ti·DKst (D), hence the relation (by applying (ψ
−1⊗1 =
ϕ⊗ 1, which we may since ψ acts invertibly on
∑
ti ·DKst (D))
N(Mk) = (1− p
−k+1ϕ)(Lk).
On the coefficients this implies the relation
Nµj = (1− p
−j+1ϕ)λj .
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If A =
∑
j≥−k νj/(j + k)! · t
j+k and if one changes Gk to G
′
k = Gk + A so that still
∂k(G′k) = ∂
k(Gk), then λj is changed to λj +N(νj) and µj is changed to µj +(1− p
jϕ)νj .
Hence, Lk is changed to Lk+N(A) andMk is changed toMk+(1−ϕ)(A), so that the class
of (λi, µi) is well-defined in H
1(C(D|L(−i))). The tupel (λj, µj) may be considered as an
element of H1(C(D|L(−i)))(i), and we denote the collection of these elements element by
RD(g), i.e. one has a ΓK-equivariant map
RD : D∞,g(D) −→
⊕
i∈Z
H1(C(D|L(−i)))(i). (15)
We note that the map R˜D in Lemma 3.29 is the composition of (1− ϕ) with RD and the
natural projection to the sum
⊕
−k≤i<0H
1(C(D|L(−i)))(i).
Define for all k ∈ Z
N(Gk) = Lk =: ∂
−k(L)
(ψ ⊗ 1− 1⊗ ϕ)(Gk) = ψ ⊗ 1(Mk) =: ψ ⊗ 1(∂
−k(M)).
These definitions imply that (calculating again in B†log,K ⊗K0 D
K
st (D))
ψ((1 − ϕ)(Gk)−Mk) = (ψ ⊗ 1)((1 − ϕ)(Gk)−Mk)) = 0,
hence, since ∂ acts invertibly on (B†log,K ⊗K0 D
K
st (D))
ψ=0,
∂k(g) = (1− pkϕ)Gk −Mk.
Of course, Mk = Lk = 0 for k big enough. We will also refer to the system H =
(L
[1]
k ,Mk, Gk) as a complete solution for g ∈ D∞,g(D), where by L
[1]
k we mean that the
action of ϕ is multiplied by p. This extra factor is introduced so that the interpolation
property holds.
Following Perrin-Riou, we set
U(D) :=
⊕
i∈Z
ti ·Dst(D)
and
D2∞,g(D) := U(D)/(1− pϕ,N)U(D).
Proposition 3.33. One has the following exact sequences of ΓK-modules:
0 −→ D∞,e(D) −→ D∞,g(D)
RD−→
⊕
i∈Z
H1(CL(D|L(−i)))(i)
0 −→ D∞,f (D) −→ D∞,g(D)
RD−→ (U(D|L)/NU(D|L))
ϕ=p−1
0 −→ D∞,e(D) −→ D∞,f(D)
RD−→ (U(D|L))
N=0/(1− ϕ)(U(D))N=0.
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Proof. See [27], Proposition 2.3.4.
We remark that in the case where K/Qp is unramified one can show all the right-most
maps in the preceeding Proposition are actually surjective. This can be deduced as in
[27], Proposition 4.1.1. Additionally, using the preceding Proposition, one can show that
D∞,f ( ) need not be exact.
Definition 3.34. a) For a torsion free element γ of ΓK and i ∈ Z Perrin-Riou’s differ-
ential operator ∇i = li is defined as
∇i =
log(γ)
logp(χ(γ))
− i = ∇0 − i
b) The operator ∇0/(γn − 1) for n such that Γn is cyclic is defined as
∇0
γn − 1
:=
log(γn)
logp(χ(γ))(γn − 1)
:=
1
logp(χ(γn))
∞∑
i=1
(1− γn)
i−1
i
.
First, we remark that the second operator is not a quotient of two operators, although
it behaves as one would like. To clarify we observe that the first definition is independent
of the choice of γ since log(γm)/ logp(χ(γ
m)) = m/m · log(γ)/ logp(χ(γ)). Hence, if ∇0(y)
for some y ∈ D (for instance, y ∈ Dψ=0) is such that γn−1 acts invertibly on it we see that
(γn − 1)
−1∇0(y) =
∇0
γn−1
(y). From this it also follows that (γn − 1)
∇0
γn−1
= ∇0. Secondly
we observe that
∇i =
log(χ(γ)−i · γ)
logp(χ(γ))
= Tw−i
(
log(γ)
logp(χ(γ))
)
where Twi is the operator on B(ΓK) which sends γ to χ(γ)
kγ.
Definition 3.35. If h ≥ 1 we define Ωh := ∇h−1 · . . . · ∇0 ∈ H(ΓK).
Lemma 3.36. Let D be a de Rham (ϕ,ΓK)-module over B
†
rig,K and let h ∈ N such that
Fil−hDKdR(D) = D
K
dR(D). Then Ωh(NdR(D)) ⊂ D.
Proof. Since Ωh = ∇h−1 ◦ ∇h−2 ◦ . . . ◦ ∇0 = t
h∂h it suffices to show that thNdR(D) ⊂ D.
First assume that D is semi-stable. We know from Proposition 2.18 that if D is positive,
then DKst (D) = (B
†
log,K [1/t]⊗D)
ΓK ⊂ B†log,K⊗B†rig,K
D, so that NdR(D) = (B
†
log,K⊗B†rig,K
DKst (D))
N=0 ⊂ D. For general D if h ≥ 1 is as in the statement then D(−h) is positive, so
that thNdR(D) ⊂ D. Now if D is de Rham and L/K a finite extension such that D|L is
semi-stable, then we have that thNdR(D) ⊂ t
hNdR(D|L) ⊂ D|L and t
hNdR(D) ⊂ D[1/t],
so that thNdR(D) ⊂ D as required.
Definition 3.37. Let D be a de Rham (ϕ,ΓK)-module over B
†
rig,K and h ≥ 1 be such
that Fil−hDKdR(D) = D
K
dR(D). We define Perrin-Riou’s big exponential map by
ΩD,h : D∞,g(D) −→ D
ψ=0
g 7−→ ∇h−1 ◦ . . . ◦ ∇0(g)
36
Lemma 3.38. One has the following commutative diagram:
D∞,g(D)
∂−k //
Ωh

D∞,g(D(k))
Ωh+k

Dψ=0
tk // D(k)ψ=0
Proof. This is clear from the fact that Ωh = t
h∂h.
Lemma 3.39. Let D be as before and assume that K is such that ΓK is torsion free.
Then one has a canonical map h1K,D : (ϕ − 1)D
ψ=1 → H1(K,D)/(Dϕ=1/(γK − 1)) such
that the diagram
(ϕ− 1)Dψ=1
h˜1K,D

Dψ=1
ϕ−1oooo
h1K,D

H1(K,D)/(Dϕ=1/(γK − 1)) H
1(K,D)oooo
is commutative.
Proof. Obviously Dψ=1/Dϕ=1 ∼= (ϕ − 1)Dψ=1. It is clear that the map h1Kn,D factorizes
over Dψ=1ΓK . The claim follows.
Remark 3.40. If D is of PR-type and let h be such that (14) is satisfied. If g ∈ D∞,g(V )
and k ≥ 1− h we actually have Ωh(g) ⊗ ek ∈ (1− ϕ)D(k)
ψ=1.
Proof. Let ∂−k(g) = (1− ϕ)∂−k(G)− ∂−k(M). Then
∂−k(M) =
h+k−1∑
j≥0
µj−k
tj
j!
∈ H ⊗Dst(V (k)).
Since ∇h+k−1 ◦ . . . ◦ ∇0 = t
h+k∂h+k the ∂−k(M)-part of ∂−k(g) is killed by Ωh.
Hence, we see that if h is such that (14) is satisfied and h− r > 0 the diagram
(B†log,K ⊗F D
K
st (D(−r))
N=0,ψ=1 Ωh−r //
1−prϕ

D(−r)ψ=1
1−prϕ

(1− prϕ)(B†log,K ⊗F D
K
st (D(−r))
N=0,ψ=1 Ωh−r //
∂−r

(1− prϕ)D(r)ψ=1
Twr

D∞,g(D)
Ωh // (1− ϕ)Dψ=1
commutes.
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Let D be of PR-type, g ∈ D∞,g(D) and G = (Lk,Mk, Gk) be a complete solution for
g. Then for each k and n≫ 0 one has that the element
Ξn,k(G) := p
n(k−1)ϕ−n∂−k(H)(0) := pn(k−1)(p−nϕ−n∂−k(L)(0), ϕ−n∂−k(M)(0), ϕ−n∂−k(G)(0))
may be viewed as an element in H1(Cst(K,D(k))) (see (10)).
Theorem 3.41. Let D be a de Rham (ϕ,ΓK)-module over B
†
rig,K , g ∈ D∞,g(D) and G a
complete solution for g in L. Let h be such that (14) is satisfied. Then for k ≥ 1− h and
n≫ 1 one has
h1Kn,D(k)(∇h−1 ◦ . . . ◦ ∇0(g) ⊗ ek)
= p−n(Kn)(−1)h+k−1(h+ 1− k)!
1
[Ln : Kn]
CorLn/Kn expKn,D(k)(Ξn,k(G)),
where we consider the elements on both sides in H1(Kn,D)/(D
ϕ=1/(γKn − 1)).
Proof. The proof is divided into several parts. The first general assumption is that D is
of PR-type.
Let D be pure of slope ≤ 0. Then the exponential map has the description given in
Proposition 3.14. We may assume n big enough so that ΓnK is torsion free. Recall the
relation
ΩD(k),h+k(∂
−k(G)) = ΩD,h(G) ⊗ ek
Hence, for the k ≥ 1− h we have
h1Kn,D(k)(∇h−1 ◦ . . . ◦ ∇0(G) ⊗ ek) = h
1
Kn,D(k)
(∇h+k−1 ◦ . . . ◦ ∇0(∂
−k(G))).
Let yh = ∇h+k−1 ◦ . . .∇0(∂
−k(G)) and wn,h = ∇h+k−1 ◦ . . .
∇0
γn−1
(∂−k(G)). Then in this
case
h1Kn,D(k)(yh)(σ) =
σ − 1
γn − 1
yh − (σ − 1)bn,h ∈ H
1(Kn,D(k)),
where bn,h ∈ D˜ is such that (γn − 1)(ϕ − 1)bn,h = (ϕ − 1)yh. Recall that ∂
−k(g) =
(1− ϕ)∂−k(G)− ∂−k(M) and ΩD(k),h+k(∂
−k(g)) = (1− ϕ)ΩD(k),h+k(∂
−k(G)), hence
∇h+k−1◦. . .◦
∇0
γn − 1
(∂−k(g)) = ∇h+k−1◦. . .◦
∇0
γn − 1
((1−ϕ)G−k)−∇h+k−1◦. . .◦
∇0
γn − 1
(M−k).
With this we may choose
bn,h = (ϕ− 1)
−1
(
ΩD(k),h+k
γn − 1
((1 − ϕ)G−k)−
ΩD(k),h+k
γn − 1
(M−k)
)
∈ D˜.
Now for n ≫ 0 we have g ∈ B†,nlog,K ⊗ D
K
st (D), hence the cocycle h
1
Kn,V (k)
(yh)(σ) =
(σ − 1) (wn,h − bn,h) is cohomologuous to
h1Kn,V (k)(yh)(σ) = (σ − 1)
(
ϕ−n(wn,h)− ϕ
−n(bn,h)
)
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since (ϕ − 1)(wn,h − bn,h) ∈ D
K
st (D(k)) so that GK acts trivially (and ϕ acts as usual
invertibly on DKst (D(k))). We use the exact sequences from the generalized Bloch-Kato
map from Proposition 3.14. By the general properties of the connecting homomorphism
for continuous cohomology we have the following: if (x, y, z) ∈ H1(Cst(K,D(k))) and
x˜ ∈ D˜log[1/t] is such that g(x˜) = (x, y, z) then expKn,D(k)((x, y, z))(σ) = (σ − 1)x˜. First
one has
ϕ−n(y)− ϕ−n(y)(0) ∈ tK0[[t]]⊗K0 D
K
st (D),
hence
∇0
γn − 1
ϕ−n(y) = p−nϕ−n(y)(0) + tz1.
The same recursion as in [3], Theorem II.3 shows that
ϕ−n(wn,h)− (−1)
h−1(h− 1)!p−nϕ−n(y)(0) ∈ B+dR ⊗D.
Next we have
N(ϕ−n(wn,h)− ϕ
−n(bn,h)) = p
−nϕ−n(∇h+k−1 ◦ . . .
∇0
γn − 1
(N∂−k(G))).
Again we see by recursion with our choice of h that since N∂−k(G) = L−k and
L−k =
h−1∑
i=0
λi · t
i/i!,
that we obtain an equality
p−nϕ−n(∇h+k−1 ◦ . . .
∇0
γn − 1
(L−k)) = (−1)
h−1(h− 1)!p−2nϕ−n(L−k)(0).
Finally one has
(ϕ− 1)(ϕ−n(wn,h)− ϕ
−n(bn,h)) = ϕ
−n(∇h+k−1 ◦ . . .
∇0
γn − 1
(M−k)).
Similarly, as before we have
M−k =
h−1∑
i=0
µi · t
i/i!,
so that the recursion shows
ϕ−n(∇h+k−1 ◦ . . .
∇0
γn − 1
(L−k)) = (−1)
h−1(h− 1)!p−nϕ−n(M−k)(0).
Altogether this shows that
(−1)h−1(h− 1)!p−n expKn,D(k)(Ξn,k(G))(σ) = (σ − 1)(ϕ
−n(wn,h)− ϕ
−n(bn,h)),
which is the claim in this case.
39
Next assume D is pure of slope > 0. Then the exponential map has the description
given in Proposition 3.16. First we note that h1Kn,D(k)(ΩD,h(g) ⊗ ek) = (x, y) with
y = ΩD(k),h+k(G−k), x = ∇h+k−1 ◦ . . . ◦
∇0
γK − 1
((ϕ − 1)(G−k)).
The exponential map sends Ξn,k(G) to ϕ
−n(G−k)(0) ∈ X
1(D˜)GK . The identification
D˜/(ϕ − 1)
∼
→ X1(D˜) is given by the following construction (see [5], Remark 3.4): If
x ∈ D˜/(ϕ − 1) and y ∈ D˜[1/t] is chosen so that (ϕ − 1)y = x then for n ≫ 0 the
image of x is ϕ−n(y). With this we see that under these identifications the class of
h1Kn,D(k)(ΩD,h(g)⊗ ek) is send to
ϕ−n(∇h+k−1 ◦ . . . ◦
∇0
γK − 1
(G−k)) ≡ (−1)
h−1(h− 1)!p−nϕ−n(G−k)(0) mod B
+
dR ⊗D
where we use the same recursion as before, hence the claim in this case.
In the general case of semistable a D of PR-type one may use the exact 0 → D≤0 →
D → D>0 → 0, where D≤0 is the biggest submodule of D with slopes ≤ 0, and D>0 =
D/D≤0, which is a (ϕ,ΓK)-module with slopes > 0. By using the description of the
isomorphism (9) and the explicit description of the transition morphism for the cone one
is reduced, since all maps are compatible with exact sequences, to the case of a module
with all slopes ≤ 0 or all slopes > 0. But in these cases we have just verified that the
statement holds.
Now assume D is de Rham and let L/K be a finite extension such that D is of PR-type
over L. Then for y ∈ D∞,g(D) one has, if we consider y ∈ D∞,g(D|L)
ResLn/Kn(h
1
Kn,D(k)
(ΩD,h(y))) = h
1
Ln,D|L(k)
(ΩD,h(y)),
so that the claim follows from Proposition 2.13.
For the record we state the next proposition in case D is semi-stable. As before, let
h ≥ 1 be such that (14) is satisfied for D, and dually let h∗ ≥ 1 be such that (14) is
satisfied for D∗(1)
Proposition 3.42. a) If k ≥ 1− h and n ≥ 1 then
h1Kn,D(k)(∇h−1◦. . .◦∇0(g)⊗ek) = p
−n(Kn)(−1)h+k−1(h+1−k)! expKn,D(k)(Ξn,k(G))
b) If k ≤ −h∗ and n ≥ 1 then
exp∗Kn,D∗(1)(h
1
Kn,D(k)
(∇h−1◦. . .◦∇0(g)⊗ek)) = p
−n(Kn) 1
(−h− k)!
ϕ−n(∂−kg⊗t−jej)(0)
Proof. The first part is just the preceding theorem. For the second observe that due to
Proposition 3.21 one has
exp∗Kn,D∗(1)(h
1
Kn,D(k)
(∇h−1 ◦ . . . ◦ ∇0(g)⊗ ek)) = p
−n(Kn)ϕ−n(∇h−1 ◦ . . . ◦ ∇0(g)⊗ ek)(0).
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A computation with the Taylor series shows that
p−n(Kn)ϕ−n(∇h−1 ◦ . . . ◦ ∇0(g)⊗ ek)(0) = p
−n(Kn) 1
(−h− j)!
ϕ−n(∂−kg ⊗ t−kek)(0),
hence the claim.
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