Asymptotics of the persistence exponent of integrated FBM and
  Riemann-Liouville process by Aurzada, Frank & Kilian, Martin
ar
X
iv
:2
00
7.
01
25
4v
1 
 [m
ath
.PR
]  
2 J
ul 
20
20
Asymptotics of the persistence exponent of
integrated FBM and Riemann-Liouville
process
Frank Aurzada∗ Martin Kilian∗
July 3, 2020
Abstract
We consider the persistence probability for the integrated fractional
Brownian motion and the Riemann-Liouville process with parameter
H, respectively. For the integrated fractional Brownian motion, we dis-
cuss a conjecture of Molchan and Khokhlov and determine the asymp-
totic behaviour of the persistence exponent when H → 0 and H → 1,
which is in accordance with the conjecture. For the Riemann-Liouville
process, we find the asymptotic behaviour of the persistence exponent
for H → 0.
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1 Introduction and main results
The area of persistence probabilities deals with properties of stochastic pro-
cesses when they have long excursions. The simplest question is the persis-
tence probability itself: For a self-similar process (Xt)t≥0 one expects that
P(Xt < 1 ∀t ∈ [0, T ]) = T−θ+o(1), T →∞, (1)
∗Technical University of Darmstadt, Schloßgartenstraße 7, 64289 Darmstadt, Germany.
E-mail: aurzada@mathematik.tu-darmstadt.de, kilian@mathematik.tu-darmstadt.de
1
for some constant θ = θ(X) ∈ (0,∞), called persistence exponent, which is
to be determined.
This type of problem originates in the theoretical physics literature where
the persistence exponent serves as a simple measure of how fast a complicated
physical system returns from a disordered initial condition to its stationary
state. The question has received quite some attention in recent years for
various types of processes. We refer to [9] for an overview of the theoretical
physics point of view and to [8] for a survey of the mathematics literature.
The present paper deals with the persistence exponents of two related
processes, namely the integrated fractional Brownian motion IH and the
Riemann-Liouville process RH , which we will define now.
For H ∈ (0, 1), let BH be a standard fractional Brownian motion (FBM),
that is, a centered Gaussian process with covariance
E[BHt B
H
s ] =
1
2
(
t2H + s2H − |t− s|2H) , t, s ≥ 0.
The persistence exponent of FBM is known to be θ(BH) = 1 − H, see [17]
([3, 5, 6] for refinements). In this paper, we deal with the integrated version
of BH , which we call IH , i.e.
IHt :=
∫ t
0
BHs ds, t ≥ 0.
The persistence exponent θI(H) := θ(IH) exists due to the fact that I
H has
non-negative correlations. However, its value is unknown unless H = 1/2:
B1/2 is a usual Brownian motion and I1/2 is thus integrated Brownian motion,
and it could be shown using Markov techniques that θI(1/2) = 1/4 (cf. [13],
[27], and [14]).
For the general case, Molchan and Khokhlov stated the following conjec-
ture [22]:
θI(H) = H(1−H).
This conjecture is very surprising because of its symmetry, as it is clear that
BH (and thus IH) are very different processes for H < 1/2 and H > 1/2,
respectively. Further, in the sequence of papers [22, 18, 19, 21] the follow-
ing properties of θI(H) could be established:
1
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min(H, 1 − H) ≤ θI(H) ≤
min(H, 1 − H) for all H ∈ (0, 1); θI(1 − H) ≤ θI(H) for H < 1/2; and
θI(H) ≤ max(1/4,
√
(1−H2)/12) for all H ∈ (0, 1).
The present paper determines the asymptotic behaviour of θI(H) forH →
0 and H → 1, respectively. This is our first main result. Here and elsewhere,
f(x) ∼ g(x) stands for lim f(x)/g(x) = 1.
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Theorem 1. The function H 7→ θI(H) is continuous on (0, 1). Further, one
has θI(H) ∼ H for H → 0 and θI(H) ∼ 1−H for H → 1.
The second result of this paper deals with Riemann-Liouville processes.
For H > 0, define
RHt :=
∫ t
0
(t− s)H− 12 dBs, t ≥ 0, (2)
to be the Riemann-Liouville fractional integral of a Brownian motion (Bt)t≥0.
Riemann-Liouville processes are closely related to fractional Brownian
motion BH via the Mandelbrot-van Ness integral representation:
σHB
H
t =
∫ t
0
(t− s)H− 12 dBs +
∫ 0
−∞
(t− s)H− 12 − (−s)H− 12 dBs =: RHt +MHt ,
where σ2H := (Γ(H + 1/2))
2 Γ(2 − 2H) cos(πH)/(πH(1− 2H)), see e.g. [16,
Section 2]. Clearly, RH and MH are independent processes. For H = 1/2 we
have M
1/2
t ≡ 0 so that R1/2 is a usual Brownian motion (as can also be seen
from the defining integral representation (2)). Furthermore, a simple Fubini
argument shows that for integer n ≥ 0 we have
R
n+1/2
t = n!
∫ t
0
. . .
∫ sn−1
0
Bsn dsn . . . ds1 = n! (I
nB)t, t ≥ 0,
where (If)t :=
∫ t
0
f(s) ds is the simple integration operator. So, the Rie-
mann-Liouville process is simply a (fractionally) integrated Brownian motion.
The persistence exponent of the Riemann-Liouville process, θR(H) :=
θ(RH) exists due to the fact that the process has non-negative correlations.
In [4], it was shown that θR(H) is non-increasing and that it is the same
exponent as for a number of further processes.
For H → ∞, the correlation function of the Lamperti transform of
RH (see below for precise definitions) converges to the correlation function
τ 7→ 1/ cosh(τ/2), the corresponding process having persistence exponent
θR(∞) ∈ (0,∞). Now, a continuity theorem for persistence exponents (see
[10, Theorem 1.6], [11, Lemma 3.1], or [7, Lemma 3.6]; summarized suitably
for our purposes in Lemma 3 below) shows that θR(H)→ θR(∞) forH →∞.
In [23], the exponent is derived to be θR(∞) = 3/16.
This paper is concerned with the behaviour of θR(H) forH → 0. We show
that θR(H) tends to infinity for H → 0 and that the asymptotic behaviour
is in the range H−1 to H−2. This is our second main result.
Theorem 2. The function H 7→ θR(H) is continuous on (0,∞). Further,
lim supH→0 θR(H)H
2 <∞ and lim infH→0 θR(H)H > 0.
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Figure 1: Relation of the persistence exponents of Riemann-Liouville pro-
cess (RL), fractional Brownian motion (FBM), Brownian motion (BM), in-
tegrated Brownian motion (iBM), and integrated FBM (iFBM). For iFBM
with parameter H ∈ (0, 1), we shift the function by 1 because H-iFBM cor-
responds to (H + 1)-RL.
Figure 1 illustrates the behaviour of the persistence exponents of Rie-
mann-Liouville process, (integrated) fractional Brownian, and (integrated)
Brownian motion.
The study of the persistence probabilities of FBM, iFBM, and related pro-
cesses has received considerable attention in theoretical physics and mathe-
matics. For instance, see [22] and [20] where a relation between the Hausdorff
dimension of Lagrangian regular points for the inviscid Burgers equation with
FBM initial velocity and the persistence probabilities of integrated FBM is
established; the interest for it arises from [25] and [27].
The outline of the rest of this paper is as follows. In the next subsection,
we transform the problem for IH and RH into a persistence problem for sta-
tionary Gaussian processes (GSP) and sketch the proof technique. Section 2
contains the proofs related to Theorem 1, while Section 3 is devoted to the
proofs related to Theorem 2.
Tranformation to GSP; ideas of the proofs
The first step in our proofs is to transform the involved self-similar processes
– IH and RH are (H + 1)-self-similar and H-self-similar, respectively – into
stationary Gaussian processes via an exponential time change, also called
Lamperti transform.
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More generally, for an H-self-similar process (Xt)t≥0, we consider its Lam-
perti tranform Zτ := e
−HτXeτ , τ ∈ R. It can often be shown that (1) turns
into
P(Zτ < 0 ∀τ ∈ [0, T ]) = e−T (θ+o(1)), T →∞, (3)
where θ = θ(X) is as in (1).
Consequently, we consider the Lamperti transform of IH defined by
UHτ :=
√
2(1 +H)e−(1+H)τ IHeτ , τ ∈ R,
where we also renormalized in order to have a unit variance process.
Similarly, we consider the normalized Lamperti transform of RH defined
by
V Hτ :=
√
2He−τHRHeτ , τ ∈ R.
The basic idea of our proofs is as follows. The first step is to show that
indeed (1) for IH (RH , respectively) is the same as (3) for UH (V H , respec-
tively). This is a standard argument where we follow [4, Proposition 1.6] or
[18, Theorem 1].
The second step to prove Theorem 1 (Theorem 2 is proved similarly, but
is significantly more technical) is to consider the GSP (UHτ/H)τ∈R for H → 0
and the GSP (UHτ/(1−H))τ∈R for H → 1, respectively: Their persistence ex-
ponents are given by θI(H)/H and θI(H)/(1 − H), respectively, as a quick
computation shows. We will show that in both of these cases, the respective
correlation function of that stationary Gaussian process tends to the corre-
lation function τ 7→ e−τ , which is the correlation function of an Ornstein-
Uhlenbeck process, which has persistence exponent 1. Then, one uses the
following lemma, which is Lemma 3.6 in [7] together with Remark 3.8 in
[7] and Theorem 1.6 in [10] as well as Lemma 3.10 in [7], to conclude the
convergence of the persistence exponents θI(H)/H → 1 for H → 0 and,
respectively, θI(H)/(1−H)→ 1 for H → 1.
Lemma 3. For k ∈ N, let (Z(k)τ )τ≥0 be a stationary, centered Gaussian pro-
cess with non-negative correlation function Ak(τ), τ ≥ 0, satisfying Ak(0) =
1. Suppose that Ak(τ)→ A(τ) for k →∞ and all τ ≥ 0, where A : [0,∞)→
[0, 1] is the correlation function of a centered, stationary Gaussian process
(Zτ )τ≥0.
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(a) If Z(k) and Z have continuous sample paths and the conditions
lim
L→∞
lim sup
k→∞
∞∑
τ=L
Ak
(τ
ℓ
)
= 0 for every ℓ ∈ N, (4)
lim sup
ε↓0
|log ε|η sup
k∈N, τ∈[0,ε]
(1−Ak(τ)) <∞ for some η > 1, and (5)
lim sup
τ→∞
logA(τ)
log τ
< −1 (6)
are fulfilled, then
lim
k,T→∞
1
T
logP
(
Z(k)τ < 0 ∀τ ∈ [0, T ]
)
= lim
T→∞
1
T
logP(Zτ < 0 ∀τ ∈ [0, T ]).
(7)
(b) If A(τ) = 0 for all τ > 0 and (4) is fulfilled, then
− lim
k,T→∞
1
T
logP
(
Z(k)τ < 0 ∀τ ∈ [0, T ]
)
=∞.
The lemma says that if the correlation functions of the processes Z(k)
converge pointwise to the correlation function of the process Z and the tech-
nical conditions (4)–(6) are satisfied, then the persistence exponents of the
processes Z(k) converge to the persistence exponent of the process Z. Here,
the existence of the persistence exponents, i.e. the existence of the (negative)
limits in (7), follows from non-negative correlations, Slepian’s lemma, and
subadditivity.
2 Proofs for the case of integrated FBM
In this section, we prove Theorem 1. We start with a lemma giving impor-
tant properties of the correlation function of UH . In particular, we see the
mentioned convergence of the correlation functions of (UHτ/H)τ∈R for H → 0
and of (UHτ/(1−H))τ∈R for H → 1, respectively.
Lemma 4. The correlation function ρH(τ), τ ≥ 0, of the process UH is given
by
ρH(τ) = E
[
UH0 U
H
τ
]
=
(1 +H)
(
e−Hτ + eHτ
)
1 + 2H
+
(
eτ/2 − e−τ/2)2 (1+H) − e(1+H)τ − e−(1+H)τ
2 (1 + 2H)
.
(8)
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Further, ρH is non-increasing and limH→0 ρH
(
τ
H
)
= limH→1 ρH
(
τ
1−H
)
= e−τ
for all τ ≥ 0.
Proof. For the representation in (8) and the monotonicity, see [18, Lemma 2].
For the convergence, note that
ρH
( τ
H
)
=
(1 +H) (eτ + e−τ )
1 + 2H
+
(
e
τ
2H − e− τ2H )2 (1+H) − e 1+HH τ − e− 1+HH τ
2 (1 + 2H)
=
(1 +H) (eτ + e−τ )
1 + 2H
+
∑∞
k=0(−1)k
(
2+2H
k
)
e
τ
H
(1+H−k) − e 1+HH τ − e− 1+HH τ
2 (1 + 2H)
=
1 +H
1 + 2H
e−τ +
∑∞
k=2(−1)k
(
2+2H
k
)
e
τ
H
(1+H−k) − e− 1+HH τ
2 (1 + 2H)
, τ ≥ 0, (9)
by the generalized binomial theorem. Note that in this case, the binomial
theorem also holds for τ = 0 due to the fact that 2+2H > 0, see e.g. [1]. As
H < 1, we have for all k ≥ 2∣∣∣∣
(
2 + 2H
k
)∣∣∣∣ = 2H + 21 · 2H + 12 · · · |2H + 4− k|k − 1 · |2H + 3− k|k
≤ 4 · 3
2
· 1 · · · 1 = 6. (10)
Therefore, we can majorize (−1)k(2+2H
k
)
e
τ
H
(1+H−k), k ≥ 2, by the summable
sequence 6 eτ(2−k), k ≥ 2, to conclude with the dominated convergence the-
orem that for all τ ≥ 0
lim
H→0
ρH
( τ
H
)
= e−τ +
∑∞
k=2(−1)k limH→0
(
2+2H
k
)
e−
k−1−H
H
τ − limH→0 e− 1+HH τ
2
= e−τ .
Analogously to (9), one derives for τ ≥ 0
ρH
(
τ
1−H
)
=
(1 +H) e−
H
1−H
τ
1 + 2H
+
∑∞
k=2(−1)k
(
2+2H
k
)
e
τ
1−H
(1+H−k) − e− 1+H1−H τ
2 (1 + 2H)
=
1 +H
1 + 2H
e−
H
1−H
τ +
1 +H
2
e−τ +
∑∞
k=3(−1)k
(
2+2H
k
)
e
τ
1−H
(1+H−k) − e− 1+H1−H τ
2 (1 + 2H)
.
(11)
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By (10), we can majorize (−1)k(2+2H
k
)
e
τ
1−H
(1+H−k), k ≥ 3, by the summable
sequence 6 eτ(3−k), k ≥ 3. Thus, the dominated convergence theorem yields
lim
H→1
ρH
(
τ
1−H
)
=
2
3
lim
H→1
e−
H
1−H
τ + e−τ
+
∑∞
k=3(−1)k limH→1
(
2+2H
k
)
e−
k−1−H
1−H
τ − limH→1 e−
1+H
1−H
τ
6
= e−τ .
for all τ ≥ 0, which finishes the proof.
Proof of Theorem 1. Due to subadditivity, Slepian’s lemma and the fact that
UH is a stationary, centered Gaussian process with non-negative correlations,
the persistence exponent
− lim
T→∞
1
T
log P
(
UHτ < 0 ∀τ ∈ [0, T ]
)
(12)
exists. Further, (12) equals θI(H). Indeed, note that
P
(
UHτ < 0 ∀τ ∈ [0, T ]
)
= P
(
IHt < 0 ∀t ∈ [1, eT ]
)
and that P
(
IHt < 0 ∀t ∈ [1, T ]
)
has the same polynomial rate for T → ∞ as
P
(
IHt < 1 ∀t ∈ [0, T ]
)
, see [18, Theorem 1].
The case H → 0. Observe that
θI(H)
H
= − 1
H
lim
T→∞
1
T
logP
(
UHτ < 0 ∀τ ∈ [0, T ]
)
= − 1
H
lim
T→∞
1
T/H
log P
(
UHτ < 0 ∀τ ∈ [0, T/H ]
)
= − lim
T→∞
1
T
log P
(
UHτ/H < 0 ∀τ ∈ [0, T ]
)
. (13)
By Lemma 4, the correlation function τ 7→ ρH
(
τ
H
)
of (UHτ/H)τ∈R converges
pointwise for H → 0 to τ 7→ e−τ . This is the correlation function of the
Ornstein-Uhlenbeck process, which has persistence exponent 1, see [26].
So, as soon as we have proven that also the persistence exponents con-
verge, the desired convergence θI(H)/H → 1 for H → 0 follows. In order
to achieve this, we want to apply Lemma 3(a), i.e. we check the conditions
(4)–(6) for the process (UHτ/H)τ∈R with correlation function τ 7→ ρH
(
τ
H
)
. Ob-
viously, (6) is fulfilled for the limiting correlation function τ 7→ e−τ .
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For checking (4), note that for H ∈ (0, 1/2] and every k ≥ 4, one has
(−1)k
(
2 + 2H
k
)
= −2H + 2
1
· 2H + 1
2
· 2H
3
· 1− 2H
4
· 2− 2H
5
· · · k − 3− 2H
k
≤ 0 (14)
and (−1)k(2+2H
k
)
= −2H+2
1
· 2H+1
2
· 2H
3
< 0 for k = 3. Thus, by using the
representation in (9) and estimating all non-positive terms by 0, we have
ρH
( τ
H
)
≤ 1 +H
1 + 2H
e−τ +
1
2(1 + 2H)
· 2H + 2
1
· 2H + 1
2
e
τ
H
(1+H−2) + 0
≤ e−τ + e−τ = 2 e−τ
for H ∈ (0, 1/2], and (4) follows.
For checking (5), note that due to the monotonicity of ρH and (9), one gets
sup
τ∈[0,ε]
(
1− ρH
( τ
H
))
= 1− ρH
( ε
H
)
= ρH
(
0
H
)
− ρH
( ε
H
)
=
1 +H
1 + 2H
(
1− e−ε)+
∑∞
k=2(−1)k
(
2+2H
k
) (
1− e εH (1+H−k))− (1− e− 1+HH ε)
2 (1 + 2H)
≤ 1 +H
1 + 2H
(
1− e−ε)+ 1 +H
2
(
1− e− 1−HH ε
)
+ 0− 1
2(1 + 2H)
(
1− e− 1+HH ε
)
≤ (1− e−ε)+ (1 +H
2
− 1
2(1 + 2H)
)(
1− e− εH )
≤ ε+
(
1 +H
2
− 1
2(1 + 2H)
)
ε
H
= ε+
3 + 2H
2(1 + 2H)
· ε ≤ ε+ 2 ε = 3 ε, (15)
for all ε > 0 and H ∈ (0, 1/2], where we used again (14) to estimate non-
positive terms by 0 and the fact that 1 − e−x ≤ x. This shows (5) for every
η > 1.
The case H → 1. Similarly to (13), one has
θI(H)
1−H = − limT→∞
1
T
logP
(
UHτ
1−H
< 0 ∀τ ∈ [0, T ]
)
and by Lemma 4, the correlation function τ 7→ ρH
(
τ
1−H
)
of (UHτ/(1−H))τ∈R
converges pointwise for H → 1 to τ 7→ e−τ . Again, this is the correla-
tion function of the Ornstein-Uhlenbeck process with persistence exponent
1. Applying Lemma 3(a) for the process (UHτ/(1−H))τ∈R finishes the proof of
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the asymptotics, subject to checking the technical conditions. We have al-
ready seen that (6) is fulfilled, as the limiting correlation function is the same
as in the H → 0 case. Next, we check condition (4): Considering (14) for
H ∈ [1/2, 1), one sees that (−1)k(2+2H
k
)
< 0 for k = 3 and (−1)k(2+2H
k
) ≥ 0
for k ≥ 4. So, using the representation in (11) and estimating again the
negative terms by 0, one gets
ρH
(
τ
1−H
)
=
1 +H
1 + 2H
e−
H
1−H
τ +
1 +H
2
e−τ +
∑∞
k=3(−1)k
(
2+2H
k
)
e
τ
1−H
(1+H−k) − e− 1+H1−H τ
2 (1 + 2H)
≤ 1 +H
1 + 2H
e−
H
1−H
τ +
1 +H
2
e−τ +
∑∞
k=4(−1)k
(
2+2H
k
)
e
τ
1−H
(1+H−k)
2 (1 + 2H)
≤
(
2 +
∑∞
k=4(−1)k
(
2+2H
k
)
2 (1 + 2H)
)
e−τ
for H ∈ [1/2, 1). By the generalized binomial theorem, it holds
∞∑
k=4
(−1)k
(
2 + 2H
k
)
=
∞∑
k=0
(−1)k
(
2 + 2H
k
)
−
3∑
k=0
(−1)k
(
2 + 2H
k
)
= (1− 1)2+2H − 1 + (2 + 2H)− (2 + 2H)(1 + 2H)
2
+
(2 + 2H)(1 + 2H) · 2H
3!
≤ 1 + 2H + (2 + 2H)(1 + 2H)H
3
,
and thus, we can estimate
ρH
(
τ
1−H
)
≤
(
2 +
1
2
+
H(1 +H)
3
)
e−τ ≤ 4 e−τ ,
and (4) follows. Further, using (11) again, condition (5) is shown similarly
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to (15), as in this case
sup
τ∈[0,ε]
(
1− ρH
(
τ
1−H
))
= ρH
(
0
1−H
)
− ρH
(
ε
1−H
)
=
1 +H
1 + 2H
(
1− e− H1−H ε
)
+
1 +H
2
(
1− e−ε)
+
∑∞
k=3(−1)k
(
2+2H
k
) (
1− e ε1−H (1+H−k)
)
−
(
1− e− 1+H1−H ε
)
2 (1 + 2H)
=
1 +H
2
(
1− e−ε)+ 1 +H
1 + 2H
(
1− e− H1−H ε
)
− H(1 +H)
3
(
1− e− 2−H1−H ε
)
+
H(1 +H)(2H − 1)
12
(
1− e− 3−H1−H ε
)
− 1
2 (1 + 2H)
(
1− e− 1+H1−H ε
)
+
∑∞
k=5(−1)k
(
2+2H
k
) (
1− e ε1−H (1+H−k)
)
2 (1 + 2H)
≤ ε+
(
1 +H
1 + 2H
− H(1 +H)
3
)
ε
1−H
+
H(1 +H)(2H − 1)
12
(
1− e−( 21−H+1)ε
)
− 1
2 (1 + 2H)
(
1− e−( 21−H−1)ε
)
+
∞∑
k=5
(−1)k
(
2 + 2H
k
)
· (k − 1−H) ε
1−H ,
where we used again 1− e−x ≤ x. Note that
1 +H
1 + 2H
− H(1 +H)
3
=
(3 + 2H)(1 +H)(1−H)
3(1 + 2H)
;
that
H(1 +H)(2H − 1)
12
(
1− e−( 21−H+1)ε
)
− 1
2 (1 + 2H)
(
1− e−( 21−H−1)ε
)
< 0,
for H ∈ (0, 1) and ε > 0; and that, for k ≥ 5,
(−1)k
(
2 + 2H
k
)
· k − 1−H
1−H
=
2H + 2
k − 2 ·
(k − 1−H)(2H + 1)
k − 1 ·
2H
k
· 2H − 1
1
· 2− 2H
2(1−H) ·
3− 2H
3
· · · k − 3− 2H
k − 3
≤ 4
k − 2 · 3 ·
2
k
· 1 · · · 1 = 12
k(k − 2) ,
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which is summable in k. Putting these facts together, we get, for every η > 1,
lim sup
ε→0
|log ε|η sup
H∈[1/2,1),τ∈[0,ε]
(
1− ρH
(
τ
1−H
))
≤ lim sup
ε→0
|log ε|η ε sup
H∈[1/2,1)
(
1 +
(3 + 2H)(1 +H)
3(1 + 2H)
+
∞∑
k=5
12
k(k − 2)
)
= 0 <∞,
showing (5).
Finally, the continuity of θI follows by the continuity of H 7→ ρH(τ) and
Lemma 3(a), as one sees easily that the conditions (4)–(6) are satisfied for
the sequence τ 7→ ρH(τ), H ∈ [H0 − δ,H0 + δ], with fixed H0 ∈ (0, 1), small
δ > 0 and H → H0.
3 Proofs for the case of Riemann-Liouville pro-
cesses
In this section, we prove Theorem 2. For this purpose, we will need the
following two lemmas about the correlation function of V H .
Lemma 5. The correlation function rH(τ), τ ≥ 0, of the process V H is given
by
rH(τ) = E
[
V H0 V
H
τ
]
=
4H
1 + 2H
e−
τ
2 · 2F1(1, 1/2−H, 3/2 +H ; e−τ ), (16)
where 2F1 denotes Gauss’ hypergeometric function. In particular, rH is non-
increasing.
Further, for τ ≥ 0, we have
e−τ/2 − rH(τ)
=
4H Γ(2H) Γ
(
3
2
+H
)
(1 + 2H) Γ
(
1
2
−H)Γ(1 + 2H) e− τ2 (1− e−τ )
∞∑
ℓ=0
e−ℓτ
Γ
(
ℓ+ 3
2
−H)
Γ
(
ℓ+ 3
2
+H
) .
(17)
Proof. For the equality in (16), see e.g. [16, Equation (12)]. For (17), first
note that rH(0) = 1 and thus
1 + 2H
4H
eτ/2
(
e−τ/2 − rH(τ)
)
= 2F1(1, 1/2−H, 3/2 +H ; 1)− 2F1(1, 1/2−H, 3/2 +H ; e−τ ). (18)
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By Euler’s integral representation of the hypergeometric function, we have
2F1(1, 1/2−H, 3/2 +H ; e−τ)
=
Γ
(
3
2
+H
)
Γ
(
1
2
−H)Γ(1 + 2H)
∫ 1
0
t−(H+1/2)(1− t)2H (1− e−τ t)−1 dt. (19)
Inserting this into (18), we get
(1 + 2H) Γ
(
1
2
−H)Γ(1 + 2H)
4H Γ
(
3
2
+H
) eτ/2 (e−τ/2 − rH(τ))
=
∫ 1
0
t−(H+1/2)(1− t)2H [(1− t)−1 − (1− e−τ t)−1] dt
=
∫ 1
0
t−(H+1/2)(1− t)2H−1 ·
[
1− 1− t
1− e−τ t
]
dt
= (1− e−τ )
∫ 1
0
t1−(H+1/2)(1− t)2H−1 · 1
1− e−τ t dt
= (1− e−τ )
∫ 1
0
t1/2−H(1− t)2H−1 ·
∞∑
ℓ=0
e−ℓτ tℓ dt
= (1− e−τ )
∞∑
ℓ=0
e−ℓτ
∫ 1
0
tℓ+3/2−H−1(1− t)2H−1 dt
= (1− e−τ )
∞∑
ℓ=0
e−ℓτ
Γ
(
ℓ+ 3
2
−H)Γ(2H)
Γ
(
ℓ + 3
2
+H
) ,
which shows (17). Finally, the monotonicity of rH follows by the monotoni-
city of τ 7→ e−τ/2 and the monotonicity of the hypergeometric function, see
(19).
We now analyse the behaviour of the rescaled correlation rH(τ/γ) with
γ = γH →∞ with H → 0.
Lemma 6. Let γ = γH be a function tending to infinity with H → 0. If
γ−2H → c for H → 0 and some c ∈ [0, 1], then rH(τ/γ) → 1 − c for H → 0
and all τ > 0.
Proof. By (17), we have
e−
τ
2γ − rH
(
τ
γ
)
∼ τ
γ
·
∞∑
ℓ=0
e−ℓτ/γ
Γ
(
ℓ+ 3
2
−H)
Γ
(
ℓ+ 3
2
+H
) , H → 0, (20)
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as γ−1 → 0 with H → 0 and Γ(2H) Γ(1− 2H) = π/ sin(2πH) ∼ (2H)−1 for
H → 0. To estimate the fraction Γ(ℓ+
3
2
−H)
Γ(ℓ+ 32+H)
, recall Stirling’s formula for the
gamma function, [28, Section XII.3.3], yielding
Γ(x) =
√
2π xx−
1
2 e−xeµ(x), 0 < µ(x) <
1
12x
, (21)
for x > 0 and thus
Γ
(
ℓ+ 3
2
−H)
Γ
(
ℓ+ 3
2
+H
)
=
(
ℓ+
3
2
−H
)ℓ+ 1
2
−H (
ℓ+
3
2
+H
)−ℓ− 1
2
−H
e2Heµ(ℓ+
3
2
−H)−µ(ℓ+ 32+H) (22)
for H ∈ (0, 1/2] and ℓ ∈ N0. Note that due to the range of µ given in (21),
the last factor in (22) converges to 1 uniformly in H for ℓ→∞. Further,
(
ℓ+
3
2
−H
)ℓ+ 1
2
−H (
ℓ+
3
2
+H
)−ℓ− 1
2
−H
e2H
=
((
ℓ+
3
2
−H
)(
ℓ+
3
2
+H
))−H
e2H
(
ℓ+ 3
2
−H
ℓ+ 3
2
+H
)ℓ+ 1
2
∼ ℓ−2H
for ℓ→∞, as
e2H
(
ℓ+ 3
2
−H
ℓ+ 3
2
+H
)ℓ+ 1
2
= e2H
(
ℓ + 3
2
−H
ℓ+ 1
2
)ℓ+ 1
2
(
ℓ+ 3
2
+H
ℓ+ 1
2
)−ℓ− 1
2
= e2H
(
1 +
1−H
ℓ+ 1
2
)ℓ+ 1
2
(
1 +
1 +H
ℓ+ 1
2
)−ℓ− 1
2
→ e2H · e1−H · e−1−H = 1
and again, the convergence is uniform in H ∈ (0, 1/2]. Thus, for every ε > 0,
there exists ℓ0 ∈ N0 independent of H s.t.
(1− ε) ℓ−2H ≤ Γ
(
ℓ+ 3
2
−H)
Γ
(
ℓ + 3
2
+H
) ≤ (1+ ε) ℓ−2H, ℓ ≥ ℓ0, H ∈ (0, 1/2]. (23)
Now, let us first show limH→0(e−τ/(2γ) − rH(τ/γ)) ≥ c. Fix ε ∈ (0, 1).
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Considering the lower bound of (23) in (20) leads to
lim
H→0
(
e−
τ
2γ − rH
(
τ
γ
))
= lim
H→0
τ
γ
∞∑
ℓ=0
e−ℓτ/γ
Γ
(
ℓ+ 3
2
−H)
Γ
(
ℓ+ 3
2
+H
)
≥ lim
H→0
τ
γ
∞∑
ℓ=ℓ0
e−ℓτ/γ
Γ
(
ℓ+ 3
2
−H)
Γ
(
ℓ + 3
2
+H
)
≥ (1− ε) lim
H→0
τ
γ
∞∑
ℓ=ℓ0
e−ℓτ/γℓ−2H
≥ (1− ε) lim
H→0
τ
γ
∫ ∞
ℓ0
e−xτ/γx−2H dx
= (1− ε) lim
H→0
τ
γ
∫ ∞
ℓ0τ/γ
e−y
(
y
τ/γ
)−2H
· 1
τ/γ
dy
= (1− ε)
∫ ∞
0
e−y dy · lim
H→0
(
τ
γ
)2H
= (1− ε) c.
Letting ε→ 0 finishes the proof of the lower bound.
Finally, we show limH→0(e−τ/(2γ) − rH(τ/γ)) ≤ c. Analogously to the
lower bound case, the upper bound of (23) together with (20) yields
lim
H→0
(
e−
τ
2γ − rH
(
τ
γ
))
= lim
H→0
τ
γ
∞∑
ℓ=0
e−ℓτ/γ
Γ
(
ℓ+ 3
2
−H)
Γ
(
ℓ+ 3
2
+H
)
≤ lim
H→0
τ
γ
· lim
H→0
ℓ0−1∑
ℓ=0
e−ℓτ/γ
Γ
(
ℓ+ 3
2
−H)
Γ
(
ℓ+ 3
2
+H
) + (1 + ε) lim
H→0
τ
γ
∞∑
ℓ=ℓ0
e−ℓτ/γℓ−2H
≤ 0 · ℓ0 + (1 + ε) lim
H→0
τ
γ
∫ ∞
ℓ0−1
e−xτ/γx−2H dx
= (1 + ε) lim
H→0
τ
γ
∫ ∞
(ℓ0−1)τ/γ
e−y
(
y
τ/γ
)−2H
· 1
τ/γ
dy
= (1 + ε)
∫ ∞
0
e−y dy · lim
H→0
(
τ
γ
)2H
= (1 + ε) c, (24)
which shows the assertion by letting ε→ 0.
Proof of Theorem 2. Similarly to the proof of Theorem 1, due to non-nega-
tive correlations, the persistence exponent
− lim
T→∞
1
T
logP
(
V Hτ < 0 ∀τ ∈ [0, T ]
)
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exists and equals θR(H): Again, one may apply [18, Theorem 1] to see that
P
(
RHt < 0 ∀t ∈ [1, T ]
)
and P
(
RHt < 1 ∀t ∈ [0, T ]
)
have the same polynomial
rate for T → ∞. Note that, according to [4, Corollary 3.1], a proper choice
for ϕT in [18, Theorem 1] is given by ϕT := ϕ ≡ 0 on [0, 1/2) and
ϕ(t) := c
∫ t
1/2
(t− s)H− 12 s−η ds, t ≥ 1
2
,
for η ∈ (1/2, 1/2 +H) and c large enough s.t. ϕ(t) ≥ 1 for all t ≥ 1. Such c
exists due to the fact that ϕ is continuous on [1,∞) and that
c−1ϕ(t) = tH+
1
2
−η
∫ t
1/2
(
1− s
t
)H− 1
2
(s
t
)−η ds
t
= tH+
1
2
−η
∫ 1
1/(2t)
(1− u)H− 12u−η du
∼ tH+ 12−η
∫ 1
0
(1− u)H− 12u−η du→∞, t→∞.
Now, similarly to (13), for every function γ = γH , we have
θR(H)
γ
= − lim
T→∞
1
T
logP
(
V Hτ/γ < 0 ∀τ ∈ [0, T ]
)
.
We will show θR(H)/γ → 0 for any function γ = γH with γ ≫ H−2 as well as
θR(H)/γ → ∞ for any function γ = γH with γ ≪ H−1, where f(x) ≪ g(x)
means lim f(x)/g(x) = 0. This proves the assertion.
The case γ ≫ H−2. We proceed similarly to the proof of [7, Lemma 3.2],
define
Y HT :=
∫ T
0
V Hτ/γ dτ, σ
2
T := VY
H
T
and fix δ > 0. Then
P
(
V Hτ/γ < 0 ∀τ ∈ [0, T ]
) ≥ E
[
P
(
sup
τ∈[0,T ]
V Hτ/γ < 0, Y
H
T < −δσT
√
T
∣∣∣∣∣Y HT
)]
= E
[
P
(
sup
τ∈[0,T ]
V Hτ/γ < 0
∣∣∣∣∣Y HT
)
1l{Y HT <−δσT
√
T}
]
. (25)
As V H and thus also Y HT are Gaussian processes, by [12, Proposition 3.13],
(V Hτ/γ)τ∈[0,T ] given Y
H
T = y is a Gaussian process with mean function
µ(τ) · y := σ−2T
∫ T
0
rH
(
τ − t
γ
)
dt · y
= σ−2T
(∫ τ
0
rH
(
t
γ
)
dt+
∫ T−τ
0
rH
(
t
γ
)
dt
)
· y, τ ∈ [0, T ],
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and covariance function
rH
(
τ1 − τ2
γ
)
−σ−2T
∫ T
0
∫ T
0
rH
(
τ1 − t1
γ
)
rH
(
τ2 − t2
γ
)
dt1 dt2, τ1, τ2 ∈ [0, T ].
(26)
We have
σ2T =
∫ T
0
∫ T
0
rH
(
τ1 − τ2
γ
)
dτ1 dτ2 = 2
∫ T
0
(T − t) rH
(
t
γ
)
dt
≤ 2 T
∫ ∞
0
rH
(
t
γ
)
dt,
using the non-negativity of rH , and, by (16) and the series representation of
the hypergeometric function,∫ ∞
0
rH
(
t
γ
)
dt = γ
∫ ∞
0
rH(t) dt
= γ · 4H Γ
(
3
2
+H
)
(1 + 2H) Γ
(
1
2
−H)
∞∑
k=0
Γ
(
1
2
−H + k)
Γ
(
3
2
+H + k
) ∫ ∞
0
e−τ(k+
1
2) dτ
∼ 2γH
∞∑
k=0
(
k +
1
2
)−2
=: c · γH, H → 0. (27)
Thus, there exists H0 > 0 s.t. c/2 · γH ≤
∫∞
0
rH(t/γ) dt ≤ 2c · γH for all
H ∈ (0, H0]. Now, we fix H ∈ (0, H0]. Then σ2T ≤ 4c TγH and
µ(τ) ≥ σ−2T
∫ T/2
0
rH
(
t
γ
)
dt ≥ 1
2
σ−2T
∫ ∞
0
rH
(
t
γ
)
dt ≥ c
4
σ−2T γH
for τ ∈ [0, T ] and T large enough, as ∫∞
0
rH(t/γ) dt <∞.
This gives, on the set {Y HT < −δσT
√
T} and for T large enough,
−µ(τ) Y HT ≥
δ c
4
σ−1T
√
TγH ≥ δ
√
c
8
√
γH =: δ c′
√
γH.
Thus, again on the set {Y HT < −δσT
√
T},
P
(
sup
τ∈[0,T ]
V Hτ/γ < 0
∣∣∣∣∣Y HT
)
≥ P
(
sup
τ∈[0,T ]
∣∣V Hτ/γ − µ(τ)Y HT ∣∣ < δ c′√γH
∣∣∣∣∣Y HT
)
≥
⌈T ⌉∏
k=1
P
(
sup
τ∈[k−1,k]
∣∣V Hτ/γ − µ(τ)Y HT ∣∣ < δ c′√γH
∣∣∣∣∣Y HT
)
, (28)
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using the Gaussian correlation inequality, [24], in the second step. Consider-
ing (26), we have, for τ1, τ2 ∈ [0, T ],
V
[
V Hτ1/γ − V Hτ2/γ
∣∣Y HT ]
= V
[
V Hτ1/γ
∣∣Y HT ]+ V[V Hτ2/γ ∣∣Y HT ]− 2 cov (V Hτ1/γ , V Hτ2/γ ∣∣Y HT )
= 2− 2 rH
(
τ1 − τ2
γ
)
− σ−2T
((∫ T
0
rH
(
τ1 − t
γ
)
dt
)2
+
(∫ T
0
rH
(
τ2 − t
γ
)
dt
)2
− 2
∫ T
0
∫ T
0
rH
(
τ1 − t1
γ
)
rH
(
τ2 − t2
γ
)
dt1 dt2
)
= V
[
V Hτ1/γ − V Hτ2/γ
]− σ−2T
(∫ T
0
rH
(
τ1 − t
γ
)
dt−
∫ T
0
rH
(
τ2 − t
γ
)
dt
)2
≤ V[V Hτ1/γ − V Hτ2/γ].
Therefore, by the Sudakov-Fernique inequality, [2, Theorem 2.9], and the
fact that (V Hτ/γ) is a.s. continuous and therefore a.s. bounded on the intervals
[k − 1, k], one estimates
E
[
sup
τ∈[k−1,k]
(
V Hτ/γ − µ(τ)Y HT
) ∣∣∣∣∣Y HT
]
≤ E sup
τ∈[k−1,k]
V Hτ/γ = E sup
τ∈[0,1]
V Hτ/γ
= E sup
τ∈[0,1/γ]
V Hτ ≤ E sup
τ∈[0,1]
V Hτ =: α(H),
using the stationarity in the second step, for all k ∈ {1, . . . , ⌈T ⌉}, and γ ≥ 1
by making H0 smaller if necessary, as γ →∞ with H → 0.
Assume for a moment that α(H) ≪ √γH. Then, by Borell’s inequality, [2,
Theorem 2.1], and again a.s. boundedness, this implies
P
(
sup
τ∈[k−1,k]
∣∣V Hτ/γ − µ(τ)Y HT ∣∣ > δ c′√γH
∣∣∣∣∣Y HT
)
≤ 2P
(
sup
τ∈[k−1,k]
(
V Hτ/γ − µ(τ)Y HT
)
> δ c′
√
γH
∣∣∣∣∣Y HT
)
≤ 2 e− 12(δ c′
√
γH−E[supτ∈[k−1,k](V Hτ/γ−µ(τ)Y HT ) | Y HT ])2 ≤ 2 e− 12 (δ c′
√
γH−α(H))2 , (29)
where we used supτ∈[k−1,k]V[V
H
τ/γ | Y HT ] ≤ supτ∈[k−1,k]V[V Hτ/γ ] = 1 due to
rH being non-negative and where we possibly have to make H0 even smaller
s.t. α(H) < δ c′
√
γH.
Now, let us verify α(H)≪√γH . As supτ∈[0,1]V[V Hτ ] = 1,Dudley’s Theorem,
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[15, Theorem 14.1], yields
α(H) ≤ 4
√
2
∫ 1/2
0
√
logN([0, 1], dV H , ε) dε, (30)
where N([0, 1], dV H , ε) is the minimal number of points in an ε-net for [0, 1]
w. r. t. the intrinsical pseudometric dV H (τ1, τ2) :=
√
V[V Hτ1 − V Hτ2 ], τ1, τ2 ∈
[0, 1], of V H . By (17), the fact that 1−e−x ≤ x and the steps in the derivation
of (24), we have
dV H (τ1, τ2)
2 = 2 (1− rH(τ)) = 2
(
1− e− |τ1−τ2|2 + e− |τ1−τ2|2 − rH(τ)
)
≤ |τ1 − τ2|+ 2
(
2ℓ0 |τ1 − τ2|+ 2 |τ1 − τ2|2H
) ≤ 5ℓ0 |τ1 − τ2|2H
for some ℓ0 ∈ N, all τ1, τ2 ∈ [0, 1] and H small enough, where we used the
fact that x ≤ x2H for x ∈ [0, 1] and 2H < 1 in the last inequality. Thus, we
have dV H (τ1, τ2) ≤ c |τ1 − τ2|H , giving the estimate
N([0, 1], dV H , ε) ≤ |[0, 1]|c−1/Hε1/H = c
1/Hε−1/H ,
as |τ1 − τ2| ≤ c−1/Hε1/H then implies dV H (τ1, τ2) ≤ ε. Together with (30),
this leads to
α(H) ≤ 4
√
2
∫ 1/2
0
√
H−1 (log c− log ε) dε
=
√
H−1 · 4
√
2
∫ ∞
2
x−2
√
log c+ log x dx≪
√
γH (31)
for H → 0, as γ ≫ H−2. Combining this with (28) and (25), we get
P
(
V Hτ/γ < 0 ∀τ ∈ [0, T ]
) ≥ (1− 2 e− 12 (δ c′√γH−α(H))2)⌈T ⌉ P(Y HT
σT
< −δ
√
T
)
for all T large enough. Taking the logarithm, dividing by T and letting
T →∞ gives
−θR(H)
γ
≥ log
(
1− 2 e− 12 (δ c′
√
γH−α(H))2
)
− δ
2
2
,
where we used that Y HT /σT is N (0, 1)-distributed. By (31), letting first
H → 0 and then δ → 0 gives limH→0 θR(H)/γ = 0.
The case γ → ∞, γ ≪ H−1. As limH→0 γ−2H ≥ limH→0H2H = 1
and limH→0 γ−2H ≤ limH→0 1−2H = 1, Lemma 6 yields rH(τ/γ) → 0 for
19
H → 0 and all τ > 0. To conclude the assertion θR(H)/γ → ∞, we want
to apply Lemma 3(b) and thus have to check (4) for the correlation function
τ 7→ rH(τ/γ). Indeed, one has, for every ℓ, L ∈ N,
lim sup
H→0
∞∑
τ=L
rH
(
τ
ℓγ
)
≤ lim sup
H→0
∫ ∞
L−1
rH
(
τ
ℓγ
)
dτ ≤ lim sup
H→0
∫ ∞
0
rH
(
τ
ℓγ
)
dτ
= c ℓ lim sup
H→0
γH = 0,
where we used monotonicity and non-negativity of rH as well as (27).
Finally, similarly to the proof of Theorem 1, the continuity of θR follows
by the continuity of H 7→ rH(τ) and Lemma 3(a), as the sequence τ 7→
rH(τ), H ∈ [H0 − δ,H0 + δ], with fixed H0 ∈ (0,∞), small δ > 0 and
H → H0 fulfills the conditions (4)–(6). One checks easily (4) and (6), while
for checking (5), note that
1− rH(ε) = 1− e− ε2 + e− ε2 − rH(τ) ≤ ε
2
+ cH0
(
ε+ ε2(H0−δ)
)
for suitable cH0 and small ε by doing the steps as in the derivation of (24).
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