Hetero-interpenetrated metal-organic frameworks : supramolecular interactions between ligands in metal-organic framework formation : a thesis presented in fulfilment of the requirements of the degree of Doctor of Philosophy in Chemistry at Massey University, Manawatū, New Zealand by Perl, David
Copyright is owned by the Author of the thesis.  Permission is given for 
a copy to be downloaded by an individual for the purpose of research and 
private study only.  The thesis may not be reproduced elsewhere without 






Supramolecular interactions between ligands in 
metal-organic framework formation 
 
A thesis presented in fulfilment of the requirements of the degree of 
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longe pulcherrima quae ignorantur. 
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Metal-organic frameworks are an exciting class of materials formed through the self-
assembly of their metal ion and organic ligand components into ordered, nanoporous 
lattice structures whose pore spaces are open to solvent, gas, and other guest 
molecules. Their consequently high surface areas render them suitable for diverse 
applications including gas storage, separations, and catalysis.  The ability to precisely 
engineer the chemistry of the pores in framework materials and thus tune their 
properties is one of their most attractive features. Interpenetration, a phenomenon 
where multiple lattices are woven through each other, is an important handle on 
tuning their properties, mediating between pore shapes and volumes, chemistries, 
and robustness.  
In this thesis new frameworks are presented where two chemically distinct lattices are 
interpenetrated, a longstanding target in the field. These frameworks therefore have 
two orthogonal handles on both pore shape and functionalisation and have been 
applied to asymmetric organocatalysis by embedding an achiral catalytic site within 
a chiral pore space. Additionally, some insight is gained into the underlying principles 
of the formation of complex types of interpenetration through the exploitation of 
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1.1.   METAL-ORGANIC FRAMEWORKS 
 Coordination, polymers, and frameworks 
Metal-organic frameworks1-3 (MOFs) are a class of materials with pores at nanometre 
size ranges. They are a subset of coordination polymers, built from organic linkers and 
metal ions. 
Coordination polymers are where a ligand capable of coordinating to a metal atom (or 
polycationic cluster) in two or more divergent directions mediates between repeating 
metal centres. They have been known and studied since shortly after the beginning of 
coordination chemistry in the early twentieth century.4 The first usage of the term and 
reviews appeared in the 1960s, but these early coordination polymers were often one-
dimensional chains, and/or lacked a well-defined structure, like traditional organic 
polymers.  
MOFs are almost always crystalline, as a consequence of their construction. To build 
up MOF structures, one or more metal atoms in a cluster act as framework nodes. 
Since metal atoms tend to form bonds in specific directions, and the ligands tend to be 
either rigid, or flexible only in limited ways, the resulting structures are usually very 
regular. 
These rigid clusters, considered together with the ligand donor atoms, are referred to 
in the field as secondary building units (SBUs), an abstraction analogous to talking 
about “building blocks” in broader supramolecular chemistry. Thinking about 
framework components in this way, e.g., thinking about ‘an octahedral SBU with 
connections at the edges’ instead of the [Zr6O4(OH)4] cluster found in the popular UiO-
665 framework facilitates the design of new structures tailored to specific applications. 
The [Zn4O] hexacarboxylate SBU present in most of the MOFs presented in this thesis 
is illustrated in Figure 1.1C. 
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These SBUs are then linked by polytopic organic linkers2 resulting in scaffold-like 
structures, illustrated in Figure 1.1D.  
 
Figure 1.1: An illustration of the basic features of MOFs, using MOF-56 as an example. (A) scheme of the synthetic 
preparation of many carboxylate MOFs. (B) A structural diagram of MOF-5. Grey spheres represent carbon, red, oxygen, 
cyan tetrahedra represent zinc (II) ions. The large yellow sphere represents the void space in the pore. (C) an enlarged 
view of the [Zn4O(COO-)6] cluster which forms the SBU of MOF-5 among many zinc carboxylate MOFs, (D) a simplified 
illustration of the primitive cubic (pcu) lattice 
Since coordination complexes tend to have well-defined regular geometries, and each 
node in a MOF can be seen as a coordination complex, the overall structures also tend 
to be regular and well-defined, and to a certain extent, the resulting structure tends to 
be predictable from the precursors. Since the components are well separated and their 
structures are at least partially rigid, MOFs are highly porous, allowing the entrance 
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and removal of fluid and solute guest molecules. The transparent yellow sphere in 
Figure 1.1B illustrates the space between the lattice components. 
 MOF terminology 
MOFs are defined by the International Union of Pure and Applied Chemistry to be 
“coordination polymers with an open framework containing potential voids”7 and are 
commonly referred to in two main ways. One way is by their chemical formula, in the 
style of traditional coordination chemistry. For example, in Figure 1.1B is a structural 
depiction of [Zn4O(bdc)3], where ‘bdc’ stands for the benzene dicarboxylate ligand. 
MOFs are also commonly referred to by individual names given to them by the 
research group which reports them, the material in Figure 1.1B being called ‘MOF-5’. 
Some “famous” MOFs are depicted in Figure 1.2. A, MOF-5,6 which was the first 3-
dimensional MOF with demonstrated gas uptake capability. B, UiO-66,5 on which 
thousands of articles have been published by hundreds of research groups, thanks to 
its extraordinary stability towards acidic and basic aqueous environments. C, HKUST-
1,8 which was the first MOF reported where coordinated solvents could be removed 
to reveal uncoordinated metal sites.  D, MIL-101,9 because of the remarkable geometry 
arising from such simple components. E, the “first MOFs” as reported by Hoskins and 
Robson10 in 1990. F, MOF-74,11 in which the pores are one-dimensional channels, 
which allowed analogues to be synthesised with very wide pores, since 
interpenetration (section 1.2.   ) is not possible. 
Throughout this introduction, I sometimes refer alternately to MOFs and “framework 
materials” interchangeably, partially for the sake of linguistic variety. I use this 
language especially when discussing general properties of, and approaches to 
working with, this class of materials. Despite being a little imprecise, I argue that this 
is a valid way to discuss them, because those other synthetic nanoporous framework 
materials, such as covalent organic frameworks (COFs12-14) and hydrogen-bonded 
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organic frameworks (HOFs15, 16), share most of their synthetic and design strategies, 
characterisation methods, and applications with MOFs. 
 
Figure 1.2: The structures of some historically important MOFs. A) MOF-5: left, the [Zn4O(COO)6] cluster; right, the 
framework with a yellow sphere indicating the pore. B) UiO-66: left, the Zr6O4(COO)8 cluster; right, a 2×2×2 supercell. 
C) HKUST-1: left, the Cu2(COO)4 paddlewheel; right, a 2×2×2 supercell. D) Cr-MIL-101: left, (1,0,0) view of the unit cell; 
right, (1,1,0) view of the unit cell. Carbon is coloured grey, oxygen red, zinc cyan, copper green, zirconium magenta, 
chromium orange. E) The “first MOFs”, described10 by Hoskins and Robson. Left, tetra(cyanophenyl)methane copper(I), 
right, ZnCu(CN)4. F) MOF-74, [Mg2(dobdc)], notable for its one dimensional channels. 
 Geometry and topology 
MOF structures are often analysed from a topological17, 18 viewpoint. The 
crystallographer will determine, for a given MOF, the mathematical net19 which most 
simply describes the connectivity of the lattice. This is interesting in its own right as a 
way to describe and classify the many structures in the field, but also has some 
concrete uses. One is that these descriptions of the organisation of structures will help 
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us to rationally design and synthesise desirable materials. The other most important 
and related reason is that such descriptions are beneficial for the computational 
screening20 and subsequent preparation21 of potential materials.  
These topological nets are given a three-letter code, the short form of their name. These 
are often simple geometric descriptors, or minerals that share the net. For example, 
pcu stands for “primitive cubic” and indicates that every vertex is connected to six 
neighbours, while dia indicates a diamondoid network, and nbo the connectivity of 
NbO, niobium monoxide. Importantly, having a pcu net does not mean that the MOF 
unit cell or structure is a regular cube – only that the connectivity between nodes is 
the same as the connectivity between the vertices in a simple cubic lattice. 
 Early MOFs, and the development of the field 
In 1989, a seminal paper by Hoskins and Robson10 showed that coordination polymers 
could form regular, three-dimensional frameworks with large void spaces. They 
replaced the ligands in the tetrahedral [CuI(CH3CN)4]+ complex with 4,4’,4’’,4’’’-
tetracyanotetraphenylmethane, yielding what is arguably the first metal-organic 
framework (it was at least the first to be identified as such – the pigment Prussian 
blue22, synthesised in the eighteenth century, has a cubic framework structure with 
many water molecules in the voids, and could be considered a MOF).  Immediately, 
the possibilities inherent in such structures became apparent: the authors predicted 
that this new class of materials would be highly tuneable (by functionalisation of the 
organic component) and of interest in applications such as gas storage and 
separations, catalysis, and the isolation of otherwise unstable or reactive compounds 
to study them. 
These predictions have largely come true (details on the application of MOFs in 
section 1.1.6, page 8). At the time of writing, a Scifinder search on metal-organic 
frameworks yields over 52,000 results, and this number is a conservative estimate of 
the number of publications as some authors use different terms (such as PCP – porous 
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coordination polymer) instead of MOF. Similarly, there are over 90,000 MOF crystal 
structures deposited in the Cambridge Structural Database23 at the time of writing. 
A few years later, the same group reported similar materials24 based on 
tetraphenylporphyrin, establishing that it was possible to include a potentially 
catalytic component as part of a framework structure. Unfortunately, both of these 
materials were not stable to the removal of the solvent from their pores – the 
crystalline order was lost when the guest solvent was evaporated. In the early 1990s, 
several reports25, 26 of extended solids or crystalline coordination polymers were made. 
A notable study by Fujita et al.27 showed that the pores could be used for catalysis, but 
none of these materials was stable to the evacuation of solvent either. 
In the mid-1990s the first reports of such materials which were able to have their 
guests exchanged for others, and later, those which were stable to evacuation of 
solvents appeared6, 24, 28. A particularly notable example is MOF-529 in 1999, which was 
the first three-dimensional MOF demonstrated to be capable of selectively adsorbing 
gases on its high surface are. This framework was inspired by the crystal structure of 
basic zinc acetate, where four tetrahedral zinc (II) ions around a central oxide form a 
cluster which is capped in an overall octahedral fashion by six acetate ligands. Instead 
of acetate, 1,4-benzenedicarboxylate was used, linking [Zn4O] clusters together into a 
cubic lattice (this is the MOF illustrated in Figure 1.1). 
 
Figure 1.3: An illustration of the isoreticular principle, by which frameworks with the same SBU and topology but varying 
pore size and functionality can be produced by varying the ligand length and/or functionalisation. 
By the early 2000s it was demonstrated that the pore sizes could indeed be tuned30 by 
the use of the same types of SBUs with linkers of varying lengths. Yaghi and 
coworkers showed that a wide range of structures with the same topology as MOF-5 
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could be prepared by simply varying the length and substituents on the organic linker. 
Varying the length leads to a material with the same topology, but a different pore 
size. Varying the substituents leads to a material with the same topology but a 
different pore chemistry. This principle, ‘isoreticular chemistry’, illustrated in Figure 
1.3, is used to guide MOF design31-36 to create new materials with desired properties, 
a long-standing challenge in materials chemistry and science in general.  
 Synthesis and growth of MOFs 
The historical examples of MOFs referred to in the previous section were synthesised 
through the traditional methods of coordination chemistry, namely vapour diffusion. 
The slow diffusion of triethylamine into a solution of benzene-1,4-dicarboxylic acid 
and zinc nitrate resulted in the slow deprotonation of the ligand, allowing the self-


























Scheme 1.1: Top: hydrolysis of formamide solvents results in the slow build-up of dialkylamines in solvothermal MOF 
synthesis reactions. R = Me, Et, i-Pr, n-Pr, t-Bu, n-Bu, etc. Bottom: amines slowly generated from solvent decomposition 
deprotonate ligands. The example is an aromatic carboxylate, but it can be many other deprotonatable groups. The 
deprotonated ligand coordinates to available metals or metal clusters to form a MOF. 
MOFs can be synthesised through a wide range of techniques37, but today they are 
most commonly prepared using solvothermal reactions38, 39 between protonated 
ligands and metal salts in amide-based solvents such as DMF. The gradual hydrolysis 
of the solvent produces amines (Scheme 1.1) which then deprotonate the ligand. The 
very gradual build-up of base allows the MOF to form slowly, and the temperature 
means that each metal-ligand bond is labile enough for “error correction” to occur and 
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high-quality crystals to result. These reactions are conveniently conducted in small (c. 
2-20 mL) glass vials heated in an oven or heating block, which allow the crystal growth 
to be monitored easily. This is the synthetic method mostly employed in this work. 
Like most crystallisation processes, MOF formation is still somewhat mysterious, and 
the details probably differ for every individual structure. Nonetheless, in-situ time-
resolved NMR40 and XRD41 experiments can reveal intermediate assemblies such as 
the metal cluster capped by solvent before the ligand coordinates. 
 Applications of MOFs 
Potential applications for MOFs almost always exploit their accessible pores, and 
include gas storage2 and separation,42 catalytic mitigation of toxic compounds,43 and 
many other similar problems. Although the field is newly emerging, the first 
commercial products incorporating MOFs are starting to appear44 and include storage 
solutions for dangerous gases used for semiconductor manufacture, and products that 
release inhibitors of the gases responsible for fruit ripening. In 2017, the prototype of 
a water harvesting device based on MOFs was featured in the news media.45 A MOF 
adsorbent bed in the device is able to trap water at low humidity levels, and release it 
through the effect of heat. Enough heat is collected by average natural sunlight on a 
square metre to release approximately three litres of water from the device per day. 
Many new potential applications for framework materials are being reported all the 
time, but I will pick a few of the most well-developed to describe with a little more 
detail. 
 Gas storage 
The large surface area of a MOF provides many sites for gas molecules to physisorb46-
50 and the energy associated with this adsorption reduces the kinetic energy of the 
molecules. This effect is strongest when the gas has a particularly good shape, size, or 
polarity match46 to the pore or some part thereof. This means that within the MOF, the 
same number of gas molecules have a lower pressure than they would in a contiguous 
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space of the same volume – more gas can be stored at the same pressure as in a non-
adsorbent-containing tank. The open nature of a framework similarly allows 
substrates for catalytic reactions to diffuse in and out of a MOF crystal, increasing the 
possible rate of a catalytic reaction by increasing the number of available catalyst sites. 
Compared to other commonly used porous materials, such as zeolites and porous 
carbons, MOFs and other framework materials often have higher surface areas and 
almost always have a wider scope for functionalisation2. 
 Separations 
Just as with gas storage, gas separation applications42, 47, 51-53 exploit the high surface 
areas of MOFs as well as, importantly, their specific pore shapes.  Separations as fine 
as those of hydrogen isotopes54 or xylene isomers55, 56 have been achieved. The highest 
profile gas separation is the capture of carbon dioxide57 (CO2) which has significant 
implications for climate change. Gas separations can be broadly classified on a 
spectrum from absorption to kinetics. 
In absorptive58 separations, the total gas uptake of the material, higher for one gas than 
another, is exploited. The adsorbent (in this case a MOF, but it could also be another 
porous material like a zeolite) is exposed to a mixture of gases, one or more of which 
the adsorbent has a higher affinity for than the others. The excess which is not 
absorbed is collected, and the gas which is absorbed is removed from the material by 
vacuum, heating, or a combination of the two. 
Kinetic59 separations, on the other hand, are based on some molecules diffusing more 
slowly through MOF pores. The extreme end of this spectrum is molecular sieving, 
where only one part of the mixture fits through the adsorbent pores at all, while the 
other is completely blocked from going through. 
 Catalysis 
MOFs are an ideal platform for heterogeneous catalysis60-64 because they also provide 
many of the benefits of homogeneous catalysis. The dedicated materials scientist can 
control the specific chemical surroundings and pore spaces36, 65-67 in a MOF to influence 
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the catalytic outcome. In this case, each catalytic unit is identical, just as in 
homogeneous catalysis by transition metal complexes or organocatalysts. MOF 
catalysis is therefore unlike most traditional heterogenous catalysis by, e.g. metal 
nanoparticles, which often do not have well-defined structures. The highly ordered 
structures of MOFs also facilitate study of the catalytic cycle, and some researchers 
have even observed catalytic intermediates by SCXRD68-70 to provide clear evidence 
for mechanisms. 
A more detailed introduction to MOF catalysis is given in Chapter 6, where some 
MOFs designed and prepared as part of this work are applied to catalysis in a new 
way. 
 Characterisation methods for MOFs 
 XRD 
X-ray diffraction (XRD) both of single-crystal (SCXRD) and powder (PXRD) samples 
is the most important characterisation method for MOFs. By comparison of the 
expected scattering calculated from a structural model with the real scattering 
observed when a MOF material is exposed to X-rays, the MOF’s average atomic 
structure is revealed, including vital information about the sizes of pores and their 
windows. XRD is introduced in detail in Chapter 5. 
 Gas sorption measurements 
To determine the surface area of a MOF experimentally, and to assess a given MOF’s 
suitability for a gas storage or separation application, gas sorption measurements are 
performed. Measurements of amounts of a gas or vapour adsorbed to a MOF surface 
can be obtained gravimetrically, by measuring the weight of a sample as it changes 
with pressure or a gas at a fixed temperature, or volumetrically, by measuring the 
resultant pressure in a sample cell when a specific volume of gas is added. 
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 NMR spectroscopy 
MOFs are characterised by NMR spectroscopy both in the solid state, as well as after 
digestion of the frameworks and dissolution of their components, giving information 
very complementary71 to XRD. 
NMR analysis of digested MOF samples, usually of the 1H nucleus, provides 
information about the organic components after MOF synthesis. It is regularly used 
to confirm that the organic ligand remains intact during MOF synthesis, as well as to 
determine the ratio of multiple ligands in multivariate or multicomponent MOFs. 
In the solid state, NMR allows information72 to be gained about the interaction of the 
framework with guests, such as the kinetics of guest diffusion and the adsorption 
sites73 of gas molecules. 
Solid state NMR also allows measurement of the dynamics of mobile parts of MOF 
components. As an example, in (very common) aromatic ligands the rings can often 
rotate, and solid state NMR can be used to measure the rate of this rotation. Sometimes 
one can even find out about the motion of molecular machines such as rotaxanes74 
when they have been used as MOF components.  
 Electron microscopy 
Electron microscopy, both SEM and TEM, are commonly used for MOF 
characterisation, especially when the material of interest is nanocrystalline rather than 
large single crystals. Electron diffraction has provided the only reported single crystal 
structures14 of COFs, which are notoriously difficult to prepare in crystals larger than 
the nanoscale. 
Since electron microscopy can not only provide imaging but also information about 
local symmetry (through electron diffraction) it has been used to directly identify 
locations with different crystal defects75 (missing ligands and/or nodes) through the 




1.2.   INTERPENETRATION IN METAL-ORGANIC FRAMEWORKS 
Interpenetration is a phenomenon known in MOFs,76 supramolecular cages,77 and 
many other kinds of network materials78 such as organic polymers and hydrogels. In 
the context of MOFs and other crystalline materials, interpenetration means that two 
or more lattices are present in the same crystal. The number of lattices is typically an 
integer, usually under five, and the nodes of one lattice occupy the pores of the 
neighbouring lattice(s), so that the overall structure can be thought of as a catenane on 
a polymeric scale. This is illustrated with the simplest example, two-fold 
interpenetration, in Figure 1.4.  
Interpenetration in MOFs is very common, occurring in some of the very earliest26 
examples. The highest level of interpenetration reported to date is a remarkable 54-
fold79. The probability of a given MOF being interpenetrated increases with increasing 
length of the organic linker, and thus with the void volume a non-interpenetrated 
framework would have had. 
 
Figure 1.4: (A) An illustration of interpenetration using the simple example of two pcu lattices, with the nodes of each 
lattice perfectly centred in the pores of the other. (B) As before, but with the lattices offset from each other, maximising 
van der Waals contacts between lattices. 
In most cases, notably the IRMOF series30, interpenetrating lattices are not evenly 
distributed with nodes directly in the centres of the pores of the neighbouring lattice 
(Figure 1.4A). Instead they are usually offset (Figure 1.4B), to allow the maximum 
amount of van der Waals contact between the lattices. Although individual van der 
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Waals contacts are weak, over a large structure they sum to a significant amount of 
energy, and this is the primary reason for interpenetration being thermodynamically 
preferred.  
 Interpenetration and porosity 
Interpenetration reduces the pore volume of a MOF, and thus reduces its surface area 
and in most cases its total uptake of gas, or porosity.80  
For any given gas storage or separation application, a match between the pore size 
and the desired guest is key. For example, the ideal pore diameter for hydrogen 
uptake has been calculated to be approximately 7 Å or 10 Å, corresponding to two or 
three hydrogen molecules without any excess space respectively81. If the 
interpenetration of a framework brings its pore diameter closer to such an ideal size, 
an improvement in separation properties (if not necessarily absolute gravimetric 
uptake) can be expected. 
 
Figure 1.5: Illustration of guest and pore size comparisons for (A) non-interpenetrated and (B) interpenetrated versions 
of SIFSIX-2-Cu. Atom colours are indicated in the legend; red spheres represent the oxygen atoms of a modelled CO2 
molecule which closely match the pore size of SIFSIX-2-Cu-i. 
In some cases, the absolute gravimetric uptake can also be higher in interpenetrated 
frameworks, under specific conditions. One example is the copper(II), 4,4’-
dipyridylacetylene and hexafluorosilicate based framework SIFSIX-2-Cu49 illustrated 
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in Figure 1.5. This material has a surface area of 3140 m2 g-1 in its non-interpenetrated 
phase, while in its interpenetrated phase this is reduced to 735 m2 g-1. The 
interpenetrated phase has a pore diameter closely matching the kinetic diameter of 
carbon dioxide. 
The non-interpenetrated phase exhibits CO2 uptake of 41.4 cm3 g−1 at 298 K and 1 bar, 
but because of the aforementioned size match, the interpenetrated phase SIFSIX-2-Cu-
i absorbs almost three times as much, taking up 121.2 cm3 g−1 (5.41 mmol g−1, 
238 mg g−1) under the same conditions. There are similar materials for hydrogen 
adsorption.82 
Interpenetration also allows for the possibility of dynamic behaviour of 
interpenetrated lattices. A two-fold interpenetrated nickel(II), 1,2-bis(4-pyridyl)ethane 
and dicyanamide based MOF synthesised by Kitagawa and coworkers83 shows some 
remarkable behaviours. Exposure to CO2 gas induces a shift in the arrangement of the 
two lattices, allowing the gas to enter and be adsorbed. N2 and O2 however, which are 
of a similar size, are entirely excluded from the pores. This makes the framework very 
highly selective for CO2 uptake.  
 When is interpenetration useful and when isn’t it? 
Whether or not framework interpenetration is desirable is highly specific to the MOF 
and the application, but I will briefly mention a few examples which may illustrate 
the breadth of the range of situations in which one needs to consider it. The first 
example is the simple tuning of pore size (as described above) which produces new 
or different sites84 for gas sorption. 
Interpenetration increases the thermal conductivity85 of MOFs by introducing 
vibrations of the framework relative to each other. Thermal conductivity is critical for 
gas sorption applications, as the adsorption and desorption of gases are energetic 
processes with large associated temperature swings which need to be mitigated to 
allow loading of the MOF pores in a reasonable timeframe. 
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Ligands in an interpenetrated MOF can structurally support86 each other to prevent 
framework collapse on solvent removal. Large ligands (e.g. those based on 
porphyrins) can be brought closer together than they would be in a non-
interpenetrated structure, for cooperative catalysis87 between groups from both 
ligands. Ligand distances also have a strong influence over MOF luminescence 
properties, which can also be tuned88 through the control of interpenetration. 
 Control of interpenetration 
As the previous section hopefully indicated, control of interpenetration  in framework 
materials is highly desirable, and indeed such control has been a popular target89, 90 for 
MOF chemists. As described above, interpenetration can result in a variety of positive 
and negative effects on any particular MOF structure, but the effect depends on at 
least partially known features of the framework. Thus, the MOF chemist can use the 
control of interpenetration to tailor a MOF towards a specific purpose. A selection of 
the most common parameters by which interpenetration can be modulated are 
summarised in Figure 1.6. 
The framework geometry determines, first of all, whether interpenetration is possible 
at all. In simple cubic or diamondoid networks (such as those illustrated in Figure 
1.2A and E respectively) it is easy to understand how interpenetration could be 
possible. On the other hand, certain topologies can prevent interpenetration. One 
example of this is MOF-17791, where a doubling of the qom net would result in each 
network sharing some of its edges with the other: possible in a mathematical 
representation of a topology, but not in a chemical structure. The largest pores 
achieved to date are in analogues of MOF-7492, which has one-dimensional channels 
as pores. This allowed the linker length to be increased without resulting in 
interpenetration, giving rise to materials with pore diameters over 98 Å, large enough 
for the inclusion of whole proteins. 
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Ligand length is probably the most important factor among many determining the 
interpenetration of a given framework. As ligands become longer, the pore spaces and 
diameters of pore openings increase, and room is made available for additional 
lattices. For example, in similar synthesis conditions, the short 1,4-
benzenedicarboxylate ligand produces non-interpenetrated materials while the longer 
4,4’-biphenyldicarboxylate ligand produces interpenetrated frameworks30. Bulky 
substituents on ligands tend to reduce the occurrence of interpenetration, simply 
through steric hindrance of the entry of additional ligands to the pores of the MOF. In 
one example, a bulky boc-protected proline substituent35 resulted in a non-
interpenetrated framework, while the bare backbone results in a two-fold 
interpenetrated framework. 
 
Figure 1.6: A diagrammatic illustration of the main handles on interpenetration control in MOFs. 
Solvent choice has been effective in determining interpenetration levels in some cases. 
Solvents with larger molecular sizes tend to produce non-interpenetrated structures 
through the exclusion of additional ligand from the pores of a lattice. In one study93 
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using formamide as the solvent generated fivefold interpenetrated structures, while 
in the bulkier DMF fourfold interpenetrated structures formed, and in the yet bulkier 
diethylformamide threefold interpenetrated structures formed, in each case from the 
same ligand and metal combinations. 
Concentration of precursors30 and synthesis through sonication at various energies94 
have also been used to discriminate between the formation of IRMOF-9 and IRMOF-
10, the twofold interpenetrated and noninterpenetrated isomers of [Zn4O(bpdc)3], 
respectively. 
Temperature has also been used to effectively control interpenetration. It is a feature 
of all types of chemical reaction that kinetic products tend to dominate at lower 
temperatures, while thermodynamic products are formed at higher temperatures. So 
it is with metal-organic frameworks, where at low temperatures less interpenetrated 
products are more common. For example95 IRMOF-8, which was originally prepared 
in an interpenetrated form via solvothermal synthesis, could be synthesised in a non-
interpenetrated form by performing the synthesis at room temperature over a longer 
time period. Electrostatic interaction between ligands and solvent has also been 
observed96 to preclude interpenetration in a MOF family which is otherwise strongly 
predisposed to it. 
 Partial interpenetration 
Partial interpenetration49, 97-100 is a recently observed and uncommon phenomenon 
where an interpenetrating lattice can have a fractional crystallographic occupancy. 
That is, some cells of the crystal contain a sublattice, while other cells are non-
interpenetrated, resulting in a fractional value of interpenetration. Figure 1.7 shows 




Figure 1.7: (A) A partially interpenetrated framework (NOTT-202100) where the interpenetrating lattice is disordered over 
two incompatible sites. (B) A partially interpenetrated lattice where a continuum of degrees of interpenetration is 
possible. In both cases, the blue (primary) lattice is complete, while the secondary lattice (orange and yellow in A, blue 
in B) exists only in some regions and not in others. 
The first kind of partial interpenetration (Figure 1.7A) is exemplified by NOTT-202100 
the first partially interpenetrated framework to be reported. It consists of a 
diamandoid lattice, where the second, interpenetrating lattice can occupy two 
different, incompatible positions relative to the primary lattice. The gaps between 
interpenetrated regions result in crystals which are only interpenetrated throughout 
75% of their volume. 
Ma et al. reported98 the only known partially interpenetrated framework with more 
than two lattices. It has three, where the primary lattice is fully occupied while the 
secondary and tertiary lattices have occupancies of 50% and 25% respectively. This 
framework is partially interpenetrated for the same reason as NOTT-202, with each 
sublattice being disordered over incompatible positions. 
Massey University Framework (MUF) 9 and its analogues99 are materials which 
display controlled partial interpenetration. In MUF-9, a bulky side chain on the ligand 
only slows but does not prevent interpenetration. This results in a material with any 
possible fraction of lattices between one and two: any cell can either have a second 
lattice or not, as illustrated in Figure 1.7B. This is in contrast to the aforementioned 
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examples, where the partial occupancy of the interpenetrating lattices is fixed. MUF-
9 was reported by the Telfer group and collaborators in 2016 and is the basis for this 
work. It will be introduced in detail in Chapter 2. 
More recently, the Zaworotko group reported a MOF97 where control over partial 
interpenetration is also displayed. They could vary the occupancy of the second lattice 
in their SIFSIX-14-Cu-i material between 99% and 70%, then demonstrated that 
decreasing the interpenetration percentage also decreased the C2H2/C2H4 separation 
performance in an otherwise identical material. For both MUF-9 and SIFSIX-14-Cu-i, 
the partial interpenetration results from a difference in growth rate between primary 
and secondary lattices, but has only one crystallographic site for the secondary lattice, 
which is what makes the continuum of degrees of partial interpenetration possible.  
 Interpenetration of heterogeneous frameworks 
There are some examples, a list of which was collected in a recent review76, of atypical 
cases of interpenetration where the interpenetrating lattices are not identical to each 
other. The two lattices often have different dimensionalities, such as 1D chains that 
interpenetrate through 2D grids, one nice example of which is the MOF depicted in 
Figure 1.8. However, in several isolated cases101-103 they can be combinations of 3D 




Figure 1.8: An illustration of the structure of a hetero-interpenetrated MOF formed from 1D ladders interpenetrating 
through 2D sheets to form a 3D structure, reported by Carlucci104 et al. A) One type of sublattice, 1D chains in a ladder-
like arrangement. B) The other type of sublattice, 2D sheets in a brick-like pattern. C) An illustration of how the two 
types of network interpenetrate. D) The components of both lattices are manganese(II) ions with the depicted ligand.  
To date, the observation of interpenetrated MOFs that comprise two different lattices 
has been serendipitous. Rational synthetic strategies to produce such materials have 
not yet emerged, though recent computational efforts105, 106 have focused on identifying 
potentially compatible existing frameworks. This is the most fundamental question 





1.3.   A BRIEF DESCRIPTION OF THIS WORK 
This thesis has more (and shorter) Chapters than is usual, and has more introductory 
material spread throughout different Chapters than is common. For example, a 
detailed introduction to X-ray crystallography is presented in Chapter 5, where a new 
crystallographic technique is developed, and a detailed introduction to catalysis in 
MOFs is given in Chapter 6, where the subject is the application of a MOF to tuning a 
catalytic reaction. I have chosen this format in the hope that it will be easier to read 
when related pieces of information are nearer each other.  
To boil it down to the simplest expression I can think of, this work is a case study of 
how the shape of the organic component of a MOF can influence its structure, and 
how the interactions between MOF components can be exploited to access difficult 
and useful structures. The example studied is the deliberate synthesis of hetero-
interpenetrated MOFs in a stepwise process. 
In Chapter 2, we will look at the MOF which is used as the starting material for much 
of the work of this thesis. I will describe this framework, MUF-9, and present some 
characterisation which furthers our understanding of it compared to what was 
presented in its original publication. This extra characterisation is in order to establish 
its viability for use as a starting material in the following Chapters, and the conditions 
under which it can be used in that capacity. 
In Chapter 3, I present the first rationally designed hetero-interpenetrated MOF, 
prepared from MUF-9 in a stepwise synthesis. The conditions necessary for that 
synthesis are established, and a means of characterising such a complex material is 
described. 
In Chapter 4, I expand the methods established in Chapter 3 to a range of different 
secondary lattices. Some of the limits of this method are shown, and two interesting 
examples of hetero-interpenetrated frameworks are characterised in detail. 
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In Chapter 5, I present a new method, using multiwavelength synchrotron techniques, 
to specifically determine the identities of metal atoms at selected crystallographic loci, 
something which is usually not possible with fixed-wavelength laboratory X-ray 
sources. 
In Chapter 6, the method for producing hetero-interpenetrated MOFs is adapted to a 
closely related starting material, MUF-10, and then applied to produce a designer 
catalyst. This is a proof-of-concept demonstration of one kind of use which hetero-
interpenetrated frameworks could have: materials where each of the two different 
lattices contribute orthogonally to the functionality of the material. 
In Chapter 7, I present a few new frameworks using new ligands related to those used 
in Chapters 2-6. Our target here was to explore variations of MUF-9 which could 
elucidate the reasons for its unusual behaviour. I explore how the supramolecular 
interactions between the side chains of these ligands determine the structure of the 
resulting framework materials. 
In Chapter 8, I summarise the overall results of this work and reiterate their place in 
the larger context of MOF chemistry and chemistry in general. I offer my perspective 
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2.1.   INTRODUCTION 
The MOFs that serve as the starting material for the investigations in chapters 3 – 6 
are named MUF-9 and MUF-10. These MOFs were reported in a 2016 paper99 by our 
research group, and I will summarise the important results from this paper here. I will  
focus on those aspects of MUF-9 which are most relevant to the work carried out in 
this thesis. 
MUF-9 is formed from the racemic mixture of the biphenyl dicarboxylate (BPDC)-
based ligand L1 (Figure 2.1A) and [Zn4O] SBUs (Figure 2.1B), the same as those found 
in the archetypal examples of MOF-5 and IRMOF-9. MUF-9 is a two-fold 
interpenetrated structure (labelled β) when synthesised in DMF, but when the bulkier 
dibutylformamide (DBF) is used as the reaction solvent a noninterpenetrated (α) 
phase is formed, as illustrated in Figure 2.1C. MUF-9 displays a primitive cubic (pcu) 
topology, with unit cell lengths of 17.2 Å, and a pore diameter of approximately 9 Å 
in the noninterpenetrated phase. The space group for α- MUF-9 is P -4 3 m, while for 




Figure 2.1: MUF-9 structures and components. A) various representations of L1: first, a cartoon as a simple blue rod, 
second, a skeletal structure, third, a 3D atomic representation showing the twisted backbone. Only one enantiomer of 
L1 is shown, but MUF-9 is made from the racemic ligand. B) various representations of the cluster in MUF-9, first, a blue 
sphere used in structural cartoons, second, the formula, third, a 3D visualisation of the tetrahedral, 6-coordinate cluster. 
C) an illustration of the range of structures from α-MUF-9 to β-MUF-9. 
MUF-9 can also be partially interpenetrated. What this means is that in some cells of 
the crystal, a second lattice is present, while in other cells it is not (Figure 2.1C). This 
phase is labelled PIP-MUF-9. A given sample of PIP-MUF-9 thus has a partial 
interpenetration percentage (PIP%), which is the proportion of cells which are 
interpenetrated.  
As the interpenetration percentage of MUF-9 increases, the phase change can be 
tracked qualitatively by PXRD (Figure 2.2) with the decrease in intensity of the peak 
at 2θ = 5.2°, while the peak at 7.3° increases in intensity. These peaks correspond to the 
(100) and (110) reflections respectively. Their intensities are thus most prominently 
determined by the proportion of cells which are interpenetrated. As the PIP% 
increases, the space group approximates that of the β phase, in which the (100) 
reflection is systematically absent. It is important that crystals are oriented randomly 




Figure 2.2: PXRD patterns of α- (top, blue), PIP- (middle, purple), and β-MUF-9 (bottom, red). 
This diagnostic use of PXRD is the most important and consistent characterisation tool 
used throughout this entire work. In many experiments, significant information about 
the behaviour of MUF-9 in various conditions is gained simply from the ratio of those 
first two peaks. This was always the first characterisation method we would look at 
for any attempt at preparing a new material, in the way an organic synthetic chemist 
might check a TLC to see if something is happening in their reaction. 
Using reaction solvents with intermediate size between DMF and DBF, including 
N,N-diisopropylformamide (DIF), result in a different phase, labelled γ-MUF-9, 
illustrated in Figure 2.3. This is a non-interpenetrated framework with a bsn topology, 
with cell dimensions of a = b = 32.63 Å and c = 17.13 Å, in the tetragonal space group I 
-4 2 d. In the bsn net (named for the bonding in the β phase of Sn), nodes are six-
coordinate just as they are as in pcu, but the connectivity is different. Along the xy 
plane, the nodes form a square grid, but the connectivity between the layers of grids 
alternates direction. This connectivity results, given the constraint of fixed ligand and 
cluster sizes, in angles between ligands deviating from the 90° of the cubic lattices to 
75.3° in one direction and 104.7° in the other. This means γ-MUF-9 has a structure 
where the ligands are brought closer together than in α-MUF-9, but further apart than 




Figure 2.3: The structure of γ-MUF-9. Top: γ-MUF-9 can be prepared both by direct synthesis in DIF, as well as by heating 
α-MUF-9 in DIF. Bottom: a close-up view of a small section of the γ-MUF-9 lattice shown as both a cartoon representation 
and a ball-and-stick representation, from which side chains and hydrogens have been removed for clarity. 
We originally anticipated that the bulky side chain on L1 would prevent it from 
forming interpenetrated structures, as observed for many related ligands. One such 
example is a boc-protected proline-functionalised BPDC derivative used in earlier 
work by our group to synthesise noninterpenetrated frameworks35. However, the 
pendant phenyl rings on the side chain of 1 form moderate π-π interactions with the 
backbone of the neighbouring lattice99 which promote the formation of the 
interpenetrated structure. The non-interpenetrated structure (α-MUF-9) is therefore a 
metastable form of this material.  
Figure 2.4 illustrates the interactions between the lattices in MUF-9. The pendant 
phenyl rings of the primary lattice wrap around the backbone of the secondary ligand, 
and the pendant phenyl rings of the secondary ligand wrap around the backbone of 
the next ligand along in the primary lattice, making a total of four offset face-to-face 
35 
 
noncovalent interactions between aromatic groups, for each ligand in the secondary 
lattice, one for each phenyl ring in the ligand. 
 
Figure 2.4: An illustration of the contacts between the lattices in MUF-9. Side chains have been removed from most 
ligands, and all hydrogens have been removed for clarity. One cell of the primary lattice is shown, where grey atoms are 
carbon, dark blue nitrogen, red oxygen, and light blue zinc. One ligand of an interpenetrating (secondary) lattice is shown 
in different colours for clarity, where yellow atoms are carbon, teal nitrogen, orange oxygen.  
The interaction described above, with the side chain of each of two neighbouring 
ligands pointing in the same direction is the most favourable orientation for the 
ligands. This orientation was assumed for all pairs of ligands when calculating the 
‘interpenetration enthalpy’ of 259 kJ mol–1 per [Zn4O] unit. 
However, each ligand can be in any of four orientations (Figure 2.5A), and three of 
those are sterically compatible with any one orientation of their neighbour (Figure 
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2.5B) if the side chain of the neighbouring ligand is directed towards it. Figure 2.5C 
shows a single lattice with all ligands oriented in only one direction, which leads to 
pores of approximately 4 Å diameter (Figure 2.5D) in β-MUF-9. 
 
Figure 2.5: A) At any given site, L1 can take one of four orientations, and B) each one of those orientations is compatible 
with three orientations of the neighbouring ligand. C) An illustration of a single lattice where ligands are oriented in the 
same direction. D) Where ligands in both lattices are oriented in the same direction the pore size in β-MUF-9 is 
approximately 4 Å, indicated by the yellow sphere. 
We think that this situation predominates, but the symmetry of the overall structure 
indicates that all orientations are present throughout. At the putative boundaries 
between the domains where ligands are aligned with each other, there may be 
(slightly) smaller and larger pores present. 
Because β-MUF-9 is the thermodynamic product, α- and PIP-MUF-9 are metastable. 
They display a behaviour we dubbed ‘autocatenation’ in which, through a variety of 
stimuli, they can be induced to transform into the fully interpenetrated phase in a 
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single-crystal-to-single-crystal process. These stimuli include heating in DMF or DEF, 
removal of the solvent trapped in the framework pores, heating in moderate 
concentrations of mineral or carboxylic acids, and anisotropic physical pressure such 
as grinding. Figure 2.6 shows some optical micrographs of an individual single crystal 
which was induced to undergo autocatenation by heating in DMF over time.  
 
 
Heating time: 0 hours 18 hours 36 hours 60 hours 
PIP level: 0 % 27 % 92 % 100 % 
Size (mm): 0.50 × 0.47 × 0.34 0.48 × 0.47 × 0.29 0.45 × 0.44 × 0.28 0.43 × 0.41 × 0.25 
Volume (mm3): 0.080 0.065 0.055 0.044 
Figure 2.6: Optical micrographs showing a crystal undergoing autocatenation from α-MUF-9 to β-MUF-9 via PIP-MUF-
9 by heating in DMF. Despite losing optical transparency, the crystal diffracts well at all stages of the conversion. PIP 
levels correspond to the occupancy of the interpenetrating lattice, as determined by SCXRD. Figure reproduced from 
reference 1. 
The autocatenation of MUF-9 from the α to the β phase is a single-crystal-to-single-
crystal transformation, so the crystals do not dissolve and reform. Each crystal shrinks 
to about half its original size, as expected for one lattice rearranging to two lattices. 
The intensity of high angle X-ray diffraction peaks as the phase change progresses 
increases. That is, the material becomes more highly ordered over the course of this 
process. This trend will be observed throughout the following three chapters: 
materials with higher PIP% values are better ordered and give better diffraction. 
The results presented in this chapter are some new characterisations of the behaviour 
of L1 and MUF-9. Many of these provide a foundation for the experimental work in 
later chapters and serve as control experiments – they establish the conditions in 
which it might be possible to work with MUF-9 as a starting material for further 
stepwise syntheses. Beyond that, the results here also give some additional basic 
insights into the behaviour of this rather unusual material.  
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2.2.   RESULTS 
 Improved and varied syntheses of α-MUF-9 
The outcome of a MOF synthesis reaction with Zn(NO3)2·4H2O and L1 can vary 
significantly with the batch of the ligand. This is unsurprising as trace additives are 
known to influence107, 108 crystallisation for a variety of MOFs. To overcome this, some 
effort was dedicated to producing L1 as pure as possible, so that the additives could 
be carefully controlled. The procedure for producing L1 (section 2.4.1) involves the 
coupling of benzil and 2,2’-diamino-4,4’-biphenyldicarboxylic acid in 1,4-dioxane 
with added trifluoroacetic acid instead of in glacial acetic acid, significantly increasing 
the yield over the literature procedure109 (from ~25 % to over 80 %). A small excess of 
benzil (1.3 equivalents) is used to ensure that all the 2,2’-diamino-4,4’-
biphenyldicarboxylic acid is consumed. This aids purification of the ligand, because 
benzil is significantly more soluble in medium-polarity organic solvents than either 
the carboxylic acid starting material or the ligand product. 
For most purposes in Chapters 3 – 6, large single crystals are desirable, as they make 
it possible to obtain good quality single-crystal X-ray diffraction datasets, which are 
critical when dealing with the complex structures of hetero-interpenetrated MOFs. In 
general, MOFs have very low density due to their pores. This means that compared to 
a small molecule crystal of equivalent size,  there is less ordered material to diffract X-
rays, and therefore larger crystals are required for a good signal-to-noise ratio in a 




Figure 2.7: An optical micrograph of “rafts” of intergrown α-MUF-9 
With some screening, it was found that the addition of 1 mg mL-1 of 2-fluorobenzoic 
acid to the synthetic mixture resulted in optimal crystals, with a size range of about 
0.15 – 0.4 mm in each dimension. This also reduced the formation of “rafts” of 
intergrown crystals (Figure 2.7) but did not avoid them entirely. 
 Synthesis of microcrystalline powder MUF-91 
We also wanted to prepare smaller crystals of α-MUF-9, to be able to test the effect of 
the crystallite size of the starting material on the results of the syntheses in chapters 3 
and 4. 
 
Figure 2.8: Images of microcrystalline powder of MUF-91. Left, a dark-field optical micrograph. Right, an SEM image. 
Microcrystalline samples could be produced by adding H2O (5 – 10 µL) per vial and 
agitating the vial during synthesis. These crystals were too small for SCXRD analysis, 
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but were used to further characterise the hetero-interpenetrated materials presented 
in Chapters 3 and 4 (section 3.6.1.2, and sections 4.3.    4.4.   ). Their size range is about 
1 – 5 µm, as shown in Figure 2.8. 
 Rapid synthesis of MUF-9 nanocrystals at different 
temperatures 
Many [Zn4O(L3)] MOFs, where L is a ditopic carboxylate linker such as 1,4-benzene-
dicarboxylic acid (bdc) or bpdc, can be synthesised as nanocrystals at room 
temperature67, 110, 111 by mixing solutions of ligand with zinc(II) acetate hexahydrate. 
With the more basic acetate counterion (compared to nitrate, which is typically used 
in solvothermal syntheses), the ligand is rapidly deprotonated and the solution has a 
high nucleation rate. The MOF can later be heated to improve its crystallinity. 
In attempting to synthesise nanocrystals of α-MUF-9 at ambient temperatures, the 
formation of PIP-MUF-9 was observed even at those rapid time scales. Knowing that 
temperature is a factor112, 113 in the control of interpenetration, I repeated this 
experiment at a lower temperature, and obtained α-MUF-9. Then, we sought to 
prepare the full range of PIP-MUF-9 through varying the temperature (Figure 2.9), to 
add another method to the existing list of techniques for controlling interpenetration 
in this remarkable MOF. 
 
Figure 2.9: A plot of the PIP % of nanocrystalline MUF-9 as it varies with synthesis temperature. 
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The synthetic method for preparing nanocrystalline MUF-9 can be found in section 
2.4.2.3, and the PXRD patterns in section 2.4.3.4. Figure 2.9 shows how the PIP% of 
samples of nanocrystalline MUF-9 increases approximately linearly with temperature, 
reaching a plateau of about 75% interpenetration, at 55 °C. 
 Behaviour of MUF-9 precursors in different solvents 
Having already observed that different phases of MUF-9 could be obtained through 
solvothermal synthesis in various formamide solvents, we explored syntheses using 
the same starting materials in a few other solvents as well.  





























β-MUF-9 PIP-MUF-9 α-MUF-9 γ-MUF-9 
Table 2.1 shows the results of that study: ‘MOF obtained’ indicates the phase at the 
onset of crystallisation, although just as with MUF-9 in DBF, the PIP% of MUF-9 in 
DPF continues to increase over time if the reaction conditions are maintained. PXRD 
patterns are in section 2.4.3.3, page 52.  
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 Behaviour of α-MUF-9 when heated in various solvents 
Because the aim of the following chapters is to produce new materials from (without 
altering the existing structure of) α-MUF-9, the effect of different solvents on MUF-9 
was investigated. For each condition, a few crystals of α-MUF-9 were added to a 2 mL 
vial, and 1 mL of the respective solvent was added. Each vial was then placed in an 85 
°C oven for the indicated time and a PXRD pattern collected (Figure 2.10). 
 
Figure 2.10: PXRD patterns of MUF-9 after exposure to various solvents at 85 °C for different periods of time. DMF = 
N,N’-dimethylformamide, DEF = N,N’-diethylformamide, DBF = N,N’-dibutylformamide, tBuF = N-tert-Butylformamide, 




In most cases, the MOF changed to the phase which is obtained from direct synthesis 
in that solvent. DMF (as previously observed), DEF, tBuF, NMP, and NFP all resulted 
in a structural change to the fully interpenetrated β phase. N,N-diisopropylformamide 
(DIF, the yellow diffractogram in Figure 2.10) results in a change of phase to γ-MUF-
9, while N-formylpiperidine (NFPip) does not result in a change of phase in the time 
period studied, even though γ-MUF-9 is obtained from direct synthesis in NFPip. DBF 
was the only solvent out of these which resulted in the α phase being formed. 
 Metal and ligand exchange in MUF-9 
Metal and ligand exchange are common techniques to prepare otherwise inaccessible 
MOFs. It is often used when a target MOF cannot be prepared directly because the 
desired MOF components are sensitive to the MOF formation conditions (high 
temperature and mildly acidic or basic solutions), since exchange can often be 
observed under milder conditions than synthesis. 
It is worthwhile to determine the conditions in which a MOF can undergo ligand or 
metal-exchange for its own sake, but in this work the purpose of these experiments 
are to serve as controls for the work in the following two chapters. There, MOFs will 
be exposed to solutions of ligands and metal salts, but the exchange of these 
components into the original lattice is not desired. These experiments have been 
conducted to establish an upper bound on the amount of exchange which we can 
expect MUF-9 to undergo in conditions like the ones used here. 
 Exchange of cobalt(II) into α-MUF-9 
Samples of α-MUF-9 were exposed to solutions of Co(NO3)2·6H2O in DBF at 
concentrations of 2 mg mL-1 and 20 mg mL-1, and heated in each solution in a dry bath 
set to 95 °C, then the samples analysed by PXRD, then digested with DCl in DMSO 




Figure 2.11: Plot of percentages of zinc(II) replaced by cobalt(II) in α-MUF-9 over time. Black squares represent 
percentage exchange at 2 mg mL-1 cobalt nitrate concentration while red circled represent exchange at 20 mg mL-1 cobalt 
nitrate concentration. 
Unsurprisingly, concentration is hugely important in determining the rate of 
replacement of zinc(II) by cobalt(II) in α-MUF-9. At a concentration of 20 mg mL-1 
cobalt(II) nitrate hexahydrate, significant exchange is observed: Figure 2.11 shows that 
about half of the zinc(II) is replaced after two days, and a plateau is reached after four 
days, when three out of the four zinc ions have been replaced by cobalt – the [Zn4O] 
clusters have become ZnCo3O clusters. This is consistent with literature114 on many 
other [Zn4O] MOFs. 
At a concentration of 2 mg mL-1 cobalt(II) nitrate hexahydrate, very low exchange is 
observed for the first 50 hours of the experiment. 2 mg mL-1 ought therefore to be a 
safe concentration to use when trying to prepare new materials from α-MUF-9 in 
shorter timeframes. 
 Exchange of other ligands into MUF-9 
Samples of α-MUF-9 were prepared by a standard method. Solutions of 0.5 mg mL-1 
BPDC or 1 mg mL-1 BPDC-NH2 with 3 mg mL-1 2-fluorobenzoic acid were prepared in 
DBF and added to vials of α-MUF-9. As established in section 2.2.4, no autocatenation 
is expected when heating α-MUF-9 in this solvent at this temperature. The vials were 
placed in a dry bath set to 85 °C and the solution replaced every 6 hours. PXRD 
patterns were obtained from each sample, which confirmed that the added ligand also 
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did not result in autocatenation or other phase changes. Then, the samples were 
washed with DMF (2 mL × 3) and acetone (4 mL × 5) and dried under high vacuum. 
Each sample was digested in 0.2 M NaOD in D2O for 1H NMR spectroscopic analysis. 
 
Figure 2.12: Plot of percentages of L1 replaced by BPDC in α-MUF-9 as determined by 1H NMR spectroscopy of digested 
samples, over time. 
 
Figure 2.13: Plot of percentages of L1 replaced by BPDC-NH2 in α-MUF-9 as determined by 1H NMR spectroscopy of 
digested samples, over time. 
These plots, Figure 2.14 and Figure 2.15, show a similar amount of L1 replaced by 
another ligand, BPDC in the former case, and BPDC-NH2 in the latter case. This 
suggests that the NH2 group doesn’t significantly influence the rate of ligand 
exchange. In both cases, only a few percent of the L1 is exchanged in the first few hours 
of the reaction, reaching roughly 7% after 24 hours. 7% of the primary lattice being 
replaced is higher than desirable in our proposed hetero-interpenetrated MOFs. 
However, when we try to use additional ligand to construct a secondary lattice, that 
additional ligand will be consumed during the reaction. That should reduce the 
amount of ligand available to replace the original framework. 7% is therefore an 




2.3.   CONCLUSIONS 
In this chapter we have explored some of the interesting behaviour of MUF-9. Many 
of the results here aren’t easily made to tell a neat story on their own, but simply 
expand our understanding of this unusual MOF. 
The results from section 2.2.4, show that α-MUF-9 can change phase when heated in 
various solvents, which implies that the ligand-cluster bond remains somewhat labile 
at high temperatures. This will be important to keep in mind when determining the 
appropriate reaction conditions if we want to keep our primary MUF-9 lattice intact. 
Generally, MUF-9 is converted into whichever phase is obtained from direct synthesis 
in that solvent, except in the case of NFPip, which doesn’t cause a phase change in the 
time period studied. 
The most important thing these results do is set the stage for the following four 
chapters of this thesis. In order to use MUF-9 as a starting material for further 
reactions, we need to be confident about its behaviour under a range of conditions we 
might use for those reactions. Specifically, we want to know that the α-MUF-9 lattice 
itself will not be altered by the solvent, and that the components will not be replaced 
by the added ones. For this purpose, there are two key takeaways from sections 2.2.4 
and 2.2.5 above: 
• It’s possible to expose α-MUF-9 to temperatures up to at least 95 °C in several 
solvents, without causing the autocatenation behaviour observed when that 
solvent is DMF. 
• It’s possible to expose α-MUF-9 to low or moderate concentrations of 
alternative ligands and metals salts without them replacing large amounts of 
the original components or causing other changes to the structure.  
These two results address two of the biggest potential roadblocks in the use of α-MUF-
9 as the starting material for a hetero-interpenetrated framework. If significant 
exchange of new components into the original framework of α-MUF-9 or 
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autocatenation of the original framework had been observed, then those conditions 
would not be suitable for producing distinct hetero-interpenetrated frameworks. 
These experiments have established an upper bound for these background processes, 
and we can therefore be somewhat confident that it will be possible to add new 
components to α-MUF-9 in such a way that they go to construct a distinct secondary 
lattice, if those new components and the conditions under which they are introduced 
meet some criteria for suitability. Those criteria will be established in chapters three 




2.4.   EXPERIMENTAL DETAILS AND SUPPLEMENTARY DATA 













Scheme 2.1: Synthesis of L1 
2,2´-Diaminobiphenyl-4,4´-dicarboxylic acid (300 mg, 1.10 mmol) and benzil (300 mg, 
1.43 mmol) in dioxane (7.2 mL) and TFA (0.8 mL) were heated to 180 °C by microwave 
irradiation for 2 hours. The reaction mixture was transferred to a centrifuge tube and 
water (25 mL) was added to precipitate the product. The solid was collected by 
centrifugation at 4000 rpm for 15 minutes. The crude product was dissolved in 1 M 
aqueous NaOH (10 mL), and washed with CH2Cl2 (5 mL × 3). 2 M aqueous HCl was 
then added dropwise until a pale-yellow precipitate formed, which was collected by 
filtration and washed with H2O to yield L1 (420 mg, 1.10 mmol, 85%). 
Characterisation data matched those previously reported.99, 109 
 Synthesis of α-MUF-9 










Scheme 2.2: Synthesis of α-MUF-9 
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L1 (90 mg, 201 µmol), Zn(NO3)2·4H2O (160 mg, 611 µmol, 3.04 eq.), and 2-
fluorobenzoic acid were dissolved in DBF (10 mL) which was then split between ten 4 
mL vials with PTFE-lined septum caps. The vials were heated to 85 °C in a convection 
oven for seven hours, then removed, allowed to attain room temperature, then the 
crystals washed with DBF. 
 Microcrystals 
L1 (36 mg) and Zn(NO3)2·4H2O (64 mg) were dissolved in DBF (4 mL) with H2O (10 
µL) in a 25 mL Schott bottle and heated in an 85°C oven for 6 hours, shaking the 
mixture every hour. The resulting small crystals were then transferred to a 4 mL vial 
which was packed into a 50 mL centrifuge tube and centrifuged at 1000 rpm for 30 
seconds at speed. 
 Rapid synthesis of MUF-9 nanocrystals 
Zn(OAc)2·2H2O (160 mg, 0.71 mmol) was dissolved in DBF (5 mL). Benzil-bpdc (90 
mg, 0.21 mmol) was dissolved separately in DBF (5 mL). The solutions were allowed 
to equilibrate in a temperature-controlled bath for 15 minutes. Metal salt solution (0.5 
mL) was added dropwise to ligand solution (0.5 mL) with shaking, and the mixture 
left stirring at for 2 hours. The pale yellow powder that formed was collected by 
centrifugation (1 minute at 14k rpm) and the supernatant removed and replaced with 
clean dry DBF. 
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 PXRD patterns 
 PXRD patterns of α-MUF-9 exposed to cobalt(II) 
 
Figure 2.14: PXRD patterns of α-MUF-9 exposed to 2 mg mL-1 Co(NO3)2·6H2O in DBF at 95 °C. 
 
Figure 2.15: PXRD patterns α-MUF-9 exposed to 20 mg mL-1 Co(NO3)2·6H2O in DBF at 95 °C. 
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 PXRD patterns of α-MUF-9 exposed to BPDC and BPDC-NH2 
 
Figure 2.16: PXRD patterns of α-MUF-9 exposed to BPDC 
 
Figure 2.17: PXRD patterns of α-MUF-9 exposed to BPDC-NH2 
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 PXRD patterns of MOFs obtained from L1 in different solvents 
 
Figure 2.18: PXRD diffractograms of MOF synthesis reactions in a variety of formamide solvents, using the same 




 PXRD patterns of nanocrystalline MUF-9 synthesised at varying temperatures. 
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 MUF-91 – [ZN4O(BPDC)3] IN MUF-9 
3.1.   INTRODUCTION 
Given the supramolecular interactions leading to the interesting behaviour of MUF-9 
(Chapter 2, section 1), we had the idea that those behaviours could be exploited to give 
hetero-interpenetrated frameworks. The strategy, then, was to begin with the isolated 
α phases of MUF-9 and MUF-10 and replace the excess components in their synthesis 
mother liquor with different, but geometrically compatible, metals and ligands. In this 
way, the second lattice that forms would be chemically distinct from the first. We term 
this process ‘secondary growth’ and it is illustrated in Figure 3.1 (page 57). 
In this chapter I will describe the determination of the conditions necessary for 
secondary growth in α-MUF-9, and how to characterise the hetero-interpenetrated 
materials which result. Several references will be made to the following chapter where 
this phenomenon is expanded upon – these are here to foreshadow the significance of 
the results here within the broader context of this work but shouldn’t be necessary to 
understand the results in this chapter. 
The first hetero-interpenetrated MOF presented in this thesis, MUF-91, has a 
[Zn4O(bpdc)3] lattice interpenetrated through α-MUF-9. [Zn4O(bpdc)3] (known on its 
own as IRMOF-10) is the simplest possible secondary lattice we could construct, with 
an identical metal to the primary lattice and the unfunctionalised BPDC ligand, to 
illustrate this concept.  
IRMOF-10 is the noninterpenetrated analogue of IRMOF-9, approximately identical 
to α-MUF-9 without the side chains on L1. It is very famous, having been first 
described in Yaghi’s seminal 2002 paper30 which established isoreticular chemistry in 
MOFs. IRMOF-10 has been extensively studied computationally115-118 but was only 
experimentally reported as a single noisy PXRD pattern in the original paper. The 
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structure was inferred from similarity in the PXRD pattern to a related MOF in the 
same paper, IRMOF-12. IRMOF-12 replaces BPDC with 2,7-pyrenedicarboxylate, 
which can also be thought of as BPDC with its rings joined together on both sides by 
additional ethylene groups. IRMOF-10 has also been obtained by separation119 based 
on density, from a mixture with IRMOF-9. Analogues of IRMOF-10 have been 
reported35, 120 where large ligand substituents force a noninterpenetrated result, 




3.2.   CONDITIONS FOR SECONDARY GROWTH OF A NONIDENTICAL 
INTERPENETRATING LATTICE 
When samples of α-MUF-9 are heated in solutions with relatively low concentrations 
of different ligands and metal salts (compared to those typical108 for ordinary 
solvothermal MOF syntheses) an interpenetrating phase can grow at the exclusion of 
other processes. Examples of these other processes include the formation of separate 
phases by the new components, or the replacement of the components of the original 
framework by exchange121-123 processes, which are common in MOFs. These were 
avoided by careful control of the reaction conditions. 
 
Figure 3.1: Illustration of the synthetic conditions for the synthesis of MUF-91 by secondary growth. 
The growth of the secondary lattice reaches a plateau at approximately 60-70% PIP for 
MUF-91 as well as for the other frameworks presented in the following chapter. These 
percentages are determined from SCXRD structures, described in section 3.3.    At this 
stage, the outer region of each crystal is fully interpenetrated and the transport of new 
components to the centre of the crystal is prevented, leading to a core-shell structure 
with highly interpenetrated regions near the surface and a less interpenetrated region 
in the centre of the crystal. Continued exposure to the secondary growth conditions 
beyond this plateau results in a second shell structure formed through epitaxial 
growth of a new phase. For now, this is simply inferred from the data we have, but in 
the following chapter there is an experiment which directly addresses this point. 
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Somewhat higher maximum PIP% values (70-90%) were achieved for samples 
prepared from microcrystalline MUF-9 powder than for large single crystals. 
In many MOFs it is possible to replace62, 122-124 the components with new ones, simply 
by soaking the crystals in a concentrated solution of new ligands or metal salts. 
Clearly, it is possible that the methods we use here could result in such exchange, as 
demonstrated in Chapter 2, but our targets are hetero-interpenetrated frameworks 
where each lattice has only one ligand. This is why controlling the growth conditions 
precisely is critical to generating the products we want. The key factors in favouring 
secondary growth over component exchange turn out to be the concentration of the 
secondary components in the reaction solution, and the temperature at which 
secondary growth is conducted, within the confines established in Chapter 2. The 
optimum concentrations turn out to be about 2.0 mg mL-1 or 7.6 µM for the metal salt, 
in this case Zn(NO3)2·4H2O, and about 0.5 mg mL-1 or 2.0 µM for the ligand, in this 
case BPDC. We didn’t observe significant exchange of BPDC into the primary lattice 
at those concentrations with temperatures as high as 95 °C. 
 
Figure 3.2: PXRD diffractograms of MUF-91 at various stages of growth. 
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After some of the new components in the secondary growth solution are consumed 
by the reaction forming the secondary lattice, the concentration of those components 
decreases. Therefore, the growth solution must be periodically replaced with fresh 
stock solution, keeping the concentration of the new components near its initial value 
throughout the entire period of growth of the secondary lattice. 
The increase in interpenetration due to secondary growth over time can be tracked 
qualitatively by PXRD (Figure 3.2). As MUF-91 becomes more interpenetrated, we 
observe a decrease in intensity of the peak at 2θ = 5.2°, while the peak at 7.3° increases 
in intensity, just as with MUF-9 itself. From the results in Chapter 2, we don’t expect 
these changes to occur by simply heating MUF-9 in DBF, DBF with zinc nitrate, or 
DBF with BPDC. This gives us some confidence that the change in PXRD patterns over 





3.3.   CHARACTERISATION OF HETERO-INTERPENETRATED MOFS THROUGH 
COMPLEMENTARY TECHNIQUES 
Changes to the MUF-9 crystals as they become MUF-91 are visually apparent. Optical 
micrographs in Figure 3.3 show darkening around the edges of the crystals in the 
initial stages, and later the growth of a shell phase around the crystals. The growth of 
this shell phase begins at around ten hours of secondary growth but is most clearly 
visible after fifteen hours.  
 
Figure 3.3: Optical micrographs of MUF-91 at various stages of growth. The image taken after fifteen hours (lower left) 
most clearly shows the epitaxial growth of a transparent shell layer around the crystals. 
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To characterise both the crystal-to-crystal variation as well as the bulk properties of 
MUF-91 as it grew over time, we collected several SCXRD datasets from each sample 
at each time point. The crystal-to-crystal variation turned out to be significant, 
something we were wary of from our experience with MUF-9. Figure 3.6 includes data 
derived from 18 individual SCXRD datasets obtained from two samples of MUF-91 
prepared under the same conditions. We were able to collect so many datasets because 
of the rapid data collection available at the Australian Synchrotron – not including the 
time for mounting a crystal, setup, and processing of an experiment, a dataset could 
be collected in about two minutes, thanks to the high symmetry space group (P -4 3 
m) of these materials. Table 3.1 summarises the crystallographic parameters for a 





Table 3.1: Crystallographic results for selected datasets obtained from MUF-91. 






Identification code MUF-91-1h-12pc MUF-91-3h-41pc MUF-91-9h-64pc 
Empirical formula C89.16H56.96N6O14.6Zn4.49 C101.41H57.95N6O18.39Zn5.66 C110.97H69.41N6O21.35Zn6.57 
Synthesis time 1 h 3 h 9 h 
Interpenetration fraction 
(PIP%) 
0.12 0.41 0.64 
Formula weight 1739.38 2024.60 2257.80 
Temperature / K 100(2) 100(2) 100(2) 
Crystal system cubic 
Space group P-43m 
a,b,c / Å 17.036(12) 17.119(2) 17.1300(12) 
α, β, γ / ° 90 
Volume / Å3 4944(10) 5016.9(18) 5026.6(11) 
Z 1 
ρcalc / g cm-3 0.584 0.670 0.746 
Μ / mm-1 0.566 0.699 0.808 
F(000) / e- 885.0 1025.0 1145.0 
Radiation Synchrotron (λ = 0.71075 Å) 
2Θ range for 
data collection / ° 
5.348 to 29.402 5.322 to 41.632 5.318 to 46.496 
Index ranges 
-12 ≤ h ≤ 12, 
-10 ≤ k ≤ 12, 
-11 ≤ l ≤ 7 
-17 ≤ h ≤ 17, 
-13 ≤ k ≤ 17, 
-17 ≤ l ≤ 13 
-15 ≤ h ≤ 19, 
-19 ≤ k ≤ 19, 
-19 ≤ l ≤ 13 
Reflections collected 3170 9849 13590 
Independent reflections 
395 [Rint = 0.1314, 
Rsigma = 0.0587] 
1046 [Rint = 0.0759, 
Rsigma = 0.0305] 
1409 [Rint = 0.0512, 
Rsigma = 0.0237] 
Data/restraints/parameters 395/81/33 1046/177/99 1409/75/33 
Goodness-of-fit on F2 1.623 2.253 1.420 
Final R indexes [I>=2σ (I)] 
R1 = 0.1946, 
wR2 = 0.4512 
R1 = 0.1752, 
wR2 = 0.4603 
R1 = 0.1303, 
wR2 = 0.3261 
Final R indexes [all data] 
R1 = 0.2063, 
wR2 = 0.4618 
R1 = 0.1860, 
wR2 = 0.4698 
R1 = 0.1496, 
wR2 = 0.3555 
Largest diff. peak/hole / e Å-3 0.50/-0.51 1.88/-0.94 0.97/-0.38 






Figure 3.4: A) the structure of MUF-91. Hydrogens and disordered orientations of the side chain of L1 are omitted for 
clarity. Carbons are coloured grey, nitrogen blue, oxygen red, zinc cyan. B) the same structure, with the primary lattice 
(complete occupancy) coloured blue and the secondary lattice (partial occupancy) coloured red. 
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The structure of MUF-91 is presented in Figure 3.4.  
Processing datasets was sped up by the use of a Python script which identified 
successful data collections, retrieved refined cell parameters and reflection data from 
each XDS125 output folder, set up SHELX126-compatible model files for each dataset. A 
separate script executed the refinement routine for every dataset and returned PIP% 
values to the console. Each dataset was then checked by hand to ensure convergence 
of the refinement of the model, and relax the restraints on anisotropic displacement 
parameters to the maximum amount while preserving refinement stability. All Python 
codes are given in Appendix A. 
A crystallographic model was developed from the highest-quality, most highly 
interpenetrated data set, with the occupancy of the secondary lattice assigned to a free 
variable. This model is illustrated in Figure 3.4. This model was then used for a dataset 
obtained from a low PIP% sample (which provide less than perfect data) adding tight 
restraints to preserve refinement stability and chemical correctness. The restrained 
model was adapted with the appropriate cell parameters for each individual data set, 
and then refined individually, loosening the restraints as much as possible for each 
sample given the data quality available. The refined occupancy of the secondary lattice 
was taken to be the PIP% value for each sample.  
Samples with lower PIP% diffract poorly by nature, just as with the parent MUFs-9 
and -10, due to their inhomogeneity, but for higher PIP% samples good data (R1 < 0.15 
with no corrections for solvent scattering and resolution better than 0.85 Å) could be 
obtained. The structural models we used were determined from these high-quality 
datasets and refined appropriately, resulting in good values for the statistics by which 
SCXRD structures are typically judged, as described above. These highest quality 
datasets are indicated in tables of crystallographic results (e.g. Table 3.1) as ‘best’ data. 
Many of the other datasets presented in this work have some data quality issues which 
would ordinarily limit their usefulness for SCXRD structure determination, 
exemplified by those indicated as ‘worst data’ in tables of crystallographic results.  
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Although there are many published MOF structures with worse statistics than even 
the worst data presented here, because MOFs are not dense and require large crystals 
for good diffraction, obviously for structure determination the best quality data 
available is preferred. In this work, it is strictly necessary to use these lower-quality 
datasets because they provide further information about the bulk properties of the 
same samples which produced the high-quality datasets. Relying exclusively only on 
good datasets would bias the results towards higher values of PIP% among other 
issues. It is also acceptable to use these datasets because, with atom positions fixed, 
these datasets still contain enough information to determine the single value of PIP% 
to reasonable accuracy and precision, and they are not used for structure 
determination. Even so, this result was only possible thanks to the use of the 
Australian Synchrotron. Despite many efforts, no datasets of MUF-91 obtained from 
our home diffractometer were suitable even for PIP% determination. 
 
Figure 3.5: an optical micrograph of crystals of MUF-91 taken through crossed polarisers, in which the outer IRMOF-9 
shell is clearly distinguished from the MUF-91 core. 
The PIP% increases with reaction time, as expected for the slow growth of the 
secondary lattice, then reaches a plateau of about 60% interpenetration. At this point, 
the shell phase starts forming, the PXRD pattern stops changing (Figure 3.2) and the 
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PIP% determined from SCXRD stays relatively constant afterwards, or even appears 
to decrease a little (Figure 3.6).  
We tried, but were not able, to collect a SCXRD structure for the shell phase, but 
identified it as IRMOF-9 by PXRD (experimental data in section 3.6.1.4, page 76). 
IRMOF-9 is an interpenetrated BPDC-only phase with similar geometry to MUF-9, 
although not cubic, displaying extinction under crossed polarisers (Figure 3.5). This 
structure for the shell would explain the apparent decrease in PIP% through the 
enhancement of intensity of the peaks corresponding to the noninterpenetrated phase, 
as IRMOF-9 has a strong peak in its PXRD pattern at 2θ = 5.2°. That is the same position 
as the most intense peak for noninterpenetrated MUF-9, and the shell is likely aligned 
with the core due to its epitaxial formation. 
 
Figure 3.6: Plot of complementary characterisation data for MUF-91. Black squares represent the PIP% values obtained 
from SCXRD datasets collected at various time points in the growth of MUF-93. Red circles represent the ratio of BPDC 
to L1 as determined by 1H-NMR. The grey line is drawn through the mean PIP% (from all SCXRD datasets) and the error 
bars correspond to the 95% confidence interval for the mean PIP% value for the sample. 
A digested sample of the shell was analysed by 1H NMR which showed it to contain 
mostly BPDC. There are small peaks from L1 visible in the NMR but I attribute those 
to imperfect manual separation of the core and shell phases. This is good evidence that 
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L1 does not leach from the primary framework in significant quantities under the 
conditions used for secondary growth. 
1H NMR spectroscopic analysis of digested samples show that the ratio of BPDC to L1 
in MUF-91 increases with time, as depicted in Figure 3.8. This ratio is calculated using 
the peak for H2BPDC at 7.85 ppm, and the peak for L1 at 7.32 ppm, as illustrated with 
an example spectrum in Figure 3.7. It is calculated by calibrating the integral of the 
peak for L1 at 7.32 ppm at six protons and dividing the integral of the peak for 
H2BPDC at 7.85 ppm by four to give the ratio of the ligands.  
 
Figure 3.7: A 1H NMR spectrum for a digested sample of MUF-91 in 0.2M NaOD in D2O, showing a 0.42:1 ratio of 
BPDC:L1. The peak used to determine the amount of BPDC is at 7.85 ppm and coloured red. The peak used to determine 
the amount of L1 is at 7.32 and coloured blue. 
Assuming that  L1 content in in the a-MUF-9 host is fixed, this is consistent with 
secondary growth of the [Zn4O(bpdc)3] lattice. After around 9 h of secondary growth, 
the ratio of BPDC to L1 observed by 1H NMR spectroscopy increases beyond the 
interpenetration percentage deduced by SCXRD (spectra 7-9 in Figure 3.8) as would 




Figure 3.8: 1H NMR spectra of digested samples of MUF-91 as the secondary lattice grows in over time. Spectra 1-8 
were taken after 1, 3, 6, 9, 12, 15, 18, and 21 hours of secondary growth respectively. Spectrum 9 was measured after 
30 hours. Spectra were measured in 0.2M NaOD in D2O. 
At first glance it appears that there is less than perfect agreement between these 
complementary methods of characterisation in the first 9 hours of secondary growth. 
The average PIP% determined by SCXRD is approximately 10 % higher than the ratio 
of the ligands determined by 1H NMR spectroscopy. However, the overestimation of 
the percentage of interpenetration by single-crystal X-ray diffraction in the early 
stages of growth accounts for this. Highly interpenetrated samples diffract more 
strongly, even with the parent MUF-9, as do highly interpenetrated regions of 
samples. We collected many datasets which could not be processed, almost all of these 
taken from samples in the first two hours of secondary growth. We were only able to 
obtain data of good enough quality that it could be successfully processed from one 
sample with a PIP% below 20, out of tens of attempts. Doubtless, many samples with 




Combining all the data from individual crystal structures with the data obtained from 
1H NMR analyses, there is good agreement between both estimates of the 
interpenetration percentage, suggesting that BPDC does not substitute into the 
primary lattice. The ligand ratio as determined by NMR is within the 95% confidence 
interval for the mean interpenetration percentage for each sample as determined by 
SCXRD until the plateau of secondary growth at nine hours. The crystal-to-crystal 
variation can be as much as a difference of 40 percentage points in refined PIP% values 
from individual crystals from the same sample. This variation increases over the 
course of secondary growth, reaching a maximum spread after nine hours. Nine hours 
is also the point at which the PIP% reaches a plateau, as well as when the shell phase 




3.4.   POWDER MUF-91 
We spent two or three years trying to increase the maximum PIP% of single crystals 
of MUF-91 as much as possible, initially with the aim of reaching full interpenetration. 
Ultimately, we realised it was inevitable that if the additional components for the 
secondary lattice entered the α-MUF-9 crystals from the outside, then as the second 
lattice formed it would always block the pores and prevent complete growth of a 
secondary lattice. We could think of no synthetic conditions in which the secondary 
lattice would grow from the inside of the crystal towards the outside. 
Among the approaches to increasing the PIP% that we attempted were: 
• Temperature for secondary growth reactions, ranging from 65 °C to 120 °C. 
• Autocatenation of the secondary lattice by heating of the partially hetero-
interpenetrated materials in NFPip. 
• Modulator (2-fluorobenzoic acid) concentrations from 1 – 10 mg mL-1. 
• Microwave irradiation for heating of secondary growth reactions. 
One observation we made in this process was that the maximum PIP% was 
significantly related to the particle size. To test this, we prepared microcrystalline 
samples of α-MUF-9 (section 2.2.1.1, page 39) and subjected them to the same 






Figure 3.9: Growth over time of [Zn4O(bpdc)3] in powder MUF-9. Black squares represent the interpenetration 
percentage determined from the PXRD pattern and red circles represent the ratio of BPDC to L1 as determined by 1H-
NMR spectroscopy on digested samples. 
The difference in final interpenetration percentages can easily be qualitatively 
observed from the PXRD patterns. Figure 3.10 shows PXRD pattern from both large 
crystals and powder after reaching the plateau of secondary growth. In the latter, the 
peak at 2θ = 5.2 ° is significantly lower in intensity, indicating a higher PIP%. 
 
Figure 3.10: PXRD patterns for MUF-91 grown as large crystals (top, red) or powder (bottom, black) after reaching the 
plateau of secondary growth. 
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Because these crystals were too small for SCXRD analysis, we determined the PIP% 
from their PXRD patterns. Baselines were removed from PXRD data using a custom 
implementation of the Sonneveld-Visser127 Algorithm (Python code in Appendix A, 
page A-1). This algorithm removes a baseline by first finding points on the PXRD 
pattern where the gradient is low (i.e. points which are not on peaks), then fitting a 
polynomial to those points and subtracting it from the diffractogram. 
The apparent PIP% for each sample was then obtained by calculating the contribution 
of each component in a linear combination of a fully interpenetrated and a 
noninterpenetrated sample of MUF-9 with the least-squares difference to the observed 
PXRD pattern (python code in Appendix A, page A-3). In other words, if the sum of 
the fully interpenetrated PXRD pattern scaled to 0.4 of its original size and a 
noninterpenetrated PXRD pattern scaled to 0.6 of its original size, was the sum which 
best approximated the observed PXRD pattern (by least-squared-differences) then the 
PIP% was said to be 40.  
 
Figure 3.11: Baseline-corrected and scaled PXRD patterns for microcrystalline MUF-91 
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3.5.   CONCLUSIONS 
Fundamentally, our hypothesis that it is possible to produce hetero-interpenetrated 
frameworks using α-MUF-9 as a starting material has been shown to be correct. We 
have used the growth of a [Zn4O(bpdc)3] secondary lattice interpenetrated through α-
MUF-9 to demonstrate that. 
The fact that secondary growth of a lattice interpenetrated through α-MUF-9 is 
possible shines further light on α-MUF-9 itself as well. It further verifies our 
hypothesis that the increase in PIP% in α-MUF-9 at long synthesis times is due to the 
presence of extra components in the mother liquor. Although the control experiments 
in Chapter 2 had rendered any other possibility (such as rearrangement of the primary 
lattice stimulated by temperature, ligand, or metal ions) unlikely, the results presented 
in this chapter solidify that understanding. 
In MUF-91 we have used the correlation between the ratio of BPDC to L1 as 
determined by 1H NMR and the PIP% determined by SCXRD to show that the new 
ligand goes to form the secondary framework. The control experiments from Chapter 
2 imply that other explanations for the increase of PIP% and inclusion of a second 
ligand are unlikely. 
We note significant variability in samples of MUF-91, both between batches and 
individual crystals. We also note that limited structural resolution is possible even 
with synchrotron SCXRD, but we have managed to obtain several datasets of very 
good quality that allow us to be confident in the structure assignment. 
The drawbacks of this method notwithstanding, we consider it a success: to my 
knowledge this is the first example of a deliberately prepared hetero-interpenetrated 
MOF. This represents a step forward in MOF synthesis. It gives us access to 
frameworks where we have independent control over two ligands. This in turn gives 
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us a potential means of tuning pore chemistry more finely than in the case of 
frameworks with only one ligand. 
The example of MUF-91, using only BPDC for the secondary lattice, is relatively 
simple. It tells us that preparing hetero-interpenetrated materials is possible, but does 
not tell us much about the generality of this technique. That will be explored in the 




3.6.   EXPERIMENTAL DETAILS AND SUPPLEMENTARY DATA 
All CIF files relevant to this chapter are listed in Appendix B, page B-7. The files are 
available electronically on the included CD-ROM. 
 General crystallographic methods and strategy 
Powder X-ray diffraction data and some single crystal X-ray diffraction data were 
obtained using a Rigaku Spider. Other single crystal X-ray diffraction data were 
obtained128 at the Australian Synchrotron MX1 and MX2 beamlines. In no cases have 
any solvent scattering contributions been taken into account. The crystallographic 
models used were adapted from that for MUF-91 which was originally solved with 
SHELXT129, and SHELXL126 was used for refinement, using OLEX2 as a graphical 
interface130 and for the preparation of publication material. 
A crystallographic model for each MOF was developed from the highest-quality, most 
highly interpenetrated data set. The coordinates of the atoms were then fixed, with 
the occupancy of the secondary lattice assigned to a free variable. This model was then 
used for a dataset obtained from a low PIP% sample (which provide less than perfect 
data) adding tight restraints to preserve refinement stability and chemical correctness. 
The restrained model was adapted with the appropriate cell parameters for each 
individual data set, and then refined individually, loosening the restraints as much as 
possible for each sample given the data quality available.  
 Synthesis of single-crystal MUF-91 
α-MUF-9 was synthesised in a 4 mL glass vial with phenolic cap and PTFE-lined 
PDMS septum, by a literature99 method. A solution of H2-BPDC (0.5 mg mL-1), 
Zn(NO3)2·4H2O (2 mg mL-1) and 2-fluorobenzoic acid (3 mg mL-1) was prepared in 
DBF. The solvent was removed from a vial of α-MUF-9 and replaced with this stock 
solution, after which the vial was heated in a dry bath set to 95 °C. The stock solution 
was removed and replaced with fresh solution every three hours. At the desired stage 
76 
 
of growth, the crystals were removed from the dry bath, cooled to room temperature, 
and washed several times with DBF. 
 Synthesis of microcrystalline powder MUF-91 
Microcrystals of α-MUF-9 were prepared as detailed in Chapter 2. The supernatant 
was replaced with 2 mL of a stock solution of H2-BPDC (0.5 mg mL-1), Zn(NO3)2·4H2O 
(2 mg mL-1) and 2-fluorobenzoic acid (3 mg mL-1) in DBF, and the crystals were heated 
in a dry bath set at 95 °C. At intervals of two hours, the crystals were centrifuged, a 
sample taken out, and the solution exchanged for fresh stock solution, then heating 
continued. 
 MOF Digests 
For digestion, MOF samples were washed with DMF three times, then acetone five 
times. Excess solvent was removed, and the MOF dried under vacuum overnight. To 
the dried MOF, 0.2 mL of a 375 mM solution of DCl in d6-DMSO was first added, and 
the mixture sonicated until the MOF was dissolved, then a further 0.4 mL of d6-DMSO 
added. This solution was then used for 1H NMR analysis before being further used for 
AAS where relevant.  
 Characterisation of shell phase of MUF-91 
 
Figure 3.12: PXRD diffractograms of the MUF-91 shell with other phases for comparison. The small peak at 2θ = 8.9 is 
from incomplete separation of the shell from MUF-92. The shoulder on the low angle side of the peak at 2θ = 7.3, as 




Figure 3.13: 1H NMR spectrum of a digested sample of the shell of MUF-91, in 0.2M NaOD in D2O, manually separated 
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 HETERO-INTERPENETRATED MOFS WITH 
DIFFERENT METALS AND FUNCTIONALISED LIGANDS 
4.1.   INTRODUCTION 
To expand on the concept of secondary growth established in the previous chapter 
and establish the generality of this approach to synthesising hetero-interpenetrated 
frameworks, we explored a range of combinations of metals and ligands for secondary 
lattices. Many of these showed positive preliminary results, and we selected two 
examples to characterise thoroughly. 
The [Zn4O] unit is one of the most common building blocks for MOFs. There are 
several hundred examples in the CCDC at the time of writing, including the well-
known IRMOF series30. Their cobalt(II) analogues, on the other hand, are virtually 
unknown: only a cobalt(II) analogue of MOF-5 (IRMOF-1) has been reported131 using 
a complex preformed cluster as a starting material and without single-crystal 
formation. The [Co4O] cluster is found in a few pyrazolate MOFs132 but no SCXRD 
structures have been reported of [Co4O] hexacarboxylate materials. 
Substituents on ligands can often influence133 or interfere with MOF formation (Figure 
4.1). This can be as simple as the geometry and steric bulk of a ligand leading to a 
particular structure134 or topology. It can also be much more subtle, such as functional 
groups which can coordinate to metals making MOF formation impossible. This is 
difficult to predict: for example, take 2,2’-bipyridine-5,5’-dicarboxylic acid, a ligand 
which could be useful because it can coordinate through its carboxylates to form a 
MOF, leaving the nitrogen atoms free to coordinate a metal. A metal coordinated there 
could then be exploited, perhaps for catalysis. There are many MOFs reported with 
this ligand based on zirconium(IV)135, aluminium(III)136. However, a CSD search for 
zinc MOFs with this ligand yields no results. There is one example with 2,2’-
bipyridine-4,4’-dicarboxylic acid, and in this case, the nitrogen coordination137 is part 
of the ligand structure. We have also tried to incorporate 2,2’-bipyridine-5,5’-
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dicarboxylic acid into many zinc and BPDC-based MOFs in our lab over several years, 
never with any success. We can infer that with 2,2’-bipyridine-5,5’-dicarboxylic acid, 
the ability of the nitrogen atoms to interact with the metals prevents the desired 
structure from forming.  
BPDC-NH2 (depicted as its conjugate acid in Table 4.1) is another such ligand: 
[Zn4O(bpdc-NH2)3] does not form on its own under standard synthetic conditions 
compatible with other BPDC-based ligands. It has been obtained through increasing 
the metal-to-ligand ratio and temperature138 compared to related MOFs without amine 
functionalities. In that case, it forms a doubly interpenetrated structure. It has also 
been prepared postsynthetically139 from a MOF constructed with a ligand featuring a 
protecting group on the amine functionality. 
 
Figure 4.1: Whether or not the side chain of a ligand interacts with the metal of choice can strongly influence MOF 
formation. 
Among the results in this chapter, we obtain several unprecedented materials. It is 
not, however, the materials themselves which are interesting. As far as we know, they 
don’t have any particularly outstanding properties regarding their application. What 
makes them exciting is the mechanism of their formation: α-MUF-9 templates the 
formation of these frameworks which would not otherwise form on their own. The 
pendant phenyl rings on α-MUF-9 create a pore space which is very accommodating 
to a BPDC-based lattice, as we have seen in the previous chapter. Here, we see that it 







4.2.   INITIAL RESULTS WITH DIFFERENT LIGANDS AND METALS 
When we were first establishing the viability of our method to produce hetero-
interpenetrated frameworks as described in Chapter 3, we tested the secondary 
growth reaction in MUF-9 with a range of different ligands chosen for different 
purposes. Table 4.1 shows a selection of those ligands for which we achieved some 
degree of successful secondary growth. SCXRD data were collected on hetero-
interpenetrated MOFs made with SL3 through SL6 in MUF-9, crystallographic data 
for all of these can be found in Appendix B, Page B-10.  
We also tested several different metals each with BPDC as the secondary ligand. We 
achieved secondary growth of interpenetrating lattices in α-MUF-9 with two of these: 
cobalt and magnesium. We obtained good quality SCXRD data from frameworks 
prepared with α-MUF-9, magnesium nitrate hexahydrate, and BPDC (section 4.6.2, 
page 107). From those SCXRD datasets we observed significant replacement of zinc in 
the original framework by magnesium, even in the early stages of the reaction. 
Because of this complication, and the fact that [Co4O] clusters are more unusual and 
potentially more interesting (unlike with cobalt, many [Mg4O] MOFs have been 
reported140) we directed more focus on the material using cobalt. It should also be 
noted that the degree of atmospheric humidity strongly affected the outcome of the 
synthesis of [Mg4O(bpdc)3] in α-MUF-9, more so than with other secondary lattices. 
Table 4.1: Different ligands trialled for secondary growth in α-MUF-9. The maximum PIP% observed is indicated in 
parentheses after each ligand name. 
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SL4 (48%) SL5 (67%) SL6 (50%) SL7 (0%) 
 
The ligands with iodo groups (SL6 and SL7) were prepared because they could help 
us understand the secondary growth process with SCXRD datasets obtainable with 
our laboratory diffractometer. Because of the large electron count of iodine, it should 
be discernible even at low occupancy and disordered over eight crystallographic sites. 
We prepared SL7 first, but did not observe any change in the PXRD pattern of α-MUF-
9 exposed to SL7 and zinc(II) nitrate tetrahydrate. We tentatively attribute this to the 
shape of the ligand – it seems that with both iodine groups present, and the ligand 
adopting a conformation which keeps them far apart, the kinetic diameter of SL7 is 
too big for it to enter the α-MUF-9 pores. This is counterintuitive when compared to 
the (in absolute terms) bulkier SL4 for which some secondary growth was observed, 
but in SL4 the steric bulk of the side chain is limited to only one side of the ligand. 
BPDC-Pro was tested as a secondary ligand, in the hope that it could be used for 
catalysis. Some Zn4O(bpdc-pro)3 could form as a secondary lattice within MUF-9 (see 
Table 4.1). But, when we observed no product formation in attempted reactions with 
substrates for which this ligand is usually an active catalyst,35, 66 we concluded that a 
side chain as bulky as proline excludes those substrates from the interpenetrated MOF 
pores, and abandoned this ligand. Instead, we pursued a ligand we designed to have 
a smaller catalytically active side chain, which is described in Chapter 6.  
SL3 gave an interesting structure: due to the symmetry of neighbouring metal clusters, 
which have a 90° rotation between them, twice as many orientations of SL3 are present 
compared to BPDC. Because of inherent symmetry in SL3 from the rings being joined 
86 
 
by the side chain, however, the overall result is a structure with the same P -4 3 m 
symmetry as α-MUF-9 and MUF-91. Figure 4.2 shows this ligand and illustrates its 
orientations. This can be compared to BPDC-NH2 (depicted in Figure 4.7, page 91) 
which has the same overall symmetry, but only two orientation for each ring (the 
carbon atom remains in the same position, but the NH2 group can be on either side). 
SL3 has four orientations for each ring, but both SL3 and BPDC-NH2 have only one 
orientation for each carboxylate group. 
When the two rings of the ligand of the interpenetrating lattice are not bridged 
through their side chains, they often adopt orthogonal orientations. This can be 
explained141 by such a conformation allowing the greatest distance between 
substituents at the 2, 6, 2’ and 6’ positions, as well as putting the rings coplanar with 
the carboxylate groups, allowing weak hydrogen bonding141 between the 2, 5, 2’ and 
5’ hydrogens and the carboxyl oxygens. 
SL4 appeared to work, but is difficult to distinguish from L1 by X-ray diffraction, 
given the disorder of its side chain. For that reason SL4 was not explored further as a 
secondary ligand. 
 
Figure 4.2: The structure of SL3 when used for an interpenetrating lattice through α-MUF-9. A) the combination of all 
orientations of the ligand, from different views. B) A single orientation of the ligand, from different views. 
SL5, when used for a secondary lattice in MUF-9, gives roughly the same result as 
BPDC in MUF-91, including the epitaxial growth of a shell phase after the plateau of 
interpenetration. That shell was observed by optical microscopy and was not 
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characterised, but it seems likely that it should be an analogue of IRMOF-9 where the 
ligand has a methoxy side chain. SL5 is known142 to form such an analogue on its own. 
We also prepared [Mg4O(bpdc)3] in MUF-9. We collected some good quality SCXRD 
datasets from this material, with which we could quantify both the growth of the 
second lattice as well as the replacement of zinc(II) in the primary lattice with 
magnesium(II). Replication of the synthesis of this material was not reliable, 
succeeding two or three out of ten times, so we decided to focus on others to 
characterise thoroughly. I wasn’t able to determine exact reasons for the failure of 
those syntheses, but I can note that ambient humidity and precursor/solvent water 
content seemed important. Although we used carefully dried solvents and reagents, 
and limited the unnecessary exposure of samples to atmosphere, it was not practical 
to completely protect our samples from ambient humidity. 
Ultimately, we selected two of these materials for which we carefully optimised the 
method, and which we thoroughly characterised as with MUF-91. These are MUF-92, 
which is prepared with zinc(II) as the metal and BPDC-NH2 as the ligand, and MUF-




4.3.   MUF-92 
 
Figure 4.3: Illustration of the synthetic method to produce MUF-92. 
Under similar conditions to MUF-91, but with an amino functional group on the 
secondary ligand, 2-amino-biphenyldicarboxylic acid (BPDC-NH2), MUF-92 
([Zn4O(bpdc-NH2)3] interpenetrated through MUF-9) is produced, illustrated in 
Figure 4.3. Full synthetic details are provided in Section 4.6.1. 
[Zn4O(bpdc-NH2)3] does not form on its own under standard synthetic conditions. I 
attempted synthesis of a MOF from H2BPDC-NH2 and Zn(NO3)2·4H2O in DMF and 
DEF at concentrations ranging from 5-15 mg mL-1 of the ligand and 10-25 mg mL-1 of 
the metal salt. In DMF, the reaction did not form any solid material within several 
days and in DEF only an amorphous precipitate appeared. However, single crystals 
of doubly interpenetrated [Zn4O(bpdc-NH2)3] were obtained from a low concentration 
solution of the precursors in DBF, the same solution as used for secondary growth. In 
this case, it is the templating effect of the primary framework which allows a single 
lattice of [Zn4O(bpdc-NH2)3] and thus MUF-92 to form. 
The changes in PXRD patterns (Figure 4.4) are similar to those in MUF-91. The peak 
at 2θ = 5.2° decreases in intensity, while the peak at 7.3° increases in intensity as the 
secondary lattice grows in. The rate of secondary lattice growth is similar to MUF-91. 
A plateau of PIP% is also reached after between 9 and 12 hours, and the PXRD pattern 




Figure 4.4: PXRD patterns of MUF-92 at various stages of growth. 
As with MUF-91, visual changes to the crystals are apparent during MUF-92 synthesis. 
Selected micrographs depicting these changes are displayed in Figure 4.5. The 
interpenetrated regions around the edges darken and the crystals turn a deeper 
orange over time. Unlike MUF-91, however, no shell phase forms on the outside of the 
crystals. 
Instead of the growth of a shell phase, the deposition of an uncharacterised 
amorphous phase occurs, increasing with time. This phase is removed whenever the 
crystals are washed with clean solvent, or when the secondary growth solution is 
refreshed. I think that the increase in how much of this phase forms over time is 
because as the sites for the second lattice become occupied, less of the new 
components can go to add to it. Seeding of the growth of this phase by some 





Figure 4.5: Optical micrographs of MUF-92 at various stages of growth. 
We followed the growth of the secondary lattice in MUF-92 by both SCXRD and 1H 
NMR spectroscopy (Figure 4.6), just as with MUF-91. Again, the two parameters 
closely track each other until the secondary lattice stops growing, at nine hours or 
three rounds of exposure to secondary growth conditions. After the growth of the 
secondary lattice reaches its plateau, the amount of BPDC-NH2 in the sample increases 
rapidly, and the two measures diverge from each other. The increase in the amount of 
secondary ligand present after the plateau is faster than that for MUF-91, which I 




Figure 4.6: Plot of complementary characterisation data for MUF-92. Black squares represent the PIP% values obtained 
from SCXRD datasets collected at various time points in the growth of MUF-93. Red circles represent the ratio of BPDC-
NH2 to L1 as determined by 1H-NMR. The grey line is drawn through the mean PIP% (from all SCXRD datasets) and the 
error bars correspond to the 95% confidence interval for the mean PIP% value for the sample. 
The SCXRD structures of MUF-92 show (Figure 4.7) that the BPDC-NH2 ligand adopts 
a conformation where its two phenyl rings are perfectly orthogonal. This is the 
preferred conformation for this ligand, putting the amino group as far away from 
other atoms as possible. This arrangement is impossible for L1, where the two 
backbone rings are bridged and offset by a maximum of 53 °, corroborating our view 
that there is little if any exchange of ligands between the two lattices.  
 
Figure 4.7: The placement of BPDC-NH2 in MUF-92, in various orientations. The NH2 side chain is disordered over four 
positions and the two backbone phenyl rings are arranged orthogonally. For clarity, hydrogens and all but one side chain 
from L1 have been removed. Carbons are grey, oxygen red, nitrogen blue, and zinc cyan. 
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Table 4.2 shows some representative results from the SCXRD datasets collected from 
MUF-92. At its best, the data we obtained from this MOF was very good, with final R1 
values around 11%. We tried unsuccessfully to obtain datasets at shorter time points 
and lower PIP% values (the lowest obtained was 41%) but despite many attempts we 
couldn’t obtain any such datasets which were stable to refinement. 










MUF-92-3h-41pc MUF-92-6h-65pc MUF-92-12h-71pc 
Empirical 
formula 
C101.13H68.68N8.45O18.31Zn5.63 C111.48H71.54N7.96O21.51Zn6.62 C113.92H73.64N8.14O22.26Zn6.85 
Interpenetration 
fraction (PIP%) 
0.41 0.65 0.71 
Formula weight 2063.14 2299.36 2360.33 
Temperature / K 100(2) 
Crystal system cubic 
Space group P-43m 
a,b,c / Å 17.146(7) 17.140(3) 17.1190(7) 
α, β, γ /° 90 
Volume / Å3 5041(6) 5035(3) 5016.9(6) 
Z 1 
ρcalc / g cm-3 0.680 0.758 0.781 
Μ / mm-1 0.694 0.814 0.845 
F(000) / e- 1050.0 1167.0 1198.0 
Radiation Synchrotron (λ = 0.7108 Å) 
2Θ range for 
data collection / ° 
5.312 to 32.93 5.314 to 37.634 5.322 to 52.694 
Index ranges 
-13 ≤ h ≤ 13, 
-13 ≤ k ≤ 13, 
-12 ≤ l ≤ 13 
-15 ≤ h ≤ 15, 
-15 ≤ k ≤ 15, 
-14 ≤ l ≤ 15 
-18 ≤ h ≤ 18, 
-13 ≤ k ≤ 20, 
-16 ≤ l ≤ 19 
Reflections 
collected 
6213 9105 15680 
Independent 
reflections 
558 [Rint = 0.0781, 
Rsigma = 0.1066] 
795 [Rint = 0.0950, 
Rsigma = 0.0373] 
1926 [Rint = 0.0644, 
Rsigma = 0.0341] 
Data/restraints/pa
rameters 
558/120/66 795/120/66 1926/120/66 
GooF on F2 1.764 1.633 1.212 
Final R indexes 
[I>=2σ (I)] 
R1 = 0.1844, 
wR2 = 0.3888 
R1 = 0.1504, 
wR2 = 0.3405 
R1 = 0.1098, 
wR2 = 0.2979 
Final R indexes 
[all data] 
R1 = 0.1993, 
wR2 = 0.4183 
R1 = 0.1580, 
wR2 = 0.3560 
R1 = 0.1495, 
wR2 = 0.3300 
Largest diff. 
peak/hole / e Å-3 
0.62/-0.50 0.89/-0.39 0.66/-0.52 
Flack parameter 0.54(6) 0.27(4) 0.578(18) 
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MUF-92 was also prepared as a microcrystalline powder. In this case the plateau of 
interpenetration was not increased by as much as in MUF-91, reaching about 75% PIP 
(Figure 4.8). Correlation of the ligand ratio with the PIP% determined from PXRD is 
very good throughout most of the growth period (from 8 – 14 hours). In the early 
phase of growth there is notably more BPDC-NH2 present than expected. This could 
be due to the adsorption of some BPDC-NH2 into the pores of α-MUF-9. We don’t have 
any direct evidence for this, but the noncovalent interactions which we know to be 
present between the ligands supports this interpretation. 
 
Figure 4.8: Growth over time of [Zn4O(bpdc-NH2)3] in powder MUF-9. Black squares represent the interpenetration 
percentage determined from PXRD patterns (Figure 4.17) and red circles represent the ratio of BPDC-NH2 to L1 as 




4.4.   MUF-93 
In MUF-93, [Co4O(bpdc)3] is the interpenetrating secondary lattice templated by the 
primary MUF-9 lattice. This framework is not known to have been synthesised 
directly and does not form in similar reaction mixtures without the MUF-9 template. 
A PXRD of the result of such a reaction is presented in section 4.6.3.1 
 
Figure 4.9: Illustration of the synthetic method to produce MUF-93 
Similar visual changes to the crystals as with MUF-92 are apparent during MUF-93 
synthesis – except they are even more distinct because of the purple colour of the 
cobalt(II) ions. As shown in Figure 4.11, the interpenetrated regions around the edges 
darken and the crystals turn a deeper purple over time.  
As with MUF-92, no shell phase forms on the outside of the crystals. Instead, a similar 
amorphous phase deposits external to the MUF-93 crystals, in larger quantities over 
time, as with MUF-92. It seems likely that since this occurred for the combinations of 
cobalt with BPDC and the combination of zinc with BPDC-NH2, but wasn’t observed 
in other trials, that such phases form when the additional components don’t readily 
form a MOF themselves. This phase was analysed by SEM with EDS which showed 
only the presence of zinc, not cobalt, and by 1H NMR after digestion, which showed 
almost exclusively BPDC. Its PXRD contains no peaks, so it is likely an amorphous 
coordination polymer of BPDC and cobalt. Those characterisation data are in 
Appendix B, page B-3. 
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Characterisation by PXRD is also identical to the other hetero-interpenetrated MOFs 
we have looked at, with the peaks at 2θ = 5.2 and 7.3 decreasing and increasing 
respectively as the secondary lattice forms. The PXRD data are shown in Section 4.6.3.3 
(page 108). 
We collected data on MUF-93 which directly shows the core-shell nature of hetero-
interpenetrated materials. Figure 4.10A has a stylised rendition of a MUF-93 crystal, 
with highly interpenetrated regions around the outside and low interpenetration in 
the core of the crystal. 
 
Figure 4.10: A) An illustration of a crystal of MUF-93 showing regions with different interpenetration properties. B) a 
photograph showing the crystal of MUF-93 and the section scanned along. C) a plot of PIP values determined from 
SCXRD datasets collected at various points along a scan across a single crystal of MUF-93.  
We collected SCXRD datasets while scanning along a crystal of MUF-93 (a photo of 
this crystal is shown in Figure 4.10B) and determined the interpenetration percentage 
at each point. This was possible thanks to software at the Australian Synchrotron MX2 
beamline which allows positioning of a mounted crystal along a predefined grid. 
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Thanks to the high symmetry of MUF-93, rotation on a single axis is sufficient to 
capture all orientations of the crystal. Therefore, we could collect a dataset at one 
position, move the crystal by 10 µm, collect another dataset, and so on. 
These datasets show that the outer regions (20 – 30 µm) of the crystals are highly 
interpenetrated, as shown on by the outer points on Figure 4.10C. The points for 
dataset numbers 2 and 15 were taken near the outside of the crystal and show around 
75 PIP%, while the points for datasets 6-8, near the centre of the crystal, show around 
25 PIP%. This supports our proposed mechanism for the formation of secondary 
lattices in MUF-9, which is that they are formed by the additional components 
entering the MUF-9 pores, without the MUF-9 changing or rearranging itself. 
Following on from that, it explains why MUFs 91-93 all stop growing after a certain 
plateau, and why the plateau is higher for smaller crystal sizes. This plateau occurs 
because when the outer regions of the crystal are fully interpenetrated, no more new 





Figure 4.11: Optical micrographs of MUF-93 at various stages of growth 
The growth of the secondary lattice in MUF-93 was also analysed by 1H NMR 
spectroscopy of digested samples, in order to determine the ratio of BPDC to L1 for 
each sample. These spectra are displayed in Figure 4.12. In d6-DMSO, unlike in D2O, 
all the peaks of both ligands are well separated. In this case, the ratio was calculated 




Figure 4.12: 1H NMR spectra of digested samples of MUF-93 as the secondary lattice grows in over time. Spectra 1-8 
were taken after 3, 6, 9, 12, 15, and 18 hours of secondary growth respectively. Spectra were measured in 165 mM DCl 
in d6-DMSO. 
For MUF-93, we can add an additional characterisation method to track the growth 
over time. Just as NMR spectroscopy can tell us about the ligand ratio, atomic 
absorption spectroscopy (AAS) tells us about the ratio of cobalt to zinc in samples of 
MUF-93. We expect that the ratio of metals should track the interpenetration 
percentage if the secondary lattice forms exclusively from cobalt(II) and no cobalt(II) 
is integrated into the primary lattice. 
We observe limited exchange of cobalt(II) into the original framework by 
displacement of the zinc(II) ions of the [Zn4O] clusters during the growth of 
[Co4O(bpdc)3] in MUF-9. This is evidenced by the match between the amount of cobalt 
determined by AAS and that expected based on the PIP% level determined by SCXRD 
assuming that no Co/Zn exchange takes place. We note that exchange of three out of 
four zinc(II) ions per node is possible through heating α-MUF-9 in concentrated 
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solutions of cobalt(II) nitrate in DBF (Chapter 1), which is in agreement with the 
literature143 on other MOFs with [Zn4O] nodes.  
 
Figure 4.13: Plot of complementary characterisation data for MUF-93. Black squares represent the PIP% values obtained 
from SCXRD datasets collected at various time points in the growth of MUF-93. Red circles represent the ratio of BPDC 
to L1 as determined by 1H-NMR and blue triangles represent the ratio of Co to Zn as determined by flame AAS, for the 
same digested samples of MUF-93. The grey line is drawn through the mean PIP% (from all SCXRD datasets) and the 
error bars correspond to the 95% confidence interval for the mean PIP% value for the sample. 
Despite the potential for cobalt(II) to be incorporated into α-MUF-9, low exchange of 
cobalt(II) into the primary lattice during the growth of MUF-93 is expected, as the 
concentration of cobalt in the growth solution is much lower than that needed for 




Figure 4.14: A plot of complementary characterisation data for MUF-93 prepared from powder α-MUF-9. Black squares 
represent the percentage of interpenetration of the sample as determined by PXRD, blue triangles represent the ratio of 
Co : Zn as determined by flame AAS and red circles represent the ratio of BPDC : L1 as determined by 1H-NMR, in the 
digested samples of powder MUF-93. 
MUF-93 was also synthesised as a microcrystalline powder. Figure 4.14 shows the 
complementary PXRD, SCXRD, and AAS data for powder MUF-93. The various 
characterisation methods for powder MUF-93 are well correlated, although the values 
for the metal ratio are very high in the early stages of growth. I hypothesise that this 
is due to small fragments of the secondary lattice which are terminated in cobalt 
clusters rather than dangling ligands. That situation would be consistent with the 
initially high ratio of cobalt to BPDC (secondary metal to secondary ligand) which 
approaches parity as the growth of the second lattice continues.  
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Table 4.3: Crystallographic results for selected datasets obtained from MUF-93 








MUF-93-12h-4pc MUF-93-48h-48pc MUF-93-84h-66pc 
Empirical 
formula 
C85.71H48.99Co0.16N6O13.53Zn4 C104.15H59.52Co1.92N6O19.24Zn4 C111.57H63.76Co2.63N6O21.53Zn4 
Interpenetration 
fraction 
0.04 0.48 0.66 
Formula weight 1650.19 2077.31 2249.23 
Temperature / K 100(2) 100(2) 100(2) 
Crystal system cubic cubic cubic 
Space group P-43m P-43m P-43m 
a,b,c / Å 16.90(5) 17.101(8) 17.098(8) 
α, β, γ /° 90 90 90 
Volume / Å3 4827(43) 5001(7) 4998(7) 
Z 1.00008 1.00008 1 
ρcalc / g cm-3 0.568 0.690 0.747 
Μ / mm-1 0.532 0.662 0.723 
F(000) / e- 838.0 1052.0 1138.0 
Radiation Synchrotron (λ = 0.7109 Å) Synchrotron (λ = 0.7085 Å) 
2Θ range for 
data collection / ° 
5.392 to 27.312 7.126 to 48.82 5.31 to 46.296 
Index ranges 
-11 ≤ h ≤ 11, 
-11 ≤ k ≤ 11, 
-11 ≤ l ≤ 11 
-19 ≤ h ≤ 19, 
-19 ≤ k ≤ 14, 
-9 ≤ l ≤ 19 
-18 ≤ h ≤ 18, 
-18 ≤ k ≤ 14, 
-11 ≤ l ≤ 18 
Reflections 
collected 
5274 14970 13070 
Independent 
reflections 
319 [Rint = 0.1635, 
Rsigma = 0.0493] 
1605 [Rint = 0.0714, 
Rsigma = 0.0316] 
1391 [Rint = 0.0513, 
Rsigma = 0.0235] 
Data/restraints/pa
rameters 
319/223/55 1605/223/55 1391/223/55 
Goodness-of-fit 
on F2 
1.882 2.091 1.715 
Final R indexes 
[I>=2σ (I)] 
R1 = 0.2221, 
wR2 = 0.4955 
R1 = 0.1615, 
wR2 = 0.4415 
R1 = 0.1304, 
wR2 = 0.3709 
Final R indexes 
[all data] 
R1 = 0.2604, 
wR2 = 0.5260 
R1 = 0.1807, 
wR2 = 0.4646 
R1 = 0.1415, 
wR2 = 0.3843 
Largest diff. 
peak/hole / e Å-3 
0.36/-0.23 2.14/-1.27 1.12/-0.61 





4.5.   CONCLUSIONS 
In this chapter, we show that the method for producing hetero-interpenetrated 
frameworks through secondary growth in α-MUF-9 introduced in Chapter 3 is 
generalisable to a wide variety of BPDC-based ligands as long as they meet certain 
demands. The main demand is that the side chain should not be too large (proline 
extends approximately 5 Å), and it should be on one side of the ligand only.  
This method is also extensible to other metals. MUF-93 with the [Co4O] SBU has been 
characterised thoroughly and we also have some evidence of success with Mg. One 
thing that remains to be fully determined about MUF-93 is whether each framework 
truly retains its identity. Although we can tell from the AAS analysis of digested 
samples that cobalt does not replace zinc in the primary framework on a bulk scale, 
we cannot completely rule out the possibility of scrambling of metals between the 
lattices. This question will be addressed in the next chapter. 
A similar amount of variation is seen in all materials. There is considerable spread of 
PIP% values between individual crystals in a sample, but the bulk materials follow 
clear trends. 
All the materials we have produced in this chapter and the preceding one reach a 
plateau of secondary growth. For MUF-9, we had attributed the formation of a 
noninterpenetrated phase to the steric unfavourability of the interpenetrated phase in 
the bulky solvent, and that the rate of growth of the primary framework is faster than 
that of the secondary framework. The inference we must take from the plateau of 
secondary growth is that the components of these MOFs are largely fixed in place at 
95 °C in DBF. Otherwise, they could continue to rearrange and eventually reach a fully 
interpenetrated phase with scrambled components. Therefore, the significantly lower 
solubility of the components in DBF compared to DMF could also have an impact on 
the formation of these partially interpenetrated and hetero-interpenetrated materials. 
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The secondary lattices explored in this chapter may not form on their own – they are 
templated by the MUF-9 primary framework. This platform, therefore, provides an 
opportunity to study frameworks which are difficult or impossible to otherwise 
access. 
We have also shown that it is possible to use ligands for the secondary lattice with a 
range of functional groups. This should give us hope that we can exploit the control 
we can exert over the pore chemistry in hetero-interpenetrated MOFs to tune them 
towards a desired application. That possibility will be explored in Chapter 6.  
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4.6.   EXPERIMENTAL DETAILS 
All CIF files relevant to this chapter are listed in Appendix B, page B-7. The files are 
available electronically on the included CD-ROM. 
 MOF Protocols 
 General synthetic method for hetero-interpenetrated MOFs (SL3 – SL6) 
α-MUF-9 was synthesised in a 4 mL glass vial with a phenolic cap by a literature 
method99. A stock solution of secondary ligand (1 mg mL-1), Zn(NO3)2·4H2O (2 mg mL-
1) and 2-fluorobenzoic acid (2 mg mL1) was prepared in DBF. The solvent was removed 
from a vial of α-MUF-9 and replaced with this stock solution, after which the vial was 
heated in a dry bath set to 85 °C. The stock solution was removed and replaced with 
fresh solution every 6 hours. At the desired stage of growth, the crystals were removed 
from the dry bath, cooled to room temperature, and washed several times with DBF. 
 Synthesis of MUF-92 
α-MUF-9 was synthesised in a 4 mL glass vial with a phenolic cap by a literature 
method99. A stock solution of H2-BPDC-NH2 (1 mg mL-1), Zn(NO3)2·4H2O (2 mg mL-1) 
and 2-fluorobenzoic acid (3 mg mL1) was prepared in DBF. The solvent was removed 
from a vial of α-MUF-9 and replaced with this stock solution, after which the vial was 
heated in a dry bath set to 95 °C. The stock solution was removed and replaced with 
fresh solution every three hours. At the desired stage of growth, the crystals were 
removed from the dry bath, cooled to room temperature, and washed several times 
with DBF. 
 Synthesis of powder MUF-92 
L1 (36 mg) and Zn(NO3)2·4H2O (64 mg) were dissolved in DBF (4 mL) with H2O (10 
µL) in a 25 mL Schott bottle and heated in an 85°C oven for 6 hours, shaking the 
mixture every hour. The resulting small crystals were then transferred to a 4 mL vial 
which was packed into a 50 mL centrifuge tube and centrifuged at 1000 rpm for 0.5 
minutes at speed. The supernatant was replaced with 2 mL of a stock solution of H2-
BPDC-NH2 (1 mg mL-1), Zn(NO3)2·4H2O (2 mg mL-1) and 2-fluorobenzoic acid (3 mg 
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mL-1) in DBF, and the crystals were heated in a dry bath set at 95 °C. At intervals of 
two hours, the crystals were centrifuged, a sample taken out, and the solution 
exchanged for fresh stock solution, then heating continued. 
 Synthesis of MUF-93 
α-MUF-9 was synthesised in a 4 mL glass vial with phenolic cap by a literature 
method99. A stock solution of H2-BPDC (0.5 mg mL-1), Co(NO3)2·6H2O (2 mg mL-1) and 
2-fluorobenzoic acid (2 mg mL1) was prepared in DBF. The solvent was removed from 
a vial of α-MUF-9 and replaced with this stock solution, after which the vial was 
heated in a dry bath set to 75 °C. The stock solution was removed and replaced with 
fresh solution every 12 hours. At the desired stage of growth, the vial was removed 
from the dry bath, cooled to room temperature, and the crystals washed several times 
with DBF. 
 Synthesis of powder MUF-93 
L1 (36 mg) and Zn(NO3)2·4H2O (64 mg) were dissolved in DBF (4 mL) with H2O (10 
µL) in a 25 mL Schott bottle and heated in an 85°C oven for 6 hours, shaking the 
mixture every hour. The resulting small crystals were then transferred to a 4 mL vial 
which was packed into a 50 mL centrifuge tube and centrifuged at 1000 rpm for 0.5 
minutes at speed. The supernatant was replaced with 2 mL of a stock solution of H2-
BPDC (0.5 mg mL-1), Zn(NO3)2·4H2O (2 mg mL-1) and 2-fluorobenzoic acid (3 mg mL-
1) in DBF, and the crystals were heated in a dry bath set at 95 °C. At intervals of two 
hours, the crystals were centrifuged, a sample taken out, and the solution exchanged 
for fresh stock solution, then heating continued. 
 MOF digests 
For digestion, MUF-93 samples were washed with DMF three times, then acetone five 
times. Excess solvent was removed, and the MOF dried under vacuum overnight. To 
the dried MOF, 0.2 mL of a 375 mM solution of DCl in d6-DMSO was first added, and 
the mixture sonicated until the MOF was dissolved, then a further 0.4 mL of d6-DMSO 
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 [Mg4O(bpdc)3] in MUF-9 
 
Figure 4.15: Plot of the growth of [Mg4O(bpdc)3] in α-MUF-9 over time. Black squares represent the PIP% values 
determined from single crystal datasets, while green circles represent the percentage of zinc in the primary lattice 
replaced by magnesium, determined from the same single crystal datasets. 
 
 PXRD patterns 
 Attempted syntheses with secondary precursors 
 
Figure 4.16: PXRD patterns of representative results of synthesis of MOFs with cobalt and BPDC (top, black), zinc and 
BPDC-NH2 under ordinary synthetic conditions (middle, red), and at low concentration in DBF (bottom, blue). 
108 
 
 Powder MUF-92 
 
Figure 4.17: Baseline-corrected PXRD patterns of MUF-92 grown from powder α-MUF-9. 
 MUF-93 
 
Figure 4.18: PXRD patterns of MUF-93 at various stages of growth. 
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 Powder MUF-93 
 





 1H NMR data 
 MUF-92 
 
Figure 4.20: 1H NMR spectra of digested samples of MUF-92 as the secondary lattice grows in over time. Spectra 1-5 
were taken after 3, 6, 9, 12, and 15 hours of secondary growth respectively. Spectra were measured in 0.2M NaOD in 
D2O. 
 NMR data for powder MUF-92 and -93 
Table 4.4: Percentages of BPDC-NH2 (MUF-92) or BPDC (MUF-91) to L1 as determined by 1H NMR spectroscopy of 
digested samples which were prepared from a microcrystalline powder of α-MUF-9 
Time / h 2 4 6 8 10 12 14 16 18 
MUF-92 1 6 6 12 26 43 50 61 72 
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 SITE-SPECIFIC METAL IDENTIFICATION IN 
SINGLE-CRYSTAL X-RAY DIFFRACTION STRUCTURES 
USING ANOMALOUS DISPERSION 
5.1.   INTRODUCTION 
Structural characterisation of materials is a crucial part of uncovering their structure-
function relationships. There are many methods of structure determination but even 
the most powerful have some limits. Single-crystal X-ray diffraction144, 145 (SCXRD) 
gives very detailed information about the average atomic arrangements in a 
crystalline material, but with traditional techniques, atomic species are not directly 
identified. In this chapter, I will describe the development of a new method which 
exploits data collected at multiple X-ray wavelengths to identify specific metal species 
at crystallographic sites. The technique is then applied to MUF-93, to identify the 
metal species in each lattice. 
 Single-crystal X-ray diffraction (SCXRD) 
SCXRD is the archetypal technique for determining the molecular structure of 
crystalline materials in general, and MOFs specifically.  
Developed in the early 20th century this technique combined many earlier insights, 
three of which are particularly notable: 1) The observation by Nicolaus Steno in 1669 
that all crystals of a given species had the same angles146 between their faces, implying 
a regular and ordered composition. This led to early crystallography based on analysis 
of the macroscopic morphologies of crystals. 2) Knowledge of the diffraction of light, 
pioneered by Young147 in his double-slit experiment in the early 19th century. This 
established that electromagnetic radiation could act as a wave, and more clearly 
explained the diffraction gratings discovered previously. 3) The discovery of X-rays 
by Wilhelm Röntgen148 in 1895, and their characterisation as electromagnetic radiation 
with a short (~1 Å) wavelength in the decade following. 
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Although the science of crystallography had been slowly progressing over three 
centuries, almost as soon as light with wavelengths on the order of magnitude of the 
interatomic distances in crystals became available, X-rays were turned to study 
crystals. In 1912, Max von Laue demonstrated149 the diffraction of X-rays through 
crystalline copper(II) sulphate, observing the concentric rings now known as Laue 
rings, from which powder X-ray diffraction (PXRD) patterns are derived. Shortly 
following this, Lawrence Bragg150 determined the relationship between X Ray 
wavelength and the intensity of a beam exiting from a crystal. He had the insight that 
crystals would diffract X-ray beams when, and only when, the angle between the 
beam and the crystal determined that the interatomic spacing (at that angle) 
corresponds to the wavelength of the beam. The diffracted X-rays under this condition 
are in phase, resulting in constructive interference and the appearance of an 
observable X-ray “spot”. To reiterate, diffraction peaks occur wherever: 
𝑛𝑛𝑛𝑛 = 2 𝑑𝑑 sin 𝜃𝜃 (1) 
Where n is a positive integer, lambda is the wavelength, d is the spacing between the 
planes, and theta is the angle of incidence of the beam relative to the normal of the 
plane. This concept is illustrated diagrammatically in Figure 5.1. 
 
Figure 5.1: Illustration of the conditions of Bragg diffraction 
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Crystals are, by definition, periodic structures. What we are interested in, when trying 
to determine a crystal structure, is where all the atoms are in relation to the repeating 
unit. This is conveniently approximately the same thing as the electron density in the 
crystal, although the distribution of electrons is modified by bonding. The electron 
density in the crystal is represented as: 
 𝜌𝜌(𝑥𝑥,𝑦𝑦, 𝑧𝑧) (2) 
Where x, y and z are coordinates relative to the unit cell origin. Because this density is 
periodic, it can be represented as a Fourier sum of individual structure factors for each 
atom: 






The indices h, k and l define lattice planes through the crystal lattice. Fhkl is the 
structure factor for the plane which intersects 1/h on the x-axis, 1/k on the y-axis, and 
1/j on the z-axis, or some multiple of each of those points. Each structure factor Fhkl is 
a Fourier sum of the scattering factors, one for each atom: 
 




And an individual atom’s scattering factor (f) has three components. First, the normal 
scattering term which is dependent on the angle (this is the Bragg diffraction described 
in Figure 5.1) and the number of electrons the element has (equal to its atomic number, 
Z). This means that for ordinary diffraction, atoms with similar Z can be difficult to 
tell apart, especially at higher values of Z, where the relative differences between 
elements are smaller.Then, there are the additional anomalous scattering factors, f’ 
and f’’, which are dependent on wavelength: 
 𝑓𝑓(𝜃𝜃, 𝑛𝑛) = 𝑓𝑓0 (𝜃𝜃) + 𝑓𝑓′(𝑛𝑛) + 𝑖𝑖𝑓𝑓′′(𝑛𝑛) (5) 
The observed diffraction pattern (Figure 5.1C), described as a Fourier sum of the 
individual reflections, is related to the electron density (as described in equation (3)) 
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in the crystal through the Fourier transform – it is density over reciprocal space instead 
of density over real space. 
The exponential term in Equation (4) can, using Euler’s formula, also be expressed in 
an explicit complex number form: 
 𝑒𝑒2𝜋𝜋𝜋𝜋(ℎ𝑥𝑥+𝑘𝑘𝑘𝑘+𝑘𝑘𝑙𝑙) = cos 2𝜋𝜋(ℎ𝑥𝑥 + 𝑘𝑘𝑦𝑦 + 𝑙𝑙𝑧𝑧) + 𝑖𝑖 sin 2𝜋𝜋(ℎ𝑥𝑥 + 𝑘𝑘𝑦𝑦 + 𝑙𝑙𝑧𝑧) (6) 
And so Fhkl, a sum of complex vectors, can itself be expressed as a complex vector, as 
illustrated in Figure 5.2. Ordinarily, a reflection (h, k, l), and the same reflection in the 
opposite direction (-h, -k, -l), named Friedel pairs, should have the same intensity. 
 
Figure 5.2: Vector representation of a structure factor. 
In the diffraction pattern we measure with an X-ray detector, we do not observe the 
phase of each reflection (the angle α between the structure factor vector and the real 
number line as illustrated in Figure 5.2) only the intensity, or |Fhkl|. The position of 
each spot in the diffraction pattern is determined by the indices of the plane to which 
it corresponds, and the intensity by the electron density151 which repeats at the same 
frequency and orientation of that plane. But the phase, whose physical meaning is the 
relative distance152 between the location of the peak of the electron density and the 
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plane of the reflection doesn’t show up in the diffraction pattern. From that definition, 
it can be intuitively understood why we should need the phase information to 
determine the location of the electron density in the unit cell, as well as why the phase 
should be opposite between Fhkl and F ̅h ̅k ̅l, but the intensity the same. 
 Powder X-ray diffraction (PXRD) 
In several circumstances, especially when large single crystals of a material are not 
available, or when rapid measurements (e.g., diagnostic identification of previously 
characterised phases; time resolved measurements) are desired, diffraction of X-rays 
through many crystals at once can be used instead. Because this technique is usually 
performed with microcrystalline samples, it is described as “powder” x-ray 
diffraction153 (PXRD). The information gained from a PXRD experiment is averaged 
over all orientations of the crystals, instead of measured from specific angles, so one 
dimension of information is lost compared to SCXRD. PXRD data is usually presented 
as a “diffractogram”, a plot of diffraction intensity versus diffraction angle – many of 
these have already been displayed in previous chapters. Structures can also be 
determined from PXRD data collected at sufficiently high resolution: both detector 
resolution and scattering resolution. Structure determination by PXRD requires more 
complicated refinement techniques154 than SCXRD, but ultimately relies on the same 
basis of comparing calculated diffraction by a model to the observed diffraction by the 
sample.  
 Contemporary synchrotron techniques 
Synchrotrons are a type of circular particle accelerator, and in the context of chemical 
and materials research, where ‘synchrotron’ is shorthand for ‘synchrotron light 
source’, those particles are electrons. At ‘beamlines’, the accelerated electrons are 
induced to change their path by tuneable electromagnets, releasing extremely bright 




The establishment of synchrotrons to produce high-intensity, focused, X-ray beams 
with a wide range of accessible wavelengths, and sensitive, low-noise charge-coupled 
device X-ray detectors, has allowed a rapid expansion of the kinds of experiments 
which can successfully be performed. Some examples of the benefits of synchrotron 
radiation are:   
• Specific wavelengths of X-rays are accessible. For example, very high energy X-
rays (e.g.  λ < 0.5 Å) allow higher resolution data to be collected, and are 
absorbed less, causing less damage to crystals. 
• Brighter and more focused beams allow diffraction to be observed from smaller 
crystals. 
• In-situ changes of conditions and time-resolved measurements can be made 
with faster detectors and shorter exposure times. 
 Anomalous scattering 
Anomalous scattering (also termed anomalous diffraction or dispersion) is not, 
despite the name, particularly anomalous – it is simply the change to ordinary atomic 
scattering observed when the incident x-rays are of an appropriate energy to excite 
electrons in an atom’s inner orbitals. This is represented by the f’ (real) and f’’ 
(imaginary) terms in equation (5). The closer the incident X-ray is to the absorption 





Figure 5.3: Scattering factor vectors are modified under anomalous scattering conditions. Because f’’ is 90 ° out of phase 
with f0, the result is that Friedel mates have different intensities and phases in non-centrosymmetric crystals. 
Multiwavelength anomalous dispersion155-157 (MAD) is commonly used for phase 
determination in biomacromolecular crystallography. It has largely supplanted earlier 
techniques which involved using two different crystals158 where one had a heavy 
element added to it, because of the advantages of using datasets from an absolutely 
identical crystal. Because both the real and imaginary contributions of anomalous 
scattering to Fhkl are (approximately) constant, the result is that when the anomalous 
scattering is significant, Friedel pairs have different intensities, as illustrated in Figure 
5.3. 
In most protein crystallography experiments the average signal sizes (the ratio of the 
ordinary intensity and the anomalous scattering contribution) are roughly of 3–8% of 
the measured intensities159 which can be limiting for some weakly diffracting, small, 
or not perfectly ordered protein crystals. For larger, comparatively more ordered MOF 
crystals, where even the weakest diffraction intensities in a synchrotron experiment 
are 20 times greater than the noise level, these signals ought to be intense enough to 
give meaningful information about the atom identities. 
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5.2.   METHOD AND RESULTS 
 Development of a method for site-specific metal identification 
using multiwavelength single-crystal X-ray diffraction data 
Zinc and cobalt are not clearly differentiable by ordinary single-crystal X-ray 
diffraction, because they have similar numbers of electrons – 28 and 25 respectively 
for the doubly oxidised species in MUF-93. This is especially a problem when one 
crystallographic site could have a mixture of the two metals, such as after cobalt 
exchange into the original MUF-9 lattice. For example, if ten percent of zinc ions were 
replaced with cobalt, the resulting crystallographic site would have, on average, 27.7 
electrons compared to the 28 for zinc(II) alone. 
These two metals do have significantly different peak absorption wavelengths for X-
rays (Figure 5.5), and so display anomalous scattering behavior at different 
wavelengths. Because of this, it should be possible to distinguish zinc(II) from 
cobalt(II) in the structures described in the above section, using multiple SCXRD data 
sets collected from the same crystal at different wavelengths. Anomalous dispersion 
has occasionally160-163 been exploited to identify metals site-specifically, both in MOFs 
and minerals. The viability of this approach was established as early as the 1950s164 
when it was used to solve the crystal structure of KMnO4. The technique was not 
widely used, however, due to the limited wavelengths available from laboratory X-
ray sources. 
Our first approach was to use the procedure160, 161 demonstrated by Freedman et al., 
who reported a computer program entitled Anomalous. This software uses a model 
(prepared with a high quality, distant wavelength data set), along with datasets 
collected at appropriate wavelengths around the maximum f’’ magnitude, to 
determine effective f’ and f’’ anomalous scattering factors at identified 
crystallographic sites for each wavelength. These values can be compared to plots of 
f’ and f’’ with respect to wavelength for each element to determine their relative 
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contribution. Initial results from this software were promising, but we could not verify 
that the software correctly handled the partial occupancies of the secondary lattice in 
our partially interpenetrated MUF-93 materials, and so this approach was abandoned. 
We turned, then, to using the entire datasets directly in a method inspired by two 
techniques from protein crystallography. In an isomorphous replacement experiment, 
protein crystallographers collect data on two crystals with, ideally, the exact same 
structure (they are isomorphous) except that one has a heavy atom inserted. This 
could be achieved, for example, by soaking the crystal in a metal salt solution. The 
difference between those two datasets then reveals the location(s) of the heavy atom. 
Knowing those, some of the phases can be estimated, for the reflections where those 
heavy atoms contribute strongly. Those then reveal more of the structure, which in 
turn reveals the phases for the original dataset. 
For centrosymmetric structures, reflection phases are always either 0 or π – there is no 
imaginary component to the structure factor. This is because for each atom at location 
(x, y, z) there must also be an atom at (-x, -y, -z). We also know that sin(−𝑥𝑥) =
 −sin (𝑥𝑥), while cos(−𝑥𝑥) = cos (𝑥𝑥). So, for each contributor to the structure factor 
(Equation (4)) the imaginary part of the structure factor equation, which is the sine 
term, will cancel, while the real part will remain. With this, and using equations (4) 
and (6), we can express the structure factors in a dataset which is the difference of two 
datasets, collected at wavelengths λ1 and λ2, as: 
 




And we can further note that the right-hand side of this equation only exists wherever 
j is an anomalous scattering atom at one of the relevant wavelengths, since otherwise 
the atomic scattering factors 𝑓𝑓𝑗𝑗𝜆𝜆1 and 𝑓𝑓𝑗𝑗𝜆𝜆2 are equal. All this is to say that the difference 
between two sets of scattering factors at different wavelengths becomes a set of factors 
of only the anomalous scattering from a crystal. This will then allow us to locate only 
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those atoms which are anomalous scatterers at the wavelength used, which are those 
of just one specific element. 
β-MUF-9 is a centrosymmetric structure, and therefore MUF-93 approximates a 
centrosymmetric structure as it approaches high PIP%. The only differences between 
them are A) β-MUF-9 has a side chain in the second lattice disordered over 8 positions 
whereas MUF-93 has solvent and B) the replacement of zinc(II) in β-MUF-9 for 
cobalt(II) in the secondary lattice of MUF-93. With that in mind, the way a traditional 
MAD experiment approaches anomalous scattering would not be applicable in this 
case, since there will be no (measurable) difference between the intensities of Friedel 
mates. Furthermore, we already have a good model for the structure, and are not 
relying on this process to obtain phase information. 
 
Figure 5.4: The upper panel shows intensities of x-ray reflections in MUF-93, by d-spacing, for data collected at high 
energy (17500 eV, 0.7084 Å) and at the cobalt(II) absorption edge (7500 eV, 1.653 Å). The lower panel shows the 
difference between the two datasets in the upper panel – the remaining signal is only the anomalous scattering from 
cobalt atoms. 
Instead, we treat the dataset collected at the absorption peak of cobalt(II) as an 
isomorphous derivative of our original, but instead of trying to locate a “heavy” atom, 
we are trying to locate the anomalous scatterers in our cell, that is, the cobalt atoms. 
Since the datasets were collected at different wavelengths, their overall intensities will 
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differ. By scaling the datasets to the same average intensity, and subtracting one from 
the other, we obtain a new dataset where the only signal is the anomalous scattering 
from cobalt. Figure 5.4 illustrates this concept in a 2D format.  
In Figure 5.4, I have converted two datasets collected from a single crystal of MUF-93 
into profiles of intensity versus resolution, to illustrate the premise of our technique. 
The energies/wavelengths at which the datasets were collected are indicated on Figure 
5.5. These are analogous to PXRD patterns, but are calculated by determining the d-
spacing for each reflection in the SCXRD dataset, and summing all the intensities at 
the same d-spacing. Because datasets collected at different wavelengths have different 
2θ-values for the same reflections, using resolution instead allows us to put them on 
the same axis. 
In the upper panel of Figure 5.4, the dataset collected at 17500 eV where all atoms 
scatter normally is the blue line, while the orange line is the dataset collected at the 
absorption edge for cobalt. You can see that some of the signals in the 7500 eV dataset 
are significantly reduced. The difference between these datasets is only the magnitude 
of the anomalous scattering by cobalt. Solving this dataset by traditional direct 
methods and refining (using SHELXS126 and SHELXL, as we might do for any ordinary 
small molecule structure) gives us the location and relative occupancy of all the cobalt 
atoms in the cell. Interestingly, SHELXT129 is “too smart” for this, as it tries to make a 
sensible molecular structure – which this isn’t. We can also, of course, just input the 
locations of where we know the atoms to be. 
One complication with this method is that anomalous scattering curves for metals 
often overlap significantly. We use the fluorescence emission maximum to find the 
optimum wavelength or energy to maximise the anomalous scattering signal for our 
element of interest. At the energy where we measured peak X-ray fluorescence 
emission for cobalt(II), 7500 eV, the theoretical f’ for zinc (Figure 5.5, lower purple 
curve) is about -0.91 e-. This is likely to be relatively close to the experimental value as 
it is well below the absorption edge165 but the position of the absorption edge and the 
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peak anomalous scattering coefficients at energies just above the absorption edge can 
shift dramatically depending on the chemical environment of the atom. That means 
there is a potential for zinc to interfere with the experiment, in that it may also show 
a small amount of anomalous scattering at the wavelength we want to use. 
 
Figure 5.5: Theoretical curves of f’’ (upper) and f’ (lower) for zinc (red) and cobalt (black). Note that these theoretical 
values are not accurate very near and above the absorption edge, not least because of the effects of neighbouring atoms. 
In the [Co4O] clusters in MUF-93, the absorption edge was estimated at 7500 eV, rather 
than the theoretical value of 7715 eV. In the worst case, significant anomalous 
scattering by zinc could have resulted, in a difference dataset between the cobalt edge 
and high energy, and collected from a material with zinc and cobalt in different sites, 
in an undesired signal for zinc appearing at up to approximately 15% of the strength 
of the cobalt peak in our electron density map. That worst case would be if the f’ value 
for cobalt was near the experimental value, and the experimental wavelength closer 
to the zinc absorption peak rather than further away. But, as the real f’ value for an 
element in an actual chemical environment is often much more negative than the 
theoretical value (the absorption maximum is often much more intense than the 
theoretical peak) the real undesired peak is likely to be much smaller than this. 
Fortunately we did not observe this issue in the datasets presented in Section 5.2.2, 
and any secondary anomalous scattering peak for zinc in our difference electron 
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density map was below the noise level, but this point would need to be addressed to 
fully realise the potential of this technique. 
Ideally, one would experimentally determine the f’ and f’’ factors for the elements of 
interest in the real material, and use those values in the analysis of the difference 
datasets, but this requires absorption coefficients near the edge to be determined 
through X-ray absorption spectroscopy, specifically measurement of the X-ray 
absorption near edge structure (XANES), which we did not have access to. 
Determining the actual anomalous scattering factors becomes more important the 
closer the absorption maxima of elements in the material are. The absorption maxima 
of zinc and cobalt are far enough apart that in this case, it was sufficient to determine 
that only one peak appeared for our element of interest, cobalt. If there had been a 
weak peak at the location of the zinc node, it would have been necessary to determine 
the strength of anomalous scattering for zinc at that location to confirm that it was not 
due to exchanged cobalt. If there is no observable second peak, however, there is no 
evidence of cobalt at that location. Therefore, instead of measuring the XANES spectra 
and doing a full determination of the anomalous scattering factors to compare 
intensities, we compared the results obtained from MUF-93 to several materials 
prepared as controls, to illustrate the sufficiency of the technique for this purpose. 
 Results from the application of this method to MUF-93 and 
control materials 
In this section, I will present several “slices” of electron density maps calculated from 
the difference datasets described above. These maps are calculated using the 
experimental intensity data from the difference between the two data sets, and the 
phases for each reflection supplied by the model. They are therefore referred to as 
(Fobs, Φcalc) electron density maps. 
Figure 5.6 illustrates how to interpret these slices. Figure 5.6 shows a hypothetical 
MUF-9 or MUF-93 unit cell, with the two crystallographically distinct locations of 
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metal atoms indicated in pink (near the corners; the secondary lattice) and blue (in the 
cell centre; the primary lattice). The grid indicates the (0,1,1) plane which is used for 
each slice, because it bisects atoms in both clusters, allowing visual comparison of the 
electron density at each site. 
 
Figure 5.6: A diagram of a hypothetical MUF-9 and MUF-93 unit cell, indicating the two crystallographic sites occupied 
by metal atoms 
The electron density map is a 3-dimensional grid, on which each point has a value 
representing the local electron density at that point.  By integrating that map over the 
volume of each atom, we can determine an electron “count” for each location. These 
are not physical values because we don’t know the total “difference in apparent 
electrons due to anomalous scattering” but their relative value at each site is all we 
need to determine the relative metal occupancy at each site for the metal of interest. 
 β-MUF-9, difference data between 17440 eV and zinc edge at 9670 eV 
Figure 5.8 shows the (Fobs, Φcalc) electron density map for the difference between 
17440 eV and 9670 eV in β-MUF-9. Although β-MUF-9 is in the P m -3 m space group, 
this dataset was interpreted in P -4 3 m, to render the lattices crystallographically 
distinct from each other. This is necessary because otherwise both positions would be 
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refined as one single atom, and the resulting electron density map would have both 
peaks be equal by definition. The symmetries of the clusters in these two space groups 
are illustrated in Figure 5.7. 
 
Figure 5.7: An illustration showing the location of the [Zn4O] cluster in two space groups. Left, the non-centrosymmetric 
space group of α-MUF-9 and its partially interpenetrated derivatives, P -4 3 m. Right, the centrosymmetric space group 
of β-MUF-9, P m -3 m. 
 




The appearance of strong peaks at both site 1 and site 2 indicates the presence of zinc 
at both locations. Summation of the intensities within the volume of a sphere of 170 
pm, the average of the atomic radii of zinc and cobalt, was used to determine an 
electron count at each site. The integrated value of electron density at site 1 is 349.8, 
while integrated value at site 2 is 353.0. The ratio of those peaks is 1:0.99, close to the 
expected value of 1 for two identical zinc-containing lattices.  
The root mean squared deviation (RMSD) for this map was 0.167, in the same arbitrary 
units where the maximum peak height is 4.898, for a signal-to-noise ratio of 28.9. Using 
this RMSD value gives us an uncertainty of approximately 2.1%, so the two peaks can 
therefore be considered equal within experimental uncertainty. 
The signal and resolution for this sample is much better than for the following 
samples, because the X-rays at the zinc absorption edge of 9670 eV correspond to a 
wavelength of 1.282 Å, as opposed to the cobalt absorption edge of 7500 eV which 
corresponds to 1.653 Å. 
 MUF-93, at the plateau of secondary growth 
Figure 5.9 shows the (Fobs, Φcalc) electron density map for the difference between 
17440 eV and 7500 eV in MUF-93, after 60 hours of secondary growth, at the beginning 
of the plateau. In contrast to the β-MUF-9 example above, we see a peak at only one 
crystallographic locus (site 1), that of the secondary lattice. This indicates that there is 
no observable cobalt(II) in the metal site for the primary lattice (site 2) in MUF-93 




Figure 5.9: Slice of (Fobs, Φcalc) electron density map of MUF-93 at the plateau of secondary growth after 60 hours, 
difference data between 17440 eV and cobalt edge at 7500 eV. 
Using the RMSD of this electron density map as the noise size, the uncertainty of 
electron count integrals is measured at 4.7% (95% CI). This gives us an estimated 
exchange of cobalt(II) into the primary lattice of 2.9 ± 4.7%, not significantly different 
from zero. This matches well with the bulk information obtained from AAS 
experiments in Chapter 4 and the cobalt exchange experiments in Chapter 2, which 
estimate an upper limit of 5% exchange at this time point. 
 MUF-93, beyond the plateau of secondary growth 
Figure 5.10 shows the (Fobs, Φcalc) electron density map for the difference between 
17440 eV and 7500 eV in MUF-93, after 168 hours of secondary growth, beyond the 
plateau of growth of the secondary lattice. In contrast to the first MUF-93 example 
above, we see a peak at both crystallographic loci. The peak at site 1, of the secondary 
lattice, is strong, while the peak at site 2 is significantly weaker. This indicates that 
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after the secondary lattice stops growing, some cobalt(II) will exchange into the metal 
site of the primary lattice in MUF-93. 
 
Figure 5.10: Slice of (Fobs, Φcalc) electron density map of MUF-93 beyond the plateau of secondary growth after 168 
hours, difference data between 17440 eV and cobalt edge at 7500 eV. 
The cobalt content at the two sites (100% cobalt in the secondary lattice of 47% 
occupancy and 34% cobalt in the primary lattice of 100% occupancy) approximately 
matches the 1.2 : 1 cobalt to zinc ratio determined for this sample by AAS. From this 
we can conclude that most - if not all - of the excess cobalt in samples beyond the 
plateau of secondary growth is due to exchange into the primary framework and not 
adsorption of cobalt by the MOF pores which is improperly washed out.   
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 α-MUF-9, exchanged with cobalt 
Figure 5.11 shows the (Fobs, Φcalc) electron density map for the difference between 
17440 eV and 7500 eV in α-MUF-9, after exchange with cobalt(II) as described in 
Chapter 2. In this case, only the primary lattice is present, and a peak is observed at 
Site 2, the location for the primary lattice. This shows that using this method we can 
observe the metal exchange of cobalt into MUF-9 which was described in Chapter 2.  
 
Figure 5.11: Slice of (Fobs, Φcalc) electron density map of α-MUF-9 exchanged with cobalt (as described in Chapter 2, 






5.3.   DISCUSSION 
The method we’ve developed here allows us to relatively simply identify and 
visualise the locations of specific kinds of atoms within a cell. Although this principle 
is not new, there were no standard programs available for this kind of analysis, so I 
had to develop this myself. Fortunately, the software libraries (like the CCTBX166) for 
working with crystallographic datasets are well developed enough to be turned to this 
kind of analysis. 
This technique can in principle be used for any element which displays anomalous 
scattering at wavelengths at which a diffraction dataset can be collected. That roughly 
corresponds to around iron, whose highest absorption edge is at 7.112 keV or heavier 
elements. At beamline MX1 of the Australian Synchrotron, at the time of carrying out 
these experiments, the lowest generally accessible energy is 8 keV, and down to 5.5 
can be achieved with the help of the beamline staff. However, the lower the energy, 
the longer the wavelength, and 5.5 keV corresponds to 2.25 Å, which means the 
structural resolution becomes severely limited at this point. This means that with zinc  
(7500 eV, 1.65 Å) and cobalt (9670 eV, 1.28 Å), we were working near the lower end of 
the resolution range which would yield interpretable data. 
This technique has wide scope for expansion to a range of different crystalline 
materials. Within metal-organic frameworks, there are examples167 where different 
metals occupy distinct crystallographic locations, or catalysts168, 169 such as those 
described in Chapter 4 (page 81) which are metalated post-synthetically. This 
technique could be applied in those cases to determine the existence and extent of 
scrambling between the metal sites. That is especially important for catalysis, when it 
is imperative to be sure what is responsible for the catalytic activity. This technique 
could help to rule out, in that case, exchange of the catalytic metal into the MOF 




5.4.   ADDITIONAL EXPERIMENTAL METHODS AND DATA 
 Python codes 
All Python codes relevant to this section are provided in Appendix A. They are: 
• Calculation of the difference datasets. 
• Visualisation of the electron density map slices. 
• Integration of electron density at each site and calculation of map statistics. 
 Determination of appropriate wavelength 
An X-ray fluorescence excitation scan obtained from a single crystal of MUF-93 at the 
Australian Synchrotron MX1 beamline170 was used to determine the optimum 
absorption wavelengths in MUF-93 of cobalt, the Kβ peak at 7500 eV and zinc, the Kβ 
peak at 9670  eV. 
 






 Generation of difference dataset and Patterson map 
Datasets collected from a single crystal at energies of 7500 eV (secondary absorption 
peak for Co) and 17500 (far from an absorption peak of any element in the material) 
at the Australian Synchrotron MX1 beamline170 were obtained in XDS125 
XDS_ASCII.HKL_p1 format, and then processed using a simple Python script making 
use of the CCTBX166 toolkit. 
The datasets were interpreted with a cubic cell of a = b = c = 17.1 Å and α = β = γ = 90 
° (determined from the high-resolution dataset), symmetry-equivalent reflections 
merged, scaled to the same average intensity, and the difference between the two 
datasets taken. The result was outputted as a SHELX126-format HKLF4 file, as well as 
the derived Patterson map as an CCP4 format map file.  
The Python libraries Gemmi (crystallographic data I/O for converting the CCP4 map 
file to a numpy array) and Plotly were used to generate colour-mapped 2D slices from 
the anomalous difference Patterson map, while pymol can be used for 3D visualisation 
of the CCP4 maps directly. 
 Solution and refinement of difference data 
The difference HKL file can be solved using SHELXS’ direct methods routine, finding 
the single atom of the cobalt SBU. The choice of cobalt in this case is arbitrary; there is 
no physical atom represented by this data, only the change in the signal from cobalt. 
Nonetheless, the refinement of a single atom at this position is stable, showing a clear 
signal that there is cobalt at this location. A small feature in the difference Fourier 
synthesis at the putative location of the zinc site in MUF-93 can be observed, but it is 
impossible to refine an atom at that position with any occupancy. When refined with 
a solvent mask, (which is essentially just background reduction in this case and has 
no physical meaning) the refinement statistics are good. 
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 Generation of Plots 
Using the WinGX FFT utility, .cube format electron density maps of Fobs using the 
supplied phases from this model were produced, and slices rendered with Plotly. 
 Tabulated statistics from difference datasets 
“Site 1” refers to the metal atom in the cluster at the cell corner. “Site 2” refers to the 
metal atom in the cluster at the cell centre. Electron counts were integrated over a 
radius of 1.7 Å, the average of the atomic radii of zinc and cobalt. Uncertainties for the 
exchange percentage are calculated using the RMSD of the electron density map.  
Table 5.1: SHELXL refinement results and calculated statistics for anomalous difference datasets. Integrated values at 
each metal atom site are proportional to the electron count of the specified metal at each site but are not absolute 
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A β-MUF-9, difference data between 17440 eV and zinc edge at 9670 eV 
B 
MUF-93, at the plateau of secondary growth after 60 hours. Sample with 50% PIP. 
Difference data between 17440 eV and cobalt edge at 7500 eV 
C 
MUF-93, beyond the plateau of secondary growth after 168 hours. Sample with 47% PIP. 
Difference data between 17440 eV and cobalt edge at 7500 eV 
D 
α-MUF-9, exchanged with cobalt(II). Difference data between 17440 eV and cobalt edge 
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 APPLYING HETERO-INTERPENETRATED 
METAL-ORGANIC FRAMEWORKS TO CATALYSIS 
6.1.   INTRODUCTION 
It’s always nice to be able to show that some new technique or material is somehow 
useful, or at least that it has the potential to be. Producing a revolutionary new catalyst 
with practical relevance is well beyond the scope of this thesis. However, we sought 
to illustrate how control over the different components of hetero-interpenetrated 
frameworks could be exploited to impact the functionality of the resulting material, 
i.e., to create something greater than the sum of its components. To that end, we 
designed a hetero-interpenetrated catalyst where each lattice is an orthogonal 
contributor to the catalytic outcome. 
 Pore engineering of MOFs 
As indicated earlier, one of the main reasons for the interest in MOFs is their 
tunability: it is possible to design29, 31, 34, 66, 124, 171 ligands with chemical functionalities 
chosen to achieve a particular result. For catalytic applications, that result might be 
the installation of a catalytic group on the framework structure, but it may also be 
modifying the pore space to provide an appropriate environment for the catalytic 
reaction to occur.  
The characteristics of the MOF pore environment can also be varied by the guest. 
‘Guest’ includes solvent for catalytic reactions carried out in solvent. Tuning the guest 
solvent is just like tuning the solvent for a conventional catalytic reaction, but the effect 
of a solvent can be different in a confined pore space than the bulk solvent present for 
a heterogeneous reaction. In a nice example, Ma et al., polymerised N-
vinylpyrrolidone within the pores of a framework material catalyst.65 The reaction 
outcome was similar to performing the reaction in N-methyl pyrrolidone (NMP), but 
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avoided a costly and environmentally unfriendly workup due to the high boiling 
point and toxicity of NMP. 
Beyond modification of the pore space on a molecular level, the crystal growth process 
itself172 also provides many handles for modifying the properties of a material. 
Handles include heating methods, solvents, additives such as capping agents and 
surfactants, stirring or sonication, layer diffusion, etc., and these variables can 
influence the morphology, size, defects and other features of the resulting crystallites. 
Other means such as targeted post-synthetic modifications173 can also modify these 
features. 
 MOF catalysis 
Metal-organic frameworks are being explored for catalysis both for the preparation60, 
174 of useful products and the degradation175 of harmful ones. Since MOFs are 
constructed from a combination of metal and organic components, either of those can 
be exploited for a catalytic purpose. 
 Metal catalysis 
The metal atoms in MOF nodes can be exploited for catalysis. Both transition metals63 
and lanthanides176 can be used, just as in homogeneous catalysis. Although the site of 
the metal resembles a discrete metal complex in many ways, there are also important 
differences. In a MOF, the ligands generally have less conformational freedom than in 
a discrete complex, because they are coordinated in multiple directions within a 
framework. The ligands are therefore also less labile than many in discrete complexes. 
Thus, even for the exploitation of the metal nodes as catalysts, ligand design177 is 
critical to allow access to the metal and provide an appropriate electronic environment 




Figure 6.1: An illustration of the two classes of metal catalysis in MOFs. A) catalysis by structural metal atoms includes 
this example132, 178 of MFU-1. B) catalysis by non-structural metals includes this example169 of UiO-bpydc where the 
catalytic metal is coordinated to the bipyridyl backbone of the ligand. 
Metal catalysis can also be performed in MOFs by metals outside of the structural 
clusters, by using metalloligands such as porphyrins24, 87, 179, 180 or polypyridyl181 
complexes. Such catalytic complexes can also be immobilised within pores by 
coordination to open sites on the metal cluster. 
 Organocatalysis 
In some ways, organocatalysts are more attractive in MOFs than metal catalysts. It is 
often easier to modify the organic component than to make a MOF with the desired 
metal in the desired coordination environment for a catalytic application. Although it 
may take some clever chemistry, an organocatalytic moiety can often simply be 
appended to a ligand without affecting the coordinating groups which determine the 
MOF structure. In this way, the catalytic site is also directed into the pore space, 
whereas structural metal atoms are by definition in the pore corners. 
Organocatalysis182-185 in general has a more limited scope of reactions than metal 
catalysis, but can still be used for a broad range of chemical transformations. 
Particularly famous is the enantioselective aldol reaction (or Hajos-Parrish-Eder-
Sauer-Wiechert186 reaction) catalysed by proline, which has found wide application in 
the preparation of chiral ketone-containing compounds. Organocatalysts are 
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particularly suited to asymmetric organic reactions, such as those required to produce 
many pharmaceuticals and their feedstocks.  
 
Figure 6.2 An example of modulated organocatalysis in a MOF. Figure reproduced from reference 187 with permission. 
The catalytic unit is directed into the pore space, and other parts of the framework can be used to tune the pore properties 
and the resulting catalytic outcome.  
Organocatalysts in MOFs are highly tuneable through the exploitation of the 
tunability of the MOF itself. Figure 6.2 illustrates a MOF organocatalyst reported by 
our group in which the outcome of catalysis by a chiral proline group on one ligand 
was modified by side chains on other ligands, tuning the pore environment in which 
the catalytic reaction occurred. 
Although the strict definition of organocatalysis requires the catalyst to have a low 
molecular weight, it is otherwise very similar to much of enzymatic catalysis (not 
including metalloenzymes) in terms of the chemical groups and reactions involved.  
143 
 
 Enzyme-like catalysis in MOFs 
Much catalyst design in MOFs is inspired by biological catalysis, which is admired 
especially for its selectivity and mild reaction conditions. There is one major similarity 
between a crystalline porous nanomaterial catalyst and an enzyme, which is that the 
catalytic reaction takes place in a highly specific pore environment. Figure 6.1 
illustrates the binding sites of an enzyme and a MOF catalyst respectively in panels A 
and B, and contrasts these to a homogeneous catalytic reaction surrounded by solvent 
in panel C. Some MOFs also replicate particular moieties from enzymes in their 
catalytic site, or incorporate multiple complementary functionalities to mimic natural 
complexes like photosystems188, 189. Enzymes themselves can also be encapsulated190 
within MOFs to stabilise them for reactions and make them easier to handle, while 
allowing substrate diffusion. 
 
Figure 6.3: A) an inhibitor (coloured green) bound to the active site of the protein chymotrypsin. The protein surface is 
coloured grey for carbon, red for oxygen, blue for nitrogen, and hydrogens are omitted for clarity. The residues at the 
binding site are shown as sticks and coloured blue. B) the catalytic intermediate69 [Rh(L)(CH3CN)2(CH3CO)I]+ in a MOF 
pore, observed by SCXRD. The overall MOF structure is drawn as the van der Waals surface while the catalytic complex 
is shown as sticks. Carbons are grey, hydrogens white, oxygens red, nitrogens blue, rhodium cream, iodine brown. C) 
An enamine adduct of proline, an intermediate in a homogeneous organocatalytic reaction. 
However, “enzyme-like” catalysis by MOFs is often overstated. MOFs may of course 
be used for the same reactions168, 191, 192 for which enzymes are famous, but in my 
opinion this is not enough to justify a description of them as enzyme-like. The above 
similarities between enzymes and MOFs notwithstanding, the differences are also 
very significant. MOFs are generally rigid, but enzymes change conformation193 to 
facilitate their reactions. Enzymes dynamically bind their substrates and adopt a 
conformation which stabilises the transition state between the reactants and the 
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products. This dynamic behaviour is far more complex than anything displayed in 
MOFs to date. There are some recent examples of MOFs prepared with oligopeptide 
linkers194, 195 which display a wide range of conformations as the result of a complex 
set of interactions between different part of their components, but these are only 
isolated examples for now. 
Despite the exaggerations sometimes seen, I will continue to use language which 
softly suggests the similarities between MOF catalysis and enzyme catalysis. This is 
not to overstate the performance or specificity of the catalysts described herein, which 
are rather unremarkable, nor is it to imply that these catalysts have all the mechanistic 
features of enzymes. I use this language because enzyme-like catalysis is the 
inspiration for this work, and a long-term target of the field of catalysis. In the context 
of this work, the deliberate introduction of specific elements of enzyme-like catalysis, 
new to framework materials, is much more interesting than the absolute performance 
of the catalyst. 
 MUF-10, a chiral analogue to MUF-9 
MUF-10 is the homochiral analogue of MUF-9. L1 has chirality due to the twist in its 
backbone (Figure 6.4), and its enantiomers can be resolved through co-crystalisation196 
with a chiral base, brucine. When enantiopure (R)- or (S)- L1 is used to synthesise a 
MOF with Zn(NO3)2·4H2O, it behaves similarly to rac-L1 making a [Zn4O(L)3] MOF 
with a pcu net. In DMF, the fully interpenetrated product results and this is referred 
to as β-MUF-10. Conversely, in DBF, noninterpenetrated α-MUF-10 is formed. In 
mixtures of DMF and DBF, partially interpenetrated PIP-MUF-10 is formed. In 
contrast to MUF-9, however, MUF-10 does not slowly become partially 




Figure 6.4: Enantiomers of L1 
Our plan was to use α-MUF-10 as a chiral host template to grow an organocatalytic 
secondary framework, which benefits from chiral transfer from the host. The key idea 
was that the pore space in α-MUF-10 would act analogously to the shaped pocket in 
an enzyme. The chiral shape of the environment should favour the formation of one 
enantiomer of a reaction product over the other. Then, the secondary lattice would 
include a catalytic group which actually facilitates the reaction. In order to show the 
effect of the pore, this catalytic group should be achiral. In that case, any 
enantioselective reaction outcome must come from the pore environment itself. 
To establish the possibility of using a hetero-interpenetrated MOF derived from MUF-
10 as a catalyst, we first needed to do the same kinds of background work as we did 
with MUF-9 in Chapter 1. We must be sure that no other changes will befall our MUF-
10 starting material under the conditions for secondary growth, or those for catalysis. 
Then, we must show that secondary growth can be observed in MUF-10 as it is in 
MUF-9, but they are subtly different MOFs. Notably, MUF-10 does not show the 
increase in PIP% at long reaction times after synthesis. That implies that in DBF, at 
least, L1 is too large to enter the MUF-10 pores. So, some more screening will be 
necessary to find suitable reaction conditions to prepare a hetero-interpenetrated 
MOF with some catalytic secondary lattice in MUF-10. We did manage to do this, with 
a new ligand designed for the purpose (section 6.2.   page 148), and called our new 
hetero-interpenetrated heterogeneous catalyst ‘MUF-101’. 
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We trialled several different catalytic reactions with MUF-101, and ultimately found 
that the Henry reaction suited our needs the best as a display of the applicability of 
hetero-interpenetrated frameworks. The Henry (or nitroaldol) reaction is a classic 
carbon–carbon bond formation reaction first described in 1895. Interest in the Henry 
reaction was renewed almost a century later, when in 1992 the first report197 of 
enantioselective Henry catalysis was made. Asymmetric catalysis of Henry 
reactions198-200 is now a large field in its own right, with over five million hits for journal 




FURTHER CHARACTERISATION OF MUF-10 
Initial tests of the ability of α-MUF-10 to undergo secondary growth were performed 
with zinc nitrate tetrahydrate and H2BPDC in DBF. In that case, no change in PXRD 
patterns were observed, indicating the PIP% of the material was not changing from 
zero. This was disappointing, but not surprising: while deeply similar to MUF-9, 
MUF-10 does not produce partially interpenetrated phases in DBF after long synthesis 
times, unlike MUF-9.  
 
Figure 6.5: PXRD diffractograms of α-MUF-9 and α-MUF-10 heated in various solvents. Note that DBF and DPF do not 
cause phase changes in MUF-9 respectively, whereas smaller solvents do. 
So, first, just as with MUF-9 and the MUF-9X series, it was necessary to establish which 
solvents would possibly be compatible with secondary growth in MUF-10. That is, we 
need to use a solvent which will not cause a phase change (such as autocatenation) 
when α-MUF-9 is heated in that solvent. Just as with the MUF-9X series, we want the 
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primary lattice to remain intact. Figure 6.5 shows that MUF-10 is stable when heated 
in N,N-di-n-propylformamide (DPF) and DBF. This is in contrast to MUF-9 which 
does undergo autocatenation in DPF over longer time periods. In MUF-9, out of all 
the solvents tested, only DBF could be used for secondary growth. With MUF-10, we 
have the possibility of using DPF as well. 
6.2.   SYNTHESIS AND CHARACTERISATION OF MUF-101 
Since secondary amines are well known organocatalysts185, 187 for a variety of reactions 
which can give chiral products, and because we are subject to the same limitations of 
secondary ligands as in the MUF-90 series L2, with a methylaminomethyl group, 
(Figure 6.6; synthetic scheme and details in section 6.5.1) was selected as a target, as 
the simplest secondary amine side chain possible on BPDC. L2 has a BPDC backbone 
to make it geometrically compatible with MUF-10, a small side chain that will allow it 
to enter the α-MUF-10 pores, and sufficient solubility in N,N-di-n-propylformamide 
to be used in a secondary growth solution. 
 
Figure 6.6: Illustration of MUF-101, showing the role of each component lattice. 
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Apart from tweaks to the reaction conditions (DBF as solvent, higher temperature, 
shorter reaction time) the synthesis of MUF-101 proceeded just as the MUF-90 series. 
When α-MUF-10 is heated in a solution of Zn(NO3)2·4H2O and L2, the new 
components form a secondary [Zn4O(L2)3] lattice interpenetrated through MUF-10, 
which we call MUF-101. The solution is refreshed every two hours, to keep the 
concentration of new components high enough to continue forming the secondary 
lattice. The PXRD pattern peaks at 2θ = 5.2 and 7.3 decrease and increase in intensity 
respectively as the secondary lattice forms. This growth was tracked by PXRD, as 
shown in Figure 6.7. MUF-101 reaches a plateau of interpenetration at about 60% PIP, 
after four cycles or eight hours of exposure to the secondary growth conditions 
(bottom, green PXRD pattern in Figure 6.7). 
 
Figure 6.7: PXRD patterns of MUF-101 as it grows over time. 
The growth of the secondary lattice in MOF-101 was also analysed by 1H NMR 
spectroscopy of digested samples to determine the ratio of the ligands in each sample. 




Figure 6.8: 1H NMR spectra of digested samples of MUF-101 at various stages of growth. Spectra were recorded in a 





6.3.   APPLICATION OF MUF-101 TO CATALYSIS 
L2, and MUF-101, are active catalysts for the Henry reaction (Scheme 6.1) between m-
nitrobenzaldehyde and a range of nitroalkanes, giving the expected products with 












Scheme 6.1: A generic scheme for the Henry reaction between a nitroalkane and an aldehyde. 
When the nitroalkane used is nitromethane, the product will have one new 
stereocentre, on the carbon with the newly formed alcohol group. This is shown in 
Scheme 6.2. If the reaction conditions favour one enantiomer over the other, then the 
resulting product will not be purely racemic, but will have an enantiomeric excess. 
The ratio of the two product enantiomers can be quantified because they will give 
distinct peaks when analysed by HPLC using a column with a chiral stationary phase. 
In the presence of water, the product may racemise over time (as shown in Scheme 
6.1) through a dehydration which removes the chiral centre, followed by a hydration 











Scheme 6.2: The Henry reaction between nitromethane and an aldehyde. 
We initially investigated the reaction between nitrobenzaldehyde and nitromethane, 
because other members of my research group had explored this reaction in their 
proline-based MOF catalyst, so we were familiar with the conditions for 
characterisation of the reaction by HPLC. MUF-101 is an active catalyst for this 
reaction, but no enantiomeric excess was observed in the product (Figure 6.9, top 
panel). 
We reasoned that a possible explanation for the lack of selectivity in the reaction with 
nitromethane was that the substrates and products were too small to be affected by 
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the pore space. If the distance between the pore walls and the substrate is large 
enough, it will not exert a significant effect on the reaction. Therefore, we then tried 
using a larger substrate, nitroethane, instead. This time, we did observe an 
enantiomeric excess, seeing different relative peak areas for each product. 
 
Figure 6.9: HLPC UV absorbance traces (λ = 254 nm) of the results of the Henry reaction between nitromethane or 
nitroethane and m-nitrobenzaldehyde, catalysed by L2 in MUF-101. The peak at 17 minutes is the nitrobenzaldehyde 
starting material. The peaks between 9 and 15 minutes are the products. 
Unfortunately, the products from the reaction between m-nitrobenzaldehyde and 
nitroethane were difficult to thoroughly characterise, since there are two 
diastereomeric sets of enantiomers, and a dehydration product, for five total products. 
We then looked at 2-nitropropane, but found that it was difficult to separate the 
product and reactant peaks by HPLC after exploring a range of conditions. 
Looking at the outcomes of the various reactions described above, we selected m-
nitrobenzaldehyde and nitrocyclopentane as substrates. We focused particularly on 
this reaction (Scheme 6.3) to characterise thoroughly. We considered that 
nitrocyclopentane had none of the major shortcomings displayed by the other 
substrates we tested. The products were easily separated from the aldehyde starting 
material by reverse phase HPLC, there are no diastereomers which form (only the two 
enantiomeric products), and there are no neighbouring hydrogen atoms to the newly 
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formed hydroxyl group, so the reaction product cannot undergo a dehydration 
reaction which might compromise measurement of the enantiomeric ratio of the 
products. 
We tested Me2L2 homogeneously for all these reactions and confirmed its activity by 
TLC. Unfortunately, Me2L2 interfered with the HPLC analysis of the products, so we 








Scheme 6.3: The Henry reaction between m-nitrobenzaldehyde and nitrocyclopentane, as catalysed by L2 in MUF-101. 
Figure 6.10 shows the HPLC traces for these reactions, and the quantified outcomes 
are presented in Table 6.1. We observed an enantiomeric excess of ± 5.5%. The integral 
of each product peak (at 27.8 and 31.0 minutes respectively) were used to determine 
the e.e. for the reaction. The peaks were identified as the correct products using MS 
detection of ions with m/z = 265.25 ± 0.5. 
We did not assign the absolute configuration of each product peak. We assigned 
positive e.e. where the second-eluting peak was larger than the first eluting peak, and 
negative e.e. vice versa. Because enantiomers of a molecule behave the same in every 
way except their interactions with another chiral molecule, determining their absolute 
configuration is not straightforward. It is possible to determine a molecule’s absolute 
configuration from a SCXRD structure, but to do that we would have had to isolate 
large enough quantities of the product to crystallise, and separating them on the scale 






Figure 6.10: HPLC chromatograms of the results of the Henry reaction between nitrocyclopentane and m-
nitrobenzaldehyde, catalysed by L2 in MUF-101. The suffix ‘-ac’ indicates the catalyst has been rendered fully 
interpenetrated through autocatenation. The peak at 26.4 minutes corresponds to the m-nitrobenzaldehyde starting 
material. The peaks at 27.8 and 31.0 minutes correspond to the product enantiomers, as indicated by the MS 
chromatogram. 
As the catalytic ligand itself is achiral, the enantiomeric excess of the products must 
result from the chiral pore space created by the host lattice. Reversing the enantiomer 
of L1 used for synthesis of the host lattice therefore also reverses the e.e. of the catalysis 
product. This serves as a demonstration of the capability of the individual components 
of a hetero-interpenetrated lattice to be orthogonal contributors to the functionality of 
the material. 
PXRD analysis of MUF-101 (Figure 6.12, in experimental details, page 161) after its use 
in a catalytic reaction showed that the structure and crystallinity was maintained 




Table 6.1: Results from catalysis with MUF-101 and control reactions 
Catalyst 
Relative area of 
enantiomer 
eluting at 28.7 min 
Relative area of 
enantiomer 










49.6 50.3 0 N/A N/A 
(R)-MUF-101 47.5 52.5 +5.5 0.20 5.4% 
(S)-MUF-101 52.5 47.5 -5.5 0.21 5.7% 
(R)-MUF-101-ac 47.5 52.5 +5.5 0.09 5.2% 
(S)-MUF-101-ac 52.5 47.5 -5.5 0.11 5.6% 
No catalyst N/A N/A N/A 0 N/A 
*The simple relative integral of the product peaks to the reactant peak in the HPLC trace. 
†Calculated as the molar ratio of L2 to m-nitrobenzaldehyde, using the amount of L2 determined 
through by 1H NMR analysis of the digested MOF after catalysis. 
To illustrate the benefit of the hierarchical pore structure in MUF-101 for mass 
transport, we prepared fully-interpenetrated analogues of MUF-101 by 
autocatenation. By taking a crystal of MUF-101 and heating it in DMF, we observed 
the same single-crystal-to-single-crystal transformation as occurs with MUF-10: the 
rearrangement of the components into a fully interpenetrated phase. This 
autocatenated phase was labelled MUF-101-ac. 
These frameworks have the same components as MUF-101, and were used for 
catalytic reactions at the same overall catalyst loading, but have no noninterpenetrated 
regions. Using these in the same reaction conditions as MUF-101, the same 
enantiomeric excess of products was observed, but the conversion at the same time 
point was approximately halved, showing that mass transport was hindered by the 




6.4.   CONCLUSIONS 
The stepwise synthetic method we have developed for interpenetrating two different 
lattices has been expanded to a related framework, MUF-10. Although MUF-10 is 
similar to MUF-9, subtle parameters, particularly solvent choice, needed to be 
changed to adapt the synthetic method. 
This technique has then been applied to produce an asymmetric catalyst, using a chiral 
host lattice to provide a chiral pore environment around an otherwise achiral catalytic 
ligand. This combination leads to an asymmetric catalytic outcome where each 
distinct lattice in MUF-101 contributes orthogonally to the function of the material. It 
also exploits the hierarchical pore size distribution natural to partially interpenetrated 
materials for increased mass transport compared to a fully interpenetrated equivalent.  
In recent work187 from our group described earlier (section 6.1.2.2), modifications to 
ligands remote to the catalytic site in a multicomponent MOF were shown to influence 
reactivity and product selectivity. Here, to our knowledge for the first time, one ligand 
provides catalytic activity while another creates a chiral environment. To my 
knowledge, this is the first example of asymmetric induction by a chiral pore space 
around a catalytic site in a synthesised material. 
This function is reminiscent of the active site in an enzyme, where the overall shape 
of the catalytic pocket is highly influential to its activity and selectivity.  
The ability to orthogonally modify the pore shape and the catalyst could be used to 





6.5.   EXPERIMENTAL DETAILS AND SUPPLEMENTARY DATA 














L2' L2  
Scheme 6.4: Synthesis of L2 
Dimethyl-2-(bromomethyl)-4,4’-biphenyldicarboxylate was synthesised via a 
literature procedure203. 
 Synthesis of L2’ 
Dimethyl-2-(bromomethyl)-4,4’-biphenyldicarboxylate (500 mg, 1.38 mmol) was 
dissolved in Et2O (30 mL) in a 100 mL round-bottom flask equipped with a magnetic 
stirrer. 1 M MeNH2 in Et2O (20 mL) and Et3N (1 mL) were added and the mixture 
stirred at room temperature overnight. The reaction mixture was washed with H2O 
(20 mL × 3) and concentrated under reduced pressure, then the residue 
chromatographed on silica in a gradient from 1:0.01 CH2Cl2:MeOH to 1:0.2 
CH2Cl2:MeOH to yield dimethyl-2-(methylaminomethyl)-4,4’-biphenyldicarboxylate 
(382 mg, 1.21 mmol, 88%) 
1H-NMR (500 MHz, CDCl3): 8.20 (1H, s), 8.12 (2H, d, J = 8.17 Hz), 8.00 (1H, dd, J = 7.98, 
1.50 Hz), 7.48 (2H, d, J = 8.17 Hz), 7.33 (1H, d, J = 8.00 Hz), 3.97 (3H, s), 3.95 (3H, s), 
3.72 (2H, s), 2.36 (2H, s) 
13C-NMR (125 MHz, CDCl3): 166.82, 145.46, 144.82, 130.47, 130.09, 129.89, 129.66, 
129.52, 129.04, 128.41, 52.25, 52.23, 35.63 
ESI-MS (-): Calc. 313.35 found 313.08 (M-) 
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 Synthesis of L2 
Dimethyl-2-(methylaminomethyl)-4,4’-biphenyldicarboxylate (300 mg, 0.96 mmol) 
was dissolved in THF (15 mL) in a 50 mL round-bottom flask equipped with a stir bar. 
2 M aqueous KOH (4 mL) was added and the mixture stirred vigorously overnight at 
room temperature. THF was removed under reduced pressure, and the mixture 
carefully neutralised with 1 M aqueous HCl, upon which a white precipitate formed. 
The precipitate was collected by filtration, washed with H2O (5 mL × 3) and dried 
under high vacuum to yield 2-(methylaminomethyl)-4,4’-biphenyldicarboxylic acid 
(256 mg, 0.90 mmol, 94%) 
1H-NMR (500 MHz, d6-DMSO): 10.90 (2H, s, b), 8.36 (1H, s), 8.07 (2H, d, J = 7.25 Hz), 
8.03 (1H, d, J = 7.75 Hz), 7.57 (2H, d, J = 7.15 Hz), 7.49 (1H, d, J = 7.50 Hz), 4.09 (2H, s), 
2.47 (3H, s) 
13C-NMR (125 MHz, d6-DMSO): 167.42, 146.90, 145.6, 131.26, 130.88, 130.77, 130.47, 
130.11, 13.03 130.02, 49.10, 33.43 
ESI-MS (+): Calc. 286.11 found 286.11 (MH+), (-): Calc 284.09 found 284.09 (M - H+) 
 Synthesis of MUF-101 
α-MUF-10 was synthesised in a 4 mL glass vial with phenolic cap by a literature99 
method. A stock solution of L2 (1 mg mL-1), Zn(NO3)2·4H2O (2 mg mL-1) and 2-
fluorobenzoic acid (3 mg mL-1) was prepared in N,N-di-n-propylformamide. The 
solvent was removed from a vial of α-MUF-10 and replaced with this stock solution, 
after which the vial was heated in a dry bath set to 105 °C. The stock solution was 
removed and replaced with fresh solution every 2 hours. At the desired stage of 
growth, the crystals were removed from the dry bath, cooled to room temperature, 
and washed several times with DBF. 
 Synthesis of fully interpenetrated analogues of MUF-101 (MUF-101-ac) 
A sample of MUF-101 which had been subjected to two cycles (4 hours) of secondary 
growth was prepared (S4.1), then heated in DMF at 85°C for 16 hours. 
159 
 
Autocatenation99 of the MUF-101 then resulted in a fully interpenetrated MOF with 
the same proportions of ligands as MUF-101. 
 Catalytic reaction with MUF-101 
A sample of MUF-101, approximately 4 mg of MOF, which had been subjected to two 
cycles (4 hours) of secondary growth was prepared and washed with DBF (1 mL) then 
dry 1,4-dioxane (5 × 3 mL) and all excess solvent removed while being careful to limit 
exposure of the MOF to atmosphere. (Prepared MOF can be stored in dry dioxane for 
several days.) 100 µL of stock solution was then added to the vial of (R)-MUF-101. The 
procedure was repeated for (S)-MUF-10. Solutions were left in a dry bath set to 30°C 
for two days. 
 HPLC conditions 
Catalytic reaction samples were diluted tenfold in 1,4-dioxane analysed by HPLC with 
UV detection at 254 nm and MS detection of the protonated product at m/z = 265.25, 
using a Phenomenex lux-amylose column and 35:65 MeCN:H2O as mobile phase with 
a flow rate of 0.7 mL min-1 over 35 minutes.  The starting material m-




 Control HPLC chromatograms 
 
Figure 6.11: HLPC UV absorbance traces (λ = 254 nm) of various controls. Top, nitrocyclopentane in dioxane, identifying 
its position at 18.4 minutes. Second, m-nitrobenzaldehyde in dioxane, identifying its position at 26.4 minutes. Third, the 
stock solution used for the reaction, after 24 hours. Fourth, the solvent used for the reaction. The scale shows that there 









 PXRD patterns of MUF-101 before and after catalysis. 
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 DERIVATIVE LIGANDS 
7.1.   INTRODUCTION 
In order to probe some of the causes of the controlled partial interpenetration 
behaviour described in Chapters 1 and 2, and therefore also the hetero-
interpenetration observed in Chapters 3 – 6, I prepared some new ligands based on L1 
to explore their properties in MOF formation.  
In the analysis of the SCXRD structures presented in this chapter, the most important 
aspect is the effect of the interactions between side chains on the formation of the 
MOF. In the MOFs presented, although the specific structure that forms was not easily 
predicted in advance, each structural outcome can be rationalised through the tools of 
supramolecular chemistry204 – namely the identification of “motifs”, structural 
features common in packing arrangements. 
 
Figure 7.1: An illustration of the general ideas presented in this chapter – changing either the ligand side chain or the 
donor group to look at their respective influences on the resulting MOF structures. 
Some of these have the same BPDC backbone as L1 (sections 7.2.1 to 7.2.2) and are 
used to probe the effect of varying the shape of the ligand in subtle ways. These serve 
to give some additional support to the theory that the specific sidechain-to-backbone 
interactions are responsible for the partial interpenetration behaviour of MUFs 9 – 14 
(as described in Chapter 2, section 2.1.    page 31). 
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Other sets of ligands (sections 7.2.3 and 0) are extended analogues of L1, with both 
carboxylate and pyrazolate binding groups. These ligands were chosen as targets for 
the purpose of giving some information about the limits of controlled partial 
interpenetration. With the carboxylate analogues (L11 and L12) this was intended to 
be something like the effect of lowering the percentage of the cell volume and/or 
ligand atoms involved in a potential interaction leading to partial interpenetration. 
The pyrazolate analogue L21 (page 180) was designed to probe the effect of a stronger 
ligand donor group.   
Pyrazolate ligands are comparatively rare in MOFs. Out of more than 80,000 MOF 
structures in the Cambridge Structural Database23, 205 around 500 include pyrazoles 
coordinated to the SBU in some way. In many cases, these are unsubstituted pyrazoles 
capping SBUs, and the structural ligands feature other coordinating groups. MOFs 
with only pyrazolate ligands number under 200. Of those, only 17 MOFs (with 6 
different ligands and structures, utilising different metals) have ligands longer than 
1,4-benzenedipyrazolate, and these are summarised in Table 7.1. Most of these have 
been prepared and reported by the group of Professor Simona Galli at the University 
of Insubria, only reference 206 is from another group. 
In every case listed in Table 7.1, the crystal structure was determined from PXRD data, 
as the materials could only be synthesised as microcrystalline powders. Pyrazolate 
MOFs in general, even those with smaller ligands, are difficult to synthesise as single 
crystals. This is directly related to their stability. The lower lability of pyrazolate-metal 
bonds compared to, e.g., zinc-carboxylate bonds, results in higher nucleation and less 
rearrangement during self-assembly, and therefore a smaller crystal size. The lower 
lability of the pyrazolate-metal bonds also results in higher hydrolytic stability, a 




Table 7.1: All examples of MOFs with pyrazolate linkers greater than 13 Å in length in the CSD. 


















































 Supramolecular interactions and binding motifs 
Supramolecular chemistry215 is an area of research which, because of its breadth, is 
difficult to define precisely but which can be said to be “chemistry beyond the 
molecule”. The focus is on non-covalent bonds: the interactions between molecules 
leading to phenomena like host-guest recognition, self-assembly, molecular machines, 
and so on. Although more traditional coordination chemistry is important to the 
synthesis of MOFs, some aspects of their synthesis (to be elaborated upon in this 
chapter), and certainly their exploitation as molecular hosts, fall squarely into this 
realm. 
Noncovalent interactions are what determine how molecules pack together216 to form 
crystals. Except for ionic bonds, which will not be discussed here, probably the most 
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important in determining crystal packing is hydrogen bonding, simply because it is 
the strongest noncovalent bond. When a molecule has a possibility to hydrogen bond, 
there would have to be a very high number of concerted other interactions to 
supersede that hydrogen bond in determining the crystal packing. 
Aromatic interactions217-219 are those noncovalent interactions between aromatic 
groups. The interactions which lead to the unusual partial interpenetration properties 
of MUFs 9 and 10 are aromatic interactions. Interactions between aromatic rings, or 
an aromatic ring and another chemical moiety, are key220 in both living and synthetic 
chemical recognition processes. These interactions are fundamentally the same as any 
other kind of van der Waals interaction (primarily resulting from attractive London 
dispersion forces between transient dipoles in molecules’ electron clouds) but due to 
the highly polarisable and diffuse electron clouds in aromatic molecules, and a small 
permanent multipole, they are much stronger than the same interactions in aliphatic 
molecules and are given their own category.  
Specific classes of these interactions, between types of chemical groups, are referred 
to in the field as motifs221. The use of ‘motifs’ aids the design of self-assembled 
structures and structures which recognise and interact with guests in desired ways. 
Some famous examples of traditional supramolecular motifs are the binding of metal 
cations by crown ethers222 and pi-pi charge transfer interactions (especially) between 
pyridinium groups and electron rich arenes, famously exploited for the synthesis of 
catenanes223 by Sir J. Fraser Stoddart and many others. More simply, the preferred 
coordination geometries of transition metal cations have been exploited224 to create 
many molecular shapes and cages. The application of this way of thinking, using 
motifs to guide self-assembly, is a direct precursor225 to the way MOF chemists think 
about the structures they assemble.  
 Aryl embraces 
Phenyl (or aryl) embraces are a classic226-228 supramolecular motif characterised by 
“multi-armed, attractive, mutual and concerted” edge-face and offset-face-face 
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interactions between molecules bearing multiple aromatic groups. These kinds of 
interactions commonly determine the crystal packing of polyphenylphosphines229, 230. 
The energy of these concerted interactions is a simple multiple of that of a single edge-
face interaction, so between four to six phenyl rings the total can be more than 65 – 80 
kJ mol-1, the same order of magnitude as an ionic bond.230 It is not, therefore, difficult 
to see why these kinds of interactions are a significant contributor to the crystal 
formations observed. 
Phenyl embraces typically dominate when the phenyl groups separated by an atom 
larger than carbon (e.g. in PPh3, PPh4+, [M(bpy)n], etc.), while the examples here are 
embraces between 1,2-diphenyl compounds. These are substantially similar, certainly 
enough to use the same term. In both cases they are built from concerted edge-face 
interactions between nearby phenyl rings in a rigid structure and offset from each 
other within the same molecule. 
 Prediction of crystal structures 
As discussed in Chapter 1, one of the great appeals of framework materials is the ease 
of intuitive predictions of the resulting crystal structure12 and properties231 by the 
chemist. Nonetheless, this “ease” is only relative, compared to the prediction of crystal 
packing of, say, small molecules or proteins. Although prediction of crystal structures 
remains complicated, significant progress has been made in the last decades, largely 
through the advances in speed and ease of DFT calculations.  
These approaches can also be combined, by screening potential structures generated 
from given components for physical properties, through DFT calculations or other 
simulations. After describing how choosing SBUs and ligands with appropriate 
coordination geometries often determines the resulting MOF structure, Day and 
Cooper232 write: 
Arguably, such intuitive design strategies will be defeated by complexity 
for molecular crystals, and even “well behaved” isoreticular extended 
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frameworks might carry an unacknowledged overhead in terms of 
incorporating directing functionality into materials to ensure that the 
components assemble directly. 
That is, for results to conform to the expectations generated by the intuitive design 
principles of isoreticular chemistry, the frameworks must be “well behaved”. Of 
course, many frameworks are not well behaved, and particularly those with 
interesting functionality may not be, given that if those functionalities are interesting, 
they must interact with something, and if they interact with something, they might 
affect the structure obtained. We don’t want to be limited only to those functionalities 
which would certainly permit the desired structure, so we must take some of these 
other factors into account when thinking about MOF formation. For most synthetic 
chemists, detailed computational studies are not feasible. Of course, the ideal solution 
would be collaboration with a computational chemist, but in the absence of that 
possibility, using the classic tools of supramolecular chemistry expands the range of 




7.2.   RESULTS 
 Phenanthraquinone-bpdc (L3) 
As an analogue to L1 which doesn’t allow the rotation of pendant phenyl rings, we 
selected dibenzo[e,g]phenanthro[9,10-b][1,4]diazocine-3,16-dicarboxylic acid (H2L3). 














Scheme 7.1: Synthesis of L3. 
As expected, this ligand forms a cubic [Zn4O] MOF when reacted with zinc nitrate 
tetrahydrate in DMF. This MOF is a noninterpenetrated pcu lattice, showing the result 
of using phenanthraquinone instead of a benzil side chain. The phenanthrene side 
chain is very close to the same size as the diphenylethene side chain, and also 
aromatic, but the pendant phenyl rings are bonded together. This side chain cannot 
accommodate other atoms between the two phenyl rings. Thus, it cannot form the 
specific interactions leading to controlled partial interpenetration in MUF-9 and its 
derivatives, an aryl embrace between the side chain and the backbone of its 
neighbouring lattice. Nor can it form the other interactions which determine some of 
the other structures presented in this chapter. The entire side chain is arranged 
perpendicular to the BPDC backbone (Figure 7.2), and only its steric bulk determines 




Figure 7.2: A) 3D model of L3 as present in MOF-L3. B) the cell of MOF-L3. Disordered orientations of side chains and 
hydrogens have been removed for clarity. Carbon is coloured grey, oxygen red, nitrogen blue, zinc cyan. 


















Scheme 7.2: Synthesis of L4 
As an analogue to L1 which has the same side chain, but doesn’t allow access to the 
backbone for the contacts responsible for partial interpenetration in MUF-9, 5,6,12,13-
tetraphenyl-4,7,11,14-tetraazadibenzo[fg,mn]octalene-2,9-dicarboxylic acid (H2L4) 
was prepared as shown in Scheme 7.2. This ligand is chiral for the same reason as L1 





Figure 7.3: A) A simplified representation of MOF-L4 viewed from the (1,0,0) direction. B) A simplified representation of 
MOF-L4 viewed from the (0,1,0) direction. C) A simplified view of MOF-L4 from near the (0,0,1) direction. In panels A 
and B, pink circles represent the Zn2 SBUs and the ligands, respectively. In panel C, each layer is given a different colour. 
D) A close-up illustration of the SBU in MOF-L4. Only the first phenyl ring of each ligand is shown. Grey spheres are 
carbon; blue, coordinated DMF; red, oxygen; cyan, zinc. 
Unlike L3, L4 does not form a pcu Zn4O MOF under similar synthetic conditions in 
DMF (details page 192, crystallographic data page 195). Instead, it forms a 2D layered 
structure with each layer running diagonally through the cell, as illustrated in Figure 
7.3. It has a pseudo-paddlewheel Zn2 SBU, with each zinc (II) ion disordered over two 
close sites. Two of the equatorial sites are occupied by the ligand bridging two zincs, 
as in a traditional paddlewheel, while the other two sites are occupied by DMF. Each 
of the two axial sites has a ligand carboxylate group coordinated in a bidentate 
fashion, for an overall Zn2(L4)2(DMF)2 structure. Another four DMF molecules are 
well located in the pores. This MOF resisted exchange of the included DMF with other 





Figure 7.4: A) Stick-representation illustration of α-MOF-L4 showing the edge-face interactions as yellow sticks between 
side chains of L4. B) Space-filling illustration of α-MOF-L4 showing the offset face-face interactions between side chains 
of L4. Coordinated solvent and solvent in the pores has been omitted for clarity. For both A and B, carbon is dark grey, 
oxygen pale red, nitrogen blue, zinc cyan, and hydrogen white. 
As with the other MOFs presented in this chapter, the presence of specific interactions 
between the ligand side chains determines the structure of MOF-L4. Unlike the others, 
it cannot be described in terms of more complex supramolecular motifs, but rather 
through many simple aromatic noncovalent interactions. In Figure 7.4A, a section of 
one layer of MOF-L4 is shown, with the edge-face interactions between pendant 
phenyl rings on neighbouring ligands highlighted. In Figure 7.4B, the same model 
rendered with space-filling atoms shows the offset face-face interactions. I suggest that 
the reason L4 results in this structure, as opposed to the cubic structures usually 
obtained from linear dicarboxylate ligands, is that the sum of the noncovalent 
interactions illustrated in Figure 7.4 outweighs the difference in energy of the unusual 
SBU to the more common [Zn4O] cluster, or a fully coordinated paddlewheel. 
In DBF, on the other hand, L4 forms a noninterpenetrated cubic [Zn4O] MOF, β-MOF-
L4, as we originally expected it to do in both DMF and DBF. The bulkier solvent 
doesn’t allow α-MOF-L4 to form: it would neither fit in the pores, nor, if coordinated 
to the SBU, would the layers be able to stack as closely. The assignment of this 
structure for β-MOF-L4 was only by inference from the comparison of its PXRD 
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pattern to that of α-MUF-9, as shown in Figure 7.5; no single-crystal X-ray diffraction 
structure for β-MOF-L4 was obtained. The two PXRD patterns have peaks at the same 
angles throughout the entire range of 2θ from 4° to 45°, which allows us to make this 
inference with good confidence, but subtle differences cannot be ruled out without a 
single-crystal structure. 
 




 Extended analogues of L1 
To investigate the effect of the ligand shape, extended analogues of L1 were 
synthesised. Scheme 7.3 shows the synthetic route to L11, L12, and L13, through the 
intermediate P1 which was also used for the pyrazolate ligands described in 7.2.4. A 
SCXRD structure of the intermediate P1 was obtained, which served as useful 
confirmation of the identity of the product beyond 1H and 13C NMR analyses, since 





































R = H, OMe, OBz
P1
Me2L11: R = H
Me2L12: R = OMe
Me2L13: R = Obz
 
Scheme 7.3: Synthesis of extended analogues of L1 with carboxylate donor groups. Full synthetic details are presented 
in section 7.4.3, page 187. 
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More importantly, the SCXRD structure of P1 (Figure 7.6) shows that the same 
intermolecular interactions responsible for the behaviour of MUF-9 – the nestling of 
the backbone of the neighbouring molecule in the space between the pendant phenyl 
rings – determines the crystal packing arrangement here. This effect does not carry 
through to all the MOFs with ligands derived from this backbone, however – different 
orientations of the ligands towards each other evidently have similar enough 
energetics that other factors will outweigh which one occurs, as long as there is still 
some interaction. 
 
Figure 7.6: An illustration of the crystal structure of P1, showing the aryl embrace between the side chain on one 
molecule and the backbone of its neighbour. Carbons are coloured grey, nitrogen blue, hydrogen pink, and bromine 
brown. 
A new MOF was synthesised (details in 7.4.4.1, page 192) from H2L11 and zinc nitrate 
in DMF, and a good SCXRD structure was obtained (Table 7.4, section 7.4.5, page 194), 
which showed that the structure was an interpenetrated [Zn4O(L11)3] framework as 
expected. Unexpectedly however, the contact between the lattices was not between 
the side chain and the backbone, but rather between the side chains of two 
neighbouring lattices. This is illustrated in Figure 7.7, where (A) shows that one lattice 
is perfectly centred within the other (and indeed, they are crystallographically 
equivalent) and (B) shows the sidechains in a fourfold phenyl embrace. This difference 
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with β-MUF-9 – the side chains of the ligands are facing towards each other rather 
than towards the neighbouring backbone – results in a space group of 𝐼𝐼 -4 3 𝑚𝑚 
compared to 𝑃𝑃 𝑚𝑚 -3 𝑚𝑚 for β-MUF-9. 
 
Figure 7.7: A and B) illustration of the contacts between the two lattices in MOF-L11, with hydrogens removed for 
clarity. In panel A, carbons are coloured grey, oxygens red, nitrogens blue. In panel B, one ligand is coloured red and the 
other blue.  B) Overall structure of the lattices in MOF-L11, with sidechains and hydrogens removed for clarity.  
L11 turned out to be insoluble in DBF, which prevented us from preparing a structure 
in DBF as we intended. Therefore, L12 was prepared (section 7.4.3.5), with an 
additional methoxy group to aid solubility. This ligand was soluble in both DMF and 
DBF, but unfortunately, some screening of different conditions including Zn(NO3)2 
concentration, ligand concentration, additives (benzoic acid and 2-fluorobenzoic 
acid), and temperature, did not yield any very crystalline materials.  
 Pyrazolate analogue of L11 
To investigate the effect of the binding strength of the ligand donor group on any 
potential partial interpenetration, and in an attempt to produce more robust partially 
interpenetrated frameworks, analogues of L1 with pyrazolate donor groups were 
synthesised. Scheme 7.4 shows the procedure for L21, with an extended benzil side 


















P1 L21  
Scheme 7.4: Synthesis of L21. Full synthetic details in section 7.4.3.6, page 191. 
This ligand displayed some interesting behaviour – three different phases were 
observed with only this ligand and zinc as a metal. One of these, MOF-L21-α 
(experimental details in section 7.4.4.4, page 193) formed at high temperature with 
high modulator concentrations.  MOF-L21-α was characterised by SCXRD (details 
page 197) and is to my knowledge the first MOF with a long pyrazolate ligand to be 
characterised this way. MOF-L21-α has a monoclinic cell in the space group C2/c, with 
dimensions a, b, and c of 25.31, 24.27, and 20.29 respectively. It features a 2D sql net. 
The layers are held together by the same fourfold phenyl embrace seen in MOF-L11. 
Figure 7.8 shows some of the structural features of MOF-L21-α. In panels A and B, the 
2D network is shown. The outer atoms of the [Zn3] SBU are disordered over two sites 
at a 1:2 ratio, while the inner zinc site is fully ordered. The side chains, as with MOF-








Figure 7.8: A) Simplified view of the coordination network in MOF-L21-α from the (0,1,0) view. Side chains and 
hydrogens are omitted for clarity. B) Simplified view of the coordination network in MOF-L21-γ at an angle, showing the 
alignment of ligands above and below the plane. C) and D) are views from the (1,0,0) and (0,0,1) directions respectively, 
showing the interdigitation of the layers in alternate directions. Side chains have been removed for clarity. E) Illustration 
of the fourfold phenyl embrace which joins the layers together. F) A closeup view of the Zn3(pyz)4Cl2(H2O)2 cluster. 
There has been only one other biphenyl-4,4’-dipryazolate MOF structure212 reported 
to date, a cubic framework with an octanuclear, 12-coordinated SBU and an 
unfunctionalised ligand backbone. Under different synthetic conditions to those 
which produce MOF-L21-α, namely at lower temperature and modulator 
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concentrations, L21 also produced another framework, named β-MOF-21 and 
depicted in Figure 7.9. 
 
Figure 7.9: An illustration of β-MOF-21. A) the cubic Zn8 cluster is illustrated with a cube, and the coordination of the 
ligands at each edge of the cube is shown. B) The overall connectivity of the lattice. 
β-MOF-21 is isostructural to that reported structure: it is a cubic framework with a 12-
coordinate cubic octanuclear Zn8(OH)4(H2O)n SBU, one ligand coordinated to each 
edge of the SBU. This phase was identified by comparing the observed PXRD pattern 
to one obtained from the literature, shown in Figure 7.10. 
 
Figure 7.10: PXRD patterns of β-MOF-21 (top) and Ni8(bpdp)6(OH)4(H2O)n (bottom). 
L21 also produces an unidentified third phase, which has only been characterised 
incompletely by PXRD and SEM – details in Appendix B. I wasn’t able to determine 
what kind of conditions lead to its formation.  
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7.3.   CONCLUSIONS 
Despite MOFs being favoured for the predictability of structures resulting from 
similar precursors, and the general truth of that premise notwithstanding, it is 
observed that small changes in ligand structure can have dramatic consequences for 
the crystals that result. These consequences can, to some extent, be rationalised with 
the classic tools of supramolecular chemistry. After all, to paraphrase a quote I once 
heard at a conference, “MOFs are just coordination compounds”. When small changes 
in ligand structure don’t change inter-ligand interactions greatly, one can expect to get 
similar structures for the crystal, just as one often obtains similar crystal structures for 
related discrete metal complexes. When, on the other hand, the changes to the ligand 
strongly affect the inter-ligand interactions, they are likely to affect the crystallisation 
significantly. 
The preferred coordination geometry of the metal atom and ligand donor group, and 
minimisation of pore space or maximisation of van der Waals contacts between 
components act together, or even compete, to determine the structure of a MOF. When 
specific motifs in interactions between ligand side chains result in large energetic 
contributions, such as with phenyl embraces, they can have considerable influence 
over the crystal structure observed. 
The MOFs presented in this chapter share some features with traditional small 
molecule crystals. Specifically, they could have been better predicted and analysed 
using the types of techniques described in section 7.1.2 compared to most MOFs, 
because steric and geometric factors exert a large influence over the resultant 
framework architecture. This type of analysis would present an interesting avenue for 
further work, and some ideas are detailed in Chapter 8. 
When the ligands have weaker carboxylate binding groups, such as in MOF-L3, MOF-
L4, and MOF-L11, the side chain interactions control every structure observed. In 
MOF-L3, the steric repulsion of the awkwardly shaped ligand prevents close packing. 
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This is reminiscent of 9,9’-spirofluorene-2,2’-dicarboxylic acid and similar organic 
compounds233, 234 which are prevented from crystallising as pure compounds by their 
awkward shape, but readily form cocrystals with hydrogen-bonded guests. Whenever 
possible, a structure with maximum interactions between the side chains forms, but 
ligands can be forced apart through the use of a bulkier solvent, like DBF in β-MUF-
L4, and many other MOFs90, 93, 235 in the literature. 
When, on the other hand, the stronger pyrazolate binding groups are used, the 
resulting structure can be determined thermodynamically (MUF-L21-α) or kinetically 
(MUF-L21-γ), and involve side-chain interactions or not, respectively. At higher 
temperatures or modulator concentrations the most close-packed structure, MUF-L21-
α, is obtained. In faster syntheses, the rapid nucleation of the octanuclear cluster in MUF-
L21-γ and low lability of pyrazolate ligands results in a highly porous framework 




7.4.   EXPERIMENTAL DETAILS 
All CIF files relevant to this chapter are listed in Appendix B, page B-7. The files are 
available electronically on the included CD-ROM. 
 Synthesis of L2 
2,2’-Diamino-4,4’-biphenyldicarboxylic acid (400 mg, 1.47 mmol), and 9,10-
phenanthraquinone (397 mg, 19.1 mmol) were each separately dissolved in hot acetic 
acid (100 mL and 40 mL respectively). The solutions were combined and stirred at 100 
°C for two hours, then left to rest overnight. Chilled H2O (200 mL) was added to the 
mixture upon which a yellow-brown solid precipitated, which was collected by 
filtration, washed with CH2Cl2, and recrystalised from acetic acid-H2O to yield 
dibenzo[e,g]phenanthro[9,10-b][1,4]diazocine-3,16-dicarboxylic acid (H2L2) (102 mg, 
0.22 mmol, 16%) 
1H NMR (500 MHz, d6-DMSO): 13.2 (1H, S), 8.14 (2H, d), 7.90 (2H, d), 7.67 (4H, m), 
7.47 (6H, m)  
ESI-MS (-): calc. 443.10 found 443.10 (M – H+) 
 Synthesis of L4 
2,2’,6,6’-tetraamino-4,4’-biphenyldicarboxyllic acid (110 mg, 0.33 mmol) and benzil 
(175 mg, 0.83 mmol) were dissolved in dioxane (2 mL) with TFA (0.1 mL) and heated 
by microwave irradiation to 130 °C for two hours. After cooling overnight, large 
yellow block crystals formed and were collected by filtration and washed with 
dioxane:H2O (70:30) then H2O, and dried under vacuum to give L4’ (124 mg, 0.182 
mmol, 55%) 
1H NMR (500 MHz, CDCl3): 7.74 (8H, d), 7.42 (4H, s), 7.41 (4H, t), 7.35 (4H, t), 3.82 (6H, 
s) 
This material was added to THF (10 mL), and 1M aqueous NaOH (5 mL), and the 
mixture heated to 50 °C and stirred overnight. THF was removed by rotary 
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evaporation, then the mixture was cooled and acidified with 2M aqueous HCl, the 
precipitate collected by filtration, washed with H2O and dried under high vacuum to 
yield L4 (108 mg, 0.179 mmol, 99%) 
1H NMR (500 MHz, d6-DMSO): 7.55 (8H, d), 7.54 (4H, t), 7.47 (4H, t), 7.37 (4H, s) 
13C NMR (125 MHz, d6-DMSO): 168.0, 167.1, 154.3, 133.7, 132.6, 130.2, 127.5, 120.0, 
117.3, 67.1 
ESI-MS (-): calc. 649.72 found 649.71 (M – H+) 
 Synthesis of L11 and L12 
2,2’-diamino-4,4’-dibromobiphenyl was synthesised by literature methods236, 237 from 
2-nitro-1,4-dibromobenzene, by Ullmann homocoupling of 1,4-dibromo-2-











Phenylboronic acid (1.52 g, 12.5 mmol), 4,4’-dibromobenzil (2.00g, 5.43 mmol), K2CO3 
(6.0 g, 31.5 mmol) and Pd(PPh3)4 (620 mg, 0.50 mmol) were combined in a round-
bottom flask to which 7:3 dioxane:H2O (70 mL) was then added, and the mixture 
refluxed under argon overnight. H2O (100 mL) was added, the mixture extracted with 
Et2O (20 mL × 3), the organic layers combined, dried over MgSO4, filtered, and 
volatiles removed under reduced pressure. The residue was chromatographed on 
silica in a 10:1 – 1:1 CH2Cl2:n-hexane gradient to yield the product (1.85 g, 5.10 mmol, 
94%) 
















2,2’-diamino-4,4’-dibromobiphenyl (300 mg, 0.88 mmol) and 1,2-di([1,1'-biphenyl]-4-
yl)ethane-1,2-dione (420 mg, 1.1 mmol) were combined in a round-bottom flask and 
dissolved in dry dioxane (15 mL). TFA (1.5 mL) was added and the mixture refluxed 
under argon overnight. After cooling to room temperature, H2O (100 mL) was added 
and the mixture extracted with Et2O (20 mL × 3), the organic layers combined, dried 
over MgSO4, filtered, and volatiles removed under reduced pressure.  
The residue was chromatographed on silica in 9:1 hexane:dichloromethane to yield 
6,7-di([1,1'-biphenyl]-4-yl)-3,10-dibromodibenzo[e,g][1,4]diazocine (1.30 g, 2.92 
mmol, 67%) 
1H NMR (500 MHz, CDCl3): 7.88 (4H, d), 7.64 (4H, d), 7.60 (4H, d), 7.46 (4H, t), 7.39 
(2H, t), 7.31, (2H + 2H, m), 7.10 (2H, d) 
13C NMR (125 MHz, CDCl3): 167.7, 152.7, 134.0, 132.0, 131.6, 128.9, 128.1, 128.0, 127.7, 
123.6, 122.6, 26.9 














HO O  
Scheme 7.5: Synthesis of L11’ 
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P1 (250 mg, 374 µmol), 3-methoxy-4-methylcarboxyphenylboronic acid (168 mg, 804 
µmol), tetrakistriphenylphosphinepalladium (42 mg, 37 µmol) and caesium carbonate 
(731 mg, 2.24 mmol) were combined in a 50 mL round-bottom flask with degassed 
dioxane (20 mL) and H2O (2 drops) then refluxed under argon overnight. TLC 
confirmed consumption of starting material and the reaction mixture was filtered 
through Celite, washed through with dioxane (20 mL) then hexane added (50 mL) 
upon which a light brown precipitate L11’ appeared, which was collected by filtration. 
(177 mg, 211 µmmol, 57%) 
 (4,4'-((5Z,7Z)-6,7-di([1,1'-biphenyl]-4-yl)dibenzo[e,g][1,4]diazocine-3,10-diyl)bis(2-
methoxybenzoic acid)) (L11) 
L11’ (168 mg, 200 µmol) was dissolved in THF (5 mL) to which 2M aqueous NaOH 
was added (5 mL) and the mixture stirred overnight at reflux. THF was removed 
under reduced pressure, the mixture acidified with 2 M aqueous HCl, and stirred 
overnight. The formed precipitate was collected by centrifugation (5 krpm, 10 min) 
washed with H2O, and dried under high vacuum affording L11 (151 mg, 184 µmol, 
93%) 
1H NMR (500 MHz, CDCl3): 8.00 (4H, d), 7.92 (4H, d), 7.87 (4H, d), 7.76 (4H, d), 7.65 
(4H, d), 7.61 (4H, t), 7.45 (6H, m), 7.38 (2H, t) 
13C NMR (125 MHz, CDCl3): 166.4, 152.1, 143.9, 139.3, 136.90, 133.9, 133.3, 131.3, 129.4, 
128.7, 128.6, 127.9, 127.3, 126.9 
126.3, 122.4, 120.8, 117.1 
ESI-MS (-): calc. 749.24 found 749.24 (M - H+) 
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P1 (250 mg, 374 µmol), 3-methoxy-4-methylcarboxyphenylboronic acid (168 mg, 804 
µmol), tetrakistriphenylphosphinepalladium (42 mg, 37 µmol) and caesium carbonate 
(731 mg, 2.24 mmol) were combined in a 50 mL round-bottom flask with degassed 
dioxane (20 mL) and H2O (2 drops) then refluxed under argon overnight. TLC 
confirmed consumption of starting material and the reaction mixture was filtered 
through celite, washed through with dioxane (20 mL) then hexane added (50 mL) 
upon which a light brown precipitate L12’ appeared, which was collected by filtration. 
(177 mg, 211 µmol, 57%). 
1H NMR (500 MHz, CDCl3): 7.95 (4H, d), 7.90 (2H, d), 7.62 (4H, d), 7.56 (4H, d), 7.40 
(12H, m), 7.25 (2H, d), 7.21 (2H, s), 3.99 (6H, s), 3.93 (6H, s) 
L12’ (100 mg, 119 µmol) was dissolved in THF (5 mL) to which 2M aqueous NaOH 
was added (5 mL) and the mixture stirred overnight at reflux. THF was removed 
under reduced pressure, the mixture acidified with 2 M aqueous HCl, and stirred 
overnight. The formed precipitate was collected by centrifugation (5 krpm, 10 min) 
washed with H2O, and dried under high vacuum affording L12 (98 mg, 117 µmol). 
1H NMR (700 MHz, CDCl3): 12.7 (2H, s), 7.93 (4H, d), 7.75 (6H, m), 7.63 (8H, m), 7.45 
(6H, m), 7.38 (4H, t), 7.34 (2H, d), 3.93 (6H, s) 
191 
 
13C NMR (175 MHz, CDCl3): 167.5, 167.0, 159.2, 152.3, 144.4, 144.1, 140.5, 139.3, 133.2, 
132.0, 131.4, 129.5, 129.2, 128.8, 128.7, 128.0, 127.3, 124.5, 120.8, 119.4, 118.9, 111.4, 56.3, 
30.9 
ESI-MS (-): calc. 809.27 found 809.27 (M - H+) 

















P1 (150 mg, 224 µmol), N-boc-pyrazole-3-boronic acid pinacol ester (145 mg, 493 
µmol), K2CO3 (248 mg, 1.80 mmol) and Pd(PPh3)3 were added to a round-bottom flask 
which was flushed with argon. Degassed DMF:H2O (9:1, 50 mL) was added and the 
mixture refluxed overnight under argon. The mixture was poured out into CH2Cl2 
(100 mL) and washed with H2O (50 mL × 4) and brine (50 mL × 2), then volatiles 
removed under reduced pressure and the residue chromatographed on silica in a 
CH2Cl2 to CH2Cl2:MeOH (19:1) gradient to yield L21 (83 mg, 129 µmol, 57%) 
1H NMR (700 MHz, d6-DMSO): 12.98 (2H, s), 8.26 (2H, s), 7.97 (2H, s), 7.88 (4H, d), 7.77 
(4H, d), 7.67 (4H, d), 7.46 (8H, m), 7.38 (2H, t), 7.25 (2H, d) 
13C NMR (175 MHz, d6-DMSO): 166.4864, 152.1194, 143.9671, 139.3121, 136.9036, 
133.9237, 133.3334, 131.2376, 129.4768, 128.7122, 128.6165, 127.9647, 127.3375, 126.9812, 
126.3525, 122.4368, 120.8741, 117.1477, 55.3859 





 MOF syntheses and characterisation 
Note: many of the MOFs here are washed with DBF as a final step. This is primarily 
as an aid to room-temperature XRD data collection, because DBF is viscous and non-
volatile, with the added advantage of being hydrophobic and immiscible with water, 
unlike DMF. 
 MOF-L3 
L3 (7.0 mg, 12 µmol) and Zn(NO3)2·4H20 (16 mg, 52 µmol) were combined in a 4 mL 
glass vial with poplypropylene cap and PDFE-lined PDMS septum. Anhydrous       (1 
mL) was added, the components dissolved by sonication, and the vial heated to 85 °C 
for 9 hours. After cooling to room temperature, the crystals were washed several times 
with anhydrous DMF, then once with DBF. 
 MOF-L4 
L11 (5.0 mg, 9.3 µmol) and Zn(NO3)2·4H20 (12 mg, 46 µmol) were combined in a 4 mL 
glass vial with poplypropylene cap and PDFE-lined PDMS septum. Anhydrous DMF 
(1 mL) was added, the components dissolved by sonication, and the vial heated to 85 
°C overnight. After cooling to room temperature, the crystals were washed several 
times with anhydrous DMF, then once with DBF. 
 MOF-L11 
L11 (3.0 mg, 4.0 µmol) and Zn(NO3)2·4H20 (6 mg, 23 µmol) were combined in a 4 mL 
glass vial with poplypropylene cap and PDFE-lined PDMS septum. Anhydrous DMF 
(1 mL) was added, the components dissolved by sonication, and the vial heated to 85 
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°C for 48 hours. After cooling to room temperature, the crystals were washed several 
times with anhydrous DMF, then once with DBF. 
 
Figure 7.11: Experimental and calculated PXRD patterns for MOF-L11 
 MOF-L21-α 
L21 (3.0 mg, 4.0 µmol) and Zn(NO3)2·4H20 (6 mg, 23 µmol) were combined in a 4 mL 
glass vial with poplypropylene cap and PDFE-lined PDMS septum. Anhydrous DMF 
(1 mL) and 37 % HCl (10 µL) were added, the components dissolved by sonication, 
and the vial heated to 110 °C for 7 days. After cooling to room temperature, the crystals 
were washed several times with anhydrous DMF, then once with DBF. 
 




 Crystallographic data for MOFs 
Table 7.2: Crystallographic data for MOF-L3 
Identification code MOF-L3 
Empirical formula C84H36N6O13Zn4 | [Zn4O(L3)3] 
Formula weight 1598.67 
Temperature/K 173 
Crystal system cubic 












Crystal size/mm3 0.746 × 0.738 × 0.508 
Radiation CuKα (λ = 1.54178) 
2Θ range for data collection/° 5.142 to 117.692 
Index ranges -8 ≤ h ≤ 19, -8 ≤ k ≤ 8, -19 ≤ l ≤ 11 
Reflections collected 7244 
Independent reflections 1368 [Rint = 0.0920, Rsigma = 0.0845] 
Data/restraints/parameters 1368/177/96 
Goodness-of-fit on F2 1.282 
Final R indexes [I>=2σ (I)] R1 = 0.1211, wR2 = 0.3326 
Final R indexes [all data] R1 = 0.1575, wR2 = 0.3815 
Largest diff. peak/hole / e Å-3 0.69/-0.53 





Table 7.3: Crystallographic data for MOF-L4 
Identification code MOF-L4 
Empirical formula C102H90N14O14Zn2 | Zn2(L4)2(DMF)2·(DMF)2 
Formula weight 1866.61 
Temperature/K 108(2) 
Crystal system monoclinic 












Crystal size/mm3 0.554 × 0.273 × 0.231 
Radiation CuKα (λ = 1.54178) 
2Θ range for data collection/° 5.5 to 144.35 
Index ranges -11 ≤ h ≤ 10, -27 ≤ k ≤ 28, -27 ≤ l ≤ 28 
Reflections collected 62930 
Independent reflections 6565 [Rint = 0.0638, Rsigma = 0.0594] 
Data/restraints/parameters 6565/50/610 
Goodness-of-fit on F2 1.265 
Final R indexes [I>=2σ (I)] R1 = 0.1095, wR2 = 0.3169 
Final R indexes [all data] R1 = 0.1568, wR2 = 0.3747 




Table 7.4: Crystallographic data for MOF-L11 
Identification code MOF-L11 
Empirical formula C156H96N6O13Zn4 | [Zn4O(L11)3] 
Formula weight 2523.66 
Temperature/K 293 
Crystal system cubic 












Crystal size/mm3 0.48 × 0.47 × 0.46 
Radiation CuKα (λ = 1.54178) 
2Θ range for data collection/° 4.84 to 130.122 
Index ranges -27 ≤ h ≤ 19, -30 ≤ k ≤ 11, -24 ≤ l ≤ 24 
Reflections collected 20962 
Independent reflections 2703 [Rint = 0.0556, Rsigma = 0.0340] 
Data/restraints/parameters 2703/117/164 
Goodness-of-fit on F2 1.034 
Final R indexes [I>=2σ (I)] R1 = 0.0886, wR2 = 0.2020 
Final R indexes [all data] R1 = 0.0929, wR2 = 0.2085 
Largest diff. peak/hole / e Å-3 0.38/-0.30 




Table 7.5: Crystallographic data for MOF-L21-α 
Identification code MOF-L21-α 
Empirical formula C88H60Cl2N12O2Zn3 | Zn3(L21)2Cl2(H2O)2 
Formula weight 1584.49 
Temperature/K 566.3 
Crystal system monoclinic 












Crystal size/mm3 0.2 × 0.2 × 0.07 
Radiation CuKα (λ = 1.54178) 
2Θ range for data collection/° 5.22 to 88.98 
Index ranges -22 ≤ h ≤ 22, -18 ≤ k ≤ 21, -18 ≤ l ≤ 18 
Reflections collected 23161 
Independent reflections 3900 [Rint = 0.1184, Rsigma = 0.1299] 
Data/restraints/parameters 3900/947/779 
Goodness-of-fit on F2 1.800 
Final R indexes [I>=2σ (I)] R1 = 0.1727, wR2 = 0.4324 
Final R indexes [all data] R1 = 0.2213, wR2 = 0.4729 
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 PERSPECTIVE AND CONCLUSIONS 
Now I will summarize some of the key findings of the previous seven chapters and 
opine on some directions that this work might lead.  
In this work we have looked at the ligand L1 and the MOFs it forms, MUF-9 and MUF-
10. We have seen how the same interactions that lead to the formation of PIP-MUF-9 
can be used to deliberately prepare new hetero-interpenetrated MOFs, MUF-91, -92, -
93, and -101. A new method was developed for locating metal atoms of specific 
elements in a crystallographic cell. MUF-101 was used as a catalyst where the host 
lattice imparted chirality while the secondary lattice imparted activity. Finally, some 
ligands related to L1 also yielded frameworks where the interactions between the side 
chains controlled the structural outcome. 
8.1.   CHAPTERS 2 & 3 – WHAT FURTHER INFORMATION COULD WE GET? 
In Chapters 2 and 3 we described how the features which made MUF-9 interesting 
could be exploited to yield hetero-interpenetrated frameworks by design. The 
noncovalent interactions between the side chain of L1 with the backbone of another 
biphenyl-based ligand encourage that other ligand to form a secondary lattice 
interpenetrated through α-MUF-9 to the exclusion of other processes. In Chapter 2, an 
upper bound was put on those other processes, exchange of components or 
autocatenation of the starting material, through a series of control experiments. In 
Chapter 3, we established a stepwise method for producing hetero-interpenetrated 
materials termed secondary growth. MUF-91 was prepared, through secondary 
growth of [Zn4O(bpdc)3] interpenetrated through MUF-9. MUF-91 was characterised 
through a variety of complementary methods to verify that the aforementioned other 
processes were not taking place. Comparison of the results of 1H NMR spectroscopic 
analysis of digested samples of MUF-91 with information about the interpenetration 
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percentage obtained from SCXRD structures showed that the content of the new 
ligand increased at the expected rate for secondary framework growth. 
It’s never possible to get every single kind of analysis and piece of information about 
a material. In our investigation of MUF-9, MUF-91, and other materials, we prioritised 
the information we needed to make confident assessments of these novel structures, 
but there remain many interesting questions. 
MOFs are often used for their interaction with gases, and the gas uptake properties of 
MUF-9 are almost completely unknown. It would be fascinating to look at how the 
interpenetration percentage affects its sorption properties. One factor which 
complicates this is the propensity of α-MUF-9 to autocatenate into β-MUF-9 on the 
removal of solvent, a necessary step in measuring the gas uptake.  
We have started to explore means of activating MUF-9 without causing 
autocatenation. Many MOFs are sensitive to their activation conditions108 and it is 
known that activation with supercritical CO2 will sometimes allow the activation of 
otherwise delicate materials without disrupting their structure. Preliminary trials 
were not very successful, but one attempt at activating MUF-9 with liquid CO2 at low 
temperature was promising. Relevant experimental data are appended and can be 
found on page B-6. 
In the original paper99 on MUF-9, second-harmonic generation microscopy was used 
to characterise the various levels of interpenetration. This type of nonlinear optical 
microscopy238 is a powerful tool for characterising MOF materials because it 
distinguishes between centrosymmetric and noncentrosymmetric structures. For 
MUF-9, it allowed us to establish a lower bound on the domain size of interpenetrated 
regions. In MUFs 91-93, it could be used to better resolve the distribution of 
interpenetrated regions of the crystals. In principle, it should allow us to image, and 




8.2.   CHAPTERS 4 & 5 – HOW COULD THESE TECHNIQUES BE EXTENDED? 
 Chapter 4 
In Chapter 4, we showed that the method for secondary growth of new lattices 
interpenetrated through MUF-9 was amenable to a variety of BPDC-based ligands, as 
well as two different metals. 
The examples of secondary phases mentioned in Chapter 4 probably broadly 
represents most of the realm of what is possible with secondary growth MUF-9. Of 
course, there is an almost infinite number of small variations one could make to the 
BPDC backbone which may be compatible with our method for secondary growth. 
Nonetheless, some of the limits established are strict, especially that the size of the 
side chain must be small and located on one side of the ligand backbone. 
We could get much more information out of these structures themselves. Of course, 
any of the examples presented in our initial exploration of possible secondary lattices 
could be characterised thoroughly in the way we have done for MUF-92 and MUF-93. 
The additional possible characterisation methods mentioned in the preceding section 
could also be applied to the diverse range of MOFs. 
However, to really go further in the exploration of rationally designed hetero-
interpenetrated MOFs, I think we need to identify more robust potential starting 
materials with larger pores. That would allow us to overcome the limits of MUF-9. 
 Chapter 5 
In Chapter 5 I detailed a new implementation of a method to specifically identify the 
location of an element of choice in a SCXRD structure. This method exploits the 
preferential absorption of X-rays by the element of interest at a specific wavelength. 
By taking the difference of  two datasets, one where that element absorbs a significant 
amount of radiation, and another where it doesn’t, a dataset is generated where the 
location of that element is revealed. 
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This method for site-specific metal identification using anomalous scattering was 
considerably simplified because we were working with a pseudocentrosymmetric 
structure in a cubic unit cell. All of the basic crystallographic manipulations are 
compatible with other symmetries, but my routine for extracting statistics from the 
electron density maps would need to be extended significantly to be used for non-
cubic cells.  
If those expansions were made, the components could be combined into a complete 
program. Perhaps a suitable manifestation of such a program would be an add-on to 
an existing popular crystallography toolkit such as OLEX2130 which is already built on 
Python, the language I used. That would allow this technique to be used by scientists 
without specific programming language expertise. 
If the data processing used for this technique were more accessible, it would be almost 
trivial to extend it to more metals, more materials, and more situations.  
8.3.   CHAPTER 6 – HOW COULD THESE MATERIALS BE FURTHER EXPLOITED? 
In Chapter 6, we turned our method for producing hetero-interpenetrated materials 
towards designing a framework tuned to a specific application. We prepared MUF-
101, through the secondary growth of an achiral catalytic lattice interpenetrated 
through the homochiral starting material MUF-10. MUF-101 catalyses the Henry 
reaction between m-nitrobenzaldehyde and nitrocyclopentane, and gives a product 
with measurable enantiomeric excess. This enantioselectivity is a result of the chiral 
pore space surrounding the catalytic unit. 
One shortcoming of our understanding of the catalysis presented in Chapter 6 is that 
we don’t really know how the catalytic substrates and products fit into the MUF-101 
pore. We successfully realised our aim of producing a catalyst where the chirality of 
the product is imparted by the host lattice, by applying intuitive reasoning about the 
size of the substrate. It should be large enough to interact with the pore walls, but 
small enough to diffuse in and out of the pores. 
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In the future, the development of such catalysts could be aided by modelling. 
Molecular dynamics simulations have often been applied to catalytic systems239, and 
to guest diffusion in MOFs.240, 241 Application of those established simulation 
techniques should allow the screening of MOFs for potential substrates, or conversely, 
modifications to the side chains which would result in a pore shape suited to a specific 
catalytic reaction. 
We know the exact orientations of the ligands to each other in the hetero-
interpenetrated MOFs based on MUF-9. We also know can change their functional 
groups without affecting the orientation of the rings towards each other, as the ligands 
are fixed in place by the MOF structure. This makes hetero-interpenetrated MOFs 
based on MUF-9 a potential platform for investigating the interactions between 
ligands. An example of that could be a charge transfer interaction between an electron-
rich side chain on one lattice and an electron-poor backbone on the other, or vice versa. 
One could imagine that if such a charge transfer process took place, that MOF might 
be photoconductive as a function of its PIP%. 
The pyrolysis of MOFs has led to unique porous carbon based hybrid materials,242, 243 
including some produced in work by other members our group incorporating 
multimetallic nanoparticles. Due to their complex structure, hetero-interpenetrated 
materials might yield interesting carbon materials on pyrolysis. For example, since the 
secondary lattice exists mainly around the outside of the crystal, pyrolysis of these 
products could yield pore-shell porous carbon materials. 
8.4.   CHAPTER 7 – WHAT MORE CAN WE FIND OUT ABOUT 
LIGAND-LIGAND INTERACTIONS? 
In Chapter 7 we explored some new frameworks, using ligands analogous to L1, but 
with varied side chains and binding groups. In all of these frameworks, where the side 
chains have multiple aromatic rings, those side chains exert a strong influence over 
the MOF they form. Sometimes, the influence of the side chain even overrides the 
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isoreticular principle, that the geometry of the binding groups and the identity of the 
metal cluster should determine the topology of the resulting MOF. 
Several of the MOF structures in Chapter 7 involve an aryl embrace between the two 
enantiomers of the ligand. It would be worthwhile to resolve the enantiomers of the 
extended ligands L11 and L21 to determine which structures would occur when that 
specific embrace is not possible. 
To investigate the interactions between ligands with the most possible detail, it would 
be best to do in-situ diffraction and spectroscopy experiments during crystal growth. 
The results from a continuation of this work might help us to produce the more robust 
MOFs needed for expanding other areas. 
 
8.5.   FINAL WORDS 
The directions described above all inform each other. Developing new 
characterisation tools, or new ways of implementing them, will allow us to discover 
more about these materials. Knowing more about the fundamental behaviours of 
partially interpenetrated frameworks, and the interactions between ligands as they 
form, will allow us to prepare them more easily and cleanly, and tune them more 
precisely. Being able to tune them more precisely will allow us to be better able to turn 
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APPENDIX A - PYTHON CODES 
 
Python codes are provided here for review and the convenience of anyone wanting to 
replicate or improve upon this work. They have no license attached and may be used, 
adapted, modified, or redistributed for any purpose, commercial or not, without 
attribution. These codes are provided "as is", without warranty of any kind, express 
or implied, including, fitness for a particular purpose and noninfringement. In no 
event shall the authors or copyright holders be liable for any claim, damages or other 
liability, arising from use of the software. 
A.1. Correction of baselines for PXRD patterns 
This code is in two parts. PXRD_process.py handles the files. It runs on all Rigaku .asc 
format files in a folder named ‘input’ and writes baseline corrected .xy files to a folder 
named output. It uses the algorithm in sonneveld.py as a dependency. 
sonneveld.py 
#Modified Sonneveld-Visser Baseline Removal Algorithm 
#inputs is a single numpy 2Darray containting xy format PXRD data 
#Sonneveld algorithm selects baseline points by choosing ones where the gradient to the next 
point is small 
#then a polynomial fit to those points is subtracted from the pattern 
#as described in J. Appl. Crystallogr. (1975), 8, p1 




 input = inputs[1] 
 maximum = max(input) 
 print(maximum) 
 points = list(range(int(len(input)*0.7)))[1::step] 
 for j in range(iter): 
  change = False 
  for i in range(len(points)-1): 
   if (abs(input[points[i]]-input[points[i+1]]) > (maxpeak * maximum)): 
    print("large change detected at " + str(i)) 
    change = True 
    for k in range(i,len(points)): 
     points[k] += step 
     if points[k] >= len(input): points[k] = 
random.choice(range(int(len(input)*0.7))) 
  if not change: break 
  print("reiterating, attempt " + str(j)) 
 x = list([inputs[0][i] for i in points]) 
 y = list([inputs[1][i] for i in points]) 
 fit = np.polyfit(x,y,poly_order) 
 print(fit) 
 f = np.poly1d(fit) 
 outputdata = [(inputs[1][i] - f(inputs[0][i])) for i in range(len(inputs[0]))] 
 outputdata = [max(i,0) for i in outputdata] 
 







import numpy as np 
#import all files from /input folder 




 start = 0 
 stop = 0 
 step = 0 
 count = 0 
 data = [] 
 for i in range(len(f)): 
  if "*START" in f[i]: start = float(re.findall("\d+\.\d+", f[i])[0]) 
  if "*STOP" in f[i]: stop = float(re.findall("\d+\.\d+", f[i])[0]) 
  if "*STEP" in f[i]: step = float(re.findall("\d+\.\d+", f[i])[0]) 
 
  if "*COUNT " in f[i]:  
   count = int(re.findall("\d+", f[i])[0]) 
   for j in [(x + i + 1) for x in range (count)]: 
    data.append(float(f[j])) 
 points = ([round((start+i*step),2) for i in range(int((stop - start)/step))]) 
 return [points,data] 
 
def scale(input,endmax): 
 firstmax = max(input[1]) 
 scalefactor = endmax/firstmax 
 out=[x * scalefactor for x in input[1]] 
 return [input[0],out] 
 
#main routine 
for i in range(len(filelist)): 
 print("processing "+filelist[i]) 
 ftext = open("./input/"+filelist[i], 'r').read().splitlines() 




 xyf = sonneveld.remove_baseline(xyf,10,200,0.05,10) 
 xyf = scale(xyf,1000) 
 outname = filelist[i][:-4] + ".txt" 
 otext = open("./output/"+outname, 'w') 
 for j in range(len(xyf[0])): 




A.2. Interpenetration percentage determination 
Takes a folder of sample data in .xy format, a fully interpenetrated PXRD pattern, and 
a noninterpenetrated PXRD pattern as command line arguments. Returns as console 
output the percentage contribution of the interpenetrated pattern for each sample in 
the input folder, as determined by the linear mixture of interpenetrated and 
noninterpenetrated patterns with the least squared-differences to the sample pattern. 




folder = "./"+sys.argv[1]+"/" 
samples = os.listdir(folder) 
 
def scale(input,endmax): 
 firstmax = max(input) 
 scalefactor = endmax/firstmax 




 ftext = open(filename, 'r').read().splitlines() 
 list1 = [] 
 for x in ftext: 
  tmp = x.split() 
  cur = float(tmp[0]) 
  #RANGE OF 2-THETA TO USE – for MUF-9 this works best with the two first peaks 
  if 4.7 < cur < 8: 
   list1.append(float(tmp[1])) 
 return np.array(scale(list1,1000)) 
 
def mix(array1,array2,contribution): 
 return np.add(np.multiply(array1,1-contribution),np.multiply(array2,contribution)) 
 
def getSSD(reference,sample): 
 sample_scaled = sample * (reference.max() / sample.max()) 
 squares = (reference - sample_scaled) ** 2 
 return np.sum(squares) 
 
nonint_array = importArray(sys.argv[2]) 
int_array = importArray(sys.argv[3]) 
 
def refine(samplename): 
 test_array = importArray(folder + samplename) 
 contribution = 0.0 
 step = 0.01 
 improvement = True 
 ssd = getSSD(mix(nonint_array,int_array,contribution),test_array) 
 
 while improvement: 
  contribution += step 
  old_ssd = ssd 
  ssd = getSSD(mix(nonint_array,int_array,contribution),test_array) 
  if ssd > old_ssd: 
   improvement = False 
 
 return contribution 
 
for sample in samples: 




A.3. Generation of difference data 
Must be run in a cctbx.python environment. Takes the high-energy and metal 
absorption edge datasets as first and second command line arguments respectively. 
from iotbx.reflection_file_reader import any_reflection_file 
from cctbx import miller 
from cctbx import crystal 
from cctbx.array_family import flex 
from iotbx.command_line import patterson_map 
import sys 
 
#Cell and symmetry data for the datasets - no way to obtain these from SHELX .hkl files, but 
could be extracted from other filetypes 




print "Reading reflection files, merging equivalents \n\n\n" 
#read and format high-energy dataset 







#read and format high-energy dataset 
hkl_in_derivative = any_reflection_file(file_name=sys.argv[2]+"=hklf4") 





print "\n\n Scaling reflection files and finding common reflections \n\n" 
#Use only the reflections available in the derivative (lower resolution) dataset  
miller_set_native, miller_set_derivative = miller_set_native.common_sets(other=miller_set_ 
derivative) 











#output SHELX-format hkl file, and CCP4-format patterson map 
print "\n writing difference hkl file \n" 
f = open("delta_f.hkl", "w") 
delta_f.export_as_shelx_hklf(file_object=f) 
f.close() 





A.4. Integration of difference data 
Generates various information and statistics from Gaussian .cube format electron 
density maps. 
This depends on the cubetools library written by P. R. Vaidyanathan and published at 
https://gist.github.com/aditya95sriram/8d1fccbb91dae93c4edf31cd6a22510f 
under the MIT license. This library is appended below for convenience. 
Atom locations and sizes are obtained from the refinement of signals in difference 
datasets (S4.1.3) and hardcoded into this script, which counts the total peak intensity 
over the volume of a sphere at each location in the cube map, the maximum peak 
height at each atom site, and the noise level as root mean squared deviation of each 
map, and returns these as console output. 
electron_density_integration.py 
import numpy as np 
import math 
import cubetools 
from scipy.spatial import distance 
 
def is_in_sphere(origin, radius, point): 
    if (distance.euclidean(origin, point) <= radius): 
        #print (origin, radius, point) 
        #print ("distance ", distance.euclidean(origin, point), "=> true") 
        return True 
    else: 
        #print (origin, radius, point) 
        #print ("distance ", distance.euclidean(origin, point), "=> false") 
        return False 
   
def integrate_atom(location, radius, cell_size, emap): 
    #location should be a triple (x,y,z) in fractional coordinates, 
    #radius and cell_size should be in Angstroms 
    sites = [] 
    min_i = int(( location[0] - (radius / cell_size) ) * emap.shape[0]) 
    max_i = int(( location[0] + (radius / cell_size) ) * emap.shape[0]) 
    min_j = int(( location[1] - (radius / cell_size) ) * emap.shape[1]) 
    max_j = int(( location[1] + (radius / cell_size) ) * emap.shape[1]) 
    min_k = int(( location[2] - (radius / cell_size) ) * emap.shape[2]) 
    max_k = int(( location[2] + (radius / cell_size) ) * emap.shape[2]) 
    print("integrating from x = "+str(min_i)+" to "+str(max_i)+", y = "+str(min_j)+" to 
"+str(max_j)+", z = "+str(min_k)+" to "+str(max_k)) 
    for i in range(min_i, max_i): 
        for j in range(min_j, max_j): 
            for k in range(min_k, max_k): 
                x = (i/emap.shape[0]) 
                y = (j/emap.shape[1]) 
                z = (k/emap.shape[2]) 
                if is_in_sphere(location, radius/cell_size, (x,y,z)): sites.append(emap[i,j,k]) 
    return sites 
  
fo_emap = cubetools.read_cube("MUF-93-72h-fobs.cube") 
fo_emap_array = fo_emap[0] 
fo_min_fc_emap = cubetools.read_cube("MUF-93-72h-fobs-min-fcalc.cube") 
fo_min_fc_emap_array = fo_min_fc_emap[0] 
 
atom_1 = (integrate_atom((ATOM_COORDINATES), ATOM_SIZE, CELL_LENGTH, fo_emap_array)) 
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atom_2 = (integrate_atom((ATOM_COORDINATES), ATOM_SIZE, CELL_LENGTH, fo_emap_array)) 









    emap_mean = emap_arr.mean(axis=None) 
    print ("mean value:",emap_mean,"min value:",emap_arr.min(),"max value:",emap_arr.max()) 
    emap_disp = emap_arr - emap_mean 
    emap_disp_sq = np.square(emap_disp) 
    emap_mean_disp_sq = emap_disp_sq.mean() 
    print ("mean squared displacement: " + str(emap_mean_disp_sq)) 
    emap_rmsd = math.sqrt(emap_mean_disp_sq) 
    print ("root mean squared displacement: " + str(emap_rmsd)) 
    return emap_rmsd 
     
print("Statistics for (Fobs, phi) electron density map:") 
noise_fobs = map_rmsd(fo_emap_array) 
print("") 
print("Statistics for (Fobs - Fcalc, phi) electron density map:") 
noise_diff = map_rmsd(fo_min_fc_emap_array) 
print("") 
print("meax peak height at location 1:", max(atom_1)) 
print("meax peak height at location 2:", max(atom_2)) 
print("integrated electron density at locations 1 & 2:", sum(atom_1), sum(atom_2)) 
print("ratio of peak integrals:", sum(atom_2)/sum(atom_1)*100, "%" ) 
print("") 
print("signal to noise ratio for main peak (noise calculated from (Fobs, phi) = ", 
max(atom_1)/noise_fobs) 












# Module to work with Gaussian cube format files 




# What does it do: 
# * Read/write cube files to/from numpy arrays (dtype=float*) 
# * Read/write pairse of cube files to/from numpy arrays (dtype=complex*) 
# * Provides a CubeFile object, to be used when cubefiles with  
#   constant and static data is required. It simulates the readline method 








# Author: P. R. Vaidyanathan (aditya95sriram <at> gmail <dot> com) 




# MIT License 
#  
# Copyright (c) 2019 P. R. Vaidyanathan 
#  
# Permission is hereby granted, free of charge, to any person obtaining a copy 
# of this software and associated documentation files (the "Software"), to deal 
# in the Software without restriction, including without limitation the rights 
# to use, copy, modify, merge, publish, distribute, sublicense, and/or sell 
# copies of the Software, and to permit persons to whom the Software is 
# furnished to do so, subject to the following conditions: 
#  
# The above copyright notice and this permission notice shall be included in all 
# copies or substantial portions of the Software. 
#  
# THE SOFTWARE IS PROVIDED "AS IS", WITHOUT WARRANTY OF ANY KIND, EXPRESS OR 
# IMPLIED, INCLUDING BUT NOT LIMITED TO THE WARRANTIES OF MERCHANTABILITY, 
# FITNESS FOR A PARTICULAR PURPOSE AND NONINFRINGEMENT. IN NO EVENT SHALL THE 
# AUTHORS OR COPYRIGHT HOLDERS BE LIABLE FOR ANY CLAIM, DAMAGES OR OTHER 
# LIABILITY, WHETHER IN AN ACTION OF CONTRACT, TORT OR OTHERWISE, ARISING FROM, 





import numpy as np 
 
if __name__ == '__main__': 
    DEBUGMODE = True 
else: 
    DEBUGMODE = False 
 
def _debug(*args): 
    global DEBUGMODE 
    if DEBUGMODE: 
        print " ".join(map(str, args)) 
 
class CubeFile(object): 
    """ 
    Object which mimics a cube file opened as a file object  
    by returning output in the correct format, matching the  
    metadata of the source cube file and replacing volumetric 
    data with static data provided as arg to the constructor.  
    Doesn't copy atoms metadata, retains number of atoms, but 
    returns dummy atoms 
    Mimics file object's readline method. 
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    params: 
        srcname: source file to copy metadata from 
        const: numeric value to return instead of volumetric data 
         
    returns: CubeFile object 
    """ 
 
    def __init__(self, srcname, const=1): 
        self.cursor = 0  
        self.const = const 
        self.src = src = open(srcname) 
        src.readline(); src.readline(); # comments 
        _debug(srcname) 
        self.lines = [" Cubefile created by cubetools.py\n",  
                      "  source: {0}\n".format(srcname)] 
        self.lines.append(src.readline()) # read natm and origin 
        self.natm = int(self.lines[-1].strip().split()[0]) 
        # read cube dim and vectors along 3 axes 
        self.lines.extend(src.readline() for i in range(3)) 
        self.src.close() 
        self.nx, self.ny, self.nz = [int(l.strip().split()[0]) for l in self.lines[3:6]] 
        self.remvals = self.nz 
        self.remrows = self.nx*self.ny 
        for i in range(self.natm): 
            self.lines.append("{0:^ 8d}".format(1) + "{0:< 12.6f}".format(0)*4 + '\n') 
 
    def __del__(self): 
        self.src.close() 
 
    def readline(self): 
        """ Mimic readline method of file object with cube file opened """ 
        try: 
            retval = self.lines[self.cursor] 
        except IndexError: 
            if not self.remrows: 
                return "" 
            if self.remvals <= 6: 
                nval = min(6,self.remvals) 
                self.remrows -= 1 
                self.remvals = self.nz  
            else: 
                nval = 6 
                self.remvals -= nval 
            return " {0: .5E}".format(self.const)*nval + "\n" 
        else: 
            self.cursor += 1 
            return retval 
     
def _getline(cube): 
    """ 
    Read a line from cube file where first field is an int  
    and the remaining fields are floats. 
     
    params: 
        cube: file object of the cube file 
     
    returns: (int, list<float>) 
    """ 
    l = cube.readline().strip().split() 
    return int(l[0]), map(float, l[1:]) 
 
def _putline(*args): 
    """ 
    Generate a line to be written to a cube file where  
    the first field is an int and the remaining fields are floats. 
     
    params: 
        *args: first arg is formatted as int and remaining as floats 
     
    returns: formatted string to be written to file with trailing newline 
    """ 
    s = "{0:^ 8d}".format(args[0]) 
    s += "".join("{0:< 12.6f}".format(arg) for arg in args[1:]) 
    return s + "\n" 




    """  
    Read cube file into numpy array 
     
    params: 
        fname: filename of cube file 
         
    returns: (data: np.array, metadata: dict) 
    """ 
    meta = {} 
    with open(fname, 'r') as cube: 
        cube.readline(); cube.readline()  # ignore comments 
        natm, meta['org'] = _getline(cube) 
        nx, meta['xvec'] = _getline(cube) 
        ny, meta['yvec'] = _getline(cube) 
        nz, meta['zvec'] = _getline(cube) 
        meta['atoms'] = [_getline(cube) for i in range(natm)] 
        data = np.zeros((nx*ny*nz)) 
        idx = 0 
        for line in cube: 
            for val in line.strip().split(): 
                data[idx] = float(val) 
                idx += 1 
    data = np.reshape(data, (nx, ny, nz)) 
    return data, meta 
     
def read_imcube(rfname, ifname = ""): 
    """ 
    Convenience function to read in two cube files at once,  
    where one contains the real part and the other contains the  
    imag part. If only one filename given, other filename is inferred. 
     
    params: 
        rfname: filename of cube file of real part 
        ifname: optional, filename of cube file of imag part 
         
    returns: np.array (real part + j*imag part) 
    """ 
    ifname = ifname or rfname.replace('real', 'imag') 
    _debug("reading from files", rfname, "and", ifname) 
    re, im = read_cube(rfname), read_cube(ifname) 
    fin = np.zeros(re[0].shape, dtype='complex128') 
    if re[1] != im[1]: 
        _debug("warning: meta data mismatch, real part metadata retained") 
    fin += re[0]  
    fin += 1j*im[0] 
    return fin, re[1] 
 
def write_cube(data, meta, fname): 
    """ 
    Write volumetric data to cube file along 
     
    params: 
        data: volumetric data consisting real values 
        meta: dict containing metadata with following keys 
            atoms: list of atoms in the form (mass, [position]) 
            org: origin 
            xvec,yvec,zvec: lattice vector basis 
        fname: filename of cubefile (existing files overwritten) 
     
    returns: None 
    """ 
    with open(fname, "w") as cube: 
        # first two lines are comments 
        cube.write(" Cubefile created by cubetools.py\n  source: none\n") 
        natm = len(meta['atoms']) 
        nx, ny, nz = data.shape 
        cube.write(_putline(natm, *meta['org'])) # 3rd line #atoms and origin 
        cube.write(_putline(nx, *meta['xvec'])) 
        cube.write(_putline(ny, *meta['yvec'])) 
        cube.write(_putline(nz, *meta['zvec'])) 
        for atom_mass, atom_pos in meta['atoms']: 
            cube.write(_putline(atom_mass, *atom_pos)) #skip the newline 
        for i in range(nx): 
            for j in range(ny): 
                for k in range(nz): 
                    if (i or j or k) and k%6==0: 
                        cube.write("\n") 
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                    cube.write(" {0: .5E}".format(data[i,j,k])) 
                     
def write_imcube(data, meta, rfname, ifname=""): 
    """ 
    Convenience function to write two cube files from complex valued  
    volumetric data, one for the real part and one for the imaginary part. 
    Data about atoms, origin and lattice vectors are kept same for both. 
    If only one filename given, other filename is inferred. 
     
    params:  
        data: volumetric data consisting complex values 
        meta: dict containing metadata with following keys 
            atoms: list of atoms in the form (mass, [position]) 
            org: origin 
            xvec,yvec,zvec: lattice vector basis 
        rfname: filename of cube file containing real part 
        ifname: optional, filename of cube file containing imag part 
         
    returns: None 
    """ 
    ifname = ifname or rfname.replace('real', 'imag') 
    _debug("writing data to files", rfname, "and", ifname) 
    write_cube(data.real, meta, rfname) 
    write_cube(data.imag, meta, ifname) 
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APPENDIX B - OTHER EXPERIMENTAL DATA 
 




Appended Figure B.1: EDS spectra of MUF-93 at various time points of secondary growth, normalised to the intensity 







Appended Figure B.2: SEM images of MUF-93 crystals at various time points 
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B.2. Data for external phase deposited on MUF-93 
 




Appended Figure B.4: 1H NMR spectrum of a digested sample of the external phase deposited on MUF-93 during 
secondary growth. 18% L1 is due to contamination with small MUF-9 crystals. 
 
 





B.3. Data for new MOFs from Chapter 7 
 
Appended Figure B.6:  SEM images of MOF-L21-α, MOF-L21-β and an unidentified phase. 
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B.4. Data relating to the activation of MUF-9 
 
 






B.5. List of SCXRD datasets available electronically: 






































































































SCXRD results for preliminary trials in Chapter 4: 
Appended table 1: Crystallographic data for initial attempts at secondary growth in MUF-9, from chapter 4. 
Identification code SL3_in_MUF-9 SL5_in_MUF-9 SL6_in_MUF-9 
Empirical formula C109.01H62.3N9.57O20.75Zn6.38 C106.66H60.95N7.62O16.51SZn5.08 C118.43I0.78N6O19.78Zn6.09 
Formula weight 2255.08 2077.44 2319.97 
Temperature/K 100.15 292.15 292.15 
Crystal system cubic cubic cubic 
Space group P-43m P-43m P-43m 
a, b, c /Å 17.10(5) 17.20(5) 17.10(5) 
Volume/Å3 5000(44) 5088(44) 5000(44) 
Z 1 1 1 
ρcalcg/cm3 0.749 0.678 0.770 
μ/mm-1 0.791 1.039 0.877 
F(000) 1141.0 1055.0 1135.0 
Radiation Synchrotron (λ = 0.7085) 
2Θ range for data 
collection/° 5.818 to 41.464 11.504 to 72.486 5.322 to 34.41 
Index ranges 
-16 ≤ h ≤ 17,  
-15 ≤ k ≤ 17,  
-12 ≤ l ≤ 17 
-8 ≤ h ≤ 12,  
-12 ≤ k ≤ 13,  
-13 ≤ l ≤ 13 
-14 ≤ h ≤ 13,  
-12 ≤ k ≤ 14,  
-12 ≤ l ≤ 14 
Reflections 
collected 9718 4616 5649 
Independent 
reflections 
1033 [Rint = 0.0572,  
Rsigma = 0.0248] 
506 [Rint = 0.0518,  
Rsigma = 0.0242] 
622 [Rint = 0.0626,  
Rsigma = 0.0256] 
Data/restraints/para
meters 
1033/313/130 506/27/21 622/35/35 
Goodness-of-fit on 
F2 1.831 1.762 1.738 
Final R indexes 
[I>=2σ (I)] 
R1 = 0.1421,  
wR2 = 0.3812 
R1 = 0.1377,  
wR2 = 0.3548 
R1 = 0.1335,  
wR2 = 0.3425 
Final R indexes [all 
data] 
R1 = 0.1546,  
wR2 = 0.3925 
R1 = 0.1416,  
wR2 = 0.3610 
R1 = 0.1364,  
wR2 = 0.3484 
Largest diff. 
peak/hole / e Å-3 1.40/-0.84 0.51/-0.29 0.64/-0.34 
Flack parameter 0.23(2) 0.02(6) 0.30(3) 
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