Abstract. In this note we combine a recent result by Geba [2] on the local well-posedness theory of systems of nonlinear wave equations with Q 0 nullform structure with the classical Penrose compactification method to obtain a new small data global existence result with good point wise bounds.
Introduction
In this note we investigate the problem of global regularity for systems of nonlinear wave equations on Minkowski space R 3+1 of the form (1.1)
where the index α gets summed over α = 0, 1, . . . , 3, and the indices J, K are summed over 1, . . . , N. Equations of this type play a prominent role in the theory of nonlinear waves, due to the special cancellation structure inherent in them, namely the Q 0 -null-form. This causes equations of this type to be amenable to better global regularity results than generic quadratic source terms, as witnessed for example in recent progress on the Wave Maps problem. The history of (1.1) goes at least back to the pivotal works [1] , [5] by Christodoulou and Klainerman, respectively, which showed that in the physical space-dimension n = 3, the nullcondition implies that smooth initial data ( u, u t )| t=0 that decay sufficiently fast and are suitably small result in global in time smooth solutions. Of course this encapsulates much more equations than those of the form (1.1), and in particular certain quasilinear ones. The methods in the cited papers differ markedly, with the second one relying on the commuting vector fields method, while the first one used the Penrose compactification method. Both Klainerman's and Christodoulou's method apparently require (|x|∇) i u to be small for i = 0, 1, . . . , 7, and a natural if highly non-trivial question is to enquire about the optimal condition ensuring global existence of solutions as well as sharp point wise decay bounds, in terms of the decay and number of derivatives of the data at |x| = ∞. A recent result by Pusateri [6] furnishes much weaker conditions resulting in global existence and sharp decay bounds, and in particular imposes only |x| 2 -weights on sufficiently many derivatives. His result relies on the recently developed 'space-time resonances' method, see e. g. [7] .
Our goal here is to explore a somewhat different approach to this problem, namely the combination of the Penrose compactification approach with a new local well-posedness result for nonlinear waves on curved backgrounds by Geba [2] and Geba-Tataru [3] . The latter has its origins in the harmonic analysis approach to optimal local well-posedness, such as [8] . Specifically, we prove the following 
satisfy the smallness condition
Then there exists a global smooth solution for (1.1) with these initial data. Moreover, this solution satisfies the point wise bounds
Remark 1.1. We note that the global existence assertion can also be inferred from the result [8] , which however uses quite sophisticated spaces at the critical scaling regularity. The precise point wise bound here, on the other hand, appears to be a genuine consequence of the method of this paper.
Further, we have
where in the last step we have used Hardy's inequality. It follows that
The first inequality of the lemma follows from (2.1) -(2.3), and the second inequality of the lemma is more of the same.
Penrose Compactification
Here we quickly recall the Penrose Compactification of R 3+1 , as expounded in Hormander [4] . Let E 1+3 be the Einstein cylinder given by
and letĒ 1+3 ⊂ E 1+3 the set defined bȳ
Using spherical coordinates (r, ω), r = |x|, on R n , define the map Ψ :
given by
Here we use coordinates
with U and V containing the north pole, respectively the south pole
Using stereographic projection from S to R 3 to introduce coordinates Y on U , we can write
In fact, by choosing U suitably, we may arrange that Y ranges over a bounded subset of R 3 ; similar considerations apply to V . We immediately observe that the initial data hyperplane t = 0 corresponds to T = 0, R = 2 tan −1 r ∈ [0, π), whence
In order to translate the original equations (1.1) into a problem on (−π, π) × S 3 , following Hormander, we introduce the new variables
where we use the notation
We note that the vector fields 
Using this we can infer the following Lemma 3.1. Using the preceding notation, we have for α = 0, 1, 2
Proof. Let α = 2. When both derivatives fall on the outer factor Ω −1 , using the observation above, we have to estimate the expression
we can bound the preceding by x u I 2 L 2 (0×R 3 ) . In case both derivatives fall on the factor u I , using the fact (see Hormander [4] ) that
we obtain the expression
The case when one derivative falls on Ω −1 leads to a similar bound. Using Lemma 2.1 furnishes the desired bound.
Applying the Stein interpolation theorem to the family of operators indexed by s
, we obtain that
As for the time derivative ∂ Tũ I | T =0 , Hormander [4] furnishes the formula
and so an argument just like the preceding furnishes the bound
for the same range of s.
In order to invoke the theory developed by Geba-Tataru [3] , we need to work in the context of R 3 . For that purpose, we localize the functionsũ I to one of the stereographic coordinate charts U, V . Thus denoting by χ 1,2 a smooth partition of unity subordinate to U, V , we have
with a similar estimate for the truncation ofũ I to V .
The equations in stereographic coordinates
Here we express the system (1.1) with respect to the coordinates Y , showing that this is indeed of the form handled by the result in [2] . According to the above, applying the Penrose transform we get a system as follows
and the inner product of vectors , is defined with respect to the Minkowski metric. Here we will have to deal with the three terms just from a direct expansion ofF , which are ∇Ω, ∇Ω , ∇Ω, ∇ũ J,K , ∇ũ J , ∇ũ K . To make the calculation look a bit simpler, we let
First we will deal with the easier terms such as ∇Ω, ∇Ω , ∇Ω, ∇ũ J,K .
∇Ω, ∇Ω
We use U to formally replaceũ J,K and U i stands for the derivatives of space-time.
∇Ω, ∇U
where
Further more we get
Finally we calculateF as
We then have the transformed equation as
Local well-posedness of the transformed system
We observe that the transformed equations take the following schematic form:
where we have
where g is the metric on (−π, π)×S 3 expressed with respect to the local coordinates (T, Y ). Our task is to prove local well-posedness of (5.1) in H s (R 3 ) and data supported in a fixed compact set, since then Theorem 1.1 follows by invoking (3.3) as well as the Huyghen's principle to glue the local solutions together. The local wellposedness follows essentially immediately from the functional framework developed in [2] , except that we need to take some additional factors and error terms into account.
Function spaces.
Here we quickly recall the norms used in [3] , [2] . For s > 3 2 and
Here the operators S λ localize to dyadic spatial frequency λ for λ > 1, and to frequency < 1 for λ = 1. The numbers d are dyadic as well. Also, the norms
are defined by
, and we can use the spatially cut-off S < √ λ g as opposed to the space-time variant in [2] since the metric in our case does not depend on T . As indicated in the notation, theses norms are used to control the functionsũ J . We also have the spaces X s−1,θ−1 , used to control the source terms on the right:
Estimating the source terms.
Recall that we may assume the coordinates Y to be restricted to a compact set. This means that we can replace the factors
. Then use the simple
for any N , since S λ φ decays to any polynomial power in λ −1 . The lemma follows from this.
Replacing the right hand side of (5.1) by
, we can use Proposition 3.3 in [2] to conclude that
Also, note that due to Lemma 2.4 in [2] , as well as Sobolev's inequality, we have
under our assumptions on s, θ. We now estimate the source terms as follows:
then local solution extends to the interval [−T 0 , T 0 ], and satisfies a bound
for s 1 > s, the additional regularity gets preserved.
We note that the statement concerning higher regularity follows in standard fashion from differentiating the equations. Also, observe that the coefficients and metric depend nontrivially on Y , whence even for small data, we only expect existence on a small time interval, as the solution may then escape from the particular coordinate patch, meaning Y → ∞ in finite time. 
