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Abstract
A multi-prong approach was taken in this dissertation to understand volcanic pro-
cesses from both a long-term and more immediate hazard perspective. In the long-term,
magma sources within the crust may produce measurable surficial response and long-
wavelength gravity anomalies that provide information about the extent and depth of this
magma. Long-term volcanic hazard forecasting is also improved by developing as complete
a record as possible of past events. In the short-term, a long-standing question has been on
the casting of precursory volcanic activity in terms of future volcanic hazards. Three studies
are presented in this dissertation to address these issues. Inversion of high-resolution ground
magnetic data in Amargosa Valley, NV indicates that anomaly B could be generated by a
buried shield volcano. This new information changes the event count in this region which
in turn affects the overall volcanic hazard estimation. Through the use of Finite Element
Models (FEM) an in-depth characterization of the surficial response to magma underplating
is provided for the Tohoku Volcanic Arc, Japan. These models indicate that surficial uplift
was dominantly driven by mid-crustal intrusions and the magnitude and wavelength of
this uplift was mainly controlled by the elastic layer thickness. In Dominica, seismic data
were used as weights in spatial intensity maps to generate dynamic volcanic hazard maps
influenced by changes in seismicity. These maps show an increasing trend in the north that
may be indicative of an increase in earthquake and volcanic hazards.
x
1. Introduction
A chief question that persists in volcanology focuses on the process of melt generation,
segregation, ascent and the measurable signals associated with these processes. Many studies
have been conducted on the process of melt generation in both extensional and collisional
tectonic settings Vigneresse (e.g., 1995); Rabinowicz and Vigneresse (e.g., 2004); Annen
(e.g., 2006); Solano et al. (e.g., 2012); Annen et al. (e.g., 2015) hence there is a relatively
strong consensus on the mechanisms behind this phenomenon. In typical convergent settings
such as subduction zones, melt generation is largely driven by the addition of volatiles to
the mantle, while in an extensional regime, decompression of the mantle leads to adiabatic
melting. Our understanding of the processes of melt segregation, storage, ascent and the
ultimate consequence of these processes (volcanism or plutonism) is less complete.
In this project, geophysical methods were applied in both convergent and extensional
regimes to refine our understanding of magma underplating and volcanism. Three main
approaches were used to investigate signals associated with past volcanism as well as those
signals associated with magma underplating and migration and how this data can impact
future volcanic hazard forecasts. The study sites included two subduction zones, the Tohoku
Volcanic Arc (TVA) in Japan that is marked by relatively high rates of subduction, and
Dominica, located in the Lesser Antilles Volcanic Arc (LAVA) where subduction rates are
low, and a continental extensional regime, Armargosa Valley, Nevada (Figure 1.1).
In the first study, a high-resolution ground magnetic survey was conducted in the
Amargosa Valley, Nevada to investigate a significant magnetic anomaly. Amargosa Valley
became a site of interest after a proposal to create a nuclear waste repository in the Yucca
Mountain Region (YMR). Due to its history of past volcanism, associated with Basin and
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Figure 1.1: World map showing the locations of sites studied in this dissertation. Blue diamond
= Amargosa Valley, Nevada; Red diamond = Dominica, Lesser Antilles and yellow quadlilateral =
Japan. Also shown are some of the tectonic plate boundaries as described by Argus et al. (2011).
Range extension, this proposal raised concerns and sparked a number of volcanic hazard
investigations in the region (Connor and Hill, 1995; Crowe et al., 1995; Ho and Smith, 1998;
Connor et al., 2000; Connor and Connor , 2009; Valentine and Perry, 2009; Rechard et al.,
2014). These hazard assessments are dependent on the distribution and volumes of past
volcanic eruptions (Valentine et al., 2006) hence require detailed mapping of each of these
events. Mapping of volcanic features within the YMR is complicated by partial or full burial
of Quaternary volcanoes, a consequence of relatively high sedimentation rates in some parts
of the YMR (Stamatakos et al., 1997) coupled with low recurrence rates of volcanism (Connor
and Hill, 1995). Previous studies (Langenheim et al., 1993; Connor et al., 1997, 2000) showed
that magnetic surveys can delineate volcanic features in these basins. This reflects the fact
that igneous minerals that build volcanic edifices and associated lava flows tend to be more
strongly magnetized than the sediments that fill the basin, and hence create a sharp contrast.
Collection of these data could therefore be used to improve our understanding of volcanic
history and hazards in this region.
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Early ground and aeromagnetic surveys in Amargosa Valley highlighted a number
of magnetic anomalies (labeled anomalies A–E) that may have been associated with past
buried volcanic vents and their associated deposits (Bath, 1968; Kane and Bracken, 1983;
Langenheim et al., 1991, 1993; Grauch et al., 1997; Blakely et al., 2000; O’Leary et al., 2002).
In some cases, drilling within the anomaly outlined by these surveys revealed the presence
of buried basalts. While the surveys were successful at identifying potential sites of interest,
both the track spacing and the height at which the data were collected meant that the
resolution of the data was not high enough to provide details into the structure, eruptive
styles and volumes of these igneous deposits.
In 2011 and 2014, researchers from the USF School of Geoscience attempted to im-
prove our understanding of Anomaly B, the largest of the previously mapped anomalies in
Amargosa Valley, by collecting high-resolution magnetic data. During the 2011 survey, over
40,000 data points were collected along 10 E-W lines spaced 1 km apart and along 1 N-S
line. In 2014, more than 130,000 data points were gathered in a combination of 42 N-S lines
at spacing of 100m near the boundaries of the anomaly and at 50m spacing over the central
part of the anomaly; seven E-W lines were collected in the central of the anomaly. Not
only did these data allow for better demarcation of the features associated with AnomalyB
in map view, when combined with knowledge of the remanent magnetization, and possible
depths to the top and bottom of igneous rocks associated with this anomaly, they could also
be inverted to outline its possible 3 dimensional extent. The results of the inversions are
shown in Figure 1.2; in each case these inversions outline a small cone with multiple vents
that is breached to the south east.
The collection and inversion of high-resolution magnetic data allowed for a full char-
acterization of this feature and builds on the knowledge base of past volcanism in Amargosa
Valley. This will in turn improve our ability to forecast future volcanic hazards in this region.
The results of this study were published in Statistics in Volcanology in 2015 (George et al.,
2015).
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Figure 1.2: Oblique perspective view of two possible 3-D models for the buried structure that
produces Anomaly B. Model A places the base of the uniformly magnetized volcano on a flat surface
at a depth of 197m and the crater rim at a minimum depth of approximately 33m beneath the
ground surface, assuming a remanent magnetization of 6Ampm−1. Model B has a shallower depth
to base (147m) assuming a higher remanent magnetization (16Ampm−1). In both models, rapid
changes in lava thickness away from crater area may reflect model uncertainty or actual changes in
lava thickness. For model B, lava thickness is estimated to be 42 ± 15m.
In the second part of this dissertation, deformation associated with plutonism and
magma underplating in the Tohoku Volcanic Arc (TVA) was investigated using a 2-D ax-
isymmetric finite element modeling approach. Tamura (2002) hypothesized that volcanic
clusters in Japan were topographically elevated relative to the surrounding regions due to
the injection of “hot fingers” of magma in the mantle wedge. These elevated terrains were
found to coincide with relative Bouguer gravity lows and regions on low seismic velocity (see
Figure 1.3). This pattern is not isolated to the TVA as similar elevated terrain has been
noted in the Altiplano of Bolivia associated with Uturuncu volcano (Sparks et al., 2008)
and with the islands of the Lesser Antilles Volcanic Arc (Bouysse and Westercamp, 1990;
Sigurdsson and Carey, 1991; Sevilla et al., 2010). It is thought that the underplated magma
drives surficial deformation due to buoyant forces generated by the density contrast between
the melts and the surrounding lithospheric rocks. Finite element modeling allows for this rel-
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atively complex phenomenon to be investigated by simplifying the Earth into a large number
of discretized blocks.
Axisymmetric models are utilized in problems where a 3-D solid of revolution can be
generating by rotating a planar cross section 360◦ (see Figure 1.4). Given that end member
models of magmatic bodies are frequently represented as cylinders or spheres Gudmundsson
and Philipp (e.g., 2006); Aso and Tsai (e.g., 2014), the axisymmetric approximation used
here is appropriate for describing the problem due to the symmetry of these shapes.
In addition, the reduction of the 3-D problem to the 2-D equivalent greatly simplifies
the computations which in turn speeds up the analyses and allows for a thorough and efficient
investigation of the necessary parameter space. In these models, the study region is defined by
a 400 km radius by 100 km deep domain that is broken up into four main layers representative
of the average Tohoku lithosphere; these layers are then subdivided into smaller elements
on each of which the governing equations of state can be solved. The gravity profile across
the Sengan Volcanic Cluster shown in Figure 1.3 was inverted to help define the intrusion
geometry used in these models.
Given that many factors may affect the crustal deformation response, a variety of
conditions were tested here including variations in intrusion size, depth, thickness of the
models elastic layer, and model rheologies. The resulting displacements computed in these
models were then compared to the regional uplift rates for the Tohoku region, northern
Honshu, Japan and were also used to compute Bouguer gravity anomalies that were tested
against regional gravity data as an evaluation of the model’s goodness of fit. The best fits
were produced by models’ in which the intrusions were emplaced at the Conrad Discontinuity
(15 km depth). These results were published in the Journal of Geophysical Research: Solid
Earth (George et al., 2016).
The ascent of magma from its source region to the surface may produce a variety
of measurable precursory signals such as increase in seismicity, ground deformation and gas
effusion. For instance, the inflation of a magma chamber exerts pressure on the surrounding
5
Figure 1.3: Shaded relief, spatial intensity and Bouguer gravity anomaly maps for the TVA. (a)
Shaded relief map of the TVA which is overlain (brown) by the same DEM data low-pass filtered
at 20km emphasizes the variation in topography associated with many of the volcanic clusters.
(b) Spatial intensity map of the Quaternary volcanoes in the TVA shows that the location of the
highest number of vents/unit area coincides with both the location of topographic highs (map a)
and gravity lows (map c). (c) Map of Bouguer anomalies for the Tohoku region low-pass filtered
using a Gaussian filter with a half-weight at 10 km, detrended to remove the signal due to the
subducting slab and contoured in 10 mGal intervals. From this map it can be seen that the
volcanic centers primarily occur in areas of relatively low Bouguer anomalies. The solid black
line indicates the location of the observed gravity profile used in the gravity inversion used to
define the intrusion geometry. Gravity map was produced from regional gravity data compiled by
the Geological Survey of Japan (Komazawa et al., 2004). White circles indicate the location of
Quaternary vents and prominent active faults are shown as dashed lines.
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Figure 1.4: Schematic of the basic finite element model used in this study. The axisymmetric
model (bottom) was generated by the rotation of the 2-D cross section (top). In these models, the
intrusion (red block) is either underplated at the Conrad (15 km) or the Moho (30 km) discontinuity
and has the same density as the layer that it underplates. The rollers show the enforced boundary
conditions. The top of the model is treated as a free surface while motion is only allowed in the
horizontal direction at the base of the model. Displacement is only allowed in the vertical direction
on the left (axis of symmetry indicated by the black arrow) and on the right sides of the models.
Winkler pressures were applied at each layer boundary to simulate isostatic equilibrium.
host rock which may lead to failure in the form of earthquakes (Figure 1.5). These may be
high frequency earthquakes near the tip of the advancing dike or in the colder country rock,
low frequency events caused by the oscillation of fluids within cracks Chouet (e.g., 1996) or
failure in the gouge zones Ohmi et al. (e.g. 2004).
This inflating magma chamber may also cause uplift of the surface that can poten-
tially be recorded by GPS and other geodetic surveying tools (Mogi, 1958; Dzurisin, 2006).
Depressurization of magma during its ascent also leads to exsolution of magmatic gases pre-
viously trapped in the melt phase; this release of gases may result in an increase in venting
and the number of low frequency earthquakes. Methods of incorporating these signals in
7
Figure 1.5: Schematic of earthquake generation in response to an inflating magma chamber.
The injection of a new batch of magma (right) leads to inflation of the magma chamber and an
increase in the number of earthquakes. These may be high frequency earthquakes associated with
the breaking of cold country rock (yellow stars) or low frequency events (black stars) caused by
fluid oscillation in cracks (Chouet, 1996) or failure in fluid saturated gouge zones (Ohmi et al.,
2004).
volcanic hazard models have varied tremendously among different researchers Roman et al.
(e.g., 2006); Traversa et al. (e.g., 2011); Becerril et al. (e.g., 2013).
In the final portion of this dissertation, observed seismic events were combined with
geological data (volcanic eruption dates and locations) to compute dynamic volcanic hazard
maps in Dominica, West Indies. Here, spatial density estimations were used to calculate
the probable location of a new vent opening based on the location and ages of past volcanic
events. In this study, geological data were weighted higher in areas where seismicity and/or
ground deformation was greater. This weighting scheme takes into account three important
characteristics of volcano seismicity namely the proximity of earthquakes to volcanoes, the
shallow nature of volcano seismicity (usually confined to the upper 10 km) and the tendency
of volcanic earthquakes to occur in swarms. Through this method, volcanic hazards can be
updated in near real time based on elevated seismic and/or geodetic activity.
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By applying these different techniques in these three regions, volcanic processes can
be evaluated from the basement to the surface. This allows not only for a characterization
of the source volume but for improved volcanic hazard estimations.
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2. High-resolution Ground Magnetic Survey of a Buried Volcano: AnomalyB,
Amargosa Desert, NV 1
2.1 Abstract
Aeromagnetic surveys over the Amargosa Desert, Nevada, have revealed the presence
of several magnetic anomalies that have been interpreted to be caused by buried volcanoes;
many of these anomalies have been confirmed by drilling. We present data collected from a
high-resolution, ground-based magnetic survey over AnomalyB, the largest of these anoma-
lies, that reveal details about a buried crater and its associated lava flow, not observed in
the aeromagnetic surveys. These details provide insight into the nature of the eruption
and volume of this buried volcano. Results from non-linear inversion demarcate a crater
with a diameter of approximately 700m and a base approximately 150m below the ground
surface. Coupled with well log data, the inversion results suggest a total volume for the
AnomalyB crater area and associated lava flows of approximately 1.0 ± 0.4 km3, based on
an estimated lava flow field area of 24 km2 and a lava thickness of 42± 15m. A workflow is
presented for processing such large ground-based magnetic data sets with attendant GPS
data, filtering these data and constructing maps and models using the provided PERL scripts.
2.2 Introduction
Statistical models of volcanic hazards rely on information about locations, ages and
volumes of past events (Bebbington & Cronin, 2011; Connor et al., 2012; Cappello et al., 2012;
Bebbington, 2013a; El Difrawy et al., 2013; Becerril et al., 2013). These hazard estimates
1This chapter has been reprinted from the journal Statistics in Volcanology as: George, O., McIlrath,
J., McNiff, C., Farrell, A., Gallant, E., Kinman, S., Marshall, A., Njoroge, M., Wilson, J., Connor, C.B.,
Connor, L.J. and Kruse, S., 2015. High-Resolution Ground-Based Magnetic Survey Of A Buried Volcano:
AnomalyB, Amargosa Valley, NV. Statistic in Volcanology, 1(1).
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may be biased or inaccurate if some events are not recognized, for example, if the products
of a volcanic eruption are buried or eroded (Smith & Keenan, 2005; Connor & Connor ,
2009; Wetmore et al., 2009; Bebbington, 2013b). The potential for the products of volcanic
eruptions to be buried is strongly influenced by the depositional environment in which they
form (e.g., Stamatakos et al., 1997). In areas with a high potential for burial, geophysical
methods can play a significant role in identifying buried volcanoes and their products, and
hence can improve hazard assessments (Hill et al., 2002, 2009). In this paper, we use high-
resolution, ground-based magnetic data to identify a magnetic anomaly, likely produced by
a buried volcano and its associated lava flows. Depth of burial, lava flow volume, and crater
dimensions and morphology are inferred from these data. Such inferences play an important
role in volcanic hazard assessments by providing additional information about the number
and location of eruptive vents and their erupted volumes and eruption dynamics. The
steps used for processing and contouring the magnetic and GPS survey data are presented
including the necessary PERL scripts to complete each step; this procedure could be used
with other magnetic survey data. Unprocessed (raw) and processed magnetic data (more
than 130,000 observations) and metadata are provided so that processing may be duplicated
and to allow comparison with open-access aeromagnetic data sets collected in the same area
(USGS , 2001).
2.3 Geologic Setting
This study was conducted in the Amargosa Desert (Figure 2.1), south of the Nevada
Test Site and south of the proposed high-level radioactive waste repository site at Yucca
Mountain. Numerous volcanic hazard assessments have been conducted in the Yucca Moun-
tain Region (YMR) (Crowe et al., 1995; Connor & Hill, 1995; Ho & Smith, 1998; Connor
et al., 2000; Valentine & Perry, 2009; Connor & Connor , 2009; Rechard et al., 2014). Vol-
canic hazards in the YMR are chiefly related to distributed basaltic volcanism. New episodes
of volcanic activity are expected to result in the formation of new basaltic scoria cones, small
lava shields and attendant lava flows. The area is characterized by a low recurrence rate of
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Figure 2.1: Survey area is located in the Amargosa Desert, near the southern tip of Nevada
and immediately east of the California border, identified by the red circle on the inset map of
the southwestern United States. Anomalies identified during previous aeromagnetic surveys (Bath,
1968; Kane & Bracken, 1983; Langenheim et al., 1991, 1993; Blakely et al., 2000; O’Leary et al.,
2002) are shown as white circles labeled A through E. The extent of the ground magnetic survey
conducted in this study is highlighted by the red box. This anomaly has been interpreted to be
caused by a buried small shield volcano and associated lava flow. Faults identified by Carr et al.
(1995) are shown as gray dashed lines. Well logs from Felderhoff Federal drill holes 25-1 and 5-1,
marked by black dots within the survey area, confirm the presence of buried basalts. Quaternary
(Little Cones, Black Cone, Red Cone, Lathrop Wells) and Pliocene (SE Crater Flat) volcanoes that
crop out in the area are labeled.
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volcanism, on order of 10−5 − 10−6 events per year (Connor & Hill, 1995). Because hazard
models depend on the distribution and volumes of past eruptive events (Valentine et al.,
2006) it is important to identify and map each of these events in as much detail as practical.
Parts of the YMR are characterized by relatively high sedimentation rates, which lead to
the burial of pre-Quaternary volcanoes and the partial burial of some Quaternary volcanoes
(Stamatakos et al., 1997). Volcanic hazard assessments can be adversely impacted, for exam-
ple, if vent burial alters the apparent distribution of older vents (Connor & Connor , 2009).
Previous studies have shown that magnetic surveys can delineate buried volcanoes in these
basins (Langenheim et al., 1993; Connor et al., 1997, 2000), hence such data are important
to use when trying to understand the volcanic history and hazards of the region.
Contoured aeromagnetic anomaly maps from airborne magnetic surveys of the Amar-
gosa Desert show a series of anomalies (Anomalies A − E in Figure 2.1) interpreted to be
caused by buried basaltic rocks based on their high remanent magnetizations and similari-
ties to anomalies produced by exposed basaltic lava flows, shield volcanoes and scoria cones
in the region (Bath, 1968; Kane & Bracken, 1983; Langenheim et al., 1991, 1993; Grauch
et al., 1997; Blakely et al., 2000; O’Leary et al., 2002). Anomalies A−E are not associated
with outcrops of volcanic rocks at the surface. Rather, the anomalies are of relatively short-
wavelength, suggesting a shallower depth of burial when compared to the depth of older
ignimbrites and Paleozoic basement rocks. Although aeromagnetic surveys are extremely
useful for the identification of anomalies associated with buried basaltic rocks, ground mag-
netic surveys are more likely to provide details about critical volcanic features, such as the
extent of lava flows (needed for volume estimates), and to distinguish near-vent facies or vent
structures. The relationship of buried volcanic vents to mapped geological structures that
may influence vent distribution, such as basin-bounding faults, is another issue potentially
resolved using ground magnetic data, provided the exact vent area can be identified and
mapped (Parsons et al., 2006). We collected ground magnetic data at AnomalyB in order
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to delineate these features and to compare the resulting map with contoured aeromagnetic
data.
AnomalyB is located within the Amargosa Valley, a relatively flat sedimentary basin
characterized by alluvial fans, dry washes, sand dunes, and sage brush. The basin is sur-
rounded by mountains that provide sediment to the basin at a rate of about 0.01− 0.1mm
per year (Langenheim et al., 1993; Stamatakos et al., 1997; O’Leary, 2007). The desert
pavement around AnomalyB consists of sand to cobble-sized fragments of weathered tuffs
and basalts from nearby Yucca Mountain and Paleozoic-aged meta-sedimentary rocks from
hills located East of the Gravity Fault (Brocher et al., 1993) (Figure 2.1). Parts of the basin
are fault-bounded, indicating that this depocenter partially formed by E − W extension
across the Bare Mountain Fault, the Gravity Fault (Ferrill et al., 1996; Thompson, 2000)
and other related structures (Blakely et al., 1999). A large portion of the basin is filled
with Miocene ignimbrite deposits generated by massive caldera-forming eruptions of Timber
Mountain, located north of Yucca Mountain. A marked shift in the regional style of vol-
canism is highlighted by the dominance of small-volume, basaltic eruptions during the last
8Ma.
Magnetic anomalies due to buried sources in the YMR were first identified as early
as 1968 (Bath, 1968). Following this initial work, in 1978 (Kane & Bracken, 1983) and in
1999 (Blakely et al., 2000) aeromagnetic surveys were flown at 120 − 150m elevation using
line spacings of 400m. In 2004, a helicopter magnetic survey was flown at an elevation of
30m by Geophex, Ltd (Cogbill, 2004), which overlapped some previously identified magnetic
anomalies including the northernmost fraction of AnomalyB. Data from these aeromagnetic
surveys suggest that AnomalyB is the largest of five identified magnetic anomalies in the
basin, reversely magnetized, with a peak-to-peak amplitude and wavelength of approximately
700 nT and 1 km, respectively. Models using the 1978 survey data and a north-south ground
magnetic profile placed the source of AnomalyB at depths less than 250m and possibly
shallower than 150m (Langenheim et al., 1991, 1993). These models by Langenheim et al.
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Figure 2.2: Two stratigraphic columns drawn from well logs described by Carr et al. (1995)
show the presence of buried volcanic deposits and provide evidence for active faulting between the
deposition of Miocene ignimbrites (reported as tuffs in well logs) and Pliocene basalts. In well 25-1,
the basalts are first confirmed at a depth of approximately 100m; in log 5-1 they are first reported
at about 90m depth (both shown in red). Well locations are shown in Figure 2.1 and have UTM
(Zone 11N WGS84) coordinates: well 5-1: 555278E 4049833N and well 25-1: 552806E 4052592N.
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Figure 2.3: The map pattern of AnomalyB is evident in both the ground magnetic data (A)
and aeromagnetic data (B). The ground magnetic survey reveals complexities not expressed in the
aeromagnetic survey, especially in the area of the crater rim of the volcano, highlighted by the
complex reversely magnetized anomaly centered at 553350E, 4053350N. This anomaly is absent in
the aeromagnetic data. White lines on each map show the locations of walk lines (mapA) and flight
lines (mapB). Contour intervals for the ground magnetic map (A) and the aeromagnetic map (B)
are 4 nT and 2 nT, respectively; contour lines are not shown in the highest amplitude areas. The
color scale of both maps is adjusted to facilitate comparison of the mapped anomalies, given that
the magnetic signal attenuates with height between the ground surface and the elevation of the
aeromagnetic flight lines. Black dots show well locations (see Figures 2.1 and 2.2); the gray square
outlines the subset of data used for inversion; the thick white dashed line outlines the estimated
border of the lava flow.
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(1993) are in good agreement with well log data from two exploration boreholes (Felderhoff
Federal drill holes 25-1 and 5-1) near AnomalyB (Carr et al., 1995) that reveal basalt at
shallow depths overlying alluvium and tuff. Specifically, well log 25-1 (see Figure 2.2) shows
basalt beginning at approximately 100m depth beneath an alluvial package. Massive basalt
extends to a depth of approximately 150m, below which the section is once again charac-
terized by alluvium with abundant tuff fragments. Thick layers of tuff, predominantly from
the Timber Mountain caldera located 50 km to the north, are intercalated with deposits
from other regional volcanoes and extend from approximately 190m depth to the top of
Paleozoic carbonates at a depth of approximately 600m (Figure 2.2). This stratigraphic
section indicates that the basalt of AnomalyB erupted after the deposition of ignimbrite
(tuff) associated with Timber Mountain caldera and other related ignimbrite eruptions be-
ginning 11Ma (Carr et al., 1995; O’Leary et al., 2002). The AnomalyB basalt erupted onto
an alluvial surface, which may have looked similar to today’s surface in terms of topogra-
phy and sedimentation rate. Radiometric age determinations (Ar/Ar) on the basalt from
drill hole 25-1 indicate an age of 3.88 ± 0.07Ma (Crowe et al., 1995), making the reversed
magnetization of AnomalyB consistent with the Gilbert reversed chron. This age estimate
is also consistent with the estimated age of southeast Crater Flat basalts, cropping out west
of Yucca Mountain. Thus, in the area surrounding AnomalyB, well log data suggest an
average rate of sediment deposition of approximately 0.04mm per year, beginning with the
eruption of basalt to the present; the source for most of the sediment is Forty Mile Wash,
approximately 8 km to the NNW (Figure 2.1).
Assuming a correlation between Paleozoic-age carbonate rocks in the two boreholes
(Carr et al., 1995), offset across the Gravity Fault (Figure 2.1) appears to be at least 350m,
with little or no offset since the deposition of basalts. Location of the Gravity Fault (Fig-
ure 2.1) is largely inferred from gravity data, which indicate a down-to-the-west displacement
in basement. Assuming a normal fault (Brocher et al., 1993; O’Leary et al., 2002), the fault
trace lies east of borehole 5-1. Well log 5-1 reports a possible fault zone at 420–440m depth,
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within the limestone. Conspicuously absent from well log 5-1 are the numerous ignimbrite
(tuff) layers that form a large part of the sequence seen in well log 25-1 (Figure 2.2), suggest-
ing that ignimbrites were topographically confined in the basin west of borehole 5-1, or were
eroded into the basin before basalt deposition (Carr et al., 1995). The spatial relationship
between AnomalyB and the Gravity Fault is potentially important to volcanic hazard as-
sessments; if magma exploited the fault zone during its ascent, then the spatial relationship
between AnomalyB and the Gravity Fault could influence the potential location of future
volcanism.
2.4 Data Collection Methods
A high-resolution, ground-based, magnetic survey of AnomalyB was conducted dur-
ing March 25 − 30, 2014, between 4051000m South, 4055000m North, 551900m West and
555200m East (WGS84,UTM zone 11N). Two teams of 3 persons, each operating a ce-
sium vapor magnetometer (Geometrics G858) concurrently with a GPS data logger/receiver
(GlobalSat DG100), ran the survey in parallel, collecting magnetic and GPS data at 1Hz.
One team member navigated with a hand-held GPS, another took notes and periodically
checked the equipment, and one carried the instrumentation, a vertically-oriented magne-
tometer sensor mounted approximately 3m above the ground on a vertical pole affixed to
an aluminum-frame backpack; the data logging GPS was also affixed to this backpack. The
vertical orientation of the magnetometer sensor and its 3m elevation above ground reduced
interference from shallow magnetic sources, such as tuff fragments in the alluvium. Data
collection, totaling more than 130,000 measurements, occurred along 42 N − S lines spaced
100m apart along the eastern and western boundaries of the anomaly, and spaced 50m apart
over the central portion of the anomaly; lines ranged in length from 2 − 4 km (Figure 2.3).
Seven E −W lines, each 0.7 km in length, crossed the central portion of the anomaly.
Additionally, in 2011, using the same instrumentation, approximately 40,000 mea-
surements were made along 10 E −W lines spaced approximately 1 km apart and along one
N − S line. The 2011 data helped to constrain the southern extent of the anomaly, and
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facilitated comparison with the aeromagnetic data (Figure 2.3); the aeromagnetic data are
available from USGS (2001).
2.5 Data Processing
Magnetic data were downloaded using the Magmap2000 software by Geometrics, Inc.,
and software by GlobalSat was used to download the GPS data. Preliminary analyses were
conducted on-site to assess data quality and to actively plan the survey. The work flow
used to generate the final data product is illustrated in Figure 2.4 and proceeds as follows.
The time of collection for both magnetic and GPS measurements is converted to a decimal
time format. Raw magnetic observations are corrected for data drift. Magnetic and GPS
observations are georeferenced using time-stamp matching, resulting in an x, y location for
each magnetic reading. Latitude, longitude coordinates are converted to UTM coordinates.
The collated data are processed using an algorithm for despiking and by subtraction of an
average International Geomagnetic References Field (IGRF) value from the observations.
The computer codes (written in PERL) to implement this work flow are provided as text
files in the supplementary material, including metadata for the survey and all pre-processed
and post-processed survey data.
To resolve variations in the measured magnetic field unrelated to the signal of interest,
a drift correction was applied using values of Earth’s magnetic field recorded at the Boulder
Magnetic Observatory in Colorado (≈ 1050 km distant). These quality controlled magnetic
field readings are continuously recorded at one minute intervals and referenced to Greenwich
Mean Time (GMT). Due to the insignificant variations in the drift on a minute-to-minute
basis during the data collection period, it was unnecessary to interpolate the drift corrections
at one second intervals prior to applying them to the 1Hz survey data. Although the
Fresno Magnetic Observatory (California) is closer to the survey area (≈ 302 km distant),
the Boulder station readings were chosen for drift correction because magnetic readings each
minute were available during the entire field survey, whereas the Fresno Observatory showed
data gaps during the survey period. A comparison of magnetic readings during identical
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Figure 2.4: The magnetic and GPS survey data are processed following the START to END
procedure outlined in this flow chart. The steps between converting the GPS data format and
filtering the data by slope are accomplished by executing the PERL scripts (*.pl) named in the
flow chart.
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times from both observatories showed similar values (±5 nT) during the intervals of data
collection.
Drift-corrected magnetic data were obtained by differencing the observatory back-
ground reading and the magnetic observation at time t, the time nearest to collection of
individual survey readings:
Mdrift = Mavg −Mt (2.1)
where Mdrift is the drift correction (nT), Mavg is the average magnetic reading at the ob-
servatory, and Mt is the magnetic reading at the observatory at time t. The drift-corrected
magnetic reading is obtained by:
Mdrift−corrected = Mobserved,t +Mdrift (2.2)
whereMdrift−corrected is the drift-corrected survey reading (nT) andMobserved,t is the observed
survey reading at time t. Overall, the survey period was magnetically quiet, with a maximum
daily drift of approximately 40 nT.
Magnetic measurements were located by time-stamp matching the decimal time out-
put of the GPS with that of the magnetometer; only those data points that time matched
to within one second were retained after this processing step. Original GPS locations were
collected in degrees and decimal minutes and converted to UTM coordinates using the proj.4
cartographic projections library originally developed by Evenden (1995) at the U.S. Geolog-
ical Survey (PROJ.4 Development Team, 2014) and the gdal open source geospatial data
abstraction library (GDAL Development Team, 2014).
Accurate interpretation and modeling of magnetic anomalies can be hindered by sen-
sor dropouts and spikes in the data associated with anomalous sensor behavior (such as
inappropriate sensor orientation or jarring of the sensor during data collection) or anthro-
pogenic magnetic noise sources. Although infrequent during this survey, steps were taken
to ensure that dropouts and spikes were minimized in the final data product. Subjective
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analysis of various filtered and unfiltered profiles within the survey area showed that limit-
ing the slope between neighboring observation points to < 75 nTm−1 did an excellent job of
removing most data spikes (compare Figures 2.5A and B). Data points that created profile
slopes ≥ 75 nTm−1 were deleted from the data set.
Prior to concatenating all files into the final product, the anomalous field was cal-
culated by subtracting the average IGRF value during the survey periods (49083.5 nT and
49351.4 nT for the 2014 and 2011 surveys, respectively) from each data point. Magnetic
measurements from the 2011 survey were also processed to correct for data spikes, dropouts
(values equal to zero) and the IGRF value; no drift correction was applied.
Daily processing was automated through use of a master script, which takes as input
the UTM zone of the survey, the slope used in the filter, and the IGRF value. The individual
scripts necessary for carrying out each step (see Figure 2.4) were accessed through this mas-
ter script. The final data file contains the UTM location (Easting, Northing) and processed
magnetic value for each measurement. The processed magnetic values range from approxi-
mately -1000−1000 nT, resulting in a 2000 nT variation about the IGRF value. Survey error
Figure 2.5: A south-to-north profile of ground magnetic data collected through the center of
AnomalyB (553600E ±5m) shows the IGRF value subtracted from each reading and a drift cor-
rection applied. Unfiltered data have several large amplitude spikes (A), which are removed or
strongly attenuated by filtering (B). The auto-correction used a < 75 nT/m slope filtering algo-
rithm between neighboring data points to remove data spikes and dropouts; see file filter_mag.pl.
was assessed by comparing magnetic readings obtained at line-crossings (Figure 2.3A). Sur-
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vey error is defined as the standard deviation of the differences in processed magnetic values
measured at locations < 5m apart and separated in time by more than 30minutes. The
mean variation observed was 0.8 nT with a standard deviation of 44 nT (Figure 2.6); this
variation is due to a high magnetic gradient within the survey area and the occurrence of
magnetized tuff and basalt fragments in the shallow sub-surface.
Figure 2.6: Differences in processed magnetic values for the 2014 survey, measured at locations
< 5m apart and separated in time by more than 30minutes, are binned and plotted. The mean
difference among these magnetic readings is 0.8 nT with a standard deviation of 44 nT. This survey
error of 44 nT is due to the high magnetic gradient within the survey area, especially near the
interpreted crater rim area, and the occurrence of magnetized tuff and basalt fragments in the
alluvium of the shallow sub-surface.
2.6 Survey Results
Interest in the Yucca Mountain Region as a potential nuclear waste repository site led
to extensive surveys of the area using various geological and geophysical methods. Discovered
during previous aeromagnetic surveys, AnomalyB was further investigated via helicopter
aeromagnetic, ground magnetic profiles, gravity, and well explorations (Langenheim et al.,
1991, 1993; Carr et al., 1995; Grauch et al., 1997; Blakely et al., 1999, 2000; USGS , 2001;
O’Leary et al., 2002; Perry et al., 2005). These earlier studies highlighted the broad-scale
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features of AnomalyB and hinted at finer scale intricacies, which are revealed in greater
detail using the ground magnetic data from this study. AnomalyB is centered at 553350E,
4053350N (UTM zone 11N) and covers a map distance of approximately 4.5 km in the
E −W direction and 8.5 km in the N − S direction. The bulk of this anomalous signal is
dominated by a negative anomaly which extends from the center of the anomaly to about
7 km south. The peak amplitude based on the ground magnetic survey is located within
the crescent-shaped region near the center and is approximately −1000nT (Figure 2.3A).
The strongest positive signals associated with AnomalyB are confined to a smaller region
(approximately 1 km2) to the north of the negative signal. The positive portion of AnomalyB
is roughly semicircular with small lobes protruding from the northwestern and northeastern
sides while a large lobe drapes down the eastern side from 4054000N to about 4052000N.
Peak amplitude of the positive signal is about +900nT.
The dipolar nature of the mapped magnetic anomaly, resulting in an overall positive
anomaly to the north and overall negative anomaly to the south, is consistent with an isolated
buried magnetic source of uniform magnetization. Its amplitude and wavelength, together
with the occurrence of basaltic rocks in the two well logs, lead us to agree with previous
investigators and interpret the anomaly as caused by a buried volcanic vent. The irregular
edges of the anomaly, defined by high magnetic gradients, and lobate structure associated
with both the negative and positive signals are interpreted to reflect the maximum extent of
the lava flow field erupted from a central volcanic vent. Thus, the lava flow field is interpreted
to have a minimum diameter ≈ 4.5 km and a maximum flow length of approximately 7 km
extending south from the vent. This lava flow field likely consists of numerous cooling units,
but any change in chemistry between cooling units does not appear to substantially affect
the remanent magnetization to the point where changes are observed across the magnetic
map. Rather, the entire flow field can be considered to be uniformly magnetized.
The total volume of basalt associated with AnomalyB is estimated from the lateral
extent of the anomalous signal (Figure 2.3A) and from an estimation of lava flow thickness
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based on the thickness of basaltic rocks (50m) in the Felderhoff Federal drill holes (Fig-
ure 2.2). The lateral extent of the lava flow field was determined visually based on inflection
points in magnetic profiles along E −W survey lines across the anomaly. The volume esti-
mate includes the vent area and its associated lavas (24 km2, Figure 2.3A) and is found to
be approximately 1.2 km3.
Details in the subsurface are evident on the ground magnetic map where data col-
lection occurred at 50m spacing over the central portion of AnomalyB; circular features,
interpreted to be the location of the vent complex, are revealed (Figure 2.3A). The rim-to-rim
crater diameter, indicated by the oscillation of the positive and negative signals at the cen-
ter of AnomalyB, is about 700m. Within this area, the two strong negative (approximately
-1000 nT each) signals may be caused by the presence of additional vents. An interesting ex-
ercise is to compare the general map view of AnomalyB with the map patterns of volcanoes
that are exposed at the surface in the region. Thirsty Mesa is a 4.63± 0.02 Ma (Fleck et al.,
1996) shield volcano located approximately 50 km north of AnomalyB. Thirsty Mesa has a
lava flow field approximately 7 km in diameter and 60m thick. Several vents comprise the
eruptive center with an overall rim-to-rim diameter of approximately 770m. The magnetic
anomalies associated with lava flows that comprise the slopes of Thirsty Mesa create a mot-
tled pattern in map view (Grauch et al., 1997) quite similar to the wavelengths of complex
magnetic anomalies in the vent area of AnomalyB (Figure 2.3A). This comparison suggests
that AnomalyB is a shield volcano complex, with multiple vents and a compound lava flow
field that extends away from the vent complex in all directions, but extends furthest to the
south. In contrast, the younger scoria cones in the area are of significantly smaller volume
and have correspondingly smaller vent and cone diameters. For example, Lathrop Wells
volcano has a crater radius of approximately 140m, cone width of 610m, and maximum
lava flow length of 2 km, typical for scoria cones in the region. Further north, NE and SW
Little Cones, approximately 1 Ma old volcanic centers, have basal diameters of 230m and
350m, respectively. As was the case with AnomalyB and Thirsty Mesa, these centers show
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numerous short-wavelength magnetic signals superimposed on the broader anomalous sig-
nal. In the case of SW Little Cone, Stamatakos et al. (1997) show that the short-wavelength
anomalies are associated with buried lava flows in the vicinity of the breached flank of the
cone. Table 2.1 compares the dimensions of AnomalyB with mapped volcanoes in the Yucca
Mountain Region (Valentine & Perry, 2006).
The ground magnetic map places the anomaly and interpreted crater area in the
hanging-wall of the Gravity Fault (Figure 2.1). Although the exact location of the trace of the
Gravity Fault at the surface is uncertain, it appears that the the crater area is approximately
3 km west of the fault trace. This suggests that magma may have followed the fault zone
during ascent through the brittle crust, and broken out of the fault zone into the hanging-wall
at shallow depth.
2.6.1 Inversion
Non-linear inversion was performed using a subset of the ground magnetic data en-
closing a region centered on the crater rim (outlined as a gray box in Figure 2.3A) using
the downhill simplex method (Nelder & Mead, 1965); the algorithm minimizes a function
of N model parameters needed to generate a geologically reliable model. For this inversion,
it is assumed that the buried volcano can be represented by 100m2 vertically-sided prisms.
Consequently, the map area (Figure 2.7A) is subdivided into a total of 256 prisms. The
inversion procedure allows prism heights (depth to top) to vary, however, all prisms are re-
Table 2.1: Summary table of cone, crater and lava flow dimensions associated with some of the
lava flows of the Yucca Mountain Region. Thirsty Mountain and AnomalyB are interpreted to be
shield volcanoes, and so cone diameter is not indicated.
Volcano Cone Width (m) Crater Width (m) Lava Flow length (km)
Lathrop Wells 610 140 2
Red Cone 540 110 1.7
Black Cone 700 130 2.1
Little Black Peak 400 110 1.5
Hidden Cone 700 150 1.6
Thirsty Mountain - 770 7.1
AnomalyB - 700 7
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quired to have a uniform base that assumes a flat desert pavement upon which the lavas were
originally erupted. This depth to base of the prisms is adjusted during inversion. Finally all
of the prisms are assumed to have the same vector of remanent magnetization, defined by
inclination, declination and intensity of magnetization. Thus, the model may vary a total
of 260 parameters. For this inversion the magnetic susceptibility is assumed to be zero,
as the intensity of remanent magnetization is many times the susceptibility, with measured
Königsberger ratios for some YMR basalts of 10− 70 (Stamatakos et al., 2007).
Briefly, this inversion method calculates a forward solution for 261 (N+1) randomly-
generated parameter sets using the analytical solution for the magnetic field produced by
a buried prism derived by Rao & Babu (1991). Model values, initially chosen randomly
from specified parameter ranges, are used to calculate the magnetic anomaly. Calculated
magnetic values and observed magnetic data for each of these forward solutions are compared
using the a root mean squared error (RMSE) goodness-of-fit test. The parameters are then
systematically adjusted (within specified ranges) until the RMSE varies < 0.005 nT between
subsequent iterations. Typically, tens of thousands of iterations are performed to identify
this minimum. Local minima are identified by altering the ranges for input parameters based
on the output of previous models and by comparing a normalized RMSE. Models of potential
field data are susceptible to issues of equivalency. In this case, magnetic variation in the
anomaly map of the crater area (Figure 2.7A), might be explained by a relatively deep, large-
volume structure of lower intensity of magnetization (Figure 2.7B), or by a shallow, relatively
small-volume structure of high intensity of magnetization (Figure 2.7C). We explore these
possibilities using two different sets of input parameter ranges. In the first model, we specify
a range for the intensity of magnetization of 1 − 6 Ampm−1, corresponding to a range of
magnetic intensities measured for several basalt units in the region, including those associated
with AnomalyA (Stamatakos et al., 2007, Figure 2.1). The input range for depth to base
of the prisms varies between 100− 199m and depth to top of the prisms is allowed to vary
between 20−199m, with the requirement that depth to prism top not exceed depth to prism
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Figure 2.7: Magnetic inversion results. (A) Map of observed magnetic data; these data are mod-
eled by inversion of a model in which prisms are 100m2 in planimetric area, of uniform depth
to the base and uniform magnetization, and of varying heights. (B) Best-fit calculated anomaly
specifying a relatively low remanent magnetization (6Ampm−1) and difference with observed mag-
netic values. (C) Best-fit calculated anomaly specifying a relatively high remanent magnetization
(16Ampm−1) and difference with observed magnetic values. See model geometries in Figures 2.8a
and b.
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base. The best-fit solution for this model (Figure 2.7B) yields an intensity of magnetization
of approximately 6Ampm−1, with depth to prism base at 197m below ground surface. This
inversion model suggests that depth to top of the crater rim is as shallow as 33m; the
inclination and declination of remanent magnetization are estimated to be −57◦ and 185◦,
respectively (Figure 2.7B).
An alternative inversion model was constructed specifying a higher range for the in-
tensity of magnetization, 10 − 17Ampm−1, and a shallower range for prism depth. This
intensity of remanent magnetization corresponds to the range of measured values in some
outcropping YMR basalts, including basalts of SE Crater Flat and the Little Cones (Cham-
pion, 1991; Stamatakos et al., 1997; La Femina et al., 2002). Specifically, depth to prism
base is allowed to vary 60−150m, while depth to prism top varies 10−150m, again with the
requirement that depth-to-top not exceed depth-to-base. For this range of input parameters,
the inversion model estimates the prism base to be 147m; the tallest prism on the crater rim
reaches a depth of 70m; the inclination and declination of remanent magnetization is esti-
mated to be −47◦ and 180◦, respectively; the intensity of remanent magnetization is about
16 Ampm−1 (Figure 2.7C). In this model, the depth estimates are in excellent agreement
with reports of depth to the base of the basalt (150m) in the two well logs (Figure 2.2).
These two inversions represent a possible range of acceptable models based on iden-
tical magnetic data. The RMSE for these models is essentially identical (82.4 and 91.2 nT,
respectively). Both models have residuals that are generally random, but with slightly higher
amplitudes associated with very short-wavelength anomalies in the crater rim area (differ-
ence maps, Figures 2.7B and C). Similarly, (i) all inversion models require a shallow depth
to the crater rim (< 100m), (ii) all inversion models yield a crater diameter of approxi-
mately 700m (Figures 2.8A and B), (iii) most models indicate that the shallowest part of
the structure, interpreted to be the highest parts of the buried crater rim, are on the west
and north sides, and (iv) most models suggest that the crater may have two vents, located
E −W from one another and separated by a narrow septum.
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Models of lower remanent magnetization require a larger lava volume and greater
depth to base. We favor the model with the higher remanent magnetization of 16 Ampm−1
(Figures 2.8B) because this model agrees with the depth to base of the basalt layer identified
in the two well logs. This model allows for rapid fluctuation in depth-to-top of the prisms
on the lava flow field (Figures 2.8A and B), which we interpret to result from equivalence
of the magnetic signal produced by different prism geometries. That is, the magnetic signal
produced by a tall prism adjacent to a short one can yield a similar calculated anomaly
compared to the calculated anomaly resulting from two adjacent medium-sized prisms. In
this model, it was necessary to utilize relatively small-area prisms (100m2) to capture the
complexity of the magnetic anomaly in the inferred crater area. However, small-area prisms
produced rapid fluctuations in the thickness of the lava flow field, which may not reflect the
flow’s true geometry. The model with higher remanent magnetization (Figures 2.8B) is used
to estimate lava flow thickness away from the vent area to be 42± 15m. This yields a total
volume of the AnomalyB crater area and lava flows of 1.0± 0.4 km3.
2.7 Conclusions
In areas with high sedimentation rates such as the Amargosa Valley, volcanic features
may be buried in geologically short time frames. This fact has strong implications for
volcanic hazard assessments, particularly in regions with low rates of volcanism, because the
addition or removal of a single event may cause significant variation in estimates of future
eruption probabilities. Potential-field data gathered during magnetic and gravity surveys
offer a method for identifying buried structures. Such is the case for AnomalyB, which has
been surveyed using ground-based and aeromagnetic techniques. High-resolution, ground-
based magnetic surveying of AnomalyB has allowed us to estimate depth of burial (147m),
and hence sedimentation rate (0.04mmyr−1), and eruption volume (1.0 ± 0.4 km3), which
is greater than the volume estimated by Langenheim et al. (1993) using aeromagnetic data
(0.1−0.4 km3).
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Figure 2.8: Oblique perspective view of two possible 3D models for the buried structure that
produces AnomalyB. Model A places the base of the uniformly magnetized volcano on a flat
surface at a depth of 197m and the crater rim at a minimum depth of approximately 33m beneath
the ground surface, assuming a remanent magnetization of 6Ampm−1. Model B has a shallower
depth to base (147m) assuming a higher remanent magnetization (16Ampm−1). In both models,
rapid changes in lava thickness away from crater area may reflect model uncertainty or actual
changes in lava thickness. For model B, lava thickness is estimated to be 42± 15m.
These estimates and analyses, useful for understanding the time-volume relationships
in this basalt volcanic field, require the collection of relatively high-resolution data, as illus-
trated here using the comparison of aeromagnetic and ground magnetic maps. Our workflow,
including specific PERL scripts created for individual processing steps, may facilitate such
analyses in other volcanic fields.
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2.10 Additional Files
Additional files include (i) a compressed file (survey2014.zip) containing the un-
processed magnetic and GPS data files collected during the 2014 USF ground-based sur-
vey and the PERL scripts used for time-stamp-matching, data processing and prepara-
tion of the final 2014 data file, (ii) a metadata file, for the 2014 ground magnetic survey
(survey2014_metadata.pdf), and (iii) the processed magnetic data used to make the con-
tour map in Figure 2.3A (all_AnomalyB.zip), including magnetic readings from an earlier
2011 survey that have been processed the same as the 2014 data but not drift corrected.
The following provides a description of these files.
1: survey2014.zip is a compressed file that extracts to a single top-level directory,
AnomalyB-2014survey, which contains a number of PERL (.pl) files and the
following directory structure:
drift gpsDG100 mag858 scripts
Within the top-level directory, there is a PERL (.pl) script for each day that data was
collected; these filenames beginning with run-. These scripts start the processing of
magnetic data collected during one day; their operation is described below. The unpro-
cessed magnetic data are contained within the mag858 directory. The data format of
these files is the Geometrics 858 text format (*.stn) after binary-to-text conversion us-
ing the Magmap2000 software. Corresponding GPS data collected contemporaneously
with the magnetic data are contained within the gpsD100 directory. These 7-column
text files (*.csv) are formatted as comma-separated-values; column headings are at
the top of each file. Daily data directories are named asMMDDY Y Y Y x, whereMM
is the month, DD is the day, Y Y Y Y is the year and x is either a or b representing a
pair of instruments operating on the same day (e.g., 03292014a and 03292014b). This
naming convention is found in both the mag858 and gpsD100 directories. The magnetic
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and GPS data files are also named using this MMDDY Y Y Y x system and include file
extensions .stn and .csv, respectively.
Magnetic drift data recorded by the Boulder Magnetic Observatory are contained in
the drift directory. These files are organized by day beginning 03/23/2014 and end-
ing 04/02/2014. The file names follow the MMDDY Y Y Y x naming convention and
include a file extension .dft.
PERL data processing scripts are located in the scripts directory; the function of each
script is described below. In the top-level directory, master run-MMDDYYYYx.pl PERL
scripts will process corresponding days of collected data. A shell script (run_all.sh)
directs the complete data processing workflow.
2: survey2014_metadata.pdf is a metadata file for the 2014 ground magnetic survey fol-
lowing the FGDC Content Standards for Digital Geospatial Metadata, version FDGC-
STD-001-1998.
3: all_AnomalyB.zip is a compressed file that extracts to all_AnomalyB.wgs84z11.xyz, a
combined dataset of 2014 and 2011 survey data that has been processed and filtered
to make the GMT (Generic Mapping Tools) contour map in Figure 2.3A. The data
format of this text file is:
Northing(m) Easting(m) Processed(nT) Observed(nT)
2.10.1 PERL Scripts for Data Processing
Data processing is accomplished using command line PERL scripts. PERL was chosen
because of its ability to quickly and easily scan and process columns of data line-by-line; all
operating systems include a PERL interpreter. Each of these processing scripts are short
and perform a single function (these are detailed below). They are simple text files that can
easily be modified to accommodate alternative instrumentation or output style.
1: run_all.sh is the master shell script that will process all of the 2014 survey data. To
run this shell script type:
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sh run_all.sh
The output is a text file named, anomalyB-2014.wgs84z11.dat. This file has 9 data
columns each separated by a space:
East(m) North(m) MagFinal(nT) MagObs(nT) MagDC(nT) Drift(nT) Date(m/d/y) Time(hh:mm:ss) Time(h.h)
2: run-MMDDYYYYx.pl PERL script that executes a set of processing PERL scripts, once
for each daily set of collected data (magnetic and GPS). The month-day-year of data
collection is included in the file name. If multiple files are collected per day then these
are identified by a lower case letter after the date. The inputs to this script are specified
and edited at the top of the script file as explained below.
Input variables:
$date : MMDDY Y Y Y x name of the daily survey file being processed, e.g.,
03292014a.
$gps_model : model name for the GPS receiver used to collect the data. Currently,
these scripts are set up to handle a GlobalSat DG100 GPS receiver and data
collector.
$gps_dir : directory name where the unprocessed GPS data can be found.
$mag_dir : directory name where the unprocessed magnetic data can be found.
$drift_dir : file name of data for the daily drift correction. This name should include
the directory name with the filename, e.g., drift/03262014.dft.
$hour : an offset time (in hours) to synchronize the start of data collection times
between the GPS and the magnetometer. This value will be added to or subtracted
from the magnetometer time (defaults to 0).
$utm_zone : UTM zone number of the area where the data were collected (Anomaly
B is located in UTM zone 11).
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$slope : a smoothing value (nTm−1) applied to the data to remove data spikes (a
value of 75 was used for the 2014 survey).
$igrf : the International Geomagnetic Reference Field (IGRF) value for the survey
area during the time of data collection (49083.5 is used for the 2014 survey). This
value is subtracted from each data reading.
Outputs: An output directory is created for each set of daily processed files (magnetic
and associated GPS data). The name of the directory follows the MMDDY Y Y Y x
format. A run-*.pl script calls each of the data processing PERL scripts in the
scripts directory for a day of data. Processing is complete when the word Done
is seen on the command line. After each individual processing script has completed
its processing task an intermediate file is created before running the next script in the
sequence. Each subsequent script performs its function on the newly saved intermediate
file created during the previous step. The final product is a file containing the drift
corrected, time-matched, despiked, IGRF removed anomalous magnetic data file for one
day of processed survey data, named match_$MMDDYYYYx$.xyz.utm.F. Intermediate
files are retained in the output directory.
3: dg100_to_decimal_time_decimal_deg.pl PERL script that converts the GlobalSat
DG100-GPS time and location data to decimal hours and decimal degrees, respectively.
Input parameters: name of the data file saved from the DG100 GPS receiver that
has been converted to csv (comma separated values) format (specified after the script
name on the command line).
Outputs: 4 data columns in the following format:
Time(h.h) Latitude(d.d) Longitude(d.d) Time(original)
4: stn2decimal_time.pl PERL script that parses and converts the Geometrics mag858
text file to a column format and converts the time data to decimal hours.
Input parameters: name of the data file from the 858 Geometrics magnetometer
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that has been converted from binary to text format (specified after the script name on
the command line)
Outputs: 4 data columns in the following format:
Time(h.h) Mag(nT) Time(original) Date(original)
5: reverse.pl PERL script that reverses the sorted order of magnetic data with respect to
time, from ascending to descending time to match the descending order of the GPS
data file.
Input parameters: name of a data file (specified after the script name on the
command line)
Outputs: each input line of data, but in reversed order (last in, first out order)
6: drift.pl PERL script that corrects each magnetic reading for instrument drift using a
data file of quality controlled magnetic readings of Earth’s magnetic field recorded at
a single location at a 1 minute frequency.
Input parameters: (i) name of a data file of magnetic readings, column formatted
as specified in the output of item4, (ii) name of a data file of drift values, column
formatted as:
Date(dd/mm/yyyy) Time(hh:mm:ss) Drift(nT)
Outputs: 6 data columns in the following format:
MagTime(h.h)MagDC(nT)MagObs(nT)Drift(nT)Time(hh:mm:s.s)Date(mm/dd/yyyy)
7: match_mag_gps.pl PERL script that combines the magnetic readings with the GPS
locations by time-stamp-matching and collating the data from both files (858-mag and
DG100-GPS) into a single output. Not matched magnetic readings are written to a
log file in the top-level directory.
Input parameters: (i) name of a data file of magnetic readings, processed and
column formatted as specified in the output of item4, (ii) name of a data file of GPS
readings, processed and column formatted as specified in the output of item5
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Outputs: 8 columns of data in the following format:
Long(d.d) Lat(d.d) MagObs(nT) MagDC(nT) Drift(nT) Date(mm/dd/yyyy) Time(hh:mm:s.s)
Time()h.h
8: lonlat2utm.pl PERL script that converts longitude and latitude locations (degrees) to
UTM (meters) using the PROJ.4 - Cartographic Projections Library (PROJ.4 Devel-
opment Team, 2014).
Input parameters: (i) name of a data file of located magnetic readings with the
longitude and latitude in the first 2 columns, (i) UTM zone number for the survey
location
Outputs: same data format as the input file but the first 2 columns will be the easting
and northing in meters
9: filter_mag.pl PERL script that smooths the magnetic data by removing dropouts
(zero values) and data spikes (out-of-range high and low values) using a slope filtering
algorithm between neighboring data points. Data spikes are removed based on the
magnetic gradient. If the magnetic gradient exceeds the specified input value ($slope;
nTm−1) then this data point is considered to be out-of-range and is deleted. The
IGRF correction is also performed during this step. At this point the magnetic values
should range between a positive and negative value centered approximately at zero.
Input parameters: (i) filename of magnetic data, (ii) slope value in nT, (iii) IGRF
value for survey area
Outputs: 9 columns of data in the following format:
East(m) North(m) MagFinal(nT) MagObs(nT) MagDC(nT) Drift(nT) Date(mm/dd/yyyy)
Time(hh:mm:s.s) Time(h.h)
These PERL scripts are executed from the command line:
perl <script name>.pl <inputfile> <input parameters> > <outputfile>
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Input parameters are specified after the script name. The output can be redirected to a file
using the UNIX redirection symbol > and an output filename.
Two additional scripts are provided in this folder: histogram.pl and plot_points.gmt.pl.
These scripts provide a quick visualization of the processed data collected during that day.
However, they require the installation of GMT version 5. Their execution has been disabled
in the run-MMDDYYYYx.pl scripts.
2.10.2 Workflow for Processing the 2014 Survey Data
The file survey2014.zip contains a complete listing of all unprocessed files and
programs. The following workflow will explain how to reprocess the data and provides an
example for processing future magnetic surveys in a similar fashion.
Step 1: Download and unzip the file survey2014.zip. This will set up the directory struc-
ture necessary for data processing, as described previously. All magnetic, GPS, and
drift files have been placed in the appropriate directories. Additional surveys should
follow this directory and file location structure.
Step 2: Edit file and directory names to reflect the date of data collection; this has already
been done for the included 2014 survey data.
Step 3: Edit the parameters at the top of the run-MMDDYYYYx.pl script file for each day
of collected data; this has already been done for the included 2014 survey files. The
run-MMDDYYYYx.pl file must be located in the top level directory with the drift,
gpsDG100, mag858, and scripts directories. As described previously, the run_all.sh
shell script is written to process all data files from a single script. Each of the commands
in this script can be run individually. This is the case during data collection; each daily
set of data files are processed after collection. The master shell script is just provided
for convenience.
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Step 4: Execute the run_all.sh shell script or each run-MMDDYYYYx.pl PERL script:
sh run_all.sh or perl run-MMDDYYYYx.pl Now, output directories will be created
and the intermediate and processed data files will be placed in their corresponding
directory; the output directory will have the same name as the day file being processed.
The intermediate data files will follow this specific naming convention:
MMDDYYYYx.csv.D has been processed by the dg100_to_decimal_time_decimal_deg.pl
PERL script.
MMDDYYYYx.stn.D has been processed by the stn2decimal_time.pl PERL script.
MMDDYYYYx.stn.D.r has been processed by the stn2decimal_time.pl, reverse.pl PERL
scripts.
MMDDYYYYx.stn.D.r.dc has been processed by the stn2decimal_time.pl, reverse.pl,
drift.pl PERL scripts.
match_MMDDYYYYx.xyz has been processed by the stn2decimal_time.pl, reverse.pl,
dg100_to_decimal_time_decimal_deg.pl, drift.pl, match_mag_gps.pl PERL scripts.
match_MMDDYYYYx.xyz.utm has been processed by the stn2decimal_time.pl, reverse.pl,
dg100_to_decimal_time_decimal_deg.pl, drift.pl, match_mag_gps.pl, lonlat2utm.pl
PERL scripts.
match_MMDDYYYYx.xyz.utm.F has been processed by the stn2decimal_time.pl
dg100_to_decimal_time_decimal_deg.pl, , reverse.pl, drift.pl, match_mag_gps.pl,
lonlat2utm.pl, filter_mag.pl PERL scripts.
After all processing steps have been completed, each processed daily file will be named
match_MMDDYYYY.xyz.utm.F. Each processed match_MMDDYYYY.xyz.utm.F daily file
can be concatenated into a single file with the UNIX command, cat ; this final con-
catenation step is completed in the run_all.sh shell script. For the 2014 survey,
the final processed data file is named, USF-anomalyB-2014.wgs84z11.dat and will be
located in the top-level directory.
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Should processing be attempted more than once, please delete the output directories before
re-running the workflow scripts.
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3. Is Uplift Of Volcano Clusters in the Tohoku Volcanic Arc, Japan, Driven by
Magma Accumulation in Hot Zones? A Geodynamic Modeling Study 2
3.1 Abstract
In many volcanic arcs, the rate of tectonic uplift cannot be explained by lithospheric
plate motion alone but may be associated with dynamic uplift. Buoyant forces associated
with underplated magma bodies lift the upper crust and leads to relatively high rates
of topographic change. One such region is northern Honshu, Japan, where Quaternary
volcano clusters are spatially associated with uplifted crust and isostatic gravity anomalies.
Axisymmetric inversion of Bouguer gravity data for the Sengan volcano cluster shows that
these gravity anomalies can be modeled by 30 km radius bodies emplaced at ∼ 15 km depth.
Axisymmetric, finite element models, generated using GTECTON, of a layered Earth rep-
resentative of the Tohoku crust indicate that the deformation of these midcrustal intrusions
produces elevated topography on the surface directly above the intrusion that is bounded
by a shallow peripheral trough. The wavelengths of vertical deformation produced by these
bodies are sensitive to the thickness of the models’ elastic layer and relatively insensitive
to the models’ rheology. This suggests that the amplitude of the vertical deformation
represents a trade-off between the size of the intrusion and the thickness of the elastic layer,
and is less strongly influenced by the rheology of the lithosphere into which the bodies are
emplaced. Our results are consistent with hot zone and hot finger models for the arc and
indicate that Tohoku Volcanic Arc features such as gravity anomalies and uplifted basement
are related to crustal magma intrusions and hot zones rather than directly related to mantle
2This chapter has been reprinted from the Journal of Geophyical Research: Solid Earth as: George, O.A.,
Malservisi, R., Govers, R., Connor, C.B., Connor, L.J.,2016. Is Uplift Of Volcano Clusters in the Tohoku
Volcanic Arc, Japan Driven by Magma Accumulation in Hot Zones? A Geodynamic Modeling Study. Journal
of Geophyiscal Research: Solid Earth, 121(6).
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processes.
3.2 Introduction
Volcanism and associated magmatic processes can result in significant regional uplift
by vertical deformation above shallow intrusions. Stresses induced by the intrusion of buoy-
ant magma into the lower and middle crust may also provide dynamic support of topography
and induce regional uplift (Tizzani et al., 2009; Fialko and Pearse, 2012). Surface exposures
of young batholiths, such as the Takidani Granodiorite (intruded 2.4Ma and exposed 0.7Ma)
(Harayama, 1992) and the Yugura-dake quartz diorite (emplaced 1.2Ma) (Kurasawa et al.,
1989), indicate that the emplacement and unroofing of intrusive magmatic bodies has taken
place during the Quaternary within Tohoku Volcanic Arc (TVA), northern Honshu Island,
Japan. These observations could be explained by relatively low density magma at the crust-
mantle boundary (Moho) or within the crust, producing isostatic adjustments or local uplift
in response to the change in bulk density of the crust. Theoretically, the accumulation of
large volumes of magma might be associated with negative long-wavelength gravity anoma-
lies due to the contrast between the low-density magma and the surrounding mantle or
crustal rock (Bott, 1953; Rymer and Brown, 1986; Walker , 1989; Singh et al., 2014).
3.2.1 Volcano Clusters and Their Association With Mantle Hot Fingers
Regional gravity observations made in northern Honshu do show numerous negative
Bouguer gravity anomalies that are closely associated with, and in some cases coincide with,
clusters of Quaternary volcanoes (Tamura et al., 2001, 2002). These volcano clusters are
30–50 km in diameter, with trench-parallel gaps in volcanic activity of approximately 70 km,
separating each cluster (Mahony et al., 2009). Tamura et al. (2002) found that the basement
beneath each volcano cluster is topographically elevated by more than 500m with respect
to the basement elevations in the gaps between volcano clusters. Along the TVA a series
of dipping low-velocity seismic zones within the asthenospheric wedge parallel the direction
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and dip of plate subduction (Zhao et al., 1990; Hasegawa et al., 1993, 2013; Xia et al., 2007).
These low-velocity zones are thought to result from ascending flow of hot mantle material
associated with the influx of fluids from the down-going slab (Wang and Zhao, 2005). Partial
melting of the mantle and overlying crust is marked by areas where these low-velocity zones
extend upward to the Moho and sometimes appear to penetrate the crust on tomographic
images.
Combining the observation of locally elevated topography with seismic tomography
models and gravity data, Tamura et al. (2002) suggested the presence of “hot fingers” within
the asthenosphere. The hot fingers and associated shallower low-velocity zones are spaced
at 10–70 km along the TVA (Tamura et al., 2002) and coincide with clusters of Quaternary
volcanoes mapped in the arc (Kondo, 2009) (Figure 3.1). Thus, volcanism in the TVA
is characterized by trench-perpendicular variations in magma productivity, as explained
by 2-D subduction zone models (Pearce and Peate, 1995), and substantial trench-parallel
variations in magma productivity, thought to originate from the complexity of circulation in
the asthenospheric wedge, the development of hot fingers, and the increased flux of magma
into the crust that results. Several 2-D and 3-D numerical simulations of mantle wedge
flow dynamics have revealed the development of small-scale convection cells (SSC) within
the mantle wedge that share many similarities to the proposed “hot fingers” in the TVA
(Honda and Saito, 2003; Honda et al., 2010; Davies et al., 2016). The simulated cells were
found to develop in models of hydrated mantle as gravitational instabilities at the base of
the overriding plate; longitudinal SSCs were parallel to the direction of plate motion (i.e.,
their axes are perpendicular to the trench) and were of similar extents to the proposed hot
fingers (100 km long and at least 50 km wide). These SSCs were found to be stable for
about 1–5Myr in the subarc region and 5–10Myr in the back-arc region. Comparison of low
seismic velocities from the Zhao et al. (1994) study with those calculated from laboratory
data for partial melting experiments on dry solid and molten peridotites, basalt melts and
molten hydrous peridotites with 1 and 2 wt% water by Sato et al. (1999) indicated that
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these velocities correspond to temperatures of 1200 ◦C and 1100− 1300 ◦C at depths of 40
and 80 km depths respectively. The hot fingers may therefore represent SSCs formed by the
interaction of liberated slab fluids with the mantle wedge and may be the source region of
arc magmas. Tamura et al. (2002) concluded that in the long term, the development of these
hot fingers within the asthenospheric wedge is reflected in clustered volcano distribution at
the surface and provides a buoyant driving force that creates localized bending of the crust.
Figure 3.1: Map of Japan showing the location of the trenches and the Quaternary volcanic
vents of the Tohoku Volcanic Arc (TVA) (region outlined by the dashed black box) as well as the
location of other Quaternary vents distributed throughout the Japanese Islands. Subduction of the
Pacific plate beneath the North America plate occurs at a rate of about 8-10 cm/yr in the region of
Tohoku. Quaternary volcanic centers are represented by the black triangles; the direction of plate
motion is indicated by the heavy black arrows. The locations of mantle “hot fingers“ proposed by
Tamura et al. (2002) are indicated by the grey shading.
3.2.2 Crustal Hot Zones
Although Tamura et al.’s [2002] scenario provides a valuable correlation between
the tomographic data and the size and spacing of volcano clusters, the wavelengths of the
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Bouguer gravity anomalies and the topographic basement (locally elevated terrain atop which
the volcanoes sit) are much shorter than expected to result directly from an asthenospheric
wedge process. For asthenospheric features as extensive as the hot fingers appear to be, the
corresponding gravity anomalies should have wavelengths on the order of 200 km or greater,
as opposed to ∼ 50 km observed in the TVA (see Figure 3.2c). One way to account for
this discrepancy is to associate hot fingers in the asthenospheric wedge with hot zones in
the lower and middle crust (Annen et al., 2006, 2015). In the hot zone model by Annen
et al. (2006),primary mafic magmas are emplaced as discrete sills at depths of 30 km or
greater within the crust or at the Moho. Continued release of heat from the crystallizing
sills, which are repeatedly emplaced in the crust over time leads to the development of a
region of elevated temperatures (i.e., the hot zone). Melts eventually segregate out of these
sills and ascend to the shallow level magma chambers due to compaction and the buoyancy
contrast between the melt and the host rock. The presence of these hot zones within the
Tohoku crust and their close association with asthenospheric “hot fingers” is supported by
low velocity regions at depths of about 30 km (Moho) in the tomographic images presented
by Zhao et al. (1992, 1994); higher-resolution tomographic studies by Hasegawa et al. (1993,
2013) indicate the existence of low-velocity zones within the crust beneath active volcanoes
extending from the Moho to about 7 km. These low-velocity features in the crust along with
their associated low-velocity mantle upwelling zones extend throughout the entire length of
the arc (Hasegawa et al., 2013) and may be a common subduction zone feature. For in-
stance, similar low-velocity features have been imaged beneath the Central Andean Volcanic
arc (Schurr et al., 2003).
In this paper, we investigate the expected dynamic support and uplift associated with
hot zones. Our goal is to explain the comparatively short-wavelengths of gravity anomalies,
topographic uplift, and volcano clusters in the TVA, which cannot be explained by astheno-
spheric processes alone. We consider that magmatic hot zones developed below the Moho
(∼ 30 km depth) and within the midcrust below the Conrad density discontinuity (∼ 15 km
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Figure 3.2: Shaded relief, spatial intensity and Bouguer gravity anomaly maps of the TVA. (a)
Shaded relief map of the TVA which is overlain (brown) by the same DEM data low-pass filtered
at 20 km emphasizes the variation in topography associated with many of the volcanic clusters.
(b) Spatial intensity map of the Quaternary volcanoes in the TVA shows that the location of the
highest number of vents/unit area coincides with both the location of topographic highs (map a) and
gravity lows (map c). (c) Map of Bouguer anomalies for the Tohoku region low-pass filtered using
a Gaussian filter with a half-weight at 10 km, detrended to remove the signal due to the subducting
slab and contoured in 10 mGal intervals. From this map it can be seen that the volcanic centers
primarily occur in areas of relatively low Bouguer anomalies. The solid black line drawn on this map
indicates the location of the observed gravity profile used in the inversion described in Figure 3.4.
Gravity map was produced from regional gravity data compiled by the Geological Survey of Japan
(Komazawa et al., 2004). White circles indicate the location of Quaternary vents, and active faults
are shown as dashed lines.
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depth). We estimate expected dynamic adjustments and expected gravity anomalies using
axisymmetric finite element models in which hot zones are approximated as circular disks of
varying diameter, thickness, and bulk density. In addition to the effects of the hot zone size
and volume, we test the effects of elastic layer thickness and crustal rheological properties on
expected uplift rates. By monitoring model sensitivity to these different parameters, we can
test the hypothesis that the wavelengths and amplitudes of topographic and gravity signals
associated with volcano clusters in the TVA may be explained by hot zones in the middle or
lower crust.
3.3 Model Setup
3.3.1 Model Development
To design models that are an accurate representation of the TVA we examine two
sources of data. First, we explore the distribution of Quaternary volcanoes in the TVA in
concert with simple processing of Bouguer gravity data over the same region. Second, we
conduct axisymmetric inversions of the gravity data to find suitable intrusion geometries and
density contrasts for the problem at hand.
3.3.1.1 Distribution of Quaternary Volcanoes in the TVA
The catalog of Quaternary volcanoes of the TVA contains a total of 120 volcanoes
known to have erupted during the last 2Ma (Nakano et al., 2013). Most of these volcanoes are
composite volcanoes and volcanic systems, but the arc includes a large number of calderas,
maars and lava domes. Many authors have noted that volcanoes tend to cluster within
the TVA, and the most prominent of these clusters is the Sengan cluster (Martin et al.,
2004; Ueki and Iwamori, 2007; Kulatilake et al., 2007; Mahony et al., 2009), consisting of
approximately 28 Quaternary volcanoes (Figure 3.2a). A map of spatial intensity (volcanoes
per square kilometer), generated from the catalog of Quaternary volcanoes, illustrates the
clustered nature of TVA volcanism (Figure 3.2b). This spatial intensity map is constructed
using an isotropic Gaussian kernel density function, with kernel bandwidth estimated from
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the volcano distribution using a smoothed asymptotic mean-square error algorithm (Connor
and Connor , 2009; Connor et al., 2015). One standard deviation of the best-fit isotropic
Gaussian kernel is approximately 52 km.
The spatial intensity map reveals the clusters discussed by Tamura et al. (2002) and
highlights the prominence of the Sengan cluster. A similar study by Martin et al. (2004)
showed that when these mapped volcano clusters are grouped into 10 km2 bins, more than
70% of the vents occur in regions with P wave velocity perturbations of −2% and 10%
fall within the −4% region; these results were based on high-resolution seismic tomographic
images at 40 km depth produced by Zhao et al. (2000).
To illustrate the correlation between volcano clusters and topography, a map was
constructed using a hole-filled 90-m digital elevation model (DEM) derived from the Shuttle
Radar Topography Mission (SRTM) data (Jarvis et al., 2008). This DEM was filtered in
the Fourier domain using a 20-km low-pass filter to highlight comparatively long-wavelength
topographic variation in the TVA (Figure 3.2a). Figure 3.2a shows that the volcano clusters
correlate reasonably well with long-wavelength topographic highs. As discussed by Tamura
et al. (2002) and by Kondo (2009), these topographic highs are only partially constructed
from extrusive volcanic products. Much of the uplifted terrain is composed of metamorphic
rocks–Miocene sandstone and mudstone. Given the ages of the uplifted terrain, the long-
wavelength topography in the TVA is associated with uplift at rates that exceed typical
tectonic values. For instance, local uplift rates in the Sengan cluster exceed 1mmyr−1 (El-
Fiky and Kato, 2006), whereas typical uplift rates are usually much less than 1mmyr−1.
Bouguer gravity data for the TVA (Komazawa et al., 2004) were filtered using a
low-pass Gaussian filter with a half weight at 10 km to emphasize long-wavelength features
(Figure 3.2c). A best fit linear trend was then removed from the filtered data to minimize the
signal due to the subducting slab. Anomalous gravity lows occur along the arc, most distinct
in the Sengan Cluster. In summary, volcano clusters correlate with tomographic anomalies in
the asthenospheric wedge, relatively long-wavelength topographic highs, uplift, and gravity
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lows. These features are consistent with the hot zone and hot finger models of the arc and
are best developed for the Sengan volcano cluster in Tohoku where volcanic vents are tightly
clustered and mapped directly above a distinct gravity low. In the following we develop
numerical models to link these observations and consider the ramifications specifically for
the Sengan volcano cluster.
Significant questions remain regarding this conceptual model for the clustered nature
of volcanism and associated geophysical observations. First, if significant hot zones are
developed in the crust beneath volcano clusters, what is the depth of these hot zones? Are
they formed at the Moho (Tamura et al., 2002) or at shallower levels? What is the volume
of magma in hot zones associated with the Quaternary volcano clusters of the TVA? How do
these hot zones influence the geodynamics of the TVA, specifically the uplift rates within the
arc? These questions are important to build upon our understanding of interplay between
mantle dynamics, crustal magma intrusion, and the surficial expression of these processes–
namely, arc volcanism and surficial uplift.
3.3.1.2 Axisymmetric Inversion of Regional Gravity Data
Addressing the questions posed in the preceding section requires the development of
numerical models that represent a simplified version of this complex system without com-
promising the results. As a starting point for developing the numerical models that we will
use to investigate these questions, an E-W gravity profile line is extracted along the Sengan
Cluster at the location shown in Figure 3.2c. The data along this line are then inverted using
an axisymmetric gravity model of a finite disk. To facilitate the comparison of the gravity
anomaly generated by the finite disk with the observed gravity anomaly profiled across the
Sengan volcano cluster, the gravity computations of triangular axisymmetric elements (more
details will be provided in a later section) can be used to calculate the gravity signal at
the surface. The raw gravity anomaly for the E-W profile at a given x location (distance
from the axis of symmetry, and at an elevation of 200m above the surface of the model, was
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computed using an order 8 Gaussian quadrature to integrate each triangular element of the
2-D cross section shown in Figure 3.3.
Figure 3.3: Schematic of the basic finite element model.(bottom) A 3-D solid of revolution (bot-
tom) is simulated by rotating (top) the 2-D plane around the axis of symmetry indicated by the
black arrow. The model domain is divided into four main layers with the upper crust further
subdivided into an elastic and viscoelastic layer. The corresponding density of each layer is also
indicated on the plot and ranges from 2400 to 3300 kg/m3. The intrusion is represented by the
red body; since this body is emplaced at the base of the lower crust in this schematic, its density
is 2400 kg/m3. Boundary conditions are represented by the rollers which indicate the direction in
which the model is allowed to move. On the left side of the domain, restricting the motion to
only the vertical direction simulates symmetric conditions. Isostasy is simulated through the use
of Winkler restoring forces applied at each horizontal density contrast boundary.
Through this integration method, the corresponding gravity signal for the resulting
axisymmetric element can be estimated using the element’s density, depth and dimensions.
The surficial anomaly due to the intrusion and the dynamic topography at a particular
x-location is the sum of the individual elemental contributions within the entire domain.
The linear inversion of the gravity data using this integration method returns the best-fit
density contrast for a disk at a given depth. The inversion results show that disks ranging
in radius of 30–35 km and at depths of 15–30 km provide a good fit to the observed data
(Figure 3.4a-c), depending on the disk’s density contrast. Inversion of the gravity data shows
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that disks emplaced at 15 km have a density contrast of −430 kg/m3 while those at 30 km
have a contrast of −658 kg/m3. These large density contrasts required to model the gravity
anomaly indicate they may be associated with compositional differences (e.g., presence of
differentiated magmas or hot, molten and water-rich melts) in the hot zone. These inversion
results helped define the intrusion geometry and density contrasts used in the numerical
models described next.
Figure 3.4: Fitting of a regional E-W profile, the location of which is shown in Figure 3.2,
to a radial disk–in all subplots, the observed gravity data is represented by green triangles (a)
Axisymmetric gravity inversion of the E-W profile using 30–35 km radial disk at depths of 15 and
30 km (purple and black circles respectively). These bodies have a thickness of 4-10 km and a
density contrast of −430 to −658 kg/m3. (b and c) The fit of the axisymmetric gravity model to
the data when a polynomial corresponding to the signal due to the subducting slab is removed from
the data; the black circles represent a disk at a depth of 30 km, while the purple circles represent
a body at 15 km. t = intrusion thickness, r = intrusion radius and D = emplacement depth of the
intrusion.
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3.3.2 Mechanical Model
Utilizing the finite element method code GTECTON, a number of axisymmetric,
Maxwell viscoelastic models (linear relationship between stress and strain rate) are con-
structed and solved to evaluate the surface deformation induced by the buoyant forces as-
sociated with magma at different levels in the crust and with different intrusion geometries.
These models test the effect of varied depths, intrusion sizes, elastic layer thicknesses, and
model rheologies by reducing the problem to the mechanical equilibrium between the defor-
mation energy of the system and the internal forcing related to magma buoyancy. Axisym-
metric models, are utilized in problems where a 3-D solid of revolution can be generated by
rotating a planar cross section 360◦. Given that end-member models of magmatic bodies
are frequently represented as cylinders or spheres (e.g. Gudmundsson (2006); Aso and Tsai
(2014)), the axisymmetric approximation used here is appropriate for describing the prob-
lem due to the symmetry of these shapes. In addition, the reduction of the 3-D problem
to the equivalent 2-D problem greatly simplifies the computations, which in turn speeds up
the analysis and allows for a thorough and efficient examination of the necessary parameter
space. In the case of solids of revolution about the z axis, r refers to the radial direction
and θ to the tangential direction (see Figure 3.3). Displacements and displacement gradients
are assumed to be 0 in the θ direction, so that strain tensor components rθ = θz = 0.
The constitutive equations for a combination of a compressible elasticity and incompressible
power-law viscosity are

˙rr = 1E
(
σ˙rr − ν(σ˙zz + σ˙θθ)
)
+ (σE/ηeff )
n−1
6ηeff (2σrr − σzz − σθθ)
˙zz = 1E
(
σ˙zz − ν(σ˙rr + σ˙θθ)
)
+ (σE/ηeff )
n−1
6ηeff (2σzz − σrr − σθθ)
˙θθ = 1E
(
σ˙θθ − ν(σ˙rr + σ˙zz)
)
+ (σE/ηeff )
n−1
6ηeff (2σθθ − σrr − σzz)
˙rz = 1+νE σ˙rz +
(σE/ηeff )n−1
2ηeff σrz.

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where ˙ij are components of the strain rate tensor, a dot indicates differentiation with respect
to time, E is Young’s modulus, ν is Poisson’s ratio, σij are components of the Cauchy stress
tensor, ηeff is the effective viscosity, and the effective shear stress σE derives from the second
invariant of the deviatoric stress tensor:
σE =
√
σ2rr + σ2zz + σ2θθ − σrrσzz − σrrσθθ − σzzσθθ
3 + σ
2
rz.
Matrix equations are solved using Portable, Extensible Toolkit for Scientific Computation
(PETSc) implemented in OpenMPI, a suite of data structures and routines for the scalable
solution of partial differential equations (Balay et al., 2002). The new axisymmetric code
was benchmarked extensively, including comparisons to analytical results. Tests used for
benchmarking the code include models of a finite pressurized sphere buried in an elastic half-
space (McTigue, 1987), a thick cylindrical elastic tube under internal pressure (Timoshenko
and Goodier , 1951), and a circular Kirchoff plate bent under an axial load (Brotchie and
Silvester , 1969).
3.3.2.1 Model Geometry
The basic finite element model in this study is defined by a domain that is 400 km
in radius and subdivided vertically into four major layers representing an average Tohoku
lithosphere (Furukawa and Uyeda, 1989; Hasegawa et al., 1993; Zhao et al., 1990). The model
dimensions and boundary conditions as well as the layer properties are fully described in
Figure 3.3 and Table 3.1. Although the refinement of the overall domain may vary among the
different modeled scenarios detailed below, the basic mesh refinement involves subdividing
the main layered domain using the triangle code developed by Shewchuk (1996, 2002) to
implement the Delaunay triangulation scheme (Chew, 1993; Ruppert, 1995). Convergence
testing of various model domains showed that a radius of 400 km and a vertical extent of
100 km creates a large enough domain dimension to prevent edge effects that would distort
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the signal of interest. Additionally, the convergence testing showed that the simulations
were insensitive to further grid refinement. Within the larger domain, radial intrusions
ranging from 30 to 60 km diameter and thicknesses of 0.5-4 km are emplaced at either the
Conrad discontinuity (15 km depth) or the Moho (30 km). These model radii capture the
extreme ranges of underplating bodies in Tohoku (Tamura et al., 2002) and the results of
the preliminary axisymmetric gravity inversion and hence are useful for making inferences
about the deformation due to other intrusion sizes. It should be noted, that the thicknesses
of the disks cannot be well constrained using only gravity data since there is a trade-off
between modeling the density contrast and the disk thicknesses. However, field observations
of unroofed plutons show a range of intrusion sizes that are consistent with the models used
here (e.g. Grocott et al. (2009) and Leuthold et al. (2014)).
Table 3.1: General summary of key model parameters. Layer viscosity for the crème brûlée rheo-
logical models are given in parentheses in fourth column where they differ from the jelly sandwich
value. Viscosities of 1030 Pa s ensure that the layer behaves elastically on the timescale of the sim-
ulation. The density contrasts given here are between the intrusion and the layer in which it is
embedded.
Layer Thickness (km) Density Contrast (kg/m3) Viscosity (Pa s)
Elastic upper crust 0-7 - 1030
Upper crust 15 - 1021
Conrad intrusion 1 −300 1030
Lower crust 15 - 1019
Mantle 70 - 1022 (1019)
Studies have shown that large composite volcanoes in the arc may remain active for
periods as long as 105 to 106 years (Hildreth, 1981; Thouret, 1999; Davidson and De Silva,
2000). Assuming that the magma source i.e., the hot zone, must remain stable at least an
equivalent time period, all numerical models in this study are integrated for 1 Myr. This
time frame also coincides with the minimum stable period of SSCs modeled by Davies et al.
(2016).
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3.3.2.2 Boundary Conditions
The boundary conditions are kept uniform across all the models. At the axis of
symmetry (left side in Figures 3.4–3.9), motion is only allowed in the vertical direction.
Similar boundary conditions are maintained on the outer edge of the model (right). The top
of the model is treated as a free surface, and hence is allowed to deform freely; motion is only
allowed in the horizontal direction along the base of the model (see Figure 3.3). Isostasy is
simulated through the use of Winkler restoring forces at each of the layer interfaces (Desai,
1979; Williams and Richardson, 1991; Wallace and Melosh, 1994; Desai and Kundu, 2001).
3.3.2.3 Material Properties
In these models, constant Maxwell rheology is utilized in each layer since we expect
the buoyancy force associated with the ponded magma to produce an instantaneous elastic
response followed by viscous relaxation. To derive the viscosity assigned to each layer, the
values from the given strength envelopes and common literature values are averaged (Dixon
et al. (2004); Bürgmann and Dresen (2008); Artemieva (2011); Iwasaki et al. (2013)). These
viscosity values range from 1019 to 1021 Pa s. To simulate the elastic property of a layer (e.g.,
the elastic layer or intrusion shown in Figure 3.3), the viscosity is set to an arbitrarily high
value (1030 Pa s) so the layer would not undergo viscous behavior within the time frame of
the model simulation (1 Myr). Setting the viscosity of the intruded body is a more complex
issue. Due to the number of factors that influence the characteristics of the hot zone such as
the magma properties, percentage of melt, and characteristics of the country rock, the actual
viscosity of the bulk of the hot zone is not very well constrained. In the initial tests that
we performed using relatively low viscosities (1017 Pa s), we found that very small time steps
were needed to maintain the model stability due to internal deformation of the intrusion;
here, internal deformation was in the form of slight up-warping near its center. We chose to
use higher viscosities (1030 Pa s) in the full simulations since the change in the shape of the
intrusion was small for these different viscosities but the computation time was drastically
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reduced. In general, on the timescales under investigation (hundreds of kyr), the difference
in shape of the intrusion between the low viscosity and higher viscosity intrusion models is
not large enough to significantly alter the overall results produced in this study.
In all the numerical models presented below, the driving force is the buoyancy force
induced by the density contrast between the intrusion and the layer that it intrudes. For
bodies underplated at the Conrad discontinuity, the density contrast is set to −300 kg/m3
while intrusions underplated at the Moho have a density contrast of −600 kg/m3. This
change in density contrasts was defined to be consistent with the results of the gravity
inversions discussed previously and with hot zone models in which mafic melt originally
emplaced at great depths in the lithosphere gradually differentiates and segregates from
the larger mush ponds (Solano et al., 2012). These differentiated melts ascend through the
crust intermittently (Menand et al., 2015) where they may become stalled for a number of
reasons, such as encountering a stress barrier unfavorable to vertical magma propagation
(Gudmundsson, 2011) or reaching a point of neutral buoyancy. These stalled melts will form
the underplated bodies that drive the surficial deformation. Repetition of this differentiation,
segregation, and emplacement process may eventually result in the emplacement of silicic
magma bodies at relatively shallow levels.
3.3.2.4 Initial Conditions
Stresses are taken to be isotropic initially, so that all deformation results from magma
emplacement since (model) time = 0. Also, the model is initially taken to be in isostatic
equilibrium so that vertical surface displacements are due to the magma emplacement only.
The mechanics of sill emplacement is very complex and not completely understood; however,
we expect this process to produce a quasi-instantaneous elastic deformation on timescales
much shorter than the long-term dynamic topographic response to a low-density hot zone
which is the end goal of this study. As such, we do not explicitly model the deformation
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due to the sill opening in this study but rather focus on the dynamic support and uplift rate
associated with the buoyant intrusions, which will operate on a longer timescale.
3.4 Results
The complexity of lithospheric response necessitates the evaluation of a number of
parameters to properly understand the impacts of hot zone development on the long-term
surficial response. We begin by illustrating the surficial response to the incremental intrusion
of magma at various rates. We then investigate the consequences of varying the depth and
size of the hot zone, as well as the rheological properties of the model domain when the
buoyant forces are due to an accumulated volume of magma. The results of the simulations
are shown as the time history of deformation at the center of the intrusion and the vertical
displacement of the surface as a function of distance after 1 Myr.
3.4.1 Incremental Intrusion
The development of crustal and subcrustal magma bodies may occur through an
incremental process in which large magma chambers are built up by several sills (Solano
et al., 2012; Menand et al., 2015). For a viscoelastic numerical model, like the ones used here,
the history of magma emplacement may play a significant role in the overall deformation
pattern. On short timescales, a viscoelastic material behaves like an elastic body, but if
intrusion occurs over a time period comparable to the relaxation time, the body will begin
to relax the stresses induced by buoyancy forces and induce creep in the surrounding rocks.
The final topography will reflect the interplay between the buoyancy forces, the dynamic
topography induced by the flow (decreasing with time), the viscous resistance, and the
effective elastic strength of the lithosphere which attempts to hold the body in place. It
therefore follows that if the intrusion is instantaneous, the lithosphere will be affected by
an instantaneous elastic response followed by an exponential decay of the stresses in the
region surrounding the intrusion. On the other hand, an incrementally emplaced intrusion
will cause the crust to be constantly loaded while it relaxes the stresses accumulated by the
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previous history of emplacement. The final deformation varies as a function of the rate of
intrusion, the duration of the magma emplacement history, and their relationship with the
relaxation time. Given the linear nature of the system analyzed in this study, the influence
of the continuous load and relaxation can be modeled through a convolution of the history
of magma emplacement and the history of the deformation due to the intrusion of a unit
body (Fung and Tong, 2001).
Figure 3.5 shows the history of the vertical displacement of the point at the center of
the magma emplacement for three different intrusion rates: an instantaneous intrusion, an
intrusion in which the body increases linearly for the first 500 kyr and one where intrusion
occurs for the entire model run (1Myr). Given that the bulk relaxation of the system is
shorter than 0.5 Myr in these models (as indicated by the time necessary to reach steady
state in the rheological model comparisons (subsection 3.4.4 discussed below), the total
vertical displacement of the first two cases is not significantly different after 1 Myr. The
significant variations in these models are seen in the history of deformation. For the first
case (Figure 3.5a), the vertical displacement quickly increases in the years after the magma
emplacement and the vertical rate decreases exponentially. In the second case, the topogra-
phy increases in a much smoother way (almost linearly) until the end of the intrusion time.
This suggests that there is a substantial equilibrium between loading and relaxation. The
system then recovers the remaining deformation with an exponential decrease of the vertical
velocity after the intrusion stops. In the last scenario, the system does not have time to
relax indicating a larger apparent elastic strength. The result is a final topography that is
smaller than in the previous two scenarios.
3.4.2 Effect of Intrusion Size
The deformation of the top surface of the model resulting from tests in which the
intrusion sizes are varied is illustrated in Figure 3.6. The peak vertical displacement occurs
on the axis of symmetry, just above the center of the intrusion. The elevated topography is
bounded by a shallow peripheral trough defined by elevations below the original undeformed
70
Figure 3.5: Summary plots of the surficial response due to an incremental intrusion. (a) History
of the surface vertical displacement due to the instantaneous intrusion of a magmatic body with
radius 30 km and a thickness of 1 km at the Conrad discontinuity (same as the solid black curve
in Figure3.6). In the main plot, the history of vertical displacement of a point above the center of
the intrusion is shown while the inset figure shows the deformation history from the beginning of
intrusion to 1Myr (heavy black curve); the deformation curves are plotted every 10 kyr). (b) The
main plot shows the history of the surface vertical displacement when the body shown in Figure 3.5a
is intruded gradually during a 500 kyr period; following the end of intrusion, deformation continues
linearly for a short period then proceeds asymptotically to roughly the same value as in Figure 3.5a.
The inset shows the deformation of the top surface at various time intervals. (c) In this plot, the
magmatic body in Figure 3.5a is intruded continuously over the course of the model run (1Myr).
The vertical deformation increases linearly with time but does not reach the same peak amplitude
as in plot Figure 3.5a Figure 3.5b.
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topographic surface (e.g., black horizontal line in Figure 3.6). The peripheral basin is located
approximately 50 to 70 km away from the center of the model. This deformation pattern
closely mirrors the topographic highs and surrounding trough seen in volcanic areas such
as Tohoku or Uturuncu Volcano, Bolivia (Sparks et al., 2008). In Figure 3.6, the surface
topography at the center of the intrusion increases rapidly after the instantaneous intrusion,
tending asymptotically to a value significantly lower than that expected by isostatic equilib-
rium, which was calculated to be ∼ 270m (Watts, 2001) for the density distribution used in
these models (see Table 3.1).
Figure 3.6: Model results for a variety of intrusion geometries. (a) Each curve represents the
vertical deformation of the surface layer due to 30 km, and 15 km radial bodies emplaced at the
Conrad discontinuity 1 Myr after start of the model run. The maximum displacement of about
325m with a wavelength of about 50 km (solid black curve) is seen in the 30 km radius body (3 km
thick), while the smallest displacement (∼ 25m) is seen in the intrusion having a radius of 15 km
and a thickness of 0.5 km. (b) The deformation history of the point at the surface directly above the
intrusion is shown. For all the geometries tested, the initial deformation of this point occurs rapidly
within the first 100,000 years then proceeds at a more gradual pace for the remainder of the model
run. The wavelength of the deformation remains relatively constant among the three geometries
shown here, but the peripheral basin tends to be underdeveloped in the smaller geometries. Bold
numbers on the top of Figure 3.6b are the minimum Maxwell time for the model. t = intrusion
thickness and r = intrusion radius.
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3.4.3 Effect of Elastic Layer Thickness
The elastic thickness of the lithosphere has been defined in a number of different
ways by various researchers. Primarily, estimates of the elastic thickness are based on the
thickness of the seismogenic zones as a proxy [e.g., Maggi et al. (2000)], gravity and to-
pography/bathymetry admittances (Kruse et al., 1997; Watts, 2001; Audet and Bürgmann,
2011), studies of material properties such as Young’s modulus and Poisson’s ratio (Burov and
Diament, 1995), or elastic thickness/stresses modeling (Tesauro et al., 2013). Additionally,
potential field data can be used to estimate the thickness of the elastic layer (Flück et al.,
2003; Burov and Watts, 2006; Tiwari et al., 2006; Jellinek et al., 2008; Pilkington and Saltus,
2009). For the most part, these different methods give fairly consistent values for the elastic
layer thickness estimates; the values range from 5 to 190 km with thickness of 5–20 km being
common in young orogens and thickness > 60 km most common in old cratons. For instance,
Kruse et al. (1997) found elastic thicknesses of 1–4 km for the youngest seamounts of the
Easter Seamount Chain and a maximum of 11 km in the older seafloor on the eastern end
of the chain. In this study, elastic layer thicknesses of 0, 1, 3, 5, and 7 km were tested to
explore the effects that this parameter has on the deformation. While these values run on
the low side, they are appropriate for active volcanic regions where the increased heat flux is
expected to reduce the strength of the crust. Based on the thickness of the seismogenic zone
beneath the TVA an elastic layer thickness of 7 km would be most valid (Hasegawa et al.,
1993).
The resulting deformation after 1 Myr due to a 30 km radius intrusion (Figure 3.7)
shows that the thickness of the elastic crust may exert a stronger control over the wavelength
and amplitude of the displacement than does the radius of the intrusion. In models where no
elastic thickness was assigned (the triangle marked curve in Figure 3.7), the wavelength of the
anomaly is relatively short, mimicking the dimension and shape of the magmatic intrusion.
The wavelength of the displacement increases as the thickness of the elastic layer increases.
The slope of the topography decreases significantly and the depocenter of the peripheral
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basin moves farther away from the center of the intrusion and shallows significantly. A
corresponding decrease in the maximum amplitude of the vertical displacement accompanies
this increase in wavelength. The maximum amplitude in the model with no elastic thickness
is ∼ 140m while a 7 km elastic layer model has a peak amplitude of ∼ 85m.
Figure 3.7: Model results for different elastic layer thicknesses. (a) Vertical displacement driven
by a 30 km radius intrusion in a viscoelastic Maxwell model with elastic layer thicknesses of 0 km
(triangles curve), 1 km (large dashed line), 3 km (solid curve), 5 km (dash-dotted curve), and 7 km
(short dashed curve) after 1 Myr. The maximum displacement among these models is about 120m
seen in a model with elastic layer thickness of 3 km. This displacement has a peak amplitude that
is ∼ 25m greater and a wavelength approximately 3 times larger than the corresponding values in
the model with no elastic layer. (b) The deformation history is similar for each of these models
except when the upper crust has no elastic layer; for this model, the peak topography begins to
subside about 600 kyr after the intrusion is emplaced. Bold numbers on the top of Figure 3.7b are
the minimum Maxwell time for the model.
As a consequence of the viscoelastic behavior of the chosen rheology, even in the
absence of a purely elastic layer, the system does not reach full isostatic equilibrium (∼ 270m
of uplift). While all the models with an elastic layer reach and maintain a peak topographic
high after a few Maxwell relaxation intervals, the model with no elastic layer tends to slowly
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subside once its maximum level has been reached due to lateral viscous flow of the upper
crust (Figure 3.7b triangles).
3.4.4 Rheology: Crème Brûlée Versus Jelly Sandwich Rheology
Two opposing models of crustal rheology have been proposed by Chen and Molnar
(1983) and Jackson (2002). The main feature of the jelly sandwich model (Chen and Molnar ,
1983) is a weak lower crust sandwiched between a mechanically strong upper crust and
upper mantle. This model is appropriate in settings where the crust is overthickened such
as in the Andes or Tibet (Meissner and Mooney, 1998; Beck and Zandt, 2002; Zandt et al.,
2004); overthickening may result in partial melting of the lower crust as radioactive elements
become concentrated and eventually decay giving off thermal energy. In Jackson’s crème
brûlée model, the strong upper crust sits atop a mechanically weak lower crust and upper
mantle. The weakness of these layers is thought to be a consequence of the high mantle
temperatures and the addition of water into the system.
To model the crème brûlée rheology, the mantle viscosity is dropped to 1019 Pa s while
all other layer viscosities are kept the same as in the jelly sandwich model (see Table 3.1).
Figure 3.8 allows for a direct comparison of the deformation associated with a 15 km radial
intrusion emplaced at 15 km depth in a Crème Brûlée (solid curve) rheological model to the
deformation generated by an intrusion of the same dimensions (dashed curve) in the Jelly
Sandwich model. A comparison of these two model outputs shows that while the overall
value of the displacement does not vary dramatically, the time history of the deformation
is vastly different. In Figure 3.8 (inset), the maximum displacement is reached within less
than 100,000 years of emplacement for the crème brûlée model; this level is not reached in
the jelly sandwich model until the end of the model run (1Ma). Additionally, the surface
begins subsiding soon after the peak deformation is reached in the weak mantle model while
uplift continues in the jelly sandwich model to the end of the run. The rapid deformation
in the crème brûlée model is likely due to the low mantle viscosity, which allows material to
flow easier under the influence of the applied buoyancy forces (see supporting information
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Figure S1). The model quickly reaches its new equilibrium state following the intrusion and
any further deformation proceeds slowly. The higher mantle viscosity in the jelly sandwich
model significantly hinders the flow of material from the upper mantle which results in slower
model equilibration.
Figure 3.8: [Comparison of crème brûlée and jelly sandwich rheological models. Vertical displace-
ment due to a 15 km radius body emplaced at 15 km depth in a crème brûlée rheological model
(solid curve) and a body of the same size emplaced in a jelly sandwich model (dashed curve).
The vertical deformation in these two models show similar peak amplitude but the history of said
deformation varies significantly. The maximum deformation occurs well within the first 50 kyr
after intrusion emplacement and then proceeds asymptotically for nearly the full model run before
beginning to subside in the crème brûlée rheological model; in the jelly sandwich model, the uplift
occurs at a slower pace and there is no subsidence.
3.4.5 Varying the Depth of the Intrusion
Studies by Hasegawa et al. (1993) have found large regions of low velocity at various
depths in the crust. These zones tend to occur prominently beneath the active volcanic
vents, reaching depths as shallow as 7 km beneath the surface in some localities. In this set
of experiments, the magmatic intrusions were emplaced at depths of 15 and 30 km beneath
the surface to investigate the impact that emplacement depth has on the surface displace-
ment. Figure 3.9 shows our estimates of surface displacement 1 Myr after intrusion for
bodies emplaced at the Conrad or the Moho. The maximum vertical displacement for the
bodies underplated at the Moho is approximately 35 and 10m for the 30 and 15 km radius
intrusions, respectively. These values are smaller than the peak amplitudes of 125 and 45m
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reached in the models with intrusions of the same size emplaced at the Conrad discontinuity.
Accompanying this decrease in amplitude is an increase in the wavelength of the vertical
displacement; in the Moho underplating models, the wavelength is about 100 km which is
about 2 times that generated by the shallower intrusion.
Figure 3.9: Model results for intrusions emplaced at different depths. Vertical displacement plots
for (top) intrusions 30 and 15 km in radius emplaced at the Conrad (15 km depth) or the Moho (30
km) 1 Myr after emplacement (bottom) and deformation history for the point above the center of
the intrusion. Here the 15 and 30 km radial intrusions emplaced at the Conrad are represented by
the solid and large dashed curves respectively; these models produce a larger-amplitude, shorter-
wavelength deformation almost instantaneously that quickly levels off. On the other hand, models
in which the intrusions are emplaced at the Moho produce a smaller-amplitude, longer-wavelength
displacement. Deformation proceeds slowly with both sizes of intrusion tested and does not appear
to have reached its peak value even after 1 Myr. Bold numbers on the top of Figure 3.9 (bottom)
are the minimum Maxwell times for the model; in most model scenarios, deformation increases
exponentially for several thousand relaxation cycles before reaching an asymptotic level.
These deep emplacement models also differ significantly in the deformation history
from the shallow emplacement models. In the Conrad discontinuity intrusion models, the
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initial deformation attained its asymptotic value relatively quickly, reaching a peak value
within the first few hundred thousand years. In the Moho underplating models, the vertical
deformation increases much slower with a very small decrease in the vertical velocity. From
Figure 3.9, it appears that the vertical displacement never reaches its asymptotic value even
after 1 Myr; this is an indicator that the bulk relaxation time of the system is much longer for
this model setup. This is comparable to the deformation results obtained when the intrusive
bodies are emplaced at the Conrad discontinuity in a “jelly sandwich” model (Figure 3.8);
in these models, deformation was primarily accommodated by flow within the low viscosity
lower crust (short relaxation time). Underplating at the Moho forces a deflection of the
discontinuity that must be accommodated by flow within the mantle which has a higher
viscosity and hence a longer relaxation time. The cross sections in supporting information
Figure S1 show the flow vectors for the crème brûlée and jelly sandwich models for intrusions
emplaced at depths of 15 and 30 km.
3.5 Discussion
Numerical modeling indicates that the gravity anomalies and deformation patterns
observed in the TVA are associated with processes operating in the crust, possibly to depths
as great as the Moho, rather than in the asthenosphere. Although the magma source region
may be dictated by the occurrence of hot fingers in the asthenosphere, the magnitude and
wavelength of the uplift and gravity anomalies are inconsistent with mantle depths. Instead,
the results of axisymmetric gravity inversion indicate that density anomalies occur in the
crust or at the Moho (yielding a large required density contrast). These depths are consistent
with geodynamic model results, which show that dynamic topography can be supported
by intrusions in the crust. These results are consistent with the development of a hot
zone beneath the Sengan cluster. Conversely, these features cannot directly result from the
presence of hot fingers.
The underplating of buoyant material at a layer boundary will exert an upward force
on the overlying layers which will result in surface deformation. There are a number of
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physical conditions that dictate the manner in which deformation proceeds. For instance,
our investigation of the effect of intrusion size shows that the exponential increase in elevation
with time since intrusion is mainly controlled by the viscoelastic response of the lithosphere
while the departure of the model topography from isostatic equilibrium is likely a consequence
of the strength of the lithosphere (particularly the elastic portion) restricting the deformation
of the magmatic body. In a purely viscous regime, the magmatic body is expected to rise to
its isostatic position. In addition to controlling the total uplift, the strength of the lithosphere
is also responsible for the shape of the peripheral basin surrounding the topographic high.
While the peak deformation amplitude appears to scale linearly with the dimensions of the
intrusion, the wavelength of deformation remains relatively constant. Further parameter
testing showed that the wavelength of deformation was strongly influenced by the thickness
of the elastic layer, while the flexural rigidity of the model may play a role in limiting the
maximum height of the dynamic topography.
Another important factor influencing the time needed to reach the steady state to-
pography is the bulk relaxation time of the system. This was illustrated in several sections;
in the first instance, by lowering the viscosity of the mantle in the crème brûlée model, the
viscosity and hence the relaxation time of the system is reduced. When a magmatic body is
placed in the jelly sandwich rheological regime at the Conrad discontinuity, the deformation
is mainly accommodated through flow within the lower crust. The flow within the mantle
is negligible, hence the deformation at the Moho is not significant. On the other hand, the
deformation in the presence of a weak mantle is accommodated by flow both in the lower
crust and the mantle accompanied by possibly deflection of the Moho discontinuity. En-
hanced mantle flow in the crème brûlée model occurs within 100 km of the intrusion center.
In the second instance, emplacement of a magmatic body at the Moho in the Jelly Sandwich
model leads to the conclusion that the observed bulk relaxation time of the “jelly sandwich”
system is mainly controlled by the lower crust viscosity when underplating occurs at the
Conrad discontinuity and by the mantle when the underplating is happening at the Moho.
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This results in a longer relaxation time of the system when the mantle viscosity is high.
Finally, in the incremental intrusion section, we have shown that the deformation pattern of
the system changes in response to the time history of intrusion. When the intrusion is mod-
eled as instantaneous, the system has time to recover to its equilibrium state. In contrast,
continuous intrusion prevents the system from relaxing, and deformation increases for the
entire time span of the simulation.
3.6 Conclusions
Given the strong correlation between topography, volcano clusters, and geophysical
anomalies (gravity anomalies or seismic velocities) in the TVA, a full understanding of the
long-term evolution of this volcanic system requires an integrated evaluation of these phe-
nomena. The models presented above do just that; the results of our models indicate that
development of hot zones in the crust, perhaps as deep as the Moho discontinuity, could
generate dynamic support that potentially affects local uplift and denudation rates. The de-
formation wavelengths show that enough support could be generated by these bodies to uplift
regions within a radius of 50 km or greater from the center of the intrusion. The observed
surface deformation represents a balance between the lithospheric rheology, the intrusion
geometry, and the thickness of the elastic layer. Our results also confirm the observations of
Tamura et al. (2001) suggesting that current seismic velocity and gravity anomalies local-
ized in the “hot fingers” play an important role in understanding the future evolution of the
regional uplift and denudation rates. Rates of modeled and observed surficial uplifts are in
good agreement. For example, Litchfield et al. (2009) show 40–100m of uplift beneath the
volcanic centers during the last 100 kyr. This uplift rate falls in the range of uplift rates pro-
duced by our models of intrusions emplaced at 15 km depth (Conrad); these intrusions were
modeled as 1 km thick circular disc of radius 15 to 30 km. Modeled intrusions with thick-
nesses greater than 1 km produced uplifts that are close to those measured by Tamura et al.
(2002) (about 500m) and may reflect crustal response to a longer time cale of magmatic
intrusions (see Figure 3.6). Our modeling results therefore show that the surficial uplifts
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within the TVA are best modeled by midcrustal intrusions rather than bodies situated at
the Moho.
The close match of the modeled uplift rates with the observations are further sup-
ported by gravity data inversions. Using an axisymmetric model of a finite disk to invert the
data, shows that at least for the Sengan volcano cluster, local gravity lows are best modeled
by ∼ 30 km-radius bodies underplated at depths of 15 to 30 km with density constrasts of
−430 to −658 kg/m3. The tight clustering of volcanic vents within the Sengan volcano clus-
ter as opposed to the more dispersed distribution of vents elsewhere in the TVA suggests
that this cluster is well developed. Therefore, when coupled with the high-silica eruptive
products at the center of the cluster (Ueki and Iwamori, 2007) and the results of our gravity
model, the Sengan cluster is consistent with a hot zone (Tamura et al., 2002; Annen et al.,
2006).
Our results suggest that the topography and gravity anomaly observed above the
“hot finger” in the Sengan volcano cluster are mainly related to magma intrusion at middle
to lower crustal levels, instead of within the asthenospheric wedge as suggested by Tamura
et al. (2001). If magmatism, underplating, and dynamic topography are strongly coupled
with the long-lived mantle instability that gives rise to the asthenospheric hot fingers, the
current observations should be stable for time frames of 1 Myr or more. In general, in the
absence of particularly “fast” phenomena, such as slab retreat or slab tear, the timescale
to change the dynamics of the mantle is on the order of several million years (Honda and
Saito, 2003; Honda et al., 2010; Davies et al., 2016). Therefore, based on their numerical
simulations (Honda and Saito, 2003; Honda et al., 2010; Davies et al., 2016), we expect the
“hot finger” suggested by Tamura et al. (2001) to be a stable feature at least on the timescale
of 1Myr.
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4. Review of Geophysical Data Collected in the Caribbean with an Emphasis
on Dominica
4.1 Overview of Lesser Antilles Tectonics and Geophysics
The migration of magma within the subsurface frequently produces signals that are
measurable with seismometers, Global Positioning Systems (GPS), Interferometric Synthetic
Aperture Radar (InSAR), other geodetic tools and potential field methods. While this
magma may never erupt, increased proximity of this molten material to the surface may
equate to an increased probability of a new eruption occurring. The numerous seismic
swarms recorded on Dominica over the last few decades have been concluded to be volcanic
in origin by some researchers Lindsay et al. (e.g., 2003). Whether this activity represents
actual magma migration or regular tectonic displacements on active faults, these events
could indicate potential pathways/structures that may influence magma output during future
volcanic events (Connor et al., 1992; Feuillet et al., 2002, 2010) and as such, should be
incorporated into any short-term volcanic hazard assessment. In this chapter, an overview
of geophysical data collected in the Caribbean and Dominica is given. This includes a brief
characterization of gravity data collected in the Caribbean followed by a more in-depth
characterization of the seismic events beneath Dominica recorded by the University of the
West Indies (UWI) Seismic Research Centre (SRC). These data were used in weighted spatial
intensity maps discussed in Chapter 5. Appendix C contains a description of attempts to
characterize any ground deformation that may have occurred on Dominica between 2007 and
2011 using ALOS L-Band images.
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4.1.1 Tectonic Setting and Gravity Anomalies
The Lesser Antilles Volcanic Arc (LAVA) was initiated in the Early Cretaceous as
a component of the wider Mesozoic Caribbean Arc by convergence of the North and South
American Plates with the Caribbean Plate (Bouysse and Westercamp, 1990). During this
time period, there have been several hiatuses in volcanic activity hypothesized to be caused
by subduction of buoyant ridges (Bouysse and Westercamp, 1990) such as the ones that
produce the gravity highs highlighted by the purple ellipses on free air gravity anomaly map
in Figure 4.1. North of the island of Martinique, the arc is split into two chains, the Volcanic
Caribbees and the Limestone Caribbees that show distinct differences in ages based on K–
Ar analysis (Briden et al., 1979). The split in the arc occurred after a hiatus in volcanic
activity in the north of the LAVA that ended about 10Myr; the split in the chain is thought
to result from a change in the subduction angle and depth to the Benioff Zone north and
south of Martinique. To the south of Martinique, the plate subducts at an angle of 45–50◦
near Martinique changing to nearly vertical south of Grenada (Lindsay et al., 2005). In this
portion of the arc, the trend of the chain continues as it did prior to the hiatus. On the
other hand, north of Martinique, the plate subducts at an angle of 50-60◦ and the Benioff
zone lies 160–180 km beneath the active volcanic isles. This increase in depth to the Benioff
zone in the north is thought to be the cause of the westward migration of the LAVA in this
portion of the arc and may also mark the location of the boundary between the North and
South American Plates (Wadge and Shepherd, 1984).
As has been seen in other subduction zones, the LAVA is marked by a number of note-
worthy gravity anomalies. Near the trench, there is a prominent negative free air anomaly
that extends from Puerto Rico in the north to Trinidad in the south. A smaller negative
anomaly also occurs north of the ABC islands (these islands are located off the northern
coast of South America and are indicated on the map in Figure 4.1). The islands within the
Caribbean region and the submarine ridges are marked by positive free air gravity anomalies
(Figure 4.1) and relative gravity lows on the Bouguer anomaly map of the Central Lesser
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Antilles islands (Figure 4.2). The diffuse gravity highs east of the trench near 14◦N (Wadge
and Shepherd, 1984) or 20◦N (Argus et al., 2011) may mark the location of the North/South
American plate boundaries interface. Global seismic tomography data also shows a negative
seismic velocity anomaly between 13 and 15◦N which Benthem et al. (2013) believe may
indicate the location of the North America/South America plates interface.
Figure 4.1: Simplified tectonic map of the Caribbean showing the prominent free air gravity
anomalies derived from satellite altimetry data (Sandwell and Smith, 2009; Sandwell et al., 2013,
2014). The most prominent features on this map are the pronounced gravity lows associated with
the trench particularly north of Puerto Rico which is the deepest part of the trench system in the
Caribbean. Free Air anomaly highs are associated with the islands and submarine trenches such
as the ones highlighted by the purple ellipses. The dashed box marks the location of the central
islands of the LAVA for which a map of the Bouguer anomalies is provided in Figure 4.2. Also
shown on this map is the location of the Aves ridge (grey box), a site of early Caribbean volcanism;
the Grenada Basin, a back arc basin formed during the latest phase of Caribbean volcanism, sits
between the Aves Ridge and the LAVA. Location of plate boundaries are based on NNR-Morvel56
model (Argus et al., 2011).
Relative gravity lows associated with each of the islands are most prominent beneath
volcanic centers and may be related to magmatic hot fingers located in the asthenospheric
wedge beneath these islands as has been noted in the Tohoku Volcano Arc (Tamura, 2002).
Asthenospheric hot fingers are thought to arise from the ascending flow of hot mantle material
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associated with the release of fluids from the down-going slab (Wang and Zhao, 2005).
These gravity lows are spaced between 10 km (on Dominica) and 80 km apart (Bouysse and
Westercamp, 1990) and may represent the magma source region for these volcanic centers
generated by mantle hot fingers.
The gravity maps shown here were made using retracked satellite altimetry data
(Sandwell and Smith, 2009; Sandwell et al., 2013, 2014) acquired from the CryoSat-2, En-
visat, and Jason-1 satellite missions over the oceans. The radar altimetry data is converted
to short wavelength gravity data with a resolution of ∼ 14 km over marine environments; at
the shoreline, these marine gravity anomaly data are merged seamlessly with the terrestrial
gravity contained within the EGM2008 dataset (Pavlis et al., 2012). The EGM2008 dataset
has a spatial resolution of 5-arc minutes which is roughly equivalent to 10 km.
Figure 4.2: Bouguer anomaly map of region in dashed box in Figure 4.1. This map was made
by correcting the data with a density of 2670 km/m3. Relative gravity lows are associated with
each of the islands and most prominent beneath volcanic centers. Red dots show the location of
the gravity data points.
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In general, the gravity data presented here have an accuracy of ± 5 mGal over the
oceans when compared to similar ship-based measurements. On land, the error between
EGM2008 and other gravity estimations (e.g., GPS) is about ± 5 to± 10 cm of geoid undula-
tions in regions of high-resolution data such as the U.S.A (Pavlis et al., 2012). It is important
to note, however, that the overall pattern of gravity anomalies is the same for both “ground”
and satellite-based methods and the use of altimetry data allows for high-resolution gravity
studies where the anomalies of interest are prominent. In some cases, the altimetry data is
sampled at a higher resolution than the available “ground-based” data (e.g., compare the
anomaly maps of the Caribbean generated by Bowin (1976)) or other more commonly used
satellite methods such as GRACE (∼ 200 km). These data could therefore be useful for an
investigation of the magma source region beneath the islands of the LAVA provided that
they are relatively large features capable of producing long wavelength anomalies. Shallower
or smaller magmatic features would require the collection of much higher resolution data.
4.1.2 Seismicity
In the Eastern Caribbean (English speaking islands), seismicity is monitored by the
SRC. Due perhaps to low rates of plate convergence (∼ 2 cm/a as reported by DeMets et al.
(2010)), the Caribbean (and Dominica) is marked by low rates of seismicity. Seismicity in
the Eastern Caribbean tends to occur along 2 prominent sets of faults; arc-perpendicular
grabens and half grabens in the forearc region and along a system of right-stepping en echelon
normal faults in the inner-arc which are thought to accommodate slip portioning due to the
obliquity of convergence between the plates (Feuillet et al., 2002, 2012). Offshore the islands
of Guadeloupe and Montserrat, the arc-perpendicular graben faults propagate westward and
terminate in the the right-stepping en echelon faults that appear to control recent volcanism
on these islands (Feuillet et al., 2002, 2010). A map of event locations in the Caribbean
between 1990 and 2011, shows that these events tend to be mostly confined to the upper
100 km along the plate interface (see Figure 4.3) and are of relatively low magnitude.
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Figure 4.3: Simplified tectonic map of the Caribbean showing the pattern of seismicity between
1990 and 2011. The majority of located events occur at depths of 100 km or less near the plate
interface. Earthquake symbols are colored by depth and scaled by magnitude (the diameter of
each circle is 0.02 inches×earthquake magnitude); it’s noteworthy that most events on this map
tend to have approximately the same magnitude. The location of Dominica is highlighted by the
grey oval. Convergence is mostly orthogonal at the latitude of Dominica. Also shown on this map
are the locations of the Aves ridge (stipple pattern) and the Grenada Basin (GB). The location of
the Tectonic Plates are based on Argus et al. (2011). Seismic data downloaded from International
Seismological Centre (2013).
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A study of offshore seismic data by Ruiz et al. (2013) confirmed that seismic activity
is more prominent close to the arc hence location of offshore seismicity are not very hindered
by land sparsity. A detailed evaluation of the seismicity of Dominica is provided in the next
section. This analysis was based on both a catalog of events located by the University of the
West Indies (UWI) Seismic Research Centre (SRC) and on a partial catalog of triggered seis-
mic waveforms acquired from the same. These events all occurred beneath or near Dominica
between 1997 and 2013.
4.2 Seismic Assessment of Events Occurring Beneath Dominica
Focusing in on just the seismicity of Dominica reveals that several seismic swarms (a
large number of events occurring within a short time span and area) have occurred there over
the last several decades. For the most part, these swarms were located at relatively shallow
depths and in close proximity to volcanic centers which are considered potentially active.
Researchers have found that the island is riddled with faults with two main orientations;
on the west coast, faults are dominantly oriented N-NW while along the south and south
east coast of the island, faults tend to trend E-NE and are perpendicular to the length of
the island (Smith et al., 2013). Onshore exploration of these faults has been limited due
to the dense vegetation on the island. Many secondary fault directions are also prevalent
on the island: in the south central, these faults are dominantly WNW, in the north central
they are oriented NE and are roughly E-W along the north coast and in the southeast (see
Figure 4.4). Recent normal faulting is indicated by the presence of hanging walls cutting the
distal flanks of Morne Aux Diables in the north.
Prior to 1980, seismic monitoring was done in a campaign style; since then, the island
has been monitored by at least two permanent short period seismic stations. The catalog of
seismic events shows that in addition to various earthquakes scattered throughout the island,
there are frequently recurring swarms of seismic events recorded in the south and north of
the island and a roughly linear feature that occurs off the west central coast of the island
(see Figure 4.5).
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Figure 4.4: Map of potential tectonic lineaments (after Smith et al. (2013)) and continuous GPS
(cGPS) stations (green squares). This map shows the most prominent fault directions and other
smaller tectonic lineaments on Dominica. All cGPS stations are maintained by SRC with the
exception of CN48 which is a newly installed COCONet station with collocated meteorological
instrumentation. Red stars and blue triangle indicate the location of some towns and volcanoes
respectively.
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The pattern of seismicity recorded here, may be strongly influenced by the network
distribution. Early in the monitoring history, stations were predominantly located in the
southern portion of the island as indicated on both the plot in Figure 4.6 showing the
distribution of seismic stations on the island with time and on the corresponding station
map in Figure 4.7. The network is mostly comprised of single component vertical short
period seismometers with three new 3-component broadband stations added between 2000
and 2015.
Figure 4.5: Plot of seismicity occurring beneath the island between 1997 and 2014. A) Change in
event latitude as a function of time for events in the upper 50 km of the lithosphere; events tend to
occur in short-lived swarms either on the north or south ends of the island or off the west central
coast of the island (purple ellipses in B). B) Map view of all located events occurring beneath
Dominica between 1997 and 2012. This data set is dominated by shallow events in the upper 10 km
though a few deep (slab events) occurred during this period. C) Latitude versus depth plot of
events shows a deepening trend to the north. This may be due to events occurring at relatively
shallow depths beneath volcanoes in the south as opposed to occurring along north dipping faults
off the north coast of the island. D) Depth versus time plot for events in the upper 50 km of the
lithosphere. There are no distinctive migration patterns observable from this plot.
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Figure 4.6: Changes in station coverage on Dominica between 1980 and 2015. The first set of stations on the island was BBL and MDN
both located on the west of the island. The number of stations has increased since then with more stations being in the north over time.
Seismic coverage on the east coast remains somewhat sparse (see Figure 4.7).
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Figure 4.7: Location map of seismic stations on Dominica between 1980 and present. As indicated
in Figure 4.6 above, the number and locations of the stations have changed over time with an
increasing number of stations being added to the north of the island in recent years in response to
various seismic crises.
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When the shallow seismic events (depths less than 50 km) shown in Figure 4.5 are
overlain on a Bouguer gravity anomaly map for Dominica, there appears to be a strong
correlation between the locations of seismic events and relative negative Bouguer anomalies
(Figure 4.8). This correlation is particularly strong for the southern seismic swarms near
Morne Plat Pays and those events located between Morne aux Diables and Morne Diablotins.
Figure 4.8: Map of Bouguer gravity anomalies for Dominica overlain by seismic events. There
appears to be good correlation between the locations of strong relative Bouguer gravity lows and
prominent clusters of seismicity at depths of 50 km or less. This relationship is strongest near the
volcanic centers in both the north and south of the island.
4.2.1 b-value Analysis
A common tool for assessing the nature of seismicity is the b-value analysis (Wiemer
and McNutt, 1997; Power et al., 1998; Latchman et al., 2008). Frequency-magnitude dis-
tribution or b-value studies have been conducted in a variety of tectonic settings, yielding
varied results which have been shown to be related to variations in the effective stress, pore
pressure, material heterogeneity and thermal gradient, example (Mogi, 1962; Scholz , 1968;
Warren and Latham, 1970). The calculations as based on the relation established by Richter
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(1958) between the frequency of occurrence of earthquakes of a certain magnitude:
log10N = a− bM (4.1)
Where N is the number of events, a and b are constants and M is the instrumental
magnitude. When the cumulative number of events is plotted against the magnitude on a log-
linear scale, the slope is equal to the b-value which is on average about 1 globally (Kanamori
and Anderson, 1975). In volcanic regions, however, numerous studies have shown b-values
to be much higher. This can be attributed to all of the factors mentioned above since
volcanoes are composed of alternating layers of tephra and ash so are fairly heterogeneous,
tend to have high thermal gradients and ascending magma with its escaping gases result in
significant changes in pore pressure and by extension the effective stress. These all result
in an increase in the number of small earthquakes and hence an increase in b-value (Mogi,
1962; Scholz , 1968; Warren and Latham, 1970).
The plot of cumulative seismicity (Figure 4.9) shows an apparent change in seismicity
rates near or beneath Dominica with time. This may be an artifact of changes in network
coverage, may reflect an actual changes in activity rates or a combination of these two factors.
For instance, peaks in activity in 2003 and 2004 are both accompanied by changes in rates
of seismicity. Four periods of activity are highlighted in Figure 4.9 which broadly reflect
the changes in rates of activity in the north when the data is divided into a northern and
southern portion at 15.4◦N. This latitude was chosen due to the relative gap in seismicity
near this region. The southern portion of the dataset is more finely divided because there
are more breaks in slope on the plot of its cumulative event count. During the period under
investigation (1997 to 2013), rates of activity are generally higher in the north (an average
of 4 events/month) than in the south (an average of 2 events/month) (see Figure 4.10).
Using the breaks in slope defined by Figure 4.10, a b-value analysis was conducted for
the various periods highlighted. This was facilitated by reading in the SRC seismic catalog for
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Figure 4.9: Monthly and cumulative count of seismic events beneath Dominica between 1997 and
2013. The data can be divided in 4 periods based on changes in slope on this plot. These periods are
broadly reflective of activity in the northern portion of the island. The tall bars on the underlying
histogram shown on this plot are related to a swarm in 2003 and a main shock/aftershock sequence
associated with a magnitude 6.3 event off the north coast of the island.
Figure 4.10: Plot of the cumulative earthquake energy with time broken into a northern (black
line) and southern trend (blue). From this plot, it can be seen that the earthquake trends have been
largely dominated by northern events since about 2003. Energy conversion is carried out using the
formula: energy = power(10, (1.5 * mag + 4.7)) after Hanks and Kanamori (1979).
105
Dominica using the catalog toolbox for Matlab developed by Thompson (2016). The results
of this study are shown in Tables 4.1 and 4.2. Here, only events with magnitudes above the
magnitude of completeness (Mc) are considered; the magnitude of completeness refers to the
minimum earthquake magnitude that can be reliably located by a particular seismic network
and is indicated by the point of maximum curvature in Figures 4.12 and 4.11. In most
cases, the b-value was estimated using the best combination between a maximum curvature
estimation and the 90% and 95% probabilities of the maximum curvature except where
indicated in the table. If a period initially included deep events (events at depths greater
than 50 km), the analysis was repeated excluding those events. This generally resulted in
both a significant decrease in the cumulative magnitude and energy because the deep events
removed from the analysis tend to have greater magnitudes than the shallower events in the
data set.
Table 4.1: b-value analysis results for earthquakes in the north of the island for events with mag-
nitudes above the respective magnitude of completion (Mc) given in the table. Period 4c contains
the same number of events as in 4b but uses the maximum curvature method to determine the
b-value rather than the combination method used in 4b. C Mag and C Energy are the cumulative
magnitude and energy respectively. E+# = x 10#; C energy is in Joules
Period Start Date End Date Event
Count
b-value Mc C Mag C Energy Deep
Events
1 9/28/2000 12/13/2002 21 0.9 1.8 3.2 5.62E+8 0
2 6/7/2003 10/15/2004 34 1.5 2.1 3.5 1.12E+9 5
2b 6/7/2003 10/15/2004 29 1.9 2.1 3.3 1.12E+9 0
3 5/4/2005 8/4/2010 42 1.7 3.0 4.8 5.62E+11 7
3b 5/4/2005 5/2/2010 34 1.8 3.0 4.3 3.50E+10 0
4 11/27/2010 9/5/2013 180 1.0 1.7 4.2 3.55E+10 10
4b 11/27/2010 9/5/2013 170 1.7 2.1 3.7 6.76E+9 0
4c 11/27/2010 9/5/2013 170 1.4 1.9 3.7 6.76E+9 0
It should be noted that b-value analysis tends to produce robust results only when a
large number of events are included in the study. When fewer than 2000 events are used, the
degree of convergence on the 98% confidence limit diminishes significantly (Felzer , 2006).
An estimation of the b-value with 2000 or more events results in an error that is <0.05
of the 98% confidence limit (Felzer , 2006). While the results of this study would be more
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accurate for a larger dataset, a higher level of uncertainty must be accepted here due to the
small number of events being evaluated. Additionally, the tables show that small changes
in the number of events included results in large changes in the estimated b-value. Based
on the available data, there are b-values associated with both tectonic and volcanic activity.
During Period 4 in the north, seismicity occurs mostly off the northern coast of the island
near the location of the 2004 M6.3 Les Saintes earthquake; there is also scattered seismicity
near the northernmost volcano (Morne aux Diables) (see Figure 4.11) and a few slab events.
When the slab events are included, the b-value (1.0) calculated for this period is indicative of
normal tectonic activity; removal of the slab events results in much higher b-values perhaps
due to shallow activity near Morne aux Diables. During Period 2c in the south however,
seismic events tend to be mostly concentrated at shallow depths beneath the southern flanks
of Morne Plats Pays Volcanic Complex (southernmost volcanic center in Figure 4.12). The
calculated b-value for this time period (1.4) may be indicative of volcanic processes.
Table 4.2: b-value analysis results for earthquakes in the south of the island for events with
magnitudes above the respective magnitude of completion (Mc) given in the table. Period 2c
contains the same number of events as in 2b but uses the maximum curvature method to determine
the b-value rather than the Maximum Curvature method used in 2b. Other symbols same as in
4.1.
Period Start Date End Date Event
Count
b-value McC C Mag C Energy Deep
Events
1 3/25/1997 7/21/1999 13 0.7 2.6 4.3451 7.08E+10 7
1b 3/25/1997 7/21/1999 6 - - 3.9 3.55E+10 0
2 5/15/2000 7/7/2002 90 1.3 2.0 3.8 6.36E+09 2
2b 5/15/2000 7/7/2002 88 2.7 2.4 3.7 2.24E+09 0
2c 5/15/2000 7/7/2002 88 1.4 2.0 3.7 2.24E+09 0
3 10/26/2002 10/31/2004 36 1.7 2.2 3.6 3.16E+09 6
3b 10/26/2002 10/31/2004 30 2.5 2.2 3.3 5.98E+08 0
4 5/24/2005 11/9/2007 13 0.7 2.5 4.1 1.78E+10 6
4b 5/24/2005 11/9/2007 7 - - 4.1 1.78E+10 0
5 5/22/2008 8/29/2012 31 0.5 2.3 4.5 1.41E+11 17
5b 5/22/2008 8/29/2012 14 1.6 2.3 3.4 1.58E+09 0
6 11/19/2012 9/11/2013 19 0.7 2 4.1 3.55E+10 6
6b 11/19/2012 9/11/2013 13 1.1 2 2.9 2.00E+08 0
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Figure 4.11: Plot of seismicity occurring beneath the island between 2010 and 2013. A) Change
in event latitude as a function of time for events in the upper 50 km of the lithosphere; during
Period 4, events tend to be concentrated near the north coast of the island in the region of the
2004 M6.3 event and Morne aux Diables (purple ellipse in B). B) Map view of all located events
occurring beneath Dominica between 2010 and 2013. This map also shows the locations of active
seismic stations during this time period (black squares). The symbol size on this map increases as
a function of increasing magnitude; larger magnitude events tend to be offshore and mostly related
to processes in the slab. C) Latitude versus depth plot of events shows a deepening trend to the
north extending from Morne aux Diables to the offshore seismic zone. Depth to the north may be
an artifact of station geometry. D) Depth versus time plot for events in the upper 50 km of the
lithosphere. There appears to be a slight increase in event depth with time during this period. E)
b-value plot for northern Period 4 showing the magnitude-frequency relation when slab events are
included in the analysis; b-values tend to be higher when these events are removed since they tend
to be relatively higher magnitude than the rest of the events in the dataset.
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Figure 4.12: Plot of seismicity occurring beneath the island between 2000 and 2003. A) Change
in event latitude as a function of time for events in the upper 50 km of the lithosphere; during this
time period events are mostly clustered near the southern flank of the Morne Plat Pays Volcanic
Complex (purple ellipse in B) and in the prominent offshore west coast zone. B) Map view of
all located events occurring beneath Dominica between 2000 and 2003. This map also shows the
locations of active seismic stations during this time period (black squares). C) Latitude versus
depth plot of events shows that most of the events during this time period occurred in the south at
relatively shallow depths (upper 10 km) D) Depth versus time plot for events in the upper 50 km of
the lithosphere. There are no distinctive migration patterns observable from this plot. E) b-value
plot for the southern Period 2. This period is dominated by small magnitude events hence the
b-value is relatively high.
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4.2.2 Event Type Characterization
The event types and focal mechanisms contained within a seismic catalog tend to be of
importance to volcanic hazard assessments. Studies have shown that magma emplacement
tends to occur in locally tensile environments (Vigneresse, 1995; Acocella and Funiciello,
2010; Chaussard and Amelung, 2014) hence the evaluation of event focal mechanisms adds
valuable information to a hazard assessment. Unfortunately, within the available data set
for the Dominica seismic catalog, the events tend to have emergent onsets due in part to the
high levels of background noise associated with the island setting. Coupled with this, the
distribution of stations does not generally provide a good azimuthal coverage to make the
generation of focal mechanisms feasible for many events. As such, no focal mechanisms were
calculated in this dissertation.
Many attempts have been made to classify the type of seismic events. Most meth-
ods distinguish between event types on the basis of the frequency content of the waveforms
(Minakami, 1974; Lahr et al., 1994; Chouet, 1996; McNutt, 1996). For instance, a common
classification scheme defines low frequency events as those having a dominant frequency be-
tween 1-5Hz; events having a peak frequency above 5Hz are considered to be high frequency
events. Between these two end member events, lie hybrid events which tend to have a high
frequency onset followed by a low frequency tail. The ability to accurately classify events
within a catalog is important as each event type may point to different subsurface source
process. While the debate is still ongoing about their source mechanisms, low frequency
events are often attributed to oscillation of fluid filled cracks (Chouet, 1996) or due to failure
in fluid saturated gouge zones (Ohmi et al., 2004) while high frequency events are associated
with rock fracturing.
Due to the small size of the Dominica earthquake catalog, classification of the seismic
events was done using a combination of machine and manual inspection of the waveforms.
As a starting point, triggered waveforms obtained from the SRC were read into Matlab
using the GISMO toolbox developed at the University of Alaska Fairbanks (UAF) (Reyes
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and West, 2011). For each waveform and each station, 12 seconds of waveform data is
read into Matlab (2 seconds prior to the P arrival and 10 seconds after). The 12 second
window effectively isolates the portion of the waveform associated with the source process
(P and S waves) while minimizing the influence of the surface wave portion of the data.
The dominant frequency of each waveform was then calculated by first band-pass filtering
the waveform data between 0.8 and 20Hz to reduce background noise and then taking the
Fast Fourier Transform (FFT) of the waveform. The FFT transforms the data from the
time/displacement domain to the frequency/spectral amplitude equivalent. Based on this
transformed data, the dominant frequency of a waveform is the frequency at which the
spectral amplitude is highest. There are limitations to classifying a seismic event on the
sole basis of its dominant frequency (McNutt, 2005). For instance, the waveform amplitude
is strongly dependent on the instrument that recorded the data; broadband seismometers
tend to record seismic energy with fairly even accuracy across a wide range of frequencies
while short period stations tend to record corner frequencies near 1Hz (Lay and Wallace,
1995). To account for this, in addition to a report of its dominant frequency, the spectra
and spectrograms of each waveform was inspected to ensure that the dominant frequency
accurately quantified the waveform spectral content. Therefore, the final waveform types
were based on the dominant frequency which was averaged across multiple seismic stations
when possible and confirmed by visual inspection of the waveform’s spectral characteristics.
The majority of the seismic events in this dataset were high frequency events, i.e.
events with dominant frequencies above 5Hz. A much smaller subset of events were hybrid
and low frequency events. Most of the low frequency events have an apparent location in
the prominent seismic lineament off the west coast of the island (see Figure 4.5) though a
few events appear to occur at relatively shallow depths beneath the Plats Pays Volcanic
Complex which is the southernmost volcano on the island (see Figure 4.5 or Figure 4.7).
Examples of characteristic waveforms for each of the different types found in this study are
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shown in Figure 4.13. Most events have an S-P time between 3 to 5 seconds which confirms
the relatively shallow depths attributed to these earthquakes in the SRC catalog.
Figure 4.13: Seismograms and spectrograms showing example waveforms contained within the
Dominica dataset. A) Low frequency event with peak frequency around 3 Hz and has indistinct
S onset. B) Shallow high frequency event has a broad range of frequencies but peak energy is at
about 10 Hz and onset of S wave is clear. C) Possible hybrid event has a high frequency onset
followed by a low frequency tail.
For the purpose of this study, hybrid events were not separately classified from low
or high frequency events since they were not a common occurrence and may represent a
transition between these two types. Here, the time periods are based on the breaks in slope
defined by Figure 4.9. The number of events given in Table 4.3 is the total number of catalog
events for that time period while the column “number of events with waveforms” reflects
those events for which there was at least 1 waveform recorded for that event on any of the
stations in the dataset. Since the ratio of “number of events with waveforms” to “number of
events” decrease with time, it is hard to say conclusively whether or not the percentage of
high frequency increases with time.
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Table 4.3: Summary of event classes based on the available waveform data.
Period Start Date End Date # of
events
# of events
with wave-
forms
% of high
frequency
events
% of low
frequency
events
1 05/14/2000 12/02/2002 179 121 65.3 34.7
2 12/15/2002 10/15/2004 226 161 74.53 25.47
3 05/04/2005 09/26/2010 159 84 80.95 19.05
4 11/27/2010 09/05/2013 339 37 100 0
4.2.3 Long-term Source Processes
Visual inspection of waveforms recorded between 1997 and 2012 showed many similar
waveforms. Similarities between waveforms are significant because they indicate events gen-
erated by the same source process and within close proximity of each other (Shearer , 1997).
Waveform cross correlation is commonly used to identify clusters of repeating events based
on a cross correlation threshold which in turn provides information about longevity of seismic
sources and temporal evolution of source processes (Thelen et al., 2010). Waveform cross
correlation can also be used as a tool to improve event locations (Shearer , 1997; Waldhauser
and Ellsworth, 2000; Shearer et al., 2005; George, 2010). In this study, waveform cross cor-
relation was used as a tool to potentially bridge the gap between periods of sparse coverage
and more extensive network coverage in the north. With a sparse network of stations in the
north prior to 2009, the ability to locate earthquakes in this region was greatly limited. If
however, long lived families exist that extend across this period, then, it is possible that the
catalog of events underestimates the earthquake count in the northern portion of the island.
For this analysis, 5098 waveforms recorded on station BBL for events occurring be-
tween 1997-2012 were read into Matlab for analysis using the cross correlation suite (Buur-
man and West, 2010). Station BBL was chosen for this study due to the length of time that
it has been in operation on the island (Figure 4.6), its location near the northern end of the
island, and the fact that there were many more P arrival picks made on this station than all
the other stations in this data set (Figure 4.14).
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Figure 4.14: Histogram of P arrival picks made in dataset of triggered waveforms for Dominica
between 1997 and 2012. Stations are arranged from N to S with the most northern stations on the
left side of the plot. Stations MGG and TBG are on the island of Marie Galante to the north of
Dominica.
To conduct the cross correlation analysis, waveforms were selected in a 23 second
window around the P arrival flag; 3 seconds prior to the arrival and 20 seconds after. The
waveforms were then demeaned, detrended, tapered and band-pass filtered between 0.8 and
15Hz using a 2 pole Butterworth filter. This preprocessing filters out most of the anthro-
pogenic and background noise, and centers the waveform on zero. Each waveform was then
cross-correlated in a 13 second window around the P arrival (1 second prior to the arrival
and 12 seconds after) against every other waveform in the dataset. This 13 second win-
dow is sufficient to capture the most important portions of the waveform and reduces the
computation time.
The result of this analysis is a maximum correlation coefficient between pairs of wave-
forms that can be used to group waveforms into families of events. Here, a cross correlation
coefficient threshold of 0.7 is used to group events into families having 8 or more “members”.
This cross correlation value is stringent enough to ensure that events do not fall into mul-
tiple families while lenient enough to allow grouping of multiple events into a single family.
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Figure 4.15 shows the 10 largest families resulting from this analysis. From this plot, it
can be seen that most families occurred during the 2004 mainshock/aftershock sequence or
during the 2003 earthquake swarm; both of these events occurred in the north of the island.
The largest family shown on Figure 4.15 (cluster 1), however, appears to be long-lived with
events occurring in 2004, 2005, and 2010/2011. Though no locations were calculated for
these events in the SRC catalog, the 2010-2011 events show up on 3 to 4 of the stations in
the north which means that deriving locations for these events may be possible. These loca-
tions would most likely be shared by the 2004/2005 events in this family since their degree
of correlation with the 2010/2011 earthquakes indicates that they should share a common
origin/source process. The S-P time (∼ 3 seconds) on station BBL, shorter S-P times on the
northern stations installed after 2009, and the generally incoherent signals on the southern
stations, the events belonging to cluster #1 likely originated in the upper 3-6 km near the
northern volcanoes. The existence of this long-lived family points to a relatively stable,
non-destructive and persistent seismic source beneath the northern volcanoes.
4.3 Geodetic Data
As indicated by the map in Figure 4.4 Dominica is monitored by a sparse cGPS net-
work. This network is made up of 3 Trimble Netrs instruments (DOMI, DOMR and DOMP)
maintained by the SRC and 1 Trimble Netr9 station (CN48) with collocated met pac instru-
mentation that is part of the larger Continuously Operating Caribbean GPS Observational
Network (COCONet). Data from both DOMI and CN48 are available for download from the
UNAVCO website in multiple file formats. The current GPS network on the island allows for
the monitoring of broadscale plate tectonic processes such as the relative Caribbean-North
America plate motion but is unsuitable for smaller scale deformation studies. Short term
campaign style monitoring of the island was conducted by scientist from the University of
Arkansas following seismic crises in 1998-2000 and 2003. The final precise orbit GPS solu-
tions of these campaigns showed an increase in both horizontal and vertical GPS velocities
in the south between 2003 and 2004 when compared to the 3 epoch 2001-2004 (Davidson
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Figure 4.15: Occurrence plot of the 10 largest earthquake families outlined by the cross corre-
lation analysis of waveforms recorded on station BBL. Most clusters are associated with the 2004
magnitude 6.3 event but cluster 1 contains family members spanning 6 years.
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et al., 2004). This deformation pattern may be indicative of shallow magma emplacement,
geothermal fluctuations or structural instabilities (Blessing et al., 2004; Davidson et al.,
2004). Inverse and forward modeling of data collected from 24 campaign stations during
2006 by the University of Arkansas group produced two best fit models one of which in-
dicated a Mogi source southeast of the Plat Pays volcano and the other showed a dike to
the east between Plat Pays and Foundland (Carr et al., 2006). Volcano deformation could
not be confirmed for the northern centers due to the sparse coverage in this area. Given
the sparsity of the cGPS network, an attempt was made to classify the deformation on the
island using ALOS L-band data which trades the high temporal resolution afforded by a
GPS study for much higher spatial resolution examination of a relatively broad area. This
InSAR study is discussed in some detail in Appendix C.
4.4 Summary of analysis of Geophysical Data for Dominica
In this chapter, an overview of was provided of geophysical data collected near or on
Dominica. The analysis of available gravity data show that many of the islands are associated
with relatively low Bouguer gravity anomalies. These anomalies are even more prominent
beneath the volcanic centers and coincide with shallow seismicity in many locations beneath
and around Dominica (Figure 4.8). Characterization of seismicity showed that while seismic
activity is generally low in the Caribbean, there are a few interesting features that may
warrant further investigation. While the results of the b-value analysis may not be robust,
it highlighted two distinct periods of activity on the island with differences in b-values that
may be indicative of different source processes. During Period 2 in the south, b-values were
greater than typical tectonic values; in this period, events tended to be relatively shallow
and of similar low magnitudes. Analysis of northern Period 4 returned b-values that are
typical for regular tectonic processes when deeper events (depths >50 km) were included in
the analysis but also indicative of volcanic processes when these deep events are excluded.
Events recorded during this period showed a general deepening trend and a greater variation
in magnitudes perhaps due in part to improved network geometry (Figure 4.16).
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Figure 4.16: Earthquake magnitudes with time in the south (A) and the north (B). Events tend
to be roughly the same magnitude in the south while there is a greater spread of magnitudes in
the north.
When the waveforms in this dataset were characterized based on their frequency
content, it was found that the majority of the events were high frequency. High frequency
events are a common occurrence in both regular tectonic settings and on volcanoes. In the
classic model of seismicity associated with volcanic eruptions (McNutt, 1996), high frequency
events often precede volcanic eruptions. Indeed, a recent study by White and McCausland
(2016) found that out of 136 high frequency earthquakes and swarms studied, 111 of these
swarms preceded volcanic eruptions. Also, given their proposed source mechanisms, the
importance of low frequency events cannot be short changed. The migration of fluids within
the subsurface may be indicative of recharge of a magmatic system, boil off of a hydrothermal
system or the exsolution of gases from a cooling magma body. As such, both of these event
types should be incorporated into a volcanic hazard analysis.
Finally, the cross correlation analysis showed that event families are relatively com-
mon in the Dominica earthquake dataset. The existence of an earthquake family spanning
nearly 6 years, points to potential long-lived or reactivated source regions in the north of the
island. It also indicates that rates of seismic activity may be higher than what is apparent
in the SRC earthquake catalog since location of the events in this long-lived family would
not have been possible prior to 2010 when only 1 or 2 seismic stations were operating in the
north.
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The examination of seismic data in Dominica, provides evidence for strong coupling
between tectonic processes, volcano seismicity and volcanism. Not only is there an apparent
alignment of volcanic vents (e.g., Plat Pays and Morne Diablotins) with the prominent
Caribbean en echelon fault system (Figure 4.4) as has been identified in other Caribbean
islands (Feuillet et al., 2002, 2010), but there are changes in rates of seismicity beneath the
volcanic centers following relatively large offshore earthquakes (Figures 4.9 and 4.16). This
pattern of activity is not unique to Dominica since many studies have shown that tectonic
earthquakes may trigger volcano seismicity and volcanic eruptions by inducing perturbations
in the stress field around the volcano or by stimulating changes in magma overpressure
(Papadopoulos, 1987; Linde and Sacks, 1998; Hill et al., 2002; Manga and Brodsky, 2006;
Eggert and Walter , 2009; Watt et al., 2009; Feuillet et al., 2011).
When volcanic systems are near a critical preeruptive state, even small stress pertur-
bations may be sufficient to trigger a new eruption (Yamashina and Nakamura, 1978; Bonali
et al., 2013). It is therefore important to have as high-resolution data as possible to properly
inform volcanic hazard models. While a lot of work has been done to date in monitoring the
island, a few small improvements may be necessary to resolve some remaining questions. For
instance, most high-resolution seismic tomography studies near Dominica have taken place
in the the forearc region (Evain et al., 2011; Kopp et al., 2011; Laigle et al., 2013) or along
short profiles perpendicular to the trench (Westbrook et al., 1984); if similar studies were
conducted in the back arc, the could potentially allow for the identification of faults on the
west coast thus highlighting potential sources for the prominent zone of seismicity in this
area (see Figure 4.5). On shore, aeromagnetic surveys could be used to identify possible fault
locations in areas where steep terrain and dense vegetation have hindered such studies in
the past. The b-value analysis discussed in this chapter showed a decrease in the magnitude
of completeness as following improvements to the seismic network. The incorporation of
new seismic stations along the east coast and within the interior of the island will undoubt-
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edly improve the minimum magnitudes detectable by the seismic network hence improve the
robustness of the seismic catalog.
The nature and extent of seismicity can play a significant role in hazard models. One
potential method of casting earthquakes into volcanic hazard assessment will be explored in
the following chapter using the data discussed in this chapter.
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5. Using Seismicity as Weights in Volcanic Hazard Estimations for Dominica
5.1 Chapter Overview
An unfortunate factor in many volcanic fatalities is the ill-preparedness of the commu-
nity to deal with an awakening volcano. This is particularly true in cases where the volcano
has been dormant for an extended period of time and is erroneously considered extinct. Due
to the fertility of volcanic soils, it is very common for civilizations to develop on the flanks
of and in close proximity to volcanoes reaping economic benefits from industries such as
agriculture, mining and tourism (Cashman and Giordano, 2008; Kelman and Mather , 2008).
For instance, approximately 20 years ago, Soufriére Hills Volcano (SHV), Montserrat, Lesser
Antilles, started erupting after roughly 350 years of quiescence (Robertson et al., 2000). Dur-
ing this quiet period, the capital city of Plymouth and most critical infrastructure had been
built around the volcano and atop old volcanic deposits, since memory of the prior eruption
had already faded from public recollection. Over the ∼ 20 year eruptive period, Plymouth
and most of the southern half of the island was destroyed leading to significant economic and
social challenges for Montserrat (Sword-Daniels et al., 2014). This situation is not unique to
Montserrat but is a common occurrence globally since volcanoes tend to produce rich fertile
soils that are essential for agriculture.
This section of my dissertation aims to help reduce the vulnerability associated with
renewed activity at dormant volcanoes by generating dynamic volcanic hazard maps that
are updatable in near-real-time. To do this, seismic events (as described in the previous
chapter) and geological (volcano age and location) data, were combined in statistical models
that estimate the likely location of new activity. The forecasting of future volcanic hazards
relative to geophysical and other precursory data have been addressed by a number of re-
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searchers. Methods have included the incorporation of low seismic velocity zones in spatial
density estimates of future volcanic eruptions (Martin, 2004), monitoring changes in stress
orientation (Roman et al., 2006) or casting of earthquakes swarms as probabilistic functions
based on the number of swarms that typically precede an eruption (Traversa et al., 2011).
Alternatively, (Becerril et al., 2013) used a non-homogeneous Poisson process to calculate
weighted Probability Density Functions (PDFs) for each of the volcano-structural data sets
used in their hazard analysis of El Hierro Island, Canary Islands. For the purpose of this
study weights were assigned to each of the volcanoes based on the proximity of earthquakes
to that volcano. The weighting scheme will be described in greater detail later in the chap-
ter. Calibration of this method will be done using events on Dominica, Lesser Antilles as the
training data set. While no magmatic eruptions have occurred in approximately the last 500
years, the island contains at least 9 potentially active volcanic centers (Figure 5.1) and shows
abundant geothermal and seismic activity. As was the case in Montserrat, the capital city of
Roseau is built on pyroclastic deposits and past eruptive activity predates historical records
potentially putting the population of the island at great risk. The new tool developed in this
project could be an added tool that scientists can used to inform city planners and managers
when designing infrastructure and building disaster preparedness plans.
5.2 Volcanic History of Dominica
The island of Dominica, which formed approximately 7 million years ago, is located in
the central portion of the Lesser Antilles Volcanic Arc (see Figure 4.1). This arc was created
by magmatism generated by the subduction of the North and South American Plates beneath
the Caribbean Plate. The formation of this island marks the end of an approximately 40Ma
hiatus in activity in the northern portion of the arc and the divergence of the arc into the
Volcanic Caribees (currently active) and the Limestone Caribees. The hiatus in volcanism
in this segment is thought to be related to the subduction of a buoyant ridge in the vicinity
of Dominica/Martinique (Wadge, 1994). Hiatuses in volcanic activity notwithstanding, the
Lesser Antilles Volcanic Arc (LAVA) is a relatively quiet volcanic arc perhaps due to the
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Figure 5.1: Shaded relief map of Dominica showing the locations of volcanic centers active in the
last 1 Myr. Most vents are located in the south of the island with the exception of Morne aux
Diables (MaD) and Morne Diablotins (MD). The red arrow indicates the location of the Soufriére
Depression - site of 3 flank collapses in the last 100 kyr.
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slow convergence rates of the governing plates at 2 cm a−1 (DeMets et al., 2007, 2010).
The most volcanically productive islands in the LAVA are located in the central portion of
the arc namely Dominica, Martinique and Guadeloupe. At least 8 km3 of eruptive products
have been produced by the islands in the central portion of the arc (erupted products exceed
40 km3 in Dominica) as opposed to 0.5 km3 in the northern and southern portions of the chain
(Wadge, 1984;Macdonald et al., 2000). These values predate the latest eruptive episode of the
SHV, Montserrat in the northern portion of the arc; between 1995 and 2009, this volcano
is estimated to have produced 1 km3 of magma primarily during dome building episodes
(Wadge et al., 2010).
Unlike the other islands of the Lesser Antilles Volcanic Arc, Dominica appears to be
hyperactive, containing 9 potentially active volcanic centers that all appear to have coeval
periods of activity in the last 1Ma (Lindsay et al., 2003, 2005). In comparison, the other
volcanic islands of the Caribbean tend to have only one center active at any given period.
Additionally, the most voluminous volcanic eruptions in the Lesser Antilles during the last
100 ka have originated from Dominica producing large ignimbrite deposits which are dis-
tributed throughout the island. For instance, the Roseau Ignimbrite, which was emplaced
about 20 kyr ago has an estimated airfall/tephra volume between 30 and 60 km3 (Carey and
Sigurdsson, 1980; Whitham, 1989); the minimum volume of the Grand Bay Ignimbrite was
estimated to be about 0.5-1 km3 by Lindsay et al. (2003). In both cases, these numbers are
thought to underestimate the total volumes produced during these eruptions since the bulk
of the deposits are offshore.
Since its formation 7 million years ago, there have been 4 major stages of volcanism
on Dominica each of which was separated by a short hiatus in activity. Erupted products
have evolved from typical island-arc tholeiitic basalts to calc-alkaline lavas and finally to
K2O enriched andesites and dacites (Bellon, 1988). In addition to a shift in eruptive prod-
ucts, over the course of its evolution, volcanism has shifted from the east coast to the west
coast of the island during the second stage of activity. Eruptions were primarily subaqueous
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until ∼ 2.8Ma (Bellon, 1988). There is little chemical variation in the magmatic outputs of
Quaternary volcanoes on island; eruptive products are dominantly basaltic andesite which
frequently contain 5.2-6.5 wt% water (Gurenko et al., 2005; Lindsay et al., 2005; Halama
et al., 2006). The older volcanic centers have been largely eroded and/or covered by recent
volcanic activity which has been in the form of large plinian and dome building style erup-
tions. At least 3 large volume flank collapses have occurred on ancestral stratovolcanoes in
the southern portion of the island (Samper et al., 2008) in the last 100 ka. These collapses
may have resulted in a decrease in the overburden pressure on the underlying magma systems
and the formation of many of the domes in this area (Lindsay et al., 2003). These “domes”
have been mostly disputed by LeFriant et al. (2002) who believe them to be unrooted blocks
deposited by the flank collapses. Due to this controversy in ages and locations of potential
domes, only events at the major volcanic centers were considered in this study.
Analysis of limestone terraces indicates that the entire west coast of the island has
undergone between 100-170m of uplift since the Late Pliocene (Gurenko et al., 2005; Smith
et al., 2013) (corrected for sea-level rise). This evidence coupled with the homogeneity of
magmas in recent eruptions has lead to the hypothesis that the entire island is underlain
by a large batholith that supplies magma to all the volcanic centers (Sigurdsson and Carey,
1991; Smith et al., 2013). This hypothesis is somewhat supported by the presence of short-
wavelength relative negative Bouguer anomalies associated with the island shown on the
gravity map in Figure 4.2 that may be indicative of a negative density contrast at relatively
shallow depths. Further support for the batholith hypothesis is provided by seismic evidence
of slow S wave velocities at depths of 40-45 km reported by Evain et al. (2011). The proposed
batholith structure beneath Dominica invokes the hot zone model of volcanism proposed by
Annen (2006) in which repeated intrusion of magma at mid to lower crustal levels creates a
zone of high melt content and elevated temperatures that ultimately feed volcanic eruptions.
A more in depth discussion of the hot zone model is provided in Chapter 3.
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As previously mentioned, since its settlement by the Europeans 500 yr BP, there
has been no record of volcanic eruptions on Dominica. However, there are several lines of
evidence which suggest that the island is still volcanically active. Perhaps the most notable,
is the presence of many geothermal features both on and offshore including the Boiling Lake
which is a drowned fumarole located in the Valley of Desolation (Fournier et al., 2009). This
lake is about 500m in diameter and has edge temperatures that often exceed 97◦C (Joseph
and Lindsay, 2002; Joseph et al., 2011). Lake chemistry indicates the influence of magmatic
fluids in its origin. In addition to this geothermal activity, frequent seismic swarms have
occurred over the last few decades with locations very close to potentially active centers.
As indicated in Chapter 4, the island has been seismically monitored sporadically since the
1960s and continuously by at least one instrument since 1980.
5.2.1 Recurrence Rate of Volcanism
The first step in determining potential volcanic hazard on Dominica is to determine
whether or not the system is in steady state; that is, is past activity a good predictor for
the future? The spatial density estimation described below can only be utilized for a system
which is in steady state. The Kolmogorov-Smirnov (K-S) test provides a simple means for
evaluating the events which describe steady state for a particular system. Eruptive activity
on Dominica has occurred in four main stages each of which, may have had differing levels
of activity. For the latest stage of activity, ages and locations of the events occurring on
Dominica in the last 1Ma have been compiled from the available literature (Bellon, 1988;
LeFriant et al., 2002; Lindsay et al., 2005; Boudon et al., 2007; Samper et al., 2008; Smith
et al., 2013) and are shown in Table 5.1. These event dates were sorted in reverse chrono-
logical order (from youngest to oldest) to find the expected frequency as in Equation 5.1
Fn(t) =
(#ti < t)
n
i = 1 · · · n, S < t < T (5.1)
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Where Fn(t) is the cumulative event density; T is the youngest event, S is the oldest
event and t is the time of interest.
Dn = max
[(Fn(t)− (t− S))
(T − S)
]
(5.2)
A system is considered to be in steady state if the maximum deviation (Dn) from
the expected event frequency lies within the 95% confidence limit. This limit is defined as
1.36√
(N(S,T )
where N(S,T ) is the total number of events in the sequence. The results of this test
applied to the Dominica dataset are shown in Figure 5.2 for two combinations of events, all
events in the last 1Myr and events within the last 15 kyr.
Figure 5.2: Results of K-S test for volcanic events on Dominica within the last 1 Myr (A) and the
last 15 kyr (B). The events within the last 15 kyr appear to approach steady state behavior likely
due to eruptions from the Morne Plats Pays Volcanic Complex dominating the record.
If the record of volcanic activity is considered to be generally complete, then the data
suggest that there has been an increase in activity with time on the island. Alternatively,
the pattern shown in Figures 5.2 may be driven by a loss of record even on the kyr time
scale where preservation of younger deposits over older ones creates an apparent increasing
trend of activity. Nevertheless, there appears to be no waning in activity on either the 1 Ma
or kyr timescale.
Another method of characterizing past activity is through the estimation of the re-
currence rates of volcanic activity; one method for performing this calculation is given by
equation 5.3 (Connor et al., 2015):
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Table 5.1: Ages of Volcanic eruptions on Dominica in the last 1 Myr. Age data was compiled
from available literature (Bellon, 1988; LeFriant et al., 2002; Lindsay et al., 2005; Boudon et al.,
2007; Samper et al., 2008; Smith et al., 2013).
Age (yr) Error Volcano Name Latitude longitude
450 90 Patates (P) 15.2248 -61.3543
685 55 Patates 15.2248 -61.3543
1025 Morne Micotrin (MM) 15.3332 -61.3332
1100 100 Patates 15.2248 -61.3543
1160 45 Morne Micotrin 15.3332 -61.3332
1270 75 Wotten Waven (WW) 15.3198 -61.339
1350 75 Wotten Waven 15.3198 -61.339
1560 40 Patates 15.2248 -61.3543
2380 75 Crabier 15.2148 -61.3537
4050 80 Valley of Desolation (VoD) 15.3163 -61.3008
6650 - Plat Pays (PPVC) 15.2558 -61.341
10290 60 Morne Watt (MW) 15.3067 -61.3051
10320 40 Grand Soufriére Hills (GSH) 15.3116 -61.2654
11000 85 Grand Soufriére Hills 15.3116 -61.2654
80000 40000 Grand Soufriére Hills 15.3116 -61.2654
17240 720 Morne Trois Pitons (MTP) 15.365 -61.327
25310 230 Morne Trois Pitons 15.365 -61.327
26400 2500 Morne Anglais (MA) 15.286 -61.332
26581 3236 Morne Diablotins (MD) 15.517 -61.45
28450 1500 Morne Anglais 15.2402 -61.3604
35800 260 Crabier 15.2441 -61.3651
36385 1555 Morne Trois Pitons 15.365 -61.327
43516 Plat Pays 15.2558 -61.341
43710 1510 Morne Aux Diables (MaD) 15.6167 -61.4499
96000 2000 Plat Pays 15.2558 -61.341
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RR = N − 1
S − T (5.3)
The recurrence rate of volcanism was estimated for the volcanic centers active in the
last 1Ma and is summarized in Table 5.2 and Figure 5.3. For this exercise, start dates
(S) and end dates (T) were taken from Smith et al. (2013). The number of eruptions (N)
were distilled from the information in Smith et al. (2013) based on the definition of eruptive
episodes in other sources Sigurdsson (e.g., 1972); Sigurdsson et al. (e.g., 1980); Lindsay et al.
(e.g., 2003). At Morne Trois Pitons where an “exact” start of activity is unknown, S was
taken to be 1Myr since this is start date given for the most recent phase of activity. For
the Valley of Desolation (VoD), the reported activity are all phreatic or phreatomagmatic in
nature so these ages were not factored into the average recurrence rate for the island (though
an estimate of 1 event/Myr was assigned to this location for the sake of completeness). The
recurrence rate for each volcano was then normalized (norm RR in Table 5.1) by dividing
each the recurrence rate calculated above by the mean recurrence rate for the island which
was found to be 6.535 eruptions/Myr when the recurrence rate for MTP is included and
7.1788 eruptions/Myr when it is not. Additionally only 1 recurrence rate is estimated for
both Morne Micotrin (MM) and Wotten Waven (WW) since Smith et al. (2013) reports the
events for these vents together.
Table 5.2: Recurrence rate estimation for volcanic vents active on Dominica in the last 1 Myr.
Volcano S (years) T (years) N-1 RR Norm RR
PPVC 1.10E+06 4.50E+02 14 1.27E-05 1.948
MA 4.30E+05 2.64E+04 2 4.96E-06 0.758
MW 4.60E+05 1.03E+04 1 2.22E-06 0.340
GSH 8.00E+05 1.03E+04 2 2.53E-06 0.388
VoD 3.75E+03 1.90E+01 3 1.00E-06 0.153
WW 5.00E+05 1.02E+03 10 2.00E-05 3.066
MM 5.00E+05 1.02E+03 10 2.00E-05 3.066
MTP >40000 1.72E+04 2 2.04E-06 0.311
MD 7.20E+05 2.22E+04 4 5.73E-06 0.877
MaD 2.01E+06 4.37E+04 4 2.03E-06 0.311
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Figure 5.3: Normalized recurrence rate plot for volcanoes active on Dominica within the last 1
Myr. The record of recent volcanism is dominated by activity at PPVC and MM/WW (these vents
are given the same rate) while activity is relative low at the other vents such as MaD and GSH.
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From Figure 5.3 and Tables 5.1 and 5.2, it can be seen that activity in the last
1Myr has been concentrated at the Plat Pays Volcanic Complex (PPVC) and MM/WW
for which 36 of the 51 events used in the estimation originated. The recurrence rate at
PPVC and MM/WW are 12.7 and 20 events/Myr respectively. While there is a fair amount
of uncertainty and subjectivity in this estimation of recurrence rates, these numbers are
important in generating a full spatio-temporal estimation of volcanic hazard on the island.
We will return to addressing this type of estimation following a description of the spatial
and weighted spatial intensity estimations in the following sections.
5.3 Spatial Intensity Estimation
This study was limited to the most recent stage of activity since ages and locations
of older deposits are less reliable due to the rapidity of weathering in the Caribbean and
destruction of older vents by the emplacement of younger volcanoes. This volcanic activity
represents one possible manifestation of past events and can be used to estimate the probable
location of future geological events or the probability of an event occurring at a specific
location (Connor and Hill, 1995; Bebbington, 2014; Connor et al., 2015). There are various
methods in which these estimations can be undertaken and they will be dependent on the
nature of the system and the desired output. In this study, a 2D-elliptical Gaussian kernel
density estimation function (Wand and Jones, 1995) was utilized, to calculate the probable
location of future vent formation on Dominica. This estimation was based on the location
and ages of past events occurring on island over the last million years. To estimate the
un-weighted Probability Density function (PDF), Equation 5.4 which was incorporated into
a Matlab routine was utilized.
λs =
1
2pi
√
H
N∑
i=1
exp−12b
T b (5.4)
Where b = H −12 d
The PDF, λs, is a function of the smoothing bandwidth H which is a 2x2 element matrix
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and the 1x2 distance matrix d (x & y distance from point of interest to an event). In each
map, a 30 km region around the center of the island was subdivided into equally spaced
nodes (x & y) at which location the function was calculated. Given that the resulting PDF
is most strongly dependent on the shape of the bandwidth, it is necessary to minimize user
subjectivity from the bandwidth selection. In this study, H is determined using the smoothed
asymptotic mean squared error (SAMSE) optimization method formulated by (Duong, 2007)
and implemented in R. Here, the optimal bandwidth is calculated based on the location of
the vents used in the spatial intensity estimation. Optimization of the bandwidth is more
critical to the estimation than actual kernel function used in the estimation. The R routine
not only finds the major and minor axes of the bandwidth ellipse but also the best orientation
for that ellipse.
For the purpose of this study, all vents having had an eruption within the last 1
Myr are considered to be potentially forecasters and events at Crabier, Patates and Plat
Pays are all collectively assigned to the Morne Plat Pays Volcanic Complex. The resulting
spatial intensity map for this collection of volcanoes is shown in Figure 5.4. The highest
probability for a new vent opening or an eruption at an existing vent is in the south of the
island where a maximum probability of 4.4 × 10−3 vents/km−2 is found near the clustered
vents. In the north, a maximum probability of 1.1× 10−3 vents/km−2 is found near Morne
aux Diables. The axis of future volcanism roughly parallels the strike of the trench in the
vicinity of Dominica, is strongest in the center of the island and falls off abruptly as the
coast is approached on either side of this axis.
The gridded spatial intensity map presented in Figure 5.4 can be distilled to a normal-
ized percentage probability of reactivation of one of the previously active vents (Table 5.2).
For this analysis, the spatial intensity value of each volcano was calculated by taking the
average of all the nodes within 1 km of that volcano (AVE). The normalized percentage
probability is given in Equation 5.5:
140
Figure 5.4: Log of Spatial intensity map for volcanoes active on Dominica in the past 1Myr. The
probability of a new vent opening is highest in the south due to the greater number of vents in this
area. This probability gradually narrows to the north. The strongest probabilities form a band
than parallels the trench in this region.
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AV E∑N
i=1AV E
× 100 (5.5)
Where N is the total number of volcanoes in the study.
By transforming the gridded data using Equation 5.5, the contribution that each volcano
makes to the sum averages serves as an indication of its likelihood of reactivating relative to
the other vents in the data set. For instance, from the normalized spatial intensity dot map
shown in Figure 5.5 it can be seen that there is almost equal likelihood of reactivation of one
of the southern cluster of vents (∼ 11− 14%) as opposed to the northern vents (∼ 2− 4%).
Figure 5.5: Normalized spatial intensity map showing the relative probabilities of reactivation
of an existing vent. This method of plotting the spatial intensity data emphasizes the probability
of one vent awakening relative to the other vents in the data set. Due to their clustered nature,
southern vents have a higher probability of reactivating than those in the north.
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5.4 Weighted Spatial Intensity Maps
A particular challenge with this study was designing a meaningful way to combine
these long-term data streams (geologic/numerical methods) with short-term observation of
seismicity and ground deformation. As mentioned previously, a number of attempts have
been made to incorporate precursory volcanic data into hazard/prediction estimates. While
it is tempting to cast seismicity in terms of the probability that a new seismic swarm may
lead to a new eruption, it is important to note that the number of swarms that have led up
to an eruption has not been fully quantified at the vast majority of active volcanoes. It may
be equally tempting to weight events based on their frequency content giving more weight
to lower frequency events since these may be indicative of magma migration (Chouet, 1996).
The potential drawback to this is that studies have shown that magma tends to exploit
preexisting zones of weakness and will ascend in a locally tensile environment (Vigneresse,
1995; Acocella and Funiciello, 2010) hence high frequency events may be equally important
in understanding potential changes in the probability of eruptions. Additionally, distal high
frequency swarms have been shown to precede a number of eruptions; the length of time
between the onset of the swarm and the eruption appear to be dependent on the duration
of the repose interval at that volcano (White and McCausland, 2016).
Taking these factors into consideration, a simple method for using seismic events as
weights was considered in this study. For each earthquake in each of the study periods
defined for Dominica in Figure 4.9, the weight at each volcano was calculated as a function
of the inverse of the 3-Dimensional distance of that earthquake to a particular volcano using
Equation 5.6. The inverse of the distance was used so that strongest weight was given to the
volcano nearest the earthquake; as the distance from the earthquake increases, the weight
decreases but some weight is still given to account for the possibility of distal earthquake
swarms.
Wti,j =
N/di,j∑N
i=1 1/di,j
(5.6)
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Wti,j is the weight at the ith volcano due to the jth earthquake.
Figure 5.6: Schematic of the earthquake weighting model. Here, the inverse of the distance (d(i,j))
from an earthquake (ej) to the ith volcano is converted into a weight (Wt(i,j)) for that volcano.
The total weight that a particular volcano receives is given by Equation 5.7 in which all
the weights for a particular volcano were summed and then normalized by the total number
of earthquakes so that the resulting spatial intensity map integrates to approximately the
number of volcanoes used in the estimation.
Wti =
1
M
M∑
j=1
Wti,j (5.7)
Equation 5.4 was modified to include this new earthquake weight; this weighted spa-
tial intensity equation is given in Equation 5.8. This equation was incorporated into a Matlab
routine to calculate the spatial intensity maps for the 4 seismic periods defined in Figure 4.9.
λs =
1
2pi
√
H
N∑
i=1
Wti × exp−12b
T b (5.8)
Given that other volcanic systems may not have clearly divided cumulative earthquake
counts as in Figure 4.9 an alternative may be to incorporate a Time-Dependent Kernel Den-
sity Function (Harvey and Oryshchenko, 2012). In this method, an additional exponentially
decaying weight is applied to each earthquake so that its influence is reduced as a function
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of time. This would potentially eliminate the subjectivity of dividing the data into time
segments. Here however, only the distances between the earthquakes and the volcanoes are
used as weights because there is clear clustering of earthquakes in time.
5.4.1 Code Verification
To ensure that the weights designed in this study were properly incorporated into
the spatial intensity estimation, a number of test were conducted; two of these sets of tests
are elaborated on here. In the first test, 100 random earthquakes were placed at depths
ranging from 0-10 km within 1 km of Morne Aux Diables. Since the probability of a new
eruption at this volcano is not as strong as for one of the volcanoes in the south, a significant
increase in probability of a new eruption at this vent is expected if all the earthquakes during
a time period occurred near this volcano. This hypothesized increase is clear on both the
weighted spatial intensity map in Figure 5.7 and on the difference map in Figure 5.8. The
difference map was calculated by subtracting the gridded data shown in Figure 5.4 from
the data in Figure 5.7 (this procedure is the same for all the difference maps shown in this
chapter). The difference map for this test shows a decrease in probability in the south while
the probability in the north increases. When the likelihood of a future eruption is conditional
on the location of seismicity, the probability of activity in the south decreases if most of the
earthquake activity is clustered in the north.
Given the nature of seismicity near Dominica, it is unlikely that all the activity will
be completely isolated to one spot. Therefore, the sensitivity of the weighting scheme for
this scenario was further tested by including distributed seismicity within the map area in
addition to a cluster of events directly beneath one of the centers with lower probability of
reactivation (MaD or PPVC). When the cluster of activity is beneath MaD, the cluster of
earthquake directly beneath it must be shallower, or include a greater number of earthquake
in order for its probability of reactivation to exceed that of the southern vents (Figure 5.9
B and C). If the cluster is beneath PPVC however, the proximity of the other vents to this
145
Figure 5.7: Weighted spatial intensity map generated for a random cluster of earthquakes at
relatively shallow depths beneath Morne Aux Diables. The addition of these earthquakes increases
the probability of a new eruption at this vent significantly over the un-weighted map. The log of
the weighted intensity is plotted here.
Figure 5.8: Difference map for a simulated cluster of earthquakes beneath Morne aux Diables.
The map was generated by subtracting the un-weighted intensity map from an intensity map for a
simulated cluster of earthquakes beneath Morne aux Diables. The probability increased by a factor
of 100 in the north but decreases by a factor of 10 in the south.
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center in addition to its location outside the optimal orientation of the bandwidth means
that its probability rarely exceeds that of the more clustered southern volcanoes.
In the second set of tests, the spatial intensity map was generated for a simulation of
1000, relatively shallow earthquakes. These earthquakes were randomly distributed within
350 km from the center of Dominica. The hypothesis behind this test was that if the
earthquakes are equidistant from all the volcanoes, there should be no difference between
the weighted and un-weighted maps. The difference map for one of these simulations is
shown in Figure 5.10. Though the difference is not quite zero, it is very small.
The departure from zero is due to the fact that the earthquakes are randomly gen-
erated so there is no way of controlling how often an “earthquake” will be generated near
one of the volcanoes. A Monte Carlo simulation of the weighting system (Figure 5.11) for a
set of volcanoes tightly clustered near the center of the island and for 10,000 simulations of
1,000 random earthquakes showed that the weights for all the volcanoes tend to be close to
one. Outliers stem from those volcanoes nearer to the map extremes since they tend to be
weighted higher or lower consistently. While the box plot in Figure 5.11 shows the change in
volcano weight as a function of latitude, the same pattern is observed when the volcanoes’
longitudes are considered. The satisfactory results produced by the above tests showed that
the weights were well integrated into the code and hence the code could be applied to real
data. The exploration of the Dominica data is presented in the following section.
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Figure 5.9: Dot maps of simulation results for clustered activity beneath MaD and PPVC. A)
Unweighted dot map as in Figure 5.5; clustered vents located within the optimal orientation of
the estimated bandwidth receive highest probability of a new eruption in the unweighted map.
Simulation of a cluster of 300 earthquakes within a horizontal distance of 1 km of MaD and a depth
range of 5 km (B) and 10 km (C) in addition to 100 earthquakes distributed randomly throughout
the map. In both maps, the probability at MaD exceeds that of the southern volcanoes but when the
depth range increases, the margin by which the probability of a new eruption of MaD exceeds that
of one of the southern vents decreases. In maps D, E and F, clusters of 300 and 400 earthquakes are
synthesized within a horizontal distance of 1 km of PPVC and in a depth range of 10,10 and 5 km
respectively. Due to the clustered nature of the nearby southern vents, it requires a large number
of shallow earthquakes for the probability of a new eruption at PPVC to exceed the probability of
an eruption within the cluster than it does at MaD (plots B and C).
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Figure 5.10: Simulated Spatial intensity difference map generated by subtracting the un-weighted
map from one weighted by 1000 randomly distributed earthquakes within 350 km from the center
of the island. While the difference is not zero everywhere on the map, the values are relatively low.
5.5 Results
Within this section, each consecutive subsection contains maps of increasing com-
plexity that first build on the basic gridded map shown in Figure 5.4 by incorporating the
weighting scheme discussed above for each of the 4 time periods under investigation. As
was done with Figure 5.5, the weighted gridded intensity map is then distilled into the nor-
malized percentage map for each of the volcanoes. The maps in the subsections following
subsection 5.5.1 will be presented in this normalized dot map format.
5.5.1 Gridded Weighted Spatial Intensity Maps
For each of the time periods under investigation, two sets of maps are presented. The
first set of maps (Figure 5.12) shows the log of the weighted spatial intensity for each time
period; in the second set of maps (Figure 5.13), the difference between the spatial intensity
map for each time period, and the un-weighted spatial intensity map (Figure 5.4) is shown.
The un-weighted map is considered to be the background state for the island with any
increases in seismicity assumed to be a departure from background. Given the low average
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Figure 5.11: Box plot generated by 10,000 simulations of the weights at each volcano when the
distances of the volcanoes to 1000 randomly distributed earthquakes are used as weights. From
this plot, it can be seen that as expected the mean weight for each of the volcano then to be 1 but
there is a bit of a departure from this mean value near the extremes of the map.
rates of seismicity on this island (2-4 events/month), this assumption is not unreasonable
but with a longer observation period, a better estimation of the background seismicity will
be possible.
From the maps in Figure 5.12, there appears to be an increase in the probability of
future activity in the north when earthquakes are used as weights in the spatial intensity
maps. For instance, in Period 4, the maximum probability near MaD increases from 1.1×10−3
on the unweighted map to 2.564×10−3 events/km−2, a 124% increase. The only period where
there is a decrease in probability in the north is during Period 1 when earthquakes mostly
occurred in the south. In fact, there is a cluster of activity near the Plat Pays volcanic
complex reminiscent of the simulation shown in Figure 5.9D-F which causes the probability
at this volcanic center to increase by about 40% going from 1.7 × 10−3 to 2.399 × 10−3.
Following this period however, there is significant increase in the conditional probabilities in
the north as illustrated by the plots in Figure 5.13. The primary contributing earthquakes
to this increase are located off the north coast as well as a swarm of events near Morne aux
Diables and Morne Diablotins between 2009 and 2010.
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Figure 5.12: Weighted spatial intensity maps for Period 1-4. A) Period 1 (2000-2002): during this
time period, most of the earthquakes were located in the south of the island. This, coupled with
the already strong probability of future activity in this region, leads to a net probability increase
in the south. B) Weighted Spatial intensity map for Period 2 (2002-2004): the increase in the
number of earthquakes in the north leads to an increased eruption probability in this region. C)
Weighted spatial intensity map for Period 3 (2005-2010): the majority of earthquakes during this
period were located off the north coast of the island. D) Weighted spatial intensity map for Period
4 (2010-2013): as in Period 3, the vast majority of the earthquakes on the island during this time
period were located off the north coast of the island. There was also an increase in the number of
seismic stations in the north during this time in response to the increased seismicity at Morne aux
Diables that began in 2009.
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Figure 5.13: Difference maps for Periods 1-4. A) Period 1 (2000-2002): Due to the increased
number of earthquakes in the south, there is an increase in the probability in the south as opposed
to the north. B) Period 2 (2002-2004): this period marks an increase in northern earthquakes hence
the assigned weights for these volcanoes. C) Period 3 (2005-2010) difference map: as in Period 2,
there is an increase in probability of eruptions in the north as the number of earthquakes in the
north exceeds the same in the south. D) Difference map for Period 4 (2010-2013): this marks the
highest change in eruption probability in the north as the number of earthquakes beneath MaD
increased during the 2010 seismic crisis.
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The percentage change in probability was tracked for all the volcanoes included in
this study. This was done by taking the average intensity value of all the nodes within 1 km
of either vent for each period and subtracting that value from the average at the same vents
on the un-weighted map. The results are shown in Figure 5.14 which exemplifies the general
trend of increased probability in the north with time while probability in the south decreases.
Figure 5.14: Percentage change with time from background for all the volcanoes active in the last
1Myr. There is a general increase in probability at for the northern volcanoes Morne aux Diables
and Morne Diablotins with time while probabilities either decrease or remain relatively unchanged
with time for the southern volcanoes. The exception to this pattern is during Period 1 at which
time, the reverse is true.
5.5.2 Normalized Weighted Spatial Intensity Dot Maps
The maps in Figure 5.15 were created by normalizing the weighted spatial intensity
maps in Figure 5.12 as described previously for Figure 5.5. These maps provide a clearer view
of the increasing trend in the north where the normalized probability for MaD increases from
about 2% in Period 1 to about 11% in Period 4 due to the increase earthquake activity in this
region. Despite the low earthquake occurrence in the south, the normalized probability for
the southern volcanoes rarely falls below 11% due to their clustered nature. It is interesting
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to note that with the exception of Period 1, the probability of a new event occurring at
PPVC is always low (rarely exceeds 6%) since the recurrence calculations shown above in
Table 5.2 and in figure 5.18 suggest higher rates of activity at this center than at most of
the other volcanoes on the island. In the following section, we will see how the incorporation
of the normalized recurrence rates into the normalized weighted spatial intensity maps will
influence the patterns shown thus far.
5.5.3 Accounting for Errors in Earthquake Locations
Thus far, the results presented in the preceding subsections assumed that the earth-
quake locations used in the calculation of the weights at each volcano were correct. In reality,
each earthquake in the catalog has a location error associated with it. Events recorded in
the SRC earthquake catalog are allowed a maximum horizontal location error of 5 km (pers.
comm. J. Latchman). This means that the event hypocenter may lie anywhere within a
circle of radius 5 km around the event centroid given in the catalog. To investigate the effect
that errors in earthquake location may have on the estimations presented above, the location
of each earthquake for each of the time periods previously discussed was simulated 20,000
times and the associated weight at each of the volcanoes was calculated (Figure 5.16) as
described above.
Due to the generally clustered nature of seismicity on the island, this 5 km does not
have a very large effect on the overall weight at each volcano hence does not significantly
alter the normalized percentage probability at the individual volcanoes (Figure 5.17). As
such, the combination of the recurrence rates with the normalized spatial intensity data
described below was calculated using the earthquake locations without errors.
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Figure 5.15: Dot maps of normalized percentage probabilities for Periods 1-4. A) Period 1 (2000-
2002): Due to the presence of a seismic swarm near PPVC, the conditional probability of a new
event occurring near this center increases from about 6% on the unweighted map to about 8%.
The probabilities at the other vents remain relatively unchanged from the unweighted maps. B)
As a result of increased earthquake activity in the north, the conditional probability of a new event
near MaD and MD increases by about 6%. C) Period 3 (2005-2010) as in Period 2, there is an
increase in probability of eruptions in the north over the unweighted maps with little to no change
in probabilities in the south. D) Period 4 (2010-2013): this marks the highest change in eruption
probability in the north during which the normalized probability increases to about 10% placing
nearly equal likelihood of a new eruption at MaD as one at Morne Anglais (MA).
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Figure 5.16: Boxplot of earthquake weights for Periods 1-4 (A-D respectively) when location errors
are incorporated in the calculations. In general, allowing the earthquake locations to vary within
their 5 km error window does not dramatically change the weights that the individual volcanoes
receive since the earthquakes beneath Dominica are either tightly clustered near the southern and
northern volcanoes or scattered throughout the map. The larges variation in the weights are during
Period 1 (plot A) when there is quite a bit of scatter in earthquake locations and for the volcanoes
MaD and MD that are near the extreme of the map area (e.g. plots B and C) hence more strongly
affected by an increase in distance of when a new location is simulated for one of the southern
earthquakes. The arrows in plot C merely indicate the locations of a few of the volcanoes not a
particular trend.
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Figure 5.17: Boxplots of earthquake weighted percentage probability maps for Periods 1-4 (A-D
respectively) when location errors are incorporated in the calculations. Given the narrow range
of weights associated with errors in the earthquake locations, there is no significant change in the
overall weighted probability pattern shown in Figure 5.15. As in Figure 5.16, the arrows indicate
the location of a few of the volcanoes.
5.5.4 Normalized Spatio-temporal Intensity Maps
Given the different frequency of volcanic eruptions at the different centers, a more
accurate forecasting tool needs to incorporate both spatial and temporal data of past volcan-
ism. A simple method for doing this is to multiply the normalized weighted spatial intensity
shown in Figures 5.5 and 5.15 by the normalized recurrence rate for each volcano given in
Table 5.2. The results of these calculations are shown for the unweighted and weighted data
in Figures 5.18 and 5.19 respectively. The inclusion of the recurrence rates in the hazard
model puts increased probability of new activity at both PPVC and MM/WW on all the
maps. Due to the low normalized recurrence rates in the north (0.311 and 0.877 for MaD
and MD respectively), even when the earthquake activity is high during Periods 2 and 4,
the probability of a new eruption at MaD and MD stays at about 5%. During the same
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time periods, the probability of a new eruption at MM/WW decreases when compared to
the unweighted maps or Period 1, but always remains higher than 30%.
Figure 5.18: Unweighted normalized spatio-temporal plot for volcanoes active on on Dominica
in the past 1Myr. Factoring the past recurrence rates into the hazard map creates a plot that
shows higher probability of a new eruption at PPVC than most of the other vents on the island
with the exception of MM/WW. The relatively high probabilities at MM/WW stems from both the
relatively high rates of activity at these locations and their location near the center of the southern
cluster of vents.
5.6 Summary of Key Results
The spatial intensity maps (Figures 5.4 and 5.12) presented above indicate the prob-
able locations of new vent formation on Dominica based on the locations of vents active in
the last 1Myr. In both scenarios (weighted or unweighted calculations of the spatial inten-
158
Figure 5.19: Dot maps of normalized weighted spatio-temporal data for Periods 1-4 (A-D respec-
tively). When the recurrence rates of activity at the volcanoes are taken into account, both the
patterns driven by the clustering (e.g. Figure 5.5) and the earthquake weighting (e.g. Figure 5.15)
are diminished. While there is a general decrease in the probability of a new event at MM/WW
from about 45% in plot A to between 32 and 40% in plot D, these volcanoes still continue to have
greater probability of new activity than any of the other vents on the map. Their other southern
counterparts and the northern volcanoes rarely get a probability of more than 5% during any time
period.
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sity), the maps show that relatively high probability for renewed activity to be confined to a
narrow band through the center of the island that parallels the trench. When the probability
of renewed activity is weighted by the distance of seismic events to each volcano, the prob-
ability for reawakening of the northern vents increases significantly from Period 1 to Period
4. This increased probability is driven by seismic swarms between MaD and MD in Period 2
and off the northern coast of the island in Period 4. The number and perhaps depth range of
seismic events during the time periods under investigation however were insufficient to drive
the probability of renewed activity in the north to greater values than the southern volcanoes
except PPVC and GSH which lie outside the optimal orientation of the bandwidth and MA
in Period 4 (see Figure 5.15). As demonstrated in the model sensitivity test (Figure 5.9), the
clustered nature of the southern volcanoes requires a large number of shallow events near
the vents outside the cluster to increase the probability of renewed activity at those vents.
However, the spatial intensity maps tell only one aspect of the volcanic story of the
island. To better quantify the probability of future activity, it is necessary to incorporate
other data streams into the hazard estimation. As shown in Figure 5.19, including the
volcanic recurrence rates into the spatial intensity estimation, shifts the probabilities of
new activity back to the south and away from MaD and MD despite the higher levels of
earthquake activity near these vents. The inclusion of the recurrence rate also overrides the
high probabilities given to vents within the cluster such as MA and MW while increasing
the probability at PPVC. Other types of geophysical and geological data such as gravity
anomalies, seismic tomography, ground deformation and cumulative erupted volume can in
principle be used as weights in streamlining the hazard maps (Connor et al., 2000; Martin,
2004; Bebbington, 2013; Marzocchi and Bebbington, 2012). Unfortunately, most (none) of
this data is currently available for Dominica. It is interesting to note, that while the volumes
of the past eruptions on the island are largely unknown, the largest erupted volume on the
island (and in the entire arc) in the last 200 kyr originated from Morne Micotrin/Wotten
Waven (Sigurdsson et al., 1980). The estimated tephra volume of the Roseau Ignimbrite
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is ∼ 50 km3 hence weighting the spatial intensity maps by the volume of erupted product
would likely still result in high probabilities at these centers.
The weighting scheme designed in this study offers a means of bridging the gap
between the traditional methods of hazard forecasting where geological and geophysical
data are used for long-term and short-term forecasts respectively. We effectively allow the
influence of the earthquakes at the volcano to decay as a function of 1/r; here, r is the
distance between the earthquake and the volcano in km. Setting the decay function up in
this way allows nearby earthquakes to have the strongest influence but still allows other more
distal earthquakes to exert some influence. This essentially accounts for the loss of energy
that an earthquake experiences due to geometric spreading (Lay and Wallace, 1995) since
the amplitude of the arriving waves also decreases as a function of 1/r. Designing a cutoff
threshold for the sphere of influence that an earthquake may have is challenging since the
magnitude of the event and the state of the volcano at the time of the earthquake must be
taken into account. Studies have shown a general correlation between large earthquakes and
volcanic eruptions Acocella and Funiciello (e.g., 2010); Feuillet et al. (e.g., 2011); Chaussard
and Amelung (e.g., 2014) even when the distance between the earthquake and the volcano
is great but require the volcano to already be in a critical state. As such, no threshold
has been enforced here but the results show that the distance between the volcanoes and
the clustered nature of both seismicity and volcanism on the island effectively restricts the
sphere of influence that the earthquakes have.
5.7 Conclusion
Homogeneity of products erupted from multiple vents on Dominica in the last 1Myr
hints at a shared magma source beneath the island (Smith et al., 2013). This geochemical
evidence is bolstered by the strong correlation between short-wavelength relative Bouguer
gravity lows and shallow seismicity (Figure 4.8) beneath Dominica. If these Bouguer gravity
anomalies are associated with magmatic intrusions, the shallow seismicity may highlight
crustal response to magma injection, cooling, and migration within and around one or more
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midcrustal hot zones. As such, the hot zone model provides a new conceptual view of
volcanic processes in Dominica in which magma emplaced in a shared midcrustal magma
chamber feeds eruptions from multiple vents on the island. Based on the gravity and seismic
data (Figure 4.8), it would appear that there is a distinct body beneath the southern vents
that is separate from the body that feeds the northern vents. This defers slightly from the
Smith et al. (2013) geochemistry derived model in which the all the southern vents and
Morne Diablotins is fed by the same midcrustal magma body while Morne aux Diables (the
northernmost vent) is fed by a unique source.
The approach presented in this chapter of weighting long-term trends (volcano dis-
tribution) with short-term data (seismicity) bridges the gap between long-term hazard as-
sessment and short-term crisis monitoring. Furthermore, these weighted models allow for
comparison of eruption likelihood among clusters of volcanoes rather than individual volca-
noes. This is feature is advantageous in volcanic settings such as Dominica where seismicity
cannot confidently be attributed to only one volcanic center. By separating the earthquakes
into periods and using their distance from the volcanoes, the earthquake weighting system
designed in this study takes advantage of three key factors related to volcano seismicity: 1)
volcanic earthquakes should be located near a volcano, 2) these events should be at shallow
depths and 3) volcanic earthquakes tend to occur in swarms.
Through this study, a more complete picture of future volcanic activity on Dominica
can be derived. For instance, on the basis of recent volcanism, qualitative assessments would
place highest probability of a new event in the south of the island while based on seismicity
a new event would be likely in either the north or the south. Contradicting both these
data sources, geothermal and preliminary geodetic data review placed strong emphasis in
the central portion of the island. While the increased eruption probability in the north with
time shown here may be partially influenced by changes in the seismic network, there may be
some validity to this trend since earthquake activity also decreases in the south during the
same time period. Future studies will undoubtedly be improved by having a longer record
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of a more complete seismic coverage of the entire island. The addition of geodetic data from
either the new JAXA mission or GPS stations currently installed on the island will also
increase the viability of the models.
This study also demonstrates that a sparse regional network can provide valuable data
for monitoring unrest, augmenting monitoring efforts focused on individual volcanoes. In
regions where resources are limited, it is often difficult to install the full suite of geophysical
equipment (e.g. 6 seismometers, 3 or more GPS stations) on one volcano. By monitoring
changes in activity at volcanic clusters, equipment can be diverted to areas of increased
eruption probability making possible to effectively monitor a relatively large region with a
sparse equipment bank.
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6. Conclusion
Understanding the complex nature of volcanic processes requires a multi-prong sci-
entific approach. The work presented here utilized a number of geophysical tools towards
this effort. Magma’s journey from source to surface does not take place in a single phase.
The ascent of magma through the crust is expected to be a relatively rapid but intermittent
process (Menand et al., 2015). In the interim, these melts may stall at various depths in the
lithosphere and may produce measurable signals at the surface. The study undertaken here
tracks volcanic processes from the deep magma source region in the mid to lower crust, up
through possible shallow storage regions and finally looks at post eruptive consequences of
low rates of volcanism coupled with high sedimentation rates.
The accumulation of large volumes of magma within the crust is expected to produce
long-wavelength gravity anomalies due to the density contrast between this magma and the
rock that it intrudes. Geophysical data collected in various volcanic regions have confirmed
the occurrence of local surficial uplift that coincides with Bouguer gravity lows and low seis-
mic velocity zones. Through the use of 2D axisymmetric finite element models, a number of
parameters and their associated response have been investigated. It was demonstrated, that
in the Tohoku Volcanic Arc, the key parameters dictating the magnitude and wavelengths of
surface deformation were the thickness of the elastic layer and the bulk relaxation time of the
system. The thickness of the elastic layer not only controls the models’ total surface uplift
but also controls the location and shape of the peripheral basin surrounding the topographic
high. The bulk relaxation time of the system has a strong influence on the time that it takes
the system to reach steady state. This relaxation time is primarily driven by the viscosity of
the layer in which the intrusion is emplaced. When the intrusion is emplaced at the Conrad
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in the Jelly Sandwich rheological model, surficial deformation is primarily driven by flow
within that layer. For intrusion emplaced in the Crème Brûlée model, flow is accommodated
in both the mantle and the lower crust for intrusions emplaced at the Conrad discontinuity.
In addition to this characterization of the parameters driving surficial deformation,
it was shown through axisymmetric inversion of gravity data that the wavelengths and mag-
nitude of Bouguer anomalies are likely caused by mid-crustal intrusions having a density
contrast of up to -430 kg/m3 with the surrounding crust. This finding best fits the Sengan
Volcanic Cluster, which most likely has a well developed hot zone given its clustered nature,
rather than the more distributed volcanic systems in the Tohoku Volcanic Arc.
The migration of magma from its deep storage region towards the surface may also
produced measurable signals in the form of increased shallow seismicity, ground deformation
and gas effusion. The characterization of geophysical data associated with Dominica pre-
sented in Chapter 4 provide a starting point for the earthquake weighting system developed
in Chapter 5. The earthquake dataset for events near or beneath Dominica between 1997
and 2013 were dominated by shallow high frequency events though there were a small subset
of low frequency events near the Morne Plat Pays Volcanic Complex in the south. This
region also coincides with the location of relatively high b-values (South Period 2) found as
part of the b-value analysis done for the island. In the north, the b-value analysis tend to
indicate tectonic processes rather than magmatic ones. Another feature highlighted in the
seismic analysis of Dominica was the presence of earthquake families including one family of
events that spanned 6 years. The occurrence of earthquake families are generally associated
with non-destructive source processes that are capable of repeatedly producing events of
the same relative size and in the same location for an extended period. The revelation of
this long-lived earthquake family in the north may be an indicator that levels of activity in
this region is higher than what has been reported in the seismic catalog due to low station
coverage in this area for most of the network’s existence.
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The proper casting of precursory volcanic signals is as complex as volcanic systems
themselves. In Chapter 5, a simple method of incorporating seismic data into volcanic hazard
models was presented. Because magma may take advantage of existing zones of weakness,
it was deemed important to cast all earthquake types into the hazard model whether or
not they were tectonic. However, by weighting the volcanoes based on the inverse of the
distance to the earthquakes, important factors associated with volcano seismicity are still
accounted for. Namely, this method ensures that highest weight is given to volcanoes with
many events that are both close and shallow; this accounts for the tendency of volcanic
earthquakes to occur in shallow swarms near volcanoes. From this study it was found that
there is an increased probability for renewed activity in the north with time. This increase
may be due in part to the increased station coverage in this area making it possible to detect
more earthquakes but may also be a true testament to the state of the system. The latter is
reinforced by the corresponding decrease in earthquake activity in the south over the same
time period; as indicated in Figure 4.6 the number of stations in the south have remained
relatively stable.
The validity of any hazard assessment is dependent not only on the methods that
it utilizes but on the data that feeds into it. Hence, proper identification of volcanic vents
and their associated products are essential. This is particularly true in regions like the
Amargosa Valley, NV where high sedimentation rates coupled with low rates of volcanism
results in the partial or full burial of volcanic features. Through the collection and the non-
linear inversion of high-resolution ground magnetic data, we were able to resolve features
associated with AnomalyB that were not identified in previous aeromagnetic surveys. The
inversion results indicated that AnomalyB has an estimated burial depth of 147m which
implies a sedimentation rate of about 0.04mmyr−1. Additionally, the inversion estimated
an eruptive volume of 1.0 ± 0.4 km3; this value was greater than the volume estimated by
Langenheim et al. (1993) using aeromagnetic data (0.1-0.4 km3). This study reinforced the
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importance of high-resolution magnetic data, the collection of which allowed for an improved
understanding of the time-volume evolution of this basaltic volcanic field.
The use of multiple streams of geophysical data allowed for better characterization of
volcanic systems from the source to the surface and in multiple volcanic settings. As more
data becomes readily available, the seamless integration of different sources of data will
build on previous endeavors and lead to an improvement in our understanding of volcanic
processes.
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Appendix A: GTecton Input Files and Work Flow
In this section, the basic input files, codes and workflow (Figure A1) required to
generate finite element models (FEM) similar to those presented in Chapter 3, are described.
Figure A1: Flowchart describing the basic steps used to set up the GTECTON input files for
the models in Chapter 3. Full details on these various steps will be described in the text. WP =
Winkler Pressures; BC = Boundary Conditions.
These models were executed using the axisymmetric FEM code implemented in
GTECTON (axi-none). Before launching into a detailed description of the input files,
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a few words of caution are necessary. Because GTECTON is written in Fortran, the way in
which its input files must be written is very specific hence it is good practice to consult the
man pages to ensure that each file is properly formatted. If the input files (e.g tecin.dat.nps,
tecin.dat.elm, tecin.dat.wp, tecin.dat.bcs) are generated automatically using the codes given
here, their format should be correct but errors may arise when modifying the TECIN.DAT
file since this requires manual entry by the user.
The first step in the model setup process is to define the domain geometry. Creating
a sketch of this model geometry e.g. Figure A2 provides a great basis for visualizing how
the nodes and faces should be defined in the domain.poly. This sketch will also help with
defining the flags that will be used in the getnpe script (described later).
Figure A2: Sketch of the domain defined by the domain.poly file provided. Numbering of nodes
(brown circles) and the faces (lines and arrows) must begin at zero. Each node and segment is
given a flag (purple number) for referencing in other programs such as getnpe at which point the
letter flag (example M) is assigned. Arrows indicate direction of connection and node numbering;
numbering must be counterclockwise. The green number is the material flag for the mantle (green
layer).
The domain.poly file defines the model’s nodes, faces, any holes and the different ma-
terial types. This file can be generated manually (for relatively simple domains) or through
the use of a script. The domain.poly file describing the model in Figure A2 is provided
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below. The spacing of the columns in the domain.poly file is not critical; it is very important
however to ensure that nodes and faces are numbered sequentially and in a counterclockwise
sense. The domain.poly file can be visualized using the program showme to ensure that the
nodes and faces are properly numbered and correspond to the pattern sketched. If there are
no problems at this stage, the next step in the process is mesh refinement and the generation
of the individual input files. Because the nodes, segments and material types may all have
the same number, it is important to assign special nodes a unique flag that can be used for
referencing these nodes and defining their particular properties such as boundary conditions.
Example domain.poly file
******************************************************************************
# points #
13 2 0 1
0: 0. -100000. 20
1: 400000.0 -100000. 21
2: 400000.0 -30000.0 22
3: 400000.0 -15000.0 23
4: 400000.0 -5000.0 24
5: 400000.0 0.0 25
6: 0. 0.0 26
7: 0. -5000.0 27
8: 0.0 -15000.0 28
9: 0.0 -16000.0 29
10: 0.0 -30000.0 30
11: 30000.0 -16000.0 31
12: 30000.0 -15000.0 32
#
# domain boundary #
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17 1
0: 0 1 60
1: 1 2 61
2: 2 3 62
3: 3 4 63
4: 4 5 64
5: 5 6 65
6: 6 7 66
7: 7 8 67
8: 8 9 68
9: 9 10 69
10: 10 0 70
11: 7 4 71
12: 8 12 72
13: 12 3 73
14: 10 2 74
15: 9 11 75
16: 11 12 76
# no gaps #
0
# material markers #
5
0: 25000 -1500.0 1
1: 40000 -12000 2
2: 10000 -15500 3
3: 35000 -25500 4
4: 25000 -45000 5
******************************************************************************
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The domain.poly file is divided into 4 main sections:
1. The line following # points # defines the number of node points (13), the number +
more stuff. Each line that follows gives:
(a) Node number
(b) X location of the node (in meters)
(c) Y location of the node (in meters)
(d) Node flag
2. Line following # domain boundary # first define the number of segments and ... Each
line that follows gives:
(a) Segment number
(b) First node in the connection
(c) Second node in the connection
(d) Segment flag
3. The line following # no gaps # defines the number of holes in the model
4. The number of unique materials in the model is defined by the number following #
material markers #. The lines following this defines
(a) The material number (internal)
(b) X location of the node (in meters) - this value should be near the center of the
layer to avoid conflicts with other layers
(c) Y location of the node (in meters) - this value should be near the center of the
layer to avoid conflicts with other layers
(d) The material flag - *This is the material number that will be used in the FEM
input file (TECIN.DAT)
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The creation of the files tecin.dat.wp and tecin.dat.bcs requires the specification
of node points and segments which can be facilitated with scripts such as getnpe. This
script must be modified for each specific domain and polygon/loop files must be defined for
each layer where boundary conditions are going to be defined so that they can be isolated
by getnpe. An example loop file for layer 2 (blue layer in Figure A2) (InnerLoop.txt) is
shown below.
Example polygon/loop file: InnerLoop.txt
The polygon/loop file gives the X and Y locations of the nodes that define a particular
loop. As in the domain.poly file, it is necessary to call out the nodes sequentially and in a
counterclockwise manner. It is also necessary to ensure that the loop is closed.
******************************************************************************
0 -5000
0 -15000
400000 -15000
400000 -5000
0 -5000
******************************************************************************
getnpe script components
The script getnpe is a BASH wrapper script for the GTECTON programs picknps
and elmside which allow nodal points and element sides within the domain to be isolated
for use in setting up the boundary conditions and Winkler pressure files among other FEM
input files. The key components of this script are described below. A full copy of this script
is available upon request.
1. Define the run options the getnpe script will execute. For example: "set – ` getopt
BLMRCITsenpubP $*` " gives all the flags that can be called by getnpe (BLM etc);
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it is very important this field is updated with any new flags so that getnpe functions
correctly.
2. Define the flags and the polygon files that they correspond to. For example:
-C) SIDE=$i; POLYGON=InnerLoop.xy; shift;;
This tells getnpe that when the flag -C (which is used to find nodes and elements along
the base of the upper crust (C flag in Figure A2)) is called, the nodes will be located
within the region defined by the polygon file InnerLoop.xy. Each letter flag must be
defined in the same way.
3. Search for the element, node and polygon files defined in the previous step. This is
a check to ensure that these files have been generated before getnpe can be executed.
The script will exit at this point if any of these files are missing.
4. Create an alias for the GTECTON scripts and the execution options that will be
called within the getnpe script. Example PICKNPS="picknps -n tecin.dat.nps -e
1.0" assigns the to the alias the input file for picknps, the component to extract (-n:
extracts nodes), and the tolerance threshold (-e).
5. Create temporary storage files for storing extracted nodes
6. Assign the flags defined in #2 to the flags specified in the domain.poly file and push
to temporary files created above. Here is an example of this definition for the base of
the model (-B flag in Figure A2)
case ${SIDE} in
-B) ${PICKNPS} -m 30 | awk '{print $1}'>| ${TMP1}
${PICKNPS} -m 60 | awk '{print $1} '» ${TMP1}
${PICKNPS} -m 31 | awk '{print $1} '» ${TMP1}
sort -nu ${TMP1} >| ${TMP2};;
This uses picknps to search the node file tecin.dat.nps and identify all the node numbers
associated with the markers/flags (-m) 30, 60 and 31.
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7. Sort node points spatially if SORT is set to TRUE in the initial lines of the getnpe
script
Example Boundary Condition Setup File: setbcs
Once all the necessary changes have been made in the getnpe, the boundary condition
setup file can be created. This file will use the flags defined in the getnpe script so it is
important to ensure that this script is properly configured for the problem at hand. For
instance, the -L flag used in the setbcs script below calls all the nodes on the left side of
the model. This option must first be assigned in getnpe.
******************************************************************************
#!/bin/sh
# SET NODAL BOUNDARY CONDITION CODES
# '-p'and '-P'select node numbers @ lower right and left margin respectively and add
displacement boundary codes to them
sh getnpe -Ln |\
awk 'BEGIN{FREE=0; DISP=1; VEL=2; FORC=3}
{printf("%5d%5d%5d%5d\ n",$1,0,DISP,FREE)}'
sh getnpe -Rn |\
awk 'BEGIN{FREE=0; DISP=1; VEL=2; FORC=3}
{printf("%5d%5d%5d%5d\ n",$1,0,DISP,FREE)}'
sh getnpe -Bn |\
awk 'BEGIN{FREE=0; DISP=1; VEL=2; FORC=3}
{printf("%5d%5d%5d%5d\ n",$1,0,FREE,DISP)}'
sh getnpe -Pn |\
awk 'BEGIN{FREE=0; DISP=1; VEL=2; FORC=3}
{printf("%5d%5d%5d%5d\ n",$1,0,DISP,DISP)}'
sh getnpe -pn |\
awk 'BEGIN{FREE=0; DISP=1; VEL=2; FORC=3}
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{printf("%5d%5d%5d%5d\ n",$1,0,DISP,DISP)}'
# close data block
echo ' end ibc'
# SET NODAL BOUNDARY CONDITION MAGNITUDES
# no need to set zero values (this is the default)
# close data block
echo ' end bc'
# close Winkler codes block
echo ' end iwink'
# close Winkler magnitudes block
echo ' end wink'
#close Maxwell for magnitudes
# close Euler angles block
echo ' end Euler'
******************************************************************************
Example Winkler Pressure Setup file: setwp
Winkler restoring pressures, if used, can be generated using the getnpe as was done
in the setbcs script. These restoring pressures were used in the models in Chapter 3 to
simulate isostasy.
******************************************************************************
#!/bin/sh
#set the value of the Winkler pressures
#Winkler pressures at the top of the model
sh getnpe -Te |\
awk 'BEGIN{rho1=2400;rho2=0; g=9.8;w=(0.5*(rho1-rho2)*g)}
{printf("%5d%5d%5d%6d%14e\ n",$1,0,$2,-1,w)}'
#Winkler pressures at the bottom of the upper crust
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sh getnpe -Ce |\
awk 'BEGIN{rho1=2700;rho2=2400; g=9.8;w=(0.5*(rho1-rho2)*g)}
{printf("%5d%5d%5d%6d%14e\ n",$1,0,$2,-1,w)}'
#Winkler pressures at the top of the intrusion
sh getnpe -Ie |\
awk 'BEGIN{rho1=2400;rho2=2400; g=9.8;w=(0.5*(rho1-rho2)*g)}
{printf("%5d%5d%5d%6d%14e\ n",$1,0,$2,-1,w)}'
#Winkler pressures at the base of the lower crust
sh getnpe -Me |\
awk 'BEGIN{rho1=3300;rho2=2700; g=9.8;w=(0.5*(rho1-rho2)*g)}
{printf("%5d%5d%5d%6d%14e\ n",$1,0,$2,-1,w)}'
#Winkler pressure at the base of the lithosphere
sh getnpe -Be |\
awk 'BEGIN{rho1=3350;rho2=3300; g=9.8;w=(0.5*(rho1-rho2)*g)}
{printf("%5d%5d%5d%6d%14e\ n",$1,0,$2,-1,w)}'
#Winkler pressure at the base of the intrusion
sh getnpe -be |\
awk 'BEGIN{rho1=2700;rho2=2400; g=9.8;w=(0.5*(rho1-rho2)*g)}
{printf("%5d%5d%5d%6d%14e\ n",$1,0,$2,-1,w)}'
#close Winkler pressures
echo ' end wink'
******************************************************************************
After modifying all the scripts to reflect the problem at hand, the mesh refinement
and the input files generation can be done through the use of a makefile.
Example Makefile: makefile
The make file calls the triangle code in conjunction with setarea to subdivide the
domain. The program tri2fe translates the node information specified in the domain file
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into a format that the GTECTON FEM program can successfully interpret (the node file,
tecin.dat.nps and the element file, tecin.dat.elm are generated in this step). It also
specifies the rules for deleting files generated in the modeling process.
******************************************************************************
#refine the mesh
domain.4.poly: domain.3.poly domain.3.area
triangle -pra domain.3
tri2fe -n domain.4.node -e domain.4.ele
sh setbcs > tecin.dat.bcs
sh setwp > tecin.dat.wp
# showme domain.4
wc tecin.dat.*
domain.3.poly: domain.2.poly domain.2.area
triangle -pra domain.2
setarea domain.3 -l 0 -15500 30e3 -15500 -r 21 -f 0.2 -x 1 -d 3e3 > domain.3.area
domain.2.poly: domain.1.poly domain.1.area
triangle -pra domain.1
setarea domain.2 -l 0 0 0 -20000 -r 21 -f 0.2 -x 1 -d 35000 > domain.2.area
#define the initial mesh
domain.1.poly: domain.poly makefile
triangle -pqACa3000000 domain.poly
setarea domain.1 -l 60e3 0 60e3 -100e3 -r 21 -f 0.2 -x 1 -d 75e3 > domain.1.area
clean:
rm -f domain.[1234].poly
rm -f domain.[1234].node
rm -f domain.[1234].ele
rm -f domain.[1234].area
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rm -f tecin.dat.bcs tecin.dat.wp tecin.dat.elm tecin.dat.nps
rm -f tempin.dat.bcs tempin.dat.flx
rm -f fedsk*
rm -f FEOUT* FEDSK* GTecton.rc STATUS BTOT.DAT
rm -f *.dat
rm -f modeldata*
rm -f *.log
rm -f partition*
rm -f tecin.dat*
******************************************************************************
Successful execution of this script should generate the node file (tecin.dat.nps, the
element file (tecin.dat.elm), the boundary condition file (tecin.dat.bcs) and the Winkler
restoring pressures file (tecin.dat.wp). A snapshot of the contents of each of these files is
provided below.
The nodal points file defines all the nodes within the domain including the nodes
initially defined in the domain.poly file. The columns describe the node number, the node
flag and the X and Y locations of each node respectively.
1 20 0.00000 -100000.
2 21 400000. -100000.
...
21757 0 13038.5 -12614.1
end nps
These nodes are used to define each of the elements in the domain. This is described
in the element file; the columns give the element number, the material number, and the
node numbers respectively. Each element is defined by four nodes but because triangular
elements are used in these model, the last 2 node numbers are the same.
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1 1 4783 5967 5978 5978
2 5 5439 5257 5142 5142
3 4 21517 21507 19699 19699
...
43051 22175 7205 60 21719 21719
end elm
The boundary condition file that results from the execution of setbcs has the format:
1 0 1 0
7 0 1 0
...
2 0 1 1
end ibc
end bc
end iwink
end wink
end Euler
The numbers define the node number, node increment, boundary condition type (type
1 is a displacement BC) and the magnitude of the BC.
The final input file generated by the makefile is the Winkler restoring pressures file,
an example of which is given below:
18 0 3 -1 1.176000e+04
364 0 1 -1 1.176000e+04
...
43040 0 1 -1 1.470000e+03
end wink
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The columns of the Winkler restoring pressures file defines the element number, el-
ement increment, element side number, application mode i.e. when the restoring pressures
should be applied (-1 tells the program that the pressures should always be applied) and the
value of the Winkler restoring pressure.
TECIN.DAT
When running the GTECTON FEM code (e.g. pln or axi-none) the default in-
put file is TECIN.DAT which is a master file that specifies the necessary node file (e.g.
tecin.dat.nps) , element file (e.g. tecin.dat.elm), Winkler pressure file (tecin.dat.wp)
and the boundary conditions file (e.g. tecin.dat.bcs) for the FEM being evaluated. If
another file name is assigned to this input file, then that must be specified when running the
code. Example pln fein=MYFILE.DAT. TECIN.DAT, like the other input files for pln has
very specific column spacing so it is necessary to double check the man file to ensure that
each column is properly aligned.
******************************************************************************
Description of mechanical problem
21757
2 5 -200 1 0 0 0 1 0 1
0
.so tecin.dat.nps
.so tecin.dat.bcs
1000 5000 5000 6000 3800
10 50 50 50 50
year year year year year
0.50 0.50 0.50 0.50 0.50
0 1 1 2 1 1 0 0 0 0
43051 5 0
0 0 1410 0 0 0 0 0
188
1 0 7.5E10 0.30 1.000000e+30 1.0 0.0 1.0 elastic upper crust
2 0 7.5E10 0.30 1.000000e+21 1.0 0.0 1.0 Upper crust
3 0 7.5E10 0.30 1.000000e+30 1.0 -300.0 1.0 Upper crust intrusion
4 0 7.5E10 0.30 1.000000e+19 1.0 0.0 1.0 lower crust
5 0 7.5E10 0.30 1.000000e+22 1.0 0.0 1.0 mantle
end material properties
0.0 -9.8 0.0
.so tecin.dat.elm
.so tecin.dat.wp
******************************************************************************
Each line and column (lower case Roman numerals) of the TECIN.DAT file provides
information about the following (please note that this is an abbreviated description of the
FEM input file; the man page should be consulted for full details (Govers and Drenth, 2011)):
1. A description of the problem being solved
2. The number of node points (21757)
3. Conditions for the FEM
i Solver switch - option 2 calculates the mechanical solution
ii Number of time step groups
iii Number of mechanical solution outputs (-200 creates an output file every 200 time
steps)
iv Maximum number of iterations between stiffness matrix reforms
v Number of linked nodes
vi Viscosity update switch (0 = constant viscosity)
vii Restart Switch (0 = no restart)
viii Load switch (1 indicates that forcing by initial stresses should be excluded)
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ix Indicates the number of matrix diagonal outputs
x Velocity output switch (1=velocity outputs)
4. Times of output
5. Definition of nodal coordinates
6. Definition of nodal boundary conditions
7. Each column gives the number of time steps in each time step group
8. Each column gives the time step size
9. Each column gives the time step unit
10. Alpha parameter for the mechanical problem
11. Switches
i Forcing (0 = plain strain)
ii Integration rules for forces
iii Large deformation update (1 = updated strain-displacement matrix)
iv Residual force update (2=update (normal mode when the deformation update
switch is set to 1)
v Gravity switch (1 = gravity on)
vi Viscosity minimum switch (1 = static viscosity limits)
vii Incompatibility mode (0 = compatible nodes)
viii Incompressibility (0 = off)
ix Sediment transport load switch
x Spherical geometry switch
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12. Element Parameters
i The number of elements
ii The number material types
iii The number of surface nodal points
13. Element boundary conditions
i Number of pressure BCs
ii Number of stress BCs
iii Number of Winkler restoring pressure BCs
iv Number of slippery node entries
v Number of fault parallel elements
vi Number of split node inputs
vii Number of pre-stress inputs
viii Number of triple junction slippery node entries
14. Description of the material properties
i Material Number (flag assigned in domain.poly)
ii Material number increment
iii Young' s Modulus (Pa)
iv Poisson' s ratio
v Effective viscosity (Pa s)
vi Power
vii Mass Density (kg/m3)
viii Element thickness
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ix A description of the material
15. Tells the program that there are no more materials to be added
16. Magnitude of gravitational acceleration in each direction (X, Y and Z) respectively
17. Definition of the elements
18. Definition of the Winkler restoring pressures.
It is very important that the files and other information for solving the problem be
given in exactly in this order.
Visualizing the results
The program plnplt extracts data from the FEM input (TECIN.DAT) and output
files (FEDSK.DAT.* where *=time step of the output) in a format ready for plotting in
GMT. This code can be used for visualizing the initial model geometry using a specifier
file such as initial.s or can be used to visualize the FEM output files at any time step
using output.s. Figure A3 gives a visual representation the boundary conditions, Winkler
restoring pressures and material types defined in the files above.
Figure A3: Sample plot of the domain properties described in the text. Here, the Winkler
restoring pressures are indicated by the pink arrow heads, the boundary conditions are represented
by the black arrows which show the direction in which motion is restricted. Each unique material
number is represented by a different color - the upper crust has only one color because both the
elastic layer and the rest of the upper crust share a single material number.
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Unlike the traditional representation of rollers, the boundary conditions are indicated
by arrows pointing in the direction the motion is restricted.
initial.s
The following is an example of an extraction file that is used together with plnplt to
extract data from the initial FEM. Unlike pln, plnplt requires the name of the FEM input file
to be specified whether or not it defers from the default. This script grabs the connectivity,
grid, material, displacement and force nodal boundary, Winkler element boundary conditions
and color maps the elements so that poorly shaped elements are highlighted. The output.s
file has a similar format to this but the time step desired must be specified.
******************************************************************************
!test -d initial || mkdir initial
femi TECIN.DAT
conn initial/conn.dat
grid initial/grid.dat
mat initial/mat.dat
nbc d initial/dbc.dat
nbc f initial/fbc.dat
ebc w initial/wbc.dat
good initial/elem.dat
q!
******************************************************************************
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Appendix B: Weighted Spatial Intensity Matlab Script
The weighted spatial intensity maps shown in Chapter 5 were generated using the user
defined Matlab functions gauss_G.m and EQweight.m implemented through a wrapper
script called (gausXY_samse3D_W_error.m). These codes are provided below. The
spatial intensity calculations are performed in UTM then translated into WGS84 lat/long
projection for plotting in Matlab. The input data does not need to be in UTM because there
are lines within the wrapper code that will make the necessary conversions if requested. The
script requires the following input files:
1. vents.utm: A tab delimited file with the easting and northing of each volcano in
meters. Alternatively, the file may contain long/lat data in which case, the cs2cs
command must be used to convert the data prior to calculating the weights.
2. DA_coast_No_Is.txt: this is a tab delimited file containing the longitude and
latitudes of the coastline that defines Dominica. This file is an output of the GMT
program pscoast created because the predefined Matlab coastline files are very low
resolution in this region. Alternatively, the Matlab coastline data can be loaded and
used or the data can be plotted in GMT.
3. bandwidth.dat: This file contains the bandwidth data for set of volcanoes for which
the spatial intensity map is being generated. It is generated by running the R scriptmi-
grkern.r which is embedded within the gausXY_samse3D_W_error.m script.
The generation of this file requires the R program to be installed as well as its packages
rgl, mvtnorm, and ks which are used in the bandwidth optimization.
4. P4_locations.txt: A tab delimited file containing the longitude, latitude, depth and
time (Matlab serial date) for each earthquake for a particular period. This earthquake
locations are converted to UTM within the script.
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5. Period4_weights.ll*: This input file is actually a lat/long file generated by the
conversion of the UTM weight file calculated within this script.
The successful execution of the gausXY_samse3D_W_error.m script will pro-
duce the following output files:
1. nodes.utm and nodes.ll: Tab delimited files containing the easting/northing and the
long/lat (for plotting) of each of the node points at which the spatial intensity was
calculated.
2. Period4_weights.utm: A tab delimited file containing the easting, northing and
weights for each volcano included in the evaluation. This file is also translated to
Period4_weights.ll which is an input in the map plotting portion of the script.
3. This script generates a number of figures automatically. These are clearly labeled so
the code can simply be commented out for any plots that are unwanted.
(a) Weighted spatial intensity map
(b) Un-weighted spatial intensity map
(c) Difference Map
(d) Percentage change maps
(e) Change with time for specific volcanoes. This is best executed after a number of
time periods have been evaluated.
Below, the main functions used in the spatial intensity calculation are shown followed
by an example script that utilizes this function.
EQweight.m
This function is needed to calculate the earthquake weights used in the weighted
spatial intensity estimates. It should either be in the directory where the wrapper script is
executed or its home directory should be included in the Matlab path.
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******************************************************************************
function varargout = EQweight(varargin)
%EQweight Calculates the weight at each volcano due to nearby earthquakes
%during a particular period.
% INPUTS:
% (1) IN Volcano easting (meters)
% (2) IN Volcano Northing (meters)
% (3) IN Earthquake easting
% (4) IN Earthquake northing
% (5) IN Earthquake depth
%
% Optional inputs
% (6) A vector containing the location errors; if the errors are unknown,
% create a vector the with the same number of elements as the EQ locations
%
% OUTPUTS:
% (1) Cumulative weight of all earthquakes at each volcano
% Optional OUTPUTS:
% (1) X location
% (2) Y location
% (3) Distance to volcano
%
% Examples:
% WT = EQweight(easting,northing,Eeast,Enorth,depth);
% returns the weights for the set of earthquakes defined by Eeast/Enorth
%
% [X,Y,WT] = EQweight(easting,northing,Eeast,Enorth,depth,Loc_error);
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% returns the synthetic X and Y locations and WTs for the set of earthquakes
% defined by Eeast and Enorth
%
% [WT,Dist] = EQweight(easting,northing,Eeast,Enorth,depth);
% returns the WT and corresponding matrix of distances of each volcano to
% each earthquake
%
% [X,Y,WT,Dist] = EQweight(...);
% This will return all 4 variables calculated which may be useful for comparison to
% the original earthquake locations
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
if nargin==5
easting = varargin{1};
northing = varargin{2};
Eeast = varargin{3};
Enorth = varargin{4};
depth = varargin{5};
%calculate the distances from each earthquake to each volcano in km
VENN = zeros(length(Eeast),length(easting));
for i = 1: length(Eeast)
for m = 1:length(easting)
VENN(i,m) = sqrt(((Eeast(i)-easting(m))/1000)ˆ2 + ...
((Enorth(i)- northing(m))/1000)ˆ2 + depth(i)ˆ2);
end
end
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%If the number of input argument =6, synthesize a new location for each
%earthquake within 5 km of the supplied location to account for location errors.
elseif nargin==6
easting = varargin{1};
northing = varargin{2};
Eeast = varargin{3};
Enorth = varargin{4};
depth = varargin{5};
Eerr = varargin{6};
%initialize some more variables
Elon = zeros(length(Eeast),1);
Elat = zeros(length(Eeast),1);
VENN = zeros(length(Eeast),length(easting));
%synthesize an new earthquake location for each event within
%5k˙m of the catalog location
for r =1:length(Eeast)
[Elon(r),Elat(r)] = randcirc(Eeast(r),Enorth(r),1e3*(Eerr(r)),1);
end
for i = 1: length(Elon)
for m = 1:length(easting)
VENN(i,m) =sqrt(((Elon(i)-easting(m))/1000)ˆ2 +((Elat(i)- ...
northing(m))/1000)ˆ2 + depth(i)ˆ2);
end
end
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elseif nargin < 5
error(‘Must supply the 1) volcano easting, 2) volcano northing,
3) event easting, 4) event northing, 5) event depth’);
end
%Calculate the weight at each volcano based on the distances to each
%earthquake
I_dist = 1./VENN;
ID_sum = sum(I_dist,2);
WGT = zeros(length(Eeast),length(northing));
for i = 1:length(Eeast)
for n = 1:length(easting)
WGT(i,n) = (numel(easting)/VENN(i,n))/ID_sum(i);
end
end
WT = sum(WGT,1)/numel(Eeast);
%control output variables based on the number of output arguments supplied
if nargout==1
varargout = {WT};
elseif nargout==2;
varargout = {WT,VENN};
elseif nargout==3;
varargout = {Elon, Elat, WT};
elseif nargout==4;
varargout1 = {Elon,Elat,WT,VENN};
end
end
******************************************************************************
199
gauss_G.m
This is the main function needed for doing the spatial intensity calculation. It should
either be in the directory were the wrapper script is going to be executed or its home directory
should be included in the Matlab path.
******************************************************************************
function [lambda ] = gauss_G(X,Y,Easting,Northing,n_vents,sqrtH,wt,const)
% Function gauss_G)
% INPUTS:
% (1) IN X (meters) current grid location
% (2) IN Y (meters) current grid location
% (3) IN Easting of vent locations
% (4) IN Northing of vent locations
% (5) IN number of vent locations
% (6) IN sqrt H - the inverse of the sqrt of the bandwidth matrix
% (7) IN wt - a vector of weights to be applied to each vent
% (8) Const: this is 2*pi*determinant(H)*n(vents) or wgted_const =
% 2.0*pi*detH*length(wt) * weightaverage when real wts are being applied
%
% OUTPUTS:
% (1) lambda (i.e. a gridded matrix of spatial intensity locations
% specified by coordinates X and Y
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
x = X;
y = Y;
Vx = Easting;
Vy = Northing;
num_vents = n_vents;
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%initialize the variables that will be used in the loop
D = zeros(length(Vx),1);
dist = zeros(length(Vx),1);
total = zeros(length(x),length(y));
lambda = zeros(length(x),length(y));
% Perform the spatial intensity calculation but first check that the length of the wt
%vector is the same as the length of the Vx vector
if length(wt)∼=length(Vx)
disp(' length of weights must be equal to the number of vents' )
return
else
for n =1:length(x);
for m = 1:length(y)
for i = 1:num_vents
dx = (x(n) - Vx(i))/1000.0;
dy = (y(m) - Vy(i))/1000.0;
dxdy = [dx dy];
b = dxdy*sqrtH;
Tdxdy = transpose(b);
dist(i) = b*Tdxdy;
D(i) = wt(i)*exp(-0.5 * dist(i));
total(n,m)= sum(D);
lambda(m,n) = total(n,m)/const;
end
end
end
end
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end
******************************************************************************
gausXY_samse3D.m
This script first calculates the cumulative earthquake weight at each volcano then
uses that value in the weighted spatial intensity estimation carried out through the function
gauss_G.m.
******************************************************************************
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Initialize some variables and read in some of the initial input files
%The UTM zone must be changed in all the cs2cs lines to correspond to the
%correct UTM zone for a particular location
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
clear;
close all;
% The input file of vent locations in UTM
in = ' vents.utm' ;
[easting,northing] = textread(in,'%f%f' );
%Converts the earthquake locations from long/lat to utm: this program expects
%that the first column will be longitude and the second latitude.
!cs2cs +proj=latlong +datum=WGS84 +to +proj=utm +datum=WGS84 +zone=20P -f
%0.4f 'P4_locations.txt' > P4_locations.utm
%read in the converted locations - this anticipates that there are 4 columns
%of data in the file. If there is no time column, then simple remove that item
%from the square bracket and the last "%f" from the textread option
[Eeast,Enorth,depth,time] =textread('P4_locations.utm' ,'%f%f%f%f' );
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%UTM location of the center of the island (Dominica);
Ce = 677000;
Cn = 1705500;
%UTM zone of location - change this value for each
%limits for calculating spatial intensity map
west = Ce - 30e3;
east = Ce + 30e3;
south = Cn - 30e3;
north = Cn + 30e3;
% Divide the grid into equally spaced X and Y points
X = linspace(west,east,110);
Y = linspace(south,north,110);
node_points = [X' Y' ];
%write out the node locations to a regular text file
save(' nodes.utm' ,' node_points' ,' -ascii' );
!cs2cs +proj=utm +datum=WGS84 +zone=20P +to +proj=latlong +datum=WGS84 -f
%0.6e ' nodes.utm' > nodes.ll
% load coastline data for location. Alternatively, uncomment the Matlab coast info
load ../../Seismology/Earthquake_data/DA_coast_No_Is.txt;
%load Matlab coast data: very low resolution in some parts of the world
%load coast
% Calculate the weights of the earthquakes at each volcano
WT = EQweight(easting,northing,Eeast,Enorth,depth);
eq_wt = [easting,northing,WT' ];
save('Period4_weights.utm' ,' eq_wt' ,' -ascii' )
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%Convert the volcano locations from UTM to lat long
!cs2cs +proj=utm +datum=WGS84 +zone=20P +to +proj=latlong +datum=WGS84 -f
%0.6e 'Period4_weights.utm' > Period4_weights.ll
%Read in long/lat file of volcano locations
[Vlon,Vlat,WT] = textread('Period4_weights.ll' ,'%f%f%f' );
%%
% This portion of the script generates the bandwidth files needed.
%in the spatial intensity estimation. This only needs to be done once.
%FIND BANDWIDTH%%%%%%%%%%%%%%%%%%
fid =fopen('migrkern.r' ,' a' );
disp('Optimizing Pilot Bandwidth (SAMSE)' );
fprintf(fid,'%s\n' ,' library(ks)' );
fprintf(fid,'%s\n' ,' vents<-read.table("vents.utm")' );
fprintf(fid,'%s\n' ,' bd <- Hpi(x=vents,nstage=2,pilot="samse",pre="sphere",
amise=FALSE, binned=FALSE, deriv.order=0, verbose=FALSE,optim.fun="nlm")' );
%performs samse!
fprintf(fid, '%s\n' ,' sink("bandwidth.dat")' ); %designates write-to file
fprintf(fid, '%s\n' ,' show(bd)' ); %should be 2x2 matrix
fprintf(fid,'%s\n' ,' sink()' ); %clears sink
fclose(fid);
% The command below may need to be ran directly on the command line because there
were some
% issues with Matlab/R shared libraries in matlab v 2013a (on which the code was tested).
!R CMD BATCH migrkern.r
%%
%%%%%%This portion of the code calculates the spatial intensity for the region specified
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%above using the variables initialized above. There should be no need to alter the code
%in this section.
%Read in the bandwidth data interactively
H = dlmread(' bandwidth.dat','',1,1)/1e6;
% This is the SAMSE bandwidth matrix
%count the number of vents
num_vents = numel(Vlon);
% Calculate necessary constants for Gaussian kernel function
% square root of the bandwidth matrix
sqrtH = sqrtm(H); % print ' Square Root Matrix:sqrtH' ;
% Determinant of the bandwidth matrix
detH = det(sqrtH);
% Inverse of the square root matrix
sqrtH = inv(sqrtH);
% Gaussian constant for unweighted map
wgt = ones(length(easting),1);
Const = 2.0 * pi * detH * (num_vents);
%Gaussian constant for weighted maps
wgted_const = 2.0*pi*detH*length(wt);
% calculate the spatial intensity for the region of interest;
lambda_s = gauss_G(X,Y,easting,northing,num_vents, sqrtH,WT,wgted_const);
lambda_norm = gauss_G(X,Y,easting,northing,num_vents, sqrtH,wgt,Const);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%
% Earthquake locations in lat long for plotting
[Elon,Elat,depth,time] =textread('P4_locations.txt' ,'%f%f%f%f' );
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%calculate the difference between the background map and the weighted map. The
%percentage change of the entire map is not very informative since these numbers
%are very small hence small changes translate to significant changes.
map_diff = lambda_s-lambda_norm;
Pchange = (map_diff./lambda_norm)*100;
% % %output the data in a format that it can be used for plotting in GMT
Period = [2010 2013];
Period = mean(Period);
[x1,y1] = meshgrid(x,y);
x1 = x1' ;
y1 = y1' ;
X1 = zeros(length(x)*length(y),1);
Y1 = zeros(length(x)*length(y),1);
grid_value = zeros(length(x)*length(y),1);
p_value = zeros(length(x)*length(y),1);
%map the gridded spatial to the corresponding X and Y locations so that this data is just
%a simple X Y Z set that can be used in other programs
for i = 1:length(x)*length(y)
X1(i) = x1(i);
Y1(i) = y1(i);
grid_value(i) = lambda_s(i);
p_value(i) = Pchange(i);
end
%write the weighted spatial intensity data to a text file
data_out = [X1' ,Y1' ,grid_value' ];
save('P4_weighted_SI_data.txt' ,' data_out' ,' -ascii' )
206
%Finds all the grid points within 1 km of the the volcano(s) of interest
F = find((X1>=Vlon(4)-km2deg(1)) & (X1<=Vlon(4)+km2deg(1)) & (Y1>=Vlat(4)-
km2deg(1)) & (Y1<=Vlat(4)+km2deg(1)));
G = find((X1>=Vlon(5)-km2deg(1)) & (X1<=Vlon(5)+km2deg(1)) & (Y1>=Vlat(5)-
km2deg(1)) & (Y1<=Vlat(5)+km2deg(1)));
%grab the data from the percentage change variable and find the average value
C_MaD = sum(p_value(F))/numel(F);
C_VoD = sum(p_value(G))/numel(G);
%save the percentage change for each volcano and the median period data to a text file for
%later plotting - see the final section
data_out = [C_MaD C_VoD,Period];
fid =fopen('Change_with_time.txt' ,' a' );
fprintf(fid,'%f %f %f\n' ,data_out);
fclose(fid);
%%
%This section of the code generates maps to visualize the calculated spatial intensity
%map limits
latlim = [15.2 15.7];
lonlim = [-61.6 -61.14];
%long/lat of locations
[x,y,junk] = textread(' nodes.ll' ,'%f%f%f' );
%create a surface plot of the log of the spatial intensity for weighted map
figure
worldmap(latlim,lonlim);
surfm(y,x,log10(lambda_s));
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plotm(DA_coast_No_Is(:,1),DA_coast_No_Is(:,2),' k-' ,'LineWidth' ,2)
plotm(Vlat,Vlon,' kˆ' ,'MarkerSize' ,6, 'MarkerFaceColor' ,' r' )
plotm(Elat,Elon,'wo' ,'MarkerSize' ,2, 'MarkerFaceColor' ,'w' )
h = colorbar;
ylabel(h,' log(spatial intensity)' );
title('Earthquake weighted map 2010-2013' )
shading interp
caxis([-8 0]);
print('-dpsc2' ,'P4_weighted_map.ps' );
%un weighted spatial intensity map with earthquakes for that period
figure
worldmap(latlim,lonlim);
surfm(y,x,log10(lambda_norm));
plotm(DA_coast_No_Is(:,1),DA_coast_No_Is(:,2),' k-' ,'LineWidth' ,2)
plotm(Vlat,Vlon,' kˆ' ,'MarkerSize' ,6, 'MarkerFaceColor' ,' r' )
plotm(Elat,Elon,'wo' ,'MarkerSize' ,2, 'MarkerFaceColor' ,'w' )
h = colorbar;
ylabel(h,' log(spatial intensity)' );
title(' unweighted map' )
shading interp
caxis([-8 0]);
%save the map as a ps file in the current directory.
print('-dpsc2' ,'P4_unweighted_map.ps' );
%difference map
figure
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worldmap(latlim,lonlim);
surfm(y,x,map_diff);
plotm(DA_coast_No_Is(:,1),DA_coast_No_Is(:,2),' k-' ,'LineWidth' ,2)
plotm(Vlat,Vlon,' kˆ','MarkerSize' ,6, 'MarkerFaceColor' ,' r' )
plotm(Elat,Elon,'wo' ,'MarkerSize' ,2, 'MarkerFaceColor' ,'w' )
h1 = colorbar;
% ylabel(h1,'weighted-unweighted map difference' );
title(' difference map 2010-2013' )
shading interp
% caxis([-8 0]);
print(' -dpsc2' ,'P4_difference_map.ps' );
%Percentage change map
figure
worldmap(latlim,lonlim);
surfm(y,x,Pchange);
plotm(DA_coast_No_Is(:,1),DA_coast_No_Is(:,2),' k-' ,'LineWidth' ,2)
plotm(Vlat,Vlon,' kˆ' ,'MarkerSize' ,6, 'MarkerFaceColor' ,' r' )
plotm(Elat,Elon,'wo' ,'MarkerSize' ,2, 'MarkerFaceColor' ,'w' )
h1 = colorbar;
% ylabel(h1,'weighted-unweighted map difference' );
title(' percentage difference map 2010-2013' )
shading interp
%caxis([-8 0]);
print(' -dpsc2' ,'P4_perc_change.ps' );
%%
%plot the change with time at two volcanoes. This should be done after multiple data
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%points have been added to the Change_with_time.txt file
%[MaD, VoD,Period] = textread('Change_with_time.txt' ,'%f%f%f' );
%figure
%plot(Period,MaD,' ko' ,'MarkerFaceColor' ,' b' );
%hold
%plot(Period,VoD,' kd' ,'MarkerFaceColor' ,' r' );
%legend('Morne aux Diables' ,'Valley of Desolation' ,'Location' ,'Best' );
%xlabel('Mid-point of time interval (years)' )
%ylabel('Percentage Change from Unweighted Spatial Intensity Map' )
%print(' -dpsc2' ,'Percent_prob_change_at_MaD_and_VoD.ps' );
******************************************************************************
The .m files for both the function and the wrapper script are available upon request.
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Appendix C: Deformation Investigation using ALOS L-band Data
Space geodesy has become an invaluable asset in the geophysical quest to better
understand volcanic processes. The acquisition of InSAR images over a region offers the
ability to conduct high spatial resolution studies which, when good, far exceed the quality
of even the highest resolution ground-based techniques (Dzurisin, 2006). Availability of this
data may act as a supplement to traditional geodetic methods or may open up new pathways
for exploring regions in which such studies may have been restricted in the past due to limited
data availability or remoteness. In Dominica, where data coverage by traditional geodetic
surveys is limited, the possibility of adding an InSAR study to the mix can be a boon.
A total of 16 L-band level 0 SAR images acquired over Dominica by the Japan Aerospace
Exploration Agency (JAXA) ALOS mission were obtained from the Alaska Satellite Facility
for the period 2006-2011. This data set included both ascending and descending images (2
images) in single (FBS) and dual (FBD) polarization. During this period, a seismic swarm
occurred in the north of the island which was thought to be volcanic in origin. Utilizing
these images, it may be possible to determine centers of deformation on Dominica which
coincide with the location of an inflating magmatic body. Such an association is potentially
important in hazard estimation studies since they are indications of possible future vent
locations.
InSAR images are generated by the reflection of an electro-magnetic pulse from an
overhead satellite off an object on the Earth' s surface. The two-way travel time of this signal
and its reflected amplitude and phase signal is encoded as a complex number in each pixel
of the SAR image and gives details on the distance of the object to the satellite. Changes
in the ground surface can be measured by comparing pairs of images taken over a relatively
short time span. Variations in the surface measured during successive satellite passes can
be calculated to an accuracy of millimeters to tens of centimeters depending on the band of
InSAR image used. However, this calculation is somewhat complicated by other signals that
contribute to the phase encoded in each pixel.
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∆Φ = ∆Φspatial + ∆Φthermal + ∆Φatm + ∆Φdef + ∆Φground + ∆Φpixel (1)
The signal of interest ∆Φdef must therefore be properly isolated from the remaining
signal to derive a meaningful account of the state of the system. Preliminary analysis of an
InSAR image pair taken between March and April 2008 was done using DORIS (Kampes
et al., 2003) (Figure A4).
Figure A4: InSAR interferogram generated from a pair of images taken on 03/08/2008 and
04/23/2008. The topography has been subtracted from this interferogram. There appeared to be
relatively concentric fringes near Morne Trois Piton may be a real deformation signal and not just an
artifact of topography or water vapor. The Valley of Desolation/Boiling Lake area is hypothesized
to be the most likely location of next future eruption hence this warranted further investigation.
This image shows an interference pattern that may be indicative of a deformation
signal near the Morne Trois Pitons Volcanic Complex, which is home to the Valley of Deso-
lation and the Boiling Lake. Given that these images are taken during the "dry season", this
interference pattern may be a true ground signal and not the effect of atmospheric loading
(see Figure A4). The Valley of Desolation is the site of the most vigorous geothermal activity
on the island and is the location of the most recent phreatomagmatic eruptions in 1997 and
1880. Qualitative analysis forecasts that a significant eruption will originate from this region
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within the next 100 years. This initial pair, therefore, highlighted the potential benefits of
pursuing this method further.
Bulk Processing
For this study, pairs of images were processed using the GMTSAR software available
which is based off the Generic Mapping Tool developed by Wessel and Smith (1991). The
challenge of using InSAR images in a tropical setting is largely related to the atmospheric
delay caused by large amounts of water vapor in the troposphere and the abundance of
vegetation. This problem is partially offset by using an L-band satellite since the larger
wavelengths (20 cm) are less sensitive to this effect. Additionally, stacking subsequent images
has been shown to improve the signal-to-noise ratio though this method is most suitable
for capturing long-term rather than transient volcanic deformation signals (Ebmeier et al.,
2013). Bulk processing of InSAR data is useful for time series analysis of deformation. For
this study, the level 0 data was preprocessed using the prepocessing code provided in the
GMTSAR package to create raw images that could later be compressed into SLCs. While the
initial pair of images processed looked promising (Figure A4), a number of issues arose when
attempting to bulk process the entire dataset. In addition to high levels of atmospheric
water vapor and DEM issues, changes in the baseline perpendicular between subsequent
passes can lead to significant decorrelation of the signal between image pairs. One method
of addressing this is to generate short baseline interferograms between pairs of images that
are closely spaced in time and with relatively small baseline different. For images taken
between 2006 and 2008 over the Caribbean, Pritchard and Fournier (2009) found that a
baseline difference of <250m was needed. To find the best pairs of images for generating
the interferograms, a short baseline assessment was conducted in Matlab. This analysis
suggested that 22 interferograms could be generated between the pairs of images highlighted
in Figure A5 and Table∼A1.
These short baseline pairs were isolated by setting the maximum baseline perpendicu-
lar to 1070m and the maximum time difference was set to 1500 days. These limits represent
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Figure A5: Baseline perpendicular versus time plot for 14 ascending L-band images taken over
Dominica. The interferogram plots suggested by the short baseline analysis are highlighted by the
green lines. The numbers next to each circle on the plot are the image numbers.
a compromise between the limits suggested by the Pritchard study and the critical baseline
difference generally expected for L-band signals which is about 6 km for FBD images (Rosen,
2011). The images in Figure A6 show the degree of correlation between image pairs. With
the exception of a few images, correlation between most image pair is very low and decor-
relation increases rapidly inland. From these images, it appears that the baseline difference
is not the main issue controlling decorrelation of the images. An analysis of 24-hr averaged
water vapor data when available over Dominica show significant differences in the amount
of water vapor possibly associated with each of these images. Zebker and Villasenor (1992)
reported that a 10 cm path delay can be introduced to the data by just a 20% increase in
relative humidity. The degree of decorrelation between the image pairs hinders attempts to
derive useful information from this study as was attempted in Figure A7. Here, the interfer-
ence pattern between the image pairs was converted into a Line of Sight displacement from
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which a linear trend was removed. This linear trend relates the ongoing island-wide uplift
in Dominica.
Table A1: Baseline shift table for interferogram pairs. The first column gives the Index for the
corresponding images in Figures A6 and A7. Dates are given as the year.Julian day; The final
column (TD) gives the number of days since passes.
Figure Index Image 1 Date 1 Image 2 Date 2 Baseline shift (m) TD (days)
A 05923 2007.065 14646 2008.298 768.049 1232.999
B 11291 2008.068 11962 2008.114 -315.357 45.999
C 14646 2008.298 16659 2009.070 -386.952 772.001
D 16659 2009.070 20014 2009.300 -325.784 230.001
E 22027 2010.073 22698 2010.119 157.015 46
F 22027 2010.073 23369 2010.165 199.884 91.999
G 22027 2010.073 24040 2010.211 -77.409 137.999
H 22027 2010.073 24711 2010.257 108.068 183.999
I 22027 2010.073 26053 2010.349 -51.905 275.998
J 22698 2010.119 23369 2010.165 42.869 46
K 22698 2010.119 24040 2010.211 -234.424 91.999
L 22698 2010.119 24711 2010.257 -48.946 137.999
M 22698 2010.119 26053 2010.349 -208.919 229.998
N 23369 2010.165 24040 2010.211 -277.293 46
O 23369 2010.165 24711 2010.257 -91.816 91.999
P 23369 2010.165 26053 2010.349 -251.789 183.998
Q 24040 2010.211 24711 2010.257 185.477 46
R 24040 2010.211 26053 2010.349 25.504 137.999
S 24711 2010.257 26053 2010.349 -159.973 91.999
T 26724 2011.030 27395 2011.076 -473.719 45.999
While the images appear to indicate a repeated pattern of range decrease at Morne
Trois Pitons, higher resolution water vapor data such as the 3-hr reanalysis MERIS data
or perhaps GOES satellite data would be needed to pin-point the exact precipitable water
vapor values associated with the islands when the images were captured. The image pairs
could then be corrected for this atmospheric phase similar to what has been done in studies
by Gong et al. (2011) to isolate the deformation signal. The collocation of Met Pac stations
with COCONet GPS stations on Dominica will also be useful for acquiring water vapor data
that can be used on images newly acquired by the new JAXA mission launched in 2014.
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Figure A6: Correlation plots of image pairs made using image 22027 as the master image for
image alignment. For these image pairs, image 22027 was used to align the images and generate
Single Look Complex (SLC) images from the level 0 SAR images. The brighter the pixel, the more
strongly correlated is that pixel between the image pairs. In general, correlation is low between most
of the image pairs (dates indicated in Table A1 and decorrelates rapidly inland where vegetation
is dense.
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Figure A7: Detrended Line of Sight plot for images shown in Figure A6. A linear trend was
removed from the images to eliminate the effect of island-wide uplift that is common in Dominica
and most of the islands in the arc. The residual plotted here should represent any deformation
occurring on the island and other contributions to the InSAR phase such as the atmospheric effect.
The most common pattern seen here is a general decrease in range at Morne Trois Pitons.
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