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転群と逆転群の間で比較した。統制群と第3群については，これらの下位群と
も正反応率はほぼ50％であり，差はなかった。しかし，第2群については非逆
軽下位群の正反応率はほぼ63％，逆転群のそれは43影であり，この差は有意で
あ-つた。
強制選択手続きによる訓練は，その刺激体への跳躍習領を強化する。しか
し，この訓練が先に学習したアナライザと無関係に進行するものであれば，跳
曜習慣の強化効果は，たとえば，統制群と第2群とで等しい筈であり，第2群
の下位群の間に見られたのと等しい成績の差が統制群の下位群間に現われてよ
い筈であるcしかし，この差はなかった。このことは，第2群のうけた継時弁
別訓練が，叩一刺激訓練における眺踊習恨の独得に有効な影響を与えることを
意味している。しかも，この影響力は第3群の同時弁別に特に作用しない性質
のものであった。
これらの事実は次のように説明される。第2群および第3群は先に学習した
アナライザにしたがって単一刺激を分類する。つまり，「明るさ」アナライザ
を学習した個体は，たとえば，黒ヨコ・カー ドを「黒い」とうけとり，「方向」
アナライザを学習した個体はそれを「ヨコ」と認知する。この分類の傾向は第
3群の同時弁別では効力がない。第3群は学習した分類傾向とは違った次元に
ついて弁別しなくてはならないからである。たとえば，「明るさ」アナライザ
を学習し，「黒い」カー ドに跳躍することを学習した個体は，第3段階で二つ
の黒カー ドのタテとヨコを弁別しなくてはならない。「黒い」カー ドへの跳躍
習性はタテ・カードとヨコ・カードに等しく作用し，第3群はどちらかのカー
ドに選択的に跳躍することはない。一方，第2群では選択の方向は有効であ
る。「黒い」と分類したカー ドが今度は「白い」と分類できるカー ドと対提示
されるからである。そこで，第2群の先行眺剛習慣はこの学習状況に分化的に
作用し，跳躍習慣の刺激の正負，つまり，非逆転群と逆転群の間に成綴の差が
現われたのであると説明される。
公理1に関連するもう一つの資料はタコ(OctopusvulgarisLamarck)を用
いたSutherland達<1965b)の研究である。実験群の8匹は第1訓練段階で
「大きさ」アナライザを，そして，統制群の8匹は「形」アナライザを学習す
る。訓練の第2段階では，両群ともV型刺激とW型刺激について訓練される。
ただし，これらの刺激には大きさに差があり,Vは面蔽にしてWの2.25倍あ
る。実験群の個体については，訓練第1段階の正刺激が大きい方であったか，
それとも，小さい方であったかにしたがい，前者はVを後者はWをそれぞれ正
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害されるという予想（公理3）である。
過剰訓練逆転効果を見出した資料は，間接的にではあるが全て公理2を支持
する。先行課題の刺激対の正負が逆転されるいわゆる逆学習は，もとの正負両
刺激への反応傾向の介入という余計な要因を含んでおり，複雑な学習事態では
ある。しかし，先行繩題の適切次元がそのまま転移課題の適切刺激次元であ
る点で，逆学習は公理2の予言の範囲に含まれる。この意味で，過剰訓練によ
る逆学習の促進効果はこの予想を裏づける証拠となる。
一方，公理3についてはそれ程多くの資料はない｡Komaki(1961),Mackin-
to"(1962,1964),Mackintosh&MackintoSh(1964)がわずかにこれに関
連する研究である。まず,Mackint"(1962)は2群の白ネズミに白と黒の
カードを弁別させた。第1群はこのあとで白・黒カードの逆転を学習する逆学
習群であり，もう一方は灰色シマ目のタテとヨコを娠移学習する非逆転移行群
(NRS)である。このNRS群は，与えられる過剰訓練趾の原学習所要試行数
に対する百分率にしたがい，さらにONRS,100NRS,2mNRSの3下位群
に分けられる。これらの3群が，白黒弁別の完成またはその過剰訓練のあと
で，新たに提示されたタテ対ヨコのシマ目弁別に要した試行数は，上述の順序
で84.25,105.",140.”であり，これらの差は統計的に有意であった。過剰
訓練は，異なった刺激特徴が適切手掛りとなる転移課題，その学習を遅延させ
るのである。
類似の結果はズキン・ネズミを用いたMackint"h(1964)やタコを使用し
たMackinmSh&Mackintodn(1964)の実験にも見られる。まず，最初の研
究では，灰と白，灰と黒の2趣の刺激対によって「明るさ」アナライザを学習
させた群で．過剰副||練による後続白・黒弁別の促進の傾向が示されたのに対
し，白正方形とダイア形，黒正方形とダイア形の2菰の刺激対を通じて「形」
アナライザを学習させた群では，過剰訓練は後続白・黒弁別を有意に遅延さ
せることが示された。「形」を適切刺激次元とする諜題の過剰訓練は，「明る
さ」について選択を行なう必要のある課題の学習を妨害するのである。
過剰訓練によるこの後続学習妨害効果を考える場合には，転移の条件に2菰
類を区別する必要があるように思われる。その第一は，過剰訓練課題の適切手
掛りが，後続課題の刺激体の特徴のうちに，不適切手掛りとして含まれる場合
である。白と黒のカードで過剰学習したあとで，図形の白・黒とは無関係にタ
テ図形とヨコ図形を弁別しなくてはならない場合がこの一つの例になるだろ
う。第二の転移条件は，過剰訓練課題の適切手掛りが後続課題の刺激対の特徴
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に含まれていない場合である。上に述べた三つの資料はすべてこの転移条件を
用いており，被験体は先行手掛りとは独立な新しい手掛りについて転移学習を
行なっている。
公理3に関連してMackint"hはこの2種類の転移事態を区別していない。
しかし，アナライザ理論の基本栂想にしたがえば，アナライザ学習による干渉
の機制はこの二つの事態で同じではない筈である。まず，先行適切手掛りが後
続操題に不適切手掛りとして存在する第一の場合については，過剰訓練による
干渉は問題なく説明できる。過剰訓練を通じ適切刺激特徴に対応するアナライ
ザの学習はさらに進行する。強固さを増したアナライザは，後続学習において
依然有効である。先の適切手掛りが一つの選択対象として存在するからであ
る。このいまや不適切手掛りとなった特徴に対し，過剰訓練個体は，過剰訓練
された分だけ余計に，より固執的に「注意」をはらい，反応する。不適切手掛
りへの避択は部分的に強化されるにすぎず，このアナライザ学習もいずれは消
去される。しかし，先の適切手掛りへの固執傾向は過剰訓練個体で特に著し
く，その分だけ後続学習が遅れると脱明すればよいからである。
問題は第二の転移条件である。先行訓練の適切刺激次元は新たな刺激対に含
まれていない。過剰訓練をうけた個体には，いわば，特定のフィルターが強固
にセットされている。ところが，このフィルターに捉えられる刺激特徴は，少
くとも選択手掛りとしては，事態に存在しないのである。アナライザとは，学
習状況の特定の刺激特徴を選択的にピックアップするフィルターであると定義
されている。ならば，先行訓練の適切アナライザがスイッチ・インされている
限り，この転移条件における被験体は，選択対象となる刺激特徴を見出しえな
いことになり，新たな刺激対に対して逆択反応を遂行できないことになる。し
かし，実際には被験体は選択反応を行なう。このことは，強化されたアナライ
ザが別のアナライザと交替され，被験体の媒介過程にスイッチ・インされたこ
とを意味していると理解することができる。たとえば，「明るさ」アナライザ
を学習したあとで，今度は「方向」について弁別しなければならない個体の場
合，それが「タテ」または「ヨコ」図形のいずれかに跳躍する以前に，強固に
なっている「明るさ」アナライザが「方向」アナライザにとって代られている
筈だと考えられるのである。
第二のタイプの転移事態については，過剰訓練による干渉を直ちに予想しえ
ないという理解は，あるいは次のように表現することができる。過剰訓練を通
じ先行適切アナライザは強固になっている。その故に，被験体は選択を試みる
46
度に，このアナライザに対応する刺激特徴を探索するであろう（“公理7)。
しかし，その種の特徴は存在せず，このアナライザは一時的にスイッチ・アウ
トされ，別のアナライザと交替する。こうしたアナライザ間の交替がおこる試
行は，過剰訓練をうけた個体でより多数連続するであろう。そして，この交替
が起るまでのアナライザ間の離合に函pe個個on)は，選択反応の遂行される
迄の時間（反応時間）を延長させる作用をもつであろう。しかし，この鐘合は
選択に分化的に影響することはない。競合はアナライザの交替までに生起する
現象であり，先行適切アナライザが別のものと交替された瞬間，過剰訓練個体
は，たとえば，非過剰訓練個体と同じ条件におかれる筈である。あるアナライ
ザが強固になった場合，それ以外のアナライザは砿かにスイッチ・インされに
くくなる。しかし，このアナライザ交替の「学習に伴なう困難さ」は試行内現
象にすぎない。各試行の終末までに必ずアナライザの交替は生じる。この意味
でアナライザ交替の「学習に伴なう困難さ」が反応時間を延長させることはあ
るにせよ，それが後続学習の所要試行数を延長させるとは直ちに結論しがたい
と考えられるのである。
公理3に関する上の疑問の是非はともあれ，過剰訓練が新しい刺激対に関す
る弁別学習を遅延させるという事実は残る。Komaki(1961)はMaclfintcsh
と顛似の目的で同じ検討を試みたが，彼とは反対の結果を得た。つまり，触覚
的手掛りに関する過剰訓練が後続の白・黒カード弁別を，妨害する所か逆に促
進するという結果を得たのである。このくい違いは恐らく訓練法の相違による
と思われる。先に紹介した三つの実験では，いずれも非訂正法が用いられてい
た。しかし,Komakiの実験では，「後もどり」を許す灯正法が採用されてお
り，この後もどり反応が過剰訓練からの正の転移を媒介する一つの特殊な要因
になったのではないかと推測される(G/:Komaki,19")。
公理4
これは先に学習したアナライザが消去されるまで，被験体がランダム反応を
示すことを予想したものである。この予測についても，二つのタイプの転移覗
態を区別して吟味する必要があると思われる。先行訓練の適切手掛りが持ちこ
される場合については，公理3と同様特に問題はない。しかし，第二のタイプ
の嘘移条件，つまり，先行適切手掛りが新刺激対に含まれていない場合につい
ては，この予測にもやはり問題がある。まず，先行訓練の適切アナライザがド
ミナントである期間中に，どうして動物がランダム反応を示すことになるの
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か，その理屈がはっきりしない。ランダム反応とは課題状況の不適切手掛りへ
の反応のことである。とすれば，訓練を通じてどんなアナライザがドミナント
になっていようと．ランダム反応の示された時点において，強固になったこの
アナライザは，別のそして不適切なアナライザと交替されなくてはならないこ
とになる。公理3は，強固になったアナライザの固執されることを前提にして
いる。ところが，この公理4を導くためには，アナライザの交替，しかも先に
指摘した試行内現象としての「アナライザ交替」が仮定されねばならないので
ある。この意味で，公理3と4とは論理的に矛盾する。
公理4に直接関連する資料は，先に紹介したMackintosh(19")の実験結
果である。ONRS,1"NRS,"ONRSの3群は，白・黒カード弁別のあ
とで，灰色シマ目のタテとヨコを学習した。このシマ目弁別中の位髄反応日数
（1日10試行中，8回以上特定の側を選んだ日数）は，上述の順序で4.75,
6.75,8.00日であり，「明るさ」アナライザが強固であると期待される過剰群
ほど，位置手掛り，つまり，不適切手掛りへの反応傾向が大であった。3群間
の差は統計的に有意ではなかった。位磁手掛りはネズミによる同時弁別事態で
は，股もドミナントな刺激特徴である。そこで，この結果は，統計的信頼性を
欠くものの，過剰訓練がドミナントな不適切手掛りへの反応傾向を強めたとい
う点で，公理4を支持する資料であるとされる。しかし，この予想には，公理
3との関連で根本的な疑問点があることを指摘しておきたい。
公理5
この予想はアナライザ効果の現われる条件に触れたものである。アナライザ
学習がいかに進行し，被験体がどれ程能率的に適切な刺激次元に「注意する」
ようになっていても，その効果の現われる程度はテスト課題に左右される。テ
スト課題の適切手掛りが非常にきわだっており，被験体がそれに自然と注目す
るような場合，先行アナライザ学習の効果は顕著には現われない。むしろ，適
切刺激次元への注意が何等かの理由で困難である場合に，その次元に関するア
ナライザ学習の効果がより明瞭に学習能率に反映されるとする。
この予想に関辿する資料は二つある。まず,Mackinmsh(1963a)は，ズキ
ン・ネズミを用い，不適切手掛りの附加によって逆転学習を困難にした場合
に，過剰訓練逆転効果が大になることを明らかにした。第1群は白と黒の正方
形につき，弁別と逆転を行なう。第2群は白長方形と黒長方形につき同じ学習
を行なう。この群では，長方形の「方向」という特徴が弁別および逆転学習に
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不適切手掛りとして導入されるわけである。そして，第3群は白と黒の正方形
を弁別したあと，白長方形と黒長方形について「明るさ」の逆嘘学習を行な
う。この群では逆転学習にだけ，不適切「方向」手掛りが導入されるわけであ
る。第1，2，3の各群は，最初の弁別完成後直ちに逆学習に入る統制群と，
150試行の附加的訓練のあとで逆学習を始める過剰群との，二つの下位群に分
けられた。
どの過剰群も対応する統制群よりすみやかに逆転を完成した。ところが，3
群の統制群を比較したところ，興味深い事実が判明した。第2および第3群の
統制群は，第1群のそれより逆転に有意に多くの試行数を要したのである。
「方向」という不適切手掛りが附加されていれば，被験体の注意がそれに向け
られる可能性がまし，適切手掛りである「明るさ」への注意がそれだけ困雄に
なり，学習の速度も低下する。第2，第3群の統制群で逆転に時間がかかった
のはそのためである。しかし，この不適切手掛りの存在は，過剰群の学習に等
価な影響を与えていない。第1，第2，第3群の過剰群の逆転所要試行数はほ
ぼ等しく，3統制群間に現れたような学習速度のちがいはなかったのである。
これは，過剰訓練の効果が第2および第3群で特に著しいことを意味してい
る。過剰群ではその附加的訓練を通じて「明るさ」アナライザが著しくドミナ
ントになっており，統制群のように「方向」手掛りに注意のそれることが少な
い。そこで「方向」に注意するための学習の遅れが，過剰群では防止された。
第1群の過剰群と統制群との間に現れた以上の差が，鰯2および第3群で得ら
れたのは，両群の逆学習覗態が不適切「方向」手掛りをフィルター・アウトす
る必要のある事態であり，アナライザ効果が一層発揮される状況であったこと
によると説明される。
公理5に関連する第2の資料はMackintosh(1965b)である。この実験の本
来の目的は，過剰訓練の効果をニワトリとネズミで比較する点にあったが，そ
の第1実験と第3実験とを対比させるとこの公理に関係する証拠が得られる。
第1実験では，過剰群と非過剰群のヒヨコに，白・黒弁別とその逆転を学習さ
せた。ネズミと異なり，1“試行の過剰訓練は逆転を遅延させた。そこで，そ
の第3実験では，白・黒弁別でなく，「方向」弁別を課題に採用した。白と黒
の長方形が刺激となり，ヒヨコは長方形の「明るさ」とは無関係にタテまたは
ヨコの長方形に反応しなくてはならない。「明るさ」が不適切手掛りとして加
わることにより，「方向」への注意はそれだけ困難になる。第1実験と同じく，
1”試行過剰群と統制群の「方向」逆転学習速度を比較した。この場合には，
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逆転促進効果が得られた。
「明るさ」という刺激特徴はニワトリにとって本来知覚的にドミナントであ
り，アナライザ訓練の余地があまりない。第1実験の結果はそのためである。
第3実験では「方向」というそれほどドミナントでない刺激特徴が手掛りとな
った。「方向」アナライザは過剰訓練によってドミナンスを盤得する余地のあ
るアナライザである。しかも，「明るさ」という本来ドミナントな手掛りが不
適切手掛りとして存在している。この事態ではドミナンスを狸得したアナライ
ザが効果を発揮する。アナライザは「明るさ」への注意のそれを防止し，逆転
学習がすみやかになされる効果を生むと説明される。
訓練の効果をその後に行なわせる学習の遅速によって検出しようとする場
合，課題が容易すぎても困難すぎても適当ではない。アナライザ学習の効果を
検出しようとする濁合も事情は同じである。訓1練したアナライザが最もドミナ
ントであるような課題で，アナライザ訓練効果を検出しようとするのはナンセ
ンスである。問題のアナライザが適度に下位のドミナンスをもった課題，そう
した課題に選ぶのは当然のことであり，特に説明の必要もないであろう。
公理6
訓練の転移(transferoftraining)は訓練裸題とテスト操題との類似性に規
定される。そして，訓練とテストとで同じ課題が与えられる時，つまり，類似
性が岐大である時，I腫移鐘は妓大になると一般に信じられている。この「常
識」へのある意味での反証を示したのはLawrence(19")である。彼は，弁
別体間の差が小さく弁別学習の困難な課題で岐初から訓練を行なうよりも，弁
別体間の差が大きく，したがって，弁別の容易な別の課題であらかじめ訓練し
ておいた方が，差の小さな弁別体に関する学習成績がよいことを明らかにした
のである。刺激汎化曲線の形態についてどんな仮定をおこうとこの結果は説明
されない(Lawrence,1955)。そこで，この結果は2過程説，つまりは「手掛
りの明瞭化」仮定の必要性を指示するもう一つの資料であるとされた。
公理6はこの考えにそったものである。弁別学習にはまずアナライザの学習
が必要であるが，それは弁別しやすい刺激対を用いた方が能率的に行なわれ
る。アナライザ学習のもともと困難な，弁別体間の差の小さな課題で岐初から
訓練するよりも，その分だけ問題の刺激次元について大きな差をもった刺激対
で訓練した方が，結果において訓練の能率は商まるとする。この予想に関連す
る資料はSutherbnd"(19")の結果である。タコ(octopusvulgaris)が被
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験体に，正方形と5顧の平行4辺形が刺激として用いられた。平方4辺形P,
は正方形との形の相述が最も著しく,P5はそれに最も類似する。まず,Sim.
D群は訓練の第1日目から正方形とP5について訓練をうける。Sim.E群は鹸
初の10日間は正方形とP,で，つづく3日間は正方形とP恩，正方形とPs,正方
形とP4でそれぞれ1日づつ訓練される。そして,14日目からはSim.D群と
同じ正方形とP5の弁別を行なう。正方形とPmに関する成綱を両群で比較した。
Sim．D群の正反応率は54%,正方形とP1でまず訓練し，徐々に困難な弁別に
移行したSim.E群のそれは73％で，この差は有意であった。そこで，この
公理6は支持されたものと考えられた。
しかし，アナライザ学習の高能率が直ちに弁別学習の高成績をもたらすかど
うか，予想はそれ程直裁ではないと思われる。それは,Mackintoshがアナラ
イザ出力間の汎化効果について何の仮定をも提出していないためである。Sim.
E群は正方形とP1についてまず訓l練をうけた。この群では「形」アナライザ
の学習と平行して，彼のいう第2の学習プロセス，つまり，二つのアナライザ
出力と選択反応との迎合が進行してくる。Sim.E群はついで正方形とP霞を提
示される。正方形にはもとの選択反応傾向がそのま騨解発され，その傾向はさ
らに強化されよう。しかし，一方では,P1のアナライザ出力に連合された反
応傾向が，新たに提示されたP倉のアナライザ出力に汎化することが予想され
るのである。アナライザ出力間の汎化は,P盆からP3'u,P3からP4"､,さら
にはP4からP5へと波及することが予想される。要するに,Sim.E群のすぐ
れた弁別成績の背後には，アナライザ学習という正の要因のほかに，アナライ
ザ出力間の汎化というもう一つの正要因が推測されるのである。
アナライザ出力が先行学習効果を媒介するためには，アナライザによって適
切な刺激特徴のキャッチされることが前提になっている。この意味で．Sim.
E群のSim.D群に対する優越を税明する際には,Sim.E群における適切ア
ナライザ学習の高能率を認めなくてはならない。問題はその後に生じる。アナ
ライザ出力がどんな性質のものであり，アナライザ出力間の類似性が訓練効果
をどんな法則に従って媒介するのか，これらについての原則がない限り公理6
は主張できない。公理6には論理の飛踊があると思われる。奇妙なことに，
Mnekirlt"hはアナライザ出力について，明疏に定義していない。しかし，ア
ナライザ出力を「より大きい方」とか「より暗い方」といった関係判断の産物
であるとするのでない限り（これは，基本仮定1に矛厨するが)，アナライザ
出力間の類似性についてコメントする必要がある。そして,Lawrence(19",
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は多くのアナライザを発動させる。特に強固に学習されるアナライザはない。
しかし，多橡なアナライザがスイッチ・インされる所から，走行反応は，最初
から連続強化をうける場合よりも，多くのアナライザ出力と結合されることに
なる。消去訓練が始まると,C-P群ではアナライザ学習が進行していただけ
に，もともと少数であったアナライザ出力・反応迎合が迅速に消去される（“
公理8)。一方,P-C群ではP群と同様，特に強固に学習されたアナライザは
ない。そこで，出力・反応連合の消去はもともとc－P群ほど能率的でない。
その上，消去されるべき連合の種類がP－C群では多岐に亘る。P－C群の消去
抵抗がC－P群より大であり，さらに,P群とほぼ匹敵する程であったのは，
こうした二つの理由によるとMaCkinto曲は説明する。
この資料に関する限り，彼の説明は妥当である。しかし，アナライザ理證か
らは，訓練状況に含まれる刺激特徴の数，それらのドミナンス・ヒエラルキ
ー，訓練段階と刺激特徴の多棟性など，ハンフレイ効果に作用する多くの変数
を指摘できる筈であり，公理7以外にもっと稜極的な予言を導くことが出来る
筈である。公理7に示される彼のアプローチの妥当性は，今後の研究を通じて
明らかになってくるであろう。
公理8
この予想はアナライザ理論のユニー クさをよく表わしている。弁別逆転訓練
においてよく観察されることであるが，逆転学習の正反応の強化がもとの正反
応（逆転学習の誤反応）傾向を一時的に高めるという現象がある。もとの正反
応がどれも非強化をうけているうちに被験体は新たな正刺激（もとの負刺激）
に反応するようになるが，他ならぬこの正刺激への反応の強化が，消去された
はずの誤反応を一時的に継起させることがあるのである。この現象は，弁別逆
転訓練実験を行なったことのある実験者なら，恐らく誰もが観察したことがあ
ると思われる。しかし，この現象に言及し,説明を試みた者はなかった。Mac-
kinm曲の公理8は，この今まで見すごされてきた事実について，一つの説
明を提起している。
弁別訓練が充分でない場合（過剰副|練されない場合)，適切アナライザの学
習されたドミナンスはそれ程大きくない。逆転訓練が開始され，適切アナライ
ザにもとづいた選択がすべて非強化をこうむると，適切アナライザは，ドミナ
ンスが大でないため，すぐスイッチ・アウトされてしまう。これは三つの帰結
を生じる。第一は，逆学習の完成に必要な，もとの反応傾向の消去の機会が，
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一時的にせよ失なわれることである。第二は，アナライザの交替により，位磁
偏好などの不適切反応が現われることである。そして，第三は，適切アナラ
イザが時折りスイッチ・インされ，消去されないま料の反応傾向が発動される
結果，もとの正刺激への反応が一時的に集中して誘発されることである。
一方，訓練が充分である場合（過剰訓練された場合)，適切アナライザのド
ミナンスは大きく，もとの正反応がすべて非強化をうけても他のアナライザと
交替されることはない。そこで，適切アナライザの提供する出力と反応との迎
合は消去されやすくなり，非過剰個体のような消去の保留は起らない。充分な
過剰訓練が逆転を促進するのは，適切アナライザがドミナントであるため，も
との正反応が遅滞なく消去されること，それに，原学習のアナライザは逆転学
習においても同様に適切であるところから，消去完了後の逆転習得（もとの負
刺激への接近の学習）が有利となること，この二つの理由によると説明される。
これらの解釈に関連する第一の資料は｡MaCkinmSSh(1963b)である。過剰
群と非過剰群のズキン・ネズミは，岐初の訓練のあとでその消去訓練をうけ
た。つまり，もとの正・負いずれの刺激に反応しても強化しないという訓練
を，10回連続試行中両刺激への反応率がちょうど50％になるまでつづけたので
ある。この消去基準に連するまでの試行数は，過剰群よりも非過剰群で有意に
小であった。いわゆる消去抵抗は，附加的訓練をうけない非過剰群で小さいわ
けである。しかし，反応潜時の分析は奇妙な傾向を明らかにした。消去訓練の
最初の20試行の反応潜時をみると，潜時は消去抵抗の小さい筈の非過剰群の方
が短かかったのである。反応潜時が習慣強度の減少関数であるとすれば（“
Hull,1952),この結果はパラドックスである。もとの正刺激への反応傾向のあ
らわす消去抵抗が非過剰群で小である以上，もとの正刺激への反応潜時は当然
非過剰群で大でなくてはならないからである。
Mafkint"hは，もとの正反応の放棄されるまでの試行数が，非過剰群の場
合必ずしも反応強度をあらわしていないと考える。非過剰群は適切アナライザ
の学習が過剰群ほど充分でない。そこで，消去訓錬における非強化の経験によ
って，適切アナライザはその出力と反応との結合をそのま畠にしてスイッチ・
アウトされてしまう。非過剰群における正反応放棄は，いわば純正の消去によ
るのではなく，アナライザ交替という局外要因により，指標の役割りを果さな
くなっていると説明される。消去訓練のあとの強化が，スイッチ・アウトされ
たアナライザを復活させ，逆学習正刺激への反応率を一時的にチャンス以下に
低減させるという事実は,睡改int"h("5b)のヒヨコを用いた実験におい
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ても同様に見出されている。
公理9
この予想は動物の種によってアナライザのヒエラルキーに差があること，そ
して，もともとドミナントなアナライザは訓練しても効果が上らないところか
ら，同じ＃||練がすべての動物に等価な効果をもたらすとは限らないことを述べ
たものである。この予想がたてられたきっかけは，明るさ弁別の過剰訓練がネ
ズミにおいては逆学習を促進するのに，ニワトリでは逆にそれを遅延させると
いう発見(BoWMnire“αﾉ.,1961)にある。Mackint"hはこの原因が「明る
さ」アナライザのドミナンスの差にあると考えた。「明るさ」アナライザはニ
ワトリにおいてはもともとドミナントである。したがって，過剰訓練をいくら
与えてもこのアナライザがそれ以上ドミナントになることはない。過剰訂||純は
アナライザ学習という第一の学習プロセス(c/:仮定1)には殆んど貢献せず，
出力と巡択反応の連合形成という第二の学習過程に主として作用する。ただ
し，この辿合は逆転学習を遅延させる種類の要因である。一方，ネズミの場
合，「明るさ」アナライザはもともとドミナントでなく，訓練を通じて優位性
の高まる余地がある。そこで，ネズミの過剰訓練では，アナライザ学習という
逆転学習のためのプラス要因が同時に成立する。ニワトリではこのプラス要因
は得られない。過剰訂||練はもっぱら連合というネガチブな要因だけをもたら
し，それ故に逆転を遅延させると考えられた。
この解釈の要点は，「もともとドミナントでない」アナライザでないと，過
剰訓練の効果が現われないとする点にある。この見方が正しければ，同じニワ
トリでも「知覚的にドミナントでない」手掛りが適切手掛りとなる場合には，
ネズミの明るさ弁別と同様，過剰訓練による逆転促進効果が現われる筈であ
る｡Mackintosh(1%5b)の第3実験はこの点を吟味したものである。長方形
のタテとヨコが適切手掛りとなる「方向」弁別では,100試行の過剰訓練が逆
転を促進した。
選択行動に現われる租差をすべてアナライザ・ヒエラルキーに還元しうるも
のか，この問題は勿論簡単に答えられる性質のものではない。しかし，過剰訓
練逆転効果の有無が，311練課題の困難度，ひいては，課題の適切手掛りへの
「注意」の難易と関係していることは確かである。小牧（1蝉,’.”）は，先
に過剰訓練逆転効果が位侭弁別の場合現われにくいことを指摘した。Mackin-
m釦はこの傾向の「一つの」原因を位置手掛りのドミナンスにあると考える
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(Mackintodn,1"5c,'.138)。そして，一般的には,「適切手掛りが知覚的に
ドミナントでない」場合に，過剰訓練逆転効果が現われるとする。Lovejoy
(1966）はこの公理を数理モデルにまとめた。そして，「過剰訓練逆転効果の得
られる条件をP,(A)一注意の初期確率一で定義すれば，それは.3<P1(A)
＜､7までとなる」と述べている(Lovejoy,1966.P.94)｡
結 望五画回
Mackint"hの柵想を明硴に理解する意図で，具体的な問題に関辿して提起
されている彼の予想を公理の形に整理した。そして，それぞれの予想が果して
充分な証拠にもとづいているか，あるいは，予想をみちびく過程に何等かの飛
珊がないかどうかを吟味した。彼の関心事である「注意の学習」につき，その
理潰の是非を諸じるほど，我々の知識は充分ではない。最後に，彼の柵想に関
述する疑問をいくつか述べ，今後の問題の所在をさぐってみることにしたい。
MafIEinm曲の理論で奇異に思われることの一つは，それが刺激特徴の個別
性を殆んど問題にしていないことである。彼の理論の力点が，特定の刺激次元
（明るさ，大きさ，方向，形,e#c.)の選択的認知，つまり，アナライザによ
るフィルター作用の理治化にあることは言うまでもないことであり，アナライ
ザの抽出した刺激特徴の個別性の問題は，少くとも現在のところは，二次的な
関心羽であるかもしれない。彼が刺激汎化や分化の問題について全く言及して
いないのも，恐らくこうした理由によるのであろう。
しかし，刺激特徴の個別性認知の問題は，アナライザ学習を含めたiﾘll純効果
の転移を考える時には，度外視できない重要性をもっている。たとえば,Law･-
rence(19画が見出し,Mackintosh"(Sutherland""J.,1963)の追試
した，容易な弁別の先行学習による困難な弁別の促進効果を，彼はアナライ
ザ学習の能率の差を反映するものと一面的に解釈している。この効果は，公理
6に関連してのべたとおり，確かに何等かのうイルター作用の仮定なしには説
明されない。しかし，顧々の実験条件間に現れた学習成績の差（たとえば．
Lawrence,1952のATG#1とGTG)を充分説明するためには，彼のいうア
ナライザ出力と反応との迎合が，アナライザ出力間にどう般化するのかが明ら
かにされていなくてはならないのである。アナライザは「二つの弁別体につい
て最大の出力の差」を生じると定義される。たとえば，「明るさ」アナライザ
がドミナントになった個体は，訓練時のとは異なる明るさ手掛りを提示された
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場合，この新刺激間の「明るさ」の差をより能率的に抽出するとされている。
しかし，「明るさ」アナライザは新弁別体間の明るさの差の判定にプラスに働
くだけなのか。アナライザ学習が，新刺激と旧刺激の差を強調することは考え
られないのか。アナライザが，仮に特定の刺激次元に属する個別的特徴の認知
とは独立に機能する単なるフィルターであるとして，では．アナライザ出力の
バラエティと反応解発傾向との間に一体どんな関係があると考えたらよいの
か○刺激汎化の問題を含めたこうした個別性認知とアナライザ学習の問題は，
今後明らかにされるべき問題であると思われる。
M2ftinmn理論の第二の問題点は，アナライザのドミナンスに関係する。
アナライザがスイッチ･インされる傾向は，大別して三つの要因に規定される
とされている。第一は被験体の種に個有のアナライザ・ヒエラルキーである
（公理9)○第二は訓練状況の各菰の刺激特徴のきわだちの程度である。他の
条件が同じであれば，きわだった刺激特徴に対応するアナライザほどスイッチ
・インされやすい（公理5，6，9)。第三はいうまでもなくアナライザ学習
の程度である。訓練を通じてアナライザの順位変更が起れば，それはそのまま
次の学習事態にもちこされ，適切手掛りによりattentiveにさせるとする。同
一菰の被験体を用いて実験する場合には，したがって，逸択的注意は刺激特徴
のきわだちとアナライザ学習の二つの要因に左右されることになる。このこと
は’先行「アナライザ学習」のもたらす効果が，促進的であれ，あるいは，禁
止的であれ，転移学習状況の諸種の刺激特徴間の「きわだちのヒエラルキー」
と相対的であることを意味している。これはMackintosh自身が認めるとこ
ろである（“公理5)。ところが，甚だ困惑することには，アナライザ学習
による後続弁別の遅延を説明する段になると，上の原則が無視されているよう
に思われる。
たとえば，先行適切手掛りが弁別刺激特徴として存在していない転移学習状
況においても，先行アナライザ学習は転移弁別を遅延させるとされている（公
理3)○先行適切手掛りが存在しないことは，選択的注意を規定する一つの変
数，つまり，手掛りのきわだちが極めて小であることを意味している。とすれ
ば，対応する刺激特徴を欠く「学習したアナライザ」のドミナンスと，この転
移学習状況できわだった刺激特徴をもつ「別のアナライザ」のドミナンスとで
は，そのいずれが大であるか直ちに決し難いのではあるまいか。
この疑問は，つまるところ，アナライザ学習の転移が上述した3種の変数に
どの程度規定されるのかが明らかでない所から生じるものである。ちなみに，
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先行適切手掛りが不適切手掛りとしてもちこされる転移事態と，それがもちこ
されない転移事態とで，アナライザ学習のもたらす遅延効果の程度を直接比較
した資料ですら，まだ見当らないのである。いわゆるアナライザ学習の転移，
それに作用する適切手掛りの有無，もとの適切刺激特徴と新たなそれとの類似
性等の効果は，今後の研究において評定されねばならないと思われる。アナラ
イザの転移に及ぼす適切手掛りの影響を吟味する場合，転移学習聯態としてい
わゆるconcurrent弁別を用いるのが面白いと思われる。つまり，ある刺激手
掛りについて充分訓練したあとで，次にその手掛りと新しい手掛りとを別々の
試行で呈示し，二通りの弁別を併行的に学習させるのである。両手掛りの刺激
次元を相違させたり，その類似性を変化させたりすることは言うまでもない。
旧手掛りは依然として学習状況に存在し，それへの反応は同様に強化される。
この意味でこのconCnnrrent弁別においては，先の適切アナライザは以前のド
ミナンスを持ちつづける筈であり，その影響をもう一つの弁別においてそれだ
け直裁に検出できるであろうと思われるのである。
MaCkinmshの記述には，アナライザの交替に関して多少の混乱があるよう
に思われる。アナライザ学習による後続弁別の遅延効果を説明する際には（公
理3)，先行適切アナライザの優位性のゆえに「他の刺激次元への注意」が困
雄であるためであるとされる。しかし，転移学習におけるランダム反応傾向を
説明する際には（公理4)，先行学習のアナライザが，別の，そして，転移課
題における「不適切アナライザ」と交替されることを仮定しなくてはならない
のである。ちなみに，非過剰学習個体の逆転学習における「消去の保留」を説
明する際，原学習の適切アナライザが，出力と反応との連合をそのままに，ス
イッチ・アウトされると彼自身が述べているのである（公理8)。この混乱の
原因は，アナライザのドミナンスの問題を「試行間」と「試行内」とで区別し
ていないことにある。最もドミナントなアナライザとは，選択を試みる度にま
ず最初にスイッチ・インされるアナライザである。つまり，最もドミナントな
アナライザの「試行間効果」とは．被験体を，どの試行においても，そのアナ
ライザの指示する刺激特徴に「まず最初に注意させる」という効果である。し
かし，ある遇択の磯会に，被験体が最もドミナントなアナライザにもとづいて
避択を行なうかどうかという，アナライザ・ドミナンスの「試行内効果」は，
この試行間効果とは必ずしも一致しない。たとえば，被験体がドミナントなア
ナライザの指示する刺激特徴にいくら注意しても，その種の刺激特徴が手掛り
として存在していない場合には，被験体はドミナントなアナライザにもとづい
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て「選択反応を行なう」ことは出来ないからである。
先行適切手掛りが手掛り刺激として提示される転移学習那態については，上
の区別は特にⅢ要ではない。被験体はドミナントなアナライザに従って「注
意」し｢反応」するからである。問題は先行適切手掛りの存在しない転移聯態
である。被験体は学習したアナライザにもとづいて選択反応を遂行することは
出来ない。この場合には，学習したアナライザはスイッチ・アウトされ，その
次にドミナントなアナライザがスイッチ・インされるであろう。この種のアナ
ライザは大抵の場合，位瞳偏好や刺激偏好を含めたいわゆる不適切反応を生じ
るアナライザであろう。アナライザ学習がランダム反応を溌発する機制は，こ
う考えることによってはじめて理解される。
Makin拘引’の櫛想を上のように理解した場合，アナライザ学習の「試行内
効果」について次の予想がみちびかれる。先行アナライザのドミナンスが大で
あれば，それが次にドミナントなアナライザと交替されるまでにより長い時間
がかかる。これは反応時間の延長となってあらわれる。ただし，反応時間の延
長は，次にドミナントなアナライザのドミナンスと相対的である。つまり，次
に優位なアナライザのドミナンスが何等かの理由で高ければ高いほど，この延
長効果は小となり，そのドミナンスが低いほど延長効果が大となることが予想
されるのである。先行適切手掛りの存在しない転移学習事態において，アナラ
イザ学習が果して反応時間を延長させる効果をもつかどうか。また，反応時間
を延長させるこの「試行内効果」の現われる期間の長さが，先行アナライザ学
習の程度と正の相関をもつかどうか。さらに，反応時間の延長効果が，転移学
習事態におけるアナライザのドミナンス（たとえば，刺激特徴のきわだち等に
対応する）に左右されるかどうか。こうした資料を得るための研究が今後計画
されねばならないと思われる。
Maekintnshのアナライザ理瞼に関し，二・三の疑問点をのべた。これらの
疑問はいずれも「アナライザ学習の転移」に関係していた。これは自然な帰結
である。弁別訓練に伴なう「手掛りのドミナンス順位の変更」を相互に独立な
迎合の個別的増減から説明する，たとえば,Spence(1936,1956)の立場で
は，学習効果の転移は主として刺激特徴の類似性，ひいては，刺激汎化に規定
される。しかし,逓択反応の学習のほかに,「手掛り間ドミナンスの順位変更」
の学習，つまり，アナライザ学習を仮定するM2dant"hの立場では，この新
たに仮定された学習プロセスの転移条件を明らかにしておくことが，当然中心
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的な課題になる筈だからである。一般に「副|I練の転移」の問題は現在でも充分
理論化されているとはいえない。この意味でMackintoSh理論の転移条件規
定があいまいであるとしても，それは決してアナライザ理論だけの責任ではな
いであろう。
しかし，アナライザ機構の分析は，逆の意味で「転移の条件」をさぐるのに
格好のトピックであるとも考えられる。M2ekint"hの仮定するとおり「アナ
ライザが出力と誘因との相関に左右されるメカニズムである」（仮定3）とす
れば，アナライザの転移は，転移学習条件において学習したアナライザがどの
程度の成功をもたらすか，それによって左右される筈だという予想をみちび
く。これは，学習セットの転移がある探題における分化的反応の可能性に依存
するという指摘（小牧，1969,〃.172）と一致する。これは興味深い暗合であ
る。アナライザ学習，ことに過剰WII純のもたらすフィルター作用の転移条件を
吟味することは，この意味で一屑匝要な研究課題になると考えられる。
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