Introduction {#S1}
============

Predicting human intentions in various environments is critical in brain--machine interface research. Recently, non-invasive recordings have been widely utilized to measure brain activity due to their practicality. Various types of information have been classified, including that related to several types of movements performed during motor rehabilitation therapy ([@B30]), different levels of ankle force ([@B23]), standing and sitting ([@B7]), the onset of voluntary movement ([@B22]), mental arithmetic/rest ([@B34]), finger movements ([@B29]), and braking intention ([@B25]). Of the many methods used in brain--machine interface research, electroencephalography (EEG) has been widely used because of its practical advantages. For EEG analysis, event-related potentials (ERPs), calculated by averaging brain response epochs related to events, have been used. However, the ERP does not provide all the information about an event, and the attenuated ERP amplitude makes it difficult to analyze data in a single trial ([@B31]). From a frequency viewpoint, the ERP amplitude can be regarded as power in low-frequency bands. To better utilize frequency information, EEG signals have been divided based on their amplitudes in specific frequency bands, such as alpha or beta. Event-related spectral perturbations (ERSPs) ([@B31]) have also been used for EEG analysis since they represent the relative frequency spectrum amplitude in the time-frequency domain.

Reaching is a fundamental and essential task in daily life. Understanding how reaching movements are represented in the brain and decoding these movements are important issues in brain--machine interface research. Several studies have attempted to decode reaching movements. For example, a study estimated the trajectory of hand movements by applying a Kalman filter to EEG data ([@B38]), while others decoded kinematic parameters based on EEG signals during movement ([@B5]; [@B47], [@B46]). Notably, the onset of a reaching movement has been detected using EEG signals obtained 1 s prior to the onset of movement ([@B36]). EEG signals before movement onset have also been used to predict movement directions in a self-paced reaching task ([@B27]).

After a person recognizes a target, the brain may have information regarding the target that is then processed and used to develop a motor command for reaching the target. During this planning phase, proprioception is also involved in making motor commands for reaching movements ([@B39]), and information about the target and arm should be integrated prior to the movement ([@B19]). This information may not be identical to information, such as Bereitschaftspotential ([@B40]), observed just prior to movement execution in a self-initiated reaching task. Several previous studies have decoded brain activity just after target appearance to predict intentions regarding reaching movements. Such studies have revealed that brain signals during target recognition can be used for decoding during reaching movement planning. For classification during movement planning, EEG data are associated with higher prediction accuracy than data acquired through other modalities such as eye tracking, electrooculography, and electromyography ([@B35]). Indeed, several studies have noted that accuracies are higher than chance level in movement direction classification using EEG signals obtained at target appearance ([@B18]; [@B50]; [@B24]). For predicting peak speed and acceleration, performance is significantly better when using combined brain signals from the movement planning and execution stages than when using signals from either stage alone, suggesting that EEG signals during the planning stage can contribute to decoding ([@B51]).

These previous studies have successfully shown the utility of premovement EEG for decoding during a reaching task. However, the way the brain represents information regarding the intended target during movement preparation and what information is advantageous during decoding remain unknown. Importantly, the dorsal pathway processes visual information for a reaching task. The dorsal stream carries information from the primary visual cortex in the occipital lobe to the posterior parietal lobe ([@B16]), which has visual sensory function ([@B21]). The information processed in this pathway might not be identical to the parameters that researchers have classified; however, the information processed by the brain is presumably related to typical classification parameters.

Therefore, in the present study, we aimed to investigate whether parameters such as direction, distance, and positions for reaching can be decoded in premovement EEG decoding. We extracted ERSPs using EEG independent electrical sources obtained by an independent component analysis (ICA) ([@B32]). After selecting features for classification via analysis of variance (ANOVA), we performed all possible binary classification analyses using a support vector machine with several kinds of labeling based on movements and movement parameters. In addition, we identified positions of the useful independent components (ICs) for classification; ICs refer to the electrical sources obtained by the ICA.

Materials and Methods {#S2}
=====================

Experimental Procedure {#S2.SS1}
----------------------

Eight individuals (six men and two women, mean age ± standard deviation: 26.125 ± 3.27 years) participated in the experiment. All participants provided written informed consent prior to the experiment. The experimental protocol was approved by the Ethics Committees of the Tokyo Institute of Technology (ethics number: 2015062) and conducted in accordance with the ethical standards outlined in the Declaration of Helsinki.

[Figure 1](#F1){ref-type="fig"} shows the experimental environment. Each participant sat in a comfortable chair adjacent to a table. The participant wore an EEG cap, and a marker for a motion sensor (Optotrak Certus, Northern Digital Inc., Waterloo, ON, Canada) was attached to the back of his/her right hand. Prior to the experiment, the participant placed his/her hand on the table to perform the required task. This position corresponded to the cursor positioned at the center of the screen. Horizontal hand movement across the table moved the cursor horizontally on the screen. However, for vertical cursor movement, the participant was required to move his/her hand vertically across the table, rather than through the air. Participants were also instructed not to touch the surface of the table during reaching movements due to the influence of friction. Thus, participants lifted their hands very slightly to perform reaching movements. The ratio between the distance of the hand and the distance of the cursor was set to 1.

![Experimental environment. The participant wore an electroencephalography (EEG) cap and sat at a desk. An Optotrak (motion sensor) marker was attached to the back of his/her right hand, and the marker position was tracked using an Optotrak device from the right side of the hand. The participant moved his/her hand on the table to move the cursor on the screen set in front of him/her. Horizontal movement on the table between right and left directions corresponded to horizontal movement on the screen, while vertical movement across the table between front and back directions corresponded to vertical movement on the screen. The initial cursor position and the target position were pseudo-randomly selected from the six positions that were decided so that all combinations from the six positions should cover all movement parameters (direction, distance, and positions for reaching) used in this research.](fnins-13-01148-g001){#F1}

[Figure 2](#F2){ref-type="fig"} shows the trial procedure. A target and the initial position of the cursor were placed at two of six locations, shown in [Figure 1](#F1){ref-type="fig"}. Therefore, there are 30 different movements (6 × 5 = 30) depending on the selection of the 2 positions; the 30 movements consisted of 1 of 24 directions, 7 distances, and 5 target positions, respectively, as shown in [Table 1](#T1){ref-type="table"}. The participants performed the 30 different movements 10 times in one run. Then, all participants performed five runs. The trials were presented in random order, and participants were allowed to rest between runs.

![Images on the screen during a trial. At the start of the trial, an initial position indicator (a gray blurred circle) appeared at one of the six positions so that the participant moved the cursor (a blue circle) to the initial position by moving his/her hand. When the cursor reached the initial position, the indicator disappeared. After 0.5 s, a gray target appeared at one of the remaining five positions. The participant was instructed to prepare for movement execution for 2 s (planning period, premovement). When the color of the target changed to red, the participant moved his/her hand to move the cursor to the target (execution). Before the cursor completely reached the target (a yellow dotted circle in the figure), both the cursor and the target disappeared. The target and the initial cursor position were placed at one of six locations, respectively. This procedure was repeated for each trial.](fnins-13-01148-g002){#F2}

###### 

The five classes used for classification.

  **Class**                                                                                                                                                                                                                                                                                                                         
  --------------------------------------------------------------------- ----------------------------------------------------------------------------------- ----------------------------------------------------------------------------------- ----------------------------------------------------------------------------------- -----------------
  Direction                                                             Distance                                                                            x position                                                                          y position                                                                          Each movement
  (24 classes)                                                          (7 classes)                                                                         (5 classes)                                                                         (5 classes)                                                                         
  \[Unit: degree\]                                                      \[Unit: 1 side of the small square in [Figure 1](#F1){ref-type="fig"}: 6.525 cm\]   \[Unit: 1 side of the small square in [Figure 1](#F1){ref-type="fig"}: 6.525 cm\]   \[Unit: 1 side of the small square in [Figure 1](#F1){ref-type="fig"}: 6.525 cm\]   
  −162, −153, −146, −135, −124, −117, −108, −90, −63,                   1.414, 2.236, 3.162, 3.606, 4, 4.243, and 5.657                                     1, 2, 3, 4, and 5                                                                   1, 2, 3, 4, and 5                                                                   Movements 1--30
  −45, −27, 0, 18, 27, 34, 45, 56, 63, 72, 90, 117, 135, 153, and 180                                                                                                                                                                                                                                                               

At the beginning of the experiment, an initial position indicator (a gray blurred circle) appeared to set the initial position of the cursor. The participant was allowed to take a brief break and move his/her body before moving the cursor to the initial position. When the cursor (a blue circle) reached the initial position, the indicator disappeared. After 0.5 s, a gray target appeared. The participant was instructed to only look at the target and prepare for movement execution in this period and not to move any body part including the eyes (planning period). During this period, the participant planned the degree and direction of movement required to reach the target. After 2 s, the color of the target changed to red, and the participant moved his/her hand to move the cursor to the target (execution). During this period, the participant was instructed to reach the target in one attempt because feedback during movement may alter the movement trajectory ([@B11]). If participants were to know the final position, motor commands during the next movement may suggest an error ([@B45]), influencing the planning phase in each trial. Therefore, before the cursor completely reached the target, both the cursor and the target disappeared. This procedure was repeated for each trial.

Data Acquisition and Preprocessing {#S2.SS2}
----------------------------------

Hand position was measured using the motion capture system to evaluate whether the participant moved his/her hand appropriately. The Optotrak marker was attached to the back of the hand. The position data were sampled at 100 Hz. According to the international 10--20 system ([@B26]), EEG signals were measured from the following 64 electrodes using a Biosemi ActiveTwo amplifier system (Biosemi, Amsterdam, Netherlands): Fp1, Fp2, Fpz, AF3, AF4, AF7, AF8, AFz, F1, F2, F3, F4, F5, F6, F7, F8, Fz, FT7, FT8, FC1, FC2, FC3, FC4, FC5, FC6, FCz, C1, C2, C3, C4, C5, C6, Cz, T7, T8, TP7, TP8, CP1, CP2, CP3, CP4, CP5, CP6, CPz, P1, P2, P3, P4, P5, P6, P7, P8, P9, P10, Pz, PO3, PO4, PO7, PO8, POz, O1, O2, Oz, and Iz. The EEG data were sampled at 2,048 Hz.

EEGLAB ([@B10]) was used for preprocessing. The EEG signals were re-referenced to an average reference, low-pass-filtered at 1 Hz, and high-pass-filtered at 49 Hz. Due to the computational load, the data were down-sampled to 100 Hz. Epochs were extracted from the duration between the onset of the planning period and 2 s post-onset (i.e., planning period). Noisy channels, noisy trials, and trials with abnormal movement as determined via visual inspection were rejected. Then, ICA was performed using the extended Infomax algorithm in EEGLAB ([@B4]), following which noisy ICs were rejected.

Electroencephalogram Analysis {#S2.SS3}
-----------------------------

Using the remaining ICs, ERSPs during the planning period were calculated using EEGLAB to identify changes in the relative spectral power for each IC with respect to the baseline. The baseline interval was defined as 200 ms before the onset of premovement to the onset of premovement (when the target appeared). The ERSPs time window and the window shift sizes were 300 and 50 ms, respectively, in the planning period. The frequency range for ERSPs was 0--40 Hz, while the interval was 3.333 Hz. The planning period was 2,000 ms and the window size was 300 ms, so the period representing ERSPs values was 1,700 ms in order not to use the period beyond the planning phase. Since the window moved every 50 ms, 34 time bins were used (1,700/50 = 34).

[Figure 3](#F3){ref-type="fig"} shows how EEG signals were processed in this study. We obtained 1,500 ERSPs for each time point, frequency bin, and IC. Since 1 of 30 movements was performed in each trial, a trial class could be determined according to the movement. When we classified them with direction, each trial had 1 of 24 classes because the 30 movements included 24 different directions. We assigned different classes to ERSPs, in all trials, related to the parameters because each trial had 30 movements, 24 directions, 7 distances, 5 horizontal positions, and 5 vertical positions. For each parameter, a different label was assigned to a different class. MATLAB R2019a (MathWorks, Inc., Natick, MA, United States) was used to perform an ANOVA for each parameter. The different classes comprised different groups for the ANOVA. When significant differences were observed, *post hoc* analyses were performed using Tukey's honest significant difference test to identify significantly different pairs of classes. The level of statistical significance was set to 0.05. This was conducted for all ICs, time points, and frequency bins. Thus, the analyses were designed to reveal whether the ERSPs of each IC at each time point and frequency bin was advantageous for the subsequent binary classification.

![EEG signal processing. After performing an independent component analysis (ICA), ERSPs of each independent component (IC) were calculated for each trial using EEGLAB. Then, 1,500 ERSP values were obtained at each frequency at each time point in each IC (since there were 1,500 trials). We performed classification analyses using different class labeling depending on movements (i.e., 30 movements) and parameters (i.e., 24 directions, 7 distances, and 5 horizontal and vertical positions). Then, we performed an ANOVA using the 1,500 ERSP values at each frequency at each time point in each IC. If *p* \> 0.05, ERSP values at that time point at that frequency in that IC were excluded from further analyses. If significant, *post hoc* analyses were performed to find significant pairs. An ERSPs at a particular time and frequency in an IC was selected as a feature for subsequent binary classifications (for significant pairs). After this procedure was completed with respect to all ICs, frequencies, and times, binary classifications using significant ERSPs were performed. ANOVA, analysis of variance; Freq, frequency; ERSP, event-related spectral perturbations.](fnins-13-01148-g003){#F3}

Then, all possible binary classifications were performed using all significant ERSPs as features. For example, for direction classification, the binary classifications were performed 276 times (24 choose 2) per participant when the feature for all classifications had at least 1 because there were 24 different directions. When no features were extracted from the ANOVA, classification analyses could not be performed. Therefore, we assumed that each classification had at least one feature. A support vector machine was implemented using the Statistics and Machine Learning Toolbox in MATLAB to perform binary classifications. Classification performance was assessed using five-fold cross-validation. In addition, the same classifications were performed using shuffled labels to assess whether classification performance using real labels was above the chance level. The shuffled label designation was pseudo-random and balanced.

In contrast, for movement classifications, only one vector representing the movement belonged to each class, and each classification always had two vectors to represent different kinds of movement. Thus, the parameters were investigated by comparing the two vectors. The following three values were calculated to investigate the relationship between direction and distance: angle differences, distance differences, and the sum of the distance. Since differences in the direction of the two vectors can have two values, the smaller value was selected. Regarding angle and distance differences, if accuracy for the classification where the angle difference or distance of two vectors was high, two movements could be classified by high differences in angle or distance; this suggests that the movement may be encoded in the brain by direction or distance. The sum of the distance was calculated to investigate how this relationship changes when lengths of both vectors are too short. Positions were assessed by calculating differences in target positions. If accuracy for the classification where the differences in the distance of the two targets is high, the movement may be encoded in the brain by the target position.

Results {#S3}
=======

When direction and distance were used for the class, classification accuracies significantly differed between real and shuffled labels (*p* \< 0.01, paired *t*-test). However, no such differences were observed when position was used as the class (*p* \> 0.1, paired *t*-test); a pseudo-random balanced shuffle was used. [Figure 4](#F4){ref-type="fig"} shows classification performance when different decoding parameters were used as classes. Accuracies were averaged over the classification of all possible pairs of classes, and the mean values are presented in the figure.

![Classification accuracy based on parameters. Accuracies are represented as the means of the averaged accuracy for all possible two-class classifications across all participants. ^∗∗^*p* \< 0.01. The black bar represents the result when real labels were used, while the white bar represents the result when shuffled labels were used. Significant differences were observed for direction and distance (*p* \< 0.01) but not for position (*p* \> 0.1).](fnins-13-01148-g004){#F4}

For direction classification, all participants showed a higher performance than chance level. Thus, extracted features can be considered useful for the direction classification. As shown in [Figure 5](#F5){ref-type="fig"}, performance for the real label increased in proportion to the number of features (*p* \< 0.01 for all participants; *p* values were calculated for coefficients by linear regression between the number of features and the performance). For most of participants, the performance for the shuffled label did not depend on the number of features (*p* \> 0.1), while data for participants 1 and 4 showed negative significant coefficients. The performance for the real label was saturated for all participants. However, saturated accuracies for all participants were similar to each other regardless of the number of features.

![Individual classification accuracy for direction according to the number of features. Each dot represents the accuracy for each binary classification. The binary classifications were performed 276 times (24 choose 2) per participant when the feature for all classifications had at least 1. Blue circles represent the result when shuffled labels were used. Red circles represent the result when real labels were used. Performance for the real label increased in proportion to the number of features, while performance for the shuffled label did not depend on the number of features. However, performance for the real label was saturated for all participants.](fnins-13-01148-g005){#F5}

For distance classification, the mean accuracy was significantly higher for real labels than for shuffled labels across all participants. Thus, extracted features can be regarded as useful for the distance classification. As shown in [Figure 6](#F6){ref-type="fig"}, some of the participants showed that performance for the real label increased in proportion to the number of features. For real labels, data for participant 2 were statistically significant (*p* \< 0.01), as well as for participants 4, 5, and 8 (*p* \< 0.05). Data for the other participants showed *p* \> 0.1. For shuffled labels, no participants had significant coefficients (*p* \> 0.1). Unlike the direction classification, accuracy did not increase exponentially, because there was no classification for which few features were utilized. In the direction classification, accuracy using shuffled labels did not exceed 80%. However, when distance was used as the class, some outliers were observed, with an accuracy of more than 80%, similar to findings observed using real labels.

![Individual classification accuracies for distance according to the number of features. Each dot represents the accuracy for each binary classification. The binary classifications were performed 21 times (7 choose 2) per participant when the feature for all classifications had at least 1. Blue circles represent the result when shuffled labels were used. Red circles represent the result when real labels were used. Performance for the real label increased in proportion to the number of features, while performance for the shuffled label did not depend on the number of features.](fnins-13-01148-g006){#F6}

For position classification, unlike the direction and distance classifications, performance for the real and shuffled labels did not depend on the number of features. As shown in [Figure 7](#F7){ref-type="fig"}, accuracy was better than chance level in participant 8 only. Accuracy was similar to that of chance level in the other participants.

![Individual classification accuracies for *x* and *y* positions according to the number of features. Each dot represents accuracy for each binary classification. The binary classifications were performed 10 times (5 choose 2) per participant when the feature for all classifications had at least 1. Blue markers represent the results when shuffled labels were used. Red markers represent the results when real labels were used. The accuracy for the horizontal (*x*) position is represented using circles, while that for the vertical (*y*) position is represented using crosses. Performance of the real and shuffled labels did not depend on the number of features. Accuracy was better than chance level in participant 8 only. For other participants, accuracy was similar to that of chance level.](fnins-13-01148-g007){#F7}

Consistent with findings observed in the direction classification, when each movement was used as a different class, performance for the real label increased in proportion to the number of features, while performance for the shuffled label did not depend on the number of features. Each classification was ranked according to the mean accuracy across all participants, following which the top and bottom 20 results were selected. If the number of features for an individual classification was 0, the classification accuracy was not included in the mean accuracy calculation. Also, the relationship between direction and distance was examined. [Figure 8](#F8){ref-type="fig"} shows the relationship among parameters comprising 2 classes for the top and bottom 20 classifications. Larger angle differences and sums of distance indicate greater accuracy. Larger angle differences coupled with larger distance differences are also indicative of greater accuracy. No specific relationship was observed between the distance difference and the total distance. However, when the distance difference was more than 2, high classification performance was achieved.

![Relationships among parameters comprising two classes for classifications achieving high or low accuracy when all movements were used as different classes. Mean values across all participants were used for sorting accuracy. If the number of features for the individual classification was 0, the classification accuracy was not included in the mean accuracy calculation. When all movements were used as a different class, there were 435 classifications. Based on mean accuracy, circles represent the top 20 among these 435 classifications, while crosses represent the bottom 20. The angle difference, distance difference, and sum of distances comprising each vector representing the class were investigated. Since differences in the direction of the two vectors can have two values, the smaller value was selected (range: 0--180 degrees).](fnins-13-01148-g008){#F8}

For both *x* and *y* target positions, when each movement was used as a different class, classification accuracy tended to be higher for greater differences in position (*p* \< 0.01; ANOVA for both cases). Classification accuracy was lower for targets with low differences in position than for those with high differences in position. [Figure 9](#F9){ref-type="fig"} shows the relationship between performance and differences in target position comprising two classes when each movement was used as a different class. Accuracies for all 435 classifications were sorted according to mean accuracy.

![The relationship between performance and differences in the position of the target comprising two classes when each movement was used as a different class. Performance was calculated based on the mean accuracy across all participants. If the number of features for the individual classification was 0, the classification accuracy was not included in the mean accuracy calculation. In both cases, classification accuracy tended to be higher for greater differences in position (*p* \< 0.01; ANOVA for both cases).](fnins-13-01148-g009){#F9}

The most frequently used ICs were investigated for classification because a relationship was observed between the number of features and classification accuracy. [Figure 10](#F10){ref-type="fig"} shows the five most frequently utilized ICs for all classifications for direction and distance, and [Figure 11](#F11){ref-type="fig"} shows the five most frequently utilized ICs for classification based on position. For all parameters, ICs related to activation in the parietal and occipital areas contributed more strongly to high accuracy values than ICs related to activation in other areas and were frequently selected as significant features.

![The five most frequently utilized ICs in all classifications for direction and distance. The number indicates the number of times the IC was used across all classifications. The ICs depicted were sorted according to the number of instances. IC, independent component.](fnins-13-01148-g010){#F10}

![The five most frequently utilized ICs in all classifications for *x* and *y* positions. The number indicates the number of times the IC was used in all classifications. ICs were sorted according to the number of instances.](fnins-13-01148-g011){#F11}

Discussion {#S4}
==========

In the present study, we investigated the characteristics of encoded kinematic parameters of arm movement before movement execution, i.e., during movement preparation. Our analysis revealed that direction and distance classifications have some class pairs with high accuracy. Moreover, there is a relationship between these parameters (i.e., direction and distance) and the number of features extracted via the ANOVA. When each movement was used as a class, accuracy was high when the differences in the angle of the two vectors and total distance were high, the differences in the angle of the two vectors and distance were high, and the difference in the target position was high; these findings confirm that direction, distance, and position are involved in movement preparation. These observations are supported by previous findings that show the involvement of the following regions: the dorso-rostral part of Brodmann's area 5 to combine eye position and hand position to encode the target distance ([@B14]); posterior parietal cortex and frontal cortical areas for sensorimotor transformation during movement planning ([@B1]); and the parietal cortex, which integrates proprioceptive and visual information ([@B6]).

In the classification for each kinematic parameter, accuracy was significantly higher than chance level for direction and distance, but not for position. However, this implies not that information regarding target position is useless in the prediction of the intended movement, but rather, that it is not robust, because it is easily influenced by other parameters. Previous studies have reported that movement is indeed encoded based on position ([@B48]; [@B17]; [@B44]).

Our results indicate that classification accuracy for direction and distance was proportional to the number of features. However, this does not mean that the number of features directly influences classification accuracy. When position was used, classification accuracy was similar to chance level regardless of the number of features. Since we used ERSPs as a feature, a high number of features suggests that an IC showing event-related desynchronization or synchronization (ERD/ERS) in broad areas in the time-frequency domain contributes more strongly to classification accuracy than other ICs. In other words, if a feature at a specific time point or frequency bin significantly differed based on ANOVA findings but adjacent features did not, the feature may not contribute to high accuracy values. Notably, previous studies have reported ERD/ERS prior to movement execution. During the decoding of the intended movement direction, sustained ERD/ERS can be observed over the posterior parietal cortex beginning 300 ms after the directional cue ([@B28]). During decoding of the intention to grasp, lift, and replace an object---which induce different kinematics---significant decreases were observed at C3 during the movement intention phase ([@B13]). In addition, ERD has been observed at C3 prior to movement onset in the classification of different reaching movements ([@B41]). Regions exhibiting ERD/ERS in the time-frequency domain in these previous studies exhibited values larger than each frequency bin and window shift in the present study. As these large areas were related to decoding in previous studies, the high number of features identified in our study may also be related to decoding.

For the classification of distance using shuffled labels, some classification accuracies were high, as shown in [Figure 6](#F6){ref-type="fig"}. Upon further investigation, we observed that all outliers with an accuracy of more than 70% were related to 1 class whose distance was 2.236. Only this class had 10 different directions, while the remaining classes had 2 or 4 different directions. Therefore, despite the use of shuffled labels to avoid the influence of distance, shuffled labels were classified by direction.

As shown in [Figure 10](#F10){ref-type="fig"}, ICs related to activation in the parietal and occipital areas contributed more strongly to high accuracy values than ICs related to activation in other areas. The posterior parietal cortex is involved in movement preparation and intention ([@B42]; [@B9]); also, this area has been used to predict intended movement direction in previous work ([@B50]). In addition, motor intention increases activation in the parietal cortex ([@B12]). Moreover, the posterior parietal cortex plays a role in visuomotor transformation ([@B15]). Such findings support the notion that the parietal area contributed to the high accuracy values observed in our study. Activation in the occipital area also likely contributed to high accuracy values, as the target was presented visually. Thus, information regarding the target should be treated as visual information that can then be used for motor planning (i.e., via the integration of somatosensory and visual information) ([@B43]).

As shown in [Figure 11](#F11){ref-type="fig"}, although accuracy values were similar to that of chance level, consistent with findings observed for direction and distance, ICs related to parietal and occipital activation were frequently selected as significant features. This finding suggests that position can be processed similarly to direction and distance. Furthermore, the target may be coded based on both vector and position. Previous studies have reported that movements may be coded using a combination of position and vector coding ([@B20]; [@B49]). In accordance with these findings, our results demonstrate that parietal and occipital activation are useful for decoding.

Even when all movements were used as different classes, direction and distance were significant factors. As shown in [Figure 8](#F8){ref-type="fig"}, when the distance sum (or distance difference) and angle difference are high, accuracy is also high. The figure also shows that, when one of these values is small, performance can be increased by increasing one of the other values. Thus, they complement each other, suggesting that vector coding is involved in movement. [Figure 9](#F9){ref-type="fig"} shows that greater differences in the position of the target are associated with increases in accuracy, indicating that position is also involved in movement preparation. This seems contradictory to the results presented in [Figure 4](#F4){ref-type="fig"} that indicate that there was no significant difference in accuracy relative to chance level when using real data. However, the low accuracy values in [Figure 4](#F4){ref-type="fig"} may have been induced by various directions or distances within the class, indicating that position may not be robust for classification and that vector coding may play a more important role than position coding. In accordance with this hypothesis, previous studies have also reported that vector coding contributes more strongly to movement than position coding ([@B49]).

Participant 8 exhibited significantly high accuracy even for position decoding, as shown in [Figure 7](#F7){ref-type="fig"}. Thus, for this participant, position contributed to movement preparation in a manner similar to other parameters. However, as shown in [Figure 11](#F11){ref-type="fig"}, most of the top ICs were related to the parietal and occipital areas, as observed in other participants, indicating that these areas may not be related to the influence of position coding on movement representation. Further studies are required to determine whether and to what extent position coding contributes to predicting intended movement. Since the frontal area is also involved in movement planning ([@B37]; [@B1]), this area may play a different role than the parietal or occipital cortices ([@B8]), necessitating additional studies to determine how other areas are involved in classification or decoding during movement preparation. In addition to an independent area, the contribution of multiple areas, such as the network of parietal and frontal areas, may be involved in the motor control of reaching movement ([@B2]; [@B3]); therefore, functional connectivity of the prefrontal cortex and dorsal premotor cortex ([@B33]) could be considered. In participant 7, the top ICs were not related to the parietal and occipital areas as in other participants ([Figures 10](#F10){ref-type="fig"}, [11](#F11){ref-type="fig"}). However, the ICs involved achieved accuracy values similar to those observed in other participants, suggesting that other areas contribute to high accuracy. Furthermore, this finding suggests that information processed in the central area in participant 7 may be similar to that processed in the parietal/occipital area in other participants. Although future studies should aim to verify which type of information contributes most strongly to high classification accuracy, our findings indicate that the parietal and occipital areas play a key role and that direction and distance are advantageous for predicting intended movement.

In the current study, we calculated ERSPs of ICs at specific times and frequencies. As our approach consisted of determining significant features for each classification, this method did not reflect the fundamental differences between participant 8 and the others. Thus, an intimately linked relationship between features, including those that were not significant in this study, should be investigated. Also, connectivity between ICs should be evaluated in further studies.

Conclusion {#S5}
==========

In the present study, we investigated the type of information the brain represents regarding the intended target during movement preparation, and what information is useful for predicting the intended movement. Our results indicated that, when each movement (i.e., pairs of the target and the initial position) was used as a labeling class, direction, distance, and position were distinguishable movement parameters for classification. However, when we classified data based on each movement parameter, only participant 8 exhibited significantly high accuracy values for the position. Thus, our findings indicate that direction and distance may contribute most strongly to the intended movement. Regardless of the parameter, our findings also demonstrate that useful features for classification are easily found over the parietal and occipital areas.
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