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ABSTRACT
With the prevalence of applications in cloud, Database as
a Service (DBaaS) becomes a promising method to provide
cloud applications with reliable and flexible data storage ser-
vices. It provides a number of interesting features to cloud
developers, however, it suffers a few drawbacks: long learn-
ing curve and development cycle, lacking of in-depth support
for NoSQL, lacking of flexible configuration for security and
privacy, and high cost models. In this paper, we investigate
these issues among current DBaaS providers and propose a
novel Trinity Model that can significantly reduce the learn-
ing curves, improve the security and privacy, and accelerate
database design and development. We further elaborate our
ongoing and future work on developing large real-world SaaS
projects using this new DBaaS model.
CCS Concepts
•Information systems → Database design and mod-
els; Database management system engines; •Computer
systems organization→Cloud computing; •Software
and its engineering → Software development meth-
ods;
Keywords
Database as a Service, RDBMS, NoSQL, Cloud Computing,
Middleware
1. INTRODUCTION
In cloud computing, Database-as-a-Service (DBaaS) is a
service model adopted increasingly by organizations recently.
Enterprise customers consider DBaaS as a significant initia-
tive that will empower developing an application efficiently [16,
37]. DBaaS moves database management system (DBMS)
and data storage from a client-server design where the owner
of data oversees DBMS and reacts to the queries, to a third-
party cloud architecture where data administration is not
controlled by the data owner. The market of the DBaaS
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is expanding significantly and the trend of adoption is not
restricted to large scale organizations but also happens to
small enterprises [16, 6].
DBaaS offers a few important features. Firstly, It offers
database management system as on-demand service for han-
dling and controlling data. It also provides a ubiquitous
access to the data over the network. Thus, consumers can
access abstract resources and accomplish preferred opera-
tions at any time at any where (so long having the inter-
net connection). Another key feature provided by DBaaS is
the scalability of underlying data so that service providers
can manage fluctuations in the workload [13]. Furthermore,
DBaaS providers RDBMS and NoSQL, each of which have
its own specific features which are based on ACID (Atomic-
ity, Consistency, Isolation, and Durability) and BASE (Ba-
sically Available, Soft state, Eventually consistency) prop-
erties respectively [22]. These features make it a better so-
lution in a dynamic cloud environment.
However, DBaaS also has some issues apart from above
features. The issues lie in data confidentiality, data integrity,
data authenticity, data privacy, data trust, high cost model
and lacking of support to hybrid models. In hybrid mod-
els, all or part of the application data are required to store
in customer’s premise [12, 24]. When it comes to concur-
rent access to the records in a distributed database for a
large-scale cloud application, we face issues like data-locking,
reads and writes conflicting [5]. The concurrent issues can’t
be soved by the current DBaaS models as RDBMS lacks the
demands of availability, scalability, quick data backup and
data recovery, while NoSQL lacks consistency and efficiency
for handling complex queries.
A tight integration of RDBMS with NoSQL shall pro-
vide a good solution for the large-scale cloud applications’
database needs and make the cloud applications more scal-
able. However, they are not supported by the current DBaaS
providers [28]. Besides lack of support for the integration of
RDBMS with NoSQL, DBaaS also lacks support to remove
the huge learning curve and resolve limited choice to use
NoSQL tools offered by DBaaS providers. With a dimin-
ished emphasis on consistency of data, No-SQLs can offer
greater flexibility [4]. NoSQLs tend to be more elastic, with
regards to scale out and scale up, than relational systems.
For instance, key-value store NoSQL represents an associa-
tive array of keys, mapping to a value. The objects stored
within them are transparent to the user interacting with the
database. Objects can only be referenced by their keys, and
not directly referenced by their values. Key-value stores are
stored internally as a hash map, and therefore are highly
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scalable. On the other hand, graph databases represent
one of the least-used varieties of NoSQL databases [6, 13].
Graph databases excel at dealing with highly interconnected
data (e.g., Facebook) and can trace the relationship between
different data nodes. Similarly, spatial-temporal database
supports spatial-temporal queries, which are suitable for
the modeling of moving objects, development of constraint
based formalisms and spatial-temporal models [8]. More-
over, spatial-temporal databases are increasingly important
with respect to data analytics and algorithms for clustering
mining [10]. Unfortunately, current DBaaS providers do not
support this variety of NoSQL databases to cloud develop-
ers.
In this paper, we have the following contributions. This
paper is the first study to investigate DBaaS issues (Sec-
tion 2). We propose a novel solution, named Trinity Model
as a more suitable and practical DBaaS model for build-
ing cloud applications especially for Software-as-a-Service
(SaaS) providers (Section 3). Finally Section 4 concludes
the paper.
2. LITERATURE REVIEW
In this section, due to brevity we walk through some key
challenges of current DBaaS service models.The main chal-
lenges include long development cycle and learning curve,
lack of support for tight integration of RDBMS and NoSQL,
high cost models, issues with security and privacy.
2.1 Long Development and Learning Curve
There are some challenges for RDBMS which are inherited
and not solved by DBaaS models. The mass data generated
dynamically in cloud computing applications requires the
underlying relational database to record hundreds of mil-
lions of records in the storage in a table and the efficiency
to run SQL query is extremely low [14]. In this regard, rela-
tional databases do not work easily in a distributed man-
ner owing to the difficulties that are faced while joining
their tables across the underlying distributed systems [15].
When the data doesn’t fit easily into a table, the struc-
ture of a database can be complex, difficult and slow to
work with [15]. Relational databases have been criticized
for the strong typing of the relation schemas which have ul-
timately made difficult for altering the data model. Even
minor changes to the data model have to be done carefully
and this might also require downtime or reduced service lev-
els [2].
One of the key challenges when developing a multi-tenant
application (e.g., SaaS service) is to maximize concurrent ac-
cess [12]. When multiple transactions need to be executed
concurrently in a database, there inevitably is a high chance
of violating the Isolation and Consistency of the ACID prop-
erties. In order to ensure consistency and isolation within
the database, the database system needs to control the inter-
action of operations between concurrent transactions. Cur-
rent DBaaS models do not remove business from the need
to hire database specific developers, architects, and database
administrators , which are very costly for the business and
significantly increases the development cycle and learning
curve for the development team.
Similarly, NoSQL also faces issues and challenges regard-
ing development overhead and learning complexity. For in-
stance, learning Mongodb is not an easy task for novice de-
velopers for MongoDB, where an experienced developer has
to go under specific training. Some most popular courses
are “MongoDB for developers” and “Getting Started with
MongoDB Cluster Management”. Moreover, since NoSQL
databases do not work with SQL, they require manual query
programming, which can be fast for simple tasks but it
can be time-consuming for complex tasks [15]. Relational
databases natively support ACID properties while NoSQL
databases do not support. As such, NoSQL databases do
not natively provide the degree of reliability that ACID pro-
vides. Though not providing consistency enables better per-
formance and scalability, however, it is a problem for certain
types of applications and transactions [15], using NoSQL
alone creates non-trivial issues for cloud computing applica-
tions.
2.2 Lack of support for tight integration of
RDBMS and NoSQL
A DBaaS must support scale-out, where the responsibil-
ity of query processing and the query data are partitioned
amongst multiple nodes to achieve higher throughput [9].
NoSQL (Non-relational SQL) data stores today emerging
as a new trend in contrast to relational databases. There
are major features in NoSQL databases like management
of non-transactional large streams of data, a quick access
to key-value, MapReduce for big data analysis. Because of
their inherited distributed architecture, NoSQL databases
are highly scalable and available and also less rigid in terms
of their data layout schema. This makes the read-write op-
erations very simple and fast for NoSQL databases. In con-
trast to ACID properties, NoSQL data stores inherit CAP
theorem from Brewer [20]: i. Consistency: Every node that
reads from database sees same data; ii. Availability: Ev-
ery request made should receive a response irrespective of
success or failure; iii. Partition Tolerance: Database can
be accessible even after any node-failure in the network.
Due to these facts, NoSQL databases are able to serve large
scale cloud application and multi-tenant services, and lead
to minimum cost management and resource utilization im-
provement [20].
Current DBaaS models neither support variety of NoSQL
databases as required for the cloud developers, nor does the
current models support a tight integration of RDBMS and
NoSQL where ACID properties and CAP theorem can be
utilized and integrated tightly to best suit the cloud devel-
opers specific needs.
2.3 High Cost Model
Cost is one of the prime factors on deciding which model
to use [13]. Depending on budget and various purposes,
business requires flexible cost models to deploy different ap-
plications. At the moment, the main DBaaS providers offers
three major sub-models: machine resources, data transfer
and data storage. The payment method is in a way of “Pay
as you go”. The users pay based on how much resources
(CPU, Memory and bandwidth) they use.
The unit price for different cost models may seem low,
however, it poses a non-trivial running cost for both cloud
providers and business. We envision a new open-source
DBaaS service middleware where the service model is not
only more practical, but also more affordable. It is practical
because DBaaS services are delivered based on open source
middleware; it is affordable because data storage and data
transfer costs are removed from payment.
(a) Architecture (b) Processing
Figure 1: Architecture and Processing
2.4 Security and Privacy Issues
Another challenge lies in security and privacy [12, 24]. Se-
curing data requires: data confidentiality to avoid disclosure
of essential information; data integrity to protect data from
the unauthorized modifications; data availability to recover
data from failures [7]. Work in [18] presents a four-layer
structure to ensure in-cloud data security: 1) user authenti-
cation; 2) accessing control over software and storage in the
cloud; 3) efficient and reliable service to manage a database,
which allows reuse of the queries residing in cache; 4) data
storage layer where data is encrypted at storage and de-
crypted at retrieval.
To further improve the security and privacy in case critical
data for all tenants are stored in centralized cloud resource,
which is becoming a single point of failure, we propose some
features for DBaaS. An ideal DBaaS model should allow sen-
sitive data to be stored in clients’ own premise and provide
a tightly integrated application specific security (e.g., real
time traffic classification [29], secure communication [27],
and security operation center [23, 25, 26, 36], more intu-
itive encryption [1], runtime monitoring of abnomal behav-
iors [33, 30, 35, 34, 31, 32], and differential privacy mecha-
nism [11]), which we will elaborate more in Section 3.
3. PROPOSED SOLUTION
In this section, we describe Trinity Model and discuss our
ongoing and future work in building large real-world SaaS
projects using the model along with some key challenges.
3.1 Architecture Design
As shown in Figure. 1a, the proposed model consists of
three components: 1) Data Model; 2) RDBMS; 3) NoSQL.
The data model is used by information architects to de-
fine the type of data. The data can be either structured,
semi-structured or unstructured. The model allows infor-
mation architects to manipulate data that requires ACID
properties and transactions. Thus, information architects
can logically identify data schema, data relationships and
data operations. They may read and write data without
knowing the underlying technical details of RDBMS and
NoSQL databases. The data model specified by information
architects allow Trinity Model to know how to handle the
data with RDBMS and NoSQL databases. As shown in Fig-
ure. 1b, transactions and structured data are automatically
stored into RDBMS databases with a most efficient and scal-
able way, which is elaborated more in Figure. 2. And these
data will be replicated to NoSQL databases with very low
latency for data retrieval purpose (mainly for data analyt-
ics). For unstructured and semi-structured data, it will be
stored in corresponding NoSQL databases (e.g., Document
Figure 2: Trinity Model Conceptual Design
DB, Graphical DB, Spatial-Temporal DB) directly depend-
ing on the attributes of these data. As shown in Figure. 1b,
the separation of these data depending on their attributes
allows our Trinity Model to handle Online Transaction Pro-
cessing (OLTP) and Online Analytical Processing (OLAP).
Figure 2 is the architecture of our proposed Trinity Model.
It includes four major components: Load Balancer, RDBMS
shards, Replication server, and NoSQL Cluster. The idea is
to build a database with tight integration of RDBMS with
NoSQL databases. We are ambitious to provide high avail-
ability and scalability to multiple tenants at the same time.
We explain each components in details as follows.
The load balancer efficiently handles the request load on
database servers. It maintains a data dictionary with meta-
data that identifies database type (RDBMS or NoSQL), a
router to identify the server location and forward the corre-
sponding request, and a data processor that aggregates all
the requested data from distributed systems before sending
the response back to client.
The RDBMS shards is to distribute the structured data
that is identical for multiple tenants over various individual
databases. This multi-tenant sharding helps maintain high
volumes data, reduce overall workload on a single server.
These sharded databases are then replicated as Master-Slave
sets. Slaves act as backups to support failure over. An asyn-
chronous replication is followed by default in the RDBMS.
The replication server handles the data replication process
from RDBMS to NoSQL. Replication of data from relational
tables to schema-less collections is done by a live replication
process based on changes in RDBMS logs. This is done
in three stages: mapping schema to schema-less collections,
extracting live changes of records from binary database logs,
recorded logs are used to transfer the data.
NoSQL cluster handles all the OLAP requests. Each shard
of RDBMS database can have a corresponding replica set
in NoSQL cluster. Each replica set has multiple secondary
nodes but only one primary node. These secondary nodes
delivers high availability of data to the cloud tenants. In case
a primary node goes offline, one secondary node is promoted
to keep serving requests.
To handle high concurrency, the Trinity Model caches re-
cent queries on top of NoSQL. This improve the performance
by avoiding repeatedly fetching data from NoSQLs. Auto-
Scaling module provides current tenants with high availabil-
ity of the service in the circumstances of network fluctua-
tions and changes of workload. Trinity Model will respond
to those needs and serve such requests by facilitating extra
resources or by reconstructing the existing resources.
3.2 Our Work and Research Challenges
We are currently building the prototype of Trinity Model
and helping one of the largest software powerhouses to de-
velop Points of Sales (PoS), Customer Relationship Man-
agement (CRM), Supply Chain Management (SCM), and
Recommendation and Data Analytics Systems (RDAS).
Our first work is to conduct extensive survey and inter-
view developers who use DBaaS across the world. The pre-
liminary survey questions are available1. Based on the sur-
vey results and participants’ feedback, we will conduct more
in-depth interviews. The results will help us thoroughly un-
derstand technical and research challenges in DBaaS models
and validate some of our claims in this paper which we re-
trieved from the existing research literature.
Our second work is to develop the prototype and co-develop
the PoS, CRM, SCM, and RDAS systems as SaaS services
using the Trinity Model. During this process, we will tackle
the following research challenges:
◦ Create a practical and intuitive data model which can be
used by information architects alone to define the data
type, data relationship, and CRUD (Create, Retrieval,
Update, and Deletion) operations on the data [21].
◦ Create a middleware which is able to replicate with very
low latency data from RDBMS to NoSQL [17].
◦ Incorporate Graphical database, Spatial Temporal database,
and Document Databases into NoSQL model [8, 10].
◦ Allow partial or complete set of application data to store
into tenant’s private cloud while running the application
in the public cloud [3]. It will create a few interesting
research challenges in data cache, data optimization, data
mining, and indexing of NoSQL data. This allows flexible
deployment scenario for data security and privacy.
◦ Allow tight integration of Security Operation Office [23,
25, 26], Real Time Traffic analyser [29], and Differential
Privacy [11] into the Trinity Model to provide more appli-
cation specific security and privacy protection.
4. CONCLUSION
In this paper, we analyze major issues of current DBaaS
providers’ models. We also propose Trinity Model to address
these research challenges. We discuss our ongoing work on
conducting survey and interviewing with commercial cloud
developers in order to have a thorough understanding of
DBaaS providers and further substantiate our findings from
the academic literatures in this paper. We also discuss our
future work on creating large scale SaaS services for retail
industry using Trinity Model and research challenges in it.
Our work is, by far, the first kind to investigate DBaaS
issues and propose an alternative more practical and suit-
able new DBaaS model to be used by one of the largest
retail industry software providers for real world evaluation
and impact the software industry (particularly in the SaaS
domain for retail industry [19]).
1Survey URL: https://www.surveymonkey.com/r/P7RPVVL
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