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Abstract
We revise the problem of extracting one independent component from an instantaneous linear mixture of
signals. The mixing matrix is parameterized by two vectors, one column of the mixing matrix and one row
of the de-mixing matrix. The separation is based on the non-Gaussianity of the source of interest, while the
other background signals are assumed to be Gaussian. Three gradient-based estimation algorithms are derived
using the maximum likelihood principle and are compared with the Natural Gradient algorithm for Independent
Component Analysis and with One-unit FastICA based on negentropy maximization. The ideas and algorithms
are also generalized for the extraction of a vector component when the extraction proceeds jointly from a set of
instantaneous mixtures. Throughout the paper, we address the problem of the size of the region of convergence for
which the algorithms guarantee the extraction of the desired source. We show how that size is influenced by the
ratio of powers of the sources within the mixture. Simulations confirm this observation where several algorithms
are compared. They show various convergence behaviour in a scenario where the source of interest is dominant
or weak. Here, our proposed modifications of the gradient methods taking into account the dominance/weakness
of the source show improved global convergence property.
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2I. INTRODUCTION
A. Independent Component Analysis
Independent Component Analysis has been a popular method studied for Blind Source Separation (BSS)
since the 1990s [1], [2], [3], [4]. In the basic ICA model, signals observed on d sensors are assumed to be
linear mixtures of d “original” signals, which are mutually independent in the statistical sense. The mixing
model is given by
x(n) = Au(n), (1)
where x(n) is a d × 1 vector of the mixed signals; A is a d × d nonsingular mixing matrix; u(n) is a d × 1
vector of the original signals; and n denotes the sample index. In the non-Gaussianity-based ICA, the jth
original signal uj(n) (the jth element of u(n)) is modeled as an independently and identically distributed
(i.i.d.) sequence of random variables with the probability density function (pdf) pj(·). The goal is to estimate
A−1 using x(n), n = 1, . . . , N , through finding a square de-mixing matrix W such that y(n) = Wx(n) are
independent or as close to independent as possible. In the discussion that follows, we will omit the sample
index n for the sake of brevity, except where it is required.
While our focus in this paper is on complex-valued signals and parameters, our conclusions are valid for the
real-valued case as well.
B. Blind Extraction of One Independent Source
This work addresses the problem of extraction (separation) of one independent component, which is often
sufficient in applications such as speaker source enhancement, passive radar and sonar, or in biomedical
signal processing. The complete decomposition performed by ICA can be computationally very demanding
and superfluous. This is especially remarkable when there is a large number of sensors (say, 10 or more), or
when a large number of mixtures (say, 128 or more) are separated in parallel, as in the Frequency-Domain ICA
(FD-ICA) [5]. The idea of extracting only one source can also be applied in joint BSS [6], [7], [8], especially in
Independent Vector Analysis (IVA) [9]. Here, the “source” is represented by a vector of separated components
from the mixtures that are mutually dependent (but independent of the other vector components).
BSS involves the permutation ambiguity [2], [10], and therefore some partial knowledge about the SOI must
be available to determine which independent component is the one of our interest. For example, the a priori
knowledge could be an expected direction of arrival (DOA) of the source, location of the source within a
confined area [11], a property such as dominance within an angular range [12] or temporal structure [13], and
so forth. Throughout this paper, we will assume that such knowledge is available in the form of an initial value
of a (de)mixing parameter. The wanted signal will be referred to as source of interest (SOI) while the rest of
the mixture will be referred to as background.
The theoretical part of this paper will be constrained to the determined case, which means that the background
is assumed to be a mixture of d−1 latent variables, or, in other words, the whole mixture obeys the determined
mixing as in (1). This assumption need not be overly restrictive when only one source should be extracted.
Indeed, when the mixture x consists of more than d sources (underdetermined case), algorithms based on the
3determined model can still be used provided that they are sufficiently robust against mismodeling and noise.
However, these issues are beyond the scope of this paper.
C. State-of-the-Art
The blind separation of one particular non-Gaussian source has already been studied in several contexts
and some authors refer to it as Blind Signal Extraction (BSE) [14], [15], [13]. Projection pursuit [16], a
technique used for exploratory data analysis, aims at finding “interesting” projections, including 1-D signals.
This “interestingness” is defined through various measures reflecting the distance of the projected signal’s pdf
from the Gaussian distribution [2], [17]. Various criteria of the interestingness were also derived in other contexts.
For example, kurtosis appears in methods for blind adaptive beamforming or as a higher-order cumulant-based
contrast; see, e.g., [18], [19], [20].
This framework was unified under ICA based on information theory [21]. Namely, the independence of
signals can be measured using mutual information, which is the Kullback-Leibler divergence between the
joint density of signals and the product of their marginal densities. The signals are independent if and only
if that mutual information equals zero. Provided that the elements of y(n) are not correlated, the mutual
information of y(n) is equal to the sum of entropies of y1(n), . . . , yd(n), up to a constant. Hence, it follows
that an independent component can be sought through minimizing the entropy of the separated signal under
the constraint E[|wHx|2] = 1; here E[·] stands for the expectation operator; and wH is a de-mixing vector (a
row of the de-mixing matrix W). The fact that entropy is a measure of non-Gaussianity reveals the connection
between the ICA-based separation of one signal and the contrast-based BSE techniques [2], [22].
In fact, many ICA methods apply d BSE estimators sequentially [23] or in parallel [24] to find all independent
components in the mixture. The orthogonal constraint, which requires that the sample correlation between
separated signals is equal to zero, is imposed on the BSE outputs in order to prevent the algorithms from
finding any components twice. For example, the well-known FastICA algorithm has three basic variants: One-
Unit FastICA is a BSE method optimizing the component’s non-Gaussianity [25]; Deflation FastICA applies the
one-unit version sequentially [26]; Symmetric FastICA runs d one-unit algorithms simultaneously [26], [27].
The separation accuracy of the above methods is known to be limited [28]. One-unit FastICA exploits only
the non-Gaussianity of SOI and does not use the non-Gaussianity of the background [29]. The accuracy levels
of deflation and symmetric FastICA are limited due to the orthogonal constraint [30]. While the latter limitation
can be overcome, as shown, e.g., in [31], the limited accuracy of the one-unit approach poses an open problem,
unless the BSE is done through the complete ICA. By comparing the performance analyses from [29], [32],
[28] and the Crame´r-Rao bound for ICA [31], it follows that one-unit methods can approach the optimum
performance only when the background is Gaussian, but not otherwise.
D. Contribution
In this paper, we revisit the BSE problem by considering it explicitly as the goal to extract one component
from the instantaneous mixture that is as close to being independent of the background as possible; we refer
to this approach as Independent Component Extraction (ICE). A re-parameterization of the mixing model is
4introduced, in which the number of parameters is minimal for the BSE problem (the mixing and the separating
vector related to the SOI). Then, a statistical model is adopted from ICA where the background is assumed
to be jointly Gaussian. The classical maximum likelihood estimation of the mixing parameters is considered,
by which simplistic gradient-based estimation algorithms are derived1. The ICE approach provides a deeper
insight into the BSE problem. In particular, it points to the role of the orthogonal constraint and to the fact that
the constraint is inherently applied within One-Unit FastICA. The approach also reveals the role of the model
of background’s pdf.
It is worth pointing out here that a similar mixing and statistical model have been considered in methods that
were designed for Cosmic Microwave Background extraction from the Wilkinson Microwave Anisotropy Probe
(WMAP) data or from the more recent Planck Mission data [34]. However, there is one important difference
that the mixing vector related to the SOI is assumed to be known. The methods are known under the name
Internal Linear Combination (ILC) [?], [?]; see also [35].
For the practical output of this paper, we focus on the ability of BSE algorithms to ensure that the desired
SOI is being extracted, not a different source2. This is a crucial aspect in BSE, which has been little studied
previously. When the extraction of the SOI is not guaranteed, it is necessary to extract all sources and to find the
desired one afterwards, in which way the advantage of doing only one BSE task is lost. The other motivation
is that the permutation ambiguity can impair on-line separation. For example, a sudden change of the region of
convergence (ROC) due to dynamic signals and/or mixing conditions can cause that the current mixing vector
estimate occurs within the ROC of a different source. Then, the given algorithm performs several “diverging”
steps during which the separated sources are being permuted; the separation is poor in the meanwhile. Therefore,
the size of the ROC to the SOI is studied. We point to the fact that the ROC is algorithm-dependent and is
highly influenced by the so-called Scales Ratio (SR), which is the ratio of the powers of the SOI and the
background. The experiments show that the ROC can depend on whether the optimization proceeds in the
mixing or de-mixing parameters. Based on this, we propose novel variants of the gradient algorithms where
the optimization parameters are selected automatically.
Next, the ideas are generalized to the extraction of a vector component, so-called Independent Vector
Extraction (IVE). Here, the problem defines several instantaneous mixtures to be treated simultaneously using
joint statistical models. The goal is to extract one independent component per mixture where the extracted
components should be as dependent as possible. IVE is an extension of ICE similar to that of ICA to IVA [36],
[37]. A gradient algorithm with the automatic selection of the optimization parameters is derived, similarly to
that for ICE. The experiments show that the convergence of the proposed IVE algorithm is superior to that for
ICE because improved convergence within several mixtures has positive influence on the convergence within
the other mixtures; the effect of the automatic selection is thus multiplied.
1In this paper, an algorithm estimating the separating vector is introduced, compared to [33], where only the variant for the mixing
vector estimation is described.
2We do not focus on the algorithms’ accuracy as this is already a well-studied problem. The accuracy of BSE methods is fundamentally
limited by the Crame´r-Rao bound, which is asymptotically attainable, e.g., by One-Unit FastICA [28]; cf. the last paragraph of Section I-C;
see also [?].
5The rest of this paper is organized as follows. Section II introduces algebraic and statistical models for
ICE. Section III is devoted to gradient-based ICE algorithms. The ideas and algorithms are generalized to
the extraction of vector components in Section IV. Section V presents results of simulations, and Section VI
concludes the paper.
II. INDEPENDENT COMPONENT EXTRACTION
Nomenclature: The following notation will be used throughout the article. Plain letters denote scalars,
bold lower-case letters denote vectors, and bold capital letters denote matrices. The Matlab conventions for
matrix/vector concatenation and indexing will be used, e.g., [1; g] = [1, gT ]T , and (A)j,: is the jth row of
A. Next, gT , g, and gH denote the transpose, the complex conjugate value and the conjugate transpose of
g, respectively. Symbolic scalar and vector random variables will be denoted by lower-case letters, e.g., s and
x, while the quantities collecting their N samples will be denoted by bold (capital) letters, e.g., s and X.
Estimated values of signals will be denoted by hats, e.g., ŝ. For simplicity, the hat will be omitted in the case
of estimated values of parameters, e.g., w, unless it is necessary to distinguish between its estimated and true
values.
A. Mixing Model Parameterization
Without any loss of generality, let the SOI be s = u1 and a be the first column of A, so it can be partitioned
as A = [a, A2]. Then, x can be written in the form
x = as+ y, (2)
where y = A2u2 and u2 = [u2, . . . , ud]T . The single-target description (2) has been widely studied in array
processing literature [38]. Here, the fact that y = A2u2 means that we restrain our considerations to the
determined scenario (the mixture consists of the same number of sources as that of the sensors).
Let the new mixing matrix for ICE and its inverse matrix be denoted by AICE and WICE, respectively. In
ICE, the identification of A2 or the decomposition of y into independent signals is not the goal. Therefore, the
structure of the mixing matrix is AICE = [a, Q] where Q is, for now, arbitrary.
Then, (2) can be written as
x = AICEv, (3)
where v = [s; z], and y = Qz. It holds that z spans the same subspace as that spanned by u2.
To complete the mixing model definition, we look at the inverse matrix WICE = A−1ICE. Let a and WICE
be partitioned, respectively, as
a =
γ
g
 (4)
and
WICE =
wH
B
 . (5)
6B is required to be orthogonal to a, i.e., Ba = 0, which ensures that the signals separated by the lower part
of WICE, namely, by Bx, do not contain any contribution of s. A useful selection is
B =
(
g −γId−1
)
, (6)
where Id denotes the d× d identity matrix. Let w be partitioned as
w =
β
h
 . (7)
The de-mixing matrix then has the structure
WICE =
wH
B
 =
β hH
g −γId−1
 , (8)
and from A−1ICE = WICE it follows that
AICE =
(
a Q
)
=
γ hH
g 1γ
(
ghH − Id−1
)
 , (9)
where β and γ are linked through
βγ = 1− hHg. (10)
The latter equation can also be written in the form wHa = 1, which is known as the distortionless response
constraint; see page 515 in [38]. The parameterization of the mixing and de-mixing matrix is similar to the one
used in ILC [?], [35].
It is worth mentioning here that ICE and Multidimensional ICA [39] are similar to each other; the latter
is also known as Independent Subspace Analysis (ISA) [40]. In ISA, the goal is to separate subspaces of
components that are mutually independent while components inside of the subspaces can be dependent. The
goal to separate one independent component thus could be formulated as a special case of ISA where u is
divided into two subspaces of dimensions 1 and d − 1, respectively. What makes ICE different is that the
separation of the background subspace from the SOI is not as ambiguous as in ISA, which is ensured by the
structure of the de-mixing matrix.
The free variables in the ICE mixing model are the elements of g and h, and one of the parameters β or γ.
In total, there are 2d − 1 free (real or complex) parameters. The role of a, as follows from (2), is the mixing
vector related to s, which is in beamforming literature also sometimes referred to as the steering vector. Next,
w is the separating vector as s = wHx. For the background signal z, it holds that
z = Bx = By = BA2u2. (11)
Note that A2 is not identified in the model, so the relationship between z and u2 remains unknown after
performing ICE. The components of z are independent after the extraction only when d = 2 or, for d > 2, in
very special cases that BA2 = ΛP; Λ denotes a diagonal (scaling) matrix with non-zero elements on the main
diagonal, and P denotes a permutation matrix.
7B. Indeterminacies
Similarly to ICA, the scales of s and of a are ambiguous in the sense that, in (2) they can be replaced,
respectively, by αs and α−1a where α 6= 0. The scaling ambiguity can be avoided by fixing β or γ. A specific
case occurs when γ = 1 [33], since then s corresponds to the so-called spatial image of the SOI on the first
sensor [41], [42], [43]. This can be useful for modeling the pdf of s, as the physical meaning of that scale is
often known. By contrast, when no such knowledge is given, it might be better to keep γ (or β) free.
The second ambiguity is that the role of s = u1 is interchangeable with any independent component of x,
that is, with any ui, i = 2, . . . , d. This fact is known as the permutation problem [22], [44] in BSS. As was
already stated, in this work we assume that an initial guess of either a or w is given.
C. Statistical Model
The main principle of ICE is the same as that of ICA. We make the assumption that s and z are independent,
and ICE is formulated as follows:
Find vectors a and w such that wTx and Bx are independent (or as close to independent as possible).
Let the pdf of s and of z be, respectively, denoted by ps(ξ1) and pz(ξ2); ξ1 and ξ2 denote free variables of
appropriate dimensions. The joint pdf of s and z is, owing to their mutual independence,
ps(ξ) = ps(ξ1) · pz(ξ2), (12)
where ξ = [ξ1; ξ2]. From (8), the joint pdf of the mixed signals x = AICEv is
px(ξ) = ps(w
Hξ) · pz(Bξ) · | det WICE|2 (13)
= ps(βξ1 + h
Hξ2) · pz(ξ1g − γξ2) · |γ|2(d−2), (14)
where the identity
det WICE = (−1)d−1γd−2 (15)
= (−1)d−1β−(d−2)(1− hHg)d−2, (16)
was used, which can easily be verified from (8) using (10).
The log-likelihood function of N signal samples depends on a and w; hence it is
L(a,w) = 1
N
log
N∏
n=1
px(a,w|x(n)) (17)
=
1
N
N∑
n=1
log ps(w
Hx(n)) +
1
N
N∑
n=1
log pz(Bx(n))
+ (d− 2) log |γ|2. (18)
D. Gaussian Background
As previously explained in Section II-A, the background signals are highly probable to remain unmixed after
ICE, unless d = 2. This opens the problem of modeling the pdf of z. A straightforward choice is that the
components of z have the circularly symmetric Gaussian distribution with zero mean and covariance Cz, i.e.,
8z ∼ CN (0,Cz). This choice can be justified by the fact that the said components are mixed and correlated;
moreover, from the Central Limit Theorem it follows that their distribution is close to Gaussian [22]. The
covariance matrix Cz = E[zzH ] is a nuisance parameter.
In this paper, we restrain our considerations to this Gaussian background model, noting that other choices
are worthy of future investigation. Hence, (18) takes the form
L(a,w) = 1
N
N∑
n=1
log ps(w
Hx(n))− 1
N
N∑
n=1
x(n)HBHC−1z Bx(n) + (d− 2) log |γ|2
− log det Cz − d log pi. (19)
E. Orthogonal Constraint
By inspecting (18) and (19), it can be seen that the link between a and w, which are both related to the
SOI, is rather “weak”. Indeed, the first term on the right-hand side of (18) depends purely on w, while the
second and the third terms depend purely on a. The only link between a and w is thus expressed in (10).
Consequently, the log-likelihood function can have spurious maxima where a and w do not jointly correspond
to the SOI.
Many ICA algorithms impose the orthogonal constraint (OG) [30], which decreases the number of unknown
parameters in the mixing model. This constraint can be used to avoid spurious solutions in ICE and to stabilize
the convergence of algorithms. Let now WICE denote an ICE de-mixing matrix estimate and
V̂ =
 ŝ
Ẑ
 = WICEX (20)
be the estimated de-mixed signals, that is, ŝ be the 1×N row vector of samples of the extracted SOI, and Ẑ
be the (d− 1)×N matrix of samples of the background signals. The OG means that
1
N
ŝ · ẐH = 1
N
wHXXHBH = wHĈxB
H = 0, (21)
where Ĉx = XXH/N is the sample-based estimate of Cx = E[xxH ].
The OG introduces a link between a and w, so WICE is a function of either a or w. The dependencies,
whose derivations are given in Appendix A, are
w =
Ĉx
−1
a
aHĈx
−1
a
, (22)
when a is the dependent variable, and
a =
Ĉxw
wHĈxw
, (23)
when the dependent variable is w.
Interestingly, the coupling (22) corresponds to the approximation of
wHMPDRx =
aHC−1x
aHC−1x a
x, (24)
9which is the minimum-power distortionless (MPDR) beamformer steered in the direction given by a, the well-
known optimum beamformer in array processing theory [38]; see also [33]. In Appendix B, it is shown that if
a is equal to its true value, then
wHMPDRx = s. (25)
The advantage of (23) is that the computation of a does not involve the inverse of Ĉx.
III. GRADIENT-BASED ICE ALGORITHMS
In this section, we derive gradient ICE algorithms aiming at the maximum likelihood estimation through
searching for the maximum of (19). Since ps and Cz in (19) are not known, we propose a contrast function
replacing the true one where ps and Cz are approximated in a certain way. This is sometimes referred to as
the quasi-maximum likelihood approach; see, e.g., [45].
A. Optimization in w
For the optimization in w, given the coupling (23), β is selected as a free variable while γ is dependent.
Following (19), the contrast function is defined as
C(a,w) = 1
N
N∑
n=1
{
log f(wHx(n))− x(n)HBHRBx(n)
}
+ (d− 2) log |γ|2, (26)
where f(·) is the model pdf of the target signal (replacing ps), and R is a weighting positive definite matrix
(replacing C−1z ).
Using the Wirtinger calculus [46], [47], we derive in Appendix C that the gradient of C with respect to wH ,
under the coupling (23), equals
∂C
∂wH
∣∣∣∣
w.r.t. (23)
= − 1
N
Xφ(wHX)T + 2a tr(RĈz)− (wHĈxw)−1
(
ĈxE
HRĈzh− tr(RBĈxEH)Ĉxe1
)
− 2(d− 2)a + γ−1(d− 2)(wHĈxw)−1Ĉxe1, (27)
where tr(·) denotes the trace; E = [0 Id−1]; e1 denotes the first column of Id; and
φ(ξ) = −∂ log f(ξ)
∂ξ
(28)
is the score function of the model pdf f(·).
Now, we put R = Ĉ−1z ; this is a choice for which the derivative of (19) with respect to the unknown
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parameter Cz is equal to zero. Then, the following identities can be applied in (27).
tr(Ĉ−1z Ĉz) = tr(Id−1) = d− 1, (29)
EHh + βe1 = w, (30)
Ĉ−1z BĈx = Ĉ
−1
z BXX
H/N
= Ĉ−1z Ẑ[̂s
H ẐH ]AHICE = EA
H
ICE (31)
tr(Ĉ−1z BĈxE
H) = tr(EAHICEE
H) =
= γ−1tr(hgH − Id−1) =
= −β − (d− 2)γ−1, (32)
where we used (20) and (21); (27) is now simplified to
∂C
∂wH
∣∣∣∣
w.r.t. (23)
= a− 1
N
Xφ(wHX)T . (33)
In fact, R = Ĉ−1z depends on the current value of w since Ĉz = BĈxB
H . It means that, with any estimate
of w, the distribution of Ẑ = BX is assumed to be CN (0, Ĉz), which obviously introduces little (or no)
information into the contrast function. Ĉz is close to the true covariance Cz only when a is close to its true
value.
For N → +∞, (33) takes on the form
∂C
∂wH
= a− E[xφ(wHx)]. (34)
When w is the ideal separating vector, that is, when wHx = s, then from (2) it follows that
∂C
∂wH
= (1− E[sφ(s)])a. (35)
This shows us that the true separating vector is a stationary point of the contrast function only if φ(·) satisfies
the condition
E[sφ(s)] = 1. (36)
Based on this observation, we propose a method whose steps are described in Algorithm 1. In every step, it
iterates in the direction of the steepest ascent of C where R = Ĉ−1z (step 9), and φ(·) is normalized so that
condition (36) is satisfied for the current target signal estimate ŝ = wHx, that is, φ(ŝ) ← φ(ŝ)/(ŝφ(ŝ)T /N)
(see steps 7 and 8). This is repeated until the norm of the gradient is smaller than tol; µ is the step length
parameter; and wini is the initial guess. We call this method OGICEw.
In fact, (34) coincides with the gradient of a heuristic criterion derived from mutual information in [32]
(page 870, Eq. 4). The author, D.-T. Pham, called this approach “Blind Partial Separation”. Our derivation
provides a deeper insight into this result by showing its connection with maximum likelihood estimation. Most
importantly, it is seen that (33) follows from a particular parameterization of the (de)-mixing model, it imposes
the OG between a and w, and it relies on the Gaussian modeling of the background signals whose covariance
is estimated as Ĉz.
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Algorithm 1: OGICEw: separating vector estimation based on orthogonally constrained gradient-ascent
algorithm
Input: X, wini, µ, tol
Output: a,w
1 Ĉx = XX
H/N ;
2 w = wini;
3 repeat
4 λw ← (wHĈxw)−1;
5 a← λwĈxw; /* OG constraint (23) */
6 ŝ← wHX;
7 ν ← ŝφ(ŝ)T /N ; /* due to cond. (36) */
8 ∆← a− ν−1Xφ(ŝ)T /N ; /* by (33) */
9 w← w + µ∆; /* gradient ascent */
10 until ‖∆‖ < tol;
B. Optimization in a
The gradient with respect to a when w is dependent through (22) and when γ = 1 has been derived in [33].
Treating γ as a free variable, and by putting R = Ĉ−1z , the gradient reads
∂C
∂aH
∣∣∣∣
w.r.t. (22)
= w − λa
N
Ĉ−1x Xφ(w
HX)T , (37)
where λa = (aHĈ−1x a)
−1. For N → +∞, the true mixing vector is a stationary point only if (36) is fulfilled.
The corresponding algorithm, similar to that proposed in [33] but leaving γ free, will be referred to as OGICEa.
C. Preconditioning
The multiplicative form of the mixing model (3) allows us to consider the gradient computed according to
transformed input signals U = DX, where D is a preconditioning non-singular matrix. We will consider the
preconditioning applied within OGICEw since this will help us to reveal the connection between OGICEw and
three well-known ICA/BSE algorithms.
Let wx and wu be the separating vectors operating on X and U, respectively, giving the same extracted
signal, i.e., ŝ = wHx X = w
H
u U. It follows that wx = D
Hwu. Consider now the gradient (33) when the input
data are U and the initial vector is wu, which will be denoted by ∆u. The sample covariance matrix of U is
Ĉu = DĈxD
H , so the right-hand side of (33) gives
∆u =
Ĉuwu
wHu Ĉuwu
− 1
N
Uφ(ŝ)T =
DĈxD
Hwu
wHu DĈxD
Hwu
− 1
N
DXφ(ŝ)T =
D
(
Ĉxwx
wHx Ĉxwx
− 1
N
Xφ(ŝ)T
)
= D∆x, (38)
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where ∆x denotes the “normal” gradient, that is, when the input data are X and the initial vector is wx. Note
that (38) remains valid when the normalization of φ (dividing by ν) is taken into account, because ν is only a
function of ŝ.
After wu is updated as wnewu = wu + µ∆u, the extracted signal is equal to
(wnewu )
HU = (wu + µ∆u)
H
U =
(
D−Hwx + µD∆x
)H
DX =
(
wx + µD
HD∆x
)H
X. (39)
It follows that the gradient update computed on the preconditioned data U corresponds with a modified update
rule for wx given by
wx ← wx + µDHD∆x. (40)
For D = Id, the modified update rule obviously coincides with the original one. In the following subsection,
we will consider other special choices of D and compare the modified OGICEw with other ICA/BSE methods
known in the literature.
D. Relation to gradient and natural gradient ICA methods
Here, OGICEw is compared with the method by Bell and Sejnowski [48] for ICA and with its popular
modification known as Amari’s Natural Gradient (NG) algorithm [49]; see also [50] and [47] for the complex-
valued variant. In each step of the Bell and Sejnowski’s method (BS), the whole de-mixing matrix is updated
as
∆W←W−H − φ(WX)XH/N. (41)
After taking the conjugate transpose on both sides, and denoting W−1 = A, this update can be re-written as
∆WH ← A−Xφ(WX)T /N. (42)
Now, the right-hand side of (33) corresponds to any row on the right-hand side of (42).
The de-mixing matrix update in NG is obtained when the right-hand side of (42) is multiplied by WHW
from left, which gives
∆WH ←WH(Id −WXφ(WX)T /N). (43)
OGICEw becomes similar to NG when considering it with the modified update (40) where the precondition
matrix D = WICE. This choice corresponds to the update when the input data are pre-separated by the current
de-mixing matrix prior to each iteration, and the starting w is equal to the unit vector (the first column of Id).
The main difference between OGICEw and the respective ICA algorithms thus resides in that BS and NG
perform updates of the whole de-mixing matrix, while OGICEw updates only its first row (the separating
vector) under the orthogonal constraint. Next, the nonlinearity in OGICEw is normalized according to (36),
while neither BS nor NG apply any normalization.
13
E. Relation to One-unit FastICA
One-unit FastICA (FICA) was derived as a fixed-point algorithm that minimizes the entropy of the extracted
signal under the unit scale constraint. The FICA update for the separating vector can be written as [25]
w← w − (Ĉ−1x Xψ(ŝ)T /N − νw)/(ρ− ν), (44)
w← w/
√
wHĈxw, (45)
where ν = ŝψ(ŝ)T /N and ρ = ψ′(ŝ)1N/N , where ψ′ is the derivative of ψ, and 1N denotes the column vector
of ones of length N . Note that (45) corresponds to the normalization of w so that the scale of the extracted
signal is one.
FICA is more known when it operates on pre-whitened data X, which means that they are normalized
prior to the optimization so that their sample covariance matrix is Id. This corresponds with the choice of the
preconditioning matrix in Section III-C as D = FĈ−1/2x , where Ĉ
−1/2
x denotes the inverse matrix square root
of Ĉx, and F is an arbitrary unitary matrix. Then, it holds that DHD = Ĉ−1x , and we can compare the modified
update rule of OGICEw with (44). Specifically, the OGICEw update modified according to (40) together with
the nonlinearity normalization can be written as
w← w + µ
(
w
wHĈxw
− ν−1 1
N
Ĉ−1x Xφ(ŝ)
T
)
(46)
where µ is the step length parameter. By comparing (44) and (46), the updates coincide when µ = νρ−ν provided
that wHĈxw = 1.
In conclusion, FICA and OGICEw correspond to the same method when (a) the input data are pre-whitened
(directly or through the preconditioning matrix and the modified update), (b) the step length in OGICEw is
selected adaptively as µ = νρ−ν , and (c) OGICEw is forced to operate on the unit-scale sphere, which can be
achieved through normalizing w after each iteration as in (45). These results extend the analysis done in [?].
F. Switched optimization
When all sources should be separated, as in ICA, it is less important which source is extracted in which
output channel as all sources are finally separated. However, when only one source should be extracted (based
on the initial value of the mixing/separating vector), the size of the region of convergence (ROC) to the SOI
becomes essential.
The ROC depends on the surface of the objective function of the given algorithm. This is influenced by all
properties of the observed signals, namely, by the signals’ distributions and by the initial Signal-to-Interference
Ratio (SIR), where the latter is a function of the signals’ scales and of the mixing matrix. The influence of the
initial SIR is, however, difficult to analyze as it is different on each input channel.
Nevertheless, we can constrain our considerations to situations where the initial SIR is approximately the
same on all channels. This happens, for example, when mutual distances of sensors are small compared to the
distances of the sources from the sensor array. Then, we can assume that the magnitude of each element of the
mixing matrix is approximately equal to a constant, so the initial SIRs are mainly influenced by the scales of
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Fig. 1. Examples of the contrast function (26) as it depends on a = [1; a] and w = [1;w], respectively, when SR is 0 dB and -20 dB.
the sources. Let us define Scales Ratio (SR) related to the SOI as
SR =
E[|s|2]
1
d−1
∑d
i=2 E[|ui|2]
. (47)
The following example shows how the ROC of the OGICE algorithms can be influenced by SR.
Consider a situation where the SOI is a “weak” signal, i.e., SR 0 dB. The mixing vector a is then “hard”
to find while the background subspace can be identified “easily”. For the de-mixing matrix, the problem is
reciprocal. The estimation of B in (8) is inaccurate as B depends purely on a, while the estimation of w yields
a low variance.
Fig. 1 shows an objective function in the case of a real-valued mixture of two Laplacean components where
one plays the role of the SOI and the other one is the background source (but the roles can be interchanged);
the number of samples is N = 1000; the mixing matrix is A =
(
1 1−1 1
)
; SR is considered in two settings:
0 dB and -20 dB, respectively. The function (26) is shown as it depends on a and w, respectively, where
the mixing vector is a = [1; a] and the separating vector is w = [1;w], respectively. The nonlinearity is
log f(x) = − log | cosh(x/σx)| where σ2x is the variance of the input. The perfect extraction of the SOI is
achieved for a = −1 and w = −1, while a = 1 and w = 1 correspond to the extraction of the background
source.
For SR = 0 dB, the surface of the contrast function as it depends on a or w, respectively, is almost the same.
The local maxima are slightly biased from perfect solutions, and the sizes of ROC related to the maxima are
approximately equal for both sources.
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For SR = −20 dB, the background source dominates the mixture. Here, the maximum corresponding to the
mixing vector of the SOI is significantly biased from its ideal value, the function is almost flat in the vicinity
of that maximum, and the corresponding ROC is wide. By contrast, the separating vector for SOI is precisely
localized by a sharp local maximum, which has a narrow ROC. The exact opposite is true for the maxima
corresponding to the dominating background source.
In this example, OGICEw is more advantageous when SRin  0 dB in the sense that the ROC corresponding
to the SOI is wide. Even when the initialization of OGICEw is significantly deviated, the probability of the
successful convergence is high. Similarly, OGICEa is advantageous when SIRin  0 dB. However, it is worth
emphasizing that these properties of the algorithms depend on the mixing matrix, hence, also on the choice of
the preconditioning matrix introduced in Section III-C. For example, OGICEw with the modified update (40)
is advantageous in the example here when D = Id.
The above observations suggest that partial knowledge of mixing conditions can be used towards successful
extraction of the SOI. In a purely blind scenario, SR is not known. We therefore propose the following heuristic
approach for the selection between the optimization in a and w. Let a be the current estimate of the mixing
vector. Then,
b = Ĉxa (48)
can be viewed as an approximate eigenvector of Ĉx corresponding to the largest eigenvalue, which is approx-
imately equal to λb = b1/a1. Thus,
∥∥a/a1 − b/λb∥∥ is small when a is close to the dominant eigenvector.
Next, to assess the dominance of that eigenvector, that is, whether it is significantly larger compared to the
other eigenvectors, we propose to compute the ratio of norms of matrices Ĉx − λbbbH/‖b‖2 and Ĉx. The
ratio is small when b is a dominant eigenvector of Ĉx. The criterion of “proximity and dominance” is therefore
defined as
B(a) = ∥∥a/a1 − b/λb∥∥
∥∥∥Ĉx − λbbbH/‖b‖2∥∥∥
F
‖Ĉx‖F
. (49)
The proposed algorithm, referred to as OGICEs, selects the optimization parameter based on the current
value of B(a). When B(a) < τ , the optimization in w is selected; otherwise, the optimization proceeds in a.
Normally, we select τ = 0.1. To lower the computational load, the criterion is recomputed only once after Q
iterations (Q = 10). The stopping condition of OGICEs is the same as that in OGICEw or OGICEa; see the
summary in Algorithm 2.
IV. INDEPENDENT VECTOR EXTRACTION
A. Definition
In this section, we extend the ideas in previous sections, which were derived for a single mixture, for joint
extraction of an independent vector component from a set of K instantaneous mixtures (each of the same
dimension d)
xk = AkICEv
k, k = 1, . . . ,K. (50)
Here, AkICE obeys the same structure as (3), and v
k = [sk; zk]. A joint mixture model can be written as
x = AIVEv. (51)
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Algorithm 2: OGICEs: ICE algorithm with automatic selection of optimization parameter
Input: X, aini, µ, tol, Q
Output: a,w
1 Ĉx = XX
H/N ; a = aini; i = 0;
2 repeat
3 if i ≡ 0 (modQ) then
4 κ = B(a); /* using (49) */
5 end
6 i← i+ 1;
7 if κ < 0.1 then
8 Update w as in OGICEw
9 a← (wHĈxw)−1Ĉxw;
10 else
11 Update a as in OGICEa
12 w← (aHĈ−1x a)−1Ĉ−1x a;
13 end
14 until ‖∆‖ < tol;
The double-striked font will be used to denote concatenated variables or parameters from K mixtures, e.g.,
x = [x1; . . . ; xK ]. The joint mixing matrix obeys AIVE = bdiag(A1ICE, . . . ,A
K
ICE), where bdiag(·) denotes
a block-diagonal matrix with the arguments on the main block-diagonal.
Although the mixtures x1, . . . ,xK are algebraically independent, similarly to IVA, we introduce a joint
statistical model (similarly to (12)) given by
pv(v) = ps(s)pz(z), (52)
which means that s and z are independent but the elements inside of them can be dependent. Like in the
previous section, we constrain our considerations to the Gaussian background modeling; so it is assumed that
z ∼ CN (0,Cz), (53)
where Cz = E[zzH ] whose ijth block of dimension (d− 1)× (d− 1) is Cijz = E[zizjH ]; similarly Cx as
well as the sample-based counterparts Ĉz and Ĉx are defined.
Similar to (26), the quasi-likelihood contrast function following from (52) (for one signal sample), is
J (w,a) = log f(ŝ1, . . . , ŝK) − K∑
i=1
K∑
j=1
xi
H
Bj
H
RijBjxj +
K∑
k=1
log |det WkICE|2, (54)
where ŝk = (wk)Hxk, and Rij is a weighting matrix substituting the ijth block of the unknown C−1
z
.
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B. Gradient of the contrast function
After a lengthy computation, which follows steps similar to those described in Appendix C (we skip the
details to save space), the derivative of J with respect to (wk)H under the constraints (similar to (23))
ak =
Ĉkkx w
k
wk
H
Ĉkkx w
k
, k = 1, . . . ,K, (55)
and when Rk` is selected as the k`th block of Ĉ−1
z
, reads
∂J
∂wk
H
= ak − 1
N
Xkφk
(
ŝ1, . . . , ŝK
)T
+
1
wk
H
Ĉkkx w
k
Ĉkkx B
kHk. (56)
Here, ŝk = (wk)HXk,
φk(ξ1, . . . , ξK) = −∂ log f(ξ
1, . . . , ξK)
∂ξk
, (57)
is the score function related to the model joint density f(·) of s with respect to the kth variable, and
k =
K∑
`=1
Rk`θ`k, where θ`k = Ẑ`(ŝk)H/N. (58)
By comparing (33) with (56), the latter differs only in that the nonlinearity φk(·) is dependent on the SOIs
separated from all K mixtures, plus the third term that does not occur in (33).
θ`k is the sample correlation between the estimated SOI in the kth mixture and the separated background in
the `th mixture, and can also be written as θ`k = B`Ĉ`kx w
k. For k = 1, . . . ,K, θkk = 0 due to the OG, but,
for k 6= `, θ`k is non-zero in general. Therefore, the third term in (56) vanishes only when Rk` = 0 for k 6= `,
` = 1, . . . ,K.
Here, a special case is worth considering in which Cx = bdiag(C11x , . . . ,C
KK
x ); in other words, the mixtures
(50) are uncorrelated (each from the other), and there are only higher-order dependencies, if any. Then, Cz has
the same block-diagonal structure as Cx, so it is reasonable to select Rk` = 0 for k 6= `, although the sample
covariances Ĉk`z are not exactly zero. In that case, (56) is simplified to (compare with (33))
∂J
∂wk
H
= ak − 1
N
Xkφk
(
ŝ1, . . . , ŝK
)T
. (59)
This observation is in agreement with the literature. The joint separation of correlated mixtures can be achieved
using only second-order statistics [6], [51]. Uncorrelated mixtures arise, for instance, in the frequency-domain
separation of convolutive mixtures. Here, the non-Gaussianity and higher-order moments are necessary for
separating the mixtures [9], [52].
C. Gradient algorithms for IVE
The constrained gradient can, similarly to (59) and (37), be computed with respect to (ak)H , which gives
(we skip the detailed computation)
∂J
∂ak
H
= wk − λ
k
a
N
(Ĉkkx )
−1Xkφk
(
ŝ1, . . . , ŝK
)T
, (60)
where λka =
(
ak
H
(Ĉkkx )
−1ak
)−1
. Now, the gradient optimization algorithms for IVE (considering only sets
of uncorrelated instantaneous mixtures) can proceed in the same way as those for ICE with the following
differences:
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1) In each iteration, wk or ak are updated by adding a step in the direction of the gradient (59) or (60),
respectively, for each k = 1, . . . ,K.
2) The nonlinear functions φk, k = 1, . . . ,K, depend on the current outputs of all K iterative algorithms,
which fact makes them mutually dependent.
We will refer to these algorithms as to OGIVEw and OGIVEa, respectively; for illustration, OGIVEw is
described in Algorithm 3.
Algorithm 3: OGIVEw: orthogonally constrained extraction of an independent vector component from the
set of mutually uncorrelated mixtures X1, . . . ,XK
Input: Xk,wkini, k = 1, . . . ,K, µ, tol
Output: ak,wk, k = 1, . . . ,K
1 foreach k = 1, . . . ,K do
2 Ĉkkx = X
k(Xk)H/N ;
3 wk = wkini;
4 end
5 repeat
6 foreach k = 1, . . . ,K do
7 ak ← ((wk)HĈkkx wk)−1Ĉkkx wk;
8 ŝk ← (wk)HXk;
9 end
10 foreach k = 1, . . . ,K do
11 νk ← ŝkφk(ŝ1, . . . , ŝK)T /N ;
12 ∆k ← ak − (νk)−1Xkφk(ŝ1, . . . , ŝK)T /N ;
13 wk ← wk + µ∆k;
14 end
15 until max{‖∆1‖, . . . , ‖∆K‖} < tol;
Finally, we introduce a method referred to as OGIVEs, where the idea presented in Section III-F is applied
within each mixture. The parameter in which the gradient optimization proceeds is selected based on the
heuristic criterion (49). It is important that the selection can be different for each mixture.
In fact, this approach inherently assumes that the behavior of the optimization process within any mixture
is similar as in case of ICE. The behavior can be different in case of IVE as the parallel extraction algorithms
influence each other. The advantage of this feature is that the dependence can bring a synergic effect: When
most initial separating/mixing vectors lie in the ROC of the SOI, the convergence within the other mixtures
can be enforced.
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Fig. 2. Histograms of the output SIR (in dB) achieved by the blind algorithms in 1000 trials (4000 extractions) when the background is
Laplacean.
V. SIMULATIONS
In simulations, we focus on the sensitivity of the proposed ICE and IVE algorithms to the initialization and
compare them with other methods. In one simulated trial, K instantaneous mixtures are generated with random
mixing matrices Ak, k = 1, . . . ,K. The SOIs for these mixtures are obtained as K signals drawn independently
from the Laplacean distribution and mixed by a random unitary matrix; hence, they are uncorrelated and
dependent. The background is obtained by generating independent components uk2 , . . . , u
k
d from the Gaussian
or Laplacean distribution, k = 1, . . . ,K; all the distributions are circular.
For each mixture, the SR is selected randomly either −10 or 10 dB. The mixing matrices are drawn from
the uniform distribution; the real part in [1; 2] and the imaginary part in [0, 1]. This choice helps us keep the
initial SIR approximately equal across all input channels, that is, less dependent on the mixing matrix while
mostly dependent of the SR.
The comparison involves One-Unit FastICA (FICA) [53], three variants of OGICE proposed in Section III,
the Natural Gradient algorithm (NG) [49] and its scaled version (scNG) [54],which is frequently used in
audio separation methods, as well as three variants of OGIVE proposed in Section IV-C. These algorithms are
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TABLE I
DETAILED SETTINGS OF THE COMPARED METHODS
Algorithm(s)
maximum
# iterations
stopping
threshold
step
length
OGICE variants 5× 103 10−3 0.1
OGIVE variants 4× 103 10−3 0.1
NG, scNG 5× 103 10−3 0.02
FICA 1× 103 10−6 -
initialized by aini = a+eini, where a is the true mixing vector, and eini is a random vector which is orthogonal
to a, and ‖eini‖2 = 2. The algorithms NG and scNG are initialized by the de-mixing matrix whose first row
is equal to (22) where a = aini; the other rows are selected as in (8), which means that the initial background
subspace is orthogonal to the initial SOI estimate.
Next, we also evaluate the SOI estimates obtained through (22) for a equal to the true mixing vector
(MPDR oracle) and for a = aini (MPDR ini). While the performance of the MPDR oracle gives an upper
bound, that of MPDR ini corresponds to a “do-nothing” solution purely relying on the initialization.
ICE/ICA methods are applied to each mixture separately, while IVE algorithms treat all K mixtures jointly3.
The nonlinearity φ(ξ) = tanh(ξ) is selected in the variants of OGICE and NG. FICA is used with (1+ |ξ|2)−1.
For IVE algorithms, the choice is
φk(ξ1, . . . , ξK) = tanh(ξk)/
√√√√ K∑
`=1
|ξ`|2. (61)
The problem of choosing an appropriate nonlinearity for the given method would go beyond the scope of this
paper; see, e.g., [28], [45].
For the sake of completeness, we also include a semi-blind variant of OGIVEs, which is modified in a way
similar to that proposed in [55]. Specifically, a “pilot” component p is assumed to be available such that the
SOIs within the K mixtures are dependent on it (usually there are only higher-order dependencies; see [9]).
OGIVEs is modified only by adding the K + 1th variable into (61), which is ξK+1 = p. In simulations, p is a
random mixture of the SOIs. This method will be referred to as “Piloted OGIVEs”.
The detailed settings of the compared algorithms are shown in Table I; these values were selected to ensure
good performance of the methods.
A. Results
The algorithms were tested in 1000 independent trials for d = 6, K = 4, and N = 1000. Each extracted
signal was assessed by the output SIR (the ratio of powers of the SOI and of the other signals within the
extracted signal). In the experiment, the achieved SIRs range from −50 through 50 dB depending on whether
3IVE can take advantage of the dependence among SOIs from different mixtures while ICA/ICE cannot. The intention here is not to
favor IVE prior to ICE; the goal is to evaluate the contribution due to the joint extraction.
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Fig. 3. Success rates as functions of the initial mean squared error 2 for d = 6, K = 4, and N = 1000. The experiment was repeated
in 1000 trials (1000×K mixtures). The SOI is generated from Laplace components while the background is Gaussian or Laplacean.
the SOI was extracted or a different source, and the SIR also depends on the qualities of the given algorithm.
Complete results achieved by the methods, for the Laplacean background, are shown in Fig. 2 as histograms.
Since our primary focus is on the extraction of the SOI, the results in Fig. 3 show the percentages of successful
extractions of the SOI (success rates) as functions of the initial error ‖eini‖2 = 2. Here, each extraction is
classed as successful if the output SIR is greater than 0 dB. We first discuss these results as follows.
1) MPDR: MPDR oracle achieves 100% success rate. The success rate of MPDR ini is decaying with
growing 2 as MPDR ini yields SIR corresponding to the extracted signal using the initial mixing vector.
Its success rate approaches 50% as 2 → 1, which corresponds with the fact that SR = 10 dB in about
50% of trials. The results of MPDR oracle and of MPDR ini do not depend on the signals’ distributions.
2) OGICEa/w: OGICEa and OGICEw achieve success rate 20-50% almost independently of 2. This
corresponds with the fact that maximum 50% of trials are advantageous for each method (SR = −10dB
for OGICEa and SR = +10dB for OGICEa). The success rates are mostly lower than 50%, which shows
that also the mixing matrix has an influence of the ROC of the SOI, so, for example, SR = +10dB
does not always guarantee that OGICEw converges to the SOI from almost any initial value4. For the
Laplacean background, the success rates are lower than for the Gaussian background because there is a
higher probability that the methods are attracted by a different non-Gaussian source.
3) OGIVEa/w: The IVE counterparts of OGICEa and OGICEw perform similarly but their success rates
are always closer to 50%. This is caused by the joint extraction. OGIVEa and OGIVEw take advantage
of the dependence between the SOIs in K mixtures, which improves the overall convergence.
4) Switched optimization: In terms of the success rate, OGICEs and OGIVEs achieve significant improve-
ments compared to OGICEa/w and OGIVEa/w, respectively. This points to the effectiveness of the decision
rule based on the criterion (49) and to the synergy of the joint separation in case of OGIVEs. It is worth
4It can be verified, by repeating this experiment, that with SR = ±15dB, OGICEa/w achieve almost 50% success rate. It means that
with a higher range of SR the influence of the mixing matrix (generated in the same vein as in this experiment) is lower.
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pointing to the fact that the performance of OGICEs and OGIVEs is slightly decreasing with growing
2. This is because for higher 2, the initial mixing vector is more distant from the true value, so the
criterion (49) is less reliable for the selection of the optimization parameter. To avoid this drawback, a
better decision rule or partial knowledge of SR) is needed.
5) NG and scNG: The success rate of these ICA algorithms significantly depends on the initial error and
also on the distribution of the background. The success rate is superior for very small values of 2, but
it rapidly drops with growing 2 (scNG appears to be less sensitive than NG). The results also show that
very good convergence is achieved for 2 < 10−2 when the background is Laplacean. This points to the
fact that ICA algorithms can take advantage of the non-Gaussianity of background signals.
6) FICA shows excellent results when the background is Gaussian. Since it is a fixed-point algorithm, it has
good ability to avoid shallow extremes of the contrast function that correspond to Gaussian components.
Therefore, its global convergence is very good when there are no other non-Gaussian components than
the SOI. For the same reason, the success rate of FICA is dropping down with growing 2 when the
background is Laplacean.
7) Piloted OGIVEs: This algorithm gives a higher success rate than OGIVEs as it exploits the pilot dependent
component to keep converging to the SOI. Its performance is slightly decreasing when 2 grows due to
the shortage of the criterion (49), as mentioned in Item 4 above.
Now we go back to the histograms of the output SIR (in dB) shown in Fig. 2. Typically, the values are
concentrated around two peaks with central value ≈ ±20 dB. When more values are concentrated around the
positive SIR for any 2, the given method shows good robustness against the initialization error as it mostly
tends to keep converging to the SOI. From this perspective, OGICEs, OGIVEs and Piloted OGIVEs show the
best results, which was already discussed above.
The variance of the SIRs around the peaks reflect the ability of the method to avoid local extremes of
the contrast function and/or its ability to converge before the maximum number of iterations is reached. In
this respect, scNG and FICA achieve superior results as they rarely yield an output SIRs within the range
[−10, 10] dB. It is worth pointing out that scNG and FICA could be interpreted as gradient methods using
adaptive step lengths, as discussed in Section III-E for the case of FICA. The other compared algorithms, the
variants of OGICE and of OGIVE and NG, utilize constant step lengths. Their histograms are less concentrated
around the main peaks, which means that they often stack in a local extreme or converge too slowly to achieve
the desired extreme of the contrast function.
VI. CONCLUSIONS
We have revised the problem of blind source extraction of an independent target source from background
signals. The maximum likelihood approach where the mixing model is parameterized for the extraction of one
source and where the background signals are modeled as a Gaussian mixture was introduced as Independent
Component Extraction (ICE). Similarly, Independent Vector Extraction (IVE) was introduced for the joint
extraction problem.
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Several variants of gradient algorithms have been derived. Our attention has been focused on their region
of convergence (ROC) related to the source of interest (SOI). It was shown that the size of the ROC is not
only algorithm-dependent but it also strongly depends on the ratio of scales of the sources within the mixture.
In particular, we have shown that the size of the ROC can be influenced through the selection of optimization
parameters. This was corroborated by simulations where the methods endowed with the automatic selection of
optimization parameters achieved a high rate of successful extractions of the SOI, almost independent of the
initialization.
The simulation study also confirmed that the joint extraction through IVE brings advantageous features
compared ICE. In particular, the IVE methods with the automatic selection show synergistic convergence, by
which we mean that simultaneous converge to the SOIs within several mixtures help to enforce the convergence
also in the other mixtures.
Next, the gradient algorithms derived based on ICE have been compared with the Natural Gradient-based
methods for ICA and with One-Unit FastICA. Close connections between the methods have been revealed,
which sheds light on the relation between ICE and the well known blind source separation/extraction (BSS/BSE)
methods. In particular, the importance of the orthogonal constraint (the orthogonality of the subspaces spanned
by the SOI and the background signals) and the Gaussian modeling of the background signals in ICE methods
was shown. Therefore, future works should be focused on these aspects in order to improve overall properties
of ICE/IVE algorithms in non-Gaussian background and also in underdetermined scenarios.
APPENDIX A: PROOF OF (22) AND (23)
Since y = Qz = QBx, we can introduce the projection operator Πy = QB, which is equal to
Πy = Id − awH . (62)
According to (21), the OC can be written as
ẐH ŝ/N = BĈxw = 0. (63)
By multiplying the latter equation from the left by Q and using (62), we arrive at
(Id − awH)Ĉxw = 0, (64)
w − Ĉ−1x a (wHĈxw) = 0. (65)
By multiplying (65) from the left by aH it follows
aHw − aHĈ−1x a wHĈxw = 0, (66)
and since aHw = 1, it holds that
aHĈ−1x a = (w
HĈxw)
−1. (67)
By putting (65) and (67) together, (22) and (23) follow.
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APPENDIX B: PROOF OF (25)
Assume that a is equal to its true value in (2) (hence A = AICE and W = WICE), and recall that, in the
determined ICE model, y = Qz holds. Then, wHMPDRx = s+ w
H
MPDRy. We should show that a
HC−1x y = 0.
It holds that
aHC−1x y = a
HC−1x Qz (68)
= aH
(
ACvA
H
)−1
Qz (69)
= aHWHC−1v WQz, (70)
where Cv = E[vvH ]. Next, it holds that aHWH = [1, 0H ], and WQ = [0, Id−1]H . By taking into account
the block-diagonal structure of Cv, i.e.,
Cv =
σ2s 0H
0 Cz
 , (71)
where σ2s denotes the variance of s, (25) follows.
APPENDIX C: COMPUTATION OF (27)
The following identities hold under the constraint (23).
g = E a =
EĈxw
wHĈxw
, (72)
γ = eH1 a =
eH1 Ĉxw
wHĈxw
, (73)
1− hHg = βγ = β e
H
1 Ĉxw
wHĈxw
. (74)
To derive (27), we proceed by computing the derivatives of the three terms in (26). First, using (28), it follows
that
∂
∂wH
log f(wHx) = −φ(wHx)x, (75)
so that
1
N
N∑
n=1
−φ(wHx(n))x(n) = − 1
N
Xφ(wHX)T , (76)
where φ(·) is applied element-wise in case of the vector argument.
Let x be partitioned as x = [x1; x2]. Under the constraint (23) and using B = [g, −γId−1], the second term
in (26) (where the argument n is omitted) can be re-written as
xHBHRBx = (wHĈxw)
−1×(|x1|2wHĈxEHREĈxw − x1wHĈxEHeH1 ĈxwRx2−
x1w
HĈxe1x
H
2 REĈxw + w
HĈxe1x
H
2 Re
H
1 Ĉxwx2
)
. (77)
By taking the derivative under the OG and after some rearrangements,
∂
∂wH
xHBHRBx = −2a xHBHRBx+
(wHĈxw)
−1 × (x1ĈxEHRBx− xH2 RBxĈxe1). (78)
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By considering the averages of the above terms over N samples, we arrive at the following chain of identities:
1
N
N∑
n=1
x(n)HBHRBx(n) =
1
N
N∑
n=1
tr(BHRBx(n)Hx(n))
= tr
(
RBĈxB
H
)
= tr
(
RĈz
)
. (79)
Next,
1
N
N∑
n=1
x1(n)ĈxE
HRBx(n) = ĈxE
HRBXXHe1/N
=ĈxE
HRẐXHe1/N
=ĈxE
HRẐ
(
ŝH ẐH
)
AHICEe1/N
=ĈxE
HR
(
0H Ĉz
)
AHICEe1
=ĈxE
HRĈzh, (80)
where we used (20) and (21). The last identity is
1
N
N∑
n=1
xH2 RBxĈxe1 = tr
(
RBĈxE
H
)
Ĉxe1. (81)
The derivative of the third term in (26) reads
(d− 2) ∂
∂wH
log |γ|2 =
(d− 2) ∂
∂wH
(log |wHĈxe1|2 − log |wHĈxw|2) =
(d− 2) ∂
∂wH
(log wHĈxe1 − 2 log wHĈxw) =
(d− 2)
(
Ĉxe1
wHĈxe1
− 2 Ĉxw
wHĈxw
)
=
(d− 2)
(
γ−1
Ĉxe1
wHĈxw
− 2a
)
. (82)
Now, (27) is obtained by putting together (76), (78), and (82) using the identities (79), (80), and (81).
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