Abstract-In partial diffusion-based least mean square (PDLMS) scheme, each node shares a part of its intermediate estimate vector with its neighbors at each iteration. In this paper, besides studying the general PDLMS scheme, we figure out how the noisy links deteriorate the network performance during the exchange of weight estimates. We investigate the steady state mean square deviation (MSD) and derive a theoretical expression for it. We also derive the mean and mean-square convergence conditions for the PDLMS algorithm in the presence of noisy links. Our analysis reveals that unlike the PDLMS with ideal links, the steady-state network MSD performance of the PDLMS algorithm is not improved as the number of entries communicated at each iteration increases. Strictly speaking, the noisy links condition imposes more complexity to the MSD derivation that has a noticeable effect on the overall performance. This term violates the trade-off between the communication cost and the estimation performance of the networks in comparison with the ideal links. Our simulation results substantiate the effect of noisy links on PDLMS algorithm and verify the theoretical findings. They match well with theory.
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INTRODUCTION
W E consider the problem of distributed estimation in the diffusion adaptive networks context, where the spatially-scattered nodes have adaptation and learning capabilities. In such networks, the nodes are linked together through a topology and exchange information through localized innetwork processing to perform decentralized information processing and optimization in a cooperative and online manner. The local interactions and diffusion of information across the network enable the nodes to respond in real-time to the drifts in statistical properties of the data and to the changes in network topology [1] , [2] , [3] , [4] . Several strategies for distributed estimation over adaptive networks have been reported in the literature. Diffusion strategies [5] , [6] , [7] , [8] , [9] , [10] are among the most popular propositions, in the literature. They are scalable as well as robust to link/node failure and have good adaptability and tracking performance compared to other strategies [2] . In adaptive diffusion implementations, the nodes communicate with their immediate neighbors and the information is processed locally and simultaneously at all nodes across the network.
It is obvious that the weight estimates that are exchanged among the nodes can be subject to different perturbations such as quantization error, noisy input data, additive noise over the communication links and wireless link impairments. Studying the degradation in performance that results from the mentioned perturbations can be found in [11] , [12] , [13] , [14] , [15] , [16] , [17] .
Due to the limited power and bandwidth resources for communication among nodes over a distributed networks (such as wireless sensor networks), the most expensive part of realizing a cooperative task is the data transmission through the links. Generally speaking, although the benefits of diffusion strategies achieved by increasing internode communications, they compromised by the communication cost. As the consequence, since different nodes can have different numbers of neighbors, they may require disparate hardware or consume power differently. Therefore, reducing the amount of internode communications, while maintaining the benefits of cooperation is of practical importance. There have been several efforts to achieve the mentioned objective such as reducing the dimension of the estimates [18] , [19] , [20] , selecting a subset of the entries of the intermediate estimate vectors [21] , [22] , set-membership filtering [23] , [24] , [25] and partial updating [26] .
Among these methods, we focus on [21] where the LMS algorithm for adaptive distributed estimation has been formulated and analyzed by utilizing partial-diffusion. In [21] , an adapt-then-combine (ATC) PDLMS algorithm has been reported for distributed estimation over adaptive networks with ideal links. In the mentioned algorithm, at each iteration, each node transmits a subset of the entries of V. Vahidpour, A. Rastegarnia, and A. Khalili intermediate estimate vector to its neighbors. However, as mentioned earlier, in practice, the weight estimates that are exchanged among the nodes can be subject to additive noise over communication links. In this paper, besides studying the general PDLMS scheme, we figure out how the noisy links affect deterioration of network performance during the exchange of weight estimates. Among other results, our analysis provides some useful insights into the communication cost and the estimation performance trade-off for general PDLMS scheme under non-ideal links. Our main contributions in this paper include:
(i) Focusing on [21] which involves transmission of a subset of entries of the internode estimate vectors named partial diffusion, we provide a more general algorithmic structure of which [21] is just a special case. To achieve this, we consider the fact that the weight estimates exchanged among the nodes can be subject to quantization errors and additive noise over communication links. Like [21] , we also consider two different schemes for selecting the weight vector entries for transmission at each iteration. We allow for noisy exchange during the two combination steps only. It should be noted that since our objective is to minimize the internode communication, the nodes only exchange their intermediate estimates with their neighbors; (ii) Using the energy conservation argument [27] we analyze the stability of algorithms in mean and mean square senses under certain statistical conditions. (iii) We illustrate the comparable convergence performance of PDLMS algorithm with noisy links using different numerical examples. Among other results, our analysis reveals that the noisy links are the main cause of performance degradation of PLMS algorithm running in a network with noisy links. In other words, considering noisy links adds an extra term to the MSD relation. This term seriously upset the balance of the trade off between the communication cost and the estimation performance, in comparison with the ideal case. The more entries are communicated at each iteration, the more perturbed weight estimates are interred in the consultation phase.
This work is organized as follows. In Section 2, we formulate the PDLMS under noisy information exchange. The performance analyses are examined in Section 3. We provide more discussion and interpretation of the results in Section 4. Simulation results are presented in Section 5. Finally, we draw the conclusions in Section 6.
Notation
We use the lowercase letters to denote vectors, uppercase letter for matrices, plain letter for deterministic variables, and the boldface letters for random variables. We also use ðÁÞ Ã to denote conjugate transposition, trðÁÞ for the trace of matrix, for Kronecker product, and vec Á f g for a vector formed by stacking the columns of its matrix argument. We further use diagfÁg to denote a (block) diagonal matrix formed from its argument, and colfÁg to denote a column vector formed by stacking its arguments on top of each other. All vectors in our treatment are column vectors, with the exception of regression vectors, u u k;i . 
where v v k;i denotes the measurement or model noise. We are now interested in solving optimization problems of the type
The nodes in the network would like to cooperate with each other in order to estimate w o by solving the equation above in an adaptive manner. Presenting an accurate interpretation of the solution vector w o from (2) depends on the application under consideration. One possible interpretation is that the entries of w o represent the location coordinates of a flying object (such as tracking a projectile) that agents are trying to find. In other applications, the entries of w o describe an underlying tapped-delay-line model also known as finite-impulse-response (FIR) that agents are interested in estimating its parameters such as the delays and multi-path parameters of a communication channel or the parameters of some (approximate) model of interest in finance or biology [2] . We review the diffusion adaptation strategies with noisy links below.
Diffusion Adaptation with Noisy Information Exchange
Consider the following general adaptive diffusion strategies corresponding to the case in which the nodes only share weight estimates for i ! 0 o are exactly the same. The scalars c 1;lk ; c 2;lk È É are nonnegative real coefficients corresponding to the ðl; kÞ entries of N Â N combination matrices C 1 ; C 2 f g, respectively. They are zero for l = 2 N k , where N k denotes the neighborhood of node k. These matrices are assumed to satisfy the conditions
where the notation 1 N denotes an N Â 1 column vector with all its entries equal to one.
Introducing the following aggregate M Â 1 zero mean noise signals:
where fv v w ð Þ k;iÀ1 ; v v c ð Þ k;i g represent the aggregate effect on node k of all the selected exchange noises from its neighbors while exchanging the estimates w w l;iÀ1 ; c c l;i È É during the two combination steps. The M Â M covariance matrices of these noises are given by
Entry Selection Methods
To select L-subset of a set on M elements containing exactly L elements, we employ a similar approach proposed in [21] . Doing so, there exist two different schemes named sequential and stochastic partial-diffusion. These methods are analogous to the selection processes in sequential and stochastic partial-update schemes [26] , [28] , [29] , [30] . In sequential partial-diffusion the entry selection matrices, K K k;i , are diagonal
with
The number of selection entries at each iteration is limited by L. The coefficient subsets J i are not unique as long as they meet the following requirements [26] :
B È É and t 6 ¼ h. The description of entry selection matrices, K K k;i , in stochastic partial-diffusion approach is similar to that of sequential one. The only difference is as follows. At a given iteration i, in the sequential case one of the sets J t , t ¼ 1; . . . ; B È É is chosen in a predetermined fashion, whereas for stochastic case, one of the sets J t is sampled at random from J 1 ; J 2 ; . . . ; J B f g . One might ask why these methods are considered to organize the selection matrices. To answer this question, it is worth mentioning that the nodes need to know which entries of their neighbors' intermediate estimates have been transmitted at each iteration. These schemes are not subject to such requirements.
PERFORMANCE ANALYSIS
We now proceed to examine the behavior of the general PDLMS implementations (23)- (25) and the influence of mentioned perturbations on convergence and steady-state performance. For this reason, we shall study the convergence of weight estimates both in the mean and mean-square senses.
Assumptions. In order to make the analysis tractable, we consider the following assumptions on statistical properties of the measurement data and noise signals.
(i) The regression data u u k;i are temporally white and spatially independent random variables with zero mean and covariance matrix R u;k , E½u u are mutually independent random variables for all indexes i 1 ; i 2 ; j 1 ; j 2 ; k 1 ; k 2 ; l 1 ; l 2 ; m; n f g . (iv) The step-sizes, m k ,8k, are small enough such that their squared values are negligible. We are interested in examining the evolution of the weighterror vectors. To do so, we introduce the error vectors
Substituting the linear model (1) into adaptation step (24) and subtraction of both sides from
Using conditions (6), we can rewrite (23) and (25) as
and (36) from
givesf
To describe these relations in more closed form, we collect the information from across the network into block vectors and matrices. Stacking the error vectors from across all nodes into the following N Â 1 block vectors, whose individual entries are of size M Â 1 each we havẽ
Also, collecting the noise signal (26) and (27) and their covariances from across the network into N Â 1 block vectors and N Â N block diagonal matrices as follows:
Subsequently, we can verify that
where
Here, s s i denotes N Â 1 block column vector, whose entries are of size M Â 1 each. Following Assumption (i), we have
The covariance matrix of s s i is N Â N block diagonal with blocks of size 
So that the network weight error vector,w w i , evolves according to the following stochastic recursioñ
Like [21] , Q r ; r 2 1; 2 f g can be obtained for both stochastic and sequential partial-diffusion using the definition of A A r;i ; r 2 1; 2 f g, see (61) and (62). What is most noteworthy here is to find the value of each Q r ; r 2 1; 2 f g entries after applying expectation operator. Therefore, we can write
All the entries of Q r ; r 2 1; 2 f g are real and non-negative and all the rows of Q r ; r 2 1; 2 f g add up to unity. This property can be established for both stochastic and sequential partial-diffusion schemes and for any value of L [21] .
Theorem 1 (Convergence in Mean)
. Consider the problem of optimizing the global cost (2), pick Q 1 and Q 2 which are real non-negative entries and all their rows add up to unity. Assume each node in the network measures the data that satisfy the conditions described in Assumptions, and run adaptive diffusion algorithm (23)- (25) . Assume further that the exchange of variables w w l;iÀ1 ; c c l;i È É is subject to additive noise as in (7) and (8) . Moreover, the regressors and the desired signals are assumed not to exchang among the nodes. Then, all estimates w w k;i È É across the network converge in the mean to optimal solution w o if the step-size parameters m k f g satisfy
Proof. The weight error vectorsw w i f g converge to zero if, and only if, the matrix Q 2 I NM À MR u ð Þ Q 1 in (60) is a stable matrix. Matrix stability means that all its eigenvalues should lie inside the unit circle. From the established statement on [21] , all the entries of Q 1 and Q 2 are real non-negative and all the rows of Q 1 and Q 2 add up to
It is know simple and easy to understand and confirm that condition (65) ensures the stability of I NM À MR u ð Þ t u
Mean-Square Stability
It is not sufficient to ensure the stability of weight-error vectors in the mean sense. We need to examine how small the error vectors become. Doing so, we perform a mean-square error analysis. The purpose of the analysis is to evaluate how the variances E½kw w k;i k 2 evolve with time and what their steady-state values are, for each node k. Here, we use the notation kxk 2 S to denote the weighted square quantity x Ã Sx, for any column vector x and matrix S. From recursion (59), we introduce
So, we can rewrite (59) as
Taking the squared weighted Euclidean norm of both sides of (68) and apply the expectation operator together with using Remark and Assumptions yield the following weighted variance relation
Let us evaluate each of the expectations on the right-hand side. The first expectation is given by
where we introduce the nonnegative-definite weighting matrix
It is convenient to introduce the alternative notation x k k 2 s to refer to the weighted square quantity x k k 2 S , where s ¼ vec S f g. We shall use these two notations interchangeably. Using the following equalities for arbitrary matrices U; W; S; Z f gof compatible dimensions
we have
where 
where we are introducing the coefficient matrix of size
Second term on RHS of (69)
where G ¼ ME s s i s s
By considering Assumptions, G is evaluated as
Third term on RHS of (69)
Last term on RHS of (69):
The variance relation becomes
Theorem 2 (Mean-Square Stability). Consider the same setting of Theorem 1. Assume sufficiently small step-sizes to ignore the terms that depend on higher power of the step-sizes. The perturbed adaptive partial diffusion algorithm (23)- (25) is mean-square stable if, and only if, the matrix F defined by (81), or its approximate defined further (89), is stable. This condition is satisfied for small step-sizes fm k g as is (64).
Proof. A resonable approximate expression for F for sufficiently small step-sizes is
Recall that, in the Kronecker product case C ¼ B A ð Þ , the eigenvalues are the outer product of eigenvalues of the two matrices. Therefore, using expression (89) 
for any Hermitian nonnegative-definite matrix S which follows (76).
Mean-Square Performance
Expression (90) proves a very useful relation; it allows us to evaluate the network MSD through appropriate selection of the weighting matrix S. The network MSD is defined as the average value
which amounts to averaging the MSDs of the individual nodes. Therefore,
This means that in order to recover the network MSD from (90), we should select the weighting vector s such that
Solving for s and substituting back into (90) we arrive at the following expression for the network MSD
When the links are ideal, the last two terms of (90) do not arise. So, we can conclude that the network MSD deteriorates as follows:
DETAILED DISCUSSION ON THE NETWORK MSD
So far, based on Theorems 1 and 2 we showed that the partial diffusion LMS strategy does not diverge due to noisy links. But, it is the main factor on performance degradation of steady-state network MSD. Moreover, focusing on (95) and comparing it with that stated at [21] , there exists an additional term, denoted as channel noise term, that plays a crucial rule on the performance degradation of network MSD performance. It is abundantly clear that this term has been arisen from channel noise condition. Here we concentrate on (95) to explicitly highlight how the convergence and performance of PDLMS are affected by the presence of noisy channels. We analyze steady-state network MSD under the following assumptions:
Assumptions.
(v) Nodes run ATC PDLMS at each iteration, i.e., C 1 ¼ I N . For the sake of simplicity of notation we consider,
The step sizes, noise variance, input covariance matrix and channel noise covariance matrix are all the same in the network, i.e., m k ¼ m, s Considering Assumptions (v), (vii), and using the results of analysis mentioned in [21] , we have
where, C ¼ C I M .
To specify the network performance in steady-state, we consider the global MSD described in (95) and denote it by h L . We have
Utilizing properties of vec : f g, (98) can be rewritten as
(99) Using properties of trace, we have
In view of Assumption (v), we have
and R
Calculating the trace terms at (100), we get
In the above equation, c nþ1;k is the kth column of C nþ1 . Considering a connected network holds that,
This fact yields
Moreover, for the case of non-cooperative, i.e., L ¼ 0 and r ¼ 0, full diffusion case with ideal links, i.e., L ¼ M, r ¼ 1,
and
respectively. Accordingly, it follows from (97)-(104) that
This indicates that for ideal channels the more entries are transmitted at each iteration, the better the steady-state network MSD performance is. In other words, partial diffusion settles a communication performance trade-off. However, considering noisy channels, the more entries are communicated at each iteration, the worse the steady-state network MSD performance becomes. This means that partial diffusion seriously violates the mentioned trade-off.
SIMULATION RESULTS
In order to illustrate the PLDMS performance under noisy information exchange, we consider an adaptive network with a random topology and N ¼ 10 where each node is, on average, connected to two other nodes. The measurements were generated according to model (1) , and regressors, u u k;i , were chosen Gaussian i.i.d with randomly generated different diagonal covariance matrices, R u;k . The additive noises at the nodes are zero mean Gaussian with variances s c;lk g are randomly generated and illustrated in Fig. 2 .
We assign the link number by the following procedure. We denote the link from node l to node k as ' l;k , where l 6 ¼ k. Then, we sort the links ' l;k ; l 2 N k n k f g È É in an ascending order of l in the list L k (which is a set with ordered elements) for each node. We concatenate L k f g in an ascending order of k to obtain the overall list L ¼ L 1 ; L 2 ; . . . ; L N f g . Eventually, the mth link in the network is given by the mth element in the list L. We adopt different step-sizes m k , randomly generated, but within the limits in (65) for all agents. It is noteworthy that we adopt the network MSD learning curves of all figures by averaging over 50 experiments and the unknown parameter w o of length M ¼ 8 is randomly generated.
In the first simulation, we evaluate the theoretical derivations. To this end we consider the experimental network MSD learning curves (ATC strategy) of PDLMS algorithm and theoretical results using both sequential and stochastic partial diffusion schemes under noisy links for different numbers of entries, L. We use uniform weights for c 1;lk ; c 2;lk È É at the combination phase at this stage. The plots are given in Fig. 3 where we can see that there is a good match between our theoretical derivations with simulation results. Similar plots for CTA strategy are given in Fig. 4 .
To further examine our theoretical findings, both theoretical and experimental steady-state network MSD of the ATC PDLMS algorithm as a function of communicated entries, L, for different values of fs 2 c;lk g, for the stochastic scheme are plotted in Fig. 5 . This figure not only supports our analysis, but it also reveals that when the channel between agents is assumed ideal (s 2 c;lk ¼ 0 in the figure), an increase in the communicated entries results in improving the network performance. It must be noted that this in not the case when links among the nodes are noisy and the performance of network is deeply affected by the channel noise variance. This particular behaviour of the PDLMS algorithm in the presence of noisy links is better understood from Fig. 6 where the steady-state MSDs of all nodes for different values of L and different link conditions are plotted in Fig. 6 .
It is also notable that in the presence of noisy links, the PDLMS algorithm exhibits different behaviour as the step size changes. To show this behaviour, the steady- c;lk increases, the effect of noisy links increases as expected. Finally, it must be noted that although the performance of PDLMS algorithm deteriorates in the presence of noisy links, it is still able to deliver better performance in comparison with some similar methods, such as the distributed average consensus algorithm [31] . To show this, the MSD performance for different algorithms including non-cooperative, consensus, full diffusion and partial-diffusion (for L ¼ 2 and L ¼ 4) under noisy links is illustrated in Fig. 8 . We can observe that the DLMS algorithm exhibits better performance than the consensus algorithm. 
CONCLUSION
In this work, we presented a general form of PDLMS algorithms, formulated the ATC and CTA versions of PDLMS under noisy links condition, and investigated the performance of partial-diffusion algorithms under several sources of noise during information exchange for both sequential and stochastic cases. We also illustrated that the PDLMS strategy could still stabilize the mean and mean-square convergence of the network with non-ideal links. We derived analytical expressions for network learning curve MSD. Furthermore, we established that there is not a direct relation between the MSD performance and the number of selected entries under imperfect information exchange. In other words, the more entries are communicated at each iteration, the more perturbed weight estimates are interred in consultant phase. The simulation results verify the theoretical findings and how well they match with theory.
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