Abstract. We investigate the representation of homogeneous, symmetric means in the form
+ ν x−y 2 ) for some known means.
Introduction, Definitions and notation
Looking at the two means introduced by Seiffert in [13] P (x, y) = Under what assumptions on f the function S f is a mean, i.e. satisfies min(x, y) S f (x, y) max(x, y) for all x, y > 0? Question 1.2. What means M can be represented in the form S f ?
The aim of this paper is to answer the two question stated above and explore the subject. In particular, we introduce a metric and an algebraic structure on the set of means. Then we show how the representation of a mean in the form S f can be used to investigate properties of M . In particular, we offer a simple criterium for Schur convexity of M and criteria for finding optimal bounds of the form Denote by M the set of functions M : R 2 + → R satisfying the following conditions: (A) M is symmetric, i.e. M (x, y) = M (y, x) for all x, y ∈ R + . (B) M is positively homogeneous of order 1, i.e. for all λ > 0 holds M (λx, λy) = λM (x, y). (C) M "lies in between", i.e. min(x, y) M (x, y) max(x, y). Elements of M shall be called means. The set of strict means, i.e. means satisfying the condition (D) min(x, y) < M (x, y) < max(x, y) whenever x = y, will be denoted by M
• . By S we shall denote the set of functions f : (0, 1) → R satisfying
We shall call them Seiffert functions. By S • we shall denote the set of these Seiffert functions for which both inequalities in (2) are strict.
Note two important properties of Seiffert functions:
The set of all real functions f : (0, 1) → R satisfying the condition |f (z)| 1 for all z will be denoted by B and its subset with strict inequality by B
• . The set B is a complete metric space with metric d B (f, g) = sup z |f (z) − g(z)|.
Answers to the questions
The next theorem gives complete (and rather surprising) answer to questions stated in the previous section.
Theorem 2.1. The mapping f → S f is a ono-to-one correspondence between S and M that transforms
Proof. It is obvious that S f is symmetric and positively homogeneous. S f is defined for all positive x = y, since 0 < |x−y| x+y < 1. Suppose that x < y and let z = y−x x+y . Then, the inequalities (2) read
This is equivalent to x S f (x, y) y and shows that S f satisfies (C). Also note that for f ∈ S • the inequalities above are strict, which means that S f belongs to
, and the function
in the denominator of the right-hand side is a Seiffert function, because
The next corollary follows immediately from the above proof.
Corollary 2.1. For arbitrary M ∈ M and f ∈ S the identities
Very important property of the mappings between the set of means and Seiffert functions is their antimonotonicity. 
Also the following conditions are equivalent
In many cases comparing the Seiffert funtions is much easier than comparing the means, so the antimonotonicity provides a new tool for proving inequalities between means.
The following corollary is a trivial consequence of Theorem 2.1.
Corollary 2.3. For the means min and max hold
For more properties of this metric, see [7] . As an application, let us prove the following result
Note that this result is known in case M, N are strict means. There exist means that satisfy d M (M, N ) < 2 and are not strict, and there are strict means with
Proof. Define the mapping Φ :
,
Applying the Banach fixed point theorem, we complete the proof.
Group structure
In this section we define a group structure in M • . Obviously we express the group action in terms of Seiffert functions. It follows from formula (2) that the operator A :
is an isometry. Let γ : (−1, 1) → R be an odd, continuous bijection such that
One can easily check that (S • , ⊕) is an abelian group, and the identity function is the neutral element. The mapping M → f M allows us to transfer the group structure to the set of strict means by setting M ⊕ N = S fM ⊕fN . Clearly, the arithmetic mean becomes the neutral element, and for every M we
It is clear that if g n converges pointwise to g, then f ⊕ g n converges pointwise to f ⊕ g. Unfortunately, the addition is not continuous with respect to the metric d S . To show this, consider the following example: for natural n let z n = γ −1 (n) and let g n , g, f ∈ B
• be defined by
New Seiffert-like means
Seiffert introduced two means corresponding to arcsin and arctan. Two other means mentioned in the introduction come from their hyperbolic companions. Now, ewe shall show, that also sin, tan, sinh and tanh are Seiffert functions. To this end, we use two lemmae.
Lemma 4.1. The inequalities (8) t > arsinh t > arctan t > tanh t > t 1 + t hold for all t > 0. Moreover, (9) arsinh t > sin t holds for 0 < t < π/2 and (10) sin t > arctan t is valid for 0 < t < 1.
we obtain first three inequalities in (8) . To prove the last one, observe that the graph of the convex function cosh t and the straight line 1 + t intersect at two points: t = 0 and t = t 0 > 0. Thus
is positive for 0 < t < t 0 and negative for t > t 0 . Therefore, the function
increases from h(0) = 0 to h(t 0 ) and then decreases to h(∞) = 0, hence is nonnegative. This completes the proof of the rightmost inequality in (8) .
To prove (9) , note that for 0 < t < π/2 the inequalities
hold. Thus 1 √ 1+t 2 > cos t and we obtain (9) by integration. To prove (10) , observe that for 0 < t < 1
and apply the same argument as above.
Lemma 4.1 shows that the following inequalities hold if
Another set of means follows from the next lemma.
Lemma 4.2. The inequalities (12) t < sinh t < tan t < artanh t < t 1 − t hold for all 0 < t < 1. Moreover, (13) sinh t < arcsin t < artanh t holds for 0 < t < 1. The functions arcsin t and tan t are not comparable in 0 < t < 1.
Proof. The inequalities (12) follow from (8) and the fact, that the graph of an inverse function is symmetric with respect to the main diagonal. The same argument applied to (9) implies the first inequality in (13) , while the second inequality can be obtained by integration of
It follows from (10) and the remark about the graph of an inverse function that arcsin t < tan t for t < sin 1, while arcsin 1 > tan 1.
Lemma 4.2 implies the following chains of inequalities between means
So all hyperbolic and inverse offspring of sine and tangent functions forms Seiffertlike means. We shall see in a while that both of them are much more fertile.
Integral transformation
Theorem 5.1. If f ∈ M is concave and
then I(f ) is also concave and f (z) I(f )(z) z for all z ∈ (0, 1). Similarly, if f is convex, then I(f ) is also convex and f (z) I(f )(z) z.
Proof. First, note that setting f (0) = 0 we extend f to a concave function on [0, 1). Inequalities (2) imply f ′ (0) = 1 so f (z) z by concavity. Moreover, the divided difference f (t)/t decreases which yields concavity of I(f ), and implies
The proof in case of convex function is similar.
The operator I is monotone on the set of functions where it exists, and because f max is concave and f min is convex, we obtain the following corollary.
Corollary 5.1. If f is a Seiffert function such that I(f ) exists, then I(f ) is also a Seiffert function.
In particular we conclude that the following functions are Seiffert functions
Since all functions mentioned in Lemma 4.1 are concave, we have the following grid of inequalities between means:
. . . < Before providing a similar picture for the other four functions, recall that there is no comparison between arcsine and tangent functions. Nevertheless, the operator I quickly rectifies this irregularity.
Lemma 5.1. For 0 < z < 1 we have
Proof. Let q(t) = arcsin t − tan t. As shown in the proof of Lemma 4.2, for t < sin 1 ≈ 0.841 the inequality q(t) < 0 holds. For t > π/4 ≈ 0.785 we have q ′ (t) =
, q ′ (π/4) < 0 and q ′ (1) > 0. Since cos 2 t is convex and √ 1 − t 2 concave, their graphs intersect exactly in one point. Thus q(t) changes sign exactly once in the interval (0, 1). This implies that the function u(z) = z 0 q(t)/tdt has exactly one local minimum, and since u(z) = 0 and u(1) ≈ −0.016, it is negative, which completes the proof. 
Schur convexity
Given a symmetric, convex set D ⊂ R 2 , a partial order in D is defined by
A symmetric function h : D → R is called Schur-convex if it preserves this partial order, i.e. if (x 1 , y 1 ) ≺ (x 2 , y 2 ) yields h(x 1 , y 1 ) h(x 2 , y 2 ), and Schur-concave if the partial order gets reversed. Setting c = (x 1 + y 1 )/2, t 1 = |x 1 − y 1 |/2, t 2 = |x 2 − y 2 |/2, we see that (x 1 , y 1 ) ≺ (x 2 , y 2 ) is equivalent to t 1 t 2 , and thus we can say that h is Schur-convex (resp. concave) if and only if for all c the function h(c + t, c − t) increases (resp. decreases) for t > 0, cf. [9, I.3.A.2.b]. It will be useful to introduce the strict Schur-convexity: it is when the inequality in (17) is strict whenever (x 1 , y 1 ) is not a permutation of (x 2 , y 2 ). In this case all reasoning in this section remains valid with the adverb 'strictly' added to all mentioned properties.
Schur convexity of means is an interesting subject investigated by many mathematicians (see e.g. [1, 15, 6] and the references therein).
In case of a homogeneous symmetric mean, the Schur-convexity condition may be written in a very simple form: M (x, y) is Schur-convex (resp. concave) if and only if the function s(t) = M (1 + t, 1 − t) increases in the unit interval. Let us see how this condition translates into the language of Seiffert functions. We have s(t) = M (1 + t, 1 − t) = t fM (t) , so we have the following. Theorem 6.1. A mean M is Schur-convex (resp. concave) if and only if the function f M (z)/z decreases (res. increases).
Note that if a Seiffert function f is concave (resp. convex), then its divided difference f (z)/z decreases (resp. increases), so we have Corollary 6.1. If f ∈ S is concave (resp. convex), then the mean S f (x, y) is Schur-convex (resp. Schur-concave).
Corollary 6.2. The means
x − y 2 Si n x−y x+y , x − y 2 ASHi n x−y x+y , x − y 2 ATi n x−y x+y , x − y 2 THi n x−y x+y are strictly Schur-convex, while means x − y 2 Ti n x−y x+y , x − y 2 ATHi n x−y x+y , x − y 2 ASi n x−y x+y , x − y 2 SHi n x−y x+y are strictly Schur-concave.
Means with varying arguments
Denote by f (z) the function f (z)/z. For 0 < t < 1, 0 < z < 1 and f ∈ S we have the inequalities
which shows that f t (z) = f (tz)/t are also Seiffert functions. Note that lim t→0 f t (z) = z, thus this process defines a homotopy between f and id. It is a matter of simple transformation to verify, that if f corresponds to a mean M , then f t maps to the mean
There are numerous papers on comparison between means of the form M t and other classical means (see e.g. [2, 3, 4, 5, 8, 10, 16] ). The most popular problem is formulated as follows: given two means M, N satisfying A < M < N , find optimal p, q such that N p M N q . To avoid double subscripts, let m and n be the Seiffert functions of M and N , respectively. Then, by Corollary 2.2 the inequalities N p < M < N q are equivalent to n p > m > n q . The inequality A < N implies n(z) < z. Assume additionally that the function n(z) is strictly decreasing, (in case of classical means, their Seiffert functions are usually concave, so this condition is satisfied). Then the following inequalities are equivalent:
Thus we have proven the following theorem.
Theorem 7.1. Let M and N be two means with Seiffert functions m and n, respectively. Suppose that n(z) is strictly monotone and let p 0 = inf
If A(x, y) < M (x, y) < N (x, y) for all x = y then the inequalities
hold if and only if p p 0 and0 . If N (x, y) < M (x, y) < A(x, y) for all x = y then the inequalities
hold if and only if p p 0 and0 .
To illustrate this theorem, let us consider two examples featuring the contraharmonic mean C(x, y) = holds. We have
The function 1 − √ 1 − u is convex, so its divided difference increases from 1/2 to 1, therefore we obtain . They are increasing with respect to parameters r, s, thus for 0 < α < 2 we have and we obtain the optimal inequalities
Using the same technique as in Example 7.2 we obtain the following results for power means G(0, α; x, y): Let N (x, y) = G(0, 2; x, y) denote the root-mean square. For 1 < α < 2 the following inequalities 
Aproximation by convex combination of means
Suppose all positive distinct x, ythree means K, M, N satisfy for inequalities K(x, y) < M (x, y) < N (x, y). Our goal is to determine the best possible constants µ and ν such that the inequalities
are valid for all x, y. In terms of Seiffert functions, the inequalities (18) have the form
which is equivalent to
Thus we have the following result. Proof. The sine function satisfies z > sin z > z − z 3 /6. It follows from Remark 9.1 that the last function in this chain is a Seiffert function, and a simple calculation shows that its mean is the rightmost mean in (21).
For two Seiffert functions f M and f N and a homogeneous but necessarily symmetric mean K , the function g(z) = K(f M (z), f N (z)) is a Seiffert function corresponding to M N/K(N, M ). In particular, if K is M, N invariant (see Theorem 2.2), then M N/K is also a mean. Thus the weighted arithmetic mean of two Seiffert functions corresponds to the weighted harmonic mean of means and vice versa. Now we shall show facts about power series representation of Seiffert functions. The first one is trivial. Theorem 9.3. If 0 a n 1 for n > 1, then the function f (z) = z + ∞ n=2 a n z n is a Seiffert function.
Proof. Clearly, the series converges for 0 < z < 1 and
The two following theorems concern alternating series.
Theorem 9.4. Let 1 = a 1 a 2 · · · 0 be a convex sequence (i.e. satisfying 2a k a k−1 + a k+1 for k = 2, 3, . . . ). Then the function f (z) = z + ∞ n=2 (−1) n+1 a n z n is a Seiffert function.
