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ON COHESIVE POWERS OF LINEAR ORDERS
RUMEN DIMITROV, VALENTINA HARIZANOV, ANDREY MOROZOV, PAUL SHAFER,
ALEXANDRA A. SOSKOVA, AND STEFAN V. VATEV
Abstract. Cohesive powers of computable structures are effective analogs of ultrapowers, where co-
hesive sets play the role of ultrafilters. Let ω, ζ, and η denote the respective order-types of the natural
numbers, the integers, and the rationals when thought of as linear orders. We investigate the cohe-
sive powers of computable linear orders, with special emphasis on computable copies of ω. If L is a
computable copy of ω that is computably isomorphic to the standard presentation of ω, then every
cohesive power of L has order-type ω+ ζη. However, there are computable copies of ω, necessarily not
computably isomorphic to the standard presentation, having cohesive powers not elementarily equiva-
lent to ω + ζη. For example, we show that there is a computable copy of ω with a cohesive power of
order-type ω+η. Our most general result is that if X ⊆ N\{0} is either a Σ2 set or a Π2 set, thought of
as a set of finite order-types, then there is a computable copy of ω with a cohesive power of order-type
ω + σ(X ∪ {ω + ζη + ω∗}), where σ(X ∪ {ω + ζη + ω∗}) denotes the shuffle of the order-types in X
and the order-type ω+ ζη+ω∗. Furthermore, if X is finite and non-empty, then there is a computable
copy of ω with a cohesive power of order-type ω + σ(X).
1. Introduction
The ultimate inspiration for this work is Skolem’s 1934 construction of a countable non-standard
model of arithmetic [16]. Skolem’s construction can be described roughly as follows. For sets X,Y ⊆ N,
write X ⊆∗ Y if X \ Y is finite. First, fix an infinite set C ⊆ N that is cohesive for the collection of
arithmetical sets: for every arithmetical A ⊆ N, either C ⊆∗ A or C ⊆∗ A. Next, define an equivalence
relation =C on the arithmetical functions f : N→ N by f =C g if and only if C ⊆
∗ {n : f(n) = g(n)}.
Then define a structure on the =C-equivalence classes [f ] by [f ] + [g] = [f + g], [f ] × [g] = [f × g]
(where f + g and f × g are computed pointwise), and [f ] < [g] ⇔ C ⊆∗ {n : f(n) < g(n)}. Using
the arithmetical cohesiveness of C, one then shows that this structure is elementarily equivalent to
(N; +,×, <). The structure is countable because there are only countably many arithmetical functions,
and it has non-standard elements, such as the element represented by the identity function.
Think of Skolem’s construction as a more effective analog of an ultrapower construction. Instead of
building a structure from all functions f : N→ N, Skolem builds a structure from only the arithmetical
functions f . The arithmetically cohesive set C plays the role of the ultrafilter. Feferman, Scott, and
Tennenbaum [7] investigate the question of whether Skolem’s construction can be made more effective
by assuming that C is only r-cohesive (i.e., cohesive for the collection of computable sets) and by
restricting to computable functions f . They answer the question negatively by showing that it is not
even possible to obtain a model of Peano arithmetic in this way. Lerman [12] investigates the situation
further and shows that if one restricts to cohesive sets C (i.e., cohesive for the collection of c.e. sets)
that are co-c.e. and to computable functions f , then the first-order theory of the structure obtained is
exactly determined by the many-one degree of C. Additional results in this direction appear in [8, 9].
Dimitrov [3] generalizes the effective ultrapower construction to arbitrary computable structures.
These cohesive powers of computable structures are studied in [2, 4, 5] in relation to the lattice of
c.e. subspaces, modulo finite dimension, of a fixed computable infinite dimensional vector space over
Q. In this work, we investigate a question dual to the question studied by Lerman. Lerman fixes
a computable presentation of a computable structure (indeed, all computable presentations of the
standard model of arithmetic are computably isomorphic) and studies the effect that the choice of
the cohesive set has on the resulting cohesive power. Instead of fixing a computable presentation of a
structure and varying the cohesive set, we fix a computably presentable structure and a cohesive set,
and then we vary the structure’s computable presentation. We focus on linear orders, with special
emphasis on computable presentations of ω. We choose to work with linear orders because they are
a good source of non-computably categorical structures and because the setting is simple enough to
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be able to completely describe certain cohesive powers up to isomorphism. This work is a greatly
expanded version of the preliminary work of [6].
Our main results are the following, where ω, ζ, and η denote the respective order-types of the
natural numbers, the integers, and the rationals.
• If C is cohesive and L is a computable copy of ω that is computably isomorphic to the standard
presentation of ω (i.e., L has a computable successor function), then the cohesive power ΠCL
has order-type ω + ζη. (Corollary 4.6.)
• If C is co-c.e. and cohesive and L is a computable copy of ω, then the finite condensation of the
cohesive power ΠCL has order-type 1+ η. (Theorem 4.4. See Definition 3.3 for the definition
of finite condensation.)
• If C is co-c.e. and cohesive, then there is a computable copy L of ω where the cohesive power
ΠCL has order-type ω + η. (Corollary 5.2.)
• More generally, if C is co-c.e. and cohesive and X ⊆ N \ {0} is either a Σ2 set or a Π2 set,
thought of as a set of finite order-types, then there is a computable copy L of ω where the
cohesive power ΠCL has order-type ω+σ(X ∪{ω+ ζη+ω
∗}). Here ω∗ denotes the reverse of
ω, and σ denotes the shuffle operation of Definition 6.1. Furthermore, if X is finite and non-
empty, then there is a computable copy L of ω where the cohesive power ΠCL has order-type
ω + σ(X). (Theorem 6.6.)
The above results provide many examples of pairs of isomorphic computable linear orders with
non-elementarily equivalent cohesive powers. We also give examples of computable linear orders that
are always isomorphic to their cohesive powers and examples of pairs of non-elementarily equivalent
computable linear orders with isomorphic cohesive powers.
2. Preliminaries
We assume familiarity with the basic concepts and notation from computability theory and com-
putable structure theory. Comprehensive references include [13, 17, 18] for computability theory
and [1, 14] for computable structure theory.
Throughout, N denotes the natural numbers, and ω denotes its order-type when thought of as
a linear order. The function 〈·, ·〉 : N × N → N is the usual computable bijective pairing function,
and π0 and π1 are the associated projection functions. For X ⊆ N and n ∈ N, X↾n denotes the
set X ∩ {0, 1, . . . , n − 1}. Often we consider expressions of the form limn∈C f(n), lim supn∈C f(n),
lim infn∈C f(n), etc., where f : N→ N is some function and C ⊆ N is an infinite set. For this, let n0 <
n1 < n2 < · · · be the elements of C listed in increasing order. Then limn∈C f(n) means limi→∞ f(ni),
and lim supn∈C f(n) and lim infn∈C f(n) are interpreted similarly. Notice that for functions f : N→ N,
limn∈C f(n) =∞ if and only if lim infn∈C f(n) =∞.
We denote partial computable functions by ϕ, ψ, etc. For a partial computable function ϕ, ϕ(n)↓
means that ϕ halts on input n and produces an output, and ϕ(n)↑ means that ϕ does not halt on
input n. The notation ϕ ≃ ψ means that ϕ and ψ are equal partial functions: for every n, either
ϕ(n)↓ = ψ(n)↓ or both ϕ(n)↑ and ψ(n)↑. We also use the ≃ notation to define one partial computable
function in terms of another. For example, ‘let ϕ(n) ≃ ψ(n) + 1’ means compute ϕ(n) by running
ψ(n) and adding 1 to the output if ψ(n) halts. As usual, (ϕe)e∈N denotes the standard effective
enumeration of all partial computable functions, and ϕe,s(n) denotes the result (if any) of running ϕe
on input n for s computational steps. Sometimes we also write ϕ0, . . . , ϕn−1 to refer to an arbitrary
sequence of partial computable functions. The usage of subscripts will be clear from context. A
computable structure A for a computable language L consists of a non-empty computable domain
A ⊆ N and uniformly computable interpretations of the relation, function, and constant symbols of L.
We sometimes also denote the domain of a structure A by |A|.
Definition 2.1. An infinite set C ⊆ N is cohesive if for every c.e. set W , either C ⊆∗ W or C ⊆∗ W .
Notice that if C is cohesive and X is either c.e. or co-c.e., then C ∩X being infinite implies that
C ⊆∗ X. We use quantifiers ∀∞n and ∃∞n as abbreviations for ‘for almost every n’ and ‘there are
infinitely many n’. So for example, (∀∞n ∈ C)(n ∈ X) means C ⊆∗ X.
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Definition 2.2 ([3]). Let L be a computable language. Let A be a computable L-structure with
non-empty domain A ⊆ N. Let C ⊆ N be cohesive. The cohesive power of A over C, denoted ΠCA,
is the L-structure B defined as follows.
• Let D = {ϕ : ϕ : N→ A is partial computable and C ⊆∗ dom(ϕ)}.
• For ϕ,ψ ∈ D, let ϕ =C ψ denote C ⊆
∗ {x : ϕ(x)↓ = ψ(x)↓}. The relation =C is an equivalence
relation on D. Let [ϕ] denote the equivalence class of ϕ ∈ D with respect to =C .
• The domain of B is the set B = {[ϕ] : ϕ ∈ D}.
• Let R be an n-ary predicate symbol of L. For [ϕ0], . . . , [ϕn−1] ∈ B, define R
B([ϕ0], . . . , [ϕn−1])
by
RB([ϕ0], . . . , [ϕn−1]) ⇔ C ⊆
∗
{
x : (∀i < n)ϕi(x)↓ ∧ R
A(ϕ0(x), . . . , ϕn−1(x))
}
.
• Let f be an n-ary function symbol of L. For [ϕ0], . . . , [ϕn−1] ∈ B, let ψ be the partial
computable function defined by
ψ(x) ≃ fA(ϕ0(x), . . . , ϕn−1(x)),
and notice that C ⊆∗ dom(ψ) because C ⊆∗ dom(ϕi) for each i < n. Define f
B by
fB([ϕ0], . . . , [ϕn−1]) = [ψ].
• Let c be a constant symbol of L. Let ψ be the total computable function with constant value
cA, and define cB = [ψ].
We often consider cohesive powers of computable structures by co-c.e. cohesive sets. The co-c.e.
cohesive sets are exactly the complements of the maximal sets, which are the co-atoms of the lattice
of c.e. sets modulo finite difference. Such sets exist by a well-known theorem of Friedberg (see [17,
Theorem X.3.3]). Cohesive powers are intended to be effective analogs of ultrapowers, so in light of this
analogy, it makes sense to impose effectivity on the cohesive set, which plays the role of the ultrafilter,
as well as on the base structure itself. Technically, it helps to be able to learn what numbers are not
in the cohesive set C when building a computable structure A so as to influence ΠCA in a particular
way. Cohesive powers by co-c.e. cohesive sets also have the helpful property that every member of
the cohesive power has a total computable representative. Let A be a computable structure with non-
empty domain A, and fix an element a0 ∈ A. Suppose that C is co-c.e. and cohesive, and let ϕ : N→ A
be a partial computable function with C ⊆∗ dom(ϕ). Let N be such that (∀n > N)(n ∈ C → ϕ(n)↓).
Define a total computable f : N → A as follows. If n ≤ N , then output f(n) = a0. If n > N , then
simultaneously run ϕ(n) and enumerate the complement C of C. Either ϕ(n)↓, n ∈ C, or both. If
ϕ(n) halts before n is enumerated into C, then output f(n) = ϕ(n); and if n is enumerated into C
before ϕ(n) halts, then output f(n) = a0. This f is total and satisfies f =C ϕ.
A restricted form of  Los’s theorem holds for cohesive powers. If A is a computable structure, C is a
cohesive set, and Φ is a Π3 sentence, then ΠCA |= Φ implies A |= Φ. In general, this version of  Los’s
theorem for cohesive powers is the best possible. In Sections 4, 5, and 6, we see several examples of
computable linear orders L where the Σ3 sentence “there is an element with no immediate successor”
is true of some cohesive power of L but not true of L.
Theorem 2.3 ([3]). Let A be a computable structure, and let C be a cohesive set.
(1) Let t(v0, . . . , vn−1) be a term, where all variables are displayed. Let [ϕ0], . . . , [ϕn−1] ∈ |ΠCA|.
Let ψ be the partial computable function
ψ(x) ≃ tA(ϕ0(x), . . . , ϕn−1(x)).
Then tΠCA([ϕ0], . . . , [ϕn−1]) = [ψ].
(2) Let Φ(v0, . . . , vn−1) be a Boolean combination of Σ1 and Π1 formulas, with all free variables
displayed. For any [ϕ0], . . . , [ϕn−1] ∈ |ΠCA|,
ΠCA |= Φ([ϕ0], . . . , [ϕn−1]) ⇔ C ⊆
∗
{
x : (∀i < n)ϕi(x)↓ ∧ A |= Φ(ϕ0(x), . . . , ϕn−1(x))
}
.
(3) If Φ is a Π2 sentence or a Σ2 sentence, then ΠCA |= Φ if and only if A |= Φ.
(4) If Φ is a Π3 sentence and ΠCA |= Φ, then A |= Φ.
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As with structures and their ultrapowers, a computable structure A always naturally embeds into
its cohesive powers. For a ∈ A, let ψa be the total computable function with constant value a. Then
for any cohesive set C, the map a 7→ [ψa] embeds A into ΠCA. This map is called the canonical
embedding of A into ΠCA. If A is finite and C is cohesive, then every partial computable function
ϕ : N → |A| with C ⊆∗ dom(ϕ) is eventually constant on C. In this case, every element of ΠCA is
in the range of the canonical embedding, and therefore A ∼= ΠCA. If A is an infinite computable
structure, then every cohesive power ΠCA is countably infinite: infinite because A embeds into ΠCA,
and countable because the elements of ΠCA are represented by partial computable functions. See [3]
for further details.
Computable structures that are computably isomorphic have isomorphic cohesive powers. This fact
essentially appears in [3], but we include a proof here for reference.
Theorem 2.4. Let A0 and A1 be computable L-structures that are computably isomorphic, and let C
be cohesive. Then ΠCA0 ∼= ΠCA1.
Proof. For i ∈ {0, 1}, let Bi = ΠCAi and denote elements of Bi by [ϕ]Bi . Let f : |A0| → |A1| be a
computable isomorphism. Define a function F : |B0| → |B1| by F ([ϕ]B0) = [f ◦ ϕ]B1 . If ϕ : N → |A0|
is partial computable with C ⊆∗ dom(ϕ), then f ◦ ϕ : N → |A1| is partial computable with C ⊆
∗
dom(f ◦ ϕ). Furthermore, if ϕ =C ψ, then f ◦ ϕ =C f ◦ ψ. Thus F is well-defined.
To see that F is injective, suppose that F ([ϕ]B0) = F ([ψ]B0). Then [f ◦ ϕ]B1 = [f ◦ ψ]B1 , so
f ◦ ϕ =C f ◦ ψ. The function f is a bijection, so therefore also ϕ =C ψ. Thus [ϕ]B0 = [ψ]B0 .
To see that F is surjective, consider [ϕ]B1 . The function f : |A0| → |A1| is a computable bijection
between computable sets |A0| and |A1|, so its inverse f
−1 : |A1| → |A0| is also computable. The
function f−1 ◦ϕ : N→ |A0| is thus partial computable with C ⊆
∗ dom(f−1 ◦ϕ), and F ([f−1 ◦ϕ]B0) =
[f ◦ f−1 ◦ ϕ]B1 = [ϕ]B1 .
Let R be an n-ary relation symbol of L, and let [ϕ0], . . . , [ϕn−1] ∈ |B0|. The function f is an
isomorphism, so for any x, if (∀i < n)ϕi(x)↓, then
RA0(ϕ0(x), . . . , ϕn−1(x)) ⇔ R
A1
(
f(ϕ0(x)), . . . , f(ϕn−1(x))
)
.
Therefore
C ⊆∗
{
x : (∀i < n)ϕi(x)↓ ∧ R
A0
(
ϕ0(x), . . . , ϕn−1(x)
)}
if and only if
C ⊆∗
{
x : (∀i < n)ϕi(x)↓ ∧ R
A1
(
f(ϕ0(x)), . . . , f(ϕn−1(x))
)}
.
Thus
RB0([ϕ0]B0 , . . . , [ϕn−1]B0) ⇔ R
B1(F ([ϕ0]B0), . . . , F ([ϕn−1]B0)).
Let g be an n-ary function symbol of L, and let [ϕ0], . . . , [ϕn−1] ∈ |B0|. The function f is an
isomorphism, so for any x, if (∀i < n)ϕi(x)↓, then
f
(
gA0(ϕ0(x), . . . , ϕn−1(x))
)
= gA1
(
f(ϕ0(x)), . . . , f(ϕn−1(x))
)
.
Let ψ and θ be the partial computable functions given by
ψ(x) ≃ gA0(ϕ0(x), . . . , ϕn−1(x))
θ(x) ≃ gA1
(
f(ϕ0(x)), . . . , f(ϕn−1(x))
)
.
As C ⊆∗ dom(ϕi) for each i < n, we therefore have that f ◦ ψ =C θ. Thus
F
(
gB0([ϕ0]B0 , . . . , [ϕn−1]B0)
)
= F ([ψ]B0) = [f ◦ ψ]B1 = [θ]B1 = g
B1
(
F ([ϕ0]B0), . . . , F ([ϕn−1]B0)
)
.
Finally, if c is a constant symbol of L and [ϕ]B0 = c
B0 , it is easy to check that F ([ϕ]B0) = c
B1 .
Therefore F : |B0| → |B1| is an isomorphism witnessing that B0 ∼= B1. 
Recall that a computable structure A is called computably categorical if every computable structure
that is isomorphic to A is isomorphic to A via a computable isomorphism. It follows from Theorem 2.4
that if A is a computably categorical computable structure and C is cohesive, then ΠCA ∼= ΠCB
whenever B is a computable structure isomorphic to A.
Corollary 2.5. Let A be a computably categorical computable structure, let B be a computable structure
isomorphic to A, and let C be cohesive. Then ΠCA ∼= ΠCB.
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In Theorem 2.4, it is essential that the two structures are isomorphic via a computable isomorphism.
In Sections 4, 5, and 6, we see many examples of pairs of computable linear orders that are isomorphic
(but not computably isomorphic) to ω with non-elementarily equivalent cohesive powers.
3. Linear orders and their cohesive powers
We investigate the cohesive powers of computable linear orders, with special attention to computable
linear orders of type ω. A linear order L = (L,≺) consists of a non-empty set L equipped with a
binary relation ≺ satisfying the following axioms.
• ∀x (x ⊀ x)
• ∀x∀y (x ≺ y → y ⊀ x)
• ∀x∀y∀z [(x ≺ y ∧ y ≺ z) → x ≺ z]
• ∀x∀y (x ≺ y ∨ x = y ∨ y ≺ x)
Additionally, a linear order L is dense if ∀x∀y∃z (x ≺ y → x ≺ z ≺ y) and has no endpoints if
∀x∃y∃z (y ≺ x ≺ z). Rosenstein’s book [15] is an excellent reference for linear orders.
For a linear order L = (L,≺), we use the usual interval notation (a, b)L = {x ∈ L : a ≺ x ≺ b} and
[a, b]L = {x ∈ L : a  x  b} to denote open and closed intervals of L. Sometimes it is convenient to
allow b  a in this notation, in which case, for example, (a, b)L = ∅. The notation |(a, b)L| denotes
the cardinality of the interval (a, b)L. The notations min≺{a, b} and max≺{a, b} denote the minimum
and maximum of a and b with respect to ≺.
As is customary, ω denotes the order-type of (N, <), ζ denotes the order-type of (Z, <), and η denotes
the order-type of (Q, <). That is, ω, ζ, and η denote the respective order-types of the natural numbers,
the integers, and the rationals, each with their usual order. We refer to (N, <), (Z, <), and (Q, <) as
the standard presentations of ω, ζ, and η, respectively. Recall that every countable dense linear order
without endpoints has order-type η (see [15, Theorem 2.8]). Furthermore, every computable countable
dense linear order without endpoints is computably isomorphic to Q (see [15, Exercise 16.4]).
To help reason about order-types, we use the sum, product, and reverse of linear orders as well as
condensations of linear orders.
Definition 3.1. Let L0 = (L0,≺L0) and L1 = (L0,≺L1) be linear orders.
• The sum L0+L1 of L0 and L1 is the linear order S = (S,≺S), where S = ({0}×L0)∪({1}×L1)
and
(i, x) ≺S (j, y) if and only if (i < j) ∨ (i = j ∧ x ≺Li y).
• The product L0L1 of L0 and L1 is the linear order P = (P,≺P), where P = L1 × L0 and
(x, a) ≺P (y, b) if and only if (x ≺L1 y) ∨ (x = y ∧ a ≺L0 b).
Note that, by (fairly entrenched) convention, L0L1 is given by the product order on L1 × L0,
not on L0 × L1.
• The reverse L∗0 of L0 is the linear order R = (R,≺R), where R = L0 and x ≺R y if and only
if y ≺L0 x. We warn the reader that the ∗ in the notation L
∗
0 is unrelated to the ∗ in the
notation X ⊆∗ Y .
If L0 and L1 are computable linear orders, then one may use the pairing function 〈·, ·〉 to compute
copies of L0 + L1 and L0L1. Clearly, if L is a computable linear order, then so is L
∗.
Definition 3.2. Let L = (L,≺L) be a linear order. A condensation of L is any linear order M =
(M,≺M) obtained by partitioning L into a collection of non-empty intervals M and, for intervals
I, J ∈M , defining I ≺M J if and only if (∀a ∈ I)(∀b ∈ J)(a ≺L b).
The most important condensation is the finite condensation.
Definition 3.3. Let L = (L,≺L) be a linear order. For x ∈ L, let cF(x) denote the set of y ∈ L for
which there are only finitely many elements between x and y:
cF(x) =
{
y ∈ L : the interval
[
min≺L{x, y},max≺L{x, y}
]
L
in L is finite
}
.
The set cF(x) is always a non-empty interval, as x ∈ cF(x). The finite condensation cF(L) of L is the
condensation obtained from the partition {cF(x) : x ∈ L}.
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For example, cF(ω) ∼= 1, cF(ζ) ∼= 1, cF(η) ∼= η, and cF(ω+ ζη) ∼= 1+ η. Notice that for an element
x of a linear order L, the order-type of cF(x) is always either finite, ω, ω
∗, or ζ.
We often refer to the intervals that comprise a condensation of a linear order L as blocks. For the
finite condensation of L, a block is a maximal interval I such that for any two elements of I, there
are only finitely many elements of L between them. For elements a and b of L, we write a ÎL b if the
interval (a, b)L (equivalently, the interval [a, b]L) in L is infinite. For a ≺L b, we have that a ÎL b if
and only if a and b are in different blocks. See [15, Chapter 4] for more on condensations.
It is straightforward to directly verify that if L is a computable linear order and C is cohesive, then
ΠCL is again a linear order. Furthermore, one may verify that if L is a computable dense linear order
without endpoints, then ΠCL is again a dense linear order without endpoints. These two facts also
follow from Theorem 2.3 because linear orders are described by Π1 sentences, and dense linear orders
without endpoints are described by Π2 sentences.
The case of Q = (Q, <) is curious and deserves a digression. We have seen that if A is a finite
structure, then A ∼= ΠCA for every cohesive set C. For Q, ΠCQ is a countable dense linear order
without endpoints, and hence isomorphic to Q, for every cohesive set C. Thus Q is an example of
an infinite computable structure with Q ∼= ΠCQ for every cohesive set C. That Q is isomorphic to
all of its cohesive powers is no accident. By combining Theorem 2.3 with the theory of Fra¨ısse´ limits
(see [10, Chapter 6], for example), we see that a uniformly locally finite ultrahomogeneous computable
structure for a finite language is always isomorphic to all of its cohesive powers. Recall that a structure
is locally finite if every finitely-generated substructure is finite and is uniformly locally finite if there
is a function f : N→ N such that every substructure generated by at most n elements has cardinality
at most f(n). Notice that every structure for a finite relational language is uniformly locally finite.
Also recall that a structure is ultrahomogeneous if every isomorphism between two finitely-generated
substructures extends to an automorphism of the structure.
Proposition 3.4. Let A be an infinite uniformly locally finite ultrahomogeneous computable structure
for a finite language, and let C be cohesive. Then A ∼= ΠCA.
Proof. The structure A is ultrahomogeneous, so it is the Fra¨ısse´ limit of its age (i.e., the class of
all finitely-generated substructures embeddable into A). By [10, Theorem 6.4.1] and its proof, the
first-order theory of A is ℵ0-categorical and is axiomatized by a set T of Π2 sentences. Thus if B is
any countable model of T , then A ∼= B. We have that ΠCA |= T by Theorem 2.3, so A ∼= ΠCA. 
Proposition 3.4 implies that if a uniformly locally finite computable structure for a finite language
is a Fra¨ısse´ limit, then it is isomorphic to all of its cohesive powers. Thus computable presentations of
the Rado graph and the countable atomless Boolean algebra are additional examples of computable
structures that are isomorphic to all of their cohesive powers. Examples of this phenomenon that
cannot be attributed to ultrahomogeneity appear in Sections 4 and 5.
Returning to linear orders, we recall the following well-known lemma stating that a strictly order-
preserving surjection from one linear order onto another is necessarily an isomorphism.
Lemma 3.5. Let L = (L,≺L) and M = (M,≺M) be linear orders. If f : L → M is surjective and
satisfies (∀x, y ∈ L)[x ≺L y → f(x) ≺M f(y)], then f is an isomorphism.
Proof. Such an f is injective. If x 6= y, then either x ≺L y or y ≺L x, so either f(x) ≺M f(y) or
f(y) ≺M f(x). In either case, f(x) 6= f(y). Similarly, if x ⊀L y, then either x = y, in which case
f(x) = f(y); or y ≺L x, in which case f(y) ≺M f(x). In either case, f(x) ⊀M f(y). 
Cohesive powers commute with sums, products, and reverses.
Theorem 3.6. Let L0 = (L0,≺L0) and L1 = (L1,≺L1) be computable linear orders, and let C be
cohesive. Then
(1) ΠC(L0 + L1) ∼= ΠCL0 +ΠCL1,
(2) ΠC(L0L1) ∼=
(
ΠCL0
)(
ΠCL1
)
, and
(3) ΠC(L
∗
0)
∼=
(
ΠCL0
)∗
.
Proof. For i ∈ {0, 1}, let Bi = ΠCLi and denote elements of Bi by [ϕ]Bi .
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For (1), let D = ΠC(L0 + L1) and denote elements of D by [ϕ]D. Define an isomorphism F : |D| →
|B0 + B1| by
F ([ϕ]D) =
{
(0, [π1 ◦ ϕ]B0) if (∀
∞n ∈ C)(ϕ(n) ∈ {0} × L0)
(1, [π1 ◦ ϕ]B1) if (∀
∞n ∈ C)(ϕ(n) ∈ {1} × L1).
The function F is well-defined because for any [ϕ]D, exactly one of the two options occurs by cohesive-
ness. To check that F is an isomorphism, it suffices to check that F is surjective and order-preserving.
For surjectivity, consider an (i, [ψ]Bi ) ∈ |B0 + B1|. Let ϕ be the partial computable function where
∀n[ϕ(n) ≃ 〈i, ψ(n)〉]. Then (∀∞n ∈ C)(ϕ(n) ∈ {i} × Li), so [ϕ]D ∈ |D| and F ([ϕ]D) = (i, [ψ]Bi). For
order-preserving, suppose that [ϕ]D and [ψ]D are members of D with [ϕ]D ≺D [ψ]D. By cohesiveness,
either (∀∞n ∈ C)[π0(ϕ(n)) < π0(ψ(n))] or (∀
∞n ∈ C)[π0(ϕ(n)) = π0(ψ(n))]. In the first case, it must
be that
F ([ϕ]D) = (0, [π1 ◦ ϕ]B0) ≺B0+B1 (1, [π1 ◦ ψ]B1) = F ([ψ]D),
as desired. In the second case, let i ∈ {0, 1} be such that (∀∞n ∈ C)[π0(ϕ(n)) = π0(ψ(n)) = i]. Then
it must be that
(∀∞n ∈ C)[π1(ϕ(n)) ∈ Li ∧ π1(ψ(n)) ∈ Li ∧ π1(ϕ(n)) ≺Li π1(ψ(n))],
so
F ([ϕ]D) = (i, [π1 ◦ ϕ]Bi) ≺B0+B1 (i, [π1 ◦ ψ]Bi) = F ([ψ]D),
as desired.
For (2), let D = ΠC(L0L1) and again denote elements of D by [ϕ]D. For such a [ϕ]D, we have that
(∀∞n ∈ C)(ϕ(n) ∈ L1 × L0). Define an isomorphism F : |D| → |B0B1| by
F ([ϕ]D) = ([π0 ◦ ϕ]B1 , [π1 ◦ ϕ]B0) ∈ |B1| × |B0|.
To show that F is an isomorphism, again it suffices to show that F is surjective and order-preserving.
For surjectivity, consider a ([ψ1]B1 , [ψ0]B0) ∈ |B1| × |B0|. Let ϕ be the partial computable function
where ∀n[ϕ(n) ≃ 〈ψ1(n), ψ0(n)〉]. Then (∀
∞n ∈ C)(ϕ(n) ∈ L1 × L0), so [ϕ]D ∈ |D| and F ([ϕ]D) =
([ψ1]B1 , [ψ0]B0). For order-preserving, suppose that [ϕ]D and [ψ]D are members of D with [ϕ]D ≺D [ψ]D.
Then (∀∞n ∈ C)(ϕ(n) ≺L0L1 ψ(n)). By cohesiveness, either
• (∀∞n ∈ C)[π0(ϕ(n)) ≺L1 π0(ψ(n))] or
• (∀∞n ∈ C)[π0(ϕ(n)) = π0(ψ(n)) ∧ π1(ϕ(n)) ≺L0 π1(ψ(n))].
In the first case, [π0 ◦ϕ]B1 ≺B1 [π0 ◦ψ]B1 . In the second case, [π0 ◦ϕ]B1 = [π0 ◦ψ]B1 and [π1 ◦ϕ]B0 ≺B0
[π1 ◦ ψ]B0 . Thus in either case,
F ([ϕ]D) = ([π0 ◦ ϕ]B1 , [π1 ◦ ϕ]B0) ≺B0B1 ([π0 ◦ ψ]B1 , [π1 ◦ ψ]B0) = F ([ψ]D),
as desired.
For (3), let D = ΠC(L
∗
0) and again denote elements of D by [ϕ]D. Notice that |L
∗
0| = |L0| = L0, and
therefore that |D| = |B∗0|. Thus the function F : |D| → |B
∗
0| given by F ([ϕ]D) = [ϕ]B∗0 is well-defined and
surjective. The function F is also order-preserving. If [ϕ]D ≺D [ψ]D, then (∀
∞n ∈ C)[ϕ(n) ≺L∗0 ψ(n)].
So (∀∞n ∈ C)[ψ(n) ≺L0 ϕ(n)]. So [ψ]B0 ≺B0 [ϕ]B0 . So [ϕ]B∗0 ≺B∗0 [ψ]B∗0 . Thus F is an isomorphism. 
Sections 4, 5, and 6 concern calculating the order-types of cohesive powers of computable copies of
ω. To do this, we must be able to determine when one element of a cohesive power is an immediate
successor or immediate predecessor of another, and we must be able to determine when two elements
of a cohesive power are in different blocks of its finite condensation.
In a cohesive power ΠCL of a computable linear order L, [ϕ] is the immediate successor of [ψ] if
and only if ϕ(n) is the immediate successor of ψ(n) for almost every n ∈ C. Therefore also [ψ] is the
immediate predecessor of [ϕ] if and only if ψ(n) is the immediate predecessor of ϕ(n) for almost every
n ∈ C.
Lemma 3.7. Let L be a computable linear order, let C be cohesive, and let [ψ] and [ϕ] be elements
of ΠCL. Then the following are equivalent.
(1) [ϕ] is the ≺ΠCL-immediate successor of [ψ].
(2) (∀∞n ∈ C)(ϕ(n) is the ≺L-immediate successor of ψ(n)).
(3) (∃∞n ∈ C)(ϕ(n) is the ≺L-immediate successor of ψ(n)).
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Proof. Supposing ϕ(n)↓ and ψ(n)↓, that ϕ(n) is the ≺L-immediate successor of ψ(n) is a Π1 property
of ϕ(n) and ψ(n). Thus by cohesiveness (and the fact that C ⊆∗ dom(ϕ) ∩ dom(ψ)), it holds that
ϕ(n) is the ≺L-immediate successor of ψ(n) for infinitely many n ∈ C if and only if it holds for almost
every n ∈ C. Therefore (2) and (3) are equivalent.
For (3) ⇒ (1), suppose that [ϕ] is not the ≺ΠCL-immediate successor of [ψ]. If [ϕ] ΠCL [ψ],
then (∀∞n ∈ C)(ϕ(n) L ψ(n)), so for almost every n ∈ C, ϕ(n) is the not the ≺L-immediate
successor of ψ(n). If [ψ] ≺ΠCL [ϕ], then there is a [θ] with [ψ] ≺ΠCL [θ] ≺ΠCL [ϕ]. Therefore
(∀∞n ∈ C)(ψ(n) ≺L θ(n) ≺L ϕ(n)), so again for almost every n ∈ C, ϕ(n) is the not the ≺L-
immediate successor of ψ(n).
For (1) ⇒ (3), suppose that for almost every n ∈ C, ϕ(n) is the not the ≺L-immediate successor of
ψ(n). If [ϕ] ΠCL [ψ], then [ϕ] is not the ≺ΠCL-immediate successor of [ψ], so we may assume that
[ψ] ≺ΠCL [ϕ]. Thus (∀
∞n ∈ C)(ψ(n) ≺L ϕ(n)). Let θ be the partial computable function which on
input n, searches for an x with ψ(n) ≺L x ≺L ϕ(n) and outputs the first such x found. For almost
every n ∈ C, ψ(n) ≺L ϕ(n) but ϕ(n) is not the ≺L-immediate successor of ψ(n). For such n, θ(n)
is defined and satisfies ψ(n) ≺L θ(n) ≺L ϕ(n). Therefore (∀
∞n ∈ C)(ψ(n) ≺L θ(n) ≺L ϕ(n)), so
[ψ] ≺ΠCL [θ] ≺ΠCL [ϕ]. Thus [ϕ] is not the ≺ΠCL-immediate successor of [ψ]. 
Lemma 3.8. Let L be a computable linear order, let C be cohesive, and let [ψ] and [ϕ] be elements
of ΠCL. Then the following are equivalent.
(1) [ψ] ÎΠCL [ϕ].
(2) limn∈C |(ψ(n), ϕ(n))L| =∞.
(3) lim supn∈C |(ψ(n), ϕ(n))L| =∞.
Proof. Let [ϕ], [ψ] ∈ |ΠCL|. For (1) ⇒ (2), suppose that [ψ] ÎΠCL [ϕ]. Given k, let [θ0], . . . , [θk−1] ∈
|ΠCL| be such that
[ψ] ≺ΠCL [θ0] ≺ΠCL · · · ≺ΠCL [θk−1] ≺ΠCL [ϕ].
Then
(∀∞n ∈ C)[ψ(n) ≺L θ0(n) ≺L · · · ≺L θk−1(n) ≺L ϕ(n)].
Thus for almost every n ∈ C, we have that |(ψ(n), ϕ(n))L| ≥ k. So limn∈C |(ψ(n), ϕ(n))L| =∞.
The implication (2)⇒ (3) is immediate. For (3)⇒ (1), suppose that lim supn∈C |(ψ(n), ϕ(n))L| =∞.
Given k, let [θ0], . . . , [θk−1] ∈ |ΠCL|. We show that there is a [θ̂] with [ψ] ≺ΠCL [θ̂] ≺ΠCL [ϕ] that
is different from [θi] for each i < k. It follows that the interval ([ψ], [ϕ])ΠCL of ΠCL is infinite, so
[ψ] ÎΠCL [ϕ]. To compute θ̂(n), first wait for ψ(n), ϕ(n), and the θi(n) for i < k to halt. Once
these computations halt, search for an x ∈ L with ψ(n) ≺L x ≺L ϕ(n) such that x 6= θi(n) for
all i < k. If there is such an x, let θ̂(x) be the first such x found. If n ∈ C is sufficiently large
and |(ψ(n), ϕ(n))L| > k, then ψ(n)↓, ϕ(n)↓, and (∀i < k)θi(n)↓, and such an x is found. Therefore
there are infinitely many n ∈ C with n in the domains of ψ, ϕ, θ̂, and the θi for i < k such that
ψ(n) ≺L θ̂(n) ≺L ϕ(n) and (∀i < k)(θ̂(n) 6= θi(n)). By cohesiveness, this in fact occurs for almost
every n ∈ C. Thus [ψ] ≺ΠCL [θ̂] ≺ΠCL [ϕ], but (∀i < k)([θ̂] 6= [θi]). 
The finite condensation of a computable linear order by a co-c.e. cohesive set is always dense.
Theorem 3.9. Let L = (L,≺L) be a computable linear order, and let C be co-c.e. and cohesive. Then
cF(ΠCL) is dense.
Proof. Let [ϕ] and [ψ] be elements of ΠCL with [ψ] ÎΠCL [ϕ]. We partially compute a function
θ : N→ L so that [θ] is an element of ΠCL with [ψ] ÎΠCL [θ] ÎΠCL [ϕ].
By Lemma 3.8, [ψ] ÎΠCL [ϕ] means that lim supn∈C |(ψ(n), ϕ(n))L| = ∞. We define θ by enumer-
ating graph(θ) = {〈n, x〉 : θ(n) = x}. The goal is to arrange |C ∩ dom(θ)| =∞ (so that C ⊆∗ dom(θ)
by cohesiveness), lim supn∈C |(ψ(n), θ(n))L| =∞, and lim supn∈C |(θ(n), ϕ(n))L| =∞. It then follows
that [ψ] ÎΠCL [θ] ÎΠCL [ϕ].
LetW denote the c.e. set C, and let (Ws)s∈N be an increasing enumeration of W . Say that n covers
k at a stage s of our enumeration of graph(θ) if
• n /∈Ws,
• we have already enumerated θ(n) = x for some x,
• ϕ(n)↓ and ψ(n)↓ within s steps each,
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• |(ψ(n), x)L ∩ {0, . . . , s}| ≥ k, and
• |(x, ϕ(n))L ∩ {0, . . . , s}| ≥ k.
If there is an n that covers k at stage s, then also say that k is covered at stage s. Enumerate
graph(θ) as follows. Start at stage s = 0. At stage s, let ℓ0,s be the <-least number that is not covered
at stage s. If s > 0, let Xs =Ws \Ws−1. Let ℓ1,s be <-least (if there is such a number) such that there
is an n ∈ Xs that covered ℓ1,s at stage s− 1, but no m < n covers ℓ1,s at stage s. If ℓ1,s is defined, let
ks = min<{ℓ0,s, ℓ1,s}. Otherwise, let ks = ℓ0,s. Then check if there are n, x ≤ s such that:
(i) n /∈Ws,
(ii) θ(n) is not yet defined,
(iii) ϕ(n)↓ and ψ(n)↓ within s steps each,
(iv) |(ψ(n), x)L ∩ {0, . . . , s}| ≥ ks, and
(v) |(x, ϕ(n))L ∩ {0, . . . , s}| ≥ ks.
If there are such an n and x, choose the <-least such n and the <-least corresponding x, and enumerate
θ(n) = x. Now n covers ks at stage s. Go to stage s+1. If there are no such n and x, then do nothing
and go to stage s+ 1. This completes the construction of θ.
If n covers k at some stage s, there could be a later stage t > s at which n does not cover k because
n ∈ Wt. However, if n ∈ C, then n /∈ Wt for every t, so k stays covered by n forever. We show,
by induction on k, that every k is eventually covered by an n ∈ C. From this, |C ∩ dom(θ)| = ∞,
lim supn∈C |(ψ(n), θ(n))L| =∞, and lim supn∈C |(θ(n), ϕ(n))L| =∞ readily follow, as desired.
Let s0 be a stage by which all ℓ < k have been covered by members of C. Let c be the <-maximum
member of C covering an ℓ < k at stage s0, and let s1 > s0 be a stage such that Ws1↾c =W ↾c. Then
ks ≥ k at all stages s > s1. By assumption, lim supn∈C |(ψ(n), ϕ(n))L| =∞. So let n0 be the <-least
n0 ∈ C with n0 /∈ dom(θ) at stage s1 and |(ψ(n0), ϕ(n0))L| ≥ 2k + 1. If n0 ever appears in dom(θ), it
is to cover some j ≥ k, in which case n0 also covers k. Let s2 > max<{n0, s1} be large enough so that
Ws2↾n0 =W ↾n0, ϕ(n0)↓ and ψ(n0)↓ within s2 steps, and |(ψ(n0), ϕ(n0))L ∩ {0, . . . , s2}| ≥ 2k + 1.
Consider stage s2. If k is not covered at stage s2, then it must be that θ(n0) is not defined at stage
s2. In this case, ks2 = k, and n0 is <-least for which there is an x ≤ s2 such that (i)–(v) hold. So
θ(n0) is defined to cover k at stage s2.
Now suppose instead that k is covered at stage s2. In this case, let m be <-least such that there is
a stage s3 ≥ s2 at which m covers k. If m ∈ C, then this is as desired. Otherwise, m ∈ W , in which
case there is a <-least s > s3 with m ∈ Ws. The number m covers k at stage s− 1, but by choice of
m, no a < m covers k at stage s. Thus ℓ1,s = k, so ks = k. If n0 ∈ dom(θ) at stage s, then n0 must
already cover k, as noted above. If n0 /∈ dom(θ) at stage s, then n0 is <-least for which there is an
x ≤ s such that (i)–(v) hold. So θ(n0) is defined to cover k at stage s. 
4. Cohesive powers of computable copies of ω
We investigate the cohesive powers of computable linear orders of type ω. Observe that an infi-
nite linear order has type ω if and only if every element has only finitely many predecessors. We
rely on this characterization throughout. Though not part of the language of linear orders, every
linear order L of type ω has an associated successor function SL : |L| → |L| given by SL(x) =
the ≺L-immediate successor of x. For the standard presentation of ω, the successor function is of
course given by the computable function S(x) = x + 1. It is straightforward to check that a com-
putable copy L of ω is computably isomorphic to the standard presentation if and only if SL is
computable.
We show that every cohesive power of the standard presentation of ω has order-type ω + ζη (The-
orem 4.5). This is to be expected because ω + ζη is familiar as the order-type of every countable
non-standard model of Peano arithmetic (see [11, Theorem 6.4]). Therefore, by Theorem 2.4, every
cohesive power of every computable copy of ω that is computably isomorphic to the standard presenta-
tion has order-type ω+ ζη; or, equivalently, every cohesive power of every computable copy of ω with
a computable successor function has order-type ω+ ζη. However, being computably isomorphic to the
standard presentation (equivalently, having a computable successor function) is not a characterization
of the computable copies of ω having cohesive powers of order-type ω + ζη. We show that there is a
computable copy of ω that is not computably isomorphic to the standard presentation, yet still has
every cohesive power isomorphic to ω + ζη (Theorem 4.8). Thus to compute a copy of ω having a
cohesive power not of type ω + ζη, one must do more than simply arrange for the successor function
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to be non-computable. We show that for every cohesive set C, there is a computable copy L of ω such
that the cohesive power ΠCL does not have order-type ω+ ζη (Theorem 4.9). However, we also show
that whenever L is a computable copy of ω and C is a co-c.e. cohesive set, the finite condensation
cF(ΠCL) of the cohesive power ΠCL always has order-type 1+ η (Theorem 4.4).
First, a cohesive power of a computable copy of ω always has an initial segment of order-type ω.
Lemma 4.1. Let L = (L,≺L) be a computable copy of ω, and let C be cohesive. Then the image of
the canonical embedding of L into ΠCL is an initial segment of ΠCL of order-type ω.
Proof. The linear order L has type ω, so its image in ΠCL under the canonical embedding also has
type ω. We show that this image is an initial segment of ΠCL. Consider [ϕ] ∈ |ΠCL|, and suppose
that [ϕ] ≺ΠCL [ψ] for a [ψ] in the image of the canonical embedding. We may assume that ψ is the
constant function with value a for some a ∈ L. Then (∀∞n ∈ C)(ϕ(n) ≺L a). As L ∼= ω, there are only
finitely many elements b0, . . . , bk−1 of L that are ≺L-below a. Thus (∀
∞n ∈ C)(ϕ(n) ∈ {b0, . . . , bk−1}).
By the cohesiveness of C, there is exactly one bi for which (∀
∞n ∈ C)(ϕ(n) = bi). Therefore [ϕ] =
[the constant function with value bi], so [ϕ] is also in the image of the canonical embedding. Thus the
image of the canonical embedding is an initial segment of ΠCL of order-type ω. 
Let L = (L,≺L) be a computable copy of ω, let C be cohesive, and let ϕ : N → L be any total
computable bijection. Then [ϕ] is not in the image of the canonical embedding of L into ΠCL, so it
must be ≺ΠCL-above every element in the image of the canonical embedding. Thus ΠCL is of the form
ω +M for some non-empty linear order M. By analogy with the terminology for models of Peano
arithmetic, we call the elements of the ω-part of ΠCL (i.e., the image of the canonical embedding)
standard and the elements of the M-part of ΠCL non-standard.
Lemma 4.2. Let L = (L,≺L) be a computable copy of ω, let C be cohesive, and let [ϕ] be an element
of ΠCL. Then [ϕ] is non-standard if and only if lim infn∈C ϕ(n) =∞ (equivalently, limn∈C ϕ(n) =∞).
Proof. If [ϕ] is standard, then ϕ is eventually constant on C, so lim infn∈C ϕ(n) is finite. Conversely,
suppose that lim infn∈C ϕ(n) = k is finite. Then (∃
∞n ∈ C)(ϕ(n) = k). By cohesiveness, it must
therefore be that (∀∞n ∈ C)(ϕ(n) = k). That is, ϕ is eventually constant on C, so [ϕ] is standard. 
Lemma 4.3. Let L = (L,≺L) be a computable copy of ω, let C be cohesive, and let [ϕ] be a
non-standard element of ΠCL. Then there are non-standard elements [ψ
−] and [ψ+] of ΠCL with
[ψ−] ÎΠCL [ϕ] ÎΠCL [ψ
+].
Proof. Fix any x0 ∈ L, and define a computable sequence x0 ≺L x1 ≺L x2 ≺L · · · by letting xi+1
be the <-least number with xi ≺L xi+1. Such an xi+1 always exists because L has no ≺L-maximum
element. Furthermore, notice that x0 ≺L x1 ≺L x2 ≺L · · · is cofinal in L because L ∼= ω.
Consider a non-standard [ϕ] ∈ |ΠCL|. Define partial computable functions ψ
−, ψ+ : N→ L by
ψ−(n) ≃
{
xi if x2i L ϕ(n) ≺L x2i+2
↑ if ϕ(n)↑
ψ+(n) ≃
{
x2i if xi L ϕ(n) ≺L xi+1
↑ if ϕ(n)↑.
The element [ϕ] is non-standard, so (∀i)(∀∞n ∈ C)(x2i L ϕ(n)). Thus (∀i)(∀
∞n ∈ C)(xi L
ψ−(n)), so [ψ−] is non-standard as well. Moreover, if x2i L ϕ(n) ≺L x2i+2, then ψ
−(n) =
xi, and therefore |(ψ
−(n), ϕ(n))L| ≥ i − 1 because xi+1, . . . , x2i−1 ∈ (ψ
−(n), ϕ(n))L. Therefore
lim supn∈C |(ψ
−(n), ϕ(n))L| = ∞, so [ψ
−] ÎΠCL [ϕ] by Lemma 3.8. Similar reasoning shows that
[ϕ] ÎΠCL [ψ
+]. Thus [ψ−] ÎΠCL [ϕ] ÎΠCL [ψ
+]. 
Lemmas 4.1 and 4.3 imply that if L is a computable copy of ω and C is cohesive, then cF(ΠCL) ∼=
1+M for some infinite linear order M. We call the block corresponding to 1 the standard block and
the blocks corresponding to M non-standard blocks. If we further assume that C is co-c.e., then we
obtain that cF(ΠCL) ∼= 1+ η.
Theorem 4.4. Let L be a computable copy of ω, and let C be co-c.e. and cohesive. Then cF(ΠCL)
has order-type 1+ η.
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Proof. By Lemma 4.1, the standard elements of ΠCL form an initial block. By Theorem 3.9 and
Lemma 4.3, the non-standard blocks of ΠCL form a countable dense linear order without endpoints.
Thus cF(ΠCL) ∼= 1+ η. 
Thinking in terms of blocks, showing that a linear order M has type ω + ζη amounts to showing
that M consists of an initial block of type ω followed by densely (without endpoints) ordered blocks
of type ζ.
Theorem 4.5. Let N denote the standard presentation of ω, and let C be cohesive. Then ΠCN has
order-type ω + ζη.
Proof. By Lemma 4.1, ΠCN has an initial segment of order-type ω. To show that the non-standard
blocks each have order-type ζ, it suffices to show that every element of ΠCN has an <ΠCN-immediate
successor and that every element of ΠCN except the first element has an <ΠCN-immediate predecessor.
Let [ϕ] ∈ |ΠCN|. Define partial computable functions θ and ψ by θ(n) ≃ ϕ(n)+1 and ψ(n) ≃ ϕ(n)´
1, where ´ denotes truncated subtraction (so 0 ´ 1 = 0). Then [θ] is the <ΠCN-immediate successor
of [ϕ] by Lemma 3.7. Similarly, if [ϕ] is not the least element of ΠCN (i.e., if (∀
∞n ∈ C)(ϕ(n) 6= 0)),
then [ψ] is the <ΠCN-immediate predecessor of [ϕ].
By Lemma 4.3, there is neither a least nor a greatest non-standard block of ΠCN. We cannot use
Theorem 3.9 to conclude that the non-standard blocks are densely ordered because we do not assume
that C is co-c.e. So suppose [ϕ] and [ψ] are such that [ψ] ≪ΠCN [ϕ]. Then limn∈C |(ψ(n), ϕ(n))| =
∞ by Lemma 3.8. Define a partial computable function θ by θ(n) ≃ ⌊(ϕ(n) + ψ(n))/2⌋. Then
limn∈C |(ψ(n), θ(n))| = ∞ and limn∈C |(θ(n), ϕ(n))| = ∞, so [ψ] ≪ΠCN [θ] ≪ΠCN [ϕ]. Thus the non-
standard blocks of ΠCN form a dense linear order without endpoints. This completes the proof that
ΠCN ∼= ω + ζη. 
Corollary 4.6. Let L be a computable copy of ω with a computable successor function, and let C be
cohesive. Then ΠCL has order-type ω + ζη.
Proof. If L is a computable copy of ω with a computable successor function, then L is computably
isomorphic to the standard presentation N of ω. Thus ΠCL ∼= ΠCN ∼= ω + ζη by Theorems 2.4
and 4.5. 
We can calculate the order-types of the cohesive powers of many other computable presentations of
linear orders by combining Theorems 2.4, 3.6, 4.5, and the fact that ΠCQ ∼= η.
Example 4.7. Let C be a cohesive set. Let N, Z, and Q denote the standard presentations of ω, ζ,
and η.
(1) ΠCN
∗ ∼= ζη + ω∗: This is because
ΠCN
∗ ∼= (ΠCN)
∗ ∼= (ω + ζη)∗ ∼= ζη + ω∗.
(2) ΠCZ ∼= ζη. This is because Z is computably isomorphic to N
∗ + N, so
ΠCZ ∼= ΠC(N
∗ + N) ∼= ΠC(N)
∗ +ΠC(N) ∼= (ζη + ω
∗) + (ω + ζη) ∼= ζη + ζ + ζη ∼= ζη.
(3) ΠC(ZQ) ∼= ζη. This is because
ΠC(ZQ) ∼=
(
ΠCZ
)(
ΠCQ
)
∼= (ζη)η ∼= ζη.
(4) ΠC(N+ ZQ) ∼= ω + ζη. This is because
ΠC(N+ ZQ) ∼= ΠC(N) + ΠC(ZQ) ∼= (ω + ζη) + ζη ∼= ω + ζη.
Recall that, by Proposition 3.4, an ultrahomogeneous computable structure for a finite relational
language, like the computable linear order Q, is isomorphic to each of its cohesive powers. Notice,
however, that the computable linear orders ZQ and N + ZQ are not ultrahomogeneous, yet never-
theless are isomorphic to each of their respective cohesive powers. Thus it is also possible for a
non-ultrahomogeneous computable structure to be isomorphic to each of its cohesive powers.
Notice also that ΠCN and ΠC(N+ ZQ) both have order-type ω + ζη. Similarly, ΠCZ and ΠC(ZQ)
both have order-type ζη. Thus it is possible for non-isomorphic linear orders to have isomorphic
cohesive powers. In Section 5, we give an example of a pair of non-elementarily equivalent linear
orders with isomorphic cohesive powers.
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Now we give an example of a computable copy of ω that is not computably isomorphic to the
standard presentation, yet still has all its cohesive powers isomorphic to ω + ζη.
Theorem 4.8. There is a computable copy L of ω such that
• L is not computably isomorphic to the standard presentation of ω, yet
• for every cohesive set C, the cohesive power ΠCL has order-type ω + ζη.
Proof. We use a classic example of a computable copy of ω with a non-computable successor function.
Fix any non-computable c.e. set A, and let f : N → A be a computable bijection. Let L = (N,≺L)
be the linear order obtained by ordering the even numbers according to their natural order and by
setting 2a ≺L 2k + 1 ≺L 2a+ 2 if and only if f(k) = a. Specifically, define
2c ≺L 2d ⇔ 2c < 2d
2c ≺L 2k + 1 ⇔ c ≤ f(k)
2k + 1 ≺L 2c ⇔ f(k) < c
2k + 1 ≺L 2ℓ+ 1 ⇔ f(k) < f(ℓ).
Then L is a computable linear order of type ω. Let SL denote the successor function of L. Then
A ≤T SL (in fact, A ≡T SL) because a ∈ A if and only if SL(2a) 6= 2a+2. Thus SL is not computable,
so L is not computably isomorphic to the standard presentation of ω.
Let C be cohesive. We show that ΠCL ∼= ω + ζη. As in the proof of Theorem 4.5, it suffices to
establish the following.
(a) Every element of ΠCL has a ≺ΠCL-immediate successor.
(b) Every element of ΠCL that is not the ≺ΠCL-least element has a ≺ΠCL-immediate predecessor.
(c) If [ψ], [ϕ] ∈ |ΠCL| satisfy [ψ] ÎΠCL [ϕ], then there is a [θ] ∈ |ΠCL| with [ψ] ÎΠCL [θ] ÎΠCL [ϕ].
For (a), consider a [ψ] ∈ |ΠCL|. We define a partial computable ϕ such that ϕ(n) is the ≺L-
immediate successor of ψ(n) for almost every n ∈ C. Then [ϕ] is the ≺ΠCL-immediate successor of
[ψ] by Lemma 3.7. To define ϕ, observe that by the cohesiveness of C, exactly one of the following
three cases occurs.
(i) (∀∞n ∈ C)(ψ(n) is odd)
(ii) (∀∞n ∈ C)(ψ(n) = 2a, where a ∈ A)
(iii) (∀∞n ∈ C)(ψ(n) = 2a, where a /∈ A)
We cannot effectively decide which case occurs, but in each case we can non-uniformly define a ϕ
such that [ϕ] is the ≺ΠCL-immediate successor of [ψ].
If case (i) occurs, define
ϕ(n) ≃
{
2a+ 2 if ψ(n) = 2k + 1 and f(k) = a
↑ otherwise.
If case (ii) occurs, define
ϕ(n) ≃
{
2k + 1 if ψ(n) = 2a, a ∈ A, and f(k) = a
↑ otherwise.
If case (iii) occurs, define
ϕ(n) ≃
{
2a+ 2 if ψ(n) = 2a
↑ otherwise.
In each case, ϕ(n) is the ≺L-immediate successor of ψ(n) for almost every n ∈ C. Thus in each
case, [ϕ] is the ≺ΠCL-immediate successor of [ψ]. This completes the proof of (a). The proof of (b) is
analogous.
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For (c), recall that for [ψ], [ϕ] ∈ |ΠCL|,
[ψ] ÎΠCL [ϕ] ⇔ lim
n∈C
|(ψ(n), ϕ(n))L| =∞,
by Lemma 3.8. Notice that for even numbers 2a and 2b, 2a ≺L 2b if and only if 2a < 2b. So if
2a ≺L 2b, then |(2a, 2b)L| ≥ b− a− 1. Therefore, if [ψ], [ϕ] ∈ |ΠCL| are such that ψ(n) and ϕ(n) are
even for almost every n ∈ C, then
lim
n∈C
|(ψ(n), ϕ(n))L| =∞ ⇔ lim
n∈C
(ϕ(n) − ψ(n)) =∞.
Furthermore, observe that if [ψ] ∈ |ΠCL|, then by the cohesiveness of C, either (∀
∞n ∈ C)(ψ(n) is even)
or (∀∞n ∈ C)(ψ(n) is odd). In the case where (∀∞n ∈ C)(ψ(n) is odd), the ≺ΠCL-immediate succes-
sor [ϕ] of [ψ] from case (i) above satisfies (∀∞n ∈ C)(ϕ(n) is even).
Now, suppose [ψ], [ϕ] ∈ |ΠCL| satisfy [ψ] ÎΠCL [ϕ]. We may assume that (∀
∞n ∈ C)(ψ(n) is even)
and that (∀∞n ∈ C)(ϕ(n) is even) by replacing [ψ] and/or [ϕ] by their ≺ΠCL-immediate successors as
necessary. Thus limn∈C(ϕ(n)− ψ(n)) =∞. Define a partial computable function θ by
θ(n) ≃

⌊
ψ(n)+ϕ(n)
2
⌋
if
⌊
ψ(n)+ϕ(n)
2
⌋
is even
⌊
ψ(n)+ϕ(n)
2
⌋
+ 1 if
⌊
ψ(n)+ϕ(n)
2
⌋
is odd.
Then (∀∞n ∈ C)(θ(n) is even), limn∈C(θ(n) − ψ(n)) = ∞, and limn∈C(ϕ(n) − θ(n)) = ∞. There-
fore limn∈C |(ψ(n), θ(n))L| = ∞ and limn∈C |(θ(n), ϕ(n))L| = ∞, so [ψ] ÎΠCL [θ] ÎΠCL [ϕ]. This
completes the proof of (c) and thus the proof that ΠCL ∼= ω + ζη. 
Lastly, we show that for every cohesive set C, there is a computable copy L of ω such that ΠCL
is not isomorphic, indeed, not elementarily equivalent, to ω + ζη. The strategy is to arrange for the
element [id] of ΠCL represented by the identity function id : N → N to have no ≺ΠCL-immediate
successor. This exhibits an elementary difference between ΠCL and ω + ζη because every element of
ω + ζη has an immediate successor. This also shows that Theorem 2.3 part (4) is tight: “there is an
element with no immediate successor” is a Σ3 sentence that is true of ΠCL but not of L.
Theorem 4.9. Let C be any cohesive set. Then there is a computable copy L of ω for which ΠCL is
not elementarily equivalent (and hence not isomorphic) to ω + ζη.
Proof. Let (ϕe)e∈N denote the usual effective list of all partial computable functions, and recall that
ϕe,s(n) denotes the result of running ϕe on input n for s computational steps. We compute a linear
order L = (N,≺L) of type ω such that for every ϕe:
(∀∞n ∈ C)
[
ϕe(n)↓ ⇒ (ϕe(n) is not the ≺L-immediate successor of n)
]
. (∗)
By Lemma 3.7, achieving (∗) for ϕe ensures that [ϕe] is not the ≺ΠCL-immediate successor of [id]
in ΠCL. Therefore, achieving (∗) for every ϕe ensures that [id] has no ≺ΠCL-immediate successor in
ΠCL. Thus ΠCL is not elementarily equivalent to ω + ζη because every element of ω + ζη has an
immediate successor, which is a Π3 property.
Fix an infinite computable set R ⊆ C. Such an R may be obtained, for example, by partitioning
N into the even numbers R0 and the odd numbers R1. By cohesiveness, C ⊆
∗ Ri for either i = 0 or
i = 1, in which case R1−i ⊆
∗ C. Thus we may take R to be an appropriate tail of R1−i.
Define ≺L in stages. By the end of stage s, ≺L will have been defined on Xs ×Xs for some finite
Xs ⊇ {0, 1, . . . , s}. At stage 0, set X0 = {0} and define 0 ⊀L 0. At stage s > 0, start with Xs = Xs−1,
and update Xs and ≺L according to the following procedure.
(1) If ≺L has not yet been defined on s (i.e., if s /∈ Xs), then update Xs to Xs ∪ {s} and extend
≺L to make s the ≺L-greatest element of Xs.
(2) Consider each 〈e, n〉 < s in order. For each 〈e, n〉 < s, if
(a) ϕe,s(n)↓ ∈ Xs,
(b) ϕe(n) is currently the ≺L-immediate successor of n in Xs,
(c) n /∈ R, and
(d) n is not L-below any of 0, 1, . . . , e,
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then let m be the <-least element of R \Xs, update Xs to Xs ∪ {m}, and extend ≺L so that
n ≺L m ≺L ϕe(n).
This completes the construction.
We claim that for every k, there are only finitely many elements ≺L-below k. It follows that L
has order-type ω. Say that ϕe acts for n and adds m when ≺L is defined on an m ∈ R to make
n ≺L m ≺L ϕe(n) as in (2). Let s0 be a stage with k ∈ Xs0 . Suppose at some stage s > s0, an m is
added to Xs and m ≺L k is defined. This can only be due to a ϕe acting for an n /∈ R and adding m
at stage s. Thus at stage s, it must be that n ≺L k because n ≺L m ≺L k. Therefore it must also be
that e < k, for otherwise k would be among 0, 1, . . . , e, and condition (d) would prevent the action of
ϕe. Furthermore, m is chosen from R, so only elements of R are added ≺L-below k after stage s0. All
together, this means that an m can only be added ≺L-below k after stage s0 when a ϕe with e < k
acts for an n ≺L k with n /∈ R. Each ϕe acts at most once for each n, and no new n /∈ R appear
≺L-below k after stage s0. Thus after stage s0, only finitely many m are ever added ≺L-below k.
Finally, we claim that (∗) is satisfied for every ϕe. Given e, let ℓ be the ≺L-maximum element of
{0, 1, . . . , e}. Observe that almost every n ∈ N satisfies n ≻L ℓ because L ∼= ω. So suppose that n ≻L ℓ
and n ∈ C. If ϕe(n)↓, let s be large enough so that 〈e, n〉 < s, ϕe,s(n)↓, n ∈ Xs, and ϕe(n) ∈ Xs.
Then either ϕe(n) is already not the ≺L-immediate successor of n at stage s + 1, or at stage s + 1
the conditions of (2) are satisfied for 〈e, n〉, and an m is added such that n ≺L m ≺L ϕe(n). This
completes the proof. 
Corollary 4.10. Theorem 2.3 item (4) cannot be improved in general: There is a cohesive set C, a
computable linear order L, and a Σ3 sentence Φ such that ΠCL |= Φ, but L 6|= Φ.
Proof. Let C be any cohesive set, and let L be a computable copy of ω as in Theorem 4.9 for C.
Let Φ be a Σ3 sentence in the language of linear orders expressing that there is an element with no
immediate successor. Then ΠCL |= Φ, but L 6|= Φ. 
Corollary 4.10 may also be deduced from Lerman’s proof of Feferman, Scott, and Tennenbaum’s
theorem that no cohesive power of the standard model of arithmetic is a model of Peano arithmetic
(see [12, Theorem 2.1]). Lerman gives a somewhat technical example of a Σ3 sentence Φ invoking
Kleene’s T predicate that fails in the standard model of arithmetic but is true in every cohesive power.
Our proof of Corollary 4.10 is more satisfying because it witnesses the optimality of Theorem 2.3
item (4) with a natural Σ3 sentence in the simple language of linear orders.
In the next section, we enhance the construction of Theorem 4.9 in order to compute a copy L of
ω with ΠCL ∼= ω + η for a given co-c.e. cohesive set C.
5. A computable copy of ω with a cohesive power of order-type ω + η
Given a co-c.e. cohesive set, we compute a copy L of ω for which ΠCL has order-type ω + η. In
order to help shuffle various linear orders into cohesive powers in Section 6, we in fact compute a
linear order L = (N,≺L) along with a coloring function F : N→ N that colors the elements of L with
countably many colors. The coloring F induces a coloring F̂ of ΠCL in the following way. Colors of
elements of ΠCL are represented by partial computable functions δ : N → N with C ⊆
∗ dom(δ). As
in Definition 2.2, write δ0 =C δ1 if (∀
∞n ∈ C)(δ0(n)↓ = δ1(n)↓), and write JδK instead of [δ] for the
=C-equivalence class of δ when thinking in terms of colors. Then F̂ is given by F̂ ([ϕ]) = JF ◦ ϕK. So,
for example, elements [ϕ] and [ψ] of ΠCL have the same F̂ -color if and only if ϕ(n) and ψ(n) have
the same F -color for almost every n ∈ C.
Call a color JδK a solid color if there is an x ∈ N such that (∀∞n ∈ C)(δ(n) = x). Otherwise, call
JδK a striped color. Observe that if JδK is striped, then limn∈C δ(n) =∞. We compute L and F so that
ΠCL ∼= ω + η and every solid color occurs densely in the η-part. Between any two distinct elements
of the η-part there is also an element with a striped color, but we do not ask for every striped color
to occur densely. In Section 6, we show that replacing each point of L by some finite linear order
depending on its color has the effect of shuffling these finite orders into the non-standard part of ΠCL.
Theorem 5.1. Let C be a co-c.e. cohesive set. Then there is a computable copy L = (N,≺L) of ω
and a computable coloring F : N → N of L with the following property. Let [ϕ] and [ψ] be any two
non-standard elements of ΠCL with [ψ] ≺ΠCL [ϕ]. Then for every solid color JδK, there is a [θ] in ΠCL
with [ψ] ≺ΠCL [θ] ≺ΠCL [ϕ] and F̂ ([θ]) = JδK. Also, there is a [θ] in ΠCL with [ψ] ≺ΠCL [θ] ≺ΠCL [ϕ],
where F̂ ([θ]) is a striped color.
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Proof. We are working with a co-c.e. cohesive set, so recall that in this situation every element [ϕ] of
ΠCL has a total representative by the discussion following Definition 2.2. Recall also that an element
[ϕ] of ΠCL is non-standard if and only if limn∈C ϕ(n) =∞ by Lemma 4.2.
The goal of the construction of L is to arrange, for every pair of total computable functions ϕ and
ψ with limn∈C ϕ(n) = limn∈C ψ(n) =∞, that
(∀∞n ∈ C)
(
ψ(n)↓ ≺L ϕ(n)↓
⇒
(
∀d ≤ max<{ϕ(n), ψ(n)}
)(
∃k
)[
(ψ(n) ≺L k ≺L ϕ(n)) ∧ (F (k) = d)
])
. (∗)
Suppose we achieve (∗) for ϕ and ψ, where limn∈C ϕ(n) = limn∈C ψ(n) =∞ and (∀∞n ∈ C)(ϕ(n)↓ ≺L
ψ(n)↓). Fix any color d, and let δ be the constant function with value d. Partially compute a function
θ(n) by searching for a k with ψ(n) ≺L k ≺L ϕ(n) and F (k) = d. If there is such a k, let θ(n) be the
first such k. Property (∗) and the assumption limn∈C ϕ(n) = limn∈C ψ(n) = ∞ ensure that there is
such a k for almost every n ∈ C. Therefore C ⊆∗ dom(θ), [ψ] ≺ΠCL [θ] ≺ΠCL [ϕ], and F̂ ([θ]) = JδK.
Likewise, we could instead define θ(n) to search for a k with ψ(n) ≺L k ≺L ϕ(n) and F (k) = ϕ(n)
and let θ(n) be the first (if any) such k found. In this case we would have [ψ] ≺ΠCL [θ] ≺ΠCL [ϕ] and
F̂ ([θ]) = JϕK, which is a striped color because limn∈C ϕ(n) =∞. Thus achieving (∗) suffices to prove
the theorem, provided we also arrange L ∼= ω.
LetW denote the c.e. set C, and let (Ws)s∈N be an increasing enumeration ofW . Let (A
i,0, Ai,1)i∈N
be a uniformly computable sequence of pairs of sets such that
• for each i, Ai,0 and Ai,1 partition N into two pieces (i.e., Ai,1 = Ai,0) and
• (∀n)(∀σ ∈ {0, 1}n)(
⋂
i<nA
i,σ(i) is infinite).
This can be accomplished by partitioning N into successive pieces of size 2i, letting Ai,0 consist of
every other piece, and letting Ai,1 = Ai,0.
In this proof, denote the projection functions associated to the pairing function 〈·, ·〉 by ℓ and r, for
left and right, instead of by π0 and π1. So ℓ(〈x, y〉) = x and r(〈x, y〉) = y.
The tension in the construction is between achieving (∗) and ensuring that for every z, there are
only finitely many x with x ≺L z. Think of a p ∈ N as coding a pair (ϕℓ(p), ϕr(p)) of partial computable
functions for which we would like to achieve (∗), with ϕℓ(p) playing the role of ψ and ϕr(p) playing
the role of ϕ. We assign the partition (A2p,0, A2p,1) to ϕℓ(p) and the partition (A
2p+1,0, A2p+1,1) to
ϕr(p). The sets {n : ϕℓ(p)(n) ∈ A
2p,0} and {n : ϕℓ(p)(n) ∈ A
2p,1} are both c.e., so if C ⊆∗ dom(ϕℓ(p)),
then either (∀∞n ∈ C)(ϕℓ(p)(n) ∈ A
2p,0) or (∀∞n ∈ C)(ϕℓ(p)(n) ∈ A
2p,1); and similarly for ϕr(p) and
(A2p+1,0, A2p+1,1). As the construction proceeds, we eventually stabilize on a correct guess for which
of (∀∞n ∈ C)(ϕℓ(p)(n) ∈ A
2p,0) or (∀∞n ∈ C)(ϕℓ(p)(n) ∈ A
2p,1) occurs, and similarly for ϕr(p) and
(A2p+1,0, A2p+1,1). Suppose we want to choose an element k to help satisfy (∗) for ϕℓ(q) and ϕr(q) for
some q > p. If we have guessed that (∀∞n ∈ C)(ϕℓ(p)(n) ∈ A
2p,0) and (∀∞n ∈ C)(ϕr(p)(n) ∈ A
2p+1,0),
then we choose k from A2p,1 ∩ A2p+1,1. That is, we choose a k that we guess does not appear in
ϕℓ(p)(C) or ϕr(p)(C). If we are correct about the guess, then k is a safe element for ϕℓ(q) and ϕr(q) to
use because its placement with respect to ≺L will not incite a reaction from ϕℓ(p) and ϕr(p).
Define ≺L and F in stages. By the end of stage s, ≺L will have been defined on Xs × Xs and F
will have been defined on Xs for some finite Xs ⊇ {0, 1, . . . , s}.
At stage 0, set X0 = {0} with 0 ⊀L 0 and F (0) = 0. At stage s > 0, initially set Xs = Xs−1. If
s /∈ Xs, then add s to Xs, define it to be the ≺L-maximum element of Xs, and define F (s) = 0. Then
proceed as follows.
Consider each pair 〈p,N〉 < s in order. Think of 〈p,N〉 as coding a pair (ϕℓ(p), ϕr(p)) of partial
computable functions as described above and a guess N of a threshold by which the cohesive behavior
of ϕℓ(p) and ϕr(p) with respect to the partitions (A
2p,0, A2p,1) and (A2p+1,0, A2p+1,1) begins. The pair
〈p,N〉 demands action if there is an (a, b, n) ∈ {0, 1}×{0, 1}×{N,N +1, . . . , s} meeting the following
conditions.
(1) For all m ≤ n, ϕℓ(p),s(m)↓ and ϕr(p),s(m)↓.
(2) Both ϕℓ(p)(n) ∈ A
2p,a and ϕr(p)(n) ∈ A
2p+1,b.
(3) For all m with N ≤ m ≤ n,
• ϕℓ(p)(m) ∈ A
2p,1−a → m ∈Ws, and
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• ϕr(p)(m) ∈ A
2p+1,1−b → m ∈Ws.
(4) We have that ϕℓ(p)(n), ϕr(p)(n) ∈ Xs and ϕℓ(p)(n) ≺L ϕr(p)(n), but currently there is a d ≤
max<{ϕℓ(p)(n), ϕr(p)(n)} for which there is no k ∈ Xs with ϕℓ(p)(n) ≺L k ≺L ϕr(p)(n) and
F (k) = d.
(5) The element ϕℓ(p)(n) is not L-below any of 0, 1, . . . , 〈p,N〉.
If 〈p,N〉 demands action, let (ap, bp, n) ∈ {0, 1}×{0, 1}×{N,N +1, . . . , s} be the lexicographically
least witness to this, call (ap, bp, n) the action witness for 〈p,N〉, call the first two coordinates (ap, bp)
of the action witness the action sides for 〈p,N〉, and call the last coordinate n of the action witness
the action input for 〈p,N〉.
Let r be the <-greatest number for which there is an M with 〈r,M〉 ≤ 〈p,N〉. For each q ≤ r, let
(aq, bq) be the most recently used action sides by any pair of the form 〈q,M〉 with 〈q,M〉 ≤ 〈p,N〉. If no
〈q,M〉 ≤ 〈p,N〉 has yet demanded action, then let (aq, bq) = (0, 0). Let c = max<{ϕℓ(p)(n), ϕr(p)(n)},
and let k0 < k1 < · · · < kc be the c+ 1 least members of⋂
q≤r
(
A2q,1−aq ∩A2q+1,1−bq
)
\Xs, (⋆)
which exist because the intersection is infinite and Xs is finite. Add k0, . . . , kc to Xs. Let x ∈ Xs be
the current ≺L-greatest element of the interval (ϕℓ(p)(n), ϕr(p)(n))L (or x = ϕℓ(p)(n) if the interval is
empty), and set
ϕℓ(p)(n) L x ≺L k0 ≺L · · · ≺L kc ≺L ϕr(p)(n).
Also set F (ki) = i for each i ≤ c, and say that 〈p,N〉 has acted and added k’s. This completes the
construction.
The constructed L is a computable linear order. We show that L ∼= ω by showing that for each z,
there are only finitely many elements ≺L-below z. So fix z. Note that z appears in Xs at stage s = z
at the latest.
Consider the actions of 〈p,N〉. If 〈p,N〉 ≥ z and 〈p,N〉 acts at stage s > z with action input n, then,
by condition (5), it must be that z ≺L ϕℓ(p)(n) ≺L ϕr(p)(n). In this case, the action adds elements to
Xs and places them ≺L-between ϕℓ(p)(n) and ϕr(p)(n) and hence places them ≺L-above z. Therefore,
only the actions of 〈p,N〉 with 〈p,N〉 < z can add elements ≺L-below z at stages s > z.
We show that each 〈p,N〉 < z only ever acts to add finitely many elements k ≺L z. It follows that
there are only finitely many elements ≺L-below z because the 〈p,N〉 ≥ z add no elements ≺L-below
z after stage z, and each 〈p,N〉 < z adds only finitely many elements ≺L-below z. So let 〈p,N〉 < z,
and assume inductively that there is a stage s0 > z such that no pair 〈q,M〉 < 〈p,N〉 acts to add
elements k ≺L z after stage s0.
Notice that a given n can be the action input for 〈p,N〉 at most once. If 〈p,N〉 demands action
with action input n at stage s, it adds elements of every color ≤ max<{ϕℓ(p)(n), ϕr(p)(n)} to Xs and
places them ≺L-between ϕℓ(p)(n) and ϕr(p)(n). Thus condition (4) is never again satisfied for 〈p,N〉
with action input n at any stage t > s.
Suppose that either ϕℓ(p)(m)↑ or ϕr(p)(m)↑ for some m. Then no n ≥ m can be an action input
for 〈p,N〉 because condition (1) always fails when n ≥ m. Thus only finitely many numbers n can be
action inputs for 〈p,N〉. Because each of these n can be an action input for 〈p,N〉 at most once, the
pair 〈p,N〉 demands action only finitely many times. Thus in this case, 〈p,N〉 adds only finitely many
elements ≺L-below z.
We now focus on the case in which both ϕℓ(p) and ϕr(p) are total. By cohesiveness, let (a, b) ∈
{0, 1} × {0, 1} be such that (∀∞n ∈ C)(ϕℓ(p)(n) ∈ A
2p,a) and (∀∞n ∈ C)(ϕr(p)(n) ∈ A
2p+1,b). Now
consider all pairs 〈p,M〉 < z with this fixed p.
Claim 1. There is a stage s1 ≥ s0 such that for every M with 〈p,M〉 < z, whenever 〈p,M〉 demands
action at a stage s ≥ s1, it always has action sides (a, b).
Proof of Claim 1. There are only finitely many 〈p,M〉 < z, so it suffices to show that each 〈p,M〉 < z
either eventually stops demanding action or eventually always has action sides (a, b) when it does
demand action.
First suppose that there is a number m0 ≥M with m0 ∈ C, but ϕℓ(p)(m0) ∈ A
2p,1−a. Let m1 ≥M
be such that ϕℓ(p)(m1) ∈ A
2p,a. Then no n ≥ max<{m0,m1} can be the action input for 〈p,M〉 at
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any stage s large enough so that ϕℓ(p),s(m0)↓ and ϕℓ(p),s(m1)↓ because condition (3) always fails at
these stages. Thus there is a stage after which only numbers n < max<{m0,m1} can be the action
input for 〈p,M〉. Each n < max<{m0,m1} can be the action input for 〈p,M〉 at most once, so in this
case 〈p,M〉 demands action only finitely many times. Similarly, if instead there is a number m0 ≥M
such that m0 ∈ C, but ϕr(p)(m0) ∈ A
2p+1,1−b, then 〈p,M〉 demands action only finitely many times.
Now suppose that ϕℓ(p)(n) ∈ A
2p,a and ϕr(p)(n) ∈ A
2p+1,b whenever n ∈ C and n ≥ M . Let n0
be the <-least member of C with n0 ≥ M . Then whenever 〈p,M〉 demands action and the action
witness (ap, bp, n) has n ≥ n0, it must be that (ap, bp) = (a, b) because otherwise condition (3) would
fail. Each n < n0 can be the action input for 〈p,M〉 at most once, which means that there is a stage
s ≥ s0 such that whenever 〈p,M〉 demands action at a later stage t ≥ s, it always has action sides
(a, b). 
Assume that 〈p,N〉 demands action infinitely often because otherwise we can immediately conclude
that it adds only finitely many elements ≺L-below z. Let s1 be as in Claim 1, let t > s1 be a stage at
which 〈p,N〉 demands action, and let s2 = t + 1. Then 〈p,N〉 has action sides (a, b) at stage t < s2,
and whenever some 〈p,M〉 < z demands action at a stage s ≥ s2 > s1, it also has action sides (a, b).
Thus at every stage s ≥ s2, the most recently used action sides by a 〈p,M〉 < z is always (a, b).
Claim 2. Suppose that an element k is added to Xs and k ≺L z is defined at some stage s ≥ s2. Then
k ∈ A2p,1−a ∩A2p+1,1−b.
Proof of Claim 2. We already know that if 〈q,M〉 ≥ z, then 〈q,M〉 does not add elements k ≺L z after
stage s2. Thus we need only consider pairs 〈q,M〉 < z. For these pairs, we have assumed inductively
that if 〈q,M〉 < 〈p,N〉, then 〈q,M〉 does not add elements k ≺L z after stage s2. Thus we need only
consider pairs 〈q,M〉 with 〈p,N〉 ≤ 〈q,M〉 < z. Suppose such a 〈q,M〉 acts after stage s2. When
〈q,M〉 chooses the k’s to add, it uses an r ≥ p in the intersection (⋆) because 〈p,N〉 ≤ 〈q,M〉. The
action of pair 〈q,M〉 must use (ap, bp) = (a, b). This is because after stage s2, (a, b) is always the most
recently used action sides by the pairs of the form 〈p,K〉 with 〈p,K〉 < z. Because 〈p,N〉 ≤ 〈q,M〉 < z,
it is thus also the case that (a, b) is always the most recently used action sides by the pairs of the
form 〈p,K〉 ≤ 〈q,M〉 at every stage after s2. Thus when 〈q,M〉 acts at some stage s ≥ s2, it uses
(ap, bp) = (a, b), and therefore the k’s it adds to Xs are chosen from A
2p,1−a∩A2p+1,1−b, as claimed. 
We are finally prepared to show that 〈p,N〉 adds only finitely many elements k ≺L z. Suppose that
〈p,N〉 acts at some stage s ≥ s2, adds an element k to Xs, and defines k ≺L z. Then at stage s, the
action witness for 〈p,N〉 must be (a, b, n) for some n, where ϕℓ(p)(n) = x for some x ∈ A
2p,a, ϕr(p)(n) =
y for some y ∈ A2p+1,b, and x ≺L y L z. The action then places k’s of each color d ≤ max<{x, y}
in the interval (x, y)L. If 〈p,N〉 acts again at some later stage t > s with some action input m, then
again ϕℓ(p)(m) ∈ A
2p,a and ϕr(p)(m) ∈ A
2p+1,b. However, it cannot again be that ϕℓ(p)(m) = x and
ϕr(p)(m) = y because condition (4) would fail in this situation. Thus when adding a number k ≺L z,
the action input n used by 〈p,N〉 specifies a pair (x, y) = (ϕℓ(p)(n), ϕr(p)(n)) ∈ A
2p,a × A2p+1,b with
x ≺L y L z, and each such pair can be specified by 〈p,N〉 at most once. By Claim 2, every element
added ≺L-below z after stage s2 is in A
2p,1−a∩A2p+1,1−b. Therefore there are only finitely many pairs
(x, y) ∈ A2p,a × A2p+1,b with x ≺L y L z, and therefore 〈p,N〉 can only add finitely many elements
k ≺L z. This completes the proof that L ∼= ω.
Let ϕ and ψ be total computable functions with limn∈C ϕ(n) = limn∈C ψ(n) = ∞. We complete
the proof by showing that (∗) is satisfied for ϕ and ψ. Assume that (∀∞n ∈ C)(ψ(n) ≺L ϕ(n)), for
otherwise (∗) vacuously holds. Let p be such that ϕℓ(p) = ψ and ϕr(p) = ϕ. By cohesiveness, let
(a, b) ∈ {0, 1} × {0, 1} and N ∈ N be such that, for all n ∈ C with n > N , ϕℓ(p)(n) ∈ A
2p,a and
ϕr(p)(n) ∈ A
2p+1,b. Let n0 ≥ N be large enough so that for all n ∈ C with n ≥ n0, ϕℓ(p)(n) is not L-
below any of 0, 1, . . . , 〈p,N〉. To choose n0, notice that the set Z of elements that are L-below any of
0, 1, . . . , 〈p,N〉 is finite because L ∼= ω. Then (∀∞n ∈ C)(ϕℓ(p)(n) /∈ Z) because limn∈C ϕℓ(p)(n) =∞.
Suppose that n ∈ C and n ≥ n0, and furthermore suppose for a contradiction that there is a
d < max<{ϕℓ(p)(n), ϕr(p)(n)} such that there is no k with ϕℓ(p)(n) ≺L k ≺L ϕr(p)(n) and F (k) = d.
Then conditions (1)–(5) are satisfied by (a, b, n) at all sufficiently large stages s. Condition (1) is
satisfied because ϕℓ(p) and ϕr(p) are total. Condition (2) is satisfied because n ≥ N and n ∈ C.
Condition (3) is satisfied by the choice of N . Condition (4) is satisfied by the assumption that there
is no k with ϕℓ(p)(n) ≺L k ≺L ϕr(p)(n) and F (k) = d and hence there is no such k at every stage s in
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which both ϕℓ(p)(n) and ϕr(p)(n) are present in Xs. Condition (5) is satisfied by the choice of n0. Each
m < n can be the action input for 〈p,N〉 at most once, and, at sufficiently large stages, (a, b) is the
only possible action sides for 〈p,N〉. Thus at some stage the pair 〈p,N〉 eventually demands action
with action witness (a, b, n). The action of 〈p,N〉 defines ϕℓ(p)(n) ≺L k ≺L ϕr(p)(n) and F (k) = d
for some k, which contradicts that there is no such k. This shows that (∗) holds for ϕ = ϕr(p) and
ψ = ϕℓ(p), which completes the proof. 
Let C be a co-c.e. cohesive set. The linear order L from Theorem 5.1 is an example of a computable
copy of ω with ΠCL ∼= ω + η.
Corollary 5.2. Let C be a co-c.e. cohesive set. Then there is a computable copy L of ω where the
cohesive power ΠCL has order-type ω + η.
Proof. Let C be co-c.e. and cohesive. Let L be the computable copy of ω from Theorem 5.1 for C.
The cohesive power ΠCL has an initial segment of order-type ω by Lemma 4.1. There is neither a least
nor greatest non-standard element of ΠCL by Lemma 4.3. Theorem 5.1 implies that the non-standard
elements of ΠCL are dense. So ΠCL consists of a standard part of order-type ω and a non-standard
part that forms a countable dense linear order without endpoints. So ΠCL ∼= ω + η. 
Example 5.3. Let C be a co-c.e. cohesive set, and let L be a computable copy of ω with ΠCL ∼= ω+η
as in Corollary 5.2.
(1) There is a countable collection of computable copies of ω whose cohesive powers over C are
pairwise non-elementarily equivalent. Let k ≥ 1, and let k denote the k-element linear order
0 < 1 < · · · < k − 1 as well as its order-type. Then kL has order-type ω because L has
order-type ω, and ΠCk ∼= k by the discussion following Theorem 2.3. Using Theorem 3.6, we
calculate
ΠC(kL) ∼=
(
ΠCk
)(
ΠCL
)
∼= k(ω + η) ∼= ω + kη.
The linear orders ω + kη for k ≥ 1 are pairwise non-elementarily equivalent. The sentence
“there are x0 ≺ · · · ≺ xk−1 such that every other y satisfies either y ≺ x0 or xk−1 ≺ y; if y ≺ x0,
then there is a z with y ≺ z ≺ x0; and if xk+1 ≺ y, then there is a z with y ≺ z ≺ xk−1”
expressing that there is a maximal block of size k is true of ω+kη, but not of ω+mη if m 6= k.
Thus 1L,2L, . . . is a sequence of computable copies of ω whose cohesive powers ΠC(kL) are
pairwise non-elementarily equivalent.
(2) It is possible for non-elementarily equivalent computable linear orders to have isomorphic
cohesive powers. Consider the computable linear orders L and L+Q. They are not elementarily
equivalent because the sentence “every element has an immediate successor” is true of L but
not of L+Q. However, using Theorem 3.6 and the fact that ΠCQ ∼= η, we calculate
ΠC(L+Q) ∼= ΠCL+ΠCQ ∼= (ω + η) + η ∼= ω + η ∼= ΠCL.
Thus the cohesive powers ΠCL and ΠC(L+Q) of L and L+Q are isomorphic.
6. Shuffling finite linear orders into cohesive powers of ω
The shuffle σ(X) of an at-most-countable non-empty collection X of order-types is obtained by
densely coloring Q with |X|-many colors, assigning each order-type in X a distinct color, and replacing
each q ∈ Q by a copy of the linear order whose type corresponds to the color of q.
Definition 6.1. Let X be a non-empty collection of linear orders with |X| ≤ ℵ0, let (Li)i<|X| be a
list of the elements of X, and write Li = (Li,≺Li) for each i < |X|. Let F : Q→ |X| be a coloring of
Q in which each color occurs densely. Define a linear order S = (S,≺S) by replacing each q ∈ Q by a
copy of LF (q). Formally, let S = {(q, ℓ) : q ∈ Q ∧ ℓ ∈ LF (q)} and
(p, ℓ) ≺S (q, r) if and only if (p < q) ∨ (p = q ∧ ℓ ≺LF (p) r).
Because every color occurs densely, the order-type of S does not depend on the particular choice of F
or on the order in which X is enumerated. For this reason, S is called the shuffle of X and is denoted
σ(X). We typically think of X as a collection of order-types instead of as a collection of concrete
linear orders.
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Let C be co-c.e. and cohesive, let L be the linear order from Corollary 5.2 for C, and consider the
linear order 2L from Example 5.3 item 1. We can think of 2L as being obtained from L by replacing
each element of L by a copy of 2. This operation of replacing each element by a copy of 2 is reflected
in the cohesive power, and we have that ΠC(2L) ∼= ω + 2η.
Let us now consider this same L = (L,≺L) along with its coloring F : L → N from Theorem 5.1.
Collapse F into a coloring G : L→ {0, 1}, where G(x) = 0 if F (x) = 0 and G(x) = 1 if F (x) ≥ 1. Then
the coloring Ĝ of ΠCL induced by G uses exactly two colors: J0K represented by the constant function
with value 0, and J1K represented by the constant function with value 1. Both of these colors occur
densely in the non-standard part of ΠCL. Compute a linear order M by starting with L, replacing
each x ∈ L with G(x) = 0 by a copy of 2, and replacing each x ∈ L with G(x) = 1 by a copy of 3.
The cohesive power ΠCM reflects this construction, and we get the linear order obtained from ΠCL
by replacing each point of Ĝ-color J0K by a copy of 2 and replacing each point of Ĝ-color J1K by a copy
of 3. Thus we have a computable copy M of ω with ΠCM∼= ω + σ({2,3}). Using this strategy, we
can shuffle any finite collection of finite linear orders into a cohesive power of a computable copy of ω.
Theorem 6.2. Let k0, . . . , kN be non-zero natural numbers. Let C be a co-c.e. cohesive set. Then
there is a computable copy M of ω where the cohesive power ΠCM has order-type ω+σ({k0, . . . ,kN}).
Proof. Let L = (L,≺L) be the linear order from Theorem 5.1 for C, along with its coloring F : L→ N.
Collapse F into a coloring G : L→ {0, 1, . . . , N} by setting G(x) = F (x) if F (x) < N and G(x) = N if
F (x) ≥ N . Consider the induced coloring Ĝ on the cohesive power ΠCL. For any partial computable
ϕ, G ◦ ϕ only takes values a ≤ N . Thus by cohesiveness, if C ⊆∗ dom(ϕ), then G ◦ ϕ is eventually
constant on C. Therefore JG◦ϕK = JaK (i.e., the color represented by the constant function with value
a) for some a ≤ N . So Ĝ colors ΠCL with colors J0K, J1K, . . . , JNK, and each color occurs densely in
the non-standard part of ΠCL.
Let M = (M,≺M) be the computable linear order obtained by replacing each x ∈ L by a copy of
kG(x). Formally, we define
M = {〈x, i〉 : x ∈ L ∧ i < kG(x)}
and
〈x, i〉 ≺M 〈y, j〉 if and only if (x ≺L y) ∨ (x = y ∧ i < j).
It is straightforward to check that M∼= ω, as M is infinite and every element has only finitely many
≺M-predecessors.
To calculate the order-type of ΠCM, we consider what we call the projection condensation of ΠCM.
For a [ϕ] ∈ |ΠCM|, let
cπ([ϕ]) = {[ψ] ∈ |ΠCM| : π0 ◦ ψ =C π0 ◦ ϕ}.
If cπ([ϕ]) and cπ([ψ]) are distinct, then they are disjoint because =C is an equivalence relation. To
see that cπ([ϕ]) is an interval of ΠCM, suppose that [ψ0] and [ψ1] are in cπ([ϕ]) and that [ψ0] ≺ΠCM
[θ] ≺ΠCM [ψ1]. Then (∀
∞n ∈ C)[π0(ψ0(n)) L π0(θ(n)) L π0(ψ1(n))]. However, [ψ0], [ψ1] ∈ cπ([ϕ])
means that (∀∞n ∈ C)[π0(ψ0(n)) = π0(ϕ(n)) = π0(ψ1(n))]. Thus it must also be that (∀
∞n ∈
C)[π0(θ(n)) = π0(ϕ(n))], so [θ] ∈ cπ([ϕ]). The projection condensation cπ(ΠCM) of ΠCM is the
condensation obtained from the partition {cπ([ϕ]) : [ϕ] ∈ |ΠCM|}.
Observe that the map cπ([ϕ]M) 7→ [π0 ◦ϕ]L is an isomorphism between cπ(ΠCM) and ΠCL, where
we now write [·]M and [·]L to distinguish between members of ΠCM and of ΠCL. Thus we can think
of Ĝ as coloring cπ(ΠCM) by Ĝ(cπ([ϕ]M)) = Ĝ([π0 ◦ ϕ]L) = JG ◦ π0 ◦ ϕK. Call an element cπ([ϕ]M)
of cπ(ΠCM) non-standard if the corresponding [π0 ◦ϕ]L is a non-standard element of ΠCL. Then the
non-standard elements of cπ(ΠCM) form a linear order of type η colored by Ĝ, and every color occurs
densely. To finish the proof, it suffices to show that if cπ([ϕ]M) has color JaK, then its order-type is
ka. It follows that the non-standard elements of ΠCM have order-type σ({k0, . . . ,kN}) and therefore
that ΠCM has the desired order-type ω + σ({k0, . . . ,kN}).
Consider some cπ([ϕ]M), and suppose that Ĝ(cπ([ϕ]M)) = Ĝ([π0 ◦ϕ]L) = JaK. Let n0 be such that
G(π0(ϕ(n))) = a for all n ∈ C with n ≥ n0. Then 〈π0(ϕ(n)), i〉 ∈ M whenever n ≥ n0 and i < ka.
Define partial computable functions ψi for i < ka by ψi(n) = 〈π0(ϕ(n)), i〉 if n ≥ n0 and ψi(n)↑ if
n < n0. Then [ψi]M ∈ cπ([ϕ]M) for each i < ka, and
[ψ0]M ≺ΠCM [ψ1]M ≺ΠCM · · · ≺ΠCM [ψka−1]M.
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Thus to show that cπ([ϕ]M) has order-type ka, we need only show that if [θ]M ∈ cπ([ϕ]M), then
[θ]M = [ψi]M for some i < ka.
So suppose that [θ]M ∈ cπ([ϕ]M), and let n1 > n0 be such that π0(θ(n)) = π0(ϕ(n)) for all n ∈ C
with n ≥ n1. Then also G(π0(θ(n))) = a for all n ∈ C with n ≥ n1. Thus by the definition of M , it
must be that π1(θ(n)) < ka for all n ∈ C with n ≥ n1. By cohesiveness, there is therefore an i < ka
such that (∀∞n ∈ C)(π1(θ(n)) = i). So [θ]M = [ψi]M, which completes the proof. 
For the remainder of this section, let α denote the order-type ω + ζη + ω∗. Ultimately, we want to
use the method of Theorem 6.2 to show that if X ⊆ N \ {0} is either Σ2 or Π2, then, thinking of X
as a set of finite order-types, there is a cohesive power of ω with order-type ω +σ(X ∪ {α}). We first
consider the particular case X = N\{0} to illustrate how α naturally appears when shuffling infinitely
many finite order-types.
Theorem 6.3. Let X be the set of all finite non-zero order-types. Let C be a co-c.e. cohesive set. Then
there is a computable copy M of ω where the cohesive power ΠCM has order-type ω + σ(X ∪ {α}).
Proof. Let L = (L,≺L) be the linear order from Theorem 5.1 for C, along with its coloring F : L→ N.
Let M = (M,≺M) be the computable linear order obtained by replacing each x ∈ L by a copy of
x+1 if F (x) = 0 and by a copy of F (x) if F (x) > 0. Formally, define
M =
{
〈x, i〉 : x ∈ L ∧
[
(F (x) = 0 ∧ i ≤ x) ∨ (F (x) > 0 ∧ i < F (x))
]}
and
〈x, i〉 ≺M 〈y, j〉 if and only if (x ≺L y) ∨ (x = y ∧ i < j).
Then M is a computable linear order of type ω.
As in the proof of Theorem 6.2, consider the projection condensation cπ(ΠCM) of ΠCM as colored
by F̂ . By Theorem 5.1, the non-standard elements of cπ(ΠCM) form a linear order of type η in which
the solid F̂ -colors occur densely. Furthermore, between any two distinct non-standard elements of
cπ(ΠCM) there is a non-standard element with a striped color. As in the proof of Theorem 6.2, if
cπ([χ]M) has solid color JkK for some k > 0, then its order-type is k. We show that if a non-standard
cπ([χ]M) has either solid color J0K or a striped color, then its order-type is α. It follows that the
non-standard elements of ΠCM have order-type σ(X ∪ {α}), so ΠCM has the desired order-type
ω+σ(X ∪{α}). We give the proof for the striped color case and then indicate the small modification
that is needed for the color J0K case.
Suppose that cπ([χ]M) has striped color JδK. To show that cπ([χ]M) has order-type α ∼= ω+ζη+ω
∗,
it suffices to show the following for the interval cπ([χ]M) of ΠCM.
(1) There is a ≺ΠCM-least element [λ]M.
(2) There is a ≺ΠCM-greatest element [ρ]M.
(3) If [ϕ]M is not ≺ΠCM-greatest, then it has an ≺ΠCM-immediate successor.
(4) If [ϕ]M is not ≺ΠCM-least, then it has an ≺ΠCM-immediate predecessor.
(5) We have that [λ]M ÎΠCM [ρ]M.
(6) If [ψ]M ÎΠCM [ϕ]M, then there is a [θ]M with [ψ]M ÎΠCM [θ]M ÎΠCM [ϕ]M.
Claim 1. cπ([χ]M) has a ≺ΠCM-least element [λ]M and a ≺ΠCM-greatest element [ρ]M.
Proof of Claim 1. Define partial computable functions λ and ρ to make π1(λ(n)) as small as possible
and π1(ρ(n)) as large as possible while respecting π0(λ(n)) ≃ π0(ρ(n)) ≃ π0(χ(n)) for every n:
λ(n) ≃ 〈π0(χ(n)), 0〉
ρ(n) ≃
{
〈π0(χ(n)), π0(χ(n))〉 if F (π0(χ(n))) = 0
〈π0(χ(n)), F (π0(χ(n))) − 1〉 if F (π0(χ(n))) > 0.
If [θ]M ∈ cπ([χ]M), then, for almost every n ∈ C, we have that:
• π0(θ(n)) = π0(χ(n)),
• π1(θ(n)) ≥ 0,
• F (π0(χ(n))) = 0 → π1(θ(n)) ≤ π0(χ(n)), and
• F (π0(χ(n))) > 0 → π1(θ(n)) ≤ F (π0(χ(n)))− 1.
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Therefore [λ]M ΠCM [θ]M ΠCM [ρ]M, which means that [λ]M is ≺ΠCM-least and [ρ]M is ≺ΠCM-
greatest. 
Claim 2. If [ϕ]M is not ≺ΠCM-greatest, then it has an ≺ΠCM-immediate successor; and if [ϕ]M is
not ≺ΠCM-least, then it has an ≺ΠCM-immediate predecessor.
Proof of Claim 2. Suppose that [ϕ]M ∈ cπ([χ]M) is not the≺ΠCM-greatest element [ρ]M from Claim 1.
Then for almost every n ∈ C, we have that F (π0(ϕ(n))) = 0 → π1(ϕ(n)) < π0(ϕ(n)) and that
F (π0(ϕ(n))) > 0 → π1(ϕ(n)) < F (π0(ϕ(n))) − 1. Thus define a partial computable θ by
θ(n) ≃

〈π0(ϕ(n)), π1(ϕ(n)) + 1〉 if F (π0(ϕ(n))) = 0 ∧ π1(ϕ(n)) < π0(ϕ(n))
or F (π0(ϕ(n))) > 0 ∧ π1(ϕ(n)) < F (π0(ϕ(n))) − 1
↑ otherwise.
Then [θ]M ∈ cπ([χ]M) is the ≺ΠCM-immediate successor of [ϕ]M by Lemma 3.7.
Similarly, if [ϕ]M ∈ cπ([χ]M) is not the ≺ΠCM-least element [λ]M, then π1(ϕ(n)) > 0 for almost
every n ∈ C. In this case, define a partial computable ψ by ψ(n) ≃ 〈π0(ϕ(n)), π1(ϕ(n)) ´ 1〉. Then
[ψ]M ∈ cπ([χ]M) is the ≺ΠCM-immediate predecessor of [ϕ]M. 
Claim 3. [λ]M ÎΠCM [ρ]M.
Proof of Claim 3. The color JδK = F̂ (cπ([χ]M)) = JF ◦ π0 ◦ χK is striped, so limn∈C F (π0(χ(n))) =∞.
Therefore limn∈C π1(ρ(n)) = ∞ as well, so limn∈C |(λ(n), ρ(n))M| = ∞. Therefore [λ]M ÎΠCM [ρ]M
by Lemma 3.8. 
Claim 4. If [ψ]M ÎΠCM [ϕ]M, then there is a [θ]M with [ψ]M ÎΠCM [θ]M ÎΠCM [ϕ]M.
Proof of Claim 4. Suppose that [ψ]M and [ϕ]M are members of cπ([χ]M) with [ψ]M ÎΠCM [ϕ]M.
Then limn∈C |(ψ(n), ϕ(n))M| = ∞ by Lemma 3.8. As π0 ◦ ϕ =C π0 ◦ ψ =C π0 ◦ χ, it must therefore
be that limn∈C |π1(ϕ(n)) − π1(ψ(n))| =∞. Define a partial computable θ by
θ(n) =

〈
π0(χ(n)),
⌊
π1(ψ(n))+π1(ϕ(n))
2
⌋〉
if π0(ϕ(n)) = π0(ψ(n)) = π0(χ(n))
↑ otherwise.
Then π0 ◦ θ =C π0 ◦ χ as well, and also limn∈C |π1(ϕ(n)) − π1(θ(n))| = ∞ and limn∈C |π1(θ(n)) −
π1(ψ(n))| =∞. Therefore [ψ]M ÎΠCM [θ]M ÎΠCM [ϕ]M. 
Claims 1–4 show that cπ([χ]M) satisfies items (1)–(6). Therefore cπ([χ]M) has order-type α.
If instead cπ([χ]M) is a non-standard element of solid color J0K, then essentially the same argument
shows that cπ([χ]M) satisfies (1)–(6) and thus has order-type α. The only adjustment needed is to
showing that limn∈C π1(ρ(n)) = ∞ in Claim 3. This time we have that (∀
∞n ∈ C)[F (π0(χ(n))) =
0], so (∀∞n ∈ C)[π1(ρ(n)) = π0(χ(n))]. However, cπ([χ]M) is non-standard, which means that
limn∈C π0(χ(n)) = ∞. So limn∈C π1(ρ(n)) = ∞, and Claim 3 holds in this case as well. This
completes the proof. 
In the proof of Theorem 6.3, it was not necessary to use color J0K to shuffle copies of α into ΠCM
because the striped colors shuffle in α automatically. However, suppose instead that k0, . . . , kN−1 is a
(possibly empty) finite list of non-zero natural numbers, and we want to obtain a cohesive power with
order-type ω + σ({k0, . . . ,kN−1, α}). To do this, let C be co-c.e. and cohesive, and let L and F be
as in Theorem 5.1 for C. Collapse F to N + 1 colors {0, 1, . . . , N} as in Theorem 6.2. Compute M
by replacing points x of L of color 0 by copies of x+ 1 as in Theorem 6.3, and by replacing points
x of L of color a with 1 ≤ a ≤ N by copies of ka−1 as in Theorem 6.2. Then ΠCM has order-type
ω + σ({k0, . . . ,kN−1, α}).
Finally, to shuffle Σ2 or Π2 sets of finite order-types into cohesive powers of ω, it is convenient to
work with linear orders whose domains are c.e. To this end, let a partial computable structure for a
computable language L consist of a non-empty c.e. domain A along with uniformly partial computable
interpretations of the symbols of L. For example, a partial computable linear order (L,≺) consists
of a non-empty c.e. set L and a partial computable ϕ : L × L → {0, 1} computing the characteristic
function of the ≺-relation on L× L.
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Cohesive powers of partial computable structures may be defined exactly as in Definition 2.2, the
only difference being that the domain A of the partial computable structure A is now c.e. instead of
computable. Suppose that A is a partial computable structure with infinite c.e. domain A, and let
f : N → A be a one-to-one computable enumeration of A. As usual, we can pull back f to define
a computable structure B with domain N that is isomorphic to A via f . For each n-ary relation
symbol R, define RB(x0, . . . , xn−1) to hold if and only if R
A(f(x0), . . . , f(xn−1)) holds. For each n-
ary function symbol g, define gB(x0, . . . , xn−1) to be f
−1(gA(f(x0), . . . , f(xn−1))). For each constant
symbol c, define cB = f−1(cA). Furthermore, if C is any cohesive set, then ΠCA ∼= ΠCB. This is
proved exactly as in Theorem 2.4, with B playing the role of A0, A playing the role of A1, and f being
the f enumerating the domain of A = A1 as discussed above. The only difference is that now f
−1 is
partial computable instead of computable, but this is inessential because all that matters is that f−1
has domain A. Therefore, if we wish to show that there is a computable copy of ω having a cohesive
power of a certain order-type, it suffices to show that there is a partial computable copy of ω having
a cohesive power of the desired order-type.
Theorem 6.4. Let X ⊆ N\{0} be a Π2 set, thought of as a set of finite order-types. Let C be a co-c.e.
cohesive set. Then there is a computable copy M of ω where the cohesive power ΠCM has order-type
ω + σ(X ∪ {α}).
Proof. Assume that X 6= ∅, as otherwise we can compute a copy M of ω with ΠCM ∼= ω + σ({α})
by combining the proofs of Theorems 6.2 and 6.3 in the way described above. Let R be a computable
predicate for which X = {k : ∀a∃bR(k, a, b)}. Let k0 > 0 be the <-least element of X. Let L = (L,≺L)
be the linear order from Theorem 5.1 for C, along with its coloring F : L→ N. By the above discussion,
it suffices to produce a partial computable copy M of ω with ΠCM∼= ω+σ(X ∪ {α}). We defineM
from L as follows. If x ∈ L has F (x) < k0, then replace x by a copy of x+1 as is done with color 0 in
the proof of Theorem 6.3. If x ∈ L has F (x) ≥ k0, then first replace x by a copy of k0. Then for each
a ≤ x, search for a b such that R(F (x), a, b). If (∀a ≤ x)(∃b)R(F (x), a, b), then add further elements
to replace x by a copy of F (x) instead of by a copy of k0. The ultimate effect of this procedure is that
if F (x) ∈ X, then we shuffle F (x) into ΠCM; whereas if F (x) /∈ X, then we shuffle k0 into ΠCM.
Formally, define
M = {〈x, i〉 : x ∈ L ∧ F (x) < k0 ∧ i ≤ x}
∪ {〈x, i〉 : x ∈ L ∧ i < k0 ≤ F (x)}
∪ {〈x, i〉 : x ∈ L ∧ (∀a ≤ x)(∃b)R(F (x), a, b) ∧ k0 ≤ i < F (x)}.
and
〈x, i〉 ≺M 〈y, j〉 if and only if (x ≺L y) ∨ (x = y ∧ i < j),
where ≺M is restricted to M ×M . ThenM is a partial computable copy of ω. We need to show that
ΠCM∼= ω + σ(X ∪ {α}).
As in the proofs of Theorems 6.2 and 6.3, consider the projection condensation cπ(ΠCM) of ΠCM
as colored by F̂ . Suppose that cπ([χ]M) is non-standard.
If cπ([χ]M) has solid color JkK for some k < k0, then cπ([χ]M) has order-type α by the same
argument as in the color J0K case of the proof of Theorem 6.3.
Suppose that cπ([χ]M) has solid color JkK for some k ≥ k0 with k ∈ X. Then (∀
∞n ∈
C)[F (π0(χ(n))) = k] and ∀a∃bR(k, a, b). Thus for almost every n ∈ C, the elements of M of the
form 〈π0(χ(n)), i〉 are exactly 〈π0(χ(n)), 0〉, . . . , 〈π0(χ(n)), k − 1〉. So cπ([χ]M) has order-type k by
the same argument as in the proof of Theorem 6.2.
Suppose that cπ([χ]M) has solid color JkK for some k ≥ k0 with k /∈ X. Then (∀
∞n ∈
C)[F (π0(χ(n))) = k], but ∃a∀b¬R(k, a, b). Thus for almost every n ∈ C, the elements of M of
the form 〈π0(χ(n)), i〉 are exactly 〈π0(χ(n)), 0〉, . . . , 〈π0(χ(n)), k0 − 1〉. So cπ([χ]M) has order-type k0
by the same argument as in the proof of Theorem 6.2.
Finally, suppose that cπ([χ]M) has striped color JδK = JF ◦π0 ◦χK. Then limn∈C F (π0(χ(n))) =∞.
There are two cases, depending on how the cohesiveness of C falls with respect to the c.e. set
S = {n :
(
∀a ≤ π0(χ(n))
)(
∃b
)
R(F (π0(χ(n))), a, b)}.
If C ⊆∗ S, then for almost every n ∈ C, the elements of M of the form 〈π0(χ(n)), i〉 are exactly
〈π0(χ(n)), 0〉, . . . , 〈π0(χ(n)), F (π0(χ(n))) − 1〉. So cπ([χ]M) has order-type α by the same argument
as in the striped JδK case in the proof of Theorem 6.3.
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If C ⊆∗ S, then for almost every n ∈ C, the elements of M of the form 〈π0(χ(n)), i〉 are exactly
〈π0(χ(n)), 0〉, . . . , 〈π0(χ(n)), k0 − 1〉. So cπ([χ]M) has order-type k0 by the same argument as in the
proof of Theorem 6.2.
The non-standard elements of cπ(ΠCM) form a linear order of type η in which the solid F̂ -colors
occur densely. We have seen that the order-type of a non-standard cπ([χ]M) is:
• α if cπ([χ]M) has solid color JkK with k < k0, which includes 0 because k0 > 0;
• k if cπ([χ]M) has solid color JkK with k ≥ k0 and k ∈ X;
• k0 if cπ([χ]M) has solid color JkK with k ≥ k0 and k /∈ X;
• either α or k0 if cπ([χ]M) has a striped color.
Recalling that k0 is the <-least element of X, we therefore have that ΠCM∼= ω + σ(X ∪ {α}). 
Theorem 6.5. Let X ⊆ N\{0} be a Σ2 set, thought of as a set of finite order-types. Let C be a co-c.e.
cohesive set. Then there is a computable copy M of ω where the cohesive power ΠCM has order-type
ω + σ(X ∪ {α}).
Proof. The proof is similar to that of Theorem 6.4. In the proof of Theorem 6.4, we arrange M to
shuffle k into ΠCM when a Π2 property holds of k and to shuffle a fixed k0 into ΠCM when a Π2
property fails of k. In this proof, we want to shuffle k into ΠCM when a Π2 property fails of k and
to shuffle α into ΠCM when a Π2 property holds of k.
Let X ⊆ N \ {0} be Σ2. Let R be a computable predicate for which X = {k : ∀a∃bR(k, a, b)}. Let
L = (L,≺L) be the linear order from Theorem 5.1 for C, along with its coloring F : L→ N. Again, it
suffices to produce a partial computable copy M of ω with ΠCM ∼= ω + σ(X ∪ {α}). We define M
from L as follows. If x ∈ L has F (x) = 0, then replace x by a copy of x+ 1 as is done in the proof
of Theorem 6.3. If x ∈ L has F (x) > 0, then first replace x by a copy of F (x). Then for each a ≤ x,
search for a b such that R(F (x), a, b). If x ≥ F (x) and (∀a ≤ x)(∃b)R(F (x), a, b), then add further
elements to replace x by a copy of x+1 instead of a copy of F (x). Formally, define
M = {〈x, i〉 : x ∈ L ∧ F (x) = 0 ∧ i ≤ x}
∪ {〈x, i〉 : x ∈ L ∧ F (x) > 0 ∧ i < F (x)}
∪ {〈x, i〉 : x ∈ L ∧ F (x) > 0 ∧ (∀a ≤ x)(∃b)R(F (x), a, b) ∧ i ≤ x}.
and
〈x, i〉 ≺M 〈y, j〉 if and only if (x ≺L y) ∨ (x = y ∧ i < j),
where ≺M is restricted to M ×M . ThenM is a partial computable copy of ω. We need to show that
ΠCM∼= ω + σ(X ∪ {α}).
As in the previous proofs, consider the projection condensation cπ(ΠCM) of ΠCM as colored by
F̂ . Suppose that cπ([χ]M) is non-standard.
If cπ([χ]M) has solid color J0K, then cπ([χ]M) has order-type α by the same argument as in the
color J0K case of the proof of Theorem 6.3.
Suppose that cπ([χ]M) has solid color JkK for some k > 0 with k ∈ X. Then (∀
∞n ∈
C)[F (π0(χ(n))) = k], but ∃a∀b¬R(k, a, b). Thus for almost every n ∈ C, the elements of M of
the form 〈π0(χ(n)), i〉 are exactly 〈π0(χ(n)), 0〉, . . . , 〈π0(χ(n)), k − 1〉. So cπ([χ]M) has order-type k
by the same argument as in the proof of Theorem 6.2.
Suppose that cπ([χ]M) has solid color JkK for some k > 0 with k /∈ X. Then (∀
∞n ∈
C)[F (π0(χ(n))) = k] and ∀a∃bR(k, a, b). Thus for almost every n ∈ C, the elements of M of the
form 〈π0(χ(n)), i〉 are exactly 〈π0(χ(n)), 0〉, . . . , 〈π0(χ(n)), π0(χ(n))〉. So cπ([χ]M) has order-type α
by the same argument as in the color J0K case of the proof of Theorem 6.3.
Finally, suppose that cπ([χ]M) has striped color JδK = JF ◦π0 ◦χK. Then limn∈C F (π0(χ(n))) =∞.
There are two cases, depending on how the cohesiveness of C falls with respect to the c.e. set
S = {n : F (π0(χ(n))) ≤ π0(χ(n)) ∧
(
∀a ≤ π0(χ(n))
)(
∃b
)
R(F (π0(χ(n))), a, b)}.
We show that cπ([χ]M) has order-type α in both cases.
If C ⊆∗ S, then for almost every n ∈ C, the elements of M of the form 〈π0(χ(n)), i〉 are exactly
〈π0(χ(n)), 0〉, . . . , 〈π0(χ(n)), π0(χ(n))〉. So cπ([χ]M) has order-type α by the same argument as in the
color J0K case of the proof of Theorem 6.3.
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If C ⊆∗ S, then for almost every n ∈ C, the elements of M of the form 〈π0(χ(n)), i〉 are exactly
〈π0(χ(n)), 0〉, . . . , 〈π0(χ(n)), F (π0(χ(n))) − 1〉. So cπ([χ]M) has order-type α by the same argument
as in the striped JδK case in the proof of Theorem 6.3.
The non-standard elements of cπ(ΠCM) form a linear order of type η in which the solid F̂ -colors
occur densely. We have seen that the order-type of a non-standard cπ([χ]M) is:
• α if cπ([χ]M) has solid color J0K;
• k if cπ([χ]M) has solid color JkK with k ∈ X;
• α if cπ([χ]M) has solid color JkK with k > 0 and k /∈ X;
• α if cπ([χ]M) has a striped color.
We therefore have that ΠCM∼= ω + σ(X ∪ {α}). 
We combine the results of this section into a single statement.
Theorem 6.6. Let X ⊆ N\{0} be either a Σ2 set or a Π2 set, thought of as a set of finite order-types.
Let C be a co-c.e. cohesive set. Then there is a computable copy M of ω where the cohesive power
ΠCM has order-type ω + σ(X ∪ {α}). Moreover, if X is finite and non-empty, then there is also a
computable copy M of ω where the cohesive power ΠCM has order-type ω + σ(X).
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