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ANATOMY OF AN ASSOCIATOR
FRANCIS BROWN
Abstract. We study some Lie algebras defined by solutions to the double shuffle
equations with poles and construct families of explicit solutions to these equations
in all weights and depths. These provide universal coordinates in which to write
down ‘zeta elements’: the images of generators of the Lie algebra of the motivic
Galois group of mixed Tate motives over the integers. We expect that a similar
statement holds for associators. In particular, these coordinates encode algebraic
relations between multiple zeta values, and enable one to compress the currently
used tables for relations between multiple zeta values in, for example, weights
≤ 13, already by a factor of a thousand. The Lie algebras and groups studied here
form part of a large algebraic structue which is related to the work of Ecalle on
the calculus of moulds, and also related to the theory of universal mixed elliptic
motives, and modular forms for the full modular group.
1. Introduction
1.1. Remarks added in September 2017. These are private notes justifying the
theorems announced in a talk at the IHES on the 5th December 2012, during the
conference ‘Amplitudes and periods’ and were written at that time. After distributing
these notes to an increasing number of colleagues over the intervening years, and never
finding the time to completely rewrite them to my satisfaction, I finally decided to
make them available even if the ‘end’ of this story is not even remotely in sight.
The impetus for this project was the following observation: in [4], we associated
to any normalised even period polynomial a solution to the linearised double shuffle
equations in depth four. Applying this to non-normalised period polynomials gave
explicit solutions to the same equations with poles. This led to the following questions:
do there exist explicit solutions to the full double shuffle equations with poles? Can one
use them to construct rational associators? Astonishingly, the answer to both questions
seems to be ‘yes’. In my talk, I described explicit elements ψ2n+1 of weight 2n+ 1 for
every n ≥ 1 which correspond to the odd zeta values ζ(2n+ 1), and a further element
ψ−1 of weight −1, which solve the double shuffle equations. The space of solutions
to the double shuffle equations with poles forms a Lie algebra which we call pdmr in
these notes, and the elements ψ generate a Lie subalgebra L of pdmr with some special
properties. The definitions of these objects and proofs of these statements are given
in the present notes. Furthemore, I conjectured that any zeta elements σ2n+1, n ≥ 1,
which are images of generators of the Lie algebra of the motivic Galois group of mixed
Tate motives over the integers, can be expressed as Lie brackets of the ψ’s. I called such
an expression, which encodes the arithmetic of relations between multiple zeta values,
its ‘anatomy’. Furthermore, I explained how to extend the theory, at least in small
depths (≤ 4), to torsors over the motivic Galois group, which are conjecturally the
space of rational associators τ . In a similar way, therefore, I expect that any rational
associator τ should also admit a kind of ‘Taylor expansion’ in terms of the Lie algebra
L which encodes its internal and arithmetic structure. This was the justification for
the title of the talk and hence this paper. However, since this part of the story was
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subsequently published in [5] §7, it has been removed from the present notes, so a more
appropriate title might have been ‘anatomy of motivic zeta elements’. After giving my
talk, I learned that a similar project had been undertaken by Ecalle using his language
of moulds some years before, but with some notable differences. It would be interesting
to compare the approach described here with his and to see how they might agree or
differ.
The project took an unexpected turn when I subsequently found a different family
of canonical elements χ2n+1 ∈ pdmr, which are also solutions to the double shuffle
equations to all depths, but constructed by a completely different method. These
elements are different from the ψ family of solutions described above: they satisfy
relations associated to cusp forms for the full modular group, and have a quite differ-
ent pole structure. In particular, the elements χ2n+1 and ψ2n+1 differ starting from
depth 3, but strangely, χ−1 and ψ−1 differ starting from depth five. The elements χ
are constructed out of a single exceptional element ψ0 ∈ pdmr in weight zero which
again is possibly not unique. Using such an element, one can obtain an unconditional
‘anatomical’ decomposition of zeta elements to all orders.
The statements of these facts are given in these notes, but the not the proofs, since
this aspect of the theory was partially superseded by the paper [5]. In that paper,
I realised how some of this structure could be interpreted geometrically using the de
Rham fundamental group of the infinitesimal Tate curve. Thus, in small depths at
least, a slightly modified version of the elements χ (called ξ in [5]), can be understood
in terms of the interplay between Grothendieck-Teichmu¨ller theory in genus zero and
genus one. Whether this geometric interpretation extends to higher depths or not
is still open. Furthermore, I gave a geometric and unconditional interpretation of
‘anatomy’ in [5] remark 3.8 (where ‘anatomy’ is used in a somewhat different sense
from the one used above), which was proved in [6] §20.4.
Although the theory of motivic fundamental groups of curves in genus 0 and 1
clarifies a part of the structure of pdmr, it muddies the waters since many of the
structures and phenomena described in the present (older) notes remain unexplained,
and are all the more mysterious for it. This is the reason why I decided finally to make
them available.
In conclusion, therefore, the Lie algebra pdmr is a very rich algebraic object which
knows about the action of the motivic Galois group ofMT (Z) on fundamental groups
of curves in both genus zero and one, but also seems to contain a considerable amount
of further structure, whose geometric interpretation is completely unkown. These notes
do not come close to a complete description of pdmr. It would seem, with hindsight,
that the different algebraic structures which coinhabit pdmr should be singled out by
placing further restrictions on the structure of the poles.
1.2. The motivic Lie algebra. Let MT (Z) be the Tannakian category of mixed
Tate motives over Z. Our starting point is the fact [1] that its motivic Galois group,
with respect to the de Rham fiber functor, acts faithfully on the de Rham fundamental
groupoid of the projective line minus three points:
(1.1) Gal(MT (Z), ωdR) →֒ Aut(π
dR
1 (P
1\{0, 1,∞}),
→
10,−
→
11) .
The group on the left is a semi-direct product of the multiplicative group with a
prounipotent affine group scheme, whose graded Lie algebra gm will be called the
motivic Lie algebra. One knows from the theory of mixed Tate motives that
(1.2) gm ∼= FreeLieQ〈σ3, σ5, . . .〉 .
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It is the free graded Lie algebra with one generator σ2n+1 in every (positive, in these
notes) odd degree 2n + 1, for n ≥ 1. The elements σ2n+1 are only well-defined up to
commutators. The injectivity of (1.1) gives rise to a canonical embedding
(1.3) gm →֒ T (e0Q⊕ e1Q)
in the tensor algebra on e0, e1, whose image is contained in the free graded Lie algebra
generated by e0, e1. The σ2n+1 satisfy
σ2n+1 = ad(e0)
2ne1 + higher order terms .
Hereafter, we shall always identify gm with its image under the map (1.3). Although
one can define canonical choices of generators σ2n+1 of g
m using motivic multiple zeta
values (see §2), the image of the map (1.3) is very poorly understood from an arithmetic
point of view.
In order to get to grips with gm, we use the standard relations for multiple zeta
values. There are three main types: the motivic relations, associator relations, and
double shuffle relations. The sets of solutions to these equations are related as follows:
(1.4) {Motivic Associators} ⊂ {Drinfeld Associators} ⊂ {Solutions to Dsh} ,
where Dsh refers to the regularised double shuffle equations (see below). The second
inclusion is a theorem due to Furusho [20] which states that the coefficients of Drinfeld
associators satisfy regularised double shuffle equations. The set of motivic associators
is defined by the motivic relations between multiple zeta values, which are not known
explicitly. In these notes we work with the double shuffle equations as a means of
controlling gm, because they are the most explicit, and adapted to the depth filtration.
The above sets are in fact affine schemes which are torsors over certain proalgebraic
groups. Passing to their underlying graded Lie algebras, we obtain the inclusions
(1.5) gm ⊂ grt ⊂ dmr
where grt is the Grothendieck-Teichmu¨ller Lie algebra, and dmr is the Lie algebra
of solutions to the double shuffle equations modulo products defined by Racinet [25]
(which he denotes dmr0. We drop the subscript 0 for convenience). A conjecture due
to Drinfel’d is equivalent to the statement gm = grt, and a conjecture due to Zagier,
which states that all relations between multiple zeta values are implied by double shuffle
relations, suggests that gm = dmr. This would imply that (1.4) are all equalities. It is
important to point out that knowing these equalities would actually be of very little
help in understanding the structure of gm: for example the equations defining dmr
cannot presently be solved in weight 30 since they are far beyond the reach of present
computer algebra systems. The goal of these notes is to address precisely this problem
by constructing the solutions to these equations.
1.3. Polar solutions. By a well-known trick of replacing non-commutative formal
power series with power series in commuting variables, one can rewrite the defining
equations of dmr as functional equations for certain sequences of polynomials. We
define pdmr, the Lie algebra of polar solutions to the double shuffle equations modulo
products to be the set of solutions to these equations in a certain space of rational
functions. This idea has previously been exploited in the work of Ecalle [11, 12, 13].
The Lie algebra dmr, which contains the motivic Lie algebra gm, can be retrieved
from pdmr (it is not quite true that dmr is contained in the subspace of elements in
pdmr with no poles, because, for example, the zeta elements σ2n+1 satisfy the double
shuffle equations modulo products only in depths 1 ≤ d ≤ 2n and not in depth 2n+1).
Note that there is no obvious way of interpolating between the zeta elements σ2n+1
for different n. However, we show:
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Theorem 1.1. There exist explicit elements ψ2n+1 ∈ pdmr of every degree 2n+ 1.
These elements are defined by a sequence of rational functions
ψ
(d)
2n+1 ∈ Q(x1, . . . , xd)
defined by a closed formula (definition 10.1) which is uniform in n and d. To say that
these rational functions lie in pdmr is equivalent to an infinite sequence of functional
relations. Despite their apparent simplicity, it is highly-non trivial to find such a family
of elements since at each order d their extension to the next order d+1 is not unique,
and could possibly be obstructed if the wrong choices have been made at previous
steps.
The elements ψ2n+1 are dual to the numbers ζ(2n+1) and coincide with the σ2n+1
to lowest orders (depths 1 and 2). Furthermore, we show
Theorem 1.2. There exists an explicit element ψ−1 ∈ pdmr in degree −1.
It is defined in a quite different manner from the ψ2n+1 by associating rational
functions to elements in a combinatorial Hopf algebra of trees. Out of these elements
ψ we define a graded Lie subalgebra of pdmr denoted by
L = LieQ〈ψ−1, ψ3, ψ5, . . .〉 .
The main point is that the generators of L, and its Lie bracket, which we denote by
{ , }, are completely explicitly defined. We conjecture that every element of gm can be
expressed as a (truncation of) an element in L. The ‘anatomy’ of the title is a kind of
‘Taylor expansion’ for elements in gm in terms of the larger algebra L. As a practical
application, an expansion, or ‘anatomy’, of generators of the motivic Lie algebra
σ2n+1 = ψ2n+1 + commutators of ψ’s
leads to extremely compact representations for the structural coefficients of the space
of multiple zeta values, in contrast to the vast tables which are currently in use. For
example, the first two generators σ3, σ5 of g
m can be written
σ3 ≡ ψ3 (mod D
3)
σ5 ≡ ψ5 −
1
60
{ψ−1, {ψ−1, ψ7}} −
1
5
{ψ3, {ψ3, ψ−1}} (mod D
5)
where the equivalence sign is modulo terms of depth ≥ to the weight. Further examples
are given in §11.4. Since the ψ are explicit, the coefficients in such decompositions yield
information about the denominators of σ2n+1.
In [5], §7 we outlined how the theory can be extended, at least in small depths (≤ 3),
to associators τ , which justifies the title of the paper. An ‘anatomical’ decomposition of
an associator τ encodes arithmetic data relating to all even zeta values ζ(2n), n ≥ 1.
We also verified that case of depth 4 works similarly, but did not include it in the
present notes. It would be interesting to extend this construction to all higher depths.
1.4. Weight zero and depth-splitting. All the elements in pdmr described above
have odd weights. In fact, we show that all elements in pdmr of non-negative weight
necessarily have odd weight, except for the possible exception of weight zero.
Therefore, in §14, we write down an element
ψ0 ∈ pdmr
of weight zero, which is completely explicit. It is a generating series of a certain copy
of the Witt algebra in the space of rational functions, equipped with the Ihara bracket,
which acts on a Hopf algebra of rational functions encoded by certain trees. The
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geometric meaning of all this is mysterious. The element ψ0 is again not unique, and
it would be interesting to determine fully the Lie subalgebra of pdmr in weight zero.
By twisting with the element ψ0, we can split the depth filtration on pdmr and
therefore lift any solution to the depth-graded, or linearized, double shuffle equations
to the full double shuffle equations modulo products. This provides an unconditional
way to decompose the elements of the motivic Lie algebra gm in terms of elements in
pdmr. In particular, we define elements
χ2n+1 ∈ pdmr
for all n ≥ 1, obtained by ‘lifting’ the leading parts of the zeta elements σ2n+1. We sim-
ilarly construct an element χ−1 of weight −1. Note that the χ2n+1 are quite different
from the elements ψ defined above: they have a more complicated pole structure, and
satisfy relations. Furthermore, the anatomical decompositions of zeta elements σ2n+1
obtained in this manner involve, starting from depth 5, a new element Q4 ∈ pdmr,
defined in remark 14.10, whose meaning is also unclear.
The proofs of these statements are not included in the present document, but are
essentially elementary statements about functional equations between rational func-
tions. We expect that they can be obtained using the same techniques used to prove
the two theorems described above.
1.5. Depth graded motivic Lie algebra. Since the depth filtration is used in a fun-
damental way in this theory, the depth-graded motivic multiple zeta values necessarily
play a central role. It is expected [4] that the latter are closely related to the theory of
modular forms of level one. In these notes we prove a number of properties relating to
a Lie algebra pls of polar solutions to the linearised double shuffle equations, some of
which, but not all, were subsequently reproduced in [5], along with a geometric inter-
pretation in terms of the motivic fundamental group of the infinitesimal Tate curve.
We refer to the introduction of that paper for further details.
We formulate some conjectures about pls which are sufficient to ensure that every
element of gm can indeed be expanded in the Lie algebra L. To prove this involves
some delicate results about cancellation of poles in L, which are given in the third part
of these notes. Some of the statements involving pls were subsequently reproduced in
[5], and especially its appendix. However the amount of overlap between it and the
present notes is limited, and the proofs are occasionally different, so we decided to
keep the relevant parts of these notes unchanged from their 2012 version.
Acknowledgements. This work was undertaken in 2012 and partially supported by
ERC grant PAGAP, ref. 257638.
2. An aside: a canonical construction of rational associators
2.1. Hoffman basis. Let H denote the graded Q-algebra of motivic multiple zeta
values. We can define the motivic Drinfel’d associator
(2.1) Φm(e0, e1) =
∑
w∈{e0,e1}×
ζm(w)w ∈ H〈〈e0, e1〉〉
to be the generating series of motivic multiple zeta values ζm(w) (defined in [2]).1
Theorem 2.1. [1] The set of Hoffman elements ζm(n1, . . . , nr), where ni = 2, 3, forms
a graded Q-basis for the vector space H.
1The following discussion was later summarised in [2] §3.1
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Let X3,2 = {3, 2} be the alphabet on two symbols 2 and 3, equipped with the
ordering 3 < 2. Recall that a Lyndon word w ∈ X×3,2 is a word which is strictly
smaller, in the lexicographic ordering, than every strict right factor of w.
Theorem 2.2. [1] H is isomorphic to the polynomial ring generated by the set of
Hoffman-Lyndon elements ζm(n1, . . . , nr), where (n1, . . . , nr) ∈ X
×
3,2 is a Lyndon word.
In the Hoffman-Lyndon basis, the role of ζm(2n+1) is played by ζm(3, 2, . . . , 2). We
can simply replace the elements ζm(3, 2n) (a three followed by n two’s) with ζm(2n+1)
in the generating set if we wish.
2.2. Rational generators. Canonical Hoffman-Lyndon generators σh2n+1 of the mo-
tivic Lie algebra can be constructed as follows.
Definition 2.3. For each n ≥ 1, consider the unique homomorphism
σ2n+1 : H −→ Q
which sends any Hoffman-Lyndon element ζm(n1, . . . , nr) to zero if at least two of the
indices ni are equal to 3, sends ζ
m(2) to zero, and satisfies
σ2n+1(ζ
m(2k + 1)) = δk,n ,
where δk,n is the Kronecker delta. In this way we obtain elements
σh2n+1 = σ2n+1(Φ
m) ∈ Q〈〈e0, e1〉〉 .
Corollary 2.4. Each element σh2n+1 is a generator of the motivic Lie algebra.
Thus we can write, perhaps artificially,
gm ∼= Free LieQ〈σ
h
3 , σ
h
5 , . . .〉
Definition 2.5. Now let λ ∈ Q× and consider the unique linear map
τλ : H −→ Q
which sends all Hoffman basis elements ζm(n1, . . . , nr) which have at least one ni equal
to 3 to zero, and satisfies τλ(ζ
m(2n)) = (2n+ 1)!
(
2λ
)2n
. We define
(2.2) τhλ = τλ(Φ
m) ∈ Q〈〈e0, e1〉〉 .
Since the motivic multiple zeta values satisfy the associator relations, we obtain:
Corollary 2.6. The element τhλ is a (motivic) associator.
By acting on the left via elements of exp◦(g
m) (where ◦ denotes the Ihara action)
we obtain a large family of canonical rational associators.
The goal of these notes is most emphatically not to define rational associators, since
this problem is solved by the above construction. Instead, our purpose is to understand
in greater detail the arithmetic and internal structure of the motivic Lie algebra.
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I. Preliminaries
3. Power series representations
We begin with some generalities on formal power series. At first we consider si-
multaneously the case of group-like elements (corresponding to solutions to shuffle or
stuffle equations) which form a group, and primitive elements (corresponding to solu-
tions shuffle or stuffle equations ‘modulo products’) which form a Lie algebra. Later
on, we focus exclusively on the latter situation.
Let R be a commutative unitary Q-algebra. Consider a non-commutative formal
power series in two letters e0, e1:
Φ ∈ R〈〈e0, e1〉〉(3.1)
Φ =
∑
w∈{e0,e1}×
Φww
where the sum is over all words w in the letters e0, e1, and Φw ∈ R. The depth filtration
on R〈〈e0, e1〉〉 is the decreasing filtration defined as follows:
(3.2) DrR〈〈e0, e1〉〉 = {Φ ∈ R〈〈e0, e1〉〉 : Φw = 0 if dege1 w < r and w 6= 1} .
It consists of series whose non-trivial coefficients are the empty word 1, or words with r
or more occurrences of the letter e1. The depth filtration is induced by the D-degree on
words, for which e0 has degree 0, and e1 degree 1. Using this notion, we can uniquely
decompose every power series Φ ∈ R〈〈e0, e1〉〉 by its D-degree:
(3.3) Φ =
∑
r≥0
Φ(r) , where Φ(r) =
∑
deg
D
w=r
Φww
Our starting point is the observation that there is a continuousR-linear isomorphism
from the space of non-commutative power series in words w of D-degree r (denoted by
R〈〈e0, e1〉〉
(r)) to the complete R-module of power series in r+1 commuting variables:
ρ(r) : R〈〈e0, e1〉〉
(r) ∼−→ R[[y0, y1, . . . , yr]](3.4)
ea00 e1e
a1
0 . . . e1e
ar
0 7→ y
a0
0 y
a1
1 . . . y
ar
r .
Applying this isomorphism to each component of (3.3), we can uniquely represent any
series (3.1) as an infinite sequence of power series
ρ(r)Φ(r)(y0, . . . , yr) ∈ R[[y0, . . . , yr]] for all r ≥ 0 .
Any such sequence uniquely defines a series (3.1). We shall hereafter denote ρ(r)Φ(r)
simply by Φ(r)(y0, . . . , yr), and refer to it as the depth-r component of Φ.
3.1. Translation invariance. We will often encounter power series f ∈ R[[y0, . . . , yr]]
which are invariant under translations of coordinates:
(3.5) f(y0 + λ, . . . , yr + λ) = f(y0, . . . , yr) for all λ ∈ R
In this case, we shall call the reduced power series
(3.6) f(x1, . . . , xr) = f(0, x1, . . . , xr) ∈ R[[x1, . . . , xr]] .
By translation invariance, it determines f(y0, . . . , yr) = f(y1 − y0, . . . , yr − y0). As a
general rule, we reserve the variables x1, . . . , xr for the reduced power series f and use
the variables y0, . . . , yr to denote the full power series f , bearing in mind that one can
pass between the two with impunity by the previous remark.
The goal of the next sections is to translate Hopf-algebra theoretic properties of the
power series Φ into functional equations for the power series Φ(r)(y0, . . . , yr).
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4. Shuffle equations for power series
4.1. Shuffle equations. The space R〈〈e0, e1〉〉 can be made into a complete Hopf
algebra as follows. The multiplication, which is non-commutative, is given by the
concatenation of words, and the comultiplication, which we denote by
(4.1) ∆x : R〈〈e0, e1〉〉 −→ R〈〈e0, e1〉〉⊗̂RR〈〈e0, e1〉〉
is the unique continuous coproduct which satisfies ∆x ei = ei ⊗ 1+ 1⊗ ei for i = 0, 1.
It is cocommutative. The antipode is induced by the linear map which sends the word
ei1 . . . eik to (−1)
keik . . . ei1 for any i1, . . . , ik ∈ {0, 1}. The underlying affine group
scheme is the functor
R 7→ Gx (R) = {Φ ∈ R〈〈e0, e1〉〉
× : ∆xΦ = Φ⊗̂Φ}
which sends any commutative unitary ring R to the set of group-like, invertible formal
power series in e0, e1. The group law on Gx (R) is given by
(4.2) (
∑
u
Φuu) · (
∑
v
Φ′vv) =
∑
w
∑
w=uv
ΦuΦ
′
vw .
Definition 4.1. We say that an invertible series Φ ∈ R〈〈e0, e1〉〉
× satisfies the shuffle
equations if it is group-like: ∆xΦ = Φ ⊗ Φ. A series Φ ∈ R〈〈e0, e1〉〉 satisfies the
shuffle equations modulo products if it satisfies Φe0 = 0 and is primitive:
(4.3) ∆xΦ = 1⊗ Φ+ Φ⊗ 1 .
The set of series satisfying the shuffle equations modulo products forms a Lie algebra
for the bracket [Φ,Φ′]x = Φ · Φ
′ − Φ′ · Φ, where · is defined by (4.2).
4.2. The dual Hopf algebra. Let Q〈e0, e1〉 be the free Q-vector space generated
by words in the letters e0, e1, including the empty word which we denote by 1. It is
equipped with the shuffle product x , defined recursively by
(4.4) eiwx ejw
′ = ei(wx ejw
′) + ej(eiwxw
′)
for all w,w′ ∈ {e0, e1}
× and i, j ∈ {0, 1}, and the property 1xw = wx 1 = w. It is a
Hopf algebra for the deconcatenation coproduct
(4.5) ∆dec : ei1 . . . eik =
k∑
j=0
ei1 . . . eij ⊗ eij+1 . . . eik .
The antipode is the linear map ei1 . . . eik 7→ (−1)
keik . . . ei1 . There is a pairing
R〈〈e0, e1〉〉 ⊗Q Q〈e0, e1〉 −→ R(4.6)
Φ⊗ w 7→ 〈Φ, w〉
where 〈Φ, w〉 = Φw is the coefficient of the word w in Φ. The algebra Q〈e0, e1〉 is
graded by the weight; the weight of a word w being the number of letters in that
word. The pairing (4.6) induces a (topological) duality between the complete Hopf
algebra Q〈〈e0, e1〉〉 and the graded Hopf algebra Q〈e0, e1〉. In particular, the functor
R 7→ Gx (R) is SpecQ〈e0, e1〉.
This duality implies that a linear map Φ : Q〈e0, e1〉 → R is a homomorphism for
the shuffle multiplication, or ΦwΦw′ = Φwxw′ for all w,w
′ ∈ {e0, e1}
×, if and only if
the generating series
Φ =
∑
w
Φww ∈ R〈〈e0, e1〉〉
is group-like. The series Φ is primitive (satisfies (4.3)) if and only if
(4.7) Φwxw′ = 0 for all 1 6= w,w
′ ∈ {e0, e1}
× .
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In other words, Φ satisfies the shuffle relations modulo products if and only if its
coefficients Φw satisfy the equations (4.7) and vanishes in depth zero.
4.3. Translation invariance.
Lemma 4.2. Suppose that Φ ∈ R〈〈e0, e1〉〉 satisfies the shuffle equations modulo prod-
ucts (4.3). Then its depth-r components Φ(r)(y0, . . . , yr) are translation invariant (3.5).
Proof. Let π0 : R〈〈e0, e1〉〉 → R denote the continuous linear map which sends the word
e0 to 1 and all other words to 0, and consider the map δ0 = (π0⊗ id) ◦∆x . It defines
an operator δ0 : R〈〈e0, e1〉〉 → R〈〈e0, e1〉〉, satisfying δ0(S · T ) = S · δ0(T ) + δ0(S) · T ,
and
δ0(e
a0
0 e1 . . . e1e
ar
0 ) =
r∑
i=0
ai e
a0
0 e1 . . . e
ai−1
0 . . . e1e
ar
0
for all non-negative integers a0, . . . , ar. By assumption, Φ ∈ R〈〈e0, e1〉〉 satisfies
∆xΦ = 1 ⊗ Φ + Φ ⊗ 1, and Φe0 = 0, and hence δ0Φ = Φe0 = 0. The previous
equation implies that for all r,
(4.8) ∇Φ(r)(y0, . . . , yr) = 0 , where ∇ =
r∑
i=0
∂
∂yi
.
If we write Φ
(r)
λ (y0, . . . , yr) = Φ
(r)(y0, . . . , yr)−Φ
(r)(y0+λ, . . . , yr+λ), equation (4.8)
gives ∂∂λΦ
(r)
λ = 0, and hence Φ
(r) is translation invariant. 
Definition 4.3. Let R〈〈e0, e1〉〉
tr ⊂ R〈〈e0, e1〉〉 denote the subspace of translation
invariant series.
Since R〈〈e0, e1〉〉
tr is the kernel of δ0 = (π0 ⊗ id) ◦∆x , one easily verifies the
Corollary 4.4. R〈〈e0, e1〉〉
tr is a Hopf subalgebra of R〈〈e0, e1〉〉.
Note that a version of the previous lemma also holds for series Φ which satisfy the
shuffle equations ∆xΦ = Φ⊗ Φ and the condition Φe0 = 0. The proof is similar.
4.4. Shuffle concatenation and involution. The Hopf algebra structure on non-
commutative formal power series (4.1), (4.2) in R〈〈e0, e1〉〉 defines a Hopf algebra
stucture on sequences of commutative power series via the rule (3.4).
First of all, by (3.4), if Φ1 ∈ R[[y0, . . . , yr]] and Φ2 ∈ R[[y0, . . . , ys]], (4.2) becomes
(4.9) Φ1 · Φ2(y0, . . . , yr+s) = Φ1(y0, y1, . . . , yr)Φ2(yr, yr+1, . . . , yr+s) .
The antipode on R〈〈e0, e1〉〉 defines an involution
σ : R[[y0, . . . , yr]] −→ R[[y0, . . . , yr]](4.10)
Φ(y0, . . . , yr) 7→ (−1)
rΦ(−yr,−yr−1, . . . ,−y1,−y0)
For series which are translation invariant, (4.9) induces a map
R[[x1, . . . , xr]]⊗̂RR[[x1, . . . , xs]] −→ R[[x1, . . . , xr+s]]
Φ1 ⊗ Φ2 7→ Φ1 · Φ2
where
(4.11) Φ1 · Φ2(x1, . . . , xr+s) = Φ1(x1, . . . , xr)Φ2(xr+1 − xr, . . . , xr+s − xr) .
The map (4.10) becomes the involution:
σ : R[[x1, . . . , xr]] −→ R[[x1, . . . , xr]](4.12)
Φ(x1, . . . , xr) 7→ (−1)
rΦ(xr − xr−1, . . . , xr − x1, xr)
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It is convenient to express the coproduct on commutative power series using a certain
change of variables which was denoted by ♯ in [23]:
♯ : Q[[x1, . . . , xr]] −→ Q[[x1, . . . , xr]](4.13)
f(x1, . . . , xr) 7→ f(x1, x1 + x2, . . . , x1 + . . .+ xr)
4.5. A series. For all r ≥ 0, consider the element
e(y0, . . . , yr) =
∑
a0,...,ar≥0
(ea00 e1 . . . e1e
ar
0 ) y
a0
0 . . . y
ar
r ,
in Q〈e0, e1〉⊗̂QQ[[y0, . . . , yr]], where Q〈e0, e1〉 is the Hopf algebra equipped with the
shuffle multiplication defined in §4.2. Note that e(y0) is simply the exponential of e0y0
with respect to the shuffle product. Then (3.4) can be written as a pairing:
Φ(r)(y0, . . . , yr) = 〈Φ, e(y0, . . . , yr)〉 ,
and the reduced depth-r component of Φ can be computed from the formula:
(4.14) Φ
(r)
(x1, . . . , xr) = 〈Φ, e(0, x1, . . . , xr)〉 .
4.6. Shuffle equations and coproduct for power series. Let Xr = {x1, . . . , xr},
and let Q〈Xr〉 denote the vector space spanned by words in the letters x1, . . . , xr, and
equipped with the shuffle product. Let QXr denote the vector space with basis given
by the elements of Xr. The series above defines a map:
e♯ : QXr ⊕Q〈Xr〉 −→ Q〈e0, e1〉⊗̂QQ[[x1, . . . , xr]]
e♯(α, xi1 . . . xik) = e(α, α + xi1 , . . . , α+ xi1 + . . .+ xik)
which is extended by linearity in the second argument, and where α ∈ QXr is viewed
as an element of Q[[x1, . . . , xr]] via the linear map xi 7→ xi. In other words, for all
λ1, λ2 ∈ Q and w1, w2 ∈ X
×
r , we have e
♯(α, λ1w1+λ2w2) = λ1e
♯(α,w1)+λ2e
♯(α,w2).
Lemma 4.5. The map e♯ is a homomorphism:
(4.15) e♯(α1, w1)x e
♯(α2, w2) = e
♯(α1 + α2, w1xw2)
for all α1, α2 ∈ QXr and w1, w2 ∈ X
×
r .
Proof. Consider the linear maps ∂0, ∂1 : Q〈e0, e1〉 → Q〈e0, e1〉 whose action is defined
on words by ∂i(ejw) = δijw, where δij is the Kronecker delta. We have
∂0e(α0, α1, . . . , αr) = α0e(α0, α1, . . . , αr)
∂1e(α0, α1, . . . , αr) = e(α0 + α1, α2, . . . , αr) .
Using the fact that the operators ∂i are derivations for the shuffle product and equation
(4.4) one sees that the formula (4.15) is stable under ∂0, ∂1. Since ker∂0 ∩ ker ∂1 = Q,
the lemma follows easily by induction on the length of w1, w2. 
Let us write, for any word w = xi1 . . . xir of length r
(4.16) f ♯(w) = f(xi1 , xi1 + xi2 , . . . , xi1 + . . .+ xir )
and extend by linearity to linear combinations of such words.
Let p, q ≥ 1, and denote the (p, q)-th depth-graded component of ∆x by
∆p,q
x
: grp+qD R〈〈e0, e1〉〉
tr → grpDR〈〈e0, e1〉〉
tr ⊗̂R gr
q
DR〈〈e0, e1〉〉
tr
It induces a map on commutative power series we also denote by ∆p,q
x
:
∆p,q
x
: R[[x1, . . . , xp+q]]→ R[[x1, . . . , xp]]⊗̂RR[[x1, . . . , xq
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Let mp,q : R[[x1, . . . , xp]]⊗̂RR[[x1, . . . , xq]] → R[[x1, . . . , xp+q]] be the continuous ho-
momorphism which sends xi ⊗ 1 7→ xi for 1 ≤ i ≤ p and 1⊗ xi 7→ xi+p for 1 ≤ i ≤ q.
Proposition 4.6. For all f ∈ R[[x1, . . . , xp+q]] we have
(4.17) mp,q(♯⊗ ♯)∆p,q
x
f = f ♯(x1 . . . xpxxp+1 . . . xp+q) .
Proof. Let f ∈ R[[x1, . . . , xp+q]]. It corresponds, via (3.4) to a translation-invariant
series Φ ∈ R〈〈e0, e1〉〉
tr which is homogeneous of D-degree p+ q. We have
mp,q(♯⊗ ♯)∆p,q
x
f = 〈∆p,q
x
Φ(p+q),mp,q(♯⊗ ♯)e(0, x1 . . . xp)⊗ e(0, x1 . . . xq)〉
= 〈∆p,q
x
Φ(p+q), e♯(0, x1 . . . xp)⊗ e
♯(0, xp+1 . . . xp+q)〉
= 〈Φ(p+q), e♯(0, x1 . . . xp)x e
♯(0, xp+1 . . . xp+q)〉
= 〈Φ(p+q), e♯(0, x1 . . . xpx xp+1 . . . xp+q)〉
= f ♯(x1 . . . xpx xp+1 . . . xp+q) ,
by the duality of Hopf algebras defined in (4.6), and lemma 4.5. 
Corollary 4.7. A series Φ ∈ R〈〈e0, e1〉〉 satisfies the shuffle equations modulo products
if and only if it is translation invariant, and for all p, q ≥ 1,
(4.18) (Φ
(p+q)
)♯(x1 . . . xpx xp+1 . . . xp+q) = 0 .
Proof. Clearly ∆xΦ = 1 ⊗ Φ + Φ ⊗ 1 if and only if ∆
p,q
x
Φ(p+q) = 0 for all p, q ≥ 1.
Since mp,q(♯⊗ ♯) is injective, this is equivalent by proposition 4.6 to (4.18). 
Similarly, an invertible series Φ ∈ R〈〈e0, e1〉〉 satisfies the shuffle equations (is group-
like) and the condition Φe0 = 0 if and only if it is translation invariant and
(Φ
(p+q)
)♯(x1 . . . xpx xp+1 . . . xp+q) = (Φ
(p)
)♯(x1 . . . xp)(Φ
(q)
)♯(xp+1 . . . xp+q)
4.7. Examples. We shall call equation (4.18) the (p, q)-th shuffle equation. Since ∆x
is cocommutative, the (p, q)-th equation is equivalent to the (q, p)-th equation.
In depth 2, there is a unique shuffle equation of type (1, 1), namely f ♯(x1x x2) = 0.
Since x1x x2 = x1x2 + x2x1, this is equivalent to the equation:
f(x1, x1 + x2) + f(x2, x1 + x2) = 0 .(4.19)
In depth 3, there is a unique equation of type (1, 2) given by f ♯(x1x x2x3) = 0.
Expanding out x1x x2x3 = x1x2x3 + x2x1x3 + x2x3x1 gives the equation
(4.20) f(x1, x1 + x2, x1 + x2 + x3) + f(x2, x1 + x2, x1 + x2 + x3)
+ f(x2, x2 + x3, x1 + x2 + x3) = 0 .
In general, there are ⌊ r2⌋ distinct equations in depth r.
5. Stuffle equations for power series
Let Y = {yn, n ≥ 1} denote an alphabet with one letter yi for every i ≥ 1, and
let R be a commutative unitary Q-algebra as above. Consider the ring R〈〈Y 〉〉 of
non-commutative formal power series in Y equipped with the concatenation product,
which we denote by · in this context. It is a complete Hopf algebra for the coproduct
∆∗ : R〈〈Y 〉〉 → R〈〈Y 〉〉⊗̂RR〈〈Y 〉〉
which, after setting y0 = 1, is defined on generators by the formula
(5.1) ∆∗yn =
n∑
i=0
yi ⊗ yn−i .
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The depth filtration, again denoted by D, is the decreasing filtration defined as follows:
(5.2) DrR〈〈Y 〉〉 = {Φ ∈ R〈〈Y 〉〉 : Φw = 0 if |w| < r and w 6= 1} ,
where |w| denotes the length of a word w ∈ Y . The filtration is induced by the
D-degree, for which every yi has degree 1. We denote by R〈〈Y 〉〉
(r) the space of
power series consisting only of terms of D-degree r, and associate to such a series a
commutative power series via the continuous linear map:
R〈〈Y 〉〉(r) −→ R[[x1, . . . , xr]](5.3)
yi1 . . . yir 7→ x
i1−1
1 . . . x
ir−1
r
This map is an isomorphism of complete R-modules. Thus, in the same way as before,
a series Φ ∈ R〈〈Y 〉〉 can be written as the sum of depth-r components Φ =
∑
r≥0Φ
(r),
each of which can be uniquely represented as an element of R[[x1, . . . , xr ]].
We say that a series Φ ∈ R〈〈Y 〉〉× satisfies the stuffle equations if it is group-like:
∆∗Φ = Φ ⊗ Φ. We say that a series Φ ∈ R〈〈Y 〉〉 satisfies the stuffle relations modulo
products if it is primitive:
(5.4) ∆∗Φ = 1⊗ Φ + Φ⊗ 1
The set of primitive series Φ forms a Lie algebra with respect to the bracket [Φ1,Φ2]⋆ =
Φ1·Φ2 − Φ2·Φ1 in the usual manner.
5.1. The dual Hopf algebra. Consider the algebraQ〈Y 〉 equipped with the so-called
stuffle product [25], which is defined recursively by
(5.5) yiw ∗ yjw
′ = yi(w ∗ yjw
′) + yj(yiw ∗ w
′) + yi+j(w ∗ w
′)
for all w,w′ ∈ Y × and i, j ≥ 1, and the property that the empty word 1 satisfies
1 ∗w = w ∗ 1 = w. It is graded by the weight, for which yn has weight n. The algebra
Q〈Y 〉 is a commutative Hopf algebra for the deconcatenation coproduct. The pairing
R〈〈Y 〉〉⊗̂QQ〈Y 〉 −→ R(5.6)
Φ⊗ w 7→ 〈Φ, w〉
where 〈Φ, w〉 = Φw, identifies Q〈〈Y 〉〉 with the topological dual Hopf algebra of Q〈Y 〉.
A linear map Φ : Q〈Y 〉 → R is a homomorphism for the stuffle multiplication, or
ΦwΦw′ = Φw∗w′ for all w,w
′ ∈ Y ×, if and only if the series
Φ =
∑
w
Φww ∈ R〈〈Y 〉〉
×
is group-like for ∆∗. Likewise, Φ satisfies the stuffle relations modulo products if and
only if Φw∗w′ = 0 for all w,w
′ ∈ Y × with w,w′ 6= 1 (whence its name).
5.2. Stuffle automorphism and concatenation. The map yi1 . . . yir 7→ yir . . . yi1
which reverses words in Y (which is not the antipode) commutes with ∆∗, and in
particular, preserves the set of series Φ satisfying (5.4). It corresponds to the map
υ : R[[x1, . . . , xr]] −→ R[[x1, . . . , xr]](5.7)
f(x1, . . . , xr) 7→ f(xr, . . . , x1)
The multiplication of formal power series in R〈〈Y 〉〉 is induced by concatenation in the
Y alphabet, and translates into the following operation on power series:
R[[x1, . . . , xp]]⊗̂RR[[x1, . . . , xq]] −→ R[[x1, . . . , xp+q]](5.8)
f1(x1, . . . , xp)· f2(x1, . . . , xq) = f1(x1, . . . , xp)f2(xp+1, . . . , xp+q)
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Given series Φ1 =
∑
r≥0Φ
(r)
1 and Φ2 =
∑
r≥0Φ
(r)
2 we write
(5.9) (Φ1·Φ2)
(p+q) =
∑
p+q=r
Φ
(p)
1 ·Φ
(q)
2 .
5.3. The stuffle equations for power series. Let us write
α(x1, . . . , xr) =
∑
a1,...,ar≥1
ya1 . . . yarx
a1−1
1 . . . x
ar−1
r
viewed as an element ofQ〈Y 〉⊗̂QQ[[x1, . . . , xr]], whereQ〈Y 〉 is the Hopf algebra defined
in §5.1. Then, by a slight abuse of notation, we can write the map (5.3) as a pairing:
(5.10) Φ(r)(x1, . . . , xr) = 〈Φ, α(x1, . . . , xr)〉 .
Lemma 5.1. The expression α(x1, . . . , xp) ∗ α(xp+1, . . . , xp+q) equals
(5.11) α(x1)· (α(x2, . . . , xp) ∗ α(xp+1, . . . , xq))+
α(xp+1)· (α(x1, . . . , xp) ∗ α(xp+2, . . . , xq))+
α(x1)− α(xp+1)
x1 − xp+1
· (α(x2, . . . , xp) ∗ α(xp+2, . . . , xp+q)) .
Proof. Observe that α(x1, . . . , xr) = α(x1)·α(x2)· . . . ·α(xr). The formula follows
from the recursive definition (5.5) of the stuffle product, on noticing that∑
m,n≥1
ym+n x
m−1
1 x
n−1
2 =
α(x1)− α(x2)
x1 − x2
.

In order to write down the stuffle equations compactly, let us define an operator on
the space of sequences of functions f (1)(x1), f
(2)(x1, x2), . . . by the formula
(5.12) sif
(r)(x1, . . . , xr) = f
(r+1)(xi, x1, . . . , xi−1, xi+1, . . . , xr) for 1 ≤ i ≤ r
Now let us define the stuffle equations recursively by
f (r)(1 ∗ x1 . . . xr) = f
(r)(x1 . . . xr ∗ 1) = f
(r)(x1, . . . , xr)(5.13)
f (r)(x1 . . . xi ∗ xi+1 . . . xr) = s1f
(r−1)(x2 . . . xi ∗ xi+1 . . . xr)
+ si+1f
(r−1)(x1 . . . xi ∗ xi+2 . . . xr)
+
( s1 − si+1
x1 − xi+1
)
f (r−2)(x2 . . . xi ∗ xi+2 . . . xr)
where 1 ≤ i ≤ r.
5.4. Stuffle equations and the coproduct. Now consider, for all p, q ≥ 1, the
following piece of the stuffle coproduct:
(5.14) ∆p,q⋆ : R〈〈Y 〉〉 −→ R〈〈Y 〉〉
(p) ⊗̂RR〈〈Y 〉〉
(q) .
It factors through Dmax{p,q}R〈〈Y 〉〉/Dp+q+1R〈〈Y 〉〉, since the image of an element of
D-degree n under ∆⋆ involves terms with D-degrees n−k⊗n− ℓ where 0 ≤ k+ ℓ ≤ n.
Transposing to commutative power series, it corresponds to a map
(5.15) ∆p,q⋆ :
⊕
max{p,q}≤n≤p+q
R[[x1, . . . , xn]] −→ R[[x1, . . . , xp]] ⊗̂RR[[x1, . . . , xq]] .
Let np,q : R[[x1, . . . , xp]]⊗̂RR[[x1, . . . , xq]] → R[[x1, . . . , xp+q]] denote the continuous
homomorphism which sends xi⊗1 to xi and 1⊗xj to xp+j for all 1 ≤ i ≤ p, 1 ≤ j ≤ q.
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Proposition 5.2. Let f ∈
⊕
0≤n≤p+q R[[x1, . . . , xn]] with components f
(n). Then
np,q∆
p,q
⋆ f = f(x1 . . . xp ∗ xp+1 . . . xp+q)
Proof. The element f corresponds to a series Φ ∈ R〈〈Y 〉〉. By the duality of Hopf
algebras described in §5.1 we have
〈∆p,q∗ Φ, α(x1, . . . , xp)⊗ α(xp+1, . . . , xp+q)〉 = 〈Φ, α(x1, . . . , xp) ∗ α(xp+1, . . . , xp+q)〉
The result follows easily from lemma 5.1. 
Corollary 5.3. A series Φ ∈ R〈〈Y 〉〉 satisfies the stuffle equations modulo products if
and only if its components satisfy:
(5.16) Φ(x1 . . . xp ∗ xp+1 . . . xp+q) = 0 for all p, q ≥ 1
Proof. A series Φ ∈ R〈〈Y 〉〉 is primitive for ∆∗ if and only if the images of its com-
ponents in Dmax{p,q}R〈〈Y 〉〉/Dp+q+1R〈〈Y 〉〉 are in the kernel of ∆p,q∗ for all p, q ≥ 1.
Conclude using proposition 5.2 and the fact that np,q is injective. 
5.5. Examples. We call (5.16) the (p, q)th stuffle equation. It is equivalent to the
(q, p)th stuffle equation. In depth two we have a single stuffle equation of type (1, 1)
which corresponds to the equation ya ∗ yb = yayb + ybya + ya+b:
(5.17) Φ(2)(x1, x2) + Φ
(2)(x2, x1) =
Φ(1)(x2)− Φ
(1)(x1)
x1 − x2
and in depth three a single stuffle equation of type (1, 2) which corresponds to the
equation ya ∗ ybyc = yaybyc + ybyayc + ybycya + ya+byc + ybya+c:
(5.18) Φ(3)(x1, x2, x3) + Φ
(3)(x2, x1, x3) + Φ
(3)(x2, x3, x1)
=
Φ(2)(x2, x3)− Φ
(2)(x2, x1)
x1 − x3
+
Φ(2)(x2, x3)− Φ
(2)(x1, x3)
x1 − x2
In depth r, there are ⌊ r2⌋ equations, involving the components Φ
(r), . . . ,Φ(⌈
r
2
⌉).
6. Double shuffle equations modulo products
In order to compare the two sets of relations, consider the continuous R-linear map
α : R〈〈e0, e1〉〉 −→ R〈〈Y 〉〉(6.1)
which sends all words beginning in e0 to zero, and satisfies
α(e1e
a1
0 . . . e1e
ar
0 ) = ya1+1 . . . yar+1 .
Note that it respects the D-degree on words. The double shuffle equations modulo
products are the linear equations, for Φ ∈ R〈〈e0, e1〉〉,
Φe0 = 0(6.2)
∆xΦ = 1⊗ Φ + Φ⊗ 1
∆∗α(Φ) = 1⊗ α(Φ) + α(Φ)⊗ 1
Note that there are no regularization conditions [25] in this setting, precisely because
we are working modulo products. Since e1 and y1 = α(e1) are primitive with respect
to ∆x ,∆∗ respectively, there is a trivial solution to (6.2) given by Φ = µe1, for any
µ ∈ R. Therefore the space of solutions to (6.2) is a direct sum of R with the set of
solutions to (6.2) which satisfy the extra condition Φe1 = 0. By propositions 4.6 and
5.2, a solution to the equations (6.2) defines, for each r ≥ 0, a power series
Φ
(r)
∈ R[[x1, . . . , xr ]]
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which satisfies the equations (4.18) and (5.16). Conversely, any set of solutions f (r) to
these equations defines a formal power series solution to the equations (6.2) by defining
Φ(r) = f (r)(y1 − y0, . . . , yr − y0), and applying (3.4).
6.1. Constraints in depth one. The double shuffle equations modulo products re-
duce to translation invariance in depth one. Nevertheless, there is a non-trivial con-
straint in depth one which comes from depth two.
Lemma 6.1. Let Φ(1)(x1) ∈ R[[x1]], and Φ
(2)(x1, x2) ∈ R[[x1, x2]] be solutions to the
double shuffle equations modulo products in depth two. Then Φ(1) is even:
(6.3) Φ(1)(x1) = Φ
(1)(−x1) .
Proof. The power series Φ(1),Φ(2) satisfy the equations
Φ(2)(x1, x1 + x2) + Φ
(2)(x2, x1 + x2) = 0(6.4)
Φ(2)(x1, x2) + Φ
(2)(x2, x1) =
Φ(1)(x2)− Φ
(1)(x1)
x1 − x2
The first equation is equivalent to (1 + σ)Φ(2) = 0, where σ is defined by (4.12). The
second is (1 + υ)Φ(2) = I, where υ is the involution defined in (5.7), and I is the
right-hand side of the second equation of (6.4). We have υσ(x1, x2) = (x2, x2 − x1)
and hence (υσ)3 = ι where ι(x1, x2) = (−x1,−x2). Therefore
(1− ι)Φ(2) = (1 + υσ + (υσ)2)(1 − υσ)Φ(2) = (1 + υσ + (υσ)2)I .
Let Φ(r) = Φ
(r)
o + Φ
(r)
e be the decomposition into odd and even parts with respect to
ι, for r = 1, 2. Then Ie = (x1 − x2)
−1(Φ
(1)
o (x2) − Φ
(1)
o (x1)) is invariant under ι, and
hence even, and so 0 = (1 + υσ + (υσ)2)Ie. Using Φ
(1)
o (x) = −Φ
(1)
o (x), this becomes
(6.5)
Φ
(1)
o (x1)− Φ
(1)
o (x2)
x1 − x2
+
Φ
(1)
o (x1)− Φ
(1)
o (x1−x2)
x2
+
Φ
(1)
o (x2) + Φ
(1)
o (x1−x2)
x1
= 0
Taking the limit as x2 → 0, and using Φ
(1)
o (0) = 0, gives the differential equation
(6.6)
d
dx1
Φ(1)o (x1) = −2
Φ
(1)
o (x1)
x1
which has no non-trivial solutions in R[[x1]]. Thus Φ
(1)
o (x1) = 0. 
Remark 6.2. The equation (6.5) has a unique solution (up to multiplication by an
element of R) in the ring of R-Laurent series in one variable, namely
Φ(1)(x1) =
1
x1
.
It is a remarkable fact that this solution can be extended to all higher depths, see §14.
The evenness of Φ in depth 1 is in fact the only constraint.
Proposition 6.3. For every even power series f(x1) ∈ R[[x1]], there exists a rational
solution Φ to the double shuffle equations modulo products such that Φ
(1)
= f(x1).
Proof. The trivial solution Φ = e1 has depth one component Φ
(1) = 1. For all n ≥ 1, we
defined canonical elements σh2n+1 using the Hoffman-Lyndon basis for motivic multiple
zeta values. The depth one component of σh2n+1 is x
2n
1 . The result follows by linearity
and the continuity of ∆x and ∆⋆. 
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6.2. Derivations. Recall that R〈〈e0, e1〉〉 is the complete Hopf algebra whose multi-
plication is given by concatenation, and whose comultiplication ∆x is determined by
∆x ei = 1⊗ ei + ei ⊗ 1 for i = 0, 1. We call a derivation a continuous linear map
δ : R〈〈e0, e1〉〉 → R〈〈e0, e1〉〉
such that δ(w1w2) = δ(w1)w2 + w1δ(w2)
and ∆x δ = (id⊗ δ + δ ⊗ id)∆x .
The completion of the free Lie algebra LieR〈〈e0, e1〉〉 (non-standard notation) may
be identified with the subspace of primitive elements in R〈〈e0, e1〉〉. For every a ∈
LieR〈〈e0, e1〉〉, we obtain a derivation
δa : R〈〈e0, e1〉〉 → R〈〈e0, e1〉〉
δa(e0) = 0
δa(e1) = [a, e1] .
The Ihara action is then defined to be the continuous bilinear map
◦ : LieR〈〈e0, e1〉〉⊗̂RR〈〈e0, e1〉〉 −→ R〈〈e0, e1〉〉(6.7)
a⊗ w 7→ δaw + w.a
where the w.a on the right is the concatenation product. These formulae are identical
to those given in [10] except that all words are reversed. Note that since we are working
on the Lie algebra level, it makes little difference (only up to a sign) whether we choose
to view this as a left or right action.
Now since the antipode a 7→ a∗, where (ei1 . . . eir)
∗ = (−1)reir . . . ei1 , acts by −1
on the set of primitive elements in R〈〈e0, e1〉〉, we can write [a, e1] = ae1 + e1a
∗. This
innocuous remark motivates the following definition [4], §2.2.
Definition 6.4. Define a continuous R-bilinear map
◦ : R〈〈e0, e1〉〉⊗̂RR〈〈e0, e1〉〉 → R〈〈e0, e1〉〉
as follows. For any words a, w in e0, e1, and for any integer n ≥ 0, let
(6.8) a ◦ (en0 e1w) = e
n
0ae1w + e
n
0 e1a
∗w + en0 e1(a ◦w)
where a ◦ en0 = e
n
0 a, and for any ai ∈ {e0, e1}, (a1 . . . an)
∗ = (−1)nan . . . a1.
We call ◦ the ‘linearized Ihara action’. It is immediate to verify that the restriction
of ◦ to LieR〈〈e0, e1〉〉⊗̂RR〈〈e0, e1〉〉 gives back the action ◦ (Prop. 2.2 in [4]).
Definition 6.5. We shall call the following bilinear map the ‘Ihara bracket’:
{, } :
∧2R〈〈e0, e1〉〉 −→ R〈〈e0, e1〉〉(6.9)
{f, g} = f ◦ g − g ◦ f
Its restriction to LieR〈〈e0, e1〉〉 is the usual Ihara bracket.
Lemma 6.6. For any a, b, c ∈ R〈〈e0, e1〉〉, let A(a, b, c) = a ◦ (b ◦ c)− (a ◦ b) ◦ c. Then
(6.10) A(a, b, c) = A(b, a, c)
In particular, the Ihara bracket satisfies the Jacobi identity.
Proof. Equation (6.10) follows from the definitions. Alternatively, use (6.13) to reduce
to the case c = ei, and use a ◦ e0 = e0a and a ◦ e1 = ae1. It defines a pre-Lie structure
on R〈〈e0, e1〉〉, so its antisymmetrization is therefore a Lie algebra. 
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6.3. Properties of ◦ and Racinet’s theorem. The operator ◦ clearly respects the
D-grading. Therefore, passing to power series defines a map
◦ : R[[y0, . . . , yr]]⊗̂RR[[y0, . . . , ys]] −→ R[[y0, . . . , yr+s]](6.11)
f(y0, . . . , yr)⊗ g(y0, . . . , ys) 7→ f ◦ g (y0, . . . , yr+s)
which can be read off equation (6.8). Explicitly, it is
(6.12) f ◦ g (y0, . . . , yr+s) =
s∑
i=0
f(yi, yi+1, . . . , yi+r)g(y0, . . . , yi, yi+r+1, . . . , yr+s)
+ (−1)deg f+r
s∑
i=1
f(yi+r, . . . , yi+1, yi)g(y0, . . . , yi−1, yi+r, . . . , yr+s)
In the usual way, we define, for sequences Φ
(r)
i ∈ R[[y0, . . . , yr]]
(Φ1 ◦Φ2)
(r) =
∑
i+j=r
Φ
(i)
1 ◦Φ
(j)
2
There is also a translation-invariant version of (6.12)
◦ : R[[x1, . . . , xr]]⊗̂RR[[x1, . . . , ys]] −→ R[[x1, . . . , xr+s]]
which we spell out explicitly for later reference:
f ◦ g (x1, . . . , xr+s) =
s∑
i=0
f(xi+1 − xi, . . . , xi+r − xi)g(x1, . . . , xi, xi+r+1, . . . , xr+s)
+ (−1)deg f+r
s∑
i=1
f(xi+r−1 − xi+r, . . . , xi − xi+r)g(x1, . . . , xi−1, xi+r, . . . , xr+s)
In the following, elements f, g, h, ψ can be taken in R〈〈e0, e1〉〉 or R[[y0, . . . , yr]; or
R〈〈Y 〉〉 or R[[x1, . . . , xr]] (when referring to the stuffle product), as appropriate.
Proposition 6.7. The linearized Ihara action satisfies the identities
f ◦ (g · h) = (f ◦ g) · h+ g · (f ◦ h)− g · f · h(6.13)
f ◦ (g·h) = (f ◦ g)·h+ g· (f ◦ h)− g· f ·h(6.14)
where · denotes the shuffle product, and · denotes the stuffle product.
Proof. The first equation is almost immediate from the recursive definition (6.8). We
can view R〈〈Y 〉〉 as a subspace of R〈〈e0, e1〉〉 via the map yn 7→ e1e
n−1
0 . The second
equation follows from the first since the stuffle concatenation product is simply the
restriction of the shuffle concatenation to the subspace R〈〈Y 〉〉. 
If ∆ is any coproduct, let ∆r = ∆− 1⊗ id− id⊗ 1 be the reduced coproduct.
Lemma 6.8. If f, g are solutions to the shuffle equations modulo products,
(6.15) ∆r
x
(f ◦ g) = f ⊗ g + g ⊗ f .
Proof. If ∆r
x
f = ∆r
x
g = 0, then in particular f is a Lie element. Therefore,
∆r
x
(f ◦ g) = ∆r
x
(f ◦ g) = ∆r
x
(δfg + f · g). Since δf is a derivation, δfg is primitive
by definition, and ∆r
x
(δfg) = 0. Therefore ∆
r
x
(f ◦ g) = ∆r
x
(f · g) = f ⊗ g + g ⊗ f ,
since f, g are primitive. 
The following theorem is a consequence of Racinet’s thesis.
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Theorem 6.9. [25] Let ψ be a solution to the double shuffle equations modulo products.
Then if f is a solution to the stuffle equations modulo products,
∆r∗(ψ ◦ f) = ψ ⊗ f + f ⊗ ψ .
In particular, the set of solutions to the double shuffle equations modulo products (6.2)
forms a Lie algebra with respect to the Ihara bracket {, }.
7. Linearized double shuffle equations
Retaining only the leading depth part of the double shuffle equations modulo prod-
ucts leads to a simpler set of equations called the linearized double shuffle equations
[23]. The Ihara bracket acquires a remarkable dihedral symmetry after grading for the
depth filtration, as first noticed by Goncharov [15].
7.1. Linearized equations. The shuffle equations are graded for the depth, but the
stuffle equations are not. By inspection of the coproduct ∆∗, we see that:
grD∆∗ : grDR〈〈Y 〉〉 −→ grDR〈〈Y 〉〉⊗̂R grDR〈〈Y 〉〉(7.1)
grD∆∗yn = 1⊗ yn + yn ⊗ 1
Thus the yn are primitive for grD∆∗, and grDR〈〈Y 〉〉 is just the completed shuffle Hopf
algebra on Y . Another way to see this is on the dual Hopf algebra Q〈Y 〉. Here, the
depth filtration is the increasing filtration for which yn has degree 1. By inspection of
(5.5), the term beginning with yi+j is of smaller depth and so the associated graded
product ⋆ reduces to the shuffle product x on the alphabet Y :
(7.2) grD(Q〈Y 〉, ∗) ∼= (Q〈Y 〉, x ) .
Definition 7.1. Let Φ ∈ R〈〈Y 〉〉. It satisfies the linearized stuffle equations if
∆Y
x
Φ = 1⊗ Φ + Φ⊗ 1
where ∆Y
x
is the continuous coproduct for which the yn are primitive.
Power series versions of these equations can be obtained from proposition 5.2 by
suppressing all terms of lower depth. The (p, q)th relation is
(7.3) f(x1 . . . xpx xp+1 . . . xp+q) = 0 ,
which is exactly equation (4.18) without the ♯.
Definition 7.2. Let Φ ∈ R〈〈Y 〉〉. We say that Φ satisfies the linearized double shuffle
equations if the following equations hold:
Φe0 = 0(7.4)
∆xΦ = 1⊗ Φ+ Φ⊗ 1
∆Y
x
α(Φ) = 1⊗ α(Φ) + α(Φ)⊗ 1
Φei
0
e1 = 0 if i is odd or zero.
The last equation in (7.4) requires some explanation. We know from lemma 6.1
that any solution to the double shuffle equations modulo products is even in depth 1.
This information, which is equivalent to the last line of (7.4), is lost after passing to
the linearized stuffle equations, and must added back.
Definition 7.3. Let lsr denote the graded Q-vector space of solutions to the linearized
double shuffle equations in depth r and weight > 1. Let ls =
⊕
r≥1 lsr.
A corollary of the proof of theorem 6.9 is that ls is a Lie algebra [4].
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Theorem 7.4. The vector space ls of solutions to the linearized double shuffle equa-
tions is a bigraded Lie algebra with respect to the linearized Ihara bracket {, }.
An element of ls of weight N and depth r can be viewed, in the usual way, as a
homogeneous polynomial in Q[x1, . . . , xr] of degree N − r.
We shall think of the linearized equations as the homogeneous version of the double
shuffle equations modulo products. For example, in depth 2 they are
f ♯(x1x x2) = 0, that is, f(x1, x1 + x2) + f(x2, x1 + x2) = 0 ,(7.5)
and f(x1x x2) = 0, that is, f(x1, x2) + f(x2, x1) = 0 .
The second equation is obtained from (5.17) by dropping terms on the right-hand side.
7.2. Dihedral symmetries. The linearized equations admit a dihedral symmetry
coming from the antipodal symmetries on the two Hopf algebra structures. Since the
stuffle algebra, graded for the depth filtration, is isomorphic to the shuffle algebra on
Y , its antipode is the map yi1 . . . yir 7→ (−1)
ryir . . . yi1 . This defines an involution
τ : R[[x1, . . . , xr ]] −→ R[[x1, . . . , xr]](7.6)
τ (f)(x1, . . . , xr) = (−1)
rf(xr, . . . , x1)
It follows that if f ∈ R[[x1, . . . , xr ]] satisfies the linearized stuffle relations in depth r,
then f + τ(f) = 0. Note that the involution τ lifts to an involution
τ : R[[y0, y1, . . . , yr]] −→ R[[y0, y1, . . . , yr]](7.7)
τ(f)(y0, y1, . . . , yr) = (−1)
rf(y0, yr, . . . , y1)
and therefore if f ∈ R[[y0, . . . , yr]] satisfies both translational invariance and the lin-
earized stuffle relations, we have f + τ(f) = 0. Recall that σ is the involution (4.10)
which preserves the solutions to the shuffle equations. Therefore if f is a solution to
the linearized double shuffle equations, it satisfies
(7.8) f + σ(f) = 0 and f + τ(f) = 0 .
The composition τσ is a signed cyclic rotation of order r + 1
(7.9) τσ(f)(y0, . . . , yr) = f(−yr,−y0, . . . ,−yr−1)
and σ, τ generate a dihedral group Dr+1 = 〈σ, τ〉 of symmetries of order 2r + 2.
Lemma 7.5. Let f be a solution to the linearized double shuffle equations in depth r.
Then Qf is isomorphic to the sign representation ε of the dihedral group Dr+1.
7.3. Parity constraints. The double shuffle equations modulo products are a torsor
over the linearized double shuffle equations in the following sense: given two solutions
Φ1,Φ2 to the double shuffle equations modulo products such that Φ
(r)
1 = Φ
(r)
2 for
1 ≤ r < N , the difference Φ
(N)
1 − Φ
(N)
2 is an element of lsN .
The following proposition was first proved by Tsumura [27]. A proof is given in [4].
Proposition 7.6. Let f ∈ Q[x1, . . . , xr] be a homogeneous polynomial of degree d,
which is a solution to the linearized double shuffle equations. If d is odd, then f = 0.
A stronger statement which implies this proposition is proved in §19.5.
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7.4. The dihedral Lie algebras and the Ihara bracket. For all r ≥ 1, consider
the graded vector space pr of polynomials f ∈ Q[y0, . . . , yr] which satisfy
f(y0, . . . , yr) = f(−y0, . . . ,−yr)(7.10)
f + σ(f) = f + τ(f) = 0 .
In particular, they invariant under cyclic permutations of (y0, y1, . . . , yn). Recall that
Dr+1 is the dihedral symmetry group generated by σ, τ .
Proposition 7.7. Suppose that f ∈ pr and g ∈ ps are polynomials satisfing (7.10).
Then the Ihara bracket is given by summing over the dihedral symmetry group:
{f, g} =
∑
µ∈Dr+s+1
ε(µ)µ
(
f(y0, y1, . . . , yr)g(yr, yr+1 . . . , yr+s)
)
(7.11)
In particular, {., .} : pr × ps → pr+s, and p =
⊕
r≥1 pr is a bigraded Lie algebra.
Proof. A straightforward calculation from (6.12) gives
{f, g} =
∑
i
f(yi, yi+1, . . . , yi+r)
(
g(yi+r, yi+r+1, . . . , yi−1)− g(yi+r+1, yi+r+2, . . . , yi)
)
where the summation indices are taken modulo r + s+ 1. 
The terms in the Ihara bracket can be represented pictorially as polygons with labels
which are permuted cyclically, as follows (or equivalently as marked points on a circle
[15]). The signs are fixed as shown: there is no dependence on r or s.
+ y3 f y1
g
y0
y2
+ y0 f y2
g
y1
y3
+ y1 f y3
g
y2
y0
+ y2 f y0
g
y3
y1
− y3 f
y1
g
y0
y2
− y0 f
y2
g
y1
y3
− y1 f
y3
g
y2
y0
− y2 f
y0
g
y3
y1
y
y
Figure 1. The terms in {f, g}. The top left diagram corresponds to
g(y0, y1)f(y2, y3, y0), the bottom right one to −g(y2, y3)f(y3, y0, y1).
A polygon with sides labelled by {yi1 , . . . , yin}, and an inscribed f , for example,
denotes a term f(yi1 , . . . , yin) = f(yi2 , . . . , yin , yi1) = · · · = f(yin , yi1 . . . , yin−1).
Definition 7.8. Let pr ⊂ pr denote the subspace of polynomials which satisfy (7.10)
and are invariant under translation, and write p =
⊕
r≥1 pr.
Lemma 7.9. The space p is a bigraded Lie subalgebra of p.
Proof. It is clear from (7.11) that translation invariance is preserved by {, }. 
We can equivalently view pr as the space of polynomials f ∈ Q[x1, . . . , xr ] such that
f(y1− y0, . . . , yr− y0) ∈ pr. Explicitly, pr is the vector space of polynomials satisfying
(1) f(x1, . . . , xr) = f(−x1, . . . ,−xr)
(2) f(x1, . . . , xr) + (−1)
rf(xr , . . . , x1) = 0
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(3) f(x1, . . . , xr) + (−1)
rf(xr−1 − xr , . . . , x1 − xr,−xr) = 0
with the Lie bracket induced by (7.11).
Theorem 7.10. The space of solutions to the linearized double shuffle equations ls are
a bigraded Lie subalgebra of p.
Proof. This follows from propositions 7.6 and 7.7, and theorem 7.4. 
The dihedral symmetries on the depth-graded motivic Lie algebra was first discov-
ered by Goncharov [15]. In §12 we shall give an explanation of the cyclic symmetry
in terms of the pro-unipotent fundamental group of the punctured infinitesimal Tate
curve.
8. Period polynomials and the Broadhurst-Kreimer conjecture
We briefly review the results from the paper [4], which, if conjectures due to
Broadhurst-Kreimer and Zagier are correct, will give a complete description of the
solutions to the linearized double shuffle equations.
8.1. Reminders on period polynomials. Let S2k denote the space of cusp forms
of weight 2k for the full modular group SL2(Z).
Definition 8.1. Let n ≥ 1 and let W2n ⊂ Q[x, y] denote the vector space of homoge-
neous polynomials P (x, y) of degree 2n− 2 satisfying
P (x, y) + P (y, x) = 0(8.1)
P (x, y) + P (x − y, x) + P (−y, x− y) = 0 .(8.2)
Let W e2n ⊂ W2n (respectively P
o
2n ⊂ W2n) denote the subspace of polynomials
which are even (respectively odd) in x and y. The space W e2n contains the polynomial
p2n = x
2n−2 − y2n−2, and is a direct sum
W e2n
∼= Pe2n ⊕Q p2n
where Pe2n is the subspace of polynomials which vanish at (x, y) = (1, 0). We write
Pe =
⊕
n P
e
2n, and P
o =
⊕
n P
o
2n. It follows from the Eichler-Shimura theorem that
dimS2k = dimP
e
2k = dimP
o
2k
and the generating series for the dimension of the space of cusp forms is
(8.3) S(s) =
∑
n≥0
dimP•2n s
2n =
s12
(1− s4)(1 − s6)
.
A generator of Pe of lowest degree is s12 = x
2y2(x2−y2)3 = x8y2−3x6y4+3x4y6−x2y8.
8.2. Generators in depth 1: Zeta elements. The solutions to the linearized double
shuffle equations in depth 1 are given by x2n1 for all n ≥ 0. The case n = 0 corresponds
to the trivial solution Φ = e1. If σ2n+1 denotes any choice of normalized generators of
the motivic Lie algebra, we have
σ
(1)
2n+1 = x
2n
1 for n ≥ 1 .
It follows that gr1Dg
∼= ls1 (since by definition, ls is concentrated in weight > 1).
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8.3. Quadratic relations in depth 2. The linearized Ihara bracket gives a map
(8.4) {., .} : ls1 ∧ ls1 −→ ls2 .
It follows almost immediately from the formula for the linearized Ihara bracket that the
kernel is isomorphic to the space of even period polynomials, hence an exact sequence
0→ Pe → ls1 ∧ ls1 → ls2
The element s12 corresponds to the relation, due to Ihara:
(8.5) {x21, x
8
1} − 3{x
4
1, x
6
1} = 0
8.4. Generators in depth 4: exceptional elements. Any f(x, y) ∈ Pe vanishes
along x = 0, y = 0 and x = y. Writing f0 = (xy(x − y))
−1f , and f1 = (xy)
−1f , we
defined an element ef ∈ Q[y0, y1, y2, y3, y4] by the formula
ef =
∑
Z/Z5
f1(y4 − y3, y2 − y1) + (y0 − y1)f0(y2 − y3, y4 − y3)
where the sum is over cyclic permutations (y0, y1, y2, y3, y4) 7→ (y1, y2, y3, y4, y0). Its
reduction ef ∈ Q[x1, . . . , x4] is obtained by setting y0 = 0, yi = xi, for i = 1, . . . , 4.
It was shown in [4] that the elements ef are solutions to the linearized double shuffle
equations in depth 4, i.e., for every f ∈ Pe we have exceptional generators ef ∈ ls4.
8.5. Quantitative Broadhurst-Kreimer-Zagier conjecture. The strongest con-
jecture that one can make is the following.
Conjecture 1. (Strong Broadhurst-Kreimer and Zagier conjecture)
H1(ls,Q) ∼= ls1 ⊕ e(P
e)(8.6)
H2(ls,Q) ∼= P
e
Hi(ls,Q) = 0 for all i ≥ 3 .
Some variations and consequences of this conjecture are explored in [4]. In particu-
lar, it implies that the solutions to the linearized double shuffle equations are generated
by the elements x2n1 , for n ≥ 1, and ef , as f ranges over a basis of P
e.
There is an analogous conjecture for the depth-graded motivic Lie algebra dgm: first,
that e(Pe) ⊂ dgm4 and that
H1(dg
m,Q) ∼= H1(g
m;Q)⊕ e(Pe)(8.7)
H2(dg
m,Q) ∼= Pe
Hi(dg
m,Q) = 0 for all i ≥ 3 .
It is well-known that if the homology of a pronilpotent Lie algebra vanishes in degree
i then it automatically vanishes in all higher degrees [5] remark 18.6, and [14].
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II. Double shuffle equations with poles
9. Polar solutions to the double shuffle equations
We consider solutions to the double shuffle equations modulo products, and various
other Lie algebras, in the space of rational power series with poles.
9.1. Rational power series. Consider the complement of the set of hyperplanes
{xi = xj : i < j} in (A
1\{0})d. Denote its ring of regular functions over Q by
Od = Q
[
x1, . . . , xd,
1
x1
, . . . ,
1
xd
,
( 1
xi − xj
)
1≤i<j≤d
]
.
There is an analogous ring of formal power series denoted by
Ôd = Q
[ 1
x1
, . . . ,
1
xd
,
( 1
xi − xj
)
1≤i<j≤d
]
[[x1, . . . , xd]] .
which is required for the construction of associators, but will not be used in the present
paper. Taking the product over all d, we define
O =
∏
d≥1
Od .
As before, the component of depth d of an element f ∈ O will be denoted by f (d) ∈ Od.
In §6.3, we defined a linearized version of the Ihara action on power series. The same
formula yields a bilinear map:
◦ : Or ⊗Q Os −→ Or+s(9.1)
f(x1, . . . , xr)⊗ g(x1, . . . , xs) 7→ f ◦ g (x1, . . . , xr+s)
If f = (f (d))d≥1 and g = (g
(d))d≥1 in O, we have
(f ◦ g)(d) =
∑
i+j=d
f (i) ◦ g(j) .
Antisymmetrizing, we obtain the linearized Ihara bracket:
O ⊗Q O −→ O(9.2)
{f, g} = f ◦ g − g ◦ f .
In the same vein, the formulae for shuffle concatenation · and stuffle concatenation ·
give multiplication laws O⊗QO → O. All the properties of ◦ described in §6.3 remain
valid in this setting. Since the shuffle equations (4.18) and stuffle equations (5.16)
modulo products are formally defined over O, it makes sense to consider solutions to
the double shuffle equations modulo products in O.
Definition 9.1. Let pdmr ⊂ O denote the set of solutions to the double shuffle equa-
tions modulo products which have poles of the form described above.
Since theorem 6.9 is a statement about functions satisfying certain functional equa-
tions, we immediately deduce (e.g., by the argument in §16.1).
Theorem 9.2. pdmr is a Lie algebra with respect to the Ihara bracket (9.2).
We shall say that an element f ∈ O is homogeneous of weight w if for all d ≥ 1,
f (d) ∈ Od is homogeneous of degree w − d. If f, g are homogeneous of weights w1, w2
respectively, then f ◦ g is homogeneous of weight w1 + w2.
There is an obvious analogue of the rings O in variables y0, . . . , yn, in which we can
consider solutions to the ‘unreduced’ double shuffle equations modulo products.
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9.2. Polar version of the dihedral Lie algebra. We need to consider a version of
the dihedral Lie algebra p with poles along yi = yj for consecutive i, j only.
Definition 9.3. For all r ≥ 1, consider the polynomial
(9.3) cr = −
r∏
i=0
(yi − yi+1)
where the indices are taken modulo r + 1. Thus c1 = (y1 − y0)
2. Define ppr to be the
vector space of homogeneous rational functions f in y0, . . . , y1 such that
crf ∈ Q[y0, . . . , yr] ,
which are even and satisfy the dihedral symmetry properties (7.10), i.e.,
f(y0, . . . , yr) = f(−y0, . . . ,−yr)(9.4)
f(y0, . . . , yr) = f(y1, y2, . . . , yr, y0)
f(y0, . . . , yr) = (−1)
r+1f(yr, . . . , y0) .
Then ppr is graded by weight, where the weight of a homogeneous rational function f
is defined to be deg f + r. Define a bigraded vector space pp =
⊕
r≥1 ppr.
Elements of ppr can be represented by polygons in an identical manner to §7.4.
Lemma 9.4. pp is a bigraded Lie algebra with respect to the bracket { , }.
Proof. The element c−11 ∈ pp1 has a double pole, so we first check that {c
−1
1 , f} has
no double poles for all f ∈ ppr. There are only two terms in the formula for {c
−1
1 , f}
(see figure 1) which could potentially give rise to a double pole along y0 = y1, namely
(y1 − y0)
−2
(
f(y0, y2, . . . , yr)− f(y1, y2, . . . , yr)) ,
and the double pole clearly cancels. By cyclic symmetry {c−11 , f} has no double poles
along yi = yj for any consecutive i, j. Now let f ∈ ppr, g ∈ pps. It suffices to show that
{f, g} has no poles along yk = y0 for all k = 2, . . . , r + s− 2. By the cyclic symmetry
of {f, g} it will then follow that {f, g} only has simple poles along the Dr+s+1 orbit
of y1 = y0. Since f and g only have poles along yi = yj for consecutive i, j, there are
at most four cuts that could potentially give a pole along yk = y0 (figure 2). The pair
y0 y1yr+s
yk
yk−1yk+1
y
y0 y1yr+s
yk
yk−1yk+1
y
Figure 2. (Proof of lemma 9.4). Two pairs of terms in the linearized
Ihara bracket with non-trivial poles along yk = y0.
of diagrams with solid lines can only arise when r = k, the pair with dashed lines only
when s = k. The total contribution from the former pair (solid lines) is
f(y0, y1, . . . , yk)
(
g(yk, . . . , yr+s)− g(yk+1, . . . , yr+s, y0)
)
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and so any pole at yk = y0 cancels by cyclic symmetry of g. The same is true for the
second pair. 
Definition 9.5. Let ppr be the subspace of ppr consisting of those elements which are
translation invariant (3.5) in addition to (9.4).
It follows from lemma 4.2 that pp =
⊕
r≥1 ppr is a bigraded Lie subalgebra of pp.
In the usual manner, we can view the depth r part ppr as elements of
cr
−1Q[x1, . . . , xr] , where cr = x1(x2 − x1) . . . (xr − xr−1)xr .
9.3. Linearized double shuffle equations with poles. We shall mainly consider
solutions to the linearized double shuffle equations with a restricted set of poles.
Definition 9.6. Let plsr denote the graded vector space of rational functions
f ∈ cr
−1Q[y0, . . . , yr]
for r ≥ 1 which are homogeneous solutions to the linearized double shuffle equations.
We shall write pls =
⊕
r≥1 plsr and denote the reduced version by pls =
⊕
r≥1 plsr.
Theorem 9.7. The space pls is a bigraded Lie subalgebra of pp.
Proof. This follows from lemma 9.4 and theorem 7.10. 
It follows from the definitions that pls1
∼= pp1 =
⊕
n≥0Qx
2n−2
1 .
Lemma 9.8. If W· denotes the filtration associated to the weight grading, then
W−1pls = Qx
−2
1 , and gr
W
0 pls = 0 .
Proof. See §18.5. 
9.4. The residue filtration. The solutions to the polar double shuffle equations can
be filtered by their pole structure as follows. For all r ≥ 1, define a map
Rr : c
−1
r Q[y0, y1, . . . , yr] −→ c
−1
r−1Q[y0, y1, . . . , yr−1](9.5)
f(y0, . . . , yr)
cr
7→
f(y0, . . . , yr−1, y0)
cr−1
,
where f ∈ Q[y0, y1, . . . , yr], c0 = 1. Let R0 be the zero map. Define an increasing
filtration R on pp by R−1ppr = 0, and by the property
(9.6) f ∈ Rkppr ⇐⇒ Rr−k · · ·Rr−1Rrf = 0 for all k ≥ 0 .
Since R preserves translation invariance, we obtain an analogous filtration, also denoted
byRk, on pp. From now on, we shall work with reduced functions in pp for convenience.
In this case, note that if f ∈ ppr, then the map Rr is just the residue:
Rrf = Resxr=0f
when r ≥ 2, or f is homogeneous of weight ≥ 0. Note, however, that R1x
−2
1 = 1.
Remark 9.9. Let grRr denote the associated grading. We have
(9.7) grR0 pp1 =
⊕
n≥0
Qx2n1 and gr
R
1 pp1
∼= Qx−21 .
In general, we have Rrppr = ppr and gr
R
r ppr
∼= grW−1ppr.
If f is any rational function of x1, . . . , xr, let us write
(9.8) ∇rf =
r∑
i=1
∂f
∂xi
.
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Lemma 9.10. Suppose that f ∈ ppr and csg ∈ Q[x1, . . . , xs], where s > 1. Then the
order of pole of f ◦ g along xr+s = 0 is at most one. We have
Resxr+s=0(f ◦ g) = f ◦ (Resxs=0 g)− (Resxs=0 g) · f .(9.9)
Resxr+1=0(f ◦x
−2
1 ) = ∇rf .(9.10)
For any f, g such that crf ∈ Q[x1, . . . , xr] and csg ∈ Q[x1, . . . , xs] we have
Resxr+s=0(f · g) = f · (Resxs=0 g) ,(9.11)
Resxr=0(∇rf) = ∇r−1(Resxr=0f) .(9.12)
Proof. If f is of even degree, one verifies using the formula for ◦ given in §6.3 that
Resxr+s=0(f ◦ g) = f ◦ (Resxs=0 g)+Resxr+s=0f(xs+1−xs, . . . , xr+s−xs)g(x1, . . . , xs)
+ (−1)rResxr+s=0
(
f(xr+s − xr+s−1, . . . , xr+s − xs)g(x1, . . . , xs−1, xr+s)
)
The second term on the right-hand side of the equality vanishes. This implies (9.9)
on applying the symmetry f(x1, . . . , xr) = (−1)
r+1f(−xr, . . . ,−x1). For the second
equation, the same formula for ◦ gives
(9.13) f ◦ x−21 = f(x1, . . . , xr)x
−2
r+1 + f(x2 − x1, . . . xr+1 − x1)x
−2
1
+ (−1)rf(xr − xr+1, . . . , x1 − xr+1)x
−2
r+1
and only the last term contributes to the residue. Equation (9.10) follows on applying
the same symmetry for f as above and expanding in xr+1. Equation (9.11) follows
immediately from definition (5.9), and equation (9.12) is again immediate from the
definition, since Resxr=0
∂
∂xr
f = 0 and Resxr=0 commutes with
∂
∂xi
for i < r. 
Proposition 9.11. The filtration R is compatible with the Ihara bracket:
(9.14) {Rppp,Rqpp} ⊂ Rp+qpp .
Proof. Suppose that f ∈ Rpppr, and g ∈ Rqpps are homogeneous of weight ≥ 0.
Since the map R preserves the weight (the degree plus the number of variables), and
coincides with the residue on elements of weight ≥ 0, it suffices to show that
(9.15) Resxr+s−p−q=0 · · ·Resxr+s=0(f ◦ g) = 0 .
Repeatedly applying equation (9.9) and identity (9.11) gives
R[m](f ◦ g) = f ◦R[m]g −
∑
i+j=m,i≥1
R[i]g ·R[j]f
where R[m] denotes applying Rk m times. This proves (9.15) since R
[p]f = R[q]g = 0.
In the case when g is homogeneous of weight −1, and f is as above, we need to
invoke (9.10) after taking s− 1 iterated residues. By applying (9.12), we obtain (9.15)
in this case also. The case when f has weight −1 and g has weight ≥ 0 is similar and
left to the reader. Note that, by lemma 9.4, {grW−1pp, gr
W
−1pp} = 0, since pp has weights
≥ −1, so we have covered all cases. We conclude that {f, g} ∈ Rp+qpp. 
It is clear by cyclic symmetry that the elements in R0pp are precisely those elements
which are polynomials, i.e., which do not have any poles. Therefore
(9.16) R0pp = p and R0pp = p ,
The dihedral Lie algebra is thus the lowest slice in the polar dihedral Lie algebra.
Similarly, the linearized double shuffle Lie algebra is characterized by
(9.17) ls = R0pls .
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10. The Lie algebra L
We construct an explicit Lie algebra L ⊂ pdmr of solutions to the polar double
shuffle equations modulo products. The interpretation of the associated depth-graded
version of this Lie algebra is postponed to §12.
10.1. Special elements. We first write down an infinite family of solutions ψ2n+1 to
the double shuffle equations modulo products of weights 2n+ 1, for n ≥ 1.
For any sets of indices A,B ⊂ {0, . . . , d}, let us write
(10.1) xA,B =
∏
a∈A,b∈B
(xa − xb) .
If A or B is the empty set, xA,B = 1.
Definition 10.1. For every n, d ≥ 1, define an element ψ
(d)
2n+1 ∈ Od by the formula
ψ
(d)
2n+1 =
1
2
d∑
i=1
( (xi − xi−1)2n
x{0,...,i−2},{i−1} x{i+1,...,d},{i}
+
x2nd
x{1,...,i−1},{0} x{i,...,d−1},{d}
)
+
1
2
d−1∑
i=1
( (x1 − xd)2n
x{2,...,i},{1} x{i+1,...,d−1,0},{d}
−
x2nd−1
x{d,1,...,i−1},{0} x{i,...,d−2},{d−1}
)
where x0 = 0, and let ψ
(0) = 0. Let ψ2n+1 be the element in O whose depth d
component is ψ
(d)
2n+1. It is homogeneous of weight 2n+ 1.
The first main result is that the elements ψ2n+1 are solutions to the double shuffle
equations modulo products. Its proof is postponed to part III.
Theorem 10.2. For all n ≥ 1, ψ2n+1 ∈ pdmr.
In depths one and two definition 10.1 gives
ψ
(1)
2n+1 = x
2n
1
ψ
(2)
2n+1 =
1
2
(x2n2 − (x1 − x2)2n
x1
+
(x1 − x2)
2n − x2n1
x2
+
x2n2 − x
2n
1
x1 − x2
)
which are polynomials. Since the linearized double shuffle equations in even depth and
odd weight have no solutions, ψ
(2)
2n+1 is uniquely determined by ψ
(1)
2n+1 and so
ψ
(1)
2n+1 = σ
(1)
2n+1 and ψ
(2)
2n+1 = σ
(2)
2n+1 .
For d ≥ 3, the ψ
(d)
2n+1 are rational functions and have non-trivial poles.
Remark 10.3. The elements ψ
(d)
2n+1 are not unique: in §14 we shall show how to con-
struct many other universal solutions to the double shuffle equations modulo products
in all weights and depths. A key property of the elements ψ
(d)
2n+1 is discussed in §19.
By theorem 9.2, the elements ψ2n+1 generate an infinite-dimensional Lie algebra of
polar solutions to the double shuffle equations modulo products via the Ihara bracket.
In order to cancel out poles, we construct a pure polar solution ψ−1 of homogeneous
weight −1. Its purpose is to provide counterterms for the polar parts of the ψ2n+1.
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10.2. Vineyards. The definition of the element ψ−1 ∈ O involves terms which are
indexed by a certain family of trees, which are constructed as follows.
Definition 10.4. We shall call a bunch of n grapes gn any tree with vertices labelled
from the set {i, i+ 1, . . . , i+ n} of the form depicted below:
i
i+ 1 i+ 2 i+ n
gn
. . .
The vertex i will be called the stalk, and the vertices i, . . . , i+ n the grapes.
A vine is a rooted tree whose vertices have distinct labels {0, 1, . . . , n}, where 0
denotes the root vertex, obtained by grafting bunches of grapes together as follows.
Any vine v is uniquely represented by a sequence v = gi1 . . . gik where the stalk of
each bunch of grapes giℓ is grafted to the grape with the highest label of the vine
gi1 . . . giℓ−1. The index k will be called the height h(v) of the vine.
Let Vn denote the set of vines with n grapes. A vineyard is any (possibly infinite)
Q-linear combination of vines. A vineyard can be identified with an element of the
free associative algebra generated by elements gi of degree i, for i ≥ 1, and completed
with respect to the degree:
(10.2) V̂ = Q〈〈g1, g2, . . .〉〉 .
By §5, the algebra V̂ is isomorphic to the stuffle Hopf algebra, and hence a complete
Hopf algebra with respect to the continuous coproduct
∆ : V̂ −→ V̂ ⊗̂Q V̂
which satisfies ∆(gn) =
∑
i+j=n gi ⊗ gj, where we set g0 = 1.
To every vine we associate a polynomial as follows.
Definition 10.5. Let x0 = 0. For every vine T ∈ Vn, define
(10.3) xT =
∏
(i,j)∈E(T )
(xj − xi) ∈ Z[x1, . . . , xn]
where (i, j) denotes the edge between endpoints i, j of T , where 0 ≤ i < j ≤ n.
Example 10.6. The sets V1,V2,V3 are depicted below:
g1
0
1
g2
0
1 2
g1g1
0
1
2
g3
0
1 2 3
g1g2
0
1
2 3
g2g1
0
1
2
3
g1g1g1
0
1
2
3
We have xg1g2 = x1(x2 − x1)(x3 − x1) and xg1g1g1 = x1(x2 − x1)(x3 − x2).
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10.3. The element ψ−1.
Definition 10.7. For all d ≥ 1 define
ψ
(d)
−1 =
∑
v∈Vd
(−1)h(v)+1
h(v)
1
xvxd
.
Define ψ−1 ∈ O to be the element whose depth d component is ψ
(d)
−1 .
The element ψ−1 is homogeneous of weight −1. Its first two terms are
(10.4) ψ
(1)
−1 =
1
x21
and ψ
(2)
−1 =
1
x1x22
−
1
2 x1(x2 − x1)x2
.
The element ψ−1 satisfies the double shuffle equations modulo products.
Theorem 10.8. ψ−1 ∈ pdmr.
The proof of the theorem is again rather technical, and postponed to part III.
Remark 10.9. The element ψ−1 is not the unique solution to the polar double shuffle
equations of weight −1. For example, we could set n = −1 in definition 10.1 to obtain
another solution. A crucial feature of ψ−1 is the fact that it has only single poles along
all divisors xi = 0 and xi = xj , except for a unique double pole along xn = 0.
10.4. The Lie algebra L.
Definition 10.10. Let L = LieQ〈ψ−1, ψ3, ψ5, . . .〉 denote the Lie subalgebra of O
generated by ψ−1 and ψ2n+1 for all n ≥ 1, equipped with the Ihara bracket {, }.
It follows from theorems 9.2, 10.2 and 10.8, that every element of L is a solution to
the double shuffle equations modulo products.
Theorem 10.11. L ⊂ pdmr.
The Lie algebra has a natural integral structure defined by the elements ψ2n+1, ψ−1.
Note that this integral structure is not identical to, but related to, the integral structure
on O; the elements ψ2n+1 are half-integral in this respect, but the elements ψ−1 have
denominators gcd(1, . . . , d) in depth d.
Remark 10.12. I do not know if the Lie algebra L is free.
10.5. Cancellation of poles and filtrations on L. The algebra L potentially con-
tains elements with double poles due to the presence of double poles in the definition
of ψ−1 at all depths. It turns out that they cancel.
Proposition 10.13. Let ξ ∈ L be any element of non-negative weight. Then the depth
d component ξ(d) ∈ O has at most simple poles for all d.
Proofs are given in §19. The next, crucial, result states that the first non-polynomial
component of every element of L only has poles along the cyclic orbits of x1 = 0.
Theorem 10.14. Let ξ ∈ L such that ξ(1), . . . , ξ(d−1) have no poles. Then ξ(d) ∈ Od
has poles only along the main cyclic orbit x1 = 0, . . . , xi = xi+1, . . . , xd = 0.
The proof is postponed to §19. It depends in an essential way on special properties
of the generators ψ−1 and ψ2n+1 (see remarks 10.3 and 10.9). As a consequence,
Corollary 10.15. If ξ ∈ L such that ξ(1), . . . , ξ(d−1) vanish, then ξ(d) ∈ plsd is a
solution to the polar linearized double shuffle equations in depth d.
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The depth filtration D is the decreasing filtration on L such that DrL consists of
elements ξ ∈ L whose components ξ(1), . . . , ξ(r−1) vanish. In particular, D1L = L.
The previous corollary can be reformulated as the following theorem.
Theorem 10.16. grDL ⊂ pls
Lemma 9.8 corresponds to the following statement about the weights of L.
Corollary 10.17. If W is the increasing filtration associated to the weight grading,
W−1L ∼= Qψ−1 and gr
W
0 L
∼= 0 .
In particular, the commutator subalgebra {L,L} has positive weights.
Proof. It is enough to notice that grDψ−1 = x
−2
1 . 
Let us define L̂ to be the completion of L with respect to the depth filtration. If
the conjecture uε = pls is true then the completion L̂ cannot be free.
11. Anatomy of the motivic Lie algebra
We state the main conjecture and show how it implies the existence of anatomical
decompositions for the motivic Lie algebra.
11.1. The main conjectures. Since the double shuffle equations are known to be
motivic, gm ⊂ dmr. A reformulation of a conjecture due to Zagier and Racinet [25] is
Conjecture 2. gm = dmr.
Conjecture 2 is implied by the stronger conjecture: dgm = ls, which is a versio of a
conjecture stated in [23]. The next conjecture is, in a sense to be explained in §12, an
elliptic version of conjecture 2.
Conjecture 3. pls is generated by pls1.
This states that the set of solutions to the polar linearized double shuffle equations
is generated by x2n−21 , for all n ≥ 0, under the linearized Ihara bracket. The relations
in the algebra pls are not known explicitly at present.
We have verified conjecture 3 in depths ≤ 3, and in certain limits.
Theorem 11.1. plsd is generated by pls1 for d ≤ 3.
Remark 11.2. Conjecture 3 is most interesting in depth four, since by (9.17), we have
ls ⊂ pls, which contains the exotic depth four generators ef of §8.4. Thus we expect
that for each f ∈ Pe, ef ∈ pls is a linear combination of Ihara brackets of x
2n−2
1 .
In particular, since dgm ⊂ ls ⊂ pls, conjecture 3 implies a non-trivial statement
about the depth-graded motivic Lie algebra.
11.2. Residues and truncation. Since an element σ of the motivic Lie algebra gm
of weight N does not satisfy the double shuffle equations in all depths (i.e. dmr is not
contained in pdmr) but only in depths < N , we must ‘truncate’ the algebra L.
Definition 11.3. Let O+d ⊂ Od denote the graded subspace spanned by homogeneous
rational functions of degree ≥ 1, and write O+ =
∏
d≥1O
+
d . Let us denote by + the
projection O → O+, and let L+ ⊂ O+ be the image of L under +.
ANATOMY OF AN ASSOCIATOR 31
If ξ = (ξ(d))d≥0 is an element of L which is homogeneous of weight N , then its image
in L+ is the truncation ξ+ = (ξ(1), . . . , ξ(N−1), 0, 0, . . .). In particular, ψ+−1 = 0.
Now consider, for every d ≥ 1, the map
Res(d) : L+ −→ Od−1(11.1)
ξ 7→ Resxd=0(ξ
(d)) ,
which to the depth d component of an element in L+, written as a rational function
of x1, . . . , xd, associates its residue along xd = 0. Define the total residue by
(11.2) Res =
∑
d≥1
Resd : L
+ −→ O .
The sum is finite by the above remarks.
Definition 11.4. Let us define κ = ker(Res : L+ −→ O).
Lemma 11.5. κ is the subspace of L+ of elements which have no poles at all.
Proof. Let ξ ∈ ker(Res). Since ξ ∈ L+, ξ(1) is a polynomial. Suppose by induction
that ξ(1), . . . , ξ(k) are polynomials. Then by theorem 10.14, ξ(k+1) has at most simple
poles along the main cyclic orbit xi = xi+1. Consider the double shuffle equations
modulo products in depth k + 1. The right-hand side of the stuffle equations is a
polynomial, and so it follows that ξ(k+1) satisfies the linearized double shuffle equations
modulo polynomials, and is therefore dihedrally symmetric modulo polynomials. Thus
if Res(k+1)ξ(k+1) = 0 it follows that ξ(k+1) is a polynomial, since the orbit of xk+1 = 0
under the dihedral symmetry group contains all divisors of the form xi = xi+1. 
11.3. Anatomy of the motivic Lie algebra.
Theorem 11.6. If conjecture 3 is true then
(11.3) gm ⊂ ker(Res : L+ −→ O) .
If Zagier’s conjecture gm = dmr is true then
(11.4) ker(Res : L+ −→ O) ⊂ gm .
If both conjectures hold, there is an exact sequence of bigraded vector spaces
(11.5) 0 −→ gm −→ L+
Res
−→ O .
In other words, the motivic Lie algebra is precisely the kernel of the residue map.
Proof. Suppose that conjecture 3 is true. Let σ ∈ gm be of weight N . Since σ satisfies
the double shuffle equations in depths < N , we can suppose by induction on 1 ≤ d < N
that we have found αd ∈ L with σ
(i) = α
(i)
d for 1 ≤ i < d. Then αd has no poles in
depths ≤ d − 1, since it coincides with (the polynomial representation of) σ in this
range, and therefore by theorem 10.14 the component α
(d)
d has poles of cyclic type only.
Since σ has no poles, we deduce that σ(d) − α
(d)
d ∈ plsd. Conjecture 3 implies that pls
is generated in depth 1, and hence by choosing generators, there is a surjective map
L → plsd (since this is true for d = 1). Therefore we can find an element ed ∈ D
dL,
which is not unique, such that e
(d)
d = σ
(d) − α
(d)
d . Setting αd+1 = αd + ed completes
the induction step. The induction stops when d attains the weight N of σ.
For the second part, let σ be a homogeneous element in L+ of weight N such that
Resd σ
(d) = 0 for all d. We know by lemma 11.5 that σ ∈ L+ is a polynomial in all
depths, and satisfies the double shuffle equations in depths < N . It therefore defines
an element in dmr. By Zagier’s conjecture gm = dmr, we deduce that σ ∈ gm. 
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Equation (11.3) suggests that every zeta element σ2n+1 of weight 2n + 1 has a
decomposition into Lie brackets of odd weight in ψ−1 and ψ2m+1, form ≥ 1. Examples
are given in §11.4 below.
Equation (11.5) suggests that, conversely, every such linear combination of Lie
brackets which has no poles should be an element of gm. Thus one should be able
to construct generators σ2n+1 of g
m by taking linear combinations of Lie brackets of
elements ψ with no residues. Since Lie brackets of elements x2n1 , for n ≥ 1, have no
residues at all, we can furthermore assume that all commutators in the anatomy con-
tain at least one ψ−1. An unexpected consequence is that this significantly rigidifies
the space of possible generators of gm, see §11.5.2
11.4. Examples in low weights. We have the following complete decompositions of
the generators of the motivic Lie algebra up to weight 7:
σ3 =
(
ψ3
)+
σ5 =
(
ψ5 −
1
60
{ψ−1, {ψ−1, ψ7}} −
1
5
{ψ3, {ψ3, ψ−1}}
)+
σ7 =
(
ψ7 −
1
112
ψ
{−1,−1,9}
−
1
14
ψ{5,3,−1} −
29
224
ψ{3,5,−1}
+
1
24192
ψ
{−1,−1,−1,−1,11}
+
1
50400
ψ{−1,3,−1,−1,7} −
1
20160
ψ{−1,7,−1,3,−1}
+
41
16128
ψ{3,−1,−1,7,−1} −
143
24192
ψ{−1,5,−1,5,−1} +
73
8064
ψ{5,−1,−1,5,−1}
−
1187
26880
ψ{3,3,−1,3,−1} +
8951
403200
ψ{−1,3,3,3,−1}
)+
In the last example we use the shorthand notation
ψ{a1,a2,...,an} to denote {ψa1 , {ψa2 , . . . , {ψan−1 , ψan} · · · } .
11.5. Duality and anatomy. The projective line minus three points P1\{0, 1,∞}
admits an involution z 7→ 1− z which preserves the standard tangential basepoints at
0 and 1. As a result, the motivic Lie algebra gm has an induced involution which is
known as the duality relation. It follows from it that for any element σ ∈ gm of weight
2n + 1, the components σ(r), for all r are explicitly determined from those of depth
r ≤ n. Symbolically,
(11.6) σ
(r)
2n+1 ↔ σ
(2n−r)
2n+1
In general it is not clear how to deduce the duality relation from the double shuffle
equations as presented earlier, and it is far from obvious in the examples for σ3, σ5, σ7
above that the duality is indeed satisfied.
In practice, this means that the anatomical decompositions of generators σ2n+1 need
only be determined up to half of their weight: the rest can be reconstructed by duality.
2An unconditional ‘anatomical decomposition’ in a geometric context was subsequently stated in
[5], remark 3.9, and proved in [6], theorem 20.4. It is not clear what the precise relationship between
this ‘geometric’ anatomy, and the conjectural decomposition of zeta elements in L+ is.
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Thus the canonical generators σ3, . . . , σ9 can be expressed more compactly as:
σ3 ≡ ψ3
σ5 ≡ ψ5
σ7 ≡ ψ7 −
1
112
{ψ−1, {ψ−1, ψ9}} −
1
14
{ψ5, {ψ3, ψ−1}} −
29
224
{ψ3, {ψ5, ψ−1}}
σ9 ≡ ψ9 −
1
180
{ψ−1, {ψ−1, ψ11}} −
7
180
{ψ7, {ψ3, ψ−1}}
−
113
180
{ψ3, {ψ7, ψ−1}} −
1
16
{ψ5, {ψ5, ψ−1}}(11.7)
The symbol ≡ means that the left and right-hand sides of the equation for σ2n+1 co-
incide in depths r ≤ n. Only starting from weights 11 are quintuple brackets required.
These formulae reproduce all the coefficients of σ3, . . . , σ9 in Drinfel’d’s associator.
This representation is extremely compact: it replaces 170 numbers with just 7.
An interesting new phenomenon occurs in weight 11. As we shall discuss later, a
consequence of the Ihara-Takao relation (8.5) is the identity
(11.8) {ψ3, {ψ9, ψ−1}} − {ψ9, {ψ3, ψ−1}} ≡ 3
(
{ψ7, {ψ5, ψ−1}} − {ψ5, {ψ7, ψ−1}}
)
mod (depth ≥ 5)
A priori, the element σ11 is only defined up to multiples of {σ3, {σ5, σ3}}, and is
therefore ambiguous in depth 3. However, we can restrict ourselves in the anatomical
decomposition to brackets {ψa1 , {ψa2 , ψa3}}, with at least one of {a1, a2, a3} equal to
−1. This uniquely fixes a generator σ11, which we can write
σ11 = ψ11 −
1
264
{ψ−1, {ψ−1, ψ13}} −
241
2112
{ψ9, {ψ3, ψ−1}}
+
479
2112
{ψ7, {ψ5, ψ−1}} −
2053
6336
{ψ5, {ψ7, ψ−1}}+ {depth ≥ 5}
In conclusion, we obtain3 a canonical zeta element in weight 11, which is uniquely
determined by the property σ11(ζ
m(2, 7, 2)) = 25/3.
12. Derivations from Eisenstein series and equations
12.1. Geometric derivations. Let T (a, b) = T (Qa⊕ Qb) denote the tensor algebra
generated by elements a, b. It is the Q-vector space spanned by words in a and b,
equipped with the concatenation product, and the coproduct for which a and b are
primitive. It is bigraded by weight and depth4, where the weight is the grading for
which a and b have degree 1, and the depth grading gives a degree 0, and b degree 1.
We call a derivation on T (a, b) a linear map satisfying
δ : T (a, b) → T (a, b)
δ(u · v) = δ(u) · v + u · δ(v) for all u, v ∈ Q〈a, b〉
∆δ = (δ ⊗ id+ id⊗ δ)∆
The set of derivations on T (a, b) is a Lie algebra for the bracket {δ1, δ2} = δ1δ2− δ2δ1.
Let πa : T (a, b)→ Qa denote the projection onto the word a. Consider the following
subspace of the set of all derivations on T (a, b)
(12.1) d = {δ derivation on T (a, b) such that δ(ab) = δ(ba) and πaδ(b) = 0}
3This was subsequently extended to all weights in [5]
4called B-degree in [5]
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It is easy to verify that d is stable under {, }, and is therefore a Lie subalgebra of the
space of derivations of T (a, b). Furthermore, we have an injective map:
d −→ T (a, b)
δ 7→ δ(a)
In other words, any element δ ∈ d is uniquely determined by its action on the word a.
This follows from the equation [δ(a), b] + [a, δ(b)] = 0, which determines δ(b) up to a
commutator of a. Since δ(b) is primitive, and since the commutator of a in T (a, b) is
anQ, the element δ(b) is well-defined up to a multiple of a, which is zero by πaδ(b) = 0.
We deduce that there is an injective map
(12.2) δ 7→ δ(a) : d−→LieQ(a, b)
where LieQ(a, b) is the Lie algebra of primitive elements in T (a, b).
The algebra d is bigraded by weight and depth in the natural way; the weight of δ
is the weight of δ(a) minus one, and the depth of δ is the depth of δ(a). The following
Lie subalgebra of d was first introduced by Tsunogai [26].
Definition 12.1. For every n ≥ 0 there exists a unique element εˇ2n ∈ d defined by
(12.3) εˇ2n(a) = ad(a)
2n(b)
Let uε denote the graded Lie subalgebra of d generated by the εˇ2n.
The Lie algebra uε will be called the Lie algebra of geometric derivations. The
elements εˇ2n satisfy many relations which were studied by Pollack in [24]. In particular,
one readily checks that the element εˇ2 is central in d
(12.4) {εˇ2, δ} = 0 for all δ ∈ d .
In particular, we have a decomposition
uε ∼= uε0 ×Qεˇ2
where uε0 ⊂ u
ε is the Lie subalgebra of uε spanned by εˇ0, εˇ4, εˇ6, . . .. Note that it is
sometimes convenient to include εˇ0 in the definition of u
ε, uε0, sometimes not, depending
on the context.
12.2. Representation as rational functions. The Hopf algebra T (a, b) is isomor-
phic to the associated graded for the weight filtration of the Hopf algebra considered
in §4.1. By (3.4), we can thus represent elements of T (a, b) as polynomials:
ρ : grrDT (a, b) −→ Q[y0, . . . , yr](12.5)
ak0bak1 . . . bakr 7→ yk00 . . . y
kr
r
The action of d on the element a ∈ T (a, b) defines an injective map
ρ(r) : d −→ Q[y0, . . . , yr](12.6)
δ 7→ ρ(grrDδ(a)) .
Lemma 12.2. The image of d under (12.6) is the set of f ∈ Q[y0, . . . , yr] such that
1). f satisfies the shuffle equations modulo products,
2). f satisfies the cyclic symmetry
(12.7) f(y0, y1, . . . , yr) = f(y1, y2, . . . , yr, y0) .
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Proof. An element δ ∈ d is uniquely determined by δ(a). Since a is primitive for ∆x ,
so is δ(a). Equivalently, δ(a) satisfies the shuffle equations modulo products, which
proves the first part. Now write f = ρ(grrDδ(a)) and g = ρ(gr
r+1
D δ(b)). The equation
[a, δ(b)] + [δ(a), b] = 0
is equivalent by (12.5) to the equation
(y0 − yr+1)g(y0, . . . , yr+1) = f(y1, y2, . . . , yr+1)− f(y0, y1, . . . , yr) .
This can be solved for g ∈ Q[y0, . . . , yr+1] if and only if the right-hand side vanishes
at yr+1 = y0, which precisely gives equation (12.7). 
Recall that cr ∈ Q[y0, . . . , yr] is the cyclic polynomial of definition 9.3.
Lemma 12.3. A polynomial f ∈ Q[y0, . . . , yr] satisfies the shuffle equations modulo
products in depth r if and only if the rational function c−1r f does.
Proof. Using the notation (4.16), we have
c♯r(x1, . . . , xr) = x1 . . . xr(x1 + . . .+ xr)
which is invariant under permutations of the variables x1, . . . xr . Because each shuffle
equation (4.18) is a linear combination of terms involving precisely this permutation
group, the term (c−1r )
♯ factors out of the equations. 
Since we are mainly interested in the subalgebra uε ⊂ d, which is concentrated in
even weights, we shall restrict to the subspace dev ⊂ d of derivations of even weight,
although much of what follows also holds for d. The shuffle equations imply translation
invariance.
Definition 12.4. The two lemmas above give a map of bigraded vector spaces:
dev −→ pp(12.8)
δ 7→ c−1r ρ
(r)(δ)
where pp is the polar dihedral Lie algebra defined in §9.2. In this way, we uniquely asso-
ciate to every derivation δ of even weight a sequence of rational functions in y0, . . . , yr.
The action of dev on T (a, b) can also be encoded by rational functions as follows.
Define graded vector spaces Q0 = Q[y0] and
Qr = ℓ
(−1)
r Q[y0, . . . , yr]
where we set ℓ0 = 1 and
ℓr = (y0 − y1)(y1 − y2) . . . (yr−1 − yr)for r ≥ 1 .
Consider the map obtained by dividing (12.5) by ℓr:
(12.9) ℓ−1r ρ
(r) : grrDT (a, b) −→ Qr
Recall that the (shuffle) concatenation product (4.9) is defined by
f · g(y0, y1, . . . , yr+s) = f(y0, y1, . . . , yr)g(yr, yr+1, . . . , yr+s) .
Since ℓr · ℓs = ℓr+s, the concatenation product defines a map Qr ×Qs → Qr+s, and it
follows that the map
Q〈a, b〉
∼
−→ q where q :=
⊕
r≥0
Qr
is an isomorphism of bigraded algebras with respect to concatenation.
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Definition 12.5. Define a left action ⊛ of pp on q as follows:
pp× q → q(12.10)
f ⊛ g = f ◦ g − f · g
where ◦ is the linearized Ihara action (6.12), and · is the shuffle concatenation product
(4.9). The algebra pp is equipped with the usual bracket {f, g} = f ◦ g − g ◦ f .
It follows from (6.13) that the structures are compatible, i.e.,
(12.11) f ⊛ (g ⊛ h)− g ⊛ (f ⊛ h) = {f, g}⊛ h for all f, g ∈ pp, h ∈ q .
Lemma 12.6. The action of dev on T (a, b) is given by ⊛ on the level of rational
functions. In other words, the following diagram commutes:
dev × T (a, b) −→ T (a, b)
↓ ↓ ↓
pp × q −→ q
The map dev → pp is a morphism of bigraded Lie algebras.
Proof. It suffices to verify that ⊛ is a derivation with respect to the shuffle concate-
nation, and gives the correct action on the elements ha = ℓ
−1
0 ρ
(0)(a) = y0 ∈ Q0 and
h[a,b] = ℓ
−1
1 ρ
(1)([a, b]) = 1 ∈ Q1. The first statement follows from (6.13). We have
f(y0, . . . , yr) ◦ y0 = y0f(y0, . . . , yr)
f(y0, . . . , yr) ◦ 1 = f(y0, . . . , yr)
which follows directly from (6.12). This gives
f ⊛ ha = (y0 − yr)f and f ⊛ h[a,b] = 0
exactly as required (since (12.8) and (12.5) differ by a factor of crℓ
(−1)
r = (y0 − yr)).
The last part follows from (12.11) and the faithfullness of the action. 
12.3. Double shuffle equations. Since uε ⊂ dev, the map (12.8) gives
(12.12) uε −→ pp
which by the previous lemma, is an injective morphism of bigraded Lie algebras. In
this section, we shall work with reduced variables xi.
Lemma 12.7. The map (12.12) maps εˇ2n to x
2n−2
1 .
Proof. The map is computed from εˇ2n(a) = ad(a)
2nb. This consists of the term ba2n,
which is mapped to x2n1 /x
2
1, plus terms beginning in a, which are mapped to zero. 
Proposition 12.8. The image of uε in pp is contained in the space of solutions to the
polar linearized double shuffle equations pls.
Proof. The generators of uε map to elements of even degree, which are solutions to the
polar linearized double shuffle equations in depth 1. The latter are stable under the
Ihara bracket. Since uε → pp is a morphism of Lie algebras, the result follows. 
The derivations εˇ2n, for n 6= 1, can thus be thought of the associated depth-graded
elements of the canonical generators of the Lie algebra L:
ψ
(1)
−1 ↔ εˇ0(12.13)
ψ
(1)
2n+1 ↔ εˇ2n for all n ≥ 1(12.14)
Equivalently, one can think of the elements ψ2n+1 as a way to lift the geometric Lie
algebra uε0 to the set of solutions to the full double shuffle equations modulo products.
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Remark 12.9. As an immediate consequence, we notice that the derivations εˇ2n+2 in
weights ≥ 4 coincide with the depth-graded generators of the motivic Lie algebra:
εˇ2n+2 = σ
(1)
2n+1 for all n ≥ 1 .
In particular, we deduce that the εˇ2n+2, for n ≥ 1, satisfy the same quadratic relations
as the elements σ2n+1 given by the coefficients of even period polynomials. This
observation was found independently by Matsumoto [18].
12.4. The residue filtration. Since uε is a Lie subalgebra of pp, it inherits the residue
filtration R. By lemma 12.7, we have
grR1 u
ε
1 = εˇ0Q and R0u
ε
1
∼=
⊕
n≥1
εˇ2nQ .
By definition, uε is generated in depth 1, so it follows that Rr−1u
ε
r = u
ε
r for all r ≥ 2.
By proposition 9.11, an iterated Lie bracket
{εˇ2n1 , {εˇ2n2 , {. . . , {εˇ2nr−1 , εˇ2nr} · · · } is in Rku
ε
r
if at most k indices n1, . . . , nr are equal to 0. In other words, the residue filtration is
compatible with the filtration which counts the number of εˇ0’s. Since there are many
relations between the generators εˇ2n, these two filtrations are not equal.
12.5. sl2-action. The Lie algebra sl2 acts on the algebra T (a, b) as derivations. We
shall fix generators e, f such that:
e(a) = b , e(b) = 0 and f(a) = 0 , f(b) = a
and h = [e, f]. Since e([a, b]) = f([a, b]) = 0, the action of sl2 on derivations preserves
d. It follows from the definition that the action of e on d is ad(εˇ0).
Recall that elements δ ∈ uε ⊂ d of depth r can be represented as rational functions
in x1, . . . , xr via the injective map ρ : d →֒ ppr defined in (12.8). The action of e, f on
the image of d can be computed explicitly by the following lemma.
Lemma 12.10. Let f ∈ uεr of depth r, and ρ(f) its image in ppr. Then
ρ(e(f)) = {x−21 , ρ(f)}(12.15)
ρ(f(f)) =
r−1∑
i=1
xi Resz=xiρ(f)(x1, . . . , xi, z, xi+1, . . . , xr)(12.16)
The second equation can alternatively be written, in the case r ≥ 2:
(12.17) ρ(f(f)) =
r−1∑
i=1
xi(τσ)
iRrρ(f) ,
where Rr is the residue map defined in (9.5)
Proof. Equation (12.15) follows immediately from the fact that e(f) = {εˇ0, f}, and
lemmas 12.6 and 12.7. For the action of f observe that
f(ak1bak2b . . . bakr ) =
r−1∑
i=1
ak1bak2b . . . baki+ki+1+1b . . . bakr
This corresponds to the map
ρ(f)(y0, . . . , yr) 7→
r∑
i=1
yiρ(f)(y0, . . . , yi−1, yi, yi, yi+1 . . . , yr−1)
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Since ρ(f) = crρ(f), and since ρ(f) has at most simple poles along yi = yi+1, this
gives precisely formula (12.16) after passing to the reduced representation.
The last part follows from the fact that since ρ(f) is cyclically symmetric (12.7), its
residue along yi = yi+1 is obtained from its residue along yr = 0 by applying an i-fold
cyclic rotation of the coordinates (τσ)i. 
Lemma 12.11. The action of sl2 on u
ε extends to an action on pls. In other words,
the formulae (12.15) and (12.16) define maps
e, f : pls −→ pls .
Proof. We must show that sl2 preserves the linearized double shuffle equations. This
is clear for the operator e by formula (12.15), the fact that x−21 ∈ pls1, and theorem
9.7 stating that pls is closed under the Ihara bracket. We know that the operator f
preserves the image of d under (12.6), which contains pls since the linearized double
shuffle equations imply cyclic symmetry. It follows from lemma 12.2, that f(f) satisfies
the shuffle equations for all f ∈ pls, and furthermore, that cnf(f) has no poles (this
also follows easily from (12.16)). Therefore, it is enough to show that if f satisfies the
linearized stuffle equations, the same is true of f(f). For this, we shall use the notation
f(x1 . . . xi−1x
2
i xi+1 . . . xn) for Resz=xif(x1, . . . , xi−1, xi, z, xi+1, . . . , xn)
With this convention, we have
f(f)(x1, . . . , xn) =
n∑
i=1
xif(x1 . . . x
2
i . . . xn)
The (p, q)th linearized stuffle equation (see (7.3)) for f(f) reads
(12.18) f(f)(x1 . . . xpx xp+1 . . . xp+q) =
p∑
i=1
xif(x1 . . . x
2
i . . . xpx xp+1 . . . xp+q)
+
n∑
i=p+1
xif(x1 . . . xpx xp+1 . . . x
2
i . . . xp+q)
However, f only has poles along divisors xi = xj where i and j are consecutive. It
follows that, with the obvious notation where the symbol z stands for the variable z,
f(x1 . . . x
2
i . . . xpx xp+1 . . . xp+q) = Resz=xif(x1 . . . xiz . . . xpx xp+1 . . . xp+q)
The right-hand side is a (p+1, q)th-linearized stuffle equation and vanishes. The same
holds for the second term in (12.18), and hence f(f)(x1 . . . xpx xp+1 . . . xp+q) = 0. 
The maps e, f are compatible with the residue filtration in the following sense.
Lemma 12.12. We have e : Rkpls→ Rk+1pls and f : Rkpls→ Rkpls.
Proof. Since e is given by the adjoint action of x−21 ∈ R1pls1, the first statement follows
immediately from the fact that the residue filtration is stable under the Ihara bracket
(proposition 9.11). For the second statement, one sees immediately from formula
(12.16) that f ◦Rd = Rd−1 ◦ f. In particular, f respects the filtration R. 
13. Surjectivity conjecture
We study the elliptic analogue of Zagier’s conjecture for the polar linearized double
shuffle equations, and prove it in depths ≤ 3 and in some stable limit.
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13.1. The surjectivity conjecture. In §12 we constructed an injective map
uε −→ pls
of bigraded Lie algebras which is an isomorphism in depth one: uε1
∼= pls1. Since u
ε is
by definition generated by the elements εˇ2n, conjecture 3 is equivalent to
Conjecture 4. The map uε ∼= pls is an isomorphism.
In other words, the Lie algebra of geometric derivations is isomorphic to the polar
solutions to the linearized double shuffle equations. Since grR0 pls
∼= ls, the previous
conjecture, combined with Zagier’s conjecture ls ∼= dgm would imply that
(13.1) grR0 u
ε ∼= dgm .
In other words, the depth-graded motivic Lie algebra should be precisely the 0-th
degree subalgebra (with respect to R) of the Lie algebra of geometric derivations.
In this section, we present the following evidence for this conjecture.
Theorem 13.1. Conjecture 4 is true in depths ≤ 3:
uεd
∼= plsd for d ≤ 3 .
The case of depth four, and in particular equation (13.1), is not known and is
related in a subtle way with the generalized Broadhurst-Kreimer conjecture 1. In a
quite different direction, we show that grRd−kplsd stabilizes as d → ∞, for k ≤ 2 and
deduce that conjecture 4 is true in the stable limit:
(13.2) grRd−k u
ε
d
∼= grRd−k plsd whenever k ≤ 2 .
13.2. Some basic facts about grR• pls. We begin with some general facts about the
associated graded of pls for the residue filtration R:
grR0 plsd = lsd(13.3)
grRk plsd = 0 if k ≥ d(13.4)
grR0 plsd
e
→֒ grR1 plsd(13.5)
The first two equations are immediate from the definitions. For the third equation,
recall that f factors through the residue map by (12.17), and therefore f vanishes on
grR0 plsd. Since the commutator of e and f acts by multiplication by the weight, the
operator e is injective on grR0 plsd.
Let d ≥ k and denote the (d− k)th iterated residue by
R[d−k] : plsd −→ c
−1
k Q[x1, . . . , xk]
where R[d−k] = Rk+1 ◦ · · · ◦Rd. It follows from lemma 9.10 that
(13.6) R[m]f = 0 =⇒ R[m]e(f) = −∇R[m−1]f .
As a consequence we show that
(13.7) grRd−1plsd
∼=
⊕
2n+1≥d
ed−1(x2n1 )Q
For this, consider the iterated residue:
(13.8) R[d−1] : grRd−1plsd −→ Q[x1]
which is injective by definition of R. For reasons of parity (proposition 7.6), the image
is contained in Q[x21] when d is odd, and in x1Q[x
2
1] when d is even. In particular,
grRd−1plsd is at most one-dimensional in each weight. By applying (13.6) we obtain
R[d−1]
(
ed−1(x2n1 )
)
= (−∇1)
d−1x2n1
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where ∇1 = ∂/∂x1. This proves the surjectivity of (13.8), and in particular, that
grRd−1plsd is spanned by the classes e
d−1(x2n1 ).
13.3. Proof of surjectivity in depth ≤ 3. By equation (13.7), we have already
shown that grRd−1plsd
∼= grRd−1u
ε
d. Therefore to prove theorem 13.1, it remains to show
that grRr plsd
∼= grRr u
ε
d for (r, d) = (0, 2), (0, 3), (1, 2).
Proof that grR0 plsd = gr
R
0 u
ε
d for d = 2, 3. By (13.3), gr
R
0 plsd = lsd is just the
space of solutions to the linearized double shuffle equations. Furthermore, we know
that ls1 = R0u
ε
1, since both are generated by x
2n
1 , for n ≥ 0. It therefore suffices
to show that lsd is spanned by ls1 in depths 2 and 3. We have the following exact
sequences which are taken from §7.2 and §7.3 in [4], where Lie3(V ) denotes the degree
3 component (triple brackets) of the free Lie algebra on some vector space V .
0 −→ Pe −→ ls1 ∧ ls1 −→ ls2 −→ 0(13.9)
0 −→ Pe ⊗Q ls1 −→ Lie3(ls1) −→ ls3 −→ 0(13.10)
Here, Pe is the space of linear relations between {x2m1 , x
2n
1 }, and is isomorphic to the
space of cusp forms. The first equation is relatively straightforward to prove, the
second is a consequence of a theorem due to Goncharov who computed the precise
dimension of ls3 in all weights using a variant of the Voronoi complex for SL3(Z) [15].
Corollary 13.2. Let d(s) denote the Poincare´ series for ls2. Then
(13.11) d(s) =
s8
(1− s2)(1 − s6)
Proof. The Poincare´ series for ls1 is d1(s) =
s3
1−s2 . It follows immediately from equation
(13.9) that d(s) = 12
(
d1(s
2)− d1(s)
)
− S(s), which gives (13.11). 
Proof that grR1 pls3 = gr
R
1 u
ε
3. We shall identify, in the usual manner, the space of
translation-invariant polynomials in three variables y0, y1, y2 with the space of polyno-
mials in x1 = y1−y0, x2 = y2−y0. Let C2 ⊂ Q[x1, x2] denote the space of polynomials
in two variables which are antisymmetric and whose cyclic sum is zero: i.e.,
(13.12) f(y0, y1, y2) + f(y1, y2, y0) + f(y2, y0, y1) = 0 .
Since the symmetries defining C2 are contained in the permutation group on y0, y1, y2,
there is a projection map
π2 : Q[x1, x2] −→ C2
which satisfies π32 = π2. It is given explicitly by
π2(f) = f(x1, x2)− f(x2, x1)− f(x2 − x1,−x1) + f(x1 − x2,−x2) .
Lemma 13.3. The residue defines an injective map
(13.13) R3 : gr
R
1 pls3 −→ C2 .
Proof. The image of the residue map R3 : gr
R
1 pls3 → O2 is contained in the set of
homogeneous rational functions of odd degree which satisfy
f(x1, x2) + f(x2, x1) = 0(13.14)
f(x1, x1 + x2) + f(x2, x1 + x2) + f(x2,−x1) = 0 .
The first equation is the residue of the equation f(x1x x2x3) = 0 along x3 = 0 (see
lemma 13.7 below); the second is the residue of f ♯(x1x x2x3) = 0 (see (4.20)) along
x1 + x2 + x3 = 0. It is easy to deduce from (13.14) and the oddness of f that
f(x1, x2) + f(x2 − x1,−x1) + f(−x2, x1 − x2) = 0
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which is precisely equation (13.12). We know from the definition of the residue filtration
R that the residue of an element in R3(gr
R
1 pls3) along x2 = 0 vanishes. By (13.14),
this implies that it has no residue along x1 = x2 or x1 = 0 either. 
Let (C2)n ⊂ C2 denote the subspace of homogeneous polynomials of degree n. One
easily verifies using the representation theory of the symmetric group Σ3 that
dimQ(C2)n = ⌊
n+2
3 ⌋ .
If c2(s) denotes the corresponding generating series, this is equivalent to
(13.15) c(s) =
∑
n
dimQ(C2)ns
n =
s
s4 − s3 − s+ 1
Next we compute lower bounds for the image of grR1 pls3 in C2. By (13.3) and (13.5),
there is an inclusion e : ls2 →֒ gr
R
1 pls3 which is split by f. As a consequence there is a
decomposition of grR1 pls as a direct sum:
(13.16) grR1 pls3
∼= e(ls2)⊕H1,3
where H1,3 is spanned by highest weight vectors: elements α satisfying f(α) = 0. We
know by (13.9) that e(ls2) is spanned by elements of the form
(13.17) {x−21 , {x
2a
1 , x
2b
1 }} for a, b ≥ 1.
It suffices to exhibit sufficiently many elements in H1,3. For this, consider elements
(13.18) ha,b =
1
2b
{x2a1 , {x
−2
1 , x
2b
1 }}+
1
2a
{x2b1 , {x
−2
1 , x
2a
1 }} , for a, b ≥ 1 .
Lemma 13.4. We have dimQ
(
H1,3
)
2k
≥ h2k, where h2k is defined by
(13.19) h(s) =
∑
k≥0
h2ks
2k =
s
(1− s2)(1− s6)
− s .
Proof. It is easy to check that the elements ha,b do indeed satisfy f(ha,b) = 0 using the
fact that f is a derivation, satisfies f(x−21 ) = 0, and f({x
−2
1 , x
2a
1 }) = x1∇x
2a
1 = 2a x
2a
1 .
Let V ⊂ R1pls3 be the Q-vector space spanned by the elements ha,b for a, b ≥ 1,
and consider the natural map grR1 : V → H1,3 →֒ C2.We compute its kernel as follows.
A linear combination of highest weight vectors h =
∑
a,b≥1 ca,bha,b can be represented
by a symmetric polynomial in two variables
g(x1, x2) =
∑
a,b≥1
ca,b x
2a−1
1 x
2b−1
2 .
One verifies using the formulae in lemma 9.10 that the residue along x3 = 0 is
R3
1
2b
{x2a1 , {x
−2
1 , x
2b
1 }} = x
2a
1 ◦x
2b−1
1 − x
2b−1
1 x
2a
2 .
The right-hand side is precisely π2(x
2a
1 x
2b−1
2 ) (13.13). It follows that R3h = π2(x1g),
and therefore the kernel of the map V → C2 is isomorphic to the space of symmetric
homogeneous polynomials g(x1, x2) of odd degree, satisfying π2(x1g) = 0. Expanding
out the latter equation gives
(x1 − x2)
(
g(x1, x2) + g(x2 − x1,−x1) + g(x1 − x2,−x2)
)
= 0
(this uses the fact that g is symmetric). These equations are precisely the defining
equations for the space of odd period polynomials, whence an exact sequence
0 −→ Po −→ V −→ H1,3 .
The inequality for the dimensions of H1,3 follows from the generating function for the
dimensions of the space of cusp forms. 
42 FRANCIS BROWN
It follows from (13.16) and the injectivity of the residue map, that the dimensions
of grR1 pls3 are bounded below by coefficients of the generating series s
−3d(s) + h(s),
where d and h are defined in (13.11), (13.19). It is easy to check that this is precisely
1
2
(
c(s)− c(−s)
)
− s, (13.15). It follows that there is an exact sequence
0 −→ grR1 pls3 −→ C
od
2 −→ Q −→ 0
where Cod2 ⊂ C2 is the subspace of elements of odd degree, and the map C
od
2 → Q is
projection onto elements of degree 1. In particular, we deduce that grR1 pls3 is spanned
by the elements (13.17) and (13.18). Since these elements are obviously in the image
of uε, we conclude that
grR1 pls3
∼= grR1 u
ε
3 .
Remark 13.5. The elements (13.18) (and their generalizations) were considered by
Pollack, who also showed that they satisfy linear relations (in a certain quotient of
uε) whose coefficients are given by odd period polynomials. From our description of
grR0 pls3 = ls3 above, we deduce that these do indeed lift to genuine relations in u
ε.
In particular, we obtain the existence of a natural map
Po −→ ls3 .
In general, it seems that there is an abundance of maps from the space of period
polynomials into the algebra ls which would warrant further investigation.
Remark 13.6. The generating series for H1,3 is very close to the generating series for ls2
after shifting the degree. In fact, using this observation one can prove a more precise
result: namely that the following sequence is split exact
0 −→ ls2[−5] −→ C
od,≥3
2 −→ ls2[−1] −→ 0
where the first map is multiplication by (x1 − x2){x
2
1, x
4
1}
−1, and the second map is
f(x1, x2) 7→ x1f(x2−x1,−x1)+x2f(−x2, x1−x2), with section ∇2. This in fact gives
a much shorter but more ad hoc proof of the previous theorem.5
13.4. Stable limits. We conclude with some remarks on the structure of grRmpls for
large m since it gives some insight into the structure of pls. The first observation is
that taking the residue preserves the stuffle equations.
Lemma 13.7. Let f ∈ Od be a solution to the linearized stuffle equations such that
Resxi=0 f = 0 for 2 ≤ i ≤ d− 1 .
Then the residue Rdf ∈ Od−1 is also a solution to the linearized stuffle equations.
Proof. The (p, d− p)th linearized stuffle equation is
f(x1 . . . xpx xp+1 . . . xd) = 0 .
Take the residue of this equation along xd = 0. By assumption on f , all terms in
x1 . . . xpx xp+1 . . . xd which do not end in xd have vanishing residue. Let ∂˜d denote the
deconcatenation on the right by the letter xd. It is the map which maps wxd to w and
all words not ending in xd to zero. It is easy to check that
∂˜d(x1 . . . xpx xp+1 . . . xd) = x1 . . . xpx xp+1 . . . xd−1 .
This implies that the residue satisfies the (p, d− p− 1)th linearized stuffle equation:
Rdf(x1 . . . xpx xp+1 . . . xd−1) = 0 .

5This proof was later given in [5]
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In particular, if f ∈ Rmpls then R
[m]f satisfies the stuffle equations.
Lemma 13.8. Let f ∈ Rd−2pls2. Then R
[d−2]f ∈ Q[x1, x2] has no poles.
Proof. By definition, R[d−2]f has no residue along x2 = 0. By the previous lemma, it
satisfies the stuffle equations, which implies that it has no pole along x1 = 0 either.
By taking the residue at x1 = 0 in the first shuffle equation f
♯(x1xx2 . . . xn) = 0 and
then applying R[d−1], we deduce that R[d−2]f has no pole along x1 = x2 either. 
Lemma 13.9. Let p, q ≥ 1, and let X ∈ Rp plsm, Y ∈ Rq plsn. Then
(13.20) R[p+q]{X,Y } =
[
R[p](X), R[q](Y )
]
⋆
where the square bracket on the right is the anticommutator with respect to · .
Proof. Follows from lemma 9.10. 
Finally, the statement (13.2) follows from the previous two lemmas. By (13.7) we
can find X and Y whose iterated residues are x2r1 and x
2r+1
1 . These generate the set
of solutions of the stuffle equations under the the bracket [, ]⋆. This proves (13.2) for
sufficiently large d (precisely, d ≥ 5). The case d = 4 is easily checked by hand.
13.5. The spaghetti junction. Several diverse phenomena come together in the
depth four component of pls. We give some formulae for these phenomena in the
simplest case of weight 12 to illustrate the complexity of the situation.
Consider the following highest-weight vectors in pls4:
h4a,b =
1
b(b− 1)
{xa1 , e
2(xb1)} −
2
ab
{e(xa1), e(x
b
1)}+
1
a(a− 1)
{xb1, e
2(xa1)}
h3a,b,c =
1
c
{xa1 , {x
b
1, e(x
c
1)}}+
1
b
{xa1 , {x
c
1, e(x
b
1)}}
where a, b, c > 0 are even and e = ad(x−21 ). One easily shows that h
4
2,2n ∈ R1pls4 for
all n ≥ 1. These elements are the images in pls of elements in uε which were called
‘Eisenstein elements’ in [24].
• (Spectral sequence H(dgm)⇒ grDH(gm)). The second differential gives
{σ3, σ9} − 3 {σ5, σ7} ≡
691
144
e12 mod depth ≥ 5
where e12 is the cusp form generator defined in [4]. This is closely related to
an observation by Ihara and Matsumoto and is discussed at length in [4].
• (The map ls ⊂ pls). If conjecture 3 holds, then in particular, the exceptional
generators of ls map to uε. The first instance of this is
2275
12
e12 = h
4
2,10 +
13
90
(
84h32,2,6 + 189h
3
6,2,2 + 25h
3
2,4,4 − 225h
3
4,2,4
)
Note that the left-hand side of the equation comes from the cusp form of weight
12. The right-hand side relates to elements which in [24] are called Eisenstein
elements of weight 10.
• (Action of z3). The element z3 is defined in §15. Its action on x
8
1 was computed
in [24] and gives
{z3, x
8
1} =
691
27300
h42,10 −
11
95400
(
252h32,2,6 + 567h
3
6,2,2 + 450h4,2,4 − 50h
3
2,4,4
)
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• (Spectral sequence on pls coming fromR). This plays a trivial role in weight 12
(except that it provides the element h42,10 which plays a role in all the above),
but will complicate the above set-up in higher weights (it gives rise to the
relations coming from even period polynomials studied in [24]).
In short, we have at least four interesting maps
H1(dg
m
2 ) −→ (ls4)
ab
e : Pe −→ ls4
W e −→ R1pls4
ad(z3) : pls1 −→ pls4
The first is the non-trivial differential in the spectral sequence from the depth filtration
on the motivic Lie algebra. The second is the map given by the exceptional solutions
defined in [4]. The third is related to the non-trivial differential in the spectral sequence
coming from the R filtration on pls (it encodes the relations discovered by Pollack in
depth 4 which correspond to the space W e of even period polynomials). The fourth
is the action of the element representing the infinitesimal Galois action z3 defined in
§15. One easily checks that e(x2n1 − x
2n
2 ) + {z3, x
2n−2
1 } = 0.
14. Depth-splitting and the Witt algebra
We construct a canonical solution to the polar double shuffle equations in weight
zero with some remarkable properties. Twisting with this element gives a mechanism
to lift solutions to the linearized double shuffle equations to pdmr, i.e., to all depths.
It gives a splitting of the depth filtration on pdmr. We deduce an alternative and
unconditional ‘anatomical’ decomposition for elements of the motivic Lie algebra.
14.1. A polar solution of weight zero. Recall from lemma 6.1 that any power series
solution to the double shuffle equations is necessarily even in depth 1, corresponding
to the odd Riemann zeta values ζ(2n + 1). The proof of the lemma allowed for the
possibility of a unique odd solution to (6.4) if one allows poles:
Φ(1)(x1) =
1
x1
and Φ(2)(x1, x2) =
1
3
( 2
x1x2
+
1
x1(x1 − x2)
)
.
Remarkably, this solution extends to all higher depths. The corresponding object
corresponds in some sense to ζ(0).
Definition 14.1. Define rational functions sd for all d ≥ 1 by the formula
(14.1) sd =
d−1∑
k=0
(d− k)
x{0,1,...,k̂,...,n},{k}
.
We define an element ψ0 ∈ O which is homogeneous of weight zero by setting
(14.2) ψ
(d)
0 =
(
d+ 1
2
)−1
sd for d ≥ 1 .
We claim the following is true. The proof is omitted.
Theorem 14.2. The element ψ0 is in pdmr, i.e., satisfies the double shuffle equations
modulo products.
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14.2. Twisting by the element ψ0.
Definition 14.3. Let 0 6= α ∈ Od be a solution to the linearized double shuffle
equations in depth d. Let α˜(i) = 0 for i < d, and α˜(d) = α. Recursively define
(14.3) α˜(d+k) =
1
2k
k∑
i=1
{ψ
(i)
0 , α˜
(d+k−i)}
for k ≥ 1. This defines an element α˜ ∈ O whose first non-zero component is α. Note
that there is no restriction on the pole structure of α.
We claim that the following theorem is true, but again omit the proof.6
Theorem 14.4. The element α˜ is a solution to the double shuffle equations modulo
products.
In this way we could have defined solutions to the double shuffle equations modulo
products in all weights by lifting the elements x2n1 for n ≥ −1. Denote them by
χ−1 = x˜
−2
1(14.4)
χ2n+1 = x˜2n1 for n ≥ 1
One can verify that χ2n+1 differs from ψ2n+1 starting from depth 3, and χ−1 differs
from ψ−1 starting from depth 5. The elements χ2n+1 have a more complicated pole
structure than ψ2n+1 in general, see §14.5.
We obtain in this way a homomorphism of Lie algebras
χ : uε −→ pdmr(14.5)
εˇ2n 7→ χ2n−1 .(14.6)
In particular, the elements χ are not linearly independent and satisfy infinitely many
relations coming from period polynomials whose quadratic parts were written down in
[24].
14.3. Action on the algebra of vines. An equivalent way to write the elements sd
is as the rational realization of a vineyard. Recall that the (graded) Hopf algebra of
vines V is generated by elements gn for n ≥ 1, and equipped with the coproduct for
which ∆gn =
∑n
i=0 gi ⊗ gn−i, where here, and afterwards, we set g0 = 1.
Definition 14.5. Define elements sn ∈ V by the recursive formula
(14.7)
n−1∑
i=0
gi · sn−i = ngn .
Since sn = ngn + (products of gi with i < n), it follows that the algebra of vines V is
also generated by the elements sn for n ≥ 1.
For example, we have
(14.8) s1 = g1 , s2 = 2g2 − g1g1 , s3 = 3g3 − 2g1g2 − g2g1 + g1g1g1 .
Let us define, for any vine v,
pv = x
−1
v
where xv is the polynomial associated to v in definition 10.3.
Lemma 14.6. The elements sd satisfy sd = p(sd).
6In [5], we gave a geometric interpretation of the operation of twisting by an element s in depths
≤ 3. The element s in that paper is equal to 1
2
ψ0.
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Proof. Define elements:
(14.9) hn =
∑
i1+...+ik=n
(−1)kgi1 . . . gik ∈ V ,
for all n ≥ 1. Then hn = S(gn), where S is the antipode in V . The map p is a
homomorphism with respect to the shuffle concatenation product (proposition 18.3).
Furthermore, we show in the final chapter that the (i, j)th shuffle equation factorizes
through the (i, j)th part of the coproduct. It follows that since the element hn is
the antipode of gn, its associated rational function is obtained by applying the shuffle
involution σ (4.12) to pgn . We have
phn = σ(pgn) = σ(x
−1
{1,...,n},0) = x
−1
{0,1,...,n−1},n
It follows from the definition of sd and shuffle concatenation (4.4) that
(14.10) sd = −
d∑
k=1
phd−k · kpgk ∈ V
where we set h0 = −1. Equation (14.7) follows easily from formula (14.9). 
The stuffle concatenation product does not act in a particularly nice way on the
algebra V . It is however convenient to introduce operators, defined for all n ≥ 1, by
gn· : V −→ V(14.11)
gn· ga1ga2 . . . gam = ga1+nga2 . . . gam
It is compatible with the realization map p in the sense that pgn · pv = pgn· v. Now it
follows from the expansion of sd as a vineyard that
(14.12) sn+1 = g1· sn − g1sn + gn+1 .
Note that gn· v = gn−1· (g1· v), so gn· is the n-fold iteration of g1· n.
Now it is not true in general that the rational functions associated to the algebra of
vines V are closed under the linearized Ihara action, since they span a strict subspace
of the space of rational functions. However, the following lemma shows that they are
preserved by action on the left of the elements sd.
Lemma 14.7. The elements sd satisfy the following identities:
sd+1 = pg1 · sd − pg1 · sd + pgd+1 ,(14.13)
sd + τ(sd) = (d+ 1) pgd ,(14.14)
sd ◦ pgn = pgn · sd + n pgn+d .(14.15)
Proof. Equation (14.13) follows immediately by applying the realization map p to
(14.12). A simple consequence of the definition of sd is the following formula
Resxi=xjsd =
i− j
xj,{0,...,ĵ,...,d}
,(14.16)
which is valid for 0 ≤ j < i, with the proviso that x0 = 0 as usual. Equation (14.14)
follows by computing residues on both sides.
Next, we prove equation (14.15) by induction on n. For the case n = 1, we verify
using the explicit formula for f ◦x−11 (which only has three terms) that
f ◦ pg1 + (1 + τ)
(
pg1 · f − pg1 · f
)
= pg1 · f + (f + τf)· pg1 ,
whenever f has even weight. Setting f = sd and plugging in equations (14.13) and
(14.14) gives precisely (14.15) in the case n = 1. Now suppose that (14.15) is true for
n ≥ 1. Then, by writing pgn+1 = pg1 · pgn , it is a simple calculation to verify that (14.15)
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holds for n+ 1, using the second equation in (6.13) which expresses the compatibility
of the linearized Ihara action with the stuffle concatenation product. 
Equation (14.15) can be expressed as an action
V −→ V(14.17)
v 7→ sd ◦ v
which is defined on generators gn by:
(14.18) sd ◦ gn = gn· sd + ngn+d
and extends to V by the first equation of (6.13)
(14.19) sd ◦ (a · b) = (sd ◦ a) · b+ a · (sd ◦ b)− a · sd · b .
In particular, we have
(14.20) s1 ◦ gn = (n+ 1)gn+1 , s2 ◦ gn = (n+ 2)gn+2 − gn+1g1
If we compute the action of the sd on themselves, we find that they generate a copy of
(the positive degree part of) the Witt Lie algebra under the Ihara bracket.
Proposition 14.8. For all m,n ≥ 1,
(14.21) {sm, sn} = (m− n)sm+n .
Proof. It suffices to prove the formula for m = 1, 2. The general formula then follows
from the Jacobi identity and induction on m. We prove that
s1 ◦ sn = n sn+1 + s1sn and sn ◦ s1 = sn+1 + s1sn .
The second equation follows from the equations sn+1 = g1· sn + gn+1 − g1sn (14.12)
sn ◦ g1 = g1· sn + gn+1 and s1 = g1. For the first equation, write
(14.22) S(x) =
∑
n≥1
snx
n , G(x) =
∑
n≥0
gnx
n
where g0 = 1. Equation (14.7) is simply the formula
(14.23) G(x)S(x) = xG′(x) .
Equation (14.20) implies that s1 ◦G = G
′, and hence s1 ◦xG
′ = xG′′. We have
(s1 ◦G)S +G(s1 ◦S)−Gs1S = xG
′′ ,
by (14.19). Since G′S +GS′ = G′ + xG′′, and G′ = Gx−1S, we deduce that
G
(
s1 ◦S − s1S − S
′ − Sx−1
)
= 0 .
Because G is invertible, we can divide by G to deduce the required formula for s1 ◦S.
It follows that {s1, sn+1} = n sn+2, and taking the rational realisation gives the corre-
sponding identity for rational functions sn.
The corresponding calculations for s2 ◦ sn and sn ◦ s2 can be carried out using similar
ideas, and are omitted. 
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14.4. Summary: an algebraic structure. We have the following structure.
• A graded Hopf algebra V spanned by words in elements gn in degree n and
equipped with the concatenation product. The coproduct satisfies
∆gn =
n∑
i=0
gi ⊗ gn−i (g0 = 1) .
• A distinguished family of primitive elements sn ∈ V in degree n, for all n ≥ 1.
The vector space they span W =
⊕
n≥1Q sn acts on V on the left
◦ :W ⊗Q V −→ V ,
in such a way that w ◦ 1 = w and
w ◦ (a · b) = (w ◦ a) · b+ a · (w ◦ b)− a · w · b .
• The subspace W ⊂ V is closed under the bracket {sm, sn} = sm ◦ sn − sn ◦ sm
and is isomorphic to the Witt Lie algebra
{sm, sn} = (m− n)sm+n
The action of W is completely determined by the identities (n ≥ 0)
s1 ◦ gn = (n+ 1) gn+1 and s2 ◦ gn = (n+ 2)gn+2 − gn+1g1 ,
since W is generated as a Lie algebra by s1 = g1 and s2 = 2g2 − g1g1.
14.5. An unconditional anatomical decomposition. The following theorem re-
quires the theorem 14.4 whose proof was omitted.
Theorem 14.9. Let σ ∈ O be any homogeneous solution to the double shuffle equations
modulo products of non-negative weight. Then there is a unique sequence α1, α2, . . . of
solutions to the linearized double shuffle equations such that
σ =
∑
d≥1
α˜d .
Proof. Since σ has non-negative weight, its depth one component σ(1) ∈ Q[x1] is of
even degree. Let α1 = σ
(1). Define αi recursively by
αr+1 =
(
σ −
r∑
i=1
α˜i
)(r+1)
.
Since, by induction hypothesis, σ ≡
∑r
i=1 α˜i modulo terms of depth ≥ r+1, it follows
from theorem 14.4 that the element αr+1 is a solution to the linearized double shuffle
equations, and we can define α˜r+1 by twisting with ψ0 as in (14.3). 
Remark 14.10. The elements αd in the previous theorem can have poles along all
divisors of the form xi = xj . These are not elements of plsd in general, and therefore
do not have an interpretation as geometric derivations. It is an interesting question to
ask what the generators of the Lie algebra of solutions to the linearized double shuffle
equations in this more general sense are. One can verify that the element
Q4 =
∑
Z/5Z
1
x1(x3 − x2)x3x4
is a solution to the linearized double shuffle equations which clearly does not lie in pls4,
since it satisfies Resx3=0(Q4) =
1
x1x2x4
6= 0. One also checks that
ψ
(5)
−1 − χ
(5)
−1 =
1
240
{Q4, x
−2
1 } .
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Examples 14.11. We can compute anatomical decompositions of the elements σ in
low weights using the elements χ and Q4. This gives
σ5 ≡ χ5 −
5
24
{χ3, {χ3, χ−1}}(14.24)
σ7 ≡ χ7 −
7
48
{χ5, {χ3, χ−1}} −
7
96
{χ3, {χ5, χ−1}}+
1
240
{x61, Q4}+ . . .
σ9 ≡ χ9 −
5
36
{χ7, {χ3, χ−1}} −
5
108
{χ3, {χ7, χ−1}}
−
7
144
{χ5, {χ5, χ−1}}+
1
240
{x81, Q4}+ . . .
where the . . . denotes higher order brackets in depth ≥ 5. Note the presence of a term
involving Q4 which is absent in the anatomical decompositions involving ψ’s. One can
check that we always obtain the combination
χ2n+1 +
1
240
{x2n1 , Q4}
whose depth 5 component has no residue at x4 = 0. Thus the purpose of the exceptional
element Q4 is to provide a counterterm to kill the extra poles in χ2n+1. This suggests
that a possible modification of the element ψ0 may be more appropriate.
Note that there are obvious patterns in the coefficients occurring in the right-hand
side. These come from the fact that χ2n+1 is a highest-weight vector for the operator f
(which acts on elements of O by exactly the formula (12.16)), and therefore the depth
3 components map to highest-weight vectors in pls3. More precisely, the combinations
occur in pairs
1
2b
{χ2a+1, {χ2b+1, χ−1}}+
1
2a
{χ2b+1, {χ2a+1, χ−1}}
which is to be compared with (13.18). By this remark, the element σ9 is entirely
determined by just two coefficients!
15. Miscellaneous remarks
15.1. Denominators and congruences. The linearized double shuffle equations are
defined over the integers. We easily verify that
Resx2=0{x
−2
1 , x
2n
1 } = −2nx
2n
1 .
From this it follows that the total reside vanishes modulo 2n, and therefore
{x−21 , x
2n
1 } ∈ ls2(Fp) for all primes p|2n .
Whenever ls2(Fp) is spanned by Ihara brackets of elements in ls1, we should expect
congruences modulo such primes. For example, we have
{x−21 , x
4
1} ≡ 0 mod 2
{x−21 , x
12
1 }+ 2{x
2
1, x
8
1}+ {x
4
1, x
6
1} ≡ 0 mod 3
{x−21 , x
10
1 }+ 2 {x
2
1, x
6
1} ≡ 0 mod 5
{x−21 , x
14
1 }+ 4 {x
2
1, x
10
1 }+ 5 {x
4
1, x
8
1} ≡ 0 mod 7
which in turn generate many more congruences for iterated brackets. The first and
third of the equations above imply that, modulo depth ≥ 4,
{ψ−1, ψ5} ≡ 0 mod 2 , {ψ−1, ψ11}+ 2 {ψ3, ψ7} ≡ 0 mod 5 .
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Combining this with the Jacobi identity and the anatomical decomposition of σ9:
σ9 ≡ ψ9 −
1
180
{ψ−1, {ψ−1, ψ11}} −
7
180
{ψ7, {ψ3, ψ−1}} −
113
180
{ψ3, {ψ7, ψ−1}}
−
1
16
{ψ5, {ψ5, ψ−1}}+ {depth ≥ 5}
we immediately deduce that some prime factors in the denominators drop out and
σ
(3)
9 ∈
1
72
Z[x1, x2, x3]
It is easy to deduce from parity relations and duality that 72σ9 is integral in all depths.
Computing a single coefficient in σ
(3)
9 , we find that
σ
(3)
9 (ζ
m(5, 2, 2)) =
−3319
72
which proves that the denominator 72 is optimal. In this way, we see that congruences
in depth two and weight 9 in fact determine the integrality properties of the motivic
generator σ9 in all higher depths. These examples, and the well-known pathologies of
the motivic Lie algebra modulo exceptional primes merit further study.
15.2. Anatomy of associators. The contents of this paragraph was essentially re-
produced, with slightly different normalisations, in [5] §7, and therefore is omitted.
15.3. Algorithm for decomposing MZV’s. The anatomical decompositions de-
scribed in this paper should have practical applications. For example, the algorithm of
[3] can be used in combination with the methods of the present paper to give a highly
efficient algorithm to decompose any motivic multiple zeta value of weight ≤ N and
depth ≤ D into some chosen basis. It is, of course, conditional on conjectures 1 and 4
being true in the given range. It goes as follows:
(1) Compute (some choice of) motivic zeta elements σ2n+1 for 2n + 1 ≤ N. By
the duality relation, it is enough to compute σ
(d)
2n+1 for d ≤ min{n,D} only.
In practice this simply means computing the residues of counterterms in the
canonical Lie algebra L to kill poles, starting from ψ2n+1.
(2) Compute (some choice of) motivic associator τ , as in §15.2, up to weight N
and depth d ≤ min{n,D} (again, by duality).
(3) Follow the algorithm described in [3]. The choice of elements σ2n+1 define
derivation operators which act on motivic multiple zeta values. These can be
used to decompose motivic multiple zeta values into the chosen basis.
In [3], the final step of the algorithm involved a transcendental argument: one
must numerically evaluate a certain rational combination of multiple zeta values which
is a rational multiple of ζ(m). This final step is now replaced with: compute the
corresponding coefficients of σ2n+1 if m = 2n+ 1 is odd, or τ if m is even. Each step
of the algorithm reduces the weight by at least 3 and the depth by 1.
Such an algorithm should replace the vast tables of multiple zeta values which have
been extensively used in the literature and especially in high-energy physics. A list of
every multiple zeta value up to given weight and depth is written as a linear combi-
nation of elements in some chosen basis. By the above approach, one only needs to
specify the coefficients in the anatomical decompositions of σ2n+1 and τ . In principle,
this represents an enormous factor of compression: a glance at (11.7) shows that we
have reduced the 128 coefficients in σ9 down to just 4 numbers. Likewise, it should be
possible to reconstruct all thirty thousand structure coefficients of MZV’s up to weight
13 with a few dozen numbers.
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15.4. Derivations on pls. The polar linearized double shuffle equations in depth d
are equations of the form, for all p+ q = d:
f(x1 . . . xpx xp+1 . . . xp+q) = 0
f ♯(x1 . . . xpx xp+1 . . . xp+q) = 0
where f is an element of Od with poles along xi = xj for i, j consecutive only. It turns
out that pls has interesting non-trivial outer derivations. Define
N0(pls)d = {f ∈ Od homogeneous of degree 0 such that adf : pls→ pls} .
There is an obvious map plsd → N
0(pls)d. We are interested in the cokernel
N0(pls)d/plsd .
Examples can be constructed by considering the equations
f(x1 . . . xpx xp+1 . . . xp+q) = cp,q
f ♯(x1 . . . xpx xp+1 . . . xp+q) = c
′
p,q
where cp,q, c
′
p,q ∈ Q are constants. This can be verified using theorem 6.9 and the
explicit formulae for the Ihara bracket.
Examples 15.1. The first non-trivial example is the element in depth 3
(15.1) z3 =
1
4
∑
Z/3Z
x2 − x1
x3
∈ O3
It satisfies z3(x1x x2x3) = 0, z
♯
3(x1x x2x3) = 1 and also f(z3) = 0. One checks that the
elements z3 and 1 span N
0(pls)3/pls3.
The element z3 defined above is equivalent to the element denoted z˜3 in [24], possibly
with a different normalization. It corresponds to the ‘arithmetic’ part of the action of
σ3 ∈ g
m on the Lie algebra uε. For further detail see [6], theorem 20.4. We therefore
expect to find non-trivial derivations z2n+1 in N
0(pls)2n+1/pls2n+1 for every n ≥ 1.
52 FRANCIS BROWN
III. Proofs
In this final, technical, section we give proofs of the theorems concerning the Lie
algebra L. They are mostly functional identities between infinite series of rational
functions. Our general strategy is to conceptualise these statements as much as possible
by breaking them up into simpler statements which can be interpreted as general Hopf-
algebra theoretic identities. But this is not possible in every case, and some proofs
reduce to technical but elementary manipulations on rational functions, which are not
very enlightening. On the other hand, we derive a number of possibly new identities
which follow from the double shuffle equations which may be of independent interest.
16. Preliminary remarks
16.1. The following remark enables us to pass from power series to rational functions.
Call a linear functional relation of finite type, any equation of the form∑
i,j
ri,jf
(j)(a
(1)
i,j , . . . , a
(j)
i,j ) = 0 ,
where the sum is finite, and ri,j , a
(k)
i,j are rational functions in x1, . . . , xm. Clearly if
this equation is satisfied for all f (j) polynomials with rational coefficients, then it is
identically zero, and holds for all f (j) rational functions.
We now modify the shuffle and stuffle Hopf algebra structures previously defined
for formal power series to incorporate rational functions in commuting variables.
16.2. The shuffle Hopf algebra with poles. Let us write O♯0 = Q and
(16.1) O♯d = Q[x1, . . . , xd, (xi + . . .+ xj)
−1
1≤i<j≤d] for d ≥ 1 ,
and put O♯ =
∏
d≥0O
♯
d. We define a linear map ♯ : O → O
♯ as in (4.13). Consider the
homomorphism
mp,q : O
♯
p ⊗Q O
♯
q −→ O
♯
p+q
defined by sending xi ⊗ 1 to xi and 1 ⊗ xj to xj+p for all 1 ≤ i ≤ p, 1 ≤ j ≤ q. The
(p, q)-th shuffle equation defines a map that we shall denote by
(16.2) Shp,q : Op+q −→ O
♯
p+q .
Definition 16.1. Let xO ⊂ O denote the subspace defined (recursively) by
xOn = {f ∈ On : Shp,q(f) ∈ mp,q(♯⊗ ♯)(
xOp ⊗Q
xOq) for all p+ q = n} ,
for all n ≥ 2, and xO1 = O1.
Since the maps mp,q and ♯ are injective, we obtain uniquely defined morphisms
∆p,q :
xOp+q →
xOp ⊗Q
xOq such that the following diagram commutes
∆p,q :
xOp+q −→
xOp ⊗Q
xOq
↓ ↓
Shp,q :
xOp+q −→ O
♯
p+q ,
where the vertical map on the right is mp,q ◦ (♯⊗ ♯), the one on the left is the identity.
Proposition 16.2. The space xO, equipped with the shuffle concatenation map (4.11)
and the coproduct ∆ =
∑
p,q∆p,q, is a cocommutative graded Hopf algebra.
Its Lie algebra of primitive elements consists of the set of solutions in O to the
shuffle equations modulo products.
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Proof. One has to check that the map ∆ defined above satisfies the usual axioms for
Hopf algebras. For example, the fact that it is a homomorphism for the multiplication
translates into some functional identities for the maps Shp,q (see remark below). That
these are satisfied follows from proposition 4.6: the maps Shp,q, restricted to the
subspace of elements with no poles Q[x1, . . . xp+q] ⊂
xOp+q are the images of the
coproduct
∆p,q
x
: Q[x1, . . . , xp+q] −→ Q[x1, . . . , xp]⊗Q[x1, . . . , xq] .
Therefore ∆, restricted to the subspace Q[x1, . . . , xn] ⊂
xOn, coincides with ∆x for
all n, and satisfies all the requisite axioms of a Hopf algebra on this subspace (the
Hopf algebra in question is the image in O of the subspace of Q〈〈e0, e1〉〉
tr consisting
of finite power series). By §16.1, it does so on the whole of xO. 
In particular, the map (3.4) provides an injective morphism of Hopf algebras
(Q〈e0, e1〉
tr, ·,∆x ) −→ (
xO, ·,∆) ,
where Q〈e0, e1〉
tr is the weight-graded version of Q〈〈e0, e1〉〉
tr , defined to be the sub-
space of finite power series (which is a Hopf algebra by corollary 4.4).
Remark 16.3. Let f1 ∈ Om, and f2 ∈ On. The proposition implies, in particular, the
following functional equations for the shuffle product:
Shk,m+n−k(f1 · f2) =
k∑
ℓ=0
(Shℓ,m−ℓf1)(x1, . . . , xℓ, xm+1, . . . , xm+n−ℓ)
× (Shk−ℓ,n−k+ℓf2)(xℓ+1, . . . , xm, xm+n−ℓ+1, . . . , xm+n) .
where Sh0,n = Shn,0 is defined to be the map ♯.
16.3. The stuffle Hopf algebra with poles. Let us write O≤n for O/D
n+1O. Con-
sider the homomorphism
np,q : Op ⊗Q Oq −→ Op+q
defined by sending xi ⊗ 1 to xi and 1 ⊗ xj to xj+p for all 1 ≤ i ≤ p, 1 ≤ j ≤ q. We
obtain a map which we denote by np,q : O≤p ⊗Q O≤q → O≤p+q by summing over ni,j
for i ≤ p, j ≤ q. The (p, q)-th stuffle equation defines a map that we shall denote by
(16.3) Stp,q : O≤p+q −→ Op+q .
Definition 16.4. Let ⋆O ⊂ O denote the subspace defined by
⋆O = {f ∈ O :
∑
i≤p,j≤q
Sti,j(f) ∈ np,q(
⋆O≤p ⊗Q
⋆O≤q) for all p, q ≥ 1} .
There are finitely many equations defining ⋆O≤n, since Stp,q only involves the compo-
nents On for max{p, q} ≤ n ≤ p+ q.
Since the map np,q is injective, we obtain in this way uniquely defined morphisms
∆p,q :
⋆O≤p+q →
⋆O≤p ⊗Q
⋆O≤q such that the following diagram commutes
∆≤p,≤q :
⋆O≤p+q −→
⋆O≤p ⊗Q
⋆O≤q
↓ ↓∑
i≤p,j≤q Sti,j :
⋆O≤p+q −→ O≤p+q ,
where the vertical map on the right is np,q, and the one on the left is the identity.
Proposition 16.5. The space ⋆O, equipped with the stuffle concatenation map (5.8)
and the coproduct ∆ =
∑
p,q∆p,q, is a cocommutative graded Hopf algebra.
Its Lie algebra of primitive elements consists of the set of solutions in O to the
stuffle equations modulo products.
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Proof. The proof is similar to the proof of proposition 16.2. 
In particular, the map (3.4) provides an injective morphism of Hopf algebras
(Q〈Y 〉, · ,∆∗) −→ (
⋆O, · ,∆) ,
where Q〈Y 〉 is the weight-graded version of Q〈〈Y 〉〉.
16.4. Remarks on free Lie algebras. We can replace the set of all shuffle equations
(or linearized stuffle equations) in a given depth with a single functional equation.
16.4.1. Lie projectors. Let k be a field of characteristic zero, and let X be a finite
set. Let V denote the k-vector space with basis X . Let L(X) be the free graded Lie
algebra generated by X , where elements in X have degree 1. Its universal enveloping
UL(X) is isomorphic to the tensor algebra T (V ) =
⊕
n≥0 V
⊗n. It is equipped with
the coproduct for which x is primitive for all x ∈ X . Let
i : L(X) −→ T (V )>0
denote the inclusion of L(X) in T (V ). Its image consists of the space of primitive
elements in T (V ). The Lie projector is defined in degree n ≥ 2 by
pL : T (V )>0 −→ T (V )>0(16.4)
x1 ⊗ . . .⊗ xn 7→ [x1, [x2, . . . [xn−1, xn] · · · ]
and is the identity in degree n = 1. A well-known result states that the image of pL is
exactly i(L(X)) and that f ∈ i(Ln(X)) if and only if pL(f) = nf, where Ln(X) is the
subspace of L(X) of degree n ≥ 1. Thus for all n ≥ 1, the normalized Lie projector
defines an idempotent projector on to the image of L(X):
(16.5) n−1pL : T (V )n −→ i(Ln(X)) .
16.4.2. Dual projectors. Denote by Q〈X〉 the commutative graded Hopf algebra whose
underlying vector space is spanned by words in X , equipped with the shuffle product,
and deconcatenation coproduct. Consider the map λ which is the identity in degree 1,
and is defined recursively in degree n ≥ 2 by the formula
λ : Q〈X〉>0 −→ Q〈X〉>0(16.6)
x1 . . . xn 7→ x1λ(x2 . . . xn)− xnλ(x1 . . . xn−1) .
Denote the Lie coalgebra of indecomposable elements of Q〈X〉 by
I(X) =
Q〈X〉>0
Q〈X〉>0Q〈X〉>0
.
It is the graded dual to L(X). One shows that an element f ∈ Q〈X〉 of degree n ≥ 1
is in the kernel of λ if and only if it is decomposable (shuffle product), i.e.
λ(f) = 0 ⇐⇒ f ∈ Q〈X〉>0Q〈X〉>0 .
Therefore λ induces an injective map
λ : I(X) −→ Q〈X〉>0 ,
which splits the natural map Q〈X〉>0 → I(X). Furthermore, an element f ∈ Q〈X〉n
satisfies f ∈ λ(I(X)) if and only if λ(f) = nf.
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16.5. Linearized double shuffle as two equations. Let n ≥ 1, and define a map
ǫn : Σn → {0,±1}, where Σn is the set of permutations on n letters, by
(16.7) λ(x1 . . . xn) =
∑
σ∈Σn
ǫn(σ)xσ(1) . . . xσ(n) .
If f ∈ Q[x1, . . . , xn], let us write
(16.8) (λnf)(x1, . . . , xn) =
∑
σ∈Σn
ǫn(σ)f(xσ(1), . . . , xσ(n)) .
For example, λ2f(x1, x2) = f(x1, x2)− f(x2, x1), and
λ3f(x1, x2, x3) = f(x1, x2, x3)− f(x1, x3, x2)− f(x3, x1, x2) + f(x3, x2, x1)
The following corollary follows immediately from the previous discussion, and reduces
the linearized double shuffle equations (§7) in depth n to just two equations.
Corollary 16.6. An element f ∈ Q[x1, . . . , xn], where n ≥ 2, satisfies the linearized
stuffle equations if and only if
(16.9) λnf = nf .
It satisfies the shuffle equations if and only if
(16.10) (λnf)
♯ = nf ♯ .
By §16.1, the same statements are true for rational functions.
It is important to note that for applications, it is often more useful to describe the
solutions to the double shuffle equations using more, rather than fewer, equations.
17. Proofs of stuffle identities
In this section, we prove that the elements Ψ2n+1 and Ψ−1 satisfy the stuffle equa-
tions modulo products by generating a large supply of solutions to these equations,
and by showing that Ψ2n+1 and Ψ−1 are in the Lie algebra that they generate.
17.1. Elementary solutions. A natural way to construct solutions to the stuffle
equations modulo products is as follows.
Lemma 17.1. For all n ≥ 1, the elements ρn ∈ Q〈〈Y 〉〉 defined by
(17.1) ρn =
∑
i1+...+ik=n, ij≥1
(−1)k−1
k
yi1 . . . yik ,
are primitive, i.e., ∆∗ρn = 1⊗ ρn + ρn ⊗ 1.
Proof. By definition, we have ∆∗yn =
∑
i+j=n yi ⊗ yj for all n. This is equivalent to
the fact that the element
G(t) = 1 +
∑
n≥1
tnyn ∈ Q[t]〈〈Y 〉〉
is group-like. It follows that its logarithm
log(G(t)) = −
∑
k≥1
1
k
(
1−G(t)
)k
=
∑
k≥1
ρkt
k
is primitive, and therefore ρk is primitive for all k ≥ 1. 
By (17.1), the depth-r component of
∑
k≥1 ρkt
k corresponds via (5.3) to
(17.2)
(−1)r−1
r
tr
(1− tx1) . . . (1 − txr)
.
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Corollary 17.2. Let f ∈ Q[x−11 , x1]]. Then the element ℓ(f) whose d
th component is
(17.3) ℓ(f)(d) =
1
d
d∑
i=1
f(xi)∏
j 6=i(xj − xi)
defines a solution to the stuffle equations modulo products.
Proof. By the previous lemma, the element whose rth component is given by (17.2)
satisfies the stuffle equations modulo products. By decomposing
∏d
i=1(1− xit)
−1 into
partial fractions and expanding in t, we obtain
(−1)d−1
d
td
(1− tx1) . . . (1− txd)
=
1
d
∑
n≥d
d∑
i=1
xn−1i t
n∏
j 6=i(xi − xj)
Taking the coefficient of tn in the right-hand side gives ℓ(xn−11 )
(d), when n ≥ d. Thus
ℓ(f) is a solution to the stuffle equations modulo products up to depth d when f =
xn−11 , for all n ≥ d. By linearity and §16.1, ℓ(f) is a solution to the stuffle equations
modulo products for any Laurent series in x1. 
17.2. Conjugation operator. By taking t to infinity in (17.2), we obtain a solution
ν = ℓ(x−1) to the inhomogeneous stuffle equations which has components
(17.4) ν(r) = (rx1 . . . xr)
−1 ,
in depth r ≥ 1. Define elements µ+, µ− ∈
⋆O by
(17.5) 1 + µ+ = exp∗(ν) and 1− µ− = exp∗(−ν)
where the multiplication in exp∗ is taken with respect to the stuffle multiplication
(5.9). One verifies that they are given explicitly by
µ− = (x
−1
1 , 0, 0, . . .)
µ+ = (x
−1
1 , (x1x2)
−1, (x1x2x3)
−1, . . .)
Given any element ρ ∈ O, define the conjugate element
(17.6) ρ⋆ = (1 + µ+)· ρ · (1 − µ−) .
Since the space of solutions to the inhomogeneous stuffle equations modulo products
is a Lie algebra with respect to the bracket [f, g]∗ = f · g − g· f , and since ν is such
a solution, it follows from the definition (17.6) that ρ ∈ O is a solution to the stuffle
equations modulo products if and only if ρ⋆ ∈ O is.
17.3. Lifting solutions to the linearized stuffle equations. The lift ℓ(f) involves
non-trivial denominators, whereas the elements Ψ2n+1 are defined over Z. For this
reason, the following elements are much more useful for our present purposes.
Lemma 17.3. Let f ∈ R[x−11 , x1]]. Then the element f˜ defined by
(17.7) f˜ (r)(x1, . . . , xr) =
f(x1)
(x2 − x1) . . . (xr − x1)
for r ≥ 1, is a solution to the stuffle equations modulo products.
Proof. It suffices to prove that the element p whose depth-r component is
p(r) =
1
(t− x1)(x2 − x1) . . . (xr − x1)
is a solution to the stuffle equations modulo products. This can be proved by induction
using the recursive definition of the equations (5.13). For this, note that in the second
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line of the equation (5.13), the terms corresponding to s1 in the right-hand side have
poles at t = x1 and those corresponding to si+1 at t = xi+1. It is enough to show that
s1p
(r−1)(x2 . . . xi ∗ xi+1 . . . xr) +
1
x1 − xi+1
s1p
(r−2)(x2 . . . xi ∗ xi+2 . . . xr) = 0
and a similar equation with si+1 holds by symmetry. Since each term in the previous
equation has a simple pole at t = x1, and is translation-invariant in x1, . . . , xr, we can
take the residue at x1 = t, and put t = 0. Thus the previous equation is equivalent to
(17.8) µ
(r−1)
1 (x2 . . . xi ⋆ xi+1 . . . xr)−
1
xi+1
µ
(r−2)
1 (x2 . . . xi ⋆ xi+2 . . . xr) = 0
where µ
(k)
1 = (x1 . . . xk)
−1 was defined in (17.5). Since, by the previous section, µ1
is group-like, it satisfies µ
(r−1)
1 (x1 . . . xi ⋆ xi+1 . . . xr) = µ1(x1, . . . , xr), and therefore
(17.8) is trivially verified. This completes the proof that p is a solution to the stuffle
equations modulo products.
After expanding p as a power series in t−1,we obtain the components of f˜ (r) where
f = xn1 . We deduce using §16.1 that f˜ is a solution to the stuffle equations modulo
products for all Laurent series in x1. 
Definition 17.4. Let a = (ℓ1, . . . , ℓr) be a partition of n into r subsequences, where ℓi
are disjoint sequences of consecutive integers such that {1, . . . , n} = ℓ1∪. . .∪ℓr. Define
the set of initial terms it(a) = (i1, . . . , ir) to be the set of elements ik = minj{j ∈ ℓk}.
We shall only consider partitions which are increasing, i.e., with i1 < i2 < . . . < ir.
Let f(x1, . . . , xs) be a rational function of s variables. Define
(17.9) f˜ (d) =
∑
a
daf(xi1 , . . . , xis)
where the sum is over partitions of d into s subsequences and (i1, . . . , ir) = it(a), and
da =
r∏
k=1
1
xℓk\ik,ik
.
When s = 1, the definition (17.9) reduces to (17.7).
The following proposition gives a mechanism for splitting the depth filtration, i.e.,
for lifting solutions to the linearized stuffle equations in depth s to solutions to the full
stuffle equations modulo products in all higher depths.
Proposition 17.5. Let f ∈ Os be a solution to the linearized stuffle equations in s
variables. Then f˜ satisfies the stuffle equations modulo products.
Proof. Consider s power series in one variable f1, . . . , fs ∈ Q[[x1]]. By lemma 17.3,
the elements f˜i are all solutions to the stuffle equations modulo products. These
correspond to primitive elements in ⋆O. Since the latter form a Lie algebra with
respect to concatenation, it follows that the bracket
(17.10) g = [f˜1, [f˜2, . . . [f˜s−1, f˜s]⋆ · · · ]⋆
is also primitive and hence a solution to the stuffle equations modulo products. Here
the bracket is defined by [f, g]⋆ = f · g−g· f , where · was defined in (5.9). By definition
of the projector (16.7), the first non-zero component g(s) of g is
(17.11) f(x1, . . . , xs) = λs (f1(x1)f2(x2) . . . fs(xs)) ,
and satisfies the linearized stuffle equations. By unravelling (17.10), we see that
g = h˜
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and its components in depth d are linear combinations of f(xi1 , . . . , xis), where 1 ≤
i1, . . . , is ≤ d, with rational coefficients. Thus the proposition is true whenever f is
of the form (17.11). But by the argument of §16.1, the proposition is true for any
f = λs(h), where h ∈ Os is a rational function. By corollary 16.6, any solution to the
linearized stuffle equations is of this form, which completes the proof. 
Remark 17.6. Although we shall not require it, we can use the elements ℓ(f) in a
completely analogous way to split the depth filtration in the stuffle Hopf algebra ⋆O.
For this, define a marked partition of n into r sequences to be a pair
a = ((ℓ1, . . . , ℓr), (i1, . . . , ir))
where ℓi are disjoint sequences of consecutive integers such that {1, . . . , n} = ℓ1∪. . .∪ℓr,
ik ∈ ℓk for all 1 ≤ k ≤ r, and i1 < i2 < . . . < ir. Let mp(n, r) denote the set of marked
partitions of n into r subsequences. It is empty if r > n.
Now let f(x1, . . . , xs) be a rational function of s variables. Define
ℓ(f)(d) =
∑
α∈mp(d,s)
cαf(xi1 , . . . , xis)
where α = ((ℓ1, . . . , ℓs), (i1, . . . , is)) and cα is defined by
cα =
s∏
k=1
1
|ℓk|xℓk\ik,ik
.
When s = 1, this definition reduces to (17.3). Then we show, in an identical way to
proposition 17.5 that if f(x1, . . . , xs) satisfies the linearized stuffle equations, then ℓ(f)
is a solution to the stuffle equations modulo products in all depths.
17.4. Internal structure of the elements Ψ2n+1. The elements Ψ2n+1 break up
into three distinct pieces, each of which individually satisfies the stuffle equations
modulo products. Let us denote this decomposition by
Ψ2n+1 =
1
2
(
A2n+1 +B2n+1 + C2n+1
)
where
A
(d)
2n+1 =
x2n1
(x2 − x1) . . . (xd − x1)
B
(d)
2n+1 =
( d∑
i=1
x2nd
x{1,...,i−1},{0} x{i,...,d−1},{d}
)
−
( d−1∑
i=1
x2nd−1
x{d,1,...,i−1},{0} x{i,...,d−2},{d−1}
)
C
(d)
2n+1 =
( d∑
i=2
(xi − xi−1)
2n
x{0,...,i−2},{i−1} x{i+1,...,d},{i}
)
+
( d−1∑
i=1
(x1 − xd)
2n
x{2,...,i},{1} x{i+1,...,d−1,0},{d}
)
We immediately see that A2n+1 is the lift f˜ , where f(x1) = x
2n
1 . Let τ(A2n+1) denote
the involution (5.7) applied to A2n+1. It is given by
τ(A2n+1)
(d) =
x2nd
(x1 − xd) . . . (xd−1 − xd)
and satisfies the stuffle equations modulo products. It is easily verified that
B2n+1 = (τ(A2n+1))
⋆ ,
since the term on the left in the above formula for B
(d)
2n+1 is (1 + µ+)· τ(A2n+1), and
the term on the right is given by (1 + µ+)· τ(A2n+1)·µ−.
Proposition 17.7. The elements C2n+1 satisfy the stuffle equations modulo products.
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Proof. Let f1, f2 ∈ Q[x1] be any two polynomials and consider the element
p = [f˜1, τ(f˜2)]∗
where τ is the involution (5.7), and [ , ]∗ is the Lie bracket with respect to · . The
element p is a solution to the stuffle equations modulo products by lemma 17.3. Let
p = p+ − p−, where p+ = f˜1· τ(f˜2) and p− = τ(f˜2)· f˜1, giving rise to the formulae
p−(d) =
d∑
i=2
f2(xi−1)f1(xi)
x{1,...,i−2},{i−1} x{i+1,...,d},{i}
, p
(d)
+ =
d−1∑
i=1
f1(x1)f2(xd)
x{2,...,i},{1} x{i+1,...,d−1},{d}
.
By taking linear combinations of such elements, we can replace f1(xa)f2(xb) in the
above expressions for p± by
1
xb
(xa − xb)
2n. This gives precisely C
(d)
2n+1. 
Corollary 17.8. The elements Ψ2n+1 for all n ≥ 1, satisfy the stuffle equations modulo
products.
17.5. Internal structure of the element Ψ−1. The element Ψ−1 splits into in-
finitely many components, each of which individually satisfies the stuffle equations
modulo products. Let Vnd denote the set of vines v ∈ Vd of height n. Define
(17.12) P (d)n =
∑
v∈Vn
d
1
xvxd
.
Then we have
Ψ−1 = 2
∑
n≥1
(−1)n
Pn
n
.
and it suffices to show that each Pn satisfies the stuffle equations modulo products.
Lemma 17.9. The element P1 satisfies the stuffle equations modulo products.
Proof. We work in the Hopf algebra ⋆O. Consider the element κ ∈ ⋆O defined by
κ = (x−21 , 0, 0, . . .) .
It is almost immediate from the formula
P
(d)
1 =
1
x1x2 . . . xd−1x2d
, d ≥ 1
that P1 = (1 + µ+)·κ. One easily verifies the depth two stuffle equation:
κ(x1 ⋆ x2) = −
1
x21x2
−
1
x1x22
= (−µ−·κ− κ·µ−)
(2) .
Clearly, all higher stuffle equations for κ vanish. Thus κ corresponds to an element
satisfying ∆(κ) = (1−µ−)⊗κ+κ⊗ (1−µ−). Since 1+µ+ is group-like and its inverse
is 1 − µ−, we immediately deduce that (1 + µ+)·κ is primitive (in any Hopf algebra,
given an element b such that ∆(b) = g−1⊗b+b⊗g−1, where g is group-like, the element
gb is primitive). Therefore P1 satisfies the stuffle equations modulo products. 
Observe that since there are no vines of height n with fewer than n grapes, P
(d)
n = 0
for d < n. Since the unique vine with n grapes and height n is given by g1 . . . g1, it
follows that the first non-zero component P
(n)
n is the following element cn.
Lemma 17.10. For all n ≥ 1, the cyclically invariant elements
(17.13) cn(x1, . . . , xn) =
1
x1(x2 − x1) . . . (xn − xn−1)xn
are solutions to the linearized stuffle equations.
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Proof. By corollary 16.6, it suffices to verify (16.9). The equation λncn = ncn can be
verified by taking residues and using the formula
(17.14) Resxi=xj cn =
{
±cn−1(x1, . . . , x̂i, . . . , xn) if |i− j| = 1 ,
0 otherwise
in which we use the convention x0 = 0, xn+1 = 0. 
It follows from lemma 17.10 and proposition 17.5 that the elements c˜n are solutions
to the stuffle equations modulo products for all n. Now define
Qn = (1− µ−)·Pn .
It is straightforward to verify that
(17.15) Q(d)n =
∑
v∈1Vnd
1
xvxd
.
where 1V
n
d denotes the set of all vines v ∈ V
n
d which are of the form v = g1w.
Proposition 17.11. The following equation holds for all n ≥ 1:
(17.16) c˜n· (1− µ−) = Qn +Qn+1 .
Proof. First of all, observe that the elements c˜n are given explicitly by
c˜(d)n = Q
(d)
n +R
(d)
n ,
where we define Rn by the formula
R(d)n =
∑
v∈1V
n+1
d
x−1v x
−1
f(v) .
Here, we define f(wgk) = d− k ∈ {n, . . . , d− 1} for any word w in {g1, g2, . . . , }. The
previous formula follows easily from the definition of xv, formula (17.9), and the fact
that c
(d)
n = xg1...g1x
−1
d . The equation (17.16) is then equivalent to
Rn· (1 − µ−) = Qn·µ− +Qn+1
Each term in this equation is a sum over certain vines v. It decomposes into the
following pair of identities, valid for every vine v:
(xvgmxd−m)
−1 − (xvgm−1xd−mxd)
−1 = (xvgmxd)
−1 if m ≥ 2
(xvg1xd−1)
−1 = (xvxd−1xd)
−1 + (xvg1xd)
−1
For example, the first equation is equivalent, after multiplying through by xvgm−1 , to
the obvious identity (xd − xd−m)
−1x−1d−m − (xd−mxd)
−1 = (xd − xd−m)
−1x−1d . 
Proposition 17.12. Each Pn is a solution to the stuffle equations modulo products.
Proof. Multiply equation (17.16) on the left by (1 + µ+). This gives
(c˜n)
⋆ = (1 + µ+)· (Qn +Qn+1) = Pn + Pn+1 .
The left-hand side is a solution to the stuffle equations modulo products, by lemma
17.10 and proposition 17.5, and hence by induction on n and lemma 17.9, Pn is a
solution to the stuffle equations modulo products. 
Corollary 17.13. Ψ−1 is a solution to the stuffle equations modulo products.
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18. Proofs of shuffle equations
18.1. Some properties of the shuffle equations. The following lemma follows
immediately from the definitions of the shuffle equations.
Lemma 18.1. Let g ∈ On, and set f = gx
m
n for some m ∈ Z. Then
f ♯(x1 . . . xk xxk+1 . . . xn) = g
♯(x1 . . . xk xxk+1 . . . xn)(x1 + . . .+ xn)
m
In particular, f is a solution to the shuffle equations modulo products if and only if g
is.
We first compute the shuffle equations on xgn , for a single grape.
Lemma 18.2. The elements gn = (x1 . . . xn)
−1 satisfy the following identity:
(18.1) g♯n(x1 . . . xk xxk+1 . . . xn) = g
♯
k(x1, . . . , xk)g
♯
n−k(xk+1, . . . , xn) .
Proof. Let fn−1 ∈ On−1, and define fn = fn−1x
m
n , for any m ∈ Z. Then
f ♯n(x1 . . . xk xxk+1 . . . xn) =
(
f ♯n−1(x1 . . . xk−1xxk+1 . . . xn)
+ f ♯n−1(x1 . . . xk xxk+1 . . . xn−1)
)
(x1 + . . .+ xn)
m
Equation (18.1) is proved by induction on n. Applying the previous identity with
fn−1 = gn−1, and m = −1. Using the notation x[i,j] = xi + xi+1 + . . .+ xj for i < j,
g♯n(x1 . . . xk xxk+1 . . . xn) =
( 1
x1x[1,2] . . . x[1,k−1]xk+1x[k+1,k+2] . . . x[k+1,n])
+
1
x1x[1,2] . . . x[1,k]xk+1x[k+1,k+2] . . . x[k+1,n−1])
) 1
x[1,n]
which immediately reduces to (18.1) on noting that x[1,n] = x[1,k] + x[k+1,n]. 
18.2. Shuffles and vines.
Proposition 18.3. The rational realisation map
p : V −→ xO(18.2)
v 7→ x−1v
is a morphism of Hopf algebras.
Proof. This map is a homomorphism for the multiplication by definition. To check
that it respects the coproducts, it suffices to compute the coproduct on the generators
gn. Since ∆(gn) =
∑
i+j=n gi⊗ gj, this precisely reduces to (18.1) via the definition of
the Hopf algebra structure on xO. 
In particular, primitive elements in V map to solutions of the shuffle equations
modulo products.
Proposition 18.4. For all d ≥ 1, the depth d component of Ψ−1 is a solution to the
shuffle equations modulo products.
Proof. By the proof of lemma (17.1), the element
β =
∑
i1+...+ik=d
(−1)k
k
gi1 . . . gik
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is a primitive vineyard. Therefore p(β) is a solution to the shuffle equations modulo
products. By lemma 18.1, so too is the element
Ψ
(d)
−1 =
p(β)
xd
.

18.3. Conjugation by grapes gn. Let S denote the antipode in the Hopf algebra
of vines. It corresponds, in the Hopf algebra of rational functions, to the antipode σ
defined in (4.10), by proposition 18.3. We therefore have
pS(gd) = σ(pgd) =
(−1)d
xd(xd − x1) . . . (xd − xd−1)
.
Consider the two generating series
G =
∑
n≥1
gn and S(G) =
∑
n≥1
S(gn) .
Since G is group-like, ∆G = G ⊗G, we have S(G) = G−1. It follows that if α is any
primitive element in the Hopf algebra of vines, then S(G) · α ·G is also primitive.
18.4. Internal structure of Ψ2n+1. The elements Ψ2n+1 again break up into three
distinct pieces, each of which individually satisfies the shuffle equations:
Ψ2n+1 =
1
2
(
D2n+1 + E2n+1 + F2n+1
)
,
where (with the convention x0 = 0),
D
(d)
2n+1 =
d∑
i=1
x2nd
x{1,...,i−1},{0} x{i,...,d−1},{d}
E
(d)
2n+1 =
d∑
i=1
(xi − xi−1)
2n
x{0,...,i−2},{i−1} x{i+1,...,d},{i}
F
(d)
2n+1 =
d−1∑
i=1
( (x1 − xd)2n
x{2,...,i},{1} x{i+1,...,d−1,0},{d}
−
x2nd−1
x{d,1,...,i−1},{0} x{i,...,d−2},{d−1}
)
We immediately notice that E2n+1 = S(G) · αn · G, where αn ∈ O is x
2n
1 in depth
1, and zero in all other depths. By the above remarks, this element is primitive, and
therefore E
(d)
2n+1 satisfies the shuffle equations for all d. Next, we see that
D
(d)
2n+1 = (G · α0 · S(G))x
2n
d
which, by lemma 18.1 satisfies the shuffle equations since G · α0 · S(G) = G · α0 ·G
−1
is primitive in xO. To construct F from D, we need the following lemma.
Lemma 18.5. If f ∈ Od satisfies the shuffle equations, then so does
(18.3) f(x1, . . . , xd) + (−1)
df(xd+1 − xd, . . . , xd+1 − x1)
Proof. Since x01 (the element 1 viewed in O1) and f are primitive elements of
xO, so
too is the element f · x01 − x
0
1 · f ∈
xOd+1. Because f is primitive, this is again equal
to f · x01 + x
0
1 · σ(f), where σ is given by (4.10). This is precisely (18.3). 
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Finally, it follows easily from the explicit formulae above that
F
(d)
2n+1 = −
(
D
(d−1)
2n+1 (x1, . . . , xd−1) + (−1)
d−1D
(d−1)
2n+1 (xd+1 − xd, . . . , xd+1 − x1)
) 1
xd
This is the product of x−1d with an element which satisfies the shuffle equations, by
the previous lemma. Therefore, by lemma 18.1, F2n+1 is also a solution to the shuffle
equations. We conclude
Corollary 18.6. The elements Ψ2n+1 satisfy the shuffle equations.
18.5. Proof of lemma 9.8. By definition, W−1pls ⊂
⊕
n≥1 cn(x1, . . . , xn)Q, where
cn is defined by (17.13). It is equal to (xvxn)
−1, where v is the vine gn1 . By lemma 18.1
and proposition 18.3, it satisfies the shuffle equations if and only if v is primitive in
the Hopf algebra of vines. This occurs only if n = 1. Now consider an element ξ ∈ pls
of weight zero and depth n. It is of the form ξ = (
∑n
i=1 αixi)cn(x1, . . . , xn), where
αi ∈ Q. Since cn is cyclically-invariant, we deduce that the numerator
∑n
i=1 αixi must
also be cyclically-invariant for ξ to be in pls. This forces all αi = 0.
19. Structure of residues
19.1. Cancellation of double poles.
Proposition 19.1. Let ξ ∈ L be a homogeneous element of non-negative weight. Then
the depth d component ξ(d) ∈ Od has at most simple poles for all d.
Proof. Consider rational functions f ∈ Od such that:
(1) f has at most simple poles along xi = 0 for i = 1, . . . , d− 1,
(2) f has at most a double pole along xd = 0.
We first show that these properties are stable under {, }. For this, let f1 ∈ Op, f2 ∈ Oq
satisfying (1) and (2). In the formula (6.12) we see that f1 ◦ f2 has possible double
poles at xp = 0, xq = 0, coming from a single term each, and possible double poles
along xp+q = 0. All other xi = 0 have at most simple poles. The total contribution
from the two terms in {f1, f2} which give possible double poles at xp = 0 are
f1(x1, . . . , xp)
(
f2(xp+1, . . . , xp+q)− f2(xp+1 − xp, . . . , xp+q − xp)
)
.
Since the right-hand factor vanishes at xp = 0, the double pole in fact cancels.
Now it follows from their definitions that the elements ψ
(d)
2n+1 and ψ
(d)
−1 satisfy (1)
and (2) for all d. Therefore every depth d component ξ(d) of any element ξ ∈ L satisfies
(1) and (2). Now suppose that ξ has non-negative weight. In particular, ξ(1) = xn1 for
some n ≥ 0 and has no poles. We prove by induction on d that ξ(d) has no double
poles. For this, notice that if ξ(1), . . . , ξ(d−1) are in O1, . . . ,Od and have no double
poles, all the terms of depth ≤ d− 1 in the stuffle equations modulo products for ξ(d)
have no double poles either. The double poles of ξ(d) therefore satisfy the linearized
double stuffle equations and are stable under the dihedral group of lemma 7.5. Since
all divisors xi = xj are in the orbit of some divisor of the form xi = 0 for 1 ≤ i ≤ d−1,
it follows from property (1) that ξ(d) has no double poles at all. 
19.2. Formulae for the residues of Ψ•. A crucial property of our chosen generators
Ψ2n+1 is that their residues have the following, very particular, structure.
Proposition 19.2. Let n = −1 or n ≥ 1. Then for all i < d, we have
(19.1) Resxi=0Ψ
(d)
2n+1 =
1
x1 . . . xi−1
· Resx1=0Ψ
(d−i+1)
2n+1 .
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Proof. Consider first the case n = −1. Let v be a vine, and let m ≥ 1. It follows
immediately from the definition of the rational realization (10.3) of a vine that
Resxi=0 x
−1
gmv =
{
0 if m < i ,
1
x1...xi−1
· 1· x−1gm−iv if m ≥ i ,
where we write g0v = v. Equation (19.1) follows easily from definition 10.7.
For the case n ≥ 1, recall the decomposition of Ψ2n+1 into pieces A,B,C defined in
§17.4. The components of A have no poles along xi = 0. From its definition,
(19.2) Resxi=0 C
(d)
2n+1 =
1
x1 . . . xi−1
· 1 · A
(d−i)
2n+1
whenever i < d. The main contribution comes from
B2n+1 = (1 + µ+) · b2n+1 ,
where we set b2n+1 = τ(A2n+1)· (1 − µ−). It satisfies Resxi=0b
(d)
2n+1 = 0 for all i < d.
It follows immediately from the definition of µ+ that
(19.3) Resxi=0B
(d)
2n+1 =
1
x1 . . . xi−1
· 1 · b
(d−i)
2n+1
for all i < d. Therefore (19.1) follows from (19.2) and (19.3). 
A more detailed analysis in the proof of proposition 19.2 leads to the following
formulae for the residues. We shall omit the proofs, which are straightforward.
Proposition 19.3. Let n ≥ 1. Then
Resx1=0Ψ
(d)
2n+1 =
1
2
· (B
(d−1)
2n+1 −A
(d−1)
2n+1 ) ,(19.4)
Resxd=0Ψ
(d)
2n+1 =
1
2
[
A2n+1 · µ+ − µ+ · τ(A2n+1)
]
,
Resxd=0(Ψ
(d)
−1xd) = (x1 . . . xd−1)
−1 .
where A2n+1, B2n+1 were defined in §17.4.
19.3. General residue structure. The residue structure for the elements Ψ2n+1
holds more generally for any commutators in the elements Ψ2n+1.
Theorem 19.4. Let ξ ∈ L. Then for all i < d, we have
(19.5) Resxi=0 ξ
(d) =
1
x1 . . . xi−1
· Resx1=0 ξ
(d−i+1) .
Before proving the theorem, we state the following important technical result. Let
α = 1 + µ+ denote the element which in depth k is
α(k) = (x1 . . . xk)
−1 .
Theorem 19.5. Let ξ ∈ O satisfy the double shuffle equations mod products. Then
ξ ◦α + α · ξ˜ = 0 ,
where f˜ (d)(x1, . . . , xd) = (−1)
df (d)(−xd,−xd−1, . . . ,−x1).
The proof of this theorem is postponed to §19.5.
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Lemma 19.6. Suppose that f ∈ Or, and g ∈ Os have at most simple poles. Let
1 ≤ i < r + s, and assume that there exist gA, gB such that
Resxi=0 g = α
(i−1) · 1 · gA if i < s(19.6)
Resxi−r=0 g = α
(i−r−1) · 1 · gB if i > r .
Then the residue of f ◦ g is a sum over the following terms:
Resxi=0(f ◦ g) = (Resxi=0f) · g if i ≤ r
+ (Resxs=0g) · 1 · f if i = s
+ α(i−1) · 1 · (f ◦ gA) if i < s
+ (f ◦α(i−r−1)) · 1 · gB + (α
(i−r−1) · f˜) · 1 · gB if i > r(19.7)
Proof. By inspecting formula (6.12) for f ◦ g, we see that none of the terms in f has a
pole along xi = 0 except the first term in the sum, which is
f(x1, . . . , xr)g(xr+1, . . . , xr+s) .
This gives rise to the first line of (19.7). All other contributions come from residues in
the g-arguments. The only place in which a Resxs=0g can occur is from the term
g(x1, . . . , xs)f(xs+1, . . . , xr+s) ,
which gives rise to the second line of (19.7). All other contributions come from a
Resxi=0 g when i < s or Resxi−r=0 g when i > r. By (19.6) and analysing the terms in
(6.12), we obtain the third and fourth lines of (19.7). Note that in the case i > r, and
f homogeneous, the final term (α(i−r−1) · f˜) · 1 · gB comes from the single term
(−1)deg(f)+rf(xi−1 − xi, . . . , xi−r − xi)Resxi=0 g(x1, . . . , xi−r−1, xi, . . . , xr+s) .

Corollary 19.7. Suppose that f, g ∈ O are solutions to the double shuffle equations
modulo products, have at most simple poles, and satisfy, for some Φ0,
(19.8) Resxi=0 Φ
(d) = α(i−1) · Φ
(d−i+1)
0
for all i < d, where Φ = f or g. Then the same equation holds for Φ = {f, g}.
Proof. Consider the terms in (19.7) for f ◦ g. All terms in the first line of (19.7) for
i < r are of the required form, by assumption (19.8) for Φ = f . All terms in the third
line of (19.7) are clearly of the required form, and all terms in the fourth line vanish
by theorem 19.5 applied to f . Thus all remaining terms are∑
r
(Resxr=0f
(r)) · 1 · g(d−r) + (Resxr=0g
(r)) · 1 · f (d−r) ,
which cancel out in the anticommutator {f, g}. So {f, g} has the desired property. 
Theorem 19.4 follows easily by induction from the previous corollary, since the Ψ2n+1
have the requisite residue structure by proposition 19.2. We know by theorems 10.2
and 10.8 that all elements of L satisfy the double shuffle equations modulo products. It
is worth noting that Ψ
(d)
−1 in fact has a double pole along xd = 0. However, proposition
19.1 says that {Ψ−1, ξ} has at most simple poles, and it is easy to see that corollary
19.7 applies in the case f = Ψ−1 and g ∈ L also.
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19.4. Vanishing of residues (proof of theorem 10.14). Let d ≥ 2, and ξ ∈ L
such that ξ(1), . . . , ξ(d−1) has no poles. We wish to show that ξ(d) has poles along the
main cyclic orbit x1 = 0, . . . , xi = xi+1, . . . , xd = 0 only. The statement is vacuous for
d = 2. Therefore, assume that d ≥ 3. By theorem 19.4, we have for 2 ≤ i ≤ d− 1,
(19.9) Resxi=0 ξ
(d) =
1
x1 . . . xd−1
· Resx1=0 ξ
(d−i+1) = 0 .
By the assumption on ξ, all terms of depth < d in the stuffle equations for ξ(d) are
pole-free (hereafter referred to as ‘polynomial’). It follows that
(19.10) ξ(d)(x1 . . . xi⋆xi+1 . . . xd) ≡ ξ
(d)(x1 . . . xixxi+1 . . . xd) (mod polynomials) .
Since ξ satisfies the stuffle equations, the left-hand side vanishes. Since the antipode
for the shuffle product is signed reversal of words, we deduce that
ξ(d) + τξ(d) ≡ 0 (mod polynomials) .
Similarly, since ξ satisfies the shuffle equations, it satisfies
ξ(d) + σξ(d) = 0 .
Now, by §7.2, σ, τ generate a dihedral group. By cyclic symmetry, we deduce from
(19.9) that Resxi=xj ξ
(d) = 0 whenever 2 ≤ |i− j|, which proves the theorem.
19.5. Proof of theorem 19.5. We shall prove theorem 19.5 in a different form.
Lemma 19.8. Let f ∈ O. The equation f ◦α+ α · f˜ is equivalent to
(19.11) (f + f˜) · (1 − µ−) = µ− · f − f ◦ µ− .
Proof. By definition of α, we have α = α · µ− + 1. Therefore,
f ◦α = (f ◦α) · µ− − α · f · µ− + α · (f ◦µ−) + f
by (6.13). Suppose that f ◦ α+ α · f˜ vanishes in all components < d. Then the depth
d component of f ◦ α+ α · f˜ is equal to the depth d component of
−α · f˜ · µ− − α · f · µ− + α · (f ◦µ−) + f + α · f˜ .
Multiplying on the left by 1− µ−, and using the fact that (1− µ−) · α = 1, this is
f˜ · (1 − µ−)− f · µ− + f ◦µ− + (1 − µ−) · f .
Thus, by induction on the depth, theorem 19.5 is equivalent to (19.11). 
Suppose that f ∈ O is homogeneous of even weight, and satisfying the shuffle and
stuffle equations modulo products. Then
f˜ (d)(x1, . . . , xd) = (−1)
d(−1)d−1f(xd, . . . , x1) .
It follows from (6.12) and (17.5) that (19.11) is equivalent to the following six-term
equation.
Proposition 19.9. Let f ∈ O be homogeneous of even weight. Then for all d ≥ 2,
f (d)(x1, . . . , xd)− f
(d)(xd, . . . , x1) =
f (d−1)(x2, . . . , xd)
x1
−
f (d−1)(xd−1, . . . , x1)
xd
−
f (d−1)(x2 − x1, . . . , xd − x1)
x1
− (−1)d
f (d−1)(xd − xd−1, . . . , xd − x1)
xd
(19.12)
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Remark 19.10. The previous equation is an explicit expression of the form
f (d) + (−1)dτ (f)(d) = lower depth ,
where τ was defined in §7.2. On the other hand, the stuffle antipode gives an explicit,
but rather different, expression with a different sign of the form
f (d) + τ(f)(d) = lower depth .
Combining the two gives a canonical way to lift solutions to the double shuffle equations
from depth d− 1 to d in the case when f is homogeneous of even weight, and d is odd.
This is to be compared with proposition 7.6.
19.5.1. Proof of the six-term relation (19.12). Let f ∈ O be a solution to the double
shuffle equations modulo products, which is homogeneous of even weight. We shall
work in the dihedrally symmetric coordinates y0, . . . , yd. Define
I(y0, . . . , yd) = f
(d)(y0, y1, . . . , yd)− f
(d)(y0, yd, . . . , y1) .
Since f has even weight, we have f (d)(y0, . . . , yd) = f
(d)(yd, . . . , y0), and thus
(19.13) f (d)(y1, . . . , yd, y0) = f
(d)(y0, y1, . . . , yd)− I(y0, y1, . . . , yd) .
Let us write the (1, d− 1)th stuffle equation for f in the form
(19.14) f (d)(y0, y1x y2 . . . yd) = A(y0, y1x y2 . . . yd) ,
where A is a sum of terms involving f (d−1). Change variables yi 7→ yi+1 to give
f (d)(y1, y2x y3 . . . ydy0) = A(y1, y2x y3 . . . ydy0) .
Now apply (19.13) to each term in the previous equation to give
(19.15) f (d)(y0, y1, y2x y3 . . . yd) + f
(d)(y2, y1, y3, . . . , yd, y0)
− I(y0, y1, y2x y3 . . . yd)− I(y2, y1, y3, . . . , yd, y0) = A(y1, y2x y3 . . . ydy0) .
On the other hand, interchange the variables y1 and y2 in (19.14) to give:
(19.16) f (d)(y0, y2x y1y3 . . . yd) = A(y0, y2x y1y3 . . . yd)
The difference (19.16) − (19.15) is
(19.17) f (d)(y0, y2, y1, y3, . . . , yd)− f
(d)(y2, y1, y3 . . . yd, y0)
+ I(y0, y1, y2x y3 . . . yd) + I(y2, y1, y3, . . . , yd, y0)
= A(y0, y2x y1y3 . . . yd)−A(y1, y2x y3 . . . ydy0) .
Applying equation (19.13) to the first two terms gives the equation
(19.18) I(y0, y2, y1, y3, . . . , yd) + I(y0, y1, y2x y3 . . . yd) + I(y2, y1, y3, . . . , yd, y0)
= A(y0, y2x y1y3 . . . yd)−A(y1, y2x y3 . . . ydy0) ,
which involves only I’s and A’s. It follows from the definition of I and (19.14) that
I(y0, y1x y2 . . . yd) = A(y0, y1x y2 . . . yd)−A(y0, y1x yd . . . y2) .
Replacing the middle term in (19.18) in this way, we obtain
(19.19) I(y2, y1, y3, . . . , yd, y0) = A(y0, y2x yd . . . y3y1)−A(y1, y2x y3 . . . ydy0)
By changing variables, this gives the equation:
(19.20) I(y0, y1, y2, . . . , yd) = A(yd, y0x yd−1 . . . y2y1)−A(y1, y0x y2 . . . yd−1yd) .
68 FRANCIS BROWN
Now, by the definition of the stuffle product, we verify that
A(y0, y1x y2 . . . yd) =
1
y2 − y1
(
f (d−1)(y0, y1, y3, . . . , yd)− f
(d−1)(y0, y2, . . . , yd)
)
+
d∑
i=3
1
yi − y1
(
f (d−1)(y0, y2, . . . , yd)− f
(d−1)(y0, y2, . . . , yi−1, y1, yi+1, . . . , yd)
)
.
Since f is of even weight, f (d−1)(z1, . . . , zd) = f
(d−1)(zd, . . . , z1), for all zi. Therefore
most terms in the previous equation will cancel when we take the difference
A(y0, y1x y2 . . . yd)−A(yd, y1x yd−1 . . . y2y0)
=
1
yd − y1
(
f (d−1)(y0, y2, y3, . . . , yd−1, y1)− f
(d−1)(y0, y2, . . . , yd)
)
−
1
y0 − y1
(
f (d−1)(yd, yd−1, . . . , y2, y1)− f
(d−1)(yd, yd−1, . . . , y2, y0)
)
.
Substituting into (19.20) after an appropriate change of variables gives
I(y0, y1, y2, . . . , yd) =
1
y1 − y0
(
f (d−1)(yd, yd−1, . . . , y2, y0)−f
(d−1)(yd, yd−1, . . . , y1)
)
−
1
yd − y0
(
f (d−1)(y1, . . . , yd−2, yd−1, y0)− f
(d−1)(y1, y2, . . . , yd)
)
.
Reversing all arguments of f (d−1) in the right-hand side, and setting y0 = 0, gives
I(x1, x2, . . . , xd) =
1
x1
(
f
(d−1)
(x2, . . . , xd)− f
(d−1)
(x2 − x1, . . . , xd − x1)
)
−
1
xd
(
f
(d−1)
(xd−1, . . . , x1)− f
(d−1)
(xd−1 − xd, . . . , x1 − xd)
)
,
which is precisely equation (19.12), as required.
19.6. Full residue structure for L.
Lemma 19.11. Suppose that f ∈ O satisfies the double shuffle equations modulo
products and is homogeneous of even weight. If it satisfies the residue equation (19.5),
then more generally, for any indices 2 ≤ i− j < d, we have
Resxi=xjf
(d)(x1, . . . , xd) =
1
(xj+1 − xj) . . . (xi−1 − xj)
×
Resxj+1=xjf
(d−i+j+1)(x1, . . . , xj , xj+1, xi+1, . . . , xd)(19.21)
This expression in the case j = 0 reduces to (19.5) on setting x0 = 0 as usual.
Proof. The proof is by induction on j. First of all, for all d ≥ 1, define
A(d)(x1, . . . , xd) = f
(d)(x1, . . . , xd)−
1
x1
f (d−1)(x2, . . . , xd)+
1
x1
f (d−1)(x2−x1, . . . , xd−x1)
We have the following two symmetries:
f (d)(x1, . . . , xd) = (−1)
d+1f (d)(xd − xd−1, . . . , xd − x1, xd)(19.22)
A(d)(x1, . . . , xd) = −A
(d)(xd, . . . , x1) .(19.23)
The first equation is the usual antipodal symmetry for the shuffle equations, the sec-
ond is simply a restatement of the six-term relation (proposition 19.9). Now write
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P (g(d), j, i) to denote the statement that (19.21) holds for a function g satisfying the
conditions of the lemma. Then (19.22) and (19.23) yield
P (f (d), j, i) ⇐⇒ P (f (d), d− i, d− j)
and, for all indices 2 ≤ i− j < d with the extra condition j > 0:
P (A(d), j, i) ⇐⇒ P (A(d), d− i+ 1, d− j + 1) .
Finally, using the definition of A, one checks that if P (f (d), i, j) holds, then
P (f (d+1), i+ 1, j + 1) ⇐⇒ P (A(d+1), i+ 1, j + 1)
The proof then proceeds by induction using the three previous equivalences. We have
P (f (d), 0, ∗) for all d by assumption (19.5), where ∗ denotes any choice of index satis-
fying the conditions of the lemma. Then for all d,
P (f (d),≤ k, ∗)⇒ P (f (d), ∗,≥ d− k)⇒ P (A(d), ∗,≥ d− k)⇒ P (A(d),≤ k + 1, ∗)
This implies P (f (d),≤ k + 1, ∗), which completes the induction step. 
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