ABSTRACT This paper presents a hierarchical multinomial latent model with G 0 distribution for synthetic aperture radar (SAR) image semantic segmentation. The model considers the scattering statistics and multiscale characteristics of the SAR images. Specifically, a 2-D discrete wavelet transform is used to construct a quad-tree structure, and a hierarchical multinomial latent model is used for semantic segmentation. The hierarchical model can capture local and global characteristics of the SAR images. Additionally, statistical distributions of SAR images are discussed. The flexible G 0 distribution is substituted into the hierarchical multinomial latent model for the segmentation of various types of land covers. Moreover, the developed Bayesian inference on the quad-tree structure is incorporated into our approach. The semantic segmentation map is obtained from an initialization, bottom-up, and top-down probability computations. In this way, the underlying spatial structure information is effectively propagated. Our experiments compare the proposed approach, other multinomial latent model-based methods, and Markov random field-based methods. The experiments are conducted from a series of synthetic and real SAR images, where the segmentation results demonstrate that our approach is robust to the noise in most cases, obtains the best result among the compared methods and improves the state-of-the-art segmentation performance.
I. INTRODUCTION
Synthetic aperture radar (SAR) is a mainstream earth observation technique and plays crucial roles in various applications, such as military applications, civil applications and so on. SAR image semantic segmentation is a fundamental step in SAR image processing and applications, which aims to assign one land cover category to each pixel. Advanced imaging technology produces larger amount of SAR images with more geometric and radiometric details. The phenomenon poses a greater challenge to SAR image semantic segmentation [1] - [3] .
To date, various algorithms have been proposed for SAR image segmentation, such as fuzzy c-means (FCM) [4] , mean shift [5] , turbo-pixel [6] , [7] , threshold methods [8] , level-set methods [9] - [11] , Markov random filed (MRF) models [12] - [17] , Hierarchical MRF (HMRF) models [18] - [24] and multinomial latent model [25] . Among them, the statistical learning methods represent the image in probability way and consider the spatial information of the SAR images. The segmentation algorithm in our paper focuses on the statistical learning method and it considers the scattering statistics and multi-scale spatial information of the SAR image simultaneously.
MRF is a popular model in the statistical learning methods and described by an undirected graph [12] - [17] . Its likelihood model describes the statistical property of the observed data. For the natural images, the observed data is usually assumed as Gaussian distribution [12] , [13] , [17] . However, SAR images have fundamental different characteristics from the natural images and are usually with complex statistical characteristics. The prior model of MRF considers the spatial information on the obtained segmentation labels and does not capture the spatial information between different scales. Essentially, SAR images always contain the multiscale spatial information. In order to capture the multiscale information, hierarchical MRF (HMRF) models are proposed [18] - [24] by incorporating the spatial information between different scales. These methods focus on the prior model to capture the spatial information accurately and use the classical distributions to represent the likelihood model. It is worth noting that the statistical distribution of the SAR images are important and describe the fluctuation of the amplitude of the SAR images. In addition, the texture feature is not considered in these methods. In fact, SAR images are rich in texture, such as river, urban area and various land covers. Recently, amplitude and texture based multinomial latent model using classification expectation maximization algorithm (ATML-CEM) has been proposed for SAR image segmentation [25] . Its likelihood model assembles both the SAR amplitude and texture via a finite mixture model (FMM). The amplitude density is assumed as Nakagami distribution, which is under the assumption that the observed region is homogeneous. A multinomial logistic regression is used to model the spatial contextual constraints in the prior density. It means that the spatial information is extracted in a single scale. The fixed scale facilitates the description of the spatial relationships and solves the model. However, it limits the ability of the model to capture the multiscale information.
In the statistical framework, the statistical properties of SAR images are also crucial. With the consideration, statistical distributions of the SAR images should be discussed.
Due to the special principles of SAR imaging systems, nonGaussian data are usually observed from SAR measurements. Hence, Gaussian-based distribution theories no longer apply, and non-Gaussian statistical distributions were proposed [3] , [15] , [28] , [29] . Lognormal and Weibull distributions are used to represent the single-look SAR images. Gamma and Nakagami distributions are basic multi-look amplitude models. These distribution types assume that the observed region is homogeneous. Moreover, the K distribution can describe heterogeneous SAR images and is a special case of G 0 distribution. In fact, G 0 distribution can be used to flexibly describe regions with different characteristicshomogeneous, heterogeneous and extremely heterogeneous regions. The probability density functions (PDF) and the corresponding characteristics of these distributions are shown in Table 1 .
In this paper, statistical distributions of SAR images are discussed. Among the statistical distributions of SAR images, G 0 distribution can flexibly describe the regions with different characteristics. In addition, to capture the different scales of SAR images, a 2-D discrete wavelet transform is used to construct the quad-tree structure. Then, a hierarchical multinomial latent model is used for semantic segmentation. Finally, G 0 distribution is substituted into the hierarchical multinomial latent model for segmentation of various types of land covers. In virtue of the Bayesian inference on the quad-tree, the posterior probability is derived via initialization, bottom-up and top-down probability computations. This paper offers the following contributions. 1) We consider the heterogeneous statistical characteristics of the SAR image. G 0 distribution can fit various types of land covers. It reflects the roughness of the SAR image and is seen as a kind of structural semantic information to be considered into our model; 2) we use a hierarchical multinomial latent model to capture the local and global spatial contextual constraints. In this way, the underlying spatial structure information is effectively propagated between different scales; 3) Bayesian inference on the quad-tree is developed to our unsupervised approach to obtain the semantic segmentation map; 4) Through G 0 distribution, the texture feature and the multiscale spatial information, our model is robust to noise in most cases and improves the segmentation accuracy.
This journal paper extends our earlier work [31] by engaging in further analysis and more segmentation results. The journal paper includes a detailed analysis of G 0 distribution, and the corresponding parameter estimation methods. Moreover, the implementation details better cover the proposed approach. Meanwhile, we test the effectiveness of our approach on a series of synthetic and real SAR images, including the synthetic SAR images with different noise levels, the synthetic SAR images with aggregated terrain types and the complicated real SAR images. Experiments on the additional data sets are further used to verify the effectiveness of the proposed approach. The rest of this paper is organized as follows. Section II introduces the statistical models used in SAR images. Section III presents the underlying details of the HML-G 0 model and the segmentation process. Section IV discusses the segmentation results obtained by our method and the compared methods on synthetic and real SAR images. Section V concludes this paper and presents some perspectives for future work.
II. STATISTICAL MODELS OF SAR IMAGES
Statistical learning methods provide a way to segment the SAR images in probability way. In this section, we briefly review the statistical distributions of the observed SAR images. Then, the interpretable G 0 distribution and the corresponding parameter estimation are discussed in detail when characterizing SAR images.
The statistical distributions and corresponding SAR image characteristics are shown in Table 1 . The lognormal distribution [3] , Weibull distribution [3] , Gamma distribution [3] , Nakagami distribution [3] and K distribution [29] have been used for the specified types of heterogeneous regions. These models may be not enough to fully represent a SAR image after the release of new airborne and space-borne sensors. Frery et al. [29] proposed a G 0 distribution to model extremely heterogeneous clutter by assuming that the speckle noise follows the gamma distribution and the terrain backscatter follows the inverse-gamma distribution. The corresponding density function is described as follows,
where the parameter n is the number of looks. The parameters α and γ are used to characterize the roughness and scale of the SAR images [29] , respectively. (·) is the gamma function. The amplitude of the SAR image is denoted by A. Furthermore, for α → 0 − , the data represents highly heterogeneous amplitude levels. Meanwhile, the parameter γ is proportional to the backscatter amplitude. Thus, when α → −∞, the G 0 model tends to the square root of gamma, which is used to describe the homogeneous region. The G 0 model can approximate the K distribution via variable parameters. In fact, the variability of the G 0 distribution has been proven in [29] , and the parameters of the G 0 distribution are fully interpretable [30] . These advantages prove that the G 0 distribution is flexible and adequate to describe the statistical characteristics of the SAR images. Fig. 1 shows the PDF of G 0 distribution with different parameters. Parameter estimation is a key issue when using the statistical distribution. There are mainly two methods to estimate the parameters of a G 0 distribution. They are maximum likelihood (ML) and the method of moments (MO) [28] . Due to the complicated analytical expression of G 0 distribution, ML is infeasible for the G 0 model. In [30] , α and γ are estimated by the first moment and the second moment. This method is simple and fast, but the range of parameters are constrained. The method of logarithmic cumulants (MoLC) has been proposed recently, which is popular in the multiplicative model [28] . Our paper uses MoLC to estimate the parameters of the G 0 distribution. This technique is based on the Mellin transform and second-kind statistics [15] , [28] . In fact, the look n of the SAR image is generally an integer provided by the sensor and is viewed as the prior knowledge in this paper. However, in the absence of such prior knowledge, the equivalent number of looks can be estimated from the real data [9] . Therefore, the parameters are estimated through the following equations:
where ψ (n) = d log ( (n)) dn is the digamma function and ψ z (n) = d z log ( (n)) dn z is the zth-order polygamma function. In addition, m 1 and m 2 are first-order log cumulants and second-order cumulants. They are estimated empirically via
where N is the total number of the samples and y s is the amplitude of the SAR image at the location s.
III. HIERARCHICAL MULTINOMIAL LATENT MODEL WITH G 0 DISTRIBUTION
In our hierarchical model, a 2-D discrete wavelet transform is used to decompose the image to produce the multiscale inputs. The approximation coefficients of the multilevel wavelet transform are considered as the multi-scale inputs [23] . In our approach, we use two level wavelet transform to obtain three scales. Specifically, the original SAR image is the scale 0 and decomposed into four subbands by a 2-D discrete wavelet transform. The four subbands are low frequency subband, horizontal subband, vertical subband and diagonal subband, where the low frequency subband is considered as the scale 1. Then, the scale 1 is decomposed by a 2-D discrete wavelet transform. The low frequency subband in the second decomposition is considered as the scale 2. The detailed decomposition process is shown in Fig. 2 . According to the three scales, a quad-tree structure is used to describe the dependencies between different scales in Fig. 3 . FIGURE 3. Quad-tree structure.
From Fig. 3 , the quad-tree structure includes several layers and can be represented as
where L = 2 in our paper. The node at scale l is the parent node s − and its four children are s + at scale l − 1. In addition, the node at scale l and its four children nodes at scale l − 1 are denoted as d (s). We also define that Y = (y s ) s∈S is the observed field and X = (x s ) s∈S is the label field. = {e 1 , e 2 , · · · e K } is a finite set with K elements and the label takes its value from . K is the number of the image class. Our goal is to estimate labels X given a set of observations Y . The image segmentation task can be formulated as estimating the labels X from the observations Y and is defined as, ∀s ∈ S,x s arg max
A. LIKELIHOOD MODEL: COMBINED AMPLITUDE G 0
DISTRIBUTION AND TEXTURE t DISTRIBUTION
The likelihood model is used to compute the likelihood probability from the observations. It describes the features of the SAR image. Amplitude and texture features are equally important in SAR image segmentation. The combination of the two features introduces a probabilistic obstacle. Copulas [23] and FMM [25] are two popular ways to join the two features in a statistical way. For copulas, many samples are needed to learn the parameters of different components and it is usually used in a supervised learning way. FMM can be used in unsupervised situations and the parameters of different components can be learned separately. Similar to [25] , we factorize the density of the image block using the Bayes rule in two parts which are 1) the amplitude density based on the central pixel of the block and 2) texture density based on the conditional density of the surrounding pixels given the central pixel. FMM is used to assemble amplitude G 0 distribution and texture t distribution,
where p A is the amplitude density. p T is the texture density. y ∂s are the neighboring pixels of y s , and θ k = {θ k1 , θ k2 } are the model parameters. It should be noted that the amplitude density in [25] and our work are different. Moreover, the approach in [25] is a single-scale model and our approach is a hierarchical model. The amplitude density is described by a G 0 distribution. G 0 distribution and corresponding parameter estimation are given in Section II. Texture feature is extracted in the spatial neighborhood and the texture density is characterized by a t distribution. t distribution and the corresponding parameter estimation are given in Appendix.
B. SPATIAL CONTEXTUAL MODEL: SOFTMAX REGRESSION MODEL
The spatial contextual model is used to compute the prior probability on the obtained segmentation map. It is used to describe the spatial contextual relationships. We use softmax regression model to describe the spatial contextual information. By employing the softmax regression model, the prior probability is written as,
where η is the model parameter. w (s) is a window defined around s, and δ (·) is the Kronecker delta function. The parameter η is estimated by Newton's method in [25] .
C. TRANSITION PROBABILITIES
The transition probabilities represent the causality of the statistical interactions between the different scales. They play a decisive role in the hierarchical multinomial latent model. We use the transition probability introduced in [23] . According to [23] , we empirically set the transition probabilities p x l s |x l+1 s − as 0.9 when the label of the parent node is equal to the labels of the children nodes. Meanwhile, we set the transition probabilities as 1-0.9
when the label of the parent node is not equal to the labels of the children nodes. K is the number of the image class.
D. DEVELOPED MPM FOR HIERARCHICAL LABELING
The segmentation task in our approach is treated as a hierarchical labeling problem. The labeling task is to estimate the optimal realizations of some hidden variables (image classes) from the observations. The modes of the posterior marginal (MPM) provide a way to identify the optimal configurations of the resulting labels and is usually used in supervised learning model [23] , [26] , [27] . However, the ground-truth segmentations are difficult to obtain for SAR images. Therefore, we develop the MPM method to an unsupervised way, hereafter denoted as HML-G 0 -MPM, which includes the initialization, bottom-up and top-down probability computations. In the initialization pass, we use FCM method to initialize the labels of the three scales. Meanwhile, the prior probability at the root scale is computed. Then, the prior probability from root to the leaves is computed by using the transition probability. According to [26] , the prior density at levels l ∈ [0, . . . , L − 1] is written as,
where the transition probabilities are given in Section III-C. The bottom-up pass is to compute the partial posterior marginal p x s |y d(s) from the leaves to the root.
Inspired by [26] , we have
where the likelihood density p (y s |x s ) is provided in (5) . Although the form is similar to [26] , the physical meaning of (8) in our work are fundamental different from [26] . It integrates the amplitude statistical distribution, texture distribution and the multi-scale spatial information into a unified framework.
In the top-down pass, the maximum posterior probabilities at the root nodes are computed. The same operations are performed until scale 0 is reached.
We use Fig. 4 to show the computation process of the initialization pass, bottom-up pass and top-down pass. In the intra-scale, the prior probability is used to describe the local spatial contextual relationships. The likelihood probability is used to describe the features of the observations. In the inter-scale, the transition probability is used to describe the relationships between different scales. At each scale, the partial posterior marginal probability is related with its prior probability, likelihood probability and its children's partial posterior marginal probability. The likelihood probability is computed from the observations. In the initialization pass, the prior probability at root scale is computed from the initialized segmentation map. The prior probabilities at other scales are computed by using (7). In the bottom-up pass, the partial posterior probability is computed from the leaves nodes to the nodes at scale l. In the top-down pass, the maximum posterior probabilities at the scale l are computed. From Fig. 4 , we can see that through the initialization pass, bottom-up pass and the top-down pass, the labels at scale l are obtained. The obtained segmentation map is used to update the prior probabilities at scale l. The same operations are performed until scale 0 is reached. The details are shown in Table 2 . 4. The flowchart of the hierarchical multinomial latent model with G 0 distribution. The likelihood probability is computed from the observations. In the initialization pass, the prior probability is computed from the obtained segmentation map. The transition probability is used to describe the relationships between different scales. The partial posterior marginal probability is related with its prior probability, likelihood probability and its children's partial posterior marginal probability in the bottom-up pass. In the top-down pass, the posterior marginal probability is computed by maximum a posterior (MAP) method.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we perform some experiments on a series of synthetic and real SAR images, using our proposed method and some related segmentation approaches, including MRF model [12] , ATML-CEM model [25] and HMRF model [23] . Our proposed approach is described in Table 2 , and these compared approaches and their corresponding parameters are described as follows. 1) MRF model is a statistical learning approach with integration the amplitude feature model and the spatial contextual model. Maximum a posterior MAP) is used to obtain the labels. 2) In ATML-CEM model, the amplitude and texture statistics are assembled into a FMM. Then, a multinomial logistic function is used to describe the spatial contextual model. The labels are obtained via a classification expectation maximum (CEM) algorithm. 3) HMRF model defines the MRF model on a quadtree structure, and MPM method is used to obtain the segmentation map. In addition, our experiments mainly include five parts. The data sets are introduced in Section IV-A. In Section IV-B, we investigate the performance of HML-G 0 model on the synthetic SAR images with different noise levels. The performance of HML-G 0 on the synthetic SAR images with aggregated terrain types is tested in Section IV-C. In the section, the synthetic SAR images are selected from real SAR images. Section IV-D shows the experimental results on four real SAR images. The parameters are analyzed in the last part.
A. TEST DATA SETS
Some experiments are conducted on the following data sets. 2) SYN1 and SYN2: 256 × 256 pixels, synthetic SAR images constituted by collating 4 different patches 128×128 from real SAR images. The small patches are taken from water, urban areas, land and forests (see Fig. 6(a) and Fig. 7(a) ).
3) Test1: 256 × 256 pixels, TerraSAR-X (1-m ground resolution), which was acquired over the city of Swabian Jura (see Fig. 8(a) ). 4) Test2: 522×446 pixels, Ku band, 1-m ground resolution, which was acquired over the city of California (see Fig. 9(a) ). 5) Test3: 600 × 400 pixels, 1-m ground resolution, which was acquired over the city of Washington in USA (see Fig. 10(a) ). 6) Test4: 2000 × 2400 pixels, HH polarized, TerraSAR-X (1-m ground resolution), which was acquired over the city of Giza in Egypt (see Fig. 11(a) ).
The details of the real SAR images are shown in Table 3 . Some information are collected from [32] and [33] .
B. SEGMENTATION RESULTS OF THE SYNTHETIC SAR IMAGES (SYNs)
The first experiment is conducted on synthetic SAR images (SYNs). The looks of the ten synthetic SAR images are from 1 to 10. They are produced by adding different noise levels onto the original synthetic image. The larger the look is, the lower the noise level is. We only show four synthetic SAR images (7-look to 10-look), and their results are shown in Fig. 5 . Fig. 5(e)-Fig. 5(h) are the segmentation results of MRF model. We can see that the results are over-segmentations. The reason for this result is that MRF model uses the spatial information at the fixed scale and is difficult to deal with the multi-scale SAR images. By introducing the local and global information, the results of HMRF model (shown in Fig. 5(i)-Fig. 5(l) ) are better than that of MRF model. However, this model is not sufficient for images with high-level noise. That is because that Nakagami distribution used in HMRF cannot fully describe the heterogeneous characteristics of the SAR images. In ATML-CEM model (shown in Fig. 5(m) -Fig. 5(p) ), the labeling consistency is improved. The reason is that the method focuses on the prior model and adds the over-smooth constraints when extracting the spatial information, resulting in the inaccurate segmentation of the edges. From the segmentation results of HML-G 0 model (shown in Fig. 5(q)-Fig. 5(t) ), we can see that the segmentation results are clearer than that of others and insensitive to the speckle noise. It is because that the amplitude statistical distribution and the multi-scale spatial information are considered in our approach. Specifically, G 0 distribution better describes the observed data. Meanwhile, the multi-scale spatial information is favorable to depress the noise.
Due to the availability of the ground truth segmentation, two quantitative indexes, Kappa coefficient and global consistency error (GCE) [16] are employed for evaluation. Kappa coefficient is used to measure the similarity between two images. GCE uses the error survey to quantify the consistency between image segmentations. A larger Kappa and smaller GCE indicate better reliability. The quantitative indexes of SYNs are shown in Table 4 . As we observed, the quantitative indexes of MRF model are the worst of all the methods. Although HMRF model performs well on some images, the method is unstable. ATML-CEM model is more stable than MRF and HMRF models, since it is less influenced by the noise. Kappa coefficient of HML-G 0 model is the highest in most cases, and GCE is the smallest in most cases. This demonstrates that HML-G 0 model performs well for a wide range of noise strength and is superior to the compared methods on most noise levels.
C. SEGMENTATION RESULTS OF SYNTHETIC SAR IMAGES (SYN1 and SYN2)
We further investigate the efficiency of HML-G 0 model on two synthetic SAR images with aggregated terrain types, which are selected from real SAR images. From the segmentation results of MRF (shown in Fig. 6 (b) and Fig. 7(b) ), we can see that MRF produces over-segmented results, especially in urban areas and forests. This is likely because that the single scale spatial contextual constraints are inadequate for urban areas and forests. In ATML-CEM (shown in Fig. 6(c) and Fig. 7(c) ), the labeling consistency is not maintained in the urban area and forest. The reason is that the predefine scale cannot describe the multi-scale information in the aggregated terrain types. For the segmentation results shown in HMRF (shown in Fig. 6(d) and Fig. 7(d) ), the results are better than that of MRF. However, it is still not enough for the large scale texture (urban area and forests). It is because that the texture features are not considered in this model. From the segmentation results of HML-G 0 (shown in Fig. 6(e) and Fig. 7(e) ), the urban area, forests, land and water are clearly identified. This is because that the amplitude statistical distribution, texture density and the multi-scale spatial information are considered at the same time. Moreover, the segmentation results are compared with the groundtruth segmentations (shown in Fig. 6(g) and Fig. 7(g) ). We can see that the HML-G 0 result is the closest to the ground-truth segmentation. We also show the corresponding quantitative indexes in Tables 5 and 6 . HML-G 0 has the best accuracy in urban areas and forests. The four methods perform nearly the same and obtain satisfactory segmentation in water and land. Nevertheless, HML-G 0 has the best average accuracy, Kappa coefficient and GCE among the four methods.
D. SEGMENTATION RESULTS OF REAL SAR IMAGES
We also test the efficiency of our approach on four real SAR images. Unlike the previous synthetic SAR images, these four images (shown in Fig. 8(a)-Fig. 11(a) ) are very complicated and include water, land, and various ground objects. Especially, the Test 4 image, with a larger scene, is the most complicated. MRF, ATML-CEM and HRMF are used for comparison. The segmentation results of MRF (shown in Fig. 8(b) -Fig. 11(b) ) contain many small regions, especially in Fig. 11(b) . The fixed spatial contextual constraints are obviously not adequate for the complicated scenes. ATML-CEM produces large homogeneous regions in the resulting segmentation map (shown in Fig. 8(c) -Fig. 11(c) ). It is because that the over smooth contextual constraints are added into the spatial model, while this may lead to the loss of the details. Since the information of inter-scale and intra-scale is used, the results of HMRF model (shown in Fig. 8(d)-Fig. 11(d) ) are superior to the results of MRF model. For the HML-G 0 (shown in Fig. 8(e) -Fig. 11(e) ), we can see that various classes are identified clearly, such as water, land, urban areas and so on. The reason is that the amplitude statistical distribution, the texture density and multi-scale spatial information are considered in the method. Especially, G 0 distribution is used to describe the statistical characteristics of various terrain types. It is a kind of structural semantic information of the SAR image. In addition, the initialization pass, bottom-up pass and the top-down pass in the hierarchical labeling problem is used to compute the labels of the image. It should be noted that HML-G 0 perform well on the larger scene (shown in Fig. 11 ). The optical images are also found (shown in Fig. 8(f)-Fig. 11(f) ) from Google Earth for comparison. Comparing the results with the optical images, it is obvious that the results of HML-G 0 are more accurate.
E. PARAMETER ANALYSIS
In HML-G 0 model, we need to set the size v of the window w (s). The window size v is used to determine the neighborhood size of the spatial contextual model. Large value of v captures the spatial information via a large scale and is suitable for obtaining results with large homogeneous regions. In contrast, the small value of v emphasizes the small scale spatial contextual information and is suitable for obtaining results with many details. However, both big or small values of v lead to unsatisfactory results. To analyze the parameter v, we take different v ([3, 5, . . . , 21]) on SYN1 and SYN2 for segmentation. The quantitative indexes are illustrated in Fig. 12 . As we observe, 1) too big or too small v is not appropriate, leading to the unsatisfactory results.
2) The performance of HML-G 0 is superior to ATML-CEM with the same v. 3) When v grows, Kappa coefficient rises quickly, and GCE drops quickly.
This indicates that the performance of HML-G 0 is initially sensitive to v. As v increases, the sensitivity of the window size is reduced. The peaks of the Kappa coefficient and the lowest of the GCE curves are observed near v = 7, after that the curves change slowly. Therefore, the window size is set to be 7 in our approach.
V. CONCLUSIONS
This paper has introduced a SAR image semantic segmentation method using hierarchical multinomial latent model with G 0 distribution. The strength of our method mainly lies via the following aspects. First, G 0 distribution is used to describe the SAR amplitude. It can represent homogeneous, heterogeneous and extremely heterogeneous regions. G 0 distribution is viewed as a semantic information and plugged into the hierarchical model. Second, hierarchical multinomial latent model is used in our approach. Through the hierarchical model, the global and local characteristics can be precisely captured. Third, the developed MPM with three-pass computations is incorporated into our approach. Finally, our proposed approach is robust to the noise and improve the segmentation accuracy. Compared with the other methods, our method shows a good performance in segmenting SAR images.
Furthermore, this method can also be extended to multipolarization and multi-sensor data, which provides a crucial advantage for the remotely sensed data acquired daily. However, the number of the class is set empirically according to the optical image. More approaches may be investigated for the selection of class number. In addition, some advanced Bayesian approaches consider the structure of SAR images can be investigated for a future study.
APPENDIX
Texture feature is extracted in the spatial neighborhood and the texture density is characterized by a t distribution,
where µ k , β k , ϕ k are the model parameters, including the auto-regression coefficient µ k , the scale parameter ϕ k and the degree of freedom β k . According to [25] , these parameters are estimated by expectation maximum (EM) algorithm. By using the EM algorithm in [25] , the auto-regression coefficient µ k and the scale parameter ϕ k have the analytic solutions and are given as follows,
where y is the vector representation of the entire image and Y ∂ is n × d 2 − 1 matrix whose columns are y ∂s . d is the radius of the square window. In addition, y s is the central pixel and y ∂s are the surrounding pixels.
where n k is the number of pixels in class k. τ n,k is the posterior expectation of the gamma distribution and written as
For the parameter β k , it is difficult to directly give the analytic solution. We use an equation to obtain the value of β k and the equation is defined as, log β k 2 − ψ 1
where n k is the pixel number in class k. It should be noted that auto-regression coefficient µ k and the scale parameter ϕ k are known according to (10) and (11) . We use a zero finding method [34] to obtain the value of β k and the details are implemented by MATLAB. Specifically, ψ 1 β k 2 can be written as psi β k 2 in MATLAB. Then, the function ''fzero (fun, x0)'' in MATLAB is used to find the value of β k .
