We consider a Cahn-Hilliard equation which is the conserved gradient flow of a nonlocal total free energy functional. This functional is characterized by a Helmholtz free energy density, which can be of logarithmic type. Moreover, the spatial interactions between the different phases are modeled by a singular kernel. As a consequence, the chemical potential µ contains an integral operator acting on the concentration difference c, instead of the usual Laplace operator. We analyze the equation on a bounded domain subject to no-flux boundary condition for µ and by assuming constant mobility. We first establish the existence and uniqueness of a weak solution and some regularity properties. These results allow us to define a dissipative dynamical system on a suitable phase-space and we prove that such a system has a (connected) global attractor. Finally, we show that a Neumann-like boundary condition can be recovered for c, provided that it is supposed to be regular enough.
Introduction
The Cahn-Hilliard equation was proposed long ago as a diffuse interface model for phase separation in binary alloys subject to a cooling process (see [11, 12] , cf. also [18, 28, 29] and references therein). Since then it has been studied theoretically by many authors (see the pioneering contributions [15, 16, 17, 27] , cf. also the review paper [13] ). More recently, it has been observed that a physically more rigorous derivation leads to a nonlocal equation (see [22, 23] ). In this case, one can still view the Cahn-Hilliard equation as a conserved gradient flow of the first variation of a suitable total free energy functional E. However, E has the following form
Here c denotes the (relative) concentration difference of the two components, Ω ⊂ R n is a bounded domain with a C 2 -boundary ∂Ω (where n ∈ {1, 2, 3} in applications), k is the interaction kernel and f is the Helmholtz free energy density. The latter, which accounts for the entropy of the system, is given by (see [12] where θ, θ c > 0 are given constants. We remind that f is usually approximated in the literature by a more tractable fourth-order polynomial double well. Moreover, we note that f is convex if and only if θ θ c . In this case the mixed phase is stable. On the other hand, if 0 < θ < θ c , the mixed phase is unstable and phase separation occurs. The chemical potential µ is the first variation of E and the Cahn-Hilliard equation can be then written as follows is singular (see, however, [26] for a fractional Allen-Cahn equation). This is the goal of the present contribution. Therefore we consider the following problem
in Ω × (0, ∞),
where L is a non-local linear operator defined as follows
Lu(x) = p. v. (u(x) − u(y))k(x, y, x − y)dy and k : R n × R n × (R n \ {0}) → R is (n + 2)-times continuously differentiable and satisfies the following conditions (see [1] ):
k(x, y, z) = k(y, x, −z) , for all x, y, z ∈ R n , z = 0 and β, γ, δ ∈ N n 0 with |β| + |γ| + |δ| n + 2 where α is the order of the operator. Unless specified otherwise, throughout this paper we will always consider the case α ∈ (1, 2). An example for k(·, ·, ·) is given by k(x, y, z) = ω(x, y)|z| −n−α and ω ∈ C n+2 b (R n ). Note that the definition of the operator L depends on Ω. Formally, in the case Ω = R n and k(x, y, z) = |z| −n−α one has L = const × (−∆) α 2 where (−∆) α 2 is a fractional power of the Laplace operator. If Ω is a bounded domain, the operator L has the same form as the generator of a censored stable process (cf., e.g., [9] ) and it is also known as regional fractional Laplacian.
Our main result is the well-posedness of the weak formulation of problem (1.3)-(1.6) together with a natural boundary condition for c, which will be part of the weak formulation. In the above (strong) formulation (1.3)-(1.6), a boundary condition for the variable c is missing. A further result is concerned with the characterization of such a condition, provided that the weak solution is smooth enough (say, c ∈ C 1,β (Ω)) and k fulfills suitable assumptions. More precisely, we prove that ∇c(x 0 ) · n x 0 = 0, where n x 0 depends on the interaction kernel k (see (6.2) 
below).
This condition reduces to the usual homogeneous Neumann boundary condition for c for symmetric kernels (cf. Theorem 6.1 and Remarks 6.2 and 6.3 below). Unfortunately, we are unable to prove that a weak solution is indeed as regular as it is required for this characterization. Nonetheless, our weaker regularity results allow us to prove that the dissipative dynamical system generated by (1.3)-(1.6) has a (connected) global attractor.
The paper is organized as follows. In Section 2 we introduce some basic notation and function spaces as well as we account for some preliminary results. Section 3 is essentially devoted to the computation of the subgradient of the (convex) functional 
Basic tools and well-posedness
Given a set M, its power set will be denoted by P(M). Moreover, we denote R n + = {x ∈ R n : x n > 0} and R + = R 1 + . If X is a (real) Banach space and X * is its dual, then f, g ≡ f, g X * ,X = f (g), f ∈ X * , g ∈ X,
denotes the duality product. Moreover, if H is a (real) Hilbert space, (·, ·) H will indicate its inner product. In the following, all Hilbert spaces will be separable.
Function spaces
Throughout the paper Ω ⊆ R n will be a bounded domain with
and, for m ∈ R we define
equipped with the inner product
Observe that H 1 (0) (Ω) is a Hilbert space due to Poincaré's inequality. Moreover, let H −1
* and consider the Riesz isomorphism
i.e., R = −∆ N is the Laplacian with Neumann boundary conditions in the variational sense. Therefore we equip H −1
Finally, we need to introduce the so-called fractional L 2 -Sobolev-Slobodeckii spaces as follows. Let s ∈ (0, 1).
Let us denote by H
, while H −s (Ω) and H −s (0) (Ω) will be the dual spaces of H s (Ω) and H s (0) (Ω), respectively. We refer the reader to [3] for the interpolation results for such spaces which will be used hereafter.
Weak formulation and main result
Before introducing a weak formulation of our problem we state our assumptions on f which are satisfied by the physically relevant case (1.1). Namely, we suppose
for almost every x ∈ Ω. Note that, although f is in general non-convex, it can be considered as a perturbation of a convex potential. Indeed, thanks to Assumption 2.1, we have that there exists a positive number d > 0 and a continuous, convex and
2 . This will be the key point in the following analysis, which is based on a decomposition of the associated operators in a monotone operator plus a Lipschitz perturbation. The condition lim c→a φ ′ (c) = −∞, lim c→b φ ′ (c) = ∞ will force c to take values in the interval [a, b] and ensures that the subgradient of the associated functional is single-valued with a suitable domain.
Let us introduce the symmetric bilinear form associated to L
(Ω) and a.e. t > 0, and if
The main result of this paper is the following.
Theorem 2.2. Let Assumption 2.1 hold. For every c 0 ∈ H α/2 (Ω) with E(c 0 ) < ∞, there is a unique (global) solution c ∈ BC([0, ∞); H α/2 (Ω)) to (1.3)-(1.6) in the sense of Definition 2.1 which satisfes the energy identity
for all T > 0. Furthermore, the following regularity properties hold
, and
where κ(t) = t 1+t 1 2 . In addition, if n 3, then there is some β > 0 depending only on n, such that
is strongly continuous.
Evolution equations with monotone operators
We refer, e.g., to Brézis [10] and Showalter [31] for results in the theory of monotone operators. In the following we just summarize some basic facts and definitions. Let H be a real-valued and separable Hilbert space. Recall that A : H → P(H) is a monotone operator if
Moreover, D(A) = {x ∈ H : A(x) = ∅}. Now let ϕ : H → R ∪ {+∞} be a convex function. Then dom(ϕ) = {x ∈ H : ϕ(x) < ∞} and ϕ is called proper if dom(ϕ) = ∅. Moreover, the subgradient ∂ϕ : H → P(H) is defined by w ∈ ∂ϕ(x) if and only if
Then ∂ϕ is a monotone operator and, if additionally ϕ is lower semicontinuous, then ∂ϕ is maximal monotone, cf. 
Results on the nonlocal operator L
Assumptions (1.8)-(1.10) allow us to deduce the following norm equivalence results.
Then there exist two positive constants c and C such that
Corollary 2.5. The following norm equivalences hold:
We now consider the variational extension of the nonlocal linear operator L (see (1.7)). More precisely, abusing the notation, we define L :
In particular we have Lu, 1 = E(u, 1) = 0 by definition. We will also need the following regularity result, which essentially states that the operator L is of lower order with respect to the usual Laplace operator.
(0) (Ω) and θ > 0. Then the unique solution u the problem
where C is independent of θ > 0.
Proof. Existence and uniqueness of a solution u ∈ H 
for some given g ∈ H 1 (Ω). Then u ∈ C β (Ω) for some β ∈ (0, 1) depending only on n and there is a constant C > 0 independent of u and g such that
Proof. Let us consider first the case of a half-space Ω = R n + . We will prove
) by approximating the tangential derivatives by difference quotients. Then, using the interpolation inequality
and direct estimates, one obtains
, where we have used [32, Corollary 26] . We denote
for h > 0, where e j is the j-th canonical unit vector, j = 1, . . . , n − 1.
, where E j,h is the bilinear form with kernel h −s (k(x + he j , y + he j , z) − k(x, y, z)). Note that by (1.9) the latter kernel is bounded by C|z| −d−α uniformly in h > 0. First we discuss an auxiliary estimate, which will be needed to deal with some terms in the localization procedure. To this end let s ∈ ( ). Then choosing ϕ = v h , using (2.7) and
We now use the inequality
, which follows from interpolation of h
Next we choose s = 1 in the definition of v h and we obtain similarly
.
In order to prove the statement for a bounded domain Ω, it is sufficient to show that for every x ∈ Ω and for some open neighborhood U of x we have
where
and
Moreover, L denotes the integral operator associated to E. It is not difficult to prove thatk ∈ K α (R ′ ) for some R ′ = R ′ (R, F ). Now all terms on the right-hand side of the equation above define a functional on
On the other hand, since
is uniformly bounded. Finally,
where L − j,h is the integral operator with kernel h −1 (k(x + he j , y + he j , z) − k(x, y, z)) and by (1.9) the latter kernel is bounded by
. . , n − 1. This entails Hölder continuity of u in a neighborhood of x. Estimate (2.10) thus follows from the estimates obtained in this proof.
Subgradients
Let φ : [a, b] → R be a continuous function and set φ(x) = +∞ for x ∈ [a, b]. Then fix θ 0 and consider the functional
. Therefore the standard definition of ∂F for functionals on Hilbert spaces does not apply. But the definition above is the obvious generalization to affine subspaces of Hilbert spaces.
First of all let us prove the following 
By adding a suitable constant to φ, we can reduce to the case φ ≥ 0. Up to a subsequence, we can assume that c k ∈ dom F θ and c k ⇀ c
(Ω) and almost everywhere in Ω. Thus we get c = c * . Moreover, Fatou's lemma and the (weak) continuity of E imply c ∈ dom F θ and F θ (c) lim inf k→∞ F θ (c k ). We now state our main result on the following characterization of ∂F (c):
Moreover, the following estimates hold
for some constant C > 0 independent of c ∈ D(∂F θ ) and θ 0.
Proof. We will follow the same strategy as in [2, Theorem 4.3] . Let us introduce first some technical tools and simplifications. If we replace c(x) bȳ c(x) = c(x) − m and φ byφ(c) = φ(c + m), we can assume w.l.o.g. that m = 0 ∈ (ā,b). Moreover, replacing φ(c) byφ(c) = φ(c) + b 1 c(x) + b 2 , b j ∈ R means changing F only by an affine linear functional, for which the subgradient is trivial. In this way, we may also assume that φ
In the following, we would like to evaluate the directional derivative of
Formally, this requires the estimate of φ ′ (c) 2 , but we cannot do this directly due to the singular behavior of φ. Therefore we approximate φ ′ + (and analogously φ ′ − ) from below by a sequence f + n of smooth potentials as follows. Since φ ′ is continuous and monotone, φ ′ (0) = 0, and lim c→b φ ′ (c) = +∞, for every n ∈ N sufficiently large there is some c n ∈ (
). Moreover, we can extend f
+ and with first derivative bounded by M n := sup 0 x cn φ ′′ (x). We have to work in the subspace L 2 (0) (Ω). Then we will use "bump functions" supported in suitable sets to correct the mean value of functions. For this let c ∈ H 1 (0) (Ω) be fixed and let I ⊂ [a, b] be an interval such that |{c(x) ∈ I}| > 0. We say that ϕ is a bump function supported in has the stated properties. Furthermore, we note that
This implies that the constructed function ϕ has the property
as well as
where ξ(x, y) is a measurable function which is bounded above and below by max{c(x), c(y)} and min{c(x), c(y)} respectively. Given such a bump function ϕ, we define M ϕ :
Observe now that )}. After these preliminary considerations, let c ∈ D(∂F θ ). We definec t (x), 0 < t 2 Mn , x ∈ Ω, as solution of 6) which exists by the contraction mapping principle. Thenc
(Ω) and almost everywhere.
Since, in general,
We now assume that w ∈ ∂F θ (c). Thus we have
Moreover, if t > 0 is sufficiently small, a direct computation involving the definition of F and the above construction gives
Therefore, we deduce
Hence
where we have used that φ(c) − φ(c t )
which yields for t → 0
(Ω) for θ = 0) and almost everywhere and since φ(c) is continuously differentiable in [
where ξ(x, y) is a measurable function which is bounded above and below by max{c(x), c(y)} and min{c(x), c(y)}, respectively, and use the fact that
on account of (3.5). Therefore, we get
by Young's inequality and letting n → ∞ we infer
by Fatou's lemma. By symmetry the same is true for φ − instead of φ + and therefore also for φ.
Thus |{c(x) ∈ (a + δ, b − δ)}| > 0 for sufficiently small δ > 0. Because of this, we can use a bump function ϕ supported in {c(x) ∈ (a + δ, b − δ)} for some fixed δ > 0. Moreover, let
On the other hand, we have
as soon as θ > 0. Analogously, for all ψ ∈ C ∞ (Ω), we also have
Recalling that φ ′ is monotone and |ψ ′ M (s)| ≤ 2, for any positive and bounded ψ we have
and therefore we deduce
Moreover, χ M (x) − χ M (y) → 0 almost everywhere in Ω × Ω and χ M (x) → 1 almost everywhere in Ω, so that by the dominated convergence theorem we obtain, for all θ 0,
We now set c
Dividing by t and passing to the limit t → 0, we conclude
Replacing ψ by −ψ, we obtain equality in the above inequality. Finally, letting M → ∞, we get
for all ψ ∈ C ∞ (Ω), m(ψ) = 0, where we have used (3.5), (3.8), (3.9), and
Using Lemma 2.6 we deduce
Using this and (3.7), we obtain (3.2). Moreover, the previous observations imply that ∂F θ (c) = −θ∆c + Lc + P 0 φ ′ (c) is single-valued and D(∂F θ ) is contained in the set on the right-hand side of the identities for D(∂F θ ) (see statement of this theorem).
Conversely, recalling the definition of subdifferential, the properties of coercive bilinear forms (∇u, ∇v) L 2 and E(u, v) as well as the convexity of φ, it can be easily checked that −θ∆c + Lc + P 0 φ ′ (c) ∈ ∂F θ (c) for any c in the set on the right-hand side of the identities for D(∂F θ ). This finishes the proof.
Corollary 3.4. Let θ > 0 and let F θ be defined as above. Extend F θ to a functional
and F θ (c) = +∞ else. Then F θ is a proper, convex, and lower semicontinuous functional, ∂ F θ is a maximal monotone operator with ∂ F θ (c) = −∆ N ∂F θ (c) and
Proof. The lower semicontinuity is proved in the same way as in Lemma 3.1. Then the fact that ∂ F θ is a maximal monotone operator follows from Corollary 1.2 and Lemma 1.3 in [31, Chapter IV]. First, let c ∈ D(∂ F θ ) and w ∈ ∂ F θ (c), i.e.,
Then let µ 0 = −∆ −1 N w and choose c ′ ∈ L 2 (Ω). Thus we have 
Proof of Theorem 2.2
We first prove the existence of a weak solution. Let us consider the regularized (formal) problem
where θ > 0 is a (small) positive real number. Without loss of generality we suppose
As in the previous section we can reduce to this case by a simple shift. Since 
In other words
is the Laplace operator with Neumann boundary conditions as above, which is considered as an unbounded operator on H This can be obtained by considering c 0θ = Ψ ǫ(θ) * c 0 where Ψ ǫ is a suitable mollifier (e.g., a gaussian kernel) and ǫ(θ) is chosen to be sufficiently slowly convergent to 0 if θ → 0. Finally, we also introduce a suitable regularized energy for system (4.1), namely,
In order to apply Theorem 2.3 for θ strictly positive we recall that, on account of Corollary 3.4, A = ∂ F θ is a maximal monotone operator with
(Ω) is a bounded, coercive quadratic form on H 
In order to prove the equivalence of (2.3), namely
we take advantage of the identity
Because of Lemma 4.3 in [31, Chapter IV], we have
Moreover, we have
due to [33, Proposition 23.23] and
Hence an integration over [0, t] yields
In particular, this implies
are uniformly bounded in h > 0, for all 0 < s < t. On the other hand, we have
(0) (Ω)) for every 0 < s < t. In order to derive the estimate near t = 0, we again apply ∂ h t to (4.3) and take the inner product with t∂ h t c θ . This gives
Proceeding as above, we get
This implies κµ θ = κ∆
. All these norms are uniformly bounded in θ ∈ (0, 1].
We are now ready to pass to the limit for θ → 0 in (4.3). Indeed, for any θ > 0 we have proven that there exist (unique) functions c θ (t) and µ θ (t) satisfying
for all ψ ∈ H 1 (0) (Ω) and for almost every t > 0. Moreover, from the previous estimates, for all θ ∈ (0, 1], we have
where all the bounds deduced are uniform with respect to θ. Therefore, there exists a sequence {θ n } n∈N , θ n → n→∞ 0 such that c θn , µ θn and φ ′ (c θn ) converge weakly (or weakly * ) in the above spaces to c, µ and χ respectively as θ vanishes. More precisely, by a suitable diagonal argument on intervals of the form [0, m], we can assume that also µ θn → µ in L 2 (0, m; H 1 (Ω)) for any m ∈ N. We can easily pass to the limit in the first equation of (4.6) deducing
and let s > 0. Thanks to the convergences listed above, for almost any t > s we can pass to the limit for θ → 0 in the second equation in (4.6) to find
for almost all t > 0 since s can be taken arbitrarily small.
In order to prove the existence of a weak solution for (1.3)-(1.6) on R + , we only have to identify the (weak) limit χ = lim n→∞ φ ′ (c θn ). Let 0 < s < t and m ∈ N be fixed. Thanks to Aubin-Lions Lemma,
(0) (Ω)) uniformly in n for all T > 0 imply the convergence c θn → c θn (up to a subsequence) in
is decreasing in δ for all n ∈ N. Since φ ′ (y) is unbounded for y → ±1, we set
and we have the uniform Tchebychev inequality
From the uniform (with respect to θ) estimate on the norm of φ
Thus there exists δ = δ(m), independent of n, such that
Consider now N ∈ N so large that by uniform convergence we have |c θn −c| < 
By the above construction we immediately deduce that |Ω 
Using the inequality
and the coercivity of E, that is,
. Hence Gronwall's lemma implies
which entails uniqueness whenever c . In order to obtain the energy identity for all times, we observe that any weak solution can be approximated by a family of functions {c θ } θ>0 defined by (4.1). From the regularity of the solution c, we know that
, Moreover, for all positive times t, we have c θ ∈ C([0, T ]; H α /2 (Ω)) and therefore c θ (t) ∈ H α /2 (Ω) with uniform bound in θ. Passing to the limit for 1 Let {f n } n∈N be a sequence of functions such that f n ⇀ f in L p (Ω) and that f n (x) → g(x) for a.e. x ∈ Ω. Assume that f = g on a set of finite positive measure Ω 0 ⊂ Ω on which g is bounded. By Egorov's theorem there exists a set of positive measure
. This contradicts the uniqueness of weak limits and therefore implies f = g throughout Ω.
θ → 0 and arguing by contradiction, we deduce c(t) ∈ H α /2 (Ω) for all positive times. Finally, since solution departing from c(t) ∈ H α /2 (Ω) are unique and since we already know that the energy identity holds for almost all times, for any t > 0 we can find t > t such that the two following identities hold
Taking the difference we deduce for any time t
which is the desired energy identity for all t > 0.
We still have to prove the continuity of the map c 0 → c(t). Observe that the strong continuity in H −1 (0) (Ω) is an immediate consequence of the continuous dependence estimate (4.7). Moreover, since
is a bounded mapping, interpolation yields the continuity c 0 → c(t) with respect to the H (0) (Ω) using that weak convergence plus convergence of norms imply strong convergence. This finishes the proof.
Long-time behavior
Here we describe the global asymptotic behavior of the dynamical system associated with (2.1)-(2.2). As above we can reduce to the case that c 0 has mean value zero by adding a suitable constant. Let us define the (metric) phase-space
Thanks to Theorem 2.2 and inequality (4.7), we can define a closed semigroup (see [30] ) on X by setting S(t)c 0 = c(t), where c is the unique weak solution to (2.1)-(2.2) with initial datum c 0 .
Our result is the following Theorem 5.1. The dynamical system (X , S(t)) has a (connected) global attractor.
Proof. Let us show first that the dynamical system has a bounded absorbing set. Consider equation (2.2) defining the chemical potential and choose c as test function. From this we deduce that
holds for almost every t 0. Here we used the fact that c(t) has zero mean and that it is pointwise bounded. Moreover, from the assumptions on the potential f we have
where φ is convex. By the convexity of φ we deduce
and therefore we can write
Substituting this estimate from below in the inequality (5.1) above we get
We now consider the energy identity (2.3) and differentiate it with respect to time. This gives
0.
Summing the last two inequalities together, we infer
for almost every t 0. Gronwall's Lemma thus gives
where the constant C appearing on the right hand side is independent of the initial datum c 0 . This proves that there is a bounded absorbing set B in X . On account of [30, Thm. 2], we only need to prove that there exists a divergent sequence {t n } such that α(S(t n )B) = 0 as n goes to ∞. Here α(E) denotes the Kuratowski measure of noncompactness. Actually we prove more, that is, α(S(t)B) = 0 for all t > 0.
Let {c 0n } ⊂ X be bounded and set c n (t) = S(t)c 0n . From estimates analogous to those deduced in our proof of existence of solutions in Section 4 and thanks to the existence of the absorbing set deduced above, we have the following (uniform with respect to n) estimates:
Arguing as in the proof of existence, up to a subsequence, we deduce that there exist functions c, µ satisfying for any fixed ǫ and T
as n → ∞. Here c and µ satisfy (2.1)-(2.2). On the other hand we also know that
with a uniform bound in n. Moreover, the estimate on ∂ t c n implies that the family {c n } n∈N is also equicontinuous with values in H α /2 (0) (Ω). Indeed, this follows from the following simple computation
Boundary conditions for variational solutions
In this section we want to discuss the natural boundary condition satisfied by the weak solution u to the problem
Here g is a given function with m(g) = 0. Of course, we can confine ourselves to consider the linear nonlocal equation neglecting the derivative of the potential f . Note that (6.1) also holds true for all ψ ∈ H α /2 (Ω) since both sides vanish on constants. For simplicity we only consider the case Ω = R n + . But the case of a bounded sufficiently smooth domain can be reduced to this case by standard techniques.
The main theorem is a conditional result, namely,
If n 2, we assume that the following limit exists
and is non-zero, where
If n = 1, let n x 0 = 1. Then we have 
holds for all ψ ∈ C ∞ 0 (Ω). This implies that the weak solution u to (6.1) satisfies the equation
a.e. x ∈ Ω.
. Unfortunately, we cannot say anything on the boundary condition due to the lack of information about the regularity of u. More precisely, we cannot answer to the question: Does u belong to H . In addition, assuming that the limit (6.2) exists, we do not know if ∇u(x 0 ) · n x 0 = 0 holds on ∂Ω in the sense of traces under general assumptions.
We can thus just conjecture that u should satisfy (6.3).
Remark 6.2. The limit (6.2) exists in many examples of interaction kernel which are interesting for applications. Among them there are kernels given by a homogeneous principal part of order α perturbed by lower order terms. For instance
or, more generally,
with g ∈ C(Ω × Ω). In the latter cases a simple calculation using the homogeneity of |x − y| −n−α and the continuity of g in (x 0 , x 0 ) yields
Remark 6.3. In the case (6.4), using the higher-order term symmetry, we have
where ν is the unit outward normal to the boundary and C = 0. Therefore, in this case we recover the usual Neumann boundary conditions.
6.1 Proof of Theorem 6.1: case n = 1
Before proving Theorem 6.1 in the case n ≥ 2, we first discuss the simpler onedimensional case. For R n + with n 2 the same general strategy applies with the required changes (see Section 6.2). Througout this section we assume that u is as in the assumption of Theorem 6.1 and n = 1.
Consider the cut-off function at x = 0 defined by
Observe also that the function ϕ δ is Lipschitz continuous and hence belongs to H γ (Ω) for any γ ∈ [0, 1] and thus to H α /2 (Ω). Using (6.1), we obtain
We now consider the quantity E(u, ϕ δ ) in more detail. We have
The first integral reduces to
By using Taylor series expansion near 0 for u, this integral can be estimated by
Here the notation A ∼ B means that the quantities A and B are equivalent for δ → 0, i.e., that, for δ sufficiently small, there exist two positive constants c and C such that cB A CB. Indeed, notice that by assumption (1.10), (x − y) 1+α k(x, y, x − y) is uniformly bounded away from zero from below and from above.
In the sequel, ω(δ γ ) indicates a quantity which is asymptotical to δ γ in the following sense
From the above computations we deduce
The remaining two terms I 2 and I 3 in (6.5) are equivalent. Thus it suffices to observe that However, the first of these two terms are of order O(δ 2+β−α ), while we can easily estimate the inner integral appearing in the second one as where we used the fact that x > y always when I 3 will be computed. Therefore we deduce 6.2 Proof of Theorem 6.1: case n 2
Here we consider the case n 2 in the statement of Theorem 6.1. In this section, unless otherwise stated, we will denote by B + δ the half ball of center x 0 ∈ ∂R n + contained in the half-space R n + and having radius δ. Before giving the details of the proof we prove a useful technical lemma. Proof. First of all by a simple translation we can reduce to the case x 0 = 0. Then using the change of variable x = δx, y = δỹ we obtain I r = δ In particular, we have by (6.1)
Moreover, there holds We must evaluate the asymptotic behavior of J 1 , J 2 and J 3 as δ → 0. Concerning the first one, using Taylor expansion, up to the first order we can write We are now left to analyze J 2 and J 3 (see (6.6) ). This can be done similarly as in the case n = 1. Indeed, we have Thus, in this case, we only have to bound integrals of the form (1 − t) 2−α t n−1 dt ∼ δ 1+n−α .
From such estimates we deduce
The quantity J 3 is controlled in the same way, just interchanging the role of x and y.
Recalling that E(u, ϕ δ ) = Since the double integral belongs to ω(δ 1+n−α ) by Lemma 6.2, on account of (6.2), and 1 + n − α < n p ′ (which is equivalent to α − 1 > n p ′ ), we finally deduce ∇u(x 0 ) · n x 0 = 0.
