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A study of the totally rational (entries and eigenvalues) centralizer of an Abelian 
group, G, is applied to the problem of determining which strongly regular graphs 
admit such a G as a regular automorphism group. 
1. INTRODUCTION 
The following are six rows of the Hadamard matrix [ 101 of order 16 
obtained from (i -i) by the tensor product: 
t-t-t-+-+-t-t-+- 
tt--++--tt--tt-- 
t--tt--tt--tt--t 
ttt+----+t+t---- 
tt+tt+tt-------- 
ttt+--------tttt. (1.1) 
Adding the rows in (1.1) yields 
(6, 2,2,2,2, -2, -2, -2,2, -2, -2, -2,2, -2, -2, -2), 
which is the spectral sequence of a (16,6, 2)-graph [3]. In fact, this 
corresponds to L,(4), which admits the group Z, x Z, as a regular 
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automorphism group-join x to y if and only if x - y E {(O,j)/j = 1, 2,3 } U 
((j, 0)/j= 1, 2, 3}, as well as the group Z, x Z, x Z, X Z,--join x to y if 
and only if x -y E {(lOOO), (OlOO), (OOlO), (OOOl), (1 lOO), (0011)). 
The Shrikhande (16,6,2)-graph [9] admits Z, x Z, via the set ((0, f I), 
(*LO>, i-(1, I>}. 
In general, if a graph admits a group G as a regular automorphism group 
(here also called a Singer group) there is a subset Q 5 G so that the graph is 
built on the elements of G by joining x and y when x - y E 9. The purpose 
of this study is to investigate graphs all of whose eigenvalues are rational 
and which admit Abelian Singer groups. To have an ordinary graph we 
require, of course, -%’ = 9. The restriction of rational eigenvalues turns out 
to mean that c%? = g for all c relatively prime to the order of G. Our 
primary graph theoretic interest here is that of strongly regular graphs [ 111, 
where the eigenvalue restriction omits only one one-parameter family. We 
proceed by an analysis of the rational matrices with rational eigenvalues in 
the centralizer of the Cayley matrix representation of the group. These 
matrices form an association algebra, SQG, over the rational field of 
dimension equal to the number of cyclic subgroups of G. Through 
calculations of eigenmatrices of the underlying association scheme we are 
able to restrict the Sylow subgroup structure of G in case some non-trivial 
strongly regular graph admits G. In particular, we generalize our result in 
[5 ] that G cannot be cyclic. 
In the next section we analyze the algebras & and provide the basis for 
computing the relevant eigenmatrices which we exploit in Section 3 to 
restrict G should a strongly regular graph admit it as a Singer group. In 
Section 4 we present several families of examples, which do admit strongly 
regular graphs, produced by the theory. One of these (Remark 4.5) disproves 
an old conjecture of Bruck [7] concerning pseudo-net graphs. Some of our 
results concerning strongly regular graphs overlaps work (unpublished) of D. 
Hughes, J. van Lint and R. Wilson. 
Throughout the paper G will be an Abelian group of order n. We use 
multiplicative notation in most of tii: theoretical development but switch to 
additive notation for most examples where convenient. Z, denotes the cyclic 
group of order n, ( gJ is the order of g, 4(d) is the Euler #-function. p is the 
Mobius function for the appropriate poset. a]b and alfb denote divisibility 
and its negation. I will always be the identity matrix and J denotes the 
matrix of all ones. Graphs are undirected without loops or multiple edges. Q 
denotes the rational field and C the complex field. We use x for the direct 
product (sum) of groups, 0 for the tensor (Kronecker) product and * for the 
Hadamard (componentwise) product of matrices. 
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2. THE ASSOCIATION ALGEBRA dG 
Let G be a finite Abelian group of order n written multiplicatively with 
identity e. Let, for g E G, A, be the n x n permutation matrix corresponding 
to the Cayley representation of G. That is, indexing via the elements of G, 
A&h, k) = 1 if and only if gh = k. For a subset S of G we use A, = 
C {A,] g E S}. The complex group algebra C[G] corresponds then to the 
complex linear combinations of the matrices A,. This algebra of commuting 
normal matrices is simultaneously diagonable. Indeed let k G x G -+ C * 
(where C* denotes the multiplicative group of the complex field) satisfy 
qg, h) = w, g>v 
4g5 hl h2) = A(& 0 A(& MT 
A(g,h)= lVgEG-+h=e. (2.1) 
That is g + A( g, -) is a “symmetric” isomorphism of G with its character 
group. Then the matrix U defined by U(g, h) = (l/fi) A( g, h) is unitary and 
U*A, U = D,, where D, is the diagonal matrix with D&h, h) = A( g, h). Thus 
for A E C[G] if A = CgsG a,A, the eigenvalues of A are CgEG a&g, h), 
h E G. We then define the transform - : C [G] + C [G] by for 
geG i 
A,. (2.2) 
Notice the entries of d are the eigegvalues of A and - is a linear operator. 
Moreover, a direct computation of A, yields 
&n/j’ (2.3) 
- is a linear isomorphism. Denoting the Hadamard (component-wise) 
Foduct of two matrices by A * B, C[G] ’ 1s an algebra with respect to this 
product as well (indeed the A, are a basis of orthogonal idempotents) and 
ATB = -!- Jl!& 
n 
?=J, 
J= nr. 
We now come to the “subalgebra” of C [G] relevant to our study. 
Define 
(2.4) 
J$ = {A E C [G] JA and x are rational matrices}. 
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By an association algebra over a field we mean a set of matrices which is an 
algebra with respect to both the ordinary and the Hadamard matrix 
products. Such an algebra of dimension d defines a (d - I)-class association 
scheme [ 1,8]. 
THEOREM 2.1. s$$ is an association algebra over the rational field. The 
transform * is a linear isomorphism from the ordinary algebra to the 
Hadamard algebra structure. 
For any subset S of G we put 
S1=(g~G(IZ(g,s)=lVsES}. 
Notice ’ induces an anti-isomorphism of order two on the lattice of 
subgroups of G. 
Remark 2.2. Let H and K be subgroups of G. Then 
A,A,=IHnKIA,,, 
4, *A, =Am-,w 
& = IHI A+ P-5 1 
Let (g) denote the subgroup generated by g in G and g - h mean 
(g) = (h). One easily argues 
Remark 2.3. The following are equivalent. 
0) g-h, 
(ii) (g)’ = (h)‘, 
(iii) A(g, k) = 1 if and only if I(h, k) = 1, 
(iv) there is an automorphism u of C such that A(g, k)” = A(h, k) 
VkEG. 
We can now describe the Q-algebra A$ quite explicitly. Let g’(G) denote the 
poset of cyclic subgroups of G and let r(G) be the number of such 
subgroups. 
THEOREM 2.4. The Q-algebra dG has dimension r(G). Either of the 
families {A,,IH E Q(G)} or {A,lIH E ‘Z(G)} form a basis. 
A = C a,A, E S& if and only fag E Q and ag = a,, whenever g - h. 
Proof: We first note that the final condition precisely describes the 
rational span of the family {A,JH E Q(G)). For if aB = a,, whenever g - h 
let L(A) = {(g)} la, # 0 for some k with (k) z (g)} and proceed inductively 
on JL(A)(. L(A) = 0 for A = 0. Otherwise choose (g,) maximal in L(A). 
582a/32/2-10 
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Then uB,# 0 but (k)$ (g,) forces ak = 0. Hence L(A - a,.4& c 
L(A)\((g,)J. Now (2.5) gives (AH)2 = IHJA, whence the matrices A, f dG. 
Suppose CHEItC) wb = 0. Let H, = (h,) be maximal with respect to 
q, # 0. Then 0 = C a,A,(e, h,) = aHo, a conflict. Thus this is a linearly 
independent family. Finally let A = C agAe E dG. We complete the proof by 
showing ak=ah when k- h. Let from (2.3iv) c be an automorphism such 
that Iz(h, g)” = I(k,g) for all g. Now if A =a for B = C b,A, then a,, = 
C b,l( g, h) = a; = C b,L( g, k) = uk, The other basis is obtained via the 
transform and (2.5). 
COROLLARY 2.5. The algebra dG is the rational association algebra for 
the association scheme with relation matrices 
h-g 
From (2.4) and (2.5) we see the transform - is an algebra isomorphism 
from the ordinary algebra structure on JQG to the Hadamard structure. The 
matrices AI,] form an orthogonal basis of idempotents in the Hadamard 
structure. Their preimages under -, (l/n)Jt,l (see (2.3)), form an 
orthogonal basis of idempotents in the usual algebra. If E(G) (denoted here 
as E) is the matrix of the transform with respect to the basis AIg, we have 
E2 = nl and 
AI,lC e(&(h) 
(h) 
(2.6) 
so E(G) is the eigenmatrix of the association scheme. This matrix reveals the 
spectra of all matrices in s/~ and our next results provide a method of 
calculating E(G). 
We let ,u denote the Mobius function for the poset Q(G) of cyclic 
subgroups of G, i.e., 
PK HI =4IK/HI) if H<K 
=o otherwise, 
where the p on the right is the number theoretic MGbius function. Observing 
that 
AtI = c AIsl (c?)<H 
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Put 
and 
THEOREM 2.5. 
P(( ET>, (A)) = 1 if A( g, h) = 1 
=o otherwise. 
E=MP. 
(2.7) 
Proof. If F = MP we compute 
c F((gh W)At,, =W ; (c WC g>, @)I PC(k), ( W) A I,,, 
=CW(g), ‘8) (~P((‘% (h))a,h,) 
W (h) 
= c pu(( g>, ck)) A;k) 
W 
= KIg, . 
This last equality, coming from (2.7), establishes that E = F. 
Remark 2.6. Notice E is a r(G) by r(G) integral matrix with, as noted, 
E* = ] G]I. The column sum vector of E, (l,..., 1) E is (] G], 0 ,..., 0) and the 
first row consists of all ones. The first column is given by E(( g), e) = ((I gl). 
We shall shortly reduce the computation of E to the case of p-groups. In 
that case we can describe E more directly. 
COROLLARY 2.6. If G is a p-group then 
a( .d @)I = d(l go if L(g,h)=l 
et 81) _ 
P-l 
if A( g, h) # 1 but Iz(g, hP) = 1 
=o otherwise. 
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Proof: For the p-group case notice M(( g), (k)) = 0 unless (k) = (g) or 
(k) = (g”). Hence from the theorem, E(( g), (h)) = P(( g), (h)) 1 gl - 
P(( g”), (h)) 1 gp 1, which gives the corollary. 
EXAMPLES 2.7. (a) G = Zp, ordering the subgroups from smallest to 
largest and using the obvious il we obtain directly as in [ 5 1: 
1 . . . 
. . . 
E(Z,r) = . . . 
p’-p’-’ -p’-’ 0 . . . 
(b) G = Z, x ..a X Z, (r factors). Here, switching to additive 
terminology, notice option three of Corollary 2.6 never occurs and 
A( g, h) = 1 is orthogonality of the r-tuples mod p. Hence 
where B is the (0, 1) matrix of projective (r - 1)space over the p-element 
field [lo]. 
The next theorem contains the reduction to p-groups we mentioned above. 
Let for groups G, and G, d(G,, G,) be the maximum d such that both G, 
and G, have elements of order d. 
THEOREM 2.8. Let G= G, x G,. Then z(G)= r(G,)z(G,) ifand only tf 
d(G,, G,) Q 2. In this case for suitable selections of the symmetric functions 
13. and orderings of the cyclic subgroups 
E(G) = E(G,) 0 Et%) 
(0 denotes the tensor product). 
We omit the details which are straightforward but note one takes 
A(( g,, g2), (g; , g;)) = A,( g, , g;) A,( g,, &) and the isomorphism between 
-4,@Jy;;2 and JBGIXGl is induced from the association ((g,), ( g2)) -+ 
((gr,g,)) which is onto precisely when d(G,, G2) < 2. 
COROLLARY 2.9. If /G, [ and jG,/ are relatively prime E(G, X G,) = 
E(G, 10 E(G,)- 
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3. GRAPHS IN dG 
The motivating observation for this study is that a graph F with all eigen- 
values rational admits the group G as a regular automorphism group if and 
only if its adjacency matrix is in the algebra C&. In this case, as a (0, l)- 
matrix, it is a sum of the matrices AIgl and its spectra is obtained by 
summing a subset of the rows of E(G). The entry corresponding to (g) in 
the r(G)-tuple so obtained is an eigenvalue of multiplicity equal to the rank 
Of &I which is the row sum of AIgl (the number of non-zero eigenvalues of 
zrgl) or @(I gl). Multiplicities are added for equal entries. We are here 
concerned with the strongly regular graphs [ 11, 131 in dG and recall that a 
strongly regular graph is a regular graph with three or fewer eigenvalues. If 
A is the adjacency matrix of such a graph we have for suitable a and /3: 
A*+(a-/3)A+(a-k)I=cfJ, AJ=kJ, (3.1) 
where k is the valence. The eigenvalues of A are then seen to be among: 
k,J2EP-a-6 
2 
and 1, = A, + 6, (3.2) 
where 6 = (/3-a)’ + 4(k - a). The assertion that 55’ has rational eigen- 
values is not so strong here in view of a result of Seidel [ 131: 
THEOREM 3.1 (Seidel). If the strongly regular graph F on n vertices 
does not have rational eigenvalues then a - /3 = 1, k = 2a and n = 4a + 1. 
In our notation A, < 0 < I, < k, however, we exclude only degeneracies 
(disjoint unions of cliques or the complements of these) if we take a > 0, 
/I < k - 1, A, < -1, k > Ar, and assume A has three distinct eigenvalues with 
6 = II, - L2 > 1. If A E L& is strongly regular we may define a (0, I)-matrix 
A+ by 
1,-k A+ +-$ J+-+ 
We refer to A ’ as the dual of A [8]. Using m, for the multiplicity of Ai we 
have 
THEOREM 3.2. At is the adjacency matrix of a strongly regular graph 
with parameters: 
k+ =$Q,-k-l,n)=m,, 
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n: =++A,-k), n: = f (A, - k), 
mf=k 3 m+=n-k-l. 2 
This result, immediate by applying the transform to (3.3), is from [S]. 
Notice A is trivial if and only if A + is trivial, complementing and dualizing 
commute and 66+ = n. We can now strengthen the result in [5] where it was 
shown that JG contains no non-trivial strongly regular graphs when G is 
cyclic. 
THEOREM 3.3. If G has a cyclic Sylow p-subgroup there are no non- 
trivial strongly regular graphs in J&. 
Proof. Let G = Z,, x H, where p does not divide 1 HI. Then from 
Corollary 2.9 and 2.7 E(G) = E(Z,,) @‘E(H) has the form 
(3.4) 
If we have a strongly regular graph in JX?~ we may assume p divides 6 
(dualizing if necessary via Theorem 3.2). Let u be the (0, 1) row vector 
(1 x r(G)) with uE(G) = v, the spectral vector of the graph, so that v has its 
first component k and the rest are either A, or A,. Note the first component 
of u is zero. Take u and v in block form 
where the ui and vi are 1 x z(H). Then from uE = v we see in view of (3.4) 
v, = (u, - u,) E(H). (3.5) 
Since p divides 6, A, E A2 mod p and 
v, = (a, - q)E(H) E A,(l,..., 1) modp. (3.6) 
Multiplying on the right by E(H) we have from Remark 2.6 
(uO-u,) IHI =rZr(l,..., l)E(H)=A, [HI (1,O ,..., 0). (3.7) 
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But as p does not divide IHI this gives 
u,, - u1 3 (A,, 0 ,..., 0) modp. (3-S) 
Since u0 - U, has entries 0, f 1 with first component 0 or - 1 we conclude 
u, - u1 = (x, 0 )...) O), 
where x is 0 or -1. But then (3.6) and Remark 2.6 force v, = (0, O,..., 0) or 
v, = (-1, -l,..., -1) either of which make the graph trivial. 
We next extend Theorem 3.4 to Sylow subgroups of the form Z, x Z,,, 
where n > m > 0. While the idea of the proof is the same it is a bit more 
technical. Let H = Zpn x Z,,, where n>m>l. Take G=HxK where 
pt[Kl. Assume there is a non-trivial strongly regular graph. A, in J$ with 
parameters k, 1,) A,, 6 = ,I, - ,I,. Since trace A = 0 observe that 
(3.9) 
Now let {(h,)li= l,..., s(H)} be the cyclic subgroups of H, (h,) = ((0,O)) 
(we use additive notation for G in what follows). We let w’ be the (0, 1) row 
vector (1 x r(G)) with GE(G) giving the spectral sequence of A and take w’ 
in block form 
G = (%@,)L Wh,,H,)N~ (3.10) 
where $((h,)) is 1 x z(K). From E(G) = E(H) @ E(K) we see 
J=(G) = (.%A W%~~&,,) E(W), (3.11) 
where 
r(H) 
(3.12) 
the E on the right-hand side of (3.12) being E(H). From (3.9) and (3.11) we 
have 
T(h) E(K) E A,( l,..., 1) mod 6 
and multiplying by E(K) gives 
IKIf(h) ~1, IKl (1, O,..., 0) mod 6 
using Remark 2.6. Thus if psi 6 
y(h) = (A , ,..., 0) modpS, h E H. 
(3.13) 
(3.14) 
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Now applying Corollary 2.6 to (3.12) we obtain 
7th) = (h,;chj #(lh’l> w’(W) 
1 
- p-l ch,;thj Nh I) w’(@‘)L 
where (h’) I (h) means I(h, h’) = 1 and (h’) 1 (h) means I(h, h’) # 1, 
I(h,ph’) = 1. Here for (a, b), (c, d) E Zpn x Zp,,, we put (a, b) . (c, d) = 
ac +p “-“bd (modp”) and take 2(h,, h,) = rh1’h2, where r is a primitivep”th 
root of unity. If now p%u the subgroups h’ appearing in (3.15) for h = (1, u) 
are seen to be: 
0) ((40) 1 ((1, u)), 
(ii) (&pm-l) 1 ((1, u>), 
(iii) (pnml, 0) 1 ((4 u>>, 
for 
xu = -1 mod(pf) df= l,..., m), 
(iv) [f, x] = ((P”-f,pm-fx)) J- ((1, u>) 
and for 
xu = -1 mod(p’-‘) 
xu f -1 mod(p/) 
cf = l,..., m) 
(VI [Lx] = ((P”-fTPm-f4) 1 ((13 u>>* 
These are obtained by taking an arbitrary cyclic subgroup in the form 
O-f7 P”-fx>)T PC x and imposing the 1 and 1 conditions using L as defined 
above. Note the notation [f, x] is used for x’s with p%x and [f, x] = [ g,y] if 
and only iff= g and x = y modpf. Now (3.15) becomes 
m, u))> = w’((OT 0)) - w’w,Pm-‘H - w’(((P”-‘Y 0))) (3.16) 
(Here l/u is defined by u(l/u) E 1 modp*.) 
We are now ready to prove 
THEOREM 3.4. If G has a Sylow subgroup of the form Z,, x Z,,, where 
n > m > 1 then for any non-trivial strongly regular graph in 386, pm+’ 
cannot divide 6. 
ProoJ: Assume pm+’ 16. In the above notation we claim: 
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LEMMA 3.5. For f = l,..., m, u, and u2 prime to p, u, E u2 mod(pf-‘) 
implies i3([f, u,]) = w’([f, u2]). 
Proof of lemma. First consider f = m. If uL= u2 mod(p”-‘) the right- 
hand side of (3.16) is almost identical for f (((1, u,))) and f ((1, z+))). 
Specifically 
=pm (G [m-t]) -G ([my--!-])), (3.17) 
which from (3.14) is the 0 vector mod(pm+‘). Since the G are (0, 1) vectors 
we conclude the right-hand side of (3.17) is the 0 vector. If we have 
established the claim for f = g + l,..., m we consider the case f = g. Now 
for l> g + 1, there being p terms in the summation. (Note throughout we are 
summing over distinct subgroups.) Thus 
ml, 4))) -m &I)> =Pg (+-;) -+-i)) 
and this is amodp”+’ establishing the lemma. 
The lemma, applied to (3.16), noting that x is chosen a unit in case f = 1 
(it is automatic if f > l), produces 
T(((1, 24))) = w’, - i$ - $3 + Cd, 
where iit, = w’([ 1, -l/ul) an d Z, = w’((0, 0))). The first entry of w’, is a zero 
so the coordinates off (((1, u))) 1 ie in the set (0, fl, -2}. But now (3.14) 
forces, with h = (1, u) 
and we have 
m w9 = (Y,..., Y) 
a “piece” of the spectral vector (3.11). If y is 0 or -1 the graph is trivial. If 
1 is an eigenvalue -2 is an eigenvalue for the complement. We conclude the 
only non-trivial strongly regular graphs in JQG would have A, = -2. These 
graphs are wellknown (Seidel [ 131) and the proof is complete on noting 
which admit abelian Singer groups. The following is easily established and 
finishes the proof of Theorem 3.4. 
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LEMMA 3.6. The only non-trivial strongly regular graphs with Abelian 
Singer groups and A, = -2 are 
1. L,(n) on nz vertices admitting precisely the groups H, x H, with 
IH,I=jH,I=n=& 
2. The Shrikhande (16,6, 2) admitting only Z, x Z, (6 = 4). 
3. The Clebsch graph on 16 vertices (6 = 4) admitting 
z,xz,xz,xz,, z,xz*xz,, and z,xz,. 
COROLLARY 3.7. If G has a Sylow subgroup of the form Z,, x Z,,, 
where n > m > 0 there are no non-trivial strongly regular graphs in JQG. 
COROLLARY 3.8. Zf G has a Sylow subgroup of the form Z,, x Z,, then 
for a non-trivial strongly regular graph in -do, p” exactly divides 6. 
4. EXAMPLES,REMARKS AND CALCULATIONS 
The preceding theory, in addition to revealing restrictions on the subgroup 
structure of Abelian groups which can serve as regular automorphism groups 
of strongly regular graphs, reduces the problem of determining, for a specific 
G, which rational spectra are possible for graphs admitting ‘G to the 
inspection of a certain r(G) x r(G) integral matrix E(G). These, in turn, are 
determined by the matrices E(H), where H is a Sylow subgroup of G. It is 
relevant to note then 
Remark 4.1. For G = Zpe, x . . . x Z,, 
1 
r(G)= l+- ? f_ (pZl=lWj -pZf=tW), 
P - l jYll Pj 
where 
mij = min(j + 1, e,), 
nij = min(j, e,). 
Remark 4.2. The idempotents in s$G, corresponding essentially to the G 
invariant subspaces of Q” are the inverse transforms of the (0, 1) matrices in 
& and as such have entries obtained by summing rows of the matrix 
(l/n)E(G). In particular the entries have denominators cleared by n. One can 
say more in the case of rational circulant idempotents (G = Z,), cf. [5]. 
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Remark 4.3. The elementary p-group case. From Example 2.7b we see 
the strongly regular graphs admitting the elementary Abelian p-group 
correspond to column tactical decompositions of projective space over thep 
element field (such a decomposition is necessarily tactical [4]). For the case 
of Zp x Zp this produces precisely the “partition-graphs” of Goethals, Turyn 
and Delsarte as described in [14]. The Paley quadratic residue graphs 
[5, 141 over GF(p’) obviously admit the elementary group in the form of 
translations. Identifying GF(p’) mod its prime field GF(p) with projective 
space PG,- I(p) we see that if r is even multiplication by the square of a 
primitive element is an automorphism of projective space with two orbits, the 
resulting tactical decomposition giving the rational spectrum of the Paley 
graphs in this case. A more general construction due to D. Hughes and R. 
Wilson (private communication) arises from a 2-class tactical decomposition 
of PG,,-,(p’). The graph is built on AG,(p’) (affine space) by joining two n- 
tuples x and y if their line ((x -v)) meets the set giving the decomposition. 
One can argue that a t-class column tactical decomposition of PG,-,(p’) 
gives rise to a t-class decomposition of PG,, _ ,(p) (the class sizes multiplied 
by (p’- l)/(p - 1)). Thus explaining the construction in terms of dG, 
G = (ZJ”. 
Remark 4.4. Partial geometries, nets and associated graphs. Recall 
that given a partial geometry with parameters (R, K, T) [2] one can define a 
strongly regular graph on the points by joining collinear pairs. The resulting 
parameters are 
o=K++,(K(K- 1)(R - l)), 
k=R(K- l), &=K-T-1, AZ = -R, (4.1) 
and the graph is called geometric (net type [ 71 if T = R - 1). A graph with 
parameters of the form (4.1) is called pseudo-geometric (pseudo-net). A 
family of geometric graphs arises in &c if we have ] G ] = K2 and subgroups 
H , ,..., HR each of size K with Hi n Hi = {0} for i #j. We simply put 
A = :7 AHi - RI, 
,r, 
(4.2) 
a (0, 1) matrix by the “disjointness” of the Hi. Transforming we see 
(4.3) 
and as the Hf are “disjoint” A has eigenvalues KR -R (valence, diagonal of 
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A”), K -R and -R. Actually these subgroup graphs are geometric. The dual, 
R 
A+ = x A,+-RI 
i= I 
is again a subgroup graph. Incidentally if R = 2 these are L, graphs (see 
Lemma 3.6 (1)). This construction is multiplicative in the sense that if 
H work in G, and L, ,..., L, work in G, then (Hi X L,li = l,..., R} 
f$k’in “c, x G,. The situation occurs for example in Z X Z with ((0, l)), 
((1, 0)), {(( 1, x))]x f O(p)}, and these may be “multipl%d.” ’ 
Remark 4.5. G = Zp2 x Zp2. The eigenmatrix E(G) may be computed 
and all strongly regular graphs in J$ found. We mention only one 
interesting family. Let U be the units in the ring Zp2 and let X be a set of 
representatives for these units modulo p, i.e., for every u E U there is a 
unique x E X with u =x modp. Let further 1 E X. Then we put 
s= ((U,O)IUE U)U{(O,u)JuE U} 
u ((u,xu)(uE U,xEX} 
and one may verify that A, is strongly regular with 
v =p4, k =p3 -p, 4 ‘P2 -P, A, = -p. (4.4) 
These are pseudo-geometric of net-type with 
R =P, K =p’, T=p- 1. (4.5) 
The complement is also with 
R=p*-p+l, K =p2, T=p= -p. (4.6) 
For p = 2 this is the Shrikhande (16,6,2) graph (the complement of a 
subgroup graph) but for p > 3 neither A, nor its complement is a subgroup 
graph. For p = 3 the graph on 81 vertices is not geometric nor is its 
complement disproving Bruck’s conjecture [ 71. 
Remark 4.6, As a final illustration we list the strongly regular graphs on 
36 vertices with rational eigenvalues and admitting an Abelian Singer group, 
G. Our results reduce G to Z, x Z, x Z, x Z, and to within duals and 
complements we find three graphs 
(a) k = 10, 1, = 4, A, = -2 (subgroup type), 
(b) k = 14, A, = 2, il, = -4, 
(c) k= 15, &=3, A,=-3. 
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Graph (c) is a (36, 15, 6) design [lo] and a subgroup graph with 
H, = (1 0 0 I), H, = (0 1 1 0) and H, = (1 1 1 1). 
Remark 4.7. Notice since the graphs in dc have duals a necessary 
condition for admitting an Abelian Singer group is that A, -AZ divide n. 
Remark 4.8. E(Z,) = (] -i) and from Theorem 2.8, E((Z,)“) is the 
Hadamard matrix of order 2” obtained from the tensor product explaining 
our introductory example. 
Remark 4.9. Through a careful investigation of the matrices E(G) it is 
possible to determine that for some groups G and K any rational spectra 
obtainable by a graph in J& is obtainable in dK, For example if n is fifth 
power free the group of order n with prime order elementary divisors 
spectrally dominates in this sense any group of order n. This topic will be the 
subject of a subsequent study [6]. 
E. Bannai has observed that Theorem 3.3 and Corollary 3.7 (for the case 
of odd primes) can also be obtained from theorems of Wielandt and Bercov, 
respectively, concerning groups of permutations (Theorems 25.4 and 25.5’ in 
[151). 
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