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Abstract
In this paper we introduce some new double sequence spaces using the notions of invariant mean and
Orlicz function. We also examine some properties of the resulting sequence spaces.
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1. Introduction and background
Let l∞ and c be the Banach spaces of bounded and convergent sequences with the usual
supremum norm. Let σ be a one-to-one mapping from the set of natural numbers into itself.
A continuous linear functional φ on l∞ is said to be an invariant mean or a σ -mean if and only if
(i) φ(x) 0 when the sequence x = (xk) is such that xk  0 for all k,
(ii) φ(e) = 1 where e = (1,1,1, . . .), and
(iii) φ(x) = φ(xσ(k)) for all x ∈ l∞.
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σm(k) = k for all nonnegative integers with m  1, where σm(k) is the mth iterate of σ at k.
Thus σ -mean extends the limit functional on c in the sense that φ(x) = limx for all x ∈ c [7].
Consequently, c ⊂ Vσ where Vσ is the set of bounded sequences all of whose σ -mean is equal.
In the case when σ(k) = k + 1, the σ -mean is often called the Banach limit and Vσ is the set
of almost convergent sequences, which was introduced by Lorentz in [5]. It can be shown that
Vσ =
{
x ∈ l∞: lim
m
tm,n(x) = s uniformly in n, s = σ -limx
}
,
where
tm,n(x) = xn + xσ(n) + · · · + xσm(n)
m + 1 , t−1,n(x) = 0.
We say that a bounded sequence x = (xk) is σ -convergent if and only if x ∈ Vσ . Recall in [4]
that an Orlicz function M : [0,∞) → [0,∞) is continuous, convex, nondecreasing function such
that M(0) = 0 and M(x) > 0 for x > 0, and M(x) → ∞ as x → ∞. Recently, Parashar and
Choudhary [10] introduced and studied some sequence spaces defined by Orlicz function for
single sequences. In this paper our goal is to extend some sequence spaces defined by Orlicz
function from ordinary (i.e., single) sequences to double sequences. Let ω′′ denote the set of all
double sequences of real numbers. We begin with the following definitions:
Definition 1.1. (Pringsheim [11]) A double sequence x = [xk,l] has Pringsheim limit L (denoted
by P -limx = L) provided that given  > 0 there exists N ∈ N such that |xk,l −L| <  whenever
k, l > N . We shall describe such an x more briefly as “P-convergent.”
We shall denote the space of all P-convergent sequences by c2. By a bounded double sequence
we shall mean a positive number M exists such that |xj,k| < M for all j and k,
‖x‖(∞,2) = sup
j,k
|xj,k| < ∞.
We shall also denote the set of all bounded double sequences by l2∞. We also note in contrast to
the case for single sequence, a P-convergent double sequence need not be bounded.
2. Double σ -convergent sequences
The following multidimensional analogue of σ -convergence sequences was presented by
Cakan et al. [1]:
Definition 2.1. A bounded double sequence x = (xk,l) of real numbers is said to be σ -convergent
to L provided that
P -lim
p,q
T
p,q
m,n = L uniformly in (m,n),
where
T
p,q
m,n = 1
pq
p,q∑
k,l=1,1
xσk(m),σ l(n).
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sequences by V 2σ . Clearly V 2σ ⊂ l2∞. One can see that in contrast to the case for single sequences,
a P-convergent double sequence need not be σ -convergent. But, it is easy to see that every
bounded P-convergent double sequence is σ -convergent. In addition, if we let σ(m) = m + 1,
and σ(n) = n + 1 in Definition 2.1 then σ -convergence of double sequences reduces to the al-
most convergence of double sequences which was defined by Móricz and Rhoades in [6].
Definition 2.2. Let M be an Orlicz function, p = (pk,l) be a factorable double sequence of
strictly positive real numbers, and let
[
V ′′σ ,M
]
p
=
{
x ∈ ω′′: P -lim
p,q
1
pq
p,q∑
k,l=1,1
(
M
( |xσk(m),σ l(n) − L|
ρ
))pk,l
= 0,
uniformly in (m,n), for some ρ > 0
}
,
[
V ′′σ ,M
]0
p
=
{
x ∈ ω′′: P -lim
p,q
1
pq
p,q∑
k,l=1,1
(
M
( |xσk(m),σ l(n)|
ρ
))pk,l
= 0,
uniformly in (m,n), for some ρ > 0
}
,
and
[
V ′′σ ,M
]∞
p
=
{
x ∈ ω′′: sup
m,n,p,q
1
pq
p,q∑
k,l=1,1
(
M
( |xσk(m),σ l(n)|
ρ
))pk,l
< ∞
}
.
If M(x) = x then [V ′′σ ,M]p , [V ′′σ ,M]0p , and [V ′′σ ,M]∞p reduce to [V ′′σ ]p , [V ′′σ ]0p , and [V ′′σ ]∞p ,
respectively. When pk,l = 1 for all k and l, [V ′′σ ]p , [V ′′σ ]0p , and [V ′′σ ]∞p reduce to [V ′′σ ], [V ′′σ ]0, and
[V ′′σ ]∞, respectively.
If p = (pk,l) ∈ l2∞ then it is easy to see that the family of sequences defined above are linear
spaces over the set of complex numbers C. We shall now establish the following theorem.
Theorem 2.1. Let M be an Orlicz function. If β = limt→∞ M(t\ρ)t  1, then [V ′′σ ,M] = [V ′′σ ].
Proof. Let x ∈ [V ′′σ ], then
σ
p,q
m,n = P -lim
p,q
1
pq
p,q∑
k,l=1,1
|xσk(m),σ l(n) − L| = 0, uniformly in (m,n).
Let  > 0 be given and choose 0 < δ < 1 such that m(u) <  for every 0 u δ. We can write
p,q∑
k,l=1,1
M
( |xσk(m),σ l(n) − L|
ρ
)
=
∑
(k,l)∈D
M
( |xσk(m),σ l(n) − L|
ρ
)
+
∑
′
M
( |xσk(m),σ l(n) − L|
ρ
)
(k,l)∈D
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D = {(k, l): |xσk(m),σ l(n) − L| δ, for every (m,n)}
and
D′ = {(k, l): |xσk(m),σ l(n) − L| > δ, for every (m,n)}.
It is easy to see that
∑
(k,l)∈D
M
( |xσk(m),σ l(n) − L|
ρ
)
< (mn).
On the other hand, we use the fact that
|xσk(m),σ l(n) − L| < 1 +
[ |xσk(m),σ l(n) − L|
ρ
]
for (k, l) ∈ D′ where [h] denotes the integer part of h. It follows that for (k, l) ∈ D′ and since M
is an Orlicz function, we obtain the following:
M
( |xσk(m),σ l(n) − L|
ρ
)
M(1).
Now, let us consider the second part where the sum is taken over (k, l) ∈ D′ and obtain the
following:
∑
(k,l)∈D′
M
( |xσk(m),σ l(n) − L|
ρ
)

∑
(k,l)∈D
M
(
1 +
[ |xσk(m),σ l(n) − L|
ρ
])
 2M(1)1
δ
(mn)T
p,q
m,n .
Thus
p,q∑
k,l=1,1
M
(|xσk(m),σ l(n) − L|) (mn) + 2M(1)1
δ
(mn)T
p,q
m,n
for every (m,n). Therefore x ∈ [V ′′σ ,M]. Observe that in this part of the proof we did not need
β  1. Let β  1 and x ∈ [V ′′σ ,M]. Since β  1 we have M(t)  β(t) for all t  0. It follows
that xk,l → L[V ′′σ ,M] implies xk,l → L[V ′′σ ]. This implies [V ′′σ ,M] = [V ′′σ ]. 
Theorem 2.2.
(1) If 0 < infpk,l < pk,l < 1 then [V ′′σ ,M]p ⊂ [V ′′σ ,M].
(2) If 1 pk,l  supk,l pk,l < ∞ then [V ′′σ ,M] ⊂ [V ′′σ ,M]p .
Proof. Let x ∈ [V ′′σ ,M]p . Since 0 < infpk,l  1, we obtain
1
pq
p,q∑ (
M
( |xσk(m),σ l(n) − L|
ρ
))
 1
pq
p,q∑ (
M
( |xσk(m),σ l(n) − L|
ρ
))pk,l
.k,l=1,1 k,l=1,1
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supk,l pk,l < ∞. Also let x ∈ [V ′′σ ,M]. Then for each 0 <  < 1 there exists a positive integer N
such that
1
pq
p,q∑
k,l=1,1
(
M
( |xσk(m),σ l(n) − L|
ρ
))
  < 1
when every all p,q N and all (m,n). This implies that
1
pq
p,q∑
k,l=1,1
(
M
( |xσk(m),σ l(n) − L|
ρ
))pk,l
= 1
pq
p,q∑
k,l=1,1
(
M
( |xσk(m),σ l(n) − L|
ρ
))
.
Thus we have x ∈ [V ′′σ ,M]p . 
3. Double statistical convergence
A complex number sequence x is said to be statistically convergent to the number L if for
every ε > 0,
lim
n
1
n
∣∣{k < n: |xk − L| }∣∣= 0,
where by k < n we mean that k = 0,1,2, . . . , n and the vertical bars indicate the number of
elements in the enclosed set. In this case we write st1-limx = L or xk → L(st1). Statistical
convergence is a generalization of the usual notion of convergence for real valued sequences that
parallels the usual theory of convergence. The idea of statistical convergence was first introduce
by Fast [2], but the rapid development were started after the papers of Fridy [3] and ˘Salát [12].
Now statistical convergence has become one of the most active area of research in the field of
summability theory.
Before we present the new definitions and the main theorems, we shall state a few known
results. The following definition was presented by Mursaleen et al. in [8]. A sequence x is said
to be uniformly σ -statistically convergent to zero or (sσ )0-convergent if
lim
p
1
p + 1 maxm0
∣∣{0 k < p: |xσk(m)  |}∣∣= 0.
We shall denote by the set of sequences x = (xk) which are σ -statistically convergent to zero
by (sσ )0. Quite recently, Mursaleen and Edely [9] defined and studied statistical analogues of
P-convergence of double sequences. The goal of this section is to extend a few results known in
the literature from ordinary (single) sequences to double sequences. We begin with the following
definition.
Definition 3.1. A double sequence x = (xk,l) of real numbers is said to be uniformly double
σ -statistically convergent to zero or (s′′σ )0-convergent if
P -lim
p,q
1
p,q
max
m,n0
∣∣{k < p and l < q: |xσk(m),σ l(n)| }∣∣= 0.
We denote by (s′′σ )0 the set of sequences x = (xk,l) which are uniformly double σ -statistically
convergent to zero. In particular, if σ is the translation, then (s′′σ )0 reduces to the set of sequences
x = (xk) which are uniformly double almost statistically convergent to zero, which is defined as
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convergent to zero if
P -lim
p,q
1
pq
max
m,n0
∣∣{k < p and l < q: |xk+m,l+n| }∣∣= 0.
The set of double almost statistically convergent sequences shall be denoted by (sˆ′′)0. We shall
now establish some multidimensional analogues of Mursaleen et al. results presented in [8].
Theorem 3.1. If M be an Orlicz function then [V ′′σ ,M]0 ⊂ (s′′σ )0.
Proof. If x ∈ [V ′′σ ,M]0 and  > 0 then for every p and q ,
p,q∑
k,l=1,1
(
M
( |xσk(m),σ l(n)|
ρ
))

p,q∑
k,l=1,1&|x
σk(m),σ l (n)
|
(
M
( |xσk(m),σ l(n)|
ρ
))
M()
∣∣{1,1 k, l < p,q: |xσk(m),σ l(n)| }∣∣
from which it follows that x ∈ (s′′σ )0. 
Theorem 3.2. M is bounded if and only if [V ′′σ ,M]0 = (s′′σ )0.
Proof. Suppose that M is bounded and x ∈ (s′′σ )0. Since M is bounded there exists an integer K
such that M(x) < K for all x  0 then for each p and q we obtain the following:
1
pq
p,q∑
k,l=1,1
M
( |xσk(m),σ l(n)|
ρ
)
= 1
pq
p,q∑
k,l=1,1&|x
σk(m),σ l (n)
|
M
( |xσk(m),σ l(n)|
ρ
)
+ 1
pq
p,q∑
k,l=1,1&|x
σk(m),σ l (n)
|<
M
( |xσk(m),σ l(n)|
ρ
)
 K
pq
max
m,n0
∣∣{1,1 k, l < p,q: |xσk(m),σ l(n)| }∣∣
+ M().
Therefore the Pringsheim limit on p and q grants the results. Conversely, suppose that M is
unbounded such that there is a positive double sequence up,q with M(up,q) = (pq)2 for all
p,q = 1,2,3, . . . . Now let x be defined by
xk,l =
{
up,q if k = p2, l = q2;
0 if otherwise.
This grants us the following results:
1
pq
max
m,n0
∣∣{1 k  p, 1 l  q: |xk,l | }∣∣
√
pq
pq
→ 0
as p and q go to infinity in the Pringsheim sense. Therefore xk,l → 0(s′′σ ) for σ(m) = m + 1
and σ(n) = n + 1. However x /∈ [V ′′σ ,M]0 contradicting the fact that [V ′′σ ,M]0 = (sˆ′′)0. This
completes the proof. 
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