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Abstract
A distance-based conditional model on the ranking poset is presented
for use in classiﬁcation and ranking. The model is an extension of the
Mallows
￿
model, and generalizes the classiﬁer combination methods
used by several ensemble learning algorithms, including error correcting
output codes, discrete AdaBoost, logistic regression and cranking. The
algebraic structure of the ranking poset leads to a simple Bayesian inter-
pretation of the conditional model and its special cases. In addition to a
unifying view, the framework suggests a probabilistic interpretation for
error correcting output codes and an extension beyond the binary coding
scheme.
1 Introduction
Classiﬁcation is the task of associating a single label
￿
￿
￿
￿
￿ with a covariate
￿ . A gener-
alization of this problem is conditional ranking, the task of assigning to
￿ a full or partial
ranking of the items in
￿ . This paper studies the algebraic structure of this problem, and
proposes a combinatorial structure called the ranking poset for building probabilitymodels
for conditional ranking.
In ensemble approaches to classiﬁcation and ranking, several base models are combined to
produce a single ranker or classiﬁer. An important distinction between different ensemble
methods is whether they use discrete inputs, ranked inputs, or conﬁdence-rated predic-
tions. In the case of discrete inputs, the base models provide a single item in
￿ , and no
preference for a second or third choice is given. In the case of ranked input, the base clas-
siﬁers output a full or partial ranking over
￿ . Of course, discrete input is a special case
of ranked input, where the partial ranking consists of the single topmost item. In the case
of conﬁdence-rated predictions, the base models again output full or partial rankings, but
in addition provide a conﬁdence score, indicating how much one class should be preferred
to another. While conﬁdence-rated predictions are sometimes preferable as input to an en-
semble method, such conﬁdence scores are often not available (as is typically the case in
metasearch), and even when they are available, the scores may not be well calibrated.
This paper investigates a unifying algebraic framework for ensemble methods for clas-
siﬁcation and conditional ranking, focusing on the cases of discrete and ranked inputs.
Our approach is based on the ranking poset on
￿ items, denoted
￿
￿
￿ , which consists of
the collection of all full and partial rankings equipped with the partial order given by re-ﬁnement of rankings. The structure of the poset of partial ranking over
￿ gives rise to
natural invariant distance functions that generalize Kendall’s Tau and the Hamming dis-
tance. Using these distance functions we deﬁne a conditional model
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￿ . This conditional model generalizes several existing models
for classiﬁcation and ranking, and includes as a special case the Mallows
￿
model [11]. In
addition,themodelrepresentsalgebraicallythewayinwhichinputclassiﬁers arecombined
in certain ensemble methods, including error correcting output codes [4], several versions
of AdaBoost [7, 1], and cranking [10].
In Section 2 we review some basic algebraic concepts and in Section 3 we deﬁne the rank-
ing poset. The new model and its Bayesian interpretation are described in Section 4. A
derivation of some special cases is given in Section 5, and we conclude with a summary in
Section 6.
2 Permutations and Cosets
We begin by reviewing some basic concepts from algebra, with some of the notation and
deﬁnitions borrowed from Critchlow [2].
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is equivalent to a partial ranking, where there is a full ordering of the
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We now describe a convenient notation for permutations and cosets. In the following, we
list items separated by vertical lines, indicating that the items on the left side of the line are
preferred to (ranked higher than) the items on the right side of the line. For example, the
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Figure 1: The Hasse diagramof
￿
h (left) and a partial Hasse diagramof
￿
￿
￿ (right). Some
of the lines are dotted for easier visualization.
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ﬂips a pair of items that have adjacent ranks. Critchlow [2] derives extensions of Kendall’s
Tau and other distances on
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￿ to distances on partial rankings.
3 The Ranking Poset
We ﬁrst deﬁne partially ordered sets and then proceed to deﬁne the ranking poset. Some of
the deﬁnitions below are taken from [12], where a thorough introduction to posets can be
found.
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4 Conditional Models on the Ranking Poset
We now present a family of conditional models deﬁned in terms of the ranking poset. To
begin, suppose that
o is a right invariant function on
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The function
o may or may not be a metric; its interpretation as a measure of dissimilarity,
however, remains.
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While the metric propertiesof
o are not requiredin our model, the right invarianceproperty
is essential since we want to treat all
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in the same manner.
We are now ready to give the general form of a conditional model on
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4.1 A Bayesian interpretation
We now derive a Bayesian interpretation for the model given by (6). Our result parallels
the interpretation of multistage ranking models given by Fligner and Verducci [6]. The key
fact is that, under appropriate assumptions, the normalizing term does not depend on the
partial ordering in the one-dimensional case.
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5 Special Cases
This section derives several special cases of model (6), corresponding to existing ensem-
ble methods. The special cases correspond to different choices of
9
]
￿
 
￿
5 and
o in the
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models may be easily derived, corresponding to the exponential loss used in boosting.
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In this case model (6) becomes the cranking model [10]
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The Bayesian interpretationin this case is well known,andis derivedin [6]. The generative
model is independent sampling of
￿
! from a Mallows
￿
model whose location parameter
is
￿ and whose scale parameter is
1
! . Other special cases that fall into this category are the
models of Feigin [5] and Critchlow and Verducci [3].
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In this case model (6) becomes equivalent to the multiclass generalization of logistic re-
gression. If the normalization constraints in the corresponding convex primal problem are
removed, the model becomes discrete AdaBoost.M2; that is,
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￿ in the usual boosting notation. See [9]
for details on the correspondencebetween exponential models and the unnormalized mod-
els that correspond to AdaBoost.
5.3 Error correcting output codes
A more interesting special case of the algebraic structure described in Sections 3 and 4
is where the ensemble method is error correcting output coding (ECOC) [4]. Here we set9
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is the Hamming distance between the appropriate row of the coding matrix and the con-
catenation of the bits returned from the binary classiﬁers.
Thus, with the appropriate deﬁnitions of
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o , the conditional model on the ranking
poset is a probabilistic formulation of ECOC that yields the same classiﬁcation decisions.
This suggests ways in which ECOC might be naturally extended. First, relaxing the con-
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￿ results ina moregeneralmodelthat correspondsto ECOC with a
weighted Hamming distance, or index sensitive “channel,” where the learned weights may
adapt to the precision of the various base classiﬁers. Another simple generalization results
from using a nonuniform carrier density
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A further generalization is achieved by considering that for a given coding matrix, the
trained classiﬁer for a given column outputs either
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￿ . Allowing the output of the classiﬁer instead to belong to other
gradesof
￿
￿ results in a modelthat correspondsto errorcorrectingoutputcodeswith non-
binary codes. While this is somewhat antithetic to the original spirit of ECOC—reducing
multiclass to binary—the base classiﬁers in ECOC are often multiclass classiﬁers such as
decision trees in [4]. For such classiﬁers, the task instead can be viewed as reducing mul-
ticlass to partial ranking. Moreover, there need not be an explicit coding matrix. Instead,
the input rankers may output different partial rankings for different inputs, which are then
combined according to model (6). In this way, a different coding matrix is built for each
example in a dynamic manner. Such a scheme may be attractive in bypassing the problem
of designing the coding matrix.6 Summary
An algebraic framework has been presented for classiﬁcation and ranking, leading to con-
ditional models on the ranking poset that are deﬁned in terms of an invariant distance or
dissimilarity function. Using the invariance properties of the distances, we derived a gen-
erative interpretation of the probabilistic model, which may prove to be useful in model
selection and validation. Through different choices of the components
￿
￿
￿
￿
￿
￿
9
]
￿
  and
o , the
family of models was shown to include as special cases the Mallows
￿
model, and the
classiﬁer combination methods used by logistic models, boosting, cranking, and error cor-
recting output codes. In the case of ECOC, the poset framework shows how probabilities
may be assigned to partial rankings in a way that is consistent with the usual deﬁnitions of
ECOC, and suggests several natural extensions.
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