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In questa tesi si vuole proporre una parallelizzazione dell’algoritmo K-means
che faccia uso delle tecnologie MPI e OpenCL e che sia scalabile su mac-
china distribuita con multi-GPU. L’utilizzo di queste tecnologie permette
una parallelizzazione strutturata su due livelli in cui il primo livello e` dato
da una parallelizzazione distribuita del problema mentre il secondo livello e`
dato da una parallelizzazione data-parallel sui dati del problema.
L’algoritmo K-means [30] e` un algoritmo di clusterizzazione esclusivo e non
gerarchico. Il K-means e` uno strumento molto utilizzato nelle applicazioni
scientifiche poiche´ fornisce buone clusterizzazioni oltre ad essere facilmen-
te implementabile. Il partizionamento e` ottenuto minimizzando la funzione
obiettivo composta dalla somma dei quadrati delle distanze euclidee tra i
dati appartenenti al cluster ed il relativo rappresentante del cluster(detto
centroide). L’algoritmo e` composto da una procedura iterativa che prende
in input un insieme di centroidi di iniziali. Il K-means e` garantito con-
vergere ad un punto di minimo, tuttavia non e` assicurato che si tratti del
minimo globale; di conseguenza e` normalmente necessario eseguire l’algorit-
mo diverse volte, con centroidi iniziali differenti, scegliendo infine la miglior
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clusterizzazione ottenuta, come approssimazione dell’ottimo globale. Risol-
vere il problema della clusterizzazione con l’algoritmo K-means puo` rivelarsi
percio` un’operazione molto costosa al crescere sia del numero di elementi
da clusterizzare sia del numero di cluster desiderati. Per questo motivo nel
corso degli anni, al fine di rendere l’esecuzione del K-means piu` veloce sono
state proposte differenti versioni dell’algoritmo con varie ottimizzazioni sia
sequenziali sia parallele.
Lo scopo di questa tesi e` parallelizzazione l’algoritmo K-means combinando
il modello message-passing di MPI e il data-parallelism di OpenCL affinche´
sia scalabile su macchina distribuita con multi-GPU. In particolare il lavoro
di tesi e` incentrato sulla parallelizzazione del K-means per problemi in cui
tutti dati risiedono in memoria. L’utilizzo di OpenCL risulta particolarmen-
te vantaggioso nel caso del K-means, questo perche´ una parte dell’algoritmo e`
facilmente vettorizzabile e adattabile al data-parallel, in particolar modo per
dispositivi GPU. La parallelizzazione proposta nel lavoro di tesi e` struttura-
ta su due livelli: nel primo livello si opera una parallelizzazione distribuita
con MPI per dividere il problema originale in piu` sotto-problemi risolvibili
parallelamente su piu` processi; nel secondo livello si utilizza OpenCL per
ottenere una parallelizzazione data-parallel del sotto-problema in molteplici
unita` computazionali eseguibili parallelamente su dispositivi GPU.
Dalla parallelizzazione proposta in questa tesi si attende sia una notevole
riduzione del tempo d’esecuzione dell’algoritmo k-means sia un buon livello
di efficienza, cioe` che i costi aggiunti dalla parallelizzazione rimangano tra-
scurabili specialmente all’aumentare dei dati del problema.
Nella tesi verranno trattati nell’ordine:
Capitolo 2 In questo capitolo verra` introdotto e descritto l’algoritmo K-
means, verranno inoltre discusse alcune euristiche applicabili all’algo-
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ritmo tra cui: euristiche per scegliere un piu` vantaggioso insieme di
centroidi iniziali; euristiche per evitare di eseguire calcoli superflui; ed
euristiche per assicurare la terminazione dell’algoritmo.
Capitolo 3 In questo capitolo verranno descritte le tecnologie MPI e Open-
CL utilizzate nel lavoro di tesi per la parallelizzazione dell’algoritmo
K-means.
Capitolo 4 In questo capitolo verranno presentate alcune parallelizzazioni
esistenti del K-means ritenute importanti per il lavoro di tesi, focaliz-
zando l’attenzione su quelle realizzate con MPI e/o OpenCL.
Capitolo 5 In questo capitolo verra` presentata la parallelizzazione svi-
luppata nel lavoro di tesi e le motivazioni che hanno portato a tale
parallelizzazione. Verra` inoltre definito il modello delle performance
attese.
Capitolo 6 In questo capitolo verranno presentati i test effettuati sulle di-
verse implementazioni della parallelizzazione proposta. Nello specifico
i test presenti in questo capitolo riguardano le ottimizzazioni di alcuni
aspetti del kernel OpenCL, le prestazioni della parallelizzazione con
OpenCL su GPU e le prestazioni della parallelizzazione con MPI e
OpenCL su CPU.




In questo capitolo verra` descritto l’algoritmo K-means. Verranno inoltre
mostrati alcuni risultati noti sulla sua convergenza e le euristiche applica-
bili all’algoritmo come: condizione d’arresto, scelta dei centroidi iniziali,
diminuzione del numero di distanze da calcolare.
2.1 Il Clustering
La clusterizzazione e` un processo per partizionare un dato insieme in clu-
ster disgiunti, cosicche´ gli elementi appartenenti allo stesso cluster possano
essere considerati simili mentre elementi appartenenti a cluster differenti
possano essere considerati diversi. Lo scopo della clusterizzazione e` di de-
terminare il raggruppamento intrinseco dei dati non etichettati appartenenti
ad un insieme. La divisione dei dati in gruppi di elementi simili permette
di rappresentare i dati attraverso pochi cluster ottenendo semplificazioni a
discapito della precisione sui piccoli dettagli. La clusterizzazione e` soggetto
di ricerca in molti ambiti come la statistica, pattern recognition e machine
learning. Gli algoritmo di clusterizzazione possono essere classificati come:
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Esclusivi Ogni elemento puo` essere assegnato ad uno ed ad un solo gruppo,
non si hanno elementi in comune tra cluster;
Gerarchici Si costruisce una gerarchia di cluster utilizzando strategie
Agglomerative(bottom-up) o Divisive(top-down). I cluster ottenuti
vengono rappresentati tramite Dendrogramma;
Probabilistici Ogni cluster e` rappresentato matematicamente da una di-
stribuzione parametrica. L’intero insieme e` quindi modellato dalla
“miscela”di queste distribuzioni;
Overlapping Al contrario di quella esclusiva con questa clusterizzazione gli
elementi possono appartenere a piu` cluster con gradi di appartenenza
differenti.
Tra gli algoritmi di clusterizzazione il K-means e` uno dei piu` usati e diffusi in
quanto risulta essere facilmente implementabile fornendo al contempo buoni
risultati.
2.2 Descrizione del K-means
Il K-means [30] e` un algoritmo di clusterizzazione esclusivo non gerarchi-
co e geometrico. Lo scopo dell’algoritmo e` quello di trovare la migliore
divisione di n entita` in k gruppi, tali che la distanza tra i membri del grup-
po e il centroide, rappresentante del gruppo, corrispondente sia minimizza-
ta. Formalmente l’algoritmo K-means partiziona le n entita` in k partizioni






‖xji − cj‖2 (2.1)
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Simbolo descrizione
MSE Somma degli errori quadratici medi dei cluster
MSEk Errore quadratico medio relativo ad un cluster
x Generico elemento del dataset
c Generico centroidi
n Numero di elementi presenti nel dataset
k Numero di centroidi
d Dimensionalita` dello spazio
I Numero di iterazioni dell’algoritmo K-means
Tserial Tempo di completamento dell’algoritmo 5.1
T flop Tempo per eseguire un’operazione DFP su CPU
Tabella 2.1: Tabella dei simboli fondamentali
sia minima, dove ‖xji − cj‖ fornisce la distanza tra l’entita` i− esima e il suo
relativo centroide. L’equazione (2.1) e` la funzione obiettivo dell’algoritmo.
Come si vedra` in seguito il K-means e` un algoritmo deterministico che con-
verge ad un minimo locale, per poter effettuare la clusterizzazione si deve
fornire all’algoritmo un insieme di centroidi iniziali, che di norma vengono
scelti in maniera pseudo-casuale. Dato che non si e` a conoscenza ne del
punto di minimo globale ne dell’insieme dei centroidi iniziali con il quale si
puo` ottenere la clusterizzazione ottima, e` necessario rieseguire l’algoritmo
variando i centroidi iniziali forniti al fine di ottenere diverse clusterizzazioni
e poter scegliere la migliore.
2.2.1 Passi dell’algoritmo
Di seguito si mostrano i passi dell’algoritmo e se ne fornisce lo pseudo-
codice(2.1).
1. Posizionare k punti nello spazio rappresentato dagli oggetti dell’in-
sieme che devono essere clusterizzati. Questi punti rappresentano il
gruppo iniziale dei centroidi.
2. Assegnare ad ogni oggetto dell’insieme il centroide piu` vicino.
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3. Ricalcolo della posizione dei k centroidi, la nuova posizione di un
centroide e` calcolata come il baricentro dei punti a lui assegnati.
4. Ripetere i passi 2 e 3 finche´ i centroidi non si stabilizzano. Il risultato
finale e` una separazione in gruppi degli elementi dell’insieme.
Algoritmo 2.1 Pseudo-codice K-means
Input: X = {x1, x2, . . . , xn} Insieme di punti da clusterizzare
k Numero di centroidi
MaxIters Limite delle iterazioni
Output: C = {c1, c2, . . . , ck} Insieme dei centroidi
L = {l(x)|x = 1, 2, ˙. . ., n} Insieme delle etichette di X
for all ci ∈ C do
ci ← xj ∈ X
end for
for all xi ∈ X do
l(xi)← argminDistance(xi, cj)j ∈ {1 . . . k}
end for
repeat
for all ci ∈ C do
updateCluster(ci);
end for
for all xi ∈ X do
minDist← argminDistance(xi, cj)j ∈ {1 . . . k};




until stopping criterion has not been met
2.2.2 Convergenza e complessita` dell’algoritmo
Trovare il valore ottimo della funzione obiettivo (2.1) se non si hanno re-
strizioni sia sul numero di cluster e sia sulla dimensionalita` dello spazio e`
un problema NP-Hard[1][12][31]. Se questi valori sono fissati il problema si
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risolve in tempo O(ndk+1 log n)[25]. Per questo motivo quando si parla del-
l’algoritmo K-means solitamente ci si riferisce all’algoritmo di Lloyd(anche
in questa tesi ci si riferisce a tale algoritmo) con il quale si risolve in tempo
polinomiale nei fattori n,k e d[4]. L’algoritmo di Lloyd non produce neces-
sariamente un insieme ottimo di k-centroidi, ma solo un insieme localmen-
te ottimo. L’obiettivo e` quello di poter trovare, eseguendo ripetutamente
l’algoritmo di Lloyd con diverse scelte dei centroidi iniziali, un’insieme di
centroidi che raggiunga approssimativamente l’errore di quantizzazione ot-
timo. Si puo` quindi facilmente vedere che il K-means diventa molto costoso
specialmente all’aumentare del numero di elementi da clusterizzare.
Il seguente risultato e` preso da “Introduction to information retrieval”[32].
La convergenza dell’algoritmo si ottiene dimostrando che il valore MSE
decresce monotonicamente ad ogni iterazione. Il valore MSE decresce nel
passo di assegnamento dato che ogni punto viene assegnato al centroide piu`
vicino, e decresce anche nel passo di ricalcolo dei centroidi dato che il nuovo
centroide e` il punto per cui il valore MSEk e` minimo. Essendo MSE la
somma di tutti i MSEk, allora deve decrescere anch’esso durante la fase
di ricalcolo. Dato che ci sono un insieme finito di clusterizzazioni possibili
l’algoritmo monotono decrescente terminera` su un minimo locale. Sfortuna-
tamente non esistono garanzie ne per quanto riguarda il raggiungimento del
minimo globale della funzione obiettivo(2.1) ne sul numero di passi necessari
per raggiungere un punto di minimo.
Sempre per quanto riguarda la convergenza del K-means e` stato dimostrato
in “Convergence Properties of the K-Means Algorithms”[6] che minimizza
l’errore di quantizzazione utilizzando l’algoritmo di Newton. L’algoritmo di
Newton ha convergenza superlineare nel caso di funzioni non quadratiche
mentre per funzioni quadratiche l’algoritmo richiede solamente un passag-
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gio. Sfortunatamente i teoremi su cui si poggia l’algoritmo di Newton fanno
uso delle derivate terze e non sono, quindi, utilizzabili per il K-means dato
che il gradiente della funzione costo del K-means e` discontinuo. Nonostante
questo fatto e` comunque possibile modificare la funzione costo del K-means
rendendola C∞, in pratica si arrotondando gli angoli attorno ai punti non
differenziabili. In aggiunta a cio` e` anche possibile limitare il cambiamen-
to della funzione costo ad un regione arbitrariamente piccola dello spazio.
In questo modo le iterazioni del K-means eviteranno questa regione con
una probabilita` arbitraria vicina ad 1, ottenendo di fatto una convergenza
superlineare. Quindi il K-means quando e` abbastanza vicino al punto di
ottimo saltera` direttamente a tale punto e terminera`. L’argomento verra`
approfondito nell’appendice A.
2.3 Euristiche
In questa sezione si descrivono le euristiche applicate al K-means per quanto
riguarda: la condizione di terminazione, la scelta dei centroidi iniziali e
l’ottimizzazione dei calcoli delle distanze.
2.3.1 Condizioni d’arresto
Come detto in precedenza la convergenza assicura che l’algoritmo converge
ad un punto di minimo, tuttavia non fornisce garanzie sul numero di ite-
razioni necessarie affinche´ si abbia convergenza. Per questo motivo, come
condizioni d’arresto, possono essere utilizzate le seguenti euristiche:
• arresto al completamento di un numero fissato di iterazioni I, ci as-
sicura la terminazione dell’algoritmo ma puo` portare ad una scarsa
qualita` dei cluster se il numero di iterazioni e` insufficiente;
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• arresto alla non variazione dell’assegnamento dei punti tra iterazio-
ni successive. Si ottengono buoni cluster, tranne per casi partico-
lari con non buoni minimi locali, tuttavia puo` rendere l’esecuzione
dell’algoritmo inaccettabilmente lunga;
• arresto alla non variazione dei centroidi tra iterazioni successive. I
risultati ottenuti sono simili alla condizione precedente;
• arresto quando il valore MSE scende sotto un valore prefissato, ci
assicura che il cluster sia della qualita` desiderata, va combinata con
con un limite sul numero di iterazioni per assicurare la terminazione;
• arresto quando la decrescita dell’MSE scende sotto una soglia θ pre-
fissata, per valori di θ piccoli siamo vicini alla convergenza. Anche in
questa condizione si deve imporre un limite sul numero delle iterazioni.
2.3.2 Scelta dei centroidi iniziali
Come detto in precedenza il K-means e` un algoritmo deterministico, in cui la
clusterizzazione ottenuta dipende dalla scelta dei centroidi iniziali, in parti-
colare differenti configurazioni di centroidi iniziali portano alla convergenza
su differenti punti di minimo. Per questo motivo sono state proposte diverse
euristiche per una selezione migliore dei centroidi iniziali rispetto ad una
scelta puramente casuale.
In “k-means++: the advantages of careful seeding”[3] la scelta dei centroidi
avviene nel seguente modo:
1. Si indica con D(x) la distanza piu` piccola tra il punto x e il centroide
piu` vicino,
2. Si sceglie un punto c1 in modo casuale uniforme dal dataset,
10
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3. Si sceglie il punto ci = x




4. Si ripete il passo 3 fino alla scelta di k punti.
Il K-means++ e` O(log k) competitivo, gli autori mostrano, attraverso ri-
sultati sperimentali, che la scelta dei centroidi iniziali fatta utilizzando que-
sto metodo incrementa sia la velocita` sia l’accuratezza del K-means.
Altro metodo utilizzabile per selezionare un buon insieme di centroidi iniziali
e` proposto in “A new algorithm to get the initial centroids”[37]. Lo scopo
di questa euristica e` quello di assicurare che la scelta dei centroidi iniziali
sia in accordo con la distribuzione dei punti nel dataset. Il metodo proposto
ordina il dataset e lo partiziona in k gruppi e di ogni gruppo prendera` il
valore medio. I k valori scelti formeranno la configurazione dei centroidi
iniziali del K-means. I passi che compongono l’algoritmo sono:
1. per ogni punto nel dataset se ne calcola la distanza con tutti i rimanenti
punti del dataset. Si individua la coppia di punti piu` vicina tra loro
e la si annota come insieme A1. Si eliminano questi due punti dal
dataset;
2. si cerca il punto piu` vicino all’insieme Am, con 1 ≤ m ≤ k. Si aggiunge
il punto ad Am e lo si elimina dal dataset;
3. si ripete il passo 2 finche´ il numero di punti in Am non raggiunge
α× n/k con 0 < α ≤ 1;
4. se m < k allora m = m + 1, si cerca un’altra coppia di punti con
distanza minima tra loro nel dataset e la si annota come Am, si elimina
la coppia dal dataset e si ritorna al passo 2;
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5. per ogni Am si sommano i punti che vi appartengono e si divide la
somma per il numero di punti presenti, questo genera k punti che sono
i centroidi iniziali dell’algoritmo k-means.
Per un valore di α troppo piccolo tutti i centroidi possono appartenere ad
una stessa regione contenente punti simili tra loro, mentre per valori grandi
di α possono stare lontani da regioni che contengono punti simili. I risultati
sperimentali dicono che buone clusterizzazioni si ottengono per valori di
α = 0.75.
2.3.3 Diminuzione delle distanze calcolate
Come detto in precedenza la complessita` del K-means e` direttamente pro-
porzionale al prodotto tra il numero di elementi presenti nell’insieme da
clusterizzare e il numero di cluster desiderati. Di seguito verranno descritte
alcune euristiche per rendere meno oneroso il calcolo delle distanze ed evi-
tare calcoli superflui.
In “Using the triangle inequality to accelerate k-means”[16] si propone l’u-
tilizzo della disuguaglianza triangolare per accelerare l’algoritmo K-means,
si descrivera` ora il metodo proposto nell’articolo.
Per ogni tre punti x, y e z d(x, z) ≤ d(x, y) + d(y, z) dove con d(x, y) si
indica la distanza euclidea tra i punti x, y. Osservando il fatto che la di-
suguaglianza triangolare fornisce un limite superiore rimane da trovare il
limite inferiore per evitare calcoli inutili. Dato un punto x e due centroidi b
e c ci basta sapere che d(x, c) ≥ d(x, b) per non dover calcolare la distanza
d(x, c).
Per avere un buon limite inferiore sfruttando la disuguaglianza triangolare
si utilizzano i seguenti lemmi.
12
CAPITOLO 2. L’ALGORITMO K-MEANS
Lemma 1 Sia x un punto e siano b e c due centroidi, se d(b, c) ≥ 2d(x, b)
allora d(x, c) ≥ d(x, b).
Lemma 2 Sia x un punto e siano b e c due centroidi, allora d(x, c) ≥
max{0, d(x, b)− d(b− c)}.
Sia x un qualsiasi punto e sia c il centroide a cui attualmente e` assegna-
to x e sia c′ un qualunque altro centroide, il Lemma 1 afferma che se
1
2d(c, c
′) ≥ d(x, c) allora d(x, c′) ≥ d(x, c) e in questo caso non e` necessario
calcolare d(x, c′). Si supponga di non conoscere il valore esatto di d(x, c)
ma di conoscere il limite superiore u tale che u ≥ d(x, c), quindi si devono
calcolare i valori d(x, c′) e d(x, c) solo se u ≥ 12d(c, c′). Se u ≤ 12 min d(c, c′)
allora il punto x deve rimanere assegnato al centroide c e possono essere
evitati tutti i calcoli delle distanze relative al punto x.
Ora per il Lemma 2, sia x un qualsiasi punto e sia b un qualunque centroide
e sia b′ la versione all’iterazione precedente, si supponga inoltre che all’ite-
razione precedente l′ sia un limite inferiore tale che d(x, b′) ≥ l′, allora si
puo` inferire un limite inferiore l per l’iterazione corrente
d(x, b) ≥ max{0, d(x, b′)− d(b, b′)} ≥ max{0, l′ − d(b, b′)} = l.
Si supponga ora u(x) ≥ d(x, c), limite superiore per la distanza tra il punto x
e il centroide c assegnato a x, e si supponga che l(x, c′) ≤ d(x, c′) sia il limite
inferiore per la distanza tra il punto x e un centroide c′. Se u(x) ≤ l(x, c′)
allora d(x, c) ≤ u(x) ≤ l(x, c′) ≤ d(x, c′) quindi non e` necessario calcolare
sia d(x, c) che d(x, c′).
In “An efficient k-means clustering algorithm”[2] si propone l’utilizzo di
kd-tree al fine di ridurre il numero delle distanze da calcolare. In questa
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euristica i punti sono organizzati in un kd-tree in cui la radice rappresenta
tutti i punti ed i nodi interni un sottospazio di punti. Ad ogni iterazione
l’albero e` attraversato con strategia depth-first partendo dal nodo radice. A
questo livello ogni centroide puo` essere il centroide piu` vicino ad ogni punto.
Durante l’attraversamento dell’albero si applica un metodo di pruning per
scartare i centroidi non vicini al sottospazio rappresentato dal nodo preso
in considerazione. Quando l’insieme dei centroidi candidati si riduce ad un
solo centroide allora tutti i punti appartenenti al sottospazio considerato
vengono assegnati al centroide. Nel caso in cui venga raggiunta un nodo
foglia l’assegnazione viene svolta come nel classico algoritmo K-means. Il
metodo di pruning utilizzato e` il seguente: dato un sottospazio siano mini
e maxi le distanze minime e massimo per ogni punto appartenete al sotto-
spazio per il centroide i appartenete all’insieme dei centroidi candidati, sia,
inoltre, MinMaxdist il minimo delle massime distanze, vengono scartati i
centroidi j per cui si verifica minj > MinMaxdist.
In “An efficient enhanced k-means clustering algorithm”[17] si propone un
diverso metodo per ridurre il numero di distanze calcolate ad ogni iterazione
dell’algoritmo. L’idea di fondo di questo metodo sta nel fatto che il K-means
tende a creare cluster di forma sferica in cui i centroidi possono essere consi-
derati come centri di gravita` per i punti appartenenti ai cluster. I centroidi
si spostano ogni qual volta un punto entra o esce dal cluster, in particolare
in un cluster si avranno punti molto vicini al centro di gravita` e punti molto
lontani dal centro di gravita`. Gli autori osservano che i punti molto vicini
al centroide tendo a rimanere all’interno dello stesso cluster anche all’ite-
razione successiva, di conseguenza per questi punti non c’e` la necessita` di
calcolare la distanza con i restanti centroidi. Quindi dato un punto a asso-
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ciato all’iterazione j-esima al centroide ci se all’iterazione (j + 1)-esima la
sua distanza con il centroide c′i, versione aggiornata del centroide ci, non e`
aumentata allora il punto a non cambia cluster in quell’iterazione e quindi
si puo` evitare il calcolo delle distanze con i rimanenti k − 1 centroidi.
2.3.4 Versioni alternative del K-means
In “Improving the Accuracy and Efficiency of the k-means Clustering Algorithm”[34]
viene proposta una versione del K-means ottenuta combinando le euristiche
[17] e [37]. Questa versione del K-means e` divisa in due fasi: nella prima fase
si utilizza[37] per la selezione dei centroidi iniziali mentre nella seconda fase
si esegue una iterazione del K-means classico per una prima clusterizzazio-
ne e poi si eseguono iterazioni “velocizzate”utilizzando l’euristica proposta
in[17] fino alla convergenza.
FEKM(Fast and Exact K-means)[26] non e` una vera e propria euristica
ma una modifica dell’algoritmo K-means in modo da ridurre il numero le
iterazioni sull’intero dataset necessarie per il calcolo dei centroidi. Nella pri-
ma fase d’esecuzione viene “campionato”il dataset, cioe` vengono presi solo
alcuni punti, e su questi campioni viene eseguito il K-means classico anno-
tando tutti i centroidi calcolati ad ogni iterazione. Con queste informazioni
si fa un passaggio dell’algoritmo sull’intero dataset e vengono identificati i
punti propensi a cambiare cluster allo spostarsi dei centroidi. I punti cos`ı
trovati vengono utilizzati per aggiustare il valore dei centroidi. Come ve-
rifica sulla bonta` dei centroidi ricalcolati si utilizza il confidence radius, il
quale e` una stima del limite superiore della distanza tra i centroidi finali e i
centroidi iniziali(stima riferita al K-means sui campioni). In questo modo se
i nuovi centroidi cadono fuori dal confidence radius e` necessaria una nuova
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iterazione dell’algoritmo.
2.4 Cardinalita` del numero dei cluster
Il numero di cluster con cui si vuole partizionare il dataset e` un parametro di
input da fornire al K-means. Si puo` pensare alla clusterizzazione come una
compressione dati in cui per un basso valore di K si ha piu` compressione e
perdita d’informazione, mentre per valori di K nell’ordine di N si ha meno
compressione e di conseguenza poca perdita d’informazione. Quindi se si
guarda al problema della clusterizzazione dal punto di vista dell’Informa-
tion Retrieval si e` interessati ad avere il minor numero di cluster possibile
tale che l’informazione desiderata non vada perduta durante il processo di
clusterizzazione. Di conseguenza il numero di cluster con cui partizionare il
dataset non puo` essere scelto a caso. Una tecnica per determinare un buon
valore per il numero di cluster K e` quella di stimare MSEmin(K) definita
come il minimo MSE di tutte le clusterizzazioni con K cluster; si eseguono i
clusterizzazioni con K cluster, si calcola il valore MSE di ognuno e si prende
il valore minimo MSEmin(K) e se ne studia il comportamento all’aumenta-
re di K e scegliendo il ginocchio della curva, fornendo un intervallo in cui e`
possibile scegliere il valore di K. Una seconda tecnica e` quella di imporre un
penalita` per ogni nuovo cluster. Per determinare la cardinalita` dei cluster
in questo modo e` necessario creare una funzione obiettivo generalizzata che
combina: la distorsione(misura della deviazione dei punti dal prototipo del
loro cluster) e la misura della complessita` del modello;
K = argmin
K
[MSEmin(K) + λK] (2.2)
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dove λ e` il peso della penalita`, quindi con valori di λ si preferiscono soluzioni
con molti cluster mentre con valori di λ grandi si favoriscono le soluzioni con
pochi cluster. Per cui l’unica difficolta` nell’equazione (2.2) e` la determina-
zione del valore di λ.
La giustificazione teorica dell’equazione (2.2) e` il Akaike Information Crite-
rion (AIC), quindi:
AIC : K = argmin
K
[MSEmin(K) + 2MK] (2.3)
l’equazione (2.3) e` un caso speciale dell’equazione (2.2) in cui λ = 2M . L’ap-
plicazione di un’equazione piuttosto che l’altra dipende dai casi.
In generale trovare il numero di cluster K e` un’operazione costosa in quanto
richiede di eseguire il K-means piu` volte per poter determinare tale para-
metro. Avere una versione del K-means piu` efficiente diminuisce il costo di
tale operazione, in aggiunta tali vantaggi sono applicabili anche al problema
della determinazione di un buon insieme dei centroidi iniziali per i quali si
possa ottenere una buona clusterizzazione.
2.5 Conclusioni
In questo capitolo e` stato descritto l’algoritmo K-means, sono state presen-
tate alcune euristiche per: assicurare la terminazione dell’algoritmo; una
scelta migliore dei centroidi iniziali; diminuire il numero di distanze da cal-
colare. Sono state presentate inoltre alcune versioni alternative del K-means
ed e` stato discusso il problema della scelta del numero di cluster.
Tra le euristiche per assicurare la terminazione dell’algoritmo presentate in
sezione 2.3.1 l’unica rilevante per la parallelizzazione proposta nella tesi e`
sicuramente l’imposizione di un limite massimo di iterazioni, in questo mo-
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do si potranno ottenere risultati confrontabili nei test. Infatti lo scopo della
tesi e` quello di diminuire il tempo d’esecuzione dell’algoritmo attraverso la
parallelizzazione con MPI ed OpenCL e non quello di ottenere una cluste-
rizzazione di miglior qualita`.
Come si e` potuto notare le euristiche descritte in sezione 2.3.3 introduco-
no strutture dati e blocchi condizionali aggiuntivi che eseguiti su dispositivi
GPU risulterebbero poco efficienti, come si vedra` in sezione 3.2.8. Per que-
sto motivo si e` deciso di non prendere in considerazione tali euristiche nella
parallelizzazione proposta in questa tesi. Le stesse motivazioni valgono an-
che per la decisione di non prendere in considerazione le versioni alternative
descritte in sezione 2.3.4.
Non saranno prese in considerazione le euristiche descritte in sezione 2.3.2
che trattano la scelta dei centroidi iniziali sia perche´ la loro implementazione
sarebbe poco efficiente su architettura OpenCL sia perche´ la tesi e` orientata
alla diminuzione del tempo di calcolo del K-means attraverso la paralleliz-
zazione.
Anche la scelta del numero di cluster non verra` tratta nel seguito della tesi.
Tuttavia tale operazione risulta avvantaggiarsi da una diminuzione del tem-
po d’esecuzione del K-means poiche´ per riuscire a determinare il numero di






MPI e` una specifica di libreria Message-Passing Interface, la prima versione
(MPI-1.0) dello standard, a cui contribu`ı il Message-Passing Interface Fo-
rum con la partecipazione di oltre quaranta organizzazioni, risale al Maggio
del 1994, attualmente la versione corrente e` MPI-3.0 pubblicata il 21 Set-
tembre 2012.
MPI si basa sullo scambio di messaggi tra processi in un ambiente a memo-
ria distribuita.
MPI e` uno standard di cui esistono molte implementazioni, pertanto le ope-
razioni sono espresse come funzioni, subroutine o metodi in accordo al lin-
guaggio a cui fa riferimento lo standard.
I vantaggi principali del passaggio di messaggi sono la portabilita` e la facilita`
d’uso ed in piu` fornisce ai produttori un chiaro insieme di routines di base
che possono essere implementate efficientemente migliorandone la scalabi-
lita`.
Lo scopo di MPI e` semplicemente quello di sviluppare uno standard larga-
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mente utilizzabile per la realizzazione di programmi message-passing, quindi
gli obiettivi sono:
• Progettare un’interfaccia per la programmazione di applicazioni,
• Evitare la copia da memoria a memoria,
• Permettere l’overlap tra computazione e comunicazione,
• Permettere l’utilizzo delle implementazioni in ambienti eterogenei,
• Permettere il binding per C e Fortran,
• Evitare che l’utente si occupi dei problemi di comunicazione,
• Dare una semantica dell’interfaccia che sia indipendente dal linguag-
gio,
• Progettazione thread-safety,
• Permettere l’implementazione multi-piattaforma.
Lo standard MPI e` stato pensato per offrire un’interfaccia facile da utilizza-
re senza che ci sia preclusione per le operazioni ad alte prestazioni permesse
da macchine avanzate.
I programmi scritti con il paradigma del message-passing possono essere
eseguiti su multiprocessori a memoria distribuita, reti di workstation o su
combinazione delle due, inoltre sono possibili implementazioni per architet-
ture a memoria condivisa come processori multi-core o architetture ibride.
Anche la combinazione del modello distribuito con quello condiviso risulta
possibile con questo paradigma, come l’implementazione dello standard per
macchine composte da collezioni di macchine collegate ad una rete di comu-
nicazione.
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L’interfaccia e` adatta per essere utilizzata in programmi MIMD 1 come per
quelli scritti in stile SPMD. 2. L’esecuzione di un programma MPI com-
prende uno o piu` processi che utilizzano le routine fornite dalla libreria per
comunicare tra loro. I processi sono dei programmi scritti in modo sequen-
ziale o multithread che vengono eseguiti in parallelo, nel caso SPMD ogni
processo esegue lo stesso codice mentre nel caso MPMD i processi eseguo-
no codice differente. I processi di norma vengono creati durante la fase di
start-up del sistema e vengono implicitamente sincronizzati con comunica-
zioni punto a punto o comunicazioni collettive, inoltre ogni processo ha un
proprio spazio d’indirizzi privato.
3.1.1 Gruppi e Communicator
Per definire quali processi possono comunicare tra loro MPI utilizza degli
oggetti chiamati communicator e gruppi.
Gruppi Insiemi ordinati di processi in cui ogni processo e` identificato da
un intero univoco detto rank, che assume valori da zero a N-1 dove N
e` il numero di processi presenti nel gruppo.
Communicator Un communicator comprende un gruppo di processi che
possono comunicare tra loro, il communicator deve essere specificato
in ogni routine di comunicazione.
I gruppi e i communicator sono rappresentati nella memoria di sistema come
oggetti opachi3 e sono accessibili all’utente attraverso un dei gestori, il gesto-
re del comunicator che comprende tutti i processi e` MPI COMM WORLD.
1Multiple Instruction Multiple Data: piu` processori eseguono istruzioni diverse in
parallelo in modo asincrono su dati diversi.
2Single Program Multiple Data: processori autonomi multipli eseguono simultanea-
mente lo stesso programma su dati differenti
3Oggetto la cui struttura interna non direttamente accessibile e visibile, l’utente deve
utilizzare un gestore per accedervi.
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I gruppi sono sempre associati ad un oggetto communicator e le routine del
gruppo sono essenzialmente utilizzate per specificare quali processi devono
essere considerati per costruire un oggetto communicator, per questo mo-
tivo dal punto di vista dell’utente gruppi e communicator sono una cosa
sola. Questi oggetti sono necessari per permettere all’utente di organizzare
i processi in gruppi, abilitare operazioni di comunicazione collettiva per i
processi interessati, fornire una base per implementare le topologie virtuali
definite dall’utente e fornire comunicazioni sicure.
3.1.2 Comunicazioni Punto-a-Punto
In MPI i processi possono comunicare grazie ad operazioni di comunicazione
punto a punto oppure con comunicazioni collettive. Le comunicazioni punto
a punto richiedono tipicamente un passaggio di messaggi tra due, e solo due,
processi MPI differenti in cui un processo esegue un’operazione di send e
l’altro un’operazione di receive, in MPI esistono differenti tipi di routine di
send e receive ed ogni tipo di send puo` essere accoppiata con ogni tipo di
receive. Molte delle routine MPI di send/receive possono essere utilizzate
sia in modalita` bloccante che in modalita` non bloccante.
Modalita` bloccante In questa modalita` una routine di send ritorna il con-
trollo al processo solo dopo che e` ritenuto sicuro poter modificare i dati
inviati, con sicuro si intende che le modifiche non influenzano i dati
che si vogliono inviare e allo stesso tempo non implica che i dati siano
stati ricevuti dal processo che opera la receive. Una send bloccante
puo` essere sia sincrona sia asincrona, il che significa che vi e` una fase
di handshake con il processo che riceve per confermare un invio si-
curo(caso sincrono), oppure viene utilizzato un buffer di sistema per
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appoggiare i dati in attesa dell’invio al ricevente(caso asincrono). In-
fine una receive bloccante ritorna il controllo al processo solo quando
i dati sono arrivati e sono considerati pronti per l’utilizzo.
Modalita` non bloccante In questa modalita` sia la send che la receive ri-
tornano il controllo al processo quasi immediatamente non aspettando
che la comunicazione sia completa. Le operazioni in questa modalita`
richiedono alla libreria MPI di eseguire l’operazione appena possibile
ed e` ritenuto non sicuro modificare i buffer finche´ non si e` certi che l’o-
perazione sia conclusa. La modalita` non bloccante e` particolarmente
utile se si vuole avere overlap tra comunicazione e computazione.
MPI assicura l’ordinamento dei messaggi tranne nel caso in cui vi siano
piu` thread che partecipano alla comunicazione, mentre non da garanzia per
quanto riguarda la correttezza, non vi e` quindi determinismo e nel caso in
cui due processi inviino un messaggio ad un terzo processo l’ordine di arrivo
non e` garantito, sta quindi all’utente rendere deterministiche le comunica-
zioni quando necessario.
I messaggi che i processi MPI si scambiano durante le operazioni di comu-
nicazione sono composti da un header e da una parta contenete i dati da
scambiare, l’header contiene tipicamente informazioni riguardanti: commu-
nicator, sorgente, destinazione, tag4 del messaggio e lunghezza del messag-
gio.
3.1.3 Comunicazioni collettive
Come gia` detto oltre alle comunicazioni punto a punto vi sono anche le
comunicazioni collettive, esse sono utilizzate per lo scambio di messaggi tra
4Fornisce un ulteriore modo per distinguere piu` messaggi.
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tutti i processi che compongono il gruppo. Queste operazioni si dividono in
tre tipologie:
sincronizzazione I processi aspettano che tutti gli altri processi apparte-
nenti al gruppo abbiano raggiunto il punto di sincronizzazione;
scambio dati in questa tipologia si trovano operazioni di broadcast, scat-
ter, gather e operazioni tutti a tutti;
computazione collettive sono tipicamente operazioni di riduzione.
3.1.4 Datatype in MPI
I tipi di dato che le routine di comunicazione si scambiano sono detti Data-
type ed in MPI possono essere sia datatype primitivi, cioe` corrispondono ai
tipi di dato del linguaggio di programmazione host, sia derivati, cioe` costrui-
ti con un costruttore di datatype. Tutti i datatype primitivi sono contigui
mentre quelli derivati possono essere definiti anche non contigui. Un data-
type generico e` un oggetto opaco in cui sono specificati: una sequenza di
datatype di base e una sequenza di interi che indicano il dislocamento; il
dislocamento non deve essere necessariamente positivo, distinto o in ordine
decrescente il che vuol dire che l’ordinamento degli elementi puo` non coin-
cidere con l’ordinamento che hanno nella memoria e che un elemento puo`
comparire piu` volte. Questa coppia di sequenze e` detta type map e la se-
quenza di datatype di base e` detta type signature; e` possibile anche definire
datatype derivati basati su altri datatype derivati. MPI fornisce costruttori
di datatype per diverse tipologie tra cui: contiguos, vector, indexed e struct.
Contiguos Utilizzato per i datatype derivati piu` semplici, il nuovo datatype
costruito e` fatto da n copie del datatype di base.
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Vector Costruttore piu` generale che permette la replicazione di un datatype
in locazioni composte da blocchi equidistanti, in cui ogni blocco e` ot-
tenuto dalla concatenazione dello stesso numero di copie del datatype
di base.
Indexed Questo costruttore permette la replicazione del datatype di base
in una sequenza di blocchi in cui ogni blocco puo` contenere un numero
differente di copie e una sequenza di dislocamento differente, un blocco
e` una concatenazione del datatype di base.
Struct Questo costruttore e` utilizzato per ottenere datatype piu` generi-
ci, permettendo ad ogni blocco di essere composto da replicazioni di
differenti datatype di base.
3.1.5 Altre caratteristiche
Nello standard MPI vengono trattate e definite anche le seguenti caratteri-
stiche che non sono state utilizzate in questa tesi:
Topologie di processo Una topologia e` un attributo opzionale e fornisce
un meccanismo di denominazione per i processi di un gruppo, assiste
il sistema di runtime nell’associare i processi all’hardware. Viene fatta
una distinzione tra la topologia dello strato fisico dell’hardware e la
topologia virtuale dei processi, generalmente descritta da grafi.
Gestione dell’ambiente Descrive le varie routine per l’ottenimento e l’im-
postazione di diversi parametri, legati all’implementazione MPI e al-
l’ambiente d’esecuzione, oltre alle procedure per entrare e uscire dal-
l’ambiente d’esecuzione.
Oggetto Info Oggetto opaco contenete un insieme non ordinato di coppie
(key,value) in cui ad ogni key corrisponde una sola value.
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Comunicazione One-side Il Remote Memory Access, o RMA, estende
il meccanismo di comunicazione di MPI, permettendo ad un proces-
so di specificare tutti i parametri di comunicazione sia per il lato
che trasmette sia per quello che riceve. L’uso di questo meccanismo
evita di consumare tempo di computazione globale o di ricorrere ad
interrogazioni esplicite.
Interfacce esterne Attraverso l’uso di richieste generalizzate, per l’utente
e` possibile definire nuove operazioni non bloccanti, con la proprieta`
fondamentale che il progresso fino al completamento di tale operazione
si svolge in modo asincrono. Dato che i sistemi operativi forniscono gia`
diversi meccanismi per supportare l’esecuzione concorrente, MPI non
fornisce standardizzazioni a riguardo ma lascia l’opportunita` all’utente
di utilizzare i meccanismi del sistema operativo per definire le nuove
operazioni asincrone.
Input/Output di file parallelo L’ambiente di I/O deve fornire un’inter-
faccia ad alto livello per il partizionamento dei file tra i processi e
un’interfaccia collettiva per supportare il trasferimento di strutture
dati globali tra le memorie dei processi e i files. Invece di definire un
modo di accesso di I/O, MPI utilizza i datatypes derivati per esprimere
il partizionamento dei file condivisi.
Nello standard non sono trattate caratteristiche come: operazioni che richie-
do piu` supporto dal sistemo operativo di quello standardizzato e strumenti
di costruzione dei programmi e strutture per il debugging; anche se que-
ste caratteristiche possano essere presenti in particolari implementazioni o
future versioni dello standard stesso.
26
CAPITOLO 3. TECNOLOGIE UTILIZZATE
3.2 OpenCL
OpenCL(Open Computing Language) e` uno standard per la programmazio-
ne di collezioni eterogenee di CPU, GPU e altri dispositivi di calcolo organiz-
zati in una singola piattaforma. OpenCL e` anche un framework per la pro-
grammazione parallela che fornisce: librerie, API, un linguaggio e un sistema
di runtime per supportare lo sviluppo del software. Attualmente le specifiche
sono alla versione 1.2, pubblicate da Khronos il 15 novembre 2011[19]. Open-
CL e` stato pensato per essere uno standard multi-piattaforma per questo
fornisce all’utente un’astrazione ad alto livello delle routine hardware a bas-
so livello, in questo modo l’utente deve solo preoccuparsi di indicare la parte
da parallelizzare, indicare il modello con cui parallelizzarla e l’hardware su
cui eseguire i calcoli. Le applicazioni OpenCL possono essere strutturate sia
in modo data-parallel sia in modo task-parallel, anche se la decomposizione
su dati risulta la piu` naturale da strutturare con il framework. In OpenCL
il parallelismo viene espresso utilizzando i concetti di Kernel e NDRange.
Kernel Il kernel e` rappresentato da una funzione e descrive le parti del
programma che devono essere eseguite in parallelo.
NDRange Indice di spazio N-dimensionale, e descrive il grado di paralle-
lismo del kernel.
A tempo di runtime verra` creata un’istanza per ogni elemento indice del-
l’NDRange che verranno poi eseguite sui dispositivi OpenCL. Gli indici so-
litamente vengono associati ai dati, di ingresso o uscita, con corrispondenza
univoca, per questo motivo le parallelizzazioni utilizzando OpenCL ricado-
no nel modello SPMD, specialmente utilizzando dispositivi GPU, poiche´ le
istanziazioni del kernel eseguono lo stesso programma su dati diversi. Non e`
possibile considerarlo un modello SIMD poiche´ non vi e` nessuna garanzia che
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due istanziazioni differenti stia eseguendo la stessa istruzione. Il parallelismo
task-parallel puo` essere descritto con l’utilizzo di piu` kernel sincronizzabi-
li tra loro cos`ı da ottenere complessi modelli d’esecuzione dell’applicazione
OpenCL. Si puo` vedere quindi OpenCL come un parallelismo sui dati a gra-
na fine annidato con un parallelismo sui dati e task a grana grande. Lo
standard e` strutturato su tre livelli ognuno riguardante aspetti differenti co-
me: il linguaggio, il sistema a runtime, la piattaforma. Di seguito verranno
descritti gli elementi che compongono lo standard.
3.2.1 Il modello della piattaforma OpenCL
Un’applicazione OpenCL puo` avere un solo host che e` il responsabile della
gestione degli input/output e del controllo del flusso d’esecuzione dell’appli-
cazione. Il modello della piattaforma stabilisce in che modo le varie entita`
sono strutturate e collegate tra loro. Ad un host possono essere connesse
diverse piattaforme contenti uno o piu` device OpenCL, come CPU, GPU e
Acceleratori. Le piattaforme di norma raggruppano device delle stesso ven-
dor. I device OpenCL, dispositivi su cui avviene il calcolo, sono suddivisi in
una o piu` compute unit contenenti uno o piu` processing elements, unita` di
calcolo che eseguono le operazioni definite nei kernel. La corrispondenza tra
questo modello e l’hardware e` lasciata all’implementazione dei vendor.
Figura 3.1: Il modello della piattaforma in OpenCL
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3.2.2 Il modello d’esecuzione OpenCL
Il lavoro che un’applicazione OpenCL deve svolgere e` espresso mediante
una collezione di kernel che vengono eseguiti sui device OpenCL. Il mo-
dello d’esecuzione definisce come avviene l’esecuzione dei kernel. Quando
un’applicazione lancia un l’esecuzione di un kernel su un device il runtime
OpenCL crea un’indice di spazio composto da interi sul quale verra` eseguito
il kernel, per ogni elemento dell’indice viene eseguita un’istanza del kernel.
Questa istanza e` detta work-item ed e` identificata da un ID globale che rap-
presenta le sue coordinate nell’indice di spazio. L’indice di spazio e` detto
NDRange(3.2) ed e` N-dimensionale dove N puo` essere 1, 2 o 3. Prima che
i work-item siano eseguiti essi vengono raggruppati in work-group identifi-
cati da un ID univoco, questa divisione in gruppi e` tale da coprire l’intero
NDRange dandone una decomposizione a grana grande. Ai work-item vie-
ne assegnato anche un ID locale che li identifica all’interno del work-group,
quindi per identificare univocamente un work-item si puo` utilizzare sia l’ID
globale sia la combinazione di ID locale con ID del gruppo a cui appartiene.
La suddivisione in work-group e` una decomposizione a grana grossa dell’in-
dice di spazio. I work-group cos`ı formati vengono distribuiti alle compute
unit che ne eseguono i work-item presenti utilizzando i processing element
di cui dispone.
3.2.3 Il modello della memoria OpenCL
Per la loro esecuzione i work-item devono poter accedere ai dati di input, de-
vono poter salvare i risultati in modo che siano accessibili all’host e devono
poter avere uno spazio in memoria per le variabili di cui necessita durante
la computazione. Per questo motivo in OpenCL vengono definite diverse
regioni di memoria e un modello in cui viene descritta la gerarchia tra que-
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Figura 3.2: Esempio di NDRange in OpenCL
ste regioni, sono anche definite le entita` necessarie per poter interagire con
il modello. In OpenCL sono definiti due differenti tipi di oggetti memoria:
buffer ed image. Gli oggetti buffer sono blocchi continui di memoria in cui
e` possibile inserire strutture dati accessibili da puntatori, e` possibile defi-
nire qualunque tipo di struttura dati purche´ soggetta alle limitazione del
linguaggio OpenCL C. Gli oggetti image possono contenere solo strutture
dati di tipo image, essi sono oggetti opachi ed il loro contenuto puo` esse-
re manipolato solo attraverso funzioni fornite dal framework OpenCL. Le
regioni della memoria definite in OpenCL sono:
Memoria Host Regione di memoria visibile solamente all’host.
Memoria globale Regione di memoria che permette un accesso in lettura
e scrittura a tutti i work-item in tutti i work-group.
Memoria costante Regione della memoria globale che rimane costante per
tutta l’esecuzione del kernel, gli oggetti presenti in questa regione ven-
gono allocati e inizializzati dall’host, i work-item hanno solamente un
accesso in lettura in questa regione.
Memoria locale Regione di memoria locale del work-group, utilizzata dai
work-item del work-group per allocare variabili condivise e visibili solo
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all’interno del gruppo.
Memoria privata Regione di memoria privata del work-item, le variabili
definite in questa regione sono visibili solo al work-item.
Queste regioni di memoria sono strutturate nella gerarchia mostrata in fi-
gura (3.3), dalla prospettiva di un work-item risulta piu` veloce accedere alle
regioni di memoria locale e privata rispetto alle regioni di memoria globale
e costante.
Figura 3.3: Gerarchia della memoria in OpenCL

































Tabella 3.1: Allocazione e accesso alla memoria
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3.2.4 Il contesto OpenCL
Il contesto OpenCL e` una specie di contenitore e definisce l’ambiente in cui
vengono definiti ed eseguiti i kernel. Il contesto coordina i meccanismi di
interazione tra host e device, la gestione degli oggetti memoria, dei program-
mi e dei kernel creati per ogni device all’interno del contesto. Il contesto e`
creato e manipolato dall’host, le risorse che lo compongono sono:
• una collezione di device OpenCL;
• i Kernel che vengono eseguiti sui device OpenCL;
• gli oggetti programma;
• gli oggetti memoria.
3.2.5 La coda dei comandi OpenCL
L’interazione tra host e device OpenCL avviene mediante una coda di co-
mandi. Quando un host deve eseguire un’azione su un device esso inserisce
il comando alla coda di comandi associata al device, puo` esserci solo un de-
vice associato alla coda quindi se un contesto contiene piu` device si devono
creare tante code quanti sono i device. I comandi supportati in OpenCL che
possono essere inseriti nella coda sono:
Esecuzione Kernel il comando e` utilizzato per eseguire un kernel su un
device;
Memoria questo comando e` utilizzato per il trasferimento dei dati tra host
e oggetti memoria oppure tra oggetti memoria;
Sincronizzazione comando utilizzato per ordinare l’esecuzione dei coman-
di.
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L’utilizzo di comandi per la sincronizzazione e` particolarmente utile quando
piu` comandi di esecuzione kernel, che necessitano di interazione tra loro,
sono presenti nella coda. Al fine di supportare interazioni complicate, i
comandi quando vengono inseriti nella coda generano oggetti evento utiliz-
zabili per il coordinamento delle esecuzioni tra host e device. I comandi
presenti nella coda vengono sempre eseguiti in maniera asincrona rispetto
all’host. Esistono due tipologie di coda:
Ordinata in una coda di questa tipologia i comandi vengono eseguiti e com-
pletati nell’ordine in cui appaiono, serializzando l’ordine d’esecuzione
dei comandi.
Non ordinata questa tipologia di coda non offre nessuna garanzia ne sul-
l’ordinamento dell’esecuzioni ne sull’ordine di completamento dei co-
mandi, se si vuole forzare un certo ordinamento si devono esplicita-
mente utilizzare meccanismi di sincronizzazione.
3.2.6 Kernel OpenCL e Programmi OpenCL
Le funzioni eseguite sui device sono chiamate kernel e sono scritte nel lin-
guaggio OpenCL C. Prima di poter passare argomenti alla funzione e di
poterla inserire nella coda dei comandi un’applicazione deve creare un og-
getto kernel a partire dalla funzione kernel. Gli oggetti kernel sono creati
da oggetti programma e possono essere visti come gestori di funzioni kernel.
Il programma oggetto viene creato dai codici sorgente delle funzioni kernel
e contiene una collezione di funzioni oggetto. L’oggetto kernel e` utilizzato
per: accedere alle proprieta` di una funzione kernel compilata, accodarla per
l’esecuzione sul device e per l’impostazione degli argomenti. Quando un og-
getto programma viene creato esso contiene il codice sorgente delle funzioni
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kernel e le informazioni necessarie per costruirle, oltre ad essere associato
ad un contesto.
3.2.7 Il linguaggio OpenCL C
I Kernel OpenCL sono scritti utilizzando il linguaggio OpenCL C il quale
e` un’estensione dello standard C99. Il linguaggio presenta sia restrizioni e
sia caratteristiche aggiuntive rispetto allo standard C99. Tra le restrizioni
le piu` importanti sono: l’assenza di puntatori a funzione, non sono permessi
array a lunghezza variabile, non e` permessa la ricorsione, non sono permessi
bit-fields nelle struct, infine non e` possibile utilizzare le funzioni di libreria
definite negli header dello standard C99. Tra le caratteristiche aggiuntive si
trova:
Tipo Vector In OpenCL C il tipo vector puo` essere utilizzato allo stesso
modo di un tipo scalare in C in questo modo operatori simili possono
essere utilizzati sia per il tipo vector sia per i tipi scalari. Il tipo
vector rende piu` semplice la portabilita` del codice in quanto e` compito
del compilatore OpenCL fare il mapping per le operazioni del tipo
vector del linguaggio OpenCL C a quelle del vector ISA(Instruction
Set Architecture) del device.
Qualificatori dello spazio d’indirizzi L’aggiunta dei qualificatori e` ne-
cessaria per identificare una specifica regione della memoria poiche´ i
device OpenCL implementano una memoria gerarchica.
Images Aggiunta dei tipi di dato images e sampler con le relative funzioni
built-in per la scrittura e lettura.
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Funzioni built-in Aggiunta di un consistente insieme di funzioni per ope-
razioni sui tipi scalari e vector, molto simili alle funzioni disponibili
nelle librerie C.
In OpenCL C sono supportati molti tipi scalari del C99, i floating point a
64bit sono opzionali e utilizzabili solo se il device li supporta, viene fornito
anche un supporto opzionale al tipo half, floating point a 16bit, utilizza-
bile solamente per dichiarare un puntatore ad un buffer contenete valori
di tipo half. Il linguaggio fornisce anche funzioni per la sincronizzazione
chiamata barrier utilizzata per forzare la consistenza della memoria tra i
work-item, l’argomento passato alla funzione specifica lo spazio di indirizzi
della memoria e puo` essere una combinazione delle seguenti flag:
CLK LOCAL MEM FENCE Utilizzata per sincronizzare l’esecuzione
dei work-item di un work-group assicurando il corretto ordinamento
delle operazioni sulla memoria locale.
CLK GLOBAL MEM FENCE Utilizzata per sincronizzare l’esecuzio-
ne dei work-item assicurando il corretto ordinamento delle operazioni
sulla memoria globale
I work-item devono attendere che tutti i work-item nel work-group abbia-
no eseguito la funzione barriera prima di poter proseguire l’esecuzione. Il
compilatore nvcc traduce codice OpenCL C in codice PTX(Parallel Thread
Execution)[35] il quale e` un linguaggio pseudo-assembly.
3.2.8 Implementazione OpenCL di NVIDIA
Sulle GPU NVIDIA l’architettura OpenCL corrispondere strettamente al-
l’architettura CUDA[8][9]. Nello specifico un device CUDA e` formato da un
vettore scalabile di streaming multiprocessors(SM) che corrispondono alle
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compute unit OpenCL, un’unita` SM esegue un CUDA thread per ogni Open-
CL work-item ed un CUDA thread-block per ogni OpenCL work-group. Il
numero di CUDA core(adibiti per operazioni aritmetiche) presenti nel mul-
tiprocessore dipendono dalla compute capability del device, cos`ı come il nu-
mero di unita` special function per funzioni trascendentali single-precision
floating point, presenti anch’essi nel device, e il numero di warp scheduler.
Quando un programma OpenCL invoca l’esecuzione di un kernel i work-
group sono numerati e distribuiti come thread block ai multiprocessori con
capacita` d’esecuzione adeguata, i work-item del blocco vengono eseguiti con-
correntemente sul multiprocessore e come i blocchi terminano la loro esecu-
zione nuovi blocchi vengono lanciati sui multiprocessori liberi.
Un multiprocessore gestisce l’esecuzione dei work-item in gruppi di 32 work-
item paralleli chiamati warp, i work-item iniziano la loro esecuzione insieme
dallo stessa istruzione ma sono liberi di divergere in esecuzioni indipendenti;
quando ad un multiprocessore viene assegnato uno o piu` work-group esso li
partiziona in warp affinche´ la loro esecuzione possa essere pianificata da un
warp scheduler. I work-group vengo partizionati sempre alla stessa maniera
in modo che un warp contenga work-item consecutivi ID locali(thread ID)
crescenti a partire da 0. Un warp esegue un’istruzione comune alla volta
quindi se i work-item divergono per via di diramazioni condizionate dai da-
ti il warp esegue in serie ogni diramazione disabilitando i work-item non
interessati, quando tutte le diramazioni sono state eseguite i work-item con-
vergono alla stessa esecuzione, la divergenza delle esecuzioni si ha solamente
all’interno del warp.
Questa architettura e` detta SIMT(Single Instruction Multiple Thread) ed
e` simile ad un’organizzazione a vettori SIMD in cui una singola istruzione
controlla multipli elementi. Ad ogni lancio d’istruzione il warp scheduler se-
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leziona un warp i cui work-item sono pronti per l’esecuzione dell’istruzione
successiva, che sono i work-item attivi del warp, e ne lancia l’esecuzione. Per
questo motivo il contesto d’esecuzione di ogni warp processato da un multi-
processore e` mantenuto sulla memoria on-chip del multiprocessore portando
ad un costo quasi zero per il cambio di contesto.
Il numero di gruppi e di warp che possono risiedere ed essere processati in-
sieme su un multiprocessore per un dato kernel dipende dalla quantita` di
registri e di memoria condivisa utilizzati dal kernel e dall’ammontare dei
registri e della memoria condivisa disponibili sul multiprocessore. Il numero
di cicli di clock di cui ha bisogno un warp per essere pronto ad esegui-
re l’istruzione successiva e` detta latenza. Il massimo utilizzo si raggiunge
quando tutti gli scheduler hanno qualche istruzione da lanciare per qualche






Il K-means e` considerato un algoritmo “classico”del Data Mining e per que-
sto ampiamente studiato nel corso degli anni. Esistono pertanto diverse
parallelizzazioni dell’algoritmo che sfruttano differenti tecnologie. In questo
capitolo si presentano alcune di queste parallelizzazioni ritenute rilevanti al
fine del lavoro di tesi.
4.1 Parallelizzazione con modello Message-Passing
In questa sezione si presentano le parallelizzazioni che utilizzano il modello
message-passing di MPI.
4.1.1 Approccio SPMD
Tra le parallelizzazioni esistenti, che utilizzano il modello message-passing,
quella proposta in “A Data-Clustering Algorithm On Distribuited Memory
Multiprocessors”[15] risulta essere la piu` significativa per il lavoro di tesi.
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La parallelizzazione proposta si basa sul modello SPMD e utilizza MPI, ri-
saltando il parallelismo su dati intrinseco nell’algoritmo.
Implementando il K-means su una macchina a memoria distribuita con P
processori, gli autori si pongono l’obiettivo di ridurre il tempo di computa-
zione all’incirca di un fattore P . La strategia e` quella di dividere l’insieme
dei punti da clusterizzare in P parti e far applicare ad ogni processo l’algorit-
mo su una di queste parti, con l’aspettativa che il carico di computazione sia
equamente diviso tra tutti i processi. Quindi ogni processo gestira` solo n/P
punti. Prima di presentare le analisi delle performance descritte nell’articolo
si deve far presente che gli autori analizzano la complessita` computazionale
della loro parallelizzazione prendendo in considerazione solamente le opera-
zioni in virgola mobile, questo perche´ all’epoca queste operazioni erano le piu`





∼ (3nkd) · I · T
flop
P
dove n e` il numero totale dei punti, d e` la dimensionalita` dei punti, k e` il
numero dei centroidi, I e` il numero di iterazioni dell’algoritmo, T flop e` il
tempo per eseguire un’operazione a virgola mobile e T1 e` il tempo di esecu-
zione dell’algoritmo sequenziale. In ogni iterazione dell’algoritmo parallelo si
effettuano operazioni di riduzione per la sincronizzazione dei processi, quindi
la stima del tempo di comunicazione e`:
T commpar ∼ d · k · I · T reducepar
dove T reducepar e` il tempo per eseguire un una “MPI Allreduce”di numeri a
virgola mobile su P processi.
Si nota che il costo di comunicazione e` insignificante rispetto a quello di
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computazione se si verifica:
P · T reducepar
3 · T flop  n. (4.1)
Con queste considerazioni lo Speedup relativo e`:
Speedup =
(3nkd) · I · T flop
(3nkd) · I · T flop/P + d · k · I · T reducepar
che si avvicina ad uno speedup lineare di P per grandi dataset. In modo
analogo viene studiata la scalabilita` dell’algoritmo, definita come rapporto
tra il tempo di esecuzione per clusterizzare n punti su un processo e il tempo
di esecuzione per clusterizzare n · P punti su P processi, in cui il tempo di
esecuzione e` relativo ad una iterazione, la scalabilita` relativa e`:
Scaleup =
(3nkd) · T flop
(3nPkd) · T flop/P + d · k · T reducepar
il cui valore atteso e` vicino alla costante 1 se
T reducepar
3 · T flop  n (4.2)
condizione piu` debole, e quindi piu` facilmente soddisfacibile della (4.1).
I risultati dei test presentati nell’articolo mostrano che le prestazioni della
parallelizzazione proposta sono molto vicine alle performance ideali, spe-
cialmente quando le condizioni (4.1), per lo speedup relativo, e (4.2), per
la scalabilita`, sono verificate. Nello specifico gli autori notano che lo spee-
dup relativo non e` influenzato dal variare del numero di cluster o della
dimensionalita` dello spazio, parametri che di fatto non sono presenti in (4.1).
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4.1.2 Approccio master-slave
Si presentano ora due parallelizzazioni dell’algoritmo K-means basate su
approccio Master-Slave proposte dallo stesso autore. In “Parallel K-means
clustering algorithm on NOWs”[27] viene proposta un’implementazione pa-
rallela dell’algoritmo K-means attraverso un approccio Master-Slave. La
parallelizzazione proposta e` composta da un’unita` master e K unita` slave.
L’unita` master si occupa di dividere in modo random il dataset in K parti-
zioni ognuna delle quali sara` inviata ad un solo slave; infine l’unita` master
ricevera` K partizioni dagli slave che rappresentano la clusterizzazione del
dataset. Un’unita` slave ricevuta la sua partizione esegue i seguenti passi:
1. Calcola il baricentro della propria partizione;
2. Esegue un’operazione di broadcast del baricentro verso tutti i restanti
K − 1 slave;
3. Ricevuti i restanti K−1 baricentri calcola la distanza tra i punti della
propria partizione e i K baricentri;
4. Per ogni baricentro crea un vettore i cui membri sono i punti associati
al baricentro considerato;
5. Esegue un’operazione di broadcast dei K vettori creati in 4 verso tutti
gli slavi;
6. Ricevuti i K vettori forma una nuova partizione formata dai vetto-
ri associati al suo baricentro, se la condizione di terminazione non e`
verificata ritorna a 1;
7. Trasmette la sua partizione al master.
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I test presentati in questo articolo sono indirizzati nel verificare l’incremen-
to di Speedup mantenendo invariati il numero di cluster e dimensionalita`
dei punti. Lo Speedup teoricamente raggiungibile dell’algoritmo proposto
e` O(k/2), minore rispetto all’articolo precedente poiche´ si fa uso di diverse
chiamate di broadcast, e viene raggiunto per dataset molto grandi. Speedup
ragionevoli si hanno per dataset superiori a 600K elementi, in conclusione
questa implementazione del K-means parallelo ha una efficienza del 50%.
La parallelizzazione presentata in questo articolo soffre maggiormente i co-
sti di comunicazione oltre ad avere performance ideali inferiori rispetto alla
parallelizzazione descritta in sezione 4.1.1.
Nell’articolo “Pipelined K-means Algorithm on COWs”[28] viene proposta
una parallelizzazione che l’autore definisce partially-pipelined dell’algoritmo
K-means utilizzando il modello Message-Passing (MPI), la pipeline e` com-
posta da una unita` di controllo e K unita` adibite al calcolo, ogni unita` di
calcolo avra` a disposizione una porzione n/K del dataset prima che inizi
l’esecuzione. Lo scopo dell’autore e` parallelizzare il k-means su cluster di
workstation economiche.
Per brevita` e completezza viene riportato nelle Fig.4.1 e Fig.4.2 lo pseudo-
codice eseguito sia sull’unita` di controllo che sulle k unita` di calcolo. L’auto-
re dimostra che l’algoritmo K-means proposto e` semanticamente equivalente
all’algoritmo K-means sequenziale dimostrando per induzione l’equivalenza
dei centroidi calcolati ad ogni iterazione dalle due versioni dell’algoritmo.
Nell’articolo non e` fornito nessun modello delle performance attese ed i test
effettuati non sembrano essere esaustivi, tuttavia l’autore sostiene che dai
dati sperimentali l’algoritmo proposto risulta essere piu` veloce, rispetto alla
parallelizzazione descritta nell’articolo “Parallel K-means clustering algori-
thm on NOWs”[27], sfruttando il fatto che il tempo di comunicazione non
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Figura 4.1: Unita` di controllo della parallelizzazione su COWs
Figura 4.2: Unita` di calcolo della parallelizzazione su COWs
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e` piu` dipendente dalla grandezza del dataset ma dal numero di cluster K
desiderati.
Le differenze nella parallelizzazione tra i due articoli appena descritti risul-
tano essere:
1. Le operazioni svolte dal master e dagli slave. Nel primo articolo il
master si occupa di partizionare il dataset, di inviare ogni partizione
al relativo slave e di raccogliere i cluster risultanti mentre lo slave
si occupa di calcolare un solo cluster; nel secondo articolo il master
si occupa piu` della parte di riduzione dei valori calcolati dagli slave,
mentre in questo caso lo slave si occupa di calcolare i centroidi della
porzione di dataset che gli compete.
2. Le operazioni di comunicazione e i dati scambiati in tali operazioni.
Nel primo articolo si avevano operazioni di broadcast su porzioni del
dataset; nel secondo articolo le operazioni di comunicazioni sono ti
tipo punto-a-punto in cui i dati scambiati sono i centroidi calcolati.
In conclusione le parallelizzazioni Master-Slave proposte in questi due ar-
ticoli risultano poco efficienti. La motivazione per cui si e` deciso di dare
rilevanza a queste parallelizzazione sta nel fatto di voler mostrare la bonta`
della soluzione proposta in sezione 4.1.1, in quanto tale soluzione, oltre ad
offrire ottime prestazioni, risulta di facile implementazione se paragonata
alle parallelizzazioni ivi descritte.
4.1.3 Kd-tree
In “Data Decomposition for Parallel K-means Clustering”[21] viene fornita
una parallelizzazione del kd-tree k-means. In questo approccio i dati ven-
dono partizionati tra i processori in modo tale che ogni processore possa
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effettuare operazioni di pruning sullo spazio coperto dai dati su cui lavora.
Il processo master si occupa di dividere i dati in p partizioni e di inviarle ai
processi con i centroidi iniziali, quindi ogni processo applica il k-means con
l’algoritmo di pruning. L’aggiornamento dei centroidi e` eseguito da un’o-
perazione di riduzione MPI, che rimane l’unico punto di sincronizzazione
tra i processi. La computazione svolta durante l’attraversamento dell’albero
e` suddivisa in due gruppi: computazione dei nodi interni e computazione
delle foglie. Nei nodi interni lo spazio coperto da un nodo e` comparato con i
centroidi correnti e, dato che alcuni centroidi posso essere stati scartati dai
livelli piu` alti, il numero di di distanze da calcolare varia tra i nodi interni;
le stesse considerazioni sono applicabili anche alle foglie. Per cui il parti-
zionamento dei dati ha un impatto deciso sul tempo di esecuzione poiche´
assegnare un numero lo stesso numero di dati ad ogni processo non garan-
tisce un bilanciamento del lavoro; in caso di sottospazi compatti si avra` piu`
probabilita` di scartare alcuni centroidi nei livelli piu` alti dell’albero mentre
nel caso di sottospazi larghi e sparsi c’e` piu` probabilita` che tutti i centroi-
di arrivino fino alle foglie producendo un numero maggiore di calcoli. Per
questo motivo nell’articolo vengono proposti due schemi di partizionamento
dei dati:
Random Pattern Decomposition ogni processo riceve lo stesso numero
di dati scelti in maniera casuale nello spazio coperto da tutti i dati, ci
si aspetta un carico computazionale bilanciato sulla media dei dati;
Spatial Decomposition ogni processo riceve i dati che appartengono ad
un sottospazio compatto: decomposizione a strisce, decomposizione ad
albero.
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Piu` un sottospazio risulta compatto piu` un processore esegue operazioni di
pruning e conseguentemente ottenere un tempo d’esecuzione minore. La
decomposizione ad albero e` sviluppata con l’aspettativa di ottenere un sot-
tospazio piu` compatto rispetto a quello prodotto dalla decomposizione a
strisce. Nella decomposizione ad albero le foglie del quadtree sono numerate
seguendo una curva space filling e distribuite ai processi consecutivamente
seguendo quest’ordine. Dai risultati sperimentali presentati nell’articolo la
decomposizione ad albero risulta essere la piu` veloce mentre quella random
risulta essere la piu` lenta, questo perche´ con la decomposizione random l’am-
montare delle computazioni totali aumenta con l’aumentare del numero di
processori, infatti tale decomposizione compre un’ampia regione con pochi
dati e di conseguenza si eseguono poche operazioni di pruning. L’autore fa
notare inoltre che nonostante il bilanciamento del carico computazionale sia
a favore della decomposizione random, se si considera il tempo d’esecuzione
la decomposizione ad albero risulta la migliore tra le tre. La decomposizio-
ne ad albero, nonostante l’elevato sbilanciamento del carico computazionale,
riesce ad eseguire molte operazioni di pruning, riducendo drasticamente il
numero di distanze da calcolare. Nell’articolo vengono mostrati anche i risul-
tati dei test di confronto tra la parallelizzazione con decomposizione random
e parallelizzazioni tipo quella presentata in “A Data-Clustering Algorithm
On Distribuited Memory Multiprocessors”[15], tali risultati evidenziano co-
me la decomposizione random sia piu` veloce rispetto a quella descritta in
(4.1.1).
4.1.4 Confronto
Come gia` detto le parallelizzazioni presentate nella sezione 4.1.2 non sa-
ranno prese in considerazione in quanto ritenute poco efficienti rispetto alla
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parallelizzazione descritta in sezione 4.1.1. Nonostante i buoni risultati della
parallelizzazione proposta in sezione 4.1.3 come base del lavoro di tesi si e`
scelto di usare la parallelizzazione descritta nell’articolo “A Data-Clustering
Algorithm On Distribuited Memory Multiprocessors”[15]. L’utilizzo del fra-
mework OpenCL su una struttura dati come il Kd-tree non permette il
raggiungimento di buone prestazioni. Introdurre nel Kernel OpenCL molti
statement condizionali dipendenti dai dati porta a diramazioni d’esecuzione
differenti tra i work-item. Tali diramazioni saranno eseguite in modo seria-
lizzato degradando di conseguenza le prestazioni, come gia` detto in sezione
3.2.8.
4.2 Parallelizzazione con framework OpenCL
In questa sezione verranno descritti due articoli che propongono paralle-
lizzazioni dell’algoritmo K-means con tecnologia OpenCL. Va detto che in
letteratura sono presenti poche parallelizzazioni che utilizzano OpenCL, que-
sto perche´ le implementazioni con tale tecnologia sono sostanzialmente delle
riscritture delle parallelizzazioni del K-means che utilizzano la tecnologia
CUDA[7][24][38][18]. Le parallelizzazioni che si descriveranno in seguito si
basano su approccio SPMD; in particolare vengono create tante istanze del
Kernel OpenCL per quanti sono i punti presenti nel dataset, successivamen-
te le istanze vengono eseguite parallelamente su dispositivi GPU. L’unica
sostanziale differenza, presente nelle parallelizzazioni descritte in seguito, e`
la presenza o meno della fase di riduzione dell’algoritmo K-means nel Kernel
OpenCL.
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4.2.1 Senza riduzione
Nell’articolo “Optimizing OpenCL Kernels for Iterative Statistical Applica-
tions on GPUs”[20] vengono esaminati le implementazioni in OpenCL di tre
algoritmi molto utilizzati in applicazioni statistiche iterative, tra cui anche
l’algoritmo K-means. In questa implementazione il Kernel OpenCL non si
svolge alcuna riduzione ma si occupa solamente del calcolo delle distanze
tra punto e centroidi con conseguente assegnamento del punto al centroide
piu` vicino. Gli autori focalizzano la loro attenzione sull’ottimizzazione di
alcuni aspetti implementativi al fine di migliorare le prestazioni su GPU.
Tali aspetti sono:
Caching dei dati: evitando di trasferire i dati invarianti da CPU a GPU
ad ogni iterazione aumentano sensibilmente le prestazioni. I risultati
mostrati indicano un aumento intorno al 20% rispetto al trasferire ad
ogni iterazione i dati invarianti alla GPU quando la cardinalita` del
dataset aumenta.
Utilizzo della memoria locale: dato che leggere dalla memoria globale
della GPU risulta piu` costoso che leggere dalla memoria locale, e` pos-
sibile modificare il kernel affinche´ ad inizio della computazione vangano
copiati in memoria locale i dati invarianti letti piu` di una volta. I test
mostrano che copiando in memoria locale i punti relativi ad un work-
group e i centroidi le prestazioni aumentano del 230% rispetto al kernel
non ottimizzato.
Ottimizzazione dell’accesso in memoria: scrivere le matrici
multi-dimensionali, che rappresentano i punti del dataset e i centroi-
di, con ordine column-major in modo da sfruttare l’accesso coalesced
alle memorie della GPU. Questa ottimizzazione unita alla precedente
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permette un aumento di prestazione del 340% rispetto al kernel non
ottimizzato.
Le ottimizzazioni presentate in questo articolo sono state testate su disposi-
tivo NVIDIA Tesla C1060 equipaggiata con 240 CUDA core. Tale GPU non
e` provvista di cache L1 che sara` presente nel dispositivo utilizzato nei testi
presentati nel Capitolo 6 dove verra` analizzato l’impatto sulle prestazioni
derivate dalla presenza di una cache L1 on-chip.
4.2.2 Con riduzione
In “A New Method for GPU based Irregular Reductions and Its Application
to K-Means Clustering”[14] viene proposta un’implementazione dell’algorit-
mo K-means in cui sia la fase di associazione dei punti ai centroidi che
la fase di reduce viene svolta su GPU, contrariamente all’implementazione
precedente in cui la fase di reduce e` eseguita sulla CPU. Gli autori focaliz-
zano la loro attenzione trovare un modo efficiente per svolgere le “riduzioni
irregolari”su GPU. Con riduzione irregolare si intende che gli elementi da
ridurre non sono collocati in memoria consecutivamente o con ordine rego-
lare ma si trovano in memoria con ordine casuale. Durante un’iterazione
del K-means si ha che i punti allocati in memoria consecutivamente sono
associati a centroidi differenti, di conseguenza risulta molto complicato ap-
plicare una riduzione efficiente per l’aggiornamento dei centroidi su GPU
dato che, in questo scenario, non e` possibile definire uno schema di accesso
alla memoria all’interno del Kernel OpenCL per effettuare tale operazione.
La soluzione proposta dagli autori utilizza strutture dati aggiuntive con le
quali si creano nuovi ID locali univoci e consecutivi per i work-item utiliz-
zabili per operare riduzioni regolari. I test proposti nell’articolo comparano
la versione ibrida del K-means con la versione GPU-only. La versione ibrida
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utilizza OpenCL per la fase di associazione dei punti ai centroidi su GPU
e la tecnologia Threading Building Blocks per la fase di riduzione su CPU.
La versione GPU-only utilizza solo OpenCL e tutte le due fasi vengono ese-
guite su GPU. I risultati dei test mostrano che per un numero di cluster
basso la versione GPU-only ha prestazioni sensibilmente maggiori rispetto
alla versione ibrida, le quali peggiorano con l’aumentare del numero dei clu-
ster ottenendo prestazioni simili alla versione ibrida. Le cause che spiegano
il degrado delle prestazioni della versione GPU-only sono due:
• con un elevato numero di cluster i work-item eseguono piu` statement
condizionali che operazioni utili. Si ricorda che gli statement condi-
zionali dipendenti dai dati possono comportare diramazioni nell’ese-
cuzione dei work-item e che tali diramazioni saranno eseguite eseguite
serialmente, come gia` detto nella sezione 3.2.8;
• il numero di collisioni sulle strutture dati aggiuntive aumentano con
l’aumentare del numero di cluster.
4.3 Parallelizzazioni con altre tecnologie
In questa sezione si descrivono altre parallelizzazioni dell’algoritmo K-means
presenti in letteratura che non utilizzano le tecnologie MPI e OpenCL.
4.3.1 Pthread
Il lavoro presentato in “Pthread Parallel K-means”[23] si concentra su un
modello di programmazione a memoria condivisa, il parallelismo e` dato dal-
l’utilizzo di Pthread1 con strategia SPMD. L’autore ha come obiettivo la pa-
1POSIX Threads: standard per la creazione e manipolazione dei thread, implementato
in molti sistemi operativi Unix-like e conformi a POSIX.
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rallelizzazione dell’algoritmo K-means seriale implementato in NCuts2 per
cui il dataset in questo caso e` un’immagine suddivisa in pixel in cui ogni pi-
xel e` rappresentato da un vettore di 39 elementi. In questa implementazione
le strutture dati condivise sono tre: il dataset, un array di appartenenza e
la struttura dati dei centroidi; le prime due essendo partizionate tra i th-
read non hanno bisogno di sincronizzazione per l’accesso, cosa che e` invece
richiesta per la terza struttura dati. Tale sincronizzazione e` implementata
facendo uso della mutua esclusione e delle barriere. I risultati forniti nel-
l’articolo mostrano che la parallelizzazione proposta ottiene buoni valori di
performance e speedup. L’unico valore anomalo che viene riscontrato sta
nella comparazione tra l’esecuzione del codice sequenziale e l’esecuzione del
codice parallelo con un solo thread, in cui l’esecuzione su un solo thread
ha performance molto inferiori al codice sequenziale, l’autore non fornisce
nessuna spiegazione sulla causa di questo risultato.
In “Parallel Pruning for K-Means Clustering on Shared Memory Architectures”[22]
l’autore della parallelizzazione descritta in sezione 4.1.3 presenta la stessa
parallelizzazione questa volta su modello a memoria condivisa utilizzando
Pthread. L’unica differenza e` data dal non utilizzare la decomposizione ad
albero per questa parallelizzazione, per questo motivo non si fornira` ora una
descrizione della parallelizzazione proposta nell’articolo. Si deve comunque
precisare che questo lavoro e` antecedente a quello descritto in sezione 4.1.3.
4.3.2 Framework MapReduce
In “Parallel K-Means Clustering Based on MapReduce”[39] viene propo-
sta una parallelizzazione utilizzando il frame-work MapReduce[29][13]. Nel
modello di programmazione del frame-work MapReduce la computazione
2Normalized Cuts: sviluppato dall’UC Berkeley Vision Group, e` un metodo per la
segmentazione delle immagini in disgiunte regioni di coerente luminosita` e texture.
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prende in input un insieme di coppie chiave/valore e produce come output
un insieme di coppie chiave/valore. Gli utenti del frame-work esprimono il
lavoro come due funzioni:
Map: Prende come input una coppia e produce un insieme di coppie chia-
ve/valore intermedie. Il frame-work raggruppa assieme tutti i valori
intermedi associati alla stessa chiave intermedia e li passa alla funzione
reduce.
Reduce: Prende una chiave intermedia e i valori intermedi associati per
questa chiave, fondendoli in modo da formare un insieme di valori piu`
piccolo. Tipicamente ad ogni invocazione della funzione reduce viene
prodotto al massimo un valore di output. I valori intermedi vengono
forniti alla funzione di reduce attraverso un iteratore.
In questo modello il nodo master prende l’input lo divide in sotto problemi
e li assegna ai nodi worker, i quali a loro volta possono ripetere la stessa
procedura ottenendo cos`ı una struttura ad albero multi livello. La paralle-
lizzazione del K-means e` realizzata dagli autori definendo tre funzioni: la
funzione map si occupa di associare al punto il centroide piu` vicino; la fun-
zione combine, eseguita prima della reduce, utilizzata per ridurre i tempi di
comunicazione sulla rete in quanto esegue operazioni sui dati presenti local-
mente nei worker come: la somma parziale dei valori assegnati allo stesso
cluster, e il numero di punti assegnati ai vari cluster; la funzione reduce che
utilizzando i risultati parziali ottenuti nella fase precedente aggiorna il valore
dei centroidi. I risultati forniti nell’articolo mostrano che la parallelizzazione
fornisce buone performance per quanto riguarda speedup e scalabilita`.
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4.3.3 OpenGL
In “Efficient K-Means Clustering Using Accelerated Graphics Processors”[36]
viene proposta una parallelizzazione del K-means su GPU programmata uti-
lizzando il frame-work OpenGL. L’approccio utilizzato e` SIMD e le strutture
dati scelte per rappresentare il dataset e i centroidi sono texture bidimensio-
nali, il formato Luminance delle texture permette di poter avere un valore
floating-point per ogni texel che compone la texture. Il parallelismo e` espres-
so attraverso Shader Program nel quale si definiscono le istruzioni che do-
vranno operare su ogni texel che compone la texture. Pur non aggiungendo
nulla di piu` sul modello di parallelizzazione del K-means su GPU mostra-
ti in sezione 4.2, l’articolo mostra come potevano essere utilizzate le GPU
programmabili per la parallelizzazione con strumenti puramente grafici. I
risultati dei test riportati nell’articolo mostrano come l’implementazione su






In questo capitolo verranno discussi nell’ordine: il modello di paralleliz-
zazione dell’algoritmo K-means utilizzando OpenCL, l’aggiunta al modello
di un livello superiore di parallelizzazione utilizzando il modello message-
passing(MPI) , l’analisi delle performance attese dei due modelli di paralle-
lizzazione e l’implementazione del Kernel OpenCL.
5.1 Ipotesi
Si descrivono di seguito le ipotesi utilizzate nell’algoritmo:
• la distanza tra due punti e` calcolata come la distanza euclidea;
• la condizione d’arresto e` un numero prefissato massimo di iterazioni(I).
Il dataset sara` composto da punti n-dimensionali di tipo double-precision
floating point. D’ora in avanti per l’analisi delle prestazioni dei modelli che
verranno proposti si conteranno solamente operazioni tra double-precision
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floating point di moltiplicazione, addizione e comparazione. Questo perche´
sono le operazioni piu` costose da eseguire specialmente se il device GPU non
supporta nativamente tali operazioni. Tale metodologia di analisi e` adottata
anche nell’articolo di Dhillon[15].
Algoritmo 5.1 K-means Sequenziale
. Versione piu` descrittiva dell’algoritmo(2.1);
MSE = Large Number;




Initialize a clear set of k centroids centroid′;
Initialize a clear set of k counter n;
for all point ∈ dataset do
for all c ∈ centroid do
computeEuclidianDistance(point, c);
end for





MSE’ = MSE’ + computeEuclidianDistance(point, cj)
2 ;
end for










until MSE<OLDMSE || iteration<I
5.2 Complessita` computazionale K-means sequen-
ziale
L’algoritmo (5.1) esegue 3ndk operazioni per il calcolo della distanza dei
punti dai centroidi, nk operazioni per la ricerca del centroide piu` vicino, nd+
kd operazioni per l’aggiornamento dei centroidi e n operazioni per il calcolo
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Simbolo descrizione
MSE Somma degli errori quadratici medi dei cluster
MSEk Errore quadratico medio relativo ad un cluster
x Generico elemento del dataset
c Generico centroidi
n Numero di elementi presenti nel dataset
k Numero di centroidi
d Dimensionalita` dello spazio
I Numero di iterazioni dell’algoritmo K-means
Tserial Tempo di completamento dell’algoritmo 5.1
T flop Tempo per eseguire un’operazione DFP su CPU
Tabella 5.1: Tabella dei simboli fondamentali
dell’errore quadratico medio, quindi il tempo computazionale richiesto e`:
Tserial = (3ndk + nk + nd+ kd+ n)× I × T flop, (5.1)
dato che n d e n k si puo` considerare:
Tserial ∼ 3ndk × I × T flop. (5.2)
5.3 Parallelizzazione con OpenCL
Per la parallelizzazione dell’algoritmo K-means e` stato utilizzato un approc-
cio SPMD prendendo spunto dalle parallelizzazione gia` esistenti in letteratu-
ra [20][14], nell’algoritmo 5.2 sono riportate le operazioni eseguite dal kernel
OpenCL. L’indice di spazio(NDRange) di OpenCL e` mappato sul dataset
quindi l’indice avra` tanti elementi quanti sono i punti nel dataset. Il model-
lo d’esecuzione di OpenCL crea per ogni elemento presente nell’NDRange
un work-item(istanza del kernel per l’elemento), li organizza in work-group
che saranno assegnati alle compute unit. L’esecuzione dei work-item che
compongono il work-group sui processing element e` gestita e pianificata dal-
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la compute unit1. Il sistema e` quindi modellabile con il pattern parallelo
Task Farm. Lo scatter si occupa di distribuire i work-group da eseguire
alle compute unit che sono i worker della task farm. Passando all’analisi
Simbolo descrizione
Tfarm Tempo di completamento della task-farm
Tscatter Tempo scatter del task-farm
wgsize Work-item in un work-group
npe Processing element nella compute unit
ncu Compute unit presenti nel device GPU
ntu Thread concorrenti in una compute unit
τg Durata di un ciclo di clock su device GPU
clockDFP Cicli di clock necessari per eseguire un’operazione DFP su device GPU
T flopgpu Tempo completamento di un’operazione DFP su device GPU
Twgserv Tempo di completamento relativo ad un work-group
Talg5.3 Tempo di completamento dell’algoritmo 5.3
T ocltrasf Tempo totale di trasferimento dei dati su device GPU
TBytetransf Tempo per trasferire un byte su device OpenCL
T ohtransf Tempo del driver per il trasferimento
Tabella 5.2: Tabella dei simboli usati nel modello parallelo OpenCL
del performance model si ha che per la farm descritta sopra il tempo di
completamento e`:
Tfarm = (ncu × Tscatter) + ( n
wgsize
× Twgserv). (5.3)
Nell’algoritmo 5.2 si eseguono 3kd operazioni per il calcolo della distanza, k
operazioni per la ricerca del centroide piu` vicino, d(dimensione dello spazio)
operazioni per l’aggiornamento del centroide piu` una operazione per la ag-
giornamento dell’errore quadratico medio. Il tempo necessario per eseguire
1Nelle implementazioni del frame-work OpenCL la compute unit non gestisce un work-
item alla volta ma suddivide il work-group in gruppi piu` piccoli di work-item detti warp,
nell’implementazione NVIDIA[8], o wavefront, in quella ATI[10]. I processing element al-
l’interno delle compute unit eseguono questi sottogruppi come unita` SIMD e al fine di ma-
scherare la latenza data dall’esecuzione di un’istruzione vengono attivati piu` sottogruppi
e mandati in esecuzione durante il tempo di latenza
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un’operazione double-precision floating point su GPU e`
T flopgpu = τg × clockDFP , (5.4)
quindi per eseguire le 3kd + k + d + 1 operazioni definite nel kernel(5.2) il




× (3kd+ k + d+ 1)× T flopgpu . (5.5)
Sostituendo in (5.3) si ottiene:
Tfarm = (ncu×Tscatter)+( n
wgsize × ncu ×
wgsize
ntu
× (3kd+k+d+1)×T flopgpu ),
(5.6)
supponendo che i driver OpenCL siano ottimizzati per la gestione dei work-
group e dato che ncu  nwgsize il tempo (ncu × Tscatter) risulta trascura-
bile rispetto al secondo addendo. Per questo motivo si puo` semplificare e
riscrivere la (5.6) in:
Tfarm ∼ n
ntu × ncu × (3kd+ k + d+ 1)× T
flop
gpu . (5.7)
Quindi per l’algoritmo 5.3 si ottiene:
Algoritmo 5.2 Kernel OpenCL
for all c ∈ centroid do
computeEuclidianDistance(point, c);
end for
find closest centroid cj ;
update centroid c′j ;
update MSE’;
Talg5.3 ∼ ( n
ntu × ncu × (3kd+ k + d+ 1)× T
flop
gpu )× I, (5.8)
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Algoritmo 5.3 K-means Parallelo
MSE = Large Number;




Initialize a clear set of k centroids centroid′;
Initialize a clear set of k counter n′;
Transfer data to device;
Kernel execution on OpenCL framework;
Read data from device;










until MSE<OLDMSE || iteration<I
dato che il dataset considerato e` tale che n  d e n  k, si ottiene che
il termine 3nkd domina la complessita` computazionale dell’algoritmo 5.3,
quindi si puo` considerare:
Talg5.3 ∼ ( 3nkd
ntu × ncu × T
flop
gpu )× I. (5.9)
Dato che l’esecuzione del kernel avviene su device OpenCL, per quanto ri-
guarda l’algoritmo 5.3 va considerato anche il tempo di trasferimento di
input/output dei dati dal device OpenCL, che sono:
input il dataset composto da n× d numeri double-precision floating point,
input il vettore dei centroidi iniziali composto da k × d numeri double-
precision floating point,
input/output la variabile MSE composta da un numero double-precision
floating point,
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output il vettore dei centroidi finali composto da k × d numeri double-
precision floating point.
output il vettore count finale composto da k numeri integer.
Il dataset non viene modificato ad ogni iterazione dell’algoritmo, esso verra`
trasferito solo una volta sulla memoria del device ad inizio esecuzione e qui
vi rimarra` fino al termine dell’algoritmo. Tutti i rimanenti dati, invece,
devono essere trasferiti tra host e device ad ogni iterazione. Si ha quindi in
totale 2kd + 1 numeri double-precision floating point piu` k numeri integer.
Ipotizzando una rappresentazione a 32 bit per numeri integer e 64 bit per
numeri double-precision floating point e calcolando che ad ogni iterazione
vengono trasferiti 16kd+ 4k + 8 Byte si ha:
T ocltrasf = ((16kd+ 4k + 8)× TBytetransf + 5T ohtransf ). (5.10)
Quindi il tempo computazionale, ad ogni iterazione, sara`
Talg5.3 ∼ (( 3nkd
ntu × ncu×T
flop
gpu )+(16kd+4k+2)×TBytetransf+5T ohtransf )×I. (5.11)
5.3.1 Analisi delle performance attese
Lo speedup relativo e` definito con il rapporto tra il tempo di esecuzione per
clusterizzare un dataset in k cluster utilizzando l’algoritmo 5.1 e il tem-
po di esecuzione per clusterizzare lo stesso dataset in k cluster utilizzando
l’algoritmo 5.3. Dalle formule (5.9) e (5.10) si ottiene la condizione:
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si nota che la parte sinistra della condizione dipende dai parametri k e d,
oltre che da costanti di macchina, che come detto in precedenza sono molto
minori di n, quindi all’aumentare del parametro n il tempo di trasferimento
diventa irrilevante rispetto al tempo di computazione e cio` porta ad uno
speedup pari a:
Speedup =
3ndk × I × T flop
[( 3nkdntu×ncu × T
flop
gpu ) + T ocltrasf ]× I
=









Se eseguire operazioni double-precision floating point impiegano lo stesso
tempo sia su GPU che su CPU, ossia T flopgpu = T flop, si ha uno speedup pari














con Tframework si intende il tempo necessario per la parallelizzazione, ossia il
tempo per il trasferimento dei dati piu` il tempo per avviare la computazione
sul device.
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5.4 Parallelizzazione con MPI e OpenCL
E’ possibile combinare questo modello di parallelizzazione dell’algoritmo K-
means con la parallelizzazione basato sul modello message-passing (MPI)
[15], implementando l’algoritmo su macchina a memoria distribuita con P
processori e` possibile introdurre un ulteriore livello di parallelizzazione nel
quale ogni processo si occupa di lavorare su una partizione del dataset di
cardinalita` n/P.
L’aggiunta di questo modello porta alla progettazione dell’algoritmo 5.4, in
Algoritmo 5.4 K-means Parallelo con MPI
P = MPI Comm size();
µ = MPI Comm rank();
MSE = Large Number;
if µ = 0 then






Initialize a clear set of k centroids c′;
Initialize a clear set of k counter n;
Transfer data to device;
Kernel execution on OpenCL framework;
Read data from device;
for all centroid ∈ c do
MPI Allreduce(n′j , nj ,MPI SUM);










until MSE<OLDMSE || iteration<I
cui vengono utilizzate le seguenti chiamate MPI:
MPI Comm size() restituisce il numero di processi;
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MPI Comm rank() restituisce l’identificatore del processo che opera la
chiamata;
MPI Bcast(message,root) opera il broadcast del messaggio a tutti i pro-
cessi dal processo identificato da root;
MPI Allreduce(A,B,MPI SUM) esegue due operazioni, l’operazione di
riduzione si occupa di fare la somma di tutte le copie locali di A in
tutti i processi, l’operazione di broadcast rende disponibile il risultato
della riduzione in B su tutti i processi.
5.4.1 Modello di costo
Simbolo descrizione
Tmpicalc Tempo completamento MPI con OpenCL
Tmpicomm Tempo di comunicazione MPI
Tmpireduce Tempo di Reduce MPI
TAlg5.4 Tempo completamento dell’algoritmo 5.4
P Numero di processi MPI
Tabella 5.3: Tabella dei simboli per il modello parallelo MPI e OpenCL
Essendo ogni processo responsabile di una partizione di cardinalita` n/P
del dataset, si ha:
Tmpicalc ∼ (
3nkd
ntu × ncu × P × T
flop
gpu )× I, (5.16)
per il tempo di calcolo, mentre per il tempo di comunicazione si deve tener
conto del tempo necessario per effettuare le chiamate MPI Allreduce. Piut-
tosto che eseguire (2k+1) chiamate MPI Allreduce si puo` operare un’unica
chiamata MPI Allreduce assegnando ad un singolo blocco di memoria conti-
guo le variabili mj , nj , con j = 1, .., k, piu` la variabile MSE e ad un ulteriore
singolo blocco di memoria contiguo le variabili m′j , n
′
j , con j = 1, .., k, piu` la
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variabile MSE’[15]. Si puo` considerare il tempo di comunicazione:
Tmpicomm ∼ dk × Tmpireduce, (5.17)
in molte architetture si puo` assumere Tmpireduce = O(logP ) [11]. Combinan-
do i risultati (5.10), (5.16) ed (5.17) si ottiene il tempo computazionale
dell’algoritmo 5.4:
TAlg5.4 ∼ (( 3nkd
ntu × ncu × P × T
flop




trasf )× I. (5.18)
5.4.2 Analisi delle performance attese
Lo speedup relativo e` il rapporto tra il tempo d’esecuzione dell’algoritmo 5.4
eseguito su un processore con device OpenCL e il tempo d’esecuzione su P
processori con device OpenCL. Utilizzando, oltre alla condizione (5.12), la
seguente condizione:
ntu × ncu × P × Tmpireduce
3× T flopgpu
 n, (5.19)
si ottiene il seguente speedup rispetto all’algoritmo 5.3:
Speedup =
[( 3nkdntu×ncu × T
flop
gpu ) + T ocltrasf ]× I
[( 3nkdntu×ncu×P × T
flop
gpu ) + T
mpi
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Mentre per lo speedup rispetto all’algoritmo 5.1 si ha:
Speedup =
3nkd× T flop × I
[( 3nkdntu×ncu×P × T
flop
gpu ) + T
mpi
comm + T ocltrasf ]× I
=











in cui si utilizza sempre la condizione (5.12) e la condizione (5.19).
La scalabilita` relativa rispetto ad n e` definita come il rapporto tra il tempo
d’esecuzione per iterazione per clusterizzare un dataset con n punti su un
processore con device OpenCL e il tempo d’esecuzione per iterazione per la
clusterizzazione di un dataset con n × P punti su P processori con device
OpenCL. In questo caso insieme alla condizione (5.12) si utilizza la seguente
condizione:
ntu × ncu × Tmpireduce
3× T flopgpu
 n, (5.22)
che e` una forma piu` debole e maggiormente soddisfacibile della (5.19).
Scaleup =
( 3nkdntu×ncu × T
flop
gpu ) + T ocltrasf
( 3nkd×Pntu×ncu×P × T
flop
gpu ) + T
mpi
comm + T ocltrasf
=
( 3nkdntu×ncu × T
flop
gpu ) + T ocltrasf
( 3nkdntu×ncu × T
flop
gpu ) + T
mpi
comm + T ocltrasf
≈ 1. (5.23)
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Per la scalabilita` rispetto all’algoritmo 5.1 si ha:
Scaleup =
3nkd× T flop
( 3nkd×Pntu×ncu×P × T
flop
gpu ) + T
mpi
comm + T ocltrasf
=
3nkd× T flop
( 3nkdntu×ncu × T
flop
gpu ) + T
mpi
comm + T ocltrasf




utilizzando anche in questo caso le condizioni (5.12) e la condizione (5.22).






dove Toverhead1 = (P × ncu × ntu × TAlg5.4) − Tserial. Mentre l’efficienza





con Toverhead1 = P × TAlg5.4 − Talg5.3.
Nei due modelli descritti si puo` notare che le performance sono influenzate
dai valori T flop e T flopgpu , piu` questi valori saranno simili piu` le prestazioni dei
modelli saranno vicine alle performance ideali.
5.5 Implementazione del kernel OpenCL
L’algoritmo 5.2 e` implementato come Kernel (5.1) OpenCL scritto in Open-
CL C seguendo le specifiche OpenCL 1.1[33].
Un kernel e` una funzione dichiarata, identificata dal qualificatore kernel,
in un programma OpenCL, che a sua volta e` un insieme di kernel. Il kernel
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viene eseguito su un device OpenCL.
Listato 5.1: OpenCL Kernel
1 __kernel void mindist(__global rNcoords* data , __global rNcoords*
centroids ,__global const double* max ,__global rNcoords* outcen ,
__global int* gcount ,__global double* reducemse ,__local double*
eudist , __local rNcoords* localcen , __local int* lcount){
2 unsigned int gid=get_global_id (0);
3 unsigned int lid=get_local_id (0);
4 unsigned int lz = get_local_size (0);
5 double mindist = *max;
6 double dist ,sott =0;
7 int closest = -1;
8 int h;
9 for (int k=0; k<MAX_CENTR; k++){
10 dist =0;
11 for (h=0;h<SPACE_DIM;h++){
12 sott = (data[gid][h]-centroids[k][h]);
13 dist += sott*sott;
14 }
15 if (dist < mindist){
16 mindist = dist;




21 if (closest >=0){
22 for (int h= 0 ; h<SPACE_DIM; h++){
23 AtomicAddLocal (& localcen[closest ][h], data[gid
][h]);
24 }
25 atomic_add (& lcount[closest ],1);
26 }
27 barrier(CLK_LOCAL_MEM_FENCE);
28 for (int i = lz/2; i>0 ; i=i/2) {
29 if (lid < (lz/2)){
30 lz = (lz/2);





36 if (lid ==0)
37 AtomicAddGlobal (&reducemse , eudist[lid]);
38 for (int h= 0 ; h<SPACE_DIM; h++){
39 AtomicAddGlobal (& outcen[lid][h], localcen[lid
][h]);
40 }
41 atomic_add (& gcount[lid], lcount[lid]);
42 }
43 }
Utilizzando variabili di tipo double si deve abilitare l’opportuna estensio-
ne, #pragma OPENCL EXTENSION cl khr fp64 : enable oppure
#pragma OPENCL EXTENSION cl amd fp64 : enable per device
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AMD, per via delle restrizioni descritte in sezione 3.2.7. La struttura(5.27)
utilizzata per la descrizione dei punti e` essenzialmente un vettore in cui la
lunghezza space dim indica la dimensionalita` dello spazio.
typedef double rNcoords [space dim]; (5.27)
Nel Kernel si utilizza la funzione built-in barrier(), per la sincronizzazio-
ne delle operazioni di riduzione tra work-item dello stesso work-group, e le
funzioni atomiche per la scrittura sia sulla memoria locale relativa al work-
group sia sulla memoria globale del device, per evitare conflitti di accesso
in scrittura. Mentre la funzione atomic add() e` fornita dalle specifiche, le
funzioni AtomicAddLocal() e AtomicAddGlobal() sono state implementate
ad-hoc poiche´ non previste per dati di tipo double. La funzione AtomicAdd-
Local() e` utilizzata per operazioni di addizione su memoria locale mentre
la funzione AtomicAddGlobal() e` utilizzata per operazioni di addizione su
memoria globale.
Listato 5.2: Funzioni AtomicAdd











11 prevVal.doubleVal = *source;
12 newVal.doubleVal = prevVal.doubleVal + operand;
13 } while (atom_cmpxchg (( volatile __local ulong *)source , prevVal.
intVal , newVal.intVal) != prevVal.intVal);
14 }













25 prevVal.doubleVal = *source;
26 newVal.doubleVal = prevVal.doubleVal + operand;
27 } while (atom_cmpxchg (( volatile __global ulong *)source , prevVal.





In questo capitolo verranno descritti i test effettuati, i risultati ottenuti e
l’hardware utilizzato. In particolare si presenteranno i seguenti test eseguiti
su macchina con dispositivo GPU: test di confronto tra soluzione a due
kernel e soluzione ad unico kernel, test sulle prestazioni del kernel al variare
il numero di work-item presenti in un work-group, test sulle prestazioni della
parallelizzazione con solo OpenCL e analisi dello speedup ed efficienza. In
seguito verranno presentati i test sulle prestazioni della parallelizzazione con
MPI ed OpenCL eseguiti su macchina distribuita senza dispositivi GPU(la
parallelizzazione OpenCL e` eseguita su CPU) e analisi dello speedup e della
scalabilita` relativa.
6.1 Hardware utilizzato
6.1.1 Con dispositivo GPU
Per l’esecuzione dei test su GPU si e` avuto a disposizione una macchina
con processore AMD Opteron 6176: 12 core, clock a 2300MHz, bus speed a
3200MHz; con 32GB di ram, equipaggiata con device GPU NVIDIA Tesla
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C2050 con: clock del processore grafico a 1.15GHz, 448 CUDA core disposti
su 14 Streaming Multiprocessors(SM), interfaccia di sistema PCI Express
Gen2 x16, clock della memoria a 1.50GHz, interfaccia della memoria a 384-
bit, quantita` di memoria 3GB VRAM, 64KB di memoria per SM, tutte le
unita` SM condividono 768KB di cache L2, performance teorica massima
di 515GFLOPs con double-precision, versione del driver NVIDIA 290.10,
versione OpenCL C 1.1, specifiche OpenCL 1.1[33]. La scheda e` classificata
come Compute capability 2.0 quindi uno SM e` composto da 32 CUDA core
per operazioni aritmetiche, 2 warp scheduler e 4 unita` special function per
funzioni trascendentali single-precision floating point.
6.1.2 Senza dispositivo GPU
Per l’esecuzione dei test con MPI e OpenCL si e` avuto a disposizione un
cluster composto da 4 macchine equipaggiate con processore INTEL Xeon
E3-1230: 4 core, 8 thread, clock a 3200MHz, cache L2 256KB, cache L3
8MB; con 16GB di ram. Nelle macchine e` installata la OpenCL 1.2 AMD-
APP versione 1214.3, specifiche OpenCL 1.2[33]. Le macchine sono collegate
direttamente allo switch attraverso Gigabit Ethernet.
6.2 Dataset utilizzato
Il dataset utilizzato nei test e` composto da 48 Milioni di punti in uno spazio
5-dimensionale, le coordinate sono espresse con rappresentazione double-
precision floating point. I punti del dataset sono distribuiti in modo bilan-
ciato in ipercubi, all’interno dello spazio descritto dall’ipercubo il punto e`
generato con distribuzione pseudo-casuale uniforme. Ogni ipercubo e` co-
struito a partire da un punto iniziale(scelto in maniera pseudo-casuale in un
ipercubo di dimensione 1) e la grandezza dell’ipercubo e` data dalla distanza
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media tra i punti iniziali. Il dataset utilizzato nei test e` stato costruito a
partire da 20 ipercubi di grandezza 0.870979. I punti a 3 o 4 dimensio-
ni che verranno utilizzati nei test che seguono sono ottenuti prendendo in
considerazione solo le prime 3 o 4 coordinate per ogni punto nel dataset.
6.3 Test effettuati
Al fine di avere risultati confrontabili a tutte le esecuzioni dei test, pre-
sentati di seguito, viene fornito lo stesso insieme dei centroidi iniziali in
accordo al numero di cluster utilizzato per il test, di conseguenza il nu-
mero di iterazioni e` ininfluente. Ad ogni modo dato che si e` interessati
alle prestazioni sui calcoli piu` che alla velocita` di convergenza si e` imposto
200 come limite massimo di iterazioni dell’algoritmo(iterazioni che verranno
sempre effettuate nei test). I tempi dei test sono stati presi attraverso le
funzioni della classe high resolution clock della libreria <chrono> per quan-
to riguarda il tempo di completamento dell’algoritmo sequenziale e della
parallelizzazione OpenCL(5.3). I tempi di esecuzione su GPU e del trasfe-
rimento dati tra GPU e CPU sono stati presi attraverso le API di profiling
fornite dalle specifiche OpenCL. Per la con la parallelizzazione con MPI(5.4)
e` stata utilizzata la funzione double MPI Wtime( void ) al posto della classe
high resolution clock.
6.3.1 Confronto tra la soluzione con un kernel e quella con
due kernel
Come e` possibile notare in sezione 5.5 il Kernel OpenCL e` composto da due
parti, una che si occupa del calcolo delle distanze mentre l’altro si occupa
dell’aggiornamento dei centroidi e dell’errore quadratico medio. Queste due
parti sono divise da una barriera necessaria per avere uno stato della me-
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moria locale coerente con la computazione. Con questo test si vuole vedere
se e` conveniente “spezzare”il kernel, mostrato nel Listato(5.1), in due parti
o meno. In altri termini si vuole verificare quanto costa l’esecuzione della
barriera rispetto al dover caricare in memoria ed eseguire un kernel aggiun-
tivo. Chiameremo prima versione quella con kernel unico e seconda versione
quella con due kernel. Da notare che nella seconda versione i risultati del
primo kernel che servono al secondo kernel vengono memorizzati nella me-
moria globale della GPU. Il test e` stato eseguito variando il numero dei punti
presenti nel dataset, lo spazio dimensionale dei punti mentre il numero dei
centroidi si e` lasciato invariato. Per prima cosa si e` calcolato il numero dei
registri e la quantita` di memoria locale utilizzati da un work-group, i valori1
vengono riportati nelle tabelle (6.1) e (6.2) sono stati calcolati con le formule
fornite da NVIDIA [9].
Occupazione kernel Massimo disponibile
Registri 16388 32K
Memoria locale 8832 Byte 64 KB
Tabella 6.1: Soluzione con un solo kernel
Occupazione kernel Massimo disponibile
Registri kernel 1 14336 32K
Registri kernel 2 8192
Memoria locale kernel 1 0 Byte 64 KB
Memoria locale kernel 2 8832 Byte
Tabella 6.2: Soluzione con due kernel
I valori ottenuti consentono di eseguire il test con grandezza del work-
group massima consentita dalla Tesla C2050 che e` pari a 1024 work-item
per gruppo e quindi di 32 warp per gruppo. La prima run del test e` stata
eseguita con dimensionalita` dello spazio pari a 3 numero di centroidi pari
a 20, in figura(6.1) mostra i tempi d’esecuzione dell’algoritmo eseguito con
1Riferiti a work-group con 1024 work-item.
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un solo kernel e quelli dell’algoritmo eseguito con due kernel, in figura(6.2)
viene mostrato la differenza tra il tempo d’esecuzione dei due kernel che
implementano la seconda versione, infine in figura(6.3) si confronta il tempo
d’esecuzione del kernel unico con la somma dei tempi d’esecuzione dei kernel
della seconda versione. Le altre run del test in cui si aumenta la dimensio-
nalita` del punto forniscono risultati simili in cui il la differenza e` ancora
piu` marcata, nel caso di spazio a 5 dimensioni e 48M di punti lo scarto e`
oltre 10 secondi tra le due versioni per l’esecuzione dell’algoritmo. Si ricorda
che l’operazione barriera oltre ad occupare cicli di clock richiede al driver
frequenti cambi di contesto d’esecuzione, ma questa operazione e` assicurato
essere a costo zero come detto in sezione 3.2.8.
Dai risultati si puo` notare che le prestazioni delle due versioni sono sostan-
zialmente uguali con un lieve miglioramento per la prima versione all’au-
mentare del numero di elementi nel dataset. Questo risultato mostra come
l’esecuzione della barriera, in questo caso, costi tanto quanto dover eseguire
un kernel aggiuntivo. Il tempo in piu` che la seconda versione impiega rispet-
to alla prima e` imputabile al fatto che nella seconda versione si ha necessita`
di avere piu` accessi e strutture dati in memoria globale per poter “passa-
re”i dati tra i due kernel, cosa che nella prima versione non e` necessaria.
Dalla figura(6.2) si puo` osservare che il collo di bottiglia del kernel(5.1) e` la
parte che si occupa dell’aggiornamento dei centroidi e dell’errore quadratico
medio, kernel 2 in figura, questo risultato non e` inaspettato infatti nella
seconda parte del kernel(5.1) si utilizzano funzioni atomiche, che in caso di
collisione nell’accesso alla memoria serializza le operazioni, oltre alla presen-
za della barriera utilizzata per avere uno stato della memoria consistente.
Nei prossimi test si prendera` in considerazione solamente la versione con
kernel unico.
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Figura 6.1: Confronto del tempo d’esecuzione dell’algoritmo tra le due
versioni del kernel
Figura 6.2: Confronto tra i due kernel della seconda versione
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Figura 6.3: Tempo del kernel unico vs. tempo dei due kernel
6.3.2 Ottimizzazione del numero di work-item nel work-group
In questo test si e` voluto verificare la variazione delle prestazioni al variare
dei work-item presenti nel work-group. In particolare piu` i gruppi sono
piccoli piu` piu` le collisioni sulla memoria locale si riducono ma al contempo
avendo gruppi piccoli si hanno anche pochi warp per gruppo e di conseguenza
il mascheramento della latenza e` limitato. Per questo test si sono mantenuti
fissi il numero dei centroidi, pari a 20, e la dimensionalita` dello spazio, pari
a 3, variando solamente il numero di punti che compongono il dataset, oltre
al numero di work-item presenti in un work-group. Come si puo` vedere
in figura(6.4) le performance migliori si ottengono per valori da 128 a 512
di work-item per work-group. Tra questi valori si e` scelto di effettuare i
prossimi test con un work-group da 128 work-item al fine di rendere minima
la probabilita` di collisioni in memoria locale. Con un work-group di queste
dimensioni si possono ridurre le collisioni mediamente anche oltre l’80%
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rispetto a work-group da 1024 work-item. Inoltre il work-group puo` essere
diviso in quattro warp riducendo cos`ı la latenza. Si puo` notare come per
un work-group pari al warp le prestazioni diminuiscono drasticamente anche
con un numero irrisorio di possibili collisioni mentre con una probabilita` alta
di collisioni, work-group da 1024 work-item, l’avere molti warp(32), aiuti a
mantenere le prestazioni accettabili. I prossimi test saranno eseguiti con
work-group da 128 elementi.
Figura 6.4: Tempo d’esecuzione al variare del group size
6.3.3 Speedup della parallelizzazione con OpenCL
Con questo test si vogliono verificare le performance del modello presenta-
to nella sezione 5.3 confrontandolo con l’algoritmo sequenziale(5.1). Il test
consiste nell’eseguire gli algoritmi (5.1) e (5.3) variando il numero di punti
nel dataset, la dimensionalita` dei punti e il numero di cluster. La dimensio-
nalita` varia da 3 a 5, il numero di cluster presi in considerazione sono 20, 50
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e 100 per l’esecuzione dell’algoritmo. I risultati ottenuti variando il numero
di punti del dataset e la dimensionalita` dei punti tenendo fisso il numero di
cluster desiderati sono riportati nelle tabelle (6.3), (6.4) e (6.5), per queste
tabelle il numero dei cluster e` 20.
Punti T. seq. T. parall. T. Kernel T. trasf. a GPU T. trasf. da GPU
3.2M 584.67 7.72 7.51 0.000829 0.0021
6.4M 1192.82 14.62 14.43 0.000892 0.002109
12.8M 2402.71 30.24 30.05 0.000868 0.002057
16M 2933.60 37.49 37.28 0.000863 0.002125
32M 5894.66 71.30 71.07 0.00082 0.002068
48M 8874.97 106.23 106.038 0.000871 0.002111
Tabella 6.3: Risultati su GPU con dimensionalita` 3, tempi in secondi
Punti T. seq. T. parall. T. Kernel T. trasf. a GPU T. trasf. da GPU
3.2M 809.20 6.77 6.62 0.000822 0.002351
6.4M 1612.99 13.94 13.29 0.000794 0.002036
12.8M 3221.94 26.84 26.62 0.000879 0.002101
16M 4027.57 33.57 33.34 0.000868 0.002094
32M 8081.60 67.47 66.80 0.000853 0.002015
48M 12081.42 100.37 100.14 0.000843 0.002085
Tabella 6.4: Risultati su GPU con dimensionalita` 4, tempi in secondi
Punti T. seq. T. parall. T. Kernel T. trasf. a GPU T. trasf. da GPU
3.2M 910.72 9.14 8.99 0.000883 0.002383
6.4M 1819.55 18.99 18.77 0.000868 0.00211
12.8M 3673.92 38.24 38.09 0.000868 0.002122
16M 4573.29 47.63 47.48 0.000848 0.002098
32M 9162.57 96.86 96.71 0.000811 0.002137
48M 13706.37 143.06 142.90 0.000862 0.002118
Tabella 6.5: Risultati su GPU con dimensionalita` 5, tempi in secondi
Il tempo di completamento relativo alla run con 4 dimensioni risulta piu`
basso rispetto a quello con 3 dimensioni a causa del disallineamento dei dati
sui segmenti da 128Byte di memoria della GPU, in quanto un punto a 3
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dimensioni occupa 24Byte mentre un punto a 4 dimensioni occupa 32By-
te. Questo disallineamento causa una transazione aggiuntiva in memoria da
parte dell’hardware dato che i dati si trovano su piu` segmenti.
In figura(6.5) vengono confrontate le curve di speedup relative ai risultati
nelle tabelle (6.3), (6.4) e (6.5), in figura(6.6) si mostra l’efficienza della pa-
rallelizzazione per questi risultati. Nelle tabelle (6.6) e (6.7) sono riportati
Figura 6.5: Speedup su GPU al variare del numero di punti nel dataset e la
dimensionalita` dei punti, con 20 cluster
i risultati dei test effettuati tenendo fissa la dimensionalita` dei punti(3 di-
mensioni) variando il numero dei punti nel dataset e il numero dei cluster.
In figura(6.7) vengono confrontate le curve di speedup relative alle tabelle
(6.3), (6.6) e (6.7), in figura(6.8) si mostra l’efficienza della parallelizzazione
per questi risultati. Come gia` detto in 3.2.8 la Tesla C2050 e` equipaggiata
con 14 multiprocessori composti da 32 core, il warpsize e` di 32 e si hanno due
scheduler per ogni multiprocessore, in questo modo il multiprocessore esegue
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Figura 6.6: Efficienza su GPU al variare del numero di punti nel dataset e
la dimensionalita` dei punti, con 20 cluster
Punti T. seq. T. parall. T. Kernel T. trasf. a GPU T. trasf. da GPU
3.2M 1403.80 7.16 6.94 0.000912 0.00213
6.4M 2812.03 14.13 13.92 0.000842 0.002235
12.8M 5650.81 28.08 27.85 0.000881 0.002226
16M 7011.48 35.36 35.14 0.000895 0.002144
32M 14050.16 71.02 70.79 0.000856 0.002157
48M 20956.90 106.67 106.44 0.000844 0.002146
Tabella 6.6: Risultati su GPU con 50 cluster, tempi in secondi
Punti T. seq. T. parall. T. Kernel T. trasf. a GPU T. trasf. da GPU
3.2M 2871.29 12.59 12.38 0.000922 0.002312
6.4M 5753.78 24.94 24.71 0.000922 0.002283
12.8M 11511.77 49.84 49.61 0.000943 0.002257
16M 14429.31 62.09 61.94 0.000866 0.002233
32M 28798.34 124.82 124.60 0.000936 0.002164
48M 45871.85 186.95 186.79 0.000883 0.002177
Tabella 6.7: Risultati su GPU con 100 cluster, tempi in secondi
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Figura 6.7: Speedup su GPU al variare del numero di punti nel dataset e
del numero di cluster, con dimensionalita` 3
Figura 6.8: Efficienza su GPU al variare del numero di punti nel dataset e
del numero di cluster, con dimensionalita` 3
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contemporaneamente due half-warp, quindi il valore ideale dello speedup e`
448 considerando T flopgpu = T flop massimo consentito. I valori dello speedup
ottenuti mostrati nelle figure (6.5) e (6.7) sono inferiori al valore ideale, que-
sto perche´ prendendo work-group da 128 work-item si ha una sotto divisione
in 4 warp, pochi per poter mascherare totalmente la latenza, altra motiva-
zione e` che l’utilizzo di operazioni atomiche che in caso di collisioni porta
ad una scrittura serializzata in memoria.
Si osserva in figura (6.7) che lo speedup per la curva da 100 cluster aumenta
per il dataset da 48M di punti, se infatti si va a leggere la riga relativa in
tabella (6.7) si nota che il tempo dell’algoritmo sequenziale e` piu` elevato
rispetto alle aspettative. Si puo` attribuire questa situazione ad un peggiora-
mento dell’efficienza per l’algoritmo sequenziale su CPU mentre tale effetto
non succede su GPU in cui i valori sono esattamente quelli attesi.
Nelle tabelle non vengono riportati i tempi per trasferire il dataset sulla
memoria della GPU poiche´ come spiegato nella sezione 5.3 il dataset viene
caricato solamente all’inizio dell’algoritmo e non ad ogni iterazione. Dai
test effettuati il costo di questa operazione risulta irrisorio dato che si va
dai 0.030181 secondi per il dataset da 3.2M di punti a dimensionalita` 3 ai
0.727957 secondi per dataset con 48M di punti a dimensionalita` 5.
6.3.4 Speedup parallelizzazione con MPI e OpenCL
Questo test e` strutturato allo stesso modo del test precedente, sezione 6.3.3,
l’unica differenza sta nel fatto che ogni run del test e` stata eseguita su
P=1,2,4 processori. Vengono riportati di seguito i risultati, in particolare in
tabella (6.8) si trovano i risultati per dimensionalita` 3 e numero di cluster
20. In tabella (6.9) si trovano i risultati per dimensionalita` 4 e numero di
cluster 20. In tabella (6.10) si trovano i risultati per dimensionalita` 5 e nu-
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Punti T. seq. T. 1P T. 2P T. 4P
3.2M 306.91 57.04 28.51 11.69
6.4M 610.57 102.70 57.11 28.61
12.8M 1229.52 228.04 115.15 57.26
16M 1535.87 284.92 142.55 71.51
32M 3025.24 569.93 285.49 142.99
48M 4526.30 854.74 427.77 214.32
Tabella 6.8: Risultati su macchina distribuita senza GPU con 20 cluster e 3
dimensioni, tempi in secondi
Punti T. seq. T. 1P T. 2P T. 4P
3.2M 363.31 68.47 34.23 17.19
6.4M 727.39 136.91 68.43 34.43
12.8M 1474.12 273.47 136.78 68.66
16M 1829.51 341.99 171.17 85.85
32M 3652.56 683.97 342.12 171.43
48M 5446.04 1025.93 513.15 257.21
Tabella 6.9: Risultati su macchina distribuita senza GPU con 20 cluster e 4
dimensioni, tempi in secondi
mero di cluster 20. In tabella (6.11) si trovano i risultati per dimensionalita`
Punti T. seq. T. 1P T. 2P T. 4P
3.2M 421.94 79.37 39.80 19.94
6.4M 844.80 158.78 79.45 39.83
12.8M 1689.40 317.25 158.84 79.57
16M 2111.98 396.62 198.29 99.44
32M 4181.13 793.03 396.47 198.71
48M 6273.94 1189.77 595.10 298.01
Tabella 6.10: Risultati su macchina distribuita senza GPU con 20 cluster e
5 dimensioni, tempi in secondi
3 e numero di cluster 50. In tabella (6.12) si trovano i risultati per dimen-
sionalita` 3 e numero di cluster 100.
Si puo` notare in figura (6.9) che la curva relativa allo Speedup per 4 processi
presenta un picco(Speedup pari a 26) per dataset da 3.2M di punti. Que-
sto risultato e` imputabile ad un miglior utilizzo della cache sui processori
in quanto ogni processo e` responsabile di 0.8M di punti che occupano uno
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Punti T. seq. T. 1P T. 2P T. 4P
3.2M 714.46 124.91 62.57 31.35
6.4M 1428.87 249.65 125.04 62.66
12.8M 2824.87 499.15 249.79 125.20
16M 3863.44 624.15 312.18 156.52
32M 7098.01 1247.79 624.17 312.82
48M 10647.83 1871.84 936.27 468.78
Tabella 6.11: Risultati su macchina distribuita senza GPU con 50 cluster e
3 dimensioni, tempi in secondi
Punti T. seq. T. 1P T. 2P T. 4P
3.2M 1221.39 236.61 118.59 59.38
6.4M 2451.43 473.01 236.77 118.66
12.8M 4891.94 945.95 473.16 237.07
16M 6134.60 1182.36 591.49 296.29
32M 12232.50 2364.39 1182.82 592.13
48M 18363.21 3546.75 1774.17 888.11
Tabella 6.12: Risultati su macchina distribuita senza GPU con 100 cluster
e 3 dimensioni, tempi in secondi
spazio pari a 19.2 MByte, per cui il rapporto tra spazio occupato dai dati
e spazio della cache e` migliore. Se si esclude questo valore anomalo si puo`
notare che variare la dimensionalita` del punto non comporta una variazione
dello Speedup, in particolare si nota dalle figure (6.9), (6.10) e (6.11) che per
P=1,2,4 si ha uno speedup lineare, al variare dei punti presenti nel dataset,
pari rispettivamente a 5, 10 e 21.
Osservando anche le figure (6.12) e (6.13) si puo` notare che la paral-
lelizzazione proposta offre prestazioni migliori nel caso di partizionamento
di un dataset in 50 cluster(Speedup pari a 22 con 4 processi) mentre le
prestazioni peggiori sono relative al partizionamento del dataset con 100
cluster(Speedup pari a 20 con 4 processi). Questo risultato si discosta da
quello ottenuto su GPU, figura (6.7), dove all’aumentare dei cluster vi era un
miglioramento in termini di Speedup(fatto dovuto ad una minore incidenza
di collisioni per l’aggiornamento dei centroidi e di conseguenza un nume-
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Figura 6.9: Speedup su macchina distribuita senza GPU al variare del
numero di punti e processi, con 20 cluster e dimensionalita` 3
Figura 6.10: Speedup su macchina distribuita senza GPU al variare del
numero di punti e processi, con 20 cluster e dimensionalita` 4
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Figura 6.11: Speedup su macchina distribuita senza GPU al variare del
numero di punti e processi, con 20 cluster e dimensionalita` 5
ro minore di operazioni atomiche serializzate). Purtroppo non si e` potuto
indagare a fondo su questo risultato. Tuttavia si e` ipotizzato che con un
numero elevato di centroidi non ci sia abbastanza spazio in memoria cache
per i dati necessari all’esecuzione, questo comporta un numero maggiore di
cache miss e di conseguenza un uso non efficiente della memoria cache.
6.3.5 Scalabilita` relativa parallelizzazione con MPI e Open-
CL
In questo test si vuole verificare quanto il modello proposto in 5.4 si adatti
alla gestione di dataset crescenti avendo piu` processori disponibili. Le run
sono state eseguite variando il numero di cluster, la dimensionalita` dei punti
e la quantita` di punti assegnata ad ogni processo. Di seguito vengono ripor-
tati i risultati ottenuti, il tempo si riferisce all’esecuzione di una iterazione
dell’algoritmo ed e` stato ottenuto prendendo la media sulle 200 iterazioni.
Le figure in questa sezione mostrano un andamento molto perturbato delle
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Figura 6.12: Speedup su macchina distribuita senza GPU al variare del
numero di punti e processi, con 50 cluster e dimensionalita` 3
Figura 6.13: Speedup su macchina distribuita senza GPU al variare del
numero di punti e processi, con 100 cluster e dimensionalita` 3
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Punti per proc. T. seq. T. 1P T. 2P T. 4P
0.4M 0.146561635 0.03577348 0.03585848 0.036025945
0.8M 0.382605605 0.055654115 0.071424695 0.058490125
1.6M 0.769452825 0.14275423 0.142568985 0.143087915
2M 0.71468873 0.178544785 0.178596995 0.17895415
4M 1.924091805 0.35648642 0.357015815 0.35755044
8M 3.826913025 0.71283364 0.712771255 0.714986715
Tabella 6.13: Risultati su macchina distribuita senza GPU con 20 cluster e
3 dimensioni, tempi in secondi
Punti per proc. T. seq. T. 1P T. 2P T. 4P
0.4M 0.228815675 0.042858425 0.04306884 0.04317882
0.8M 0.45734007 0.08560271 0.085999355 0.085968335
1.6M 0.894727565 0.171198895 0.17116046 0.17218938
2M 1.12547814 0.21395294 0.214234515 0.21488435
4M 2.28906753 0.42800883 0.42976753 0.429264345
8M 4.55528466 0.855639635 0.8558848 0.857168475
Tabella 6.14: Risultati su macchina distribuita senza GPU con 20 cluster e
4 dimensioni, tempi in secondi
Punti per proc. T. seq. T. 1P T. 2P T. 4P
0.4M 0.264021595 0.049688865 0.04971371 0.049950465
0.8M 0.521988015 0.099226785 0.09929976 0.0997224
1.6M 1.05934156 0.198492235 0.199000935 0.19915746
2M 1.312092275 0.24814287 0.248479325 0.248540495
4M 2.621901 0.49590983 0.496557475 0.497222005
8M 5.24776696 0.99163571 0.991494585 0.993583795
Tabella 6.15: Risultati su macchina distribuita senza GPU con 20 cluster e
5 dimensioni, tempi in secondi
Punti per proc. T. seq. T. 1P T. 2P T. 4P
0.4M 0.44153719 0.078146785 0.07838787 0.07855905
0.8M 0.804904055 0.156189275 0.15634745 0.15677448
1.6M 1.77734897 0.312223865 0.31286768 0.313309165
2M 2.212839925 0.39054766 0.390844215 0.391633755
4M 4.434308545 0.780496225 0.78159994 0.78260867
8M 8.849215265 1.560291625 1.560930815 1.564134925
Tabella 6.16: Risultati su macchina distribuita senza GPU con 50 cluster e
3 dimensioni, tempi in secondi
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Punti per proc. T. seq. T. 1P T. 2P T. 4P
0.4M 0.86012264 0.148062615 0.14827344 0.148742425
0.8M 1.7214313 0.29587977 0.296241205 0.296943935
1.6M 3.441321525 0.59188623 0.592965805 0.593340345
2M 4.286695015 0.73942584 0.740543465 0.741303715
4M 8.610975795 1.47854351 1.479422485 1.48149858
8M 17.141252185 2.95624172 2.95748832 2.96066808
Tabella 6.17: Risultati su macchina distribuita senza GPU con 100 cluster
e 3 dimensioni, tempi in secondi
Figura 6.14: Scalabilita` su macchina distribuita senza GPU al variare del
numero di punti e processi, con 20 cluster e dimensionalita` 3
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Figura 6.15: Scalabilita` su macchina distribuita senza GPU al variare del
numero di punti e processi, con 20 cluster e dimensionalita` 4
Figura 6.16: Scalabilita` su macchina distribuita senza GPU al variare del
numero di punti e processi, con 20 cluster e dimensionalita` 5
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Figura 6.17: Scalabilita` su macchina distribuita senza GPU al variare del
numero di punti e processi, con 50 cluster e dimensionalita` 3
Figura 6.18: Scalabilita` su macchina distribuita senza GPU al variare del
numero di punti e processi, con 100 cluster e dimensionalita` 3
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curve, queste perturbazioni sono nell’ordine dei millesimi riconducibili ad
errori di misurazione sperimentale sulle macchine e quindi trascurabili. L’u-
nico comportamento anomalo riscontrato riguarda le curve in figura (6.14)
nel punto 0.8M, si puo` infatti notare che la scalabilita` diminuisce molto per
questo particolare valore, tuttavia la motivazione di tale comportamento
rimane al momento senza spiegazione e dato che sembra essere un effetto
isolato verra` trattato come tale. Concludendo si puo` affermare che il costo
delle operazioni di sincronizzazione di MPI non influisce sulle prestazioni
della parallelizzazione proposta in questa tesi.
6.4 Conclusioni
In questo capitolo sono stati presentati i risultati sperimentali della paralle-
lizzazione descritta nel capitolo 5.
Si sono svolti dei test preliminari sul Kernel OpenCL presentato in sezio-
ne 5.5. Nel primo test preliminare si e` voluto verificare se era conveniente
spezzare il kernel in due parti, dai risultati si e` potuto osservare che le due
soluzioni hanno performance simili. La decisione di proseguire il resto degli
esperimenti con la soluzione ad unico kernel e` stata presa osservando che
all’aumentare del numero di punti presenti nel dataset la versione a doppio
kernel impiega un tempo leggermente maggiore a causa del numero maggiore
di accessi in memoria globale di cui necessita, oltre ad occupare un numero
maggiori di registri sulle compute unit.
Nel secondo test preliminare si e` voluto verificare se variando il numero di
work-item presenti nel work-group le prestazioni sarebbero variate e perche´.
La variazione delle performance al variare del numero di work-item al’inter-
no di un work-group dipende dal numero di collisioni per l’aggiornamento
dei centroidi e dal numero di warp disponibili per l’esecuzione al fine di ma-
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scherare la latenza delle operazioni. In particolare piu` work-item si hanno e
piu` warp sono disponibili per l’esecuzione e contrariamente meno work-item
si hanno e minore sara` la probabilita` di una collisione. Dai risultati si e`
visto che le migliori prestazioni si ottengono per work-group formati da 128
a 512 work-item. Si e` deciso di continuare gli esperimenti con work-group
da 128 work-item poiche´ il numero medio di collisioni in memoria locale e`
inferiore.
Dopo i test preliminari si sono svolti test sulla parallelizzazione proposta
nella tesi sia su singola macchina con GPU sia su macchina distribuita ese-
guendo OpenCL su CPU.
Si e` osservato che su GPU le prestazioni aumentano quando i dati in memo-
ria sono allineati, cosa che comporta un minor numero di transazioni sulla
memoria. Dai risultati dei test si e` osservato anche che un aumento dell’oc-
cupazione, in termini di tempo di calcolo, del dispositivo GPU corrisponde
ad un miglioramento dell’efficienza del dispositivo.
I risultati su cluster senza dispositivi GPU soffrono maggiormente l’aumen-
tare del numero di cluster, plausibilmente a causa di un uso poco efficiente
della memoria cache, ma allo stesso tempo mostrano come le sincronizzazioni
MPI non influiscano negativamente sulle prestazioni della parallelizzazione
proposta nella tesi. Infatti si puo` osservare che lo Speedup relativo al solo
livello MPI sia lineare nel fattore P(numero di processi).
Quindi, puo` essere lecito aspettarsi che la parallelizzazione proposta si com-
porti molto bene anche su macchina distribuita con GPU per ogni processo,
in particolare nel caso di 100 cluster a 3 dimensioni e 4 processi ci si puo`
attendere uno Speedup pari a circa 900.
In conclusione si puo` affermare che l’integrazione di OpenCL con MPI




Il K-means e` uno strumento molto utilizzato nelle applicazioni scientifiche
per via delle buone clusterizzazioni che produce e della semplicita` d’im-
plementazione, tuttavia la sua esecuzione si puo` rivelare particolarmente
costosa all’aumentare dei dati da clusterizzare.
In questa tesi si e` proposta una parallelizzazione del K-means al fine di
rendere piu` veloce l’esecuzione dell’algoritmo. Si e` scelto di parallelizzare il
K-means combinando il modello message-passing di MPI e il data-parallelism
di OpenCL. L’utilizzo di questi due modelli permette lo sviluppo di una pa-
rallelizzazione che possa sfruttare cluster con multi-GPU. Considerando che
le moderne GPU sono equipaggiate con un’elevata quantita` di memoria e
che il dataset sia distribuito sulle macchine del cluster, si e` deciso di lavorare
nello scenario in cui i dati del problema possano risiedere in memoria. Que-
st’ipotesi non risulta limitante per la parallelizzazione proposta e difatti e`
possibile risolvere problemi di clusterizzazione anche con un’elevata quantita`
di dati aumentando il numero di processori con GPU.
Dato che l’obiettivo di questa tesi non e` l’ottenimento di una maggior qua-
lita` della clusterizzazione si e` deciso di non utilizzare le euristiche per la
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scelta dei centroidi iniziali. Al fine di rendere la parallelizzazione e il calcolo
su dispositivi GPU piu` efficiente si e` deciso di non prendere in considerazio-
ne per il lavoro di tesi le euristiche per la riduzione del numero di calcoli.
Si e` deciso di prendere spunto dalle parallelizzazioni “classiche”gia` esistenti
dell’algoritmo che fanno uso di pattern di accesso regolare piuttosto che da
parallelizzazioni piu` complesse, come ad esempio quelle con approccio kd-
tree. Infatti con approcci piu` complessi l’efficienza del codice eseguito su
GPU sarebbe stata molto bassa a causa della corposa presenza di statement
condizionali e del possibile sbilanciamento del carico di lavoro.
La parallelizzazione presentata in questa tesi e` strutturata su due livelli: il
primo livello e` dato da una parallelizzazione distribuita, utilizzando MPI,
in cui il problema originale e` diviso in piu` sotto-problemi risolvibili paral-
lelamente su piu` processi; il secondo livello e` dato da una parallelizzazione
data-parallel, utilizzando OpenCL, in cui il sotto-problema viene scomposto
in piu` work-item eseguiti parallelamente su dispositivi GPU.
I test effettuati mostrano come la parallelizzazione dell’algoritmo K-means
proposta ottenga buoni valori di speedup e scalabilita`. In particolare si e`
osservato che su GPU le migliori prestazioni si ottengono quando si ha un
miglior allineamento dei dati in memoria o un maggior numero di cluster.
Un miglior allineamento dei dati nella memoria del dispositivo GPU riduce
il numero di transazioni sulla memoria mentre con l’aumentando del numero
di cluster aumenta l’occupazione del dispositivo GPU, in termini di tempo
di calcolo, migliorandone l’efficienza.
Nel caso di esecuzione su cluster senza dispositivi GPU(Il codice OpenCL
viene eseguito su CPU) si e` osservato che la parallelizzazione soffre maggior-
mente l’aumento del numero di cluster, plausibilmente per un uso poco ef-
ficiente della memoria cache. Tuttavia questo fatto non pregiudica la bonta`
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della parallelizzazione proposta in questa tesi, in quanto il lavoro fatto e`
stato pensato per dispositivi GPU, non CPU, e come si e` gia` detto in prece-
denza per tali dispositivi l’aumento del carico di lavoro migliora l’efficienza
della parallelizzazione. I test effettuati mostrano come le sincronizzazioni
MPI hanno impatto trascurabile sulle prestazioni, infatti si puo` osservare
che lo Speedup relativo al solo livello MPI sia lineare nel fattore P(numero
di processi). E’ quindi lecito aspettarsi che la parallelizzazione proposta si
comporti molto bene anche su macchina distribuita con GPU per ogni pro-
cessore.
In conclusione si puo` affermare che l’integrazione di OpenCL con MPI pro-
duce i risultati di scalabilita` attesi, anche se l’esecuzione OpenCL ottiene
prestazione migliori su GPU piuttosto che su CPU. Infatti, come si e` potuto
notare, l’overhead della parallelizzazione MPI e` pressoche´ trascurabile.
Risulta comunque interessante, in ottica futura, studiare il comportamento
della parallelizzazione ottimizzando il kernel OpenCL affinche´ l’impatto sul-
le prestazioni del disallineamento dei dati in memoria e della serializzazione
delle operazioni atomiche sia il piu` possibile limitato. Cos`ı come risulta inte-
ressante, sempre in ottica futura, verificare se l’aumento del numero di GPU
per processore si traduca in un ulteriore guadagno in termini di prestazio-
ni della parallelizzazione, oltre al verificare effettivamente le prestazioni su
cluster con macchine dotate di GPU e le prestazioni della parallelizzazione
MPI su piu` processori. Infine si potrebbe anche pensare di poter applicare






Digressione sulle proprieta` della convergenza del K-means studiate in “Con-
vergence Properties of the K-Means Algorithms”[6] dove si dimostra che
il K-means minimizza l’errore di quantizzazione utilizzando l’algoritmo di
Newton.
Il K-means puo` essere descritto sia come metodo del gradiente discendente
sia estendendo la matematica dell’algoritmo Expectation-Maximization.















(xi − wk)2 (A.1)
dove E(w) e` l’errore di quantizzazione, in questo caso la distanza media tra
i punti dell’insieme ed centroide piu` vicino, gli (xi) sono i punti dell’insieme






(xi − wsi(w))2 (A.2)
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t(xi − wk) se k = si(w),
0 altrimenti
(A.3)
e la relativa versione online:





t(xi − wk) se k = si(w),
0 altrimenti
(A.4)
in cui t e` il rate di apprendimento.
Descrivendo il K-means come algoritmo in stile EM si introducono delle
variabili nascoste per rendere il problema di ottimizzazione piu` semplice,
nel caso del K-means le variabili nascoste sono gli assegnamenti si(w) dei
punti xi ai centroidi. Invece di considerare il valore atteso sulla distribuzio-
ne delle variabili nascoste si considera il valore delle variabili nascoste che







procedendo nel trovare un nuovo insieme di centroidi w′ che minimizzano
Q(w′, w), dove w e` l’insieme precedente dei centroidi, risolvendo l’equazione
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in cui Nk e` il numero di punti assegnati al centroide wk.
L’algoritmo consiste nel ripetere l’equazione di aggiornamento (A.5) a cui si
sostituisce w′ a w fino a convergenza.
Riscrivendo l’equazione di aggiornamento (A.5) si ha la versione batch:
∆wk = w
′






(xi − wk) se k = s(xi, w),
0 altrimenti
(A.6)
e la relativa versione online:
∆nk =







(xi − wk) se k = s(xi, w),
0 altrimenti
(A.7)
in cui il rate d’apprendimento 1/nk e` centroide dipendente e nk indica il
numero di punti assegnati al centroide wk.
Le prove di convergenza [5] sono valide per tutti e quattro gli algoritmi,
anche se le derivate sono indefinite in alcuni punti e` provato che gli algoritmi
convergono quasi sicuramente ad un minimo locale (semi-differenziabilita`).
La matrice Hessiana H della funzione (A.2) contiene le derivate seconde di
E(w) per ogni coppia di parametri.
Dato che E(w) e` la somma di termini L(xi, w) si puo` decomporre H nella
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somma di matrici Hi per ogni termine della funzione di costo:





in piu` ogni Hi puo` essere decomposta in blocchi corrispondenti ad ogni
coppia di centroidi. Dato che L(xi, w) dipende solo dal centroide piu` vicino
al punto xi tutti i blocchi saranno zero tranne per il blocco (si(w), si(w)),
cioe` si ha la matrice identita`, e sommando tutte le matrici Hi si avra` una
matrice diagonale in cui gli elementi diagonali altro non sono che il conto
dei punti assegnati ad ogni centroidi.
H =

N1I 0 · · · 0




0 0 · · · NkI

Si puo` quindi scrivere l’equazione di aggiornamento di Newton:
∆w = −H−i∂E()w
∂w







(xi − wk) se k = s(xi, w),
0 altrimenti
(A.8)
L’algoritmo di Newton richiede solo un passaggio quando si ottimizza una
funzione quadratica, altrimenti nel caso di funzioni non quadratiche e` super-
lineare.
Nel caso del K-means non e` possibile utilizzare le derivate terze poiche´ il
100
APPENDICE A. CONVERGENZA DELL’ALGORITMO K-MEANS
gradiente della funzione di costo e` discontinua. Si puo`, pero`, rendere la
funzione costo C∞ arrotondando gli angoli attorno ai punti non differenzia-
bili, e` anche possibile restringere la funzione costo ad una piccola regione
dello spazio arbitraria. Il K-means batch ricerca i centroidi ottimi a velo-
cita` di Newton, cioe` quando si avvicina abbastanza ai centroidi ottimo salta
direttamente all’ottimo e termina. Nell’online K-means i rate di appren-
dimento ottimi riducono i problemi di condizionamento dell’ottimizzazione,
mentre il rumore introdotto dalla procedura limita la convergenza dell’al-
goritmo, quindi la velocita` di convergenza e` determinata essenzialmente dai
rate d’apprendimento. L’online K-means si avvantaggia anche dalla ridon-
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