1. Introduction. It is known that if the real power series X^T=oan ■ x" is of radius 1 and X^n-o an is summable (C, a), a> -1, to s, then limr,i 2"-o ctn-xn = s. This theorem is generalized and stated for the (A, a) methods of summability, which are defined in this paper. The following general converse of Abel's theorem was given by R. Schmidt: If 2¿°«,0 a» is summable Abel and lim lim inf min (s" -sm)^0, X|l n->oo m^nú\'m then (sn) is convergent. A converse of the generalization of Abel's theorem is proved here. This theorem contains Schmidt's theorem as a special case.
Hardy and Littlewood proved that if the sequence (sn) is summable Abel and for some a, a> -1, the (C, a) means of (sn) are non-negative, then (sn) is summable (C, a+l). We shall refer in this paper to the special case a = 0 of this theorem as Theorem H. We shall see that Hardy and Littlewood's theorem follows from Theorem H and some general theorems for the (A, a) methods of summability.
If we suppose in Hardy and Littlewood's theorem the two-sided boundedness of the (C, a) means, then we have more information about the (C, ß) means.
We shall see that a tauberien theorem for the Nörlund methods of summability follows from Schmidt's theorem. The author of this paper would like to remark that the results of the original manuscript were less general than those given here. The results of the present paper are an outgrowth of modifications suggested by the referee of the original manuscript.
2. The (A, a) methods of summability. Let (sn), n = 0, 1, 2, • ■ • , be an infinite sequence of real numbers. {oia)} will be the (C, a) means, a> -1, of the sequence (s"). That is,
It is easy to see that if ^".0 sn-xn is convergent for 0^x<l, then
(1 -x)-2~1 s"x = (1 -x) • 2 sn ■ x , a > -1.
We shall prove the following theorem:
The special case a = 0 of Theorem (2.1) is used and proved, without mentioning it explicitly, in proving Hardy and Littlewood's theorem, mentioned in the introduction.
The proof of this special case of Theorem (2.1) is given in Titchmarsh's The theory of functions, p. 242, example 8.
For the proof of Theorem (2.1) we shall need the following lemmas : Lemma 1. Let fix), <p(x) be real integrable functions defined for 0 g x < 1, <b(x) > 0. Let g(x, /) be a real integrable function with a constant sign, defined for 0^t<x<l.
If fix) = o{<b(x)}, lim^u f%<p(t) ■ g(x, t)dt = + oo or -oo , then flf(t)-g(x, t)dt = o{Jl<b(t)-g(x, t)dt} for x Î 1.
Proof. We may suppose that g(x, t) is positive. For any e, e>0, there exists a number x0, 0^x0<l, so that for any /, xoúKi, we
Since fo<b(t) ■ g(x, t)-dt-*«> for x Î 1, there exists a number Xi, Xo á Xi < 1, so that for any x, Xi^x<l, A^e-fl<b(t) ■ g(x, t)-dt, and we have
for xi ^ x < 1.
Q.E.D.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Lemma 2. Let a and ß be real numbers such that ß>a> -1. If X^-o ffna) -xn is convergent in the unit circle, then there exists a real nonnegative function g(x, t'.a, ß) defined for 0;£f <x<l, such that we have E""-o <r?-x^=flg(x, f.a, ß) ■ £«% of > ■/»+«•*; g(x, f.a, ß) is given by:
(i) Let a be a non-integral real number greater than -l. m is an integer defined by m>a>m -l. If ß is any real number such that ß>a,ß>0, then
(ii) Let a be a real number such that 0>a> -1. If ß = 0, then
(iii) Let a be a real number such that 0>a> -1. If for ß we have 0>ß>a>-l, then
roof. We shall prove (i). The proof of (ii), (iii), and (iv) is similar. By the transformation u = x -v we have
We have
By partial integration it follows now that
Proof of Theorem 2.1. We may suppose that 5 = 0, so that Y,n°=0o-"")-xn+a = o(xa/(l -x)). If a>ß, then (sn) is also summable (C, a) and the theorem follows from the first part of the proof. If a<ß, then by a well known theorem the sequence (of) is summable (C, ß-a), and the theorem follows from the first part of the proof.
I
have not yet found a sequence which is summable (.4, ß) and is not summable (.4, a) if a<ß, but we have the following theorem:
Theorem 2.4. If for some a, a>-l, a^'èO, ra = 0, 1, 2, ■ • • , and isn) is summable iA, ß) for some ß > -1, then (s") is summable iA, y) for any y > -1.
Proof. Let 5 be equal to max (a, ß), then by a well known theorem it follows that o-^'^O for w = 0, 1, 2, • • • . Since isn) is summable iA, 5), it follows from Theorem H that ioH5)) is summable (C, 1), so that isn) is summable (C, 5 + 1), and from Theorem (2.3) the proof of this theorem follows.
As a corollary of Theorem 2.4 we have:
Corollary.
If for some a, a> -1, oia)> -K, n = 0, 1, 2, • • • , and isn) is summable iA, ß) for some ß > -1, then isn) is summable iA, y) for any y > -1.
Theorem 2.5 iHardy and Littlewood's theorem). Let a be some real number such that a> -1. If (j") is summable Abel and o-J,a)> -K, for n=0, 1,2, •••, then the sequence (sn) is summable (C, a + 1).
Proof. By the corollary of Theorem 2.4 it follows that (s") is summable iA, a). By Theorem H we see that (o-J¿a)) is summable (C, 1), so that (s") is summable (C, a+1). Q.E.D.
3. Tauberian theorems for the iA, a) methods of summability. for some a, 0=a> -1, then the sequence (5") is summable (C, a).
In order to prove this theorem we shall need the following lemmas: Lemma 1. If Nix), Mix) are non-negative integers and limIti (1 -x)
• Nix) =0, lim^ti (1-x)-Mix) = + oo, then for any a, 0^a> -1, (
and (ii) follows. By (i) and (ii), (iii) follows immediately.
Lemma 2. For any positive integers m, n such that n>m>2 and for any positive x, such that m(l-x)>2, we have In (n/m) <(l/x1/2)n.
Proof. From w(l-x)>2 it follows that 0<x<l-2/w <(l-l/w)2, so that 0<x1/2<l-l/m. Now l/x^Xl-l/m)-^! + l/mand (l/xli2)n>(l + l/m)n>n/m>ln (n/m). Q.E.D.
Lemma 3. 7/ OS a > -1, 0^x<l, and M(x) is an integer such that M(x) ■ (1 -x) > 2, and lim»»i (1 -x) ■ M(x) = + oo , then
Proof. By Lemma 2 we have°° and the lemma is true for «>w>max ((l+2a/a), m0). It is easy to see that for a suitable change in the value of the constant c/ln (1+a) the lemma will be true for any n>m.
Proof of Theorem 3.1. In the first part we shall show that the sequence (o-^) is bounded, and in the second part that the same sequence is convergent.
Let us suppose that (oia)) is not bounded, that is, we have lim sup™.,« | o-k")| = + co. We cannot have lim»,..,,, <r^ = + oo or -oo since then we shall have limx,i (1 -x) • ^T-o Sn-x"= + «> or -», so that (aia)) oscillates between + » and -». We shall write Si(ra) = maxrSno-^; i2(»)=maxrsn (-aTa)). It is easy to see that for Si(n), s2(n) we may have either (a) There exists an infinite sequence of positive integers n" n,-* », such that Si(ny) ^ s2(nr) ; or (b) For any positive integers n greater than some no, si(n) <s2(n), and there is no other possibility. /ivy/* (2) TV (1 -x) = Í -J ->0 for H^> oo.
By (a) there exists an infinite sequence (ni) such that Si(ni) =s2(ni). We may suppose that for n,, of = si(ni) and Si(«" -1) <of. We also have lim»,« si(«") = + oo. Let e" be bounded and defined by 0<e,<si(nr)-si(n,-l).
We shall define H, by H = (l/2)-{si(ni) 
and by Lemma 3 and (2) we have 73>S(H), so that I = Ii+Ii+I3 -* » for H,-* », and the case (a) cannot happen.
Case (b). We have lim»« (1-x)-2^1n=o ( -sn)-xn=-s. We shall defineSnby Sn= -s", and Si(n) =maxrg"5r; S2(n) = maxrg" ( -Sr). It is easy to see that Si(n) =s2(n), and S2(n) =Si(n), so that by (b) we have for any integer n greater than n0, Si(n)>S2(n). Thus the case (b) for the sequence (sn) is reduced, but for one reversed inequality, to the case (a) for the sequence (Sn). As in the first part of the proof it follows, by some trivial changes, that (b) is impossible.
It follows now that lim sup,,..« |oia)| =L< + », so that the sequence (oia)) is bounded.
By Hardy and Littlewood's theorem it follows that (sn) is summable (C, a + 1). By Theorem 2.3, (sn) is summable (A, a), and the proof follows by Schmidt's theorem. Proof. By Theorem 2.1 the sequence (o-^) is summable Abel, and the proof follows by Schmidt's theorem.
As a corollary of Theorems 3.1 and 3.2 we have the following corollary :
If (sn) is summable Abel and for some a> -1, limxn lim infm_M minmg"gxm {<r¡¿a> -a^} S;0, then (s") is summable (C, a). 
