The Arbitrary Lagrangian-Eulerian (ALE) Finite Element Method is applied to the simulation of forming processes where material is highly deformed. Here, the split formulation is used: a Lagrangian step is done with an implicit finite element formulation, followed by an explicit (purely convective) Eulerian step. The purpose of this study is to investigate the Eulerian step for quadratic triangular elements. The Molenkamp test and a so-called block test were executed to check the performance and stability of the convection scheme. From these tests it is concluded that the new convection scheme shows accurate results. The scheme is extended to an ALE-algorithm. An extrusion process was simulated to test the applicability of the scheme to engineering problems. It is concluded that direct convection of integration point values with the presented algorithm leads to accurate results and that it can be applied to ALE-simulations.
Introduction
In solid mechanics usually Updated Lagrangian formulations are applied for solving large inelastic deformation problems. Advantages of these formulations are that history dependent properties, as for example strain hardening, and free surfaces can be taken into account easily. However, in forming processes the element mesh becomes too distorted after a number of steps which leads to inaccuracy and finally to a break down of the analysis. Therefore, a Lagrangian formulation is not convenient to simulate forming processes as extrusion and rolling in which material is highly deformed.
On the other hand, problems in fluid dynamics are commonly formulated in Eulerian coordinates. The material flows through the mesh. The element mesh is not distorted, so that the calculation can be proceeded infinitely. However, standard Eulerian formulations can not describe free surfaces and it is difficult to treat history dependent properties. For forming processes description of free surfaces and history dependence are necessary to obtain correct results.
Arbitrary Lagrangian-Eulerian (ALE) formulations combine the advantages of the Lagrangian and the Eulerian method. In literature several mixed Euler-Lagrange formulations can be found, see Liu et al. [2] , Benson [3] , Baaijens [4] , Huétink [5] , Donea [6] , Hughes et al. [7] . These formulations can be divided into two groups, respectively coupled and split formulations. In the framework of this research we use the split formulation. In the Lagrangian step the material increment of the variables is determined with an implicit finite element formulation. The Eulerian step can be considered as a remap from one element mesh to another element mesh. Since the topology of the mesh does not change, the Eulerian step can be represented by the convection equation (see section 2).
The purpose of this research is to investigate the Eulerian part of the calculation for quadratic triangular elements with three integration points. These elements are known to give accurate results and they are easy to use for the construction of complex finite element meshes.
There are several methods dealing with the convection problem in an ALE-analysis, see Huerta et al. [8] , Baaijens [9] , Stoker [10] and Benson [3] . Most methods for solving the convection equation use a finite volume formulation with a cell-centered approach, see for example Tamamidis [11] for triangular elements. In our case the initial situation is defined in the three integration points. A cell-centered approach may lead to loss of accuracy. If no variation of the convected quantity over an element is taken into account, it can be derived that the solution is first-order accurate. For second-order accuracy the gradient of the convected quantity has to be dealt with. First-order schemes are known to be diffusive, however second-order ones could introduce spurious oscillations without some form of limiting [11, 12] . Inspired by Van Leer [1] , we introduce an integration point based convection scheme, which is second-order accurate (see section 3). As opposed to Van der Helm [13] this scheme can be applied to structured grids as well as unstructured grids.
In order to check the performance and stability of the new scheme, the Molenkamp test and a more severe block test were performed. Results can be found in section 4.
For smooth problems with grid-aligned flow a first order upwind scheme might be satisfactory. But, for instance visco-elastic problems [14] or problems with unstructured grids, where no grid-alignment can be distinguished, require a more accurate convection scheme. Therefore, the scheme is also applied to an ALE-formulation and in section 5 results of an extrusion process are shown as an example. Finally, in section 6 some conclusions are given.
ALE-formulation
The Finite Element Method is used to solve the mechanical equilibrium of a structure. This equilibrium can be written in integral form through the weak formulation:
where Ω is the current volume of the structure and ∂Ω is the boundary of Ω. σ is the Cauchy stress tensor, the vector f represents the body forces, the vector t represents the surface forces, and δv is denoted as the virtual velocity. In this article we use a rigid-plastic material model to calculate the stress tensor σ, but the method works for an elasto-plastic material model too [15, 16] . Since plastic deformation processes are path dependent, an incremental procedure is used. The new state after an increment is only calculated for a finite number of grid points of the mesh: the nodal points (for displacement, temperature) and the integration points (for stresses, strains). In the Updated Lagrangian method these grid points are connected to the material, and the coordinates of these points are updated before the next increment is started. In section 1 the disadvantages of the Updated Lagrangian method in calculations with large deformations are reviewed. In the ALE-method the material displacement increments are uncoupled from the grid point displacement increments. This leads to an apparent material flow through the elements. The displacement increments of the grid points can be chosen more or less freely, however, there are some restrictions. A point which lies for example at a free surface, must remain on that surface, but not necessarily at the same material particle. In our case the variables in the grid points are updated after convergence of the Lagrangian part of the calculation.
Uncoupling of the material and grid point displacement implies that in addition to the incremental calculation in the Lagrangian step, convection in the Eulerian step must be taken into account. This can be represented by the convection equation:
The convected quantity is denoted by q. In our examples this represents the state variables e.g. the equivalent plastic strain. For quasi static processes, these are the only quantities to be convected. If inertia effects are to be taken into account, the nodal velocities must also be convected. Note that in a split ALE algorithm, the 'convection' takes place in a 'frozen' time increment. This paper only describes the convection of the discontinuous integration point data for quasi static processes. The relative velocity between the material and grid, the convective velocity, is given by
where v g and v m represent the grid (mesh) velocity and the material velocity respectively. The material velocity is known from the Lagrangian step and the grid velocity is determined in a mesh management procedure [17] , which is performed before convection can be processed. Consequently, prior to the Eulerian step the convective velocity is known.
The initial distribution q 0 is defined by the situation after the Lagrangian part of the calculation. The scalar function q represents history dependent variables known in the integration points of the element. Hence, in the convection step the integration point values have to be updated. In a Finite Element simulation that uses an ALE-formulation, a convenient convection scheme is needed.
A convection scheme has to satisfy a number of requirements. The convection scheme has to be accurate, otherwise the accuracy of the Lagrangian step is lost. Furthermore, the scheme must be stable, which means that after the remap the value of the convected quantity q remains bounded, and monotone, so that no spurious oscillations are introduced. Other important requirements are consistency, conservativity and constancy. Consistency requires that the scalar function q does not change in the limit case that v c is zero. Conservativity means that the integral of q over the domain does not change and constancy is the property that an initially uniform field remains uniform in case of arbitrary relative grid displacements. Finally, an efficient scheme is required, since the remap is carried out every time step.
Convection
As already mentioned in section 1 the gradient of the convected quantity over an element must be taken into account to reach second-order accuracy. Since the initial distribution is given in the integration points, it is most obvious to calculate this gradient from integration point values. Van Leer [1] describes a method to solve the convection equation on onedimensional grids. This method starts from a piece-wise approximation of the initial-value distribution by simple basic functions, as for example the mean value and the local gradient in an element. Overall a discontinuous distribution results, which is convected explicitly and then remapped piece-wise in terms of the same basic functions. Below, this method is applied on two-dimensional grids of triangles. Convection in an arbitrary direction is processed in two perpendicular directions (x-and y-direction) simultaneously.
The method is split into the following three steps.
Step 1 Since q within one element is only known in three discrete points (the integration points), we construct a linear distribution q i (x, y, t 0 ) per element i. Therefore, the following values are calculated for each element i:
• Mean value in the central point: q 0 i .
• Gradient in x-direction: ∂q
∂x .
• Gradient in y-direction: ∂q 0 i ∂y .
With these values the linear distribution q i is given by:
where (x i ,ȳ i ) is the central point. The functions q i (x, y, t 0 ) for all elements together form the total approximate distribution q(x, y, t 0 ) which is discontinuous over the element boundaries. Figure 1a shows q(x, y, t 0 ) for a one-dimensional situation which is easier to interpret than a two-dimensional situation. For elements with more than three integration points, this kind of linear distributions becomes over determined. In that case it is most obvious to construct a linear distribution using a least square fit of the integration point values, see e.g. Stoker [16] where this has been performed for quadrilateral elements with four integration points.
Step 2 Starting from the approximate distribution q(x, y, t 0 ), Equation (3) is integrated over a finite time step ∆t. This is achieved by shifting q(x, y, t 0 ) over a distance v c ∆t: ∂y from the shifted distribution at t = t 1 . This is discussed in the next two sections.
Step 3 New integration point values are calculated from the new approximate distribution q(x, y, t 1 ). and is given by:
The described method boils down to update the mean value q i , and the gradients ∂q i ∂x and ∂q i ∂y for all elements.
Determination of the updated mean value
The mean value is updated on the basis of the following equation:
where A i is the area of element i. Since the linear distribution is constructed from the central point of the triangular element (see (4) and (6)), the linear terms of q(x, y, t 1 ) in the left hand side vanish. The right hand side is an integral over a discontinuous distribution (see Figure 1b ), but can be approximated quite simply. Equation (7) yields:
where F 0 i,k is the flux 'through' side k of element i, calculated as the volume under the shaded part of Figure 2a or 2b dependent on the direction of the normal velocity v n,k . The normal velocity v n,k is calculated as the average of the inner products of the velocities in 
where A i,k is the area of the shaded part in the upwind element. The integral in the right hand side of (9) can be determined in several manners. In this work it was done analytically, as worked out in appendix A, but it can also be done with numerical integration techniques as Gauss-Legendre quadrature [18] . The flux F 0 i,k gives a positive contribution if the normal velocity v n,k is outward pointing (v n,k ≥ 0) and a negative contribution if the normal velocity is inward pointing (v n,k < 0). Of course, if the flux is an outgoing flux for the element itself, it will be an ingoing flux for the neighbour element as will be observed during an earlier or later stage of the calculation. Hence, conservativity is guaranteed. Since the real trapezoidal fluxes are replaced by rectangles, constancy is only met approximately if the area of the element changes. The solution improves, regarding the constancy requirement, on reduction of the time step. If the change in area is large, a proper correction for the change in area could be performed, but in most practical situations this is not required.
Determination of updated gradients
Updating the gradients 
Method I
For the one-dimensional situation Van Leer discusses a method to update the derivative from the shifted values of the approximate function q on the edges of an element. Assuming x e the location of an edge, the shifted function value is given by q(x e − u∆t, t 0 ).
For two-dimensional elements a similar method is defined. This method uses Gauss' theorem. For an area Ω, bounded by ∂Ω and q a scalar field, continuously differentiable on Ω + ∂Ω, holds:
with n the outward normal vector. For constant ∇q this relation yields:
For a triangle i (11) can be written as:
where ∂Ω i,k represents edge k of element i. The integral in the righthand side of (12) is calculated based on information of the upwind element (see section 3.1). For an arbitrary side k of an arbitrary element i this integral is given by:
Breaking up the normal vector n i,k into the x-and y-direction gives a contribution to the gradient in x-and y-direction respectively. Of course, it has to be realized that q(x − u∆t, y − v∆t, t 0 ) is not continuously differentiable on an element. However, it is assumed that the scalar field q is sufficiently smooth to do no harm to this requirement. This method has one peculiarity: for vanishingly small v c ∆t values it yields a nonvanishing change in the derivatives. This is a consequence of the discontinuities in q(x, y, t 0 ) at the element boundaries. The method tends to annihilate these discontinuities by adjusting the derivatives.
Method II
Another method that Van Leer discusses in his article is based on holding the first moment of q constant. For the two-dimensional case with triangles this principle is extended to first moments along the x-and y-axis:
This second method coincides with a minimization of the least square error for the new distribution. In case of triangles the least square error is taken over an element and is given by:
Minimizing Φ to the three unknowns q (7), from which the mean value is updated, and (14) and (15), from which the gradients are updated.
The relations (14) and (15) are worked out as follows:
where
means that these integrals are calculated over the area where element i would be after a time step ∆t if the grid points were connected to the material. This situation is represented by the dashed line in Figure 3 . Material that is represented with the area A i at t = t 0 , is represented with the area A is.
More detailed relations of all the integrals in (17) to (20) are given in appendix A. As already mentioned in section 3.1 linear terms vanish in integrals over a triangle i, so that q 1 i vanish in the left hand sides of (17) and (18) . Therefore, it can be concluded that Since the areas of the shaded parts are dependent on the magnitude of |v n,k |∆t, the contribution of a neighbour element is proportional to |v n,k |. In case of small |v n,k |, DFX 0 i,k and DFY 0 i,k are small (see (19) and (20)), so that (17) and (18) are not influenced very much. Therefore, the derivatives change vanishingly when the convective displacements are small. This is an advantage compared to method I.
Limiting
In order to prevent spurious oscillations limiters are needed in case that method I is used to update the derivatives. For method II it seems that an explicit limiter is redundant (see the results in section 4).
When oscillations could arise, derivatives are multiplied by a limiter value. There are several methods to determine a limiter value. Here, we calculate the limiter value φ(r) based on Tamamidis [11] . First, the ratio r is determined, for an edge k given by: 
In case that method I is used to update the derivatives, the derivatives at the old level (9) and (13). The maximum value of the limiter is one, in which case the derivatives are used to the full extent. In extrema, i.e. for negative values of r, the limiter is equal to zero, which means that the derivatives are not taken into account. In such cases the second-order accuracy is lost locally.
Results

Molenkamp tests
In order to check the performance of the convection method the standard two-dimensional Molenkamp test [19] is used. The Molenkamp test is a test problem where a Gaussian profile (see Figure 4) is rotated, so that convection is performed in every direction. The velocity field is described in the nodal points and represents a pure rigid-body rotation:
in the domain:
The initial distribution of the scalar field q is a Gaussian distribution and is defined in the integration points:
q(x, y, 0) = 0.01
with r = (x + 1 2 ) 2 + y 2 As inflow condition at the boundaries of the domain (25) it is taken that q equals zero. At t = 1 one full revolution of the profile is done. At that moment the exact solution q exact equals the initial situation (26), so that the following two error norms can be determined:
where N el represents the number of elements in the domain and A is the total area of the domain, given by:
The Molenkamp problem is solved on structured grids as well as unstructured grids of plane strain triangles. In Table 1 notation n x × n y refers to the number of elements on the boundary of the domain, n x in x-direction and n y in y-direction respectively. For the structured grids quadrilateral elements are created first and after that every quadrangle is divided into two triangles. In this way 2n x n y triangles are constructed for an n x × n y grid. For the unstructured grids the elements are generated with a mesh generation program that creates a Delaunay-Voronoï mesh [20] . As can be seen in Table 1 the grids are refined with a factor two and four, approximately resulting in four times and sixteen times the number of elements. The calculations were done with three schemes. First, a First Order Upwind method (FOU) was used where a constant distribution per element is assumed. In this case derivatives are not taken into account and (9) reduces to the simpler form:
Method I and method II assume linear distributions per element and the derivatives are updated according to section 3.2.
For every performed calculation q max and q min are the maximum and minimum value of the scalar function q evaluated in the integration points. The two norms ∆q 1 and ∆q 2 are determined according to (27) and (28) respectively. The ratios R 1 and R 2 are given by:
The solution of the 14×14 grid is represented by q 1 . Whereas q 2 and q 4 are the numerical solutions of the 28×28 and 56×56 grids respectively. From the ratios R 1 and R 2 the convergence rate can be read. By means of Taylor expansion it can be derived that for schemes which are first-order accurate these ratios tend to 2 and that for second-order accuracy these ratios tend to 4. Table 2 shows results for structured grids after that one full revolution is done (at t = 1). Method I shows a better convergence rate than the FOU-method, however method II shows the best convergence rate according to the error norms. The ratios R 1 and R 2 are even higher than 4, so that more than second order accuracy has been reached. Since the solutions of the FOU-method and method I are far away from the exact solution, the ratios R 1 and R 2 do not tend to the expected values 2 and 4 respectively. As can be concluded from Table 2 the FOU-method is very diffusive, but the monotonicity requirement is satisfied. Since no gradients have to be updated, the FOU-method is relatively cheap in numerical operations that have to be carried out. If method I and method II are compared for numerical operations, it is established that method II is the most expensive one. Differences between method I and method II are caused by updating the gradients. The main part of the determination of updated gradients is the calculation of integrals. For method II more integrals must be calculated and these integrals are more complicated than the integrals that need to be calculated for method I. Therefore, it can be concluded that method II is more time consuming, but this is compensated by the accuracy.
Molenkamp test for Structured Grids
In Figure 5 the final situation for the 28×28 mesh, in case that method II has been used, is outlined. Compared with the initial situation (see Figure 4 ) the situation after one revolution agrees very well. For unstructured grids the results are shown in Table 3 . The results are slightly better than the results for the structured grids. As can be seen in Table 1 the unstructured grids consist of more elements, so that better results could be expected. Besides, the DelaunayVoronoï method strives for grids of equilateral triangles. Since there is not any form of orientation, these elements are known to give better results.
In Figure 6 we show the final situation for the unstructured 28×28 mesh in case that method II has been used. 
Molenkamp test for Unstructured Grids
Block test
The Molenkamp tests in the preceding section have shown us that method II gives very accurate results without use of an explicit limiter. In order to perform an extra check on stability, we did a more severe test with the unstructured 28×28 mesh. This test can be compared with the Molenkamp tests, but instead of a Gaussian profile a block profile is rotated. The velocity field is described in the nodal points and is given by (24). The domain is also equal to the domain used for the Molenkamp tests and is given by (25). The initial distribution of the scalar field q however is defined as:
The initial distribution is shown in Figure 7 . The block is revolved in 1600 time steps of 0.000625 sec. At that moment (t = 1 sec) the calculated distribution can be compared with the initial situation. In the ideal case these two distributions will coincide.
Only method II was used to do the calculation. In Figure 8 we show the maximum and minimum values during the simulation together with the maximum and minimum values for the exact case. These values are determined from integration point values.
After an overshoot of the maximum and an undershoot of the minimum, the maximum and minimum values remain oscillating little around some steady values. These steady values are higher than the exact maximum and lower than the exact minimum. The main conclusion from Figure 8 is that the maximum and minimum value remain bounded. Thus, method II leads to stable results for this severe test. In Figure 9a and 9b the scalar field distributions are shown after an eighth of the revolution and after a full revolution respectively. Comparing these two figures with Figure  7 we see that the block profile is present well after an eighth of the revolution and reasonably well after a full revolution. During the first part of the revolution the scalar field q is smeared out slightly. Comparing Figure 9a and 9b with each other we see that the final distribution is smeared out more than the distribution after an eighth of the revolution.
Similar tests as presented in this section were performed by Tamamidis [11] . A comparison between method II and reference [11] suggests that method II is less diffusive than all methods presented by Tamamidis. It should be noted however that Tamamidis showed results only for structured grids, with slightly different size, different time steps and a cosine instead of a Gauss profile. Moreover the block test was performed with a diagonal translation only and not with the more severe rotation as presented here. 
Extrusion
In the preceding section the performance of the convection scheme has been tested with the Molenkamp test case as well as with a block problem. In this section the convection scheme is actually applied to the remap in the ALE-method. Since the displacement of the grid points can be chosen independent from the material displacement, some adaptations are necessary to apply the method to an ALE-formulation. The main difference between solving the convection equation on a fixed grid as discussed in the previous section and the application to an ALE-formulation, is that the area A i of a finite element might change. In the ALE-formulation the initial situation is represented by the situation after the Lagrangian part of the calculation and after one convection step (the Eulerian part of the calculation) the final situation is reached. If the situation before convection and the situation after convection are denoted with 'Lag' and 'Eul' respectively, the following relation must hold approximately:
where v n,k is the normal velocity and A i,k is the area of the rectangle as shown in Figure 2 .
Another difference is the absence of a real time ∆t. The situation before and after convection are defined at the same point in time. The displacement from the situation after the Lagrangian part to the final situation after the Eulerian part is not expressed in the convective velocity v c , but in the convective displacement ∆x c . A third item to consider is that some physical quantities, e.g. the equivalent plastic strain, should be monotonically increasing. This is not enforced by the presented algorithm and even negative values could be predicted. The material model can subsequently ignore negative values. This is not used in the presented tests since that would obscure the results.
A simple extrusion process was simulated. A billet was pushed through a die and the thickness was reduced from 4 mm to 1 mm. We used a rigid-plastic material model, and hardening was described according to the Nadaï relation with the equivalent plastic strain ε p and yield stress σ y related as follows:
where C = 565.32 N/mm 2 , ε 0 = 0.23403 · 10 −10 and n = 0.2589. The billet was modeled with plane strain quadratic triangles and was discretized 7.5 mm before the contraction and 7.5 mm after the contraction. The unstructured mesh as shown in Figure 10 contains 539 elements and there are about 2200 degrees of freedom. The nodal points that lie along the dashed lines were suppressed in perpendicular direction and consequently might displace in tangential direction only. The billet was pushed in 2500 increments to a total displacement of 12.5 mm at the inlet zone.
In the simulation of the extrusion process the mesh is kept fixed in space. After the Lagrangian part of the calculation the mesh is put back to the initial mesh during the Eulerian part of the calculation. In consequence, the quantities which have to be convected, the equivalent plastic strain, are continuously remapped to the initial mesh. Here, the remap of the plastic strain was performed using a first order upwind method and method II as described in section 3.
In Figures 11 and 12 the equivalent plastic strain distributions are shown for the first order upwind method and method II respectively. The two plots are based on averaged nodal values. As can be concluded from Figure 11 the equivalent plastic strain distribution in the outlet zone over the thickness is almost homogeneous when the first order upwind method is used. The equivalent plastic strain reduces in streamline direction which is physically unrealistic. On the contrary, method II does not show a homogeneous distribution in the outlet, a gradient over the thickness is distinguished clearly and the equivalent plastic strain does not reduce (see Figure 12) . Using a first order method results in much crosswind diffusion, the equivalent plastic strain is smeared out over the thickness after the contraction. Although only a few elements are used over the thickness in the outlet zone, method II convects the plastic strain in the streamline direction very well.
For this simulation we compared the computer time needed for the Eulerian part of the analysis using method II to the time needed for the Lagrangian part. For an implicit Lagrangian step, the most important stages are assembling the stiffness matrix, solving a set of equations and calculating the internal force vector. The CPU time needed for these stages are given in Table 4 . These values show us that the convection of integration point values takes about 3 percent of the total time used for the other parts. Moreover, the assembly, solve and internal force parts are repeated for every iteration, while the convection part is executed only once per increment. It is clear that the solution stage uses the most computer time. Even if this part can be reduced, e.g. by using more efficient (iterative) solvers, the time required for the convection algorithm is marginal compared to the Lagrangian step. Therefore, the convective part is not time critical. Of course, a finer grid with a simple convection algorithm could yield a more efficient Eulerian part, but the finite element calculation where a set of equations has to be solved, will cost much more computer time then. The assembly of the system matrix, the calculation of the internal force vector and the convection algorithm have a linear time complexity (twice the number of elements will take twice as much time), but the time needed for the solver increases faster (typically proportional to n 2 for 2D and n 7/3 for 3D with direct solvers). Therefore, within the framework of ALE-simulations the accuracy of the convection scheme weighs more heavily than the efficiency. 
Conclusions
The presented convection method II shows very accurate results for the Molenkamp tests as well as the block test. The scheme is stable without use of a limiter. The absence of a limiter is an advantage. Usually, the calculation of limiter values costs moderate computer time.
In this scheme no direct time discretization is done. The distance v c ∆t determines the shift of the approximate distribution q(x, y, t 0 ). The rectangles in Figure 2 represent an approximation for the real information, represented by trapeziums, that is convected 'through' an edge of the triangle. In case of large values of v c ∆t the rectangle becomes a bad approximation. Repeating the Molenkamp tests and the block test for twice as large time steps, leads to an increase of the error norms and a lower convergence rate, but the results remain stable.
The extrusion simulation has shown that the new convection scheme can be applied to ALE-formulations. In comparison with other parts that must be performed during one step of an ALE-simulation, the convection part takes marginal computer time. The scheme convects local gradients very well and they are still present after a lot of steps. The first order upwind method however is not able to deal with sharp gradients and information is smeared out.
Finally, we remark that the application of the integration point based convection scheme as discussed in this article is not limited to quadratic triangular elements. The principle can be applied to other kinds of two-dimensional elements, but also to three-dimensional elements. In three-dimensional cases a gradient in z-direction has to be added, and for the determination of updated gradients the first moment along the z-axis has to be dealt with beside the first moments along the x-and y-axis (see (14) and (15)).
A Integrals for the new convection scheme
In this appendix integrals used in the new convection scheme for triangular elements (see section 3) are worked out. These integrals can be split into integrals over triangles and integrals over rectangles. For convenience the integrals are worked out in sums over the corner nodes. In these sums the index j refers to the node number. As the reader will observe, j − 1 can become 0. In that case j − 1 represents node 3 for a triangle and node 4 for a rectangle. The reader will also observe that j + 1 exceeds the maximum node number. In case that j + 1 reaches the value 4 for a triangle and the value 5 for a rectangle, j + 1 represents node 1.
The flux as given in (9) is an integral over a rectangle as shown in Figure 13 and is given by: 
With:
representing the area of the rectangle.
Remark that the elaborated relation also hold for an arbitrary quadrilateral.
The left hand sides of (17) and (18) 
Finally, expressions for the integrals in (19) and (20) are given (see Figure 13 ): 
