Abstract-We present an approximate method for solving nonlinear control problems over long time horizons, in which the full nonlinear model is preserved over an initial part of the horizon, while the remainder of the horizon is modeled using a linear relaxation. As this approximate problem may still be too large to solve directly, we present a Benders decomposition-based solution algorithm that iterates between solving the nonlinear and linear parts of the horizon. This extends the Dual Dynamic Programming approach commonly employed for optimization of linearized hydro power systems. We prove that the proposed algorithm converges after a finite number of iterations, even when the nonlinear initial stage problems are solved inexactly. We also bound the suboptimality of the split-horizon method with respect to the original nonlinear problem, in terms of the properties of a map between the linear and nonlinear stateinput trajectories. We then apply this method to a case study of management of a multiple reservoir hydro system, approximating the nonlinear head effects in the second stage using McCormick envelopes. We demonstrate that near-optimal solutions can be obtained in a shrinking horizon setting when the full nonlinear model is used for only a short initial section of the horizon. The approach is shown to be more scalable than conventional dynamic programming.
I. INTRODUCTION
T HE control of seasonal storage devices over a long planning horizon is gaining in importance, as the number of renewable and variable energy sources on the electric power grid increases. U.S. installed wind and solar generation capacity increased by 11% and 52% respectively in 2016 [1] . Energy storage is particularly well-suited to complement the resulting unpredictable power generation. Long-term energy storage exists in different forms, with varying technical maturity and efficiency [2] . Examples include natural gas for heating, compressed air electrical storage, ground thermal energy storage, and hydro reservoir systems; the latter have been extensively utilized due to their large storage capacity, technological maturity, and proliferation. Key challenges for the integration of seasonal storage into next generation energy systems are the long horizons and nonlinear system dynamics, which can render long-term control of the storage computationally difficult.
We typically wish to operate long-term storage devices in response to underlying energy demand or supply patterns that are cyclical over a period of months or years. Examples of The authors are with the Automatic Control Laboratory of ETH Zürich, Physikstrasse 30, 8092 Zürich, Switzerland. {flammb, eichlean, warrington, lygeros}@control.ee.ethz.ch such patterns include yearly snow melt, as well as seasonal heating and cooling demands.
Several methods have been proposed to tackle nonlinear seasonal storage problems. Many involve approximating the nonlinear dynamics through modeling simplifications and heuristic methods such as timescale separation [3] . Specifically for hydro optimization, a fundamental difficulty is the presence of nonlinear head effects when converting between stored water and electrical energy. Many papers ignore nonlinear head effects and represent energy conversion as a constant efficiency [4] , [5] . Methods that do account for head effects usually generate convex hulls of the power production function, either by fitting a set of piecewise linear constraints to the true model [6] , [7] , or by rewriting nonlinear terms using convex approximations such as McCormick envelopes [8] .
Other methods take advantage of improvements in computing power, which allows increasingly large nonlinear control problems to be solved exactly. Approaches that use nonlinear models usually consider only short horizons [9] . Techniques such as spatial branch-and-bound and dynamic programming allow for the solution of nonlinear problems to high precision, but scale poorly with the state space size.
Dual dynamic programming (DDP), also known as multistage Benders decomposition, was introduced as a method for seasonal hydro storage scheduling in [10] , but has since been used primarily for solving linear approximations of these problems. DDP was extended to convex problems using generalized Benders decomposition in [11] . Roughly speaking, DDP bounds the value function of a convex problem by a piecewise affine function of the initial state. Since DDP cannot solve problems with nonconvex value functions, convex approximations of the model are required when using DDP for nonlinear problems. Recent extensions of this approach have considered integer programs [12] , locally-valid Benders cuts [13] , and polynomial-based moment relaxation [14] .
In earlier work, we introduced a method to treat general receding horizon nonlinear optimal control problems [15] . We split the full horizon into short-and long-term parts, with high model accuracy in the short term, and reduced model accuracy in the long term. To link the two parts of the horizon, we used DDP to establish an appropriate future value for the system state at the end of the short term. We illustrated the benefits of solving the exact problem in the short term (where the decision is actually used), while using approximations in the longer term. Here, we apply this method to the control of a system of hydro reservoirs, subject to nonlinear head effects.
We provide several improvements relative to current hydro control literature employing DDP. First, we expand the proof of convergence of DDP to the case where the first stage is nonlinear, while all subsequent stages are linear. We show that if the nonlinear first stage is solved to only local optimality, the algorithm still converges in a finite number of iterations to a local optimum of the split-horizon problem. Second, we provide bounds on the suboptimality of a two-stage approximation of a nonlinear problem, relative to the exact problem. Inspired by [16] , where linear subproblems were solved to a known tolerance in DDP, we bound the suboptimality of the solution as a function of the first-stage nonlinear solver tolerance as well as the approximation error between linear and nonlinear models in the second stage. Finally, we place the optimal control problem into a model predictive control (MPC) context, and quantify how the control horizon (the decision length used each time the MPC problem is solved) and modeling accuracy affect optimality in simulation.
The underlying stochasticity of real-time optimal control problems is an additional source of computational complexity, and lends itself to the use of DDP. This can be treated by introducing scenarios to capture different potential realizations of the stochastic processes [17] . With additional variables introduced for different scenarios, long-term problems with even simple models can push the limits of tractability. While much of the hydro optimization literature incorporates stochasticity, we consider a deterministic setting here to focus on the underlying computational method and treatment of nonlinearity.
This paper is structured as follows. Section II introduces the general case of the split-horizon approximate problem, as well as a DDP-based algorithm to solve it. The optimality of the solution produced by the algorithm is derived as a function of the optimality of the first-stage solution. In Section III, a bound is found for the error of the two-stage approximation relative to the exact problem. Section IV formulates the nonlinear hydro optimal control problem, providing specific models and approximations of the underlying hydro system. In Section V, we analytically determine the error bound on McCormick envelope approximations of bilinear terms occurring in the problem. Section VI presents simulation results for a representative hydro system, illustrating the computational benefits of the multistage method. Section VII concludes with analysis of possible improvements and extensions to the proposed method.
II. SPLIT-HORIZON PROBLEM AND DDP ALGORITHM A. General Problem Formulation
We wish to solve a generic discrete-time optimal control problem for a system with dynamics f t , input and state constraints defined by the set Z t , and cost function g t over a horizon of length T . The state trajectory is denoted by (x 0 , . . . , x T ), while the input trajectory is (u 0 , . . . , u T −1 ), where x t ∈ R nt and u t ∈ R mt . The optimal inputs are determined by solving the nonlinear program (NLP)
s.t.
where f t (x t , u t ), g t (x t , u t ), and g T (x T ) are general nonlinear functions on the set Z t . The dynamics, costs, and constraints can all be time-varying. This formulation is general in terms of variable type. For example, integer variables can be considered by adding constraints to Z t . Note that this is a quite general nonlinear programming problem whose complexity grows rapidly in the dimension of the state and input, as well as the horizon length.
B. Two-Stage Approximation
In [15] , to solve (1) over a long horizon, the authors proposed solving an approximate problem consisting of a short initial stage of length T 1 where the exact NLP holds, and a subsequent longer stage of length T − T 1 where the problem is approximated by a linear program (LP):
Here, the first stage of the problem, from t = 0 to T 1 −1, has the exact nonlinear cost function, dynamics, and constraints. In the second stage of the problem, these are replaced with linear costs, dynamics, and constraints.
Note that the state of the approximate linear part at time t is denoted byx t (instead of x t ), to stress that the second-stage approximation is different from the original problem, potentially incorporating different state variables at each timestep (for example, a relaxation of integer variables in the original problem to real-valued variables in the linear part). However, by (2d), the states x t andx t coincide at t = T 1 .
We now recast the nonlinear approximate problem (2) as an equivalent two-stage problem. The nonlinear first stage can be written as
In (3a),G T1 (x T1 ) is a value function that represents the cost of the linear second stage of (2) the end of the first stage, with
The division of the horizon into the two stages and intermediate value function is depicted in Figure 1 .
To ensure that the subsequent theory and analysis is meaningful, we assume that both (1) and (2) are feasible. We additionally make the following assumption, which facilitates the iterative solution of the two-stage problem. This assumption, known in the mathematical programming literature as complete recourse, is not strictly necessary, as the theory related to Benders decomposition used here also works for problems where the second stage is not feasible for a particular x T1 . In that case, Benders feasibility cuts on x T1 can be iteratively added to the first-stage problem (3), as is done in [11] . However, for simplicity we omit this case here.
C. Split-Horizon Approximate DDP Algorithm
In [15] , we presented an algorithm that converged in a finite number of iterations to an optimum of the approximate two-stage problem (2), provided the first-stage NLP (3) was solved to global optimality. In certain cases, it may not be desirable or possible to solve (3) to global optimality, due to an algorithmic choice of solution tolerance [16] , [18] , or constraints on available solution time.
Algorithm 1 presents an adaptation of this setting, where the first-stage NLP (3) is not solved to global optimality. Before analyzing the convergence of this algorithm, as described in Theorem 1, we first explain the value function approximation used therein. We wish to solve a two-stage problem (2) using DDP. To do this, we iteratively solve the two stages of the problem, using DDP to progressively construct a set of lowerbounding hyperplanes for the second-stage value function.
Initially, in step 1, the first stage NLP is solved with no information about the second stage. This provides a guess x T1 for the initial state of the second-stage LP. In step 2, the LP is solved using this initial state. By Assumption 1, the problem is feasible, and thus the resulting objective, computed in step 3, is the exact second-stage value function at x T1 . In step 4, if this objective equals the previously-found value function approximation evaluated at x T1 , i.e. the current value function approximation is tight at the new x T1 , then the problem terminates. Otherwise, in the key step 5 of the algorithm, the value function approximation for the second-stage LP is updated, using dual variables corresponding to x T1 from solving the second-stage LP to generate a new hyperplane.
The following lemma states that this new hyperplane is a global lower bound of the second-stage value function: [15] ) Given a solution to (4) for some x T1 , let λ and ν be the dual variables corresponding to the constraints (4b) and (4c) at timestep t = T 1 . Then,
The hyperplane is then incorporated into the piecewiseaffine second-stage value function approximation, which is the pointwise maximum of the hyperplanes found thus far, and a lower bound on the true second-stage value function. In step 6, we again solve the first stage NLP, this time with the updated second-stage value function approximation. In step 7, the current second-stage value function approximation evaluated at the newly found x T1 is a global lower bound on the true value function. Steps 2-7 are repeated until the previously-found value function approximation is tight at the x T1 found when solving the NLP in step 6. Theorem 1. Provided Assumption 1 holds, steps 1 and 6 return feasible solutions of (3), and step 2 solves (4) to optimality, then Algorithm 1 terminates in a finite number of iterations, returning a feasible solution of the split-horizon problem. In addition, (a) If the nonconvex first stage is solved in step 6 to local optimality, then the returned solution is locally optimal for the two-stage problem (2). (b) If the nonconvex first stage is solved in step 6 to global optimality, then the returned solution is globally optimal for the two-stage problem (2).
Proof. We first show that Algorithm 1 terminates in a finite number of iterations. Suppose step 6 (or step 1 for the first iteration) has previously returned a particular feasible solution x T1 of (3). Due to Assumption 1, solving (4) at x T1 returns feasible (ũ T1 , . . . ,ũ T −1 ) and (x T1+1 , . . . ,x T ). Since the second-stage LP (4) is solved to optimality,
is by definition the exact second-stage value function evaluated at the particular x T1 .
Step 5 adds the dual-feasible vertex (λ, ν) to H. By the strong duality of (4), after G T1 (x T1 ) is updated in step 6, (4) with argument x T1 as found in previous step. Returned arguments are (ũ T1 , . . . ,ũ T −1 ) and (x T1+1 , . . . ,x T ). Let dual variables λ and ν correspond to (4b) and (4c) at t = T 1 ;
at the particular x T1 . Since (4) is a linear program, there are a finite number of distinct dual-feasible vertices (λ, ν). If solving the LP (4) in step 2 yields a dual-feasible vertex that has already been found in a previous iteration of the algorithm, then G T1 (x T1 ) is unchanged. If solving the NLP in step 6 returns the same x T1 as in the previous iteration, (6) already holds. Thus, the value function approximation is tight at x T1 , U B = LB, and Algorithm 1 terminates in step 4.
Otherwise, we add a hyperplane to H parameterized by the new dual-feasible vertex. Since the number of such vertices is finite, one either achieves a complete characterization of G T1 (x T1 ), or else sets U B = LB before this point.
The resulting first-and second-stage arguments are each feasible, and can be concatenated (as in the algorithm) to form feasible solutions u full and x full of the split-horizon problem.
Proof of (a). We use Algorithm 1 to solve (2) to convergence. This returns (u 0 , . . . , u T1−1 ,ũ T1 , . . . ,ũ T −1 ), (x 1 , . . . , x T1 ,x T1+1 , . . . ,x T ), and the approximate value function G T1 (x T1 ).
Each algorithm iteration, we solve an approximation of the first-stage NLP (3), replacingG T1 (x T1 ) with G T1 (x T1 ), and solving to local optimality. This means that when the algorithm has converged, there exist δ x > 0 and δ u > 0 such that, for
By Lemma 1, since the second stage is an LP,
Considering the case where the algorithm has converged to a particular x T1 , and combining (6), (7), and (8),
This result holds for allx t :
Thus, (x 1 , . . . , x T1 ) and (u 0 , . . . , u T1−1 ) are locally optimal solutions to the exact (3).
To complete the proof of (a), note that the linear secondstage problem (4) is solved to optimality for the given firststage arguments.
Proof of (b) follows from Theorem 1 of [15] .
We point out that the result holds regardless of whether the first stage is solved with a deterministic solver. Note that when solving the first stage NLP (3) with a given G T1 (x T1 ), a nondeterministic solver might not return the same feasible solution in subsequent iterations. Nevertheless, the solver will return an x T1 , where either the existing hyperplanes provide a tight bound to the value function (in which case the U B and LB agree in Algorithm 1), or a new hyperplane will be added to G T1 (x T1 ). As there are a limited number of hyperplanes to add, the algorithm will converge in a finite number of iterations.
III. ERROR BOUND ON TWO-STAGE APPROXIMATION
The results in the previous section establish the properties of solutions for the two-stage problem (2) returned by Algorithm 1. Since the original intention was to approximate the nonlinear program (1), one would also like to know how far the optimal solutions of the two-stage approximate problem (2) are from those of the true nonlinear problem (1). Related results are provided in [16] , which gives approximation bounds for a setting where each stage of a multi-stage linear program is solved to a certain tolerance. Here, we extend this approach to address the case of (2), where instead of solving a linear program to a known tolerance, we approximate the second stage of the nonlinear problem (1) with a linear program, and solve that linear program exactly.
For a given timestep t, letZ t denote the set of arguments of the second-stage LP (4) that satisfy (4c). Recall that Z t denotes the set of arguments satisfying (1c) at time t.
Assumption 2. For all t = T 1 , . . . , T − 1, there exists a map M t :Z t → Z t such that (a) There exists a δ t ≥ 0, such that for all (x t ,ũ t ) ∈Z t ,
(b) M t is surjective, i.e. for all (x t , u t ) ∈ Z t , there exists (ũ t ,x t ) ∈Z t such that M t (x t ,ũ t ) = (x t , u t ).
In other words, at each timestep, there is a transformation M t from feasible arguments of the LP to feasible arguments of the NLP, such that the LP objective is an underestimate of the NLP objective, with a maximum underestimate of δ t . Additionally, all feasible solutions of the NLP can be found from a feasible solution of the LP through the transformation.
Note that by (2d), at t = T 1 , M T1 (x T1 ,ũ T1 ) leavesx T1 unchanged, and maps the inputũ T1 to a feasible input of the NLP.
We first consolidate the terminology for the exact NLP (1) and two-stage approximation (2):
• G 0 (x 0 ) is the optimal value of the exact NLP (1), as a function of the initial state x 0 .
• G T1 (x T1 ) is the value of the second part of the exact NLP (1) (t = T 1 , . . . , T − 1), as a function of the intermediate state x T1 . Note that
•G T1 (x T1 ) is the value of the second-stage LP (4), as a function of the intermediate state
is the approximate value function for the second-stage LP (4) in Algorithm 1. It consists of a finite number of hyperplanes boundingG T1 (x T1 ) from below. Hyperplanes are iteratively added to this set via DDP. Now, we consider the objective for the split-horizon problem (2) after Algorithm 1 has converged, and define it as
Our aim is to bound the difference between G 0 (x 0 ) and G 0 (x 0 ). Theorem 2. If Assumptions 1 and 2 hold, and step 6 is solved to -optimality in each iteration, then
Proof. By the definitions of (1) and (2), the NLP and splithorizon problems are equivalent for the first part of the horizon, and differ only in the second stage.
By Lemma 1, the Benders decomposition underestimates the objective of the second-stage LP, and G T1 (x T1 ) ≤G T1 (x T1 ). By Assumption 2, for any solution to the true NLP, a corresponding solution to the LP approximation exists with a lower objective. Combining these two observations, for any x T1 ,
If we solve (10) to -optimality in step 6, returning (u 0 , . . . , u T1−1 ) and (x 1 , . . . , x T1 ), then
By (11), since (u 0 , . . . , u T1−1 ) and (x 1 , . . . , x T1 ) meet the constraints of (9) (and (10)), the objective of (10) is less than or equal to the objective of (9), and thus
The second inequality (14) comes from substituting in the right inequality of (12) into (13) . The final inequality (15) is because G 0 (x 0 ) ≤ T1−1 t=0 g t (x t , u t ) + G T1 (x T1 ) for any feasible solution, in particular the found -suboptimal solution.
Assumption 2 states that at each second-stage timestep, all feasible arguments of G T1 (·) are the result of the mapping M t from feasible arguments ofG T1 (·), such that the objective of G T1 (·) is an underestimate of the objective of G T1 (·) by at most δ t . Taking the worst case for each timestep from T 1 to T − 1, for any x T1 ,
When Algorithm 1 has converged, by (6),G T1 (x T1 ) = G T1 (x T1 ), and thus
Combining (13), (15), and (17),
We now consider the difference between the optimum of the exact problem, and the objective of the exact problem evaluated using the arguments found in the approximate problem.
Theorem 3. If Assumptions 1 and 2 hold, step 6 is solved to -optimality, and step 6 returns (u 0 , . . . , u T1−1 ) and (x 1 , . . . , x T1 ) when Algorithm 1 converges, then
Proof. The first inequality is straightforward: G 0 (x 0 ) is the optimal objective of the NLP (1). Evaluating the objective of the NLP at any other feasible solution cannot lead to a lower objective. Now, for the sake of notational ease, denote the resulting arguments when step 6 is solved to -optimality as u = (u 0 , . . . , u T1−1 ) and x = (x 1 , . . . , x T1 ). Furthermore, denote the first-stage cost as C 0 (x, u) = T1−1 t=0 g t (x t , u t ). Due to the -optimality of (x, u), for all feasible (x,û),
To prove the second inequality in the theorem, consider the difference between the NLP objective evaluated using (x, u), and the optimal NLP objective G 0 (x 0 ), with corresponding arguments (x * , u * ):
The inequality (20) comes from substituting (17) for G T1 (x T1 ). The inequality (21) is due to choosing (x * , u * ) in (19) . The equality (22) comes from expanding G 0 (x 0 ) in terms of its optimal arguments. Finally, (23) holds because (11).
IV. HYDRO RESERVOIR SYSTEM MODEL AND APPROXIMATION
We apply the above split-horizon approximation method to a system of N interconnected reservoirs, with a specific topology of pumps and turbines that allow the reservoirs to exchange water. Denote the set of reservoirs to which reservoir i can charge or discharge as N i→ and the set of reservoirs which can charge or discharge to reservoir i as N →i . We can transfer water volume V i→j from each reservoir i to any j ∈ N i→ . The power associated with this action, P i→j , is positive when pumping water to a higher elevation reservoir or negative when releasing water through a turbine to a lower elevation reservoir. We buy and sell power on the electricity spot market at price p. This convention on device power and electricity price means that a negative objective value corresponds to a profit, while a positive objective value represents a loss. The aim is to maximize profit by taking advantage of spot price fluctuations. We assume the volume stored in reservoir i is linearly proportional to the reservoir level i , with a proportionality constant γ i reflecting the surface area of the reservoir. That is, if V i→j is transferred from reservoir i to j, i will decrease by V i→j /γ i (and j will increase by V i→j /γ j ). For simplicity, we assume that there are no inflows or evaporative losses in this system. Intuitively, the problem can be cast in the finite horizon optimal control framework considered here by setting x = ( 0 , . . . , T ), with t = ( 1 t , . . . , } j∈N i→ ) i=1,. ..,N . We wish to consider a horizon that is sufficiently long to capture seasonal price fluctuations.
A. Nonlinear Exact Model
We assume that the energy associated with transferring a unit volume of water from reservoir i to j depends on the net head between reservoirs i and j [8] :
, we write the optimal control problem as
By absorbing equation (24b) into the objective function, we can move the bilinear terms from the constraints into the objective, and eliminate the variables P i→j t . The objective (24a) then becomes
with the bilinear term equal to
The reformulated problem thus has linear constraints (since (24b) has been removed), and an objective with linear and bilinear terms. For sufficiently small horizons, we can find the global optimum in a reasonable length of time using YALMIP's built-in BMIBNB spatial branch-and-bound solver [19] . We have observed that Matlab's fmincon also tends to return the global optimum for small problem instances in the simulations presented in Section V.
B. Linear Approximate Model
A common way of solving problem (24) is to solve a convex outer approximation. One way to do this is to replace the constraint (24b) with t by its McCormick envelope as in (29) and determine the maximum error between the approximation and the true function. We drop the time, source, and destination indices in the subsequent analysis for cleaner notation.
For each bounding hyperplane in (29), the points where the first derivative of the approximation error with respect to either V or is zero have zero approximation error. For example, for the first hyperplane (29a), the approximation error is (V¯ + V −V¯ ) − V . The first derivatives are zero where =¯ or V =V , where the error is also zero.
Thus, the largest errors must occur at the intersection of the bounding hyperplanes. Considering Figure 2 , the largest overestimate must occur at the intersection of the two upperbounding hyperplanes (29c) and (29d), and the largest underestimate at the intersection of the two lower-bounding hyperplanes (29a) and (29b) (the intersection of upper-and lower-bounding hyperplanes, e.g., (29a) and (29c), is an exact representation of the underlying function).
We determine the largest overestimate analytically. At the intersection of the two upper-bounding hyperplanes,
Solving for V in terms of , The approximation error at the intersection of the two upperbounding hyperplanes is
Taking the derivative with respect to , we have
The derivative of the approximation error is zero at * = ¯ + /2 with the corresponding V * = V + V /2. This leads to a maximum overestimate of
By similar calculations, or by symmetry, the maximum underestimate e * occurs at the same V * and * , with a negative sign in the error.
The stage bounds can now be combined to provide a bound on the overall approximation error. The only difference between the two-stage approximation and the exact problem occurs in the second stage. In the context of Assumption 2, at each timestep t, the worst-case bound (30) between the LP and NLP objectives is δ t = (V t −V t )(¯ t − t )/4. Here, solutions to the LP are also feasible for the NLP, so the map M t between solutions of the LP and NLP is simply identity. Summing the worst-case bounds over each timestep of the second horizon individually, and substituting these into the bilinear term of the NLP objective (26) leads to a maximum underestimate of
The absolute limits on the reservoir levels (24d) and volume flows (24e) can be used in the McCormick envelopes, but these crude estimates can be improved. Tighter bounds on the volume flows are not known a priori, but the bounds on the reservoir levels can be tightened by incorporating the system dynamics (24c), and assuming maximum inflows and outflows at each timestep:
For the split-horizon problem, the bounds must be found relative to the starting level for the entire problem, rather than the starting level for the linear part. Otherwise, the approximation of the bilinear terms changes at each iteration, leading to a different linear program each iteration and voiding the convergence guarantee of Theorem 1.
V. NUMERICAL RESULTS

A. Experimental System
We apply the split-horizon approximation and solution method of Algorithm 1 to the system of two reservoirs and an infinite-capacity basin depicted in Figure 3 . This example system is inspired by [7] , which considers a single reservoir of the same volume and height used here. The reservoirs have identical capacities of 33 × 10 6 m 3 , and their bottoms are separated by a height of h 0 = 200 m. The water volume in each reservoir is proportional to the water level relative to the reservoir bottom, with maximum levels¯ a = 85 m and¯ b = 100 m for the upper and lower reservoir, respectively. The reservoir bottoms are connected by a reversible 100 MW pump/turbine which operates with µ = 90% oneway conversion efficiency. The lower reservoir is connected to an infinite basin (¯ bas = bas = 0 m) situated 300 m below its bottom, via another identical reversible 100 MW pump/turbine. The reservoir levels are constrained between empty ( a = b = 0 m) and their maximums. The reservoirs are initially half-full.
The energy conversion parameters for (24b) can be calculated from first principles, since the energy required to raise a given volume a height h is E = ρgh, with ρ = 1000 kg/m 3 and g = 9.81 m/s 2 . Taking into account the oneway conversion efficiency µ, the energy conversion parameters for (24b) are Reservoir b at maximum release flow, while Reservoir b takes 283 hours to empty into the lower basin. The terminal cost c T of water stored in reservoirs is chosen as the energy embodied in a unit volume of water at the beginning of the time horizon, multiplied by the average price throughout the time horizon. This energy includes conversion efficiency losses, and is relative to the zero potential level of the system. Thus, the value of water stored in the upper reservoir takes into account its potential passage through the lower reservoir as well. Price data is taken from the Swiss dayahead EPEX spot market, starting on January 1, 2017 [20] , and is assumed to be perfectly known over the entire horizon.
B. Solution of Nonlinear and Split-Horizon Problems
We seek to minimize the exact NLP (24), with the total horizon T = 20 days. As a reference estimate of the global optimal value, we grid both the state and input space into 32 equally-spaced points and solve the approximate dynamic program using the DPM toolbox [21] . We compare this to the solution of the split-horizon problem (consisting of (24) with modifications (27), (28), and (29)) over a shrinking horizon, as depicted in Figure 4 . Here, we solve the split-horizon problem and apply the first T C hours of the solution. We then move forward in time by T C , compute a solution to the subsequent, shortened split-horizon problem, and so forth. Note that for the problem considered here, solutions to the LP are also feasible for the NLP, and thus the relative length of T C versus T 1 presents no issue for feasibility.
When solving the split-horizon problem, the nonlinear first stage is also solved using the DPM toolbox. The linear second stage is solved using CPLEX 12.7.0. The simulations are run in MATLAB, formulated by YALMIP, and solved on a six core Intel Core i7-5820K with 16 GB of RAM.
In Figure 5 , the two-stage problem is solved over various exact horizon lengths T 1 . The figure shows that as T 1 increases (for a fixed total horizon), the cost decreases. When the McCormick bounds are set to the reservoir level limits, using the split-horizon method with T 1 = 12 hours results in a problem objective which is 23.7% less than that from the linearized problem (where T 1 = 0 in the figure), and is within 3.9% of the optimum. Since the suboptimality decreases with the exact horizon length, we would choose the longest T 1 that allows the nonlinear solver to complete in the allotted time.
When using the tightened McCormick bounds (32) and (33), there is a 0.4% improvement due to modeling 12 hours exactly. Thus, the utility of the split-horizon method depends on the level of accuracy in the linearization. Note that here, the improvement in linearization due to the tightened McCormick bounds is reduced as the length of the exact horizon increases.
The theoretical bounds from (31) state that for the problem considered in Figure 5 , if the two-stage problem with T 1 = 12 hours is solved to global optimality, the objective found for the first timestep is within 61.5% of the optimum for the case of the loose McCormick bounds, and within 62.6% of the optimum for the case of the tightened bounds. These bounds are conservative compared to the suboptimality achieved in simulation for two reasons. First, the McCormick envelope approximation considers the worst case combination of inputs, which rarely occurs in practice. This conservatism accumulates at each timestep, rendering bounds at more distant timesteps even more conservative. Second, the bounds are given for a single problem instance, and do not take into account that only part of each solution is used in the receding horizon setting.
In Figure 6 , we vary the control horizon T C over which the computed action is applied. As T 1 is also varied, a "knee" appears in the graph, coinciding with T C . Since T C is usually a fixed problem parameter, this result suggests we should choose T 1 ≥ T C . The objective continues to improve as T 1 is increased, but not as significantly as before the "knee." Also, as T C gets shorter, the objective improves. This is expected from the MPC context, as measurements from the true system are incorporated at a more frequent rate. Fig. 7 . Computation time for two-reservoir system of split-horizon DDP method with 12 hours exactly modeled, compared to solving full bilinear problem approximately using DPM dynamic programming toolbox and exactly using BMIBNB global solver.
In Figure 7 , we compare the computation time for the splithorizon approximation (2) versus solving the exact bilinear problem (24) using the DPM toolbox and BMIBNB solver. The split-horizon problem computation time is for solving the first instance of the problem i.e., we compute the solution for the full horizon once, and do not account for solving the problem repeatedly over the shrinking horizon. We see that the split-horizon method with T 1 = 12 hours scales well with respect to the total horizon length. In practice, the increase in solution time depends mainly on that of the second stage LP, as the number of Benders cuts for the second stage tends to increase sublinearly as the second stage length grows. As expected theoretically, the computation time for solving the exact bilinear problem scales exponentially in horizon length when using the global BMIBNB solver, and scales linearly when solving approximately using the DPM toolbox.
C. Solution of Problems with High State Dimension
While the DPM toolbox solves the exact problem to within the tolerance of the given grid, the chief disadvantage of dynamic programming is that the computation time scales exponentially in the problem dimension. When we modify the system of Figure 3 to include an additional reservoir, increasing the state and input dimensions each to three, the DPM toolbox fails to return a solution due to reaching computerspecific RAM usage limits. It is possible to make the DP discretization coarser, but this comes at a cost to optimality.
In contrast to dynamic programming, where one must solve over the entire state space, local solution methods can be used to solve the first-stage nonlinear problem of the splithorizon approximation. The length of the first stage can be chosen short enough so that it is computationally tractable to solve. The experimental results presented here suggest that using even short first stages for the split-horizon approximation leads to near-optimal solutions in a receding horizon setting. In Figure 8 , we display the results of using the split-horizon method on the three reservoir system mentioned in the previous paragraph. Using the BMIBNB global solver (solved to a relative tolerance of 1 × 10 −6 ) with a control horizon of 12 Results are for three reservoir system, where dimension of system is too large for DPM toolbox to solve.
hours, we found that the split-horizon method with an exact horizon of 12 hours improved the objective by 20%, relative to the solution of the linearized problem. Note that solving the 20 day exact NLP to optimality is computationally intractable.
VI. CONCLUSION We have shown that the DDP-based Algorithm 1, when applied to a split-horizon approximation of a bilinear hydro optimization problem, achieves accurate and computationally efficient results compared to solving either the full exact nonlinear problem or its linearization. When the optimization is conducted in a receding horizon manner with exact horizons on the order of the control horizon, the performance is nearly optimal, with significant computational savings when modeling higher-dimensional systems.
The experimental results presented here demonstrate that accurately modeling the first part of the horizon can significantly improve the result relative to a linearized model. This improvement is due to the mismatch between the linearized and true model. Although better linearizations reduce the need for the split-horizon method, it might still be advantageous to use DDP with local linearizations like [8] in the second stage. However, additional research along the lines of [12] is needed to use DDP with the resulting integer variables.
We also derived bounds for the suboptimality of the splithorizon method. These bounds were found to be quite conservative for the problem here. Future research could explore how these bounds differ for a receding horizon setting, compared to the single-period optimization for which they were derived.
The split-horizon method is well suited to be extended to stochastic problems e.g., for uncertain prices here. As noted above, stochasticity, perhaps incorporated using a scenario tree approach as in [17] , further increases the complexity of solving the problem exactly over long horizons.
