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ABSTRACT Positive autoregulation in gene regulation networks has been shown in the past to exhibit stochastic behavior, in-
cluding stochastic bistability, in which an initially uniform cell population develops into two distinct subpopulations. However,
positive autoregulation is oftenmediated by signalmolecules, which have not been considered in prior stochastic analysis of these
networks. Here we propose both a full model of such a network that includes a signal molecule, and a simpliﬁedmodel in which the
signal molecules have been eliminated through the use of two simpliﬁcations. The simpliﬁed model is amenable to direct
mathematical analysis that shows that stochastic bistability is possible.We use stochastic Petri networks for simulating both types
of models. The simulation results show that 1), the stochastic behavior of the two models is similar; and 2), that the analytical
steady-state distribution of the simpliﬁed model matches well the transient results at times equal to that of a cell generation. A
discussion of the simpliﬁcations we used in the context of the results indicates the importance of the signal molecule number as a
factor determining the presence of bistability. This is further supported from a deterministic steady-state analysis of the full model
that is shown to be a useful indicator of potential stochastic bistability. We use the regulation of SdiA in Escherichia coli as an
example, due to the importanceof this protein andof the signalmolecule, a bacterial autoinducer, that is involved.However, the use
of kinetic parameter values representing typical cellular activities make the conclusions applicable to other signal-mediated
positive autoregulation networks as well.
INTRODUCTION
Gene expression is subject to intrinsic noise (1), which may
come from thermal ﬂuctuations of molecular events that con-
stitute the process of gene expression (2). When the numbers
of some molecules in a cell are relatively low, the effect of
ﬂuctuations can be apparent and then even cloned cells in
the same environments can evolve into different phenotypes
(3). In such situations, gene regulation networks should be
viewed as stochastic processes. Several gene regulation net-
works have been stochastically modeled. McAdams and
Arkin (4) performed stochastic simulation for a simple reg-
ulation link of two genes. The expression of pyelonephritis-
associated pili in uropathogenic Escherichia coli has been
modeled as a Markov chain (5). A stochastic model for the
quorum-sensing mechanism in E. coli was developed and
used to obtain new insights on synthesis pathways of auto-
inducer-2 (AI-2) (6).
Gene regulation networks with positive autoregulation are
strong candidates for consideration of stochastic behavior
because positive autoregulation may cause bistability and
lead an initially homogeneous cell population to develop
into two distinct subpopulations. Arkin et al. (7) developed a
stochastic model for the developmental pathway in phage
l-infected E. coli and simulation results predicted a bifurca-
tion in the cell population, whichwas experimentally veriﬁed.
In this model, although the l-switch is essential for the se-
lection for lysis/lysogeny pathways, the positive autoregula-
tion of the gene expression for the CI protein is necessary for
the bifurcation. Positive feedback modules are present in E.
coli cells and experimental results indicate bistability of pro-
tein amounts, consistent with predictions from a stochastic
model (8). In another experiment, stochastic bifurcation can
even be directly observed under the microscope (9). Positive
autoregulation networks have also been mathematically an-
alyzed to obtain insight. Ferrell (10) discussed how cellular
systems with positive feedback loops can exhibit bistability
and reviewed some typical bistable systems.Kepler andElston
(11) analytically obtained the bistable probability distribution
of protein number in a simple self-promotion network.
However, positive autoregulation in gene regulation net-
works is often mediated through signal molecules. Let us
consider two examples in quorum sensing, a cell-to-cell
communication mechanism, in which extracellular factors
function as signal molecules. In Vibrio ﬁscheri, when DNA
sequences in operonR are deleted or autoinducers (AI) are at
low levels, LsrR protein can have a positive regulation on
lsrR gene in the presence of AI (12). In E. coli, the appearance
of another kind of extracellular factor, autoinducer-2 (AI-2),
can increase the expression of sdiA gene (13). Although it is
still uncertain that the SdiA protein is related to this regula-
tion, there are some supporting facts. First, SdiA has a LuxR-
type sequence (14,15) and its N-terminal domain can bind to
a factor (16), which suggests that SdiAmay regulate genes by
binding some factor. Second, AI-2 can enhance some SdiA-
regulated gene expression (17), which suggests that AI-2
may be a factor. In this study, we have hypothesized that
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SdiA protein upregulates its own expression by binding AI-2
molecules (18). Since the SdiA protein is involved in the reg-
ulation of cell division (15), the system we study may be used
by extracellular signalmolecules AI-2 tomodulate cell division.
Work on the stochastic modeling of such signal-mediated
networks has been limited. Through the study of the mathe-
matical relation between the signal-mediated networks and
the pure positive autoregulation networks that have been
more extensively studied, conclusions from the latter net-
works, such as the property of bistability, may be carried to
the signal-mediated networks. Here we present one network,
in which positive autoregulation is mediated through signal
molecules, as the full model, and another network, in which
there is only pure positive autoregulation, as the simpliﬁed
model. With some assumptions the simpliﬁed model can be
obtained from the full model. Mathematical analysis and
simulations for both models are performed stochastically and
deterministically, so that the bistable properties of the two
models can be studied in relation to each other, to explore
under what circumstances the conclusions from the simpli-
ﬁed model can be applied to the full model.
NETWORK MODELS
We have selected the regulation of SdiA in E. coli as our
example network. As discussed in the previous section, there
is evidence to suggest that the signal molecule AI-2 may be
involved in SdiA protein upregulation of its own expression
by binding to it. It should be noted, however, that the network
structures that we study are more general and several kinetic
parameters in the simulations are assigned values represent-
ing typical cellular activities. Therefore, we expect that con-
clusions reached from this study on the stochastic behavior of
the network can be applicable to other signal-mediated pos-
itive autoregulation networks in E. coli and in other bacteria.
Full model
The signal-mediated positive autoregulation network, termed
the full model, is shown in Fig. 1. The gene (DNA) has two
states. Transcription rates under the two states are different,
so mRNA can accumulate at different rates. After transcrip-
tion, protein monomers (SdiA) are translated from mRNA
and then form activated protein complexes (SdiAact) by
binding signal molecules (AI2). Two activated complexes
bind each other and become a dimer. The dimers determine
which state the gene is in. When the dimer binds to the gene,
the gene is in occupied state (DNA1) and the transcription is
much faster than that of the unoccupied gene (DNA0). So we
have a positive autoregulation which is dependent on signal
molecules. Here we assume it is the dimer that binds to the
gene because the regulatory proteins often function as dimers
or higher-order oligomers (11,19).
The parameter values for Fig. 1, i.e., the rate constants of
the reactions, are listed in Table 1. The transcription rate, atrc0 ;
for the unoccupied gene is selected near the middle point on a
logarithmic range for E. coli (20) and it corresponds to 200
transcripts per generation. The rate for the occupied gene,
atrc1 ; is set to the maximum of the range. The mRNA decay
rate, dm, corresponds to a half-life of 2 min, which is within
the range of mRNA half-lives in E. coli (21). The protein
decay rate, d, corresponds to a half-life of 17 s (half-lives of
proteins in cells vary widely (22) and we use a fast decay rate
so that the bifurcation can be observed within 50 min). The
translation rate, atrl, is based on Chen et al. (23), and b, K on
Kepler and Elston (11) with some adjustments within the
same order of magnitude. The parameters for the formation of
the complex and the dimerization were selected to result in
parameter values for the simpliﬁed model, developed in the
next section, close to those used in Kepler and Elston (11),
while keeping the rate for the formation of the complex
higher than the dimerization rate.
There are two physical meanings for these rate constants.
In the deterministic model (ordinary differential equation,
i.e., ODE, model), the constants are kinetic rate constants. In
FIGURE 1 Full model with signal-mediated positive autoregulation.
TABLE 1 Parameters of full model
Parameters Values References
atrc0 1.2 min
1 Based on transcription rate range: 1041 s1
(20).
atrc1 60 min
1 Set to maximum rate of one transcription per
second (20).
dm 0.36 min
1 Based on mRNA half-life range: 40 s20 min
(21).
atrl 6 min1 Same order of magnitude as Chen et al. (23).
b 28 Same order of magnitude as Kepler and Elston
(11).
K 1 min1 Same order of magnitude as Kepler and Elston
(11).
d 2.5 min1 Corresponds to half life of 17 s within the range
for proteins (22).
ua 1000 Selected to be higher than ud.
Li 1 min
1 Adjusted based on Kepler and Elston (11) within
same order of magnitude.
ud 250 Adjusted based on Kepler and Elston (11).
Ld 1 min
1 Adjusted based on Kepler and Elston (11) within
same order of magnitude.
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the stochastic model, they are stochastic rate constants, which
denote the probability of the reaction occurrence (2). When
the deterministic rate constants are in terms of concentrations,
the stochastic rate constants are equal to them for ﬁrst-order
reactions. For second-order reactions, the relation between
stochastic rate and deterministic rate is (24)
b ¼ k
VNA
: (1)
Here b is the stochastic rate constant, k is the deterministic
rate constant in terms of concentrations, V is the cell volume,
and NA is Avogadro’s number. In the case where the
deterministic rate constants are in terms of molecule num-
bers, for both the ﬁrst-order and second-order reactions, the
deterministic rate constants have the same values and units as
the stochastic rate constants. Therefore the values in Table
1 can be used in both cases.
Simpliﬁed model
The simpliﬁed model is shown in Fig. 2. This model is a
network in which positive autoregulation does not involve
signal molecules. To obtain it from the full model, two
simpliﬁcations are involved: First, transcription and transla-
tion, the two steps of gene expression in the full model, are
merged into one reaction:
DNA0/
a0
SdiA; (2)
DNA1/
a1
SdiA: (3)
In the simpliﬁed model, mRNA is eliminated so we do not
need to consider its activity. The second simpliﬁcation is that
activation and dimerization of protein monomers (SdiA) are
simpliﬁed into a single reversible reaction:
2SdiA 
u

L

L

Dimer: (4)
After this simpliﬁcation, the activated protein complex
(SdiAact) and signal molecules (AI2) are eliminated from
the equations. The simpliﬁed model has the same structure
as the general model examined by Kepler and Elston (11),
where an analytical expression for the probability distribu-
tion was obtained.
These two simpliﬁcations are based on three assumptions:
1), The mRNA number is assumed at steady state; 2), the
number of free signal molecules is considered constant; and
3), activation of protein is much faster than dimerization of
the activated complex. Next, we show how to derive the
model from the assumptions.
The ﬁrst simpliﬁcation is based on the ﬁrst assumption. In
the full model from Fig. 1, the translation kinetics are
rSdiA ¼ atrl½mRNA: (5)
The notation [X] represents the molecule number of species X
in the cell. With the assumption that mRNA is always at
steady state, the mRNA number in the full model (Fig. 1) is
obtained:
½mRNA ¼ a
trc
0
dm
½DNA0 1 a
trc
1
dm
½DNA1: (6)
By using Eq. 6 in Eq. 5, a simpliﬁed rate function for protein
monomer (SdiA) production is obtained as
rSdiA ¼ a0½DNA0 1 a1½DNA1; (7)
where
a0 ¼ atrl0 atrc=dm; (8)
a1 ¼ atrl1 atrc=dm: (9)
Equation 7 is just the kinetic rate function for reactions 2 and 3.
The second simpliﬁcation is obtained from the last two
assumptions. It is assumed that activation is much faster than
dimerization. Hence, compared with dimerization, activation
can be considered at quasi-equilibrium:
½SdiAact ¼ ½SdiA½AI2
ua
: (10)
On the other hand, in those two steps dimerization is the
determining step. Then for the overall reaction, the forward
reaction rate is
rf ¼ Ld½SdiAact2 ¼ L ½SdiA2; (11)
where
L
 ¼ Ld½AI2
2
u
2
a
: (12)
The overall reverse reaction rate is
rr ¼ udLd½Dimer ¼ u L ½Dimer; (13)
where
u
 ¼ u
2
aud
½AI22: (14)
Equations 11 and 13 describe the kinetics for the overall re-
action 4 for the simpliﬁed model. Hence the second simpli-
ﬁcation is realized. From Eqs. 12 and 14 it can be concluded
that u* andL* can be used as effective rate constants because
of the second assumption that the free signal molecule (AI2)
number is constant.FIGURE 2 Simpliﬁed model with positive autoregulation.
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Equations 8, 9, 12, and 14 indicate the relation between the
parameters of the simpliﬁed and full models. With these
equations and the constant signal molecule (AI2) number
equal to 500, values for parameters of the simpliﬁed model
are calculated and shown in Table 2.
ANALYSIS OF SIMPLIFIED MODEL
Analytical steady-state distribution
For networks with the structure of the simpliﬁed model, an
analytical expression for the stochastic distribution under
steady state has been obtained by Kepler and Elston (11).
This distribution is based on two approximations. The ﬁrst
approximation is the small noise approximation. When the
protein abundance is large, the protein monomer (SdiA)
number can be expressed by deﬁning a continuous variable
instead of a discrete one. The second is the fast noise ap-
proximation, which means the transitions between the two
gene states (DNA0 and DNA1) are fast but ﬁnite.
With these approximations, the steady-state density func-
tion of protein monomer number is
rðxÞ ¼ l
BðxÞ exp

2
Z x
0
Aðx9Þ
Bðx9Þ dx9

; (15)
where
AðxÞ ¼ ba01x
2
b1x2
 x2xbða01Þ½ðða02Þ1xÞx
21bðxa0Þ
kðb1x2Þ4 ;
(16)
BðxÞ ¼ 1
mo
bða01 xÞ1 x2ð11 xÞ
b1 x2
 
1
2bx
2ða0  1Þ2
kðb1 x2Þ3 :
(17)
(Note that there are a couple of typographical errors in the
equations in Kepler and Elston (11) corresponding to Eqs. 15
and 17 above. Results shown in Fig. 6 in Kepler and Elston
(11) match Eqs. 15 and 17.) There are four dimensionless
rescaled parameters in the equations above: a0 ¼ a0=a1;
b ¼ bud2=a21; k ¼ Ka21=ðud3Þ, and mo ¼ a1/d. With the
parameter values in Table 2, the values for the rescaled
parameters are calculated as shown in Table 3. The value x is
the stochastic variable denoting the number of protein mono-
mer. The x is also dimensionless with the relation x¼ [SdiA]/
mo. The parameter l is used to normalize the distribution
rðxÞ.
The distribution of protein monomer number obtained
from Eq. 15 is shown in Fig. 3. In this ﬁgure the plot of the
density function (solid curve) is a two-peak curve, which
means the pathway of protein production has a bifurcation.
The bifurcation separates the bacterial cells into two sub-
populations. In one subpopulation, cells produce protein at a
slower rate. There is a lower number of proteins in the cells.
The less the number of protein monomers is, the less the
numbers of activated protein complexes and dimers are as
well. Then, most of the time, the gene is in the unoccupied
state and the protein production rate becomes even slower.
As time goes on, this group of cells reaches steady state with a
lower protein number. The other subpopulation goes in the
opposite direction. Faster protein production causes higher
number of dimers and puts the gene in the occupied state
more frequently, resulting in much faster protein production
rate. Hence cells in this group reach steady state with a higher
protein number. The distribution discussed here is a steady-
state distribution.
We can establish that the ﬂuctuation between DNA0 and
DNA1 plays an important role in the existence of bistability
by trying different values for K. The value for K in Table 2 is
1 min1, which is a moderate rate for the binding of dimer to
DNA0 and can cause a bistable distribution as shown in Fig.
3. Next we set K¼ 0.1 min1, in which case it is hard for the
dimer to bind DNA0. Then the distribution has only one peak
at a low protein number (Fig. 4). Finally we set K ¼ 10
min1, for which the binding of dimer to DNA0 is very rapid.
TABLE 3 Values for rescaled parameters
Parameters Values
a0 0.02
b 0.175
k 64
mo 400
FIGURE 3 Distribution of protein monomer (free SdiA) number for the
simpliﬁed model. (Solid curve) Analytical steady-state distribution of
monomer number. (Bar graph) Distribution obtained from SPN simulation
after 50 min.
TABLE 2 Parameters of simpliﬁed model
Parameters Values
a1 1000 min
1
a0 20 min
1
d 2.5 min1
b 28
K 1 min1
u* 1000
L* 0.25 min1
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The distribution is shown in Fig. 5 and it has only one peak at
a high protein number.
Stochastic simulation
In this work, stochastic simulation is realized with stochastic
Petri networks (SPN). An SPN is a mathematical formalism
for representing and simulating events that are stochastic and
discrete. Goss and Peccoud (24) showed that they are a very
good tool for the stochastic simulation of molecular biolog-
ical systems and since then they have been used more ex-
tensively for this purpose. The SPN for the simpliﬁed model
is constructed and shown in Fig. 6. Cell activities like gene
expression, molecular binding and unbinding, are all de-
scribed as chemical reactions. In the SPN the tokens (circles)
represent the chemical species including DNA, mRNA,
proteins, and signal molecules. The transitions (vertical lines)
represent the chemical reactions, with arrows pointing from
reactants and into products. For second-order reactions, there
are input and output gates (triangles) in Fig. 6, indicating
preconditions and effects of the transition ﬁring, because
reactants and products of the corresponding reactions involve
two molecules. The Mobius software package is used to
simulate the SPN. This software is available from the Per-
formability Engineering Research Group (PERFORM) at the
University of Illinois at Urbana-Champaign (25). Fig. 6 and
all other ﬁgures in this article showing SPN representations
were created in Mobius.
The result of the SPN stochastic simulation after 50 min is
the bar graphic in Fig. 3, which matches the analytically
obtained steady-state distribution (solid curve) very well. The
analytical steady-state distribution is derived from master
equations with the two approximations mentioned above
(11). Both master equations and SPN suppose that the reac-
tions are Markov chains in which the probability of reaction
depends on current molecule numbers (2,24). Hence, since
the two methods are based on the same stochastic founda-
tions, one would expect the results to match well.
The analytical steady-state distribution can predict the
long-run trend of stochastic simulation. The distribution from
the stochastic simulation is not a steady-state distribution.
Unlike the steady-state distribution, which is independent of
initial condition, stochastic simulations with different initial
conditions may result in different distributions. However, as
long as the system evolves for long enough time, stochastic
simulation can reach the same steady-state distribution from
any initial condition. In Fig. 3 the two distributions match
very well because we choose a proper initial condition. From
this initial condition the cell can almost reach steady state
within a single generation time. (The time length of 50 min is
an approximate generation time of E. coli cells.)
Deterministic simulation
With small-noise and fast-noise approximations, the deter-
ministic ODE for the simpliﬁed model is (11)
dx
dðdtÞ ¼
ba01 x
2
b1 x2
 x: (18)
Note that scaled time dt should be used here, while in Kepler
and Elston (11) the corresponding equation uses t. The ODE
solution is shown in Fig. 7.
FIGURE 6 SPN for simpliﬁed model.
FIGURE 5 Distribution of protein monomer (free SdiA) number for the
simpliﬁed model with high rate of binding of dimer to DNA0 (K¼ 10 min1
so k ¼ 640).
FIGURE 4 Distribution of protein monomer (free SdiA) number for the
simpliﬁed model with low rate of binding of dimer to DNA0 (K¼ 0.1 min1
so k ¼ 6.4).
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Comparison between the deterministic and the stochastic
simulation indicates the existence of bifurcation. For mono-
stable systems, the stochastic mean is close to the determin-
istic path, and as a result such systems can be adequately
described in deterministic form. However, the system we are
examining is a bistable system. Therefore, from the same
initial condition with protein monomer number equal to 56,
the stochastic mean (circles in Fig. 7) does not match the
deterministic path (bold solid curve in Fig. 7). We can also
see that the standard deviation for the stochastic simulation
(bar graph in Fig. 7) is very large, which indicates the bi-
furcation of the cell population.
The deterministic model has a switch point between 78 and
79 molecules in Fig. 7. The two deterministic paths starting
above and below the switch point (thin solid curves) verify
the existence of bifurcation. Initial number of protein mono-
mer higher than the switch point leads to the higher stable
steady state. And lower initial protein monomer number leads
to the lower stable steady state. Of course, for the stochastic
simulation, although the initial condition is below the de-
terministic switch point, a cell subpopulation at high SdiA
number is also obtained, as clearly shown in Fig. 3.
ANALYSIS OF FULL MODEL
Stochastic simulation
The SPN of the full model is shown in Fig. 8. As we men-
tioned before, gene expression is separated into transcription
and translation. Activation and dimerization are not consid-
ered as one step here. The result shown in Fig. 9 is the dis-
tribution of protein monomer number in cells with 50-min
age for the full model.
The distribution in Fig. 9 is very similar to that of the
simpliﬁed model. First, as in the stochastic simulation result
for the simpliﬁed model, there is bistability in the distribution
for the full model. Hence the full model also predicts the
stochastic bifurcation for the positive autoregulation net-
work, which veriﬁes the conclusions from the simpliﬁed
model. Second, the shapes of the distributions from the two
models are quite similar. For both the simpliﬁed and the full
model, the peaks at the lower number of protein monomer are
tall and thin, indicating that within this group of cells, the
ﬂuctuations of protein number are small. The peaks at the
higher protein number are more ﬂat, so the ﬂuctuations in
those cells are relatively large.
The higher-number peaks in Figs. 3 and 9 are not in exactly
the same position. This is because of the second assumption
for the simpliﬁcation from the full model to the simpliﬁed
model. In the simpliﬁed model, the free signal molecule
number is assumed to be equal to 500. In the full model, we
assume the total number of all forms of signal molecules,
including free signal molecules and signal molecules in the
form of activated protein complexes and dimers, to be a
constant equal to 600. However the difference between the
two peak values is not signiﬁcant (at ;50). Therefore the
simpliﬁcation of the full model does not change the peak
positions signiﬁcantly. (It should be noted that the selection
of 600 as the total number of signal molecules was also
guided by the deterministic steady-state analysis discussed in
the next section.)
FIGURE 8 SPN for full model.
FIGURE 7 Protein monomer (free SdiA) number versus time for the
simpliﬁed model. (Circles) Mean of stochastic simulation; bar graphs show
the standard deviation. (Bold solid curve) Deterministic path from 56 initial
protein monomers, which is the same initial condition as that of stochastic
simulation. (Thin solid curves) Deterministic paths from the initial condi-
tions above and below the switch point.
FIGURE 9 Distribution of protein monomer (free SdiA) number for the
full model.
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An important reason for using the model simpliﬁcation is
that for the full model we cannot obtain an analytical distri-
bution as we did for the simpliﬁed model. So we have to
simplify the full model ﬁrst, and obtain a mathematical de-
scription for the simpliﬁed model. Such a description of the
distribution allows a detailed analysis of the effect of dif-
ferent parameters on the presence or not of stochastic bi-
stability (11).
As we discussed earlier, the analytical distribution matches
the simulation distribution for the simpliﬁed model very well,
and the stochastic simulation distributions of the full and the
simpliﬁed models are very similar. Hence, the result obtained
from mathematical analysis of the simpliﬁed model can be
expected to be applicable to the full model.
Deterministic steady-state analysis
In the previous section, we determined that the analytical
distribution for the simpliﬁed model can suggest the steady-
state distribution for the full model. SPN simulation can
further provide distributions for the full model at ﬁnite times.
However, the direct mathematical analysis for the full model
is very difﬁcult. Often a deterministic analysis can indicate a
pathway bifurcation that may also be present in the stochastic
system. Here we examine the use of deterministic analysis as
an indicator for the bistable distribution of the full model.
First, for simplicity of notation, a variable z is deﬁned as
equal to the number of dimers:
z ¼ ½Dimer: (19)
At the deterministic steady states, protein production and
degradation in Fig. 1 are in balance:
a0½DNA01a1½DNA1  d½SdiA ¼ 0: (20)
In Eq. 20 the third term is the degradation rate of protein. The
summation of the ﬁrst two terms is the production rate of
protein, in Eq. 7. Equation 7 is used for the simpliﬁed model,
but at the deterministic steady states it can also be used for the
full model, because the simpliﬁcation was based on the
assumption that [mRNA] is at steady state.
In Fig. 1, the transition of gene states of the full model is at
equilibrium:
½DNA0
½DNA1 ¼
b
z
: (21)
Furthermore, the gene states can be normalized to a single
gene. Then we have
½DNA01 ½DNA1 ¼ 1: (22)
From Eqs. 20–22, the steady-state protein monomer
number is obtained as
½SdiA ¼ a0
d
b
b1 z
1
a1
d
z
b1 z
: (23)
At steady state, activation, and dimerization in Fig. 1 are at
equilibrium. So we obtain
ua ¼ ½SdiA½AI2½SdiAact ; (24)
ud ¼ ½SdiAact
2
½Dimer : (25)
Multiply Eq. 25 by the square of Eq. 24, and use Eq. 19 to
obtain
½AI2 ¼ ðuzÞ1=2½SdiA1 ¼ ðuzÞ1=2 dðb1 zÞ
a0b1a1z
; (26)
where u ¼ ua2 ud.
From Eq. 25, the number of activated protein complex is
expressed as
½SdiAact ¼ ðudzÞ1=2: (27)
From Eqs. 21 and 22, the number of DNA binding dimer is
½DNA1 ¼ z
b1 z
: (28)
When we consider the total signal molecule number, we must
count free signal molecules, signal molecules binding to the
activated protein complex, and those binding to dimers (in-
cluding the dimer binding DNA). Therefore the total number
of signal molecules is
½AI2total ¼ ½AI21 ½SdiAact12½Dimer12½DNA1
¼ ðuzÞ1=2 dðb1zÞ
a0b1a1z
1ðudzÞ1=212z1 2z
b1z
:
(29)
Equation 29 is used to obtain a plot of [AI2total] as a function
of z, shown in Fig. 10. The full model assumes that the total
number of signal molecules is a constant. It can be found
from Fig. 10 that when this constant is within a certain range,
the curve has more than one intersection point with the
FIGURE 10 Total signal molecule number ([AI2total]) versus z([Dimer]).
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horizontal line, which means that the deterministic model has
multiple steady states. In these cases, pathway bifurcation is
possible and the stochastic distribution may also be bistable.
Therefore the curve for [AI2total] versus z can indicate the
existence of bistability.
Let us suppose that the total AI-2 number is equal to 600,
as it was in the stochastic simulation. Then the points A–C in
Fig. 10 represent three steady states. The protein monomer
number at each steady state is calculated from Eq. 23 and
shown in Table 4. Consider a point between A and B. In that
case the steady-state total signal number is higher than the
actual total signal number. This means there are not enough
signal molecules, so the dimers and activated complexes will
disassociate and their number will decrease. The system goes
to point A. As for a state between B and C, the actual signal
number is higher than the steady-state total signal number.
This means there is a surplus of signal molecules, so more
activated complexes and dimers will form and the state goes
to point C. Therefore A and C are stable states for the de-
terministic model and B is a switch point. The protein mono-
mer numbers for A and C are close to the peaks in Fig. 9.
DISCUSSION
We present two gene-regulation network models, both of
which contain positive autoregulation. In the full model,
shown in Fig. 1, the positive autoregulation is mediated
through signal molecules. The gene product protein binds
signal molecules ﬁrst, then forms dimers which subsequently
bind the gene and improve its expression. In the simpliﬁed
model, shown in Fig. 2, no signal molecule is involved. The
gene product protein forms a dimer directly, then the dimers
upregulate the gene expression. The simpliﬁed model can be
obtained from the full model with two simpliﬁcations.
Both models can exhibit bistable distributions of protein
numbers as shown in Figs. 3 and 9, which means that an
initially uniform cell population can evolve into two sub-
populations. Cells in one population have low protein num-
bers, while cells in the other have high protein numbers. The
bistability of the two models is the result of the positive au-
toregulation mechanism and their stochastic nature. How-
ever, obtaining the bistable protein number distributions for
the two models involves different levels of difﬁculty. For
comparison purposes, on a standard single processor, our
SPN simulation takes .10 h for the full model, when one
thousand batches (single path simulations) are used to obtain
the distribution. For the simpliﬁed model, the same type of
simulation takes ,1 h. The calculation of the analytical
steady-state distribution for the simpliﬁed model is essen-
tially instantaneous, but it requires the additional small-noise
approximation, which requires large protein number, and the
fast-transition approximation, which needs fast but ﬁnite
transition between the gene states.
Let us further discuss the meaning and effect of the two
simpliﬁcations we introduced. The ﬁrst is that the transcrip-
tion and translation steps are merged into one single step of
gene expression, which assumes the mRNA number is al-
ways at steady state and can be calculated from Eq. 6. This
assumption has two effects. One is that the dynamic simu-
lation is faster because the time it takes for mRNA number to
reach steady state is ignored. This effect is not important
though, when considering steady state or long times in sim-
ulation. The second effect is caused by ignoring the ﬂuctu-
ation of mRNA number, because with this assumption, when
the full model is at steady state and the state of the gene does
not change, the mRNA number is ﬁxed. The mRNA ﬂuctu-
ation does not play an important role in the presence or not of
bistability. In the simpliﬁed model, the ﬂuctuation in the gene
states can induce bistability, while the ﬂuctuation of mono-
mer number can reduce bistability (11), suggesting that the
ﬂuctuation in gene states is the main source of bistability. The
results in Fig. 3–5 have conﬁrmed this point. The fact that
the distributions in Fig. 3 and Fig. 9 are both bistable and
have similar shapes, indicates that mRNA ﬂuctuation is
mostly unrelated to bistability and does not have a signiﬁcant
inﬂuence. The peaks in Fig. 3 are a little thinner and higher
than in Fig. 9, indicating that ignoring the mRNA ﬂuctuation
only causes a slight reduction of the protein number ﬂuctu-
ation. Therefore, the second effect is also not important and
the assumption behind this simpliﬁcation is good.
The second simpliﬁcation is that the activation and di-
merization of protein monomers are combined into one step.
Here it is assumed that the number of unbound signal mol-
ecules is a constant. This assumption can inﬂuence molecule
numbers at steady state. This is why the position of the peak
for the higher protein number in Fig. 3 has an observable
difference from the position of the corresponding peak in Fig.
9. To avoid unacceptable differences, the steady-state free
signal number for the full model cannot be too far away from
the assigned constant value in the simpliﬁed model. For this
simpliﬁcation, there is an additional assumption that acti-
vation is much faster than dimerization so that it can be
considered at quasi-equilibrium. However, usually even di-
merization is fast enough to be thought at equilibrium (11).
So this assumption is expected to be reasonably satisﬁed.
The discussion above indicates that the number of signal
molecules present can be a determining factor on the pres-
ence or not of stochastic bistability. The difﬁculty involved in
the direct mathematical analysis of the full stochastic model
led us to consider the use of the corresponding deterministic
model. We saw that such an analysis can be a very useful
indicator of stochastic bistability. Furthermore, we were able
to directly focus on the effect of the number of signal mol-
TABLE 4 Steady states when [AI2total] ¼ 600
Steady states A B C
[Dimer] 0.1394 3.8215 39.9287
[SdiA] 9.9422 55.0765 238.4189
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ecules as shown in Fig. 10. This supports that further work is
needed in connecting the signal-mediated positive autoreg-
ulation model with uptake models for the signal molecules.
We have such work underway for the AI-2 uptake in E. coli.
Finally, we note that the transient simulation results in Fig.
7 indicate that stochastic simulation is essential for a bistable
system. For a monostable system, the mean for the stochastic
simulation usually matches the deterministic path and the
standard deviations are relatively small. Therefore, determin-
istic simulation is usually sufﬁcient and the time-consuming
stochastic simulation may not be necessary. However, for a
bistable system, the mean path for the stochastic simulation
lies between the two deterministic stable steady states, while
the deterministic simulation only goes to one of the two stable
steady states depending on the initial condition. As for the
standard deviations, they are very large as a result of the
development of two distinct cell subpopulations.
Veriﬁcation of the possible presence of bistability in SdiA
regulation might be based on the involvement of the protein
in cell division. A bifurcation in a division-promoting protein
number distribution may lead to a cell age distribution with
distinct subpopulations that exhibit differences in character-
istics that may be experimentally observable.
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