Abstract-We present a method for binary classification using neural networks (NNs) that performs training and classification on the same data using the help of a pretraining heuristic classifier. The heuristic classifier is initially used to segment data into three clusters of high-confidence positives, high-confidence negatives, and low-confidence sets. The high-confidence sets are used to train an NN, which is then used to classify the lowconfidence set. Applying this method to the binary classification of hair versus nonhair patches, we obtain a 2.2% performance increase using the heuristically trained NN over the current stateof-the-art hair segmentation method.
have low contrast between the hair color and background color, since this classification method is primarily based on color information. Wang et al. [5] first used active segmentation with fixation to find a good candidate hair region, and then graph-Cut was used to refine this region. Next, Bayesian method was applied to find hair seeds in the image, and an support vector machine (SVM) classifier and the graph-Cut were used to produce the final segmentation result.
The second group of prior work is based on the matching/optimization of a rough estimate of the hair mask. Wang et al. [6] first constructed coarse hair probability maps (Coarse HPMs) based on the color and location prior for the training images (with known manually labeled ground truth) and the test image. Then the author learned the relationship between the Coarse HPM of the test image and the training images (a set of parameters is obtained to represent this relationship). Those parameters are used to combine the ground truth in the training set to obtain the final segmentation result (since hair with similar Coarse HPM should be segmented similarly). In [7] , a mixture model was first built based on the hair color and location information to get a rough estimate of the face, hair, and background regions. Then, graph-Cut or loopy belief propagation algorithm was used to optimize the resulting Markov network for the hair segmentation task. Wang et al. [8] first generated part-based model for the input image and the used Markov random field to obtain the final segmentation result.
The third group of prior work is based on a mixture of different techniques. For example, Wang et al. [9] used a compositional model consisted of techniques, such as divide-andconquer and dual-level conditional random fields to perform hair segmentation.
Finally, several other prior works were based on heuristics, where the first step is usually to find good candidates for the hair region (hair seeds) based on a prior probabilistic hair mask or fixed location relative to the face. The final segmentation result is obtained by matting or compared with the hair seeds for the rest of the image. For example, Aarabi [10] first built a hair color model and a hair gradient model based on plausible hair regions in the input image. Then, the hair patches in the image were compared with the hair color model and hair gradient model for the final hair segmentation result. Julian et al. [11] first found the upper hair part by minimizing an energy, which used active shape and active contour. Then, a pixelwise optimization technique was used to further improve the segmentation result around the upper hair part. Another prior approach was to perform matting on a binary mask created by the frequential and color analysis of the hair location [12] . However, this method is highly sensitive to the accuracy of the face detection, and the hair model is built based on a head area defined based on experience. Yacoob and Davis [13] first built a color model based on some plausible hair regions above the forehead and then performed region growing based on the color distance of the current patch to the hair color model.
At the same time, with some minor modifications, many other figure-ground or semantic segmentation method can be applied to hair segmentation as well. For example, GrabCut is a standard technique for foreground-background segmentation that applies graph cut iteratively in order to obtain an optimal result [14] . Shotton et al. [15] used textons to model the shape and texture of objects. Boosting was then used for unary classification and feature selection. Finally, image segmentation was performed by incorporating the boosted classifiers into a conditional random field. Even though not directly related, hair segmentation is also performed in applications, such as clothes parsing [16] and human parsing [17] . In these two cases, parsing was performed based on the matching to some predefined template/training photos. However, since the main goal of these two approaches is not hair segmentation, the segmented hair is usually not very accurate. With enough training images, more recent works, such as fully convolutional network [18] and recurrent neural networks (NNs) [19] , also have the potential to achieve good hair segmentation results.
Another method for hair segmentation would be to use machine learning to understand the unique visual differences of hair patches and to classify the entire image without the need for heuristics. The idea of machine-learning-based techniques is to train a detector to automatically select good features for hair segmentation. There are two classes of machine learning techniques: supervised learning (inferring a function from labeled training data) and unsupervised learning (inferring a function from unlabeled training data). The most popular unsupervised learning technique used in segmentation problems is clustering, where we try to put similar objects into the same group [20] , [21] . On the other hand, with supervised learning, we first use labeled training data to train a classifier, and then, use the trained classifier to perform the segmentation task on the entire image. In the training process, the classifier will automatically learn good features and parameters based on the training samples. There are many supervised learning algorithms that are used for image segmentation, such as support vector machine [22] , [23] , decision trees [24] , [25] , and NN [26] , [27] .
In this paper, we focus specifically on image segmentation with NNs, especially deep NNs (DNNs). Generally, DNNs refer to NNs with more than two hidden layers [28] . Compared with shallow architectures (NNs with one or two hidden layers), it is presumed that the DNNs process information in a way that is closer to the human brain, especially the human visual system [29] . With a deep architecture, the inputs in an NN can be represented in a hierarchical way, with multiple levels of abstraction [28] . This deep architecture is particularly useful for hair segmentation, since the appearance of hair can be quite different across images. A DNN models the hair appearance through different levels of abstraction, where each abstraction consists of activating different hidden units in a hidden layer [28] . However, a DNN is harder to train compared with a shallow architecture.
Throughout this paper, we are going to explore NNs with both shallow and deep architectures and evaluate their performance on hair segmentation. As a point of comparison, in Section III, we first implement a regular NN that learns from hair and nonhair patches taken from different images. The trained NN can then be used to segment hair in any input image. Then, in Section IV, we discuss the heuristically trained NNs (HNNs). The HNN first segments each input image into three clusters of high-confidence positives, highconfidence negatives, and low-confidence sets with a heuristicbased classifier. The high-confidence sets are used to train an NN, which is then used to classify the low-confidence set.
The main contribution of this paper is the idea of training NNs in the absence of large labeled training data using heuristically obtained labels (we call it HNN HNN). While this idea is fairly simple, we will show that this method of training does improve classification performance in the field of automatic hair segmentation. We believe that this type of training can also be applied in other areas and potentially make a significant contribution in other NN application areas, where large labeled training data are not available.
II. NEURAL NETWORKS BACKGROUND
The NN is one of the most popular machine learning techniques. It has been used in many different areas, such as image classification [27] , [30] , speech recognition [31] , [32] , and language parsing [33] , [34] . Even though we did not find any prior work of using NNs for hair segmentation purposes, the NNs have been widely used in many other image segmentation and classification problems. Image segmentation with NNs can be categorized into two groups: image segmentation based on pixel data and image segmentation based on features [35] .
Pixel-data-based segmentation segments images directly from pixel or voxel data [35] . For example, Lienhart and Wernicke [36] trained a multilayer feedforward NN to localize and segment text from images and videos at fixed scale. Furthermore, Bhandarkar et al. [37] used a hierarchical self-organizing map to perform multiscale image segmentation. In this case, the output of one self-organizing map was used as the input to the next self-organizing map. The hierarchical structure of the self-organizing map overcame the limitation of the single-layer self-organizing map by producing various levels of abstraction in the feature space. In addition, instead of using only a single NN, researchers have also tried to combine different NNs together using a hierarchical approach. In such a system, one or more NNs are used to extract different features and the outputs of these NNs are fed into another classifier for final segmentation. For example, Reddick et al. [38] used a hybrid NN to perform the segmentation and classification of multispectral magnetic resonance images. They first used a Kohonen self-organizing NN for segmentation and then a multilayer feedforward NN for classification. Girshick et al. [39] first fed region proposals into a convolution NN for feature extraction. The features were then passed into an SVM for classification and segmentation.
On the other hand, instead of feeding raw pixels into the NN, precomputed feature vectors are passed into the NN in feature-based segmentation. For example, Egmont-Petersen and Pelikan [40] first selected eight features that characterized the local texture in the neighborhood of a pixel. Then, they used these features to train an NN to segment radiographic images. Zhao and Thorpe [41] first extracted gradient features from candidate regions. Those intensity gradients were then passed into a trained NN for pedestrian detection and segmentation.
III. DEEP NEURAL NETWORK-BASED HAIR SEGMENTATION
In this section, we will discuss two slightly different systems based on a generative model and a discriminative model. The generative model is used as either a feature extractor or a preconditioner for the weights in the discriminative model. Before we describe how we combined these two models in the above-mentioned two scenarios in detail, we will describe the detailed structure of the generative model and discriminative model first.
There are many different generative models, such as the Gaussian mixture model and the hidden Markov model. In this section, we use a generative model called the restricted Boltzmann machine (RBM). The RBM is more suitable in this case, since it is very easy to train and it can be used to pretrain the NNs.
The training samples to the RBM are generated in the following way. For each input image in the training set, we generate image patches of a fixed size (e.g., 4×4 pixels) using a sliding window. For each image patch, we do the following.
1) Normalize the pixel values of R, G, B channel by dividing the values by 255. 2) Concatenate the normalized pixel values in each of the R, G, B channel to construct three vectors, one for each channel. 3) Concatenate the three vectors constructed in Step 2 into a single vector. This vector is used as an input vector to the RBM. 4) Based on the corresponding precut hair mask for the input image, label the current image patch as a hair patch or nonhair patch. The RBM is trained with contrastive divergence gradient estimator with 1 full Gibbs update (CD-1) [42] . After the training stage, the weights of the RBM are stored. The weights are to be used later on by the discriminative model.
The goal of the discriminative model is to classify the inputs as hair or nonhair. The general structure of an NN is shown in Fig. 1 . During the training stage, the training samples are first shuffled into random order and then fed into the NN one by one. Other than the output layer, a bias unit is added to each layer of the network. The input for each hidden unit and output unit is generated by summing together all the inputs and bias connected to that unit and then passing into an activation function. The activation function to all the hidden units is the rectified linear unit activation function and the activation function to the output units is the SoftMax function. We are interested in binary classification in this case so the output layer only contains two nodes (probability for the sample being positive and the probability for the sample being negative).
The NN is trained with the usual backpropagation algorithm with a mini-batch size of 100. The learning rate is initialized to a relatively larger number and decreases in each epoch to prevent random oscillations as the optimization process gets closer to a local optimum. At the same time, momentum is also used in the training procedure.
In order to prevent overfitting to the training samples, several regularization techniques are used to train the NNs, including early stopping and dropout [43] .
A. Using Generative Model as a Feature Extractor
An overview of the proposed algorithm is shown in Fig. 2 . For the hair segmentation task, it is difficult to define the features that best separate hair from the rest of the image. Therefore, our proposed algorithm first uses a generative model to find features from the input images, and then passes those features into an NN for further classification. In other words, we first train an RBM with the training set and save the weights of the trained RBM. When we train the NN, we first pass the raw inputs into the trained RBM, and the outputs of RBM are passed into the NN as inputs.
B. Using Generative Model to Pretrain the Weights of the Neural Network
It has been found in the past that it is very difficult to train a DNN as its cost function is highly nonconvex [44] . This nonconvexity property makes it very easy to get stuck at local minima that do not perform well on the testing set [44] . However, if we pretrain the weights of the NN with a generative model instead of initializing them randomly, the DNN is able to achieve much better performance [44] .
The most common approach to pretrain the NN is to first train a deep belief net (DBN) and then use the weights of the DBN to initialize the weights in the NN [45] . A DBN is constructed by stacking several RBM together and it can be trained with a greedy approach [45] . Then, once we have initialized the weights in the NN, we can just train the NN using the backpropagation algorithm.
C. Postprocessing
During the testing stage, one effective way to reduce false positives is to apply a hair occurrence prior probability model to the output of the NN. An example of the hair occurrence prior probability model is shown in Fig. 3 . The prior model is produced by first resizing the face bounding box of each precut hair mask to the same size. Then, the resized precut masks are superimposed together and normalized to represent the probability of a certain location being hair.
We used hair masks taken from the ModiFace database to produce the prior hair mask. When applying the prior mask, it is first resized to match the size of the face bounding box in the test image, and then combined with the NN result using the following equation:
where c is the combined score, p is the prior mask score, and n is the NN score. Fig. 3 . Visualization of the hair occurrence prior probability model used in this paper. The value ranges from 0 (black) to 1 (white). The intensity/whiteness represents the probability of a pixel location contains hair (a pixel location has a higher probability of being hair if its color is closer to white). This prior model is constructed by superimposing the resized precut hair masks together and then performing normalization.
IV. HEURISTICALLY TRAINED NEURAL NETWORK HAIR SEGMENTATION

A. Introduction
As seen in Section III, training a universal NN for hair segmentation did not perform very well in our case, since this method requires a large number of training images. Instead, in this section, we train an NN for each input image based on the information we collected from a heuristic-based method.
The intuition behind the HNN is to utilize human-defined criteria when taking training samples for the NN. A human being can easily distinguish between hair and nonhair regions in an image based on mainly color and texture information. Similarly, based on human-defined criteria on color and texture, the heuristic-based method can already identify certain hair and nonhair regions with high confidence. We then use those high-confidence regions to train an NN, aiming to apply what it learns from this set to classify the rest of the image, especially the regions, where human-defined criteria cannot effectively classify. In other words, based on the humandefined criteria, an NN is trained and is then used to classify areas, which the human-defined criteria could not.
The idea of selecting the most representative training data to achieve better training efficiency is widely used in active learning [46] [47] [48] . Specifically, Nguyen and Smeulders [49] apply clustering to the training samples so that the classifier only needs to classify the representative samples in each cluster (since samples belong to the same cluster are likely to have the same label). We proposes that the representative samples are usually either the ones in the cluster centers and/or the ones on the boundary of the clusters. Our algorithm is similar to [49] in a sense that it first divides the input images into patches that we can classify with high confidence and the ones that we cannot classify effectively. Then, we train an NN based on the patches in the high-confidence cluster (representative samples), aiming to classify the patches that we could not effective classify before.
B. Overview
As shown in Fig. 4 , there are five main steps involved in performing hair segmentation with HNN for each input image, the first two steps belong to the training phase and the last three steps belong to the classification phase.
1) Generate positive and negative training data based on a heuristic-based method [10] . 2) Train an NN with the generated training data.
3) Divide the input image into the patches of fixed size. 4) Classify each patch in the image with the trained NN. 5) Perform postprocessing steps (cropping eye regions, finding the largest connected component, gap filling, and hair mask blurring mentioned in [10] ) to obtain the final segmentation result.
C. Training Set Generation
Since we aim to train an NN for each image, the positive and negative training samples are taken from each input image based on a heuristic-based method [10] (we call it the "ModiFace [10] " method in this section). To get the positive training samples, we use a larger threshold so that we are more certain that the samples we get are all hair patches. On the other hand, we use a smaller threshold for the negative training samples, since we do not want to include any hair patches in the negative samples.
To obtain the positive training samples, we first select a threshold that is greater than or equal to 0.5 and create a hair mask using the ModiFace [10] method (we call it the "big hair mask" and several samples of the big hair mask are shown in Fig. 5 ). Then, we divide the input image into nonoverlapping patches. For each patch, we check against the big hair mask and include it as a positive sample if all pixels in that patch are hair pixels according to the big hair mask. Due to the larger threshold that is used to generate the positive samples, we often end up with a very small set of positive samples. However, since hair usually follows similar pattern but the hair pattern may orient differently depends on its location relative to the face, we can generate more positive samples by rotating the hair patches. Thus, in order to increase the number of positive samples, we can generate more plausible positive samples by rotating the input image and hair mask Sample hair masks. First row: input image. Second row: big hair mask (used as positive examples). Third row: small hair mask. Fourth row: negative samples generated with small hair mask. As shown in the second row and the fourth row, with appropriate threshold applied, the positive samples only contain high-confidence hair samples, and the negative samples contain high-confidence nonhair samples.
by n degrees each time, from 0 to 360 degrees, where n is the rotation step. We then take the positive patches from the rotated images.
To obtain the negative training samples, we first select a threshold that is less than or equal to 0.5 and create a hair mask using the ModiFace [10] method (we call it the "small hair mask" and several samples of the small hair mask are shown in Fig. 5 ). Then, we divide the input image into nonoverlapping patches. For each patch, we check against the small hair mask and include it as a negative sample if all pixels in that patch are nonhair pixels according to the small hair mask. We do not introduce any rotation to generate more negative samples, since one nonhair patch is rarely a rotated version of another nonhair patch.
After getting the positive and negative samples, we want to mix them up to form a training set. In order to avoid sampling bias in the NN, we want to include the same number of positive and negative samples in the training set. However, it is rarely the case that we end up with exactly the same number of positive and negative samples. Therefore, we generate the training set using the following rules.
1) Take turns to draw samples (without replacement) from positive set and negative set so that we always see a positive sample after a negative sample and vice versa. 2) Always draw negative samples randomly from the negative set. 3) When drawing positive samples, always give preference to the nonrotated samples. If there are still nonrotated positive samples in the positive set, then draw one of the nonrotated samples; when there are no nonrotated samples left, then draw a rotated positive sample (randomly). 4) Assume that there are n negative training samples and m positive training samples. If we have used up all the samples in the negative set, we reset the negative set to the original negative set (the pool that we select negative samples from has n samples again). If we have used up all the samples in the positive set, we reset the positive set to the original positive set (the pool that we select positive samples from has m samples again). In other words, if n > m, then we will use some of the positive samples multiple times in the training set. 5) For minimal training set: Stop drawing samples once we have used up all the positive set or the negative set. 6) For maximal training set: Stop drawing samples once we have used up all the positive set and the negative set.
D. HNN Experimental Results
In this section, we always divided images into 4 × 4 pixels patches, so that the input layer of the NN had 48 nodes. We experimented with an NN with one hidden layer with 96 nodes. The structure of the NN is shown in Fig. 6 . The NN outputted the probability of a patch being hair. We later set a threshold to turn the NN output into a binary hair mask.
Since we performed training directly on individual images, we did not need to divide the database into training set and test set in this section. We performed our testing on 100 images taken from the ModiFace database. The testing result is evaluated based on the F1 score. The F1 score is a standard performance measure based on precision and recall [50] . After getting the precision and recall score, the F1 score is calculated as follows:
The performance of the HNN is highly dependent on the training samples that were used to train it. As mentioned in Section IV-C, we use a big hair mask to generate the positive training samples and a small hair mask to generate the negative training samples. The first item we want to optimize is the threshold we use to generate those two hair masks. From the ModiFace [10] method, we obtain a total score of a pixel being a hair, which is calculated as Modi = color × prior × gradient (3) Fig. 6 . NN structure for HNN. The input layer has 48 input nodes (vectorization of a 4 × 4 color patch) and a bias node. Each hidden layer has 96 hidden nodes plus a bias node, which is twice the size of the input layer. The output layer has two nodes, which represents the probability of the current input being a hair patch or nonhair patch, respectively.
where Modi is the final combined score, color is the color histogram matching score, prior is the prior mask score, and gradient is the gradient matching score at a particular location.
The big hair mask and the small hair mask are created by applying different threshold values to Modi. We use t 1 to represent the threshold we used to create the big hair mask and t 2 to represent the threshold we used to create the small hair mask. In order to optimize the combinations of t 1 and t 2 , we experimented with different combinations of t 1 (0.5 to 0.75 with a 0.05 increment each time) and t 2 (0.1 to 0.5 with a 0.05 increment each time) with a rotation step of 5 and a minimal training set. For each set of model parameter setup, we also need to optimize the threshold we used to turn the NN output into a binary hair mask. We call this threshold t 3 . The F1 score at the best t 3 value for each combination of t 1 and t 2 is shown in Table I . As shown in Table I , the best performance for the HNN hair mask occurs when t 1 is 0.75 and t 2 is 0.2, with an F1 score of 0.7493. Compared with the ModiFace [10] hair mask (F1 score = 0.7439), the HNN hair mask has slightly better performance.
In order to take a closer look at how t 3 affects the performance of the system at the best t 1 / t 2 combination, we fix the training sample thresholds, and experiment with different t 3 values from 0.1 to 0.95 at 0.05 increments. The performance change as t 3 varies with the best training thresholds combination for the HNN hair mask (t 1 = 0.75 and t 2 = 0.2) is shown in Fig. 7 .
The HNN hair mask performance peaks at a relatively large threshold (t 3 = 0.7). This makes sense, since there are 3 values with the best training thresholds combination (t 1 = 0.75, t 2 = 0.2). The graph peaks at a relatively large threshold (t 3 = 0.7), indicating that the optimal performance is achieved when the NN is slightly biased toward the negative patches. naturally more nonhair patches than hair patches in a given image, so the NN has its best performance when it is slightly bias toward the negative patches. The detailed performance at the optimal t 3 (threshold = 0.7) is shown in Table II .
As shown in Table II , the HNN hair mask has higher precision and recall than the ModiFace [10] hair mask, leading to a boost in the F1 score.
Instead of using the minimal training set, where we stop gathering the training samples when we have used up either the positive set or the negative set, we experimented with more training samples by using a maximal training set: keep getting training samples until we have used up both positive and negative sets. With a rotation step of 5°, the F1 score increased from 0.7493 to 0.7633 after the maximal training set was used, as shown in Table III .
Another parameter we want to optimize is the rotation step we use to generate positive training samples. In order to find the optimal rotation step, we experimented with different rotation steps using a maximal training set. The F1 score is shown in Fig. 8 .
As shown in Fig. 8 , the optimal rotation step is 5°. In general, the F1 score is higher when we include more rotations Fig. 8 . F1 score for different rotation steps ranges from 1°to 360°(no rotation is performed for 360°). The optimal rotation step is 5°in this case. In general, the F1 score is higher when we include more rotations in the positive training samples. in the positive training samples. This makes sense since more training samples allow the NN to see more variations in the positive samples and allows it to generalize better for unseen testing patches. The last parameter we want to optimize is the number of hidden layers in the NN. In order to do this, we explored HNN with two and three hidden layers. A deeper NN has more capacity and is able to find more complex features. However, a deeper NN is also easier to get stuck at poor local minima. Therefore, it is necessary to pretrain the weights of the NN as described in Section III-B. We experimented with maximal training with a rotation step of 1. The performance of the HNN with more than one hidden layer is shown in Table IV .
As shown in Table IV , both the HNN with two hidden layers and three hidden layers have a much lower performance when there is no pretraining than pretraining. This shows that pretraining the weights with a DBN is effective in avoiding poor local minima. However, the F1 scores of the HNN with two and three hidden layers do not significantly improve from that of the one-hidden layer HNN (F1 score = 0.7633). Thus, adding more hidden layers in this case does not provide many additional benefits.
E. Runtime
We performed all the experiments on a 2.7-GHz Intel i5 CPU. The runtime breakdown for minimal training and maximal training of the HNN hair mask with a 5°rotation step is shown in Table V . The bottleneck for both cases is during the positive sample generation stage. More specifically, generating rotated positive samples takes the largest percentage of the total runtime in the both the cases (around 50%). This is due to the fact that each time we rotate the image, we need to go through all the pixels in the image to extract the hair patches. At the same time, as we increase the number of training samples, the neural net training time increases significantly. If more layers are added to the neural net, the run-time difference in training the neural net will be more significant.
F. DNN Evaludation
All the training and testing images were taken from the ModiFace database consisting of 100 images along with the corresponding cut-out hair mask for each image (produced by manual hair segmentation).
For each experiment performed in this section, the 100 images are randomly divided into two sets: a training set (50 images) and a test set (50 images). For a patch size of 4 × 4 pixels and a positive to negative sample ratio of 1:1, the training set has approximately 100 000 patches and the test set has approximately 3 000 000 patches. The patches taken in the training set are further divided as training set (80%) and validation set (20%). The training set is used to train the models, and the validation set is used to select the best hyperparameters for a model. The training patches are taken from each training image with an overlapping sliding window. The test images are divided into nonoverlapping patches with the same size as the training patches. In order to make the experiments more robust to outliers, the above-mentioned procedure is repeated ten times for each experimental setup and the average performance of the ten sets is used as the final performance measure.
We experimented with the following parameters, aiming to find the best architecture for the NN.
1) Patch sizes: 4×4 pixels, 8×8 pixels, and 16×16 pixels.
2) Positive sample (hair sample) to negative sample (nonhair sample) ratio in the training set: 1:1, 1:2, 1:3, and 1:4. 3) Number of hidden layers in the NN (each hidden layer consists of 1000 hidden nodes): Zero to four hidden layers. 4) Number of hidden nodes in a hidden layer (with four hidden layers in total): 500, 1000, and 1500 hidden nodes. 5) The use of generative model: Using the generative model as a feature extractor and using the generative model to pretrain the NN. The best performance was achieved with a patch size of 16 × 16 pixels, a positive to negative sample ratio of 1:2, and an NN that was pretrained with a generative model (with four hidden layers, each hidden layer had 1000 hidden nodes). The best performance achieved by this NN was an F1 score of 0.6316. This is rather a poor performance for the hair segmentation task. We suspect that the main reason for this poor performance is the lack of training images. In order to improve the performance of the NN, many more training images need to be used. However, more training images are not easy to obtain, since the most accurate way to produce the ground truth hair mask for an image is manual segmentation. Therefore, producing many more training images is a very tedious and time-consuming task.
Four successfully segmented hair samples are shown in Fig. 9 and four failure cases are shown in Fig. 10 .
When comparing the classification results for professionally shot images with user-uploaded images, the performance for professionally shot photos is much better in general. This is mainly due to the fact that user-uploaded photos have much larger variations in terms of background, lighting condition, and viewing angle. Therefore, the hair segmentation with useruploaded photos is much more difficult in comparison. Using more user-uploaded photos in the training stage might help to improve the performance, since it can help to capture many more hair variations in the user-uploaded photos.
G. Results Comparison
In this section, the goal is to compare the HNN with other hair segmentation techniques. In order to have a fair comparison with the DNN (which requires a training set and a testing set), we constructed a training set and a test set by dividing the images randomly into two sets (so that each set has 50 images). We constructed ten of such sets. The final performance is the average performance of the ten sets. Since we do not need training sets for the other methods, we just ignore the training sets when constructing the hair masks (i.e., the performance for each set only depends on the test set).
The comparison results are shown in Table VI . We first compared with a shallow NN and a DNN mentioned in Section III. We can see that adding in more hidden layers to the NN helped to improve performance, but the DNN, in general, still performed much worse than the HNN. We then experimented with both the original ModiFace heuristics method [10] and version implemented for this paper (used to take training samples). Both versions achieved very similar performance. We also experimented with the Wang et al. [4] , [5] , Yacoob and Davis [13] method, and GrabCut [14] methods. Since the goal of this paper is to segment hair without manual inputs, instead of initializing the foreground (hair) and background (nonhair) region manually in GrabCut [14] , we initialize those regions automatically based on the prior hair mask and the face bounding box.
In addition, we have implemented a new hair segmentation algorithm that utilized the line-detection techniques mentioned in [1] and [2] . In this case, we first performed Canny edge detection [51] to detect edges in each input image. We then divided the edge map to the small patches of fixed size (we used 24 × 24 pixels in this case) and counted how many connected lines there were in each patch. Across all the hair patches, we could then fit the data to a Gaussian distribution and estimate the probability of a patch being hair based on the number of connected lines it contains. This probability function was the main piece of information we used to classify each input image. In addition to the number Sample outputs comparison. First row: input image. Second row: ModiFace hair mask output [10] . Third row: HNN hair mask output. When comparing the second row and third row, we can see that more details can be detected by the HNN hair mask, resulting in a more accurate result.
of connected lines, we also calculated the average grayscale hair intensity based on three boxes at fixed location relative to the facial coordinates for each image. This information was compared with the average grayscale intensity of each patch to rule out errors. Finally, the postprocessing steps mentioned in Sections III-C and IV-B were applied to further enhance performance. As shown in Table VI , the HNN has a similar recall, but a much higher precision compared with this linedetection method.
As shown in Table VI , the HNN outperforms all other methods overall. It improves the performance of the ModiFace heuristic method [10] by 2.2%.
Some sample outputs of the ModiFace hair mask [10] and the HNN hair masks are shown in Fig. 11 .
Figs. 12 and 13 show two examples that compare the output of the ModiFace hair mask [10] and the HNN hair mask in more details. In each example, we first constructed an aggressive hair mask by using a smaller threshold for the ModiFace hair mask [10] (first column in each image). This hair mask gets a large portion of the ground truth, but also gets many errors. We then constructed a conservative hair mask by using a bigger threshold for the ModiFace hair mask [10] (second column in each image). This hair mask contains less errors, but misses a large portion of the ground truth. The last column in each image shows the HNN hair mask. It gets a large portion of the ground truth, while not getting many errors. It is also able to detect some hair regions that were detected by neither the aggressive hair mask nor the conservative hair mask. This indicates that the HNN hair mask has learned something new from the training samples and is more effective in hair segmentation. [10] and the HNN output. First column: Result of using an aggressive ModiFace hair mask [10] . Second column:Result of using a conservative ModiFace hair mask [10] . Third column: HNN. We can clearly see that we have detected some new hair regions with HNN. Fig. 13 . Second sample comparison between the ModiFace hair mask [10] and the HNN output. First column shows the result of using an aggressive ModiFace hair mask [10] . Second column: Result of using a conservative ModiFace hair mask [10] . Third column: HNN output. Again, the HNN is able to achieve better performance (with some newly detected hair regions) compared with the ModiFace hair mask [10] .
H. Evaluation Based on Performance Score
Even though the F1 score is a standard way of measuring performance, it is not necessarily the best metric to measure the performance for hair segmentation. In this case, we added a second evaluation metric called the performance score. The performance score is calculated based on two quantities: accuracy and overestimation. Accuracy measures the percentage of the precut hair mask (ground truth) that was captured by the output produced by the proposed algorithm. Overestimation measures the percentage of pixels that were wrongly classified as hair pixels (those pixels were nonhair pixels in the ground truth) by the proposed algorithm compared with the precut hair mask.
The best model has the highest score based on the following equation:
where p is the performance score, a is accuracy, and e is overestimation.
The performance score is a suitable measure of the performance, since we want a high accuracy and a low overestimation. However, in many cases, the difference between the accuracy and overestimation is the same for many different model settings. In this case, we favor high accuracy over low overestimation, since the goal of the system is to detect hair in the input images.
The performance scores of the different hair segmentation methods shown in Table VI are listed in Table VII. As shown  in Table VII , the HNN also achieves the best performance in terms of performance score and improves the performance of the ModiFace heruistic hair mask [10] by 9%.
V. CONCLUSION
In this paper, we present a method for binary classification using the NNs that performs training and classification on the same data using the help of a pretraining heuristic classifier. The heuristic classifier is initially used to segment data into the three clusters, high-confidence positives, high-confidence negatives, and low-confidence sets. The high-confidence sets are used to train an NN, which is then used to classify the low confidence set. Applying this method to the binary classification of hair versus nonhair patches, we obtain a 2.2% increase using the HNN over the current state-of-the-art hair segmentation method.
There are many aspects of this paper that can be improved in the future. First of all, we can improve the run time of the HNN by optimizing the code with parallel programming or implementing the model on a graphics processing unit (GPU). We also plan to expand the hair database so that we can test the proposed model on more photos. At the same time, once we have a larger database, we can include more comparison with the state-of-the-art techniques, such as the fully convolutional network [18] and recurrent NNs [19] . Finally, it is also possible to test the HNN on other segmentation problems, such as clothes parsing.
