We propose a novel shape model for object detection called Fan Shape Model (FSM) 
Introduction
In this paper, we present a flexible shape model, named Fan Shape Model (FSM). As shown in Fig. 1 , a folding fan is composed of slats (connected with a thin material, e.g., fabric or paper) that revolve around a pivot. Similarly, FSM is composed of rays that may revolve around a center point. Each ray corresponds to a part of the object, and the spatial distribution of the parts is modeled by restricting the range of flexibility of their rays. As is the case for a folding fan, the neighborhood structure of rays, and consequently their order, is preserved during the deformation. This is one of the key features that provides the discriminative power of FSM. On the other hand, the ray flexibility offers FSM high tolerance to shape variation within class.
FSM is learned from segmented objects in training images. Learning starts from shape matching. Across different shapes belonging to the same object category, the corre- * Part of this work was done while the author was at Temple University. spondence of parts is first established by matching. Shape deformation is modeled with distributions of ray parameters. We stress that learning FSM only requires positive training images, which makes the learned models universally applicable. We demonstrate this fact in Fig. 2 , where we use a bottle FSM trained on ETHZ dataset [11] to detect bottles on PASCAL dataset [7] .
Scale variance is big challenge for object detection. To deal with this problem, the current methods either scale their shape models or the testing images. Either way, the computational cost is multiplied by the number of scales. In contrast when using FSM for object detection, we use local edge pixel voting for scale estimation. Then the final evaluation is only performed at the estimated best scale at a given image location.
Recently, most shape based object detection methods use bottom-up image contours, such as [10] , [22] , [25] and [15] . Given a gray scale image, edge pixels are obtained by edge detector, such as Canny [3] or Pb [18] . Based on the edge pixels, image contours are obtained using an edge-linking algorithm, and the obtained contours are utilized as basic elements in these methods. Shape descriptors are used to compare the shape of selected contours to known model contours. Ferrari et al. [10] introduce Pair of Adjacent Segments (PAS) feature. Srinivasan et al. [22] and Zhu et al. [25] both use shape context [2] to encode the shape of an image contour. In [15] , Lu et al. consider relations between triples of points and compute a histogram for each contour according to the angles between all triple points.
Grouping edge pixels into contours can increase the discriminative power compared to only considering an unstructured set of edge pixels. However, edge-linking algorithm, such as [13] , can only provide good image contours if edge quality allows the connectivity between edge pixels is able to be identified. For images with bad edge quality, edgelinking algorithm may fail to give any meaningful images contours. This significantly limit the applications of image contour-based object detection methods. This fact is illustrated in Fig. 2 . Therefore, the proposed object detection framework with FSM does not require any edge linking.
Direct template matching like chamfer matching [21] also has this property. However, the matched templates are not flexible. Therefore, a large number of edge templates is needed for object detection. In contrast, we utilize only one flexible template.
To summarize, there are five main advantages of the fan shape model: (1) FSM is very flexible, and has the ability to tolerate substantial shape variance; (2) learning FSM requires only positive training images; (3) FSM can fast infer object scale, which could also be used by other object detection systems; (4) FSM is robust to broken edges, it can obtain very impressive detection results even when the edge quality is bad; (5) FSM can easily combine both shape and texture descriptors for object detection.
Related Work
Recent year, a large range of shape-based object detection and recognition methods has been proposed. Many of them achieve state-of-the-art performance by only utilizing edge information in images. For example, Shotton et al. [21] and Opelt et al. [19] learn codebook of contour fragments first, then use Chamfer distance to match learnt fragments to edge images. In [10, 11] , Ferrari et al. build a network of nearly straight adjacent segments (kAS), and use them to match between model parts and images. Zhu et al. [25] formulate the shape matching of contour in clutter as a set to set matching problem, and present an approximate solution to the hard combination problem. To address the non-rigid object deformation, Bai et al. [1] use the skeleton information to capture the main structure of an object, and use Oriented Chamfer Matching [21] to match the model parts to images. Lu et al. [15] first decompose the shape model into several part bundles, and use particle filter to simultaneously perform selection of relevant contour fragments in edge images, grouping of the selected contour fragments, and matching to the model contours. Most recently, Srinivasan et al. [22] address the contour grouping problem as many-to-one matching, and use this scheme in Figure 2 . Bottles detection results when edges are severely broken. (a) shows bottle images from PASCAL dataset [7] ; (b) shows the edge maps computed using Pb edge detector [18] ; (c) shows edgelinking results by [13] ; (d) shows our bottle detection results using a bottle FSM trained on ETHZ dataset [11] (shown in Fig. 5 ).
both training and testing phases. For purpose of improving detection and score ranking, a training process is designed in which latent SVM is used to guarantee the many-to-one score is tuned discriminatively. Edge information is also utilized in [24, 16] to obtain the state-of-the-art performance on the ETHZ shape dataset [11] .
The proposed fan shape model, as a typical part-based object model, is similar to [9] . Both [9] and our our model can be automatically learned from weakly supervised image data. Previous fundamental research of the part-based object model can be found in [6] , [5] etc.
Fan Shape Model
In this section, we give specific details about the proposed fan shape model. 
Ray Based Shape Representation
For a shape, i.e. a segmented object S, we can extract its contour, and densely sample the contour into n ordered points
There is only one reference point o of a shape S. Therefore, to simplify the notation, we use R i (S) to replace R i (S, o) below when possible.
Shape Matching with Dynamic Programming
Let {R i (S 1 ), i = 1 . . . n} and {R j (S 2 ), j = 1 . . . m} represent two shapes S 1 and S 2 with their corresponding reference points o 1 and o 2 . The shape matching problem is then formulated as finding a mapping φ from {i = 1, 2, . . . , n} to {j = 0, 1, 2, . . . , m}, where
where c(
is the cost for matching two rays
where λ t , λ d , and λ a are weights.
Since the contours provide the order of the rays on two shapes, it is natural to restrict the matching φ obeying this order. Therefore, dynamic programming can be used to solve the matching problem. It has been widely used for contour matching task, and is proved to be able to obtain a stable matching result between two different shapes. We use the standard dynamic programming method [4] with cost function defined in Eq. (1) and Eq. (2).
Learning a Fan Shape Model
In order to learn the parameters of FSM for a given shape class S, we only need a set of positive training images I 1 , I 2 , . . . , I M . For each image, we also need a segmented contour of the target shape
There are some existing approaches [1, 23] to learn structural shape model for object detection. Two biggest differences between our shape model and the existing models are: (1) shape models in [1, 23] are built on skeleton based shape representation, while fan shape model is built on contour point representation with rays. (2) shape models in [1, 23] rely only on contour matching in detection phase, while fan shape model can utilize several kinds of appearance descriptors rather than only shape contour.
Definition of fan shape model: The fan shape model F SM of a given shape class S consists of a set of ordered rays
Different from Section 3.1, the rays are now characterized by distributions of values (as opposed to values of the parameters)
The distributions represent two classes of parameters. One class of parameters is used to model spatial distribution of object parts, i.e., μ Parameters estimation in fan shape model: Given a set of segmented objects (training shapes) S 1 , S 2 , . . . , S M in the same class S, to learn fan shape model, we start with shape matching. First, reference point of first training shape S 1 is manually labeled. For all the other training shapes S 2 , . . . , S M , the reference points are automatically determined by shape matching so that they maximize the similarity to S 1 . For each of the training shapes, we densely set many reference points. Then we use dynamic programming described in Section 3.2 to match the first shape for each of the reference points. Since we focus on learning variance of the inclined angle of rays, we set λ t = 0 in (2). After all the set reference points have been tested, the one with minimum matching cost is chosen. A matching example is shown in Fig. 4 . As revealed in the example, our designed feature with dynamic programming can provide a good points correspondence even though there is considerable variance between these two giraffe shapes.
We estimate parameters for each ray independently. For the ith ray in S 1 (1 ≤ i ≤ N ), after shape matching, there are M − 1 rays from S 2 , . . . , S M matched to it. Therefore, M rays in total belong to the ith part of object in the training shapes, and they are given by
We consider the distribution of distances
, and the distribution M over inclined angle θ φ(i) as the von Mises distribution [12] ,
where μ In this paper, we use two kinds of local descriptor. One is the edge orientation, another is the SIFT feature [14] of local image patches. Hence we represent Λ i as
The edge orientation α ranges in [0, π], and the distribution of 2α is a von Mises distribution
We use SIFT features to estimate the appearance distribution of ith part. T i is a collection of all the SIFT features at positions matching to the ith part in the training images. Hence T i represents a discrete, empirical distribution of the SIFT features. A fixed patch size is used when computing SIFT. The probabilities according to T i are computed based on the nearest neighbor (NN) classifier. Fig. 5 illustrates our trained models of the five classes in ETHZ dataset [11] .
Object Detection using Fan Shape Model
Object detection with FSM is composed of the following two main steps: 1. Fast scale estimation at a given image location and 2. Scoring of the detection hypothesis at the estimated scale. Both steps are described below and performed at every image location. The final detection is obtained after non maxima suppression of the score map.
Fast Object Scale Estimation
After we have learned fan shape model F SM of a given shape class S, object detection is carried out by matching F SM to a test image. Unlike other methods searching among several scales via simply scaling model or testing image, FSM allows for a fast object scale estimation method. Given a test image I, we first compute edge image E of I. For every edge pixel, we compute edge orientation and a SIFT feature vector. Then, given a candidate location l of the reference point in image I, we collect all the edge pixels whose distance to l is smaller than the maximal expected radius r of the object. The edge pixels and their features are denoted as Es = {d j , θ j , α j , t j ; 1 ≤ j ≤ ne}, where d j and θ j are the Euclidian distance and inclined angle of the jth edge pixel e j ∈ Es relative to l, α j is the edge orientation, and t j is a SIFT vector at the jth edge pixel. ne is the total number of edge pixels in Es. The probability of edge pixel e j belonging to ray F i at scale s is
where N N(t j , T i ) is probability output by a nearest neighbor classifier which uses T i as positive training instances and t j as testing example. To estimate the object scale at l, we create a discrete scale space S s containing ns possible scales S s = [s 1 , ..., s ns ] and a voting space V s that has the same size as S s :
where m = 1, . . . , ns and we recall that N is the number of rays in FSM. The best scale s * at l is given by Thus, for each location l, the best scale s * is identified, and it will be used in the detection process described in Section 4.2.
We can efficiently compute V s in (4). For edge pixel 
is computed, otherwise it can be simply set to 0. We also observe that the computation cost of V s will not increase with the size of scale space if the scale step is fixed.
For each location l and its estimated best scale s * , we can obtain an object detection hypothesis which is a set of edge pixels e * (l) = (e * 1 , ..., e * N ) such that
The final evaluation of hypothesis is presented in the next section.
Evaluation of Detection Hypothesis
During the process of finding an object detection hypothesis, each ray F i selects the edge pixel e * i in image according to Eq. 5. All rays do this selection simultaneously, and has no interaction with choices of the other rays. This makes this process very efficient. In fact, our fan shape model encodes not only the spatial distribution and texture information for each ray, but also the order of all fans and their relative spatial relationship. We use this additional information about the adjacency of the rays in final evaluation.
Supported contour: If two neighboring rays choose two edge pixels connected by contour fragment in image, it is more likely to be a correct detection. Otherwise, the hypothesis may be an accidental matching due to clutter background. We define a contour support score as
let sp denotes a set of sample points between e * i and e * i+1
) is the number of points in sp and slen(e * i , e * i+1 ) is the number of points in sp around which there is at least one edge pixel within a small distance from it. The distance is set to 2 pixels.
Distance consistency of points on adjacent rays: The distances between neighboring parts should be consistent, as in the training phase object contour is sampled with equidistant points. The sequence of distances between adjacent ray points (parts) is given by
The final score of a detection hypothesis at image location l is defined by
Experiments
We present results on the ETHZ shape classes [11] which features five diverse classes (Applelogos, Bottles, Giraffes, Mugs, Swans) and contains a total of 255 images. For all categories, there is significant inner-class variance, shape deformation, scale change, and some of images have very clustered background.
We follow the train/test split described in [22] . The first half of images in each class is used for training the models. The outline images in these halves are used to do shape matching and learning parameters of the fan shape models, grayscale images are used to extract SIFT features. Our learned models are shown in Fig. 5 .
To convert the gray level edge map to binary edge map, we set all pixels with their values larger than 0.02*255 as edge pixels. This means we do not adjust the threshold to get better edges. During detection, since the time complexity of our algorithm does not increase as the scale space in- Figure 6 . Precision/Recall curves of our method compared to Lu et al. [15] , Felz et al. [8] , Maji et al. [17] , and Srinivasan et al. [22] on ETHZ shape classes.
creases, up to 15 scales have been searched. Non-maximum suppression is used to remove duplicate hypothesis.
For the purpose of detection evaluation, we follow the PASCAL criteria, i.e., a detection is deemed as correct if the intersection of detected bounding box and ground truth over the union of the two bounding boxes is larger than 50%.
We compare our method with the popular contour based object detection methods [10, 22] , and the texture based discriminative part model [8] , all these methods use the same training and testing images as we do. We plot the precision/recall (PR) curves in Fig. 6 . We use the toolbox in [7] to calculate average precision (AP), Table 1 shows the AP value for 5 methods. The mean AP of our method is comparable to the state of the art method [22] and much better than the other methods.
Among the compared methods, we have achieved best AP for category Giraffes, which is the most difficult class in this dataset. In particular, we significantly outperform [8] . Both [8] and our method are part based methods, where parts are described with texture features. This results demonstrate that our fan shape model is a more flexible part model than the part model in [8] .
We also show the false positives per image (FPPI) vs. Figure 7 . DR/FPPI curves of our method compared to Lu et al. [15] , Felz et al. [8] , Maji et al. [17] , and Srinivasan et al. [22] on ETHZ shape classes. detection rate (DR) in Fig. 7 . Table 2 compares our detection rates at 0.3/0.4 FPPI with [22, 17, 8, 15, 20, 10, 25] . Our method achieves a comparable result to [22] . We observe that our method is the only one with no difference in detection rates at 0.3 FPPI and 0.4 FPPI. The curve of our method increases sharply at the beginning and reaches the peak of the detection rate before 0.3/0.4 FPPI. Fig. 8 shows some of our detection results, both true positives and false positives are showed. Both internal and external contours (e.g. mug handle/outline) can be detected.
Conclusions and Future Work
As can be observed from our experimental evaluation, the detection rate of the proposed fan shape model is very good. The excellent detection results on selected images from PASCAL dataset [7] also confirm this fact. However, the final evaluation of the detection results requires further work. In particular, the constraints of supported contours and distance consistency are only evaluation after the detection has been completed. Thus, if part of the detected object has been corrupted by wrong edge pixels, the assigned detection score is low. It would be desirable to include these constraints in the detection phase, e.g., with dynamic pro- gramming. However, this significantly increases the detection time. Therefore, our future work will focus on efficient methods for incorporating such constraints. 
