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TOPOLOGICAL TRANSITIVE ABELIAN SUBGROUPS OF
GL(n,R) †
ADLENE AYADI, HABIB MARZOUGUI, EZZEDDINE SALHI
Abstract. We give a complete characterization of abelian subgroups
of GL(n, R) with a locally dense (resp. dense) orbit in Rn. For finitely
generated subgroups, this characterization is explicit and it is used to
show that no abelian subgroup of GL(n, R) generated by [n+1
2
] matrices
can have a dense orbit in Rn. ([ ] denotes the integer part)
1. Introduction
Let Mn(R) be the vector space of square matrices over R of order n ≥
1, GL(n,R) be the group of all invertible elements of Mn(R) and let G
be an abelian subgroup of GL(n,R). If G has a finite set of generators,
then it is said to be finitely generated. There is a linear natural action
GL(n,R) × Rn −→ Rn : (A, v) 7−→ Av. For a vector v ∈ Rn, denote by
G(v) = {Av : A ∈ G} ⊂ Rn the orbit of G through v. The orbit G(v) is
locally dense in Rn if the closure G(v) has no empty interior. It is dense in
R
n if G(v) = Rn. In this paper, we are concerned with the existence of a
dense orbit for the linear natural action of G on Rn in which case, G is said
to be topological transitive.
The authors gave in [2] a characterization of abelian subgroups of GL(n,C)
that are topologically transitive. This paper can be viewed as a continuation
of that work for the real case.
We give in Section 8, examples of abelian topological transitive subgroup
of GL(2,R) (resp. GL(4, R)). Examples of non abelian topological transi-
tive subgroups of GL(2,R) were constructed in [4], [5], (see also [6]): Dal’bo
and Starkov gave in [4], an example of an infinitely generated non abelian
subgroups of the special linear group SL(2, R) (i.e. consisting of matri-
ces having determinant 1) with a dense orbit in R2. However, there are
no abelian finitely generated subgroup of SL(2, R) which are topological
transitive. (See Corollary 9.7).
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Notice that if G is a subgroup of the orthogonal group Un(R) (consisting
of matrices preserving the usual inner product) then every orbit G(v) of G
is contained in a sphere and so, G(v) is not dense in Rn.
To state our main results, we need to introduce the following notations
and definitions:
A subset E ⊂ Rn is called G-invariant if A(E) ⊂ E for any A ∈ G; that
is E is a union of orbits. If U is an open G-invariant set, the orbit G(v) ⊂ U
is called minimal in U if G(v) ∩ U = G(w) ∩ U for every w ∈ G(v) ∩ U .
Denote by
• K = R or C
• K∗ = K\{0} and N0 = N\{0}.
Let n ∈ N0 be fixed. For each m = 1, 2, . . . , n, denote by
• Tm(K) the set of matrices over K of the form
µ 0
a2,1 µ
...
. . .
. . .
am,1 . . . am,m−1 µ
 (1)
• T∗m(K) the group of matrices of the form (1) with µ 6= 0.
• T+m(R) the group of matrices over R of the form (1) with µ > 0.
For each 1 ≤ m ≤ n2 , denote by
• Bm(R) the set of matrices of M2m(R) of the form
C 0
C2,1 C
...
. . .
. . .
Cm,1 . . . Cm,m−1 C
 : C, Ci,j ∈ S, 2 ≤ i ≤ m, 1 ≤ j ≤ m− 1 (2)
where S is the set of matrices over R of the form[
α β
−β α
]
.
• B∗m(R) := Bm(R) ∩GL(2m,R), it is a subgroup of GL(2m,R).
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Let r, s ∈ N and
η =

(n1, . . . , nr; m1, . . . ,ms) if rs 6= 0,
(m1, . . . ,ms) if r = 0,
(n1, . . . , nr) if s = 0
be a sequence of positive integers such that
(n1 + · · · + nr) + 2(m1 + · · ·+ms) = n. (3)
In particular, r + 2s ≤ n.
Write
• Kη,r,s(R) := Tn1(R)⊕ · · · ⊕ Tnr(R)⊕ Bm1(R)⊕ · · · ⊕ Bms(R). In par-
ticular:
- If r = 1, s = 0 then Kη,1,0(R) = Tn(R) and η = (n).
- If r = 0, s = 1 then Kη,0,1(R) = Bm(R) and η = (m), n = 2m.
- If r = 0, s > 1 then Kη,0,s(R) = Bm1(R) ⊕ · · · ⊕ Bms(R) and η =
(m1, . . . ,ms).
• K∗η,r,s(R) := Kη,r,s(R) ∩GL(n, R).
• K+η,r,s(R) := T+n1(R)⊕ · · · ⊕ T+nr(R)⊕ B∗m1(R)⊕ · · · ⊕ B∗ms(R).
For a vector v ∈ Cn, write
• Re(v), Im(v) ∈ Rn so that v = Re(v) + iIm(v).
• exp : Mn(R) −→ GL(n,R) is the matrix exponential map; set exp(M) =
eM .
Given any abelian subgroup G ⊂ GL(n,R), there always exists a P ∈
GL(n,R) and a partition η of n such that G˜ = P−1GP ⊂ K∗η,r,s(R). (See
Proposition 2.6). For such a choice of matrix P , we let
- g = exp−1(G) ∩ [P (Kη,r,s(R))P−1]. If G ⊂ K∗η,r,s(R), then we have
g = exp−1(G) ∩ Kη,r,s(R).
- gu = {Bu : B ∈ g}, u ∈ Rn.
- G+ := G∩K+η,r,s(R), if r ≥ 1 and G+ = G if r = 0, it is a subgroup of G.
- G2 = {A2 : A ∈ G}
- g2 = exp−1(G2) ∩ [P (Kη,r,s(R))P−1]
• LetM ∈ G, one can write M˜ := P−1MP = diag(M1, . . . ,Mr; M˜1, . . . , M˜s) ∈
K∗η,r,s(R). Let µk be the eigenvalue of Mk, k = 1, . . . , r, and define the index
ind(G˜) of G˜ to be
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ind(G˜) :=

0, if r = 0
{
1, if ∃M˜ ∈ G˜ with µ1 < 0
0, otherwise
, if r = 1
card
{
k ∈ {1, . . . , r} : ∃M˜ ∈ G˜, with µk < 0, µi > 0, ∀ i 6= k
}
, if r /∈ {0, 1}.
(card(E) denotes the number of elements of a subset E of N).
In particular,
- If G˜ ⊂ K+η,r,s(R), then ind(G˜) = 0 6= r.
- If G˜ ⊂ B∗m(R), then ind(G˜) = 0 (since r = 0).
We define the index of G to be ind(G) := ind(G˜). Obviously, this defini-
tion does not depend on P .
Denote by
• B0 = (e1, . . . , en) the canonical basis of Kn and by In the identity matrix.
• u0 = [e1,1, . . . , er,1; f1,1, . . . , fs,1]T ∈ Rn where for k = 1, . . . , r, l =
1, . . . , s,
ek,1 = [1, 0, . . . , 0]
T ∈ Rnk
and
fl,1 = [1, 0, . . . , 0]
T ∈ R2ml .
• v0 = Pu0.
• f (l) = [0, . . . , 0, f (l)1 , . . . , f (l)s ]T ∈ Rn
where for i = 1, . . . , r; j = 1, . . . , s:
f
(l)
j =
{
0 ∈ R2mj if j 6= l,
[0, 1, 0, . . . , 0]T ∈ R2ml if j = l.
An equivalent formulation is f (1) = et1 , . . . , f
(l) = etl where t1 =
r∑
j=1
nj + 2,
tl =
r∑
j=1
nj + 2
l−1∑
j=1
mj + 2, l = 2, . . . , s.
For a finitely generated subgroup G ⊂ GL(n,R), let introduce the follow-
ing property. Consider the following rank condition on a collection of matri-
ces A1, . . . , Ap ∈ Kη,r,s(R): We say that A1, . . . , Ap satisfy the density prop-
erty if there exist B1, . . . , Bp ∈ Kη,r,s(R) such that A21 = eB1 , . . . , A2p = eBp
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and for every (s1, . . . , sp; t1, . . . , ts) ∈ Zp+s\{0}:
rank
([
B1u0, . . . , Bpu0 2pif
(1), . . . 2pif (s)
s1, . . . , sp t1, . . . ts
])
= n+ 1
Our principal results can now be stated as follows:
Theorem 1.1. Let G be an abelian subgroup of GL(n, R). The following
properties are equivalent:
(i) G has a locally dense orbit in Rn
(ii) The orbit G(v0) is locally dense in R
n
(iii) gv0 is an additive subgroup dense in R
n
Corollary 1.2. Let G be an abelian subgroup of GL(n,R) and P ∈ GL(n,R)
so that P−1GP ⊂ K∗η,r,s(R), for some 1 ≤ r, s ≤ n. The following properties
are equivalent:
(i) G is topological transitive.
(ii) G(v0) is dense in R
n.
(iii) gv0 is an additive subgroup dense in R
n and ind(G) = r.
Corollary 1.3. (i) Let G be an abelian subgroup of B∗n(R). If ge1 is an
additive subgroup dense in R2n then G is topological transitive.
(ii) Let G be an abelian subgroup of T∗n(R). If ge1 is an additive subgroup
dense in Rn and ind(G) = 1 then G is topological transitive.
For finitely generated abelian subgroups G of GL(n,R), we have the follow-
ing theorem:
Theorem 1.4. Let G be an abelian subgroup of GL(n,R) and P ∈ GL(n,R)
so that P−1GP ⊂ K∗η,r,s(R), for some 1 ≤ r, s ≤ n. Let A1, . . . , Ap generate
G and let B1, . . . , Bp ∈ g such that A21 = eB1 , . . . , A2p = eBp . The following
properties are equivalent:
(i) G has a locally dense orbit in Rn.
(ii) G(v0) is locally dense in R
n.
(iii) g2v0 =
p∑
k=1
Z(Bkv0) +
s∑
l=1
2piZPf (l) is dense in Rn.
Corollary 1.5. Under the hypothesis of Theorem 1.4, the following proper-
ties are equivalent:
(i) G is topological transitive.
(ii) P−1A1P, . . . , P−1ApP satisfy the density property and ind(G) = r.
(iii) g2v0 =
p∑
k=1
Z(Bkv0) +
s∑
l=1
2piZPf (l) is dense in Rn and ind(G) = r.
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Corollary 1.6. Let G be an abelian subgroup of GL(n,R) and P ∈ GL(n,R)
so that P−1GP ⊂ K∗η,r,s(R). If G is generated by p matrices with p ≤ n− s,
then it has nowhere dense orbit. In particular, G is not topological transitive.
Corollary 1.7. Let G be an abelian subgroup of GL(n,R): If G is generated
by p matrices with p ≤ [n+12 ], then it has nowhere dense orbit. In particular,
G is not topological transitive. ([ ] denotes the integer part.)
Remark 1. Corollaries 1.6 and 1.7 are not true in general if p > n − s
(resp. p > [n+12 ]) as can be shown in Example 8.4.
This paper is organized as follows: In Section 2, we introduce the trian-
gular representation for an abelian subgroup of GL(n,R). In Section 3, we
give some basic properties of the matrix exponential map and the additive
group g associated to the group G. Section 4 is devoted to some proper-
ties related to subgroups of K∗η,r,s(R) with a dense orbit. A parametrization
of an abelian subgroup of T∗n(R) and some related properties are given in
Section 5. Section 6 (resp. Section 7) gives some properties of the abelian
subgroups of T∗n(K) (resp. K∗η,r,s(R)) with locally dense orbit. The proof of
Theorems 1.1 and 1.4, Corollaries 1.2, 1.3, 1.6 and 1.7 are done in Section 8.
Section 9 is devoted to the special case n = 2 and some examples. In Section
10 , we have included as an appendix, a detailed proof of some results in
Section 3 seem rather difficult to find in the literature.
2. Normal form of abelian subgroups of GL(n, R)
In this section we introduce the triangular representation for an abelian
subgroup G ⊂ GL(n, R). As noted in the introduction, this reduces the
existence of a dense orbit to a question concerning subgroups of K∗η,r,s(R).
Lemma 2.1. Let G be an abelian subgroup of GL(n,R). Then there exists
a direct sum decomposition
R
n =
r⊕
k=1
Ek ⊕
q⊕
l=1
Fl (1)
for some r, q, 0 ≤ r ≤ n, 0 ≤ q ≤ n2 , where Ek (resp. Fl) is a G-
invariant vector subspace of Rn of dimension nk (resp. 2ml), 1 ≤ k ≤ r
(resp. 1 ≤ l ≤ q), such that, for each A ∈ G the restriction Ak (resp. A˜l) of
A to Ek (resp. Fl ) has a unique real eigenvalue λA,k (resp. two conjugates
complex eigenvalues µA,l and µA,l).
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Proof. Given A ∈ G, let λA,k (resp. µA,l and µA,l) be a real eigenvalue (resp.
two nonreal conjugates complex eigenvalues) and EA,k = Ker(A−λA,kIn)nk
(resp. FA,l = Ker ((A− µA,lIn)(A− µA,lIn))ml) the associated generalized
eigenspace. For any B ∈ G, the space EA,k (resp. FA,l) is invariant under
B. If B restricted to EA,k (resp. FA,l) has two distinct real eigenvalues
(resp. two non conjugates complex eigenvalues), then it can be decomposed
further. The decomposition (1) is the maximal decomposition associated to
all A ∈ G. 
The restriction of the group G to each subspace Ek (resp. Fl) can be put
into triangular form (resp. in Bml(R)’s form). This follows from the Lem-
mas 2.2 and 2.3 below.
Lemma 2.2. Let G be an abelian subgroup of GL(n,K). Assume that every
element of G has a unique eigenvalue. Then there exists a matrix Q ∈
GL(n,K) such that Q−1GQ is a subgroup of T∗n(K).
Proof. The proof is done by induction on n ≥ 1.
For n = 1, the Lemma is obvious. Suppose the Lemma is true for n− 1,
n ≥ 2, and let G be an abelian group of matrices in GL(n,K) having only
one real eigenvalue. Then there exists a common eigenvector u ∈ Kn for
all matrices of G. Let u1, . . . , un−1 ∈ Kn so that B := (u1, . . . , un−1, u) is a
basis of Kn. Let P be the matrix of basis change from B0 to B. Then, for
every A ∈ G, we have
P−1AP =
[
A1 0
LA λA
]
,
where A1 ∈ GL(n− 1,K), LA = (an,1, . . . , an,n−1) ∈M1,n−1(K).
Denote by G1 = {A1 : A ∈ G}. One can check that G1 is an abelian
group of matrices in GL(n− 1,K) having only one eigenvalue. By induction
hypothesis, there exists Q1 ∈ GL(n−1,K) such that Q−11 G1Q1 is a subgroup
of T∗n−1(K). Set Q
′ = diag(Q1, 1) and Q := PQ′ ∈ GL(n,K). Then Q ∈
GL(n,K) and for every A ∈ G, we have
Q−1AQ = (Q′)−1(P−1AP )Q′ =
[
A′1 0
L′ λA
]
,
where
A′1 := Q
−1
1 A1Q1 =

λA 0
c2,1 λA
...
. . .
. . .
cn,1 . . . cn,n−1 λA
 ∈ T∗n−1(K)
and L′ := LAQ1 ∈ M1,n−1(K). Therefore and Q−1GQ is an abelian sub-
group of T∗n(K). This completes the proof. 
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Let consider the following basis change:
Assume that n = 2m, m ∈ N0. For every k = 1, . . . ,m, we let:
uk =
e2k−1−ie2k
2 and C0 = (u1, . . . , um, u1, . . . , um), where u = (z1, . . . , zm)
is the conjugate of u = (z1, . . . , zm). Then C0 is a basis of C2m. Denote by
Q ∈ GL(2m,C) the matrix of basis change from B0 to C0.
Lemma 2.3. Under the notation above, for every B ∈ Bm(R), Q−1BQ =
diag(B′1, B
′
1) where B
′
1 ∈ Tm(C).
Proof. Let B ∈ Bm(R). Then B has the form:
B =

C 0
C2,1
. . .
...
. . .
. . .
Cm,1 . . . Cm,m−1 C

where C =
[
α β
−β α
]
and Ci,j =
[
αi,j βi,j
−βi,j αi,j
]
; 1 ≤ j < i ≤ m. For
every 1 ≤ j ≤ m, we have
Be2j−1 = αe2j−1 − βe2j +
m∑
k=j+1
(αk,je2k−1 − βk,je2k)
Be2j = βe2j−1 + αe2j +
m∑
k=j+1
(βk,je2k−1 + αk,je2k)
So
Buj = B
(
e2j−1 − ie2j
2
)
=
1
2
((α− iβ)e2j−1 − (β + iα)e2j) + 1
2
m∑
k=j+1
((αk,j − iβk,j)e2k−1 − (βk,j + iαk,j)e2k)
=
(
α− iβ
2
)(
e2j−1 − ie2j
2
)
+
m∑
k=j+1
(
αk,j − iβk,j
2
)(
e2k−1 − ie2k
2
)
Write λ = α−iβ2 and λk,j =
αk,j−iβk,j
2 . It follows that for every 1 ≤ j ≤ m−1,
Buj = λuj +
m∑
k=j+1
λk,juk
and
Buj = λuj +
m∑
k=j+1
λk,juk.
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In the basis C0 = (u1, . . . , um; u1, . . . , um) of C2m, Q−1BQ = diag(B′1, B′1)
where B′1 =

λ 0
λ2,1
. . .
...
. . .
. . .
λm,1 . . . λm,m−1 λ
 ∈ Tm(C). 
Lemma 2.4. Let G be an abelian subgroup of GL(2m,C) and let C0 :=
(v1, . . . , vm; v1, . . . , vm) be a basis of C
2m. Then:
(i) C := (Re(v1), Im(v1), . . . ,Re(vm), Im(vm)) is a basis of R2m.
(ii) Set P0 (resp. P ) be the matrix of basis change from B0 to C0 (resp.
C). If for every B ∈ G, P−10 BP0 = diag(B1, B1) with B1 ∈ Tm(C)
then P−1BP ∈ Bm(R).
Proof. (i) Let α1, . . . , αm, β1, . . . , βm ∈ R such that
m∑
k=1
αkRe(vk) +
m∑
k=1
βkIm(vk) = 0.
So
0 =
m∑
k=1
αk
vk + vk
2
− i
m∑
k=1
βk
vk − vk
2
=
m∑
k=1
αk − iβk
2
vk +
m∑
k=1
αk + iβk
2
vk
Since C0 is a basis of C2m, αk − iβk = αk + iβk = 0 for every 1 ≤ k ≤ m. So
αk = βk = 0, for every 1 ≤ k ≤ m, this proves that C is a basis of R2m.
(ii) Write B′ = P−1BP = diag(B1, B1) ∈ G′ where
B1 =

λ 0
λ2,1
. . .
...
. . .
. . .
λm,1 . . . λm,m−1 λ
 ∈ Tm(C).
It follows that for every j = 1, . . . ,m− 1,
Bvj = λvj +
m∑
k=j+1
λk,jvk and Bvj = λvj +
m∑
k=j+1
λk,jvk.
Write vk = ak + ibk, ak, bk ∈ Rn, λ = α − iβ, λk,j = αk,j + iβk,j with
α, β, αk,j , βk,j ∈ R. So ak = vk+vk2 and bk = vk−vk2i . Then
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Baj = B
(
vj + vj
2
)
=
1
2
λvj + m∑
k=j+1
λk,jvk
+ 1
2
λvj + m∑
k=j+1
λk,jvk

=
1
2
(λvj + λvj) + m∑
k=j+1
(λk,jvk + λk,jvk)

= (αaj − βbj) +
m∑
k=j+1
(αk,jak − βk,jbk)
and
Bbj = B
(
vj − vj
2i
)
=
1
2i
λvj + m∑
k=j+1
λk,jvk
− 1
2i
λvj + m∑
k=j+1
λk,jvk

=
1
2i
(λvj − λvj) + m∑
k=j+1
(λk,jvk − λk,jvk)

= (βaj + αbj) +
m∑
k=j+1
(αk,jbk + βk,jak)
Therefore
P−1BP =

C 0
C2,1
. . .
...
. . .
. . .
Cm,1 . . . Cm,m−1 C

where C =
[
α β
−β α
]
and Ci,j =
[
αi,j βi,j
−βi,j αi,j
]
; 1 ≤ j < i ≤ m. Hence
P−1BP ∈ Bm(R). 
Lemma 2.5. Let G be an abelian subgroup of GL(2m,R). Assume that
every element of G has two conjugates complex eigenvalues with one element
A ∈ G having two nonreal conjugates complex eigenvalues. Then there exists
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a P ∈ GL(2m,R) such that P−1GP ⊂ B∗m1(R) ⊕ · · · ⊕ B∗ms(R), for some
1 ≤ s ≤ m and m1, . . . ,ms ∈ N0 where m1 + · · ·+ms = m.
Proof. We considered G as an abelian subgroup of GL(2m,C). Let λ, λ
be two nonreal conjugates complex eigenvalues of A. Let F := Ker(A −
λI2m)
m denote the generalized eigenspace of A associated to λ, so F :=
Ker(A − λI2m)m is the generalized eigenspace of A associated to λ and
we have C2m = F ⊕ F . It is plain that F and F are G-invariant. Let
C0 = (v1, . . . , vm) be a basis of F . So C := (v1, . . . , vm; v1, . . . , vm) is a basis
of C2m. Let R be the matrix of basis change from B0 to C. Then for every
B ∈ G, R−1BR = diag(B′1, B′1) ∈ GL(2m,C), where B′1 ∈ GL(m,C). We
distinguish two cases:
- Case 1: for every B ∈ G, the restriction of B to F has only one eigen-
value.
Write G′1 = {B′1 : B ∈ G}. Then all element of G′1 has only one eigen-
value. By Lemma 2.2, there exists a basis C′0 := (v′1, . . . , v′m) of F such that
R−11 G
′
1R1 ⊂ T∗m(C), where R1 is the matrix of basis change from C0 to C′0.
Hence, if R′ = diag(R1, R1) then G′ = (R′)−1R−1GRR′ ⊂ T∗m(C)⊕ T∗m(C).
It follows by Lemma 2.3, that QG′Q−1 ⊂ B∗m(R) and hence P−10 GP0 ⊂
B
∗
m(R) where P0 = RR
′Q−1 ∈ GL(2m,C) is the matrix of basis change from
B0 to C′0 = (v′1, . . . , v′m; v′1, . . . , v′m). By Lemma 2.4, if P is the matrix of
basis change from B0 to C′ := (Re(v′1), Im(v′1), . . . ,Re(v′m), Im(v′m)) then
P ∈ GL(2m,R) and P−1GP ⊂ B∗m(R).
- Case 2: for every B ∈ G, the restriction of B to F has two distinct
nonreal conjugates complex eigenvalues. Then F can be decomposed further
so that
F = F1 ⊕ · · · ⊕ Fs is the maximal decomposition associated to all B ∈
G where the restriction of every element of G to Fl has only one eigen-
value. Write F˜l = Fl ⊕ Fl. Then we have C2m = F˜1 ⊕ · · · ⊕ F˜s. Let
Cl := (vl,1, . . . , vl,ml ; vl,1, . . . , vl,ml) be a basis of F˜l. Then
C˜l = (Re(vl,1), Im(vl,1), . . . ,Re(vl,ml), Im(vl,ml))
is a real basis of F˜l. Let Pl ∈ GL(2ml,R) denote the matrix of basis change
from B0,l to C˜l, where B0,l is the canonical basis of C2ml and ml = dim(Fl).
Therefore by the case 1, for every 1 ≤ l ≤ s, P−1l G/F˜lPl ⊂ B∗ml(R). Set
C˜ = (C˜1, . . . , C˜s) and let Q˜ ∈ GL(2m,R) denote the matrix of basis change
from B0 to C˜. It follows that
P = Q˜diag(P1, . . . , Ps) ∈ GL(2m,R)
and
P−1GP ⊂ B∗m1(R)⊕ · · · ⊕ B∗ms(R).
This completes the proof. 
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Combining Lemmas 2.1, 2.2 and 2.5, we obtain
Proposition 2.6. Let G be an abelian subgroup of GL(n,R). Then:
(i) Rn =
r⊕
k=1
Ek ⊕
s⊕
l=1
Fl for some r, s (0 ≤ r ≤ n, 0 ≤ s ≤ n2 ), where
Ek (resp. Fl) is a G-invariant vector subspace of R
n of dimension
nk (resp. 2ml), 1 ≤ k ≤ r (resp. 1 ≤ l ≤ s).
(ii) there exists a basis C = (C1, . . . , Cr;B1, . . . ,Bs) of Rn where Ck (resp.
Bl) is a basis of Ek (resp. Fl) such that if P is the matrix of basis
change from B0 to C, we have P−1GP is an abelian subgroup of
K∗η,r,s(R), where η = (n1, . . . , nr; m1, . . . ,ms).
3. Matrix exponential map
The following results follow from basic properties of the matrix exponen-
tial map. (The proofs of Lemmas 3.1 and 3.4, Propositions 3.2 and 3.3 are
given in Section 9).
Lemma 3.1. Let B ∈Mn(R) having one eigenvalue µ. Then:
(i) Ker(B − µIn) = Ker(eB − eµIn).
(ii) if eB ∈ T+n (R) then B ∈ Tn(R).
Proposition 3.2. exp(Kη,r,s(R)) = K+η,r,s(R).
Proposition 3.3. Let A, B ∈ Kη,r,s(R). If eAeB = eBeA then AB = BA.
Lemma 3.4. Let M ∈ Tn(C) be nilpotent such that eM = In. Then M = 0.
Lemma 3.5 ([2], Proposition 2.4). Let A, B ∈ Tn(C) such that AB = BA.
If eA = eB then A = B + 2ikpiIn for some k ∈ Z.
Proposition 3.6.
(i) Let A, B ∈ Tn(R) such that AB = BA. If eA = eB then A = B.
(ii) Let A, B ∈ Bm(R) such that AB = BA. If eA = eB then A =
B + 2kpiJm, for some k ∈ Z where
Jm := diag(J2, . . . , J2) ∈ GL(2m, R) and J2 =
[
0 −1
1 0
]
.
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Proof. (i) Let µA (resp. µB) be the only eigenvalue of A (resp. B). Write
A˜ = A − µAIn and B˜ = B − µBIn. Then A˜ and B˜ are nilpotent ma-
trices. Since eA = eB , we have eµA = eµB and then µA = µB. It fol-
lows that eA˜ = eB˜ . Since AB = BA, we have A˜B˜ = B˜A˜ and therefore
eA˜−B˜ = eA˜e−B˜ = In. By Lemma 3.4, A˜ = B˜ and therefore A = B.
(ii) Let Q ∈ GL(2m,C) be the matrix of basis change from B0 to C0.
By Lemma 2.3, A′ := Q−1AQ = diag(A′1, A
′
1) and B
′ := Q−1BQ =
diag(B′1, B
′
1) where A
′
1, B
′
1 ∈ Tm(C). Since eA = eB and AB = BA,
we have A′B′ = B′A′ and eA
′
= eB
′
, so eA
′
1 = eB
′
1 and A′1B
′
1 = B
′
1A
′
1. By
Lemma 3.5, A′1 = B
′
1 + 2ikpiIm for some k ∈ Z and so A′ = B′ + 2ikpiLm
where Lm := diag(Im,−Im). It follows that A = B + 2kpiQ(iLm)Q−1.
Write Jm = Q(iLm)Q
−1. We see that Jm = diag(J2, . . . , J2) where J2 =[
0 −1
1 0
]
and therefore A = B + 2kpiJm. 
We also require the following result:
Proposition 3.7. ([7], Proposition 7′, page 17) Let A ∈ Mn(R). Then if
no two eigenvalues of A have a difference of the form 2ipik, k ∈ Z\{0}, then
exp :Mn(R) −→ GL(n, R) is a local diffeomorphism at A.
As a consequence:
Corollary 3.8. The restriction exp/Tn(R) : Tn(R) −→ T∗n(R) is a local
diffeomorphism, in particular it is an open map.
Lemma 3.9. Let G be an abelian subgroup of K∗η,r,s(R). Then g = exp−1(G)∩
Kη,r,s(R) is an additive subgroup of Kη,r,s(R). In particular, for every v ∈
R
n, gv is an additive subgroup of R
n.
Proof. If A, B ∈ g, then eAeB = eBeA and eA, eB ∈ K∗η,r,s(R) ∩ G. By
Proposition 3.3, AB = BA. So eA+B = eAeB ∈ G and hence A + B ∈
Kη,r,s(R). It follows that A+ B ∈ g. Moreover, if A ∈ g, then eA ∈ G and
so e−A = (eA)−1 ∈ G. Hence −A ∈ g. This proves the Lemma. 
Let G be an abelian subgroup of K∗η,r,s(R). Denote by
• C(G) := {A ∈ Kη,r,s(R) : AB = BA, ∀ B ∈ G}
• C(g) := {A ∈ Kη,r,s(R) : AB = BA, ∀ B ∈ g}.
Lemma 3.10. Let G be an abelian subgroup of K∗η,r,s(R). Under the notation
above, we have:
(i) exp(g) = G+.
(ii) exp(C(G)) = C(G) ∩K+η,r,s(R)
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(iii) C(g) = C(G+).
(iv) g ⊂ C(g) and g ⊂ C(G), moreover, all matrix of g commute.
Proof. (i) By Proposition 3.2, exp(g) ⊂ K+η,r,s(R), hence exp(g) ⊂ G+.
Conversely, let A ∈ G+. By Proposition 3.2, there exists B ∈ Kη,r,s(R) so
that eB = A. Hence B ∈ exp−1(G) ∩ Kη,r,s(R) = g, and then A ∈ exp(g).
So G+ ⊂ exp(g), this proves (i).
(ii) Let A = eB where B ∈ C(G) and let C ∈ G. Then BC = CB and
therefore CeB = eBC, or also AC = CA. It follows that A ∈ C(G). Since
B ∈ Kη,r,s(R), so is A ∈ K+η,r,s(R) by Proposition 3.2. Conversely, let
A ∈ C(G) ∩ K+n,r,s(R). By Proposition 3.2, there exists B ∈ Kn,r,s(R) so
that eB = A. Let C ∈ G. Then CeB = eBC and hence eCeB = eBeC . Since
B,C ∈ Kn,r,s(R), it follows by Proposition 3.3, that BC = CB. Therefore
B ∈ C(G) and hence A ∈ exp(C(G)).
(iii) Let B ∈ C(G+) and A ∈ g. Then by (i), eA ∈ G+ and so eAB =
BeA. It follows that eAeB = eBeA. Since A, B ∈ Kn,r,s(R), it follows by
Proposition 3.3, that AB = BA and therefore B ∈ C(g). Hence C(G+) ⊂
C(g). Conversely, let B ∈ C(g) and A ∈ G+. By (i) there exists C ∈ g
so that eC = A. Hence BC = CB and so BeC = eCB. It follows that
B ∈ C(G+) and C(g) ⊂ C(G+).
(iv) By Proposition 3.3, all elements of g commute, hence g ⊂ C(g). Let
B ∈ g and A ∈ G, so eB ∈ G+ ⊂ G. As G is abelian, AeB = eBA, hence
eAeB = eBeA. Since A, B ∈ Kn,r,s(R), it follows by Proposition 3.3, that
AB = BA and therefore B ∈ C(G). We conclude that g ⊂ C(G). 
4. Some results for subgroup of K∗η,r,s(R)
We let
•
U :=

(
r∏
k=1
R
∗ × Rnk−1
)
×
(
s∏
l=1
(R2\{(0, 0)}) × R2ml−2
)
, if r ≥ 1
s∏
l=1
(R2\{(0, 0)}) × R2ml−2, if r = 0.
Then U is dense in Rn, connected if r = 0, and having 2r connected com-
ponents if r ≥ 1. If G is an abelian subgroup of K∗η,r,s(R) then a simple
calculation from the definition yields that U is a G-invariant.
Proposition 4.1. Let G be an abelian subgroup of K∗η,r,s(R). Then all orbits
of G in U are minimal in U .
To prove Proposition 4.1, we need the following lemmas:
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Lemma 4.2 ([1], Corollary 3.3). Suppose G is an abelian subgroup of T∗n(K).
Then for every v, w ∈ K∗ × Kn−1 and any sequence (Am)m∈N ⊂ G such
that lim
m→+∞Amv = w, we have limm→+∞A
−1
m w = v.
Notice that the notation Sn(C) in [1] corresponds to our notation T
∗
n(C).
Lemma 4.3. Let Q ∈ GL(2m,C) be the matrix of basis change from B0 to
C0. Then for every u = [x1 + iy1, . . . , xm + iym]T ∈ Cm, we have Q(u, u) =
[x1, y1, . . . , xm, ym]
T . In particular, Q(H) = R2m, where H := {(u, u) : u ∈
C
m}.
Proof. Let v = (u, u) ∈ H with u = [z1, . . . , zm]T ∈ Cm. Write zj = xj+ iyj,
xj, yj ∈ R, j = 1, . . . ,m. We have
v =
m∑
k=1
(xk + iyk)ek +
m∑
k=1
(xk − iyk)em+k.
Hence
Qv =
m∑
k=1
(xk + iyk)Qek +
m∑
k=1
(xk − iyk)Qem+k.
Since
Qek =
{
uk, if 1 ≤ k ≤ m
uk−m, if m+ 1 ≤ k ≤ 2m ,
it follows that
Qv =
m∑
k=1
(xk + iyk)
(
e2k−1 − ie2k
2
)
+
m∑
k=1
(xk − iyk)
(
e2k−1 + ie2k
2
)
=
m∑
k=1
(xke2k−1 + yke2k)
= [x1, y1, . . . , xm, ym]
T .
In particular, we see that Q(H) = R2m. 
Lemma 4.4. Suppose G is an abelian subgroup of B∗m(R). Then for all
v, w ∈ (R2\{(0, 0)}) × R2m−2 and any sequence (Bk)k∈N ⊂ G such that
lim
k→+∞
Bkv = w, we have lim
k→+∞
B−1k w = v.
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Proof. Let v = [x1, y1, . . . , xm, ym]
T with (x1, y1) ∈ R2\{(0, 0)}, w ∈
(
R
2\{(0, 0)})×
R
2m−2 and a sequence (Bk)k∈N ⊂ G be such that lim
k→+∞
Bkv = w. Then by
Lemma 4.3, we have
Q−1v = [x1 + iy1, . . . , xm + iym; x1 − iy1, . . . , xm − iym]T ∈
(
C
∗ × Cm−1)2
whereQ is the matrix of basis change from B0 to C0. ThereforeQ−1v, Q−1w ∈(
C
∗ ×Cm−1)2. From lim
k→+∞
Bkv = w, we have
lim
k→+∞
Q−1BkQ(Q−1v) = Q−1w.
By Lemma 2.3, Q−1GQ ⊂ T∗m(C) ⊕ T∗m(C), so by applying Lemma 4.2 to
the group Q−1GQ, we obtain
lim
k→+∞
(Q−1BkQ)−1(Q−1w) = Q−1v
and therefore lim
k→+∞
B−1k w = v. 
Proof of Proposition 4.1. Let u ∈ U and v ∈ G(u) ∩ U . Write
u = [x1, . . . , xr; u1, . . . , us]
T and v = [y1, . . . , yr; v1, . . . , vs]
T ,
so xk, yk ∈ R∗ × Rnk and ul, vl ∈ (R2\{(0, 0)}) × R2ml−2, k = 1, . . . , r,
l = 1, . . . , s. Let (Ap)p∈N ⊂ G so that lim
p→+∞Apu = v. Write
Ap = diag(A1,p, . . . , Ar,p;B1,p, . . . , Bs,p)
where
Ak,p ∈ T∗nk(R), Bl,p ∈ B∗ml(R), k = 1, . . . , r, l = 1, . . . , s. Therefore
lim
p→+∞
Ak,pxk = yk and lim
p→+∞
Bl,pul = vl.
By Lemmas 4.2 and 4.4, we have lim
p→+∞A
−1
k,pyk = xk and limp→+∞B
−1
l,p vl = ul.
So lim
p→+∞A
−1
p v = u and hence u ∈ G(v) ∩ U . We conclude that G(u) ∩ U =
G(v) ∩ U . This completes the proof. 
Corollary 4.5. Let G be an abelian subgroup of K∗η,r,s(R). If G has a dense
orbit in Rn then all orbits of G in U are dense in Rn.
Proof. Let u ∈ Rn so that G(u) = Rn. Since U is a G-invariant open subset
of Rn, we see that u ∈ U . Now, for every v ∈ U , we have, by Proposition 4.1,
G(v) ∩ U = G(u) ∩ U = U . It follows that G(v) = Rn since U = Rn. 
Denote by
TOPOLOGICAL TRANSITIVE ABELIAN SUBGROUPS OF GL(n,R) † 17
• Cu0 the connected component of U containing u0.
• Γ the subgroup of K∗η,r,s(R) generated by (Sk)1≤k≤r where
Sk := diag (ε1,kIn1 , . . . , εr,kInr ; I2m1 , . . . , I2ms) ∈ K∗η,r,s(R),
εi,k :=
{
−1, if i = k
1, if i 6= k , 1 ≤ i, k ≤ r.
Lemma 4.6. Let G be an abelian subgroup of K∗η,r,s(R). Under the notation
above, we have
(i) Cu0 :=
(
r∏
k=1
R
∗
+ × Rnk−1
)
×
(
s∏
l=1
(R2\{(0, 0)}) × R2ml−2
)
.
(ii) for every M ∈ Kη,r,s(R), SkM =MSk, k = 1, . . . , r.
(iii) U :=
⋃
S∈Γ
S(Cu0).
(iv) G+(u0) := G(u0) ∩ Cu0 .
(v) SC(G) ⊂ C(G) for every S ∈ Γ.
(vi) if ind(G) = r then G(u0) ∩ S(Cu0) 6= ∅ for every S ∈ Γ.
Proof. Assertions (i), (ii) and (iii) are easier to prove.
Proof of (iv): Let A = diag(A1, . . . , Ar; A˜1, . . . , A˜s) ∈ G+ = G ∩ K+η,r,s(R).
Then
Ak =

λk 0
a
(k)
2,1 λk
...
. . .
. . .
a
(k)
nk,1
. . . a
(k)
nk,nk−1 λk
 , λk > 0, k = 1, . . . , r.
Since
Akek,1 = [λk, a
(k)
2,1 , . . . , a
(k)
nk,1
]T ∈ R∗+ × Rnk−1
and
A˜lfl,1 ∈ (R2\{(0, 0)}) ×R2ml−2,
it follows by (i) that Au0 = [A1e1,1, . . . , Arer,1; A˜1f1,1, . . . , A˜sfs,1]
T ∈ Cu0
and soG+(u0) ⊂ G(u0)∩Cu0 . Conversely, ifA = diag(A1, . . . , Ar; A˜1, . . . , A˜s) ∈
G and Au0 ∈ Cu0 then Akek,1 = [λk, a(k)2,1 , . . . , a(k)nk,1]T ∈ R∗+ × Rnk−1, hence
λk > 0, and so A ∈ G+. Therefore G(u0)∩Cu0 ⊂ G+(u0). This proves that
G+(u0) = G(u0) ∩ Cu0 .
Proof of (v): Let B = diag(B1, . . . , Br; B˜1, . . . , B˜s) ∈ C(G) and
A = diag(A1, . . . , Ar; A˜1, . . . , A˜s) ∈ G.
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So AB = BA and thus AkBk = BkAk and A˜lB˜l = B˜lA˜l, k = 1, . . . , r; l =
1, . . . , s. Let
S := Sj = diag (ε1,jIn1 , . . . , εr,jInr ; I2m1 , . . . , I2ms) , for some j = 1, . . . , r.
Then SB = diag
(
ε1,jB1, . . . , εr,jBr; B˜1, . . . , B˜s
)
. Since εk,jBkAk = Akεk,jBk,
k = 1, . . . , r, j = 1, . . . , r, it follows that (SB)A = A(SB). This proves that
SB ∈ C(G).
Proof of (vi): There are three cases:
- If r = 0, then Γ = {In} and obviously we have (vi): G(u0) ∩Cu0 6= ∅.
- If r = 1, then Γ = {S1, In}. Here Cu0 = R∗+×Rn1−1×
(
s∏
l=1
(R2\{(0, 0)}) × R2ml−2
)
.
By definition of ind(G), there exists B ∈ G such that B1 has an eigenvalue
µ1 < 0. So Bu0 ∈ B(Cu0) ⊂ R∗− × Rn1−1 ×
(
s∏
l=1
(R2\{(0, 0)}) × R2ml−2
)
=
S1(Cu0), and thus G(u0) ∩ S1(Cu0) 6= ∅, this proves (vi).
- If r /∈ {0, 1}, here Cu0 =
(
r∏
k=1
R
∗
+ × Rnk−1
)
×
(
s∏
l=1
(R2\{(0, 0)}) × R2ml−2
)
.
By definition of ind(G), for every 1 ≤ k ≤ r there exists B(k) ∈ G such
that B
(k)
k has only one eigenvalue µk < 0 and all its other real eigenval-
ues µi > 0, i 6= k. So B(k)(Cu0) =
(
k−1∏
i=1
R∗+ ×Rni−1
)
× (R∗− × Rnk−1) ×(
r∏
i=k+1
R
∗
+ × Rni−1
)
×
(
s∏
l=1
(R2\{(0, 0)}) × R2ml−2
)
= Sk(Cu0), thusG(u0)∩
Sk(Cu0) 6= ∅, for every 1 ≤ k ≤ r and so G(u0)∩S(Cu0) 6= ∅, for every S ∈ Γ.
This completes the proof. 
Lemma 4.7. ([1], Corollary 1.3). Let G be an abelian subgroup of GL(n,R).
If G has a locally dense orbit O in Rn and C is a connected component of
U meeting O then O is dense in C.
Proposition 4.8. Let G be an abelian subgroup of K∗η,r,s(R). Then:
(i)
◦
G(u0) 6= ∅ if and only if
◦
G+(u0) 6= ∅.
(ii) G(u0) = R
n if and only if G+(u0) ∩ Cu0 = Cu0 and ind(G) = r.
Proof. (i) Suppose that
◦
G+(u0) 6= ∅. Since G+(u0) ⊂ G(u0), we see that
◦
G(u0) 6= ∅. Conversely, suppose that
◦
G(u0) 6= ∅. Then by Lemma 4.7,
G(u0)∩Cu0 = Cu0 . From Lemma 4.6, (i), we have
◦
Cu0 ⊃ Cu0 . As G+(u0) =
G(u0)∩Cu0 (Lemma 4.6, (iv)), then
◦
G+(u0) =
◦
Cu0 ⊃ Cu0 , hence
◦
G+(u0) 6=
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∅.
(ii) Suppose that G(u0) = R
n. By Lemma 4.6, (iv), G+(u0) = G(u0) ∩
Cu0 , and then G
+(u0) ∩ Cu0 = G(u0) ∩ Cu0 ∩ Cu0 = Cu0 . Now, suppose
that ind(G) < r. Then there exists 1 ≤ k0 ≤ r such that for every B =
diag(B1, . . . , Br; B˜1, . . . , B˜s) ∈ G with Bk ∈ Tnk(R), k = 1, . . . , r having an
eigenvalue µk and B˜l ∈ Bml(R), l = 1, . . . , s, we have µk0 > 0 or µi < 0 for
some i 6= k0. Therefore G(u0) ⊂ Rn\C′u0,k0 where
C′u0,k0 :=
(
k0−1∏
i=1
R
∗
+ × Rni−1
)
× (R∗− × Rnk0−1) ×
(
r∏
i=k0+1
R
∗
+ × Rni−1
)
×(
s∏
l=1
(R2\{(0, 0)}) × R2ml−2
)
and thus Rn\C′u0,k0 = Rn, a contradiction.
Conversely, suppose that G+(u0) ∩ Cu0 = Cu0 and ind(G) = r. We have
Cu0 ⊂ G+(u0) ⊂ G(u0). By Lemma 4.6,(vi), G(u0) ∩ S(Cu0) 6= ∅, for
every S ∈ Γ. So let v ∈ G(u0) ∩ (S(Cu0)) and w = S−1(v) ∈ Cu0 . By
Proposition 4.1, G(w) ∩ Cu0 = G(u0) ∩ Cu0 , so G(w) ∩ Cu0 = Cu0 . By
Lemma 4.1, (ii), G(u0) = G(v) = G(Sw) = S(G(w)). It follows that
G(u0) ∩ S(Cu0) = S
(
G(w) ∩ Cu0
)
= S(Cu0),
and hence S(Cu0) ⊂ G(u0). As U =
⋃
S∈Γ
S(Cu0) (Lemma 4.6, (iii)), then
U ⊂ G(u0) and therefore G(u0) = Rn since U = Rn. 
Corollary 4.9. Let G be an abelian subgroup of K∗η,r,s(R). The following
are equivalent:
(i) G(u0) = R
n
(ii)
◦
G(u0) 6= ∅ and ind(G) = r.
Proof. (i) =⇒ (ii) : results from Proposition 4.8, (ii). (ii) =⇒ (i): By
Lemma 4.6,(iv), G+(u0) ∩ Cu0 = G(u0) ∩ Cu0 and by Lemma 4.7, G(u0) ∩
Cu0 = Cu0 . It follows that G
+(u0)∩Cu0 = Cu0 . Since ind(G) = r, it follows
by Proposition 4.8,(ii) that G(u0) = R
n. 
Lemma 4.10. Let G be an abelian subgroup of K∗η,r,s(R). Then G has a
dense (resp. locally dense) orbit if and only if G(u0) is dense (resp. locally
dense).
Proof. Suppose that G(v) is locally dense in Rn, for some v ∈ Rn. Then
G(v) ∩ U 6= ∅, so v ∈ U since U is a G-invariant, dense open set in Rn.
By Lemma 4.6,(iii), we have U =
⋃
S∈Γ
S(Cu0), hence there is S ∈ Γ such
that v ∈ S(Cu0). Set v′ := S−1v ∈ Cu0 . So, by Lemma 4.6,(ii), we have
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G(v′) = S−1(G(v)), hence G(v′) is a locally dense orbit in Rn meeting Cu0 , it
follows that G(v′) is dense in Cu0 , by Lemma 4.7, and therefore u0 ∈ G(v′).
By Proposition 4.1, G(u0) ∩ U = G(v′) ∩ U and so Cu0 ⊂ G(u0). Therefore
G(u0) is locally dense in R
n.
If G(v) is dense in Rn then G(u0) is dense in R
n by Corollary 4.5. 
5. Parametrization of a subgroup of T∗n(K)
Assume that G is a subgroup of T∗n(K) and g = exp−1(G) ∩ Tn(K). For
n > 2 the group T∗n(K) is non abelian, so the assumption G is abelian
imposes restrictions on how it is embedded in T∗n(K). While there is no
general classification of the abelian subgroups of T∗n(K) for n large (see
Chapter 3, [8]), under the assumption that G is “sufficiently large”, there is
a special canonical form for the matrices of G which yields a parametrization
of an n dimensional subspace ϕ(Kn) ⊂ T∗n(K) containing G.
Recall that for a matrix B ∈ Tn(K), the matrix B˜ = (B − µBIn) where
µB denote the unique eigenvalue of B, is a singular matrix, so has range of
dimension at most n− 1.
Introduce the vector subspaces of Kn generated by the ranges of all the
singular matrices B˜ for B ∈ G (resp. g)
FG := vect
{
B˜ei : B ∈ G, 1 ≤ i ≤ n− 1
}
Fg := vect
{
B˜ei : B ∈ g, 1 ≤ i ≤ n− 1
}
Denote by rank(FG) (resp. rank(Fg)) the rank of FG (resp. Fg).
Lemma 5.1. ([1], Lemma 2.3) Let G be an abelian subgroup of T∗n(K).
Under the notation above, let r = rank(FG), 1 ≤ r ≤ n− 1 and (v1, . . . , vr)
be a basis of FG. Then for every u ∈ Kn, the vector subspace
Hu := vect(u, v1, . . . , vr) is G-invariant. In particular, FG := H0 is G-
invariant.
Proposition 5.2. Let G be an abelian subgroup of T∗n(K). If rank(FG) =
n− 1 (resp. rank(Fg) = n− 1) then there exist injective linear maps
ϕ : Kn −→ Tn(K), (resp. ψ : Kn −→ Tn(K)) such that
(i) for every v ∈ Kn, ϕ(v)e1 = v (resp. ψ(v)e1 = v).
(ii) C(G) ⊂ ϕ(Kn) (resp. C(g) ⊂ ψ(Rn)).
Proof. For K = C, the proposition is proved in ([2], Proposition 5.1). For
K = R, the proof is similar by the same methods. 
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Condition (i) asserts that the projection of the embedding ϕ (resp. ψ) to
the first column of the matrix is the identity map.
Corollary 5.3. Under the hypothesis of Proposition 5.2, we have:
(i) ϕ(Be1) = B (resp. ψ(Be1) = B) for every B ∈ C(G) (resp. C(g)).
(ii) ϕ(G(e1)) = G (resp. ψ(G(e1)) = G).
(iii) ϕ(ge1) = g (resp. ψ(ge1) = g).
Proof. (i) Suppose that B ∈ C(G). By Proposition 5.2, there exists v ∈ Kn
such that ϕ(v) = B and so ϕ(v)e1 = v. Then Be1 = v and ϕ(Be1) = B.
Analogous by Proposition 5.2, if B ∈ C(g), we have ψ(Be1) = B.
Assertions (ii) follows from ([1], Lemma 4.2, iii)) if K = C since C(g) = C(G).
If K = R, it follows from Lemma 3.10, (iii) since G ⊂ C(G) (resp. G ⊂ C(g)).
Assertion (iii): If K = R then by (Lemma 3.10, (iv)), g ⊂ C(g) and
g ⊂ C(G) and so by (i), ψ(ge1) = g and ϕ(ge1) = g. For K = C, it is
obvious. 
6. Locally dense orbit for subgroups of T∗n(K)
Note that if G is an abelian subgroup of T∗n(K), U = K∗ ×Kn−1.
Lemma 6.1. Let G be an abelian subgroup of T∗n(K). If
◦
G(e1) 6= ∅ (resp.
◦
ge1 6= ∅), then rank(FG) = n− 1 (resp. rank(Fg) = n− 1).
Proof. Suppose that
◦
G(e1) 6= ∅. Let He1 be the vector subspace of Kn
generated by e1 and FG. So by Lemma 5.1, He1 is G-invariant. Hence
G(e1) ⊂ He1 and therefore
◦
He1 6= ∅. Hence, He1 = Kn and so rank(FG) =
n− 1.
The same proof is true for Fg in place of FG. 
Lemma 6.2. Let G be an abelian subgroup of T∗n(C). Then every locally
dense orbit of G is dense in Cn.
Proof. If O is a locally dense orbit in Cn (i.e.
◦
O 6= ∅) then O ⊂ U . Then
O ∩ U is a nonempty closed subset in U . Let’s show that O ∩ U is open
in U . Let v ∈ O ∩ U . Since O is minimal in U ([2], Corollary 3.3) then
O∩U = G(v)∩U . So,
◦
O∩U =
◦
G(v)∩U 6= ∅. Then v ∈
◦
G(v)∩U ⊂ O∩U .
Since U is connected, O ∩ U = U , so Cn = U ⊂ O. 
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Lemma 6.3. Let G be an abelian subgroup of T∗n(K). If
◦
G(e1) 6= ∅ (resp.
◦
ge1 6= ∅) then there exists an isomorphism ϕ (resp. ψ) from Kn to C(G). In
particular, C(G) = ϕ(Kn) (resp. C(G) = ψ(Kn)).
Proof. Suppose that
◦
G(e1) 6= ∅. Then by Lemma 6.1 and Proposition 5.2,
there exists an injective linear map ϕ : Kn −→ Tn(K) such that C(G) ⊂
ϕ(Kn). Let’s prove the inclusion ϕ(Kn) ⊂ C(G):
Case K = C: By Corollary 5.3, (ii), we have ϕ(G(e1)) = G. Recall that
here, u0 = e1, U = C
∗ ×Cn−1 and by Lemma 6.2, G(e1) is dense in U , that
is U ⊂ G(e1). Then since ϕ is continuous, we have ϕ(U) ⊂ ϕ(G(e1)) ⊂
ϕ(G(e1)) = G. Since C(G) is a vector subspace of Mn(C), G ⊂ C(G) and
thus ϕ(U) ⊂ C(G). Since U = Cn, ϕ (Cn) = ϕ (U) ⊂ ϕ(U) ⊂ C(G). As a
consequence, C(G) = ϕ(Cn).
Case K = R. By Corollary 5.3, (ii), we have ϕ(G(e1)) = G. Recall that
here, u0 = e1, U = R
∗×Rn−1 and Ce1 = R∗+×Rn−1 is the connected compo-
nent of U containing e1. By Lemma 4.7, G(e1) is dense in Ce1 hence Ce1 ⊂
G(e1). Since ϕ is continuous, we have ϕ(Ce1) ⊂ ϕ(G(e1)) ⊂ ϕ(G(e1)) = G.
Since C(G) is a vector subspace of Mn(R), G ⊂ C(G) and it follows that
ϕ(Ce1) ⊂ C(G). Since ϕ is linear, ϕ(−Ce1) = −ϕ(Ce1) ⊂ −C(G). As
−C(G) = C(G) and U = (−Ce1) ∪Ce1 , it follows that
ϕ(U) = ϕ(−Ce1 ∪ Ce1) = ϕ(−Ce1) ∪ ϕ(Ce1) ⊂ C(G).
Since U = Rn, ϕ (Rn) = ϕ
(
U
) ⊂ ϕ(U) ⊂ C(G). As a consequence, C(G) =
ϕ(Rn).
The same proof is given for ψ. 
Corollary 6.4. Let G be an abelian subgroup of T∗n(R). Then:
(1) If
◦
G(e1) 6= ∅ then f := ϕ−1 ◦ exp/Tn(R) ◦ ϕ : Rn −→ Rn is well
defined and satisfies
(i) f is a continuous open map
(ii) f(Be1) = e
Be1 for every B ∈ C(G). In particular, f(ge1) =
G+(e1).
(iii) f−1(G+(e1)) = ge1 .
(iv) f(Rn) = Ce1 = R
∗
+ × Rn−1.
(2) If
◦
ge1 6= ∅ then h := ψ−1 ◦ exp/Tn(R) ◦ψ : Rn −→ Rn is well defined
and satisfies
(i) h is a continuous open map
(ii) h(Be1) = e
Be1 for every B ∈ C(g). In particular, h(ge1) =
G+(e1).
(iii) h(Rn) = Ce1 = R
∗
+ × Rn−1.
Proof. Proof of (1). (i): By Lemma 6.3, ϕ : Rn −→ C(G) is an isomor-
phism. By Lemma 3.10, (ii), exp(C(G)) ⊂ C(G), so Lemma 6.3 implies that
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exp/Tn(R)(ϕ(R
n)) ⊂ ϕ(Rn). Thus the map f := ϕ−1 ◦exp/Tn(R) ◦ϕ : Rn −→
R
n is well defined.
(ii): By Corollary 3.8, exp/Tn(R) : Tn(R) −→ T∗n(R) is a local diffeomor-
phism. Hence f is a local diffeomorphism and therefore f is a continuous
open map. By Corollary 5.3, ϕ(Be1) = B, for every B ∈ C(G). Therefore,
for every B ∈ C(G), we have
f(Be1) = ϕ
−1
[
exp/Tn(R) (B))
]
= ϕ−1
(
eB
)
= eBe1.
(iii): Since ϕ(G+(e1)) = G
+, ϕ−1(g) = ge1 and by Lemma 3.10, exp
−1
/Tn(R)
(G+) =
g, it follows that
f−1(G+(e1)) = ϕ−1
[
exp−1/Tn(R)
(
ϕ(G+(e1))
)]
= ϕ−1
(
exp−1/Tn(R)(G
+)
)
= ϕ−1(g)
= ge1 .
(iv): First, we have ϕ−1(C(G) ∩ T+n (R)) = R∗+ × Rn−1: indeed, by Propo-
sition 5.2,(i), for every v = [v1, . . . , vn]
T ∈ Rn, we have ϕ(v) ∈ Tn(R) and
ϕ(v)e1 = v, so ϕ(v) has the following form
ϕ(v) =

v1 0
v2 v1
... ∗ . . .
vn ∗ ∗ v1
 .
It follows that ϕ(v) ∈ T+n (R) if and only if v1 > 0, that is v ∈ R∗+×Rn−1. By
Lemma 6.3, ϕ(Rn) = C(G), it follows that ϕ−1(C(G)∩T+n (R)) = R∗+×Rn−1.
Now, as ϕ : Rn −→ C(G) is an isomorphism then
h(Rn) = ϕ−1
[
exp/Tn(R) (C(G))
]
= ϕ−1(C(G) ∩ T+n (R)),by Lemma 3.10, (ii)
= R∗+ × Rn−1.
Proof of (2). (i): Analogous to the proof of (1), the map
h := ψ−1 ◦ exp/Tn(R) ◦ ψ : Rn −→ Rn
is well defined and it is a local diffeomorphism, hence h is an open map.
(ii): For every B ∈ C(g) we have eB ∈ C(G+) ∩ T+n (R) since C(g) = C(G+)
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(Lemma 3.10, (iii)) and by applying Lemma 3.10, (ii) to G+. As by Corol-
lary 5.3, (i), ψ(Be1) = B, we obtain:
h(Be1) = ψ
−1
[
exp/Tn(R) (B))
]
= ψ−1(eB)
= eBe1.
Hence
h(ge1) = exp(g)e1 = G
+(e1), by Lemma 3.10, (i).
(iii): we apply the same proof as for (1), (iv) above. 
Corollary 6.5. Let G be an abelian subgroup of T∗n(C). Then:
(1) If
◦
G(e1) 6= ∅ then f := ϕ−1 ◦ exp/Tn(C) ◦ ϕ : Cn −→ Cn is well
defined and satisfies
(i) f is a continuous open map
(ii) f(Be1) = e
Be1 for every B ∈ C(G). In particular, f(ge1) =
G(e1).
(iii) f−1(G(e1)) = ge1 .
(iv) f(Cn) = C∗ × Cn−1.
(2) If
◦
ge1 6= ∅ then h := ψ−1 ◦ exp/Tn(C) ◦ψ : Cn −→ Cn is well defined
and satisfies
(i) h is a continuous open map
(ii) h(Be1) = e
Be1 for every B ∈ C(g). In particular, h(ge1) =
G(e1).
(iii) h(Cn) = C∗ ×Cn−1.
Proof. Proof of (1). Since
◦
G(e1) 6= ∅ then by Lemma 6.2, G(e1) = Cn. So
(by Corollary 6.5, in [2]), f := ϕ−1 ◦ exp/Tn(C) ◦ ϕ : Cn −→ Cn is well
defined and satisfies (i) and (iii).
(ii): By ([2], Corollary 3.7), exp/Tn(C) : Tn(C) −→ T∗n(C) is a local diffeo-
morphism. Hence f is a local diffeomorphism and therefore f is a continuous
open map. By Corollary 5.3, ϕ(Be1) = B, for every B ∈ C(G). Therefore,
for every B ∈ C(G), we have
f(Be1) = ϕ
−1
[
exp/Tn(R) (B))
]
= ϕ−1
(
eB
)
= eBe1.
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(iv): First, we have ϕ−1(C(G) ∩ T∗n(C)) = C∗ × Cn−1: indeed, by Propo-
sition 5.2,(i), for every v = [v1, . . . , vn]
T ∈ Cn, we have ϕ(v) ∈ Tn(C) and
ϕ(v)e1 = v, so ϕ(v) has the following form
ϕ(v) =

v1 0
v2 v1
... ∗ . . .
vn ∗ ∗ v1
 .
It follows that ϕ(v) ∈ T∗n(C) if and only if v1 6= 0, that is v ∈ C∗×Cn−1. By
Lemma 6.3, ϕ(Cn) = C(G), it follows that ϕ−1(C(G)∩T∗n(C)) = C∗×Cn−1.
Now, as ϕ : Cn −→ C(G) is an isomorphism then
h(Cn) = ϕ−1
[
exp/Tn(C) (C(G))
]
= ϕ−1(C(G) ∩ T∗n(C)),by ([2], Lemma 4.2, ii))
= C∗ × Cn−1.
(2): Similar considerations apply for
◦
ge1 6= ∅ and by using (Corollary 6.4,
in [2]). 
7. Locally dense orbit for subgroups of K∗η,r,s(R)
7.1. Case where G is a subgroup of B∗m(R).
Let G be an abelian subgroup of B∗m(R). In this case G+ = G. Recall that
H = {(u, u) : u ∈ Cm} ⊂ C2m and that for every B ∈ G,
B′ := Q−1BQ = diag
(
B′1, B′1
)
where B′1 ∈ T∗m(C) and Q ∈ GL(2m,C) is the matrix of basis change
from B0 to C0. Moreover, Q−1(R2m) = H (see Lemma 4.3). Denote by
G′1 := {B′1 ∈ T∗m(C) : B ∈ G}. Then G′1 is an abelian subgroup of T∗m(C).
Proposition 7.1. Let G be an abelian subgroup of B∗m(R).
(1) If
◦
G(e1) 6= ∅ then there exists a map f : R2m −→ R2m satisfying
(i) f is continuous and open
(ii) f(Be1) = e
Be1 for every B ∈ C(G).
(iii) f−1(G(e1)) = ge1 .
(iv) f(R2m) = (R2\{(0, 0)}) × R2m−2.
(2) If
◦
ge1 6= ∅ then there exists a map h : R2m −→ R2m satisfying
(i) h is continuous and open
(ii) h(Be1) = e
Be1 for every B ∈ C(g). In particular, h(ge1) =
G(e1).
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(iii) h(R2m) = (R2\{(0, 0)}) ×R2m−2.
Proof. Suppose that
◦
G(e1) 6= ∅. The proof for
◦
ge1 6= ∅ is analogous. By
Lemma 4.3, we have Q−1(e1) = (e′1, e′1) = (e
′
1, e
′
1), where e
′
1 = [1, 0, . . . , 0]
T ∈
C
m. Write G′ := Q−1GQ ⊂ GL(2m,C). Then G′(e′1, e′1) = Q−1(G(e1)) =
{(u, u) : u ∈ G′1(e′1)} ⊂ H. Hence
◦
G′(e′1, e
′
1) 6= ∅ and H is G′-invariant.
Define p1 : H −→ Cm by p1(u, u) = u. We have p1 (G′(e′1, e′1)) = G′1(e′1).
Since p1 is open and continuous, it follows that ∅ 6= p1
( ◦
G′(e′1, e
′
1)
)
⊂
◦
G′1(e
′
1), hence
◦
G′1(e
′
1) 6= ∅. By Corollary 6.5, there exists a continuous open
map f1 : C
m −→ Cm that satisfies f1(B′1e′1) = eB
′
1e′1 for every B
′
1 ∈ C(G′1)
and f−11 (G
′
1(e
′
1)) = g
′
1e′
1
where g′1 = exp
−1
/Tm(C)
(G′1). Let f˜ : H −→ H
defined by f˜(u, u) = (f1(u), f1(u)) and set f := Q◦ f˜ ◦Q−1 : R2m −→ R2m.
The map f˜ is continuous and open, so is f . For every B ∈ C(G), we have
B′1 ∈ C(G′1) and then
f(Be1) = Q◦f˜(Q−1(Be1)) = Q
(
f1(B
′
1e
′
1), f1(B
′
1e
′
1)
)
= Q(eB
′
1e′1, eB
′
1e′1) = e
Be1.
Set F := (f˜)−1(G′(e′1, e
′
1)). We have
F = {(z, z) : z ∈ f−11 (G′1(e′1)}
= {(z, z) : z ∈ (g′1)e′1}
= {(B′1e′1, B′1e′1) : B′1 ∈ g′1}
= {B′(e′1, e′1) : B′ = diag(B′1, B′1) ∈ Q−1gQ}.
Then
f−1(G(e1)) = Q
(
(f˜)−1(Q−1(G(e1)))
)
= Q
(
(f˜)−1
(
G′(e′1, e
′
1)
))
= Q(F )
= {Be1 : B ∈ g}
= ge1
Finally, f(R2m) = Q ◦ f˜ ◦ Q−1(R2m) = Q ◦ f˜(H) = Q({(u, u) : u ∈ C∗ ×
C
m−1}) = (R2\{(0, 0)}) × R2m−2. This completes the proof. 
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7.2. Case where G is a subgroup of K∗η,r,s(R).
Denote by
• Gk = G/Ek := {Mk : M ∈ G}
(
resp. G˜l = G/Fl := {M˜l : M ∈ G}
)
,
1 ≤ k ≤ r, 1 ≤ l ≤ s, where M = diag(M1, . . . ,Mr; M˜1, . . . , M˜s), with
Mk ∈ T∗nk(R) and M˜l ∈ B∗ml(R). Then Gk (resp. G˜l) is an abelian subgroup
of T∗nk(R)
(
resp. B∗ml(R)
)
.
• gk = g/Ek := exp−1(Gk) ∩ Tnk(R) and g˜l = g/Fl := exp−1(G˜l) ∩ Bml(R).
Recall that u0 = [e1,1, . . . , er,1; f1,1, . . . , f1,s]
T ∈ Rn where
ek,1 = [1, 0, . . . , 0]
T ∈ Rnk , fl,1 = [1, 0, . . . , 0]T ∈ R2ml , 1 ≤ k ≤ r, 1 ≤ l ≤ s.
Theorem 7.2. Let G be an abelian subgroup of K∗η,r,s(R).
(1) If
◦
G(u0) 6= ∅ then there exists a map f : Rn −→ Rn satisfying
(i) f is continuous and open
(ii) f(Bu0) = e
Bu0 for every B ∈ C(G).
(iii) f−1(G+(u0)) = gu0 .
(iv) f(Rn) = Cu0 .
(2) If
◦
gu0 6= ∅ then there exists a map h : Rn −→ Rn satisfying
(i) h is continuous and open
(ii) h(Bu0) = e
Bu0 for every B ∈ C(g). In particular, h(gu0) =
G+(u0).
(iii) h(Rn) = Cu0 .
Proof. Let’s prove the theorem for
◦
G(u0) 6= ∅. The proof for
◦
gu0 6= ∅ is
analogous. We have
◦
G/Ek(ek,1) 6= ∅ and
◦
G/Fl(fl,1) 6= ∅. By Corollary 6.4
(resp. Proposition 7.1), there exists a continuous open map
fk := f/Ek : R
nk −→ Rnk(resp. f˜l := f˜/Fl : R2mk −→ R2mk)
satisfying, for every k = 1, . . . , r, l = 1, . . . , s:
fk(Bk(ek,1)) = e
Bkek,1, f
−1
k (G
+
k (ek,1)) = (gk)ek,1and fk(R
nk) = R∗+×Rnk−1(
resp. f˜l(B˜l(fl,1)) = e
Blfl,1, (f˜l)
−1(G˜l(fl,1)) = (g˜l)fl,1 and f˜l(R
2ml) = (R2\{(0, 0)}) × R2ml−1
)
,
where Bk = B/Ek and B˜l = B/Fl . Let f : R
n −→ Rn denote the map
defined by
f(v) =
[
f1(v1), . . . , fr(vr); f˜1(v˜1), . . . , f˜s(v˜s)
]T
, v = [v1, . . . , vr; v˜1, . . . , v˜s]
T ∈ Rn
where vk ∈ Rnk , ul ∈ R2ml , k = 1, . . . , r, l = 1, . . . , s. Thus f is a continuous
open map satisfying
f(Bu0) = e
Bu0, f
−1(G+(u0)) = gu0 and f(R
n) = Cu0 .
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
8. Proof of main results
Proof of Theorem 1.1. One can assume by Proposition 2.6 that G is an
abelian subgroup of K∗η,r,s(R).
(ii) =⇒ (i): is clear.
(i) =⇒ (ii): this follows directly from Lemma 4.10.
(iii) =⇒ (ii): suppose that gu0 = Rn. Then by Theorem 7.2, there exists
a continuous open map h : Rn −→ Rn such that h(gu0) = G+(u0) and
h(Rn) = Cu0 . Hence, one has:
Cu0 = h(gu0) ⊂ G+(u0) ⊂ G(u0).
Therefore,
◦
G(u0) 6= ∅.
(ii) =⇒ (iii): suppose that
◦
G(u0) 6= ∅. By Theorem 7.2, there exists a
continuous open map f : Rn −→ Rn such that f−1(G+(u0)) = gu0 . By
Proposition 4.8, (i),
◦
G+(u0) 6= ∅. Then by Lemma 4.7, G+(u0)∩Cu0 = Cu0 ,
so
◦
G+(u0) =
◦
Cu0 ⊃ Cu0 , and by Theorem 7.2, (iv), it follows that
R
n = f−1(Cu0) ⊂ f−1
(
G+(u0)
)
⊂ f−1(G+(u0)) ⊂ gu0 .
Hence, gu0 = R
n. 
Proof of Corollary 1.2. One can assume by Proposition 2.6, that G ⊂
K∗η,r,s(R), in this case v0 = u0. (i)⇐⇒ (ii) follows directly from Lemma 4.10.
(iii) =⇒ (ii): Suppose that gu0 = Rn and ind(G) = r. Then by Theo-
rem 1.1,
◦
G(u0) 6= ∅. By Corollary 4.9, G(u0) = Rn.
(ii) =⇒ (iii) : results from Proposition 4.8, (ii). 
Proof of Corollary 1.3. This follows directly from Corollary 1.2 by taking
u0 = e1.
Proposition 8.1. Let G be an abelian subgroup of K+η,r,s(R) and let B1, . . . , Bp ∈
Kη,r,s(R) such that eB1 , . . . , eBp generate G. Then we have
gu0 =
p∑
k=1
Z(Bku0) +
s∑
k=1
2piZf (l).

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Proof. • First we determine g. Let M ∈ g. Then
M = diag(M1, . . . ,Mr; M˜1, . . . , M˜s) ∈ Kη,r,s(R)
and eM ∈ G. So eM = ek1B1 . . . ekpBp for some k1, . . . , kp ∈ Z. Since
B1, . . . , Bp ∈ g, they pairwise commute (Lemma 3.10, (iv)). Therefore
eM = ek1B1+···+kpBp . Write Bj = diag(Bj,1, . . . , Bj,r; B˜j,1, . . . , B˜j,s), then
eMi = ek1B1,i+···+kpBp,i , i = 1, . . . , r and eM˜l = ek1B˜1,l+···+kpB˜p,l , l = 1, . . . , s.
Moreover, as M ∈ g, we have MBj = BjM and hence MiBj,i = Bj,iMi,
i = 1, . . . , r and M˜lB˜j,l = B˜j,lM˜l, l = 1, . . . , r, j = 1, . . . , p. It follows by
Proposition 3.6, that Mi = k1B1,i + · · · + kpBp,i and M˜l = k1B˜1,l + · · · +
kpB˜p,l+2pitlJml for some tl ∈ Z where Jml = diag(J2, . . . , J2) ∈ GL(2ml ,R)
with J2 =
[
0 −1
1 0
]
.
Therefore
M = diag
 p∑
j=1
kjBj,1, . . . ,
p∑
j=1
kjBj,r;
p∑
j=1
kjB˜j,1 + 2pit1Jm1 , . . . ,
p∑
j=1
kjB˜j,s + 2pitsJms

=
p∑
j=1
kjBj + diag(0, . . . , 0; 2pit1Jm1 , . . . , 2pitpJmp).
Set
Ll := diag(0, . . . , 0; L˜l,1, . . . , L˜l,s)
where
L˜l,i =
{
0 ∈ Bmi(R) if i 6= l
Jml if i = l
Then we have diag(0, . . . , 0; 2pit1Jm1 , . . . , 2pitpJmp) =
s∑
l=1
2pitlLl and there-
fore M =
p∑
j=1
kjBj +
s∑
l=1
2pitlLl. We conclude that g =
p∑
j=1
ZBj + 2pi
s∑
l=1
ZLl.
• Second, we determine gu0 . Let B ∈ g. We have B =
p∑
j=1
kjBj + 2pi
s∑
l=1
tlLl
for some k1, . . . , kp ∈ Z, and t1, . . . , ts ∈ Z. As L˜l,ifi,1 = f (l)i , i = 1, . . . , s
then
Llu0 = diag(0, . . . , 0; L˜l,1, . . . , L˜l,s)[e1,1, . . . , er,1; f1,1, . . . , fs,1]
T
= [0, . . . , 0; f
(l)
1 , . . . , f
(l)
s ]
T
= f (l).
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Hence Bu0 =
p∑
j=1
kjBju0 + 2pi
r∑
l=1
tlf
(l) and therefore gu0 =
p∑
j=1
Z(Bju0) +
2pi
s∑
l=1
Zf (l). This proves the Proposition. 
Lemma 8.2. Let G be an abelian subgroup of K∗η,r,s(R). Then:
◦
G(u0) 6= ∅ if and only if
◦
G2(u0) 6= ∅.
Proof. (i) Suppose that
◦
G2(u0) 6= ∅. Since G2(u0) ⊂ G(u0), it follows that
◦
G(u0) 6= ∅. Conversely, suppose that
◦
G(u0) 6= ∅. Then by Theorem 1.1,
gu0 = R
n. As g ⊂ 1
2
g2 (since if B ∈ g, we have e2B = (eB)2 ∈ G2), then
1
2g
2
u0 = R
n and so g2u0 = R
n. By applying Theorem 1.1 to the abelian
subgroup G2, it follows that
◦
G2(u0) 6= ∅. 
Corollary 8.3. Let G be an abelian subgroup of K∗η,r,s(R). Then G has a
locally dense orbit if and only if so is G2.
Proof. This is a consequence from Lemmas 4.10 and 8.2. 
Proof of Theorem 1.4. One can assume by Proposition 2.6 that G is an
abelian subgroup of K∗η,r,s(R). By applying Theorem 1.1 to the subgroup
G2 of K+η,r,s(R), then (ii) ⇔ (iii) follows from Proposition 8.1 and Lemma
8.2. (i)⇔ (ii) follows from Theorem 1.1.
Recall the following proposition which was proven in [9]:
Proposition 8.4. ([9], Proposition 4.3) Let H = Zu1 + · · · + Zum with
uk = (uk,1, . . . , uk,n) ∈ Rn, k = 1, . . . ,m. Then H is dense in Rn if and
only if for every (s1, . . . , sm) ∈ Zm\{0}:
rank


u1,1 . . . . . . . um,1
...
...
...
...
u1,n . . . . . . um,n
s1 . . . . . . sm

 = n+ 1.
Proof of Corollary 1.5. (i) =⇒ (iii) follows from Corollary 1.2 and The-
orem 1.4. (iii) =⇒ (i) follows from Corollary 1.2. (ii) ⇐⇒ (iii) follows
from Proposition 8.4. 
Proof of Corollary 1.6. Let A1, . . . , Ap generate G and let B1, . . . , Bp ∈ g
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so that A21 = e
B1 , . . . , A2p = e
Bp . Set vk = (Bkv0; sk) and wl = (2piPf
l; tl),
1 ≤ k ≤ p, 1 ≤ l ≤ s. If p ≤ n − s then rank(v1, . . . , vp; w1, . . . , ws) ≤ n
and hence by Proposition 8.4, g2v0 =
p∑
k=1
Z(Bkv0) +
s∑
l=1
2piZPf (l) is not dense
in Rn. Hence, by Theorem 1.4, G has nowhere dense orbit, in particular, it
is not topologically transitive. 
Proof of Corollary 1.7. Since r+2s ≤ n, it follows that p+s ≤ [n+12 ]+n−r2 ≤
n+ 1−r2 ≤ n+ 12 . Hence, p+ s ≤ n and therefore Corollary 1.7 follows from
Corollary 1.6. 
9. The case n = 2 and some examples
For a given partition η = (n1, . . . , nr) of n, we see that r, s ∈ {0, 1, 2} and
ni ∈ {0, 1, 2}. In this case, we have K∗1,1,0(R) = T∗2(R), K∗(1,1),2,0(R) = D∗2(R)
and K∗1,0,1(R) = B∗1(R) = S∗ where
D
∗
2(R) =
{[
a 0
0 b
]
: a, b ∈ R∗
}
,
T
∗
2(R) =
{[
a 0
b a
]
: a, b ∈ R, a 6= 0
}
and
S
∗ =
{[
α −β
β α
]
: α, β ∈ R, α2 + β2 6= 0
}
.
Note that D∗2(R), T
∗
2(R) and S
∗ are all abelian.
Let G be a subgroup of K∗η,r,s(R), r, s = 0, 1, 2. We distinguish three cases:
Case 1: G is a subgroup of D∗2(R). Then we have the following proposi-
tion.
Proposition 9.1. Let Ak = diag(λk, µk), where λk, µk ∈ R∗, k = 1, . . . , p
and G be the group that they generate. Then G has a dense orbit if and only
if ind(G) = 2 and for every (s1, . . . , sp) ∈ Zp\{0}:
rank
 2 log |λ1| . . . 2 log |λp|2 log |µ1| . . . 2 log |µp|
s1 . . . sp
 = 3.
Proof. We let Bk = diag(2 log |λk|, 2 log |µk|), k = 1, . . . , p. One has eBk =
A2k and Bk ∈ D∗2(R), k = 1, . . . , p. Then Bk ∈ g and by Corollary 1.5, the
proposition follows. 
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Example 9.2. Let G be the group generated by:
A1 = diag(−e
√
2
2 , 1), A2 = diag(1,−e 12 ) and A3 = diag(e−
√
3
2 , e−
√
2
2 ).
Then every orbit in R∗ × R∗ is dense in R2.
Proof. We see that ind(G) = 2 and U = R∗ × R∗. Moreover, for every
(s1, s2, s3) ∈ Z3\{0}, one has the determinant:
∆ = det
 √2 0 −√30 1 −√2
s1 s2 s3
 = s1√3 + 2s2 + s3√2
Since 2,
√
2 and
√
3 are rationally independent, ∆ 6= 0. Therefore:
rank
 √2 0 −√30 1 −√2
s1 s2 s3
 = 3
and by Proposition 8.1, G has a dense orbit. We conclude by Corollary 4.5,
that every orbit in R∗ ×R∗ is dense in R2. 
Case 2: G is a subgroup of T∗2(R). Then we have the following proposition.
Proposition 9.3. Let Ak =
[
λk 0
µk λk
]
where λk ∈ R∗, µk ∈ R, k =
1, . . . , p and G be the group that they generate. Then G has a dense orbit if
and only if ind(G) = 1 and for every (s1, . . . , sp) ∈ Zp\{0}:
rank
 2 log |λ1| . . . 2 log |λp|2µ1λ1 . . . 2µpλp
s1 . . . sp
 = 3.
Proof. We let Bk =
 2log|λk| 0
2µk
λk
2 log |λk|
 ∈ T2(R), k = 1, . . . , p. One
has eBk = A2k and Bk ∈ T2(R). Then Bk ∈ g. The proposition follows then
from Corollary 1.5. 
Example 9.4. Let G be the group generated by:
A1 =
[
−e
√
2 0
0 −e
√
2
]
, A2 =
[
1 0
1 1
]
andA3 =
[
e−
√
3 0
−√2e−
√
3 e−
√
3
]
.
Then every orbit in R∗ × R is dense in R2.
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Proof. We see that ind(G) = 1 since r = 1 and −e
√
2 is an eigenvalue of A1,
U = R∗ × R and for every (s1, s2, s3) ∈ Z3\{0}:
rank
 2√2 0 −2√30 2 −2√2
s1 s2 s3
 = 3
So G has a dense orbit. By Corollary 4.5, every orbit in R∗ × R is dense in
R
2. 
Case 3: G is a subgroup of S∗. Then we have the following proposition.
Proposition 9.5. Let Ak = |λk|
[
cos θk − sin θk
sin θk cos θk
]
where λk ∈ R∗, θk ∈
R, k = 1, ..., p and G the group that they generate. Then G has a dense
orbit if and only if for every (s1, . . . , sp) ∈ Zp+1\{0}:
rank
 2 log |λ1| . . . 2log|λp| 02θ1 . . . 2θp 2pi
s1 . . . sp t
 = 3.
Proof. We see that G ⊂ B∗1(R) = S∗ and so ind(G) = r = 0. We let
Bk =
[
2 log |λk| −2θk
2θk 2 log |λk|
]
. For every k = 1, . . . , p, one has eBk = A2k
and Bk ∈ S. By Corollary 1.5, Proposition 9.5 follows. 
Example 9.6. Let G be the group generated by:
A1 = e
√
2
[
cos
(−√3) − sin (−√3)
sin
(−√3) cos (−√3)
]
and A2 = e
√
3
[
cos
√
2 − sin√2
sin
√
2 cos
√
2
]
.
Then every orbit in R2\{0} is dense in R2.
Proof. We see that G ⊂ S∗ and so ind(G) = r = 0. For every (s1, s2, t) ∈
Z
3\{0}, one has the determinant:
det
 2√2 2√3 0−2√3 −2√2 2pi
s1 s2 t
 = 4pi(√3s1 −√2s2) + 4t 6= 0.
It follows that:
rank
 2√2 2√3 0−2√3 −2√2 2pi
s1 s2 t
 = 3.
By Corollary 1.5, G has a dense orbit. Since U = R2\{0}, it follows by
Corollary 4.5 that every orbit in R2\{0} is dense in R2. 
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Corollary 9.7. If G is a finitely generated abelian subgroup of SL(2,R), it
is not topologically transitive.
Proof. One can assume by Proposition 2.6 that G is a subgroup of D∗2(R),
T
∗
2(R) or S
∗. Let A1, . . . , Ap generate G.
- If G ⊂ D∗2(R), then, one can write Ak = diag(λk, 1λk ), where λk ∈ R∗,
k = 1, . . . , p. Then log
∣∣∣ 1λk ∣∣∣ = − log |λk| and by Proposition 9.1, G has no
dense orbit.
- If G ⊂ T∗2(R), then one can write Ak =
[
λk 0
µk λk
]
, where µk ∈ R and
|λk| = 1, k = 1, . . . , p. Then log |λk| = 0 and by Proposition 9.3, G has no
dense orbit.
- If G ⊂ S∗, then one can write
Ak = |λk|
[
cos θk − sin θk
sin θk cos θk
]
,
where θk ∈ R and |λk| = 1, k = 1, . . . , p. Then log |λk| = 0 and by Proposi-
tion 9.5, G has no dense orbit. 
Remark 2. We proved in ([2], Corollary 1.5), that no abelian subgroup
of GL(n,C) generated by n matrices (n ≥ 1) is topological transitive.
Example 9.6 shows that this property is not true for abelian subgroup of
GL(2,R). The following is another example for n = 4:
Example 9.8. Let G be the abelian group generated by:
A1 =

[
e
√
3
4pi cos(12) −e
√
3
4pi sin(12)
e
√
3
4pi sin(12) e
√
3
4pi cos(12 )
]
0
0
[
e
√
5
2 cos(
√
2
2 ) −e
√
5
2 sin(
√
2
2 )
e
√
5
2 sin(
√
2
2 ) e
√
5
2 cos(
√
2
2 )
]

A2 = diag(
√
eI2, I2) and A3 = diag(I2,
√
eI2).
Then every orbit in (R2\{0})2 is dense in R4.
Proof. We see that G ⊂ K∗η,0,2(R) = B∗1(R)⊕B∗1(R) where η = (2, 2). Hence
ind(G) = 0 and U = (R2\{0})2. Write
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B1 =

[ √
3
2pi −1
1
√
3
2pi
]
0
0
[ √
5 −√2√
2
√
5
]

B2 = diag(I2, 02) and B3 = diag(02, I2)
where 02 =
[
0 0
0 0
]
∈M2(R).
One has eBk = A2k, k = 1, 2, 3. For every (s1, s2, s3, t1, t2) ∈ Z5\{0}, we
have
∆ :=

√
3
2pi 1 0 0 0
1 0 0 2pi 0√
5 0 1 0 0√
2 0 0 0 2pi
s1 s2 s3 t1 t2

= pi(pi(−4s1 + 4
√
5s3) + 2
√
3s2 + 2t1 + 2
√
2t2)
Since pi is a transcendent number, ∆ 6= 0. It follows that
rank


√
3
2pi 1 0 0 0
1 0 0 2pi 0√
5 0 1 0 0√
2 0 0 0 2pi
s1 s2 s3 t1 t2

 = 5.
By Corollary 1.5, G has a dense orbit in R4. By Corollary 4.5, every orbit
in (R2\{0})2 is dense in R4. 
10. Appendix
Proof of Lemma 3.1. • Let’s show first that
Ker(eB − eµIn) ⊂ Ker(etB − etµIn) for all t ∈ R
Let v ∈ Ker(eB − eµIn). Then for all m ∈ N, one has
emBv = emµv (1).
For all i = 1, . . . , n, denote by Pi(t) =< e
−tµ(etB − etµIn)v, ei >, where
<, > is the scalar product on Rn. Write N = B−µIn. Then N is nilpotent
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and then for all t ∈ R,
e−tµ(etB − etµIn) = etN − In =
k=n∑
k=1
tkNk
k!
.
It follows that Pi is a polynomial of degree at most n.
According to (1), one has Pi(m) = 0 for all m ∈ N and i = 1.., n. Therefore
(etB − etµIn)v = 0, for all t ∈ R and so v ∈ Ker(etB − etµIn), for all t ∈ R.
• Proof of (i): Let’s prove that Ker(B − µIn) = Ker(eB − eµIn)
For any v ∈ Ker(eB − eµIn), denote by ϕv : t → (etB − etµIn)v, one has
ϕv(t) = 0 for all t ∈ R. Thus ∂ϕv∂t (t) = (BetB − µetµIn)v = 0 for all t ∈ R.
In particular for t = 0, (B−µIn)v = 0 and so v ∈ Ker(B−µIn), this proves
that
Ker(eB − eµIn) ⊂ Ker(B − µIn) (2).
Conversely, let v ∈ Ker(B − µIn). Then Bv = µv and so
eBv =
+∞∑
k=0
Bk
k!
v =
+∞∑
k=0
µk
k!
v = eµv.
thus v ∈ Ker(eB − eµIn), this proves that
Ker(B − µIn) ⊂ Ker(eB − eµIn) (3).
It follows from (2) and (3), that Ker(B − µIn) = Ker(eB − eµIn).
• Proof of (ii): The proof is done by induction on n. For n = 1, it is
obvious. Suppose that (ii) is true until the order n− 1 and let B ∈Mn(R)
having only one eigenvalue µ so that eB ∈ T+n (R). By (i), one has
Ker(B − µIn) = Ker(eB − eµIn)
Since en ∈ Ker(eB − eµIn), so en ∈ Ker(B − µIn) and one can write
B =
[
B(1) 0
LB µ
]
and eB =
[
(eB)(1) 0
LeB e
µ
]
with (eB)(1) ∈Mn−1(R) and B(1) ∈Mn−1(R).
Since eB ∈ T+n (R), it follows that (eB)(1) ∈ T+n−1(R). By the induction
hypothesis, B(1) ∈ Tn−1(R) and so B ∈ Tn(R). 
Proof of Proposition 3.2: The proof is a consequence of the following
results.
(i) exp(Tn(R)) = T
+
n (R).
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(ii) exp(Tn(C)) = T
∗
n(C).
(iii) exp(Bm(R)) = B
∗
m(R) for every m ∈ N0.
Proof of (i): Let A ∈ Tn(R) with eigenvalue λ. Then eA ∈ Tn(R) with
eigenvalue eλ > 0. Hence eA ∈ T+n (R) and therefore exp(Tn(R)) ⊂ T+n (R).
Conversely, let A ∈ T+n (R) and J = diag(J1, . . . , Jr) ∈ T+n (R) its reduced
Jordan form where Jk =

λ 0
1
. . .
0
. . .
. . .
...
. . .
. . .
. . .
0 . . . 0 1 λ
 ∈ T
+
nk
(R) if nk ≥ 2 and
Jk = (λ) if nk = 1.
Since λ > 0, there exists µ ∈ R, such that eµ = λ. Denote by
J ′ = diag(J ′1, . . . , J
′
r) ∈ T+n (R)
where
J ′k =

µ 0
1
. . .
0
. . .
. . .
...
. . .
. . .
. . .
0 . . . 0 1 µ
 ∈ Tnk(R) if nk ≥ 2 and Jk = (µ) if nk = 1.
Then eJ
′
= diag(eJ
′
1 , . . . , eJ
′
r) with
eJ
′
k = eµ

1 0
1
. . .
1
2
. . .
. . .
...
. . .
. . .
. . .
...
. . .
. . .
. . .
. . .
1
(nk−2)! . . . . . .
1
2 1 1

One can check that dim
(
Ker(eJ
′
k − eµInk)
)
= 1, which gives that the re-
duced Jordan form associated to eJ
′
k is
eµ 0
1
. . .
0
. . .
. . .
...
. . .
. . .
. . .
0 . . . 0 1 eµ
 = Jk, for all k = 1, . . . , r.
Thus there exists Pk ∈ GL(nk,R) such that PkeJ ′kP−1k = Jk, for all k =
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1, . . . , r. Denote by P = diag(P1, . . . , Pr), one has Pe
J ′P−1 = J .
As J is the reduced Jordan form associated to A then there exists Q ∈
GL(n,R) such that QAQ−1 = J . It follows that eB = A where B =
Q−1PJ ′P−1Q having only eigenvalue µ. By Lemma 3.1, (ii), B ∈ Tn(R).
This proves the other inclusion T+n (R) ⊂ exp(Tn(R)).
Proof of (ii): the proof is analogous to that of (i).
Proof of (iii): By Lemma 2.3, there exists Q ∈ GL(m,C) such that
Q−1Bm(R)Q ⊂ Tm(C)⊕ Tm(C).
So
exp(Bm(R)) ⊂ Q (exp (Tm(C))⊕ exp (Tm(C)))Q−1.
By (ii), exp (Tm(C)) = T
∗
m(C), so
exp(Bm(R)) ⊂ Q (T∗m(C)⊕ T∗m(C))Q−1 = B∗m(R).
Conversely, let A ∈ B∗m(R), by Lemma 2.3, there exist Q ∈ GL(m,C) such
that Q−1AQ = diag(A1, A1), where A1 ∈ T∗m(C). By (ii), there exists
B1 ∈ Tm(C) such that eB1 = A1. Set B = Qdiag(B1, B1)Q−1. Then
B ∈ Bm(R)
and
eB = Qdiag(eB1 , eB1)Q−1 = Qdiag(A1, A1)Q−1 = A.
This completes the proof. 
Proof of Proposition 3.3. We need the following Lemma:
Lemma 10.1. Let A,B ∈ Tn(K) (K = R or C) so that eAeB = eBeA.
Then:
(i) etAetB = etBetA, for all t ∈ R
(ii) AB = BA
Proof. • Proof of (i):
Step 1. We prove by induction on m that for all m ∈ N∗, one has
emAeB = eBemA (∗)
For m = 1, the formula (∗) is obvious by hypothesis. Supposed that (∗) is
true for m− 1 and let A, B ∈ Tn(K) so that eAeB = eBeA. We have:
emAeB = e(m−1)AeAeB = e(m−1)AeBeA = eBe(m−1)AeA = eBemA.
Step 2. We prove that for all t ∈ R, one has etNetM = etMetN , where
N = A − λIn and M = B − µIn, λ (resp. µ) is the only eigenvalue of A
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(resp. B).
Since N and M are nilpotent of order n, so for all t ∈ R, one has
etN =
n∑
k=0
tkNk
k!
and etM =
n∑
k=0
tkMk
k!
.
Thus
etNetM − etMetN =
n∑
i=0
n∑
j=0
ti+jN iM j
(i!)(j!)
−
n∑
i=0
n∑
j=0
ti+jM iN j
(i!)(j!)
=
n∑
i=0
n∑
j=0
ti+j(N iM j −M iN j)
(i!)(j!)
For all 1 ≤ i, j ≤ n, the function Pi,j : R −→ K, defined by Pi,j(t) =<
(etNetM − etMetN )ei, ej > is a polynomial of degree ≤ 2n, where <, > is
the scalar product on Kn. By step 1, one has for all 1 ≤ i, j ≤ n and all
m ∈ N, Pi,j(m) = 0, thus for all 1 ≤ i, j ≤ n, Pi,j = 0. It follows that for all
t ∈ R, etNetM = etMetN .
Step 3. Since A = N + λIn and B = M + µIn, we have e
tA = etλetN and
etB = etµetM , and by step 2, we have etAetB = etBetA. The proof is com-
plete.
• Proof of (ii): denote by Φ : R → T∗n(R) defined by Φ(t) = etAetBe−tAe−tB .
According to (i), one has for all t ∈ R, Φ(t) = In. In particular, the second
derivative of Φ vanishes. We have
∂Φ(t)
∂t
= A+ etABe−tA − etBAe−tB −B, ∀t ∈ R.
and
∂2Φ(t)
∂t2
= AetABe−tA − etABAe−tA −BetBAe−tB + etBABe−tB , ∀t ∈ R.
Then for t = 0, one has ∂
2Φ
∂t2
(0) = 2(AB −BA) = 0, hence AB = BA. 
Proof of Proposition 3.3. Let A,B ∈ Kη,r,s(R) such that eAeB = eBeA.
Write A = diag(A1, . . . , Ar; A˜1, . . . , A˜s) and B = diag(B1, . . . , Br; B˜1, . . . , B˜s).
So eAkeBk = eBkeAk and eA˜leB˜l = eB˜leA˜l , k = 1, . . . , r, l = 1, . . . , s. By
(ii), AkBk = BkAk, k = 1, . . . , r. By Lemma 2.3 for every l = 1, . . . , s,
there exists Ql ∈ GL(2ml,C) such that A′l = Q−1l A˜lQl = diag(A′l,1, A′l,1)
and B′l = Q
−1
l B˜lQl = diag(B
′
l,1, B
′
l,1), where A
′
1, B
′
1 ∈ Tml(C). We see that
eA
′
l = Q−1l e
A˜lQl and e
B′
l = Q−1l e
B˜lQl. Since e
A′
leB
′
l = eB
′
leA
′
l , we have
eA
′
l,1eB
′
l,1 = eB
′
l,1eA
′
l,1 . By (ii), A′l,1B
′
l,1 = B
′
l,1A
′
l,1, so A
′
lB
′
l = B
′
lA
′
l, and so
A˜lB˜l = B˜lA˜l, k = 1, . . . , s. We conclude that AB = BA. 
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Proof of Lemma 3.4. Let M ∈ Tn(C). Since M is nilpotent of order n,
so for all t ∈ R, one has etM =
n∑
k=0
tkMk
k! . For all 1 ≤ i, j ≤ n, the function
Pi,j : R −→ C, defined by Pi,j(t) =< (etM − In)ei, ej > is a polynomial
of degree ≤ 2n. We have Pi,j(m) = 0, for every m ≥ n. Therefore, for all
1 ≤ i, j ≤ n and all m ∈ N, Pi,j(m) = 0, thus for all 1 ≤ i, j ≤ n, Pi,j = 0.
It follows that for all t ∈ R, etM = In. By derivation, one has MetM = 0,
for all t ∈ R, in particular, for t = 0, M = 0. This completes the proof. 
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