Given a tournament T , the problem MaxCT consists of finding a maximum (arc-disjoint) cycle packing of T . In the same way, MaxTT corresponds to the specific case where the collection of cycles are triangles (i.e. directed 3-cycles). Although MaxCT can be seen as the LP dual of minimum feedback arc set in tournaments which have been widely studied, surprisingly no algorithmic results seem to exist concerning the former.
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Introduction and related work Tournament
A tournament T on n vertices is an orientation of the complete graph K n . A tournament T = (V, A) can alternatively be defined by an ordering σ(T ) = (v 1 , . . . , v n ) of its vertices and a set of backward arcs A σ (T ) (which will be denoted A(T ) as the considered ordering is not ambiguous), where each arc a ∈ A(T ) is of the form v i1 v i2 with i 2 < i 1 
. Indeed, given σ(T ) and A(T ), we define V = {v i , i ∈ [1, n]} and A = A(T ) ∪ A(T ) where A(T ) = {v i1 v i2 : (i 1 < i 2 ) and v i2 v i1 / ∈ A(T )} is the set of forward arcs of T in the given ordering σ(T ). In the following, (σ(T ), A(T )) is called a linear representation of the tournament T .
A set A ⊆ A of arcs of T is a feedback arc set (or FAS) of T if every directed cycle of T contains at least one arc of A . It is clear that for any linear representation (σ(T ), A(T )) of T the set A(T ) is a FAS of T . A tournament is sparse if it admits a FAS which is a matching.
Considered problems
We denote by MaxCT the problem of packing the maximum number of arc-disjoint directed cycles in a given tournament. More formally, an input of MaxCT is a tournament T , an output is a set O = {c i , i ∈ [|O|]}, called cycle packing, where each c i is a cycle and for any i = j we have A(c i ) ∩ A(c j ) = ∅ (where A(c) is the set of arcs used in c), and the objective is to maximize |O|. We denote by MaxTT the specific case of MaxCT where all cycles c i are triangles (i.e. directed 3-cycles). In that case, we call the output a triangle packing. Moreover, we also consider the parameterized version of the problems, that is k-MaxCT (resp. k-MaxTT) where, given a tournament T and a parameter k, one has to find if there is a cycle packing (resp. triangle packing) of size at least k.
Related work
First it is notable than MaxCT is the dual problem (in the LP sense) of the classical problem Feedback Arc Set in Tournament (FAST). In this later problem the input is a tournament T and the output is a FAS A of T , the objective being to minimize |A |. FAST is motivated by numerous practical applications, for instance in voting theory [13, 15] , machine learning [10] , search engine ranking [17] , and has been intensively studied: NPcompleteness [2, 9] , approximation [22] , FPT algorithms [3, 18] , kernelization [7] . However surprisingly, no algorithmic result seems to exist concerning its LP dual, MaxCT. On the other hand MaxCT is a particular case of cycle packing in digraphs which is known as an NP-hard problem (see [5] p.551 for instance) which has been extensively studied too [24, 25] , since finding arc-disjoint cycles in (di)graphs has many practical applications (for example in biology [8, 16] ).
Alternatively, MaxTT can be studied as a special case of 3-set-packing, by creating the hypergraph on the arc set of the tournament and where each triangle becomes a hyperedge. The 3-set-packing problem admits a 4 3 + ε approximation [11] , implying the same result for MaxTT. From a structural point of view the problem of partitioning the arc set of a digraph into a collection of triangle has been studied for regular tournaments [30] , almost regular tournaments [1] and complete digraphs [19] .
In the same way, the class of tournaments received a lot of attention in the literature, mainly due to its numerous applications (voting systems [14, 21, 20] ). This gives a new reason to be surprised by this lack of results concerning arc-disjoint cycles in tournaments. Finally concerning FPT algorithms, few problems are known to admit a O * (2 √ k ) when parameterized by the standard parameter k [28] . The parameterized version of FAST is one of them [3, 18] . To the best of our knowledge, outside bidimensionality theory no packing problems are known to admit such an FPT algorithm, and maybe MaxTST (or even MaxTST) could be a candidate for this and so deserve some attention, especially in the light of the 2 o( √ k) lower bound mentioned below.
Our contributions
We prove in Section 3 the NP-hardness of both MaxTT and MaxCT. The reduction also implies NP-hardness of the "tight" versions of these problems where we look for a packing of size equal to a given feedback arc set, and a 2 o( √ k) lower bound (under ETH) for the parameterized versions of these problems. Using the same kind of reduction we also show that deciding if a tournament has a cycle packing and a feedback arc set of the same size is an NP-complete problem. It implies in particular that there is no hope for an FPT algorithm for FAST parameterized above the guaranteed value being the size of a maximal cycle packing [26] .
Then, from a parameterized point of view, we show in Section 4 that k-MaxTT is FPT as there exists a O * (2 k ) algorithm to solve it. We also show that k-MaxTT admits a linear-vertex kernel. Finally, we focus on sparse tournaments in Section 5. This class of tournaments is interesting for cycle packing problems. Indeed for instance the problem of packing vertex-disjoint triangles in sparse tournament is NP complete in it [6] . Concerning packing of arc-disjoint cycles, we describe a polynomial algorithm to solve MaxTT and MaxCT in sparse tournaments.
Notations
Given a linear representation (σ(T ),
T ) (in this case we call t a triangle with two backward arcs v i3 v i2 and v i2 v i1 ). We denote by V (t) = {v i1 , v i2 , v i3 } the vertices of t and by A(t) the set of its arcs. We extend the notation to V (S) and A(S) where S is a set of triangles.
Given an arc a = uv we define h(a) = v as the head of a and t(a) = u as the tail of a. Given two tournaments T 1 , T 2 defined by σ(T l ) and A(T l ) with l ∈ 1, 2, we denote by T = T 1 T 2 the tournament called the concatenation of T 1 and T 2 , where
is the concatenation of the two sequences, and A(T ) = A(T 1 ) ∪ A(T 2 ). Given a tournament T and a subset of vertices X, we denote by T [X] the tournament induced by the vertices of X. Moreover, we denote by T \X the tournament T [V (T )\X] and say that this tournament is obtained by removing X from T . Given an ordering σ and two vertices u and v, we write u < σ v if u is before v in σ. Finally, in the following, we will simply write [n] instead of [1, n] .
3
NP hardness
Reduction
We prove the NP hardness of MaxTT using a reduction from 3-SAT(3) (i.e. where each clause has at most 3 literals, and each literal appears at most two times positively and exactly one negative negatively). In the following, denote by F the input formula of an instance of 3-SAT(3). Let n be the number of its variables and m be the number of its clauses. We may suppose that n ≡ 1, 3 (mod 6) and m + 1 ≡ 1, 3 (mod 6). Indeed, if its not the case we first add new (unused) variables to get n ≡ 1, 3 (mod 6). Then, as long as m + 1 ≡ 1, 3 (mod 6), we add 6 new variables (to preserve n ≡ 1, 3 (mod 6))), and one (or two if necessary) clauses using these 6 new variables. From F we construct a tournament T which is the concatenation of two tournaments T v and T c defined below. In the following, let f be the reduction that maps an instance F of 3-SAT(3) to a tournament T we describe now.
The variable tournament T v
For each variable v i of F , we define a tournament V i of order 6 as follows: Figure 1 is a representation of one variable gadget V i . One can notice that the FAS of V i corresponds exactly to its backward set. We now define V (T v ) be the union of the vertex sets of the V i 's and we equip T v with the order σ 1 σ 2 . . . σ n . Thus, T v has 6n vertices. We also add the following backward arcs to T v . Since n ≡ 1, 3 (mod 6), the edges of the n-clique K n can be packed into (undirected) triangles in polynomial time such that every edge is in exactly one triangle [23] . Let {u 1 , . . . , u n } be an Figure 1 The variable gadget Vi. Only backward arcs are depicted, so all the remaining arcs are forward arcs.
arbitrary enumeration of the vertices of K n . Using a perfect triangle packing ∆ Kn of K n , we create a tournament
In some way, we "blew up" every vertex u i of T Kn into our variable gadget V i .
The clause tournament T c
For each of the m clauses c j of F , we define a tournament C j of order 3 as follows: 
The tournament T
To define our final tournament T let us begin with its ordering σ defined by 
Notice that eachx i has exactly four arcs a ∈ A σ (T ) such that h(a) =x i and t(a) is a vertex of T c . To finish the construction, notice also that T has 6n + 3(m + 1) vertices and can be computed in polynomial time. Figure 2 is an example of the tournament obtained from a trivial 3-SAT(3) instance. 
Observation 1. Given a gadget variable V i , we have:
Informally, we want to set the variable x i at true (resp. false) when one of the locallyoptimal ∆ i or ∆ i (resp. ∆ ⊥ i ) is taken in the variable gadget V i in the global solution. Now given a triangle packing ∆ of T , we partition ∆ into the following sets:
Notice that in T , there is no triangle with two vertices in a variable gadget V i and its third vertex in a variable gadget V j with i = j since all the arcs between two variable gadget are oriented in the same direction. We have the same observation for clauses. In the two next lemmas, we prove some properties concerning the solution ∆.
Lemma 2. There exists a triangle packing ∆
v (resp. ∆ c ) which use exactly the arcs between distinct variable gadgets (resp. clause gadgets). Therefore, we have |∆ V,V,V |≤ 6n(n − 1) and |∆ C,C,C |≤ 3m(m + 1)/2 and these bounds are tight.
Proof. First recall that the tournament T v is constructed from a tournament T Kn which admits a perfect packing of n(n − 1)/6 triangles. Then we replaced each vertex u i in T Kn by the variable gadget V i and kept all the arcs between two variable gadget V i and V j in the same orientation as between u i and u j . Let u i u j u k be a triangle of the perfect packing of T Kn . We temporaly relabel the vertices of V i , V j and V k respectively by {f i , i ∈ [6]}, {g i , i ∈ [6]} and {h i , i ∈ [6]} and consider the tripartite tournament K 6, 6, 6 given by
} is a perfect triangle packing of K 6, 6, 6 . Since every triangle of T Kn becomes a K 6, 6, 6 in T v , we can find a triangle packing ∆ v which use all the arcs between disjoint variable gadgets.
We use the same reasoning to prove that there exists a triangle packing ∆ c which use all the arcs available in T c between two distinct clause gadget.
Lemma 3. For any triangle packing ∆ of the tournament T , we have the following inequalities:
Proof. Let ∆ be a triangle packing of T . Remind that we have:
Moreover, we have |∆ 2V,C |+|∆ V,2C |+|∆ V,C,C |+|∆ V,V,C |≤ α since every triangle of these sets consumes one backward arcs from T c to T v . We have |∆ 3V |≤ 2n since we have at most 2 disjoint triangles in each variable gadget. Finally we also have |∆ 3C |≤ 1 since the dummy triangle is the only triangle lying in a clause gadget.
Theorem 4. F is satisfiable if and only if there exists a triangle packing
Proof. First, let suppose that there exists an assignation a of the variables which satisfies F , and let a (resp. a ⊥ ) be the set of variables set to true (resp. false). We construct a triangle packing ∆ of T with the desired number of triangles. First, we pick all the disjoint triangles of ∆ v and ∆ c . By Lemma 3, if we also add the dummy triangle (c
) we have 6n(n − 1) + 3m(m + 1)/2 + 1 triangles in ∆ until now. Then, for any variable v i of the formula F , if v i ∈ a , then we add in ∆ the triangles ∆ i . Otherwise, we add ∆ ⊥ i . One can check that in both cases, these triangles are disjoint to the triangles we just added. Thus, in each V i , we made an locally-optimal solution, so we added 2n triangles in ∆. Now we add in ∆ the triangles (
) which will consumes all the dummy arcs of the tournament. Recall that in Observation 1 we mentioned that the vertices x 1 i and x 2 i (resp.x i ) have an ∆ i -local out-degree both equal to 1 (resp. ∆ ⊥ i -local out-degree equals to 4). Then given a clause c j , let l be one literal which satisfies c j . Assume that the clause is of size 3, since the reasoning is the same for clauses of size 2. If l is a positive literal, say v i , then by denoting u in {1, 2} the number such that c Then in the packing ∆ there are in total 6n(n − 1) + 3m(m + 1)/2 + 2n + α + 1 triangles. Conversely let ∆ be a triangle packing of T with |∆|= 6n(n − 1) + 3m(m + 1)/2 + 2n + α + 1. In the same way as we already did before, we partition ∆ into the different subsets we defined before. We have
By Lemma 3 all the upper bounds described above are tight, that is:
Let us first prove that
will use one arc between two distinct variable gadgets (resp. clause gadgets) and according to Lemma 2, ∆ v (resp. ∆ c ) uses all the arcs between distinct variable gadgets (resp. clause gadgets). Finally, we always have |∆ 3V |≤ 2n and |∆ 3C |≤ 1 by construction. Therefore, if x = 0, we have |∆|< |∆ v |+|∆ c |+x + (α − x) + 2n + 1 that is |∆|< 6n(n − 1) + 3m(m + 1)/2 + 2n + α + 1, which is impossible. So we must have x = 0, which implies ∆ V,V,C = ∆ V,C,C = ∅. Since |∆ 3V |= 2n and we have at most two arc-disjoint triangles in each variable gadget
In the following, we will simply write ∆ i instead of ∆[V i ]. Let consider the following assignation a: for any variable
Let us see that the assignation a satisfies the formula F . We have just proved that the backward arcs from T c to T v are all used in ∆ 2V,C and ∆ V,2C . As |∆ 3C |= 1 the dummy triangle C m+1 belongs to ∆. So every dummy arc c u m+1xi is contained in a triangle of ∆ which uses an arc of V i . Therefore in each
Moreover, for each clause of size q with q ∈ 2, 3, there are q triangles which use the backward arcs coming from the clause to variable gadgets. Let take C j one clause gadget of size 3 (we can do the same reasoning if C j has size 2). By construction the 3 triangles cannot all lie in ∆ V,2C . Thus, there is at least one of these triangles which is in ∆ 2V,C . Let t be one of them, V i be the variable gadget where t has two out of its three vertices andx be the vertex of V i which is also the head of the backward arc from C j to V i . As every cycle in a tournament contains a triangle, it is well known that, for vertex disjoint packing, any cycle packing of size k implies a triangle packing of size k. This implies that cycle and triangle packing are equivalent in the vertex-disjoint case. However, for the arc-disjoint case, this implication is no longer true in the general case. Thus, we need to establish the following lemma to transfer the previous NP-Hardness result to MaxCT. Proof. Given a cycle packing O of T of size 6n(n − 1) + 3m(m + 1)/2 + 2n + α + 1, we partition it into the following sets:
As we did in the previous proof, we begin by finding upper bounds on each of these sets. First, recall that the FAS of each V i is 2. Thus, we have |O V |≤ 2n. By construction, we also have |O C |≤ 1. Secondly, notice that a cycle of O V * cannot belong to exactly two distinct variable gadgets since the arcs between them are all in the same direction. Thus, the cycles of O V * have at least three vertices which implies |O V * |≤ 6n(n − 1). We obtain |O C * |≤ 3m(m + 1)/2 using the same reasoning on O C * . Finally, we have |O V * ,C * |≤ α since each cycle have at least one backward arc. Putting these upper bound together, we obtain that |O|≤ 6n(n−1)+3m(m+1)/2+2n+α+1 which implies that the bounds are tight. In particular, cycles of O V * (resp. O C * ) use exactly three arcs that are between distinct variable gadgets (resp. clause gadgets) and all these arcs are used. So we can construct a new cycle packing O where we replace the cycles of O V * and O C * by the triangle packings ∆ v and ∆ c defined in Lemma 2. The new solution uses a subset of arcs of O and has the same size. The cycles of O V * ,C * use exactly one backward arc of A vc (T ) due to the tight upper bound α. Moreover, by the previous reasoning, two vertices of a cycle of O V * ,C * cannot belong to two different variable gadgets (resp. clause gadgets). Let C j be a clause gadget which has three literals (if it has only two literals, the reasoning is analogous). Letx i k ∈ V i k be the head of a backward arc from c 3 j where k ∈ [3] . By the previous arguments each arc c
. There is at least onex i k whose next vertex in o k , say y, belongs to V i k since C j has only two other vertices in addition to c As O C is already a triangle T finally has a triangle packing of size 6n(n − 1) + 3m(m + 1)/2 + 2n + α + 1. The other direction of the equivalence is straightforward.
The previous lemma and Theorem 5 directly imply the following theorem:
Theorem 7. The problem MaxCT is NP-Hard.
Let us now define two special cases Tight-MaxTT (resp. Tight-MaxCT) where, given a tournament T and a linear ordering σ with k backward arcs (where k is the size of an optimal feedback arc set of T ), the goal is to decide if there is an arc-disjoint triangle (resp. cycle) packing of size k. We call these special cases the "tight" versions of the classical packing problems because as the input admits a FAS of size k, any triangle (or cycle) packing has size at most k.
We now prove we can construct in polynomial time an ordering of T , the tournament of the reduction, with k backward arcs (where k is the threshold value defined in Lemma 4)
Lemma 8. Let T be a tournament constructed by the reduction f of Section 3, and k the threshold value defined in Lemma 4. We can construct (in polynomial time) an ordering of T with k backward arcs (implying that T admits a FAS of size k).
Proof. Let us define a linear representation (σ(T ), A(T )) such that |A(T )|= k.
Remember that since n ≡ 1, 3 (mod 6), the edges of the n-clique K n can be packed into a packing O of n(n − 1)/6 (undirected) triangles. Let us first prove that there exists an orientation T Kn of K n and a linear ordering σ of T Kn with |O| backward arcs. Let σ = 1 . . . n. For each undirected triangle ijk in O where i < j < k, we set ki ∈ A(T Kn ) (implying that ij and jk are forward arcs). As all edges are used in O this defines an orientation for all edges. Thus, there is only |O| backward arcs in σ.
Thus, when using the previous orientations T Kn to construct the variable tournament T v of the reduction (remember that we blow up each vertex u i into 6 vertices V i ), we get an ordering with 36n(n − 1)/6 = 6n(n − 1) backward arcs between two different V i (more formally, |{a ∈ A(T v ) :
Following the same construction for the clause tournament T c we get an ordering with 3m(m + 1)/2 backward arcs between two distinct C j . Now, as there are two backward arcs in each V i , one backward arc in C m+1 , and α backward arcs from T c to T v , the total number of backward arcs is k.
We also prove that k is the size of an optimal feedback arc set of T too. 
Lemma 9. Let T = (V, A) be a tournament constructed by the reduction f of Section 3 and k the threshold value defined in Lemma 4. Then, |F AS * (T )|≥ k, where F AS * (T ) is an optimal FAS of T .
Proof. We suppose that T is equiped with the ordering defined in Lemma 8. Let F = F AS * (T ) be an optimal FAS of T . Given an arc a, let v(a) = {t(a), h(a)}. Let us partition the arcs of T into the following sets. For any i ∈ [n], j ∈ [m + 1], let us define
As according to Lemma 2 there is a cycle packing of size 6n(n − 1) in T v , we get |F V V |≥ 6n(n − 1). The same arguments hold for the clause part, and thus with F CC = j,j ∈[m+1],j =j F Cj C j , we get |F CC |≥ 3m(m + 1)/2. As C m+1 is a triangle, we also get |F Cm+1 |≥ 1.
For any j ∈ [m], let u j ∈ {2, 3} be equal to the size of the clause j (we also have
be informally the set of clauses where F spends a large (in fact larger than the u j required) amount of arcs, and
Let us prove that for any j ∈ S, |F Cj |≥ u j − 1. Let us first consider the case where u j = 3. Suppose by contradiction than F Cj = {a} (arguments will also hold for F Cj = ∅). Remember that σ(C j ) = (c 
, and h(a 2 ) = t(a). Thus, (t(a 1 ), t(a 2 ), h(a 2 )) is a triangle using no arc of F , a contradiction. As the same kind of arguments holds for the case where u j = 2, we get that for any j ∈ S, |F Cj |≥ u j − 1 (implying also |F * Cj |= 0).
Let us now prove that |S|≤ 1. Suppose by contradiction that |S|≥ 2. Let j 1 and j 2 be in S. For any l ∈ [2], let define a l such that there exists i l ∈ [n] with t(a l ) ∈ C j l and h(a 1 ) ∈ V i l . Notice that we may have i 1 = i 2 , but we always have h(a 1 ) = h(a 2 ). Moreover, as a i is the unique backward arc of T with t(a) ∈ j∈[m] C j , we get that a 3 = h(a 1 )t(a 2 ) and a 4 = h(a 2 )t(a 1 ) are forward arcs of T . As |F * Cj 1 |= |F * Cj 2 |= 0 we know that a l / ∈ F for l ∈ [4] . Thus, (t(a 1 ), h(a 1 ), t(a 2 ), h(a 2 ), t(a 1 )) is a cycle using no arc of F , a contradiction.
Let
Vi |= 2 and |A x 2 i Vi |= 1. Let us prove that for any i ∈ S , |F Vi ∪ F ViCm+1 |≥ 5. If Ax iVi ⊆ F , then as F Vi must be a FAS of V i and Ax iVi is not a FAS of V i , there exists at least another arc in F Vi and we get |F Vi |≥ 5. Otherwise, A ViCm+1 ⊆ F (if it is not the case, there is a cycle c u m+1xi v where v ∈ V i is a out-neighbour ofx i ). Then, as F AS
Let us finally prove that for any i ∈ L , |F Vi ∪ F ViCm+1 |≥ 6. As i ∈ L , there is an arc a ∈ T with h(a) ∈ V i and t(a) ∈ C j0 where S = {j 0 }. Let x = h(a). Notice that x ∈ {x i , x 1 i , x 2 i }. As |F * Cj 0 |= 0 we get that A xVi ⊆ F Vi (otherwise there would be a cycle with one vertex in C j0 , x, and an out-neighbour of x in V i ). 
Otherwise, as before we get A ViCm+1 ⊆ F , and as
Putting all the pieces together, we get:
Then, using Lemma 8 and Lemma 9, we get the NP-hardness of Tight-MaxTT and Tight-MaxCT. + m) 2 ), and as under ET H 3-SAT cannot be solved in 2 o(n+m) [12] , we also get the following result.
Theorem 11. Under ET H, the problems k-MaxTT and k-MaxCT cannot be solved in
2 o( √ k) .
FPT-algorithm and (vertex-)linear kernel for k-MaxTT
In this section, we focus on the parameterized version of the MaxTT problem and provide an FPT-algorithm for it as well as a kernel with a linear number of vertices. First using a classical technique of coulor coding [4] for packing subgraph of bounded size, we obtain the following result.
Theorem 12. There exists an algorithm with running time
Proof. Let T be an instance of MaxTT and denote by n its number of vertices, by m = n(n − 1)/2 its number of arcs. Moreover, we label by {e 1 , . . . , e m } the arcs of T . If T is a positive instance then it admits a triangle packing ∆ with k triangles and then containing 3k arcs. So we use a a 3k-perfect family of hash functions from {e 1 , . . . , e m } to {1, . . . , 3k}, that is a set of colorations of the arcs of T such that for every subset U of {e 1 , . . . , e m } of size 3k, there exists one of these colorations that colors the elements of U with 3k different colors. 
As we have O * (2 k ) different colourings we obtain the announced running time.
Moreover, we obtain the following kernelization algorithm.
Theorem 13. k-MaxTT admits a kernel with O(k) vertices.
Proof. Let X be a maximal collection of arc-disjoint triangles of a tournament T obtained greedily. Let denote by V X the vertices of the triangles in X and by A X the arcs of the subtournament induced by V X . Moreover, let U be the remaining vertices of
Thus we may assume that |X|< k, that is |V X |< 3k. Moreover, notice that T [U ] is acyclic and that T does not contain a triangle with one vertex in V X and two in U (otherwise X would not be maximal). Let B be the (undirected) bipartite graph defined by V (B) = A X ∪ U and E(B) = {au : a ∈ A X , u ∈ U such that (h(a), t(a), u) forms a triangle in T }. Let M be a maximum matching of B and denote by A (resp. U ) be the vertices of A X (resp. U ) covered by M . Moreover, we define A = A \ A X and U = U \ U . We now prove that (V X ∪ U , k) is a linear kernel of (T , k). Let ∆ be an optimal solution of k-MaxTT which minimize the number of vertices of U belonging to a triangle of ∆. By previous remarks, we can partition ∆ into ∆ X ∪ F where ∆ X are the triangles of ∆ included in T [V X ] and F are the triangles of ∆ containing one vertex of V X and two vertices of U . It is clear that F corresponds to a union of vertex-disjoint stars of B with centres in U .
is immediately a kernel. Thus, we may suppose that there exists a vertex x 0 such that x 0 ∈ U [F ] ∩ U . We will build a tree rooted in x 0 with edges alternating between F and M . For this let H 0 = {x 0 } and construct recursively the sets H i+1 such that
Notice that H i ⊆ U when i is even and that H i ⊆ A X when i is odd, and that all the H i are distinct as F is a union of disjoint stars and M a matching in B. Moreover, for i ≥ 1 we call T i the set of edges between H i and H i−1 . Now we define the tree T such that V (T ) = i H i and E(T ) = i T i . As T i is a matching (if i is even) or a union of vertex-disjoint stars with centers in H i−1 (if i is odd), it is clear that T is a tree. For i being odd every vertex of H i is incident to an edge of M otherwise B would contain an augmenting path for M , a contradiction. So every leaf of T is in U and incident to an edge of M in T and T contains as many edges of M than edges of F . Now for every arc a ∈ A X ∩ V (T ) we replace the triangle of ∆ containing a and corresponding to an edge of F by the triangle (h(a), t(a), u) where au ∈ M (and au is an edge of T ). This operation leads to another collection of arc-disjoint triangles with the same size than ∆ but it also strictly decreases the number of vertices in U incident to the solution, yielding a contradiction. Finally V X ∪U can be computed in polynomial time and we have |V X ∪U |≤ |V X |+|M |≤ 2|V X |≤ 6k, which proves that the kernel has O(k) vertices.
Polynomial algorithm in sparse tournaments
We now focus on the following optimization problems: We will show that these two problems admit a polynomial algorithm. Before this, let T be a sparse tournament according to the ordering of its vertices σ(T ), that is the set of its backward arcs A(T ) is a matching. If a backward arc xy of T lies between two consecutive vertices, then we can exchange the position of x and y in σ(T ) to obtain a sparse tournament with few backward arc. So we can assume that the backward arcs of T do not contain consecutive vertices. Moreover, if a vertex x of T is contained in no backward arc of T then call A (resp. B) the vertices of T which are before (resp. after) x in σ(T ). Let X 0 be the set of triangles made from a backward arc from B to A and the vertex x. As T is sparse it is clear that X 0 is a set of disjoint triangles. Moreover, it can easily be seen that there exists an optimal packing of triangles (resp. cycles) of T which is the union of an optimal packing of triangles (resp. cycles) of T 
Moreover, let G be the digraph with vertex set V = {e i : i ∈ [b]} and arc set A defined by: (e i e j ) ∈ A if (h(e i ), h(e j ), t(e i )) or (h(e i ), t(e j ), t(e i )) is a triangle of T .
Let Π be the following problem:
Result: X a subset of A such that the digraph induced by the arcs of X is a functional digraph and digon-free Optimization: Maximize |X| Let X be a solution (not necessary optimal) of Π (G ), and e i e j an arc of X. We denote by Π(e i e j ) the triangle (h(e i ), h(e j ), t(e i )) if i < j and otherwise. Given a triangle Π(e i e j ), let s(e j ) be the second vertex of Π(e i e j ); in other words, if Π(e i e j ) = (h(e i ), t(e j ), t(e i )), then s(e j ) = t(e j ) and s(e j ) = h(e j ) otherwise. Informally, Π(e i e j ) corresponds to the triangle formed by the backward arc e i and one vertex of e j , that vertex being s(e j ) . In the same way, we define Π(X) = x∈X Π(x).
Claim 13.1. Let X be a solution of Π (G ). The set X is an optimal solution if and only if Π(X) is an optimal solution of Π(T ).
Proof. Let e i e j and e k e l be two distinct arcs of X. We cannot have e i = e k as X induces a functional digraph in G . Without loss of generality, we may assume that i < k, that is h(e i ) < σ h(e k ). Moreover, we cannot have t(e i ) = t(e k ) without contradicting that T is a sparse tournament. As h(e i ) < σ h(e k ) the arc h(e i )s(e j ) is not an arc of Π(e k e l ). Thus if Π(e i e j ) and Π(e k e l ) share a common arc, it means that s(e j )t(e i ) = h(e k )s(e l ). But in this case e i = e l and e j = e k , implying {e i e j , e k e l } is a digon of G , which contradict the fact that X is a solution Π (G ). So, if X is a solution of Π (G ), then Π(X) is an solution of Π(T ). Notice that the size of the solution does not change. On the other hand, if X is a subset of the arcs of G such that Π(X) is a solution of Π(T ). We cannot have a vertex e i of G such that d + X (e i ) > 1, since it would imply that the backward arc e i of T is covered by at least two triangles of Π(X). So X induces a functional subdigraph of G . As previously the digraph induced by X is also digon-free otherwise we would have two arc-disjoint triangles on only four vertices in Π(X), which is impossible. Thus, X is a solution of Π (G ), and the solution of the same size. The two problems Π and Π being both maximization problems, they have the same optimal solution. Now we show how to solve Π in polynomial time.
Claim 13.2. If G is strongly connected and has a cycle C of size at least 3 then the solution of Π (G ) is the number of vertices of G .
Proof. We construct the arc set X as follows: we start by taking the arcs of C. Then, while there is a vertex x which is not covered by any arcs of X, we add to X the arcs of the shortest path from x to any vertex of X. By construction, every vertex x of every arcs of X verify d + X (x) = 1, and X is digon free. Since X covers every vertex of G , |X| is a maximum solution of Π (G ), that is the number of vertices of G .
A digraph D is a digoned tree if D arises from a non-trivial tree whose each edge is replaced by a digon.
Claim 13.3. If G is strongly connected and has only cycles of size 2 then G is a digoned tree.
Proof. Since G is strongly connected, then for any arc xy of G there exists a path from y to x. As G only contains cycles of size 2, the only path from y to x is the directed arc yx. So every arc of G is contained in a digon. If H is the underlying graph of G (without multiple edges) then it is clear that H is a tree otherwise G would contain a cycle of size more than 2. Proof. We can assume that G is connected otherwise we apply the result on every connected component of G and the disjoint union of the solutions produces an optimal solution on the whole digraph G . So assume that G is connected and let S be a terminal strong component of G . If X is an optimal solution of Π (G ) then the restriction of X to the arcs of G [S] is an optimal solution of Π (G [S]). Indeed otherwise we could replace this set of arcs in X by an optimal solution of Π (G [S] ) and obtain a better solution for Π (G ), a contradiction. So by Claim 13.2 and Claim 13.4 the set X contains at most i=1,...,p |S i |−k arcs lying in a terminal component of G . Now as every vertex of G \ i=1,...,p S i is the beginning of at most one arc of X, the set X has size at most n − k. Conversely by growing in-branchings in G from the union of the optimal solutions of Π (G [S i ]) for i = 1, . . . , p, by Claim 13.2 and 13.4 we obtain a solution of Π (G ) of size n − k which is then optimal. Moreover, this solution can clearly be built in polynomial time.
In all using Claim 13.1 and Lemma 14 we can solve MaxTST in polynomial time.
Lemma 15.
In a fully sparse tournament T the size of a maximum cycle packing is equal to the size of a maximum triangle packing.
Proof. First if T has an optimal triangle packing of size |A(T )| then as A(T ) is a feedback arc set of T , every optimal cycle packing of T has size |A(T )|. Otherwise, we build from T the digraph G as previously. By Lemma 14, G has some terminal components S 1 , . . . , S k which are either a single vertex or induces a digoned tree and every optimal triangle packing of T has size |A(T )|−k. Let see that no S i can be a single vertex. Indeed if S i = {e} where e is a backward arc of T , it means that no backward of T begins or ends between h(e) and t(e) in σ(T ). As T is fully sparse, it means that h(e) and t(e) are consecutive in σ(T ) what we forbid previously. Now consider a component S i which induces a digoned tree in G . Let σ i be the order σ(T ) restricted to the heads and tails of the arcs of T corresponding to the vertices of S i . First notice that σ i is an interval of the order σ(T ). Indeed otherwise there exists two backward arcs a and b of T such that a ∈ S i , b / ∈ S i and h(a) is before the head or the of b which is before t(a) in σ(T ). But in this case there is an arc in G from a to b contradicting the fact that S i is a terminal component of G . So we denote σ i by ( x 1 , x 2 , . . . , x l ) and notice that x 1 and x 2 are then forced to be the heads of backward arcs belonging to S i . If x 3 is also the head of backward arc of S i , then we obtain that the three corresponding backward arcs form a 3-cycle in G contradicting the fact that S i induces a digoned tree in G . Repeating the same argument we show that l is even and that the backward arcs corresponding to the elements of S i are exactly x 3 x 1 , x l x l−2 and x j x j−3 for all odd j ∈ [l] \ {1, 3}. In other words S i induces a 'digoned path' in G . Now consider ∆ an optimal cycle packing of T . Let X 1 be the set of backward arcs of A(T ) with head strictly before x 1 and tail strictly after x l in σ(T ). And let ∆ 1 be the cycles of ∆ using at least one arc of X 1 . It is easy to check that ∆ = (∆ \ ∆ 1 ) ∪ {(h(e), x 1 , t(e)) : e ∈ X 1 } is also an optimal cycle packing of T . Now every cycle of ∆ which uses a backward arc of S i only uses backward arcs of S i (otherwise it must one arc of X 1 , which is not possible). Let ∆ i be the set of cycles of ∆ using backward arcs of S i . It is easy to see that {x i x i+1 : i even and i ∈ [l − 2]} is a feedback arc set of T [{x 1 , . . . , x l }] and has size l/2 − 1 = |S i |−1. So we have |∆ i |≤ |S i |−1. Repeating this argument for i = 1, . . . , k we obtain that |∆|≤ |A(T )|−k. Thus by Lemma 14 ∆ has the same size than an optimal triangle packing of T .
