This paper presents a new approach for rotation, rescaling and occlusion invariant retrieval of the objects of a given database D. The objects are represented by means of many 2D views and each of them is occluded by several half-planes. The remaining visible parts (linear cuts) as well as the whole views are stored in a new database D' and described by low-level features. Given a portion R of an image, the retrieval of the most similar object is done by generating some linear cuts of R, and by comparing their descriptors with those of the elements of D'. Some heuristic rules regarding visual similarity and geometric properties of the objects in the database drive this process. In the case R is recognized as an object partially occluded, a strategy for the reconstruction of the whole shape of R is also presented. The tests carried out on synthetic and real-world datasets showed good performances both in recognition and in reconstruction accuracy.
Introduction
The diffusion of the digital photo-and video-cameras in the daily life, the rapid increase of the visual materials, their simple and cheap availability, the development of efficient storage devices, make the use of automatic image retrieval systems necessary to manage, index and organize the visual documents in easy and fast way [5] .
A content-based image retrieval (CBIR) system is a tool for browsing and searching images from a large database. The system input is a digital image (query) and the output is the database elements or a subset of them ranked by similarity with respect to the query. The similarity is defined as distance between some features describing the database images and the query. Examples of CBIR systems are COMPASS [3] , Virage [11] , QBIC [7] , VisualSEEk [17] . The object retrieval systems are CBIR systems for browsing and searching for objects in a large database of digital images. In this case, the query is a region of a digital image and the output is the database objects or a subset of them ordered by similarity respect to the query. Due to their many applications in the e-commerce and in the automatic indexing of digital images, the development of such systems is an attractive topic in Computer Vision and especially in Image Understanding. An example of commercial application is the search for web catalog products visually similar to a given input. Moreover, these retrieval engines can be inserted in systems for the recognition of objects in digital images to provide an automatic indexing and a high-level description of images [10] . Since the objects can appear in various accidental circumstances that modify their appearance (like perspective transformations, affinities, occlusions or changes of illuminant), the main bottleneck is to find a description of the objects, able to permit a stable recognition under a large number of conditions.
The most popular approaches describe the objects and the image portion by means of local features, like pixel intensity, corners, high curvature points, edge fragments [13] , [9] , [16] , [6] . Other methods describe the objects and the image region by some subsets of pixels [12] , or by dividing the object image into many regular parts, for example rectangles, and by describing each of them by global features, [8] , [4] . For objects consisting of distinguishable parts arranged in a fixed spatial configuration, models composed by a description of the parts along with information about their spatial relationships or even with a label about their functionality are proposed [14] . Generally, in all these models, the local features are organized in hierarchical structures, for instance trees or graphs, and recognition is reduced to their matching [16] , [18] . The choice of the local features for the object description, their extraction from the image, and the matching algorithm for the recognition are often computationally expensive, requiring generally an analysis pixel by pixel or in windows centered in each pixel, and even more for finding the feature correspondences, also when a priori knowledge or heuristic rules are introduced [2] .
In this work we propose a method for the retrieval of objects invariant with respect to rotation and/or rescaling and/or occlusions. Differently from the most common approaches, our approach does not use local features for the description of the objects and of the image region to be classified, and the computation of the descriptors as well as the features matching are very fast. The objects are modeled by a set of 2D views and by some occlusions of them by half-planes; given an input region R, the retrieval of the most similar object is done by generating some occlusions of R by half-planes and by comparing them with those of the objects. An algorithm for the reconstruction of the whole shape of occluded objects is also proposed. The main advantages in the use of our method are the simplicity of the object model, the invariance by rescaling, rotating and/or occlusions, and the restricted user interaction. The main disadvantage is due to the fact that the method needs a large amount of memory space to store the database containing the objects and their cuts, but a distributed architecture can easily solve this problem.
Overview on the Method
Our method consists of three parts detailed in the next Sections: (1) object model construction, (2) recognition algorithm, (3) reconstruction of recognized occluded objects. In our approach, the objects to be recognized are represented by many 2D views and they are stored in a database D. Since the descriptors are invariant by rescaling, rotation, and composition of thereof, the system is able to recognize also rotated and/or rescaled partially occluded views. The scale factor of R and its orientation in the image plane with respect to the associated object view are determined and in case of occlusions, they are used for the reconstruction of the whole shape of R. The recognition algorithm is guided by parametric heuristic rules related to geometric properties (area, scale factor) and visual similarity (recognition distance). If R corresponds to an occluded object view, its whole shape is reconstructed and its scale factor and orientation with respect the recognized view are returned. Some thresholds used in the recognition and reconstruction procedures are estimated automatically, while others are user inputs. Visual similarity between a portion of R and an element of D' is defined as the L 1 -distance between their correspondent feature vectors. We call recognition distance the minimum distance between R and the items of D'. The image description and the feature matching are performed by the extended version [1] of the content-base image retrieval system COMPASS [3] employed as object classifier. An image portion is described by means of histograms representing intensity, hue, saturation, edge distribution, while the Fourier coefficients and the Li Moments are used to describe its shape. The distributions of hue and saturation are represented also by two dimensional coocurrence matrices. The search process is very efficient, for example retrieving the closest items in a database of 1 million elements takes less than a second on a standard Pentium4 2GHz CPU. The key point of the recognition algorithm is the computation of the linear cuts of a region Q in R 2 (where Q is an object view in D or the region R). They are generated by occluding Q by 2n sheaves of parallel half-planes {Σ i } i=1,...,m with slopes in [0, 2π], where n and m are integer numbers called generation cut parameters (briefly GCPs). In particular, for each slope θ k (k = 1, . . . , n), the minimum bounding rectangle of Q with vertices P 0 , P 1 , P 2 , P 3 is built (see Figure 1) ; a set {t 1 , . . . ,t m } of real numbers in (0, 1) is fixed and for each i in {1, . . . , m} the rectangle with vertices P 0 + t i (P 3 − P 0 ), P 1 + t i (P 3 − P 1 ), P 2 and P 3 is computed. The Σ i -linear cuts of Q are then Q ∩ P 0 P 1 P 2 P 3 and Q − (Q ∩ P 0 P 1 P 2 P 3 ).
In this work, the slopes are equally spaced in [0, 2π], whereas the elements t 1 , . . . ,t m are computed by taking in account the size of the database objects, as explained in Section 7.
The GCPs used in the object model construction can be different from those employed in the recognition algorithm and they are set by the user.
Object Model Construction
The 
Heuristic Parameters
The algorithms for the recognition and reconstruction proposed in this work request a threshold Γ on the similarity measure and some heuristic geometric parameters (α 1 , α 2 , , a linear cut is randomly generated and classified. If it is recognized as a cut K of a view of O, its scale factor α * with respect to K is computed as square root between its area and the area of K. The error on scale is defined as the difference |α * − α T |, where α T is the scale factor of the transformation T . The distributions of the recognition distances and of the errors on scale factor are computed. Γ is fixed as the 99th percentile of the distribution of the recognition distance, while E A scale is the mean value of the scale factors of the recognized objects. In this work, we consider 10 random transformations for each O v (i.e. s = 10).
The value of E angle measures the error on the angle in the reconstruction and it is defined as function of the GCP n (number of slopes) used for the object model construction, given by
The values a, b and y are related to the accuracy of the reconstruction and they are set by the user with the constraints a, b, y > 0 (see Sections 6 and 7). 
where A(·) indicates the area. The pairs (C R , K R ) satisfying the conditions enumerated above are stored in the candidate list L and the most frequent object (if any) is returned as solution.
The complexity of the recognition algorithm is proportional to the feature extraction complexity (i.e. O(A(C R ))) multiplied the number of elements of the database D' and the number of linear cuts of R compared with the items of D'.
Reconstruction Algorithm
The reconstruction algorithm is based on a method of alignment between minimum bounding rectangles. Let (C R , K R ) be a pair of the candidate list L with scale factor α R . Let O v be the object view whose K R is a cut. The first step to reconstruct the whole shape of R is the determination of the function η : 
Thus the angle ψ to be determined can assume the values θ A B −θ AB or 2π +θ A B − θ AB , where θ AB and θ A B are the directions of the edges AB and A B respectively. Let Ψ = {ψ i } i∈I be the set of the possible values of ψ.
Since the GCPs used in the recognition algorithm can differ from those employed in the object model construction, and the objects to be recognized can be rotated and/or rescaled, the values of α R and ψ are affected by error. For this reason, we consider the two sets S α = {α j } j∈{0,...,a} of possible scale factors and S ψ = {ψ i,k } i∈I,k∈{0,...,b} of possible orientations, where 
and the contour overlap index, defined as the ratio A(
where the regions N 1 and N 2 are defined as follows:
The symbol ∂ denotes the topological boundary of the subsequent region, whereas the superscripts w and y indicate that the correspondent regions in the brackets are grown by w and y pixels respectively. The parameter w is computed automatically and, as well as y, it is introduced because of the numerical approximations that occur in the computation of the function η * i, j,k . In fact, the numerical approximations cause an imperfect overlap between the restriction of
The difference between the two borders
is generally very small, but it could be significant in the computation of the contour overlap index. For this reason, w is estimated by rounding up the tolerance
to the nearest integer. On the contrary, the parameter y is set by the user and it is related to the accuracy on the reconstruction, that is measured by the overlap index
In our tests, we set y = 2 pixels. The complexity of the reconstruction algorithm for a cut C R is proportional to the product 4|I|abA(C R ), where |I| is the cardinality of the set I.
Experiments and Conclusions
The section presents the experiments about the recognition and reconstruction performances obtained by running our method on 4 sets of synthetic images and on a set of real-world pictures. The tests on the synthetic data include some studies about the dependency of (i) the recognition rate on the GCPs used in model construction and in recognition algorithm, and (ii) the reconstruction accuracy on the parameters a and b. To test the results dependency on the GCPs used for the object model construction, we built an other extension of IKEA-400 by generating cuts with 5 sheaves of half-planes with ∆ = 100 pixels. The resulting database (IKEA-400") contains 5573 images. Table  1 We selected by a semi-automatic segmentation the visible parts of the objects in the test images and we classify them by setting n R = m R = 10. The obtained recognition rate is 80.89%. The most of cases of non recognition are due to the fact that the objects in the test images are differently illuminated with respect to the object views in the database and our features are not invariant by changing the light conditions. The reconstruction is in this case harder, because in the test images, the objects to be recognized appear under different points of view respect to the shots stored in the database. This is the case of the shoe shown in Figure 4 . Nevertheless, the mean overlap index is 0.9280. Some results are shown in Figure 5 .
Experiments on the Synthetic Data
Conclusions -The tests illustrated in this Section show that our method performs good both in term of recognition and reconstruction. Therefore our future work includes its use in an object recognition system like [10] . Since the computational times are quite long, our planes comprehend also a parallelization and optimization of the code and the comparison of our approach with other on common databases. Moreover, we will develop a strategy for the automatic estimation of the thresholds that are currently to be fixed by the user, like the GCPs parameters.
