Abstract. The aim of the present paper is to give necessary and sufficient conditions for the boundedness of a general class of multilinear Hausdorff operators that acts on the product of some weighted function spaces with variable exponent such as the weighted Lebesgue, Herz, central Morrey and Morrey-Herz type spaces with variable exponent. Our results improve and generalize some previous known results.
Introduction
The one dimensional Hausdorff operator is defined by
where Φ is an integrable function on the positive half-line. The Hausdorff operator may be originated by Hurwitz and Silverman [25] in order to study summability of number series (see also [24] ). It is well known that the Hausdorff operator is one of important operators in harmonic analysis, and it is used to solve certain classical problems in analysis. It is worth pointing out that if the kernel function Φ is taken appropriately, then the Hausdorff operator reduces to many classcial operators in analysis such as the Hardy operator, the Cesàro operator, the Riemann-Liouville fractional integral operator and the Hardy-Littlewood average operator (see, e.g., [2] , [16] , [21] , [34] and references therein).
In 2002, Brown and Móricz [5] extended the study of Hausdorff operator to the high dimensional space. Given Φ be a locally integrable function on R n , the n-dimensional Hausdorff operator H Φ,A associated to the kernel function Φ is then defined in terms of the integral form as follows
where A(t) is an n × n invertible matrix for almost everywhere t in the support of Φ. It should be pointed out that if we take Φ(t) = |t| n ψ(t 1 )χ [0,1] n (t) and A(t) = t 1 .I n (I n is an identity matrix), for t = (t 1 , t 2 , ..., t n ), where ψ : [0, 1] → [0, ∞) is a measurable function, H Φ,A then reduces to the weighted HardyLittlewood average operator due to Carton-Lebrun and Fosset [8] defined as the following
Similarly, by taking Φ(t) = |t| n ψ(t 1 )χ [0,1] n (t) and A(t) = s(t 1 ).I n , with s : [0, 1] → R being a measurable function, it is easy to see that H Φ,A reduces to the weighted Hardy-Cesàro operator U ψ,s defined by Chuong and Hung [12] as follows
In recent years, the theory of weighted Hardy-Littlewood average operators, Hardy-Cesàro operators and Hausdorff operators have been significantly developed into different contexts (for more details see [5] , [12] , [13] , [14] , [35] , [41] and references therein). Also, remark that Coifman and Meyer [9] , [10] discovered a multilinear point of view in their study of certain singular integral operators. Thus, the research of the theory of multilinear operators is not only attracted by a pure question to generalize the theory of linear ones but also by their deep applications in harmonic analysis. In 2015, Hung and Ky [26] introduced the weighted multilinear Hardy-Cesàro type operators, which are generalized of weighted multilinear Hardy operators in [21] , defined as follows: n → R are measurable functions. By the relation between Hausdorff operator and Hardy-Cesàro operator as mentioned above, we shall introduce in this paper a more general multilinear operator of Hausdorff type defined as follows. Definition 1.1. Let Φ : R n → [0, ∞) and A i (t), for i = 1, ..., m, be n × n invertible matrices for almost everywhere t in the support of Φ. Given f 1 , f 2 , ..., f m : R n → C be measurable functions, the multilinear Hausdorff operator H Φ, A is defined by 5) for f = (f 1 , ..., f m ) and A = (A 1 , ..., A m ).
It is obvious that when Φ(t) = |t| n .ψ(t)χ [0,1] n (t) and A i (t) = s i (t).I n , where ψ : [0, 1] n → [0, ∞), s 1 , ..., s m : [0, 1] n → R are measurable functions, then the multilinear Hausdorff operator H Φ, A reduces to the weighted multilinear Hardy-Cesàro operator U m,n ψ, s above. It is also interesting that the theory of function spaces with variable exponents has attracted much more attention because of the necessary in the field of electronic fluid mechanics and its important applications to the elasticity, fluid dynamics, recovery of graphics, and differential equations (see [3] , [11] , [15] , [19] , [27] , [36] , [18] ). The foundational results and powerful applications of some function spaces with variable exponents in harmonic analysis and partial differential equations are given in the books [18] , [20] and the references therein. It is well-known that the Calderón-Zygmund singular operators, the Hardy-type operators and their commutators have been extensively investigated on the Lebesgue, Herz, Morrey, and Morrey-Herz spaces with variable exponent (see, e.g., [6] , [7] , [17] , [22] , [32] , [33] , [31] , [37] , [38] , and others).
Motivated by above mentioned results, the goal of this paper is to establish the necessary and sufficient conditions for the boundedness of multilinear Hausdorff operators on the product of weighted Lebesgue, central Morrey, Herz, and Morrey-Herz spaces with variable exponent. In each case, the estimates for operator norms are worked out. It should be pointed out that all results in this paper are new even in the case of linear Hausdorff operators.
Our paper is organized as follows. In Section 2, we give necessary preliminaries on weighted Lebesgue spaces, central Morrey spaces, Herz spaces and Morrey-Herz spaces with variable exponent. Our main theorems are given and proved in Section 3.
Preliminaries
Before stating our results in the next section, let us give some basic facts and notations which will be used throughout this paper. By T X→Y , we denote the norm of T between two normed vector spaces X and Y . The letter C denotes a positive constant which is independent of the main parameters, but may be different from line to line. Given a measurable set Ω, let us denote by χ Ω its characteristic function, by |Ω| its Lebesgue measure, and by ω(Ω) the integral Ω ω(x)dx. For any a ∈ R n and r > 0, we denote by B(a, r) the ball centered at a with radius r.
Next, we write a b to mean that there is a positive constant C, independent of the main parameters, such that a ≤ Cb. The symbol f ≃ g means that f is equivalent to g (i.e.
In what follows, we denote
k , for all k ∈ Z. Now, we are in a position to give some notations and definitions of Lebesgue, Herz, Morrey and Morrey-Herz spaces with constant parameters. For further information on these spaces as well as their deep applications in analysis, the interested readers may refer to the work [1] and to the monograph [30] .
In this paper, as usual, we will denote by ω(·) a non-negative weighted function on R n .
Definition 2.2. Let α ∈ R, 0 < q < ∞, and 0 < p < ∞. The weighted homogeneous Herz-type space 
It is useful to note that
, it follows that the Herz space is a special case of Morrey-Herz space. Therefore, the Herz spaces are natural generalisations of the Lebesgue spaces with power weights. Now, we present the definition of the Lebesgue space with variable exponent. For further readings on its deep applications in harmonic analysis, the interested reader may find in the works [18] , [19] and [20] .
is the set of all complex-valued measurable functions f defined on R n such that there exists constant η > 0 satisfying
where
The variable exponent Lebesgue space L p(·) (R n ) then becomes a norm space equipped with a norm given by
Let us denote by P b (R n ) the class of exponents q(·) ∈ P(R n ) such that
where q − = ess inf x∈R n q(x) and q + = ess sup x∈R n q(x). For p ∈ P b (R n ), it is useful to remark that we have the following inequalities which are usually used in the sequel.
The space P ∞ (R n ) is defined by the set of all measurable functions q(·) ∈ P(R n ) and there exists a constant q ∞ such that
For p(·) ∈ P(R n ), the weighted variable exponent Lebesgue space L
the set of all complex-valued measurable functions f such that f ω belongs to the L p(·) (R n ) space, and the norm of f in L
Let C log 0 (R n ) denote the set of all log-Hölder continuous functions α(·) satisfying at the origin
, for all x ∈ R n .
Denote by C log ∞ (R n ) the set of all log-Hölder continuous functions α(·) satisfying at infinity
Next, we would like to give the definition of variable exponent weighted Herz spaces [31] , [38] for more details).
The variable exponent weighted Herz space
The variable exponent weighted Morrey-
Note that, when p(·), q(·) and α(·) are constant, it is obvious to see that
Because of defining of weighted Morrey-Herz spaces with variable exponent and Proposition 2.5 in [31] , we have the following result. The proof is trivial and may be found in [38] .
is log-Hölder continuous both at the origin and at infinity, then
, for all j ∈ N.
We also extend to define two-weight λ-central Morrey spaces with variableexponent as follows.
Definition 2.9. For λ ∈ R and p ∈ P ∞ (R n ), we denote
and ω 1 , ω 2 are non-negative and local integrable functions. Moreover, as p(·) is constant and ω 1 = ω and ω 2 = ω 1 p , it is natural to see that
Later, the next theorem is stated as an embedding result for the Lebesgue spaces with variable exponent (see, for example, Theorem 2 in [6] , Theorem 2.45 in [18] , Lemma 3.3.1 in [20] ). Theorem 2.10. Let p(·), q(·) ∈ P(R n ) and q(x) ≤ p(x) almost everywhere x ∈ R n , and
and 1 L r(·) < ∞.
Then there exists a constant K such that
f L q(·) ω ≤ K 1 L r(·) f L p(·) ω .
Main results and their proofs
Before stating the next main results, we introduce some notations which will be used throughout this section. Let
The functions α(·), q(·) and numbers γ, λ are defined by
Thus, it is clear to see that the function α also belongs to the
For a matrix A = (a ij ) n×n , we define the norm of A as follow
As above we conclude |Ax| ≤ A |x| for any vector x ∈ R n . In particular, if A is invertible, then we find
In this section, we will investigate the boundedness of multilinear Hausdorff operators on variable exponent Herz, central Morrey and Morrey-Herz spaces with power weights associated to the case of matrices having the important property as follows: there exists ρ A ≥ 1 such that
for almost everywhere t ∈ R n . Thus, by the property of invertible matrice, it is easy to show that
and
Remark 2. If A(t) = (a ij (t)) n×n is a real orthogonal matrix for almost everywhere t in R n , then A(t) satisfies the property (3.3). Indeed, we know that the definition of the matrix norm (3.1) is the special case of Frobenius matrix norm. We recall the property of the above norm as follows
where B * is the conjugate matrix of B and ρ(B) is the largest modulus of the eigenvalues of B. Thus, since A −1 (t) is also a real orthogonal matrix, we get
which immediately obtain the desired result. Now, we are ready to state our first main result in this paper.
, ζ > 0 and the following conditions are true:
, for all i = 1, ..., m.
Proof. By using the versions of the Minkowski inequality for variable Lebesgue spaces from Corollary 2.38 in [18] , we have
and applying the Hölder inequality for variable Lebesgue spaces (see also Corollary 2.28 in [18] ), we imply that
Consequently, we obtain
For η > 0, we see that
Hence, it follows from the definition of the Lebesgue space with variable exponent that
In view of (3.6) and Theorem 2.10, we deduce
Therefore, by (3.9)-(3.11), we obtain
, which finishes the proof of this theorem.
In particular, when ζ ≤ 1, we have the following important result to the case of matrices having property (3.3) above.
Theorem 3.2. Let us have the given supposition of Theorem 3.1 and assume that
(a) If
and the following condition is satisfied:
Proof. We begin with the proof for the case (a). From (3.12), by using the Theorem 2.10 again, we have
(3.14)
On the other hand, by (3.2) and (3.4), for i = 1, 2, ..., m, we find
By the similar arguments as Theorem 3.1, by (3.14) and (3.15), we also obtain
. Now, for the case (b), we make the functions f i for all i = 1, ...m as follows:
Besides that, we also compute
From the above estimation, by (2.1), we get
Next, let us denote two useful sets as follows
Then, we claim that
Indeed, let t ∈ U. This leads that A i (t) .|x| ≥ 1, for all x ∈ R n \ B(0, ε −1 ). Therefore, it follows from applying the condition (3.3) that
, which finishes the proof of the relation (3.17). Now, by letting x ∈ R n \ B(0, ε −1 ) and using (3.17), we see that
Thus, by (3.5), we find
(3.18) For convenience, we denote
Hence, by (3.18), we arrive at 19) where
−γ−mε χ R n \B(0,ε −1 ) . Next, we will prove the following result
Indeed, for ε sufficiently small such that ε −1 > 1, we compute
From this, by the inequality (2.1), we immediately obtain the inequality (3.20) . By writing ϑ(ε) as
then, by (3.19) and (3.20), we estimate
Note that, by lettting ε sufficiently small and t ∈ U, we find
By the relation (3.13), we get the limit of function ε −mε ϑ is a positive number when ε tends to zero. Thus, by (3.22) , (3.23) and the dominated convergence theorem of Lebesgue, we also have
which completes the proof of the theorem.
Next, we discuss the boundedness of the multilinear Hausdorff operators on the product of weighted Morrey-Herz spaces with variable exponent. 
At the same time, let 25) where
By estimating as (3.9) above, we have
(3.26)
Let us now fix i ∈ 1, 2, ..., m . Since A i (t) = 0, there exists an integer number ℓ i = ℓ i (t) such that 2
Then, by letting y = A i (t).z with z ∈ C k , it follows that
These estimations can be used to get
Now, we need to prove that
Indeed, for η > 0, by (3.27), we find
So, we have that
Therefore, by the definition of Lebesgue space with variable exponent, it is easy to get that
, which completes the proof of the inequalities (3.28), by (3.11) . Now, it immediately follows from (3.26) and (3.28) that
Consequently, by applying Lemma 2.8 in Section 2, we get
By having 2
Thus, we can estimate L as follows
From this, by (3.30) , it is not difficult to show that
On the other hand, using Proposition 2.5 in [31] , we get
In order to complete the proof, it remains to estimate the upper bounds for E 1 , E 2 and E 3 . Note that, using (3.31), E 1 is dominated by
This implies that
By some simple computations, we obtain
Hence, by assuming that λ i > 0, for all i = 1, ..., m and (3.24), we see at once that
Then, from (3.33), we have
By estimating in the same way as E 1 , we also get
For i = 1, ..., m, we denote
Then, we may show that
The proof of inequality (3.36) is not difficult, but for convenience to the reader, we briefly give here. By employing (3.31) again, we make
By a similar argument as T 0 , we also get
In the case λ i + α i∞ − α i (0) = 0, we deduce that T i,∞ is dominated by
Otherwise, we have
Hence, by (3.37), we obtain the inequality (3.36).
From (3.32) and (3.34)-(3.36), we conclude that the proof of Theorem 3.3 is finished.
Next, we will discuss the interesting case when λ 1 = · · · = λ m = 0. Remark that these special cases of variable exponent Morrey-Herz spaces are variable exponent Herz spaces. Hence, we also have the boundedness for the multilinear Hausdorff operators on the product of weighted Herz spaces with variable exponent as follows.
Theorem 3.4. Suppose that we have the given supposition of Theorem 3.3 and
At the same time, let
Then, H Φ, A is a bounded operator from
Proof. It follows from Proposition 3.8 in [4] that
From this, by α(0) = α ∞ , we conclude that
For convenience, let us denote by
Next, we need to estimate the upper bound of H. By (3.29) and using the Minkowski inequality, we get
By (3.38) and the Hölder inequality, it follows that
On the other hand, by p i ≥ 1, we have
Hence, combining (3.41) and (3.42), we obtain
for all i = 1, 2, ..., m.
Then, we find
. Thus, by (3.43) and (3.44), we get
, which finishes our desired conclusion. and applying Lemma 2.8 in Section 2, we refine the estimation as follow:
In the case k < β, we get
In the case k ≥ β − Θ * n + 1, we have
Otherwise, then we obtain
Also, the other estimations can be done by similar arguments as two theorems above. From this we omit details, and their proof are left to reader.
Theorem 3.5. Suppose that the given supposition of Theorem 3.3 and the hypothesis (3.12) in Theorem 3.2 are true. (a) If
C 5 = R n Φ(t) |t| n m i=1 max A −1 i (t) n q i+ +γ i , A −1 i (t) n q i− +γ i A −1 i (t) −λ i × × max A −1 i (t) α i (0) , A −1 i (t) α i∞ 1 L r 1i (t,·) dt < ∞, then H Φ, A ( f ) M . K α(·),λ p,q(·),ω C 5 m i=1 f i M . K α i (·),λ i p i ,q i (·),ω i . (b) Denote by C * 5 = R n Φ(t) |t| n m i=1 min A −1 i (t) n q i+ +γ i , A −1 i (t) n q i− +γ i A −1 i (t) −λ i × × min A −1 i (t) α i (0)+C α i 0 , A −1 i (t) α i (0)−C α i 0 dt.
Suppose that H Φ, A is a bounded operator from
p,q(·),ω and one of the following conditions holds:
Here
Then, we have that C * 5 is finite. Furthermore,
Proof. Firstly, we prove for the case (a). From (3.3), we call Θ n is the greatest integer number such that ρ A < 2 −Θn . Now, we replace Θ * n by Θ n in the proof of Theorem 3.3, and the other results are estimated in the same way. Then, by (3.14), we get
By the inequality (3.4), we have
Thus, by (3.15), (3.45) and C 3 < ∞, we finish the proof for this case.
Next, we will prove for case (b). By choosing
Indeed, we find
As a consequence, we get
Thus, by (2.1), we obtain
By having (3.48) and estimating in the same way as the case 1, we deduce
Next, it follows from Proposition 2.5 in [31] that
Notice that the relation α i (0)+(λ i −α i∞ −C α i ∞ )β i∞ is required positively which is proved later, beacause E i,1 is infinite otherwise. Thus, because of (3.47), we have E i,1 and E i,2 are dominated by
By (3.49), we have E i,3 is controlled by
For convenience, we set
Combining (3.50)-(3.53), we get that
From the above estimation, we will finish the proof of (3.46) if the following result can be proved θ i0 ≥ 0 and θ i∞ ≥ 0. (3.54)
In order to do this, let us consider three cases as follows.
Case b1. By q i+ = q i− , we have β i0 = β i∞ = 1. So, by the information of C α i 0 and C α i ∞ , it is easy to have the desired result (3.54). Case b2. In this case, we find θ i0 = θ i∞ = 0. This follows immediately that the result (3.54) is true. 
is not an empty set. Thus, by (3.55), we observe that
For the above separation, by calculating directly and defining β i0 , β i∞ , we have that
holds. This claims that the desired estimation (3.46) is completed. Combining (3.5) and (3.48), we obtain
From this, because of (3.46) and assuming that H Φ, A is a bounded operator, we conclude
This implies the desired assertion. 
Let H Φ, A be a bounded operator from
q(·),ω and one of the following conditions is satisfied:
Then, we have that C * 6 is finite. Furthermore, there exists C > 0 such that the operator norm of H Φ, A is not greater than C.C *
.
Proof. In the case (a), by combining Theorem 3.4 and the part (a) of Theorem 3.5, we immediately imply the desired result.
In the case (b1), we have that q 1 (·), ..., q m (·), and q(·) are constant. Thus, for all i = 1, ..., m, we will choose the function f i as follows:
It is obvious to see that when k is an integer number satisfying k ≤
= 0. Otherwise, we have
Hence, by applying Proposition 3.8 in [4] again and α i (0) = α i∞ , we find
where ρ is the smallest integer number such that ρ > −log(ρ A ) log (2) . Estimating as (3.18), we have
(3.56) Let k 0 be the smallest integer number such that 2 k 0 −1 ≥ ε −1 . Using Proposition 3.8 in [4] again, α i (0) = α i∞ and (3.56), we obtain
An elementary calculation leads that
(3.58) For simplicity of notation, we write
Therefore, by (3.57) and (3.58), we estimate
By (3.38) , it is easy to show that
Thus, by (3.59), (3.23) and the dominated convergence theorem of Lebesgue, we complete the proof for this case.
Next, let us consider the case (b2). We now choose the functions f i for all i = 1, ..., m as follows:
Thus, we have
Hence, by letting k ≤ 0,
As a consequence of the above estimate, by (2.1), we get
. Otherwise, by the similar argument as above,
we also obtain
. From defining ρ and assuming α i (0) = α i∞ , by Proposition 3.8 in [4] again, we get
Notice that, from assuming in this case, we deduce
Thus, by (3.60)-(3.62), f i .
This implies that
On the other hand, by the similar estimating as (3.18), we also obtain
For convenience, we put
From this, by (3.5), it is not hard to see that
where we denote g(x) = |x|
by using Proposition 3.8 in [4] again. Here we recall that k 0 is the smallest integer number so that 2 k 0 −1 ≥ ε −1 . Let us now show that
Thus, by (2.1), we have gχ k L q(·) ω
This finishes the proof of the estimation (3.65). Now, we define
By (3.63)-(3.65), we estimate
Because of assuming
the limit of function ε −mε ϑ * * is a positive number when ε tends to zero. Therefore, by (3.23), (3.66) and the dominated convergence theorem of Lebesgue, we obtain
, which ends the proof for this case.
When all of α 1 (·),..., α m (·) and q 1 (·),..., q m (·) are constant, we obtain the following useful result which is seen as an extension of Theorem 3.1 and Theorem 3.2 in the work [14] to the case of matrices having property (3.3) as mentioned above.
Moreover,
Proof. It is clear to see that the resuts of Theorem 3.7 can be viewed as consequence of Theorem 3.5. Indeed, we put γ
.., m. By having (3.67) and assuming that α 1 (·),..., α m (·) and q 1 (·),..., q m (·) are constant, we have
Thus, combining the case (a) and case (b1) of Theore 3.5, we deduce
At this point, by relation (2.2), we immediately get the desired result.
As a consequence of Theorem 3.6, we also obtain the analogous result for the constant parameters case as follows. 
Furthermore,
Proof. By putting γ * , γ * 1 , ..., γ * m and ω * , ω * 1 , ..., ω * m above, it is not hard to see that C 6 = C * 6 = C 8 . Therefore, by using case a, case b1 of Theorem 3.6 and the relation (2.2), we finish the proof of this theorem. Now, let us take measurable functions s 1 (t), ..., s m (t) = 0 almost everywhere in R n . We consider a special case that the matrices A i (t) = diag[s i1 (t), ..., s in (t)] with |s i1 | = · · · = |s in | = |s i |, for almost everywhere t ∈ R n , for all i = 1, ..., m. It is obvious that the matrices A i 's satisfy the condition (3.3). Therefore, since the Lebesgue space with power weights is a special case of the Herz space, we also obtain the following corollary.
Corollary 3.9. Let 1 ≤ p, p 1 , ..., p m < ∞, α 1 , ..., α m ∈ R, and the hypothesis (3.38) 
in Theorem 3.4 is true. Then
Proof. By the assumption of the matrices A i 's, it is easy to see that
Hence, we immedialately obtain the desired result.
By the relation between the Hausdorff operators and the Hardy-Cesàro operators as mentioned in Section 1, we see that Corollary 3.9 extends and strengthens the results of Theorem 3.1 in [26] with power weights.
Let us now assume that q(·) and
, Hence, by Theorem (3.10), the proof is finished.
Moreover, we also obtain the above operator norm on the product of weighted λ-central Morrey spaces as follows. Proof. We first note that the sufficient condition of the theorem is derived from Corollary 3.11. In more details, by letting α i = γ i q i for i = 1, ..., m, we have C 11 = C 12 < ∞. Hence, by Corollary 3.11, we find B q,λ (ω), it immediately deduces that C 12 < ∞, and hence, the proof of the theorem is completed.
