The boundary behaviour of convolutions with Poisson kernel and with square root from Poisson kernel is essentially differs. The first ones have only nontangential limit. For the last ones the convergence is over domains admittings a logarithmic order of the contact with the boundary (P.Sjögren, J.-O.Rönning). This result was generalized by authors on the spaces of homogeneous type.
Introduction
J.Littlewood [2] (see also [1] ) has shown that it is the best result in the following sense. Let C 0 be arbitary simple closed curve through the point z = 1, which lies totally inside B exept for this point, and which touches the boundary of B at this point. Let the curve C θ be obtained from C 0 by rotation around z = 0 by the angle θ. Then there is a Blaschke product which has no limit for almost all θ when z → e iθ inside C θ . A study of the convolutions with degrees of the Poisson kernel
was initiated in [4] . It is interesting because P l (z, ·) (and P l f (z)) satisfy equation (1 − |z| 2 ) 2 ∆u is the Laplacian in the hyperbolic metric). Of course, convergence of P l f (z) can hard be expected without proper normalization.
Let
Note that
(It doesn't matter what the base of the logarithm is, however it will be convenient for us to assume the base equals 2).
For l > 0 boundary behaviour of the integrals P l f (z) is the same as for l = 1 2 which was described above. The case of l = 0 is different. For this l the boundary behaviour of operators (3) was studied in [4] - [8] . There it was shown that P l f (z) converges to f (e iϕ ), for every function
The case of p = 1 is examined in [4] , and p > 1 in [6] - [7] . Note that domains (5) are essentially wider than nontangential domains (1) and admit tangential approach to the point e iϕ , and the bigger the p there corresponds the higher degree of tangency.
The proof of almost everywhere convergence in [4] - [7] was based on the weak type inequality
for the maximal operator
which corresponds to the domains (5) .
The estimates(6) imply almost everywhere tangential convergence for P l f (z) in a standard way. Furthermore, in [6] - [7] it was shown that the domains of approach (5) are optimal and cannot be made wider.
In our paper [9] the inequality (6) was extended to the case of spaces of homogeneous type. Let X be a compact Hausdorff space, topology of which is generated by a quasimetric d. This means that the function d :
for any x, y, z ∈ X (the constant a d ≥ 1 does not depend on the choice of the elements x, y, z in X).
The family of open balls
forms a base of the topology of X. Without loss of generality we can assume that diamX ≤ 1. Let µ be a positive Borel measure on X which satisfies the homogeneity condition
of the order γ > 0 (the constants of the weak equivalence in (8) do not depend on x ∈ X and t ∈ (0, diamX]). The triple (X, d, µ) is usually called a space of homogeneous type [3] . We denote by L p µ (X), 1 ≤ p < ∞, the L p -spaces with respect to µ. In this paper we study the operators
In the particular case of X = {z ∈ C : |z| = 1}, d the Euclidean metric, and µ the Lebesgue measure (then γ = 1) these operators essentially coincide with (3) for l = 0 (see (4) and section 3 below). We are interested in these operators as limiting case α = 0 of the potential type operators in the spaces of homogeneous type
The boundary behaviour of such operators have been studied in our paper [9] .
We shall introduce the maximal functions
depending on the parameter δ ≥ 0. We will use the notation L 0 = N (that's the "nontangential" maximal function). The weak type inequality (6) was proved in [9] for the general case of the homogeneous type spaces
where δ = p/γ. The methods of proof in [9] are different from used in [4] - [7] . From theorem 1 in [9] it can deduce also the sharp results about boundary behaviour of operators (3) for l < 0.
The main theorem and its proof
The main goal of this article is the proof that the inequality (6) can be strengthened and replaced by the inequality of a strong type for p > 1 even in the general situation. Namely, the following statement is true.
where the constant c p does not depend on f ∈ L p µ (X).
Hereinafter, we will put for the simplicity a = 1 in (10) . For the proof we will need several auxiliary facts. Let us begin with well known ones.
Lemma 1 Let E ⊂ X and {B} is any family of balls of bounded radiuses that cover E. Then there is a finite or enumerable subfamily {B j } ⊂ {B} such that
with some constant ρ d ≥ 1 that depends only on d.
Here ρB is a ball concentric with B whose radius is ρ times bigger. A proof of the lemma can be found in [3] .
Based on this lemma 1 and standard techniques [3] one can derive the standard properties for the Hardy-Littlewood maximal function
where the supremum is taken over all balls B = B(y, t), containing the point x ∈ X.
Lemma 2 For any p ≥ 1 there is a constant c p such that 1) for all functions f ∈ L 1 µ (X) and λ > 0
Let us consider the parametric family of the approach domains to the boundary
Note that the second inequality above, determining D A,δ (x), is equivalent to following
Let us also define a family of maximal functions
which allow to estimate the operator L δ (P 0 f ). This is in lemma 3 below. In this lemma the following notation
is used where f ∈ L 1 µ (X). It is clear that
Lemma 3 There is a constant c such that
for any x ∈ X and f ∈ L 1 µ (X).
Proof. Let x ∈ X and (y, t) ∈ X × (0, 1) satisfies the condition
We split the integral defining the operator (9) into three pieces
and we will estimate each of them separately.
First of all we note that
Furthermore, if n = log 2 τ t + 2 then
Finally, if m = log 2 1 τ + 2 then
Now the conclusion of lemma 3 follows automatically from the above inequalities for I 1 , I 2 and I 3 .
The following lemma plays the key role. The proof follows the ideas from the paper of the second author [10] with suitable modifications.
Lemma 4 (main) For every p > 1 there is a constant c p such that
Proof. Let us consider the Lebesgue sets for the maximal operator (14)
We shall partition them into parts in the following way. Let k A be the positive integer such that 2
u(y, At) > λ and for k ≥ k A we will define the sets
They are measurable and
Also, we will define a modification of the nontangential maximal function
It is clear that
In the same way as mentioned above let us define the Lebesgue sets
and partition them into
Again, the sets E k (λ) are measurable and
Let us estimate the measure µE A,k (λ). For x ∈ E A,k (λ) there is a pair (y
Let us consider the family of balls
By lemma 1 it is possible to select a finite or countable subfamily {B x j } with properties
Let us now consider a new family of balls
We let
It is easy to see that there is a number k 0 ∈ N such that
(sf (7)). We will show that the following inclusions are true
Let x ∈ B * x j and the pair (z, τ ) be such that
Then by virtue of (7), (13), (18) and (19) d
Hence, (z, τ ) ∈ D A,δ (x j ) (see (12)), however x j ∈ E A,k (λ) and 2 k 0 −k < τ < τ A , thus
This means that x / ∈ E i (kλ) for i < k − k 0 . On the other hand, since t x j > 2 −k−1 , d(x, y j ) < At x j , the second inequality (18) implies that x / ∈ E i (kλ) for i > k. Thus, (20) is proved. Now using (20) for k ≥ k 0 + k A we get
In a similar but more simple way one can prove the inequlaity
Indeed, let
and let x ∈ S A (λ), then there is a pair (y
In the same way as above we shall consider the set of balls
According to the lemma 1 it is possible to select a finite or countable sub-family {B x j } with the properties
Now, let us introduce the new set of balls
then by virtue of (23)
By repeating the proof of the inequality (21) we get (22). Further, using (21) and (22) one can easily get the following estimate of the norm
In the last integral we substitute kλ instead of λ and get (see also (17), (15) and lemma 2)
Thus, lemma 4 is proved. The statement of the theorem 1 follows now directly from a lemmas 2-4.
3 Some generalizations and examples 3.1 Local form of theorem 1.
First of all we note that the proof of theorem 1 have local character. This allows us to prove the following generalization of theorem 1.
Theorem 2 Let G ⊂ X be an open set and p > 1. Then for any compact
The proof repeats arguments mentioned above with appropriate modifications. We describe briefly only relevant changes, which should be done.
Let ε > 0 be small enough number. Let us divide the operator (9) into two pieces
The second integral is estimated as above by c f L 1 µ (X) uniformly in x and t, and the first one can be estimated in the same way as it was done above (see lemmas 3 and 4). However, instead of Hardy-Littlewood maximal function Mf one can use "truncated" maximal function
where the supremum is taken over all balls B = B(y, t) of the radius 0 < t < ε, containing the point x ∈ X.
Weighted form of theorem 1.
With the same proof we can to obtain weighted version of the theorem 1. We will need some definitions for its statement. A nonnegative function ν defined on Borel sets in X is called an outer measure if it is monotone and subadditive, that is
If f is a Borel function and ν is an outer measure on X then we set
Theorem 3 Let p > 1, 0 ≤ δ ≤ p/γ, β = p − γδ and ν be an outer measure, satisfying the condition
(c not depend on x ∈ X and t > 0).
The Proof word for word copies a proof of the theorem 1. Only the estimate of the ratio of measures νB x j and µB * x j in (21) and (22) requires to use (24) in addition. Then we obtain
The rest of the proof passes without change. Note, that the theorem 1 is a particular case β = 0 of theorem 3. The last theorem also can give in local form in spirit of the theorem 2.
Multidimensional analogues of operator (3).
In conclusion, let consider two special cases of operators (9) . Each of them is a generalization of the operator (3) with l = 0 to a multidimensional case. The theorems 1-3 can be applied to both of them.
Let X = S n−1 be a unit sphere in R n , n ≥ 2, µ be the surface Lebesgue measure on S Let X = S 2n−1 be a unit sphere in C n = R 2n , µ be the Lebesgue surface measure, µ(S n−1 ) = 1. Let d(ζ, ξ) = |1 − ζ, ξ | be a nonisotropic quasimetric ( ·, · is the complex scalar product). In this case γ = n. Now it is natural to consider also the invariant Poisson kernel [12] P n (z, ζ) = (1 − |z| 2 ) n |1 − z, ζ | 2n and by the analogy with (2) we arrive at the operators
[p(z, η)]
The operator (9) becomes P 0 f (z) = log 2 1 − |z|
f (η) (|1 − ζ, η | + t) n dµ(η), with t = 1 − |z|, ζ = z/|z|.
We note in conclusion that other applications of theorems 1-3 are possible also. The examples are boundary behaviour of Poisson integrals in polydisk or in Riemannian symmetric spaces (see [5] - [7] ).
