Abstract. In this paper we show that all totally real superconformal minimal tori in CP 2 correspond with doubly-periodic finite gap solutions of the Tzitzéica equation ω zz = e −2ω − e ω . Using the results on the Tzitzéica equation in integrable system theory, we describe explicitly all these tori by Prym-theta functions.
Introduction
Over the past few years the integrable system approach played an important role in the theory of minimal surfaces and harmonic maps. One of the most classical and striking results is on the tori with constant mean curvature (CMC) in R 3 , which correspond the doubly-periodic solutions to the sinh-Gordon equation. Firstly let us recall the history of the research on CMC tori since it contains all the seeds useful to our case. In 1987, Wente's significant existence theorem [30] provoked Abresch [1] to classify all CMC tori having one family of planar curvature lines. These surfaces are given explicitly in terms of elliptic functions by reducing the PDE to ODEs solvable. The approach to seek the general solution to the problem has developed into a major area of research. The main points of view are due to Pinkall and Sterling [26] et al, whose approach can be expressed in terms of Hamiltonian systems and Loop groups, Bobenko [3] , who sees it in terms of the much studied finite-gap solutions for the sinh-Gordon equation and the corresponding Baker-Akhiezer function, and Hitchin [18] whose approach is influenced by twistor theory. Later on, Bolton-Pedit-Woodward ( [5] ) showed that the existence of the correspondence between minimal surfaces in CP n and the solutions of affine Toda equations for SU(n + 1). And they further proved that any superconformal harmonic 2-torus in CP n is of finite type. They posed that together with the results in [14] this accounts for all (conformal) harmonic 2-tori in CP 2 . Unfortunately, even in the case of CP 2 , the Clifford torus
which is an isometric embedding of flat torus whose corresponding lattice in C is generated by 2π/3 and 2πi, is the only example of superconformal harmonic tori in CP 2 known to us during a long period. On the other hand, there has been much attention given to totally real (Lagrangian) submanifolds in CP n in the classical differential geometry community. Then a natural problem was posed to give an explicit construction of totally real minimal tori in CP 2 . Moreover, the explicit construction of Lagrangian minimal tori in CP 2 arouses much interest in the scope of the construction of special Lagrangian 3-folds in C 3 [21] . In fact, the research on totally real minimal tori in CP 2 is similar to one on CMC tori in R 3 . All totally real superconformal minimal tori in CP 2 correspond with doubly-periodic finite-gap solutions of the Tzitzéica equation ω zz = e −2ω − e ω , (0.1) which is the nearest relative of the sinh-Gordon equation. The first progress was given by Castro-Urbano ( [12] ). They reduced the PDE to ODE solvable by elliptic functions and gave a new family of minimal Lagrangian tori in CP 2 , which is characterized by its invariability by a one-parameter group of holomorphic isometrics of CP 2 . On the other hand, the Tzitzéica equation is a soliton equation of physical interest which can be obtained as the Toda lattice system of the irreducible nonreduced root system bc 1 . Its another form ω xt = e ω − e −2ω was originally derived by Tzitzéica in 1910 as the Gauss-Codazzi equation in asymptotic coordinates u, v for surfaces with the Tzitzéica property. It was rediscovered in a solitonic context by Bullough and Dodd in 1977 [7] . Mikhailov proved that this equation is a complete integrable equation in 1980 [23] . It was also investigated in detail from the point view of integrable systems and affine geometry by Shabat-Zhiber, Bobenko, etc. It should be mentioned that the finite-gap solutions of this equation was studied by Cherdantsev-Sharipov in 1989 [11] . And the latter studied the CR immersion of minimal tori into five-dimensional sphere in C 3 using the finite-gap solution of the Tzitzéica equation [27] .
In this paper we shall follow the recipe to give all of totally real superconformal minimal tori in CP 2 by Prym-theta functions using the theory of finite-gap solutions of the Tzitzéica equation. The paper is organized as follows: in Section 1 we shall be concerned with the general surface theory in CP 2 , and then give the structure equations of totally real minimal surface in CP 2 . In Section 2, we reformulate the existence condition of totally real superconformal minimal surfaces in CP 2 in terms of certain loop groups. In Section 3, we use the method in Section 1 in global studies of totally real superconformal minimal tori. In §4 we show how to construct a class of totally real superconformal minimal immersion from R 2 into CP 2 by integrating certain Hamiltonian ODE's on finite dimensional subspaces of the twisted loop algebra. Following directly the standard scheme, we prove that any totally real superconformal minimal torus can be constructed by this method, which is called of finite type. In Section 5 and Section 6, we use algebro-geometric methods of nonlinear integrable equations from soliton theory to provide an explicit description of these tori in terms of Prym-theta functions. 
Theory of surfaces in CP
which we call a local representation of the Fubini-Study metric. Here we use the canonical scalar product
¿From (1.2) we know that the Riemannian metric h on B 4 ⊂ CP 2 is given by
Let x : M → CP 2 be an immersion of an oriented surface. The induced metric on M generates a complex structure with respect to which the metric is
where z is a local complex coordinate on M and ω : U → R is a real function on an open set U of M. For any local section Z of π : S 5 → CP 2 we can define a local lift y := Z • x of the immersion x : M → CP 2 . Such a local lift y of x exists around each point of M. Let y : U → S 5 be a local lift of x defined on an open set U of M. We denote the Cauchy-Riemannian operators by
and define
The metric g is conformal that gives
where we define
It is easy to check that a and b are independent of the choice of the local lift y and the complex coordinate z. Since 0 ≤ a, b ≤ 2, we can define globally an invariant
It is easy to verify that the invariant θ defined above is exactly the Kähler angle of x.
). A point is called a complex point of x if it is holomorphic or anti-holomorphic.
In order to get the complete SU(3)-invariant system of x we introduce another two global invariants:
Using (1.4) we can easily verify that Φ and Ψ are independent of the choice of local lift y of x and the complex coordinate z of M and thus globally defined on M. Moreover, if x is transformed by an isometry T ∈ SU(3), then ξ and η are also transformed by the T . It follows by definition that Φ and Ψ are SU(3) invariant. We call Ψ the cubic Hopf differential. Let x : M → CP 2 be a surface without complex points and y : U → S 5 be a local lift of x. We define ξ and η by (1.3). Then at each point of U, {y, ξ, η} define a basis of C 3 , which, due to (1.4),(1.5) and the fact that y ·ȳ = 1, satisfies the following equations:
The compatibility condition
have the following form:
(1.13)
We note that Formula (1.10) is not essential. In fact,
which implies that i{(ρ − ρ 0 )dz − (ρ − ρ 0 )dz} is a closed real 1-form. Thus we can write locally this 1-form as dϑ for some real function ϑ. Since ρ 0 = ρ + iϑ z , it is easy to check that if we change the local lift y : U → S 5 toỹ = e iϑ y, then the function ρ defined by (1.9) will change to ρ 0 . Therefore {g, θ, Φ, Ψ} form a complete SU(3)-invariant system of an isometric immersion x : M → CP 2 from a simply connected surface M without complex points, i.e. we have the following Fundamental Theorem in [22] : Suppose that x : M → CP 2 is minimal, then the Gauss-Codazzi equations become (log(ae ω )) zz = (ab)
which are invariant with respect to the transformation
Treating λ * as a deformation parameter we obtain ¿From now on we suppose that x : M → CP 2 is a totally real minimal surface. Thus we further have Φ ≡ 0 and a = b ≡ 1. Without loss of generality a change of local lift confines ourselves to the case ρ ≡ 0. Then we get
In this case the Gauss-Codazzi equations become
The framing σ(z,z, λ * ) solving the system (1.14) with
describes a family of totally real superconformal minimal surfaces x λ * : M → CP 2 . In order to simplify the framing, we pass to a gauge equivalent frame function
where
Combined with Theorem 1.3, we obtain
1 be a solution of the system 
Loop group formulation
The above results may be conveniently described in terms of certain loop groups. Put G = SU(3) and G C = SL(3, C) denotes the complexification of G. The corresponding Lie algebras are denoted by G = su(3) and G C = su(3, C), respectively. Let ǫ = e 2πi/3 . Put
We denote by M k the ǫ k -eigenspace of γ. Explicitly, they are described as
Obviously, it holds that
We denote by the N k (−1) k -eigenspace of σ. Explicitly, they are described as
and F in (1.18) lies in the corresponding twisted loop group
We put ΛG γ,σ = {ξ ∈ ΛG C γ,σ |ξ(ν) = ξ(ν)} and denote the corresponding loop group by ΛG γ,σ . ΛG C γ,σ is a Banach Lie group and ΛG C γ,σ admits the AdΛG
We introduce a filtration of ΛG γ,σ by finite-dimensional subspaces
For any totally real superconformal minimal surface x : M → CP 2 with ψ = −1, there exists a family of frames F ν such that the connections θ(ν) = (F ν ) −1 dF ν having the form as (1.19), (1.20) with ψ = −1 are real normalized admissible. Conversely, given a family of real normalized admissible connection θ ∈ Λ 1 , there exists a family of frames F : M → ΛG γ,σ such that F −1 dF = θ, that is,
and
and Tr(
Thus there exists
such that
On the other hand, from the facts that U 1z = [U 1 , U 0 ], and adU 1 is injective on
Using the commutativity of M 0 , by a direct computation we have
Passing a gauge transformationF = F e Λ , we obtain
¿From the reality conditions it follows that
] is a family of totally real superconformal minimal surfaces with the induced metric g = 2e ω dzdz, nonzero Hopf differential Ψ λ * = −λ * dz 3 , where x 1 is a normalized totally real superconformal minimal surface. Then we have the following description in terms of loop groups: Theorem 2.1. There exists a natural correspondence between the totally real superconformal minimal surface x : M → CP 2 with ψ = −1 and the real normalized admissible connection on M.
Totally real superconformal minimal tori
Now suppose that M is a compact Riemann surface. If M is of genus 0 then the holomorphic cubic differential Ψ = ψdz 3 must vanish identically. That is to say that any totally real minimal 2-sphere in CP 2 must be superminimal. The classification of totally real minimal tori is not so simple as that of minimal spheres but analytic tools enable us to achieve success in this case just like CMC tori in R 3 . Any Riemann surface of genus one is conformally equivalent to the quotient C/Λ of the complex plane by a lattice Λ. The corresponding conformal parameterization on a torus is given by a doubly-periodic mapping x : C/Λ → CP 2 . The metric ω(z,z) and the Hopf differential Ψ(z,z) in this parameterization are doubly-periodic with respect to the lattice Λ. Note that ψz = 0 and ψ(z) is a bounded elliptic function, thus a constant. This constant is not zero, otherwise, the Gauss equation becomes the Liouville equation
and the Gauss curvature of M is K = −ω zz e −ω = 1, which corresponds to the totally real immersion of sphere. As before we normalize equation (1.16) 
Denoting the generators of Λ by
one obtains the following To describe all totally real superconformal minimal tori one should solve the following problems.
(i) Describe all doubly-periodic solutions ω(z,z) of the equation (0.1); (ii) Find F (z,z, ν); (iii) The first column of F (z,z, ν) describes the corresponding totally real superconformal minimal immersion. In general, this immersion is not doublyperiodic. One should specify parameters of the solution ω(z,z), which yield doubly-periodic F (z,z). These three problems will be solved in Section 7 simultaneously using methods of the finite-gap integration theory.
Polynomial Killing field
In Section 2 we express the condition of a totally real superconformal minimal surface in CP 2 as the flat condition on a loop algebra valued 1-form with an algebraic constraint (i.e. taking value in Λ 1 ). Such a reformulation is the starting point for their integration. In this section firstly we shall show how to construct real normalized admissible Λ 1 -valued 1-forms on the covering space R 2 of T 2 based on a general result on R-matrices and commuting flows and characterize the connections obtained by the existence of polynomial Killing fields.
Define an R-matrix on ΛG 
This definition makes R purely imaginary:
To apply the standard recipe for the construction of Λ 1 -valued flat 1-form on R 2 we first fix d ∈ N with d ≡ 1 mod 6. Define f ∈ C ∞ (ΛG γ,σ ) by
It is easy to see that f 1 , f 2 are AdG-invariant and their gradients with respect to the inner product on ΛG γ,σ are
Define the Hamiltonian vector fields X 1 , X 2 corresponding to f 1 , f 2 by 1 2
Since ξ is real,
Restricting ξ ∈ Λ d these become
annihilate Λ − = {ξ ∈ ΛG C : ξ n = 0 for n < 0} and Λ + = {ξ ∈ ΛG C : ξ n = 0 for n > 0}
respectively. Denote Z = 1 2 (X 1 − iX 2 ). It is clear that X 1 and X 2 are tangent to Λ d . It follows from Theorem 2.1 of [9] that X i are complete and commutative so that the system of ODEs ∂ξ ∂z
has a unique, global, real solution ξ : R 2 → Λ d for any given real initial condition 
where Ω : T 2 → M 0 ∩ N 0 . It is sufficient to construct an adapted polynomial Killing field ξ :
There exists a regular algebraic description of these polynomial Killing fields through a formal Killing field (see [16] , [5] ), which is in our case a ΛG
Since for all n ∈ N,
is again a formal Killing field in ΛG Lu n = (∂ zz + e ω + 2e −2ω )u n = 0.
By the linear elliptic theory, the compactness of the torus implies that the spectrum of this operator is discrete and all the eigenspaces are finite dimensional. All vector fields 1 2 Y −6n = u n diag(0, 1, −1) belong to the kernel of L. This observation proves the lemma.
Thus it follows from the proof of Theorem 3.6 in [5] that such a polynomial Killing field ξ exists. Now it is sufficient to prove the existence of a formal Killing field
Following the standard procedure in [16] we get a formal vector fieldŶ =
also satisfies the same equation. Setting
we obtain a formal Killing field ofF as required, which completes the proof of Theorem 4.1.
Spectral curve and Baker-Akhizer function
Let ω(z,z) be a solution of the Tzitzéica equation (0.1) with the polynomial Killing field ξ(ν). The curve det(ξ(ν) − µI) = 0 (5.27) is independent of z andz, which is called the spectral curve of the solution ω(z,z). The matrix ξ is traceless so we see that the spectral curve is of the form
We shall suppose that the spectral curve is a nonsingular curve below. These symmetries reflect on the expression of the spectral curve
where p k (ξ) and q k (ξ) are polynomials with respect to the elements of
The quotientΓ =
• Γ /γ plays central role for explicit construction bellow. The three-sheeted covering 
On
• Γ there exist three infinity points and three zero points, each situated on its copy ofΓ. We shall denote these points by ∞ I , ∞ II , ∞ III and 0
respectively. The automorphism γ circularly acts on these infinity points γ(
II and γ acts on these zero points similarly. Denote their projection onΓ by P ∞ and P 0 respectively. HenceΓ → CP 1 is a three-sheeted cover of the λ-plane, and over P ∞ and P 0 all sheets are glued, that is, the function λ(P ) onΓ having a pole of order 3 at P ∞ and a zero of order 3 at P 0 . We should note that althoughΓ is not hyperelliptic it shares many properties with one in the CMC tori. Such algebraic curve has its separating interests.
Denote the points ofΓ by P = (µ, λ). Since σ leaves two distinct points P ∞ and P 0 onΓ fixed,Γ → Γ =Γ/σ is a two-sheeted covering with two branched points. Therefore by Riemann-Hurwitz formulaĝ = 2g is twice of the genus g of the factor surface Γ and g = d clearly.
Due to
the system φ z = φU, φz = φV, φξ = µφ has a common (row) vector valued solution φ(P, z,z), which is called the Baker Akhizer function.
Remark 4.
In the classical theory of integrable systems, the Baker-Akhizer function is defined as a column vector. For fitting into our situation, here we modify it to a row vector.
In the finite-gap integration theory of the Tzitéica equation (0.1) usually a gauge equivalent function (see [11] , [27] )
is used. The values of ψ on different sheets of the coveringΓ → CP 1 substituted in corresponding rows form the matrix Ψ satisfying
where λ = ν 3 . After some computations one can prove the following analytic properties of ψ.
(1). ψ is a meromorphic function onΓ\{P 0 , P ∞ }. The pole divisorD of ψ on Γ\{P 0 , P ∞ } is independent of z,z non-special divisor of degreeĝ. The Abel map ofD satisfies
whereĈ is the canonical class ofΓ. (2) . ψ has essential singularities at the points P 0 , P ∞ of the form
in the neighborhood of P ∞ , and
in the neighborhood of P 0 .
Baker-Akhiezer function. Formulas
The function ψ is defined uniquely by its analytic properties and can be explicitly expressed in terms of Prym theta functions and Abelian integrals [11] . LetΓ be a nonsingular Riemann surface of even genusĝ = 2d, d ≡ 1 mod 6 with two distinguished point P ∞ and P 0 , on which there is a meromorphic function λ(P ) with divisor of zero and poles 3P 0 − 3P ∞ and on which two involutions are defined: the holomorphic involution σ, which acts in accordance with λ(σP ) = −λ(P ), and an antiholomorphic involution τ of separating type such that λ(τ P )λ(P ) = 1.
Choose a canonical basis {a i , b i , i = 1, · · · ,ĝ} ∈ H 1 (Γ, Z) and let ω 1 , · · · , ωĝ be the dual basis a i ω j = 2πiδ ij of holomorphic differentials. The period matrix
determines the Riemann theta function
which is period with periods 2πiZĝ
Here the diamond brackets denote the Euclidean scalar product. Let Λ be the lattice generated by the vectors 2πie k , Be k , k = 1, · · · ,ĝ where the vectors e k = (δ k1 , · · · , δ kĝ ). The complex torus J(Γ) = Cĝ/Λ is called the Jacobian of the Riemann surfaceΓ. And the Abel mapping A(P ) = (A(P 1 ), · · · , A(Pĝ)),
is defined by
Here the basis point X is often conveniently placed at the point P ∞ .
For curves possessing involutions we can define the Prym variety in the classical algebraic geometry (see, for example, [15] ). In our case, we can choose a basis {a i , b i , i = 1, · · · ,ĝ} such that
Let ϕ map C g to Cĝ:
With the help of the Abel mapping A, the divisor mapD → σD induces an involution σ : J(Γ) → J(Γ). The subset P rym(Γ) = {∆ ∈ J(Γ)|σ∆ = −∆} is called the Prym variety or the Primian of the pair (Γ, σ). The Prymian is isomorphic to the torus C g /Λ, where the lattice Λ generated by the vectors 2πie k and the column vectors of the matrix
The analogy form of the Abel mapping is
In addition, we can define the Prym theta function similarly as follows
where z ∈ C g . Suppose thatD is a fixed nonspecial divisor satisfying the above conditions (5.32). The Prym theta function constructed above solves the inversion problem with respect to (6.35) in the class of divisors of degreeĝ that satisfy condition (5.32) onΓ (see [15] ).
Lemma 6.1. If e ∈ C g and Q ∈Γ, then either F (P ) = η(U(P − Q) − e) ≡ 0 for all P ∈Γ or the zeros of F (P ) form a divisorD of degreeĝ that satisfies (5.32) and
where the constant vector K is related to the canonical classĈ of the surfaceΓ by the formula 2K = A(Ĉ + P 0 + P ∞ ).
The lemma is proved in [15] Corollary 5.6. By virtue of this lemma, we can specify the Baker-Akhizer function as follows [11] .
Choose local parameters ν −1 and ̺ −1 in the neighborhood of the points P ∞ and P 0 , respectively, by means of the conditions
. Let us introduce two abelian differentials of the second kind Ω ∞ , Ω 0 normalized by the conditions
and the following asymptotic behavior at the poles:
We denote their periods upon b-cycles by
The Baker-Akhizer function ψ 1 possessing the above properties 1 and 2 except (5.33) can be described in terms with such data {Γ,D} uniquely up to a factor independent of P :
The two remaining Baker-Akhiezer functions ψ 2 , ψ 3 cannot be represented by such simple formulas in terms of Prym theta functions similarly. However, they can be computed by using the equations
But in fact we shall find in the following that it is unnecessary to specify the explicit formulas of ψ 2 , ψ 3 . By the standard technique in the algebro-geometric theory of nonlinear integrable equation, the solution of the Tzitzéica equation (0.1) can be written as
2 zz ln η(iUz + iVz − e) + c, (6.36) where c is the value of Ω 0 at λ = ∞ satisfying Ω 0 = cd̺ + · · · and e satisfies A(D) = ϕ(e) + K.
¿From now on we put z andz be mutually conjugated and consider the antiholomorphic involution τ : λ → 1 λ . Then the Riemann surfaceΓ is divided by the fixed points of the involution τ (which are called the real ovals of τ ) into two regions: the regionΓ 0 , which contains the point P 0 , and the regionΓ ∞ , which contains the point P ∞ . The number of real ovals, |λ| = 1, does not exceed three. It is determined by the number of real tori on the Jacobian J(Γ), each of which contains of classes of divisorsD of degreeĝ satisfying the condition (5.33). By virtue of (5.33), every real divisorD determines a certain Abelian differential α(P ) of the third kind with zeros at the points of the divisorD + τD and a pair of simple poles at P 0 and P ∞ with residues +i and −i, respectively. There exists one nonsingular torus T 0 which is distinguished among the other real tori by the fact that for the divisors from T 0 the differential α(P ) is positive on all ovals of τ with respect to the natural orientation on the boundary ofΓ ∞ . Having fixed the torus T 0 , we consider its subset consisting of the divisors satisfying the condition (5.33), which is a real torus in the Prymian Prym(Γ) of the Riemann surfaceΓ. We still denoted it by T 0 . Now let us consider the Riemann surfaceΓ with all branch points λ i , −λ i , i = 1, · · · , g divided into pairs (|λ i | = 1)
Canonical basis of cycles can be choose such that τ acts on it as follows
Then the dual holomorphic differentials satisfy τ * ω i =ω i for i = 1, · · · , g and the Prym period matrix Π satisfies
i.e.,Π = Π + 2πi(1 − I), where 1 kj = 1, I kj = δ kj . Therefore the Prym theta function satisfies the following conjugation condition η(z) = η(z), which is easily checked using the evident identity
Next we have
hence the periods of Ω ∞ and Ω 0 are mutually conjugated
Therefore the vector iUz + iVz − e is imaginary whenD ∈ T 0 .
is a real nonsingular solution of (0.1).
In relation to the functions ψ 1 , ψ 2 , ψ 3 , the conditionD ∈ T 0 gives
For the spectral problem (5.30) -(5.31), we can define the pairing as follows which due to Sharipov :
Differentiating (6.38) with respect to z andz, and taking into account (5.30) and (5.31), we obtain the relations
from which we can see that when P = Q the function (6.38) does not depend on z andz. Moreover, the function W (P ) = Ω(P, P ) is meromorphic onΓ and can be calculated explicitly:
.
Because the covering λ :Γ → C is a three-sheeted one, each value of the function λ(P ) is attained with multiplicity three, i.e., at three different points P 1 , P 2 , and P 3 . Ω(P, Q) has the following resonance property:
which in fact follows from that eigenvectors associated different eigenvalue of a normal matrix Hermitian orthogonal to each other. For every value of λ ∈ S 1 , the points P 1 , P 2 , and P 3 lie on the ovals of the anti-holomorphic involution τ and are unchanged by the action of τ . By them we form a matrix ¿From (6.37) and the invariance of the points P 1 , P 2 and P 3 with respect to τ , the resonance property (6.39) leads to the relation ψ 1 (P i )ψ 1 (P j ) + e −ω ψ 2 (P i )ψ 2 (P j ) + e ω ψ 3 (P i )ψ 3 (P j ) = W (P i )δ ij , which is equivalent to the matrix Ψ is a unitary matrix. From this relation there also follow the reality and non-negativity of the values of the function W (P ) on the ovals of τ , indicating the radicals in the matrix Ψ are real. The columns of this unitary matrix Ψ form a frame in C which solve the gauged spectral problem As an evident corollary of (6.34), the periodicity conditions can be given as follows: It follows from standard techniques [3] that (6.36) will yield the area formula of the totally real superconformal minimal torus. A detailed study of this aspect will be done elsewhere. 
