We study the multiple Eisenstein series introduced by Gangl, Kaneko and Zagier. We give a proof of (restricted) finite double shuffle relations for multiple Eisenstein series by developing an explicit connection between the Fourier expansion of multiple Eisenstein series and the Goncharov coproduct on Hopf algebras of iterated integrals.
Introduction
The purpose of this paper is to study the multiple Eisenstein series, which are holomorphic functions on the upper half-plane {τ ∈ C | Im(τ ) > 0} and which can be viewed as a multivariate generalisation of the classical Eisenstein series, defined as an iterated multiple sum G n 1 ,...,nr (τ ) = (n 1 , . . . , n r−1 ∈ Z ≥2 , n r ∈ Z ≥3 ), (1.1) where the positivity lτ + m ≻ 0 of a lattice point is defined to be either l > 0 or l = 0, m > 0, and lτ + m ≻ l ′ τ + m ′ means (l − l ′ )τ + (m − m ′ ) ≻ 0. These functions were first introduced and studied by Gangl, Kaneko and Zagier [7, Section 7] , where they investigated the double shuffle relation satisfied by double zeta values for the double Eisenstein series G n 1 ,n 2 (τ ). Here double zeta values are a special case of multiple zeta values defined by ζ(n 1 , . . . , n r ) = (n 1 , . . . , n r−1 ∈ Z ≥1 , n r ∈ Z ≥2 ).
(1.2) Their results were extended to the double Eisenstein series for higher level (congruence subgroup of level N) in [12] (N = 2) and in [16] (N : general), and have interesting applications to the theory of modular forms (see [15] ) as well as the study of double zeta values of level N. In this paper, we want to develop double shuffle relations for multiple Eisenstein series.
The double shuffle relation, or rather, the finite double shuffle relation (cf. e.g. [10] ) describes a collection of Q-linear relations among multiple zeta values arising from two ways of expressing multiple zeta values as iterated sums (1.2) and as iterated integrals (3.1). Each expression causes an algebraic structure on the Q-vector space spanned by all multiple zeta values. The product associated to (1.2) (resp. (3.1)) is called the harmonic product (resp. shuffle product). In the case of multiple Eisenstein series, although it is easily seen that the harmonic product formulas hold when the series defining G n 1 ,...,nr (τ ) converges absolutely, i.e. n 1 , . . . , n r−1 ∈ Z ≥2 and n r ∈ Z ≥3 , the shuffle product formulas are not obvious. The goal of this paper is to give these formulas by developing an explicit connection between the multiple Eisenstein series and the Goncharov coproduct, and as a consequence a restricted version of the finite double shuffle relations for multiple Eisenstein series.
Statement of results
In the previous works on double Eisenstein series, its Fourier expansion has been a key ingredient for proving not only the shuffle product formulas but also double shuffle relations. The Fourier expansion of G n 1 ,...,nr (τ ) also plays an important role in this paper (we will use "limits" for the definition of G n 1 ,...,nr (τ ) (Definition 2.1) so that we can compute the Fourier expansion for integers n 1 , . . . , n r ≥ 2). The first result of this paper is an explicit relationship between the Fourier expansion and the Goncharov coproduct on iterated integrals, which was first observed by Kaneko in several cases and studied by Belcher [6] . We now explain this in more detail.
The Goncharov coproduct ∆ (defined in (3.2) ) is a coproduct of certain Hopf algebras of iterated integrals introduced by Goncharov [8] . Let us denote by I • the Q-vector space spanned by the elements I(a 0 ; a 1 , . . . , a N ; a N +1 ) (a i ∈ {0, 1}) subject to the relations (I1) to (I4) described in Section 3.1. The elements I(0; a 1 , . . . , a N ; 1) are intuitively an analogue of iterated integrals of P 1 C \{0, 1, ∞} which are multiple zeta values (3.1) (we need a regularisation when the integral diverges), but we do not impose any Q-linear relation satisfied by multiple zeta values on the relations (I1) to (I4) (in fact, we will see that the elements I(0; a 1 , . . . , a N ; 1) (a i ∈ {0, 1}) are a basis of the space I • ). In [8, Section 2] , it was shown that the space I • has a commutative, graded Hopf algebra structure, with the coproduct given by ∆ and the product given by the shuffle product of iterated integrals (I2). We want to see the relationship between the Fourier expansion and the Goncharov coproduct ∆, but it is not observed in the space I • . This relationship occurs in the quotient Hopf algebra I 1 • = I • /I(0; 0; 1)I • . In this space, we have more relations arising from the shuffle product formulas, and these relations will finally give a connection with the coefficients of the Fourier expansion. More precisely, let us denote by I(a 0 ; . . . ; a N +1 ) an image of I(a 0 ; . . . ; a N +1 ) in I 1
• . In addition to the relations (I1) to (I4), these elements involve the relations (I5) and (I6) obtained from the shuffle product formulas, described in Section 3.1. From these relations, we find that the elements I(n 1 , . . . , n r ) = I(0; 1, 0, . . . , 0
form a basis of the space I 1 • (Proposition 3.2). The relationship with the Fourier expansion is then observed by comparing a formula of ∆(I(n 1 , . . . , n r )) in terms of the above basis with the Fourier expansion of G n 1 ,...,nr (τ ). For example, the reader can find this phenomena from (2.9) and (3.10), which are the formulas of the Fourier expansion of G n 1 ,n 2 (τ ) and ∆(I(n 1 , n 2 )). In general, from the formula of ∆(I(n 1 , . . . , n r )) sending the left-hand side factors to multiple zeta values and the right-hand side factors to q-series g n 1 ,...,nr (q), one gets the Fourier expansion of G n 1 ,...,nr (τ ), where g n 1 ,...,nr (q) is the generating series of the multiple divisor sum appearing in the Fourier expansion of multiple Eisenstein series (see (2.4) ). More precisely, let us define the Q-linear maps z
given by I(n 1 , . . . , n r ) → ζ x (n 1 , . . . , n r ) and I(n 1 , . . . , n r ) → g n 1 ,...,nr (q), where ζ x 's are the regularised multiple zeta values with respect to the shuffle product (see Section 3.1). The first result is the following. Theorem 1.1. For integers n 1 , . . . , n r ≥ 2 we have
This result provides a natural exposition why multiple Eisenstein series do not satisfy the shuffle product. It is because that the map g :
is not an algebra homomorphism, whereas the maps ∆ :
• → R are algebra homomorphisms (Propositions 3.1 and 3.3). Conversely, if we can construct an algebra homomorphism g
. . , n r )) (n 1 , . . . , n r ∈ Z ≥1 ) satisfying the shuffle product. With this intuitive idea, we want to define regularised multiple Eisenstein series as an analogue of the regularised multiple zeta values ζ x . Our construction of the algebra homomorphism g x is described as follows (see Section 4.1). We begin with the generating function g(x 1 , . . . , x r ) of g n 1 ,...,nr (q) divided by (−2π √ −1) n 1 +···+nr , which is an element in the power series ring
The power series g(x 1 , . . . , x r ) is expressible as an iterated multiple sum (Proposition 4.1), so we are naturally led to the following power series:
where n 1 , . . . , n r are positive integers. It follows that the power series H satis-fies the harmonic product: for example, H
. This power series, together with its harmonic product, enables us to construct q-series satisfying the shuffle product. We in fact define the power series g x (x 1 , . . . , x r ) as a simple Q-linear combination of H's (together with a certain linear transform) arising from Hoffman's exponential map which gives an isomorphism between algebras of the harmonic product and the shuffle product (see [9, Theorem 2.5]), and prove that the power series g x (x 1 , . . . , x r ) satisfy the shuffle relation (4.4). Write g x n 1 ,...,nr (q) to denote the coefficient of x
. Then we find that the space spanned by the q-series g x n 1 ,...,nr (q) with r ≥ 0, n 1 , . . . , n r ≥ 1 becomes a commutative Q-algebra with respect to the shuffle product.
With this we define a regularised multiple Eisenstein series as a q-series in C [[q] ]. Let us define the algebra homomorphism g
given by I(n 1 , . . . , n r ) → g x n 1 ,...,nr (q). Definition 1.2. For integers n 1 , . . . , n r ≥ 1 we define the q-series G x n 1 ,...,nr (q) called the regularised multiple Eisenstein series by
Recall the fact that the regularised multiple zeta value ζ x (n 1 , . . . , n r ) satisfies the shuffle product for integers n 1 , . . . , n r ≥ 1 and coincides with the multiple zeta value ζ(n 1 , . . . , n r ) when the sum (1.2) converges absolutely (i.e. n r ≥ 2):
For the regularised multiple Eisenstein series, it follows from the definition that for integers n 1 , . . . , n r ≥ 1 the q-series G x n 1 ,...,nr (q) satisfies the shuffle product, however it is not obvious whether there is a relationship with the multiple Eisenstein series G n 1 ,...,nr (τ ). The following result, which can be regarded as an analogue of (1.3), gives us an answer to the question and enable us to call G x n 1 ,...,nr (τ ) the regularised multiple Eisenstein series. Theorem 1.3. For integers n 1 , . . . , n r ≥ 2, with q = e 2π √ −1τ we have
This will be proved by showing that the Fourier expansion of G n 1 ,...,nr (τ ) coincides with the q-series G x n 1 ,...,nr (q) when n 1 , . . . , n r ≥ 2. From Theorem 1.3, together with the shuffle product of G x 's and the harmonic product of G's, we obtain the double shuffle relations for multiple Eisenstein series (Theorem 4.4), which is the second main result of this paper.
The organisation of this paper is as follows. In section 2, the Fourier expansion of the multiple Eisenstein series G n 1 ,...,nr (τ ) is considered. Section 3 gives a formula of ∆(I(n 1 , . . . , n r )) in terms of the basis of the space I which is well-known (see also [7, Section 7] ):
where σ k (n) = d|n d k is the divisor function and q = e 2π √ −1τ . Here for the last equality we have used the Lipschitz formula
When n 1 = 2, the above computation (the second equality) can be justified by using limits in the definition, which in general will be treated in Definition 2.1 below. We remark that the function G n 1 (τ ) is a modular form of weight n 1 for SL 2 (Z) when n 1 is even (> 2) (G 2 (τ ) is called the quasimodular form) and a non-trivial holomorphic function even if n 1 is odd. The following definition enables us to compute the Fourier expansion of G n 1 ,...,nr (τ ) for integers n 1 , . . . , n r ≥ 2, and coincides with the iterated multiple sum (1.1) when the series defining (1.1) converges absolutely, i.e. n 1 , . . . , n r−1 ≥ 2 and n r ≥ 3.
Definition 2.1. For integers n 1 , . . . , n r ≥ 2, we define the holomorphic function G n 1 ,...,nr (τ ) on the upper half-plane called the multiple Eisenstein series by
where we set
The Fourier expansion of G n 1 ,...,nr (τ ) for integers n 1 , . . . , n r ≥ 2 is obtained by splitting up the sum into 2 r terms, which was first done in [7] for the case r = 2 and in [1] for the general case (they use the opposite convention, so that the λ i 's are ordered by λ 1 ≻ · · · ≻ λ r ≻ 0). To describe each term we introduce the holomorphic function G n 1 ,...,nr (w 1 · · · w r ; τ ) on the upper half-plane below. For convenience, we express the set P of positive elements on the lattice Zτ + Z as the disjoint union of two sets
i.e. P x are the lattice points on the positive real axis, P y are the lattice points in the upper half-plane and P = P x ∪ P y . We notice that λ 1 ≺ λ 2 is equivalent to λ 2 − λ 1 ∈ P . With this, for integers n 1 , . . . , n r ≥ 2 we define
where λ 0 := 0 and w 1 · · · w r ∈ {x, y} * is a word of length r consisting of letters x and y. Note that in the above sum, adjoining elements
, and hence the function G n 1 ,...,nr (w 1 · · · w r ) is expressible in terms of the following function:
which was studied in depth in [3] . In fact, as is easily seen that the series defining Ψ n 1 ,...,nr (τ ) converges absolutely when n 1 , . . . , n r ≥ 2, we obtain the following expression:
where 0 < t 1 < · · · < t h < r + 1 describe the positions of y's in the word w 1 · · · w r , i.e.
We remark that the above expression of words gives a one-to-one correspondence between words of length r in {x, y} × and the ordered subsequence of {1, 2, . . . , r}:
where h is the number of y's in w 1 · · · w r (i.e. x r corresponds to the empty set). Proposition 2.2. For integers n 1 , . . . , n r ≥ 2, we have
can be either in P x or in P y we complete the proof.
Example. In the case of r = 2, one has for n 1 ≥ 2, n 2 ≥ 3
Computing the Fourier expansion
We now give a formula of the Fourier expansion of G n 1 ,...,nr (w 1 · · · w r ). Let us define the q-series g n 1 ,...,nr (q) for integers n 1 , . . . , n r ≥ 1 by
4) which divided by (−2π
√ −1) n 1 +···+nr was studied in [2] . We remark that since g n 1 (q) is the generating series of the divisor function σ n 1 −1 (n) up to a scalar factor, the coefficient of q n in the q-series g n 1 ,...,nr (q) can be regarded as a multiple version of the divisor sum:
, which is called the multiple divisor sum in [2] (with the opposite convention). We will investigate an algebraic structure related to the q-series g n 1 ,...,nr (q) in a subsequent paper.
Proposition 2.3. For integers n 1 , . . . , n r ≥ 2 and a word w 1 · · · w r ∈ {0, 1} × , we set N tm = n tm +· · ·+n t m+1 −1 for m ∈ {1, . . . , h} where t h+1 = r+1 and the sequence {t 1 , . . . , t h } is given by the correspondence (2.3). Then the function G n 1 ,...,nr (w 1 · · · w r ; τ ) has the following Fourier expansion:
where q = e 2π √ −1τ , ζ(n 1 , . . . , n r ) = g n 1 ,...,nr (q) = 1 whenever r = 0 and
Proof. Using the partial fraction decomposition (N = n 1 + · · · + n r )
This is [3, Theorem 3] and holds when n 1 , . . . , n r ≥ 1 with n 1 , n r ≥ 2, but is only used in the cases n 1 , . . . , n r ≥ 2 in this paper. We note that using the Lipschitz formula (2.1) we easily obtain for integers n 1 , . . . , n r ≥ 2
Combining the above formulas with (2.2) we have the desired formula.
We remark that for n 1 , . . . , n r ≥ 2 since we have Ψ n 1 ,...,nr (τ ) → 0 as Im(τ ) → +∞ (see also [3, Property 11] ), it turns out that the second sum (relating to k i ) in the formula (2.5) runs over k 1 , . . . , k r ≥ 2, i.e. the divergent multiple zeta sums and Ψ 1 (τ ) vanish. It is obvious that the divergent multiple zeta sums do not appear in the right-hand side of (2.5) whenever n 1 , . . . , n r ≥ 2 (the binomial coefficient
is zero when k 1 = 1 or k r = 1). However, the vanishing of the coefficient of Ψ 1 (τ ) is non-trivial and yields the following relation: for integers n 1 , . . . , n r ≥ 2
7) which we shall use later.
We give an example which was carried out in [7] . By definition and (2.6), it follows
and using (2.5), we have
where for integers n, n ′ , k > 0 we set
Thus the Fourier expansion of G n 1 ,n 2 (τ ) is given by
9) where δ n,k is the Kronecker delta.
3 The relationship between multiple Eisenstein series and the Goncharov coproduct
For a smooth manifold M over F = R or C the iterated integral developed by Chen [5] yields a map from the space of smooth paths on M to F , and has the structure of a Hopf algebra. Here the iterated integral of smooth 1-forms ω 1 , . . . , ω N on M along a smooth path γ :
In his paper [8] , Goncharov defines another coproduct on several spaces of iterated integrals. It has very important applications to the study of multiple zeta values through the iterated integral representation on P 1 C \{0, 1, ∞} due to Kontsevich and Drinfel'd:
where we set γ 1 (t) = t, and γ * 1 (ω 0 )(t) = dt/t and γ * 1 (ω 1 )(t) = dt/(1 − t) are smooth 1-forms on P 1 C \{0, 1, ∞}. In this section, we compute Goncharov's coproduct on a certain Hopf algebra of iterated integrals and prove an explicit connection with the Fourier expansion of multiple Eisenstein series.
Hopf algebras of iterated integrals and multiple zeta values
In this subsection we examine some properties of Hopf algebras of iterated integrals introduced by Goncahrov and define regularised multiple zeta values and the algebra homomorphism z x described in the introduction. Following [8, Section 2] we recall the Hopf algebra I • (S) with the restriction S = {0, 1}. Let us denote by I • the Q-vector space generated by the elements
The element I(a 0 ; a 1 , . . . , a N ; a N +1 ) is homogeneous of degree N and involves the following relations.
(I1) For any a, b ∈ {0, 1} the unit is given by I(a; b) := I(a; ∅; b) = 1.
(I2) The product is given by the shuffle product: for all integers N, N ′ ≥ 0 and a i ∈ {0, 1}, one has With these assumptions, the space I • becomes a commutative, graded Qalgebra. We notice that the element I(a 0 ; a 1 , . . . , a N ; a N +1 ) is an analogue of the iterated integral ω a 1 · · · ω a N along the path from a 0 to a N +1 as in (3.1), since it satisfies (I1) to (I4) when the integral converges. Goncharov [8, Proposition 2.2] showed that the algebra I • has the structure of a Hopf algebra: the coproduct is defined on the generators of I • by ∆I(a 0 ; a 1 , . . . , a N ; a N +1 )
and then extended to I • by Q-linearity, and the counit is determined by the condition that it kills I >0 .
Our computation of the Goncharov coproduct will be done on the quotient algebra I • given by the same formula as (3.2) replacing I with I. As a result, we have the following proposition which we will use later. We now turn to the definition of the map z x . It is convenient to use a basis for the Q-algebra I
1
• as a Q-vector space. Following [10] , we review the regularised multiple zeta value with respect to the shuffle product. Recall the algebraic setup of Hoffman. Let H = Q 0, 1 be the non-comutative polynomial algebra in two indeterminates 0 and 1, and H 1 := Q + 1H and H 0 := Q + 1H0 its subalgebras. Set n := 10 n−1 = 1 0 · · · 0 n−1 for each positive inger n > 0. Then the subalgebra H 1 is freely generated by n's (n ≥ 1):
The shuffle product defined in (I2) is expressible in terms of the words on H. We denote it by x. It is inductively defined for w, w ′ ∈ H and letters u, v ∈ {0, 1} by
with the initial condition w x 1 = 1 x w = w (1 ∈ Q). This provides the structure of a commutative Q-algebra [14] for spaces H, H 1 and H 0 , which we denote by H x , H 1 x and H 0 x respectively. By taking the iterated integral (3.1), one can define an algebra homomorphism
with Z(1) = 1. According to [10, Proposition 1], we can obtain an algebra homomorphism
that is uniquely characterised by the properties that it extends the map Z : H 0 x → R and 1 to T (note that they use the opposite convention). We write ζ x (n 1 , . . . , n r ) to denote the constant term of Z x (n 1 · · · n r ) in T , which is called the regularised multiple zeta value. For example, we have ζ x (2, 1) = −2ζ(1, 2) and the equality (1.3) described in the introduction.
Using these notations, we define the map z x by
and z x (1) = 1. Proof. We easily find that the Q-linear map H 1 (0; a 1 , . . . , a N ; 1) is an isomorphism between Q-algebras. Then the result follows from the standard fact that the map Z . . . , n r ) is an algebra homomorphism.
Computing the Goncharov coproduct
The goal of this subsection is to give a formula of ∆ (I(n 1 , . . . , n r )) in terms of the basis of I 1
• . Our strategy is to split up the sum defining ∆ (I(n 1 , . . . , n r )) into 2 r terms and compute each term as in the case of multiple Eisenstein series.
We now assign each term in (3.2) to the ordered subsequence {a i 1 , . . . , a i k } (i.e. 0 < i 1 < · · · < i k < N + 1) composing of k elements in the set {a 1 , . . . , a N } in the following way:
where we set a i 0 = a 0 and a i k+1 = a N +1 . In [8, p .214], Goncharov gave a diagrammatic interpretation of the ordered subsequence {a i 1 , . . . , a i k }. Instead of the diagram, we introduce the underscored letters 0, 1 in order to express the ordered subsequence {a i 1 , . . . , a i k } as a word in {0, 1, 0, 1} × . The correspondence is simply given by 5) i.e. we underscore the letters a i 1 , . . . , a i k in the word a 1 · · · a N ∈ {0, 1} × . For example, the ordered subsequence {a 2 , a 3 } ⊂ {a 1 , . . . , a 4 } can be written by a 1 a 2 a 3 a 4 ∈ {0, 1, 0, 1} × , where a i ∈ {0, 1}. Combining (3.5) with (3.4) one can assign words in {0, 1, 0, 1} × to elements in I 
and ϕ(1) = 1, where we set a 0 = 0, a N +1 = 1 and a = a for a letter a ∈ {0, 1, 0, 1}.
For instance, one computes ϕ(1011) = I(0; 10; 1)I(1; 1; 0) ⊗ I(0; 1; 1). Making use of the map ϕ one can rewrite
where we set a 1 · · · a N = n 1 · · · n r , i.e. a j = 1 if j lies in the set S 1 of positions of 1's and a j = 0 otherwise:
In what follows, we divide the sum of the defining formula (3.6) into 2 r terms which are assigned to words of length r in {x, y} × (as we will show a correspondence with G n 1 ,...,nr (w 1 · · · w r )), and give a formula of these terms in terms of the basis of I 1
• . Consider a one-to-one correspondence between a word w 1 · · · w r of length r in {x, y} × and an ordered subsequence {j 1 , . . . , j h } ⊂ S 1 via the correspondence (2.3):
where the first correspondence is simply given by 1 ↔ 1, n 1 + 1 ↔ 2, . . . , n 1 + · · ·+n r−1 +1 ↔ r (note that the number h corresponds to the number of y's in w 1 · · · w r ). For instance, the ordered subsequence {j 1 = 1, j 2 = n 1 +n 2 +1} ⊂ S 1 corresponds to yxyx r−3 . Again the empty set corresponds to x r . With (3.7), for integers n 1 , . . . , n r ≥ 1 and a word w 1 · · · w r (w i ∈ {x, y}), we set
where we write a 1 · · · a N = n 1 · · · n r and h is the number of y's in w 1 · · · w r .
Using these notations, we can divide (3.6) into the sum of (3.8).
Proposition 3.5. For integers n 1 , . . . , n r ≥ 1, we have ∆ I(n 1 , . . . , n r ) = w 1 ,...,wr∈{x,y}
Proof. In (3.6), we denote by h the number of 1's in the underscored letters a i 1 , . . . , a i k (h can be chosen from {0, 1, . . . , min{r, k}} for each k). Since a n = 1 if and only if n ∈ S 1 , (3.6) can be computed as follows. 
The intersection of the sets {i 1 , . . . , i k } and S 1 is described as the ordered subsequence {j 1 , . . . , j h } ⊂ S 1 of length h. Therefore, by specifying the positions of 1's in {a i 1 , . . . , a i k } by the ordered subsequence {j 1 , . . . ,
which complete the proof.
The rest of this subsection is devoted to computing an explicit formula of (3.8) in terms of the basis of I 1
• . By keeping track the possible nonzero terms in the right-hand side of (3.8), we now prove the following proposition. Proposition 3.6. For a word w 1 · · · w r of length r in {x, y} × , let us denote by {t 1 , . . . , t h } the sequence obtained from (2.3). For a positive integer n, we define η 0 (n) as the sum of all words of degree n − 1 consisting of 0 and a consecutive 0:
Then for integers n 1 , . . . , n r ≥ 1, we have
where the product h m=1 means the concatenation product of words.
Proof. The sum defining (3.8) runs over all words of degree N in {0, 1, 0, 1} × with k (h ≤ k ≤ N) underscored letters whose positions of 1's are placed on {j 1 , . . . , j h }:
For a word w ∈ {0, 1, 0, 1} × , we find ϕ(w) = 0 if w has a subword of the form 0w ′ 0 with w ′ ∈ {0, 1} × (w ′ = ∅), i.e. w = w 1 0w ′ 0w 2 for some w 1 , w 2 ∈ {0, 1, 0, 1} × , because the left-hand side factor involves I(0; w ′ ; 0) which by (I4) is 0. We also find by (I4) that ϕ(
is 0 whenever a i 1 = 0. Thus, it follows ψ n 1 ,...,nr (x r ) = ϕ(n 1 · · · n r ), and for h > 0 (the number of y's in w 1 · · · w r is greater than 0) the possible nonzero terms in (3.8), sieved out by (I4), occur if k underscored letters are located as follows:
where k 1 , . . . , k h are positive integers with k 1 + · · · + k h = k and the positions of 1's are placed on {j 1 , . . . , j h }. Then one can easily deduce the desired result from (3.9).
Before giving explicit formulas of ψ n 1 ,...,nr (w 1 · · · w r ), we illustrate an example for r = 2. It follows ψ n 1 ,n 2 (xx) = ϕ(10
and using (3.3) and (I6) we have
where b k n,n ′ is defined in (2.8). Therefore by Proposition 3.5 we have
(3.10) In general, an expression of ψ n 1 ,...,nr (w 1 · · · w r ) in terms of the basis of I 1 • is as follows.
Proposition 3.7. For integers n 1 , . . . , n r ≥ 2 and a word w 1 · · · w r ∈ {0, 1} × , we set N tm = n tm + · · · + n t m+1 −1 for m ∈ {1, . . . , h} where t h+1 = r + 1 and the sequence {t 1 , . . . , t h } is given by the correspondence (2.3). Then we have
Proof. This can be verified by applying the identities (3.3), (I5) and (I6) to the formula in Proposition 3.6.
For the future literature, we present an explicit formula of ∆(I(n 1 , n 2 , n 3 )) obtained from Propositions 3.5 and 3.7:
Proof of Theorem 1.1
We now give a proof of Theorem 1.1. Recall the q-series g n 1 ,...,nr (q) defined in (2.4). Let g :
] be the Q-linear map given by g(I(n 1 , . . . , n r )) = g n 1 ,...,nr (q) and g(1) = 1. Proof of Theorem 1.1. Taking z x ⊗g for the explicit formula in Proposition 3.7 and comparing this with Proposition 2.3, we have
Here the second sum (relating to k i ) of the formula in Proposition 3.7 differs from that of the formula in Proposition 2.3, but apparently it is the same because binomial coefficient terms allow us to take k i ≥ n i for t 1 ≤ i ≤ r without i = q 1 , . . . , q h , and by the relation (2.7) it turns out that the coefficient of g kq 1 ,...,kq h (q) becomes 0 if k q j = 1 for some 1 ≤ j ≤ h. With this the statement follows from Propositions 2.2 and 3.5.
We remark that the binomial coefficients in Proposition 3.7 essentially arise from the formula (I6) obtained from the shuffle product (I2), and the binomial coefficients in Proposition 2.3 are caused by the partial fraction decomposition. Thus a well-known similarity between the shuffle product (I2) and the partial fraction decomposition is an only exposition of Theorem 1.1 so far. 4 The algebra of multiple Eisenstein series 4.1 The algebra of the generating series of the multiple divisor sum
In this subsection, we construct the algebra homomorphism g
We first give an expression of the generating function of g n 1 ,...,nr (q) as an iterated multiple sum. We let Proof. When r = 2 this was computed in the proof of Theorem 7 in [7] with the opposite convention. Its generalisation is easy and omitted.
We easily find that the power series H n 1 ,...,nr x 1 ,...,xr satisfies the harmonic product. More precisely, for a set X let us denote by H(X) the non-commutative polynomial algebra over Q generated by non-commutative symbols n 1 ,...,nr z 1 ,...,zr indexed by n 1 , . . . , n r ∈ N and z 1 , . . . , z r ∈ X Z , where X Z is the set of finite sums of the elements in X. The concatenation product is given by n 1 ,...,nr z 1 ,...,zr
• n r+1 ,...,n r+s z r+1 ,...,z r+s = n 1 ,...,nr,n r+1 ,...,n r+s z 1 ,...,zr,z r+1 ,...,z r+s . As usual, the harmonic product * on H(X) is inductively defined for n, n ′ ∈ N, z, z ′ ∈ X Z and words w, w ′ in power series h(x 1 , . . . , x r ) satisfies the shuffle relation below. f σ)(x 1 , . . . , x r ) = f (x σ −1 (1) , . . . , x σ −1 (r) ) (it defines a right action, i.e. f (στ ) = (f σ) τ ) with extending to the group ring Z[S r ] by linearity. As in the case of depth 2, we set
With the coefficients of (4.3), we define a Q-linear map g
] and prove that the map g x is an algebra homomorphism.
Definition 4.2. We define the Q-linear map g
and g x (1) = 1, where the q-series g x n 1 ,...,nr (q) is given by the coefficient of x
] is an algebra homomorphism.
Proof. It is sufficient to show that for any integers r, s ≥ 1 the generating function g x (x 1 , . . . , x r+s ) satisfies the shuffle relation: 4) where the operator ♯ is a change of variables defined by f ♯ (x 1 , . . . , x r ) = f (x 1 , x 1 + x 2 , . . . , x 1 + · · · + x r ) (remark that this expression of the shuffle relation is also found in [10, Proof of Proposition 7] with the opposite convention). For integers r, s ≥ 1, let
This immediately follows from the next identity: for integers n 1 , . . . , n r ≥ 2 g x n 1 ,...,nr (q) = g n 1 ,...,nr (q).
Combining (4.3) with (4.1), we have
where (i 1 , . . . , i m ) runs over all decompositions of the integer r as a sum of positive integers and y
e. i j > 1 for some j ∈ {1, 2, . . . , m}), there is no contribution to g x n 1 ,...,nr (q) with n 1 , . . . , n r ≥ 2 from the coefficients of the power series H
Thus the contribution to g x n 1 ,...,nr (q) with n 1 , . . . , n r ≥ 2 is only the coefficient of x
, which by Proposition 4.1 is g n 1 ,...,nr (q). This completes the proof. Theorem 1.3 enables us to obtain a restricted version of the finite double shuffle relation for G x n 1 ,...,nr (q)'s. To state the result, we define the harmonic product * on H 1 inductively by
and w * 1 = 1 * w = w for n 1 , n 2 ∈ H 1 and words w, w ′ in H 1 , together with Q-bilinearity. For each word w ∈ H 1 , the dual element of w is denoted by Since the harmonic product * preserves the space H 2 := Q 2, 3, 4, . . . , taking lim L→∞ lim M →∞ for both sides of (4.5), one has for words w 1 , w 2 ∈ H We end this paper by mentioning the dimension of the space of G x 's. For convenience, we use a normalisation for all objects: for a sequence {γ n 1 ,...,nr } indexed by positive integers n 1 , . . . , n r , write γ n 1 ,...,nr to denote γ n 1 ,...,nr divided by (−2π √ −1) n 1 +···+nr . As usual, we call n 1 + · · · + n r the weight and γ n 1 ,...,nr admissible if n r ≥ 2. Let E N (resp. Q (N ) ) be the Q-vector space spanned by all admissible G x 's (resp. g x 's) of weight N (resp. less than or equal to N). Set E 0 = A (0) = Q. It is not difficult to deduce that each Q-linear relation among G x 's of the form a w G x w (q) = 0 (a w ∈ Q) gives rise to a Q-linear relation among g x 's modulo lower weight of the form a w g x w (q) ≡ 0 (mod Q (N −1) ), where the sum runs over admissible indices of weight N. For instance, the relation (4.6) provides the relation − According to numerical experiments, one can observe that the above equality holds up to N = 7: N 2 3 4 5 6 7 dim Q E N 1 2 3 6 10 18 dim Q Q (N ) /Q (N −1) 1 2 3 6 10 18 Surprisingly, the above sequences coincide with the table [2, Table 5 ] (up to N = 7) which is the list of the dimension of the space spanned by all admissible g's modulo lower weight (they denote g n 1 ,...,nr (q) by [n r , . . . , n 1 ] and indicate that the above sequence is given by the sequence {d ] of quasimodular forms for SL 2 (Z) over Q, which is closed under the derivative d = qd/dq (see [13] ). It would be very interesting to consider whether the Q-algebra E is closed under the derivative, because by expressing d G , which was first proved by Kaneko [11] . We hope to discuss these problems in a future publication.
