Upper bounds for Ramsey numbers  by Shi, Lingsheng
Discrete Mathematics 270 (2003) 251–265
www.elsevier.com/locate/disc
Upper bounds for Ramsey numbers
Lingsheng Shi1
Institut fur Informatik, Humboldt-Universitat zu Berlin, Unter den Linden 6, 10099 Berlin, Germany
Received 15 January 2002; received in revised form 3 October 2002; accepted 21 October 2002
Abstract
The Ramsey number R(G1; G2; : : : ; Gk) is the least integer p so that for any k-edge coloring of
the complete graph Kp, there is a monochromatic copy of Gi of color i. In this paper, we derive
upper bounds of R(G1; G2; : : : ; Gk) for certain graphs Gi. In particular, these bounds show that
R(9; 9)6 6588 and R(10; 10)6 23556 improving the previous best bounds of 6625 and 23854.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
The problem of determining Ramsey numbers is known to be very di7cult. The
few known exact values and several bounds for di9erent graphs are scattered among
many technical papers (see [3]).
Let k be a natural number. The Ramsey number R(G1; G2; : : : ; Gk) of graphs G1;
G2; : : : ; Gk is the least integer p such that for any k-edge coloring (E1; E2; : : : ; Ek) of the
complete graph Kp, there is some i so that Kp[Ei] contains a copy of Gi. Let
R(m1; m2; : : : ; mk) = R(Km1 ; Km2 ; : : : ; Kmk ): A k-edge coloring (E1; E2; : : : ; Ek) of Kp is
called a (G1; G2; : : : ; Gk ;p) (resp. (m1; m2; : : : ; mk ;p))-partition if for all i; Gi (resp.
Kmi) is not contained in Kp[Ei]. It is clear that R(G1; G2; : : : ; Gk)=p0 + 1 i9 p0=max
{p| there exists a (G1; G2; : : : ; Gk ;p)-partition}. The (G1; G2; : : : ; Gk ;p)-partition is
called a (G1; G2; : : : ; Gk ;p)-Ramsey partition if p = R(G1; G2; : : : ; Gk) − 1. Let G and
H be two graphs. We use G ◦ H to denote either the disjoint union G + H or the
join G ∨ H , where the join is obtained from G + H by joining all vertices of G to
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all vertices of H . Throughout Gk denotes a graph G of order k. Let U and V be two
disjoint subsets of V (G). [U; V ]G = {uv∈E(G)|u∈U; v∈V}: If G′ is a subgraph of
G, we denote by nG(G′) the number of copies of G′ in G and for v∈V (G)− V (G′)
we let dG(v; G′) denote the number of {v} ◦ G′ which occur as a subgraph in G. Set
K0 = ∅; dG(v; K0) = 1.
Given an edge e = vivj ∈El in a partition (E1; E2; : : : ; Ek) of Kp, let me be the
number of monochromatic triangle K3 containing e in the partition, be be the number
of bicolored K3 where neither of the two edges of K3 − e is in El, ce be the number
of bicolored K3 with exactly one of the two edges of K3 − e in El, and te be the
number of tricolored K3. Let ce = c′e + c
′′
e , where c
′
e (resp. c
′′
e ) is the number of K3
containing e, where the edge of K3 − e incident to vi (resp. vj) is in El and the
other in E(Kp) − El. Let M; B and T denote the number of uni-, bi- and tri-colored
triangles in the partition, respectively. It is clear that the following basic identities
hold:
me + be + ce + te = p− 2 ∀e∈E(Kp);
3M =
∑
e∈E(Kp)
me; B=
∑
e∈E(Kp)
be; 2B=
∑
e∈E(Kp)
ce; 3T =
∑
e∈E(Kp)
te;
M + B+ T = (p3); 3M + B=
∑
i;v
(
dKp[Ei](v)
2
)
;
2B+ 3T =
∑
v;0¡i¡j6k
dKp[Ei](v)dKp[Ej](v):
In Section 2, we extend two theorems in [4] to high dimensions, which give rise to
several upper bounds in the following sections. Using a method due to Giraud [1], we
deduce an upper bound for diagonal Ramsey numbers in Section 5. Then some new
upper bounds for Ramsey numbers are derived in Section 6.
2. Basic theorems
Let (E1; E2; : : : ; Ek) be a (G1; G2; : : : ; Gk ;p)-partition. Suppose that V is a subset of
V (Kp) and that Gi = G
mi−ni
i ◦ Gnii ; Gni+1i = K1 ◦ Gnii ; ∀i∈{1; 2; : : : ; k}. Let
Vij = {v∈V (G)− V | |[v; V ]Kp[Ei]|= j}; Uij = {v∈V (G)− V | |[v; V ]Kp[Ei]c |= j};
bijl =


|{v∈Vij |Kp[Ei][NKp[Ei](v) ∩ V ] contains exactly l copies of Gnii :}|
if Gmi−nii ◦ Gnii = Gmi−nii ∨ Gnii ;
|{v∈Uij |Kp[Ei][NKp[Ei]c(v) ∩ V ] contains exactly lcopies of Gnii :}|
if Gmi−nii ◦ Gnii = Gmi−nii + Gnii :
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Theorem 2.1.
nGni+1i (G
ni
i )nKp[Ei][V ](G
ni+1
i ) +
|V |∑
j=0
∑
l
lbijl
6 nKp[Ei][V ](G
ni
i )[R(G1; : : : ; Gi−1; G
mi−ni
i ; Gi+1; : : : ; Gk)− 1]: (1)
If a (G1; G2; : : : ; Gk ;p)-partition (E1; E2; : : : ; Ek) is Ramsey partition and Gi =G
mi−1
i ∨
K1; i = 1; 2; : : : ; k, then for i = 1; 2; : : : ; k
|V |

R(G1; G2; : : : ; Gk)−∑
j =i
R(G1; : : : ; Gj−1; G
mj−1
j ; Gj+1; : : : ; Gk) + k − 3


6 2|E(Kp[Ei][V ])|+
|V |∑
j=0
j|Vij|6 |V |[R(G1; : : : ; Gi−1; Gmi−1i ; Gi+1; : : : ; Gk)− 1]:
(2)
Proof. The left-hand side of (1) counts the number of copies of Gnii in Kp[Ei][V ].
Each copy is counted at most R(G1; : : : ; Gi−1; Gmi−nii ; Gi+1; : : : ; Gk)− 1 times. The Krst
term on the left-hand side counts those copies contained in a copy of Gni+1i lying
wholly in V and the second term counts those where v = Gni+1i − Gnii lies out of V .
Indeed, in a (G1; G2; : : : ; Gk ;p)-partition (E1; E2; : : : ; Ek), for any G
ni
i ⊂ Kp[Ei] there
are at most R(G1; : : : ; Gi−1; Gmi−nii ; Gi+1; : : : ; Gk) − 1 vertices v in Kp − V (Gnii ) such
that {v} ◦Gnii =Gni+1i . Otherwise in the coloring induced by these vertices we can Knd
either a Gmi−nii such that G
mi−ni
i ◦Gnii =Gi ⊂ Kp[Ei], or there is a Gj ⊂ Kp[Ej]; j = i;
a contradiction. Thus (1) follows.
To prove (2), note that in a (G1; G2; : : : ; Gk ;p)-Ramsey partition we have (Kp[Ei])
6R(G1; : : : ; Gi−1; Gmi−1i ; Gi+1; : : : ; Gk) − 1 and recalling that p = R(G1; G2; : : : ; Gk)
−1 we have (Kp[Ei])¿R(G1; G2; : : : ; Gk)−
∑
j =i R(G1; : : : ; Gj−1; G
mj−1
j ; Gj+1; : : : ; Gk)
+ k − 3. Eq. (2) now follows by noting that the mid expression counts the number of
edges with at least one vertex in V .
Corollary 2.1 (Shi and Zhang [2]). For any (G1; G2; : : : ; Gk ;p)-partition (E1; E2; : : : ;
Ek), if Gi = G
mi−ni
i ◦ Gnii i∈{1; 2; : : : ; k} then
nGni+1i (G
ni
i )nKp[Ei](G
ni+1
i )6 nKp[Ei](G
ni
i )[R(G1; : : : ; Gi−1; G
mi−ni
i ; Gi+1; : : : ; Gk)− 1]:
Proof. This follows by letting V = V (Kp) in (1).
Corollary 2.2. If Gi = K1 ∨ Gmi−1i ; i = 1; 2; : : : ; k, then
R(G1; G2; : : : ; Gk)6
k∑
i=1
R(G1; : : : ; Gi−1; Gmi−1i ; Gi+1; : : : ; Gk)− k + 2:
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Proof. This follows by letting V = K1 ⊂ V (Kp) in (2).
Let (E1; E2; : : : ; Ek) be a (G1; G2; : : : ; Gk ;p)-partition. If Hi (maybe the empty graph)
is a subgraph of Kp[Ei], then we denote, by P(H1; H2; : : : ; Hk), the number of copies
of {H1; H2; : : : ; Hk} in the partition. If all subgraphs are pairwise disjoint then de-
note the number by W (H1; H2; : : : ; Hk). Set P(n1; n2; : : : ; nk) = P(Kn1 ; Kn2 ; : : : ; Knk ), W
(n1; n2; : : : ; nk) =W (Kn1 ; Kn2 ; : : : ; Knk ). For example,
P

 k︷ ︸︸ ︷0; 0; : : : ; 0

=W

 k︷ ︸︸ ︷0; 0; : : : ; 0

= 1; P

 i︷ ︸︸ ︷0; 0; : : : ; 0;
j︷ ︸︸ ︷
1; 1; : : : ; 1

= pj;
W

 i︷ ︸︸ ︷0; 0; : : : ; 0;
j︷ ︸︸ ︷
1; 1; : : : ; 1

= p!=(p− j)!; P

 i︷ ︸︸ ︷1; 1; : : : ; 1;
j︷ ︸︸ ︷
2; 2; : : : ; 2


=pi
∏
j¿i
|Ej|:
Theorem 2.2. For any (G1; G2; : : : ; Gk ;p)-partition (E1; E2; : : : ; Ek), if Gi=G
mi−ni
i ◦Gnii
for i = 1; 2; : : : ; k then
∑
v
k∏
i=1
dKp[Ei](v; G
ni
i )
6P(Gn11 ; G
n2
2 ; : : : ; G
nk
k )[R(G
m1−n1
1 ; G
m2−n2
2 ; : : : ; G
mk−nk
k )− 1]: (3)
If Gi = G
mi−ni
i ∨ Gnii for i = 1; 2; : : : ; k then
∑
v
k∏
i=1
dKp[Ei](v; G
ni
i )
6W (Gn11 ; G
n2
2 ; : : : ; G
nk
k )[R(G
m1−n1
1 ; G
m2−n2
2 ; : : : ; G
mk−nk
k )− 1]: (4)
Proof. In a (G1; G2; : : : ; Gk ;p)-partition (E1; E2; : : : ; Ek), for each {Gn11 ; Gn22 ; : : : ; Gnkk }
there are at most R(Gm1−n11 ; G
m2−n2
2 ; : : : ; G
mk−nk
k )−1 vertices v in Kp[Ei]−
⋃k
i=1 V (G
ni
i )
such that {v}◦Gnii =Gni+1i for i=1; 2; : : : ; k. Otherwise in the coloring induced by these
vertices we can Knd a Gmi−nii such that G
mi−ni
i ◦ Gnii = Gi ⊂ Kp[Ei]; a contradiction.
Thus by the deKnition of dKp[Ei](v; G
ni
i ), P(G
n1
1 ; G
n2
2 ; : : : ; G
nk
k ) and W (G
n1
1 ; G
n2
2 ; : : : ; G
nk
k ),
(3) and (4) follow.
Remark. Theorems 2.1 and 2.2 generalize Theorems 5 and 6 in [4], Corollary 2.1
generalizes Theorem 1 in [5] and Corollary 2.2 is also true for Gi = K1 ◦ Gmi−1i .
See [2].
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3. Multicolor Ramsey numbers
Throughout, in what follows we assume that Gi=Kni or Kni−e and Gi=Gni−1i ◦K1=
Gni−2i ◦ K2. We deKne ai; bij and ci by ai¿R(G1; : : : ; Gi−1; Gni−2i ; Gi+1; : : : ; Gk) − 1
and ci¿R(G1; : : : ; Gi−1; Gni−1i ; Gi+1; : : : ; Gk) − 1 for i = 1; 2; : : : ; k as well as bij¿R
(G1; : : : ; Gi−1; Gni−1i ; Gi+1; : : : ; Gj−1; G
nj−1
j ; Gj+1; : : : ; Gk)− 1 for 0¡i¡j6 k.
Theorem 3.1.
R(G1; G2; : : : ; Gk)6
∑
0¡i¡j6k
bij +



 ∑
0¡i¡j6k
bij

2 + k∑
i=1
c2i


1=2
+ 2: (5)
In particular, if ci = c for i = 1; 2; : : : ; k then
R(G1; G2; : : : ; Gk)6 2
∑
0¡i¡j6k
bij + c + 2: (6)
Proof. For any (G1; G2; : : : ; Gk ;p)-Ramsey partition (E1; E2; : : : ; Ek) we have
p(p− 1)2 =
∑
v
[∑
i
dKp[Ei](v)
]2
=
∑
v;i
d2Kp[Ei](v)
+2
∑
v;0¡i¡j6k
dKp[Ei](v)dKp[Ej](v):
By Theorem 2.2,∑
v
dKp[Ei](v)dKp[Ej](v)6W (0; : : : ; 0; vi; 0; : : : ; 0; vj; 0; : : : ; 0)bij6 bijp(p− 1):
Since dKp[Ei](v)6 ci, we have
p(p− 1)26p
∑
i
c2i + 2
∑
0¡i¡j6k
bijp(p− 1);
i.e.
(p− 1)2 − 2
∑
0¡i¡j6k
bij(p− 1)−
∑
i
c2i 6 0:
Note that p= R(G1; G2; : : : ; Gk)− 1. Thus (5) follows.
If ci = c for i = 1; 2; : : : ; k then by the Krst equality of the proof
p(p− 1)26 cp(p− 1) + 2
∑
0¡i¡j6k
bijp(p− 1):
Thus (6) follows.
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4. Bicolor Ramsey numbers
In this section we focus on bicolor case. Thus te = 0 for all e∈E(Kp) and T = 0.
Let b= b12.
Theorem 4.1.
R(G1; G2)6 [2b+ c1 + 4 + (4b2 + 4bc1 + c21 − 4c1c2 + 4c22)1=2]=2
if c16 c2; (7)
R(G1; G2)6 [2b+ c2 + 4 + (4b2 + 4bc2 + c22 − 4c1c2 + 4c21)1=2]=2
if c1¿ c2: (8)
Proof. For any (G1; G2;p)-Ramsey partition (E(G); E(Gc)), as in the proof of Theorem
3.1, we have
p(p− 1)26 c1
∑
v
dG(v) + c2
∑
v
dGc(v) + 2bp(p− 1):
If c16 c2, then p(p− 1)26 c1p(p− 1) + (c2 − c1)c2p+ 2bp(p− 1), i.e.
(p− 1)2 − (2b+ c1)(p− 1) + c1c2 − c226 0:
Note that p= R(G1; G2)− 1. Eq. (7) follows. Eq. (8) is similar.
Theorem 4.2.
(G1; G2)6 [3b+ 5 + (9b2 + 4a1c1 + 4a2c2 + 6b+ 1)1=2]=2; (9)
R(G1; G2)6 [a1 + 3b+ 5 + (a21 + 6a1b+ 9b
2 − 4a1c2
+4a2c2 + 2a1 + 6b+ 1)1=2]=2 if a16 a2; (10)
R(G1; G2)6 [a2 + 3b+ 5 + (a22 + 6a2b+ 9b
2 + 4a1c1
−4a2c1 + 2a2 + 6b+ 1)1=2]=2 if a1¿ a2: (11)
In particular, if a1 = a2 = a then
R(G1; G2)6 a+ 3b+ 3: (12)
Proof. For any (G1; G2;p)-Ramsey partition (E(G); E(Gc)), we have
3(p3) = 3M + 3B= 3
∑
e
(me + be)− 6nG(K3)− 6nGc(K3);
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Since c′e; c
′′
e 6 b ∀e∈E(Kp); me+be¿p−2−2b. And using Corollary 2.1 with letting
Gni+1i = K3, we get
3(p− 2− 2b)(p2)− a1
∑
v
dG(v)− a2
∑
v
dGc(v)6 3(
p
3);
3(p− 2− 2b)(p2)− a1c1p− a2c2p6 3(p3);
i.e.
p2 − 3(b+ 1)p+ 3b+ 2− a1c1 − a2c26 0:
So (9) follows.
If a16 a2 then 3(p− 2− 2b)(p2)− a1p(p− 1) + (a1 − a2)c2p6 3(p3), i.e.
p2 − (a1 + 3b+ 3)p+ a1c2 − a2c2 + a1 + 3b+ 26 0:
Thus (10) follows. Eq. (11) is similar.
If a1 = a2 = a then 3(p− 2− 2b)(p2)− ap(p− 1)6 3(p3). Thus (12) follows.
Theorem 4.3.
R(G1; G2)6 [2a1 + 2a2 + 6c1 + 6c2 + 25 + (4a21 + 4a
2
2 + 8a1a2
+24a1c1 − 16a1c2 − 16a2c1 + 24a2c2
−24c21 + 72c1c2 − 24c22 + 20a1 + 20a2 + 25)1=2]=10: (13)
If 2a1 + 3c2¿ 2a2 + 3c1 then
R(G1; G2)6 [2a2 + 3c1 + 10 + (16a1c1 + 4a22 − 4a2c1
−15c21 + 24c1c2 + 8a2 + 12c1 + 4)1=2]=4: (14)
If 2a1 + 3c26 2a2 + 3c1 then
R(G1; G2)6 [2a1 + 3c2 + 10 + (4a21 + 16a2c2
−4a1c2 − 15c22 + 24c1c2 + 8a1 + 12c2 + 4)1=2]=4: (15)
In particular, if 2a1 + 3c2 = 2a2 + 3c1 = 2a+ 3c then
R(G1; G2)6 (2a+ 3c + 6)=2: (16)
Proof. For any (G1; G2;p)-Ramsey partition (E(G); E(Gc)), we have
6(p3) = 6M + 6B= 3
∑
e
(2me + ce)− 12M:
Note that be + c′e; be + c
′′
e 6 c2 for all e∈E(G). We have 2me + ce¿ 2(p − 2 − c2)
for all e∈E(G) and also 2me + ce¿ 2(p− 2− c1) for all e∈E(Gc). Combining this
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with Corollary 2.1, we get
3(p− 2− c2)
∑
v
dG(v) + 3(p− 2− c1)
∑
v
dGc(v)− 2a1
∑
v
dG(v)
−2a2
∑
v
dGc(v)6 6(
p
3);
(3p− 6− 3c2 − 2a1)(p− 1− c2) + (3p− 6− 3c1 − 2a2)(p− 1− c1)
6 (p− 1)(p− 2);
i.e.
5p2 − (2a1 + 2a2 + 6c1 + 6c2 + 15)p+ (2a1 + 3c2 + 6)(c2 + 1)
+(2a2 + 3c1 + 6)(c1 + 1)− 26 0:
So (13) follows.
If 2a1 + 3c2¿ 2a2 + 3c1 then (2a2 − 2a1 + 3c1 − 3c2)c1p + (3p − 6 − 3c1 − 2a2)
p(p− 1)6 6(p3) i.e.
2p2 − (6 + 3c1 + 2a2)p+ 4 + 3c1 + 2a2 + 2a2c1 − 2a1c1 − 3c1c2 + 3c216 0:
Thus (14) follows. Eq. (15) is similar.
If 2a1 + 3c2 = 2a2 + 3c1 = 2a + 3c then 3p − 6 − 3c − 2a6p − 2. Thus (16)
follows.
Theorem 4.4.
R(G1; G2)6 {a1 + a2 + c1 + c2 + 8 + [(a1 + a2 + c1
+c2 + 2)2 + 3(a1 − a2 − c1 + c2)2]1=2}=3; (17)
R(G1; G2)6max{a2 − a1 + 3c1 − c2 + 1; [a2 + 2c1 + 5
+(4a1c1 + a22 − 4c21 + 4c1c2 + 2a2 + 4c1 + 1)1=2]=2}; (18)
R(G1; G2)6max{a1 − a2 − c1 + 3c2 + 1; [a1 + 2c2 + 5
+(a21 + 4a2c2 + 4c1c2 − 4c22 + 2a1 + 4c2 + 1)1=2]=2}: (19)
In particular, if a1 + c2 = a2 + c1 = a+ c then
R(G1; G2)6 (4a+ 4c + 10)=3: (20)
Proof. For any (G1; G2;p)-Ramsey partition (E(G); E(Gc)), since me6 a1 for all
e∈E(G); ce¿ 2(p− 2− a1 − c2) for all e∈E(G). Similarly, ce¿ 2(p− 2− a1 − c1)
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for all e∈E(Gc). Then we have∑
v
dG(v)dGc(v) = 2B=
∑
e
ce¿ (p− 2− a1 − c2)
∑
v
dG(v)
+(p− 2− a2 − c1)
∑
v
dGc(v):
i.e.
p(p− 1)(p− 2− a1 − c2)6
∑
v
dG(v)dGc(v)− (a1 − a2 − c1 + c2)
∑
v
dGc(v)
6
∑
v
[dG(v)− a1 + a2 + c1 − c2][p− 1− dG(v)]:
Since h(d)= (d− a1 + a2 + c1− c2)(p− 1− d)6 h(d0) = (p− 1− a1 + a2 + c1− c2)2
=4 with d0 = (p − 1 + a1 − c1 − a2 + c2)=2, we have (p − 1)(p − 2 − a1 − c2)6
(p− 1− a1 + a2 + c1 − c2)2=4. Thus (17) follows.
If c16d0 = (p− 1 + a1 − a2 − c1 + c2)=2 i.e. p¿ a2 − a1 + 3c1 − c2 + 1, then
(p− 2− a1 − c2)c1 + (p− 2− a2 − c1)(p− 1− c1)− c1(p− 1− c1)6 0;
i.e.
p2 − (a2 + 2c1 + 3)p+ a2c1 − a1c1 − c1c2 + 2c21 + a2 + 2c1 + 26 0:
Thus (18) follows. Eq. (19) is similar.
If a1+c2=a2+c1=a+c then (p−2−a−c)−(p−1)=46 0. Thus (20) follows.
5. Diagonal Ramsey numbers
Note that there are exactly six unlabelled graphs on four vertices which have at least
three edges. These graphs are drawn in Fig. 1. Given a graph G of order p, we denote
by Q; Y; Z ′; Z ′′; T ′ and T ′′ the number of copies of the corresponding graphs in G and
Gc. Thus, e.g. Q = nG(K4) + nGc(K4).
Fig. 1.
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By the deKnitions of me; be; ce; c′e and c
′′
e , we have
∑
e
(
me
2
)
= 6Q + Y;
∑
e
mebe = Z ′ + 3T ′;
∑
e
(
be
2
)
= Y + 2Z ′′;
∑
e
mece = 4Y + 2Z ′;
∑
e
bece = 2Z ′ + 4T ′′: (21)
Recalling that e = vivj, we also have
dG(vi)dGc(vi) = (1 + me + c′e)(p− 2− me − c′e); (22)
dG(vj)dGc(vj) = (1 + me + c′′e )(p− 2− me − c′′e ): (23)
Adding (22) and (23), we obtain
dG(vi)dGc(vi) + dG(vj)dGc(vj)
= 2(p− 2) + (p− 3)(2me + ce)− (2m2e + 2mece + c2e′ + c2e′′):
This equality relies on e. Observe that dG(vi)dGc(vi) equals the number of triangles
containing vi which are not contained in G or Gc. By adding the (
p
2) equalities relevant
to all edges of Kp and noting that for any v, there are p − 1 edges incident to it in
Kp, we have
2(p−1)B= 2(p−2)(p2) + (p−3)(6M + 2B)−
∑
e
[(2me + ce)2 + (c′e − c′′e )2]=2:
And since M + B= (p3), we obtain∑
e
(2me + ce)2 +
∑
e
(c′e − c′′e )2 = (12p− 24)M + 4B:
Since me + be + ce =p− 2, we have by using the right-hand side of above equality as
a bound on the Krst term∑
e
(me − be)2 =
∑
e
(2me + ce − p+ 2)26 (3p− 6)M − (p− 6)B:
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Thus
∑
e
[8m2e − (me − be)2]¿ 8
(∑
e
me
)2
=(p2)−
∑
e
(me − be)2¿ 72M 2=(p2)
−(4p− 12)M + (p− 6)(p3): (24)
Adding the equations of (21) after multiplying, respectively, by 62; 4;−6;−11 and 3,
we obtain by letting Z = Z ′ + Z ′′ and T = T ′ + T ′′,
372Q + 12Y − 12(Z ′ + Z ′′) + 12(T ′ + T ′′)
=62
∑
e
(
me
2
)
+ 4
∑
e
mebe − 6
∑
e
(
be
2
)
− 11
∑
e
mece + 3
∑
e
bece
=3
∑
e
(mebe+b2e+be + bece)−20
∑
e
me−11
∑
e
(m2e + mebe + mece + me)
+6
(
7
∑
e
m2e + 2
∑
e
mebe −
∑
e
b2e
)
=3
∑
e
be(p− 1)− 20
∑
e
me − 11
∑
e
me(p− 1) + 6
∑
e
[8m2e − (me − be)2]
=3(p− 1)B− 3(11p+ 9)M + 6
∑
e
[8m2e − (me − be)2]:
Then we have,
Y + T − Q − Z =−32Q + (p− 1)B=4− (11p+ 9)M=4
+
∑
e
[8m2e − (me − be)2]=2: (25)
If t is a triangle, we denote, by pt (resp. qt), the number of K4 containing t which
have even (resp. odd) number of edges in G. Thus pt + qt = p− 3; (Q + Z) =
∑
t pt
and 4(Y + T ) =
∑
t qt . Using M + B= (
p
3) and (25), we have an equation for Q,
128Q = (p− 1)(p3)− (12p+ 8)M + 2
∑
e
[8m2e − (me − be)2] +
∑
t
(pt − qt):
(26)
If G[t∪{vi}] and G[t∪{vj}] are two quadrangles with di9erent parities, then among
the three pairs of edges joining one vertex of t to vi and vj, there is an odd number
of pairs of edges where one edge of the pair is in G and the other in Gc. Conversely,
if there is odd number of such pairs, then the two quadrangles have di9erent parities.
Then computing the number of pairs of K4 containing t with di9erent parities by two
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ways, we obtain
12
∑
t
ptqt = 12
∑
e
[(
ce
3
)
+ ce
(
me + be
2
)]
=
∑
e
[2ce(ce − 1)(ce − 2) + 6ce(p− 2− ce)(p− 2− ce − 1)]
=
∑
e
2ce[(p− 2− 2ce)2 + 2(p− 2)2 − 2ce(p− 2)− 3p+ 8]
=
∑
e
2ce(p− 2− 2ce)2 +
∑
e
[4ce(p− 2)2 − 4c2e(p− 2)]
−4(3p− 8)B
=
∑
e
2ce(p− 2− 2ce)2 −
∑
e
(p− 2)(p− 2− 2ce)2
+(p− 2)3(p2)− 4(3p− 8)B
=−
∑
e
(p− 2− 2ce)3 + (p− 2)3(p2)
−4(3p− 8)B:
Thus we have,
3
∑
t
(pt − qt)2 = 3
∑
t
[(pt + qt)2 − 4ptqt]
= 3(p− 3)2(p3)− 12
∑
t
ptqt
= (6p− 17)(p3)− (12p− 32)M +
∑
e
(p− 2− 2ce)3:
And then∑
t
(pt − qt)¿−[(p3)=3]1=2
{
(6p− 17)(p3)− 4(3p− 8)M
+
∑
e
(p− 2− 2ce)3
}1=2
: (27)
Theorem 5.1. Let G1 = Km or Km − e and G2 = Kn or Kn − e where 46m6 n,
and a¿max{R(Gm−11 ; G2); R(G1; Gn−12 )} − 1; b¿max{R(Gm−21 ; G2); R(G1; Gn−22 )}
− 1 and c¿max{R(Gm−31 ; G2); R(G1; Gn−32 )} − 1. If there is an integer p such that
p6 (4a + 4b + 6)=3 and min{f(k)|k ∈ [(p2)(p − 5)=12; (p2)b=3] ∩ N}¿ 0 where
f(k) = 432k2 − 12(5p + 8c − 4)(p2)k + (3p − 13)(p − 2)(p2)2 − (p − 2)1=2(p2)3=2
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{[3(3p − 4a − 4b − 6)2 − 12p + 32]k + [(3p − 4a − 4b − 6)2(a + b − p + 2)
+ (6p− 17)(p− 2)=3](p2)}1=2, then R(G1; G2)6p.
Proof. If R(G1; G2)¿p then there exists a (G1; G2;p)-partition (E(G); E(Gc)). By
Corollary 2.1, we have
3M6 [nG(K2) + nGc(K2)]max{R(Gm−21 ; G2)− 1; R(G1; Gn−22 )− 1}6 b(p2);
4Q6Mmax{R(Gm−32 ; G2)− 1; R(G1; Gn−32 )− 1}6 cM: (28)
Note that M =(p3)−
∑
v dG(v)dGc(v)=2¿ (
p
3)−p(p− 1)2=8= (p− 5)(p2)=12. We have
(p− 5)(p2)=126M6 b(p2)=3. Combining (24), (26) and (27), we have
128Q¿ 144M 2=(p2)− 4(5p− 4)M + (3p− 13)(p− 2)(p2)=3− [(p3)=3]1=2;
×
{
(6p− 17)(p3)− 4(3p− 8)M +
∑
e
(p− 2− 2ce)3
}1=2
: (29)
For any vertex v in V (G) and any edge e in E(G) or E(Gc); dG(v); dGc(v)6 a
and me6 b. Thus ce¿ 2(p − 2 − a − b). Note that when p6 (4a + 4b + 6)=3, then
(p− 2− 2x)36 (3p− 4a− 4b− 6)2(2a+ 2b− 3x)=2 if x¿ 2(p− 2− a− b). Thus∑
e
(p− 2− 2ce)36
∑
e
(3p− 4a− 4b− 6)2(2a+ 2b− 3ce)=2
= (3p− 4a− 4b− 6)2{(a+ b)(p2)− 3[(p3)−M ]}: (30)
Combining (28)–(30), we obtain
144M 2=(p2)− 4(5p+ 8c − 4)M + (3p− 13)(p− 2)(p2)=3
−[(p3)=3]1=2{[3(3p− 4a− 4b− 6)2 − 12p+ 32]M
+[(3p− 4a− 4b− 6)2(a+ b− p+ 2)
+(6p− 17)(p− 2)=3](p2)}1=26 0:
By multiplying both sides of the inequality with 3(p2), we have a contradiction to
f(k)¿ 0. Hence R(G1; G2)6p.
6. Bounds for Ramsey numbers
From [3] and Tables I and III in [3] we have the following known nontrivial values
and some upper bounds for R(m; n) and R(G1; G2).
Now, by Theorem 3.1, Theorems 4.14.2, Theorem 5.1 and Tables 1–2, we obtain
some new upper bounds for Ramsey numbers and reobtain some upper bounds for
Ramsey numbers.
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Table 1
Known nontrivial values and some upper bounds for R(m; n)
n m
3 4 5 6 7 8 9 10
3 6 9 14 18 23 28 36 43
4 18 25 41 61 84 115 149
5 49 87 143 216 316 442
6 165 298 495 780 1171
7 540 1031 1713 2826
8 1870 3583 6090
9 6625 12715
10 23854
Table 2
Two types of Ramsey numbers R(G1; G2) including all known nontrivial upper bounds
G2 G1
K3 − e K3 K4 − e K4 K5 − e K5 K6 − e K6 K7 − e K7
K3 − e 3 5 5 7 7 9 9 11 11 13
K4 − e 5 7 10 11 13 16 17 21 28 34
K5 − e 7 11 13 19 22 34 39 55 66 89
K6 − e 9 17 17 36 39 67 70 122 135 207
K7 − e 11 21 28 52 66 112 135 224 266
1. R(6; 6)6 165 by Theorem 5.1 with (a; b; c) = (86; 40; 17);
2. R(7; 7)6 540 by Theorem 5.1 with (a; b; c) = (297; 142; 60);
3. R(8; 8)6 1870 by Theorem 5.1 with (a; b; c) = (1030; 494; 215);
4. R(9; 9)6 6588 by Theorem 5.1 with (a; b; c) = (3582; 1712; 779);
5. R(9; 10)6 12677 by using the classic inequality R(m; n)6R(m−1; n)+R(m; n−1)
where it is strict if R(m−1; n) and R(m; n−1) are even as well as R(8; 10)6 6090
and R(9; 9)6 6588;
6. R(10; 10)6 23556 by Theorem 5.1 with (a; b; c) = (12676; 6089; 2825);
7. R(K5 − e; K7 − e)6 66 by (14) in Theorem 4.3 or (18) in Theorem 4.4 with
(a1; a2; c1; c2) = (10; 21; 27; 38);
8. R(K5 − e; K7)6 88 by (5) in Theorem 3.1 or (7) in Theorem 4.1 or (9) or (10)
in Theorem 4.2 with (a1; a2; b; c1; c2) = (12; 33; 20; 33; 54);
9. R(K6 − e; K6)6 119 by (18) in Theorem 4.4 with (a1; a2; c1; c2) = (20; 35; 54; 66);
10. R(K6− e; K7)6 204 by (18) in Theorem 4.4 with (a1; a2; c1; c2)= (33; 66; 87; 118);
11. R(K6; K7 − e)6 205 by Theorem 5.1 with (a; b; c) = (118; 54; 20);
12. R(K7 − e; K7 − e)6 251 by Theorem 5.1 with (a; b; c) = (134; 65; 27) etc.
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