Abstract-The density functional theory is one of the optimal solutions in calculation of optical properties of materials on the quantum scale. In this paper, we have investigated the refractive index of a boron-doped diamond structure with the usage of Atomistic Toolkit software from Synopsys. During this study, various methods and pseudopotentials were checked to obtain an optimal performanceaccuracy method for calculation of such materials. The leading method used in calculation was meta-GGA with Fritz-Haber Institute pseudopotential.
DFT [1] with the Linear Combination of Atomic Orbitals (LCAO) [5] method was applied to the calculation of geometry relaxation and optical properties of complex structures with large numbers of atoms. In those calculations, we have used, developed by Soler et al. [6] , a fully self-consistent DFT based on a linear combination of atomic orbitals. Exchange and correlation are treated within Kohn-Sham DFT [6] . We have also used standard norm-conserving pseudopotentials [7] in their fully nonlocal form.
Calculations were done in a flexible, efficient and innovative calculation package: Atomistic Toolkit from Synopsys [8] that uses Siesta implementation of DFT routines. The meta-GGA calculator was chosen from a variety of available options [9] . Moreover, a few pseudopotentials were checked as the most accurate in calculation that can be obtained using DFT method.
The slab was created with 8 atoms (see Fig. 1 .) as a supercell using Face Centered Cubic (FCC) lattice with cell dimensions of a = 3.56679 Å [10] . Special firstprinciple norm-conserving pseudopotential Fritz-Haber Institute [11] , with the Monkhorst-Pack [12] scheme for Brillouin zone was applied for k-point sampling.
In principle, we verify if meta-GGA functional could contribute a relatively high accuracy of simulations of a boron-doped diamond structure as well as allow critical correction of experimental results in this matter. In the procedure of calculation method selection, the accuracy of band structure determination was chosen as the major measure of simulation correctness. The accuracy of bandgap estimation was compared and evaluated with the help of experimental data [13] [14] . Calculation results were also compared with the work of Maezono [15] , who used the Monte Carlo method, which is the most accurate approach known in the literature. The main drawback of the Monte Carlo method is the cost of computational resources, which limits, in practice, the structures sizes to 50 atoms.
Such a low number of atoms allowed for creating scripts that compare the results of different methods and pseudopotentials with different basis sets. For practical usage, we consider the evaluating time of results and accuracy of chosen models. Chosen models will be used to calculate the refractive index in order to verify that the assumptions concerning the methods used and pseudopotentials are correct. Results were obtained in a bandgap of 5.11426eV for the indirect bandgap in a diamond and 6.61637eV for the direct bandgap. In comparison to the experimental data, the error was 6.5% for the indirect bandgap [5] and 9.4% for the direct bandgap. Such an error is acceptable and the models and thus the approach could be used to simulate much more complex structures with high accuracy. The refractive index was derived using the approach validated during basic calculations (see Fig. 2 ). The refractive index is one of the most important parameters that is needed for the design sensors, waveguides or fiber coatings. Next, it defines the coupling parameters of different materials and means that with increasing the refractive index we obtain higher optical density.
The obtained results indicate that changes in the characteristics of the refractive index are in good agreement with the experiments done by Sobaszek et al. [13] The calculated values of a bulk diamond were 2.51-2.31 for a wavelength extending from 200nm up to 1600nm. The measured values were 2.55-3.37 for a wavelength in the range from 200nm up to 1600nm. This indicates that the error obtained for bulk diamond is less than 2.5%. For doped diamonds, we have obtained the results with a similar error which does not exceed 5.4%. The full set of results of DFT calculations is listed in Table 1 . Experimental data from [13] were shown for comparison.
Tab. 1. Refractive index calculated and measured [13] at 550 nm of a boron-doped diamond with an increasing doping level.
[ The results obtained by the use of the meta-GGA method with FHI pseudopotentials are in close agreement with experiments [13] [14] , [16] [17] [18] . We can compare them to hybrid Becke three-parameter Lee-Yang-Parr (B3LYP) exchange functional [19] , which is much more costly computationally. The use of a meta-GGA method allows us to obtain a bandgap of 5.61eV. The use of B3LYP results in a less accurate bandgap with a value of 5.66eV [20] . It should be noticed that simulated and experimental refractive indices show high agreement despite ignoring crystal borders in simulated materials.
As the main conclusion, it is safe to claim that a meta-GGA method is accurate enough to calculate the optical properties of doped diamond structures and allows to predict diamond properties before application in optical systems.
