A new predictor-corrector method for optimal power flow by Probst, Roy Wilhelm
Universidade Estadual de Campinas
Instituto de Matemátia Estatístia e Computação Cientía
Departamento de Matemátia Apliada
Um novo Método Preditor-Corretor para
Fluxo de Potênia Ótimo
Roy Wilhelm Probst
Doutorado em Matemátia Apliada
Orientador: Prof. Dr. Aurelio Ribeiro Leite de Oliveira
Trabalho naniado pela FAPESP
Campinas
Maio de 2010
i
ii
FICHA CATALOGRÁFICA ELABORADA PELA 
BIBLIOTECA DO IMECC DA UNICAMP 
Bibliotecária: Crisllene Queiroz Custódio - CRB8 I 7966 
Probst, Roy Wilhelrn 
P94n Um novo método preditor-corretor para fluxo de potência ótimo I Roy 
Wilhelm Probst -- Campinas, [S.P. : s.n.], 20 I O. 
Orientador : Aurelio Ribeiro Leite de Oliveira 
Tese (doutorado)- Universidade Estadual de Campinas, Instituto de 
Matemática, Estatística e Computação Científica. 
I. Métodos de pontos interiores. 2. Sistemas de potência. 3. 
Programação não-linear. 4. Método preditor-corretor. I. Oliveira, Aurelio 
Ribeiro Leite de. 11. Universidade Estadual de Campinas. Instituto de 
Matemática, Estatística e Computação Científica. I li. Título. 
Título em inglês: A new predietor-corrector method for optimal power tlow. 
Palavras-chave em inglês (Keywords): I. Jnterior point methods. 2. Power systems. 3. Nonlinear 
programming. 4. Predictor-corrector method. 
Área de concentração: Pesquisa Operacional 
Titulação: Doutor em Matemática Aplicada 
Banca examinadora: Pro f. Dr. Aurelio Ribeiro Leite de Oliveira ([MECC-UNICAMP) 
Profa. Ora. Márcia Aparecida Gomes Ruggiero (IMECC-UN ICAMP) 
Prof. Dr. Secundino Soares Filho (FEEC-UNICAMP) 
Prof. Dr. Geraldo Roberto Martins da Costa (EESC-USP) 
Prof. Dr. Leonardo Nepomuceno (FEB-VNESP) 
Data da defesa: 05.05/2010 
Programa de Pós-Graduação: Doutorado em Matemática Aplicada 
iii
Agradeimentos
Este trabalho não seria possível sem a ajuda do professor Aurelio. Agradeço-lhe pelas rítias,
sugestões e apoio que me possibilitaram um grande resimento aadêmio e pessoal.
Agradeço à minha família, espeialmente meus pais Ingrid e Wilson e minha avó Adélia,
por seu amor, sabedoria e orações.
Aos meus amigos, pela ajuda que reebi em várias oasiões.
A Deus, por permitir que pudesse realizar meus sonhos.
À FAPESP, pelo apoio naneiro.
iv
Resumo
Um método de pontos interiores preditor-orretor é desenvolvido para o problema de uxo
de potênia ótimo ativo-reativo. As tensões são representadas em oordenadas artesianas
ao invés de oordenadas polares, pois estas, sendo quadrátias, permitem orreções não li-
neares nas ondições de fatibilidade primal e dual e não apenas nas de omplementaridade
omo nos métodos tradiionais de programação não-linear. Outra ontribuição fornee uma
nova heurístia para o tratamento das restrições de magnitude das tensões. Experimentos
omputaionais om sistemas de teste IEEE e um sistema real brasileiro são apresentados e
mostram as vantagens do método proposto.
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Abstrat
A preditor-orretor interior-point method is developed to the AC ative and reative opti-
mal power ow problem. Voltage retangular oordinates is adopted instead of polar ones,
sine, being quadrati, it allows nonlinear orretions for the primal and dual feasibility on-
ditions and not only for the omplementary onstraints as in the traditional nonlinear pro-
gramming methods. A new heuristi is proposed to handle voltage magnitude onstraints.
Computational experiments for IEEE test systems and a real Brazilian system are presented
showing the advantages of the proposed approah.
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Capítulo 1
Introdução
Neste apítulo será feita uma breve introdução sobre o problema de uxo de potênia ótimo
e os métodos de pontos interiores.
1.1 Fluxo de Potênia Ótimo
Em engenharia elétria, álulo de uxo de potênia (também onheido omo álulo de uxo
de arga) é uma importante ferramenta envolvendo análise numéria apliada à sistemas de
potênia [17℄. A modelagem do sistema é estátia e onsidera que as variações om o tempo
são suientemente lentas para que se possa ignorar os efeitos transitórios, que só poderiam
ser levadas em onsideração se fosse utilizada uma modelagem dinâmia envolvendo equações
difereniais [30℄. Fluxo de potênia ótimo é o problema de otimização que tem omo função
objetivo alguma medida de desempenho da operação dos sistemas elétrios e omo restrições
as equações de balanço de potênia provenientes das leis de Kirhho, além das restrições
operaionais [27℄. A importânia do uxo de potênia ótimo onsiste em planejar a expansão
do sistema de potênia, assim omo determinar o melhor ponto de operação para os sistemas
existentes. A solução do problema fornee a tensão e a injeção de potênia ativa e reativa
em ada barra.
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O problema de uxo de potênia ótimo orrente alternada (AC) teve sua primeira for-
mulação nos anos 60, om o problema de despaho eonmio de Carpentier [7℄. Desde
então, vários métodos de otimização foram propostos para resolver este problema, entre eles:
o método do gradiente reduzido de Dommel-Tinney [11℄, gradiente reduzido generalizado
[1℄, o método de injeção diferenial de Carpentier [8℄, o método do Lagrangiano projetado
[31℄, métodos de programação quadrátia sequenial [4, 6, 36℄, métodos espeíos baseados
na resolução de uma sequênia de problemas de programação linear [3℄ ou quadrátia [19℄.
Métodos de pontos interiores foram utilizados para este problema pela primeira vez em 1994
[18, 41℄.
O uxo de potênia ótimo fornee ao planejador ou operador do sistema elétrio uma ori-
entação de omo as variáveis de ontrole devem ser aertadas para que os entros de geração,
onsumo e equipamentos de transmissão estejam dentro de suas apaidades otimizando al-
gum ritério de desempenho do sistema. A implementação deve ser robusta e não neessitar
da experiênia do operador para ajustar os parâmetros do proesso de otimização. O tempo
de onvergênia é fundamental para a operação do sistema, mas não neessariamente para o
planejamento [37℄.
Os geradores e argas são onsiderados omo a parte externa do sistema elétrio, e são
modelados através de injeções de potênia nos nós da rede. A parte interna do sistema é
omposta pelas linhas de transmissão, transformadores, reatores, et. As equações do uxo
de potênia são obtidas impondo-se a primeira lei de Kirhho, ou seja, a onservação das
potênias ativas e reativas em ada nó da rede: a potênia líquida injetada deve ser igual à
soma das potênias que uem pelos omponentes internos ligados a este nó. A segunda lei
de Kirhho é utilizada para expressar os uxos de potênia nos omponentes internos omo
função das tensões de seus nós terminais [30℄.
O uxo de potênia ótimo orrente ontínua (DC) é uma representação linearizada e
obtem maior simpliidade om grau de preisão dos resultados satisfatório. Por exemplo,
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o problema de pré-despaho DC pode ser modelado omo a minimização de uma função
objetivo quadrátia, orrespondente aos ustos de geração e perdas na transmissão do sistema
de potênia, sujeito às restrições lineares que representam o uxo de potênia ativa [33, 34℄.
Deve-se observar que o modelo DC não leva em onsideração as magnitudes das tensões e
as potênias reativas, portanto não pode substituir por ompleto os modelos não lineares de
uxo de potênia [30℄.
1.2 Métodos de Pontos Interiores
A programação linear tem sido um assunto dominante em otimização desde que Dantzig
[9℄ desenvolveu o método simplex na déada de 40. Em 1984, a publiação do trabalho
de Karmarkar [20℄ iniiou uma nova linha de pesquisa onheida omo métodos de pontos
interiores, e uma déada depois os métodos primais-duais surgiram omo os mais importantes
e úteis desta lasse de métodos [40℄.
Em programação linear, a diferença entre os métodos de pontos interiores e o método
simplex está na natureza das soluções obtidas em ada iteração. No método simplex, a se-
quênia de pontos gerados pertenem à fronteira da região fatível, enquanto que nos métodos
de pontos interiores elas estão na região interior. O método simplex pode ser ineiente para
resolver ertos problemas patológios, pois sua omplexidade é exponenial [32℄. Embora em
quase todos os problemas prátios o método simplex seja muito mais eiente que este limi-
te sugere, em problemas de grande porte os métodos de pontos interiores obtem resultados
melhores que o método simplex [2℄.
Em 1955, surge o primeiro método de pontos interiores, atribuído a Frish [14℄. Este
método foi exaustivamente estudado por Fiao e MCormik [13℄. Em 1967, Dikin [10℄
publiou um método om as mesmas bases de outros trabalhos posteriores na área de pontos
interiores, mas que só se tornou onheido após o trabalho de Karmarkar. Em 1979, surge o
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primeiro método de programação linear de omplexidade polinomial, o método das elipsóides
de Khahiyan [22℄. No entanto, sua onvergênia é muito lenta, o método não é robusto na
presença de erros de arredondamento e neessita de uma grande quantidade de memória de
armazenamento a ada iteração [40℄. Este método provou ser inferior ao método simplex na
prátia.
Mas a maior desoberta na área de métodos de pontos interiores oorreu em 1984, quando
Karmarkar [20℄ apresentou um novo método de pontos interiores para programação linear,
também de omplexidade polinomial. O método de Karmarkar é ummétodo primal, ou seja, é
desrito, motivado e implementado puramente em termos do problema primal, sem referênia
ao dual. A ada iteração, o método realiza uma transformação projetiva do onjunto fatível
primal que leva a solução atual ao entro do onjunto e aminha no espaço transformado
[40℄.
A lasse de métodos de pontos interiores que possui as melhores propriedades prátias e
teórias são os hamados métodos primais-duais. Tanto experimentos omputaionais omo
o desenvolvimento teório mostram que os métodos primais-duais são superiores aos demais
métodos de pontos interiores em problemas prátios, hegando a ser melhor que o método
simplex em problemas de grande porte [40℄.
Entre os métodos primais-duais, destaa-se o método preditor-orretor de Mehrotra [26℄,
que passou a ser a base da maioria dos ódigos relaionados a pontos interiores. O método
utiliza aproximações de segunda ordem para a trajetória primal-dual, onforme sugerido por
Megiddo [25℄ e desenvolvido em [21, 23, 29℄. Além disso, o método parte de um ponto
interior infatível, onforme implementado om suesso em [24℄. A ontribuição de Mehrotra
foi ombinar estas idéias já existentes e adiionar heurístias para esolha do parâmetro de
entragem, tamanho do passo e ponto iniial.
Embora os métodos de pontos interiores tenham sido originalmente desenvolvidos para
resolver problemas de programação linear, o desenvolvimento para programação não-linear
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tem sido motivado pelo exelente desempenho omputaional dos métodos primal-dual para
programação onvexa [37℄.
Devido ao tamanho e araterístias espeiais dos problemas, os métodos de pontos inte-
riores mostraram-se uma boa alternativa para os problemas de uxo de potênia ótimo. Em
1994, Granville props a implementação do método primal-dual barreira logarítmia para
o problema de despaho reativo [18℄. Também neste ano, Wu, Debs e Marsten apresentam
o problema de uxo de potênia ótimo om a variante preditor-orretor do método primal-
dual [41℄. Já em 1998, Torres e Quintana ombinaram estes métodos om a utilização de
oordenadas artesianas para representar a tensão [38℄. Atualmente os métodos de pontos in-
teriores estão entre os mais utilizados na área de sistemas de potênia devido a sua veloidade
e robustez [15, 28, 35℄.
Neste trabalho é proposto um novo método de pontos interiores preditor-orretor om
orreção em todas as ondições de otimalidade para o problema de uxo de potênia ótimo,
pois a utilização de oordenadas artesianas para representar as tensões possibilita o álulo
destas orreções. Outra ontribuição deste trabalho é a utilização de uma heurístia para
tratar as restrições operaionais de magnitude das tensões. Para ns de omparação, são im-
plementados os métodos de trajetória entral e preditor-orretor tradiional, além do método
proposto.
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Capítulo 2
Fluxo de Potênia Ótimo
Neste apítulo será apresentado o problema de álulo de uxo de potênia e a partir dele
será formulado o problema de uxo de potênia ótimo.
2.1 Cálulo de Fluxo de Potênia
A formulação do problema de álulo de uxo de potênia será desrita a seguir onforme
[30℄. Na formulação do problema, ada barra da rede é assoiada a quatro variáveis, sendo
que duas delas entram omo dados do problema e duas omo inógnitas:
• vk, magnitude da tensão;
• θk, ângulo da tensão;
• Pk, injeção líquida (geração menos arga) de potênia ativa;
• Qk, injeção líquida de potênia reativa.
Dependendo de quais variáveis nodais entram omo dados e quais são onsideradas in-
ógnitas, denem-se três tipos de barras:
• PQ, são dados Pk e Qk e alulados vk e θk;
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• PV , são dados Pk e vk e alulados Qk e θk;
• V θ, são dados vk e θk e alulados Pk e Qk.
As barras do tipo PQ e PV são utilizadas para representar barras de arga e geração,
respetivamente. A barra V θ, ou barra de referênia, tem uma dupla função: forneer a
referênia angular do sistema e fehar o balanço de potênia do sistema.
A representação mais omum da tensão (Tk) utilizada nos estudos de sistemas de potênia
se dá através de oordenadas polares:
Tk = vk(os θk + j sen θk), (2.1)
onde j é a unidade imaginária (j =
√−1).
Podemos também representar a tensão utilizando oordenadas artesianas:
Tk = ek + jfk, (2.2)
onde ek e fk são as omponentes real e imaginária da tensão, respetivamente.
As relações entre ambas representações são:
vk =
√
e2k + f
2
k
θk = arctan (fk/ek)
ek = vk os θk
fk = vk sen θk.
(2.3)
Neste trabalho serão utilizadas oordenadas artesianas para representar a tensão, logo
as quatro variáveis são:
• ek, parte real da tensão;
• fk, parte imaginária da tensão;
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• Pk, injeção líquida de potênia ativa;
• Qk, injeção líquida de potênia reativa.
O onjunto de equações do problema de uxo de potênia é formado por duas equações
para ada barra, orrespondendo à imposição da primeira lei de Kirhho: as potênias ativas
e reativas injetadas em ada barra são iguais à soma dos uxos orrespondentes que deixam
a barra. Isto pode ser expresso matematiamente omo:
Pk =
∑
m∈Ωk
Pkm(ek, fk, em, fm)
Qk +Q
sh
k (vk) =
∑
m∈Ωk
Qkm(ek, fk, em, fm),
(2.4)
onde: Ωk representa o onjunto de barras vizinhas da barra k, Pkm e Qkm são os uxos de
potênia ativa e reativa no ramo k − m, respetivamente e Qshk é o omponente da injeção
devida ao elemento shunt da barra k (Qshk = b
sh
k v
2
k).
As expressões (2.4) onsideram a seguinte onvenção de sinais: as injeções líquidas de
potênia são positivas quando entram na barra (geração) e negativas quando saem da barra
(arga); os uxos de potênia são positivos quando saem da barra e negativos quando entram;
para os elementos shunt das barras é adotada a mesma onvenção que a usada para as
injeções.
O onjunto de inequações de problema de uxo de potênia é formado pelas restrições
nas magnitudes das tensões e pelos limites nas injeções de potênia das barras:
vmink ≤ vk ≤ vmaxk
Pmink ≤ Pk ≤ Pmaxk
Qmink ≤ Qk ≤ Qmaxk .
(2.5)
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As tensões são limitadas em todas as barras, enquanto que as injeções de potênia são
limitadas apenas nas barras geradoras.
Neste momento identiamos uma diferença nas formulações em oordenadas polares e
artesianas. Os limites impostos às magnitudes das tensões estão na forma de uma simples
analização de variáveis, enquanto que na forma artesiana passa a ser uma restrição funional
da forma:
(vmink )
2 ≤ e2k + f 2k ≤ (vmaxk )2. (2.6)
Essa é a únia desvantagem da formulação artesiana em relação à polar, e ela perde
importânia devido ao tratamento eiente de desigualdades proporionado pelos métodos
de pontos interiores [28, 35℄.
2.1.1 Modelagem das Linhas de Transmissão
As linhas de transmissão são representadas por um modelo denido por três parâmetros:
resistênia série (rkm), reatânia série (xkm) e suseptânia shunt (b
sh
km) [30℄. A impedânia
série (zkm) do elemento é:
zkm = rkm + jxkm, (2.7)
enquanto a admitânia série (ykm) é:
ykm = gkm + jbkm = z
−1
km =
rkm
r2km + x
2
km
− j xkm
r2km + x
2
km
, (2.8)
ou seja, a ondutânia série (gkm) e a suseptânia série (bkm) são dadas respetivamente por:
gkm =
rkm
r2km + x
2
km
e bkm = − xkm
r2km + x
2
km
. (2.9)
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A orrente Ikm é formada de uma omponente série e uma shunt, podendo ser alulada
a partir das tensões Tk e Tm e dos parâmetro da linha de transmissão:
Ikm = ykm(Tk − Tm) + jbshkmTk, (2.10)
onde, por denição: Tk = ek + jfk e Tm = em + jfm. Analogamente, a orrente Imk é dada
por:
Imk = ymk(Tm − Tk) + jbshkmTm. (2.11)
2.1.2 Fluxos de Potênia Ativa e Reativa
As expressões dos uxos de potênia ativa (Pkm) e reativa (Qkm) podem ser obtidas a partir
do modelo da subseção anterior. A orrente Ikm de uma linha de transmissão é dada pela
equação (2.10). O uxo de potênia omplexa orrespondente é:
Skm = Pkm + jQkm = TkIkm
= (ek + jfk)[(gkm − jbkm)(ek − jfk − em + jfm)− jbshkm(ek − jfk)].
(2.12)
Os uxos Pkm e Qkm são obtidos identiando-se as partes reais e imaginárias dessa
equação, resultando:
Pkm = gkm(e
2
k + f
2
k − ekem − fkfm) + bkm(ekfm − emfk)
Qkm = −bkm(e2k + f 2k − ekem − fkfm) + gkm(ekfm − emfk)− bshkm(e2k + f 2k ).
(2.13)
Os uxos Pmk e Qmk são obtidos de forma análoga:
Pmk = gkm(e
2
m + f
2
m − emek − fmfk) + bkm(emfk − ekfm)
Qmk = −bkm(e2m + f 2m − emek − fmfk) + gkm(emfk − ekfm)− bshkm(e2m + f 2m).
(2.14)
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As perdas de potênia ativa e reativa na linha são dadas, respetivamente, por:
Pkm + Pmk = gkm[(ek − em)2 + (fk − fm)2]
Qkm +Qmk = −bkm[(ek − em)2 + (fk − fm)2]− bshkm(e2k + f 2k + e2m + f 2m).
(2.15)
Assim omo foram desenvolvidas para as linhas de transmissão, as expressões dos uxos
de potênia podem ser generalizadas para transformadores [30℄:
Pkm = a
2
kmgkm(e
2
k + f
2
k )− akmgkm(ekem + fkfm) + akmbkm(ekfm − emfk)
Qkm = −a2km(bkm + bshkm)(e2k + f 2k ) + akmgkm(ekfm − emfk) + akmbkm(ekem − fkfm).
(2.16)
Para os transformadores em-fase o número real akm é a relação de transformação, o-
nheida omo tap. No aso das linhas de transmissão, temos akm = 1. Neste trabalho não
onsideraremos transformadores defasadores, onde akm é um número omplexo.
2.1.3 Formulação Matriial
A injeção líquida de orrente na barra k pode ser obtida apliando-se a primeira lei de
Kirhho a este modelo:
Ik + I
sh
k =
∑
m∈Ωk
Ikm. (2.17)
A orrente Ikm pode ser expressa de forma geral omo:
Ikm = (a
2
kmykm + jb
sh
km)Tk − akmykmTm. (2.18)
Considerando Ikm dado em (2.18), a expressão (2.17) pode ser reesrita da seguinte forma:
Ik =
[
jbshk +
∑
m∈Ωk
(jbshkm + a
2
kmykm)
]
Tk +
∑
m∈Ωk
(−akmykm)Tm. (2.19)
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Considerando todas as barras, a fórmula (2.19) pode ser representada na forma matriial:
I = Y T, (2.20)
onde:
I é o vetor das orrentes, ujas omponentes são Ik;
T é o vetor das tensões, ujas omponentes são Tk;
Y = G + jB é a matriz admitânia nodal, sendo G a matriz ondutânia e B a matriz
suseptânia.
Desonsiderando transformadores defasadores, os elementos da matriz Y são:
Ykm = −akmykm (para k 6= m),
Ykk = jb
sh
k +
∑
m∈Ωk
(jbshkm + a
2
kmykm).
(2.21)
Em geral, essa matriz é esparsa, pois Ykm = 0 sempre que não existirem linhas ou trans-
formadores entre as barras k e m. Se a rede for formada apenas por linhas de transmissão
e transformadores em fase, a matriz Y será simétria. A presença de transformadores de-
fasadores torna a matriz assimétria [30℄.
A injeção de orrente Ik, que é a k-ésima omponente do vetor I, pode ser esrita na
forma:
Ik = YkkTk +
∑
m∈Ωk
YkmTm =
∑
m∈K
YkmTm, (2.22)
onde K é o onjunto de todas as barras m adjaentes à barra k, inluindo ela própria
(K = {k} ∪ Ωk).
Considerando-se que Ykm = Gkm + jBkm e Tm = em + jfm, a expressão (2.22) pode ser
12
reesrita da seguinte forma:
Ik =
∑
m∈K
(Gkm + jBkm)(em + jfm). (2.23)
A injeção de potênia omplexa é:
Sk = Pk + jQk = TkIk. (2.24)
Substituindo-se (2.23) em (2.24) obtem-se:
Sk = (ek + jfk)
∑
m∈K
(Gkm − jBkm)(em − jfm). (2.25)
As injeções de potênia ativa e reativa podem ser obtidas identiando-se as partes reais
e imaginárias de (2.25):
Pk =
∑
m∈K
(ekGkmem + fkGkmfm + fkBkmem − ekBkmfm),
Qk =
∑
m∈K
(fkGkmem − ekGkmfm − ekBkmem − fkBkmfm).
(2.26)
Considerando todas as barras, (2.26) pode ser representada na forma matriial:
P = EGe + FGf + FBe− EBf,
Q = FGe− EGf − EBe− FBf,
(2.27)
onde:
P representa o vetor de injeções de potênia ativa, ujas omponentes são Pk;
Q representa o vetor de injeções de potênia reativa, ujas omponentes são Qk;
e representa o vetor da parte real das tensões, ujas omponentes são ek;
f representa o vetor da parte imaginária das tensões, ujas omponentes são fk;
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E = diag(e) e F = diag(f).
2.2 Fluxo de Potênia Ótimo
O problema de uxo de potênia ótimo onsiste em determinar o estado de operação ótimo
de um sistema elétrio de geração/transmissão de potênia. A função objetivo representa
algum ritério de desempenho da operação dos sistemas elétrios e as restrições são dadas
pelas equações de uxo de potênia da seção anterior e pelos limites das variáveis [37℄.
A denição dos onjuntos de índies a seguir será útil para a formulação do problema:
N representa todas as barras do sistema;
C representa as barras de arga;
G representa as barras de geração de potênia ativa;
R representa as barras de ontrole de potênia reativa.
Considerando os vetores da parte real (e) e imaginária (f) da tensão, será denido o vetor:
x =

 e
f

 . (2.28)
2.2.1 Fluxo de Potênia Ótimo Ativo-Reativo
Um problema de uxo de potênia ótimo ativo-reativo pode ser formulado omo:
min φ(x)
s.a Pk(x) + PCk − PGk = 0 ∀k ∈ C
Qk(x) +QCk −QGk = 0 ∀k ∈ C
(vmink )
2 ≤ Vk(x) ≤ (vmaxk )2 ∀k ∈ N
Pmink ≤ Pk(x) ≤ Pmaxk ∀k ∈ G
Qmink ≤ Qk(x) ≤ Qmaxk ∀k ∈ R,
(2.29)
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onde:
Vk representa o quadrado da magnitude da tensão na barra k;
PCk representa a demanda de potênia ativa na barra k;
QCk representa a demanda de potênia reativa na barra k;
PGk representa a geração de potênia ativa na barra k;
QGk representa a geração de potênia reativa na barra k;
vmink e v
max
k representam os limites da tensão na barra k;
Pmink e P
max
k representam os limites de injeção de potênia ativa na barra k;
Qmink e Q
max
k representam os limites de injeção de potênia reativa na barra k.
A função Vk, que representa o quadrado da magnitude da tensão na barra k, é dada por:
Vk(x) = e
2
k + f
2
k , (2.30)
ou ainda, na forma matriial:
V = Ee+ Ff. (2.31)
A função objetivo representa ritérios de desempenho da operação dos sistemas elétrios,
tais omo: diferença entre a injeção de potênia ativa e uma dada injeção desejada (φ1),
injeção de potênia ativa na barra de referênia (φ2), perdas de potênia ativa nas linhas
(φ3), entre outros [37℄.
As funções objetivo aima são dadas por:
φ1(x) =
1
2
∑
k
hk
[∑
m∈K
Pkm − P espk
]2
∀k ∈ G
φ2(x) =
∑
m∈K
Pkm k = N˜
φ3(x) =
∑
m∈K
(Pkm + Pmk) ∀k ∈ N,
(2.32)
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onde hk é o peso relaionado om a geração na barra k, P
esp
k representa a injeção líquida de
potênia ativa espeiada para a barra k e N˜ é o índie que representa a barra de referênia.
Ou ainda, na forma matriial:
φ1(x) =
1
2
[P (x)− P esp]tH [P (x)− P esp]
φ2(x) = (EGe+ FGf + FBe− EBf)N˜
φ3(x) = e
tGe+ f tGf
(2.33)
onde H é a matriz diagonal formada a partir do vetor h.
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Capítulo 3
Métodos de Pontos Interiores
Neste apítulo serão apresentados os métodos de pontos interiores. Os métodos primais-
duais am-esala, de trajetória entral e preditor-orretor são desenvolvidos para problemas
de programação linear. Em seguida, os métodos de trajetória entral e preditor-orretor são
generalizados para o problema de programação não-linear.
3.1 Método de Newton
O método de Newton onsiste na forma mais simples de desenvolver os métodos de pontos
interiores do tipo primal-dual [40℄. Nesta seção o método será desrito brevemente onforme
[39℄.
Dada a função:
F (x) =


F1(x)
F2(x)
.
.
.
Fn(x)


e x =


x1
x2
.
.
.
xn


,
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F : Rn → Rn, um problema omum é enontrar um ponto x∗ ∈ Rn tal que F (x∗) = 0, ou
seja, enontrar uma raiz de F . O método de Newton é um método iterativo desenvolvido
para resolver este problema. Dado qualquer x ∈ Rn, o objetivo é enontrar uma direção de
busa d tal que F (x+ d) = 0. Assim, busamos aproximar esta direção pelos dois primeiros
termos da expansão da série de Taylor:
F (x+ d) ≈ F (x) + J(x)d, (3.1)
onde J(x) é a matriz Jaobiana de F no ponto x:
J(x) =


∂F1
∂x1
∂F1
∂x2
· · · ∂F1
∂xn
∂F2
∂x1
∂F2
∂x2
· · · ∂F2
∂xn
.
.
.
.
.
.
.
.
.
.
.
.
∂Fn
∂x1
∂Fn
∂x2
· · · ∂Fn
∂xn


.
A aproximação é linear em d. Logo, igualando (3.1) a zero, temos um sistema linear uja
solução orresponde a direção de busa:
J(x)d = −F (x). (3.2)
Calulado d = −[J(x)]−1F (x), o método de Newton atualiza a aproximação atual substi-
tuindo x por x + d. Este proesso ontinua até obter uma solução suientemente próxima
de uma raiz (F (x) ≈ 0). Assim temos um método iterativo da forma:
xk+1 = xk − [J(xk)]−1 F (xk). (3.3)
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3.2 Programação Linear
Em um problema de programação linear o objetivo é minimizar uma função linear, ujas
variáveis estão sujeitas à restrições também lineares. Um ponto interior é aquele em que
todas as variáveis não negativas se enontram estritamente dentro de seus limites.
Um problema de programação linear pode ser representado por [32℄:
min ctx
s.a Ax = b
x ≥ 0,
(3.4)
onde c, x ∈ Rn, A ∈ Rm×n e b ∈ Rm.
O problema (3.4) está assoiado ao problema dual, dado por:
max bty
s.a Aty + z = c
z ≥ 0, y livre,
(3.5)
onde y ∈ Rm e z ∈ Rn. Por denição, um ponto (x, z, y) é interior se (x, z) > 0.
Um ponto (x, z, y) é ótimo para os problemas (3.4) e (3.5) se, e somente se, as seguintes
ondições de otimalidade são satisfeitas [32℄:
• fatibilidade primal: Ax− b = 0, x ≥ 0,
• fatibilidade dual: Aty + z − c = 0, z ≥ 0 e
• omplementaridade: xizi = 0, i = 1, . . . , n.
Denimos γ omo a diferença entre os valores da função objetivo do problema primal e
dual. No aso das formulações dadas por (3.4) e (3.5), temos: γ = ctx− bty = xtz, se o ponto
(x, y, z) for primal e dual fatível.
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3.2.1 Método Primal-Dual Am-Esala
Seja o problema om a formulação primal e dual dada por (3.4) e (3.5), respetivamente. A
idéia para onstruir um método de pontos interiores onsiste em apliar o método de Newton
ao sistema formado pelas ondições de otimalidade. Temos que F (x, y, z) é dada por:
F (x, z, y) =


Ax− b
Aty + z − c
XZu

 = 0, (3.6)
onde X = diag(x), Z = diag(z) e u representa o vetor em que todos os elementos tem valor
unitário. Usando essa notação, as equações xizi = 0 são representadas por XZu = 0.
Dado um ponto iniial (x0, z0, y0) e desonsiderando as restrições x ≥ 0 e z ≥ 0, alu-
lamos o ponto (x1, z1, y1) utilizando o método de Newton:
(x1, z1, y1) = (x0, z0, y0)− [J(x0, z0, y0)]−1 F (x0, z0, y0), (3.7)
onde:
J(x0, z0, y0) =


A 0 0
0 I At
Z X 0

 .
Assim, d0 é solução do sistema linear:


A 0 0
0 I At
Z0 X0 0




∆x0
∆z0
∆y0

 = −


r01
r02
r03

 . (3.8)
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Generalizando, dado (xk, zk, yk), a direção de Newton dk é dada pela solução do sistema:


A 0 0
0 I At
Zk Xk 0




∆xk
∆zk
∆yk

 = −


rk1
rk2
rk3

 , (3.9)
onde:
rk1 = Ax
k − b
rk2 = A
tyk + zk − c
rk3 = X
kZku.
Método 3.1 Método Primal-Dual Am-Esala
Entradas: (x0, z0) > 0, y0 e τ ∈ (0, 1).
Para k = 0, 1, 2, . . . faça
[1℄ Calule rk1 , r
k
2 e r
k
3 .
[2℄ Resolva (3.9) para obter a direção de Newton dk.
[3℄ Calule o tamanho do passo αk tal que (xk+1, zk+1) > 0.
[4℄ Calule (xk+1, zk+1, yk+1) = (xk, zk, yk) + αk(∆xk,∆zk,∆yk).
Fim
Observe que αk é alulado de forma que (xk+1, zk+1) seja interior. Assim:
αk = min(1, ταk1 , τα
k
2), (3.10)
onde:
αk1 = min
i
{−xki
∆xki
| ∆xki < 0
}
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αk2 = min
i
{−zki
∆zki
| ∆zki < 0
}
e τ ∈ (0, 1). O álulo separado do tamanho dos passos primal e dual pode impliar na
onvergênia em menos iterações [24℄. Na prátia, adota-se o tamanho máximo do passo
αk = 1 porque este é o tamanho de passo natural do método de Newton.
3.2.2 Método de Trajetória Central
O método am-esala apresentado na seção anterior possui uma grande desvantagem, pois
permite que os pontos (x, z) alulados se aproximem de seus limites muito rapidamente.
Consequentemente, as direções obtidas perto destes limites são muito distoridas, pois o valor
de alguns pares xizi se torna próximo de zero rapidamente e o método progride lentamente,
podendo inlusive não onvergir. Para evitar que isto aonteça, aresentamos a ada iteração
k uma perturbação µk > 0 nas ondições de omplementaridade.
Dada as formulações primal (3.4) e dual (3.5) do problema, podemos esrever as ondições
de otimalidade, adiionando uma perturbação µ nas ondições de omplementaridade:
• fatibilidade primal: Ax− b = 0, x ≥ 0,
• fatibilidade dual: Aty + z − c = 0, z ≥ 0 e
• omplementaridade: XZu = µu.
Dado (xk, zk, yk), a direção de Newton dk é a solução do sistema:


A 0 0
0 I At
Zk Xk 0




∆xk
∆zk
∆yk

 = −


rk1
rk2
rk3

 , (3.11)
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onde:
rk3 = X
kZku− µku.
Método 3.2 Método de Trajetória Central
Entradas: (x0, z0) > 0, y0 livre, σ ∈ (0, 1) e τ ∈ (0, 1).
Para k = 0, 1, 2, . . . faça
[1℄ Calule µk.
[2℄ Calule os resíduos rk1 , r
k
2 e r
k
3.
[3℄ Resolva (3.11) para obter a direção de Newton dk.
[4℄ Calule o tamanho do passo αk tal que (xk+1, zk+1) > 0.
[5℄ Calule (xk+1, zk+1, yk+1) = (xk, zk, yk) + αk(∆xk,∆zk, ∆yk).
Fim
O valor de µk é dado pela fórmula [32℄:
µk = σρk, (3.12)
onde ρk representa a média dos produtos xki z
k
i , isto é, ρ
k = γk/n = (xk)tzk/n.
3.2.3 Método Preditor-Corretor
O método preditor-orretor desenvolvido por Mehrotra [26℄ onsiste em utilizar uma direção
que ontempla três omponentes:
• direção am-esala (direção preditora ou de Newton),
• direção de entragem, ujo tamanho é determinado pela perturbação µ e
• direção de orreção, que ompensa a aproximação linear do método de Newton.
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Ao alular a direção am veriamos o progresso do método ao longo desta direção. Se
o progresso for grande, a perturbação µ é pequena. Caso ontrário, é onveniente aumentar
o peso da direção de entragem, tal que a perturbação µ seja maior.
Uma vez que uma segunda direção é alulada, também alulamos a orreção não linear
utilizando a mesma matriz Jaobiana, para que o esforço omputaional por iteração não
duplique.
Dado (xk, zk, yk), primeiro enontramos a direção am d˜k (µ = 0):


A 0 0
0 I At
Zk Xk 0




∆x˜k
∆z˜k
∆y˜k

 = −


rk1
rk2
rk3

 . (3.13)
Em seguida alulamos a orreção no ponto (x˜, z˜, y˜) = (x+∆x˜, z+∆z˜, y+∆y˜). Para as
equações primais:
Ax˜− b = A(x+∆x˜)− b
= Ax+ A∆x˜− b
= Ax− b− (Ax− b)
= 0.
Para as equações duais:
Aty˜ + z˜ − c = At(y +∆y˜) + (z +∆z˜)− c
= Aty + At∆y˜ + z +∆z˜ − c
= Aty + z − c− (Aty + z − c)
= 0.
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E para as equações de omplementaridade:
X˜Z˜u = (X +∆X˜)(Z +∆Z˜)u
= XZu+X∆Z˜u+∆X˜Zu+∆X˜∆Z˜u
= XZu+X∆z˜ + Z∆x˜+∆X˜∆Z˜u
= XZu−XZu+∆X˜∆Z˜u
= ∆X˜∆Z˜u.
Usando a mesma Jaobiana para alular a direção de orreção dˆk = (∆xˆ,∆zˆ,∆yˆ) no
ponto (x˜, z˜, y˜) e também introduzindo a perturbação de entragem µ, temos:


A 0 0
0 I At
Zk Xk 0




∆xˆk
∆zˆk
∆yˆk

 = −


0
0
∆X˜k∆Z˜ku− µku

 . (3.14)
A direção dk a ser usada é a soma das duas direções: dk = d˜k + dˆk. Ao invés de alular
(3.14) e depois somar as direções, podemos somar os dois sistemas [40℄:


A 0 0
0 I At
Zk Xk 0




∆xk
∆zk
∆yk

 = −


rk1
rk2
r˜k3

 , (3.15)
onde:
r˜k3 = X
kZku+∆X˜k∆Z˜ku− µku.
Para o álulo de µk, denimos ρ˜k omo sendo o valor médio dos produtos x˜iz˜i se usarmos
a direção am. Se ρ˜k ≪ ρk, a direção am é uma boa direção de busa e tomamos µk próximo
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Método 3.3 Método Preditor-Corretor
Entradas: (x0, z0) > 0, y0 livre e τ ∈ (0, 1).
Para k = 0, 1, 2, . . . faça
[1℄ Calule os resíduos rk1 , r
k
2 e r
k
3 .
[2℄ Resolva (3.13) para obter a direção am-esala d˜k.
[3℄ Calule o tamanho do passo α˜k tal que (x˜k+1, z˜k+1) > 0.
[4℄ Calule µk.
[5℄ Calule o resíduo r˜k3 .
[6℄ Resolva (3.15) para obter a direção de Newton dk.
[7℄ Calule o tamanho do passo αk tal que (xk+1, zk+1) > 0.
[8℄ Calule (xk+1, zk+1, yk+1) = (xk, zk, yk) + αk(∆xk,∆zk,∆yk).
Fim
de 0. Se ρ˜k é apenas um pouo menor que ρk, tomamos µk próximo de 1 [40℄. Para isto,
Mehrotra sugere a seguinte heurístia [26℄:
µk = σkρk, (3.16)
onde:
σk =
(
ρ˜k
ρk
)3
ρ˜k = (xk + α˜∆x˜)t(zk + α˜∆z˜)/n.
Apenas uma deomposição é alulada a ada iteração, pois a mesma matriz Jaobiana é
utilizada na resolução dos dois sistemas lineares. Assim, o método preditor-orretor pode ser
obtido om uma pequena modiação do método de trajetória entral, om usto omputa-
ional adiional relativamente baixo, mas om ganho signiativo no número de iterações
para problemas de programação linear.
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Cabe ressaltar que o sistema a ser resolvido na prátia, para o álulo das direções de
busa, envolve uma eliminação de variáveis, resultando na maioria das implementações em
um sistema simétrio denido positivo de dimensão menor [40℄. Além disso, todos os métodos
apresentados nesta seção podem ser failmente generalizados para problemas om variáveis
analizadas na formulação (3.4).
3.2.4 Cálulo da Direção de Newton
A direção de Newton pode ser obtida resolvendo diretamente o sistema:


A 0 0
0 I At
Z X 0




∆x
∆z
∆y

 = −


r1
r2
r3

 , (3.17)
ou resolvendo o sistema reduzido:
A(Z−1X)At∆y = −r1 + A(−Z−1Xr2 + Z−1r3) (3.18)
e depois alulando:
∆z = −r2 − At∆y
∆x = −Z−1(r3 +X∆z).
Esta eliminação de variáveis obtem um sistema denido positivo de dimensão menor e
portanto reduz o esforço omputaional por iteração.
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3.3 Programação Não-Linear
Um problema de programação não-linear pode ser representado por:
min f(x)
s.a g(x) = 0
hmin ≤ h(x) ≤ hmax,
(3.19)
onde x ∈ Rn, hmin, hmax ∈ Rp e f : Rn → R, g : Rn → Rm e h : Rn → Rp são funções
ontínuas e deriváveis.
Introduzindo as variáveis de folga nas inequações, temos:
min f(x)
s.a g(x) = 0
h(x) + s1 = h
max
h(x)− s2 = hmin
(s1, s2) ≥ 0,
(3.20)
onde s1, s2 ∈ Rp.
A ondição de não negatividade das variáveis de folga pode ser imposta adiionando uma
barreira logarítmia à função objetivo [32℄:
min f(x)− µ
p∑
i=1
(ln s1i + ln s2i)
s.a g(x) = 0
s1 + h(x)− hmax = 0
s2 − h(x) + hmin = 0.
(3.21)
O problema (3.20) está assoiado ao problema de barreira (3.21), pois a sequênia de
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soluções do problema perturbado tende a solução do problema original onforme a sequênia
de parâmetros de barreira positivos µ onverge para zero.
Assim, a função Lagrangiana do problema (3.21) é:
L = f(x)− µ
p∑
i=1
(ln s1i + ln s2i)+
+ytg(x) + zt1(s1 + h(x)− hmax) + zt2(s2 − h(x) + hmin),
(3.22)
onde y ∈ Rm e z1, z2 ∈ Rp são as variáveis duais hamadas de multipliadores de Lagrange.
Um mínimo loal de (3.21) pode ser expresso omo um ponto estaionário de L e deve
satisfazer as ondições neessárias de primeira ordem (KKT):
∇xL = ∇xf(x) + Jg(x)ty + Jh(x)tz1 − Jh(x)tz2 = 0
∇s1L = z1 − µS−11 u = 0
∇s2L = z2 − µS−12 u = 0
∇yL = g(x) = 0
∇z1L = s1 + h(x)− hmax = 0
∇z2L = s2 − h(x) + hmin = 0,
(3.23)
onde ∇xf(x) ∈ Rn é o gradiente de f(x), Jg(x) ∈ Rm×n é a matriz Jaobiana de
g(x) e Jh(x) ∈ Rp×n é a matriz Jaobiana de h(x). Assim Jg(x)ty =
∑m
i=1 yi∇gi(x),
Jh(x)
tz1 =
∑p
i=1 z1i∇hi(x) e Jh(x)tz2 =
∑p
i=1 z2i∇hi(x). Novamente a notação S1 = diag(s1),
S2 = diag(s2), Z1 = diag(z1) e Z2 = diag(z2) é utilizada e u ∈ Rp representa o vetor em que
todos os elementos tem valor unitário.
Reesalando as equações referentes à omplementaridade, podemos expressar as ondições
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de otimalidade da seguinte forma:


∇xf(x) + Jg(x)ty + Jh(x)tz1 − Jh(x)tz2
S1Z1u− µu
S2Z2u− µu
g(x)
s1 + h(x)− hmax
s2 − h(x) + hmin


= 0, (3.24)
om (s1, s2) > 0 e onsequentemente (z1, z2) > 0.
3.3.1 Método de Trajetória Central
Analogamente à programação linear, apliamos o método de Newton ao sistema (3.24):


∇2xxL 0 0 Jg(x)t Jh(x)t −Jh(x)t
0 Z1 0 0 S1 0
0 0 Z2 0 0 S2
Jg(x) 0 0 0 0 0
Jh(x) I 0 0 0 0
−Jh(x) 0 I 0 0 0




∆x
∆s1
∆s2
∆y
∆z1
∆z2


= −


r1
r2
r3
r4
r5
r6


, (3.25)
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onde:
∇2xxL = ∇2xxf(x) +
∑m
i=1∇2xxgi(x)yi +
∑p
i=1∇2xxhi(x)z1i −
∑p
i=1∇2xxhi(x)z2i
r1 = ∇xf(x) + Jg(x)ty + Jh(x)tz1 − Jh(x)tz2
r2 = S1Z1u− µu
r3 = S2Z2u− µu
r4 = g(x)
r5 = s1 + h(x)− hmax
r6 = s2 − h(x) + hmin.
Ao ontrário de programação linear (onde σ é xo), o parâmetro σk pode ser atualizado
na fórmula (3.16) em função do gap de omplementaridade st1z1 + s
t
2z2 após ada iteração.
Neste trabalho, a atualização será feita através da heurístia [12℄:
σk = min(0, 2; 100(st1z1 + s
t
2z2)). (3.26)
3.3.2 Método Preditor-Corretor
Analogamente à programação linear, alulamos iniialmente a direção am d˜k (µ = 0):


∇2xxL 0 0 Jg(x)t Jh(x)t −Jh(x)t
0 Z1 0 0 S1 0
0 0 Z2 0 0 S2
Jg(x) 0 0 0 0 0
Jh(x) I 0 0 0 0
−Jh(x) 0 I 0 0 0




∆x˜
∆s˜1
∆s˜2
∆y˜
∆z˜1
∆z˜2


= −


r1
r2
r3
r4
r5
r6


, (3.27)
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onde:
∇2xxL = ∇2xxf(x) +
∑m
i=1∇2xxgi(x)yi +
∑p
i=1∇2xxhi(x)z1i −
∑p
i=1∇2xxhi(x)z2i
r1 = ∇xf(x) + Jg(x)ty + Jh(x)tz1 − Jh(x)tz2
r2 = S1Z1u
r3 = S2Z2u
r4 = g(x)
r5 = s1 + h(x)− hmax
r6 = s2 − h(x) + hmin.
Em seguida, a mesma matriz Jaobiana do sistema não-linear (3.24) é usada para alular
a direção de orreção. Como a expressão analítia geral das orreções referentes às ondições
de fatibilidade primal e dual não é onheida, onsidera-se que estas são iguais a 0:


∇2xxL 0 0 Jg(x)t Jh(x)t −Jh(x)t
0 Z1 0 0 S1 0
0 0 Z2 0 0 S2
Jg(x) 0 0 0 0 0
Jh(x) I 0 0 0 0
−Jh(x) 0 I 0 0 0




∆xˆ
∆sˆ1
∆sˆ2
∆yˆ
∆zˆ1
∆zˆ2


= −


0
rˆ2
rˆ3
0
0
0


, (3.28)
onde:
rˆ2 = ∆S˜1∆Z˜1u− µu
rˆ3 = ∆S˜2∆Z˜2u− µu.
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Finalmente, a direção dk a ser usada é a soma das duas direções:


∇2xxL 0 0 Jg(x)t Jh(x)t −Jh(x)t
0 Z1 0 0 S1 0
0 0 Z2 0 0 S2
Jg(x) 0 0 0 0 0
Jh(x) I 0 0 0 0
−Jh(x) 0 I 0 0 0




∆x
∆s1
∆s2
∆y
∆z1
∆z2


= −


r1
r˜2
r˜3
r4
r5
r6


, (3.29)
onde:
r˜2 = S1Z1u+∆S˜1∆Z˜1u− µu
r˜3 = S2Z2u+∆S˜2∆Z˜2u− µu.
Ao invés de onsiderar que as orreções das ondições de fatibilidade primal e dual são
iguais a 0, no próximo apítulo será proposto um método preditor-orretor om orreções em
todas as ondições de otimalidade para o problema de uxo de potênia ótimo.
3.3.3 Cálulo da Direção de Newton
A direção de Newton pode ser obtida resolvendo diretamente o sistema:


∇2xxL 0 0 Jg(x)t Jh(x)t −Jh(x)t
0 Z1 0 0 S1 0
0 0 Z2 0 0 S2
Jg(x) 0 0 0 0 0
Jh(x) I 0 0 0 0
−Jh(x) 0 I 0 0 0




∆x
∆s1
∆s2
∆y
∆z1
∆z2


= −


r1
r2
r3
r4
r5
r6


, (3.30)
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ou resolvendo o sistema aumentado [40℄ em função de ∆x e ∆y:

 M Jg(x)t
Jg(x) 0



 ∆x
∆y

 = −

 r
r4

 , (3.31)
e depois alulando:
∆s1 = −r5 − Jh(x)∆x
∆s2 = −r6 + Jh(x)∆x
∆z1 = −S−11 (r2 + Z1∆s1)
∆z2 = −S−12 (r3 + Z2∆s2),
onde:
M = ∇2xxL+ Jh(x)t(S−11 Z1 + S−12 Z2)Jh(x)
r = r1 + Jh(x)
t(−S−11 (r2 − Z1r5) + S−12 (r3 − Z2r6)).
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Capítulo 4
Método Preditor-Corretor Completo
Neste apítulo será desenvolvido um método preditor-orretor om orreções não lineares em
todas as equações das ondições de otimalidade para ser apliado ao problema de uxo de
potênia ótimo.
4.1 Motivação
No método preditor-orretor tradiional para programação não-linear as orreções são apli-
adas somente nas equações oriundas das ondições de omplementaridade. Em programação
linear as restrições de fatibilidade primal e dual não neessitam orreção, pois são lineares,
e em programação não-linear as orreções não são apliadas a estas restrições, porque geral-
mente resultam em expressões omplexas ou impossíveis de obter analitiamente. No entanto,
ao utilizarmos o modelo em oordenadas artesianas para o problema de uxo de potênia
ótimo, estas orreções podem ser obtidas analitiamente pois todas as restrições são quadráti-
as.
Os métodos primais-duais sem orreção tendem a não obter onvergênia para muitos
problemas onde o método preditor-orretor obtem suesso [38℄. Parte deste melhor desem-
penho se deve ao termo de orreção não linear. Neste trabalho propomos a apliação do
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termo de orreção não linear do método preditor-orretor à todas as equações.
Utilizando novamente a notação X = diag(x), as restrições de balanço de potênia podem
ser expressas de forma geral omo:
XAx− b = 0. (4.1)
Apliando o método de Newton, temos:
(XA+ diag(Ax))∆x˜ = b−XAx. (4.2)
Substituindo x˜ = x+∆x˜ nas equações originais, temos:
X˜Ax˜− b = (X +∆X˜)A(x+∆x˜)− b
= XAx+XA∆x˜+∆X˜Ax+∆X˜A∆x˜− b
= XAx+∆X˜A∆x˜− b+ (b−XAx)
= ∆X˜A∆x˜,
(4.3)
pois ∆X˜Ax = diag(Ax)∆x˜. Assim, a orreção não linear para (4.1) é:
∆X˜A∆x˜. (4.4)
Para obter as equações duais de um problema om restrições quadrátias é neessário
denir a função objetivo. No problema de uxo de potênia ótimo esta função geralmente
é quadrátia, por exemplo: φ(x) = xtHx. Assim, desprezando as analizações, a função
Lagrangiana do problema é:
L(x, y) = xtHx+ yt(XAx− b). (4.5)
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As equações duais (∇xL = 0) podem ser obtidas a partir da Lagrangiana:
2Hx+ AtY x+ Y Ax = 0. (4.6)
Apliando o método de Newton, temos:
(2H + AtY + Y A)∆x˜+ (AtX + diag(Ax))∆y˜ = −2Hx− AtY x− Y Ax. (4.7)
Substituindo (x˜, y˜) = (x, y) + (∆x˜,∆y˜) nas equações originais, temos:
2Hx˜+ AtY˜ x˜+ Y˜ Ax˜ = 2H(x+∆x˜) + At(Y +∆Y˜ )(x+∆x˜)+
+(Y +∆Y˜ )A(x+∆x˜)
= 2Hx+ AtY x+ Y Ax+
+2H∆x˜+ AtY∆x˜+ At∆Y˜ x+ Y A∆x˜+∆Y˜ Ax+
+At∆Y˜∆x˜+∆Y˜ A∆x˜
= 2Hx+ AtY x+ Y Ax+
+(−2Hx− AtY x− Y Ax)+
+At∆Y˜∆x˜+∆Y˜ A∆x˜
= At∆Y˜∆x˜+∆Y˜ A∆x˜,
(4.8)
pois ∆Y˜ Ax = diag(Ax)∆y˜ e At∆Y˜ x = AtX∆y˜. Assim, a orreção não linear para as
equações duais (4.6) é:
At∆Y˜∆x˜+∆Y˜ A∆x˜. (4.9)
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4.2 Método Proposto
O método preditor-orretor proposto para o problema de uxo de potênia ótimo tem or-
reções em todas as ondições de otimalidade, graças à formulação das tensões em oordenadas
artesianas. Conforme o método da subseção 3.3.2, alulamos iniialmente a direção am
d˜k (µ = 0):


∇2xxL 0 0 Jg(x)t Jh(x)t −Jh(x)t
0 Z1 0 0 S1 0
0 0 Z2 0 0 S2
Jg(x) 0 0 0 0 0
Jh(x) I 0 0 0 0
−Jh(x) 0 I 0 0 0




∆x˜
∆s˜1
∆s˜2
∆y˜
∆z˜1
∆z˜2


= −


r1
r2
r3
r4
r5
r6


. (4.10)
Em seguida usamos a mesma matriz Jaobiana para alular a direção de orreção:


∇2xxL 0 0 Jg(x)t Jh(x)t −Jh(x)t
0 Z1 0 0 S1 0
0 0 Z2 0 0 S2
Jg(x) 0 0 0 0 0
Jh(x) I 0 0 0 0
−Jh(x) 0 I 0 0 0




∆xˆ
∆sˆ1
∆sˆ2
∆yˆ
∆zˆ1
∆zˆ2


= −


rˆ1
rˆ2
rˆ3
rˆ4
rˆ5
rˆ6


. (4.11)
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Finalmente, a direção dk a ser usada é a soma das duas direções:


∇2xxL 0 0 Jg(x)t Jh(x)t −Jh(x)t
0 Z1 0 0 S1 0
0 0 Z2 0 0 S2
Jg(x) 0 0 0 0 0
Jh(x) I 0 0 0 0
−Jh(x) 0 I 0 0 0




∆x
∆s1
∆s2
∆y
∆z1
∆z2


= −


r˜1
r˜2
r˜3
r˜4
r˜5
r˜6


, (4.12)
onde r˜i = ri + rˆi. As orreções não lineares (rˆi) para o problema de uxo de potênia ótimo
serão deduzidas na seção 4.4.
A seguir é apresentado um resumo do método proposto.
Método 4.1 Método Preditor-Corretor Completo
Entradas: (s01, s
0
2, z
0
1 , z
0
2) > 0, (x
0, y0) livre e τ ∈ (0, 1).
Para k = 0, 1, 2, . . . faça
[1℄ Calule os resíduos rk1 a r
k
6 .
[2℄ Resolva (4.10) para obter a direção am-esala d˜k.
[3℄ Calule o tamanho do passo α˜k tal que (s˜k+11 , s˜
k+1
2 , z˜
k+1
1 , z˜
k+1
2 ) > 0.
[4℄ Calule µk.
[5℄ Calule os resíduos r˜k1 a r˜
k
6 .
[6℄ Resolva (4.12) para obter a direção de Newton dk.
[7℄ Calule o tamanho do passo αk tal que (sk+11 , s
k+1
2 , z
k+1
1 , z
k+1
2 ) > 0.
[8℄ Calule (xk+1, sk+11 , s
k+1
2 , y
k+1, zk+11 , z
k+1
2 ) = (x
k, sk1, s
k
2, y
k, zk1 , z
k
2 ) + α
kdk.
Fim
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4.3 Fluxo de Potênia Ótimo
Relembrando a formulação do problema de uxo de potênia ótimo (seção 2.2), temos:
min φ(x)
s.a Pk(x) + PCk − PGk = 0 ∀k ∈ C
Qk(x) +QCk −QGk = 0 ∀k ∈ C
(vmink )
2 ≤ Vk(x) ≤ (vmaxk )2 ∀k ∈ N
Pmink ≤ Pk(x) ≤ Pmaxk ∀k ∈ G
Qmink ≤ Qk(x) ≤ Qmaxk ∀k ∈ R.
(4.13)
A função objetivo deve permitir o álulo das orreções não lineares. As funções apre-
sentadas na subseção 2.2.1 possuem essa propriedade, pois são todas quadrátias. Porém,
todas elas tem desempenho similar na implementação dos métodos de pontos interiores [37℄.
Assim, neste trabalho será utilizada apenas uma função objetivo: a minimização das perdas
de potênia ativa nas linhas. Esta função é denida omo:
φ(x) =
∑
m∈K
(Pkm + Pmk) ∀k ∈ N, (4.14)
que pode ser expressa de forma matriial omo:
φ(x) = etGe+ f tGf. (4.15)
Comparando om a formulação da seção 3.3, temos:
g(x) =

 gp(x)
gq(x)

 e h(x) =


hv(x)
hp(x)
hq(x)

 , (4.16)
40
onde:
gp(x) = P (x) + PC − PG (C)
gq(x) = Q(x) +QC −QG (C)
hv(x) = V (x) (N)
hp(x) = P (x) (G)
hq(x) = Q(x) (R)
om
P (x) = EGe+ FGf + FBe−EBf
Q(x) = FGe−EGf − EBe− FBf
V (x) = Ee+ Ff.
Na formulação, as restrições são onsideradas apenas no onjunto de índies apropriados.
Por exemplo, P (x) está denido apenas para as barras de arga em gp(x) e apenas para as
barras de geração de potênia ativa em hp(x), embora a expressão de P (x) seja a mesma para
os dois asos. Para evitar uma notação muito arregada, os índies serão omitidos a partir
de agora.
A forma explíita da matriz Jaobiana para o problema de uxo de potênia ótimo é
apresentada na próxima página. Por abuso de notação, será esrito ∇egp omo sendo a parte
da matriz Jaobiana de gp(x) derivada em relação à variável e, e analogamente para as demais
matrizes Jaobianas.
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

∇2eeL ∇2efL 0 0 0 0 0 0 ∇egtp ∇egtq ∇ehtv ∇ehtp ∇ehtq −∇ehtv −∇ehtp −∇ehtq
∇2feL ∇2ffL 0 0 0 0 0 0 ∇fgtp ∇fgtq ∇fhtv ∇fhtp ∇fhtq −∇fhtv −∇fhtp −∇fhtq
0 0 Z1v 0 0 0 0 0 0 0 S1v 0 0 0 0 0
0 0 0 Z1p 0 0 0 0 0 0 0 S1p 0 0 0 0
0 0 0 0 Z1q 0 0 0 0 0 0 0 S1q 0 0 0
0 0 0 0 0 Z2v 0 0 0 0 0 0 0 S2v 0 0
0 0 0 0 0 0 Z2p 0 0 0 0 0 0 0 S2p 0
0 0 0 0 0 0 0 Z2q 0 0 0 0 0 0 0 S2q
∇egp ∇fgp 0 0 0 0 0 0 0 0 0 0 0 0 0 0
∇egq ∇fgq 0 0 0 0 0 0 0 0 0 0 0 0 0 0
∇ehv ∇fhv I 0 0 0 0 0 0 0 0 0 0 0 0 0
∇ehp ∇fhp 0 I 0 0 0 0 0 0 0 0 0 0 0 0
∇ehq ∇fhq 0 0 I 0 0 0 0 0 0 0 0 0 0 0
−∇ehv −∇fhv 0 0 0 I 0 0 0 0 0 0 0 0 0 0
−∇ehp −∇fhp 0 0 0 0 I 0 0 0 0 0 0 0 0 0
−∇ehq −∇fhq 0 0 0 0 0 I 0 0 0 0 0 0 0 0


4
2
4.4 Dedução das Correções
Dado o ponto (x, s1, s2, y, z1, z2) e a direção am (∆x˜,∆s˜1,∆s˜2,∆y˜,∆z˜1,∆z˜2), a orreção é
alulada em (x˜, s˜1, s˜2, y˜, z˜1, z˜2) = (x, s1, s2, y, z1, z2) + (∆x˜,∆s˜1,∆s˜2,∆y˜,∆z˜1,∆z˜2).
Para as equações de omplementaridade:
S˜ij Z˜iju = (Sij +∆S˜ij )(Zij +∆Z˜ij )u
= SijZiju+ Sij∆Z˜iju+∆S˜ijZiju+∆S˜ij∆Z˜iju
= SijZiju+ Sij∆z˜ij + Zij∆s˜ij +∆S˜ij∆Z˜iju
= SijZiju− SijZiju+∆S˜ij∆Z˜iju
= ∆S˜ij∆Z˜iju,
para i = 1 ou 2 e j = v, p ou q.
Para gp(x) = 0:
P (x˜) + PC − PG = P (x+∆x˜) + PC − PG
= (E +∆E˜)G(e+∆e˜) + (F +∆F˜ )G(f +∆f˜)+
+(F +∆F˜ )B(e +∆e˜)− (E +∆E˜)B(f +∆f˜) + PC − PG
= EGe+ FGf + FBe−EBf + PC − PG+
+EG∆e˜+ FG∆f˜ + FB∆e˜− EB∆f˜+
+∆E˜Ge+∆F˜Gf +∆F˜Be−∆E˜Bf+
+∆E˜G∆e˜+∆F˜G∆f˜ +∆F˜B∆e˜−∆E˜B∆f˜
= EGe+ FGf + FBe−EBf + PC − PG+
+[EG+ FB + diag(Ge− Bf)]∆e˜+
+[FG− EB + diag(Gf +Be)]∆f˜+
+∆E˜G∆e˜+∆F˜G∆f˜ +∆F˜B∆e˜−∆E˜B∆f˜
= ∆E˜G∆e˜ +∆F˜G∆f˜ +∆F˜B∆e˜−∆E˜B∆f˜
= P (∆x˜).
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Para gq(x) = 0:
Q(x˜) +QC −QG = Q(x+∆x˜) +QC −QG
= (F +∆F˜ )G(e+∆e˜)− (E +∆E˜)G(f +∆f˜)+
−(E +∆E˜)B(e +∆e˜)− (F +∆F˜ )B(f +∆f˜) +QC −QG
= FGe− EGf −EBe− FBf +QC −QG+
+FG∆e˜− EG∆f˜ − EB∆e˜− FB∆f˜+
+∆F˜Ge−∆E˜Gf −∆E˜Be−∆F˜Bf+
+∆F˜G∆e˜−∆E˜G∆f˜ −∆E˜B∆e˜−∆F˜B∆f˜
= FGe− EGf −EBe− FBf +QC −QG+
[FG− EB − diag(Gf +Be)]∆e˜+
[−EG− FB + diag(Ge− Bf)]∆f˜+
+∆F˜G∆e˜−∆E˜G∆f˜ −∆E˜B∆e˜−∆F˜B∆f˜
= ∆F˜G∆e˜−∆E˜G∆f˜ −∆E˜B∆e˜−∆F˜B∆f˜
= Q(∆x˜).
Para s1v + hv(x)− hmaxv = 0:
s1v + V (x˜)− hmaxv = s1v + V (x+∆x˜)− hmaxv
= s1v + (E +∆E˜)(e+∆e˜) + (F +∆F˜ )(f +∆f˜)− hmaxv
= s1v + Ee + Ff − hmaxv +
+2E∆e˜+ 2F∆f˜+
+∆E˜∆e˜+∆F˜∆f˜
= ∆E˜∆e˜ +∆F˜∆f˜
= V (∆x˜).
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Para s1p + hp(x)− hmaxp = 0:
s1p + P (x˜)− hmaxp = s1p + P (x+∆x˜)− hmaxp
= s1p + (E +∆E˜)G(e+∆e˜) + (F +∆F˜ )G(f +∆f˜)+
+(F +∆F˜ )B(e+∆e˜)− (E +∆E˜)B(f +∆f˜)− hmaxp
= s1p + EGe + FGf + FBe− EBf − hmaxp +
+EG∆e˜ + FG∆f˜ + FB∆e˜− EB∆f˜+
+∆E˜Ge+∆F˜Gf +∆F˜Be−∆E˜Bf+
+∆E˜G∆e˜+∆F˜G∆f˜ +∆F˜B∆e˜−∆E˜B∆f˜
= s1p + EGe + FGf + FBe− EBf − hmaxp +
+[EG + FB + diag(Ge− Bf)]∆e˜+
+[FG− EB + diag(Gf +Be)]∆f˜+
+∆E˜G∆e˜+∆F˜G∆f˜ +∆F˜B∆e˜−∆E˜B∆f˜
= ∆E˜G∆e˜+∆F˜G∆f˜ +∆F˜B∆e˜−∆E˜B∆f˜
= P (∆x˜).
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Para s1q + hq(x)− hmaxq = 0:
s1q +Q(x˜)− hmaxq = s1q +Q(x+∆x˜)− hmaxq
= s1q + (F +∆F˜ )G(e+∆e˜)− (E +∆E˜)G(f +∆f˜)+
−(E +∆E˜)B(e +∆e˜)− (F +∆F˜ )B(f +∆f˜)− hmaxq
= s1q + FGe− EGf −EBe− FBf − hmaxq
+FG∆e˜− EG∆f˜ − EB∆e˜− FB∆f˜+
+∆F˜Ge−∆E˜Gf −∆E˜Be−∆F˜Bf+
+∆F˜G∆e˜−∆E˜G∆f˜ −∆E˜B∆e˜−∆F˜B∆f˜
= s1q + FGe− EGf −EBe− FBf − hmaxq
[FG− EB − diag(Gf +Be)]∆e˜+
[−EG− FB + diag(Ge− Bf)]∆f˜+
+∆F˜G∆e˜−∆E˜G∆f˜ −∆E˜B∆e˜−∆F˜B∆f˜
= ∆F˜G∆e˜−∆E˜G∆f˜ −∆E˜B∆e˜−∆F˜B∆f˜
= Q(∆x˜).
Para s2v − hv(x) + hminv = 0:
s2v − V (x) + hminv = s2v − V (x+∆x˜) + hminv
= s2v − (E +∆E˜)(e +∆e˜)− (F +∆F˜ )(f +∆f˜) + hminv
= s2v − Ee− Ff + hminv +
−2E∆e˜− 2F∆f˜+
−∆E˜∆e˜−∆F˜∆f˜
= −∆E˜∆e˜−∆F˜∆f˜
= −V (∆x˜).
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Para s2p − hp(x) + hminp = 0:
s2p − P (x˜) + hminp = s2p − P (x+∆x˜) + hminp
= s2p − (E +∆E˜)G(e+∆e˜)− (F +∆F˜ )G(f +∆f˜)+
−(F +∆F˜ )B(e+∆e˜) + (E +∆E˜)B(f +∆f˜) + hminp
= s2p − EGe− FGf − FBe+ EBf + hminp +
−EG∆e˜− FG∆f˜ − FB∆e˜ + EB∆f˜+
−∆E˜Ge−∆F˜Gf −∆F˜Be +∆E˜Bf+
−∆E˜G∆e˜−∆F˜G∆f˜ −∆F˜B∆e˜ +∆E˜B∆f˜
= s2p − EGe− FGf − FBe+ EBf + hminp +
−[EG + FB + diag(Ge−Bf)]∆e˜+
−[FG−EB + diag(Gf +Be)]∆f˜+
−∆E˜G∆e˜−∆F˜G∆f˜ −∆F˜B∆e˜ +∆E˜B∆f˜
= −∆E˜G∆e˜−∆F˜G∆f˜ −∆F˜B∆e˜ +∆E˜B∆f˜
= −P (∆x˜).
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Para s2q − hq(x) + hminq = 0:
s2q −Q(x˜) + hminq = s2q −Q(x+∆x˜) + hminq
= s2q − (F +∆F˜ )G(e+∆e˜) + (E +∆E˜)G(f +∆f˜)+
+(E +∆E˜)B(e+∆e˜) + (F +∆F˜ )B(f +∆f˜) + hminq
= s2q − FGe+ EGf + EBe + FBf + hminq
−FG∆e˜+ EG∆f˜ + EB∆e˜+ FB∆f˜+
−∆F˜Ge+∆E˜Gf +∆E˜Be+∆F˜Bf+
−∆F˜G∆e˜ +∆E˜G∆f˜ +∆E˜B∆e˜+∆F˜B∆f˜
= s2q − FGe+ EGf + EBe + FBf + hminq
−[FG− EB − diag(Gf +Be)]∆e˜+
−[−EG− FB + diag(Ge− Bf)]∆f˜+
−∆F˜G∆e˜ +∆E˜G∆f˜ +∆E˜B∆e˜+∆F˜B∆f˜
= −∆F˜G∆e˜ +∆E˜G∆f˜ +∆E˜B∆e˜+∆F˜B∆f˜
= −Q(∆x˜).
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Para a equação dual ∇eφ(x)t + ∇eg(x)ty + ∇eh(x)tz1 − ∇eh(x)tz2 = 0, ou seja,
∇eφt +∇egtpyp +∇egtqyq +∇ehtv(z1v − z2v) +∇ehtp(z1v − z2v) +∇ehtq(z1v − z2v) = 0:
2Gte˜+
+[E˜G+ F˜B + diag(Ge˜−Bf˜)]ty˜p+
+[F˜G− E˜B − diag(Gf˜ +Be˜)]ty˜q+
+2E˜t(z˜1v − z˜2v)+
+[E˜G+ F˜B + diag(Ge˜−Bf˜)]t(z˜1p − z˜2p)+
+[F˜G− E˜B − diag(Gf˜ +Be˜)]t(z˜1q − z˜2q)
= [∆E˜G+∆F˜B + diag(G∆e˜−B∆f˜))]t∆y˜p+
+[∆F˜G−∆E˜B − diag(G∆f˜ +B∆e˜)]t∆y˜q+
+2∆E˜t(∆z˜1v −∆z˜2v)+
+[∆E˜G+∆F˜B + diag(G∆e˜−B∆f˜)]t(∆z˜1p −∆z˜2p)+
+[∆F˜G−∆E˜B − diag(G∆f˜ +B∆e˜)]t(∆z˜1q −∆z˜2q)
= ∇egp(∆x˜)t∆y˜p +∇egq(∆x˜)t∆y˜q+
+∇ehv(∆x˜)t∆z˜1v +∇ehp(∆x˜)t∆z˜1p +∇ehq(∆x˜)t∆z˜1q+
−∇ehv(∆x˜)t∆z˜2v −∇ehp(∆x˜)t∆z˜2p −∇ehq(∆x˜)t∆z˜2q
= ∇eg(∆x˜)t∆y˜ +∇eh(∆x˜)t∆z˜1 −∇eh(∆x˜)t∆z˜2.
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Para a equação dual ∇fφ(x)t + ∇fg(x)ty + ∇fh(x)tz1 − ∇fh(x)tz2 = 0, ou seja,
∇fφt +∇fgtpyp +∇fgtqyq +∇fhtv(z1v − z2v) +∇fhtp(z1v − z2v) +∇fhtq(z1v − z2v) = 0:
2Gtf˜+
+[F˜G− E˜B + diag(Gf˜ +Be˜)]ty˜p+
+[−E˜G− F˜B + diag(Ge˜− Bf˜)]ty˜q+
+2F˜ t(z˜1v − z˜2v)+
+[F˜G− E˜B + diag(Gf˜ +Be˜)]t(z˜1p − z˜2p)+
+[−E˜G− F˜B + diag(Ge˜− Bf˜)]t(z˜1q − z˜2q)
= [∆F˜G−∆E˜B + diag(G∆f˜ +B∆e˜)]t∆y˜p+
+[−∆E˜G−∆F˜B + diag(G∆e˜− B∆f˜)]t∆y˜q+
+2∆F˜ t(∆z˜1v −∆z˜2v)+
+[∆F˜G−∆E˜B + diag(G∆f˜ +B∆e˜)]t(∆z˜1p −∆z˜2p)+
+[−∆E˜G−∆F˜B + diag(G∆e˜− B∆f˜)]t(∆z˜1q −∆z˜2q )
= ∇fgp(∆x˜)t∆y˜p +∇fgq(∆x˜)t∆y˜q+
+∇fhv(∆x˜)t∆z˜1v +∇fhp(∆x˜)t∆z˜1p +∇fhq(∆x˜)t∆z˜1q+
+∇fhv(∆x˜)t∆z˜2v +∇fhp(∆x˜)t∆z˜2p +∇fhq(∆x˜)t∆z˜2q
= ∇fg(∆x˜)t∆y˜ +∇fh(∆x˜)t∆z˜1 −∇fh(∆x˜)t∆z˜2.
Introduzindo também a perturbação de entragem µ, as orreções não lineares para o
problema de uxo de potênia ótimo são:
rˆ1 =

 ∇eg(∆x˜)t∆y˜ +∇eh(∆x˜)t∆z˜1 −∇eh(∆x˜)t∆z˜2
∇fg(∆x˜)t∆y˜ +∇fh(∆x˜)t∆z˜1 −∇fh(∆x˜)t∆z˜2


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rˆ2 =


∆S˜1v∆z˜1v − µu
∆S˜1p∆z˜1p − µu
∆S˜1q∆z˜1q − µu


rˆ3 =


∆S˜2v∆z˜2v − µu
∆S˜2p∆z˜2p − µu
∆S˜2q∆z˜2q − µu


rˆ4 =

 P (∆x˜)
Q(∆x˜)


rˆ5 =


V (∆x˜)
P (∆x˜)
Q(∆x˜)


rˆ6 =


−V (∆x˜)
−P (∆x˜)
−Q(∆x˜)

 ,
onde:
∇eg(∆x˜) =

 ∆E˜G+∆F˜B + diag(G∆e˜− B∆f˜)
∆F˜G−∆E˜B − diag(G∆f˜ +B∆e˜)


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∇fg(∆x˜) =

 ∆F˜G−∆E˜B + diag(G∆f˜ +B∆e˜)
−∆E˜G−∆F˜B + diag(G∆e˜− B∆f˜)


∇eh(∆x˜) =


2∆E˜
∆E˜G+∆F˜B + diag(G∆e˜− B∆f˜)
∆F˜G−∆E˜B − diag(G∆f˜ +B∆e˜)


∇fh(∆x˜) =


2∆F˜
∆F˜G−∆E˜B + diag(G∆f˜ +B∆e˜)
−∆E˜G−∆F˜B + diag(G∆e˜− B∆f˜)

 .
As orreções também devem onsiderar o onjunto de índies apropriados.
4.5 Dedução das Derivadas Utilizadas
Nesta seção serão apresentadas as derivadas das restrições e da função objetivo utilizada.
Será utilizado o fato das matrizes G e B serem simétrias.
Matriialmente:
φ(x) = etGe+ f tGf
gp(x) = EGe + FGf + FBe− EBf + PC − PG (C)
gq(x) = FGe− EGf −EBe− FBf +QC −QG (C)
hv(x) = Ee + Ff (N)
hp(x) = EGe + FGf + FBe− EBf (G)
hq(x) = FGe− EGf −EBe− FBf (R).
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4.5.1 Derivadas de Primeira Ordem
As derivadas de primeira ordem são:
∇eφ(x) = 2Ge
∇fφ(x) = 2Gf
∇egp(x) = EG+ FB + diag(Ge− Bf) (C)
∇fgp(x) = FG− EB + diag(Gf +Be) (C)
∇egq(x) = FG− EB − diag(Gf +Be) (C)
∇fgq(x) = −EG− FB + diag(Ge− Bf) (C)
∇ehv(x) = 2E (N)
∇fhv(x) = 2F (N)
∇ehp(x) = EG+ FB + diag(Ge−Bf) (G)
∇fhp(x) = FG− EB + diag(Gf +Be) (G)
∇ehq(x) = FG−EB − diag(Gf +Be) (R)
∇fhq(x) = −EG− FB + diag(Ge− Bf) (R).
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4.5.2 Derivadas de Segunda Ordem
As derivadas de segunda ordem são:
∇2eeφ(x) = 2G
∇2efφ(x) = 0
∇2feφ(x) = 0
∇2ffφ(x) = 2G
∇2eegp(x)yp = GYp + YpG
∇2efgp(x)yp = BYp − YpB
∇2fegp(x)yp = −BYp + YpB
∇2ffgp(x)yp = GYp + YpG
∇2eegq(x)yq = −BYq − YqB
∇2efgq(x)yq = GYq − YqG
∇2fegq(x)yq = −GYq + YqG
∇2ffgq(x)yq = −BYq − YqB
∇2eehv(x)z1v = 2Z1v
∇2efhv(x)z1v = 0
∇2fehv(x)z1v = 0
∇2ffhv(x)z1v = 2Z1v
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∇2eehp(x)z1p = GZ1p + Z1pG
∇2efhp(x)z1p = BZ1p − Z1pB
∇2fehp(x)z1p = −BZ1p + Z1pB
∇2ffhp(x)z1p = GZ1p + Z1pG
∇2eehq(x)z1q = −BZ1q − Z1qB
∇2efhq(x)z1q = GZ1q − Z1qG
∇2fehq(x)z1q = −GZ1q + Z1qG
∇2ffhq(x)z1q = −BZ1q − Z1qB
∇2eehv(x)z2v = 2Z2v
∇2efhv(x)z2v = 0
∇2fehv(x)z2v = 0
∇2ffhv(x)z2v = 2Z2v
∇2eehp(x)z2p = GZ2p + Z2pG
∇2efhp(x)z2p = BZ2p − Z2pB
∇2fehp(x)z2p = −BZ2p + Z2pB
∇2ffhp(x)z2p = GZ2p + Z2pG
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∇2eehq(x)z2q = −BZ2q − Z2qB
∇2efhq(x)z2q = GZ2q − Z2qG
∇2fehq(x)z2q = −GZ2q + Z2qG
∇2ffhq(x)z2q = −BZ2q − Z2qB
onde Yp, Yq, Z1v , Z1p, Z1q , Z2v , Z2p , Z2q ∈ R|n|×|n| (|n| representa a quantidade de barras do
sistema) tais que:
Yp(C,C) = diag(yp)
Yq(C,C) = diag(yq)
Z1v(N,N) = diag(z1v)
Z1p(G,G) = diag(z1p)
Z1q(R,R) = diag(z1q)
Z2v(N,N) = diag(z2v)
Z2p(G,G) = diag(z2p)
Z2q(R,R) = diag(z2q).
A utilização dos onjuntos de índies na formulação matriial do problema failita a
implementação dos métodos, pois permite a identiação das restrições de forma rápida e
simples.
56
Capítulo 5
Experimentos Computaionais
Neste apítulo serão apresentados os detalhes da implementação dos métodos de pontos
interiores para o problema de uxo de potênia ótimo e os resultados numérios obtidos.
5.1 Detalhes da Implementação
Os testes foram implementados na linguagem de programação MATLAB 7.8 (R2009a) em um
omputador om proessador Intel Core 2 Quad Q9550 2,83 GHz, om 3,23 GB de memória
RAM e sistema operaional MS Windows XP.
A Tabela 5.1 resume as dimensões dos sistemas de potênia utilizados nos testes (|B|
representa a quantidade de linhas de transmissão e transformadores). O sistema BRASIL é
uma versão do sistema interonetado brasileiro e os demais são sistemas de teste do IEEE
de diferentes dimensões.
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Barras e linhas
Sistema |N| |G| |R| |C| |B|
IEEE14 14 5 5 9 20
IEEE30 30 6 6 24 41
IEEE118 118 54 54 64 186
BRASIL 2257 201 201 2056 3509
Tabela 5.1: Sistemas de Potênia
Os valores dos tap's são onsiderados xos e obtidos nos dados dos sistemas, assim omo
os limites de geração de potênia reativa. A soma das apaidades de geração de potênia
ativa é 25% maior que a soma das argas ativas. A preisão adotada no ritério de parada
é a norma do resíduo menor que 10−6. O fator de segurança para o tamanho do passo é
τ = 0, 9995. As direções de busa são aluladas através do sistema aumentado (subseção
3.3.3) e utilizam a fatoração LU om permutação de linhas e reordenação de olunas para
matrizes esparsas do MATLAB.
Nos sistemas IEEE são onsiderados dois asos para os limites da magnitude de tensão:
vk ∈ [0, 90; 1, 10] e vk ∈ [0, 95; 1, 05]. O ponto iniial utilizado para as variáveis primais é
ek = 1 e fk = 0 e as demais variáveis também são iniializadas om valor 1.
No sistema BRASIL apenas o aso vk ∈ [0, 90; 1, 10] é onsiderado e para simular diferentes
situações, a soma das apaidades de geração de potênia ativa assume os valores 10%, 15%
e 20% maiores do que a soma das argas ativas. O ponto iniial utilizado para as variáveis
primais também é ek = 1 e fk = 0, mas as variáveis de folga primais são iniializadas
om s1 = max(0, 01; h
max − h(x)) e s2 = max(0, 01; h(x) − hmin), enquanto que as demais
(z1, z2 e y) são iniializadas om valor 0, 1.
5.1.1 Heurístia Proposta
Embora as tensões sejam limitadas em todas as barras do sistema, é omum a utilização
de heurístias para restringir o onjunto de barras om limite de tensão. Estas heurístias
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obtêm bons resultados porque apenas uma pequena quantidade destas restrições está ativa na
solução ótima. A Tabela 5.2 mostra a quantidade de restrições ativas nos problemas IEEE.
vk ∈ [0, 90; 1, 10] vk ∈ [0, 95; 1, 05]
Sistema vmax vmin vmax vmin
IEEE14 0 0 0 0
IEEE30 1 0 1 0
IEEE118 0 0 1 10
Tabela 5.2: Restrições em vk ativas na solução ótima
Uma heurístia omum [3℄ é desonsiderar iniialmente todas as restrições de tensão e
veriar na solução enontrada quais seriam violadas se as restrições estivessem presentes.
Em seguida, as restrições violadas são adiionadas ao modelo e uma nova solução é alulada.
O proesso ontinua até que nenhuma restrição desonsiderada seja violada, de forma que a
solução enontrada é a solução ótima do problema original onsiderando todas as restrições
de tensão. A grande desvantagem desta heurístia é repetir o proesso de otimização várias
vezes, apenas para enontrar o onjunto de restrições de tensão ativas na solução ótima. Por
exemplo, nos testes realizados om o sistema BRASIL o proesso seria repetido 2 vezes. Ao
desonsiderar todas as restrições, 5 delas seriam violadas na solução enontrada; inluindo
estas 5 restrições e repetindo o proesso, estas restrições estariam ativas e outras 2 estariam
violadas na solução enontrada; repetindo novamente o proesso om essas 7 restrições, nal-
mente hegaríamos à solução ótima. A Tabela 5.3 mostra o tempo de proessamento total
para o sistema interonetado brasileiro utilizando esta heurístia.
Métodos∑
Pmax/
∑
PC TC PC PCC
1,10 181,42 517,66 128,53
1,15 187,07 183,68 127,87
1,20 165,98 197,82 120,40
Tabela 5.3: Tempo (s) para o sistema BRASIL om heurístia existente
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Outra heurístia omum é limitar a tensão somente nas barras de geração [16, 37℄, embora
isso não seja suiente para garantir que as barras de arga também estejam dentro de seus
limites. Por exemplo, na solução enontrada na heurístia anterior, das 7 restrições ativas na
solução ótima apenas 4 orrespondem à barras de geração. Assim, seria neessário repetir o
proesso de otimização para inluir as 3 restrições referentes às barras de argas que foram
desonsideradas.
Neste trabalho, propomos uma heurístia diferente na implementação para o sistema
BRASIL. Iniialmente nenhuma restrição de limite de tensão é onsiderada, mas logo após
ada iteração elas são veriadas. Se algumas das restrições desartadas se tornarem violadas
após uma iteração, estas restrições são inluídas no modelo já a partir da próxima iteração.
As variáveis de folga primais e variáveis duais orrespondentes à estas restrições são atribuídas
om valores iguais a média das variáveis deste tipo já introduzidas anteriormente. No aso de
serem as primeiras a serem introduzidas, reebem o valor orrespondente omo se estivessem
presentes na primeira iteração. Cabe ressaltar que as restrições inluídas permaneem no
modelo mesmo que se tornem inativas após uma iteração.
A heurístia proposta é vantajosa, pois não é neessário repetir todo o proesso de otimiza-
ção e garante que todas as restrições desonsideradas não são violadas na solução ótima.
5.2 Resultados Numérios
Nas Tabelas 5.4 e 5.5 enontram-se o número de iterações e o tempo de proessamento
pelos métodos de trajetória entral (TC), preditor-orretor (PC) e preditor-orretor ompleto
(PCC) om vk ∈ [0, 90; 1, 10].
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Métodos
Sistema TC PC PCC
IEEE14 11 11 8
IEEE30 12 9 8
IEEE118 17 17 15
Tabela 5.4: Número de iterações om vk ∈ [0, 90; 1, 10]
Métodos
Sistema TC PC PCC
IEEE14 0,03 0,03 0,02
IEEE30 0,04 0,03 0,03
IEEE118 0,44 0,46 0,41
Tabela 5.5: Tempo de proessamento (s) om vk ∈ [0, 90; 1, 10]
As Tabelas 5.6 e 5.7 ontem os resultados obtidos pelos métodos om vk ∈ [0, 95; 1, 05].
Métodos
Sistema TC PC PCC
IEEE14 12 10 9
IEEE30 12 9 9
IEEE118 23 24 18
Tabela 5.6: Número de iterações om vk ∈ [0, 95; 1, 05]
Métodos
Sistema TC PC PCC
IEEE14 0,03 0,02 0,02
IEEE30 0,04 0,03 0,03
IEEE118 0,60 0,65 0,49
Tabela 5.7: Tempo de proessamento (s) om vk ∈ [0, 95; 1, 05]
As Tabelas 5.8 e 5.9 estão os resultados obtidos pelos métodos para o sistema interone-
tado brasileiro om a heurístia proposta para as restrições de tensão.
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Métodos∑
Pmax/
∑
PC TC PC PCC
1,10 26 26 17
1,15 24 28 16
1,20 20 35 18
Tabela 5.8: Iterações para o sistema BRASIL e uso da heurístia proposta
Métodos∑
Pmax/
∑
PC TC PC PCC
1,10 80,61 83,30 55,46
1,15 74,39 90,68 52,41
1,20 62,59 113,59 58,99
Tabela 5.9: Tempo (s) para o sistema BRASIL e uso da heurístia proposta
Comparando o tempo de proessamento para o sistema BRASIL utilizando a heurístia
proposta (Tabela 5.9) e a heurístia existente (Tabela 5.3), a heurístia proposta obteve um
desempenho muito superior.
A Tabela 5.10 mostra a quantidade de restrições em vk inluídas pela heurístia proposta
durante o proesso de otimização e sugere que a maioria das restrições são inluídas logo nas
primeiras iterações.
∑
Pmax/
∑
PC 1,10 1,15 1,20
iteração TC PC PCC TC PC PCC TC PC PCC
5 25 61 43 24 59 35 23 56 29
10 33 64 75 32 60 39 31 56 32
15 36 64 75 34 63 39 33 56 32
nal 37 64 75 35 63 39 33 72 32
Tabela 5.10: Restrições em vk inluídas por iteração
Na solução ótima, apenas 7 restrições estão ativas, sendo 2 no limite superior e 5 no limite
inferior. As barras ujas restrições estão ativas são as mesmas para os três asos: as barras
de geração 172, 175, 177 e 1556 e as barras de arga 331, 629 e 635. A Tabela 5.11 mostra
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em que iteração as restrições ativas na solução ótima são inluídas.
∑
Pmax/
∑
PC 1,10 1,15 1,20
barra TC PC PCC TC PC PCC TC PC PCC
172 15 10 10 12 12 9 11 26 9
175 14 9 10 11 12 9 10 22 8
177 5 3 6 5 4 5 5 3 4
331 4 3 5 4 4 4 5 3 4
629 4 3 5 4 4 4 5 3 5
635 18 10 8 16 12 9 14 28 9
1556 4 4 4 4 4 4 4 3 4
Tabela 5.11: Iteração da inlusão das restrições em vk ativas na solução ótima
A heurístia de desonsiderar iniialmente as restrições de tensão é fundamental para a
implementação do sistema BRASIL, pois ada uma das 2257 barras geraria duas restrições de
desigualdade no modelo. Embora esta heurístia não seja neessária para os sistemas IEEE,
sua implementação também foi testada para estes sistemas. A Tabela 5.12, 5.13, 5.14 e 5.15
mostram esses resultados.
Métodos
Sistema TC PC PCC
IEEE14 11 8 7
IEEE30 16 16 12
IEEE118 33 27 20
Tabela 5.12: Iterações om vk ∈ [0, 90; 1, 10] e uso da heurístia proposta
Métodos
Sistema TC PC PCC
IEEE14 0,03 0,02 0,02
IEEE30 0,05 0,05 0,04
IEEE118 0,85 0,72 0,54
Tabela 5.13: Tempo (s) om vk ∈ [0, 90; 1, 10] e uso da heurístia proposta
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Métodos
Sistema TC PC PCC
IEEE14 14 14 11
IEEE30 13 14 10
IEEE118 24 22 22
Tabela 5.14: Iterações om vk ∈ [0, 95; 1, 05] e uso da heurístia proposta
Métodos
Sistema TC PC PCC
IEEE14 0,02 0,03 0,02
IEEE30 0,05 0,06 0,04
IEEE118 0,64 0,61 0,62
Tabela 5.15: Tempo (s) om vk ∈ [0, 95; 1, 05] e uso da heurístia proposta
Para os sistemas IEEE testados, a heurístia proposta não apresenta vantagem quanto ao
número de iterações, embora ela seja fundamental para a implementação de um sistema de
grande porte omo o BRASIL.
Comparando o método preditor-orretor ompleto proposto neste trabalho (PCC) om o
método de trajetória entral (TC), o PCC obteve desempenho superior em todos os asos
testados, onseguindo um tempo omputaional menor mesmo onsiderando o maior esforço
omputaional por iteração.
Na omparação om o método preditor-orretor tradiional (PC), onde o esforço omputa-
ional por iteração é pratiamente igual ao método proposto, o PCC obteve um desempenho
superior na quantidade de iterações. Em alguns asos testados o PC obteve desempenho
inferior até mesmo que o TC, devido à não utilização das orreções em todas as equações.
O tempo de proessamento para os sistemas IEEE é similar, pois os sistemas são onside-
rados de pequeno porte e o usto omputaional de ada iteração é baixo. Já em um sistema
maior, omo o sistema interonetado brasileiro, a diferença é signiativa e a utilização do
método proposto torna-se ainda mais vantajosa.
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Capítulo 6
Conlusões e Perspetivas Futuras
Neste trabalho desenvolvemos um método de pontos interiores preditor-orretor para o pro-
blema de uxo de potênia ótimo. Com a utilização de oordenadas artesianas para represen-
tar as tensões, foi possível obter orreções não lineares também nas ondições de fatibilidade
primal e dual e não apenas nas ondições de omplementaridade omo é tradiionalmente
feito. Além disso, uma nova heurístia que aresenta as restrições de limite de tensão so-
mente na medida que elas são realmente neessárias proporiona eiênia aos métodos de
pontos interiores, permitindo resolver sistemas de grande porte om um pequeno número de
iterações. Esta heurístia tem a vantagem adiional de reduzir o esforço omputaional por
iteração. Assim, foi desenvolvido um método preditor-orretor espeío para o problema de
uxo de potênia ótimo, aproveitando araterístias do modelo.
A nova heurístia proposta mostrou ser fundamental na implementação de sistemas de
grande porte, pois reduz a quantidade de restrições do problema primal, permitindo a busa
de direções mais promissoras para os métodos de pontos interiores. Outra araterístia
a ser destaada pelo método de pontos interiores é a veloidade, pois o maior número de
iterações para o método proposto é 22 e onsiderando todos os asos e métodos testados este
valor atinge 35. Além disso, as iterações são rápidas, permitindo a solução de problemas de
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grande porte omo o sistema interonetado brasileiro em pouos minutos, mesmo usando o
MATLAB.
Comparando o método preditor-orretor ompleto om os métodos de trajetória entral
e preditor-orretor tradiional, o método proposto obteve desempenho superior nos asos
testados, onseguindo um tempo omputaional menor mesmo onsiderando o maior esforço
omputaional por iteração.
O objetivo geral desse trabalho foi alançado, pois o método proposto é apaz de resolver
problemas de uxo de potênia ótimo de diferentes portes e araterístias.
O ponto iniial é ruial nos métodos de pontos interiores, pois ajuda a reduzir o número
de iterações. Como sugestão de melhoria, é neessário um estudo mais detalhado sobre
a obtenção de melhores parâmetros e pontos iniiais adequados para ada sistema. Para
aprimorar a heurístia proposta também é neessário um estudo mais aprofundado sobre os
valores atribuídos às variáveis duais e primais orrespondentes às restrições inluídas.
Seria onveniente traduzir a implementação dos métodos para outra linguagem (C ou
FORTRAN, por exemplo), a m de reduzir o tempo omputaional e explorar om maior
profundidade as araterístias espeiais do problema. Para isso, podem ser utilizadas téni-
as espeías para resolução de sistemas lineares simétrios indenidos [5℄.
O método também pode ser adaptado para outras funções objetivo alternativas, pois
para isso não são neessárias alterações signiativas no desenvolvimento apresentado neste
trabalho. Para tanto, basta que seja possível alular as orreções não lineares da função
objetivo esolhida.
Outra sugestão é inluir no modelo restrições operaionais de limite no uxo de potênia
ativa nas linhas de transmissão. É possível alular as orreções destas restrições, pois elas
são quadrátias quando a tensão é representada em oordenadas polares. Além disso, estas
restrições podem ser tratadas utilizando a mesma heurístia proposta para as restrições de
limite de tensão.
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