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Abstract
This paper investigates the existence of generalized transition fronts for Fisher-KPP
equations in one-dimensional, almost periodic media. Assuming that the linearized
elliptic operator near the unstable steady state admits an almost periodic eigenfunction,
we show that such fronts exist if and only if their average speed is above an explicit
threshold. This hypothesis is satisfied in particular when the reaction term does not
depend on x or (in some cases) is small enough. Moreover, except for the threshold
case, the fronts we construct and their speeds are almost periodic, in a sense.
When our hypothesis is no longer satisfied, such generalized transition fronts still
exist for an interval of average speeds, with explicit bounds.
Our proof relies on the construction of sub and super solutions based on an accurate
analysis of the properties of the generalized principal eigenvalues.
Key-words: generalized transition fronts, almost periodic, Fisher-KPP equation, general-
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1 Introduction and main results
1.1 Introduction
We are concerned with one-dimensional Fisher-KPP equations of the type
ut −
(
a(x)ux
)
x
= c(x)u(1− u), t ∈ R, x ∈ R, (1)
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with coefficients a ∈ C1(R), c ∈ C(R) satisfying the following assumptions:
inf
R
a > 0, inf
R
c > 0, a, a′, c are almost periodic.
These hypotheses will always be understood throughout the paper without further mention.
We use Bochner’s definition of almost periodic functions.
Definition 1.1. [13] A function a : R→ R is almost periodic (a.p. in the sequel) if from any
sequence (xn)n∈N in R one can extract a subsequence (xnk)k∈N such that a(xnk+x) converges
uniformly in x ∈ R.
A function U = U(z, x) is a.p. in x uniformly with respect to z ∈ R if from any sequence
(xn)n∈N in R one can extract a subsequence (xnk)k∈N such that U(z, xnk + x) converges
uniformly in (z, x) ∈ R× R.
When a and c does not depend on x, this equation was investigated in the pioneering
papers of Kolmogorov, Petrovsky and Piskunov [19] and Fisher [17], who addressed the
issue of the existence of special solutions, called travelling fronts: positive solutions of (1)
of the form u(t, x) = U(x − wt) satisfying U(−∞) = 1 and U(+∞) = 0, with unknowns
U (the profile) and w (the speed). Such solutions exist if and only if w ≥ 2√ac =: w∗.
Moreover, the front with minimal speed w∗ attracts, in a sense, the solutions of the Cauchy
problem associated with the initial datum 1(−∞,0), see [19]. The existence of travelling fronts
was extended to more general types of nonlinearities and multi-dimensional equations by
Aronson and Weinberger [2].
When a and c are positive functions of x which are periodic, with the same period, such
a heterogeneity should be taken into account in the definition of the front, giving rise to the
notion of pulsating travelling front: a positive solution of the form u(t, x) = U(x − wt, x),
where U = U(z, x) is periodic in x, U(−∞, x) = 1 and U(+∞, x) = 0 uniformly in x.
Analogously to the case of x-independent coefficients, pulsating travelling fronts exist if and
only if w ≥ w∗, where now w∗ > 0 is expressed in terms of the periodic principal eigenvalues
of some linear operators, see [3]. This result holds true for more general types of nonlinearities
and in multidimensional media [3, 6, 49], as well as when the coefficients are not only periodic
in x but also in t [27, 33] .
An increasing attention has been paid to the case of general heterogeneous coefficients in
the 2000’s. A generalization of the notion of travelling fronts has been given by Berestycki
and Hamel [4, 5].
Definition 1.2. [4, 5] A generalized transition front of equation (1) is a time-global solution
u for which there exists a function X : R→ R such that
lim
x→−∞
u(t, x+X(t)) = 1, lim
x→+∞
u(t, x+X(t)) = 0, uniformly in t ∈ R. (2)
We say that u has an average speed w ∈ R if it holds true that
lim
t−s→+∞
X(t)−X(s)
t− s = w.
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Travelling fronts and pulsating travelling fronts are particular instances of generalized
transition fronts, with X(t) = wt.
The existence of generalized transition fronts for 1-dimensional heterogeneous reaction-
diffusion equations with ignition-type nonlinearities has been derived in [34, 25], and their
stability in [24]. It is also known for bistable time-heterogeneous equations [44]. For Fisher-
KPP equations such as (1), generalized transition waves do not exist in general when the
reaction term c = c(x) is heterogeneous [32], but they do if only the diffusion term a = a(x) is
heterogeneous [50] or if the coefficients a = a(t) and c = c(t) are time heterogeneous [29] (see
also [45] dealing with time uniquely ergodic coefficients). This leads to an alternative notion
of critical travelling wave given by the first author in [28] for 1-dimensional equations. The
situation is much more complicated in multi-dimensional media. Some conditions have been
provided guaranteeing the existence of generalized transition fronts for partially periodic
equations of ignition-type [51] or for space-time heterogeneous Fisher-KPP equations under
a space periodicity assumption [30, 41, 47]. However, for general heterogeneous ignition-type
equations in RN , N ≥ 3, generalized transition fronts do not exist in general [52], unlike the
1-dimensional framework.
In order to go further in the investigation of fronts in heterogeneous Fisher-KPP equa-
tions, we are thus lead to consider specific classes of heterogeneity since generalized transition
fronts do not exist in general for such equations. The aim of the present paper is to un-
derstand the case of spatial a.p. coefficients in dimension 1. The only related results in the
literature we are aware of are Shen’s [42, 43], concerning bistable equations with a time
a.p. reaction term, a typical example being
ut = uxx + u(1− u)
(
u− θ(t))
where θ is an a.p. function such that 0 < θ < 1 in R. This is quite a different problem, but we
note that the type of solutions obtained by Shen are indeed similar to the one of Theorem 1.4
below. However, the construction is very different: Shen uses a stability approach, which is
well-fitted for bistable equations, combined with a parabolic zero number argument, while
in the present paper we use a sub and super solutions method. We also mention here the
work of Lou and Chen [23] on curved travelling fronts for the curvature flow equation with
space a.p. coefficients, which is known to be an asymptotic limit of bistable equations.
Our approach here is inspired by the case of periodic coefficients (see [27] for example),
where the sub and super solutions are constructed starting from exponential solutions of
the linearized equation around the unstable steady state u ≡ 0. In the periodic case, this
naturally leads to consider some eigenvalue problems for linear operators. The main difficulty
here is that it is not clear whether an elliptic operator with a.p. coefficients admits classical
eigenvalues and, even when it does, there could exist multiple bounded eigenfunctions and
they might not be a.p. [40]. We will thus make use of particular exponentially decreasing
solutions of linear problems (see Proposition 1.3) and of generalized principal eigenvalues
(defined by (21)-(22) below).
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1.2 Statement of the results
Our characterization of the minimal average speed of generalized transition fronts involves,
as in periodic media [6, 27], the eigenfunctions of the linearized operator near the unstable
steady state u ≡ 0, that is,
Lφ := (a(x)φ′)′ + c(x)φ. (3)
Unlike in the periodic case, here we do not dispose of the compactness properties that allow
one to define the eigenvalues in a classical sense. In particular, we cannot apply the Krein-
Rutman theorem providing the principal eigenvalue. Thus, we consider the following notion
of generalized principal eigenvalue, introduced by Berestycki, Nirenberg and Varadhan in [9]:
λ1 := inf{λ ∈ R, ∃φ ∈ C2(R), φ > 0, Lφ ≤ λφ in R}. (4)
An equivalent definition was previously given by Agmon [1] for divergence form operators on
Riemannian manifolds and, for general operators, by Nussbaum and Pinchover [35], building
on a result by Protter and Weinberger [39]. In the sequel, we will also make use of a
characterization through a Rayleigh quotient derived in [1], which readily implies that λ1 is
the infimum of the spectrum of −L on L2(R), and also yields λ1 ≥ inf c (see Proposition 2.1
below). In particular, under the standing assumptions, there holds
λ1 > 0.
Besides the almost periodicity of the coefficients, we will assume the following.
Hypothesis 1. The operator L admits an a.p. positive eigenfunction, that is, there exists
an a.p. positive function ϕ1 ∈ C2(R) such that Lϕ1 = λ1ϕ1 in R.
The fact that the eigenvalue associated with an a.p. positive eigenfunction is necessarily
the generalized principal eigenvalue λ1 follows from a Bloch-type property (see [10, Theo-
rem 1.7]). In the periodic case, Hypothesis 1 trivially holds with ϕ1 equal to the periodic
principal eigenvalue of L. We will see in Section 1.3 that Hypothesis 1 is equivalent to require
the existence of a bounded eigenfunction with positive infimum. Let us point out that, for
arbitrary operators, there always exists a positive solution of Lϕ = λϕ1 in R [1, 10], but it
might not be a.p., bounded, nor with a positive infimum.
Checking Hypothesis 1 is actually a difficult task in general. Sorets and Spencer [48]
showed that, when a ≡ 1 and c(x) = K( cos(2πx) + cos(2παx)) with α /∈ Q and K large
enough, the Lyapounov exponent of φ(n + 1) − 2φ(n) + φ(n − 1) + c(n)φ(n) = λφ(n) in
Z is strictly positive, for any λ ∈ R. This implies, through Ruelle-Oseledec’s theorem,
that any solution of this equation should either blow up or decay to zero exponentially,
contradicting a possible almost periodicity. This example is especially striking because the
above function c is quasiperiodic. It involves the discrete Laplace operator, but we believe
that such a phenomenon could also occur for the continuous equation Lφ = λ1φ. Actually,
[48] also deals with the continuous Laplace operator, but excludes in this framework some
eigenvalues and we were not able to determine if the principal eigenvalue λ1 is among them.
On the other hand, Hypothesis 1 holds in two relevant cases, where generalized transition
fronts were not previously obtained:
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1. c is constant.
2. a and c are quasiperiodic and their periods satisfy the non-degeneracy diophantine
condition (9) below.
Indeed, in the first case Hypothesis 1 holds because L admits constant eigenfunctions. The
second case follows from a result by Kozlov [20], that we recall in Section 1.3. The optimality
of Hypothesis 1, and of a weaker one based on the theory of critical operators, will be
discussed in Section 1.3
We will need the following description of the other eigenlevels.
Proposition 1.3. The following properties hold for all γ > λ1:
(i) There exists a unique positive solution φγ ∈ C2(R) of
Lφγ = γφγ in R, φγ(0) = 1, lim
x→+∞
φγ(x) = 0. (5)
(ii) There exists the limit µ(γ) := − limx→±∞ 1x lnφγ(x) > 0.
We are now in position to state our main result.
Theorem 1.4. Let µ(γ) be as in Proposition 1.3. Then, under Hypothesis 1, there exists
w∗ := min
γ>λ1
γ
µ(γ)
> 0
and the following properties hold:
(i) For all w ≥ w∗ there exists a time-increasing generalized transition front with average
speed w; for w > w∗, the front can be written as u(t, x) = U(
∫ x
0
σ−t, x), where σ ∈ C(R)
is a.p. and has average 1/w and U = U(z, x) is a.p. in x uniformly in z ∈ R.
(ii) There are no generalized transition fronts with average speed w < w∗.
Roughly speaking, the profile U and the function σ expressing the front in the super-
critical case w > w∗ inherit the almost periodicity of the coefficients. Whether or not an
analogous property holds true in the case w = w∗ is left as open question. Moreover, in
such case, the front being constructed as a critical travelling wave, in the sense of [28], we
conjecture that it is attractive for Heaviside type initial data (see the discussion about this
topic in [28]).
We derive the non-existence result as a consequence of an estimate of the propagation of
the interface X(t) of generalized transition fronts which is valid even without assuming the
existence of an average speed (see Proposition 3.9 below).
Hypothesis 1 allows us to prove the following key property:
lim
γցλ1
µ(γ) = 0. (6)
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This limit is always well-defined since γ 7→ µ(γ) will be proved to be nondecreasing and non-
negative (see Lemma 2.5). If Hypothesis 1 fails, then exponentially localized eigenfunctions
may arise [48], meaning that this limit might be positive.
If we drop Hypothesis 1 we are still able to obtain a partial existence result.
Theorem 1.5. Let µ(γ) be as in Proposition 1.3 and set
w∗ := inf
γ>λ1
γ
µ(γ)
, w :=
λ1
µ
, where µ := lim
γցλ1
µ(γ).
The following properties hold:
(i) If w∗ < w then for all w ∈ [w∗, w), there exists a time-increasing generalized
transition front with average speed w; for w > w∗, the front can be written as
u(t, x) = U(
∫ x
0
σ − t, x), where σ ∈ C(R) is a.p. and has average 1/w and U = U(z, x)
is a.p. in x uniformly in z ∈ R.
(ii) There are no generalized transition fronts with average speed w < w∗.
Since Hypothesis 1 entails (6), which in turn yields w = +∞, Theorem 1.4 will follow
from Theorem 1.5, after showing that w∗ is attained in that case, see Remark 1. We will also
show that (6) holds when c is constant using an alternative direct argument, see Remark 2.
The above results leave open several interesting problems:
• Do they extend to multi-dimensional equations? The construction of the φγ’s in Propo-
sition 1.3 strongly relies on 1D arguments, but are there analogous solutions in higher
dimensions?
• Is it possible to construct a rigorous example where µ > 0 and, in this case, are there
generalized transition fronts with average speed w > w?
• What are the properties of the critical front with speed w = w∗? Does it have a.p.
profile? Is it attractive, in a sense, for the Cauchy problem?
We conclude with a small lemma ensuring that the sufficient condition for the existence
result in Theorem 1.5(i) is fulfilled up to a constant perturbation of the zero order term.
Lemma 1.6. For c0 large enough the quantities w and w
∗ provided by Theorem 1.5 for the
equation (1) with c(x) replaced by c(x) + c0 satisfy w
∗ < w.
1.3 Optimality of Hypothesis 1
In this section we discuss Hypothesis 1 and a generalization. This involves the notion of
limit operator associated with L, that is, an operator of the type
L∗φ := (a∗(x)φ′)′ + c∗(x)φ,
where a∗(x) and c∗(x) are the limits as n→∞ of a(x+xn) and c(x+xn), for some sequence
(xn)n∈N in R. We know from [7, Lemma 5.6] that, being a and c a.p., the generalized principal
eigenvalue of any limit operator L∗ coincides with the one of L : λ1.
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Hypothesis 2. For any limit operator L∗, the operator L∗−λ1 is critical, that is, the space
of positive solutions to
L∗ϕ = λ1ϕ in R (7)
has dimension 1.
Actually, the definition of criticality is related to the non-existence of a Green function
(see [36]) but in dimension 1 it is known from [1], [26, Appendix 1] that it is equivalent to
the validity of the positive Liouville property stated in Hypothesis 2 (see also [38, Theorem
4.3.4 and Proposition 5.1.3]). We will make use of the theory of critical operators only once,
in order to show that (6) holds under Hypothesis 2, see Proposition 2.6. It follows that (6)
holds under Hypothesis 1, which is more restrictive than Hypothesis 2 owing to the following.
Proposition 1.7. Let L be a self-adjoint operator on R which admits a positive bounded
eigenfunction ϕ. Then, the associated eigenvalue is the generalized principal eigenvalue λ1
given by (4), and there holds:
1. L − λ1 is critical;
2. if in addition inf ϕ > 0 then L∗ − λ1 is critical for any limit operator L∗;
3. inf ϕ > 0 if and only if ϕ is a.p.
The above property 1 could be obtained as a consequence of one of the following stronger
results: [26, Theorem A.9] or [37, Theorem 1.7]. We present below a different, simple direct
proof. The almost periodicity of the coefficients is only needed in 3 (boundedness and uniform
continuity would be enough to guarantee the existence of limit operators so that 2 makes
sense). We point out that in [26] the hypothesis ϕ bounded is replaced by an integrability
condition which holds if ϕ grows at most as
√|x|. However, unlike boundedness, such more
general condition cannot be exploited to get informations about limit operators.
Proof. Firstly, we know from [10, Theorem 1.7] that the existence of the positive bounded
eigenfunction ϕ implies that the associated eigenvalue is necessarily λ1.
1. Let ψ be a nontrivial solution to Lψ = λ1ψ. We can assume without loss of generality
that ψ(0) 6= 0. Let us normalize ϕ, ψ by ϕ(0) = ψ(0) = 1. Using equation (7) for both ϕ
and ψ we get, for all x ∈ R, ∫ x
0
(aϕ′)′ψ =
∫ x
0
(aψ′)′ϕ,
from which we deduce
a(x)(ϕ′ψ − ψ′ϕ)(x) = a(0)(ϕ′ − ψ′)(0),
or equivalently
(ψ/ϕ)′(x) =
a(0)(ψ′ − ϕ′)(0)
a(x)ϕ2(x)
.
It follows that if (ψ′ − ϕ′)(0) has a sign then the function (ψ/ϕ)′ has everywhere the same
sign and it is bounded away from 0 since ϕ is bounded. This implies that ψ/ϕ changes sign
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on R, that is, ψ changes sign. As a consequence, ϕ is the unique positive eigenfunction of L
with eigenvalue λ1, up to a scalar multiple, meaning that L − λ1 is critical.
2. Suppose that inf ϕ > 0. Let L∗ be a limit operator defined through a sequence of
translations (xn)n∈N. The functions ϕ(·+xn) converge locally uniformly (up to subsequences)
to an eigenfunction of L∗ with eigenvalue λ1. Moreover, because ϕ is bounded and has
positive infimum, the same is true for such eigenfunction. Statement 1 of the proposition
eventually implies that L∗ − λ1 is critical.
3. An a.p. positive eigenfunction ϕ is necessarily bounded and with positive infimum.
Indeed, boundedness immediately follows from almost periodicity, while, supposing that
inf ϕ = 0, one would readily obtain the contradiction ϕ ≡ 0 by applying the strong maximum
principle to a limit operator associated with a minimizing sequence for ϕ and then using the
almost periodicity of ϕ. Conversely, let ϕ be a bounded eigenfunction with positive infimum.
We use the following characterization of a.p. functions due to Bochner [14]: a function
g : R → R is a.p. if and only if from any pair of sequences (xn)n∈N, (yn)n∈N one can extract
a common subsequence (x′n)n∈N, (y
′
n)n∈N such that
∀x ∈ R, lim
n→∞
g(x+ x′n + y
′
n) = lim
m→∞
(
lim
n→∞
g(x+ x′n + y
′
m)
)
.
Consider two sequences (xn)n∈N, (yn)n∈N in R. By elliptic estimates, the limits
ϕ˜(x) := lim
n→∞
ϕ(x+ xn), ϕ˜
∗(x) := lim
n→∞
ϕ˜(x+ yn), ϕ
∗(x) := lim
n→∞
ϕ(x+ xn + yn),
exist (up to subsequences) locally uniformly in x ∈ R, and, applying Bochner’s charac-
terization to the coefficients a, c, we deduce that both ϕ˜∗ and ϕ∗ are eigenfunctions with
eigenvalue λ1 of the limit operator L∗ associated with (a subsequence of) the sequence of
translations (xn+ yn)n∈N. The operator L∗−λ1 is critical by statement 2, which means that
the positive functions ϕ˜∗ and ϕ∗ coincide up to a scalar multiple β > 0. Namely
∀x ∈ R, lim
m→∞
(
lim
n→∞
ϕ(x+ xn + ym)
)
= β lim
n→∞
ϕ(x+ xn + yn). (8)
If we show that β = 1, we would infer from Bochner’s characterization that ϕ is a.p. To do
this, we first deduce from the fact that ϕ∗, ϕ˜ are obtained as limits of translations of ϕ and
that ϕ˜∗ is a limit of translations of ϕ˜ that
inf ϕ∗ ≥ inf ϕ, supϕ∗ ≤ supϕ, inf ϕ˜∗ ≥ inf ϕ˜ ≥ inf ϕ, sup ϕ˜∗ ≤ sup ϕ˜ ≤ supϕ.
Now, we apply property (8) with (xn)n∈N replaced by (xn+yn)n∈N and with (yn)n∈N replaced
by (−xn − yn)n∈N. We infer the existence of some β∗ > 0 such that (up to subsequences)
∀x ∈ R, lim
m→∞
ϕ∗(x− xm − ym) = β∗ϕ(x).
This means that β∗ϕ is a limit of translations of ϕ∗ and therefore
β∗ inf ϕ ≥ inf ϕ∗ ≥ inf ϕ, β∗ supϕ ≤ supϕ∗ ≤ supϕ.
It follows that β∗ = 1 and inf ϕ∗ = inf ϕ, supϕ∗ = supϕ. With analogous arguments, con-
sidering the pair of sequences (xn)n∈N and (−xn)n∈N we derive inf ϕ˜ = inf ϕ, sup ϕ˜ = supϕ.
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Finally, starting from the function ϕ˜ (which satisfies the same type of eigenvalue problem
with a.p. coefficients as ϕ) and considering the sequences (yn)n∈N and (−yn)n∈N, we find that
inf ϕ˜∗ = inf ϕ˜, sup ϕ˜∗ = sup ϕ˜. Summing up, we have that inf ϕ˜∗ = inf ϕ∗, sup ϕ˜∗ = supϕ∗,
whence β = 1.
Proposition 1.8 ([20]). Let M ≥ 2 and ω = (ω1, . . . , ωM) ∈ RM be such that
∀n ∈ ZM\{0}, |n · ω| ≥ k|n|−σ for some k, σ > 0. (9)
Assume that a and c are quasiperiodic, in the sense that there exist two functions
aˆ, cˆ ∈ C(RM ,R) with periods ZM which are 1−periodic in all directions, and (ω1, ..., ωM) ∈ (0,∞)M
such that a(x) = aˆ(ω1x, ..., ωMx) and c(x) = cˆ(ω1x, ..., ωMx) for all x ∈ R. Then there exist
r = r(σ) and ε = ε(σ) such that if aˆ, cˆ ∈ Cr(RM ,R) and ‖cˆ‖Cr < ε, then Hypothesis 1 is
satisfied.
A typical example of a function c satisfying these hypotheses is c(x) = ε
(
cos(x)+cos(
√
2x)
)
,
with ε small enough.
2 Properties of the linearized problem
We investigate now the properties of the eigenfunctions of the linearized operator L defined
by (3). For any (possibly unbounded) interval I we define the generalized principal eigenvalue
λ1(L, I) = inf{λ ∈ R, ∃φ ∈ C2(I), φ > 0 in I, Lφ ≤ λφ in I}. (10)
If I is bounded it coincides with the classical principal eigenvalue. In the case I = R the
definition reduces to that of λ1 in (4); we will sometimes use the notation λ1(L,R) in order
to avoid ambiguity. The following characterizations hold without assuming a, c to be almost
periodic, but just bounded (see [1], [10]):
λ1(L, I) = sup
ϕ∈H1
0
(I), ϕ 6≡0
∫
I
(c(x)ϕ2 − a(x)(ϕ′)2) dx∫
I
ϕ2dx
, (11)
λ1(L,R) = lim
R→+∞
λ1(L, (−R,R)). (12)
From (10) it follows that λ1(L, I) is nondecreasing with respect to the inclusion of intervals I.
If L has a.p. coefficients then λ1(L,R) can also be characterized through intervals invading
only R+ (or R−).
Proposition 2.1. There holds
λ1(L, (0, R))ր λ1(L,R) ≥ inf c as Rր +∞.
Proof. First, it is well-known that for all R > 0, there exists a Dirichlet principal eigen-
function, that is, ϕR ∈ C2([0, R]) such that ϕR(0) = ϕR(R) = 0, ϕR > 0 in (0, R) and
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(
a(x)ϕ′R
)′
+ c(x)ϕR = λ1(L, (0, R))ϕR in (0, R). From (10), it follows that R 7→ λ1(L, (0, R))
is nondecreasing and bounded from above by λ1(L,R). Hence, one can define
λ := lim
R→+∞
λ1(L, (0, R)) ≤ λ1(L,R).
The Harnack inequality, elliptic regularity estimates and a diagonal extraction imply that
there exists a sequence (Rn)n such that Rn → +∞ and the functions (ψn)n defined by
ψn(x) := ϕ2Rn(x+Rn)/ϕ2Rn(Rn) converge to some ψ∞ in C1(K) for all compact set K ⊂ R.
Since a and c are a.p., we can assume without loss of generality that there exists a∗, c∗ ∈ C(R)
such that a(x + Rn) → a∗(x) and c(x + Rn) → c∗(x) as n → ∞ uniformly in x ∈ R. It
follows that ψ∞ is a weak solution of
L∗ψ∞ = λψ∞ in R, ψ∞(0) = 1, ψ∞ ≥ 0 in R,
where L∗ is the limit operator defined by L∗φ := (a∗(x)φ′)′ + c∗(x)φ. It follows that
ψ∞ ∈ C2(R) and, by the strong maximum principle, that ψ∞ > 0 in R. Then the char-
acterization (10) yields λ1(L∗,R) ≤ λ. But since λ1(L∗,R) = λ1(L,R) by [7, Lemma 5.6]
because L is a.p., we conclude that λ = λ1(L,R).
Finally, taking ϕ(x) = cos( pi
2R
x) in the characterization (11) we deduce that, as R→∞,
λ1(L, (−R,R)) ≥ inf c+O(R−2), whence, by (12), λ1(L,R) ≥ inf c.
In the sequel we will make frequent use of the following technical lemma, which is an
immediate consequence of Lemma 2.2 in [31]. The latter was proved for a ≡ 1 but the reader
could easily check that it holds true for an elliptic diffusion term a satisfying the hypotheses
of the present paper.
Lemma 2.2. For all γ > λ1(L,R), x0 ∈ R and ε > 0, there exists C > 0 such that any
generalized subsolution φ ∈ C([x0,+∞)) of
Lφ = γφ in (x0,+∞), lim
x→+∞
φ(x) = 0,
satisfies
φ(x) ≤ C(max{φ(x0), 0})e−(√γ−λ1(L,R)−ε)x.
Proof of Proposition 1.3(i). The conclusion holds even when a and c are not a.p., but just
bounded so that λ1(L,R) is finite. The proof is very close to that of Theorem 1.1 in [31].
Take γ > λ1(L,R). Hence, γ > λ1(L, (0, R)) for all R > 0, which implies that the principal
eigenvalue of the operator L − γ with Dirichlet boundary conditions in (0, R) is negative.
There exists then a unique positive solution φRγ of(
a(x)(φRγ )
′
)′
+ (c(x)− γ)φRγ = 0 in (0, R), φRγ (0) = 1, φRγ (R) = 0. (13)
By the comparison principle, the family (φRγ )R>0 is increasing in R. By Lemma 2.2, for all
ε > 0, there exists a constant C = C(ε, γ) so that
∀R > 0, x ∈ (0, R), φRγ (x) ≤ Ce−
(√
γ−λ1(L,R)−ε
)
x
. (14)
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Hence, one can define φ(x) := limR→+∞ φ
R
γ (x) for x ≥ 0. This limit belongs to C2([0,∞))
and satisfies
(
a(x)φ′
)′
+ c(x)φ = γφ over (0,∞) and φ(0) = 1. Moreover, taking
0 < ε <
√
γ − λ1(L,R), one gets from (14) that limx→+∞ φ(x) = 0.
Next, we consider the unique C2 extension of φ to the full real line satisfying Lφ = γφ.
It is only left to check that this extension, that we still denote φ, is positive. Assume that it
is not true and define x0 := sup{x ∈ R, φ(x) = 0}. Define
ϕ(x) :=
{
0 if x < x0,
φ(x) if x ≥ x0.
Then ϕ ∈ H10 (R) since φ converges exponentially to 0 as x→ +∞ and φ′ ∈ L2(x0,∞) using
equation
(
a(x)φ′
)′
+ c(x)φ = γφ. Taking ϕ as a test-function in (11) yields λ1(L,R) ≥ γ,
which is a contradiction.
Lastly, the uniqueness follows either from the characterization of the validity of the
maximum principle in terms of the sign of λ1(L,R) derived in [10, Theorems 1.6 and 1.9],
or from Lemma 2.2. Indeed, for instance, applying the latter with x0 = 0 and φ equal to the
difference of two solutions φ1, φ2 of (5), yields φ1 ≤ φ2 on R+. Then, exchanging φ1 and φ2
we eventually derive φ1 ≡ φ2 on R+, and thus on the whole R by uniqueness of the Cauchy
problem.
Lemma 2.3. For all γ > λ1(L,R), the function φγ is unbounded.
Proof. Assume that φγ is bounded. Define
λ′1(L,R) := sup{λ ∈ R, ∃ϕ ∈ C2(R) ∩ L∞(R), φ > 0 in R, Lφ ≥ λφ in R}.
As φγ is bounded, one can take φ = φγ in the above formula, which gives λ
′
1(L,R) ≥ γ. On
the other hand, it has been proved in [7] that, as L is self-adjoint, λ′1(L,R) = λ1(L,R). This
contradicts γ > λ1(L,R).
Lemma 2.4. For all γ > λ1(L,R), the function φ′γ/φγ is a.p.
Proof. Take γ > λ1(L,R). Consider a sequence (xn)n in R. Then, up to subsequences,
(a(· + xn))n and (c(· + xn))n converge uniformly to some a∗, c∗ ∈ C(R). The operator L∗
defined by L∗φ := (a∗(x)φ′)′ + c∗(x)φ is a limit operator associated with L. Hence, since a
and c are a.p., Lemma 5.6 of [7] yields λ1(L∗,R) = λ1(L,R) < γ. We can therefore apply
Proposition 1.3(i) to L∗ and infer that there exists a positive function φ∗ ∈ C2(R) such that
L∗φ∗ = γφ∗ in R, φ∗(0) = 1, lim
x→+∞
φ∗(x) = 0.
We prove the lemma by showing that φ′γ(· + xn)/φγ(· + xn) converges up to subsequences
to (φ∗)′/φ∗ uniformly in x ∈ R. Assume by way of contradiction that this is not the case.
There exists then a sequence (yn)n such that, up to extraction,
lim
n→∞
∣∣∣∣φ′γ(yn + xn)φγ(yn + xn) − (φ
∗)′(yn)
φ∗(yn)
∣∣∣∣ > 0. (15)
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One can assume, always up to extraction, that as n→∞, (a(·+xn+yn))n and (c(·+xn+yn))n
converge to some a∗∗ and c∗∗ uniformly in R. It is easy to check that a∗(· + yn) → a∗∗ and
c∗(·+ yn)→ c∗∗ as n→∞ uniformly in x ∈ R.
Next, set ψn(x) := φγ(x+xn+yn)/φγ(xn+yn). Since φγ satisfies Lφγ = γφγ, the Harnack
inequality together with interior elliptic estimates imply that the sequence (ψn)n is bounded
in C1,α(I) for any α ∈ (0, 1) and any bounded interval I. It follows from the Ascoli theorem
that (ψn)n∈N converges (up to extraction) in C1loc(R) to some function ψ∞; expressing ψ′′n
from the equation Lψn = γψn we deduce that the convergence actually holds in C2loc(R). The
function ψ∞ is positive and satisfies(
a∗∗(x)ψ′∞
)′
+ c∗∗(x)ψ∞ = γψ∞ in R, ψ∞(0) = 1. (16)
Furthermore, we know from Lemma 2.2 that, for given ε > 0, there is C > 0 such that
∀x > 0, φγ(x+ xn + yn) ≤ Cφγ(xn + yn)e−
(√
γ−λ1(L,R)−ε
)
x
,
and thus ψ∞(x) ≤ Ce−
(√
γ−λ1(L,R)−ε
)
x. This implies limx→+∞ ψ∞(x) = 0.
Similarly, defining ϕn(x) := φ
∗(x + yn)/φ
∗(yn) for all n and x ∈ R, one can prove that,
up to extraction, the sequence (ϕn)n converges in C2loc(R) to a solution ϕ∞ of (16). Moreover
limx→+∞ ϕ∞(x) = 0 again by Lemma 2.2. Proposition 1.3 eventually yields that ϕ∞ ≡ ψ∞.
This is impossible because ϕ′∞(0) 6= ψ′∞(0) by (15), which provides the final contradiction.
Proof of Proposition 1.3(ii). We write
1
x
lnφγ(x) =
1
x
∫ x
0
φ′γ(y)
φγ(y)
dy.
Since the function φ′γ/φγ is a.p. by Lemma 2.4, it is well known that the average
− µ(γ) := lim
x→±∞
1
x
∫ z+x
z
φ′γ(y)
φγ(y)
dy (17)
exists uniformly in z ∈ R (see, e.g., [11, 16]). We show in the next lemma that
µ(γ) ≥√γ − λ1(L,R) > 0, which concludes the proof of the statement.
Lemma 2.5. The function γ 7→ µ(γ) defined on (λ1(L,R),+∞) is concave, nondecreasing
and there exists C > 0 such that, for γ > λ1(L,R),√
γ − λ1(L,R) ≤ µ(γ) ≤ C√γ, (18)
µ(γ) > µ := lim
γցλ1(L,R)
µ(γ).
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Proof. Take λ1(L,R) < γ1 < γ2 and θ ∈ (0, 1). Call γ := (1 − θ)γ1 + θγ2 and
ψ(x) := φ1−θγ1 (x)φ
θ
γ2
(x). A straightforward computation yields
(
a(x)ψ′
)′
= −a(x)θ(1 − θ)ψ
(
φ′γ1
φγ1
− φ
′
γ2
φγ2
)2
+ a(x)(1 − θ)
(
φγ2
φγ1
)θ
φ′′γ1 + a(x)θ
(
φγ1
φγ2
)1−θ
φ′′γ2
+a′(x)(1− θ)
(
φγ2
φγ1
)θ
φ′γ1 + a
′(x)θ
(
φγ1
φγ2
)1−θ
φ′γ2
≤ (1− θ)
(
φγ2
φγ1
)θ
(γ1 − c(x))φγ1 + θ
(
φγ1
φγ2
)1−θ
(γ2 − c(x))φγ2
= (γ − c(x))ψ.
The maximum principle, together with the boundary conditions at 0 and +∞, gives
φγ(x) ≤ ψ(x) = φ1−θγ1 (x)φθγ2(x) for all x > 0. It follows that
∀x > 0, −1
x
lnφγ(x) ≥ −(1− θ)
x
lnφγ1(x)−
θ
x
lnφγ2(x),
whence, letting x go to +∞, we eventually get µ(γ) ≥ (1− θ)µ(γ1) + θµ(γ2).
Next, φγ2 is a subsolution of the equation satisfied by φγ1 in [0,∞) and thus, applying
Lemma 2.2 to φγ2 − φγ1 shows that φγ2 ≤ φγ1 in [0,∞). Hence, we obtain the monotonicity
of γ 7→ µ(γ).
Lemma 2.2 yields that, for any ε > 0,
µ(γ) = − lim
x→+∞
1
x
lnφγ(x) ≥ − lim
x→+∞
C
x
+
√
γ − λ1(L,R)− ε =
√
γ − λ1(L,R)− ε.
Finally, assume by way of contradiction that there exists γ > λ1(L,R) such that µ(γ) = µ.
Then µ(γ) = µ for all γ > λ1(L,R) by monotonicity and concavity, which contradict
µ(γ) ≥√γ − λ1(L,R).
Lastly, it is easy to check that Lemma 2.6 of [31] holds true in our framework, even if a
is heterogeneous, providing a constant C such that µ(γ) ≤ C√γ.
We conclude this section by the analysis of the limit of the exponent µ(γ) as γ ց λ1.
Proposition 2.6. Under Hypothesis 2 it holds that
µ := lim
γցλ1
µ(γ) = 0.
Proof. Consider the analogue φ˜γ of φγ but with imposed decay at −∞, namely,
Lφ˜γ = γφ˜γ in R, φ˜γ(0) = 1, lim
x→−∞
φ˜γ(x) = 0.
The function φ˜γ(−x) fulfils the same properties as φγ. In particular the limit
µ˜(γ) := lim
x→±∞
1
x
ln φ˜γ(x)
13
exists and it is positive. Consider the combination ϕγ :=
√
φ˜γφγ. The same computation as
in the proof of Lemma 2.5 reveals that ϕγ satisfies the equation
1
(L − γ)ϕγ = −1
4
a(x)q2γ ϕγ, with qγ =
φ˜′γ
φ˜γ
− φ
′
γ
φγ
. (19)
We claim that qγ converges uniformly to 0 in R as γ ց λ1. Suppose by contradiction that
this is not the case. Then there exist ε > 0 and two sequences (γn)n and (xn)n such that
γn ց λ1 and |qγn(xn)| ≥ ε for all n ∈ N. Applying the Harnack inequality and then elliptic
estimates to φ˜γn and φγn we see that the (qγn)n are equibounded and equicontinuous on R.
Passing to the limit along (a subsequence of) the translations by xn in (19), we find that the
functions ϕγ(·+ xn)/ϕγ(xn) converge to a positive solution ϕ∗ of
(L∗ − λ1)ϕ∗ = −1
4
a∗(x)q2 ϕ∗,
where L∗ is a limit operator associated with L and a∗, q are the limits of (a(· + xn))n and
(qγn(· + xn))n respectively. Since |q(0)| ≥ ε, we deduce that the operator L∗ − λ1 admits
a positive supersolution which is not a solution. This contradicts the criticality of L∗ − λ1
due to [38, Theorem 3.9 at p. 152]. We have therefore shown that qγ → 0 uniformly in R
as γ ց λ1. Finally, because
µ˜(γ) + µ(γ) = lim
x→+∞
1
x
∫ x
0
qγ ≤ ‖qγ‖∞,
and µ˜(γ), µ(γ) are positive, we infer that both µ˜(γ) and µ(γ) tend to 0 as γ ց λ1.
Remark 1. As Hypothesis 1 implies Hypothesis 2 by Proposition 1.7, it follows from Propo-
sition 2.6 that µ = 0 when Hypothesis 1 is fulfilled. Owing to Lemma 2.5, this implies in
particular that w∗ is attained. Therefore, Theorem 1.4 is a consequence of Theorem 1.5.
Remark 2. As explained in Section 1.3, Hypotheses 1 and 2 are fulfilled if c is constant.
However, in such case, the limit of µ(γ) can be derived directly without using the theory of
critical operators. Assume indeed that c is a positive constant. On one hand, taking φ ≡ 1
in (10) yields λ1 ≤ c, on the other, we know from Proposition 2.1 that λ1 ≥ c. Thus, λ1 = c.
We use now the same type of argument as Zlatos in the proof of [50, Theorem 1.1], even
if our aim is different. Let δ > 0, take γ > c and define u(x) := a(x)φ′γ(x)/φγ(x). This
function is a.p. - being the product of two a.p. functions, see, e.g., [11, Theorem 1.13] - and
satisfies
u′ + u2/a(x) = γ − c in R.
Moreover, as
(
a(x)φ′γ
)′
= (γ − c)φγ > 0 in R, the function φγ does not admit any local
maximum and, as φγ(+∞) = 0, it is thus nonincreasing. Hence u is nonpositive. Now, it is
easy to check that
u2(x) ≤ (γ − c) sup
R
a for all x ∈ R,
1 The function 1
4
a(x)q2
γ
is an optimal Hardy weight in the sense of [15], which implies in particular that
the operator L− γ+ 1
4
a(x)q2
γ
is critical. However, one cannot deduce from this the criticality of L−λ1 (and
of its limit operators), but we need to impose it as an assumption.
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because if the above inequality failed for some x0 ∈ R, u would be decreasing in (−∞, x0),
contradicting the almost periodicity. It follows that
|φ′γ(x)/φγ(x)| ≤
√
γ − c supR
√
a
infR a
for all x ∈ R.
Recalling that µ(γ) is equal to the average of φ′γ/φγ, we derive
|µ(γ)| ≤
√
γ − c supR
√
a
infR a
for all γ > c,
from which (6) follows because λ1 = c.
3 Construction of the fronts
3.1 A preliminary result on a.p. linear operators
Consider an arbitrary elliptic operator defined for all φ ∈ C2(R) by
Mφ := a(x)φ′′ + b(x)φ′ + c(x)φ, (20)
with a, b, c a.p. in x and infR a > 0.
Lemma 3.1. Assume that there exist δ′ ∈ R and a positive function ζ ∈ C2(R) so that
−Mζ ≥ δ′ζ in R, lim
|x|→+∞
1
x
ln ζ(x) = 0.
Then for all δ < δ′, there exists θ ∈ C2(R) ∩ L∞(R) satisfying
−Mθ ≥ δθ in R, inf
R
θ > 0.
Proof. Our proof makes use of the following two generalized principal eigenvalues introduced
in [8]:
λ1 := sup{λ | ∃ζ ∈ C2(R), ζ > 0, lim
|x|→+∞
1
x
ln ζ(x) = 0 such that Mζ ≥ λζ in R}, (21)
λ1 := inf{λ | ∃ζ ∈ C2(R), ζ > 0, lim
|x|→+∞
1
x
ln ζ(x) = 0 such that Mζ ≤ λζ in R}. (22)
It has been proved in [8] that λ1 ≤ λ1. The hypothesis of the lemma reads λ1 ≤ −δ′.
We will now use the same type of arguments as in [8] in order to show that λ1 = λ1,
from which we will construct the desired supersolution θ. As the result of this lemma plays
a central role in the proof of our main result, we briefly sketch the argument here for the
sake of completeness. Consider the family of equations defined, for ε > 0, by:
a(x)u′′ε + a(x)(u
′
ε)
2 + b(x)u′ε + c(x) = εuε in R. (23)
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For all ε > 0, as c is uniformly bounded, there exists some large Mε such that −Mε is a
subsolution and Mε is a supersolution of (23). It follows from Perron’s method that there
exists a (unique) bounded solution uε ∈ C2(R) of equation (23). It has been proved by Lions
and Souganidis in [22, Lemma 3.3] that λ = limε→0 εuε(x) exists uniformly in x ∈ R.
The function ζ := euε satisfies Mζ = εuεζ . Taking it as a test function in the definitions
of λ1 and λ1 and letting ε go to 0 yields λ1 ≥ λ ≥ λ1 and thus λ1 = λ = λ1. In particular,
λ ≤ −δ′. Take δ < δ′ and choose ε > 0 small enough so that |εuε(x) − λ| < δ′ − δ for all
x ∈ R. Then, the function θ := ζ = euε satisfies
Mθ = εuεθ ≤ (λ+ δ′ − δ)θ ≤ −δθ in R.
As uε is bounded, θ is also bounded and satisfies infR θ > 0.
3.2 Construction of sub and supersolutions
In the sequel, for γ > λ1, we will let φγ denote the function given by Proposition 1.3. We
further set
σγ := −
φ′γ
φγ
.
Lemma 3.2. Assume that w∗, w defined in Theorem 1.5 satisfy w∗ < w. Then w∗ is a
minimum. Moreover, for all w ∈ (w∗, w), there exists γ > λ1 such that w = γ/µ(γ) and
w > γ′/µ(γ′) for γ′ − γ > 0 small enough.
Proof. Recall that λ1 ≥ inf c > 0 by Proposition 2.1. On one hand, by hypothesis,
lim
γ→λ1
γ
µ(γ)
=
λ1
µ
= w > w∗ = inf
γ>λ1
γ
µ(γ)
.
On the other, the upper bound for µ in (18) yields γ/µ(γ) → +∞ as γ → +∞ . Hence,
the function γ 7→ γ/µ(γ), which is continuous because γ 7→ µ(γ) is concave by Lemma 2.5,
admits a minimum on (λ1,+∞). Let γ∗ be a minimizing point.
Take w ∈ (w∗, w) and define f(γ) := wµ(γ)− γ for γ ∈ (λ1,+∞). There holds
lim
γ→+∞
f(γ) = −∞, lim
γցλ1
f(γ) = wµ− λ1 < 0.
Moreover, f is concave and f(γ∗) > 0. It follows that f is strictly increasing for γ less than
its first maximal point γM , and that f(γM) > 0. The unique zero of f in (λ1, γM) provides
us with the desired γ.
Throughout this section, we take w ∈ (w∗, w) and we let γ > λ1 be as in Lemma 3.2.
For a given a.p. function σ ∈ C1(R), we define the operator
Lσφ := e
∫ x
0
σL
(
e−
∫ x
0
σφ
)
=
(
a(x)φ′
)′ − 2a(x)σφ′ + (a(x)σ2 − (a(x)σ)′ + c(x))φ.
Proposition 3.3. There exist δ > 0, ε ∈ (0, 1) and a function θ ∈ C2(R)∩L∞(R) satisfying
inf
R
θ > 0, −L(1+ε)σγθ ≥ (δ − (1 + ε)γ) θ in R.
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Proof. Due to our choice of γ, there exists ε ∈ (0, 1) so that
γ
µ(γ)
>
(1 + ε)γ
µ ((1 + ε)γ)
.
Define
F (κ) :=
1
µ(γ)
− 1 + ε
µ(γ + κ)
.
Then F (γε) = 1/µ(γ)− (1 + ε)/µ ((1 + ε)γ) > 0 and F (0) = −ε/µ(γ) < 0. As µ is concave,
it is continuous and thus F is continuous. Hence, there exists κ ∈ (0, εγ) so that F (κ) = 0.
Consider now the function
ζ(x) :=
φγ+κ(x)
φ1+εγ (x)
for all x ∈ R.
Keeping in mind that e−(1+ε)
∫ x
0
σγ = φ1+εγ , we find that the positive function ζ satisfies, in R,
L(1+ε)σγζ = e(1+ε)
∫ x
0
σγL
(
e−(1+ε)
∫ x
0
σγζ
)
=
1
φ1+εγ
L (ζφ1+εγ ) = 1φ1+εγ L (φγ+κ) = (γ + κ)ζ.
It follows that
−(L(1+ε)σγ − (1 + ε)γ)ζ = (εγ − κ)ζ in R.
Moreover,
−1
x
ln ζ(x) = −1
x
lnφγ+κ(x) +
1 + ε
x
lnφγ(x),
and we know from Proposition 1.3(ii) that, as x → +∞, the right-hand side tends to
µ(γ + κ) − (1 + ε)µ(γ), which is equal to 0 by the definition of κ. Notice that we ob-
tain the same limit when x → −∞ thanks to the fact that µ(γ) is the uniform average of
the a.p. function −φ′γ/φγ, that is, (17) holds uniformly with respect to z ∈ R, and likewise
µ(γ + κ) is the uniform average of −φ′γ+κ/φγ+κ. Hence, the hypotheses of Lemma 3.1 are
fulfilled by the operator M = L(1+ε)σγ − (1 + ε)γ with δ′ = εγ − κ > 0, and the statement
of the proposition follows, up to showing that M has a.p. coefficients. Since a and σγ are
a.p. by hypothesis and Lemma 2.4, the only nontrivial check concerns the term (aσγ)
′. We
know from [16, Theorem 1.16] that, in order to prove that (aσγ)
′ is a.p., it is sufficient to show
that aσγ is uniformly continuous, which is readily achieved applying the Harnack inequality
and a priori estimates to the function φγ.
Define for all (t, x) ∈ R× R:
u(t, x) := min
{
1, φγ(x)e
γt
}
,
u(t, x) := max
{
0, φγ(x)e
γt − Aθ(x)φ1+εγ (x)e(1+ε)γt
}
,
where ε and θ are given by Proposition 3.3 and A is a positive constant that will be chosen
later.
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Proposition 3.4. There exists a (weak) solution u ∈ C(R× R) of (1) satisfying u ≤ u ≤ u
in R× R. Moreover, u = u(t, x) is increasing in t.
Proof. Direct computation reveals that φγ(x)e
γt is a supersolution on the whole R×R of (1),
hence u is a generalized supersolution of the same equation. Take (t, x) ∈ R × R so that
u(t, x) > 0 and set for short ζ := φγ(x)e
γt. One has:
ut −
(
a(x)ux
)
x
− c(x)u = −A(1 + ε)γθφ1+εγ e(1+ε)γt + Ae(1+ε)γtφ1+εγ L(1+ε)σγθ
= Aζ1+ε[L(1+ε)σγθ − (1 + ε)γθ]
≤ −Aδθζ1+ε.
Therefore, as 0 obviously solves (1), for u to be a subsolution it is sufficient to choose A so
large that, for all (t, x) such that u(t, x) > 0, one has
Aδθζ1+ε ≥ cζ2.
Observe that u(t, x) > 0 if and only if Aθ(t, x)ζε(t, x) < 1, i.e., ζε−1(t, x) > (Aθ(t, x))1/ε−1,
whence the goal is achieved for
A ≥ supR c
ε
δε infR θ
.
The above observation also shows that u < (Aθ)−1/ε, and thus A can be chosen in such a
way that, in addition, u < 1, whence u ≤ u. A standard argument then provides us with
a solution u ≤ u ≤ u. Let us recall such argument and show that u inherits from u the
monotonicity in t.
Define the sequence of function (un)n in the following way: un is the solution to (1) for
t > −n with initial condition un(−n, x) = u(−n, x). By the comparison principle, the un
satisfy
∀t > −n, x ∈ R, u(t, x) ≤ un(t, x) ≤ u(t, x).
Thus, for m,n ∈ N with m < n and for any 0 < h < 1, using the monotonicity of u we get
um(−m, x) = u(−m, x) ≥ u(−m− h, x) ≥ un(−m− h, x).
Observe that un(· − h, ·) is also a solution of (1), whence the comparison principle yields
∀m < n, 0 < h < 1, t > −m, x ∈ R, um(t, x) ≥ un(t− h, x). (24)
By interior parabolic estimates, (un)n converges locally uniformly (up to subsequences) to
an entire solution u ≤ u ≤ u of (1). Then, passing to the limit as m,n → ∞ (along a
subsequence) in (24) we eventually infer that u(t, x) ≥ u(t − h, x) for all (t, x) ∈ R × R
and 0 < h < 1. This means that u(t, x) is nondecreasing in t. If the monotonicity were
not strict, the parabolic strong maximum principle would imply that u is constant in time,
contradicting the fact that u ≤ u ≤ u.
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3.3 Asymptotics of the profile U
We define
U(z, x) := u
(
1
γ
∫ x
0
σγ − z, x
)
for all (z, x) ∈ R× R, (25)
where u is the function given by Proposition 3.4 and, we recall, σγ := −φ′γ/φγ.
Lemma 3.5. The function U = U(z, x) is decreasing in z and satisfies
lim
z→+∞
U(z, x) = 0, lim
z→−∞
U(z, x) = 1, uniformly in x ∈ R. (26)
Proof. The monotonicity in z of U follows from the monotonicity in t of u. One has
U(z, x) ≤ u
(
1
γ
∫ x
0
σγ − z, x
)
≤ φγ(x) exp
(∫ x
0
σγ − γz
)
= e−γz .
Similarly, for (z, x) ∈ R× R,
U(z, x) ≥ u
(
1
γ
∫ x
0
σγ − z, x
)
≥ e−γz − Aθ(x)φ1+εγ (x)e(1+ε)
∫ x
0
σγ−(1+ε)γz
≥ e−γz − A (supR θ) e−(1+ε)γz .
Namely, U satisfies
∀(z, x) ∈ R× R, e−γz(1−Me−εγz) ≤ U(z, x) ≤ e−γz , (27)
for some positive constant M . From the second inequality we deduce that U(z, x) → 0 as
z → +∞ uniformly with respect to x ∈ R. From the first one, we see that infx∈R U(z, x) > 0
for z large enough, and therefore, because of the monotonicity in z,
∀z ∈ R, inf
(−∞,z]×R
U > 0. (28)
In particular, the following quantity is positive:
ϑ := lim
z→−∞
(
inf
x∈R
U(z, x)
)
.
To conclude the proof we need to show that ϑ = 1. Let (xn)n in R be such that
U(−n, xn)→ ϑ as n→∞. Consider the family of functions (pn)n defined by
pn(t, x) := u
(
1
γ
∫ xn
0
σγ + n− t, xn + x
)
= U
(
1
γ
∫ xn+x
xn
σγ − n+ t, xn + x
)
.
These functions satisfy pn(0, 0) = U(−n, xn) → ϑ as n → ∞ and, for (t, x) ∈ R × R,
lim infn→∞ p
n(t, x) ≥ ϑ. Moreover, by interior parabolic estimates, they converge, up to
subsequences, to a function p∞ satisfying ∂tp
∞ − (a∗(x)p∞x )x = c∗(x)p∞(1 − p∞) in R× R,
where a∗ and c∗ are the uniform limits of
(
a(· + xn)
)
n
and
(
c(· + xn)
)
n
(up to extraction).
Evaluating this equation at the minimum point (0, 0) of p∞ yields c∗(0)ϑ(1 − ϑ) ≤ 0. Since
c∗(0) ≥ infR c > 0 and 0 < ϑ ≤ 1, we eventually get ϑ = 1.
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3.4 Almost periodicity of the profile U
The function U defined by (25) solves
−σ2(x)a(x)∂zzU−∂x
(
a(x)∂xU
)
+2σ(x)a(x)∂zxU− ((aσ)′(x)+1)∂zU = c(x)U(1−U), (29)
for z ∈ R, x ∈ R, with σ := σγ/γ. We say that a function V is a sub (resp. super) solution of
(29) in a domain O ⊂ R2 if v(t, x) := V (∫ x
0
σ − t, x) is a classical sub (resp. super) solution
of (1) for (
∫ x
0
σ − t, x) ∈ O.
The following result is an easy consequence of the weak Harnack inequality.
Lemma 3.6. Let I be an open interval, σ ∈ W 1,∞(R) and U1, U2 be respectively a sub and
a supersolution of (29) which are uniformly continuous and satisfy 0 ≤ U1 ≤ U2 ≤ 1 in
I × R. If
∃z ∈ I, inf
x∈R
(U2 − U1)(z, x) = 0,
then
∀z′ ∈ I, z′ > z, inf
x∈R
(U2 − U1)(z′, x) = 0.
Proof. Assume that there exists z ∈ I such that infx∈R(U2 − U1)(z, x) = 0 and take z′ ∈ I,
z′ > z. Let (xn)n be such that (U
2 − U1)(z, xn) → 0 as n → ∞. Take h > 0 small enough
so that z − h, z′ + 2h ∈ I and take 0 < ρ < h/‖σ‖L∞(R). Then, for i ∈ {1, 2} and n ∈ N, the
function
uin(t, x) := U
i
(∫ x
0
σ(xn + s)ds− t, xn + x
)
is well defined in [−z′ − h,−z]× (−ρ, ρ). We define there the function wn := u2n− u1n, which
is nonnegative and satisfies
∂twn − ∂x
(
a(x+ xn)∂xwn
) ≥ c(xn + x)(1− u2n − u1n)wn, −z′ − h ≤ t ≤ −z, |x| < ρ.
Therefore, taking z < z1 < z2 < z
′, the parabolic weak Harnack inequality (see e.g. Theorem
7.37 in [21]) provides two constants p, C > 0 such that
∀n ∈ N, ‖wn‖Lp((−z′,−z2)×(− ρ2 , ρ2 )) ≤ C inf(−z1,−z)×(− ρ2 , ρ2 )
wn ≤ Cwn(−z, 0).
Whence, since limn→∞wn(−z, 0) = 0, the (wn)n converge to 0 in Lp((−z′,−z2) × (−ρ2 , ρ2)).
One readily deduces from the equicontinuity of the (wn)n that the above L
p conver-
gence to 0 can hold only if wn(−z′, 0) → 0 as n → ∞. We eventually infer that
infx∈R(U
2 − U1)(z′, x) = 0.
The proof of the almost periodicity of U is based on a sliding method.
Proposition 3.7. The profile U = U(z, x) is a.p. in x uniformly with respect to z ∈ R.
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Proof. Consider a sequence (xn)n in R. By the almost periodicity of a, c and σ, we can
assume that, up to extraction of a subsequence, (a(· + xn))n, (c(· + xn))n and (σ(· + xn))n
converge uniformly in R. We claim that (U(·, ·+xn))n converges uniformly in R×R. Assume
by contradiction that it is not the case. There exist then two subsequences (x1n)n, (x
2
n)n of
(xn)n and some sequences (yn)n, (zn)n in R such that
lim inf
n→∞
(U(zn, x
1
n + yn)− U(zn, x2n + yn)) > 0.
By (26), (zn)n is bounded. Then, letting ζ be one of its limit points, the uniform continuity
of U yields
lim inf
n→∞
(U(ζ, x1n + yn)− U(ζ, x2n + yn)) > 0.
For i = 1, 2 and n ∈ N, define
uin(t, x) := U
(∫ x
0
σ(xin + yn + s)ds− t, xin + yn + x
)
.
We see that the uin satisfy (1) with a and c translated by x
i
n + yn + x, and that
lim inf
n→∞
(u1n − u2n)(−ζ, 0) > 0.
Moreover, (a(·+x1n+yn))n, (c(·+x1n+yn))n and (σ(·+x1n+yn))n converge (up to subsequences)
to some functions a∗, c∗ and σ∗ uniformly in R. Since (a(·+xn))n, (c(·+xn))n and (σ(·+xn))n
converge uniformly in R, it turns out that also (a(· + x2n + yn))n, (c(· + x2n + yn))n and
(σ(· + x2n + yn))n converge uniformly to a∗, c∗ and σ∗. By parabolic estimates, we find
that the (uin)n converge (up to subsequences) locally uniformly to some functions v
i which
satisfy (1) with a and c replaced by a∗ and c∗. We also have that (v1 − v2)(−ζ, 0) > 0. It is
straightforward to check that the functions V i defined by V i(z, x) := vi
(∫ x
0
σ∗ − z, x) satisfy
∀z, x ∈ R, V i(z, x) = lim
n→∞
U(z, xin + yn + x),
and that they solve (29) with a, c and σ replaced by a∗, c∗ and σ∗ respectively. Set
κ∗ := sup
R×R
V 1
V 2
.
The fact that both V 1 and V 2 inherit from U the uniform convergence to 1 as z → −∞,
as well as the inequalities (27), imply that V 1/V 2 → 1 as z → ±∞ uniformly in x ∈ R.
Since they also inherit (28), we infer that κ∗ is finite. On the other hand, we know that
κ∗ > 1 because (V 1− V 2)(ζ, 0) = (v1− v2)(−ζ, 0) > 0. As a consequence, using the uniform
continuity of V 1 and V 2, we find that κ∗ is attained at some finite z¯, in the sense that
sup
x∈R
V 1
V 2
(z¯, x) = sup
R×R
V 1
V 2
= κ∗.
Direct computation shows that κ∗V 2 is a supersolution of (29), because κ∗ > 1. We can
therefore apply Lemma 3.6, deducing that
∀z′ > z, inf
x∈R
(κ∗V 2 − V 1)(z′, x) = 0.
From this, taking z′ sufficiently large, we get a contradiction with (27).
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3.5 Existence of fronts with supercritical speeds
We can now complete the proof of Theorem 1.5(i) in the case w > w∗.
Proposition 3.8. For any w ∈ (w∗, w), the solution
u(t, x) = U
(
1
γ
∫ x
0
σγ(y)dy − t, x
)
constructed before, with γ given by Lemma 3.2, is a generalized transition front with average
speed γ/〈σγ〉 = w.
Proof. Recall that, because σγ is a.p., the following limit exists uniformly in a ∈ R:
〈σγ〉 = lim
x→±∞
1
x
∫ a+x
a
σγ . (30)
By construction, c.f. in particular (17) and Lemma 3.2, we have that
〈σγ〉 = 〈−φ′γ/φγ〉 = µ(γ) = γ/w.
Since γ/w > 0, this allows us to define X(t), for t ∈ R, as the smallest value for which∫ X(t)
0
σγ = γt. One has
u(t, x+X(t)) = U
(
1
γ
∫ X(t)+x
X(t)
σγ(y)dy , x+X(t)
)
,
whence, using (30) and (26), we eventually derive (2).
Lastly, one has
∫ X(t)
X(s)
σγ = γ(t− s). Hence, γ|t− s| ≤ ‖σγ‖∞|X(t)−X(s)| for all s, t ∈ R,
and therefore |X(t)−X(s)| → +∞ as t− s→ +∞. It follows that
γ(t− s)
X(t)−X(s) =
1
X(t)−X(s)
∫ X(t)
X(s)
σγ → 〈σγ〉 as t− s→ +∞,
that is, u has average speed γ/〈σγ〉 = w.
3.6 Non-existence of fronts with speed less than w∗
The following proposition immediately implies statements (ii) of Theorems 1.4 and 1.5.
Proposition 3.9. Let u be a generalized transition front of equation (1) and let X be such
that (2) holds. Then
∀s ∈ R, lim inf
t→+∞
X(s+ t)−X(s)
t
≥ w∗.
In particular, there exists no generalized transition front with average speed w < w∗.
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Proof. For any p ∈ R, we consider the second order elliptic operator with a.p. coefficients
Lpφ := epxL
(
e−pxφ
)
and we let λ1(Lp) and λ1(Lp) denote the generalized principal eigenvalues defined by (21)
and (22) with M = Lp. We know from the proof of Lemma 3.1 that λ1(Lp) = λ1(Lp), and
we call this quantity kp in order to shorten the notation. It has been proved by Berestycki
and the first author in [8, Theorem 2.3] that if v is a solution of equation (1) associated with
a continuous initial datum with compact support v0 ≥ 0, 6≡ 0, then limt→+∞ v(t, wt) = 1 for
all w ∈ (0,minp>0 kp/p).
Consider now a generalized transition front u. Then there exists ε0 > 0 such that
∀s ∈ R, 2ε0 < u
(
s,X(s)
)
< 1− 2ε0,
see (1.10) in [5, Theorem 1.2]. Since u is uniformly continuous by regularity estimates, there
is ℓ > 0 such that u
(
s,X(s)+x
)
> ε0 for all s ∈ R and |x| < ℓ. Take s ∈ R. Comparing with
the solution v of equation (1) for t > s, associated with a datum at time s ∈ R supported in(
X(s)− ℓ,X(s) + ℓ) and smaller than ε0, we get that u(s+ t, x) ≥ v(s + t, x) for all t > 0,
x ∈ R, and thus
∀w ∈ (0,min
p>0
kp/p
)
, lim
t→+∞
u
(
s+ t, X(s) + wt
)
= 1.
The definition of generalized transition fronts then yields that there exists L > 0 such that,
for t large enough (depending on s), X(s) + wt ≤ X(s+ t) + L. This gives
lim inf
t→+∞
X(s+ t)−X(s)
t
≥ w.
As this holds for all w ∈ (0,minp>0 kp/p), we get the conclusion providing we could show that
minp>0 kp/p = w
∗, where, we recall, w∗ := infγ>λ1 γ/µ(γ) with µ(γ) given by Proposition 1.3.
It has also been proved in [8] that kp ≥ λ1 (Lemma 5.1), k0 = λ1 (Step 2 of the proof of
Theorem 5.1) and that µ : (λ1,+∞)→ (µ,+∞) is an homeomorphism with inverse p 7→ kp
(see the proof of [8, Theorem 5.1]). Hence, we could rewrite
w∗ = inf
γ>λ1(L,R)
γ
µ(γ)
= inf
p>µ
kp
p
.
This concludes the proof if µ = 0. Otherwise, since kp ≥ λ1, k0 = kµ = λ1 and p 7→ kp is
convex, one has kp = λ1 for all p ∈ (0, µ). In particular, kp/p ≥ λ1/µ for p ∈ (0, µ). We thus
conclude that
w∗ = inf
p>µ
kp
p
= inf
p>0
kp
p
.
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3.7 The critical front
Remark 3. We can always assume that the function X for which a given front satisfies (2)
is uniformly Lipschitz-continuous (and actually even C∞). Indeed, we know from [18, Propo-
sition 4.2] that
sup
(t,s)∈R2, |t−s|≤1
|X(t)−X(s)| < +∞.
Then, defining Xˆ as the linear interpolation of the function X restricted to Z, one readily
sees that Xˆ ∈ W 1,∞(R) and that (2) holds true with X replaced by Xˆ , because, denoting
the integer part of t ∈ R by [t], there holds
sup
t∈R
|X(t)− Xˆ(t)| ≤ sup
t∈R
|X(t)−X([t])|+ sup
t∈R
|Xˆ(t)− Xˆ([t])| < +∞.
Of course, one could use a smooth interpolation in order to get Xˆ ∈ C∞(R).
Proofs of Theorems 1.4 and 1.5 part (i) when w = w∗. We now assume that w∗ < w and
consider the critical travelling wave u associated with equation (1), in the sense introduced
by the first author in [28], normalized by u(0, 0) = 1/2. Theorem 3.6 of [28] yields that u
is a generalized transition front (called spatial travelling wave in [28]), which is increasing
with respect to t (by Proposition 3.5 of [28]). It follows in particular that (2) holds with
X : R→ R such that u(t, X(t)) = 1/2 for all t ∈ R. Moreover, the proof of this earlier result
yields that if another generalized transition front satisfies (2) with a function Y instead of
X , then there exists L > 0 such that, for all s0 ∈ R, one can find s1 ∈ R so that
∀t > 0, X(s0 + t)−X(s0) ≤ Y (s1 + t)− Y (s1) + L.
Considering any generalized transition front with supercritical average speed w ∈ (w∗, w)
constructed before, we thus obtain
lim sup
t→+∞
sup
s0∈R
X(s0 + t)−X(s0)
t
≤ lim
t→+∞
sup
s1∈R
Y (s1 + t)− Y (s1) + L
t
= w.
This being true for w arbitrarily close to w∗, we get
lim sup
t→+∞
sup
s∈R
X(s+ t)−X(s)
t
≤ w∗. (31)
By Remark 3, we know that there is a uniformly Lipschitz-continuous function, that we still
call X , for which u fulfils (2). Since this function is obtained as a bounded perturbation of
the previous X , (31) holds true (we just lose the information u
(
t, X(t)
)
= 1/2). This allows
us to rewrite (31) in terms of the upper mean of X ′ ∈ L∞(R), which is defined by
⌈X ′⌉ := lim
t→+∞
sup
s∈R
∫ s+t
s
X ′(τ) dτ.
Namely, we have ⌈X ′⌉ ≤ w∗. The notion of upper mean, together with that of least mean:
⌊X ′⌋ := lim
t→+∞
inf
s∈R
∫ s+t
s
X ′(τ) dτ,
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has been introduced in [29]. Actually, the above formulation for the least mean - from which
the analogous one for the upper mean immediately follows - is not the original definition
of [29], but comes from Proposition 3.1 there, which shows in particular the existence of the
limit. Clearly, u has an average speed w if and only if ⌊X ′⌋ = ⌈X ′⌉ = w. Thus, in order to
conclude the proof, we need to show that ⌊X ′⌋ ≥ w∗.
To achieve our goal, we make use of another characterization of the least mean, provided
by [30, Proposition 4.4], which involves the ω-limit set of the function. It implies the existence
of a sequence (sn)n such thatX
′(·+sn) converges weakly-⋆ in L∞(R) to a function g satisfying
lim
t→+∞
1
t
∫ t
0
g(τ) dτ = ⌊X ′⌋ .
Define the sequence of functions (un)n by
un(t, x) := u(t+ sn, x+X(sn)).
It follows from interior parabolic estimates that (un)n converges locally uniformly to a func-
tion u˜ satisfying (2) with X(t) =
∫ t
0
g. Moreover, a(· +X(sn)), a′(· +X(sn)), c(· +X(sn))
converge uniformly in R (up to subsequences) to some functions a˜, b = (a˜)′, c˜ and therefore
u˜ is a generalized transition front of the equation
vt −
(
a˜(x)vx
)
x
= c˜(x)v(1− v), t ∈ R, x ∈ R.
This equation fulfils the same set of standing assumptions as (1). In particular, Proposi-
tion 1.3 holds true for the operator φ 7→ L˜φ := (a˜(x)φ′)′ + c˜(x)φ and, for all γ > λ1(L˜,R),
provides us with a unique positive solution to
L˜φ˜γ = γφ˜γ in R, φ˜γ(0) = 1, lim
x→+∞
φ˜γ(x) = 0,
which satisfies in addition µ˜(γ) := − limx→+∞ 1x ln φ˜γ(x) > 0.
Let us show that λ1(L˜,R) = λ1(L,R) and that µ˜ ≡ µ. First, the operator L˜ is a
limit operator associated with L in the sense of [7], and therefore Lemma 5.6 there yields
λ1(L˜,R) = λ1(L,R). Next, consider the solution φγ provided by Proposition 1.3. The
sequence φγ(·+X(sn))/φγ(X(sn)) converges in C2loc(R) to a nonnegative function ψ satisfying
L˜ψ = γψ in R and ψ(0) = 1. It follows from the strong maximum principle that ψ is positive.
We then compute
lim
x→+∞
1
x
lnψ(x) = lim
x→+∞
1
x
∫ x
0
ψ′
ψ
= lim
x→+∞
lim
n→∞
1
x
∫ X(sn)+x
X(sn)
φ′γ
φγ
= −µ(γ),
where we have used that the a.p. function φ′γ/φγ satisfies (17) uniformly in z ∈ R. Since
µ(γ) > 0, this shows that ψ decays to 0 at +∞ and therefore, by uniqueness, it coincides
with φ˜γ. We eventually infer that µ˜(γ) = µ(γ). We can then apply Proposition 3.9 to the
front u˜ and obtain
inf
γ>λ1(L˜,R)
γ
µ˜(γ)
= w∗ ≤ lim inf
t→+∞
∫ t
0
g(τ) dτ
t
= ⌊X ′⌋ .
This concludes the proof.
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3.8 Proof of Lemma 1.6.
Proof of Lemma 1.6. For all c0 > − inf c, let µc0(γ) be the decay rate provided by Proposi-
tion 1.3(ii) but associated with c(x) + c0 instead of c(x). It is straightforward to see that
λ1(L+ c0,R) = λ1(L,R) + c0 and that φγ satisfies(
a(x)φ′γ
)′
+
(
c(x) + c0
)
φγ = (γ + c0)φγ in R.
Hence, it immediately follows that µc0(γ+ c0) = µ(γ) and then that µ does not change when
one adds c0 to c(x).
Now take γ > λ1(L,R). As µ(γ) > µ by Lemma 2.5, for c0 large enough we have that
µ(γ)
(
λ1(L,R) + c0
)
> µ
(
γ + c0).
In other words, setting γ˜ := γ + c0, one gets
µc0(γ˜)
γ˜
>
µ
λ1(L+ c0,R) ,
from which the result follows by taking the supremum over γ˜ > λ1(L+ c0,R).
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