Abstract-Microgrid formation is a potential solution in postdisaster electric grid recovery efforts. Recent works propose distribution level microgrid formation models using mixedinteger linear programming techniques. However, these models can only be solved for small and medium size power systems due to their computational intractability. In this paper, we introduce a heuristic approach to approximately solve the post-disturbance microgrid formation problem for medium to large, more realistic, instances. Furthermore, the proposed approach allows to approximately solve the pre-disturbance microgrid formation problem (a stochastic version of the post-disturbance problem), in which the aim is to allocate extra generation capacity to the network to immunize it, as best as possible, against an uncertain cascading failure. Our results are illustrated by solving versions of the problem on ten test cases with up to 3012 buses.
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NOMENCLATURE

Sets
DG-to-node assignment variable: 1 if DG unit k is physically connected at node i, 0 otherwise, ∀ k ∈ K, i ∈ N .
I. INTRODUCTION
T HE DEPENDENCE of advanced economies on electricity renders its unavailability truly handicapping, making the electric power systems extremely critical. Nevertheless, disruptions are becoming more frequent due to extreme weather events such as floods, tsunamis, hurricanes, earthquakes and ice storms. Between 2009 and 2014, the number of power outages has increased by more than 200% (see Fig. 1 ). During Hurricane Sandy, 8.5 million people were left without electricity [1] . The Executive Office of the President estimates the inflation-adjusted annual average cost of weathercaused power outages to be between 18 and 33 billion dollars over the period from 2008 to 2012 [2] . According to Campbell [3] , weather-related grid disruptions cost the U.S. economy between 20 and 55 billion dollars annually. On September 11, 2017, hurricane Irma caused loss of power to more than 7 million customers in Florida, Georgia and South Carolina [4] . Hurricanes Harvey, Irma and Maria are three of the five costliest hurricanes on record, with an estimated cost of 90 billion dollars for Hurricane Maria, and Puerto Rico is still in recovery process as of June 2018 [5] . In addition to weather events, the increasing use of information technology in power system operation makes cyber-physical attacks a real resiliency threat to the electric grid.
Due to the high impact of the above-mentioned disruptions, their mitigation strategies are garnering increasing attention [6] . Prevention and corrective solutions have been widely proposed and explored in the literature. In particular, preventive action plans include revising design, siting and construction standards, promoting systematic inspection and maintenance schedules, developing best operating practices, and implementing cyber and physical security measures such as system hardening, component upgrades, pole reinforcement, vegetation management, and stockpiling of power lines [7] , [8] . Corrective plans focus on how to ensure basic urgent levels of service (survivability) and how to recover from a forced outage as quickly as possible. This article is a contribution to the body of literature on grid recovery and, in particular, to the microgrid formation and resource allocation literature. In fact, due to their ability to operate in island and gridconnected modes [9] , microgrids are widely viewed as a viable grid resiliency solution, and validation projects are being completed by New York, Connecticut and California as well as the U.S. Department of Energy. However, due to its combinatorial nature, the problem of optimal microgrid formation is very challenging. In particular, consider the work of [10] - [12] where small-to medium-sized networks are considered.
The main contribution of this article is to propose a novel heuristic solution approach for the microgrid formation problems that is able to obtain, near-optimal solutions for the problem. The full formulation of the problem includes the location of distributed generation (DG) units as decision variables. But for medium-to large-scale networks, attempting to solve the mixed-integer formulation of the problem with state-of-the-art solvers is prohibitively time consuming. Our proposed heuristic approach can also be used to obtain nearoptimal solutions for a pre-disturbance microgrid formation problem introduced here, where the aim is to preemptively allocate generation capacity to the network to immunize it, as best as possible, against an uncertain set of potential cascading failures in small-to medium-scale networks. This pre-disturbance microgrid formation problem corresponds to a natural stochastic extension of the post-disturbance microgrid formation problem, where solving the mixed-integer formulation of the problem with state-of-the-art solvers is again very time consuming.
A. Post-Disturbance Microgrid Formation
The literature is rich in post-disturbance grid restoration approaches. Choobineh and Mohagheghi [13] and Sarkar et al. [14] formulate the restoration problem as a mixedinteger non-linear program (MINLP). The model in [14] seeks to optimally reconfigure the distribution grid by switching tie-lines. A proposed greedy search algorithm avoids the computational complexity of solving the MINLP by approximately solving the model. Reference [13] focuses on the optimal dispatch of energy resources within supply capacity and fuel availability limits. Farzin et al. [15] assume the distribution system to be an interconnection of multiple preformed microgrids, within which, a two-stage hierarchical outage management scheme maximizes the total load served following a disruption. However, unlike the post-disturbance microgrid formation problem considered here, these articles do not address the problem of optimally choosing the microgrids and the location of additional generation capacity.
Other post-disturbance literature, including [16] - [18] , focuses in providing the optimal way to manage a given microgrid, by precisely defining the best generation and curtailment decision for the microgrid after a disturbance, and using more complex models for the physics behind the distribution of power in a network.
The post-disturbance microgrid based grid restoration approach also receives attention in [10] , [19] , and [20] . The scheme in [20] considers a given set of microgrids and DG locations and aims at managing these microgrids taking into account intermittent energy resource availability in a continuous microgrid operation time mode. Tan et al. [19] assume that the location of fixed DG units with black-start capability and the topology of corresponding microgrids are available, to propose a black-start sequence algorithm using a spanning tree search for an efficient grid restoration in which the topology of the microgrids might be changed. Chen et al. [10] present a mixed-integer linear program (MILP) formulation for the microgrid formation problem with fixed DG units closely related to the one considered here. However, most of the aforementioned models only apply to the traditional radial distribution networks with directed flows, and assume that either the DG locations or the microgrid topology is known in advance. The work in [11] extends the model in [10] to general network architectures (both radial and meshed, by making use of appropriate linearized DistFlow equations for three-phase balanced systems (see [21] , eq. (2)), while allowing both fixed and mobile DG units. The proposed model also accounts for demand responsive loads. As in [10] , each load is assigned a criticality factor to model the utility or comfort level that a given load provides when served. However, the computation time of the corresponding MILP models increases significantly with the network size and the number of microgrids. This computational complexity is a major challenge when it comes to large electric networks. Given that time is a critical factor in post-disturbance grid restoration, and due to the fact that many instances of the problem with different parameter settings might have to be considered to reach a microgrid formation policy for the network, it is important to devise solution approaches for the problem that would provide solutions in as reasonable a time as possible, as well as using moderate memory resources.
In this paper we propose an approximate solution approach for the model in [11] that solves the microgrid formation problem using moderate computational resources and time, even in large network test cases. Specifically, we propose a 3-stage solution method that decouples the DG unit placement and the associated grid partitioning problems. The first stage consists of locating DG units. The second stage uses the DG unit location results from the first stage as centroids to form corresponding microgrid partitions. The third stage assesses the dispatch capabilities of the microgrids formed in the second stage within the power systems operation constraints.
B. Pre-Disturbance Microgrid Formation
The modeling of microgrids in a pre-disturbance fashion; that is, when some (first stage) decisions need to be made before the disturbance scenario is known, has been considered in the literature to take into account prevailing uncertainties that are critical in achieving satisfactory microgrid formation plans in light of potential disruptions. Such an idea is discussed in [22] and [24] - [27] . Gholami et al. [26] present a two-stage stochastic programming approach to minimize the expected social cost of microgrids and enhance the resilience of microgrids in natural disasters. Trakas and Hatziargyriou [25] propose a stochastic programming approach for increasing the resiliency of a distribution system exposed to an approaching wildfire. Also, Su et al. [27] and Mohan et al. [28] focus on the microgrid energy scheduling and management using stochastic programming techniques. However, in these papers, stochastic programming techniques are not used to address the crucial problem of microgrid formation under uncertainty on the potential failure scenarios faced by the electrical grid. A very related article to our work is [22] , where they seek to make optimal first-stage decisions regarding the location of DGs, and second-stage decisions regarding the microgrid formation to minimize restoration time, during a 24hr period. To solve the associated MILP formulation of the problem, they use a Lagrangean relaxation approach. However, because of the time dynamic nature of the problem, and the Lagrangean relaxation approach proposed, their solution approach is only about less than one time faster than when using the MILP solution approach for a 37-bus case with 50 post-disturbance scenarios (see Section IV for further discussion).
In this pre-disturbance problem setting, we consider a situation under which the uncertain failures that can affect a power system are given in the form of a finite number of scenarios, together with their probability of occurrence. In this case one is interested in deciding where to increase the generation capacity of the network (within resource constraints) so that, in expectation, the network load served is maximized once microgrids are formed after the failure, based on a predisturbance placement of the additional generation capacity. This stochastic version of the post-disturbance microgrid formation problem can be formulated as a two-stage stochastic program. This problem becomes too complex to solve to optimality using MILP solvers as the size of the network, or the number of failure scenarios considered increases. This complexity is more pronounced in the stochastic formulation than in the deterministic failure case. In this case too, the heuristic solution approach proposed here can be used to approximately solve the problem for the stochastic failure case.
C. Relation Between the Post-Disturbance and Pre-Disturbance Models
Conceptually, the deterministic post-disturbance microgrid formation is an operation problem, whereas the uncertain predisturbance microgrid formation is a planning problem. In fact, after a disturbance, the resulting network configuration is known and the failure is fully determined. The deterministic solution approach provides the best microgrid formation plan for that particular failure instance. On the other hand, the predisturbance microgrid formation problem seeks to optimally locate stationary (fixed) additional DG units within the existing grid while taking into account all potential failures that can affect the power system. In this approach, the grid operator plans for the best locations of the DG units (first-stage) in order to make the system robust to potential failures by using microgrid formation as a resiliency (second-stage) strategy.
Although the deterministic and uncertain versions described above represent two fundamentally different decision problems, mathematically, the post-disturbance microgrid formation problem is a particular instance of the uncertain predisturbance microgrid formation version of the problem. For the rest of this article, we focus on the presentation of the uncertain pre-disturbance microgrid formation formulation with the understanding that the post-disturbance microgrid formation version of the problem is derived by reducing the set of failure scenarios to a singleton. In Section V, we present illustrative examples of the effectiveness of the proposed heuristic approach when applied to these two related microgrid formation problems.
The remainder of this article is structured as follows. Section II describes and formulates the microgrid formation problem for both the post-disturbance and pre-disturbance cases. Section III presents the case study set-up. Section IV evaluates the proposed models on ten IEEE-based test cases and discusses the results obtained. Section V provides some concluding remarks.
II. MODEL AND SOLUTION APPROACH
A. Uncertain Microgrid Formation Model
We extend the formulation in [11] to consider a problem in which the power network failure scenario is uncertain, and the aim is to allocate additional generation capacity throughout the network (within capacity constraints), and set microgrid formation plans, to maximize the socio-economically-weighted expected demand pick up after a network failure. We assume that the information about the uncertain failures is provided in the form of a finite set of scenarios , with known probability of occurrence π ω , for all ω ∈ . Furthermore, we represent the available additional generating capacity in the form of mobile DG units. In this way, the model can be seen as a generalization of the microgrid formation problem considered in [11] . However, in this version of the problem, it is assumed that the location of these additional generation capacity units remains fixed regardless of the realized failure scenario. The DG units represent additional capacity added to the network to make it more resilient. Throughout, it is assumed that the number and characteristics of the DGs that can be used in the network has been decided a priori (potentially based on budget restrictions and characteristics of the DGs). In this two-stage stochastic program, the locations of DG units are first stage variables while other variables including voltages, served loads, power flow and the formation of microgrids are second stage variables. All the second stage variables bear the corresponding scenario index ω, for all ω ∈ . The objective function (1) is the expected total criticality (socio-economically) weighted load across all scenarios.
Constraints (2) ensure that each DG is assigned to one node, while constraints (3) makes sure that each node is assigned no more than one microgrid. Note that the set K both indexes the set of DGs and the set of microgrids as we assume that, similar to [10] and [11] , each microgrid has one and only one DG assigned to it. In particular K = K fix ∪ K m . The set of constraints (4) through (6) define the load dispatch levels (based on available generating capacity and the socio-economical importance of the load). In particular, notice that the value of p iω s , the served active load at node i under scenario ω, is controlled by the binary variable s iω that is used to decide if it is feasible and optimal to serve (pick-up) the load (s iω = 1) or if it is feasible and optimal not to serve the load (s iω = 0). If the decision is to serve the load, then the value of the picked load p iω s = p iω d , the dispatched load, which for non-dispatchable loads (d i = 0) is equal to p i , and for dispatchable (controllable) loads is between p i lb and p i . Constraints (7) through (9) are node-microgrid formation constraints, which assign lines to a microgrid based on the connecting nodes that are assigned to a given microgrid. Constraints (10), (11) , and (16) define the linearized DistFlow constraints for general meshed networks (see [21] , eq. (2)). Constraints (12) , (13), (14) , and (15) , are the line flow and node generation capacity constraints. Constraints (17) through (19) set voltage constraints. In particular, it sets voltage of nodes with a DG at the nominal voltage V o , and the rest of the nodes at a lower voltage, since the DG is the only source of power in the microgrid. Finally, constraints (20) and (21) 
subject to:
Notice that one gets the deterministic microgrid formation model (see equations (1) - (6), (9) - (19) and (20) - (24) in [11] ) formulation by simply dropping the scenario index ω. In other words, the scenario set , in the deterministic case, is reduced to a singleton. The single scenario has a probability π 1 = 1. Also, similar to the deterministic model (1) - (6), (9) - (19) and (20) - (24) in [16] , equations (10), (11) , (16) , correspond to the linearized DistFlow equations for meshed networks (see [21] , eq. (2)), where similar to [10] and [11] , the variable δ ijω is a slack variable to make the equality constraint (16) valid when node i ∈ N does not belong to the same microgrid as its neighbor node j ∈ N in scenario ω ∈ . Constraint (17) sets the voltage of nodes to which DGs are assigned to be equal to the nominal voltage V 0 . If a node does not have a DG, constraint (17) sets valid upper and lower bounds on the voltage of those nodes. In particular, because we assume that the only sources of power in the microgrids are the single DGs associated to them, then the voltage of the remaining nodes in the microgrid must be less than or equal than V 0 .
It is worth to mention that in deriving the model (1)- (22) for meshed networks, a lot of valid simplifications have been done in comparison with the related deterministic model proposed by [10] , so that the model's size (i.e., number of variables and constraints) is more manageable. Such simplifications were independently and contemporaneously introduced in [11] and [12] .
B. Heuristic Solution Approach
The microgrid formation problem, under failure scenario ω for all ω ∈ , can be defined as a clustering problem with flow and connectivity constraints. The objective is to cluster the set of vertices N into |K| microgrids. However, even with predetermined DG units locations, forming all |K| microgrids simultaneously using an MILP approach is computationally expensive [11] and cannot be solved for medium to large network instances. For a more tractable solution approach, we propose the heuristic approximation presented in Fig. 2 , composed of three stages.
1) The Optimal DG Location Model: In this stage, the mobile DG units are placed. This is done by considering the location of fixed DG units and the distribution of potential post-disturbance network conditions in order to maximize the expected weighted load served, but without taking into account microgrid formation constraints (i.e., a simpler version of (1)- (22) is solved, where microgrid formation decision variables and constraints are eliminated). The objective is to maximize the total criticality weighted load pickup. This objective is satisfied within the boundaries of load dispatch constraints (4) through (6), nodal balance constraints (10) and (11) , line flow constraints (12) and (13), generation placement and dispatch constraints (14) through (15), voltage constraints (16) through (19) , and post disturbance constraints (20) and (21) . The main goal of this model is to locate mobile DG units according to the actual load distribution across the aftermath grid, taking into account demand responsive or dispatchable loads. Hence, the first stage model can be summarized as follows: max : (1) subject to : (2) − (6)
There are no node clustering variables and constraints (i.e., (7)-(9)) in this first stage model. Whereas the uncertain failure MILP model of Section II-A solves the DG unit placement and microgrid formation problems concurrently, the optimal DG unit location stage focuses only on locating the DG units. The DG unit locations obtained in the first stage model serve as centroids for the node clustering stage (see Fig. 2) .
Moreover, the DG location problem (23) is a relaxation of model (1)- (22) . Thus, the objective value of (23) provides an upper bound on the objective value of model (1)- (22) . This upper bound, together with the objective value of the feasible solution for model (1)- (22) (i.e., a lower bound on the objective value of model (1)- (22)) obtained at the end of the heuristic solution approach (see Sections II-B2 and II-B3), provides a guaranteed measure of the near-optimality of the heuristic solution approach.
2) Microgrid Formation Algorithm: Once the first stage problem is solved, i.e., the value of z ki is known for all i ∈ N and k ∈ K, we define n(k) as the bus i where DG unit k is located for all k ∈ K. The aim of the second stage model is to cluster the non-isolated nodes into microgrids around the locations of the DG units set in the first stage. This clustering is based on the k-means method. Nodes are clustered around DG nodes considered as centroids.
For that purpose, for each scenario ω ∈ , we consider a |K|×|N |-distance matrix D ω such that (k, j)-th element of D ω is the distance between the location n(k) of the DG unit k and the node j for all j ∈ N . Here, we define the term distance as the shortest path measured in number of edges between two nodes. For simplicity, we designate by D jω ∈ R |K| , the j-th column of D ω . Thus, a node j is assigned to a microgrid M kω if the condition of equation (24) is satisfied, for all k ∈ K. The graph of the microgrid M kω is defined by the sets of nodes and lines N kω ⊆ N and L kω ⊆ L, respectively (see equations (25) and (26)).
This stage of the heuristic yields a feasible assignment of DGs to microgrids M kw for all k ∈ K and w ∈ after |K|| | iterations as illustrated in Fig. 2 . This is because for each scenario ω ∈ , the nodes of the post-disturbance network are heuristically assigned to the microgrid corresponding to one of the DGs based on the distance matrix D ω . In particular, in step 3.3 in Fig. 2 , the post-disturbance topology of the network is known and used to obtain a feasible microgrid formation solution for each scenario. However, it is unlikely that the network configuration associated to these microgrids are able to satisfy the total load satisfied by the DG location solution problem in Stage 1. For that purpose, in Stage 3 of the heuristic, we next construct a feasible solution to the model (1)- (22), by finding the maximum weighted load that a network with the topology defined by the microgrids M kw for all k ∈ K and w ∈ can satisfy.
3) Dispatch Assessment: It is important to assess the capacity of the microgrids formed in the second stage, under power systems operation constraints, in order to determine the corresponding generation dispatch and load pickup. At this stage, the model presented in (1) through (22) is customized as (27) through (44) to decide which load to serve within each microgrid M kω , i.e., (27) (27) subject to:
Above, in (44), we make a minor abuse of notation; namely, in the stochastic pre-disturbance formulation, all DG unit locations found in step 1) of the heuristic (Section II-B1) are fixed (i.e., in this model, the DG locations are first-stage decision variables). Thus, after step 1) in Fig. 2 , K fix ≡ K. However, in the deterministic post-disturbance formulation, K fix remains unchanged. That is, in the deterministic post-disturbance formulation the DG units are allowed to "move" in the dispatch assessment stage (step 3)). Besides this point, there are two main differences between the formulation presented by (27) through (44) and the single scenario version of (1)- (22) (see also (1) - (6), (9) - (19) and (20) - (24) in [11] ): (a) this model deals with only one microgrid at a time whereas the model in [11] concurrently solves multiple microgrids, and (b) no node-to-microgrid variables are needed since all nodes considered in one round (i.e., i ∈ N kω ) are all part of the same partition.
Given that the heuristic solution approach provides a feasible solution to the stochastic model (1)- (22) , which is suitable for both radial and meshed networks, the heuristic approach can be applied to meshed networks. This is illustrated in Section IV, where the heuristic is applied to non-radial networks.
III. CASE STUDY
We present a series of case studies in this section to evaluate the effectiveness of our proposed methodology. We generate failure scenarios and compare our proposed heuristic approach with the MILP solution approach, solving (1)- (22) directly with a MILP solver.
A. Scenario Generation Using a Cascading Descent System
We use the cascading failure model proposed in [29] to generate the potential failure scenarios. Specifically, similar to [29] , let
where h ij ∈ [0, 1] for all (i, j) ∈ L are given parameters that are related to the hardening actions taken on the line. Then, the steps to generate the cascading failure scenarios are as follows, starting from the pre-disturbance network:
1. Set loads, generator outputs, and power flows in the current network to maximize criticality weighted load served under power flow constraints. 2. For each line (i, j) ∈ L, compute the random number r ij ∼ Uniform(0, 1). If r ij ≤ Prob{line (i, j) becomes outaged}, change status of line (i, j) to outaged in the network, and set L = L \ {(i, j)}. 3. If any line is outaged in step-2, go back to step-1.
Otherwise, end and output post-disturbance network scenario ω. From (45) we know that lines with higher fractional load flow are more likely to fail. This is reasonable as lines with high load experience thermal stress and are more likely to suffer an outage. Reference [29] suggests using h ij = 0.001 for lines that are not overloaded and h ij = 0.3 for lines that are overloaded. Instead of two values for h ij , we use a uniform value of h ij = h = 0.1 for all the lines (i, j) ∈ L as reported in Table IV . This is a conservative choice (leading to a larger number of post-disturbance scenarios), as in our model lines are not allowed to be overloaded. Note that the lower the value of h ij , the more "hardened" the line is; in other words, the lower the chances that the line (i, j) ∈ L might suffer an outage.
Steps 1-3 give us the dynamics of a cascade and how line outages interact with new power flow to continue the cascading process. The scenario set obtained is used as input in the uncertain microgrid formation model. We simulate the above cascading descent system N sim = 1, 000 times to get the possible post-disturbance scenarios set . Starting from = ∅, after each of the simulations we update the set of scenarios as follows. If the scenario obtained from the ith simulation ω ∈ , then we set = ∪ {ω} and set its probability of occurrence to π ω = 1/N sim . If the scenario obtained from the ith simulation ω ∈ , then we update its probability of occurrence to π ω ← π ω +1/N sim . We then collect repeated post-disturbance scenarios into a single one with an appropriate cumulative probability value. The actual number of different scenarios | | mainly depends on the values of h ij for all (i, j) ∈ L (the higher h ij , the more likelihood of a higher number of different scenarios), and on how "stressed" is the network, or how close the power flow on lines is to their capacity (the higher the line loading, the more likelihood of a higher number of different scenarios).
B. Case Data and Analysis
We evaluate the effectiveness of the proposed methodology for the microgrid formation problem, by comparing in Tables I and II We consider 10 test cases. These cases are adapted from MATPOWER case files to reflect post-disturbance scenarios [30] . In each scenario, there are line outages, generator outages, and line and node switch failures. The network size varies from 30 to 3012 buses. For the deterministic version (see Table I ), the singleton post-disaster scenario sets considered in the 30-bus and 118-bus systems are the same as the failure cases studied in [11] .
To evaluate the performance of the proposed heuristic, we consider the criticality (socio-economically) weighted demand served (i.e., the objective function), the computation time, and the resource allocation efficiency (RAE). The latter metric is defined as the portion of the total available restoration resource (TARR) used to serve loads in the resulting microgrid configuration. TARR is taken here as the total available DG unit's capacity. The total load served (TLS) is a byproduct of the resource allocation models (in the stochastic case, TLS denotes the total expected load served). The resource allocation efficiency is given by:
Note that the TLS of a solution obtained with the heuristic approach could be higher or lower than the TLS of an optimal solution obtained with the MILP approach. This is because the objective function is not to maximize the TLS, but rather the critically weighted load. This is evidenced in some cases in Table I in the next section.
IV. RESULTS AND DISCUSSION
We discuss our findings with regard to the use of our heuristic approach to approximately solve both the deterministic and uncertain versions of the microgrid formation problem. The problem instances to which we apply the proposed approach are obtained by leveraging the topology and some of the characteristics of well-known IEEE cases. Specifically, given that we considered the DGs to be modeled after small truckmounted generators (with kW-sized capacity), we modified the IEEE cases so that all the units in the loads and in the line capacities are set to kW. Furthermore, we consider that only the DGs act as source of power generation. The models are implemented in Python, solved using Gurobi 7.0.2 and tested on an Intel computer Core i7-4770HQ with 2.20 GHz frequency and 16 GB RAM memory. Unless otherwise stated, the MILP gap is set to 1% for the MILP models.
A. Post-Disturbance Microgrid Formation Problem
Table I compares the MILP approach (i.e., solving the singleton version of (1)- (22)) to the proposed heuristic (Heur.) for each of the study cases from 30 to 3012-bus systems across three performance metrics, namely, computation time, objective value, and total load served (TLS or interchangeably RAE).
Across all 10 cases, the MILP approach is more computationally expensive than the heuristic. The computation time for the MILP approach tends to increase very rapidly with the network size. The MILP is even unsolvable for the 2383-bus and 3012-bus cases because time limit is reached. In these two cases, Table I provides the upper bounds reached in ten hours of computation using the MILP solution approach. A 2%-suboptimal solution is achieved in 3 hours on the 1354-bus system. On the other hand, the largest solution time of the heuristic is less than 15 minutes. Fig. 5 illustrates the comparison between solution times.
When it comes to the criticality weighted load pickup (the objective value), the MILP solution is optimal while the heuristic achieves a suboptimal solution in less computation time. The average optimality gap found across all the test cases, except for the 1354-bus case, is 7.65%, with a maximum of 24.92% in the 57-bus case and a minimum of 0% in the 30-bus case. For the 1354-bus case, the heuristic approach finds a solution with slightly better objective, but still, completely within the 1% optimality termination gap for the MILP solution approach. Above, we use the information obtained from the MILP solution approach to measure the optimality gap of the solutions obtained using the heuristic approach. In practice, the closeness between the upper bound on the objective value of problem (1)- (22) (column "Objective/MILP" in Table I ), and the objective value of (23), shows that the optimality gap of the heuristic solution can be effectively (i.e., the solution time of (23) is included in the total running time of the heuristic approach) and closely computed using the proposed heuristic approach. In particular, while using the MILP approach information, the average optimality gap found across all the test cases, except for the 1354-bus case, was 7.65%, using the upper bound information obtained from stage 1) of the heuristic, the average optimality gap found across all the test cases, except for the 1354-bus case, was 10.12%. This applies in analogous form to the optimality gap discussion in Section IV-B that follows.
There is a tighter variation in the resource allocation efficiency metric (see (46)). From Fig. 4 , we can see that the RAE gap between the MILP and the heuristic solutions is on average 5.40% with a maximum of 26.35% in the 57-bus case, without taking into account the 2383-bus and 3012-bus cases, where the MILP solution approach doesn't converge to an optimal solution within the 10 hours time limit. In terms of RAE, the heuristic outperforms the MILP model in cases 39 and 1354-bus. 1 Overall, the MILP solution achieves 98.08% RAE whereas the proposed heuristic achieves 92.73% on cases 30 through 1354-bus, and 93.48% across all 10 cases.
Besides the comparisons made thus far regarding the weighted load served and solution time of the solutions obtained by using the MILP and the heuristic approach, it is interesting to compare in more detail the microgrid designs obtained by these two approaches. For this purpose, in Figure 3 , we compare the solution of the 39-bus post-disturbance case. In this case, the solutions differ in the location of one DG, and the topology of the associated microgrids. However, the heuristic solution serves 95% of the weighted load served by the MILP solution, and obtains this solution five times faster.
It is worth noting that since the binary variables in formulation (1)- (22) are handled by the much simpler MILP of stage 1) of the heuristic approach (see Section II-B1), increasing the number of DGs that can be located on a network has little effect on the increase of the running time of the heuristic approach, in comparison with the effect such increase has on the solution time of the formulation (1)- (22) . To illustrate this point, in Table III , we compare the effect of incrementally increasing the number of DGs, by an additional DG with 400 kW capacity on both the MILP and the heuristic solution approach.
B. Pre-Disturbance Microgrid Formulation Problem
Table II compares the stochastic MILP approach (i.e., solving (1)- (22)) to the proposed stochastic heuristic approach for cases from 30 to 300-bus systems across three performance metrics: computation time, objective value, and total load served. Table IV provides the number of different postdisturbance scenarios obtained after 1000 simulations of the scenario generation algorithm in Section III-A. To illustrate that these different scenarios are generated with different cumulative probabilities, we list in Table IV the values of π max ; the cumulative probability associated to the postdisturbance scenario with the largest probability of occurrence (which always corresponds to the "no-failure scenario", in which no line fails). Similarly, we list the values of π min ; the cumulative probability associated to the scenario with the lowest probability of occurrence. We also show how "stressed" the pre-disturbance network is to begin with, where the active stress= For all of these seven cases, the stochastic MILP approach is much more computationally expensive than the stochastic heuristic approach. For the 145-bus system, the solver does not converge even in ten hours with the stochastic MILP approach whereas one can get a good sub-optimal solution with the stochastic heuristic in 762.62 seconds. When comparing criticality weighted load pickup, the stochastic MILP approach offers an upper bound to compute the near-optimality of the solution obtained with the stochastic heuristic approach. Considering all cases, except the 145-bus case, where the MILP solution approach does not converge to an optimal solution within the 10 hours time limit, the average optimal objective gap is 14.32%, with a maximum of 27.46% in the 89-bus system and a minimum of 0.06% in the 39-bus system. For the largest, 300-bus system, the gap is of 3.15%.
When considering RAE, we see from Fig. 6 that the RAE of the stochastic heuristic approach is close to the stochastic MILP approach which is much more computationally expensive. The average gap between these two approaches is 10.20%, with a maximum of 22.54% in the 57-bus system and a minimum of 0% in the 39-bus system. For the largest, 300-bus system, the gap is of 0.60%. Besides the comparisons made thus far regarding the weighted load served and solution time of the solutions obtained by using the MILP and the heuristic approach, it is interesting to compare in more detail the microgrid designs obtained by these two approaches. For this purpose, in Figure 7 , we compare the solution of the 39-bus predisturbance case, in the scenario in which the disturbance causes no line failures. In this case, the solutions differ in the location of one DG, and the topology of the associated microgrids. However, the heuristic solution serves 99.94% of the weighted load served by the MILP solution, and obtains this solution more than a thousand of times faster.
The larger the value of h, which we use as an uniform value for h ij for all (i, j) ∈ L in equation (45), the larger the chances that any given line in the network would go into failure mode. Given this, we analyze how the proposed heuristic solution approach compares with the MILP solution approach when the value of h increases. Table V illustrates that as the value of h increases, the number of different post-disturbance scenarios obtained as a result of the 1,000 simulations on the 89-bus case increases at a higher rate than the increase in time for the heuristic solution. For all these instances, the MILP solution approach is unable to provide an optimal solution in one hour of running time.
Our heuristic approach to deal with the combinatoric complexities of assigning DG units to nodes and microgrids to these nodes can be used in other related problems. For example, [22] , addresses a similar problem to the one considered here, but where the dynamic management of the microgrids over time is considered in the problem. The complexities of the model due to its time dynamic nature are handled by using a Lagrangean Relaxation approach. However, the size of the instances that can be solved, and the advantage over using a MILP solution approach is limited. Combining our heuristic solution approach to deal with the combinatoric part of the problem should help to improve these results.
V. CONCLUSION
In this article, we approach the post-disaster grid recovery problem using formation of microgrids from two perspectives. We propose a deterministic or post-disturbance model, and a stochastic or pre-disturbance model. The first solves an operations problem whereas the second deals with a planning problem. We propose a heuristic method for both versions of the problem that makes the solution process tractable. The heuristic approach reaches 8%-suboptimal solutions on average, from ten to hundreds of times faster than the traditional MILP approach, and achieves 93% resource allocation efficiency on average. The stochastic heuristic approach reaches 14%-suboptimal solution on average, ten to thousands of times faster than the stochastic MILP approach. Overall, for both large and small systems, the stochastic MILP approach is much more computationally expensive compared to the stochastic heuristic approach. The main objective of the two models studied in this article is to decide the location of DGs (pre-or post-disturbance depending on the model) and the topology of the microgrids associated to each DG (postdisturbance) to maximize the expected critically weighted load that could be served. The simplified physical equations, as well as the deterministic nature of loads and generators used in the model, allow to approximately estimate the load that would be served by the designed set of microgrids. Our models are not intended to precisely define the dynamical load curtailment actions. Once our model is used to define the "best" microgrid topologies, methods like the ones proposed in [16] - [18] , using a more precise and complex set of physical constraints, as well as potential uncertainties in loads and generation, could be used in each microgrid to set more precise operational levels of generation and load curtailment.
Note that the main challenge addressed by the heuristic approach is how to efficiently tackle the combinatorial problem of deciding microgrid topologies around the DG locations. Adding additional aspects to the problem, like a budget constraint that would control how many DG units can be used, would be simple in terms of appropriately changing model (1)- (22) , but it might require changes to the heuristic solution approach to ensure its efficiency to address the problem is maintained. In future work we envision to include the restoration time and task scheduling as part of the objective function in the post-disturbance grid recovery optimization problem. This would take into account interdependencies among other critical infrastructures (e.g., bridges, roads, towers and poles) that may affect the restoration process.
