Abstract-Parent-centric real-parameter crossover operators create the offspring in the neighborhood of one of the parents, the female parent, using a probability distribution. The other parent, the male one, defines the range of this probability distribution.
Introduction
The crossover operator has always been regarded as one of the main search operator in GAs, because it exploits the available information in previous samples to influence future searches. This is why most real-coded genetic algorithm (RCGA) research has been focused on developing effective real-parameter crossover operators, and as a result, many different possibilities have been proposed ( [DebOl, Her98, HerO3] ). Parent-centric crossover operators (PCCOs) is a family of real-parameter crossover operators that has currently received special attention. In general, these operators use a probability distribution for creating offspring in a restricted search space around the region marked by one of the parent, the female parent. The range of this probability distribution depends on the distance between the female parent and the other parent involved in the crossover, the male parent.
So far, PCCO practitioners have assumed that every chromosome in the population may become either a female parent or a male parent. However, it is very important to emphasize that female and male parents have two differentiated roles: * Female parents point at the search areas that will receive sampling points, whereas, * Male parents are used to determine the extent of these areas.
At this point, it is reasonable to think that some chromosomes may be well-suited to act either as female
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Computer Science and Al Department University of Granada, Granada 18071 lozano(a,decsai.ugr.es parents or as male parents. Thus, a promising way to improve the behavior of PCCOs involves the introduction of a female and male differentiation (FMD) process for the application of these operators. A such process was proposed in [GarO5] :
* The population of the RCGA contains two different groups: 1) GF with NF chromosomes that can be female parents, and 2) GM with NM male parents (NF and NM are tunable parameters). * The RCGA uses a specific selection mechanism in order to select the female parents from GF. * A different selection mechanism is performed to choose the male parents from GM. In [GarO5] , it is indicated that adjusting NF and NM we may design local RCGAs, which offer accuracy, and global RCGAs, which provide reliability. Furthermore, in order to obtain robust behavior, in [GarO5] , the authors combined a global RCGA and a local RCGA, producing a hybrid RCGA.
In this paper, this hybrid RCGA is tested on the test suite proposed for the Real-Parameter Optimization Session of the IEEE Congress on Evolutionary Computation ( [SugO5] ) (using the Java version provided to all participants).
We set up the paper as follows. In Section 2, we describe the pseudo-code of the hybrid RCGA. * NAM selects as male parent the most dissimilar chromosome to the female parent from a set of nass randomly chosen chromosomes (see pseudo-code in Figure 2 ). We have used nass = 5. [GarO5] We have implemented an instance of the hybrid RCGA, which is called GL-50. It considers PG = 50%. The features of its components are: * The global RCGA uses the PBX-a crossover operator with a = 0.8, ,t=2, and X =1. In addition, NF = 100 and NM= 400. * The local RCGA apply the PCX crossover operator with a 2=O.1, cr2 = 0.1, ,u= 3, and A= 2. In addition, NF = 1 and NM= 200.
3 Results with Dimension = 10
In this section, we present the empirical results obtained by the GL-50 algorithm when tackling the 25 problems of [SugO5] with Dimension D = 10. The maximum number of fitness evaluations (FEs) for this Dimension is le5.
Achieved Error Values
The error values, (f(x) -f (x$)) with x* the optimum, are presented in Tables 1-3 . Each column corresponds to a problem [SugO5] , and the error value has been recorded after le3, le4, le5 FEs for each one Sometimes, the cells present the character 'T' after the fitness value. That indicates that the algorithm stopped the run before reaching the maximum number of FEs because it has obtained an error inferior to le-8. 3.2 Number of FEs to achieve the desired accuracy levels The number of FEs needed in each run to achieve the fixed accuracy level proposed in [SugO5] is presented in ''----I , of fitness evaluations (FEs) for this Dimension is 3e5.
Convergence Graphs
The graphs show the mean performance of 25 runs for each problem. In addition, they present the success rate versus FEs.
The convergence graph and the success rate of the same problem are represented, in the same figure, by the same symbol. In order to differentiate these different graphs, notice that the convergence graph tends to -oo, whereas the success rate tends to 100 from 0.
Finally, the success rate graph will be shown only when it is greater than 0 due to the graphs are represented using logarithmic scale. In this way, most figures do not present this kind of graphs. 
Achieved Error Values
The Tables 5-7 shows the same information than Tables 1-3 but with D = 30. In addition, they record the error values at termination at 3e5 FEs. As before, when the character 'T' is presented next to the value, it indicates that the algorithm stopped the run before reaching the 3e5 FEs. 4.3 Number of FEs to achieve the desired accuracy levels Table 8 presents the same information than Table 4 , but with D = 30.
Computational Costs
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4).
It is important to remark that the parameters in Table  10 use the values suggested in [GarO5] . We have tried other values, however the results were poorer. Thus, the used values seem to perform well on most problems and it is not necessary to expend so much effort tuning them.
At the other hand, we introduce some guidelines in order to adjust the parameter values to other problems: * N1:100 will usually perform well on most problems. 
