T h e robustness and accuracy of the method are experamented both o n samulated and real zmages.
Introduction
Given a set of correspondences between the reference points in space and image points, pose estamatzon consists of determining the position and orientation of the calibrated camera with respect to the known reference points. The problem is called space resectzon in photogrammetry community. This is one of the most important and also probably the oldest task in computer vision as well as in photogrammetry. There have been many methods developed either for the minimum data case or for the redundant data case.
It is well known since long time-the first algebraic solution may be tracked back to 1841 by the photogrammetrists [9] -that there is closed form solutions for 3 points. Many variants [6, 71 of the basic 3-point algorithm, which essentially use different order of substitutions and the ways the calculations are performed as summarized in [9] , have been developed. The basic 3-point method involves two steps. The first step uses the depths of the points with respect to the perspective center of the camera as unknowns whose solutions are obtained by solving a four-degree polynomial. The second step involves the absolute orientation to solve a similarity transformation from three 3D-3D point correspondences. For the second step, there exist nice linear least squares solutions based on quaternion representation of rotations [11, 41. One representative of such methods that is popular in computer vision can be found in Fischler and Bolles [6] together with a RANSAC paradigm to detect outliers of the data. They also termed the problem as the perspective-3-point-problem (P3P) or generally P n P for any n points. An iterative method due to Church [18] from 3 points for pose determination is equally widely used by the photogrammetrists as described in the manual [18] . Haralick et al. [9] reviewed many old and new variants of the bask algebraic 3-point method and carefully examined their numerical calculation stabilities.
Using a minimum of three points leads to ambiguous solutions, additional information is unavoidable to guarantee a unique solution. Generally as soon as we have at least 4 points, we could expect a unique solution if these points do not form a special configuration in space. -411 critical configurations of reference points with which multiple distinct or coinciding (unstable) solutions are unavoidable are known [21, 221 . The pose estimation is ambiguous if the projection center is coplanar with the reference points (any three of the four) or it goes through the euclidean horopter curve or one of its degenerate forms (the euclidean form of the horopter is living in a circular cylinder) uniquely determined by four given reference points.
Unfortunately, most of the approaches developed for redundant data case rely either on iterative methods or on applying the closed form solutions on t h e minimal subsets of the redundant data. The iterative methods suffer from the problems of initialisation and convergence, while applying the algebraic methods for the subsets suffer from the poor noise filtering and the difficulty on selection of the common root from the noised data. For instance, Lowe [16] and Yuan [23] developed techniques relying on the Newton-Raphson method. Recently, D. Dementhon and L. Davis [2] presented an iterative algorithm of 25 lines of code for 4 points or more starting from scaled orthography projection. One exception may be the approach of Horaud et al. [lo] in which P4P is converted into a special 3-line problem. Unfortunately, this conversion uses only partial information and inherits the same 4-degree polynomial equations.
The calibration procedure is closely related to the pose estimation, but strictly speaking different since the calibration estimates simultaneously the pose and the intrinsic parameters of the camera. Abdel-Aziz and Karara [l8], Sutherland [20] and Ganapathy [8] proposed the direct linear method for solving the 11 entries of the projection matrix of the camera (DLT method) from at least 6 correspondence points. The method is further improved by Faugeras and Toscani [5] using different constraint on the projection matrix. Lenz and Tsai 1121 proposed both linear and nonlinear calibration methods. Although these methods might be applied to the pose determination, generally the pose should be done with less than 6 points and the calibration viewd this way is a heavy overparameterization for the pose. Mostly in computer vision, methods for pose estimation using line segments instead of points as image features were also developed. Dhome et al. [3] and Chen [l] developed algebraic solutions for 3-line algorithms, and Lowe [16] used Newton-Raphson method for any number of line segments. Liu, Huang and Faugeras combined [14] points and line segments into the same pose estimation procedure.
Motivated by the lack of methods which directly provide the unique solution for the redundant date case, in this paper, we will develop a family of linear algorithms for 4, 5 and n-point pose estimation in order to directly get the unique solution. We can therefore avoid using iterative approaches but make profit of the redundant data. Developing linear algorithms using redundant data for various vision tasks has always attracted attention of many researchers in computer vision [15, 19, 13, 171 . We establish that the pose is uniquely determined and can be linearly estimated with at least 4 correspondence points provided that the reference points together with the perspective center do not lie on the critical surfaces of configuration.
Review of nonlinear 3-point algo-
As we have already mentioned in the introduction, the closed-form solution for 3 points has been known for a long time, and since then there have been many different approaches developed both in photogrammetry and computer vision. One of the most popular presentation of P3P in computer vision may be found in Fischler and Bolles [6] , a detailed numerical analysis of the different algorithms was reported in Haralick et al. 191 .
For n point correspondences pi w ui for i = 1,. . . , n between reference points pz in space and image points ui, each pair of correspondences of points pi * ui and pj * uj gives the following constraint on the unknown distances xi = IJpi -CII and xj = /Ipj -CII of the points pi and pj to the perspective center of the camera c (cf. Figure 2) :
where dij = llpi -pjll is the distance between i-th and j-th reference points and Oij = L U~C U~ the view angle from the perspective center of the camera between i-th and j-th image points.
This constraint is quadratic in the unknown depths, and can be rewritten as follows:
For the case of n E 3, the following polynomial system is obtained f 1 2 ( X l , X Z ) = 0, which has at most four solutions for x and can be solved in closed form. As xi is positive, so X I = 6. Note that this 4-degree polynomial is different from that derived in [6] .
The case of 4 points
Due to the multiplicity of the solutions of 3-point algorithm, in practice, we need a 4-th point or more for a unique solution, of course if the whole set of points together with the perspective center does not sit on the critical surfaces mentioned before.
For n = 4, an over-constraint system of 6 polynomial equations of type fij(xa, x .) -0 is obtained for the 4 unknowns XI, 2 2 , x 3 , x 4 . dnestraightforward approach is to take the subsets of 3 points of the set of 4 points, then solve the 4-degree polynomial equation for each subset, finally find the common solution. This is indeed the most frequent practice both in photogrammetry industry and computer vision. There are however several drawbacks to this approach. The first is that we have to solve several 4-degree polynomial equations. Secondly, we need to find the common solution of them which might be difficult due to noised data. Finally, probably the most important, we can
The linear 4-point algorithm
Our goal is to try to directly get the UI lution from the redundant polynomial equati tem. In fact, finding the common roots is equi, mt to the determination of the zero-dimensional variety generated by the ideal (f12,. , . , f34) . We cdn algebraically get a linear polynomial in generic cases and in one of the unknowns by successive application of Ritt method or pseudo division of polynomials over
. . , xi]. This can effectively be done with any computer algebra system and will directly give the unique solution of the problem for general configurations of the points.
However this algebraic method is almost useless for practical numerical situations as the successive elimination will ultimately give complicated coefficients for the final linear polynomial which compromise the numerical stability of the solution. Instead of doing it algebraically, our goal is to develope a numerical linear method which indeed gives the unique solution if it does exist.
For n points, each pair of points-gives a 4-degree . . The null space of A 3 x 5 is spanned by the right singular vectors v 4 and v 5 . Therefore we can construct a %dimensional solution space for t 5 , parameterized by X and p: t 5 = Xv4 + p v 5 for X , p E 1R.
(3)
Now consider the nonlinear constraints among the components of t 5 , it can be easily checked that This overdetermined system of equations can be viewed as linegr in X2, Xp and p2, and can be nicely solved by SVD decomposition as the right singular vector of the smallest singular value of BTx3. It is clear that these 7 equations are linearly independent but not algebraically. In fact three of such constraints are the necessary and sufficient algebraic conditions for xi for i = 0 , . . . ,4 being an equal ratio series.
The %dimensional solution space defined by X and p for t 5 reduces now to one-dimensional by fixing the ratio of X and p as
After obtaining the ratio Alp, we can determine completely X and p by using one of the scalar equation of the solution (3)) It is important to note that the configuration of 4 coplanar reference points is not critical if they are not coplanar with the perspective center. It is known that the unique solution can be estimated linearly for a set of at least 4 coplanar points. The unique solution for 4 coplanar points can still be obtained by this algorithm. 5 The linear 5-point and n-point algorit hms
From n = 5 on, it is interesting to see that there exist sufficient number of 4-degree polynomials for directly solving ti = xi linearly, as (n-1)z(n-2) 2
For the case of n = 5, we can obtain 6 4-degree It is immediate that the same algorithm is also valid for any n 2 5 points. We just need t o SVD the ( n -1) (n-2) x 5 matrix A to get the solution for the vector t 5 .
We can therefore establish that the pose of the calibrated camera as uniquely determined by n 2 5 point correspondences provided these n points together with the perspective center of the camera do not lie on the critical configurations. The unique solution can be estimated by the linear n-point algorithm.
6 Outline of the algorithms The linear algorithms just described above can be outlined as follows:
e Preprocessing of the data: From the ( n -l ) ( n -2)/2 4-degree polynomial equations of form g(z) = 0, form the matrix A(n-~in-21X5, then use SVD to linearly solve either in two steps for 4 points or in one step for more than 4 points for the vector t 5 = (l? 3 , . . . , 34)T. The s uare of the depth z is obtamed by Equation (3, then the depth is set t o xj = fi.
Absolute orientation:
The recovered depths of the reference points give a complete estimation of the coordinates of the reference points in space f i i expressed actually in the camera-centered coordinate system. It remains the determination of a similarity transformation between two sets of 3D points p i e pi.
The best rotation in the least squares sense can be found in closed form using the quaternion representation (11, 4] . The determination of the translation and the scale immediately follow from the rotation.
Experimental results
The two linear algorithms presented above for pose determination have been implemented and experimented both on simulated and real images. Table 1 and Table 2 in which the percentage of the reldtive error of the computed depth is given for each trial.
A special field of points is used for testing the pose estimation algorithms within CUMULI project. The images are taken by a Kodak DCS digital camera whose resolution is 1024 x 1536. Both the calibration of the camera and the camera pose are accurately determined by the standard photommetric technics. The results on 6 different positions of the camera and 28 points of the field are shown in Table 3 for the linear 4-point and in Table 4 for the linear 5-point algorithm.
For simulated data, we note that all linear algorithms perform very well, the relative errors are very small and degrade very gracefully with the increasing pixel errors. For the real data, the linear 4-point algorithm performs very well if indeed the good solution exsits for the configuration. However, there are several critical 4-point configurations where abnormal big errors occur (illustrated in bold in Table 3 ). For instance, in view 3 and test 3, the relative error reaches as high as 152%. This is a special configuration where two of the four points are very close in space, this reduces almost the 4 point configuration to a 3 point one, in addition, this 3 point configuration is still critical as it has a double solution. This has been verified by using the algebraic solutions of 3 subsets of 3 points of the 4 points. The ground truth for the depth of one point is 1.859, however the only subset that gives real solutions turns out 1.849 and 1.875 which are difficult to select the good one. In view 7 and test 4 (with 47% relative error), there is still double solutions in the configuration. The ground truth of one depth is 1.815, one subset has no real roots, the other two give (1.808,1.814) and (1.807,1.866). In view 9 and test 2 (with 46% relative error), the ground truth is 1.838. All 3 subsets give real solutions (1.345, 1.839), (1.315, 1.839), and (1.276, 1.838). This configuration is clearly critical since it has two feasible solutions one around 1.3 and another around 1.8. All other cases where the relative error exceeds 1% have the similar behaviours.
The critical configurations do not occur in our experiments for 5-point configurations, since the possibility that a set of randomly generated 5 points is critical is much smaller than that of a set of 4 points.
Discussion
The closed form solutions for the pose determination of the calibrated camera from 3 point correspondences has been known since long time. We presented in this paper a family of linear algorithms for n-point ( n 2 4) pose determination. For 4 points, a two-step linear algorithm was developed and for n 2 5 points, one-step linear algorithm was presented. These linear algorithms give the unique solution when the unique solution indeed exists, i.e. if the reference points are not sitting on the known critical surfaces. Our experimental results validated these algorithms.
The methodology used in this paper for pose determination can be easily applied to other problems in vision whereever the system of polynomial equations is overconstraint. 
