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La Teoría Geométrica de la Medida y la Geometría Fractal tienen por objeto
el estudio de subconjuntos de espacios métricos (en muchas ocasiones ]RN con la
topología usual) ‘excepcionales’ desde el punto de vista de la medida, esto es, con-
juntos con medida de Lebesgue nula. Si bien la cuestión general de cómo ocupan
el espacio ambiente los conjuntos excepcionales se puede abordar desde diversos
frentes, el primer objetivo de las mencionadas disciplinas es ‘calibrar’ el tamaño de
éstos conjuntos. Cuando el modo en que se distribuyen es irregular, en el sentido de
que están lejos de ser variedades diferenciables, tales conjuntos excepcionales podrían
ser denominados genéricamente ‘fractales’. De este modo, la primera cuestión rele-
vante que debe solventarse referente a un conjunto fractal desde el punto de vista
de su geometría, consiste en cuantificar la manera en que el conjunto ocupa IRN.
Las Matemáticas disponen desde principios de siglo [Rau 18] de una herramienta
capaz de evaluar de manera precisa el tamaño de un conjunto fractal: la familia de
medidas de Hausdorff {Ht : t > 0}, y de un parámetro que resume el compor-
tamiento de un conjunto cualquiera frente a esta familia: la dimensión de Haus-
dorff, que se denotará mediante ‘dim’. Otros conceptos de dimensión y/o medida
han surgido desde entonces con la misma motivacion. Uno de estos conceptos, la
medida y dimensión packing (se denotarán por y ‘Dim’ respectivamente) intro-
ducida por C. Tricot en 1982 [Tri 82], ha recibido especial atención en los últimos
años, y su estimación junto con la de la dimensión y medida de Hausdorff es una
cuestión estándar en la investigación reciente (las definiciones pueden verse en el
capítulo 1).
Lejos de constituir una galería de curiosidades patológicas, como fueron consider-
ados en un principio los conjuntos que Cantor, Peano y otros concibieron alrededor
del último cambio de siglo, los conjuntos excepcionales han desempeñado un pa-
pel relevante en diversas areas de la matemática de sabor a priori diferente al de
la geometría fractal. Entre ellas, por citar algunos ejemplos, estan las ecuaciones
mi
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en derivadas parciales, e.g. en el problema de la singularidad de soluciones de las mi
ecuaciones de la dinámica de fluidos en tres dimensiones [CKN 82]; los sistemas
dinámicos, e.g. en el régimen asintótico de muchos sistemas disipativos: los atrac- 4
tores extraños [ER 86]; la variable compleja, en el problema de la eliminación de
subconjuntos del dominio de funciones analíticas acotadas [Mat, Car 66]; la teoría de mi
números, e.g. aproximación diofántica, fracciones continuas, distribución de dígitos
[Egg 49, Fal 90] (parte de nuestro trabajo tiene gran relación con el último prob-
lema mencionado). En los textos de Falconer [Fal 90] y de Guzmán, Martin, Morán y
Reyes [GMMR 93] se proporciona una panorámica sobre la ubicuidad de los conjun-
tos excepcionales tanto en áreas de las matemáticas como de las ciencias aplicadas. u’
Todo ello no hace sino ilustrar la relevancia del problema de la estimación de la
medida de tales úonjuntos. Cuando un conjunto ‘excepcional’ aparece en un prob- 4
lema de manera relevante, la primera cuestión de interés es estimar su dimension
y medida de Hausdorff y packing. La relación entre ambos conceptos para el con-
junto considerado proporciona valiosa información sobre la estructura geométrica
del conjunto.
Una de las áreas que no se ha citado arriba es la teoría de la probabilidad, y
sin embargo los ejemplos clásicos de la probabilidad geométrica (aguja de Buifon,
paradoja de Bertrand, etc.) sugieren que la conexión entre geometría y probabilidad u’
es ciertamente antigua y fructífera. Más aún, si se considera que el probleúia primero
de la probabilidad, i.e. estimar la probabilidad de los sucesos de interés, se reduce 1
a un problema de medida en IRN, puede pensarse que en efecto la probabilidad está
íntimamente vinculada a la geometría de los conjuntos de IR”’. Aunque esta afir- u’
mación sea opinable, debe darse la razón a quien la desestime como justificación para
que la probabilidad aparezca en la relación del párrafo anterior. Ello es así porque
el problema matriz de la geometría fractal, i.e. la estimación del tamaño de los con- mi
juntos de medida nula, ha sido tradicionalmente desestimado por la probabilidad,
que persigue genéricamente situaciones “casi seguras” sin preocuparse precisamente u’
de las excepciones.
Del párrafo anterior puede obtenerse la idea de que la geometría de los conjun -u’
tos excepcionales sólo está destinada a jugar un papel anecdótico en probabilidad.
Nuestra opinión es definitivamente en el sentido opuesto: creemos que las técnicas u’






abilidad. Las ideas pioneras de Billingsley [Bil 60], que será una de las referencias
básicas de nuestro trabajo, reafirman sin duda esa creencia. La técnicas que Bilhings-
ley emplea para la ‘geometrización de la probabilidad’, recuperadas en cierto sentido
por Tricot veinte años después, han jugado un importante papel en el desarrolla de
la teoría geométrica de la medida.
Por otra parte, en sentido contrario debe afirmarse a ciencia cierta que la prob-
abilidad desempeña hoy día un papel esencial en geometría fractal. La lista de
trabajos de este área que hacen uso de resultados de probabilidad y de la teoría
de procesos estocásticos es ciertamente extensa: por citar algún ejemplo, [BER 89,
CM 92, Per 94, Fal 94]. Tanto es así que puede decirse que algunos resultados
geométricos están pendientes de otros que se formulan en términos estrictamente
probabilistas. En nuestro trabajo suceden ambas cosas: resultados clásicos de prob-
abilidad intervienen en la prueba de alguno de los resultados que se presentan en
esta memoria; y por otra parte algunos problemas que quedan abiertos se reducen
a resolver problemas puramente probabilísticos.
El trabajo que presentamos se sitúa, dentro del área de la teoría geométrica de
la medida, en lo que genéricamente puede denorninarse geometría autosemejante, en
alusión al tipo de construcciones geométricas que estudia. La geometría autoseme-
jante está estrechamente vinculada a la probabilidad arriba mencionada, al menos
en tres aspectos relacionados y complementarios. Estos tres aspectos se recogen a
continuación puesto que en nuestra opinión motivan la naturaleza ‘probabilista’ de
la geometría autosemejante; y además introducen los objetos y las técnicas de que
se ocupará esta memoria.
• La primera observación tiene que ver con el modo en que se construyen muchos
de los paradigmas de conjuntos ‘excepcionales’: los conjuntos de tipo Cantor.
Se obtiene un continuo de puntos mediante intersección numerable de familias
de cerrados disjuntos. Ello proporciona un espacio de códigos abstracto (el
conjunto de Cantor abstracto) de manera que cada punto del fractal se identi-
fica con (codifica como) una realización de un proceso estocastico discreto, que
tiene lugar en el espacio de códigos. Un conjunto autosemejante se puede en-
tender de modo natural como el conjunto de todas las posibles realizaciones de




e idénticamente distribuidas). Este es el punto de vista que aquí se adopta, y u’
nos conducirá a considerar subconjuntos relevantes de ‘realizaciones especiales’
y preguntarse por sus propiedades geométricas, u’
• Un punto de vista alternativo pero complementario consiste en considerar el
conjunto fractal como soporte de la(s) medida(s) de probabilidad que sea(n) u’
relevante(s), y preguntarse por las propiedades geométricas de dicha(s) me-
dida(s). Alternativamente, se puede pensar en la medida de probabilidad de mi
que está dotado el proceso estocástico que ‘genera’ el conjunto autosemejante
como en el párrafo anterior. Ello desplaza la atención de los conjuntos a las me-
didas, proporcionando en general una aproximación alternativa a la geometría u’
de las distribuciones de puntos/de masa en un espacio métrico. La dualidad
medida—conjunto se puede entender como consecuencia de que toda medida
de probabilidad está asociada de manera natural a los conjuntos (no necesari-
amente cerrados) capaces de concentrar toda la masa de la medida, y de que - ¿
todo conjunto se puede contemplar desde el punto de vista de las medidas J
que puede ‘soportar’. Esta óptica alternativa, que considera las medidas per
se, y se pregunta por sus propiedades geométricas, ha recibido de hecho gran u’
atención tanto en teoría geométrica de la medida, e.g. analisis multifractal
[CM 92, EM 92, FM 94], IFS recurrentes [BEH 89]; como en otras áreas, e.g. u’sistemas dinámicos [ER 86], y análisis no-lineal de series temporales [MMR 95]
(y referencias allí).
• La tercera observación está en relación a las técnicas geométricas que se em-
plean para el análisis de las medidas y los conjuntos que nos ocupan. Hay
al menos dos modos de obtener estimaciones para la medida y dimensión de 4
Hausdorffy packing: usando recubrimientos (global), y usando densidades (lo-
cal). El papel relevante que tiene hoy día la dimensión packing se debe a que se 1
comporta localmente de manera dual a la medida Hausdorff, como demostró el
profundo trabajo de Tricot a principios de los años ochenta [Tri 82]. La técnica
que aquí se usa combina las técnicas geométricas locales, que permiten reducir u’
el cálculo de medidas y dimensiones (una cuestón global) al cálculo de den-
sidades (una cuestión local), con algunos resultados clásicos de probabilidad,
que permiten evaluar dichas densidades.
u’






Hausdorff y packing de medidas y conjuntos autosemejantes. Un conjunto autose-
mejante es grosso modo aquel que se puede escribir como unión de copias a escala de
sí mismo. Otro punto de vista es entender los conjuntos y medidas autosemejantes
asociados de modo natural a un proceso de Bernouilli (de pruebas repetidas) que
tiene lugar en el espacio de códigos abstracto. En concreto, si M = {1,2,..., mn}, y
p = (pl,p2,-. . ,p».) es un vector de probabilidad en M, el espacio de códigos es el
espacio producto M’4 := nr M, y la medida producto asociada a p es = nr p,
entonces el conjunto autosemejante E se obtiene como una proyección continua del
espacio MN E — r(MN), donde la aplicación ir se define a partir de un sistema
de semejanzas contractivas de IR”’ ‘1’ — : i E M} (ver (1.14) para la definición
de ir). De modo similar, se obtiene la medida autosemejante Mp como la proyección
mediante ir de la medida zj,, .e. g> = o iC~. Todas las medidas autosemejantes
están soportadas en el conjunto compacto E.
Aunque no se asocia usualmente con la idea de autosemejanza, el ejemplo más
sencillo de conjunto autosemejante es el intervalo unidad, que desde luego se consigue
como unión de vn copias de sí mismo a escala m1. Cada punto en el intervalo está
‘codificado’ de manera natural por la secuencia (infinita cuando hay dos) formada
por los coeficientes de su expansión en base vn.
La geometría autosemejante recibe intensa atención en la investigación activa en
geometría fractal. En nuestro trabajo hemos obtenido resultados sobre geometría
autosemejante al menos en los tres aspectos que se han comentado arriba. Estos se
detallan separadamente debajo.
En cuanto a la organización de los resultados que contiene esta memoria se debe
señalar lo siguiente. En el capítulo 1 se recogen las definiciones que serán de uso
común y continuado a lo largo del texto, y no contiene por tanto contribuciones
originales. La primera sección de cada capítulo bien presenta y sitúa los problemas
que se resuelven en el capitulo en su contexto adecuado (secciones 2.1, 5.1), bien
ilustra además las técnicas que se usan, revisando su uso y trascendencia en la
literatura (secciones 3.1, 4.1). Se ha preferido insertar en el texto en el momento
oportuno los resultados específicos conocidos en la literatura de los que se hace
uso. A continuación se detallan estos resultados. En la sección 2.3.2 es necesario
el teorema ergódico multiplicativo de Oseledec y la invariancia bajo isomorfismo
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de ciertas propiedades de teoría ergódica (que se pueden consultar en [Wal 82] en u’
detalle). La ley del logaritmo iterado se usa en laff secciones 3.3, 4.3, y en alguna
ocasión en el capitulo 5. La versión que necesitaremos está enunciada en la página u’
85. Un teorema de S.J. Taylor y C. Tricot de 1985 [TT 85], que se necesitará en la
demostración del teorema central del capítulo 4 se enuncia en la página 115. La parte u’
del teorema 3.3.3 referente a la dimensión Hausdorff fue probado en [DGSH 92],
sin embargo la demostración aquí es algo diferente. Todos los resultados que se u’enuncian y demuestran en esta memoria, a excepción de los explicitados arriba, son
aportaciones originales. Como referencia de uso, los resultados que están numerados
dentro de cada capítulo son propios, mientras que los resultados de la literatura que u’
se usan puntualmente (los mencionados arriba) no lo están.
El resto de este capítulo de presentación se dedica a precisar los principales resultados u’
que se incluyen en esta memoria y a poner de manifiesto su relación con la literatura
del área. Consideraciones mas precisas sobre técnicas, antecedentes, y relevancia de
los problemas que se abordan se pueden encontrar en la sección preliminar de cada
capitulo.
u’
Resultados sobre la Geometría de Medidas Autosemejantes. u’
Una medida en IRN es un objeto abstracto, que se ‘vísualiza’ geométricamente rep-
resentando los conjuntos que concentran la masa total de la medida. Se debe pensar u’
por tanto en una medida como ‘excepcional’ o ‘fractal’ como aquella que se puede
concentrar en un conjunto de medida de Lebesgue N—dimensional nula. En términos u’
clásicos de teoría de la medida éstas se denominan medidas singulares. Hemos en-
contrado tres tipos de resultados referentes a las medidas autosemejantes: sobre la
estructura de los espacios (E, p~) como espacios de medida abstractos, relativos a u’
y, como medida invariante y ergódica de un sistema dinámico sobre E, y resulta-
dos relativos propiamente a la geometría de g~ en 111N~ Los dos primeros tienen u’
implicaciones luego en los aspectos geométricos de la medida.
Las medidas autosemejantes son genéricamente medidas fractales, o singulares u’






proyección ir es una biyección y por tanto E es topológicamente un conjunto de
Cantor, la ley fuerte de grandes números implica que dos medidas autosemejantes
son mutuamente singulares. C. Bandt planteó en 1991 [Ban 91] si esta singularidad
se mantiene en el caso en que ir no es ínyectiva, y por tanto hay puntos que tienen
códigos múltiples. Al conjunto de puntos de E con múltiples anteimágenes por
ir se le denomina conjunto de solapamiento de E (o del sistema de semejanzas).
En general, este es un problema complejo, para el que incluso en el intervalo sólo
hay respuestas parciales. En el caso en que se verifica la condición estándar de
separación, i.e. la condición de abierto (ver 1.15), hemos encontrado la respuesta
al problema de Bandt en sentido afirmativo. Es importante notar que, lejos del
caso del intervalo expuesto arriba, donde el conjunto de solapamiento es numerable
(y por tanto trivial dimensionalmente), el conjunto de tales puntos puede ser muy
importante geométricamente.
En realidad la solución al problema de la singularidad de medidas autoseme-
jante expuesto arriba, es un corolario de un resultado acerca de la estructura del
espacio de medida (E, gp), que hemos llamado O—lema. Como consecuencia directa
del O—lema, se demuestra que (E, gp) es isomorfo como espacio de medida al es-
pacio (MU, Vp). Esto tiene implicaciones durante todo el trabajo posterior. Debe
señalarse que hay referencias explicitas en la literatura aludiendo al problema de si
el conjunto de solapamiento puede concentrar ‘mucha’ medida autosemejante. En
concreto, los trabajos sobre descomposición multifractal de Cawley y Mauldin para
medidas autosemejantes en construcciones disjuntas [CM 92], de Edgar y Mauldin
para medidas markovianas en construcciones dirigidas por grafos [EM 92], y de Fab
coner para medidas estadísticarnente autosemejantes [Fal 94] plantean como prob-
lema inicial para extender sus resultados a casos más generales (no—disjuntos) el que
la medida del conjunto de solapamiento pueda no ser nula. El e—lema demuestra
que ese no puede ser el caso para las medidas autosemejantes bajo condición de
abierto. Los argumentos empleados para obtener este resultado se pueden extender
con seguridad a las medidas consideradas en [EM 92] y [Fal 94].
Un resultado que hace uso esencial del O—lema concierne a la teoría ergódica de
sistemas dinámicos. El O—lemapermite definir, cuando se tiene condición de abierto,
una aplicación (de hecho muchas) T en E que conjuga con el shift de Bernouilli en
el espacio MU. Más aún, se puede demostrar que el shift T preserva la medida g~,
u’
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y es ergódica respecto a esta medida. Por tanto, la naturaleza de T en E, como
transformación que preserva la medida, es la del shift de Bernouilli en MN. En la
sección 2.3 probamos un teorema que demuestra que la fórmula de dimensión de la u’
medida gp tiene una interpretación limpia en términos de magnitudes clásicas de
teoría ergódica: la entropía de Kolmogorov—Sinai de la medida y,, y los exponentes u’
de Liapunov del par (T, gp). Dicha fórmula sintetiza de forma sencilla cómo la
geometría de y> se explica en términos de la estocasticidad presente en el sistema
dinámico desacoplada en la aleatoriedad global y probabilista medida por la entropía, u’
y en la estocasticidad local y geométrica, producto de la divergencia de órbitas
próximas medida por los exponentes de Liapunov. El capítulo 2 está dedicado al u’
e—lema y las consecuencias de este resultado explicadas arriba.
Los capítulos Sy 4 están íntegramente dedicados a la geometría de las medidas u’
autosemejantes en IRN. Estudiar la geometría de Sp, el modo en se distribuye en
el espacio IRN, consiste en ‘graduar su singularidad’. El grado de singularidad de u’
una medida (con respecto a la medida de Lebesgue) está dado por su dimensión de
Hausdorff (ver sección 1.3 para la definición), dimy, que se define como el ínfimo de u’
las dimensiones de conjuntos de y—medida plena, y por tanto implica que la medida
y es singular respecto a las medidas de llausdorff Ht si t > dimy. En 1992 A.
Deliu, J.S. Geronimo, R. Shonkwiler y D. Hardin (DGSH en adelante) encontraron u’
la fórmula para la dimensión de Hausdorff de la medida autosemejante gp en el
caso en que Mes un conjunto finito como arriba (ver [DGSH 92]). Dicha fórmula 1
se expresa sólo en términos de la probabilidad p y las razones de contracción de
las semejanzas. Los autores mencionados encontraron la dimensión de medidas u’
más generales, que comprenden las autosemejantes como caso particular. Más aún,
resultados de Tricot [Tri 82] muestran que de hecho el trabajo de DGSH prueba
también que la dimensión packing de gp coincide con la dimensión de Hausdorff. u’
Sea un vector de probabilidad p fijo, y poner y gp. Una cuestión relevante u’
abierta es por tanto decidir si g, es o no singular respecto a la medidas 11du’w¿
~, pDimt¿ Observar que, del mismo modo que la dimensión de Hausdorff de un
u’conjunto no proporciona informacion alguna sobre cúal es la medida del conjunto en
su dimensión, el valor de la dimensión de Hausdorff (alternativamente packing) de la
medida no informa sobre si la medida es singular o no con respecto a la medida Hdmnh/L u’






la medida de Hausdorff, mientras que en el capítulo 4 se prueba que no lo es respecto
a la medida packing (es continua respecto a pDizi~, ver 4.3). Estos resultados son
en realidad consecuencia de otros más finos, que precisan un refinamiento de las
funciones potenciales que se emplean para computar las medidas HaIJIp y pDimtt
Para ello es necesario manejar los conceptos de medida de Hausdorff (y packing)
asociados a funciones más generales que las potenciales. Tomemos el caso de las
medidas de llausdorff; del resultado de DGSH se tiene que la medida H’ de un
conjunto de gr—medida total es cero para cualquier t > dimg. Sin embargo, hay
medidas de Hausdorff mayores que pero menores que cualquier Ht con i <
dimg arbitrario, que se obtienen usando funciones ‘mayores’ que ¿dhuIM pero ‘menores’
que cualquier función Q, t < dimg, para evaluar el tamaño de los recubrimientos
de los conjuntos (ver sección 1.1 para las definiciones precisas). Lo que hemos
conseguido es encontrar toda una familia de medidas de Hausdorff, mayores que la
medida ~ pero menores que cualquier medida Ht, t> dimg, y tales que miden
cero un conjunto que concentra toda la medida ji.
En concreto, si g = {#
0(x) : a E ]R} es la familia un—parámetro de funciones de
variable real definidas mediante
= x”~”’~exp (a(2logxclogloglogxc)í/2) , (0.1)
donde c = c(p, 4’) es un parámetro fijo que depende de la probabilidad p y del
sistema de semejanzas ‘1’, hemos demostrado que existe un valor de ‘corte’ d
d(p, 4¡) > 0 tal que la medida autosemejante y es singular respecto a la medida de
Hausdorff Htú si a <d, pero absolutamente continua respecto a la medida ~ si
a> d. En particular existe un conjunto de y—medida plena cuya H’1~”’~—medida es
nula, y se sigue la singularidad afirmada arriba.
El protocolo para la medida packing es similar. De hecho, es relevante destacar
que el resultado que hemos obtenido para la medida packing es ‘simétrico’ respecto
del de la medida de Hausdorff explicado arriba: si Q es la familia definida en (0.1) y d
es el valor de corte arriba, hemos probado que la medida autosemejante y es singular
respecto a la medida packing ~#o para a < —d y es absolutamente continua respecto
a la medida packing p#a si a > —d. En particular la medida ji es absolutamente
continua respecto a pDh~~¡¿, puesto que Dimy = dimy.
Hay diversos resultados en la literatura exhibiendo diferencias entre dimension
j
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y medidas Hausdorff y packing, e.g. [Tri82, TT 85, ST 88], que contribuyen al u’
igual que sus analogías a una mayor comprensión de la complementariedad entre los midos conceptos. Algunos de estos resultados están descritos en la sección 4.1. Los
resultados expuestos arriba (ver corolarios 3.3.8 y 4.3.8), que hemos demostrado en
las secciones 3.3 y 4.3, componen conjuntamente otra simetría nada trivial entre u’
ambas medidas, confirmando su carácter dual. Ello sitúa los resultados centrales de
estas dos secciones en una corriente actual de gran interés en el área. Es importante mi
destacar que, aunque las técnicas empleadas en los capítulos 3 y 4 son locales, las
ideas que subyacen son diferentes.
á
Hemos extendido el resultado de DGSH en otra dirección. Los argumentos de
DGSH dependen esencialmente de que el conjunto Mes finito. Los conjuntos au- u’
tosemejantes generados por sistemas numerables de semejanzas (i.e. M = IN arriba)
constituyen un área muy reciente de investigación [Wic 92, Mor iii, MU, Fer]. En
mila sección 3.1 damos la fórmula para la dimensión de la medida g, en este caso. El
teorema 4.2.7 demuestra que la fórmula en el caso infinito generaliza la conocida en
el caso M finito. Ello requiere el uso de ideas nuevas en la literatura. u’
mi
Resultados sobre la Geometría de Conjuntos Autoseme-
jantes. mi
La literatura del área se ha centrado desde 1981 exclusivamente en el estudio de la u’
geometría del conjunto autosemejante E. Se conocen su dimensión de Hausdorff y
packing, que coinciden [Fal 90], y se sabe que tiene medida finita y positiva en dicha mi
dimensión. Sin embargo, no se han considerado hasta ahora propiedades geométricas
de subconjuntos de E. Como se verá, subconjuntos relevantes de E aparecen natu-
miralinente cuando se consideran diferentes medidas gp en E. El trabajo que hemos
desarrollado a este respecto puede denominarse genéricamente andilsis frecuencia!
en conjuntos autosemejantes. El capítulo 5 de esta memoria está dedicado en su u’
totalidad a este aspecto. Los preliminares del capítulo detallan, más en profundidad









La motivación para la investigación desarrollada en el capítulo 5 fue intentar
caracterizar los puntos ‘típicos’ de un conjunto autosemejante. Es evidente que la
‘tipicidad’ depende de la medida de probabilidad que se considere en E; sin embargo
como se tiene que O <Hd~(E) < +co, la medida HamE se puede probabilizar, y
parece natural considerar la tipicidad en E con respecto a dicha medida. En el caso
particular del intervalo, una pista de cómo resolver este problema la proporcionó E.
Borel cuando demostró la ley de los números normales en 1908. La ley fuerte de
grandes números demuestra que si se considera el conjunto de puntos x del intervalo
con las vn frecuencias asintóticas 64x) de cada dígito i E M en su expansión vn—aria
dadas, &(x) = p~, entonces la y~—medida de tales puntos es 1. El conjunto de puntos
normales en el sentido de Borel es el que 6í(x) = m1, i c M. Si p~ ~ nc’ para
al menos un i entonces la medida de Lebesgue de tal conjunto es nula, y por tanto
el problema natural en teoría geométrica de la medida es encontrar la dimensión de
Hausdorff de tales conjuntos ‘excepcionales’. A.S. Besicovitch resolvió este problema
para vn = 2 en 1934 [Bes 34], y H.G. Eggleston encontró la dimensión de Hausdorff
de tales conjuntos para vn > 2 en 1949 [Egg 49].
Nuestro trabajo extiende el concepto de ‘normalidad’ de Borel a conjuntos au-
tosemejantes, y caracteriza un conjunto de puntos ‘Borel—normales’ de E/de 4’.
Asimismo, hemos llamado conjunto de Besicovitch de E asociado al vector p al
conjunto proyección por ir del conjunto de códigos de MU que tienen frecuencia
asintótica del dígito i E M dada por p,. Hemos llamado conjuntos de Besicovitch—
Eggleston a los conjuntos de Besicovitch del intervalo. Extender los resultados de
Besicovitch y Eggleston a los conjuntos autosemejantes no es una cuestión trivial, y
tiene la dificultad, con respecto a la construcción en el intervalo, de que en general
el conjunto de puntos de códigos múltiples no tiene porqué ser numerable ni siquiera
cuando se tiene la condición de abierto. El resultado de DGSH, sin embargo, facilita
el trabajo. Hemos encontrado la dimensión de Hausdorff y la dimensión packing
de los conjuntos de Besicovitch en E cuando se verifica la condición de abierto.
Asimismo, se dan respuestas parciales al problema de encontrar la medida de es-
tos conjuntos en su dimensión. En particular, se demuestra que los conjuntos de
Besicovitch—Eggleston tienen medida packing infinito en su dimensión, mientras que
su medida de Hausdorff es cero o infinito. El problema de encontrar en general la
medida de Hausdorff de los conjuntos de Besicovitch (en particular de los conjuntos




Los conjuntos de Besicovitch juegan un papel complementario respecto a las me-
didas autosemejantes, como el conjunto de puntos que concentra toda la medida y
que además es autosemejanteen el mismo sentido en que E lo es. De nuestro trabajo
se desprende que no hay un sólo conjunto de puntos típicos de E con respecto a la
medida y~, sino varios conjuntos que concentran toda la medida (en ese sentido son u’
típicos) y que se pueden caracterizar mediante propiedades frecuenciales asintóticas
de las secuencias de códigos de MN que les corresponden por la proyección ir. En
u’particular, uno de estos conjuntos, que hemos llamado conjunto de Besicovitch fino
concentra toda la medida gp, está contenido en el conjunto de Besicovitch corre-
spondiente pero es mucho más pequeño, y tiene propiedades de regularidad mucho u’
más fuertes. Más aún, una propiedad importante de estos conjuntos es que no in-
tersecan al conjunto de solapaxniento. En el caso en que dicho conjunto tiene la
dimensión de E, tiene la misma medida de Hausdorff y packing que E, y por tanto
puede considerarse como el verdadero ‘corazon’ del conjunto E o el conjunto de los
puntos ‘super—normales’ de E. u’
Los conjuntos de Besicovitch (y otros definidos frecuencialniente) tienen la misma u’
propiedad de autosemejanza de E: se descomponen en vn copias a escala de sí
mismos. La diferencia con E es la compacidad, es bien sabido que E es el único
u’compacto autosemejante asociado al sistema de semejanzas ‘1’ [Rut 81]. Un aspecto
importante de nuestro punto de vista es que se obtiene una idea más rica de la
geometría autosemejante si se elimina la restricción de la compacidad, de modo que
el concepto que cobra relevancia es el de autosemejante de y~—medida plena. A
éstos (conjuntos de Besicovitch entre ellos) está dedicada la sección 5.2. Alguno
resultados serán generales para la clase de conjuntos autosemejantes en este sentido
más amplio.
Otros conjuntos definidos frecuencialrnente, no necesariamente en términos del
comportamiento asintótico de las frecuencias de cada i c M, ni concentrando la
medida jip, se definen en la sección 5.3 y se estudian sus propiedades de dimension.
El trabajo de Billingsley [Bil 60, Bu 61] introduciendo la dimensión de Hausdorff en
u’
teoría de probabilidad, se usa allí para obtener la dimensión de algunos conjuntos




Resultados sobre las Técnicas Locales para Estimación de
Medida y Dimensión en Geometría Autosemejante.
El último aspecto que debe destacarse sobre la investigación que hemos llevado a
cabo es relativo a las técnicas que se han empleado para obtener los resultados sobre
las propiedades geométricas de medidas y conjuntos expuestos arriba.
La técnica del capítulo 3 es local, y se remonta al trabajo de C.A. Rogers y
S.J. Taylor [Rl 61]. La idea consiste 9~O85O modo en definir una densidad local de
una medida y en un punto x respecto a cada dimensión. Esta densidad evalúa el
comportamiento local de la medida y de un entorno de un punto respecto al tamaño
geométrico del entorno, que se mide como función del diámetro. El teorema de
densidad que Rogers y Taylor probaron afirma que si se entiende el comportamiento
típico (i.e. g—a.e.) de la densidad de la medida y se obtiene información sobre su
singularidad respecto a la medida de Hausdorff que corresponde con la dimensión
sondeada. Rogers y Taylor demostraron su teorema para medidas de Borel y una
densidad definida sobre entornos rectangulares. Para conseguir nuestros resultados,
se ha de extender el resultado de Rogers—Taylor a densidades definidas ad hoc para
construcciones autosemejantes. Previamente por tanto se ha de definir una densidad
geométrica para los puntos de E que funcione en el contexto que nos interesa, y
demostrar entonces un teorema de densidad á la R.ogers—Taylor para la función de
densidad considerada. Esto se hace en las secciones 3.3 y 3.2 respectivamente.
El teorema de densidad que hemos probado (teorema 3.2.3) tiene utilidad en
general en el estudio de la geometría autosemejante. En ocasiones, los resultados
de dimensión y/o medida de los conjuntos se consiguen encontrando una medida
adecuada que tiene un comportamiento local (dado por la densidad) que se entiende
bien. Un resultado como el teorema 3.2.3 es pues importante si la medida autose-
mejante ‘funciona bien’ en el caso concreto que se considera. En la sección 5.3 se
encuentra la dimensión de algunos conjuntos usando como herramienta auxiliar una
medida autosemejante adecuada.
Con el objeto de mejorar la técnica que proporciona el teorema 3.2.3 para el
cómputo de la dimensión de Hausdorff debilitamos las hipótesis del teorema. En




3.2.3, sólo es capaz de estimar dimensión (esto se hace en la sección 3.2). En
segundo lugar, se elimina la hipótesis de que el conjunto sea de y~—medida positiva mi
para obtener una estimación inferior de la dimensión de Hausdorff. Ello conduce
a considerar el concepto de dimensión de Hausdorff—Billingsley. Creemos que esta
es una idea que no se ha explotado suficientemente en la literatura, y que podría 4
resultar importante en casos donde el conjunto objetivo tiene medida cero (debe ser
sin embargo ‘grande’ dimensionalmente en términos de la dimensión de Hausdorff- J
Billingsley, ver sección 5.3).
Los resultados del capítulo 4 se consiguen también mediante técnicas locales, mi
reduciendo la densidad que hemos definido en autosemejantes a densidades sobre
bolas, para las que existen teoremas de densidad bien conocidos [TT 85, ST 88]. J
Para conseguir esto se introduce una nueva técnica que sirve para cubrir bolas cen-
tradas en puntos x E E mediante cilindros (i.e. básicamente imágenes a escala de E, mi
ver (1.23)). Esta técnica, que hemos llamado de bola viajera nos sirve en el capítulo
4 para encontrar la dimensión de las medidas autosemejantes en el caso general, miy mostrar la continuidad respecto a la medida packing en su dimensión en el caso
finito. Probablemente la técnica de bola viajera sea relevante en otros problemas
planteados en geometría fractal. 4
Las técnicas locales usadas han resultado ciertamente potentes, reduciendo la miestimación de la dimensión/medida a la de la densidad, que a su vez se traduce en
una cuestión de probabilidad de ley tipo fuerte: ley de grandes números y ley de
logaritmo iterado. Aquí la probabilidad se muestra importante una vez más. Una 4
revísion con cierto detalle de las técnicas locales, y de sus antecedentes está dada en
la sección 3.1 4
mi
Llegar a este momento es una de las mayores satisfacciones que proporciona un
proceso tan particular como es escribir una tesis doctoral. Uno compone un cuadro mi
nítido con los detalles diluidos que han formado parte cotidiana de su vida durante
los últimos cuatro años, y siente una satisfacción indecible al dar las gracias.
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Introducción. Marco para la
investigación realizada.
En este capítulo se recogen los conceptos básicos de teoría geométrica de la medida
que se usarán durante toda esta memoria. Los conceptos y resultados que sean
necesarios en alguna ocasión a lo largo del texto se definirán oportunamente.
1.1 Medida y dimensión de Hausdorff.
Dado A E IR”’ y 6> 0, se recubre A con una colección (a lo más numerable) {U1}1
de conjuntos de diámetros ¡ U1 1=6 (la notación ¡ 1 se usa para el diámetro de un
conjunto). Tal colección se denomina 6—recubrimiento de A. Para t > O la medida
de Hausdorff t—dimensional en IR”’ se define como extensión natural de la definición
de la medida de Lebesgue LN. Para un ‘grado de resolución’ 6 > O se recubre el
conjunto A mediante conjuntos arbitrarios de diámetro no mayor que 6 y se evalúa
el ‘tamaño’ t—dimensional del recubrimiento. Le. ~ ¡ U~ It Se escoge la suma ‘mas
eficaz’, que se denomina H~(A)
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u’
La medida t—dimensional de Hausdorff se define entonces como el limite en (1.1)
cuando la resolución se hace cero, í.e. u’
Ht(A) := limH~(A) = sup H~(A), (1.2)6—.O 6>0 u’
donde el límite es en realidad un supremo, dado que Hl(A) es claramente no—
decreciente como función de 6. Observar que la medida Ht generaliza la medida de u’
Lebesgue a dimensiones no enteras.
La dimensión de Hausdorffde A está dada mediante ‘u’
dim(A) = sup{t : Ht(A) = +oo} = inf{t : Ht(A) = 0}, (1.3) -1
de manera que dim(A) es un valor que resume el comportamiento de A respecto a la
familia paramétrica de medidas {Ht}o.o. Es importante destacar que que el cálculo u’
de la dimensión de A no aporta información ninguna sobre la medida de A en su
dimensión Halla(A), de modo que cuando se encuentra la dimensión de un conjunto
u’una segunda tarea más fina (y generalmente más ardua) consiste en decidir cúal es elvalor de la medid del co junto su dimensión. La situación en que un continuo de
puntos A c ¡{N arbitrario arroja un valor finito y positivo en el proceso para obtener ‘u’
(1.2) usando precisamente una función potencial del diámetro es ciertamente muy
particular. Debe considerarse por tanto como probable el hecho de que la medida
u’H<¡inlÁ(A) sea cero o infinito. Esto conduce a admitir en el proceso de definición en
(1.1)—(1.2) una clase de funciones del diámetro de los conjuntos más amplia que las
potenciales, y por tanto considerar medidas de Hausdorff más generales. u’
En este trabajo necesitaremos esa nocion más ‘fina’ de medida de Hausdorff u’
asociada a la función de dimensión ~, o 4>—medida de I{ausdorff. Se define el conjunto
de funciones de dimensión Y como u’
7= {4>: (0,6) ‘—* IR’7 4>continuacreciente lim «¿> =0, 0<6cl}. (1.4)
¿—*0k
u’Consideraremos además recubrimientos usando sólo bolas, de modo que la 4>—medida
de Hausdorff esférica de A se define como
H~(A) = sup inf{Z 4>(1B
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La expresión dentro del supremo se denota mediante Ht(A), y es no—decreciente
como función de 6.
Para 4. 6 7 verificando
limsup(4>(2sfl/4>(¿)) := .9?< +00, (1.6)
¿—.0
la medida Ht es comparable a la medida de Hausdorff estándar Ht, que se ob-
tiene tomando el ínfimo en (1.5) sobre 6—recubrimientos formados por conjuntos
cualesquiera de IR”’, como en (1.1). Ambas medidas son comparables o equivalentes
en el sentido de que
(4>*)~lH#(A) =H~(A) =H~(A) (1.7)
(ver [Fal 90]) de modo que ambas son finitas y/o positivas simultáneamente. La
medida esférica Ht se usará durante toda esta memoria.
Si «~) = Q, ponemos H~ para la medida de Hausdorff esférica t—dimensional. Es
claro que el valor de la dimensión de Hausdorff es el mismo si se usa en la definición
(1.3) cualquier medida comparable a Ht (usualmente se define ‘dim’ en términos de
las medidas de Hausdorff Ht).
Dado A c IR”’, el modo en que usualmente se encuentra en la práctica la función
de dimensión que consigue que O < Ht(A) < +00 es el siguiente. En primer lugar
se encuentra la dimensión. En ocasiones, como en el caso de los conjuntos autose-
mejantes [GMMR 93], se obtiene la dimensión dimA = a como consecuencia de que
la medida H4(A) es finita y positiva. En otras ocasiones se encuentra la dimensión
de A demostrando que Ht(A) <-1-oc para t > a, y que Ht(A) > 0 para t < a, de
modo que no hay información en dimensión a. Supongamos que por algún método se
encuentra que H4(A) = 0. Por tanto para todo 6 > O existe un 6—recubrimiento 14
de A tal que EUEUE ¡ U ¡‘= O. Se debe encontrar una función g tal que para algún
5> O 2u~u U ¡“ gfl U 1) > 0 para todo 6—recubrimiento U de A, y por tanto nece-
sariamente lim¿....o g(4) = +oe. Sin embargo, puesto que se sabe que Zu ¡ U ¡~= O
para todo t > a, la función g debe verificar que lim¿...o log g(¿)/ log ¿ = 0. La función
= ¿~g(fl se comporta por tanto ‘logarítmicamente’ como la función potencial
¿‘, i.e. lim¿.olog4>(¿)/log¿ = a. Sin embargo, como lim¿...og(4) = +oe es ‘mayor’
(asintóticamente) que ¿~, i.e. lim¿....o ¿4/4>(C) = 0, y por tanto la medida de Haus-
dorff Ht es mayor o igual que H”. Se puede decir en este caso que la función 4.
u’
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u’
proporciona un ‘refinamiento a la izquierda’ de la función potencial ~, puesto que u’
las medidas {Ht : t =0} se ordenan clásicamente de mayor a menor. Si además se
demuestra que para algún 6—recubrimiento U se tiene >j>¡ 4.(¡ U ¡) < +00, se dice u’
que 4. es la función de dimensión de A.
u’
En nuestro caso, técnicas probabilistas proporcionarán de modo natural un re-
finamiento a la izquierda para la función potencial de la dimensión de la medida u’
autosemejante (ver la función definida en (3.36)).
Para detalles sobre las definiciones y propiedades de las medidas y dimensión de j
Hausdorff puede consultarse [Rog 70, Fal 85].
u’
1.2 Medida y dimensión packing. u’
En 1982 C. Tricot [Tri 82] introdujo las medidas packing o de empaquetamiento, y 1
demostró que desempeñan un papel ‘dual’ (localmente) a las medidas de Hausdorff
(el resultado de Tricot puede verse en la sección 3.1). Desde entonces, su cálculo u’
se ha convertido en una cuestión estándar, y complementario al de la medida de
Hausdorff, a resolver en los problemas de teoría geométrica de la medida [TT 85,
Fal 90, CM 92, EM 92, Fal 94]. u’
Sea A c IR”’, y 6> 0, un 6—’packing’ (o 6—empaquetamiento) de A es una familia u’
de bolas {BI}IEN disjuntas centradas en puntos de A , con B
1 ¡< 6. Para 4. E 7,
se define la 4>—pre-medida packing de A como
9(A) = mfsup{Z 4.(I B1 ¡): {B1}1 6— packing de A}. u’
6>0
La premedida p
4’ no es a—subaditiva, lo que motiva la siguiente definición. Se define u’
la medida packing de A asociada a la función de dimensión 4. (o 4.—medida packing
de A) como u’
P~(A) = inf{Z pt(A~) : ~ 4 p A, {A~}
1 arbitraria}. (1.8)
Así, P
4’ es una medida de Borel en IR”’, particular a—subaditiva. Si 4.(¿) Q, u’
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t—dimensionat Las medidas packing tienen las mismas propiedades que las medidas
de Hausdorff, en particular son medidas exteriores, y por tanto todo conjunto de
IRN es medible.
La dimensión packing de A, que denotaremos en adelante por Dim(A), se obtiene
ahora como el parámetro crítico que clasifica la familia {Pt}~=oen dos subclases,
aquellas que dan a A medida nula y las que dan medida infinito, esto es
Dim(A) = sup{t : Pt(A) = +001 = inf{t : Pt(A) = 0}. (1.9)
Es bien sabido que dim(A) =Dim(A)para cualquier A E IR”’. S.J. Taylor pro-
puso el nombre de conjunto ‘fractal’ para aquellos para los que ambas dimensiones
coincidían. Todas las observaciones que se hicieron en la sección anterior para la
medidas generalizadas de Hausdorff son aplicables para las medidas packing. Para
las propiedades en más detalle de la medida y de la dimensión packing se puede
consultar [Edg 90, TT 85, Rey 92].
1.3 Dimensión y singularidad de una medida.
Cuando el objeto que se considera es una medida (de Borel) distribuida en
111N, el
interés desde nuestro punto de vista consiste en abordar su geometría. La medida
Lebesgue sigue teniendo un papel relevante en la geometría de IR” pero, al igual que
sucede con los conjuntos excepcionales, éste se diluye cuando la medida de interés
es singular respecto a la medida de Lebesgue. Las medidas singulares con respecto
a la de Lebesgue juegan ahora el papel de medidas ‘excepcionales’. Se trata pues de
graduar esa ‘excepcionalidad’.
La teoría geométrica de la medida provee de una útil herramienta para evaluar el
grado de singularidad de una medida: su dimensión. Sea y una medida de proba-
bilidad en IR”. Se define la dimensión de Hausdorffde y mediante
dimíy = inf{dimA : y(A) = 11, (1.10)
es decir, dimy estima el tamano mínimo (medido mediante dimensión de Hausdorff)
de un conjunto capaz de ‘representar’ toda la medida y.
u’
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u’Análogamente, se define la dimensión packing de y como
1
Dimíy = inf{DimA : y(A) = 11. (1.11)
Por supuesto, como consecuencia de las propiedades de la dimensión packing se u’
tiene dimíy =Dimjg. Extendiendo la idea de Taylor, se puede considerar que una
medida es ‘fractal’, o que goza de ciertas propiedades de regularidad, si su dímension
u’
Hausdorff y packing coinciden. El concepto de ‘regularidad’ de una medida que
introdujo Cutíer [Cut 90], que difiere de éste, se explicará en la sección 4.1.
Puede verse [You 82] que si y es una medida ergódica invariante para un
difeomorfismo entonces la definición (1.10) es equivalente a
dimj¿ = inf{dimA : y(A) > 01. (1.12) u’
Se puede demostrar, usando el e—lema (teorema 2.2.2 de la sección 2.2) y propiedades
ergódicas, que esta afirmación es cierta en nuestro contexto, tanto para la dímension 7
de Hausdorff como packing. Usaremos la definición (1.12) para la dimensión de
Hausdorff de la medida, y su equivalente para la dimensión packing. u’
Al igual que sucede con los conjuntos (o como consecuencia de ello) hay diversas
formas de dimensionar una medida. Las dimensiones definidas arriba son las de uso u’
más frecuente en la literatura. El concepto de dimensión de medidas como se maneja
hoy día parece surgir a principios de los años ochenta, en conexión con problemas
u’ergódicos en sistemas dinámicos que relacionan diversas magnitudes ergódicas entre
sí. Parece ser Young el primero en considerar la dimensión de la medida como se
ha definido arriba. En concreto, Young [You82] considera éste, adapta otros varios
conceptos de dimensión al caso de medidas, y obtiene igualdad para todos ellos en
el caso de que y sea una medida de probabilidad de Borel definida en una variedad u’
Riemanniana compacta. Una revisión reciente sobre resultados rigurosos acerca de
la dimensión geométrica de medidas se puede ver en [Haa] o en [Cut 90]. ~1
Los conceptos de dimensión definidos evalúan efectivamente el grado de singularidad
de la medida y. Para verlo, se introducen las siguientes definiciones, introducidas en
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• Se dice que y es continua con respecto a la medida de Hausdorff Ht, o
continua (alternativamente, continua con respecto a la medida packing P~,
o Pt—continua), si y(B) = O para todo B E A tal que H’t(B) = O (alt.
P~(B) = 0).
• Se dice que y es singular respecto a H~’ (alt. singular respecto a Pdj, si existe
un A—medible Br, con Ht~medida nula (alt. Pt—medida nula) que concentra
la medida y, i.e. ji(B) = y(B fl Br,) para todo B E A.
Cuando ~ = ~ la medida de llausdorff HN es esencialmente la medida de
Lebesgue N—dimensional (en el sentido de que ambas medidas sn comparables, ver
e.g. [Fal 85]), y por tanto los conceptos de H”—singularidad y H”—continuidad de
la medida y son los de singularidad y continuidad absoluta en el sentido clásico (i.e.
respecto a la medida de Lebesgue).
A continuación se muestra cómo la dimensión de la medida y gradua de hecho
la singularidad respecto a la familia de medidas de Hausdorff o packing. Tomemos,
por ejemplo la dimensión de Hausdorff dimy Los razonamientos son paralelos para
la dimensión packing. El parámetro dimy clasifica el comportamiento de la medida
ji respecto a la familia de medidas {Ht}oo. Mas en concreto, si t > dimy entonces
existe un conjunto A de y—medida plena tal que Ht(A) = 0, y por tanto la medida
y es singular respecto a la medida Ht. Por otra parte, si t < dimy se tiene H’(A) =
+oe para todo conjunto A con y—medida positiva, y por tanto si Ht(A) = O entonces
y(A) = 0. Esto es decir que y es continua respecto a Ht. Así, la dimensión dimy es
el valor umbral tal que la medida y es singular con respecto a la medida de Hausdorff
Ht si t > dimy, y y es continua con respecto a la medida Ht si 1 <dimy.
Obsérvese que, como sucede con la dimension de un conjunto, el parámetro dim(y)
no proporciona ninguna información sobre si y es o no singular con respecto a la
medida H<3Jx>»~. Decidir si una medida es o no singular respecto a la medida de
Hausdorff en su dimensión es el problema paralelo a decidir si un conjunto tiene
medida positiva o nula en su dimensión.
u’
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1.4 Conjuntos y medidas autosemejantes. u’
u’
La investigación que hemos desarrollado tiene como objeto de estudio los conjuntos
y medidas que se presentan en esta sección. Los conjuntos autosemejantes fueron u’
introducidos formalmente como se hace aquí en el año 1981 por YE. Hutchinson
[Hut 81]. Sin embargo, algunos hechos. sobre su dimensión son conocidos desde u’
el año 1946 [Morn 46]. Las medidas autosemejantes también fueron introducidas
por Hutchinson, pero no recibieron el nombre de autosemejante hasta más tarde.
Parece que el término ‘medida autosemejante’ se usa por primera vez en las no -J
tas de C. Bandt man 91]. Los conocidos IFS con probabilidades de M. Barnsley
[Bar 88, BEH 89] no son sino el conjunto autosemejante dotado de una medida
autosemejante.
Se considera IR”’ con la métrica usual, d. Una aplicación y: IR” i: es una u’
semejanza si existe r> O tal que d(y(z),y(y)) = rd(x,y) para todo x,y E IR”. La
semejanza es contractiva si r < 1, en cuyo caso y se denomina (razón de contracción) u’
dey.
Sea ahora M = {1,2,...,m}, y sea ‘1’ = {y~ i E M} un sistema de vn seme- u’
janzas contractivas. Denotaremos mediante S(M, N) el conjunto de tales sistemas.
Hutchinson demostró en 1981 que existe un único compacto E invariante para la u’
aplicación de conjunto
S’lt(.) := U y~(.). (1.13) u’
Así E = U~EM y1(E) de modo que, para cada k E IN, E se descompone en unión de
vn’ copias semejantes a sí mismo de la forma u’
o yj2 o... o
con i~ E M para 1 =j =k. E se llama el conjunto autosemejante generado por ‘II. u’
El punto de vista que aquí se adopta es el que considera E como la imagen continua
de un conjunto de Cantor abstracto (el espacio de códigos). En concreto, se denota u’
por M’
4 el espacio producto infinito nr M. Existe una aplicación sobreyectiva
ir: ¡VEN ‘—* E definida mediante u’
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para cada 1 = (i1,i2,...) E MN.
En este trabajo se presentan algunos resultados para el caso en que M = ]N. En
estecaso toda la anterior teoría se mantiene, como se puede ver en [Mor u, cuando el
sistema ‘Ji es compacto con la topología de la convergencia uniforme sobre conjuntos
acotados. En este caso el conjunto M~ dotado de la topología producto es el espacio
nulo de Baire.
Se dice que el sistema ‘Ji verifica la condición de abierto si existe un abierto
VcIR” talque
SW(V) ~ y (1.15)
y además
s~dV) fl c,o5(V) = 0 para i,j EM con i ~ j. (1.16)
Obsérvese que esta condición de separación comprende en particular las construc-
ciones, como el conjunto de Cantor, disjuntas. Denotaremos en adelante la adheren-
cia V mediante F. Sin pérdida de generalidad se supondrá que el abierto y tiene
diámetro 1, i.e. ¡ V ¡= 1. La condición de abierto se asumirá para el sistema ‘It
durante toda la presente memoria.
El conjunto de solapamiento de E, o más propiamente del sistema ~Ifes el con-
junto
e = U(~dE) n ~5(E)). (1.17)
i#j
Se suele denomina a e conjunto de solapamiento primario, y conjunto de sola-
pamiento a secas al conjunto donde la proyección ir no es inyectiva. En el capítulo
2 se da la relación entre ambos conjuntos cuando se verifica condición de abierto.
Para cada i E M, sea r¿ < 1 la razón de contracción de <pi. Sea s el único número
real tal que
> = 1, (1.18)
IEM
donde r1 es la razón de contracción de la semejanza SOl, i E M. Si la condición
de abierto se sostiene para el sistema ‘Ji, se sabe [Hut 81] que la dimensión de
Hausdorff de E está dada por s. En el caso M = IN el valor de a en (1.18) podría
no estar definido (ver [Mor i]), de modo que (1.18) se exigirá como hipótesis. La
J
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u’
construcción de E presentada, así como las propiedades de medida y dimensión que
aquí se necesitarán de los conjuntos autosemejantes puede consultarse en [Pal 90, 1
GMMR 93]. á
Sea P~ t IRtm el conjunto de vectores de probabilidad positivos, te. u’
«9+ = {p = (PÍ)ÍEM :pj >0 paratodoi EM,>? p~ = 1}. (1.19)
iEM
Dado p E P~, se considera la medida de probabilidad producto en MN (se llama
en ocasiones medida de Bernouilli [Haa]) u’
v~=pxpxpx..., (1.20) u’
donde p(i) = p~, i E M es la medida de probabilidad en M dada por p. Se llama
medida autosemejante asociada al par (4’, p), que denotaremos por yp, a la medida
u’
producto con soporte en E proyectada o inducida por ir, es decir
= o iri(A) (1.21) 1
para todo A ci Cr en la a—álgebra inducida por la a—álgebra producto en MN, C, i.e.
A E C,. si iri(A) E C. Omitiremos el subíndice p de la medida 5p frecuentemente, u’
cuando p esté fijo en los razonamientos.
Denotaremos por = : p E 79+J al conjunto de medidas autosemejantes u’
con soporte E. La elección
p=4ÁiCM) (1.22) mi
proporciona una medida de probabilidad en M debido a (1.18), que se denotará por
Ps mientras que la medida inducida en E se llamará /~s• Dicha medida, que es u’
esencialmente la medida de Hausdorff HS (ver la proposición 5.2.8), se ha llamado
‘natural’ [BO 92] y ha sido la que mayor atención ha recibido de las medidas de u’
la familia M+ hasta que el análisis multifractal de las medidas autosemejantes en
general ha centrado gran parte de la atención de la investigación [Pal 90, CM 92,
u’
EM 92, Pal 94].
M. Barnsley [Bar 88] llama al par (4’, p) sistema de funciones iterado con prob -u’
abilidades (IFS con probabilidades). J.E. Hutchinson [Rut 81] introdujo una teoría
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única medida invariante de un operador sobre el espacio de medidas de probabilidad
de Borel sobre un compacto. En la sección 3.2 se generaliza el trabajo de Hutchinson
al caso numerable.
1.5 Algunas cuestiones de notación.
Finalizamos este capítulo de introducción con algunas cuestiones de notación. La
a—álgebra C es la generada por la clase de los cilindros, que definimos a continuacion.
Sea, para cada k E ]N Mk M x Mx xM. Denotaremos por M el conjunto
de todas las sucesiones finitas formadas con elementos de M. Dada una sucesión
finita j E M” se define el cilindro (j) como el conjunto de códigos de MN cuya
secuencia inicial coincide con j, í.e.
(j) = {(j1,j2,. ..,jk,ik+1,ik+2,...) : ~q E M,q> k}. (1.23)
Dada la secuenciaj E Mk escribiremos pj para denotar la composición de semejanzas
y r1 para denotar su razón de contracción r51 r52 ... rsk (r1 es la razón de contracción
de la semejanza ~ Para un conjunto A c ]RN, el conjunto A1 es el conjunto
imagen de A por yj,i.e. AJ=SOj(A).Dadoi=(ií,i2,...)EMNykEN,
1(k) denotará la secuencia truncada (ii, z2,.. . ,z,~) E Mk. Si 1 E M~ con n > k el
significado de 1(k) es el obvio.
Observar que la colección de cilindros {(i(k))}kEN forma una base de entornos
para i en la topología producto. Notar que para cada x E E existe al menos una
secuencia 1 E IN que proyecta en x por la aplicación ir; de modo que para cada
k E IN existe un compacto EI(k) = <pi(k) (E) que contiene a x y que es la proyección
del cilindro (i(k)) por ir. La familia {E¡(k)}ke~ es de hecho una clase de Vitail para
(ver [Fal 85]). Llamaremos también cilindros (geométricos) a los conjuntos E;(k)
(e incluso a los conjuntos FI(k)).
a
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Capítulo 2
La Medida del Solapamiento bajo
Condición de Abierto. El
O—Lema y sus Implicaciones.
Sea ‘Ji E S(N, M) un sistema de semejanzas contractivas de IRN, y sea E el conjunto
autosemejante generado por ‘Ji. e denota el conjunto de solapamiento asociado a 4’
(ver (2.1) para la definición). Sea p un vector de probabilidad en M, y yp la medida
autosemejante inducida por p y soportada en E. Este capítulo concierne a la
medida del conjunto de solapamiento O cuando se verifica la condición estándar de
separación para el sistema ‘Ji, i.e. la condición de abierto que se definió en (1.15). El
resultado central del capitulo, que hemos llamado O—lema, afirma que la y~—medida
del conjunto O es nula para todo p E «9+.
La respuesta a algunas conjeturas planteadas en la literatura, así como la ex-
tensión de algunos resultados, están vinculados esencialmente al hecho de que el
conjunto e no ‘acumule medida’. El 6—lema además será necesario repetidamente
en los capítulos que siguen. En una primera sección se recogen algunas de las moti-
vaciones y conjeturas referentes al tamaño del conjunto 6. La segunda sección está
dedicada a la demostración del resultado central del capítulo. Una última sección
recoge las implicaciones y consecuencias que se siguen del e—lema.
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Se define el conjunto de solapamiento del sistema ‘Ji C S(N, M), que denominamos
e, mediante
e = U(~dE) n <p5(E)). (2.1)
1!=5
El conjunto donde la proyección ir deja de ser inyectiva está dado por
e*={xcE:x=r(i)=r(j)coni,jeM¡~, i$j}. (2.2) J
En ocasiones se llama solapamiento primario al conjunto e y solapamiento sin más
~1al conjunto Ot Suponer que x E 0. Por lo tanto existen i y j tales que x = r(i) =
con ik = jk para 1 < k <n, e 4~~’ # Jn+í. Si se considera y = ir(i~+1i~+2...) E
E, se tiene que 4
00
<pi(n)(3I) = <pi~ O ... O y~~( fl <p1n~fj O... O <p1JE)) = 1
k=n+i
00
— A <p¿~ o...o<p1~(E) =z, u
k=1puesto que <p¿ es una inyección para cada i. Del mismo modo se tiene que <p¡(~)(z) = x
para z = ir(Jn+í,jn+2,...) e M”t y por tanto, como
tn+1 # Jn+i
z = y E ~ fl <p
5~41(E) cO. u’
De esta manera, se ha probado que todo punto en el solapamiento e es imagen,
mediante alguna composición finita de semejanzas de ‘Ji, de otro punto en el sola-
pamiento primario O. En otras palabras,
e*= u <p¡(O), (2.3) u’
¡EM
donde M = UkEN Mk es el conjunto de sucesiones finitas de elementos en M. Puesto
que el conjunto M es numerable, las propiedades de positividad de los conjuntos
respecto a cualquier medida son las mismas, es decir, ambos son de medida nula o j
positiva simultáneamente. En particular, tienen la misma dimensión (Hausdorff o





Cuando se tiene condición de abierto, el modo en que se produce el solapamiento
está ‘controlado’ en cierto sentido. Sea V c 111N un abierto verificando la condición
de abierto para el sistema ‘It. Entonces, para i ~ j, SOdV) fl p5(V) = 0 (ver (1.16)).
Esto implica que
<p4E) n <p5(E) c SO4F) fl <p~4F) c yí(OV) rl <¿40V)
(recordar que F = y), y por lo tanto el conjunto de solapamiento primario verifica
la propiedad
O c U(SOdOV) n <¿40V)).
Observar que esto proporciona cierta información sobre e, que de hecho será útil en
la prueba del teorema 2.2.2. Sin embargo, la frontera de V, que es la responsable
de la estructura de e puede ser un conjunto muy irregular, e incluso de dimensión
alta. Lelos de los casos clásicos (tapiz de Sierpinski, curva de Koch, etc.) en los
que el conjunto e* es numerable, y por tanto trivial en medida, es importante por
tanto observar que el solapamiento puede ser un conjunto muy ‘grande’ en términos
geométricos cuando se verifica la condición de abierto. Por ejemplo, si se toma
E = [0,112 c IR2, el cubo unidad de 112, como el autosemejante generado por el
sistema de cuatro semejanzas
‘J/ = {<paía,(X,Y) = 1/2((x,y) + (a~,a
5)) a1,a5 E {O,1}2}, (2.4)
se tiene que O = ({1/2} x [0,1]) U ([0,1] x {1/2}), y por tanto dime = 1, que está
lejos de ser trivial en modo alguno.
Hay al menos tres puntos de vista bajo los que se puede considerar el conjunto
E en relación al espacio abstracto M~: topológico, probabilista, y dinámico. A
continuación se comentan los tres brevemente, y se muestra el papel relevante que
en esa relación juega el conjunto e.
• 1) Desde el punto de vista de la topología, puesto que la aplicación ir es continua
con respecto a la topología dada en MN (ver e.g. [Bar 88]), el conjunto E es
homeomorfo a un conjunto de Cantor si O~ = 0 (de (2.3) se tiene que ir es
una biyección si y sólo si e* = 0). Más aún, se puede definir una métrica
en M’
4 que induce la topología producto, de manera que el conjunto E (con
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u’
la métrica eudidea) es métricamente equivalente al espacio de Cantor de vn
códigos. Cuando O ~ 0, la aplicación ir no es inyectiva, y por tanto E no
mi
puede ser topológicarnente un conjunto de Cantor.
• U) El punto de vista probabilista o de teoría de la medida considera de modo
-4
natural la medida producto Vp en M~, definida en (1.20), generada por un
vector de probabiidad p E «9+• Se considera la medida autosemejante yp =
Vp o ir1 en E con la a—álgebra Cr inducida por la a—álgebra de los cilindros 4
en M’Ñ esto es
A c C,. si ir’(A) E C. (2.5)
La equivalencia natural entre espacios de medida es el isomorfismo de espacios
de medida. Se dice que los espacios de medida (MN,C,v~) y (E,C~,yp) son mi
isomorfos si existen conjuntos medibles
MGMNyÉCE (2.6)
tales que vp(M) = 1 = yp(É), y una aplicación invertible
1(2.7)
que preserva la medida, i.e. v~(f—’(A)) = y(A) para todo A E Cr rl É (esta
es la a—álgebra restringida). De este modo, E y MN son isomorfos si, después 4
de haber eliminado conjuntos de medida nula, se transforman uno en otro
biyectivamente mediante una transformación que preserva la medida. Es claro 4
que si 6Y = 0, los espacios E y M”’ (se entienden con las estructuras de espacio
de medida) son trivialmente isomorfos, tomando simplemente ir = f, E = E, mi
M = M arriba. En tal caso se puede escribir
(M”tC,vp) ~ (E,C,~,yp), (2.8) 1
e
indicando que el isomorfismo está proporcionado por ir. Recordar la definición
del vector p. 6 7» dada en (1.22). En este caso se tiene y¿O) = O [Hut 81] mi
cuando hay condición de abierto, y por lo tanto ir es una biyección sobre los
conjuntos de medida plena MN\rl(ei y E\0. En tal caso el isomorfismo
mi(2.8) también se verifica. El siguiente problema se plantea por tanto de modo
natural.
Problema 1: Decidir si el isomorfismo (2.8) es cierto cuando p # p. y tJi verifica mi





Si se consideran en M” dos medidas v>, uq diferentes (p # q, p’ q E «9+), la
ley fuerte de los grandes números muestra que existe un conjunto P tal que
u~(MN \ P) = O mientras que vq(P) = 0. Es decir, v~, y vq son mutuamente
singulares. Trivialmente se tiene que las medidas yp y jiq son también mu-
tuamente singulares cuando e = 0. C. Bandt [Ban 91] planteó la pregunta
correspondiente cuando e # O en términos de “si los conjuntos r’(E1 n E5)
tienen medida cero con respecto a todas las medidas producto” entonces dos
medidas autosemejantes diferentes (asociadas a vectores en «9+) serán mutua-
mente singulares.
Problema 2: (C. Bandt) Decidir si dos medidas autosemejantes asociadas a
diferentes vectores en «9+ son mutuamente singulares cuando O ~ O pero se
tiene condición de abierto.
• fI) Consideramos E desde un tercer ángulo, el de la dinámica que tiene lugar
en él bajo la acción de la aplicación shift. Este punto de vista ha recibido
gran atención en la literatura reciente de la dinámica no—lineal, en la que
la aplicación diente—de—sierra en el intervalo ha proporcionado un ejemplo
teórico paradigmático de sistema caótico, ver e.g. [MMR95]. Nuestro trabajo
generaliza algunas propiedades ergódicas de la dinámica diente—de—sierra en el
intervalo al contexto de conjuntos autosemejantes.
Sea r : MN ~ M’
4 la transformación shift en el espacio de códigos, i.e.
r(ií,i
2,i3,.. .) = (i2,i3,. ..)‘ (2.9)
y considerar el sistema dinámico (M’4, ir). Si O = 0 se puede definir la apli-
cación shift en el espacio E mediante conjugación, esto es
T=iroroiC’. (2.10)
Observar que T transforma E ‘—* E mediante
T(x) =
sí x = ir(ií,i
2,. . .). Más aún, cuando e = 0 la aplicación ir proporciona una
conjugación topológica entre los sistemas dinámicos (MN, ir) y (E, T). Cuando
O # 0, ir nunca es un homeomorfismo y por tanto los sistemas (MN, ir) y
(E, T) no pueden ser topológicamente conjugados. Es más, ni siquiera la
u’
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transformación T está bien definida mediante conjugación con ir. Sin embargo,
desde un punto de vista de teoría de la medida el sistema dinámico (E, T, yp)
aún puede ser dinámicamente equivalente al sistema (MN,r, Vp). El marco
para tal equivalencia es la teoría ergódica. Introducimos a continuación las
•1
ideas necesarias para dicha equivalencia que pueden consultarse en [Wai 82].
Para ello suponer de momento que O = 0. Sea p E «9+, y v~ la medida
producto asociada en MN. Entonces la aplicación shift ir preserva en general
u’la medida zj,, es decir
v~(r’(A)) = un(A) (2.11)
para todo A E C. Ello es suficiente para demostrar que T también preserva la u’
medida autosemejante yp en E, i.e. usando (2.11) y que ir es una biyección se
tiene para A E C,.
(A)) = yp(ir 0<’ o ir’(A)) =
(2.12)
o ir’(A)) = ¡q>(ir-<’(A)) =
y por tanto T preserva yp. En ese contexto, se dice que la aplicación T y
la aplicación ir son isomorfas (como aplicaciones que preservan la medida en
los espacios donde están definidas) si existen conjuntos medibles Al c M” y
É C E tales que
Vp(M) = 1 = y~(É), y rQÚ) c Ú, T(É) c É, (2.13)
y una aplicación f : Al ‘—* É que preserva la medida, y tal que
fo i-(i) = T o f(i) (2.14)
7
para todo i E M. Los sistemas dinámicos (MN,r, Vp) y (E, T, y) son por tanto
trivialmente isomorfos cuando O = 0. Basta tomar f = ir en (2.14). Observar
que a priori no puede concluirse lo mismo cuando O # 0. En este caso ni u’
siquiera puede concluirse que la medida y es invariante para la transformación
T. Esto se debe a que en general en este caso se tiene que 7C’(ir(A)) ~ A,
y por tanto la segunda igualdad en (2.12) es ahora una desigualdad (>). El
siguiente problema se plantea entonces de manera natural.
Problema 3: Suponer que O # 0, pero el sistema ‘Ji verifica condición de





preserve la medida yp, de modo que los sistemas (E, T, yp) y (M~,r, Vp) sean
isomorfos.
Puesto que dos medidas de probabilidad distintas, invariantes y ergódicas para
una transformación en un espacio de probabilidad son mutuamente singulares [Wal 82],
si se demuestra que una aplicación T definida en E preserva las medidas y c M~,
y es ergódica respecto a cualquiera de ellas, se demuestra de paso la singularidad de
las medidas autosemejantes.
En realidad los tres problemas formulados se resuelven a la vez si se demuestra
que el solapamiento O es un conjunto de y—medida nula cuando se tiene condición
de abierto. Este es el contenido del teorema 2.2.2, que se demuestra en la siguiente
seccion.
2.2 Demostración del e—lema.
Puesto que se necesitará el resultado tanto para el caso de Al finito como numerable,
es necesario demostrar previamente el siguiente lema, que demuestra que el reciente
resultado de A. Schief [Sch 94] puede extenderse al caso numerable.
Lema 2.2.1 Suponer que ‘Ji E S(N,IN) verifica la condición de abierto con abierto
V, entonces ‘JI verifica la condición fuerte de abierto, i.e. V rl E # 0.
demostración:
Sea II cualquier subconjunto finito de ]N, y considerar el sistema ‘Ji11 =
E l[}. Sea E11 el conjunto autosemejante asociado al sistema <J/~. Claramente el
abierto V verifica la condición de abierto para el sistema ‘Ji11, y del resultado de
Schief [Sch 94] se tiene que Vfl E1 # 0. Puesto que E11 c E se tiene que En V # 0
y por tanto la condición fuerte de abierto se tiene para el autosemejante E. O
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Teorema 2.2.2 (O—Lemma)
Sea Al finito o numerable, y sea ‘1! E S(N,Al) verificando condición de abierto.





Del lema 2.2.1, se tiene que la condición fuerte de abierto se verifica tanto si Al
es finito o numerable. Puede entonces suponerse que
(2.15)
Dado x E E y un código i tal que ir(i) = x definimos la i—órbita shift de x como el
conjunto
71(x) = {x,xí,x2,. .
donde para cada vn> 1
(2.16)XmZ<pjj o<~ o... o
Definimos la órbita shift de x como
(2.17)
ier—’(x)
Sea k E IN. Para una secuencia finita j = (j,,j2,. . . ,j,~) E Al”, y para cada código
i E M”% sea 6~(i) el limite
1
= Hm —card{q : q =)i,q+1 =J2,...,tq+k~1 j~,í =q =n —4.
n—.+oc~ n
(2.18)
Consideramos el subconjunto del espacio de códigos B~ (cuya proyección en E se
llamará en el capítulo 5 el conjunto ‘fino’ de Besicovitch) definido por
= {i E MM : Sj(i) = pj, para todo j E M9. (2.19)





















Sea p E «9+ cualquiera. Necesitaremos dos hechos.
(i) En primer lugar, O(ir(i)) es densa en E para todo i E B~’.
A continuación probamos la afirmación (i). Sea y E E y e > 0. Suponer que y = ir(j)
para unj = (j,,j2,...) E MW Sea k0 = min{k :9(k) <4. Tomar i E ~ puesto
que &i(i) = p~ > O para todo 1 c M, en particular se tiene que
= PJ(ko) > 0. (2.20)
Como la frecuencia asintótica (2.20) es positiva, en particular la secuencia finita
j(ko) ha de aparecer infinitas veces en la sucesión infinita i (pues en caso contrario
63%«i) = 0, contradiciendo el hecho de que i E 4t). Por lo tanto existe p E IN
tal que 9(i) = (ip,i,+í,.. .) verifica
= 31, Zi,+i ~32~ ... ,rfko1 = 3k0,
y por tanto los códigos rP(i) y .j están contenidos en el cilindro (j(k~)). De esto se
sigue que los puntos ir(r~(i)) e y están contenidos en el cilindro geométrico EJ(k0), es
decir dQr(r~(i)),y) =9(k0) <e, y por tanto se tiene (i), puesto que ir(rP(i)) E y¡(z).
(u) 0(z) c 0V para todo z E 0V fl E.
Para probar (u), suponer lo contrario, i.e. z,~ E j’j(x) rl V para algún vn E IN y
para algún i E C’(z). Entonces x,~1 = <pjm(xm) c -y~(z) rl V, puesto que <p~ envía
interior en interior (es una aplicación afín). Recursivamente se tiene entonces que
x5~~(z)flVparajmn2,m3,..~yportantoz6V Estosuponeuna
contradicción con la elección de x en (II).
Suponer ahora que existe
E ir(B~’) rl 0. (2.21)
Puesto que x E 0, se tiene que x = ir(i) = ir(j) para iJ E MN de modo que
a’ E p11 (E) rl ~ (E) C <pa, (E) rl <p51(F), (2.22)
con u ~ 5, (recordar que F = Y). Puesto que la condición de abierto implica que
<p11(V) flsos1(V) = §, se sigue de (2.22) que
e soñ(OV) rl <p51(OV). (2.23)
4
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Entonces, si y¡(z) = {z,z,,z2,...} es la i—órbita shift de a’, (2.23) implica que mi
x1 E 0V rl E; y de (u) arriba se sigue que
~i2i3...(Xi) E 0V. (2.24)
Por otra parte, como (i2,i3,...) E B~><t, (i) implica que y12j3...(a’í) es densa en E. 4
Pero entonces de (2.24) se tiene que también 8V es denso en E. Esto contradice
1la condición fuerte de abierto (2.15), puesto que E no podría tener un punto en V.
Por lo tanto (2.21) es falso y se tiene en cambio que
ir(B~~) rl O — (2.25) 4
Para cadaj E W, sea l1la función MN ~ fO, 1} indicadora del cilindro (.1)~ i.e. 4
-41 siie(j){ O en otro caso
El teorema ergódico de Birkhoff [Wal 82] afirma que 4
1 r’(i))
vp({i e ME: ,~rn = &) =1, (2.26)
_ mi
donde Vp es la medida producto en ME asociada a p (recordar que Pi = Vp((j))). ¡AObservar que, para cada i e ME
6~(i) = hm >3 11(r’(i)), 4
y por tanto (2.26) implica que, para cada j E M*
= 1, (2.27)
donde
BU) = fi e ME : Sj(i) = pj}. (2.28)p







con la intersección numerable, se sigue de (2.27) que ~~(Br>) = 1. Como conse-
cuencia se tiene
y~(ir(B~7>~)) =~ — 1 (2.29)
donde y~> la medida autosemejante inducida por v>. Finalmente, de (2.25) y (2.29)
se tiene el resultado. O
Nota 2.2.3 Puesto que el conjunto e* es unión numerable de copias semejantes a
O (ver (2.3)), se tiene también que y~(Oj = O. Más aún, puesto que lo que se
prueba en la demostración del O—lema es la afirmación más fuerte (2.25), se tiene
también que
0* rl ir(B~~) — 0. (2.30)
pues, de (2.3), si ir(i) E 0 entonces ir(r~(i)) E O para algún p finito, y el razon-
amiento del teorema se aplica a rP(i), i.e. si x E e* la órbita shift de a’ ‘entra’
en un número finito de iteraciones en el conjunto 0V y después se confina en este
conjunto. Observar que claramente
541(0*) c e*. (2.31)
En el otro sentido, si a’ = ir(i) e 0, se tiene que r(r(i)) e 0* si a’ E 0 \ 0, y que
,r(r(i)) E 0V rl E si a’ e e. Entonces existe y = rQr(i)) E O~ U (0V rl E) tal que
= a’ para algún i E Al (observar que ir(r(i)) E S’lW’(ir(i)fl. De (2.31) y de
(i) en la demostración del O—lema se sigue entonces que
((8V rl E) u 0*) = S4’((OV rl E) u 0*). (2.32)
Por tanto todo punto a’ que tiene una órbita shift que interseca al conjunto e, tiene
la órbita completa de hecho contenida en 0 U (8V rl E), y finalmente confinada
en 0V rl E (que entonces no puede ser densa en E sin violar la condición fuerte de
abierto).
Observar que la demostración del O—lema proporciona un conjunto mucho más
amplio que el conjunto ¡4W que tiene intersección vacía con el solapamniento 0*. De
hecho, lo que se demuestra en el O—lema es que ningún punto a’ con una órbita shift
0(z) densa en E puede estar contenido en el conjunto 0*. Este hecho puede for-
mularse como sigue en términos la estructura frecuencial de los puntos del conjunto
de solapamiento.
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Lema 2.2.4 Sea el conjunto E dado por
= fi: bj(i) =0 para algúnj E M*}. u’
Bajo condición de abierto se tiene
e~ u (0V rl E) § ir(S), (2.33)
y además yp(ir(E)) = O para todo p e «9k.
demostración: u’
Suponer que Sj(i) > O para todo j E Mt Entonces O(ir(i)) es densa en E. Pero u’
de la demostración del O—lema se tiene que 0(ir(i)) rl (0 u (0V rl E)) = 0. Por
tanto ir(i) no puede estar en el conjunto 0* U (0V rl E) y se sigue el contenido (2.33).
Para cada p e «9’ considerar el conjunto B~”~ definido en (2.19). Observar que se
tiene En BkO~> = 0, y por tanto yp(ir(S)) = O de (2.29). o
u’
El hecho de que toda vr—medida del conjunto E sea nula puede hacer pensar que
dicho conjunto es ‘pequeño~. En el capítulo 5 se demuestra que esto está lejos de ser u’
cierto; desde un punto de vista ‘dimensional’ es un conjunto tan grande como todo el
espacio ME. En la sección 5.3 se define un concepto de dimensión, introducido por
Billingsley en 1960, y que permite ‘calibrar’ el tamaño de los sucesos de probabilidad u’
nula. Se demuestra allí que la dimensión del conjunto E es plena.
u’
2.3 Implicaciones del e—lema. u’
El O—lema da respuesta directa a las cuestiones planteadas en la sección 2.1 sobre la u’
estructura de medida y ergódica del espacio E, con la medida yp, y la aplicación shift u’T. En esta sección recogemos estos resultados. Además, otros resultados relevantes




2.3.1 Estructura de los espacios de medida (E, p,).
Recogemos en el teorema siguiente la respuesta al problema 1 de la sección 2.1.
Teorema 2.3.1 Sea Al finito o numerable. Sea p 6 «9t y sea 41 e S(N,M)
verificando la condición de abierto. Entonces los espacios de medida (M’tC, Vp) y
(E,C,r,yp) son isomorfos.
demostración:
Basta tomar E = E\O*, y M = iCí(E\O*) = MN\t~l(e*) como los conjuntos
en (2.6), y la proyección ir como aplicación f en (2.7). Puesto que ir es continua y
es un conjunto E0, el conjunto iCí(O*) es de Borel, y por tanto Ñ es C—medible
(la u—álgebra C contiene a los conjuntos de Borel). Por tanto, de la definición (2.5)
É es Cr—medible. El e—lema implica que y~(É) v~(M) = 1, y por definición ir
es una biyección sobre É. Por tanto el resultado se sigue de (2.6)-(2.7) en el punto
II) de la sección 2.1. 0
Nota 2.3.2 Si se considera el conjunto B~t = ir(Br~), se tiene que ir I~o> es
también una biyección sobre un conjunto de vr—medida uno. Los conjuntos B~2<’~
y B~W también podían haber jugado los papeles de M y É respectivamente en
la demostración del teorema 2.3.1. Esto permite considerar un único código i~, =
iC
1 (a’) E B~W para cada a’ E B~W. Este hecho será utilizado frecuentemente en lo
que sigue. Se preferirá el conjunto B~W al conjunto M de la demostración anterior
porque tiene propiedades buenas respecto a las densidades logarítmicas, como se
verá en los siguientes capítulos.
La respuesta al problema sugerido por C. Bandt (ver U) en la sección anterior) está
dada en el siguiente
Teorema 2.3.3 Sean p,q E «9k, con p # q. Sea 41 E S(N,M), con Al finito o
numerable, verificando la condición de abierto. Entonces las medidas autosemejantes
y yq son mutuamente singulares.
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demostración:
De la demostración del e—lema existen dos conjuntos disjuntos (que además no
intersecan al solapamiento), yr(B~,”’>) y ir(B$~”’>), que concentran las medidas y~-, y
/Iq respectivamente. Por tanto ambas medidas son mutuamente singulares. O u’
2.3.2 Estructura de los sistemas dinámicos (E,T,p~). Una u’
interpretación de la fórmula de dimensión de las me-
didas autosemejantes en términos de teoría ergódica
de sistemas dinámicos.
Esta sección considera la estructura y algunas propiedades de la dinámica del shift u’
en el conjunto E. En primer lugar, observar que el O—lema permite definir una
aplicación shift en E que conjuga con el shift de Bernouilli ir de MN en un conjunto




T(x) = <p¿’(x), con 1 E 11
1(x) = {ií i = (iíi2...) E iC1(z)}. (2.35) u’
para a’ E EY, donde 1 se especifica mediante alguna regla entre el conjunto de dígitos u’
llí(x). Alternativamente se puede definir una dinámica aleatoria en el conjunto
como lo hace Barnsley [Bar 88], especificando 1 E lli(z) mediante alguna regla u’
probabilista en cada iteración). Desde el punto de vista de la medida es irrelevante
corno se defina T en 0*. Llamaremos a cualquier aplicación T : E —* E que verifique
(2.34) una transformaczon shift en E. El siguiente teorema recoge la estructura del
sistema dinámico en E conducido por una aplicación T
Teorema 2.3.4 Sea Al finito. Sea E el conjunto autosemejante asociado a ‘9 E
S(N, M) verificando condición de abierto. Sea p E «9k, y sea el sistema dinámico u’
(E,T,g~), donde T : E ~—* E es un shift en E, i.e. verifica (2.34), y gp es la




las aplicaciones T ~ ir son isomorfas. En particular T es ergódica para la medida
yp.
demostración:
Observar en primer lugar que el razonamiento en (2.12) no se puede aplicar en
principio cuando el solapaniiento es no vacio por que en general c’(ir(A)) p A,
y la tercera igualdad en (2.12) es a priori una desigualdad (>). Sin embargo el
O—lema implica que
y~(ir(B)) = yp(ir(B) \ 0*) = u~(B \ ir~¶(e*)) = u~(B).
Si se poneD = c’or’(A) en (2.12), de lo anterior se sigue quela segunda igualdad
en (2.12) se mantiene, y la v~—invanancia de ir y la definición de yp demuestran,
como allí, que el shift T preserva la medida yp bajo condición de abierto.
Basta tomar ahora Al = B~W y É = r($~) en (2.13) y ir en (2.14). El conjunto
M es C—medible. Para ver esto escribir 4W como
~~)= A RU flfi:iEAlN,pj~~rCl <6j(i,k)<p~+n’},
jeW nEN NEN k>N
que es un conjunto F060, pues el conjunto entre llaves es una union finita de cilindros
y por tanto un cerrado. Entonces Al es un conjunto de Borel, y por tanto C—medible.
El conjunto É es también C~—medible, pues su anteimagen por ir es unión de B~”’~,
que es C-medible, y un conjunto de vr—medida nula, y por tanto también medible.
En la demostración del O—lema se muestra que los conjuntos Al y É son invariantes
(mediante ir y T respectivamente), y que tienen medida plena. Las aplicaciones ir
y T conjugan mediante ir por definición, y por tanto se tiene el isomorfismo que
afirma el teorema.
Es bien sabido que el shift de Bernouilli ir definido en el espacio de vn símbolos
es ergódico (ver [Wal 82]). Como la ergodicidad es una propiedad invariante bajo
isomorfismo de transformaciones que preservan la medida [Wal 82] se tiene de arriba
que la transformación T es ergódica para la medida yp. O
Como se dijo en el capítulo 1, el grado de singularidad de una medida se calibra
con la dimension. En [DGSH 92] de demostró que la dimensión de la medida yp
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está dada por 
(2.36) 
cuando se tiene condición de abierto. 
A continuación se demuestra que la fómula de dimensión (2.36) puede leerse en 
términos de conceptos naturales de la teoría ergódica de sistemas dinámicos, a saber, 
la entropía y los exponentes de Liapunov del par formado por la medida invariante 
pp y la transformación T. 
La entropía de Kolmogomv-Sinai h(f,q) d e una transformación f en un espacio 
de probabilidad (Cl, d, 7) representa una medida de la estocasticidad presente en la 
evolución de una órbita ‘típica’ gobernada por la dinámica del sistema zk+r = f (zk), 
z(O) = 5s E R. La entropía h(f,r)) es un número real positivo que puede enten- 
derse como la información máxima que se obtiene en promedio de una observación 
del estado del sistema en el régimen asintótico de la dinámica. La entropía es una 
cantidad global (que representa un promedio). Un valor positivo de h(f, q) es carac- 
terístico de procesos dinámicos aleatorios (desordenados), mientras la entropía nula 
caracteriza a los sistemas deterministas clásicos (ordenados). Para los detalles sobre 
la definición y propiedades de la entropía en teoría ergódica puede consultarse el 
texto de Walters [Wal 821. 
Si f es diferenciable, los ezponentes de Liapunov del sistema dinámico dirigido por 
f en 0 (dotado de la medida invariante n), miden la tasas asintóticas típicas de di- 
vergencia/convergencia de las órbitas de estados en Cl inicialmente próximos. En un 
sistema dinámico ergódigo N-dimensional hay N exponentes de Liapunov que de- 
sagregan la acción asintótica del flujo en direcciones de compresión (aquellas donde 
se obtiene tasas exponenciales de divergencia (exponentes) negativos) y de expansión 
(tasas o exponentes positivos). También son posibles exponentes nulos, en las di- 
recciones en las que el flujo del sistema no comprime ni dilata el espacio. Los 
exponentes son magnitudes locales, están definidos para cada punto z E fl. El teo- 
rema de Oseledec [Ose 681 afirma que los exponentes de Liapunov, que denotamos 
por {Xi(z) : 1 5 e’ < N}, para un sistema diferenciable y ergódico (Cl, f,q) existen 
en q-casi todo punto z E R, y son constantes, i.e X;(z) = & q-a.e. Los exponentes 






















IMPLICACIONES DEL O—LEMA. •51
Un exponente máximo positivo significa que la dinámica del sistema es inestable, i.e.
que el sistema exhibe sensibilidad a condiciones iniciales. La teoría y propiedades
de exponentes de Liapunov puede verse en [Ose 68, ER. 86].
El resultado que probaremos está inspirado en [You 82], y relaciona dos mag-
nitudes importantes en teoría ergódica de sistemas dinámicos: la entropía, y los
exponentes de la medida invariante, con una propiedad puramente geométrica de
la dinámica, la dimensión de la medida. Sea T una transformación shift en E que
permanecerá fija en la discusión, de modo que sólo se destacará la dependencia re-
specto a la medida de esas magnitudes ergódicas. La prueba del siguiente teorema
hace uso del teorema ergódico multiplicativo de Oseledec [Ose 68]. La demostración
de la versión que se usará es debida a R,aghunathan, y puede verse en [Rag 78].
Una exposición comentada de este teorema y sus implicaciones puede consultarse
en [MMR 95].
Teorema 2.3.5 Sea Al finito. Sea 41 E 3(1V, Al) verificando la condición de abierto.
Sea p 6 «9+, y considerar un sistema dinámico (E, T, yp) como arriba. Entonces
i) La entropía de Kolmogorov—Sinai de la medida p~, está dada por
h(yp) = — >3 pdogpe. (2.37)
iEM
u) Los N exponentes de Liapunov de yp coinciden, y están dados por
A~(yp) = — >3 p1logr¿, para 1 =k < N (2.38)
IEM
demostración:
i) Sea p 6 «9k. La entropía del shift de Bernouilli ir en el espacio de medida
(Al’tC, Vp) está dada por
h(ir,v~) = — >3 p¿logp~,
iEM
u’
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ver [Wal 82]. Es bien conocido que la entropía es un invariante mediante isomorfis- u’
mos de transformaciones que preservan la medida [Wal 82]. Por lo tanto, del teorema
2.3.4 se tiene que la entropía del shift T en el espacio de probabilidad (E,C,T, yp)
también está dada por (2.37).
u’
u) Observar que de la definición (2.34) y del O—lema se tiene que T es diferen-
ciable en pp—casi todo a’ E E. De hecho se tiene u’
T(x) = <p~’(z), (2.39)
sí a’ = ir(i,,i2,...) e E \ 0*. Si a’ E 0 la aplicación T también está definida u’
mediante alguna regla T(x) = y7’(x) como en (2.35). Sea IMNXN el espacio de las
matrices N x N con elementos en IR. Se considera la aplicación 5 de punto a matriz u’
E h4 ]MNXN definida por 5(x) = D,,T, donde D,,T denota la matriz jacobiana de la
transformación T en el punto a’. Se define la transformación
~(n) — Sr~1(x)T o Srn—2(~)T o ... o S,,T. (2.40)
u’
Poner E = (E\&jU(Erl W). Puesto que T IE\e’ es continua, es borel—medible.
Entonces, los conjuntos de la forma T—’(U) con U abierto en el espacio IMNKN (con
u’la topología usual) son unión de un boreliano, que es C,—medible, y un subconjunto
de E rl O~ (que tiene y~—medida nula por el e—lema). Si se considera la medida
autosemejante yp completa se tiene que la aplicación 5 es C,.—medible. Sea ¡¡ . II
una norma en IRN
2. La aplicación a’ ‘—* log 5,, es acotada (Al es finito) y es
constante yp—a.e., de modo que
flog jj 5,, dy~(z) <+00.
En este contexto, la versión de Raghunathan del teorema ergódico multiplicativo de
Oseledec afirma que el limite
hm (ss) ~ s(n>9i/2fl := A,, u’
existe para yp—casi todo punto a’ e E (aquí 5* denota la matriz transpuesta de
5). Los logaritmos naturales de los autovalores de la matriz A,, son los exponentes
de Liapunov del sistema gobernado por T en el punto a’. Más aún, puesto que el
u’
teorema 2.3.4 garantiza que el par (E, T) es ergódico, el teorema de Oseledec afirmaque los exponentes son constantes pp—a.e. u’
u’
u’
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A continuación procedemos a calcular explicitamente la matriz limite A,,, y por
tanto los 1V exponentes, para nuestro caso. Es sabido que una semejanza <p se
obtiene únicamente componiendo una homotecia, una traslación, y una aplicación
ortonormal. Se puede ver [Rut81] para una demostración de este hecho. Por lo
tanto, fijar una base ortonormal de ]iRN, y considerar para cada i E Al la descom-
—1
posición mencionada de la semejanza <p7~ referida a esta base. En concreto ¿p~ se
puede escribir
—I —
= r1 ‘Oda’ — xj) + ~, (2.41)
donde r1 es la razón de contracción de <p¿, 0~(9 es una matriz ortonormal, y E~ es el
punto fijo de la semejanza <p~í (que coincide con el de <p¿). Sea a’ = ir(i,,i2,...) E E.
Derivando en (2.41), y teniendo en cuenta (2.39), se tiene en (2.40)
sI»> — rj’r¿j.” r7’O~1 0012
de modo que
n
(S~7>SI»r)í12 = fi r,’INXN, (2.42)
5=’
donde ‘NxN es la matriz identidad N x 1V. Sea U la variable aleatoria en Al definida
por R(i) = — log r1, y considerar en Mv el proceso independiente definido por
S,~(i) = _ Ho pr, o irS(i), donde pr, : Mv ~—* Al es la proyección sobre la primera
coordenada, y ir es el shift de Bernouilli en Mv. Observar que la esperanza de 1?
respecto de la probabilidad p está dada por S[R] = — EjEM p~ log r¿. De (2.42), y
de la ley fuerte de los grandes números se tiene que, para vp—casi todo i E Al~
n 1»
A,, = hm fi r4’1»INXN = hm exp(—— >3 log r13)INXN —
5=1 fl—00 n _
— 2L~ exp(±S(i))INXN= exp(4R])INXN. (2.43)
De este modo, la matriz A,, es constante yp—a.e., diagonal, y con los elementos de la
diagonal todos iguales a exp £[R]. Por lo tanto el espectro de Liapunov del sistema
está compuesto de N exponentes de valor constante dado por
A5(a’) = £[R] = — >3p¿logr1
IEM
para todo 5 = 1,... ,N, como afirma u). El
¡A
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Nota 2.3.6 Observar que la demostración del teorema permite caracterizar un con-
junto de ye—medida plena para el que los exponentes de Liapunov están definidos y a
toman el valor de los exponentes del sistema. Para todo código i en el conjunto de
Besicovitch fino B~”’~ G M”~ definido en (2.19), se tiene A5(ir(i)) = E[R] para todo
j. Ello se debe a que, cuando Al es finito, se tiene de las propiedades frecuenciales ¡A
asintóticas del código i
Hm n’S,~(i) = hm —>3 61(i,n)logr¿ = — ~p~logr¿. (2.44) ¡A
fl400 ~ ieM 1CM
En realidad, este limite se comporta bien para todo código tal que ~ 6¿(i, n) = ¡A
Pi, pero esto no es traducible en términos geométricos, ya que hay puntos en el
conjunto de Besicovitch que están también el conjunto de solapamniento e*, donde ¡A
D,,T no está definida. ¡A
Nota 2.3.7 A continuación se da una justificación no rigurosa del modo en que
los exponentes de Liapunov del sistema (E, T, yp) computados mediante el teorema ¡A
2.3.5 miden efectivamente tasas de divergencia de órbitas que corresponden a condi-
ciones iniciales próximas. Para ello tomar a’ E B~W. Con esta elección se consigue ¡Apor una parte que la aplicación T sea diferenciable a lo largo de la órbita de a’,
{T”(a’) : n E IN}; y por otro que el limite en (2.44) tome el valor adecuado £[R]
para un conjunto de y~—medida plena. Para un it E E \ e* suficientemente próximo ¡A
a a’ se tiene
d(T”(x),T”(it)) £M¡¡ D,,T’ d(a’,it), (2.45) ¡A
donde II es una norma, por ejemplo la norma del máximo, en el espacio IMNXN.
Aplicando la regla de la cadena repetidamente se obtiene en (2.45) ¡A
d(T»(a’),T»(y)) 1 S<»> d(x,y). (2.46)
Es sabido que
lLrn n~ 4»> fi— hm n~ fi A,, ¡A
(ver e.g. [MMR 95]). Por lo tanto, tomando norma en (2.43) (que se verifica para
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si n es suficientemente grande. Esta relación se tiene para un conjunto de pr—medida
plena, y por tanto expresa precisamente el hecho de que las órbitas que corresponden
a estados iniciales a’ e y (próximos) se separan típicamente a una tasa exponencial
dada por el exponente de Liapunov E[R] > O (el exponente máximo, que en este caso
coincide con todos los exponentes). La dinámica altamente inestable, consecuencia
de la positividad de todos los exponentes de Liapunov, está confinada al compacto
E. Esta combinación de inestabilidad y confinamiento de órbitas a un conjunto
acotado es la marca de fábrica de los sistemas caóticos [ER 86].
Finalizamos esta sección con el siguiente corolario, que recoge la lectura de la
fórmula de dimensión para la medida p~ en los términos anteriormente referidos.
Corolario 2.3.8 Sea ‘9 6 S(N,M) verificando condición de abierto. Sea p 6 «9k.
Sea T una aplicación shzft en E como arriba. Entonces, la dimensión de la medida
autosemejante p~, verifica la fórmula
dimp~ — Ms~)’ (2.47)
donde h(p~) es la entropía de Kolmogorov—Sinai de ps,, ~ A(p~) es ‘el exponente de
Liapunov’ de la medida p~.
Nota 2.3.9 Se debería denominar a A(p~) := A(’Ji,p) como ‘el exponente del par
(‘9,p)’ puesto que depende sólamente de los parámetros rí,pí, z E Al (y no de la
transformación T particular). Sobre la interpretación de A(’9, p), éste parámetro
debe entenderse, más que como el máximo exponente de Liapunov en el sistema,
como un promedio de los 1V exponentes. En este caso todas las direcciones de
los 1V autoespacios asociados a los autovalores de la matriz A,, son de máxima
divergencia. Esta interpretación de A(’9, p) como promedio está en concordancia
con otras fórmulas en la literatura, por ejemplo [You 82], que también relacionan
magnitudes ergódicas, y en la que intervienen todos los exponentes reflejando las
acciones de estirado y doblado del flujo.
SI





respecto a la Medida de
Hausdorff.
Como se observó en el capítulo 1, en 1992 Deliu, Ceronimo, Shonkwiler y Hardin
encontraron la dimensión de una medida autosemejante dada pa,. En concreto, en
(DGSH 92] se prueba que, si Al es finito y ‘9 6 S(N, Al) verifica la condición de
abierto (i.15)-(í.16), se tiene que la dimensión de Hausdorff de la medida autose-
mejante pp está dada por
dimp~ = s(p) := ~6Mptíogpt (3.1)
ZÍEM p~ log r~
Como se razonó en la sección 1.3, el valor s(p) clasifica la familia de medidas de
Hausdorff H
t en los siguientes términos: la medida autosemejante p~ es singular
respecto a la medida Ht si t > s(p), y es continua respecto a la medida Ht si t <s(p).
Sin embargo, esto no permite decidir cómo es la medida p~ en su dimensión, í.e. sí
es continua o singular respecto de la medida HS(P). En este capítulo se resuelve este
problema, clasificando el comportamiento de la medida ¡q> respecto a una familia
paramétrica de medidas de Hausdorff que ‘refinan’ la dimensión s(p).
La técnica empleada será local, mediante el uso de densidades de la medida
57
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~~1
ji evaluadas sobre cilindros geométricos. Esto precisa demostrar previamente re-
sultados de densidad especiales para conjuntos autosemejantes, así como extender
~1
resultados clásicos de C.A. Rogers y S.J. Taylor [ItT 61].
u’
3.1 Preliminares. Estimación de las medidas y
dimensiones de Hausdorff y packing medi -u’
ante técnicas locales.
~1
El teorema central que se demostrará en esta sección está inspirado en los resultados
clásicos de Rogers y Taylor [BiT61], que introdujeron en el año 1961 la densidad
superior de una medida de Borel en IRN respecto a una función de dimensión ~ E
Y y en un punto a’, para obtener estimaciones de la 4—medida de Hausdorff del
conjunto de puntos donde dicha densidad está uniformemente acotada (por arriba
o por debajo). Dicha densidad se calcula obteniendo primero, para cada 5 > O, el -~
supremo de los cocientes p(R)/#(I 1?j) sobre todos los rectángulos N—dimensionales
tales que j 1? < ¿y a’ E R; y tomando después el ínfimo sobre todos los 6> 0. Así se
obtiene una magnitud local que evalúa el ratio asintótico entre la ji—medida que se u’
concentra en un entorno a a’ y el tamaño geométrico de dicho entorno. Denotamos
dicha densidad superior mediante Rd~(a’). El teorema de densidad de Rogers—Taylor
se puede enunciar como sigue. Suponer que ¡‘ es una medida de Borel de probabilidad S
en un compacto KG IR.N, yAc K; entonces u’
-tSi Rd~(a’) <a <+00 para todo a’ c A, entonces H4’(A) =CoAji(A). (3.2)
_ u’
Si Rt(a’) > 6> 0, para todo a’ E A, entonces Ht(A) <dr’. (3.3)
u’
Los orígenes de las técnicas locales están en el trabajo de O. Frostman [Fro 35],
que en su conocido lema relaciona la positividad de la 4—medida de Hausdorff de u’
un conjunto A compacto (hay versiones para conjuntos más generales, ver [Tri 82]







para todo r> O y para todo a’ E IRN. El recíproco, más sencillo, es lo que Falconer
llama ‘principio de distribución de masa’ en [Fal 90]. Esta constituye una de las
técnicas estándar para encontrar estimaciones inferiores para la dimensión de Haus-
dorff; se distribuye una medida ji sobre el conjunto A y se demuestra que la medida
se comporta localmente como (3.4) para alguna 4(4) = Q, se sigue entonces que
dimA > t.
Una cuestión previa a la estimación de la 4—medida del conjunto A es estimar
su dimensión. Para ello, se pueden usar también técnicas locales que estiman el
exponente 1, para el radio de una bola centrada en a’, que ‘calibra’ la ji—medida
de dicha bola. Este es el papel que juega la densidad logarítmica (inferior) de la
medida ji (también se llama en la literatura dimensión puntual de la medida), que
se define como el límite inferior (cuando el diámetro ¡ U(a’) 1 tiende a cero) del
ratio log~u(U(a’))/log 1 U(a’) 1’ donde U(a’) es un entorno del punto a’ (que varía
dependiendo del contexto). Magnitudes asintóticas con el sabor de éstas, buscando
exponentes de leyes potenciales, son las introducidas por Kohnogorov [KT 61], que
no son sino las dimensiones (superior e inferior) de Minkowski [Rey 92].
El primero en utilizar densidades logarítimicas inferiores para estimar exponentes
asociados a dimensión de I-Iausdorff, parece ser Billingsley [Bil 61] en el contexto de
probabilidad en que él maneja la dimensión de Hausdorff. Los resultados abstractos
de Billingsley se aplican de manera inmediata al intervalo unidad. El resultado
de mayor aplicación se formula como sigue: Si A es un boreliano en [0,1] tal que
ji(A) > O para una medida de Borel finita que verifica
Hm ini log¡4u»(x)) = a, (3.5)
log ¡ u,«a’)
para algún a =O y para todo a’ E A, entonces dirnA = a. Aquí u,.(a’) es el intervalo
diádico (es decir, de la forma [k2», (k + 1)2»)) que contiene a a’, y por tanto
¡ u»(a’) 1= 2~. Billingsley demostró este resultado usando recubrimientos de A.
Tricot demuestra en un artículo de 1980 [Tri 80] este teorema de Billingsley usando
los resultados de Rogers y Taylor sobre densidades no—logarítmicas. Ello ilustra
el hecho de que las densidades no—logarítmicas de Rogers—Taylor y las densidades
logarítmicas de Billingsley siguieron en un principio caminos independientes.
En 1982 C. Tricot exhibe, combinando el lema de Frostman y la idea de dis-
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a
tribución de masa, la manera precisa en que las densidades logarítmicas inferiores
esféricas ~g(a’) = lirni¿if íogji(B(x,r)) (3.6)
________ s
logr
(aquí los entornos U(x) son bolas), están vinculadas a la dimensión de Hausdorff. u’
En concreto, Tricot prueba la identidad
u’dimA= sup mf a~~(z) (3.7){g:g(A)>O} xcA —
para todo conjunto A analítico o de Souslin, ver [Fal 85] para una definición. Dicha urelación notable ya estaba de algún modo sugerida en la literatura de las dimensiones
de Hausdorff. Más sorprendente aún es el hecho de que una identidad dual a (3.7)
se verifique para la dimensión packing, cuya definición (1.8) involucra un paso más u’
en complejidad que la medida de Hausdorff. Tricot demostró la identidad




es la densidad logarítmica superior (esférica). La relación (3.8) supone una notable ¡A
simplificación conceptual de la medida packing, al tiempo que la sitúa desempeñando
un papel simétrico respecto a la dimensión de Hausdorff. Ello ha provocado que el
u’
cálculo de la dimensión packing se considere estándar y relevante asociado a los
problemas de teoría geométrica de la medida. Una revisión de los teoremas locales u’que permiten estimar dimensión de Hausdorff y dimensión packing puede verse en[R y 92].
En 1982 L.S. Young [You 82] demostró, inspirado en el teorema de Billingsley u’
citado arriba, una version 1V—dimensional del mismo con la densidad (3.5) reem- u’
plazada por la densidad logarítmica esférica de la medida
a~(x) = limlog g(B(z, r))¡ log r. u’
El teorema dice que si ji(A) > O y uniformemente en A se tiene ag(a’) = a, entonces
dimA = a. Además, motivado por cuestiones de sistemas dinámicos dotados de una ¡A
medida ergódica, Young mostró que eso implica que si ag(x) = a ji—a.e. entonces
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general las técnicas locales, han tenido mucha trascendencia en la teoría y las apli-
caciones para el cómputo de la dimensión de Hausdorfl? DGSH consiguen de hecho
el resultado de dimensión de la medida autosemejante encontrando que el valor de
la densidad está dado ji—a.e. por a~(a’) = s(p).
Taylor y Tricot [TT 85] consideran la densidad inferior no—logarítmica ¿ la
Rogers—Taylor, y demuestran un teorema de densidad para la medida packing como
el de Rogers—Taylor (3.2)—(3.3). Una versión de este teorema sera necesaria en el
capítulo 4 (ver la sección 4.3). Saint—R.aymond y Tricot [ST 88] demostraron un
teorema de densidad que se formula de manera idéntica para la medida packing
y la medida de Hausdorff centrada, simplemente intercambiando los papeles de la
densidad esférica inferior por la superior. H. Haase [Haa 87, Haa 88, Haa 90] ha
extendido el teorema de densidad de Taylor—Tricot a contextos más generales.
Lo que se puede considerar como la versión de los resultados de Tricot en un
contexto de dimensión de medidas fue desarrollada por C.D. Cutíer [Cut 86, Cut 90].
Una breve exposición de algunos de sus resultados aparece en el capítulo 4, pues
el punto de vista de Cutíer es más adecuado para el modo en que allí se aborda el
problema de la medida packing. En este capítulo, sin embargo, los técnicas que se
usan las proporcionan resultados que se demuestran en el espíritu del teorema de
densidad de Rogers—Taylor. Sólo el problema asociado a la medida de Hausdorff
se considera en este capítulo, dejando el de la medida packing, que requiere ideas
nuevas, para el siguiente.
3.2 Teoremas de densidad en conjuntos autose-
mejantes.
La utilidad de un teorema como el enunciado en (3.2)-(3.3) para el cálculo de la
dimensión de Hausdorff reside en que se reduce una cuestión global (como es el
cálculo de la medida de Hausdorff usando recubrimientos) a otra local (el cálculo de
la densidad sobre los puntos del conjunto bajo estudio). Cuando, como en el caso que
se trata en esta memoria, los conjuntos que se estudian están construidos mediante
procesos de intersección de familias de compactos particulares, las densidades en
u’
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(3.2)-(3.3), o incluso las densidades esféricas, pueden ser difíciles de evaluar. Sin
embargo, el proceso de construcción proporciona, para cada punto a’, una sucesión u’
encajada de compactos {K~(a’)}~ cuya interseccion es a’. Si además las medidas que
se consideran son de tipo producto en el espacio de códigos que dirige la construcción,
se tiene información precisa de cómo se comportan los ratios u’
cuando n —* co sobre conjuntos de puntos amplios (en sentido de la medida, p-a.e.).
De lo anterior se desprende la necesidad de traducir la información local que propor -¡A
cionan los ratios en (3.9) sobre un conjunto dado en información sobre su medida
de Hausdorff. En el caso de las construcciones autosemejantes E con espacio de ¡A
estados Al, los compactos naturales que conducen a a’ = lr(i), i E MN, son los
cilindros {EI(k)}kEN. Por lo tanto se requiere un resultado que estime la medida u’
de Hausdorff de conjuntos sobre los que la densidad sobre cilindros tiene un com-
portamiento uniforme. Alternativamente, como se ha hecho en la literatura para
algunas construcciones disjuntas [CM 92, EM 92], el esfuerzo puede ir dirigido a ¡A
traducir densidad en el espacio de códigos a densidad geométrica esférica. Este es
esencialmente el modo en que se atacará el problema de la medida packing en el ¡A
siguiente capítulo.
Sea M = ji, 2,. . . ,m},’9 e S(M, 1V) verificando condición de abierto con un abierto ¡A
V, y sea E el único compacto invariante asociado a Xl!. Recordar que F = y. Sea p E
73+ y ji la medida autosemejante inducida por p en E (prescindiremos del subíndice ¡A
p por comodidad). Nuestra intención es definir una densidad ‘geométrica’ en a’ e E
sobre cilindros, i.e. definida no en el espacio de códigos, sino en E. Eso añade una ¡A
dificultad en nuestro caso: puesto que las construcciones que consideramos no son
necesariamente disj untas, se plantea el problema de decidir sobre qué secuencia de ¡A
compactos (cuando hay varias disponibles) o cómo se evalúan los ratios de (3.9). La
solución que damos es la siguiente.
Dada ji E M~, y una función de dimensión 4 e Y definimos la siguiente st—densidad
superior de ji sobre cilindros (geométricos) en a’ e E u’
aten) = sup{limsup ÍdF¡(k)) : i e (3.10)
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Observar que el compacto F¡(k) se puede sustituir en esta expresión por el con-
junto compacto más pequeño E¡(k). Llamaremos cilindros a ambos conjuntos ín-
distintamente, y trabajaremos preferentemente con FIck). Observar también que
r¡(k) =1 ¡ (recordar que se asumió en el capítulo 1 que ¡ V 1= 1). Escribiremos
-td»(.) cuando la función de dimensión sea potencial, i.e. 4(~) =
Para demostrar el teorema 3.2.3 serán necesarios algunos lemas previos. Para
cada bola B de radio r > O, considerar la colección de cilindros 0(B) definida
mediante
0(B) = {FI(k) :1 E MM, Fuk) rl B # 0, ri(k) < rpero ri(k..1) > 4. (3.11)
El siguiente lema fue demostrado en el caso particular de 4(¿) = ¿ por M.A. Martín
y P. Mattila en 1988 [MM 88]. Aquí extendemos el resultado a la clase general de
funciones de dimensión Y.
Lema 3.2.1 Sea B una bola de radio r > 0, y sea 0(B) la colección en (3.11),
entonces
1) card0(B) =q < +oo independientemente de r (3.12)
ji) SPEG(B) 4(1 P 1) =qq’4r) para toda 4 E Y (3.13)
demostracion:
La demostración de i) es bien conocida, se puede ver en detalle en [GMMR 93].
Es consecuencia del hecho de que cada cilindro de 0(B) contiene una bola B1 de
radio mayor o igual que pur, donde p > O es el radio de una bola contenida en y.
Además la condición de abierto implica que todas las bolas B1 son disjuntas. Si se
considera una bola B2,. concéntrica a B y con radio 2r, se tiene que todas las bolas{ B1 i = 1,..., cardG(B)} están contenidas en B2~, y por tanto para una constante
Civ que sólo depende de la dimensión se tiene
cardG(B) ~ CN(2r)N (2 := q <+00,
CN(pur)N pu)
¡A
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¡A
que es lo que afirma O. ¡A
1Ahora, para todo F¡(k) 6 0(B) se tiene r~(k) < r, y puesto que 4 es decreciente
t(rI(k)) =4(r). Por tanto
>3 4(1 P 1) =cardo(B)4(r) =q44r), ¡A
PeG(B)
y por tanto se tiene u). O ¡A
Decimos que una familia de conjuntos {UI}IEN, U~ G E para todo i, es ji—disjunta
si ¡¿(U1 fl U5) =0 para i ~ j. El siguiente lema es una consecuencia del O—lema, y ¡A
se usará en la prueba del teorema de densidad 3.2.3. ¡A
Lema 3.2.2 Sea U {CÍ}ÍEri una familia de cilindros en E, (Le. U C {E¡ : i E
Al*}) tal que C1 « (JYs para i # j. Entonces U es ¡¿—disiunta. ¡A
demostración:
Dos cilindros diferentes de U (no contenido el uno en el otro) pueden intersecar. ¡A
Suponer puesi#j tales que C1flCí #G. SeanieMkyj E Al’, con k,IE]N, tales
que C1 =E~ y C5 = E~. Sean=mmn{q: 1q #Jq} Asíi(n) ==j(n),yportanto
E¡ n E~ = <pj(~)(Ei~
41 ,-~,k n Es+1 ~ G
C <p~n)(<pin+i (E) fl S’s»+x (E)) ci <pi(»)(O) ci O~. ¡A
El e—lema implica entonces que ¡¿(C1 rl C5) = 0, y por tanto U es ji—disjunto. O
Como consecuencia del lema, todo recubrimiento de un subconjunto de E medi -¡A
ante cilindros se-puede tomar ¡í—disjunto. Observar que el lema es igualmente cierto ¡A
si se toman recubrimientos mediante cilindros F1, i e M*. Ahora demostramos el
teorema principal de esta seccion. ¡A
Teorema 3.2.3 (de densidad)
Sea ji ~ una medida autosemejante en E. Sea A ci E, y 4’ e Y. Sean a y b ¡A
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i) Si sup,,eAt(a’) < a, entonces H4’(A) =(aq)1¡¿(A), donde q es la constante
en (3.12) y A es Cr—medible.
Ii) Si inf,,EA 1~(a’) > 6, entonces Ht(A) =1r14., donde 4* es la constante en
(1.6).
demostracion:
i) Como se pretende obtener una cota inferior para la dimensión basta demostrar
que la tésis se cumple para A \ Ot De esta manera, se tiene
Ht(A) =H~¼(A\ e~) =(aqf’ji(A \ 0) = (aq)’ ji(A),
como consecuencia del O—lema. Por tanto basta demostrar i) para A \ 0. Ahora,
dado a’ e A\ 0 hay un sólo código i E c’(a’) de manera que el supremo en (3.10)
es superfluo.
Observar que para todo a’ e A se tiene que t(a’) <a — e para algún e = e(a’) > 0.
Esto equivale a que s(F¡(k)) < (a—c)so(r¡(k)) para todo k> n(a’). La técnica clásica
consiste en clasificar ahora los puntos de A según el entero n(a’). Por tanto, para
n E ]N, considerar el conjunto
A,, = fl {r(i) e A \ Er :1 E AlN, s(F¡(k)) < (a — e)t(r¡(k)) para algún e > O}.
k>n
Claramente A,. es una sucesión no-decreciente de conjuntos tal que U»~r~ A,. =
A \ Ot Sea. 0 <6 < u”, y considerar un ¿—recubrimiento??,, = {B
5 :5 E IN} de A,.
mediante bolas. Tomar, para cada bola B5 E 7?,,, la colección de cilindros
G,.(j) = {P E 0(B5) : Frl A» ~ 01,
donde 0(B5) es la colección de cilindros definida en (3.11). Observar que, dado que
6 < u”, para todo P E G»(j) se tiene que
ji(P) < (a — e)44j P 1) <«4(1 P I)~ (3.14)
puesto que P es un cilindro de generación posterior a n y contiene un punto de A,..
Por lo tanto, para el recubrimiento elegido se tiene
>3 «¡Bs¡)=C’>3 >3 ~jP¡)=
B;Efl~ SEN PEG~<5)
u’
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u’
=q•~~ig~i>3 >3 ¡4P) =(qaf’¡¿(A»), u’
561=4PeG~(5)
donde ladesigualdad (3.13), la desigualdad (3.14), y el hecho de que USEN UPEG~(5) P D J
A» se han aplicado en ese orden. Entonces se tiene que
Iq(A) =14’(A,.) =(aq)’ ¡¿(A,.) u’
para todo n E IN. Haciendo fi tender a O se obtiene que Ht(A) =(aq)1a(A») con u’
n arbitrario. Como la medida ¡¿(A») de hecho aumenta a la medida de A se tiene
u) Seas> Oconb—e >0. Ahoraparacadaa’ E Asetieneque~(a’) > b—e/2,
y por tanto (de la definición (3.10)) existe algún 1,, E ,ci (a’) tal que la desigualdad u’
¡dF¡.(k)) > (b — e)t(r¡.(k)) (3.15)
se verifica para infinitos valores de k. Para demostrar que la medida de Hausdorff
es finita basta encontrar, para cada 6 > O, un 6—recubrimiento 1? del conjunto A
que arroje una suma SUEIZ «¡u 1) finita. Sea pues 6>0, y tomar k0 E IN tal que
UkQ <6 (recordar que U = maxIEM r¿). Ahora para cada a’ E A considerar el entero
k(a’) definido por u’
k(a’) = min{k : k > k0, ji(F¡~(k>) > (b — e)t(rj~(k))}, (3.16) u’
donde i~, E ic’(a’) es el código elegido arriba. De (3.15) se tiene que k(a’) está bien
definido, y puesto que k(a’) > k0 para todo a’ E A se tiene que ¡ F¡3(k(~,» < 6. Por u’lo tanto la colección
{F¡.(k) : k = k(a’),a’ E A} u’
es un 6—recubrimiento de A mediante cilindros, que por el lema 3.2.2 puede tomarse
¡¿—disjunto. Denotando este 6—recubrimiento ¡¿—disjunto por U = U(S), se tiene de
(3.16) u’
>34(1 P ¡) =(b—e7’ >3 ¡¿(P) =(b—e»’ji(E),
PEu PEIJ
puesto que U es >u—disjunto. Por lo tanto H%’(A) =(b — e)’, y puesto que e > O es
arbitrario se tiene el resultado. Puesto que H’b denota medida de Hausdorff esférica
(ver la sección 1.1)), y los recubrimientos U(S) obtenidos son recubrimientos por u’
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Nata 3.2.4 Observar que la prueba del teorema 3.2.3 no hace uso del hecho de que
la medida ji sea una medida producto, excepto porque debe aplicarse el O—lema.
El teorema anterior por tanto es válido para medidas ji más generales que tengan
la propiedad de que el conjunto e* tenga ji—medida nula. Esto sucede en general
cuando la construcción autosemejante es disjnnta (0 = ~),o cuando el conjunto
de solapamiento O~ es numerable. Bajo alguna de las anteriores hipótesis, cualquier
medida finita ji cuya a—álgebra contenga a los cilindros geométricos (por ejemplo,
una medida de Borel, ya que estos conjuntos son compactos) verifica el teorema con
cambios menores. En concreto, el conjunto A en i) debe estar en la a—álgebra de
la medida, y la estimación que se obtiene en u> es H~(A) =b14*,I(E). Observar
también que la hipótesis 1) puede debiitarse a que A contenga un conjunto de ji—
medida positiva para el que la densidad ~ está uniformemente acotada por arriba.
Los resultados de densidad de Taylor y Tricot [TT 85] y de Saint—Raymond y
Tricot [ST 88] son más ajustados que la parte u) en el teorema de densidad anterior,
en el sentido de que consiguen demostrar que 114’(A) =Cb’p(A) con una constante
C> 0, si la densidad superior esférica que ellos manejan está uniformemente acotada
por debajo en A por la constante b. Observar que esto es más fuerte que la afirmación
fi) en el teorema 3.2.3. Se puede conseguir esta mejora en nuestro caso también,
-tpero una condición más fuerte que la exigida en u), d~(a’) > b para cada a’ E A, es
necesaria. Aunque esta mejora no sera precisa en lo que sigue, ilustra bien como está
articulada la densidad que hemos definido en (3.10); y por ello se recoge el resultado
en la siguiente proposición
Proposicion 3.2.5 Sea A E Cr rl E. Si
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u’
Sea O < e < 6. Observar que la condición (3.17) implica ahora que, para cada
a’ E A, la desigualdad ¡¿(FI(A)) > (6— c)#(rI(k)) (3.19) u’
se verifica para infinitos valores de k E IN, pero también para todos los códigos
í C ir’(a’). Esto permite recubrir bien el conjunto A mediante cilindros de modo u’
que la desigualdad anterior se verifique para los cilindros del recubrimiento (o sus
descendientes). Sea 4 > O arbitrario, y tomar un recubrimiento {CI}IEN de A u’
mediante cilindros geométricos tal que
>3 ji(C~) <¡¿(A) + 4. (3.20) u’
i~N
Sea 6 > O y tomar k0 E IN tal que U¡co <6. Ahora, para cada a’ E ArlC1, elegir el
entero u’
~«a’) = min{k: k> k0, ¡¿(FI(A))> (b—e)4.(r¡(k)), FI(A) CC C~ para algún i i E t<~(a’)}. u’
Observar que lc(a’) está bien definido para todo a’ e A, puesto que U~ (3¿ cubre A,
y (3.19) se verifica para todo i E ic’(a’). Observar también que no basta con que
u’(3.19) se verifique para un código i,, especial, como en el teorema 3.2.3 Ii), ya que
una secuencia {FI(,q}kcN puede no verificar (3.19) para ningún k E IN, y sin embargo
ser la única que proporciona un cilindro contenido en el cilindro C1 tal que a’ E C1. u’
En tal caso k(a’) no estaría bien definido.
La colección U = {F¡2(k) k = k(a’), a’ e A} es un 6—recubrimiento de A (puesto u’
que k(a’)> k0 para cada a’ e A), y del lema 3.2.2 puede tomarse ¡¿—disjunto. Como
Upcu PC U~eN C1 se tiene u’
PEu PEu u’
=(6— e)~1 >3 ji(C1) =(6— e)i(,4A) + 4).
Haciendo 6 tender a o se tiene (b — e)1Ca(A) + 4), y puesto que e > O es u’
arbitrario Ht(A) =1r1(p4A) + 4). último, toda construcción es válida para
u’
4 > O arbitrario, y por tanto se sigue el resultado. O.
Nota 3.2.6 Podría haberse definido la 4.—densidad superior como en (3.17) en lugar u’
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limsupk.u(FI(k))/4.(r¡(k)) sobre r’(a’) en lugar del supremo como en (3.10). De
este modo se consigue que la estimación (3.18) de la proposición 3.2.5 sustituya a
la afirmación más débil II) del teorema 3.2.3. Sin embargo, se comprobrará que
la elección del supremo en (3.10) es la adecuada para los resultados que aquí se
obtienen. Observar también que ambas definiciones coinciden en el conjunto E\ O~,
y por tanto la estimación (3.17) se verifica para todo A E E \ Er.
En ocasiones, no se puede disponer de una información tan ‘fina’ como la que
proporciona las densidades no—logarítmicas, y sin embargo, sí se puede calibrar el
comportamiento potencial de la medida de los cilindros en términos de su diámetro,
í.e. se puede estimar la densidad logarítmica de la medida. De este modo, se pueden
debilitar las hipótesis del teorema 3.2.3 sobre la densidad d~ en los puntos de A a
costa, claro está, de obtener información sólo sobre la dimensión de A. Ahora
introducimos una densidad logarítmica que se evalúa sobre cilindros, y que está
definida en el espacio geométrico. La densidad logarítmica que está naturalmente
-t
asociada a la densidad no—logarítmica d~ es la que definimos a continuación. Para
ji e Mt y a’ E E se define la densidad logarítmica inferior (cilíndrica) de ji en a’
mediante
D~(a’) =inf{liminfíO8¡«F><k)) i E ir1(a’)}. (3.21)
El resultado de densidad que se tiene ahora es el siguiente
Teorema 3.2.7 (de densidad logarítmica)
Sea ji e M+, y A ci <Z~. Entonces se tiene
1) Si inf~EA ft~(a’) =a y ¡¿(A) > 0, entonces dimA> a.
II) Si sup~EÁft~(a’) =~ entonces dimA < fi.
demostracion:
La demostración del teorema se reduce al teorema de densidad 3.2.3.
1) Seat <a. De la hipótesis se tiene que ft~(a’) > t’ para todo a’ E A y para un
u’
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u’
t’> t. Sea a’ E A. De la definición (3.21) entonces se deduce que la desigualdad
logp(F1<&>) < tlogrl<k) (3.22> u’
se verifica para todo i e iC
1 (a’) y para todo k suficientemente grande. Observar que
(3.22) implica entonces que la desigualdad
¡«FI(A)) a
<1




para todo i E iC1(a’) y por tanto la t—densidad no-logarítmica verifica d~(x) < 1.
u’Hemos demostrado por tanto que para todo a’ E A se tiene 2~(a’) <1, y por tanto el
teorema de densidad 3.2.3 implica que Nt(A) =f’p(A). Corno ¡¿(A) > 0, se tiene
que Nt(A) > O para t < a arbitrario. Deja definición de dimensión de Hausdorff se u’
tiene entonces que dimA > a como se quería demostrar.
Ii) La demostración es similar a la de la parte 1). Sea ahora t > fi, de modo que
para todo a’ C A se tiene
logp(F;~(k)) > tlogr]
4k) (3.23)
para (al menos) un código particular i~, E r’(a’), y para infinitos valores de k. Esto




se verifica infinitamente a menudo en k sobre un código i~, que proyecta sobre a’,
y ésto se tiene para todos los puntos a’ e A. Esta desigualdad por tanto se puede u’
expresar en términos de la densidad no—logarítmica mediante
u’
para cada a’ E A. El teorema de densidad 3.2.3 u) implica por tanto que IP(A) =
2~ <+00, i.e. dimA> t. Como 1> a arbitrario se sigue II). O u’
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Los resultados de densidad 3.2.3 y 3.2.7 pueden formularse sin dificultad en
términos de la dimensión de Hausdorff de conjuntos que se obtienen mediante la
proyección por r (ver (1.14)) de conjuntos de códigos de MN con propiedades de
densidad adecuadas. Por ejemplo, en el caso de la densidad logarítmica el resultado
es como sigue.
Corolario 3.2.9 Sea u Vp la medida producto en MN inducida por p E V~, y
sea 8 ci AlN. Entonces se tiene
i) Si liminf log ¡4(1(k))) =a y u(B) > 0, entonces dimr(B) =a.
A—co los rí(k)
u) Si liminf logz4(i(k))) =fi, entonces dimir(B) =fi.k—.oo log rl(A)
demostración:
i) Se sigue del teorema 3.2.7 si se considera A = r(B) \ 0*. Observar que para
todo a’ E A se tiene un único i — ,c’(a’) y por tanto D»(a’) =a. Aplicar ahora el
teorema 3.2.7 a A y se tiene dimr(B) > dinA> a.
u) Ahora claramente ñp(a’) =fi para todo a’ E ir(B), y por tanto el teorema
3.2.7 u) implica el resultado. O
Es claro que un resultado similar al teorema de densidad 3.2.3 puede enunciarse,
igual que el corolario 3.2.9, en términos de E ci AlN y su proyección r(B) ci E,
como en el anterior teorema.
Nata 3.2.10 Una observación interesante relativa al teorema 3.2.7 es la siguiente.
Notar que no es necesario exigir que la ¡¿—medida de A sea positiva para la estimación
superior de la dimensión (parte fi)), esta acotación se tiene independientemente de
cúal es la medida de A. Sin embargo, la exigencia ¡«A) > O es crucial para obtener la
estimación por debajo de la dimensión de Hausdorff de A. En ocasiones los conjuntos
que se consideran son de ji—medida nulay sin embargo geométricamente importantes
u’
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u’
(pueden tener dimensión de Hausdorff grande). Dos ejemplos de esta naturaleza se
exhiben en la sección 5.3 (son los conjuntos que aUí se denotan por y R~). Es por
u’tanto interesante debilitar la hipótesis ¡¿(A) > O en el teorema 3.2.7 de modo que
aún se tenga dunA > a. Tal resultado puede conseguirse si el conjunto de u—medida
nula r<1(A) es ‘suficientemente grande’. Para estimar el tamaño de los sucesos de u’
probabilidad nula, Billingsley introdujo en 1961 la dimensión de Hausdorff en teoría
de probabilidad. De esta manera, si un conjunto de u—medida nula tiene dimensión
u’
de Hausdorff—Billingsley plena, todavía se respeta la desigualdad u) del teorema3.2.7. Este resultado se demuestra en la sección 5.3, y se aplica a los ejemplos
mencionados.
u’
3.3 Singularidad de las medidas autosemejantes
respecto a la medida de Hausdorff en su di-
mensión. u’
En esta sección se usarán las técnicas locales de la sección anterior para estudiar
la geometría de las medidas autosemejantes. Es claro que la dimensión de ji da
una idea de la ‘concentración’ de la medida, y por tanto de su geometría. Como se
u’ha explicado en el capítulo 1, se sabe que la medida ¡¿p es singular respecto a IP
para t > s(p). Aquí se demostrará que éste es también el caso para la medida de
Hausdorff HJ(P>.
En primer lugar formularemos condiciones locales, i.e. en términos de las den -u’
sidades introducidas en la sección anterior, equivalentes a la singularidad o con-
tinuidad de la medida respecto a una medida de Hausdorff dada. Para ello hemos
de generalizar un resultado clásico de teoría geométrica de la medida. Dada una u’
medida de Borel ji en ~ en 1961 C.A. Rogers y S.J. Taylor [BiT61] caracteri-
zaron la singularidad/continuidad de ji respecto a una medida de Hausdorff H# en u’
-t
términos de la 4.—densidad superior Rd~ sobre rectángulos de IRN (la definición se
dio en el primer párrafo de la sección 3.1). El resultado clave para obtener una u’
caracterización de este tipo en términos de otra función de punto tipo-densidad
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hemos probado en la sección anterior. Aunque las medidas autosemejantes son de
Borel, el resultado que probamos a continuación se verifica para medidas generales.
Incluso cuando, como en nuestro caso, la medida ji es de Borel no es necesario exigir
medibilidad Borel a la función d.
Se dice que una medida ji, con a—álgebra A, tiene representación integral respecto a
la medida de Hausdorff H’~’ si existen E0 E A con t—medida u—finita y una función
H&~~integrable f tales que para todo A E A se tiene ji(A) = SAnE0 f(~)dHt.
Teorema 3.3.1 (Extensión del Teorema de Rogers—Taylor (medidas de Hausdorff))
Sea ji una medida in RN con a—álgebra A, y sea 4. 6 Y. Suponer que ezistén una
función de punto A—medible
d = d(,~) : IRN h—* [0,+00],
y una constante C > O verificando las propiedades
(i) Si d(x) < a para todo x E A con A e A, entonces aCHt(A) > ji(A).
(u) Si d(a’)> b para todo a’ E A, entonces Ht(A) =Cb~’.
Entonces
(a) ji es continua respecto a H’t si y sólo si d(a’) <+oo p—a.e.
(b) ji es singular respecto a H4’ si y sólo si d(x) = +00 p—a.e.
(c) ji tiene representación integral respecto a H4’ si y sólo si O < d(a’) < +oo
¡i-a.e.
demostracion:
Se hace la demostración en varios pasos. Primero se demuestran tres hechos que
se tienen como consecuencia de las hipótesis (i) y (u) del teorema, y después se
usan éstos para probar las tésis (a), (b) y (c).
¡A
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(1) Si d(a’) = +00 para todo a’ e A, entonces H~(A) = O.
Sea K e IN, y considerar el conjunto A—medible DK = {a’ : d(a’) > K}. Como
A ci OKENDI< se tiene de (II) que H’t(A) =H4>(DK) < CK~1. ComoK es ¡A
arbitrario se sigue que H4’(A) = O. ¡A
(2) Sea A E A. Si d(a’) < +o0 ¡¿—a.e. en A y H4’(A) = O, entonces ¡«A) = a
Puesto que ¡«A) = U»EN ¡4Afl {a’ : d(a’) < n}) se tiene de (i) que p(Arl {x : d(x) < ¡A
n}) = nCHt(A) = O, y por tanto ¡¿(A) = 0.
(3) Sea A E A. Si d(a’) = O para todo a’ E A, y A tiene H~—medida a—finita, ¡A
entonces ¡¿(A) = 0.
Sea A = UIeN A
1 con H<t(A1) <+oo. Puesto que para cada í u’
AC fl{a’:d(a’)<rCí}
se tiene de (i) que ¡¿(A1)=rc1CII~(A1). Como BÚA,) es finita y m es arbitrario ¡A
¡«A1) = O, y así ¡¿(A) = O también. ¡A
A continuación se prueban las tésis del teorema.
(a) (si) Sea A E A tal que H#(A) = O. Puesto que d(a’) <+00 se tiene de (2)
que ji(A) = O y por tanto ji es continua respecto a H~. ¡A
(sólo si) Asumir que ji es continua respecto a H’1’. Como se tiene siempre (ver(1)) que H#({x: d(a’) = +001 = 0, entonces ji({a’ : d(a’) = +001) = O, y entonces ¡A
d(a’) <+00 ji—a.e.
(b) (si) Como H#({a’ : d(a’) = +001) = O en general, y el conjunto {x : d(a’) = u’
+00} es A—medible, se tiene que ji es singular respecto a H~. u’
(sólo si) Sea E
0 e A tal que H
4’(E
0) = O con E0 concentrando la medida ji.
Puesto que E0 rl {a’ d(x) < +001 es A—medible, si se aplica (2) se tiene que ¡A
¡«Eo rl {a’ : d(a’) < +00}) = 0, y por tanto d(a’) = +00 p—a.e.
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se tiene que H#(Dm) < Orn y por tanto el conjunto UmEN Dm tiene H~—medida a—
finita y concentra la medida ji. El teorema de Radon—Nykodim (ver e.g. [Rud 79])
implica entonces que la medida ji tiene representación integral respecto a la medida
en los términos especificados arriba.
(sólo si) Asumir que la medida ji tiene representación integral respecto a la
medida W, Le. ¡«A) = J’AOEQ f(a’)dIP(~) con E~ c A de 114>—medida a—finita.
En particular esto implica que ji es continua respecto a y de (a) se tiene que
d(a’) = +oo}) = 0. Como Ea tiene H’~>—medida a—finita se tiene de (3) que
¡¿(E
0 rl {a’ : d(x) = 0}) = O.
Por tanto ¡«E0 II {a’ : O < d(a’) < +OO}) = 1 y se sigue el resultado. Esto concluye
la demostración del teorema. EJ
Aplicaremos el teorema anterior a la medida autosemejante ¡¿p, con la densidad
at desempeñando el papel de la función de punto d en las hipótesis del teorema.
Puesto queel teorema de densidad 3.2.3 proporciona las hipótesis i) y II) del teorema
de Rogers—Taylor (basta tomar la constante O = max{4.t q}), sólo es necesario
comprobar que la función de punto es C~—medible. Ese es el contenido de la
Praposicion 3.3.2 Sea ji E M+ una medida autosemejante, y sea 4. E Y. En-
tonces la 4.—densidad superior : —* [0,+00] definida en 3.10 es Cr—medible.
demostración:
Basta demostrar que para todo a E IR el conjunto
Do{x:2t<a} (3.24)
es Cr—medible.




76 3. GEOMETRíA DE MEDIDAS AUTOSEMEJANTES 1 u’
Como fA es constante sobre cilindros es continua en MU, y por tanto Borel—medible.
Como la a—álgebra C contiene a los conjuntos de Borel de MU se tiene que fA es
C—medible. Por lo tanto
f(i) = limsupfk(i) (3.25)
k—.oo
es C—medible. Ahora observar que la densidad está da da por
~(a’) = sup f(i), -u’
lcr—lCr)
con f(i) como en (3.25). El hecho de que la densidad sea C,r—medible es esen-
cialmente consecuencia del isomorfismo de espacios de medida que se demostró en
el teorema 2.3.1. Se procede como sigue. Descomponer E como E = (E \ 9*) U e*,
de modo que si se considera
IB := c’(E \ 09 = MU \ irl(0*) u’
la aplicación ir ¡n es una biyección. Como consecuencia ir ¡B transforma conjuntos
C—medibles en MU en conjuntos Cr—medibles en E. Para probar esta afirmación u’
suponer lo contrario, i.e. <A) no es C~—medible para un A E C fl E, donde O es la
a—álgebra de los cilindros en MN. Como ir es una biyección en los subconjuntos de 1
IB se tiene que iC’ (ir(A)) = A, y de aquí una contradicción con que A E C (recordar
que por definición 8 ci E es Cr—medible si rflB) e C). u’
Descomponer entonces el conjunto D4 en (3.24) como
= (D0rl(E\09)u(D«ne*).
Del e—lema se tiene que D~ rl e* tiene ji—medida nula, y por lo tanto (si se considera u’la medida ji completa) es Cr—medible. El conjunto Dafl(E\O*) es 4—medible como
consecuencia de que está contenido en E, y ir lIB transforma medibles en medibles
como se ha probado arriba. Por tanto D0 es Cr-medible como unión de conjuntos
Cr—medibles. O
El teorema de Rogers—Taylor reduce por tanto el problema de la geometría de u’
una medida autosemejante ji e M+ al estudio del comportamiento ‘típico’ de las
_ u’densidades 4 Si se considera la familia 4(4)— 4t t =0, y se entiende el com-
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el problema de la dimensión de ji. La teoría de probabilidad permite entender ese
comportamiento, y resolver por tanto el problema. A continuación se da una de-
mostración breve del hecho conocido de que la dimensión de ¡¿~ es s(p). Con ello
se busca ilustrar el modo en que se combinan las técnicas locales y la probabilidad
para, vía el teorema 3.3.1, obtener resultados acerca de la geometría de ¡¿y,.
La siguiente notación se empleará repetidamente durante éste y los siguientes
capítulos. Sea p E P~, y sea u la medida producto fl?p en MW Sea Z : Mi—> IR
una variable aleatoria en M. La notación {ZS}SEN denota el proceso estocástica
independiente (bajo u) asociado a Z en MU; esto es, para cada 5 E IN, 4: M~ ~-* IR
está dado por
Z5=Zopr1or>, (3.26)
donde pr1 MU í—* IR es la proyección sobre la primera coordenada
pr1(ií,i2,...) =
y ir es la aplicación shift definida en (2.9). La sucesión de v.a. {ZJ}JEU es una
sucesión de pruebas repetidas o pruebas de Bernouilli. Para cada k E IN, la expresión
S(i) significará
A
Sff~i) = >3 4(i), (3.27)
5=1
para i E MU. La esperanza de la variable Z respecto a la. distribución de probabil-
idad p en M se denotará mediante £[Z], cuando p esté fijado en la discusión y se
sobreentienda por tanto en esa notación.
Teorema 3.3.3 Sea 4$ e S(N, M), y p e P~, entonces
Dim¡¿~ = dim¡¿~ = s(p), (3.28)




78 3. GEOMETRíA DE MEDIDAS AUTOSEMEJANTES 1
Sea t > O, y considerar la familia de variables aleatorias en M definidas por u’
X(t)(i) — logp¿ —tlogr1. (3.29) ¡A
Observar que = Z~~Mp~logpÍ — tlogr1) = O si y sólo si t = s(p), mientras u’
que £[X«)] > O para t> .s(p) y £[X~)] <0 para t <s(p). Por lo tanto, se tiene
~ S~«
t~(i) = { ~ 5~ t > s(p) (3.30)si <s(
para u—casi todo 1 E MU, puesto que la ley fuerte de los grandes números implica
que lim,..
00 tC’S$~(i) = £[X<
0] u-a.e. Sea a’ E r(B~>) donde B~> es el conjunto
de Besicovitch fino de MU definido en (2.28). Puesto que la proyección ir es una
biyección en 5~>, la densidad ¿.}~) puede escribirse como
—t H7
1P¿i 1d~(a’) = lim sup X=i rt —
n
= exp(limsnp~(logp¿5 —.tlogr13)) = ¡A
a=l
= exp(limsup5~(t>(i)),
donde i = r—i(a’). Por lo tanto, de (3.30) se tiene ji—a.e.
dt (\f -4-co sit>s(p) (3.31) ¡AO <
El teorema 3.3.1 implica entonces que ji es singular respecto aHt si t > s(p), y con -¡A
tinua respecto a Ht si t < s(p). Ello equivale a la afirmación (3.28). La afirmación
sobre la dimensión paddng se puede obtener como consecuencia de resultados más 1
fuertes de la sección 4.3. También se puede obtener como explica la nota debajo. EJ
u’
Nota 3.3.4 Podría haberse usado la ley fuerte de grandes números para obtener
directamente que D~(a’) := D~(x) = r~(~) = s(p) para un conjunto de ¡¿—medida
uno (la densidad logarítmica superior cilíndrica TP~(.) se define como la definición en
(3.21) pero con limite superior en lugar de limite inferior). El teorema de densidad
u’
logarítmica 3.2.7 prueba entonces que esto basta para probar que dimji =
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afirmacion. Del teorema 3.2.7 se sigue que dim{a’ : D~(a’) = s(p)} = s(p), puesto
que éste es un conjunto de ji—medida plena. La cota superior dimp =s(p) es obvia.
Para obtener la cota inferior, sea Y C~—medible con ¡¿(Y) = 1. Si se considera el
conjunto de ji—medida plena Y = Y fl {a’: D~(a’) = s(p)} se tiene del teorema 3.2.7
que dim=’=s(p) y por lo tanto diniji =s(p). La afirmación sobre la dimensión
packing de la medida se signe de que la medida es regular, i.e. existe la densidad
D~(a’) ¡¿—a.e., y exacta, i.e. D~(a’) =cte. p—a.e.; y de los resultados de C.D. Cutíer
[Cut 90]. Una breve exposición del trabajo de Cutíer puede verse en la sección 4.1.
Encontrar el comportamiento ‘potencial’ de la medida ji consiste en encontrar
un t > O verificando una ‘ley’ del tipo
log>u(U(a’)) tlog ¡ U(a’) j ji — a.e. (3.32)
cuando U(a’) ¡ se aproxima 0. U(a’) es un ‘entorno’ de a’ de alguna clase: rectángulos,
bolas, cilindros..., dependiendo de la densidad d que se considere. Si se verifican las
hipótesis del teorema 3.3.1 para d, se sigue, como se ha visto en la nota anterior,
que dim¡¿ = t. Observar que (3.32) se verifica para un miembro derecho de la forma
log ¡ U(a’) [~g(¡ U(a’) 1)~ donde g es una función cualquiera verificando
Hm logg(4) — 0. (3.33)
En tal caso se puede decir de manera ‘gruesa’ que ¡¿(U(a’)) e-ii U(a’) It Por ‘grueso’
debe entenderse ‘logarítmicamente’. Mientras que g no desempeña ningún papel en
la densidad logarítmica, éste es crucial para la densidad no—logarítmica, que como
se ha visto está relacionada con cuestiones más finas relativas a las medidas Ht.
La solución óptima al problema de la medida consiste en encontrar la función de
dimension 4. que ‘equilibra’ el comportamiento local de la. medida, en el sentido de
que ¡¿(U(a’)) r’-’¡ U(x) ¡ g(l U(a’) 1) ¡¿—a.e. cuando 1 U(x) 1—> 0 (el símbolo ‘.-.? debe
entenderse aquí como que el límite (superior) del cociente entre ambos miembros
es constante). Así la. función de densidad d está acotada. en ¡¿—casi todo punto
El teorema. 3.3.1 afirma entonces que ji tiene representación integral respecto a la
medida de Hausdorff Nt con 4.(¿) =
4i9(4). Puede pensarse que tales medidas
juegan el papel correspondiente a los 4.—conjuntos, i.e. conjuntos A tales que O <
Ht(A) <+00.
¡A
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Resuelta la cuestión referente a la dimensión de la medida, el objetivo en principio u’
es encontrar una función de dimensión 4. que ‘calibra’ la función potencial de la
dimensión, en el sentido de que ¡A
4.(4) = 4dflfltLg(4) (3.34) 2
con g verificando (3.33); y tal que ‘equilibra’ la medida ji localmente, esto es
______ u’O cimsup ¡¿(U(a’)) +00. (3.35)¿-.o 4.(¡U(a’)¡)
Tal objetivo puede ser demasiado ambicioso en muchas ocasiones, ya que no hay ¡A
a priori modo de determinar el calibrado adecuado para la función potencial. Sin
embargo, un poco más de teoría de probabilidad proporciona de modo natural una u’
familia paramétrica de funciones de dímension, y un valor de corte del parámetro
tal que el comportamiento de la densidad d cambia de modo drástico para valores
por encima y debajo del valor de corte. Esto es un refinamiento de lo que sucede ¡A
con el valor de corte dimji y la familia 4t (ver (3.31)).
~~1
Sea p e P~, y ji la medida autosemejante asociada.. Sea CH = {4.a : a > 0} la
familia uniparamétrica de funciones de variable real
4.~(4) — 4(P) exp{a(2 log 4c(p) log log log 40(P))i/2}, (3.36) ¡A
donde s(p) = dim¡¿ está definido en (3.1), y ¡A
c(p) = (>3p¿logr¿7’ < 0. (3.37)
¿EM ¡A
Observar que para a = O se tiene 4.o — ¿~<P) La clase CH ‘calibra a la izquierda’ a
la función de dimensión ¿s(P), en el siguiente sentido: se tiene para todo a > 0 1
pero ¿~.0+ u’
hm 4s(P)¡4.~(4) = O.
Esto último implica que
ff¡’o > 11s(p) (3.38)
para todo a > 0. La clase de funciones {Ht : t > 0} se ordenan clásicamente de ¡A
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puede decir entonces arriba que Ht~ ‘refina a la izquierda’ a la medida .W(P), y por
extensión que la clase CH también refina a la izquierda a la función potencial ¿s(P)~
Se define la clase de funciones de dimensión 7% como las 4’ c Y tales que
4’(a’)4,(y) =4’(a’y), para a’,y > O que hagan que la expresión tenga sentido. Del
mismo modo se dice que 4’ 6 Y si 4’(a’)4’(y) =t,b(a’y). Se puede demostrar [Mor iii]
que 7% rl F~ = : t > O}. El siguiente lema justifica que las funciones 4.~ E Qg
están en la clase de funciones de dimensión definidas en (3.36), y recoge alguna
propiedad que será necesaria ocasionalmente. También será necesario en el capitulo
4.
Lema 3.3.5 Sea t > 0, c < 0, y a E IR, y considerar la familia de funciones de
variable real
4.
0(x) = xt exp(af(x)), (3.39)
con f(x) = (2 log xc log log log xfl’12. Entonces
i) 4.~ 6 Y.
u) 4.~ 6 Y— para todo a =O, y 4.~ E 7% para todo a < O.
4.~(ax) _
iii) lm~.O+ ta (x) ~>O, para todo a>O
demostración:
Escribiremos ocasionalmente en la demostración f(x) = h(log xC), donde
h(4) = (24 loglog4)í/2. (3.40)
Observar que lim¿...o+ h(4) = +00, h%E) > O si 4 > e, y
lim h’(4) = 0~ (3.41)
¿—*0+
(esta notación indica que el limite O se alcanza desde valores positivos).
4
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i) Es sencillo ver que 4.~ es continua y positiva en un intervalo (O, 6~) con 6o = 4




4.0(x) = ‘tl +a’x’~ — doxa + af(x
)
exp~ogxJ\J/ — exp\g\ log x
puesto que t > O, y
lim f(x) —
x—a>logx 4
se tiene (3.42). Por último comprobamos que 4.~ es creciente en algún intervalo de
la forma (0, 6). Derivando se tiene
4.~(x) = xt~1eaÍ(X)(t + axf’(x)). (3.43)
Puesto que c <o y 4
ch~(logxc)f’(x) = x
se tiene de (3.43) que 4.~(x) >0 para todo x (suficientemente pequeño) si a <O. En 4
el caso a > O, se tiene de (3.41) que t + axf’(x) = t + ach’(logx”) se hace positivo
en un entorno del origen, y por tanto 4.~,(x) > O también en este caso. Por tanto 4.~ 2
es creciente en un entorno a la derecha de O para todo a E IR.
u) Observar que si se demuestra que 4
f(xy) =f(x) + f(y) (3.44) 4
(con x, y > O en un entorno del origen suficientemente pequeño) se demuestran
~‘1
simultáneamente las dos afirmaciones de u). La desigualdad (3.44) equivale a
s
h(logx0 +logyc) =h(logx”) + h(logyc).
Por lo tanto, basta demostrar que la desigualdad 4
h(4+q)=h(4)+hQi) (3.45) 4
se verifica para todo par de valores 4 y ~suficientemente grandes. En primer lugar
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de modo que la desigualdad
4h’(~) <h(¿) (3.46)
se tiene si ¿ es suficientemente grande (de hecho es fácil ver que (3.46) se tiene para
todo ¿talque (log4)1 <loglog4, por tanto al menos para 4 > e2). Por otra parte,
derivando dos veces en (3.40) y tras un poco de álgebra se obtiene
h”(4) = —(h(¿)~log2(¿)Y1(1 +2loglog4 + (loglog4logfl2),
y por tanto h”(4) < O si 4 > e. A continuación demostramos (3.45). Suponer que
4 <q. Del teorema del valor medio existe z 6 [‘~,4+ i>) tal que
h(¿ + n) — h(
17) = h’(z)4. (3.47)
Puesto que h’(z) =h’(.fl, usando la. desigualdad (3A6), se obtiene de (3.47)
h(¿ + ,~) — h(n) =10(4)4 =h(¿),
si ¿ y q son suficientemente grandes (basta e2 <4, q), y por tanto se tiene (3.45) yla propiedad u).
iii) Puesto que
4.~(ax) _ xp(a(f(ax) — 1(x)),
4(x)
y f es decreciente en un entorno de O se tiene de inmediato que
liminfta(ax)/4.a(x) =a’
x-.O
si O < a < 1 y a > O, o bien si a > 1 y a < O. En el caso general se procede
aplicando el teorema del valor medio. Suponer a> 1 y a E IR, usando la regla de
la cadena y que h’ es decreciente
f(x)—f(ax)= max f’(y)(1—a)x=
yE[x,ax]
< max h~(logyc)a(1 ...a) =hf(logxc)C(í —a
)
yc[x,ox] a a
De (3.41) se tiene que lim~.....o h’(log yC) = 0, y si a > O se sigue que
lim(f(x)—f(ax))O,
ma
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y por tanto se tiene iii) para a> 1 y a arbitrario. El caso O <a < 1 se trata de igual
manera, de modo que iii) es cierto para todo a > O. En particular para a = 2, lo
que implica que la medida de Hausdorff H~~a (usando recubrimientos con bolas) sea
equivalente a la medida de Hausdorff definida con recubrimientos arbitrarios (ver
(1.7)). 0
El siguiente lema será necesario en éste y el siguiente capitulo.
sea B~ el conjunto de Besicovitch del espacio de códigos, Le.
= {i E MU : 63(i) = p,}.
Lema 3.3.6 Sea c = c(p) como en (3.37), y sea la función
= (2log~logloglog~)1I2.
Sea p E P~, y
(3.48)
(3.49)




k—.+oo (2k log log k)’/2 = 1. 2
demostración:





—iConsiderar el proceso de Bernouilli {R
5»6rj, donde se emplea la notación de (3.26).
Sea. i E B~ como en la hipótesis del lema. Entonces, de la definición (3.48)
lirn~Sr(i) = hm ~6(i,k)logr¿ = ~p¿logr, =c§
k—.oo ¿EM ¿EM
(3.52)
donde c = c(p). Sea O < e < —c~. Observar que S~(i) = log ricA), en la nota~ón
de (3.27). Por tanto, por (3.52), existe kí E IN tal que
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para todo k > k1. Equivalentemente
k(1 + ce) <log ruA) <k(1 — ce) (3.53)
se verifica para. todo k> k1. Tomar ahora 1v2 suficientemente grande para que
log log 1v
loglog(1 — ce)k 1 — ce (3.55)
log log 1v
se verifiquen para todo 1v > k2. Si ahora se toma A? = max{kx, k2} se tiene, para
todo 1v> A? que
((1 +ce)loglog(1 +ce)k\1/2 f0(r¡(A)) ((1— ce) log log(1 — ce
)
log log 1v >/ < (2kloglogk)1/2 < k loglogk
usando (3.53), y por tanto
1+ce < fC(ricA) <1—ce(2kloglogk)1/2
usando (3.54)-(3.55). De aquí se sigue el resultado. O
Para demostrar el resultado central de la sección necesitaremos algo más de
probabilidad que la. ley fuerte de grandes números. En concreto, será necesaria la
ley del logaritmo iterado. La siguiente versión será suficiente
Teorema (Ley del Logaritmo Iterado)
Sea {X¿}¿~jj una sucesion de variables aleatorias independientes e idénticamente
distribuidas en un espacio de probabilidad (~1, A, ji). Suponer que 4X
1] =
O y que £[X?] = a
2 > 0, para todo i E M. Sea S~< = 2¾X¿. Entonces,
con ji—probabilidad uno, se tiene
sf1hmsup = a
n—*oo (2nloglogn)í/2 (3.56)
liminf Sfl —(2nloglogn)í/2 — —a (3.57)
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1
2
Una demostración puede verse en [Bil 78]. La ley del logaritmo iterado, un teo-
rema limite fuerte, es un resultado clásico en probabilidad. Su origen está as¿ciado
al intento de refinar las afirmaciones sobre números normales. Observar que la ley a
del logaritmo iterado en particular implica la ley fuerte de los grandes números. El
primer resultado que se puede denominar como ley de logaritmo iterado se debe a 4
Khintchine, que en el año 1924 demostró la versión del teorema para variables de
Bernouilli. La versión más general (para variables i.i.d. no acotadas) es de Hartman ¡A
y Wintner (1941).
Ahora estamos en disposición de demostrar el teorema central de esta sección. 2
Teorema 3.3.7 Sea 4$ E S(N,M) verificando condición de abierto, y sea p e u’
Sea Qg = : a =0} la familia de funciones definida en (3.36). Sea
¡ i/2 4
d(p) = (73 p¿(logp¿ — s(p)logr¿)2) . (3.58)
Entonces, para la medida autosemejante jir, asociada al par (IIi, p) se tiene ¡A
i) jir, es singular respecto a Hto si y sólo si a < d(p). 4
u) jir, es continua respecto a Ht« si y sólo si a> d(p). 4
iii) Pp tiene representación integral respecto a para algún t > O si y sólo si
t = .5 Y P = Ps.
4
Aplicaremos el teorema 3.3.1 con la medida autosemejante jir, como la medida 4
del teorema, la función 4.~ como la función de dimensión, y la densidad superior
?O jugando el papel de la función d. Denotamos la. medida. pr, mediante ji. La
C~—medibilidad de se demostró en la proposición 3.3.2, y del lema 3.3.5 se tiene u’
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Sea X la variable aleatoria en M definida por
X(i) = logp¿ — .s(p)logr¿ (3.59)
(X = en la notación de (3.29)). Observar que E[X] = O y que £[X2] —
d(p)2. Considerar el proceso de Bernouilii {Xs}scU, donde X
5 se define a partir
de X según (3.26). Sea 4.~ E CH, y notar que 4.~ se puede escribir como 4.~(4) =
¿8(p) exp(af0(¿)), donde la función f~ está definida en (3.49), y c = c(p). Para cada
a =O la 4.0—densidad superior en un punto a’ ¿ E \ e puede escribirse como
/qX (1
)
= limsup s(p) exp(af~(r¡(k9) =exp{limsupf~(rI(A)) kfdrí(A)) —a)}~
k—*oo rl(A)
(3.60)
donde i = r
1(a’). Del lema 3.3.6 y la ley del logaritmo iterado (3.56) se tiene que
limsup Sf1(i) hin sup Sf1(i) =
A—co f
0(rI(A)) — A—.oo (2kloglogk)’P
para u—casi todo i E M~. Por lo tanto, como ¡¿(E \ Oj = 1 por el e—lema, se tiene
de (3.60) que ji—a.e.
~Ú(\J+OO siO<a<d(p)
Pta’110 sia>d(p)
puesto que limA.....,c, .f~(ri(A)) = +oo. Ahora, las tésis (a) y (b) del teorema 3.3.1
demuestran las partes i) y u) del teorema. Observar que, puesto que la familia{ H’1’~ a > O} es no-creciente en a, la afirmación en i) para a <O es obvia.
A continuación demostramos la parte iii). Considerar, para t > 0, la variable
aleatoria X(t) definida en M como en (3.29), i.e. X(t)(i) = logp¿ — tlogr¿, i E M.
Del teorema 3.3.1 basta encontrar los valores de t tales que
O <d~(a’) <+00 (3.61)
¡¿—a.e. Considerar el conjunto de ji—medida plena E\e*, yobservar que la t—densidad
superior ~ se escribe en a’ E E \ e* como
~(a’) = exp(limsupS~(t>(r” (a’))),
A—co
ma
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y por lo tanto (3.61) se verifica si y sólo sí
— oc <lim sup 5flt)(i) <+oo (3.62) 4A—.co
v—a.e. Puesto que la ley fuerte de los grandes números implica que 4
hm k~S~«t)(i) = E[X<t)]
A—.oo
u—a.e., la propiedad (3.62) se cumple si y sólo si ¡A
= ~p¿(logp¿ —tlogr¿) = 0.
Esto es equivalente a que t = s(p), puesto que si E[X<’>] > O entonces limA Sk~«t>(i) =
+oc u—a.e. De la ley del logaritmo iterado se tiene 1
u’
~ (i) = d(p),
v—a.e., y por tanto (3.62) se verifica si y sólo si d(p) = 0. Pero esto sólo sucede
para logp, — s(p)logr¿ = O para cada i c M, i.e. p¿ = rM, i E M, lo que sólo es ma
posible si s(p) = s (de modo que p E Pr). Esto prueba la parte iii) del teorema, y
la demostración de éste concluye. EJ ma
Recogemos el comportamiento de la medida autosemejante respecto a la medida
H~&) en el siguiente corolario, que está de hecho ya demostrado en el teorema 3.3.7. ¡ANótese que 4. —
haCorolario 3.3.8 Para todo p E ~+, la medida autosemejante ¡ir, asociada al par
(‘II, p) es singular respecto a la medida de Hausdorff en su dimensión, HS<P>. 4
Nota 3.3.9 El corolario anterior afirma que toda la medida autosemejante jir, .puede 4
concentrarse en un conjunto de medida de Hausdorff H’(P> nula. La ley del logaritmo
iterado permite de hecho caracterizar un conjunto con esta propiedad. Esto puede ma
verse en el capítulo 5.
Por otra parte, el teorema 3.3.7 proporciona un criterio sencillo para decidir
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un conjunto de medida de Hausdorff menor. Decimos que la medida jir, está más
concentrada que p~ si existe una medida de Hausdorff H~ tal que H4’(P) = O para
un conjunto P tal que jip(P) = 1, mientras que IIt(Q) > O para todo Q tal que
pq(Q) > O. Alternativamente jir, es singular respecto a. Ht mientras que jiq es
continua respecto a Ht. Dados p, q E 7~+ con p # q es claro que si s(p) < s(q)
entonces jir, está más concentrada que ¡¾ Sin embargo, este criterio no es válido
cuando s(p) = s(q) para p ~ q. Observar que este caso es plausible. El siguiente
corolario proporciona un criterio válido en tal caso. En concreto, el parámetro
discriminante que se debe escrutar es la desviación típica de las variables aleatorias
y ~s(q)
Corolario 3.3.10 Sean p, q e ~ tales que p ~ q y s(p) = s(q). Entonces, si
d(p) > d(q) la medida ¡ir, está concentrada en un conjunto con medida de Hausdorff
menor que el conjunto en que se concentra la medida Pq.
demostración:
Es una aplicación directa del teorema 3.3.7. Tomar a > O tal que d(q) < a <
d(p), entonces ¡ir, es singular respecto a la medida H<ko (y por tanto se concentra en
un conjunto de medida H#~nula), mientras que ¡iq es continua respecto a la medida
Ht (y entonces la. medida de cualquier conjunto de ji~—medida plena tiene también
Ht~medida positiva). El
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Capítulo 4
Geometría de Medidas
Autosemejantes II: Dimensión de
la Medida en el Caso Numerable
y Continuidad respecto a la
Medida Packing en el Caso
Finito.
En este capítulo se abordan fundamentalmente dos cuestiones que no han quedado
resueltas con la técnicas de los capítulos anteriores. La primera consiste en encontrar
la dimensión de Hausdorff y la dimensión packing de la medida autosemejante Pr,,
p E Pt en el caso numerable, i.e. M = IN. En este capítulo se demuestra. que
la dimensión packing y Hausdorff de la medida autosemejante viene dada por el
número real s(p), lo que supone regularidad dimensional de la. medida. Pr,. La.
segunda, en el caso finito, consiste en intentar formular un teorema ‘dual’ al de la
H<~)—singuí~ñdad de la. medida ¡ir,. Como H~’ =P4’ para toda 4. E Y, la. medida.
autosemejante puede ser singular o continua respecto a la medida packing ~
Este segundo resulta ser el caso, lo que supone, una vez más, otra vuelta de tuerca
en la dualidad entre medidas packing y medidas de Hausdorff.
91
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4.1 Preliminares. u’
Las dificultades para abordar el cálculo de la dimensión en el caso numerable residen
en el hecho de que ahora no hay un ratio de contracción mínimo en el sistema u’
‘1!. Las demostraciones que se han conseguido para dimensión Ilausdorff en los
dos capítulos anteriores dependen de manera esencial del hecho de que existe un u’factor de contracción mínimo u = min{r¿ 1 E M} > 0. Esto no sucede en el
caso infinito y, de hecho, es el responsable de que en general el compacto S4’—
invariante E no tenga IP—medida positiva en este caso [Mor i] (para condiciones u’
que garanticen medida positiva de E ver [Mor u]). Por otra parte, como se emplean
técnicas locales, una cota inferior para la dimensión requiere un modo de cubrir bolas u’
con cilindros geométricos. Aunque Deliu y otros (1992) consiguen reducir el cálculo
de la densidad logarítmica a una cuestión de ley de grandes números en el espacio
de códigos, lo cierto es que su técnica no consigue relacionar una ‘densidad sobre u’
bolas’ con una ‘densidad sobre cilindros geométricos’. Esta es una dificultad con la
que se han encontrado diversos autores [CM 92] en el caso de sistemas de S(N, M) fl
no—disjuntos, y tal técnica parece no existir en la literatura. En este capítulo, para
resolver las cuestiones mencionadas se introduce una técnica, que hemos llamado de -
bola viajera (‘travelling balí’), que es capaz de cubrir bolas con cilindros al menos en
¡¿—casi todo punto. Se pueden dar ejemplos donde se muestra que no es razonable
esperar que esto puede conseguirse en todo punto. 4
Durante esta sección, M = {1,2, . . . ,m} ó M = IN indistintamente, ~Jí= u’
z E M} es un sistema compacto de semejanzas de S(N, M) verificando la OSC con
abierto V (ver capítulo 1). Recordar que F = 1,/~ El ratio de contraction de ~¿
está dado por r1, E M. La teoría de los autosemejantes generados por infinitas
semejanzas puede verse en [Mor i].
Sea pE 7.3+ un vector de probabilidad positivo en M. Suprimiremos por comodidad
el subíndice p de las medidas Vp y jir,, cuando el vector p esté fijado en los razon-
amientos. Del capítulo 2 (ver teorema 2.3.1) se sabe que el espacio de probabilidad
(E,C~, ji) es isomorfo al espacio (MN,C, u) (mediante la proyección Ir). cilindros en






donde ir es el shift de Bernoulli en M’t entonces T preserva la medida ji y es
isomorfa a ir (en el sentido del capítulo 2). Fijamos una transformación T con la
propiedad (4.1), que denominamos shift en E. De la invariancia de la ergodicidad,
bajo isomorfismo de espacios de medida, se desprende que el sistema (E, T, ji) es
ergódico. Como consecuencia del e—lenuna, T es diferenciable p—a.e.
En este contexto C.D. Cutíer [Cut 90] demostró que las densidades logarítmicas
esféricas son constantes ji—a.e. , es decir, existen g y ~ no—negativos tales que
a~(a’) := li~J¿if íogr = « ji — a.e., (4.2)
~(a’) ~ = a ji— a.e. (4.3)
r—*0 logr
Diremos que ji es Hausdorff—exacta en el primer caso, y packing—exactaen el segundo
(Cutíer llama a ji de dimensión Hausdorff exacta en el primer caso, y de dimensión
packing exacta en el segundo). Diremos que ji es (dimensionalmente) regular sí
a~(a’) = ~»(a’) ji — a.e. (4.4)
Cuando ji es dim—exacta. y Dim—exacta se llama exacta. En general, ji puede ser
exacta pero no ser regular (en [LM 85] se da un ejemplo de esta situación). Por otra
parte, Cutíer construyó un ejemplo [Cut 90] que demuestra que la ergodicidad no
basta para asegurar que ji es exacta si es regular.
Como consecuencia. del teorema de Young (ver la. sección 3.1) se tiene que si ji es
regular y exacta (con a~(a’) = a p.-a.e.) entonces dimji = a. Esto se desprende
también de resultados más finos de Cutíer [Cut 90] en un contexto más general
de espacios métricos. En concreto, Cutíer probó que si ji es Hausdorff—exacta y
verifica (4.2) entonces dim¡¿ = a, y además probó la contrapartida para la dimension
packing, i.e. (4.3) implica Dimji = ~. El resultado de Deliu y otros [DGSH 92]
implica por tanto que la medida. autosemejante es regular y exacta en el caso finito
y, por tanto, dimp=Dimj¿. Una revisión del trabajo de Cutíer puede consultarse
en [Cut 91] o en [Haa]. Los comentarios de la sección 3.1 del capítulo anterior, que
revisan brevemente las técnicas locales para el cálculo de la dimensiones y medidas
Hausdorff y packing, también son aplicables aquí.
ma
94 4. GEOMETRIA DE MEDIDAS AUTOSEMEJANTES II
Nuestro objetivo es encontrar la dimensión de la medida ji en el caso numerable. ma
Como consecuencia del resultado de Cutíer tenemos que si ji E M+, entonces ji
es exacta. El trabajo de Cutíer reduce el nuestro por tanto a 1) probar que ji es
regular, y 2) encontrar el valor común a = a = a
.
ma
4.2 Dimensión de las medidas autosemejantes. 4
Caso general.
u’
El siguiente lema previo se aplicará en diversas ocasiones durante este capítulo. ¡A
Lema 4.2.1 Sea f(r) una función real definida en cierto intervalo (0,ro), y sea
{ afl}fl~fl una sucesión tal que J
i) Si para cada 0< r <r0 existe un 1v verificando 4
(4.5) ma
y 1v —+ +00 cuando r —> O, entonces limsup~....0f(r) =limsup~<,~, ah.
u) Alternativamente, si para cada r > O existe un 1v verificando 4
(4.6) ha
entonces liminfr...o f(r) =liminfA-.co a~. ma
demostración: u’
i) Sea ¿ >0. Sea! = limsupr.of(r), y tomar r0 >0 tal que
7—4 <f(ro). (4.7)
Seleccionar entonces el entero k~ = k(ro) que, en virtud de (4.5), verifica f(ro) <aA0. ml
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u) Sea g(r) = —f(r), y bA = —aA para todo 1v E IN. De (4.6) se tiene que para
todo r> O suficientemente pequeño existe un 1v = k(r) E IN tal que g(r) =b,. De
la parte i) se sigue que hm supr...~o g(r) =lim supk...~, bk, y entonces
—liminff(r) = limsupg(r) =limsupb~ = —liminf ah,
r—.Q A—*co A—co
de donde se sigue u). O
Sea el par (4$,p) en las condiciones citadas. En el caso M = IN es necesario
que el cociente en (4.9) esté definido. Asumiremos en esta sección por tanto la
convergencia de las senes
~p¿logp¿<+co, ~p¿logr¿<+00 (4.8)
¿EM ¿EM
La primera serie (y por tanto la segunda) puede diverger (ver e.g. [Ren 70] para un
ejemplo). Se define entonces
Teorema 4.2.2 Sea p E P~, sea ji la medida autosemejante asociada a p. Asumir
la hipótesis (4.8). Para ji—casi todo a’ E E se tiene
demostracion:
Considerar en M las variables aleatorias
Y(i) = log pi, 11(i) = log r¿, i e M. (4.11)
Considerar en MU los procesos estocásticos de Bernouilli {tISEU, {Rs}JEN. Como
en el capítulo anterior se denota Z, = Z o pr1 o ir’, para Z = Y, 1?, y pr1 es la
proyección sobre la primera coordenada MU ~—* M. Sea u la medida producto en
MU asociada a p. De la ley fuerte de los grandes números se sigue que para u—casi
todo código i E MU
(4.12)hm k’S~(i) = E[Z]
A—co
u’
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donde para cada 1v, Sff(i) = Z~—~ Z~(i), y 1() denota la esperanza de la v.a. Z u’
respecto de p. Observar que las variables Y y R tienen esperanza finita (ver (4.8)), ma
y que s(p) = 1[Y]/1[R].
Sea i E M’~” un código donde se cumple (4.12). Sea 4 > O, y tomar un entero ko tal u’
que
max{I k—’Sr(i) — 1(Y) VI kíSQ(i) — 1(R) , (1v — l)í} < 4, (4.13) u’
para todo 1v > k~. Sea O < r < r¡(k0>/2, y tomar kí = min{k : F~(h) c B(ir(i),r)}. J
Puesto que Ti(ki) < 2r se tiene que k~ > k~, usando (4.13) y que r~(k1..l> > r se tiene
logjí(B(ir(i),r)) < logg(F~1>) — Zj’Lilogp1, — u’
log r log rl(k1i) —
_ Z~L;í log r15
1 kEíS,~Ái) <(1~¿j(Y)+¿ .1
— (1 + k~ — (k1 — 1)~iS~í(i) — 1(R) — ¿
Como ~ > O es arbitrario, del lema 4.2.1 y de la definición (4.9) se sigue que ha
ma
para un conjunto de i E MN u—medida uno, y por tanto se tiene (4.10) para un
conjunto de a’ e E de ¡¿—medida uno. ~ ha
A continuación obtenemos una cota inferior para la densidad logarítmica para ma
¡¡—casi todo punto a’ E E. Recuérdese que, para i = (i1,i2,. ..,ik) e Mk A’ —
O L,012 O ... O p~ (A). Necesitaremos algunos lemas previos. En concreto, el lema
que sigue es mas de lo que será necesario. .1
Lema 4.2.3 Sea M finito o numerable. Sea 4$ E S(N, M) verificando condición de ml
abierto. Para k E IN, sea AA la clase de conjuntos {0, swk~l(Eí), S4$k—i(E2), . .
(54.0 es la identidad), y sea aQ4k) la a—álgebra engendrada por AA. Entonces, para ma
todo p E IN
A2 n A3 n .. . n 4) = ¡¿(A5), (4.14) ma
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demostracion:
Considerar la clase A,, formada por la clase de conjuntos en A~ más todos los
conjuntos que se obtienen como intersección finita de los conjuntos en la clase AA.
La clase .4 es un ir-sistema en la terminología de Billingsley (ver [Bil 78]), es decir
P rl QE Ah para todo par P,Q E Á,,.
Observar que, para todo i = (102...) E MU se tiene
E11 rl SW(E12) rl SI1P(E~) rl ... = E111213...,
y por lo tanto
p
¡4E1, n StP(E12) rl 5412 (E13) rl S41~—’(E1~)) = p~1p~2 p~ = fi ¡«E1). (4.15)
5=1
de modo que se tiene (4.14) para la clase de conjuntos de A,,. De esto se sigue que
y
¡«Pj, rl P12 rl ... rl g~) = fi ji(P1) (4.16)
j=1
para toda p—upla de conjuntos tales que P1~ e 4s para j = 1,... ,p. A continuación
se justifica esta afirmación. Observar que dos conjuntos de la clase AA bien tienen
intersección vacía, bien intersecan en un subconjunto del conjunto de solapanilento
primario c¿r. Para probar esta última. afirmación suponer que la intersección no
es vacía, y considerar i,j E MA tales que i(q) = j(q) pero 1q+i # ~q+í para un
1=q =1v,y sean l,n EM con l~ n. Entonces,
<PI(EI) rl LP~(E~) C ‘PI(q)(LPiq+a (E) n (pjq~
1(E)) C SOj(q)(O) c 0, (4.17)
donde e es el conjunto de solaparniento primario definido en (1.17), y 0* está
definido en (2.2). Del 0—lema (ver sección 2.2) se tiene que e es un conjunto de
ji—medida nula para toda medida autosemejante en M+, y por tanto la interseccion
de dos conjuntos de la clase itA tiene ji—medida nula. Por tanto, si en la intersección
P•rlRfl ~ RE AA A~ para algún j, identidad (4.16)
~ ,,, se tiene que ,, , la
también se verffica (los dos miembros son nulos). De ello se sigue que (4.16) se
verifica para toda p—upla de conjuntos P¿1 E A5, 1 =J <p. Equivalentemente, se
dice que para todo p E IN las clases .4,, A2,... , .4,, son independientes (respecto a
ji). Un resultado de Billingsley (teorema 4.2 en [Bil 78]) implica que las a—álgebras
1
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engendradas correspondientes a(..41),a(A2),... , a(4) también son independientes, u’
que es lo que afirma el lema. ~ u’
Del trabajo de A. Schief [Sch 94] se sabe que basta la condición de abierto para
asegurar la condición más fuerte de que V rl E # 0 (i.e. la condición fuerte de u’
abierto). Por lo tanto, bajo condición de abierto existen y E E rl V, y e > O tales
queB(y,c)CV. Sea.p>Otalque u’
d(B(y,e),OV) > p. (4.18)
Elegir ahora u’
ko > min{1v SOUA)(V) ci B(y,e) para un i E MU con ir(i) = y}, (4.19)
de modo que J
LPI(A0)(F) ci B(y,e). (4.20)
Observar que el conjunto El(A0) ci Ft<,,<,> de (4.20) es un cilindro geométrico de u’
primera generación para el sistema ‘J,’o, donde
E M”}, (4.21) u’
para 1v E IN. A continuación se justifica que el conjunto autosemejante E se obtiene
también como el único conjunto invariante asociado a la transformación de conjunto
para cualquier 1v E IN.
u’
Bajo la hipótesis de que 41 E S(M, N) es compacto (esto siempre sucede en el
caso finito), la transformación de conjunto S4$ = UIEM ~¿ transforma compactos en u’
compactos (ver e.g. [Mor i]). Además es una contracción de razón U = max{r¿ i E
M} en la métrica de Hausdorff. E el único compacto S4$—mnvaríante, i.e. S4’(E) =




S~PoA 9~llOY12O...9~ik U ‘e’, (4.22) u’
jEMk
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también transforma compactos en compactos. Además es una contracción en la
métrica de Hausdorff de razón U”. Por lo tanto, el teorema del punto fijo garantiza
que existe un único compacto S4$A~~invariante. De (4.22) se sigue que dicho compacto
es el 541—invariante E.
A continuación sejustifica que la medida autosemejante ¡q> asociada al par (4$, p)
puede obtenerse a partir del sistema 541A (1v arbitrario en IN) con una elección
adecuada de un vector de probabilidades en MA. Sea el espacio
M13(E) = ,> medida de Borel en E, «E) = fi,
dotado de la métrica definida por
dist(ní,n2) = sup{< ?li,f> — <712,1 >: f E Lip(E)},
donde < ~, f >= Sg fd0, y Lip(E) es la clase de funciones f : E ‘—* IR tales
que ¡ f(x) — 5(y) 1=d(a’,y) para todo a’,y E E. Se demuestra en [Bar 88] que
(MT3(E),di.st) es un espacio métrico completo.
Sea p = (pl,p2,...) E 7.3+. Considerar el operador de Hutchinson M13(E) i—*
MB(E) definido como
M(qr,p)77(A) = p~ 77 0 <971(A), (4.23)¿EM
para todo A. La existencia de una única medida M(.p,r,)—invariante en el caso de
M finito está probada en [Rut 81]. A continuación generalizamos sus ideas al caso
numerable.
En primer lugar, la aplicación M(~,r,) está bien definida: puesto que para cada
t E M ‘e¿ es continua la aplicación inversa. ‘e7~ transforma borelianos en borelianos
—1y entonces la medida ~ o cp~ está bien definida; además
M(qí,r,)77(E) = >3 p¿n(soT’(E)) = >3 p¿i
7(E) = >3 Pi = 1,
¿EM
y por tanto M(,,r,)’¡ E MB(E). En segundo lugar demostramos que M(,,r,) es una
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(ver e.g. [Bar 88]). Sean 771,772 e MB(E) y f E Lip(E). Puesto que U = max{r¿: u’
e M}, y f E Lip(E)
fo so¿(a’) — fo ‘e4v) 1=U’d(sc¿(a’),so¿(y)) =U1r < 1 u’
se tiene que U—’f o ‘e¿ E Lip(E), y usando (4.24) se obtiene u’
¿EM ¿EM u’





De aquí se sigue que
dist(M(~p,r,)211, M(qí,r,)772)=UdistQií,’,’), u’
y por tanto M(’p,p) es una contracción. El teorema del punto fijo asegura la exis- matencia de una única medida fl tal que M(,,r,)? = ji.
En tercer lugar, se comprueba que la medida invariante ji obtenida en el párrafo u’
anterior coincide con la medida autosemejante inducida por el vector p. Definir,
para cada i e M, la aplicación en el espacio de códigos a¿ : MU ~ M~ mediante u’
a¿(i) = ji. Es claro que
ir o a¿ = ‘ej o ir, (4.25) u’
donde ir es la proyección MW ~—* E definida en (1.14). Sea u la medida producto
nr p. Observar que para A en la a—álgebra C de los cilindros, se tiene
u(A) = u( U u¿(a7’(A))) = E u(u¿(a[’(A))) = >3 p¿u(a[’(A)), (4.26)
¿EM ¿EM ¿EM
puesto que la unión es disjunta y u es la medida producto. Si se considera la medida ha
autosemejante inducida por u en E (recordar que ji = u o ir—1), se tiene u’
M(~p,r,)ji=>3p¿uoir’ o’e7’ =
¿EM u’
— >3 p¿ u o (s~¿ oir)—’ = >3 p¿ u o (ir o a¿)—’ = ma
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como consecuencia de (4.25) y (4.26). Por lo tanto la medida ji es invariante por
Puesto que ir es continua es medible—Borel, y por lo tanto los conjuntos de
Borel son Cr—medibles (recordar que ésta es la a—álgebra inducida en E por la de los
cilindros en MN). Así la medida ji es de Borel y por lo tanto ¡i = ji por unicidad.
Por último, demostramos que la medida autosemejante ji se obtiene también del
sistema 4$’ con un vector de probabilidad adecuado. Sea 1v c ~N,sea p” la medida
producto p x px ~ xp, y considerar el sistema 41” definido en (4.21). Considerar
el operador de Hutehinson MB(E) ‘—* MB(E) asociado al par (41”,p”), i.e.
M<qs,r,*> >3p¡uoq~¡’,
¡EM”
donde p¡ = p~1p¿2 p¿,~ para = (i1, ~ ,p,,). A continuación se prueba que
M(gr¡c,r,k>ji = ji, de modo que ji es la única medida invariante también del operador
M(,k,r,k). Observar que, para i~ E MB(E)
M(,2,r,2)fl = >3 p¿ÓT) o ‘e¿~ = >3 ¡>4>57704010405 =
¿EM.SEM
— >p¿ o sos) o ‘e¿ = M(q,,r,) O M(qs,r,)27 =
de modo que recursivamente se tiene M(,k,r,k) = (M<q.,r,>)”. Por lo tanto, si ji es
invariante para M(,,r,), lo es también para M(~pk,r,zc), 1v E IN. La situación es por
tanto la misma que se tiene para el conjunto E, es decir, una medida puede ser
invariante para diferentes transformaciones de Hutchinson.
Si en particular se elige k~ como en (4.19), y se considera el sistema 41Aa y la.
probabilidad producto ~ en M”~’ , se tiene el siguiente resultado como consecuencia
de (4.18)—(4.20) y la teoría anterior.
Teorema 4.2.4 Sea M finito o numerable, y sea E el autosemejante asociado al
sistema 41 E S(M,N) verificando la condición de abierto con un abierto V. Sea ji
la medida autosemejante asociada a p E P’. Entonces, dado p > O suficientemente
pequeño, existen k~ = ko(p), un sistema de mho semejanzas ~ = y un vector
de probabilidades positivo en ]Rmko que ‘generan’ el par autosemejante (E, ji), y tal
u’
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u’que
d(B,OV) > p
para un cilindro B de primera generación del sistema 41, i.e. B = ,3¡(E) con 1 E u’
MAO.
u’
La expresión ‘generan’ en el teorema debe entenderse como que el conjunto E y la
medida ji se obtienen como puntos fijos del operador de conjunto S~1 y el operador u’
de Hutchinson M(~iQ,r,kO)~ respectivamente.
Como consecuencia del teorema 4.2.4 puede suponerse sin pérdida de generalidad u’
que existe 1 6 M tal que el cilindro de primera etapa B = ‘e1(E) verifica u’
d(B,OV) > p (4.27)
para un p> O dado suficientemente pequeño. Durante este capítulo llamaremos B
al cilindro con la propiedad (4.27), y pondremos A = E \ B.
Sea T el shift en E definido en (4.1). Definimos en E la sucesión de variables
aleato~as {Xk}AEIN mediante xda’) = O si a’ E B, y u’
xda’) = max{p: T”(a’) E A rl T’(A) rl T—2(A) rl ... rl T—~(A)}, (4.28)
para a’ « B. El siguiente lema será importante en lo que sigue. u’
Lema 4.2.5 Sea ji ~ M~, y sea como arriba (4.28). Para todo a > O se u’
tiene




Sea a > O, y sea el conjunto S = {a’ ~ k~XA(a’) = O}. Basta demostrar
que el conjunto complementano
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es un conjunto de ¡¿—medida cero.
Sea mc IN fijo. Para k,j E IN sea
= {x Tk(a’) E A rl Tí(A) rl... rl T”(A)} =
= T”(A rl Tí(A) rl... rl T’(A)).





puesto que si X~(a’) = q =p(k) entonces
T”(x) E ArlTí(A)rlT-í(A)fl. . .rlT¶A) ci ArlT-’(A)rlT-2(A)rl.
y por tanto a’ E ~
La T—invariancia de ji y el lema 4.2.3 implican que
= ji(A rl Tí(A) rl T-2(A) rl .. . rl TP(k)(A)) =
puesto que T’(A) = SW’(A), y A E a(Ao) es una unión de cilindros de primera
generación. De la definición de p(k) obtenemos en (4.31)
1v’
xda’) > —1) =
m
(ji(A)í/m)ka
LLamando O <r — ji(A)í~~m < 1, se tiene entonces
(4.32)xk(a’) ka 00
k=i m k=i
Si se efectúa en (4.32) el cambio de variable y = a” logr 1’ y se estima la suma por
la integral, se tiene




e ~~y11’~1dy=1 log r ~ F(aí),
a
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donde P(.) denota la integral euleriana. Por tanto la serie en (4.32) converge para ha
a > 0, y el primer lema de Borel—Cantelli concluye que el conjunto
1
{a’ kaxA(a’) > —, k — infinitamente a menudo}
es un conjunto de ji—medida nula. Esto implica que el conjunto 50 definido en (4.30) 4
tiene ji—medida nula, y por tanto se tiene el resultado. O
ha
Teorema 4.2.6 (‘Travelling—Ball’ Lemma)
Sea p E ~ y ji la medida autosemejante asociada, entonces p—a.e. 4
con s(p) dado en (4.9).
demostracion:
Sea E = A U B la descomposición de E como arriba, i.e. con B = ‘e¡(E) J
verificando (4.27). Sea Btco) el conjunto de Besicovitch fino del espacio de códigos
asociado a p (ver la definición en (2.28)). Sea a’ = ir(i) c BfW. Esto permite tener,
gracias al e—lema, un sólo código i anteimagen de a’ por ir. Tomar q = min{j
= 1}, que está bien definido puesto que i E 5~>• Sea r> O tal que r < pr¡(q), y
fi’
considerar el entero
= max{k.: r < prí(k)}. (4.34) ha
Considerar la bola (‘viajera’) B(T~~~a’),p), que verifica
Yl(kr) (B(TAT(a’),p)) = B(a’,pr¡(Ar)) D B(a’,r), (4.35) 4
dada la elección de 1v,. (4.34) y que ‘e’(,,YT”Ia’)) = a’.
Suponer ahora por un momento que se tiene
B(TAV(a’),p) ci Y. (4.36) 4
A continuación se muestra cómo se debería proceder para obtener el resultado. De a(4.35) se tiene
B(a’, r) ci ‘e¡(Ar)I?V) ci FjQc,.»
ti
ha
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y por tanto p(B(a’,r)) =ji(F¡<,~>); como prí(hr+l) <r, se tiene
logr — log(pri(kr+ijY (4.37)
Usando las variables Y y R como en la prueba del teorema 4.2.2 la desigualdad
(4.37) se escribe
logr 1v,. + 1(1v,. + 1)’(S~~1(i) + logp)~ (4.38)
Observar que
= 4Y]/E[R]. (4.39)
Haciendo r tender a cero, aplicando como en (4.12) la ley fuerte de los grandes
números a las sucesiones {Y}5 y {R5}5, y usando el lema 4.2.1 se tiene que
para. un conjunto de códigos que es intersección de conjuntos de MW de u—medida
uno, y por lo tanto se tiene (4.33) ji—a.e.
Como liminf~....<,od(T”Or(i)),8V) = O para i E Bft, hay valores de 1v,. tales que
B(T’<r(a’), p) « y, y por tanto la hipótesis (4.36) no es plausible, y se debe conseguir
un razonamiento válido en general. Esto se hace a continuacion.
Suponer que la bola viajera B(T”~(a’), p) no está contenida en V. En este caso,
tomar
pr p(kr,a’) = min{j : T~~rá (a’) e B}. (4.40)
Observar que 51 p,. = O se está en la hipótesis de (4.36), de modo que se cubre
también el caso (4.36). Con esta elección, B(TAr~~r(a’), p) ci V como consecuencia
de la propiedad del cilindro B (4.27). Teniendo en cuenta que so¡<k,.~p4Tkr Pr(a’) = a’
(observar que i = r’(a’) está unívocamente determinado para a’), y que rickr...pr)p>
r, se tiene
B(a’,r) ci B(a’,r¡(Ar..~>,)p) ci <Pi(kc’pr) (B(TAr~’r(x),p)) ci FI(k,....pr»
y entonces, procediendo como en el caso de (4.36)
log ¡¿(B(x, r)) > log F¡(Ar...Pr
)
log r — log(pr¡(,,~+í))’ (4.41)
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_ lCr + <(lCr
(k,. — p)—iSY(i)
+ lti(SI%í(i) +logp) (442) 2
Llamamos {b,.},. a la sucesión de términos
p,. + 1 (lc. — prSíSí(i
)
Teniendo en cuenta la desigualdad (4.42), basta demostrar que
Hm b,. = s(p) v—a.e.
Veamos que esto es suficiente. Suponer (4.44) cierto. De (4.44) se tiene que para
cada r > O existe br tal que
logj¿(B(x,r)) > b_
log r
El mismo razonamiento del lema 4.2.1 prueba entonces que
log ¡¿(B(x, r)
lirgi¿~f íogr > Hm b,. =
lo que concluye la demostración de teorema.
Por tanto basta probar (4.44). Para ello, dados k,. Y Pr = p(k,.) como arriba para
cada a’ C B~,00), y teniendo en cuenta (4.43), basta probar que
¡<a’ : limp,./k,. = 0} = 1, (4.45)
como consecuencia de la ley fuerte de grandes números. Considerar Xkr—pr+i~ donde
XA es la variable aleatoria definida en (4.28). Por la elección de p,., se tiene que
TAT—PT(x) c B (el caso Pr = Oes el que B(Tkr(x),p) civ), y entonces Xkrpr+i(a’) =
Pr — 1. Por tanto
Xkrpr+i (a’
kr — Pr + 1
Xkrpr+1(X Pr — 1
lCr — lCr
con lo que basta probar que ¡¡—a.e a’ E E
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Observar que, para a’ ~ B~?O), k~ —p,. —400 cuando 1vr —* 00 (i.e. r —* O). Probemos
esta afirmación. Suponer lo contrario, esto es lun,....
0 1v,. — p,. = p <+00. Entonces
para todo r> O menor que un r0 adecuado se tiene que 1v,. — Pr <p + 1. Por tanto,
para todo r > O suficientemente pequeño se tiene que TArP«x) E B y T
5(a’) « B
para todo j con p + 1- =5 =kr. La frecuencia 6,(i, 1v) se puede escribir como
6¿(i, 1v) = k’card{j : T’(a’) E B, 1 =.1 =1v},
puesto que B = E,. Entonces, para todo r
0 > r > O se tiene
e51(IC’(a’),kr) = k;ícard{j : T’(a’) E B, 1=5=k,.} =kíp (4.47)
puesto que T
5(a’) ~ B para p + 1 =5 =1v,.. Como r es arbitrario y 1v,. —~ +00
cuando r —* O, se tiene en (4.47) que b¡(ri (a’)) = 0, lo que contradice que a’ e
Por tanto hm,.....
0 1v,. — p,. =
El lema 4.2.5 con a = 1 demuestra entonces que
1lim ~ = O,
Ar—pr*00 1v,. — Pr
y por tanto se tiene (4.46), con lo que la prueba concluye. O
Ahora está probado el resultado central de esta sección.
Corolario 4.2.7 Sea M finito o numerable. Toda medida jir, E M+ autosemejante
es regular, y además
dimjir, = Dimj¿r, =
donde s(p) está dado en (4.9).
demostracion:
Los teoremas 4.2.2 y 4.2.6 implican que ji es regular y Hausdorff y packing exacta.
Del trabajo de Cutíer [Cut 90] se sigue entonces el resultado. O
ha
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4.3 Continuidad de las medidas autosemejantes él
respecto de la medida packing en el caso
finito.
él
En esta sección se persigue un resultado dual al obtenido en el capítulo 3 para las
medidas de Hausdorff. Allí se demuestra que la medida ji es singular respecto a la 1
medida de Hausdorff H”’~’~. Como Hdmlu <Pdifl~M, se tiene la posibilidad de que ji
sea también singular o continua respecto a la medida packing PdJ2~~)1 en su dimension.
Este segundo resulta ser el caso. Procederemos como en el capítulo 3, pero como en él
la sección anterior será necesario usar una técnica de ‘travelling bali’.
1
Sea M = {1,2,. ..,m} en esta sección. Dada una medida autosemejante ji E
y una función de dimensión 4; E Y, definimos la siguiente t~—densidad inferior ha
cilíndrica (no—logarítmica) de ji en el punto a’ E E
d~(a’)=sup{li~ninf i6 ~(a’)}. (4.48) 4
Cuando i~(4) = 4’ escribiremos 4Á0. De nuevo, la densidad 44’U) tiene la ventaja 4
de estar definida directamente en el espacio geométrico. Como veremos después, se
puede conectar además con la geometría local sobre bolas. 4
Recordar que la 4’—densidad inferior esférica clásica está definida mediante
= liminf ji(B(x,r)) (4.49)
«2r) 1
Recordar que se definió la clase de funciones de dimensión 7+ como las 4; 6 Y 4
tales que 4’(a’)4;(y) =«a’y), para a’, y > O que hagan que la expresión tenga sentido.
Del mismo modo se dice que 4; E F si «a’ ftb(y) =«xv). Se puede demostrar 4[Mor iii] que F~ rl Y~ = {4’ : t =01. El siguiente lema, aunque se usará después
para nuestro caso particular, tiene interés en general por sí mismo. Recordar que
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Lema 4.3.1 Sea p c V~, y ji la medida autosemejante asociada a p. Para toda
4’ 6 se tiene
para cada a’ ~ E.
demostracion:
Sea a’ E E y r > O. Tomar un ¡ E ~r1(a’), y 1vo = minO r¡(5> <4. Entonces




puesto que rl(A0) = rl(A0i)r1~ > nr y 4’ E :F+. Si r tiende a cero se tiene como
consecuencia del lema 4.2.1
2 h—.oo «rl(A))
para cada i E ir’(a’). Puesto que para todo e > O
A—.oo t(r¡(A)) >~(a’) — e
para algún i E ir~ (a’) se tiene que
Como e > O es arbitrario se sigue el resultado. O
Nota 4.3.2 Obsérvese que el teorema anterior también es cierto para la función
de dimensión 4, verificando liminf,...o(4’(ur))/4,(2r) = 4,. > 0. De este modo ob-
tendríamos en lugar de (4.50) la desigualdad 24j(a’) =4.4(a’). El lema 4.3.1 bastará
para nuestro caso. Si la función 4, no está definida en 4 = u¡2 basta con prolongarla.
de manera no—decreciente y continua hasta éste valor, o bien considerar el sistema
de semejanzas 41v’ con 1v suficientemente grande de modo que 4,(uA) esté definido
(puesto que la medida ji es también invariante para el operador de Hutchinson aso-
ciado a 4$~, y por tanto la densidad 4 se puede computar también a. partir del
sistema. ~pk). Observar que lo que es relevante es el comportamiento de 4,(4) para 4




may p E 7.3+. Sea gp = {4,a}a>o la. familia uniparamétrica de
por
4,a(¿) 4~<~) exp{—a(2 log 4c<r,) log log log 40(P))i/2},
donde s(p) está dado en (4.9), y
c(p) = (>3p¿logr¿f’
¿EM
como en el capítulo 3. Nótese que
capitulo 3 (ver (3.36)).
4,~(4) 4~<~~exp(—af~<r,>(4)) en la notación del
Observar que el siguiente lema se demostró en el capítulo 3 (ver lema 3.3.5)).
Lema 4.3.3 Para todo a> O, 44 e 7+.
Teorema 4.3.4 (‘Travelling—Ball’ Lemrna (no—logarítmico))
Sea p E ~ y ji la medida autosemejante asociada. Para a > 0, se tiene ji—a.e.
(4.53)
donde p> O es una constante que depende sólo del sistema ~P (ver (4.27).
demostración:
Sea E = A U B la descomposición de E como en la sección anterior, esto es B =
so¿(E) para algún le M, verificando d(B,OV) > p (ver (4.27)). La demostración se
basa en la técnica de ‘bola. viajera’ empleada en la demostración del teorema 4.2.6.
Sin embargo, como se explica a continuación, es necesario un punto de vista ‘dual’
de la idea en ese teorema.
Sea i = (i
1,i2,...) E B~, y a’ = ir(i). Observar que i — ir’(a’). Dado que ahora
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como en la demostración del teorema 4.2.6, puesto que el hecho de que para cada
r> O se tenga un 1v tal que
para alguna constante C > O, no basta para asegurar que los limites inferiores re-
spetan la desigualdad en (4.54). Sin embargo, la técnica de ‘bola viajera’ permite
obtener el resultado. Para ello, se procederá encontrando, para cada 1v c IN suficien-
temente grande, un radio r~ > O tal que se verifica una desigualdad del tipo (4.54).
De ello sí se deduce que
liminfji(B(a’,rA))I4,cx(2r,c) < Ciminfs(F¡(,,))/4,a(r¡ue)),
—00
y si se toma el límite inferior en el término de la izquierda sobre los r > O se tiene
g4~ (a’) = limigf ji(B(a’,r))/4,0(2r) =C liminf ji(FgA))/4,a(r¡(A)).
Sea q = min{j : ij = 1}, y considerar un 1v =q. Ahora tomar un r& > O de modo
que r~ <pr¡(A) pero r~ =pr¡<A+í). Si se considera la bola B(TA(a’), p), se tiene
<PÍ(k)(B(T(a’),P)) = B(a’,pr¡(k)) D B(a’,r~) (4.55)
puesto que <n<,,>(T”(a’)) = a’ (i = ic’(a’) está unívocamente definido).
Suponer por un momento que la bola ‘viajera’ está contenida en el abierto y,
1 .e.
B(T”(a’),p) ci Y
Por tanto se tiene ‘e¡(A)(B(T”(X),P)) ci so¡~(V) = FI(A), y entonces de (4.55)
B(a’,r,,) ci B(a’,pr¡(,j) ci F1<~>.
De ello se sigue
Además, puesto que prl(k+i) <r~ se tiene
puri(A) =prlk+lrl(A) = pri(k±l)< rA,
ma
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s
hay como 44 E ¿P~
4’0(2pu)4,a(r¡(A)) =4,a(2r¿rc). (4.57)
De (4.56) y (4.57) se obtiene
.u(B(a’,r,,)) ~ (4,0(2pu))’ ¡¿(FI(A)) (4.58) 4
4,o(2rA)
1
Tomando límites inferiores y aplicando el lema 4.2.1 se tendría el resultado. Sin
embargo, la hipótesis de que la bola viajera está completamente contenida en V en
general no es plausible. 4
A continuación abordamos por tanto el caso general, i.e. la bola ‘viajera’ no está 1
contenida en el abierto y,
B(T”(a’),p) ~ E
Entonces se considera el entero u’
p = p(k,i) = min{j : T”5(x) E BJ. (4.59) 4
Como 1v =q, y T~(x) E B por la elección de q, se tiene que p < 1v — q, de modo que
p =O está bien definido. Ahora, si se considera la bola B(T”P(x), p) se tiene como
u’en (4.55) que
Cpl(A..,,)(B(TAP(a’),p)) = B(a’,pr¡<~.,,>) D B(x,r~), 4
ya que r~ <prl(A) <prl(A~,,).
Como T”P(a’) E B, d(T”’P(a’), DV) > p, de manera que la bola viajera B(T”P(a’), p)
está contenida en el abierto V. Esto, como antes, implica que
F¿(,,...~) D ‘pt(k,,)(B(T” ~(a’),p)) E) B(x,r~), (4.60) —u’
así que la bola B(a’, r~) no tiene porqué estar ahora contenida en el cilindro FJ<,,)
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Ahora de (4.57) y (4.61) obtenemos la desigualdad
44(2r~)
que es del tipo (4.54) pero con C dependiendo de 1v.
En vista de (4.62) basta probar que ji—a.e.
liminf ji(F¡(A)) = liminfC(1v) ji(F¡<,,>) (4.63)
Escribiendo la función de dimensión como 4,a(k) = 4~> exp(af0(4)), y tomando
logaritmo y exponencial en el miembro derecho de (4.63) éste se puede escribir como
exp(lirninif{f0(r¡(,,~1)) (¡~?~-‘(% + a — ___________
donde X es la variable aleatoria definida en (3.59) (observar que X = Y + s(p)R
con las variables aleatorias Y y R empleadas en la demostración del teorema 4.2.2),
y f~ es la función definida en (3.59). Teniendo en cuenta el lema 3.3.6, basta probar
que, si 1v —* oc,
r~L~+1 log ~ —.~ 0 (4.64)
(21v log log k)í/2
j¿—a.e. Recordando que Y(i) = logp¿, i E M (ver (4.11)), la expresión en (4.64) se
puede reescribir como la suma
— pE[Y] (ploglog r1 1/2 pS[Y
]
(2p log log p)1/2 k 1v log log 1v) +(21v log log 1v)í/2~ (4.65)
Ahora razonando como en la demostración del teorema 4.2.6 el segundo factor del
primer sumando en (4.65) tiene límite cero ji—a.e. cuando 1v —~ oc (usando el lema
4.2.5 con a = 1). Si se usa el lema 4.2.5 con a = 1/2, el mismo razonamiento
prueba que el segundo sumando en (4.65) converge a O ji—a.e. Por lo tanto el primer
sumando converge a O si 1v —~ oc, puesto que el otro factor está acotado (1v —~ oc)
ji—a.e (si p —~ oc está garantizado por la ley del logaritmo iterado aplicado a la.
sucesión {W}~)• Por tanto la expresión en (4.64) converge a cero, y se tiene por
lo tanto la igualdad (4.63) ji—a.e. Tomando limites inferiores en (4.62) se tiene de
(4.63) que
(4.66)
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¡¿—a.e. (recordar que el conjunto Bft tiene ji—medida uno). Puesto que la densidad
Ofo(a’) es menor o igual que el miembro izquierdo de la desigualdad (4.66) se tiene
que (4.53) se verifica para un conjunto de ji—medida uno, y la prueba concluye. E
Nota 4.3.5 Se puede demostrar que el teorema 4.3.4 es cierto para 4; e Y verifi-
cando liminf,.o4;(2br)/4;(r) = 4;~(b) >0 para todo b> O suficientemente pequeño.
Se demostró en el lema 3.3.5 que la familia gp verifica esta condición con b > O
arbitrario.
El teorema 3.3.1 sobre clasificación de medidas en ]RN respecto a medidas de
Hausdorff que se uso en el capítulo 3 puede formularse en los mismos términos que
allí para la medida packing.
Teorema 4.3.6 (Extensión del teorema de Rogers—Taylor (medidas Packing))
Sea ji una medida en IRN con a—álgebra A, y sea 4; E Y. Suponer que existen una
función d = d(ji, 4,): IRN ~ [0,+ocl Á—medibá!e, y una constante O > O tales que
(i) Si d(x) <a para todo a’ e A, entonces aCM(A) =ji(A) para A e .4,
(u) Si d(a’) > b para todo a’ e A, entonces P’~(A) =0b’.
Entonces
(a) ji es singular respecto a W~ si y sólo si d(a’) = +~ ¡¿—a.e.
(b) ji es continua respecto a P”’ si y sólo d(a’) < +oc ¡¿—a.e.
(c) ji tiene una representación integral en términos de P’~ si y sólo si O < d(a’) <
+00.
La demostración en este caso es la misma que en el caso de la medida Haus-
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propiedades, en particular ambas son medidas exteriores. En el teorema original
de Rogers—Taylor los conjuntos {a’ : d(a’) < K}, K E IR, necesitan ser borelianos
porque estos autores consideran medidas de Borel. Sin embargo, el teorema sigue
siendo cierto si los conjuntos {x : d(a’) < K} son ji—medibles. Aún cuando las
medidas autosemejantes que consideramos son de Borel, nótese que la u—álgebra C~
puede ser mucho más amplia que la de Borel.
S.J. Taylor y C. Tricot probaron en 1985 un teorema de densidad para la medida
packing que proporciona las hipótesis (i) y (u) del teorema 4.3.6 si se toma como
función de punto d la densidad inferior &t
Teorema (Taylor—Tricot, 1985)
Sea ji una medida de Borel de probabilidad en IRN. Sea 4, 6 7, y
AEIRN.
1) Si ~~(x) <a para todo a’ E A, entonces ji(A) =aP’~”(A).
u) Si P4’(a’) > b para todo a’ E A, entonces P4’(A) <b—’.
Usando la medida de Hausdorff centrada (comparable a la medida de Hausdorff),
Taylor y Tricot [TT 85] demostraron un teorema completamente paralelo al de arriba
para densidades superiores y medidas de Hausdorff centradas. El teorema de arriba.,
en combinación con los teoremas 4.3.1 y 4.3.4 jugará el mismo papel que el teorema
de densidad 3.2.3 desempeñó en el capítulo 3.
Ahora tenemos todos los elementos para demostrar el resultado central de esta
seccion. Sea d(p) como en el capítulo anterior, esto es
d(p) = (Z(lo~¡>. — s(p)logro2p¿). (4.67)
Teorema 4.3.7 Sea p e 72+~ Sea gp la familia definida en (4.51), y sea d(p) > O el
número real definido en (4.67). Entonces, para la medida autosemejante jir, inducida
por p, se tiene
i) ¡ir, es singular respecto a pto si y sólo si a > d(p).
ma
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u) jir, es continua respecto a ~ si y sólo si O <a < d(p).
1
iii) jir, tiene representación integral respecto a para algún t > O si y sólo si




Considerar jir,, 44 6 Qp, y 4~” jugando el papel de ji, 4,, y d respectivamente
en el enunciado del teorema de Rogers—Taylor 4.3.6. Es necesario demostrar que la
-ma
función de punto 4~ es C,r—medible. Recordar que ésta es la a—álgebra en E inducida
por la de los cilindros en MW, (2. El razonamiento para justificar la medibilidad made dicha función es completamente paralelo al empleado en la demostración de la
proposición 3.3.2 para demostrar la medibilidad de la densidad superior r~ sólo se
debe cambiar el límite superior de las funciones C,r—medibles f~(i) del lerna 3.3.2 4
(que es Cr—medible) por el límite inferior de éstas (que tambien es C~—medible).
—i
En primer lugar probamos las partes i) y u). Es claro que el teorema 4.3.1 junto S
con la parte u) en el teorema de Taylor—Tricot proporcionan la hipótesis (u) en el
teorema 4.3.6 para 4>~ y con una constante & dada por 4
C = (4,0(2pu))’ (4.68) u’
(recordar que, como ¡ V = 1 entonces p < 1). Es decir se tiene la desigualdad
<¡4~a(~)> b, u’
para todo a’ E A, con A e C~—medible, y para algún b> 0. Esta desigualdad implica 1
por el teorema 4.3.1 y la parte u) del teorema de Taylor—Tricot que
PtPO(A) =b’(4,(2u))’. 4
Y por tanto
Pto(A) =k’(4,(2pu))’, (4.69) 1
puesto que 44 es creciente y p < 1.
Del mismo modo, la. hipótesis (u) en el teorema 4.3.6 está garantizada por el u’
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caso se debe hacer un razonamiento suplementario, puesto que el teorema 4.3.4 sólo
es cierto para ji—casi todo a’. Sea un medible A E (2,. como en la hipótesis (i) del
teorema 4.3.6, i.e. 4t(a’) <a para todo a’ E A. Definir
= {a’ E A 94’a(a’) =(44(2pu)014~o(a’)}.
Del teorema 4.3.4 se tiene que ¡¿(A) = ¡4A*). Se aplica a A el teorema de Taylor—
Tricot (parte i)) y se tiene que
ji(A) = ¡í(A*) =a(44(2pu)flíP4’a(A) =a(4,
0(2pu))iPt¿>ú(A). (4.70)
Por lo tanto (4.69) y (4.70) implican que las hipótesis (i) y (Ii) del teorema de
Rogers y Taylor se cumplen para la función d’
1”’ con la constante C dada por (4.68).
Sea i E B(00> a’ — r(i), y a > O. La 4,cv—densidad inferior en a’ se puede escribir
como
dta(a’) = exp (liminf (logp(Fi(~)) — 8(p) log rl(A) +
donde f~ está definida en (3.49) y c = c(p) está dada en (3.37). Introduciendo en
M la variable aleatoria X = Y + .s(p)R como en (3.59), donde Y, R son las variables
definidas en (4.11) y la notación es la que allí se usa, se tiene que la densidad t~(a’)
se puede escribir como
to(a’) = exp .smn.w SZ<(i) (2klogklogk)í/2 +a)}) . (4.71)
—~ ~1irnimlJckr~A)J\ log 1v log k)i/2
Puesto que d(p) definido en (4.67) es la desviación típica de la variable centrada X,
te.
d(p) =
de la ley del logaritmo iterado se sigue que
liminf{(21v log 1v log k)”2SZ(i)} = —d(p) (4.72)
v—a.e. 1 E ~ Teniendo en cuenta (4.72), y el lema 3.3.6 del capítulo 3
obtenemos en (4.71) que
jPa(~) = +00 si y sólo si a> d(p),
3 _________________________________ _________
u’
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y que
Jko(a’) = O si y sólo si 0=a < d(p).
Ahora de las tésis (a) y (b) en el teorema de Rogers y Taylor con d = d4”’ se siguen
las partes i) y u) del teorema 4.3.7.
A continuación se demuestra la parte iii) del teorema. Para ello es necesario
probar que el teorema 4.3.4 se verifica también para la clase de funciones {4,(4) =
t =0}. Sea t =O y a’ E ~ Se procede como en la demostración del teorema
4.3.4. La prueba del teorema hasta (4.63) no depende de la forma especial de la
u’
función de dimensión. El caso 4,(4) = se trata entonces de igual manera que alli
hasta (4.63). La densidad inferior dt en a’ = w(i) tal que i E se puede escribir
ahora como
A+i 1,..,.E (4.73)“~6I~ttMJjJ44~(a’) = exp(lirninf{(k + 1) (rís~~i) — 1v + 1 j=A+p—i
donde X(t) — Y + ti?, y las variables Y, 1? están definidas en (4.11). Entonces basta
demostrar que ji—a.e.
A]-1lim >3 logp,,(i)=O. (4.74)A*oo 1v + 1
Pero (4.74) es inmediato de (4.55), y por tanto el teorema 4.3.4 también es cierto
para. la clase de funciones potenciales, i.e. se tiene
Es claro queel argumento que condujo arriba a (4.70) es independiente de la función
de dimensión considerada; como consecuencia de ello y de (4.75) la hipótesis (i) en el
teorema Rogers—Taylor 4.3.6 se tiene también para la. clase 4,(4) = C. La hipótesis
(Ii) de Rogers—Taylor se tiene directamente del teorema 4.3.1. Por lo tanto la
afirmación sobre la representación integral en la parte iii) del teorema se tiene si y
sólo si
O <4(a’) <c+oc ji—a.e. (4.76)
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de modo que (4.76) se verifica si y sólo si
— oc <lirninf (1v (.~S~<C’tiC1(a’)))) <+00 u—a.e., (4.77)
y
— oc <lirniní ((2kloglogk)íu’2 ) <+00. ~ — a.e. (4.78)
porque el conjunto E \ e* tiene ji—medida plena. Puesto que de la ley fuerte de
grandes números
A
la acotación (4.77) limk~í Sx<~> (1) —v—a.e., se cu ple si y sólo si S[XQ>] — O. Esto equivale a t = s(p).
Por otra parte, la ley del logaritmo iterado aplicado a la sucesión {S~(±>}AeWimplica
que v—a.e.
liminf (2k log log kf i/2sX0> (1) =
y entonces (4.78) es cierto si y sólo si d(p) = 0. Esto es equivalente a p¿ =
i E M. Pero tal elección de p E ~ sólo es posible si s(p) = s, es decir
=
para i E M, lo que demuestra. iii) y concluye por tanto la demostración del teorema.
o
Destacamos en el siguiente corolario el caso a = O obtenido en el teorema 4.3.7,
que es ‘dual’ al demostrado en el capítulo 3 para la dimensión I-lausdorff.
Corolario 4.3.8 Para todo p E ~+, la medida autosemejante ¡ir, es continua re-
specto a la medida packing en su dimensión ~s<r,)•
Nata 4.3.9 Observar que el teorema 4.3.7 demuestra en particular que Dimjir, =
s(p), precisando el modo en que la densidad logarítmica esférica existe y toma.
el valor s(p). Esto completa la demostración del teorema 3.3.3 en el capítulo 3.
Si la definición para conjunto ‘fractal’ propuesta por S.J. Taylor [Tay 86], i.e. A
es ‘fractal’ si DimA=dimA, se considera también para las medidas, entonces las
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medidas autosemejantes estudiadas en este capítulo deben considerarse típicamente
como ‘medidas fractales’. No obstante, en el caso finito, el diferente comportamiento
de estas medidas respecto a la medida de Hausdorff y la medida packing podrían
estar relacionadas, siempre siguiendo la referencia de la teoría desarrollada para
conjuntos [ST 88], con propiedades no ‘agradables’ de rectificabilidad.
~1
Nota 4.3.10 La familia {44}.,>o proporciona un refinamiento a la derecha de la
función de dimensión 4,0(4) — 4s(r,) diferente al que se obtuvo para la dimensión -
Hausdorff. En cada caso el refinamiento que se obtiene es el adecuado para obtener
resultados sobre la medida. Ahora la familia está ordenada mediante: O < a c fi
implica que 4’o =4’a =to, y por tanto p’(~) > P~ > pP• Ahora si s(p) = s(q) con
p ~ q, entonces la medida ¡ir, está concentrada en un conjunto de medida packing
más pequeño si d(p) > d(q). Este es el mismo criterio que se obtuvo del lema 3.3.10
usando medidas de Hausdorff. La situación es simétrica a la que se tenía con la
familia de medidas Hausdorff {4>«}~>o.
ma
En realidad, se puede considerar una única familia a—paramétrica g = g~ u gp u’
con el parámetro a barriendo IR. Notar que 4;~ = ~-a (recordar la definición de ~a
en 3.36). Si se tiene en cuenta que fJ~0 <Pta para todo a E IR, se pueden recoger
los resultados de los capítulos 3 y 4 concernientes a la singularidad de medidas
autosemejantes respecto de la familia de medidas de Hausdorff y packing asociadas
a la familia {4}OEn en un único teorema. Este se enuncia como sigue. u’
Teorema 4.3.11 Sea M finito. Sea p E ~ p # p~ y sea la familia g g(p) =
{ ~a}oEfl, donde ~ es la función definida en (3.36). Entonces, para la medida
autosemejante Pr, inducida por p, se tiene
i) jir, es singular respecto a Pta si y sólo si a < —d(p).
u) pr, es singular respecto a y continua respecto a ~#a si y sólo si ¡ a 1< d(p). u’
iii) ¡ir, es continua respecto a ffta si y sólo si a > d(p). ~1
ma
u’
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iv) jir, no tiene representación integral respecto a la medida Ht o respecto a la
medida Pt para ningún O <t <a.
y) ¡ir,. es la única medida autosemejante que tiene representación respecto a W
y p~. De hecho, en este caso las tres medidas coinciden salvo en un factor constante.
Nota 4.3.12 En relación al punto y) del teorema anterior, D. Spear [Spe 92] ha
demostrado recientemente que W = KP’ para una constante K apropiada que sólo
depende del sistema ‘P(de hecho K = H~(E)/P~(E)).











En este capítulo desplazamos el punto de vista desde las medidas autosemejantes
(que han ocupado la atención durante los tres capítulos anteriores) a subconjun-
tos relevantes de E que son capaces de concentrar toda la masa de la medida. En
realidad, tales conjuntos han aparecido discreta pero esencialmente en las argu-
mentaciones de los resultados obtenidos previamente, lo que no hace sino reforzar
la idea de ‘dualidad’ entre tales medidas y conjuntos para describir la geometría
autosemejante. Tales conjuntos se definen en términos frecuenciales en el espacio
de códigos, y abren la puerta a un análisis del fenómenó de la semejanza más rica
del que se adopta tradicionalmente en la literatura, i.e. restringido al compacto
E. Tales conjuntos frecuenciales no—compactos, que se estudian en la sección 5.2,
podrían denominarse con toda legitimidad autosemejantes. De hecho, los conjuntos
de Besicovitch están conectados directamente con problemas clásicos que se han con-
siderado en teoría de números, probabilidad, y teoría geométrica de la medida. Esto
se revisa con cierto detalle en la introducción. La tercera sección analiza propiedades
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de dimensión de algunos conjuntos caracterizados frecuencialmente.
j
5.1 Preliminares y Antecedentes.
Una de nuestras motivaciones para la investigación que se presenta en este capítulo
fue originalmente el problema de la caracterización de los puntos ‘típicos’ en un con-
junto autosemejante. Tal idea de ‘tipicidad’ debería entenderse respecto a cierta J
medida de probabilidad. Puesto que la atención recae ahora sobre el conjunto
autosemejante, que tiene Hs~medida finita y positiva, la medida probabilizada J= (H(E))—1H puede considerarse como la medida adecuada respecto a la que
se debe decidir la tipicidad de los puntos de E. Más en concreto, la pregunta puede
formularse como sigue: cómo se puede caracterizar un punto de E que tiene proba -J
bilidad uno de ser escogido al azar con respecto a la probabilidad p.?.
En 1909 E. Borel proporcionó una respuesta para la pregunta formulada arriba para
los puntos del intervalo unidad 1 = [0,1] cE IR cuando demostró que casi todos (con
respecto a la medida de Lebesgue L’) los números en 1 son normales, en particular
tienen idéntica frecuencia asintótica de ceros y unos en su expansión binaria. La ley
fuerte de los grandes números permite una formulación más general. Sea un entero j
ni >1 y M = {0,1,...,m— 11. Para cada x FI yj CM sea 4
1(x) la frecuencia
asintótica del dígito j en la expansión en base ni de x (considerar la infinita cuando
haya dos disponibles). El conjunto de námeros normales en base ni está dado por
Nm{zEI:j(x)zmmt 5 ¿ML (5.1)
La ley fuerte de los grandes números prueba que L’(Nm) = 2(I) = 1, lo que
muestra que los puntos del conjunto Nm se pueden considerar como los puntos
‘típicos’ del intervalo. Puesto que el intervalo unidad es un conjunto autosemejante,
la cuestión formulada arriba sobre la tipicidad de los puntos en un autosemejante
puede resolverse extendiendo la idea de normalidad de Borel a estos conjuntos. Esto
se hace preciso más adelante. J
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hemos llamado conjuntos de Besicovitch—Eggleston
Am(po,pi,. .. ,pmi) = {X E 1: b~(x) = p~, j E M}, (5.2)
con al menos un p~ # m’, pueden considerarse como los puntos normales con
respecto a la medida de probabilidad (autosemejante) pp Vp o ir;’ con p =
(po,Pi,. . . ,P,n—i), y r;’(zr) = (ak(x))k~pq es la aplicación 1 —* MIN que a cada z le
hace corresponder la sucesión formada por los dígitos de la expansión ni—aria infinita
de x, i.e. x = EkerJ akQr)mÑ. La idea de que hay una medida de probabilidad
privilegiada debe abandonarse si ésta no resulta ser la medida Lebesgue, que es la
única que tiene sentido físico. A.S. Besicovitch en 1934 consideró el problema de
la “medida de tales conjuntos de puntos atípicos para la medida de Lebesgue” y
obtuvo una respuesta “en términos de dimensión fraccionaria”. Hesicovitch probó
que dimA2(p, 1 —p) = — log2(p~(1 ~p)lP), lo que cuantifica la ‘rareza’ de los puntos
de A2(p, 1 — p) en términos de la frecuencia asintótica p. H.G. Eggleston generalizó
en 1949 la fórmula de Besicovitch para ni> 2, i.e. Eggleston demostró que
dímAm(po,pí,...,pm.i)— 21~Mplogp¡ (5.3)
—logm
Observar que Am(m1, m’,. . . ,m1) = Nm y que en tal caso la fórmula (5.3) es
consecuencia de la ley de grandes números, pues el conjunto Nm tiene medida de
Lebesgue 1, y por tanto dimensión 1.
P. Billingsley extendió en 1961 los conjuntos de Besicovitch—Eggleston a un am-
biente de espacios de probabilidad (12’ A, u) donde tiene lugar un proceso estocástico
{Xk}kElN con espacio de estados finito M = {1,2,. .. ,m}, o numerable. Billingsley
introdujo el concepto de dimensión de Hausdorff asociado a la medida y al proceso
(ver (5.40) para una definición), y extendió la fórmula de dimensión (5.3) a con-
juntos definidos mediante las frecuencias asintóticas de transiciones entre estados
cuando el proceso {xk}k es una cadena de Markov regular. Cuando el espacio de
probabilidad es el intervalo 1 con la medida de Lebesgue (y la a—álgebra de Borel),
y el proceso es de Bernouilli los resultados de Billingsley son los de Besicovitch y
Eggleston.
Sea Eq, el conjunto autosemejante asociado a un sistema de semejanzas ‘u E
S(N,M) que verifica la condición de abierto. Según se probó en el teorema 2.3.1,
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los espacios de probabilidad (Eqv, C,,, pp) son isomorfos al espacio de probabilidad
(MN,C, Vp) con isomorfismo dado por la proyección ir : MM ~—* E definida en j(1.14). Por lo tanto, los IFS con probabilidades de M. Barnsley [Bar 88] (que no son
otra cosa que los espacios de probabilidad (E,Cr, y~)) se pueden considerar como
proyecciones geométricas en IRN del caso independiente de Billingsley.
Introducimos en este capítulo una extensión natural de los conjuntos de Besicovitch— jEggleston al contexto de conjuntos autosemejantes, sustituyendo la ‘codificación’ de
los puntos mediante su expansión en base ni por la codificación que de modo natural
proporciona la proyección ir. A tales conjuntos los hemos llamado genéricamente J
conjuntos de Besicovitch. Alternativamente, se pueden considerar los conjuntos de
Besicovitch que hemos introducido como proyecciones de los conjuntos que Billings- j
ley considera en el caso independiente. Sin embargo, el problema de encontrar
las propiedades de dimensión y medida (Hausdorff y packing) de los conjuntos de
Besicovitch de EQ no es en modo alguno trivial. Obsérvese que el isomorfismo de
espacios de medida (E~,p~) ~ (M”t Vp) es cierto para todo sistema ‘1’ verificando
condición de abierto, y por tanto no arroja ninguna información sobre la geometría
de los conjuntos de Besicovitch. Dicha geometría está generada por la aplicación ir,
esto es, por el sistema XP, que finalmente es el responsable de distribuir la masa de J
la medida v~ en IB?.
En este capitulo encontramos la dimensión Hausdorff de los conjuntos de Besi-
covitch asociados a probabilidades p E ~ Encontramos que la dimensión está
dada por s(p) definido por la fórmula (3.1), extendiendo por lo tanto la fórmula
(5.3) de Besicovitch y Eggleston. También demostramos que la dimensión pack-
ing de los conjuntos de Besicovitch es s(p), lo cual convierte a estos conjuntos en
fractales según la definición de S.J. Taylor [Tay 86]. También se encuentran las
dimensiones de los conjuntos finos de Besicovitch del espacio geométrico (ver (5.9)
para la definición) que se han usado repetidamente en anteriores capítulos. Se ob-
tiene además un conjunto de puntos normales de E como extensión natural de los
números normales (en base ni) de Borel en el intervalo.
La cuestión más fina de la medida de los conjuntos de Besicovitch (finos o no) en su
dimensión también se aborda. Demostramos que tienen medida packing infinito en
su dimensión, y resultados parciales sobre su medida de Hausdorff. En particular,
J
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de nuestro trabajo se desprende que los conjuntos de Besicovitch—Eggleston tienen
medida packing infinita y medida de Hausdorff nula o infinita en su dimensión, dada
por (5.3).
Otros conjuntos definidos frecuencialmente que son relevantes desde el punto de
vista de la medida autosemejante (i.e. concentran toda la masa) o de la geometría
(tienen medida de Hausdorff nulao la dimensión de la medida) también se presentan
en este capítulo.
5.2 Conjuntos autosemejantes no—compactos de
ji—medida plena. Los conjuntos de Besicov-
itch.
Sea ‘Pc S(N,M), con M = {1,2,...,m} ó M = IN. Para 1 = (i1,i2,...) e MM y
.¡ E M, sea
6~(i) = hm 6j(i,k), (5.4)
k—.oo
donde para k C IN
6~(i, k) = k’card{n i,-. = j, 1 =u =k}. (5.5)
Para cada p = (p1,p2,.. . ,p,») c IR”’, se define el conjunto de Besicovitch de IP
asociado al vector p como el subconjunto de E
= {r(i) : S~(i) = Pi para todo j E M}. (5.6)
Observar que el conjunto B~ puede escribirse como
1 1
B~= fl U fl A{r(i):ieM’tp,——<SÁi,k)<ps+—}.
nENNEMk=NiEM u
El conjunto entre llaves en ésta expresión es una unión finita de cilindros Ej, j E
M*, y por lo tanto es un conjunto cerrado. Esto demuestra que los conjuntos de
Besicovitch son conjuntos F08, y por tanto conjuntos de Borel. Recogemos en el
siguiente lema algunas propiedades generales de los conjuntos de Besicovitch. Para
la definición de la dimensión de Minkowsi o dimensión ‘box—counting’ puede verse
[Fal 90].
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Lema 5.2.1 Sea p E IR”’ un vector de probabilidad, y B~ el conjunto de Besicovitch
asociado a (‘P,p). Entonces
i) B~ es SIP—invariante (no—compacto), i.e. StP(B~) = B~.
u) B~ es denso en E.
iii) Si se verifica condición de abierto, dimM(BI,) = .s = dim(E), donde.dimM
denota dimensión de Minkowski.
iv) p~(B~) = 1, donde pp es la medida autosemejante inducida por p.
demostración: J
La parte i) es consecuencia de que lo que caracteriza a los puntos de B~ es la
frecuencia asintótica de algun(os) código(s) i ¿ ir~’(x). Así si i — (i1i2i3...) ¿
es tal que ir(i) E B~ entonces ir(i2inj...) E Bp también, y además so67r(i2i3...)) =
r(i), lo que prueba que B~ c S’P(B~). En el otro sentido, si <j) E B~, claramente
= r(ji) e B~ para todo 5 ¿ M, y por tanto B~ D S4’(B~). Por supuesto, J
los conjuntos B~ no son compactos, puesto que el único SIP—invariante compacto es
E.
Sea p E IR”’ un vector de probabilidad. Dado y = ir(j) E E y e > 0, tomar
= min{k : 9(k) <eJ y considerar una secuencia 1 = (i1i2...) E B~ tal que zk = 3k
para 1 =k =k0. Claramente d(y, ir(i)) < e, lo que prueba la densidad de B~ en el
autosemejante E. Observar que la densidad de B~ no requiere que p ¿ 7~+.
La propiedad iii) es consecuencia directa de la densidad de los conjuntos de
Besicovitch en E y de las propiedades de la dimensión de Minkowski. En concreto,
es bien sabido que para todo A E IR” se tiene dimM(A) = dimM(A) (ver, e.g.
[Fal 90]). Por otra parte, también es conocido que
dimM(E) = dim(E) (5.7)
(ver [Fal 90]). De ji) se sigue el resultado.
J
u
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La propiedad iv), que ya se ha utilizado repetidamente en el texto, es consecuen-
cia de la ley fuerte de grandes números y de la definición de p~. O
Observar que el lema anterior no requiere que p E ~ La propiedad iv) ilustra el
hecho de que cualquier intento de estimar la dimensión de la medida p, (ya que,
como veremos, está también dada por la dimensión de I-lausdorff de B~) mediante
alguna técnica computacional de box—counting fracasará. Si se pretende obtener tal
estimación otro tipo de cómputo dimensional sensible a la medida (e.g. dimensión
local, dimensión de correlación) debe emplearse.
La propiedad u) afirma que los conjuntos de Besicovitch son autosemejantes. Cuando
se elimina la exigencia de que el conjunto SIP—invariante sea compacto por supuesto
se pierde la unicidad para el invariante, pero aparece toda una familia {B~}~ ni—
parámetrica de conjuntos invariantes, densos en el soporte de las medidas p~ (esto
también caracteriza al conjunto E) que, como se ve a continuación ilustran de man-
era mas rica el fenómeno de la autosemejanza. La última propiedad del lema ilustra
por un lado la idea de ‘tipicidad’ de los puntos de B~ respecto a la medida de
probabilidad p~, y por otro provee un punto de vista alternativo al de los capítulos
anteriores, i.e. el análisis dimensional y de medida de los conjuntos asociados de
modo natural a la medida p~. Desde ese punto de vista los conjuntos de Besicovitch
no son más que uno de los muchos conjuntos relevantes asociados a la medida pr,.
En resumen, las partes i) y iv) del teorema 5.2.1 revelan qué tipo de conjuntos se
deben estudiar asociados naturalmente a la geometría y probabilidad del par au-
tosemejante (IP, Mp): los conjuntos SIP—invariantes (que pueden llamarse autoseme-
jantes) que concentran la masa de p>. Algunos de ellos se introducen a continuación.
En particular, los conjuntos finos de Besicovitch han jugado un papel importante a
lo largo de este trabajo.
Para j = (jí,j2,. . . ,jk) E pj-k sea p~j = ‘4(j)) = pj1pj2 •¡i>5< (recordar que (j)
denota el cilindro cuyos k primeros dígitos son los de j). Para 1 E MM, sea Sj(i) la
frecuencia asintótica de la secuencia finita j en el código
1 . ..
= 2~w —card{q = 31,Zq+1 = 32,. ..jq+k.A Jk,1 < q =fl}.Ti (5.8)
j
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JSea p E IR~ un vector de probabilidad. Definimos el conjunto de Besicovitch fino
B<co> asociado al par (IP,p) comop
B(Oo) = fl B~>, (5.9)p
kel’i 1
donde
— {r(i) : i E MM, 6~(i) = Pi para todoj E M”}. (5.10)
Se puede demostrar como en el lema 5.2.1 que los conjuntos ~ también son
autosemejantes no—compactos densos en E, de dimensión de Minkowski s (bajo J
condición de abierto), y de p—medida plena. Este último hecho es una consecuenciadel teorema ergódico de Birkhoff y juega un papel esencial en la demostración del
e—lemma (ver capítulo 2, teorema 2.2.2). J
Si se piensa en términos de la ley del logaritmo iterado hay otro conjunto autose- Jmejante no-compacto que se define frecuencialmente de modo natural. Llamamos
L~ al conjunto
= fl {r(i): limsup k055(i, k)
—
.iEM k—.oo (2kloglogk)’/2 — (Pi(’ Pi))’12~ (5.11)
liminf k(6
5(i,k) —ps) _
k-.oo (2kloglogk)1/2 — —(p~l pfl)”2}, (5.12)
donde 6
5(i, k) es la frecuencia relativa definida en (5.5). Si Mes finito, los códigos del J
conjunto L~ tienen la siguiente projiedad respecto al conjunto de variables aleatorias
en M con esperanza nula J
Lema 5.2.2 Sea M finito. Sea p E ~ y L~ el conjunto definido en (5.11)-(5.12).
Sea X : M i—* iR una variable aleatoria tal que £[X] = 0 y £[X
2] > O (esperanza
respecto a p). Entonces
(2kloglogk)¶/2 S~’}i) 1< >31 1 (p41 —p~))’12 < +oo, (5.13)
IEM
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Para mostrar la afirmación (5.13) considerar, para cada j E M, la variable
aleatoria centrada indicadora del dígito j, i.e.
sit=3
en otro caso. (5.14)
Entonces E[
4j] = O y ¿[á~] = p.j(l — pfl. Sea ahora X una variable centrada con
S[X2] > 0. Observar que, para i e M
x
1=.x1—4X] =z1(1—p¿)—>3z5p5 = >3 ¾á5(i),
it. 5CM
y por tanto la variable X se puede expresar como combinación lineal de las variables
A~ mediante
x = >3 ~4.
4CM
Además se tiene
= >3 S~ = >3 x5S~>. (5.15)
.1CM jeM
Por tanto, para i E MM se tiene
liminf SZ<(i) = liminf>3 zsSt>(i
)
k-.oo (2k log log k)1/2 k—.oo 5CM (2klog log k)’/2
=>3x
5liminf SMI) ~ IxsI(pÁl—ph)”2,
.1CM k—.oo (2k log log k)’/2 — 5CM
donde se ha usado la relación (5.15), la versión discreta finita del lema de Fatou, y
la definición (5.12). El razonamiento análogo para el limite superior produce
bmsup (2kloglogk~/2 = >3 ¡ ½(1—pflg/2,
5CM
usando de nuevo el lema de Fatou, de donde se sigue el resultado. O
Nota 5.2.3 El anterior lema tiene cierto interés desde un punto de vista puramente
probabilista, pues ilustra el hecho de que la ley del logaritmo iterado es lineal en
el sentido precisado en el lema. Por otra parte, el hecho de que el teorema no se
SI
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cumpla para el caso numerable se debe a que la versión del lema de Fatou para el
límite superior requiere la convergencia de la sene 4
.1eM (2k log log k)’/2
para algún n, lo que no puede garantizarse en general. La hipótesis p E I)+ no
es estrictamente necesana en el lema anterior. Sin embargo, si se quiere que el 4
conjunto L~ tenga ¡¡—medida plena es necesario que cada uno de los j conjuntos en
la intersección (5.11)—(5.12) tenga ¡¡—medida plena. Esto sucede cuando se verifica
la ley del logaritmo iterado para cada variable zS.~ (ver la demostración del teorema
5.2.4). Ello requiere que pj > O para cada j E M, pues la ley del logaritmo iterado
se cumple para variables de varianza positiva [Bil 78]. 4
De nuevo, el conjunto L~ es denso en E. Además tiene ¡¡—medida plena, pues es 4
intersección finita de conjuntos que tienen ¡¡—medida total como consecuencia de la
ley del logaritmo iterado. Esto se mostrará en la prueba del siguiente teorema, que
recoge los resultados de dimensión de los conjuntos de Besicovitch y el conjunto L~.
4
Teorema 5.2.4 Sea M finito. Sea p E ~ y sean B~, B(oO) y L~ los conjuntosI’
definidos en (5.6), (5.9) y (5.11)-(5.12) respectivamente. Entonces 4
i) dirnB~ = dimB<O~> —
~ —dimLp=s(p),
u) DimB~ = DimB~> =Diml4=s(p),
donde s(p) es la dimensión de la medida autosemejante p,.
demostración:
Sea p ¿ 72+ y p~ la medida autosemejante asociada a p. Para cada j E
sea 4¡ la variable aleatoria M 1: IR centrada indicadora del dígito j, que ha sido
definida en (5.14). Un sencillo cálculo proporciona sL4s] = O y E[A~] —
Si se usa la notación k SI
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como en (3.27) , se tiene que S~’(i) = n65(i,k) y por tanto los límites en (5.11) y
(5.12) equivalen respectivamente a
limsup (2kloglogk)Á/2S~>(i) = (p~(i ~pfl)1/2 (5.16)
k—.oo
liminf (2kloglogk)¶/2S~>(i) = —(p5(l —p~))’/2. (5.17)k—.oo
La ley del logaritmo iterado aplicada a cada sucesión {SkA~ 1k implica que (5.16) y
(5.17) se verifican, para cada j E M, sobre un conjunto de u—medida uno, y por
tanto ¡¡~(L~) = v(r-1(L~)) = 1 (L~ es intersección finita de conjuntos de ¡q>—
medida plena). Como L~, B~, y B~> tienen todos ¡¡y—medida plena, se sigue de la
fórmula dimp~ = .s(p) en el teorema 3.3.3 que los tres conjuntos tienen dimensión
de Hausdorff mayor o igual que s(p).




para cada 5 c M, y por tanto L~ c B~. De la inclusión BfY~ C se sigue que
para concluir basta demostrar que DimB~ =s(p). Del teorema 4.2.2 sabemos que
la densidad logarítmica superior verífica
para pp—casi todo punto en E. Eso no basta para concluir que la dimensión de B~
es s(p), sino que se debe tener la desigualdad uniformemente en todo el conjunto.
En el caso finito la propiedad asintótica de los códigos en B~ basta para probar que
la desigualdad (5.18) es cierta para todo z E B~. Sea x E B~. Procediendo como
en la prueba del teorema 4.2.2 se tiene, para todo código i c r
1(x)
log r log rI(k
1....1)
donde k1 = min{k r¡(k) <r}. Escoger el código i,, E ~r’(x) tal que
lim cSs(i~,k) = (5.20)
k—.oo
para todo 5 E M. Para tal secuencia se tiene
lim k7’S(i~) = Bm >3 65(i~,k)Z(j) = ¿[4], (5.21)
k—.oo 5CM
4
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donde se usa la notación de (3.27), y Z = R,Y son las variables definidas en (4.11).
Como en la demostración del teorema 4.2.2 la desigualdad (5.19) se puede escribir 4
con esa notación como 4logr — k1 —1 (k1 — 1)—’S~1(i~)’ (5.22)
Del lema 4.2.1 se tiene que la desigualdad se respeta al tomar límites superiores, de
modo que teniendo en cuenta (5.21), se obtiene en (5.22) 4
ya que s(p) = £[Y]/E[R]. Como consecuencia, la desigualdad (5.18) se tiene para
todo x E B~. Sea 1 > s(p) y x E B~, la desigualdad (5.18) implica que 4
pp(B(x,r)) 2—t
(2r)t SI
se tiene para todo r > O menor que uno r0 = ro(t) adecuado, y entonces la desigual-
dad
O’~(x) > 2~, (5.23) ti
se tiene para todo x E B~. El teorema de Taylor—Tricot (ver sección 4.3) proporciona SIel resultado, i.e. de (5.23) se tiene Pt(B~) < 2’. Puesto que t> s(p) es arbitrario
se tiene DimB~ =s(p), lo que concluye la prueba. 0
Nota 5.2.5 El teorema anterior no se tiene a partir del teorema 4.2.2 en el caso
numerable. Ello se debe, como se apuntó arriba, a que la estimación que allí se 4
obtiene para la densidad logarítmica superior sólo es válida pp—a.e. Para obtener la
acotación para todos los puntos del conjunto x c basta con que (5.21) se tenga 4
para un código ‘bueno’ en r’(x) (i.e. que cumpla (5.20)). El lema de Fatou no
puede, sin embargo, garantizar tal cosa en este caso. SI
Nota 5.2.6 El teorema anterior generaliza la fórmula de la dimensión de Hausdorff 4
(5.3) obtenida por Besicovitch y Eggleston para los conjuntos definidos en (5.6).
Además, el resultado que concierne a la dimensión packing se aplica a los conjuntos SI
de Besicovitch—Eggleston. En particular, éstos tienen igual dimensión Hausdorff y
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Nota 5.2.7 Obsérvese que si se consideran los conjuntos de tipo Besicovitch ~
k E ]N, definidos en (5.10), el teorema 5.2.4 implica trivialmente que dimB~P =
Dim4k) = s(p). De este modo, los subconjuntos de E generados por composiciones
de semejanzas que respetan las frecuencias asintóticas de los bloques de longitud k
también tienen dimensión s(p).
El teorema 5.2.4 no proporciona ninguna información sobre cúal es la medida de
Hausdorff y packing de los invariantes considerados. Esta siempre es una cuestión
más fina que la de la dimensión. Aquí resolveremos este problema en algunos casos.
Proposicion 5.2.8 Sea M finito. Sea p = Ps, te. p3 = (r : i E M), entonces
i) H’(B~.) = Hs(B~)) — H(L~8) = H’(E).
u) P8(B) = PS(B(oo)) — P’(L~6) = Pt(E).
Además, corno M es finito, éstas medidas son finitas y positivas.
demostración:
Sea p~ la medida autosemejante asociada al vector p
3. Sea M = M(,,~> el




Se demostró en la sección 4.3 que, sea M finito o numerable, hay una única medida
ji tal que Mp = ji que se llama medida de probabilidad invariante asociada al par
(IP, pa). En la sección 4.3 se probó además que ji coincide con la medida ji,. Si se
escribe A = UÍCM
4~1(~~[’(A)) para A c E se tiene de las propiedades de la medida
de Hausdorff
IP(A) = >3 IP(9~~(9~7’}A))) = >3 r11’ (p7’(A)) = MH’(A). (5.24)
iCM
En particular, para obtener (5.24) se ha aplicado la propiedad de que H’Q,o(A)) =
rH’(A) para una semejanza de razón r, y el hecho de que H’(e) = O [GMMR.93].
SI
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SI
Entonces (5.24) implica que la medida H’ es también invariante para el operador de
Hutchinson (5.2.8). Por la unicidad de la medida invariante se tiene que las medidas 4(HS(E)fllHA y ji, coinciden. Puesto que ¡¡,(E\B~,) = O entonces H’(E\B~~) = 0,
y por tanto II’(E) = H(B~.). El razonamiento sólo depende de que el conjunto
B~, tiene p,—medida plena, de modo que se tiene i). La segunda afirmación se 4
obtiene directamente de i) usando un resultado de Spear [Spe 92] que afirma que
existe una constante K (que sólo depende del sistema SIP) tal que i» = KB’. La 1
medida de Hausdorff de E es finita y positiva en el caso en que M es finito [Hut 81].
o 4
La afirmacion í) del teorema 5.2.8 se puede entender como una ley de los puntos
‘normales’ en E. Los puntos de B~5 pueden considerarse como los ‘puntos normales’
(en el sentido de Borel) del autosemejante. Más todavía, el conjunto más pequeño
Bf,O~) puede pensarse como el verdadero ‘corazón’ de E, desde un punto de vista de
la medida. Las fuertes propiedades de regularidad de los puntos de ,, hacen que
se piense en el conjunto fino de Besicovitch como el conjunto de los puntos super—
normales de E. No se conoce relación de inclusión ninguna entre los conjuntos B~,”’> 4
y L~, ambos incluidos en B~. M. Morán [Moriv] ha demostrado que los códigos
que verifican una propiedad de tipo logaritmo iterado (diferente de la que se exige u
a los códigos de L~) son códigos del conjunto fino de Besicovitch.
Nota 5.2.9 A continuación se hace alguna observacion sobre la medida M—invariante SI
y sobre la medida packing en el teorema anterior. El resultado de Spear [Spe 92]
no es a priori necesario, puesto que el razonamiento para la medida de Hausdorff 4
es válido para Pt Veamos esto. En primer lugar, la medida packing tiene también
la propiedad P~’(y(A)) = r’P(A) para toda semejanza y de razon r. Una de- 1
mostración de este hecho está esencialmente en el teorema 5.2.18 de este capítulo ti
(también lo demuestra Spear en su artículo). El razonamiento en (5.24) es entonces SIválido para P siempre y cuando la P’—medida del conjunto de solapamiento sea
nula (observar que esto es necesario para justificar la primera igualdad en (5.24)).
Esto puede demostrarse usando la SIP—invariancia de E si P’(E) < +oo. La sen-
s
cilla demostración de que H’(e) = O se sigue de W(E) < +co puede verse en
[GMMR 93]. Por tanto en el caso de la medida P es necesario que E sea de me- SI
dida P’ finita. Esto lo demostró D. Spear [Spe 92] para construcciones dirigidas por
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el caso que nosotros tratamos aquí como particular. Por lo tanto, la medida P
es también Al—invariante, y coincide, salvo el factor de normalización (P(E))’,
con la medida H’ y con la medida p~. Este de hecho es un modo de conseguir el
resultado de Spear en nuestro caso como consecuencia directa de la unicidad de la
medida M—invariante.
Nota 5.2.10 Alguna observación sobre el caso numerable puede ser relevante. En
el caso M = IN se tiene también (ver 4.3) la unicidad de la medida Al—invariante.
Si .s = dimE como siempre, M. MorAn [Mor i] demostró además que la medida HA
de E es finita también en este caso (lo que no es cierto es que E tenga W—medida
positiva en general). Por lo tanto, el mismo razonamiento para el caso finito de
[GMMR 93] demuestra que IP(O) = O en el caso numerable. Sin embargo, debe
añadirse la hipótesis adicional de que la serie EiEIN r~’ sume 1 (esto no tiene por qué
suceder en general, ver [Mor i]). Revisamos el razonamiento en este caso. De la
convergencia de la serie y de la SIP—invariancia de E se tiene
00 00
>3H8Qp~(E)) = HS(E) >3 r~’ = H(E) = H’( U ~i1(E)) < +co, (5.25)
t1 1=1 iCIN
puesto que HS(E) < +oc. Por tanto, (5.25) implica que HA(O) = O también en
este caso. Más aún, también sigue siendo válido el razonamiento en (5.24), de modo
que la medida HA es Al—invariante en el caso numerable. Sin embargo, no tiene por
qué coincidir con la medida ji,, puesto que en general no se tiene H(E) > O y por
tanto la medida H’ no se puede normalizar a una medida en el espacio MB(E).
Si H’(E) > 0, la consecuencia es que se tiene la igualdad ji, = (H(E))’H’ como
consecuencia de la unicidad de la medida Al—invariante. En cuanto a la medida P’
de los conjuntos de Besicovitch nada puede decirse, ya que el problema de la medida
(y dimensión) packing de los autosemejantes generados por infinitas semejanzas está
abierto. No se sabe pues si la medida P’(E) es finita en el caso numerable. Sí se ha
probado sin embargo el siguiente
Lema 5.2.11 Sea IP E S(N,]N) verificando condición de abierto. Asumir que
DZ1 r~’ = 1 y H’(E) > 0. Sea p = PA, y ji, la medida autosemejante asociada.
Entonces ¡¡A = (HME)S’Ht y por lo tanto se tiene
H(B~.) = HA(B(00>) — HA(Lpé) = H’(E).
4
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demostración:
Ver la nota 5.2.10 para justificar la igualdad de las medidas autosemejante y de 4
Hausdorff, y emplear el mismo razonamiento que en la prueba del lema 5.2.8 para -
obtener la igualdad de las HA~medidas de los conjuntos arriba. O
Cuando no se considera el ‘caso normal’ no es conocida la medida de Hausdorff de 4los conjuntos de Besicovitch. Hemos obtenido una respuesta parcial a esa cuestión,
que se desprende del siguiente resultado general sobre la medida de Hausdorff de los
SIP-invariantes. 4
1
Proposicion 5.2.12 Sea M finito o numerable. Sea O < t < s, y ~(¿)= Qg(~) E
Y, con g no—creciente en algiln intervalo (0,6v). Entonces, o bien H~(B) = 0, o
bien Ht(B) = +00 para cualquier SIP-invariante B tal que dimB> dim(e n B). 4
demostración: 4
Sea ~ una semejanza cualquiera con factor de contracción r < 1. Sea 4’ como en
_ SIel enunciado del teorema. En primer lugar demostramos que
para todo A C
1aN Sea O < 6 <
6o , y sea {Ví}íeri un 6—covering de yo(A) mediante
bolas. Si escribimos U
1 = <-‘(Ví) para cada i, entonces {Uj}¿Cr~ es un 6/r—covering 3
de A por bolas. Puesto que g es no-creciente se tiene
>34>(IV.I)=r¿>3IU¿itg(rIU¿I)=rt>3IUiItg(IU¿I)ri>3#(IUII), 4
ICN ¿CM ICN ICN
lo que prueba que H~’Qp(A)) =r~Htr(A). Si 6 decae a cero obtenemos (5.26).
Sea ahora B un SIP—invariante tal que dimB > dim(B n 6). Esto supone que
>3H%’~(B) A p
5(B)) =>3 H%1(B). 3
¿CM
Asumir que O < H
4’(B) <+00. Entonces, usando (5.26), tenemos 4
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donde se ha aplicado que 1 < s, la definición de .s, y el hecho de que la función de x
£¿EM r~’ es decreciente. La contradicción en (5.26) implica que el conjunto B tiene
H~—medida cero o infinito. O
Para el caso particular de los conjuntos de Besicovitch—Eggleston A2(p, 1 —
se demostró en 1967 [Smo 67] que la 4>—medida de Hausdorff es O ó 00 para toda
función de dimensión 4> cóncava en un entorno del origen. Un resultado del tipo de
la proposición 5.2.12 se ha encontrado para construcciones autoafines [Per 94].
Ahora la proposición 5.2.12 se aplica a los invariantes que hemos considerado,
con 1 = s(p) y g(~) = 1 en el enunciado de la proposición, y tenemos el siguiente
resultado.
Corolario 5.2.13 Sea M finito o numerable, IP verificando OSC. Sea p 6
P # Ps Entonces, los siguientes conjuntos tienen medida de Hausdorff nula o
infinita en su dimensión
i) Todo conjunto SIP—invariante para un sistema de semejanzas IP disconexo, :.e.
tal que e = ~. En particular, los conjuntos B~, ~ y L~ asociados a IP definidos
en (5.6), (5.9), y (5.l1)-(5.12) respectivamente.
u) Todos los conjuntos de Besicovitch B~, y los conjuntos L~, asociados a IP, y
tales que dim(O fl 11,) < s(p)
iii) Todos los conjuntos finos de Besicovitch ~~“‘), p E Pt asociados a IP.
Obsérvese que iii) es consecuencia de que los conjuntos B~7’~ tienen la fuerte
propiedad de que B~”’~ n e = 0 (ver la demostración del e—lema). De esta manera,
el resultado también se tiene para todo invariante que no interseca el solapamiento.
Obsérvese que el solapamiento 0 (con 8V) es él mismo un conjunto invariante. Se
puede tener B~ fl Er # 0, pero para p E 72+ es plausible pensar que los puntos de
n Er no son los que están dimensionando al conjunto B~. Así, el requerimiento
dimB~ fl O < s(p) sería superfluo.
SI
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1
SI
Destacamos el siguiente corolario, que puede tener interés en sí mismo. Recordar
que un conjunto A tal que O < Ht(A) <+00 se llama t—conjunto. 1
ti
Corolario 5.2.14 Sea M finito o numerable. Para dime <t < .s no existe ningtin
a’t —conjunto SIP —invariante. 4
Puesto que dim¡¡ = inf{dimA : ¡¡(A) = 1} es claro que todo conjunto de ji—
medida plena tal que dim(A) = dim¡¡ resulta de interés con objeto de caracterizar SIla geometría de ji. No obstante, no hay en general un conjunto minimal (e.g. en
la clase de los borelianos) sobre el que ¡¡ esté concentrado. Excepto en el caso en
que ji esté concentrada sobre un conjunto numerable, siempre se puede encontrar a’
un subconjunto propio de uno dado y de igual medida y dimensión. En el caso
de las medidas autosemejantes, se sabe del capitulo 3 (ver corolario 3.3.8) que ¡¡~ 4
es singular respecto a HS(P), y por tanto existen conjuntos de medida ji~—plena
y W(P>~medida de Hausdorff nula. A la vista de los resultados obtenidos, dicho SI
conjunto puede caracterizarse en términos de la ley del logaritmo iterado.
Sea X : M ~-* IR la variable aleatoria definida mediante 4
X(i) = logp~ — s(p)logr¿, i E M,
y definir el conjunto
= {7r(i) E BíA0~~> : ¡ E MM, limsupk ((2kloglogk)’/2S¡<(i)) = d(p) a’
(5.28)
liminfk ((2kloglogk<1/25%K(¡)) = —d(p)}, a’
donde d(p) está definido en (3.58) y la notación que se usa es la de (3.27). SI
Teorema 5.2.15 Sea M finito. Sea p Ps~ y ¡¡~ E M~ la medida autosemejante 4
asociada. Entonces el conjunto N~ definido en (5.28) es un conjunto de ¡¡~—med¿da
plena, y con
a’dimJV~ = DimN~ = s(p).
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demostración:
Ponemos ¡¡ para la medida ¡¡u. Puesto que ji(B~~) = 1, el conjunto N~ tiene
también ¡¡—medida uno (en particular no es vacío) como consecuencia de la ley del
logaritmo iterado, aplicada a la sucesión de variables aleatorias {SZ<}k. Por lo tanto
dimN~ =s(p). Como N~ c Bp se tiene que DimN~ =s(p).
Sea #~ E CH, donde CH es la familia definida en (3.36). Para cada i~ = ict(x) E
se tiene
limsup ((2kloglog k)’/2Sf (U)) = d(p), (5.29)k
de modo que la #a—densidad superior ~ de ji en x se escribe
4(x) = exp{lim sup f0(r~~<k)) ( Sk(iX) (5.30)
donde f
0 es la función definida en (3.49) y c = c(p) dada en (3.37). Puesto que
d(p) > O si p # PA, se sigue de (5.29), del lema 3.3.6 (i.e. fC(rI(k) r.t (2k log log k)—’/2
si le —* 00), y (5.30) que
-td~0(x) =
para todo 0 < a < d(p). Puesto que N~ tiene ¡¡—medida positiva, el teorema de
densidad 3.2.3 implica que Htó(N~) = O para 0 < a < d(p). Como H’~~> < H~
para todo a> O se sigue que H(P)(N~) = 0.
Procedemos de igual modo con la medida packing. Sea ~p la familia definida en
(4.51). Para todo x e N~, el código i,, = ic’(x) verifica
lirninf ((2kloglogk)1/25~<(j~) = —d(p). (5.31)
Usando el teorema 4.3.4 del capítulo 4 se tiene que
>f\fl4’~/\ = 1. (SiY(i~) a))).
Wcxkpu)L~tX) =Jko(~) exp(liminf(f~( ix(k), kfC(r¡(k)) + (5.32)
Usando (5.31), y el lema 3.3.6 de nuevo se tiene de (5.32)
O~~(x) = O (5.33)
para todo O < a < d(p). Puesto que el conjunto N~ tiene ¡¡—medida positiva,
el teorema de Taylor—Tricot parte i) (ver 4.3) implica que ~4’o (Nr) = +00 para
4
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O < a < d(p) (esto se demuestra en detalle en la prueba del teorema 3.3.1) para. SI
Puesto que ps(P) ~ para todo a> 0 se tiene que Ps(P)(N~) = +00. 0 -i
Nota 5.2.16 Notar que para la afirmación de la proposición 5.2.15 sobre la medida a’
de Hausdorff del conjunto N~ basta con que los códigos de N~ cumplan
lim sup ((2k log log k)”2St (1) = d(p), 4k
pues éste conjunto mayor que N~ también tiene medida H(P> cero. Sin embargo, la 4
condición sobre el límite inferior garantiza que el conjunto N~ tiene además pá(P)~
medida infinita. a’
El teorema 5.2.15 demuestra de hecho el siguiente a’
Corolario 5.2.17 Sea M finito. Sea p E 72k, con p # PA, entonces SI
PA(P)(B) — ps(P>(B>) — +00. 4
demostración:
Ambos conjuntos contienen el conjunto de ji—medida positiva N~, que tiene s(p)— a’
medida packing infinita, según el teorema 5.2.15. 5
Para obtener este último resultado hubiera bastado probar que el conjunto B~ a’
contiene un conjunto de ji—medida positiva con la s(p)—densidad inferior fiA(p) uni- 4
formemente acotada por encima sobre este subconjunto, como la siguiente proposición,
simétrica a la proposición 5.2.12, demuestra. a’
Proposicion 5.2.18 Sea M finito o numerable. Sea O <t < .s, y %b(¿) = ¿tg(¿) E 4Y, con g no—creciente en algún intervalo (O,6~). Entonces P’~(B) = 0 o P’~(B) =
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demostración:
La prueba es similar a la de la proposición 5.2.12. Sea 9i una semejanza de razón
de contracción r < 1. En primer lugar mostramos que PtQp(A)) =rtP¿(A) para
todo A c IB?. Sea O < 6 < 6o/r, y considerar un 6—packing de A, {B¿}1. Observar
que si x E so(B¿) fl cp(B5) para i # j, entonces <-1(x) E B1 fl B5. Por tanto {p(B¿)}¿
es un Sr—packing de y(A). Además se tiene
>3 «1 cp(B¿) 1) = r~>3 B, I~ g(r ¡ .B1 1) =rt>3 ¡ B~ ¡t g(j B~ 1) = r~ >3 «1 B¿ 1)~
t t 1 t
puesto que r < 1 y g es no—creciente en (O,6~). Por tanto pt~(y(A)) =Ap~k(A), de
modo que si 6 tiende a cero se tiene t(so(A)) =r~p4’(A) para todo A c ]RN. De
esto se sigue que la medida packing verifica la desigualdad
Suponer ahora que O < Pt(B) <+00 para B tal que Dim(B fl O) < DimB
SIP—invariante. Entonces, usando la propiedad demostrada arriba para cada y¿, se
obtiene
Pt(B) — Pt( U
91(B)) = >3 PtQp¿(B)) =>3 rfr4>(B) > P”’(B), (5.35)¿EM ¿CM ¿CM
puesto que la función ZICM r~ es decreciente en ~ y toma el valor 1 en = s. La
contradicción en (5.35) implica que de hecho P’~(B) = 0 o P’~(B) = +00. El
Nota 5.2.19 Observar que la hipótesis 4’ E Y~ en la proposición 5.2.18 (en lugar
de la hipótesis sobre la forma de la función 4>) también demuestra que el invariante
B tiene P4’—medida cero o infinito. En este caso se tiene, en lugar de (5.34) la
desigualdad
y para obtener la contradicción en (5.35) se razona como sigue. Puesto que DimB <
.s, existe t < s tal que limsup~~
0(log4,(fl/log¿) < t. Así, existe un entero le0 tal
que para todo le> le0 se tiene 1,b(Uk) > (U~ (recordar que U = max¿CM{rÍ}), y por
tanto fijado un le > le0 se tiene
>3t(ri)> >3rf>1
¡CM” ¡CM”
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Si ahora se aplica el razonamiento de (5.35) a B como invariante del sistema IPk ~
tiene el resultado. Observar que la hipótesis 4’ E Y~ también puede sustituirse en
la proposición 5.2.12 por la que allí se empleó para conseguir el resultado relativo a
la medida de Hausdoriff de los invariantes.
El siguiente corolario del teorema 5.2.18 es el simétrico al 5.2.14.
Corolario 5.2.20 Sea Dime < t < s. No existe ningún conjunto SIP—invariante
con PL~medida finita y positiva en su dimensión.
Los resultados obtenidos en esta sección se aplican en particular al caso clásico
de los conjuntos de Besicovitch—Eggleston.
Corolario 5.2.21 Sea (PO,... ,pm1) E 72k. El conjunto de Besicovitch—Eggleston
Am(po,. .. ~ definido en (5.2), tiene las siguientes propiedades de medida
i) HA(P) (Am(po, .. . ,pm~)) = 0 ó + 00
u) PA(P)(Am(po, . .. ,pn.—i)) = +00,
donde s(p) = —~%‘p¿logp¿/logni es
junto Am(po, . . . ,Pm—O.
a’la dimensión Hausdorff y packing del con-
a’
a’demostración:
En el caso de los conjuntos de Besicovitch—Eggleston el conjunto de solapamiento
O está formado por ni —1 puntos, y entonces el conjunto e es numerable. Por tanto
dimO = 0, y la parte u) del corolario 5.2.13 implica que la medida de Hausdorff
de los conjuntos de Besicovitch—Eggleston es cero o infinito. La afirmación u) es
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5.3 Otros conjuntos definidos frecuencialmente.
La dimensi6n de Hausdorff—Billingsley.
En esta sección estudiamos propiedades de dimensión y medida de algunos subcon-
juntos de E formados por puntos x que están definidos mediante propiedades fre-
cuenciales de alguno(s) código(s) de r’ (x) de modo natural. A diferencia de los de
la sección anterior, los conjuntos que aquí se consideran no tienen porqué concentrar
la medida autosemejante. De hecho el punto de vista es más el contrario; se definen
subconjuntos de E mediante propiedades frecuenciales, y se considera una medida
autosemejante que resulte útil para encontrar la dimensión del conjunto. Esta es
una técnica estándar en teoría geométrica de la medida. Alguno de los conjuntos que
se consideran está inspirado en el trabajo de Bilhingsley [Bil 60, Bu 61], y se usarán
algunas de sus ideas. Durante esta sección consideraremos M = {1,2,... ,rn}.
Sea p E P~. Consideramos en primer lugar el siguiente subconjunto de E
= {r(i) :1 6 MM, ¡ 6~(i, le) — p¿ 1= O(le’), para todo i E M} (5.36)
(se usa la notación O(.) de Landau para indicar que existe una constante C tal
que ¡ 6~(i, le) — p¿ 1< Ck1 para todo le E uN). Tales conjuntos fueron considerados
por Billingsley en el espacio de códigos. Claramente se tiene que R~ c B~ y por
tanto dimB~ =.s(p). Puesto que el conjunto R~ es mucho más pequeño que el
conjunto de Besicovitch B~, una cuestión primera es saber si la pr—medida de R~
decae respecto a la de B~, donde p~ es la medida autosemejante en E asociada al
vector p. Considerar el conjunto
lZ~ = {i E M”~ :1 6¿(i, le) — p. 1= O(le’), para todo i E M} C MM. (5.37)
La ley del logaritmo iterado permite demostrar que el conjunto RI, tiene vp—medida
nula. Eso permite demostrar que R~ tiene pr—medida nula.
Lema 5.3.1 Sea p E 72+, y p~ la medida autosemejante asociada. Entonces
p~(R~) = 0,
donde 14> es el conjunto definido en (5.36).
a’
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demostración:
Las ideas en el espacio de códigos son las de [Bil 60]. Considerar el conjunto a’
4={IEMt<:16.(i,le)—p¿l=o( (loglogk ~~11/2) para todo i E M}. a’k le /
La notación con “o” pequeña quiere decir que, para cada i e M a’
Bm ¡Si(i,le)—píI —o
k—.oo (le—’ log log k)’/2 —
y por tanto
lim le¡6¿(i,le)—p¿¡ —o a’
k—.oo (leloglogle)’
La ley del logaritmo iterado aplicado a la sucesiones de variables aleatorias {S~ }k
a’(con A~ la variable centrada indicadora de i, ver definición en (5.14)), implica
entonces que el conjunto LP tiene vr—medida nula ver (5.16)-(5.17). Claramente
7Z~ c L,, lo que prueba que v~(7Z~) = 0. Esto no basta para probar que el con- 1
junto R~ tiene ji—medida cero, puesto que ic’(R~) D l?p. Sin embargo, el e—lemma
prueba que 1
ji~(R~) = vp(r’(Rp \ Er)) =Vp(lZp) = 0, (5.38)
y también el lema. O a’
Por lo tanto, el conjunto .R~ es de gr—medida nula, y puede suceder que también
la medida geométrica decaiga. De hecho, la dificultad está ahora, antes que en a’
encontrar la medida de ¡-4> en dimensión s(p), en encontrar una cota inferior para
la dimensión. Ello se debe a que los métodos de densidad empleados hasta ahora en a’
esta memoria (y en la literatura) requieren siempre conjuntos con medida positiva
para la obtención de cotas inferiores de la dimensión de llausdorff (ver capítulos 3 y
a’4). Sin embargo, esta exigencia se puede debilitar usando el concepto de dimensión
de Hausdorff que Bilhingsley introdujo en [Bil 60], y que definimos a continuacion.
a’
Sea u la medida producto en MN asociada a p E 72k. Sea {ZS}SEN el proceso
independiente bajo u en MM (de Bernouilli) dado por Z>(i) = i
5 para i = (i,i2...) E a’
MM. Sea A c MM, y 6 > O se dice que una colección finita o numerable U de
cilindros es un (u, 6)—recubrimiento de A si ¿‘(u) <6 para todo u E U, y A C U~cu U. a’
a’
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Para t > O se define la medida de Hausdorff—Billingsley i—dimensional de A (asociada
a la medida u y al proceso {Z5J5) mediante
h..(A) = hm inf{ >5 ¿‘(u)t : U es un(tsb) — recubrimiento de A}, (5.39)
IIEU
y la dimensión de Hausdorff—Billingsley de A está dada por
dim~A = sup{t : h,(A) = +oo} = inf{t : 14(A) = 0}. (5.40)
El número dim11A depende del proceso también, pero como permanecerá fijo en
nuestra discusión sólo destacamos la dependencia en la medida u. Se demuestra en
[Bu 60] que la expresión detrás del lirn¿.....0 en (5.39) (que se denota por h~(A, 6))
es una medida exterior, que el número definido en (5.40) tiene sentido, y que O =
dim~ =1 (si todo i E M”4 tiene ¿‘—medida cero).
Aunque v~(lZ~) = O, Biilingsley [Bil 60] demostró usando técnicas combinatorias
que
(5.41)
Así que ‘si se considera el conjunto donde 6í(i, le) —> p~ a cierta tasa y luego se
aumenta la tasa, la medida del conjunto se hace O mucho antes de que la dimensión
decaiga por debajo de 1,.
Se tiene que dim~A = 1 si ¿‘(A) > 0, mientras que desde luego la implicación
contraria no es cierta. Nuestro objetivo es demostrar que la hipótesis, más débil
que ¿‘(A) > 0, de que un conjunto tiene dimensión de Hausdorff—Billingsley 1 basta
para obtener información sobre la dimensión geométrica de su proyección por ir.
Sin embargo, será necesario que el hecho de que un conjunto A en el espacio de
códigos tenga dimensión de Hausdorff—BiUingsley plena no se deba a la contribución
del solapamiento. Se demostró en el e—lema que ~~(r1(e)) — 0 para p E 72k, y
se puede pensar que también se tiene el resultado más fuerte de que la dimensión
de Hausdorff—Billingsley de r’(e) es estrictamente menor que uno. Ello tendría la
importante consecuencia de que si dim,,A = 1 entonces también dim.}A\irl(e*)) =
1. Del lema 2.2.4 se sabe que e* cE ir(E), y entonces ir¶(O*) cE E, donde E es el
conjunto definido en (5.42). Por tanto, sise tiene en general que dim~E < 1, entonces
se tiene también que dim~icl(e*) < 1. Este sin embargo no es el caso. Se sabe del
lema 2.2.4 que ¿‘(E) = 0. Puede pensarse de esto que el conjunto E (y por tanto
1
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que el conjunto r1(e*)) contenido en E es ‘pequeño’. La dimensión de Hausdorff—
Biflingsley precisamente matiza el hecho de que el conjunto E sea improbable (i.e.
de ¿‘—medida nula). En este caso, se puede probar que el conjunto E es improbable,
pero ‘no demasiado’, es decir, tiene dimensión de Hausdorff—Billingsley dim,.> plena
para todo p E 72+• Demostramos en el siguiente teorema que la dimensión de E
es uno cuando ¿‘ = ¿‘a, i.e. el vector de probabilidad es p = p.. El caso general se
prueba con ideas similares.
Observar que E se puede escribir como






Teorema 53.2 Sea p~ = (r : i E
(5.42), entonces
M) E 72k. Sea E cE MM el conjunto definido en
dim~.E = 1,
donde ¿‘A es la medida producto en ME asociada a
demostración:
Sea j 6 Mk, y considerar el conjunto A(j) definido
junto de vectores de probabilidad de 1am” dado por
= {~= ((~ :1 E Mk) c : >3(1 = l,C.j =
¡EM”
en (5.43). Definir el subcon-
Si se considera, para cada le y para cada 1 E MM, el vector de frecuencias
6(1, le) = (bi(i, le) :16 Mm”),
el conjunto A(j) se puede expresar como
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donde d(.,.) denota distancia euclídea en IR””‘.
Considerar ahora el vector de probabilidad p5(le) = (rf : 1 6 Mk). Se demostró
en el capítulo 4 (ver la sección 4.2) que la medida producto asociada a p.(le) es la
medida ¿‘a. En realidad se probó allí que esto sucede para la medida ji3 como medida
invariante para el operador de Hutchinson, pero como jiA y ¿‘~ son ‘isomorfas’ (i.e.
sus espacios de medida), y el isomorfismo de espacios de medida es una relación
de equivalencia, el resultado se tiene tanbién para la medida ¿‘a. Si se considera
el vector p9(le) y la medida inducida ¿‘a, y se expresa A(j) como arriba se tiene el
siguiente resultado, que Billingsley demostró en [Bil 61]
SI 41 log 4idimvakj) = sup . (5.45)
CC~ 51 4’ logr1
Para q E IN arbitrario, y vectores de probabilidad de ~ C = (4¿ : i = 1,... ,q)
y p = (p¿ : i = 1, ... , q) cualesquiera, se tiene la desigualdad
(~ log ~ < 1. (5.46)
4~ logpj
Esto puede justificarse de la siguiente manera. Suponer que el cociente es mayor
estrictamente que 1. Ello equivale a que S~ 4í log(Q’p¿) > 0. Pero esta última
expresión es la información de Leibler—Kullback [Bil 60] o la entropía relativa de
4 respecto de p, que es siempre no-negativa [Ren 70]. Por tanto se tiene (5.46).
Observar que si se pone en (5.46) q = rnk y cada <~ como (¡ = rf para cada 1 E Mk,
el cociente toma el valor 1, pero esta elección de 4 no está en .%. Para evaluar el
supremo en (5.45) consideramos el vector de probabilidad C~ E SJ definido por
>3 rf = 1, (5.47)
‘E Mk
donde t = t(j). Puesto que >3 rf <1, y la función >3 4’, es decreciente
ieMk icMk
i#j i#j
en x, se tiene que t < s.
a’
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a’
Ahora, el cociente en (5.45) se puede expresar como
t ~ Cí log Ci
sZ¡~~C¡logr{’
de modo que el supremo C~ log
sup
CC~ 2i#i Cí log r1
se alcanza para 40 y toma el valor 1 (ver (5.46)). De aquí se obtiene en (5.45)
dim,..1A(j) = £=1<i, (5.48) a’
donde t(j) es el valor real definido en (5.47), y j E M* arbitrario.
Podría pensarse que, puesto que dirn~6A(j) < 1 para todo j E M*, se tiene a’
dimE < 1. Esto no es cierto, ya que cuando la longitud de la secuencia omitida j
tiende a infinito, el valor 1(j) se aproxima a s y por tanto la dimensión de Hausdorff— a’
Bilingsley del conjunto A~ está arbitrariamente próxima a 1. A continuación se
precisa esta idea. Fijar un código j E MN cualquiera. Considerar le E IN, y sea 1





>3 r{= >3 rF+rj(k)=1+rI(k> >3 r~+rj(~),
¡EM” i E M” ¡EM”
1!=1(k)
se tiene —1
>3 rl—>? rí<rj(k). (5.49)
íEM” 1CM”
Por tanto, si k se toma suficientemente grande, 9(k) > O es arbitrariamente pequeño, a’
y por tanto 1 = 1(k) está arbitrariamente próximo a s (de (5.49) y de la continuidad
de la función inversa de SICM” 4’). Por lo tanto, tomando le suficientemente grande,
el conjunto A(j(le)) tiene dimensión arbitrariamente próxima a 1, y entonces
dimE = sup dimA(j) =1, a’
.jCM
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Nota 5.3.3 Observar que el argumento de continuidad del teorema puede utilizarse
para demostrar que
dim~~B = 1
para todo p E 7< A continuación se esboza la extensión del argumento del teorema
5.3.2 para p E 72~ arbitrario. Seaj E M~ arbitrario, y considerar A(j(le)) como en
(5.43). Considerar ~k = (p¡ : 1 E Mk) y la medida producto inducida en que,




dim,,.>A(j(le)) := s(C) = sup ~.~•logp~ 1
CCSJ<k>
donde SJ(k) está definido como antes. Si se pone C = p en la igualdad anterior se
tiene s(p) = 1, pero p ~ Sj<k)~ Sin embargo, si se toma toma le suficientemente
grande, de modo que PJ(k) esté próximo a 0, un argumento de continuidad muestra
que existe C E SJ(k) tal que la diferencia s(p) — C es arbitrariamente pequeña, y
por tanto la dimensión de A(j(k)) respecto a ¿j~ está arbitrariamente próxima a 1.
Puesto que para cada le E 114 dim~B =dim.9A(j(k)), se tiene que dim,..>B = 1.
El siguiente teorema debilita las hipótesis del corolario 3.2.9. Como se explicó en
la nota 3.2.10, la literatura obtiene las estimaciones de dimensión de los subconjuntos
geométricos IRÉ’ distribuyendo una masa en ]RN de modo que el conjunto que se
estudia tenga medida positiva. Si después se demuestra que la densidad logarítmica
(adecuada) toma un valor uniforme sobre los puntos del conjunto, entonces se tienen
resultados de dimensión del conjunto. Estos son los teoremas de densidad que se
demostraron en la seccion 3.3. Si el conjunto que se considera no tiene medida
positiva, para alguna medida de la que se dispone en el contexto, no hay técnicas
estándar para atacar el problema de estimar su dimensión por debajo. El siguiente
teorema proporciona un camino para estimar la dimensión cuando el conjunto tiene
medida nula. Esta idea no se ha explotado aún en la literatura del área, pero nuestra
opinión es que puede resultar ciertamente útil si se consigue manipular la dimension
de Hausdorff—Billingsley. Nos permitirá obtener la dimensión del conjunto de ¡¡,—
medida nula R~ definido en (5.36).
Teorema 5.3.4 Sea u una medida producto en MN, y A cE
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para todo i E A,
ji) Si
1..~log¿’(i(le)) =fi
k—.oc, log r¡(k) para todo i E A,
y además dim~A \ ,c1(e~j = 1, entonces dim(r(A)) > fi.
ir es la proyección definida en (1.14).
demostración:





Por tanto la t—densidad superior sobre cilindros definida en (3.10) verifica, para todo
x E ir(A)
y el teorema de densidad 3.2.3 implica entonces que dim(ir(A)) < t.
1 > 7 es arbitrario se tiene dim(ir(A)) <y.
Puesto que
II) Seat < 1, existe un 6~ tal que todo (¿‘,S)—recubrirniento {u,}
5 de A\rl(O*),





Ello es posible gracias a que la dimensión de A \ ~c’(e) es 1. Sea D = ir(A) \ Er.
Basta demostrar que dimD > /3. Puesto que 22 d4~ c’(D) = A \ r1(e) se tieneque dim~V = 1 y que
k logr¡(k)
para todo i E 23. Sea ~ < /3, y considerar, para cada n E 114 el conjunto





















OTROS CONJUNTOS DEFINIDOS FRECUENOXALMENTE. 153
de modo que {V,.},. es una sucesión creciente a 23. Puesto que
dim,V = sup dim~V~
nEM
(esto se prueba en [Bil 60]), existe n0 tal que dim~V~ > t para todo n =n0.
Sea un n > n0. Sea O < ~ < min{u”,6’/~}, y considerar un ~—recubrirniento {B1}1
por bolas de i4V~). Considerar, para cada i, el conjunto de cilindros geométricos
0(B1) definido en (3.11), i.e.
G(B1) = {F«k) :16 MM,F¡(k) fl B1 ~ G,r¡(k) =1.B, j, pero r¡(k..1) >¡ .81 ¡}.
Observar que
para todo cilindro 1(k) tal que F¡(k) 6 0(B1) para algún i. Puesto que ir(V~)flO* =
y U¿ Uusa(s1) i«u) es un u—recubrimiento de r(V,.) mediante cilindros geométricos,
se tiene que U = Uí Uuca(n~) u es un (y, 6)—recubrimiento de 23,.. Como r,~ <17 <u”
para todo cilindro u E U, y por tanto u = ¡(le) con k > n para algún i 6 23,., se
tiene r~ > ¿‘(u) para todo u E U. Usando el lema 3.2.1 se obtiene
>3[ B~ I~=f’ >3 r{~ =ft >3 ¿‘(u)t >0, (5.52)
UEU uCU
donde q es la constante en el lema 3.2.1, y la última desigualdad es consecuencia
de (5.50). Por tanto (5.52) implica que dimr(V,,) =¿t. Si n —4 00 se tiene que
dim(D) =¿. Puesto que ¿ <fi es arbitrario se sigue que dim(D) =/3, y por tanto
que dimir(A) > fi. O
Nota 5.3.5 Lo que subyace tras el teorema 5.3.4 i) es que un recubrimiento de A
en el espacio de códigos siempre proporciona un recubrimiento de ir(A) en el espacio
geométrico E. Sin embargo, la cota inferior (parte u)) tiene mayor dificultad, y
requiere la hipótesis de que dumA \ c’(Er) = 1, debido al solapamiento que se
produce en el espacio geométrico. Ello se debe a que recubrimientos muy ‘eficaces’
de A en el espacio de códigos no tienen que proyectar en general en recubrimientos
eficaces de ir(A). La hipótesis de que la dimensión de Hausdorff—Billingsley de A
sea 1 no basta para asegurar que la de A \ ir’(ej también lo es.
SI
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Una aplicación directa del teorema 5.3.4 proporciona el siguiente
Corolario 5.3.6 Sea p E 72~ y ¿‘p la medida producto asociada a p en MM. 4
Suponer dim11r—’(e) c 1, entonces dimRp = DimR~ = s(p), donde R~ es el
conjunto definido en (5.36). 4
demostracion: 4
Como R~ cE Bp sólo hay que mostrar que .4
dimR~ =s(p). (5.53)
Sea el conjunto
= {i e MM :1 &(i, le) — p¿ ¡= O(le’)}
Del resultado de Billingsley (5.41) se tiene que dim...lZp = 1. Puesto que dim~.C’(O) < 4
1, se tiene también dim11R, \ iC’(E)) = 1. El teorema 5.3.4 u) con A = 7Z~> implica
(5.53), ya que
Hm log ¿‘(1(k)) — s(p) S
para todo i E %. k logr¡(k) 4
El corolario anterior se tiene directamente para sistemas de semejanzas IP con SIsolapamiento vacio, y para autosemejantes como el tapiz de Sierpinski, para los
que se sabe que r’(O) es numerable (y por tanto dirn,,,r’(O) = 0, ver [Bil 60]).
Observar que no basta con que e sea numerable. No obstante, parece plausible que 4
en el caso del conjunto R~ se tenga dim.,7Z~ = dim.41Zp \ e) para toda p e 72+•
.4
A continuacion consideramos un conjunto definido frecuencialinente, pero a difer -SI
encia de los anteriores sus elementos no están caracterizado por propiedades asintóticas
de las frecuencias Ñ(~), sino que guardan ‘memoria’ de todas las frecuencias 6~(., le), .4
le E IN. En concreto, sea ‘1’ E S(N,2) formado por dos semejanzas ~ con fac-
tores de contracción 1 > r0 =r1 > 0, y verificando la condición de abierto. Sea 12 4
el conjunto
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y considerar el problema de encontrar la dimensión de Hausdorff del conjunto r(12) cE
IRN.
Utilizaremos las medidas autosemejantes y el teorema 5.3.4 para demostrar el
Teorema 5.3.7 Sea 12 definido en (5.54), entonces
dim(r(12)) = s = Dim(ir(12)),
donde s esta dado por r5 + r~ = 1.
demostracion:
Sea 1/2 =p < 1, y sea v~, la medida producto en {0,
1}N asociada al vector
(p, 1 — p). Resultados sobre paseos aleatorios muestran que ¿‘1/2(12) = O (ver por
ejemplo [Fel 68]). Técnicas de probabilidad relacionadas con funciones generatrices
demuestran además que la ¿‘y—medida del conjunto 12 es positiva si 1/2 < p < 1
[Fel 68].
Seap> 1/2, y considerar el conjunto 12flB~, donde B~, es el conjunto de Besicovitch
en el espacio de códigos asociado al vector (p, 1 — p). Puesto que ¿‘~(S,, fl 12) > 0, en
particular
dim.~~ ((12 n ¡3v) \ ir—’(e)) = 1,
debido al e—lema. Por otra parte se tiene
hm log¿’(i(k)) _ plogp+(1 —p)log(1 ~) (5.55)
k—.oo logri(k) plogro + (1— p)logrj
para todo 1 E 12 fl 1%,. Por lo tanto el teorema 5.3.4 parte u) implica que
dimr(12) =dim(r(12 fl Br)) =s(p).
Como p > 1/2 es arbitrario, si se considera en particular el vector de probabilidad
(r~,r) (observar que p = r~ > 1/2), se tiene que
dimir(O) =s(r¿) = a. (5.56)
Puesto que a es la dimensión packing del autosemejante E asociado a IP, y ir(O) C E,
se sigue que Dimr(12) =a, y el resultado. O
SI
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Nota 5.3.8 Una técnica alternativa, inspirada en [Bil 60], también proporciona la SI
cota superior para la dimensión packing en el teorema anterior. Puesto que la cota
.4inferior coincide con la dimensión del autosemejante eso ahorra el trabajo para la
estimación superior. Sin embargo, creemos que las ideas que se presentan debajo
pueden aplicarse en otras situaciones, e.g. cuando la estimación inferior no da la 4
dimensión ‘tope’, y por ello las señalamos. Considerar el subconjunto de 1112 definido
porS= {(p,1—p): 1/2 <p< 1}. Entónces .4
d((60(¡, le), 6i(i~ le)), 5) = O
para todo 1 E 12. Por lo tanto,para todo x = lr(i) E <fi) existe un código 1,, E ic’(x) 4
tal que
limsup < sup s(p). (5.57)
k—~ logr¡.(k) — (p,1—p)CS
El problema de optimización sup(P1..P)Es s(p) es equivalente al problema convexo SI
max
1/2=p<1 -.
que, por el teorema de Weierstrass, tiene solución. Esta se encuentra sin dificultad S
con un poco de cálculo, y viene dada por p = r¿. Por lo tanto, de (5.57) se sigue SI
donde r~(x) es la densidad logarítmica superior de la medida ji en z a’
= 1EC1(r) limsup log¡4F¡(k)) 4
log r¡(k)











En esta memoria se han presentado diversos resultados sobre la geometría de los
conjuntos y medidas autosemejantes. El papel que tales conjuntos, desde principios
de los años ochenta, y de tales medidas, desde finales de los ochenta y primeros de
los noventa, están jugado en la moderna teoría geométrica de la medida, es esencial.
Sean dirigidas determinista o estocásticamente, las construcciones autosemejantes
componen la imagen paradigmática de los hoy día tan ubicuos fenómenos fractales.
En este breve capítulo final apuntamos algunas observaciones referentes a los re-
sultados que se han expuesto en esta memoria, y que a nuestro juicio, ilustran la
investigación que hemos llevado a cabo. El capítulo en modo alguno pretende ser
exhaustivo, ni recoger de nuevo toda la información que se presentó en el preámbulo
de esta memoria. Asimismo, nuestro interés también consiste en destacar parte de
la investigación que abre nuestro trabajo.
Los capítulos 2, 3, y 4 se han dedicado al estudio de la estructura probabilista,
dinámica y geométrica de la familia de medidas autosemejantes p~, E M+ generadas
por sistemas de semejanzas que verifican la condición de abierto.
El resultado central del capítulo 2 (el O—lema) afirma que, también cuando hay
solapainiento no trivial, el espacio de medida (E, pr,) es isomorfo al espacio de Can-
tor abstracto dotado de la medida producto ¿‘, = fl~” p. Cuando las construcciones




Cantor. Cuando la construcción es no disjunta pero verífica condición de abierto,
se pierde esta equivalencia topológica pero hemos demostrado que se mantiene la
equivalencia como espacio de medida, de modo que puede decirse que todos los es-
pacios de medida (E, ¡¡p) son ‘esencialmente’ el mismo cuando se tiene la condición
de abierto. Este resultado nos permite resolver el problema planteado por C. Bandt a’
sobre la singularidad mutua de medidas autosemejantes bajo condición de abierto:
dos medidas autosemejantes tales son mutuamente singulares.
El e—lema permite también obtener una fórmula para la dimensión de la medida ¡¡~
en términos de la entropía de Kolrnogorov—Sinaí, y de los exponentes característicos
de Liapunov asociados a la dinámica de una aplicación sbift definida en el conjunto
autosemejante E (ver sección 2.3). Dichas dinámicas, por otra parte, han servido
de ejemplo clásico de laboratorio de las dinámicas caóticas. Fórmulas como la que m
se obtiene en el corolario 2.3.8, en el espíritu de otras fórmulas clásicas en la liter-
atura, arrojan una valiosa información acerca de cómo intervienen las magnitudes
ergódicas (entropía y exponentes de Liapunov), que miden la estocasticidad del pro-
ceso dinámico que subyace, en la geometría de la dinámica cuando se representa
en un espacio métrico. Observar que hay muchas formas de proyectar el shift de
Bernouilli de ni códigos en un espacio ambiente IR?. Como la entropía de la me- S
dida producto ¿‘~ es invariante bajo isomorfismos de transfomaciones invariantes,
no arroja información ninguna acerca de la geometría de ps,,. Es el ‘exponente de
Liapunov’ del sistema (ver nota 2.3.9), i.e. el sistema de semejanzas ‘1’ finalmente, el
que ‘gradua’ geométricamente (y de manera diferente en general para cada proceso
proyección) el contenido de incertidumbre probabilista en la evolución del shift de
Bernouilli (que es común a todos los procesos).
a’Es nuestra opinión que el O—lema resolverá total o parcialmente algunos de los
problemas abiertos en la literatura referentes a construcciones donde se produce
solapamiento no trivial [EM 92, Fal 94].
Las secciones 3.3 y 4.3 en los capítulos 3 y 4 respectivamente muestran una a’
propiedad más de ‘dualidad’ entre las medidas de Hausdorff y las medidas packing.
En concreto, se ha demostrado que la medida autosemejante ¡¡y, es singular respecto
a la medida de Hausdorff en su dimensión, HA(P); mientras que es continua respecto
a la medida packing .PA(P). Diversos resultados de la literatura del área profundizan
en la comprensión de la medida y dimensión packing buscando las diferencias y a’






hemos obtenido exhibe una divergencia no-trivial entre ambos conceptos en lo que
a su comportamiento respecto a las medidas autosemejantes se refiere.
La geometría autosemejante de sistemas infinitos es uno los objetivos prioritarios
de la investigación actual en el área. Este interés se justifica fácilmente, si se consid-
eran las relevantes diferencias que la teoría de los sistemas infinitos de semejanzas
tiene con respecto al caso finito, entre ellas el resultado de ‘aproximación’ en medida
para abiertos acotados de IRN (ver [Mor i]) y que muestra la flexibilidad de estas
construcciones. Muchas propiedades del caso finito están abiertas o por reformular
en el caso numerable, con el interés añadido de que las ideas del caso finito son
insuficientes para abordar el caso general. En la sección 4.2 hemos demostrado que
la fórmula de dimensión del caso finito se extiende de modo natural al caso infinito.
Para ello ha sido necesario diseñar la técnica de ‘bola viajera’ introducida en el
capítulo 4. Es seguro que esta novedosa técnica será de utilidad en otros problemas
y construcciones de teoría geométrica de la medida, donde se requiere una traducción
del comportamiento de una medida arbitraria sobre bolas al comportamiento de la
misma sobre compactos asociados naturalmente a la construccion.
El capítulo 5 centra el interés en las propiedades de medida y dimensión de sub-
conjuntos del autosemejante E. Como se explicó en los preliminares del capítulo 5,
desde principios de los ochenta la geometría autoseniejante sólo ha prestado atención
a las propiedades del autosemejante E, prescidiendo del estudio de propiedades de
subconjuntos de E relevantes. Nuestra o~iión es que la estructura de probabilidad
de que dotan las medidas autosemejantes ¡¡p E M+ al compacto E es esencial para
comprender el fenómeno de la autosemejanza. Los conjuntos autosemejantes tienen
una naturaleza intrínsecamente probabilista. Esa ha sido la perspectiva bajo la que
se les ha considerado en esta memoria, y especialmente en el capítulo 5.
De hecho, esta perspectiva probabilista de la autosemejanza surge de modo natural
tanto si se consideran las medidas p> como los conjuntos E (de nuevo asoma la
dualidad medida—conjunto que hemos ilustrado en la memoria). Por una parte, las
medidas ¡¡p están siempre asociadas a los conjuntos que ‘representan’ toda la masa
de la medida, que tienen una definición probabilista natural en términos de las fre-
cuencias asintóticas de las semejanzas que intervienen en su génesis mediante la
proyección ir. El hecho de que tales conjuntos se caractericen mediante propiedades
asintóticas los convierte en SIP—invariantes, i.e. en autosemejantes (ver capítulo 5).
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Por otra parte, como se explicó en la sección 5.1, si se parte del compacto E y uno
se pregunta por los puntos típicos (respecto a la medida pp) del conjunto E, surge
el concepto natural de los conjuntos que hemos definido en esta memoria como con-
juntos de Besicovitch B~, que concentran la medida ¡¡~ y son SIP—invariantes. En
cualquiera de los dos sentidos, el fenómeno de la autosemejanza parece vinculado
a los conjuntos SIP—invariantes de pr—medida plena (para algún p). Esto sugiere
eliminar la restricción de la compacidad al considerar los conjuntos autosemejantes,
como hemos hecho en la sección 5.2.
En nuestro trabajo hemos demostrado que existe una caracterización frecuencial
de los puntos típicos de E respecto a la medida de Hausdorff W (recordar que
s = dimE). Más aún, dicha caracterización ha supuesto una generalización de la
idea clásica de normalidad de Borel para los puntos del intervalo al contexto de los
conjuntos autosemejantes. En concreto, hemos demostrado que si se selecciona un
punto al azar en E, con respecto a la medida de probabilidad p~ =
se tiene que la frecuencia asintótica del dígito i E M en el código que genera dicho
punto está dada por r con pa—probabilidad uno.
a
Aunque la relevancia histórica de los conjuntos de Besicovitch es obvia, se debe
a’mencionar especialmente entre la colección exhibida de los SIP—invariantes de Pi>—
medida plena al conjunto fino de Besicovitch B~,”», o como también se han llamado
aquí el conjunto de puntos super—normales de la medida pp/del conjunto E. Hemos
encontrado su dimensión Hausdorff y packing (que coinciden), y hemos demostrado
que la medida packing en su dimensión es infinito, mientras que la medida de Haus- a’
dorff es nula o infinito. Tales conjuntos no parecen haber sido considerados hasta
hoy día en la literatura, y sin embargo tienen propiedades de regularidad estadística
que los convierte en candidatos mucho más idóneos que los conjuntos gruesos de
Besicovitch para representar a la medida ps,. Recordar que, como se demostró en
el O—lema, el conjunto B~«’> no interseca el conjunto de solapamiento 0, lo que ha
facilitado el desarrollo de muchos razonamientos.
a
El problema de encontrar la medida de Hausdorff exacta de los conjuntos de
Besicovitch, 5’ en particular de los conjuntos de Besicovitch—Eggleston, permanece




Eggleston, como ‘clásico’ en teoría geométrica de la medida. Encontrar la medida
de Hausdorff del conjunto (mucho más pequeño) ~ también queda por resolver.
Tenemos razones para pensar que ambos conjuntos tienen la misma medida ~
y éste es otro problema que se ha de resolver en el futuro. A nuestro juicio, todas
estas cuestiones están relacionadas con propiedades profundas de leyes limite fuerte
en teoría de probabilidad. En particular, encontrar la igualdad entre el conjunto
y el conjunto de códigos que cumplen una propiedad adecuada de tipo ‘logar-
itmo iterado’ podría resolver los problemas mencionados. Manuel Morán ha probado
algunos resultados recientemente en esta dirección [Mor iv].
Mientras que el problema de la geometría de las medidas autosemejantes queda
en cierto sentido cerrado en nuestro trabajo, no sucede así con la geometría fre-
cuencial de E del capítulo 5. Es claro que hay muchas cuestiones interesantes por
estudiar en el análisis frecuencial de los conjuntos autosemejantes. El profesor Pertti
Mattila, por ejemplo, sugirió el problema de encontrar la dimensión de los subcon-
juntos de E que se obtienen fijando sólo alguna de las frecuencias asintóticas 6~(i),
í.e. = {ir(i) : 6~(i) = p~, i e M1 c M}. También se pueden considerar los conjun-
tos más amplios ~, = {r(i) : limsupk.00&Í(i,k) = p~,i E M}, que Irl.G. Eggleston
consideró en un contexto de teoría de números.
Extender las definiciones y resultados en esta memona sobre los conjuntos de Besi-
covitch y otros conjuntos de tipo frecuencial al contexto de medidas asociadas a
procesos estocásticos más generales, e.g. markovianos [BEI-189], es otro problema
natural motivado por nuestro trabajo. En tal caso, la referencia de Billingsley
[Bil 60, Bil 61] resulta imprescindible, que desarrolla un trabajo esencial precisa-
mente en ese contexto.
Se puede dar una definición natural para los conjuntos de Besicovitch en el con-
texto de construcciones de Moran [EM 92] o de construcciones dirigidas por grafos
[MW 88], que no necesitan estar ‘especificadas’ por semejanzas. Todo el programa
de análisis frecuencial arriba propuesto está abierto en este tipo de construciones.
Nos gustaría cerrar esta memoria con dos observaciones finales acerca de la dis-
cusión del preámbulo sobre la interacción entre probabilidad y teoría geométrica de
la medida. Destacar, por una parte, la contribución esencial de las técnicas de proba-
bilidad a nuestro trabajo: desde luego en la aplicación de leyes de limite fuerte como
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la potente ley del logaritmo iterado; pero también (de manera menos obvía) en la a’
técnica de ‘travelling bali’ ,por otra parte de inspiración puramente geométrica. En
segundo lugar, insistir en que el inspirado trabajo de Biflingsley propone un punto
de partida para que la dimensión de Hausdorff desempeñe un papel relevante en
probabilidad, como muestra el siguiente ejemplo. Considerar la familia de procesos a’
estocásticos que consisten en el lanzamiento repetido de una moneda con probabili-
dad de cara p =1/2. Si se hace la identificación usual del espacio de probabilidad
del proceso {O, 1}’~ con el intervalo unidad, se tiene del teorema 5.3.7 que el suceso 12
que consiste en haber obtenido en todo momento mayor número de caras que cruces
tiene dimensión 1 y ¿‘y—probabilidad positiva de ocurrir si p> 1/2 (ver sección 5.3 a’
para las definiciones). En el caso de la moneda ‘justa’ la medida del suceso fi es
nula, pero la dimensión sigue siendo 1, lo que se corresponde con que el hecho de que —~
la ¿‘i/2—medida de 12 sea nula es poco robusto frente a la familia de estos procesos, a
i.e. en términos prácticos, el suceso 12 ocurre ‘fácilmente’ incluso para una moneda
‘justa’. Así, la dimensión de Hausdorff—Billingsley matiza de modo inequívoco la a’
posibilidad de ocurrencia de los eventos improbables.
Otra razón importante por la que la dimensión de Hausdorff—Billingsley puede re- a’sultar de interés está un poco alejada de los problemas que nos han ocupado aquí,
pero merece un breve comentario: la dimensión de Hausdorff—Billingsley propor-
ciona un concepto de dimensión asociado a un proceso estocástico e independiente a’
de cualquier representación geométrica del mismo. Esto tiene un interés claro cuando
se computa la dimensión (e.g. de correlación) de la medida invariante de un proceso a’
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