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Abstract 
 
Recent gyrokinetic simulations of electron temperature gradient (ETG) turbulence with 
the global particle-in-cell (PIC) code GTC [Z. Lin, et al., Proc. 20th Fusion Energy 
Conference, Vilamoura, 2004 (IAEA, Vienna, 2005)] yielded different results from 
earlier flux-tube continuum codes simulations [F. Jenko and W. Dorland, Phys. Rev. Lett. 
89, 225001 (November, 2002)] despite similar plasma parameters.  Differences between 
the simulation results were attributed to insufficient phase-space resolution and novel 
physics associated with global simulation models.  The results of the global PIC code are 
reproduced here using the flux-tube PIC code PG3EQ [A.M. Dimits, et al., Phys. Rev. 
Lett. 77, 71 (1996)], thereby eliminating global effects as the cause of the discrepancy. 
The late-time decay of ETG turbulence and the steady-state heat transport observed in 
these PIC simulations is shown to result from discrete particle noise.  Discrete particle 
noise is a numerical artifact, so both these PG3EQ simulations and (by inference) the 
GTC simulations that they reproduced have little to say about steady-state ETG 
turbulence and the associated anomalous heat transport.  In the course of this work 
several diagnostics are developed to retrospectively test whether a particular PIC 
simulation is dominated by discrete particle noise. 
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I.  Introduction 
 
Particle-in-cell (PIC) simulations are one of several computational techniques that 
have been useful in plasma physics research.  As with all numerical algorithms, attention 
must be paid to convergence issues.  In the PIC approach, these issues include discrete 
particle noise and convergence with the number of particles. Discrete particle effects in 
plasmas are associated with collisions, and generally decrease with increasing particle 
number.  It is impractical to include as many particles in PIC simulation codes as are 
present in typical experimental plasmas, so PIC simulation codes seek to reduce discrete 
particle “noise” through the use of grids, smoothing (which is introduced while solving 
for the electro-magnetic fields), and finite-size particles.  In addition, modern plasma 
microturbulence codes further reduce discrete particle effects by representing only the 
(small) departure of the particle distribution function from a Maxwellian.1-5   A 
consequence of these noise reduction techniques is that the discrete particle effects which 
remain do not accurately reproduce collisional effects in the plasma being modeled, and 
must be viewed as numerical artifacts of the PIC (Monte-Carlo-like) integration 
technique.  If the discrete particle noise does become important in a PIC simulation, then 
that simulation cannot be viewed as a faithful model of plasma microturbulence as it 
occurs in experimental plasmas. 
 
Discrete particle noise is not just a notional problem in PIC simulations of plasma 
microturbulence.  The work reported here began as an effort to understand the very 
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different levels of heat transport reported in continuum simulations6-8 (which used finite-
difference and/or spectral algorithms) and simulations employing the global gyrokinetic 
PIC code GTC9-11 of electron temperature gradient (ETG) turbulence at nearly the same 
plasma parameters.  The plasma parameters in question were originally used in the 
Cyclone ion temperature gradient (ITG) turbulence benchmarking effort,12 so we will 
refer to this case as Cyclone base-case-like ETG turbulence.  These very different 
simulation results have been variously attributed to insufficient phase-space resolution 
and/or an insufficient simulation volume9-11 in the simulations reported in Refs. 6-8, and 
to novel physics associated with toroidicity and/or global simulation models.9-11   
 
To investigate these claims, we carried out independent PIC simulations of 
Cyclone base-case-like ETG turbulence using the flux-tube PIC code, PG3EQ.13  We 
have reproduced important features of the GTC simulations,9-11 including the shift to 
longer wavelength after the initial saturation of the linear ETG instability, the late-time 
decay of the ETG turbulence, and the relatively low steady-state heat transport, thereby 
eliminating global effects as the source of the discrepancy between the ETG turbulence 
reported in Refs. 6-8 and Refs. 9-11.  However, we will demonstrate that both the late-
time decay of the ETG turbulence and the steady-state heat transport observed in our 
PG3EQ simulations and, by inference, in the GTC simulations reported in Refs. 9-11 is a 
consequence of discrete particle noise.  Hence, the PG3EQ simulations reported here and 
the GTC simulations reported in Refs. 9-11 have little to say about steady-state heat 
transport associated with ETG turbulence in experimental plasmas. High-fidelity 
simulations of ETG turbulence with PIC codes will require even more particles than have 
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been used to date, and/or further effort to develop and implement additional noise 
reduction techniques in PIC codes.14-20  
 
These rather surprising results with respect to PIC simulations of ETG turbulence 
led us to revisit our analysis of Cyclone base-case ITG turbulence.  We conclude that 
discrete particle noise can also be a factor in the longest PIC simulations of Cyclone base 
case ITG turbulence.  This does not affect the results reported in Ref. 12 because the 
simulations described in that paper used a very large number of particles and terminated 
before discrete particle effects became important.  However, it does affect related 
simulations, which have been reported at major meetings.21 
 
Fortunately, there is a literature on discrete particle noise.4,5,22-25  This literature 
allows us to quantify the level of discrete particle noise in any particular PIC simulation 
run, thereby casting the problem of discrete particle noise in PIC simulations as a code 
verification issue.26  A major result of this work is the diagnostics, described in Sec. III, 
which can be conveniently implemented in PIC simulations codes to aid in 
retrospectively monitoring the discrete particle noise in each simulation run.  
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II.  Simulations of Cyclone base-case-like ETG turbulence 
 
 The Cyclone base case plasma parameters, which were originally introduced as a 
benchmark for simulations of ITG turbulence,12 are R0/LT=6.9, R0/Ln=2.2, Te/Ti=1.0, 
q=1.4, and s=(r/q)dq/dr=0.79.  These parameters have since been adopted in several 
numerical studies of ETG turbulence.6-11  We revisit these plasma parameters in this 
study of Cyclone base-case-like ETG turbulence in an effort resolve the differences 
between Refs. 6-8 and Refs. 9-11.   
 
 The plasma parameters used for the Cyclone base-case-like ETG turbulence 
simulations reported in Refs. 6-8 differs from those considered in Refs. 9-11 in that Refs. 
6-8 did not include magnetic trapping (magnetic trapping is a finite-aspect-ratio effect 
which can be eliminated by setting r/R0=0), while Refs. 9-11 included magnetic trapping 
(by taking r/R0≈0.18).  The inclusion of magnetic trapping makes only a small difference 
in the linear growth spectrum of ETG modes (see Fig. 1).  However, this finite aspect-
ratio effect appears to be the only difference between the plasma parameters used in the 
simulations reported in Refs. 6-8 and those used in Refs. 9-11.   We investigate the effect 
of magnetically trapped electrons on Cyclone base-case-like ETG turbulence by 
comparing two sets of PG3EQ simulations, with (r/R0=0.18) and without (r/R0=0) 
magnetically trapped electrons.   
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II.A Cyclone base-case-like ETG turbulence  
without magnetic trapping 
 
 We performed convergence studies in both particle number and flux-tube cross-
section for Cyclone base-case-like ETG turbulence without magnetic trapping (r/R0=0) 
using the flux-tube PIC code, PG3EQ.13 Figure 2 shows χe(t)≡ –〈Qe(t)〉/∇T0 from this 
convergence study, where ∇T0 is the equilibrium electron temperature gradient, Qe(t) is 
the radial electron heat flux, and the average is taken over the entire simulation volume.  
The particle number scan included runs at 2 particles/grid cell (blue curve in Fig. 2), 4 
particles/grid cell (green curve in Fig. 2), 8 particles/grid cell (black curve in Fig. 2), and 
16 particles/grid cell (red curve in Fig. 2). Convergence at late-times in flux-tube cross-
section is demonstrated by comparing runs with a cross-section of 125ρe×125ρe 
(128×128 grid cells with a grid spacing ∆x=∆y=0.9817ρe) — the blue, green, and black 
curves in Fig. 2 — to a run with a cross-section of 250ρe×62.5ρe (256×64 grid cells with 
the same grid spacing) — the red curve in Fig. 2.   
 
 In each simulation run there is a burst of ETG turbulence during which the 
instantaneous electron heat transport approaches, and often exceeds the transport level 
reported in Refs. 6-8, χe≈13(ρe/LT)ρevte.  Both the length and the intensity of this burst 
increases with the number of particles per grid cell.   However, at late times the turbulent 
heat transport in all of these simulations drops to χe≈1.5(ρe/LT)ρevte, even lower than the 
late-time electron heat transport reported in Refs. 9 and 10, χe≈3.2(ρe/LT)ρevte.  The late-
time electron heat transport in all of the PG3EQ simulations in our particle-number and 
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box-size convergence study is nearly constant in time with χe≈1.5(ρe/LT)ρevte.  Hence, the 
late-time (but not the intermediate time) χe≈1.5(ρe/LT)ρevte from this study is converged 
in both particle number and box size. 
 
 In addition to exhibiting low heat transport at late times, these PG3EQ 
simulations exhibit the downshift in perpendicular wave-number observed in Refs. 9-11. 
Figure 3 shows the ETG fluctuation spectrum averaged over the radial variable (x) and 
plotted vs. kyρe from a PG3EQ simulation with a cross-section of 125ρe×125ρe and 8 
particles/grid cell (corresponding to the black curve in Fig. 2). Comparing the ETG 
fluctuation spectrum in the late linear phase, t=420 LT/vte (red curve in Fig. 3) to the 
fluctuation spectrum well into the nonlinear phase, about 20 linear growth times later at 
t=995 LT/vte (black curve in Fig. 3) we see a down-shift in the perpendicular wave 
number from kyρe≈0.35 in the linear phase to kyρe≈0.15 in the nonlinear phase.  This 
behavior is quite similar to that observed in Refs. 9-11 (c.f., Fig. 1 of Ref. 11), despite the 
much smaller dimension of our flux-tube in the bi-normal direction (125ρe) and 
correspondingly large spacing (∆ky= 0.05/ρe) between Fourier modes in ky (the bi-normal 
lies within the flux surface, perpendicular to B). 
 
 
  –9– 
 
II.B Cyclone base-case-like ETG turbulence with magnetic trapping 
 
 Concern about the radial box size relative to the radial correlation length of the 
ETG “streamers” led us to substantially increase the flux-tube cross-section in our 
PG3EQ simulations of Cyclone base-case-like ETG turbulence with magnetic trapping 
(r/R0=0.18).  However, neither the increase in flux-tube cross-section nor the inclusion of 
magnetic trapping made a qualitative change in our simulation results.  Figure 4 shows a 
convergence study in particle number and flux-tube cross-section of Cyclone base-case-
like ETG turbulence simulations. The particle number scan included runs with 2 
particles/grid cell (green curve in Fig. 4), 4 particles/grid cell (blue curve in Fig. 4), and 
16 particles/grid cell (red curve in Fig. 4). In these runs the flux-tube cross-section is held 
fixed at 500ρe×125ρe (512 grid cells in the radial direction and 128 cells in the bi-normal 
direction).  Convergence in flux-tube cross-section at late times is demonstrated by 
comparing the late-time values of χe(t) from this particle-number convergence study with 
χe(t) from a simulation with a flux tube cross-section of 250ρe×62.5ρe (256×64 grid cells) 
and 16 particles/grid cell shown by the black curve in Fig. 4.  In every case there is a 
burst of ETG turbulence accompanied by substantial electron heat transport.  As before, 
the duration and intensity of the burst of ETG turbulence increases with the number of 
particles per grid cell.  At late times both the fluctuation intensity and the heat transport 
drop to a low level.  The late-time electron heat transport observed in Cyclone base-case-
like ETG simulations with magnetic trapping is independent of the number of particles 
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per grid cell and the flux tube cross-section.  Quantitatively, we find χe≈3(ρe/LT)ρevte, in 
excellent agreement with the heat transport reported in Refs. 9-10, χe≈3.2(ρe/LT)ρevte.   
 
 In addition to reproducing the heat transport reported in Refs. 9-10, we reproduce 
the downshift in wave number of the nonlinear spectrum relative to the linear spectrum.  
Figure 5 shows the fluctuation spectrum averaged over the radial variable (x) and plotted 
vs. kyρe late in the linear phase, t=400 LT/vte (red curve in Fig. 5) and at a time 30/γ0 ≈ 
828 LT/vte after the initial saturation of the ETG turbulence.  The PG3EQ simulation again 
reproduces the downshift in the perpendicular wave-number seen in the global 
simulations of Ref. 9-11 (c.f., Fig. 1 of Ref. 11) despite the much smaller dimension of 
our flux-tube in the bi-normal direction (62.5ρe) and correspondingly large spacing (∆ky= 
0.1/ρe) between Fourier modes in ky. 
 
II.C Late-time ETG potential fluctuations 
 
 An examination of Figs. 2 through 5 leads one to conclude that at late times our 
PG3EQ simulations appear to be converged in both particle number and systems size. It 
would seem to follow that steady-state Cyclone base-case-like ETG turbulence produces 
very little heat transport, in agreement with Refs. 9-10, and in contradiction to Refs. 6-8. 
However, an examination of the late-time potential fluctuations in our simulations of 
Cyclone base-case-like ETG turbulence indicates that this conclusion is unwarranted.   
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 Figure 6 shows a grey-tone rendering of the mid-plane potential fluctuations both 
during the burst of ETG turbulence and at late times during the “steady-state” period 
when particle number and flux-tube cross-section convergence were achieved, and the 
heat flux was very low.  It is obvious from Fig. 6 that the late-time potential fluctuations 
have little in common with the characteristic, large-scale ETG “streamers” seen during 
the earlier burst of ETG turbulence when the electron heat transport is large.  There are 
no large-scale potential structures at late times in our PG3EQ simulations of Cyclone 
base-case-like ETG turbulence. Instead, the grey-tone rendering in Fig. 6 of the late-time 
potential fluctuations looks rather like the image on the screen of a TV set whose antenna 
has been disconnected.  Since the late-time potential looks like shot-noise, we investigate 
the hypothesis that the late-time behavior of our PG3EQ simulations, and (by inference) 
the GTC simulations described in Refs. 9-11 are dominated by discrete particle noise.  
 
 
 
III.  Discrete Particle Noise 
 
There is an extensive literature to draw upon when quantifying discrete particle 
noise. We will present elsewhere25 a detailed calculation of the gyrokinetic particle noise 
spectrum based on the test-particle superposition principle, which includes the self-Debye 
shielding of computer particles by other simulation particles.  This calculation extends 
earlier calculations, such as that in Ref. 24, to include numerical corrections arising from 
solving the field equations on a discrete grid.  Here we carry out a very simple derivation 
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based on completely uncorrelated particles.  This calculation differs from the more exact 
calculation by, at most, a factor of 2.  It does this well because only one plasma species is 
treated with discrete particles, while the adiabatic response from the other species 
provides approximately half of the shielding (some additional shielding is provided by 
the polarization term in the gyrokinetic Poisson equation).  The treatment below loosely 
follows Chapter 12 of Ref. 23.  
 
Particle-in-cell simulations represent field quantities, like the electrostatic 
potential φ, on a discrete grid, {xj}, while the computer particles exist in a continuous 
space, x.  We restrict our attention to field quantities defined on a discrete grid and adopt 
the Fourier transform conventions: 
 
φ j = φk exp(ik ⋅ x j )
k
∑
φk = 1NG
exp(−ik ⋅ x j )φ j
j
∑  
 
where φj is the potential at the grid point located at xj.  Because the potential is defined on 
a discrete grid, its Fourier representation, φk is defined on –π/∆x ≤ kx ≤ π/∆x (and 
similarly for ky and kz).   
 
The Fourier-space representation of the gyrokinetic Poisson equation27 is: 
 
1+ 1− Γ0(k⊥
2ρe2 )[ ]{ }eφkT =
SG (k)
N p
S(kp )
p
∑ wiJo(k⊥ρi )exp(−ikp ⋅ xi )
i
∑  (1) 
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where the first term on the left-hand-side (LHS) represents Debye shielding by the 
passive, adiabatic species (ions in the case of ETG turbulence), while the term in square 
brackets on the LHS represents the polarization of the kinetic electron species.  The right-
hand-side (RHS) includes explicit spatial filtering applied to the electrostatic potential on 
the field grid, SG(k); the total number of simulation particles, Np=npV (where np is the 
number density of simulation particles and V is the volume of the simulation); the 
individual particle weights, wi; and the Bessel function, J0(k⊥ρi), where ρi is the gyro-
radius of the ith electron.  The RHS also includes a sum over  “grid aliases”,22,23 a 
consequence of the fact that the computer particles and, hence, their density, exist in a 
continuous space.  Structure in the computer-particle phase space at wave numbers kpx 
lying in the interval –π/∆x + px(2π/∆x) ≤ kpx  ≤ π/∆x + px(2π/∆x) (and similarly for ky and 
kz,) appear on the grid at the “alias” wave number kx = kpx – px(2π/∆x) where px is an 
integer (and similarly for ky and kz).  The amplitude of the aliased signal is reduced by 
S(kp), where S(k) is the Fourier transform of the weighting function used to interpolate 
the particle density from the continuous space of computer particle positions, x, onto the 
discrete field grid, {xj}; and p denotes an integer vector with components (px, py, pz). 
 
 The gyrokinetic Poisson equation is easily solved for the electrostatic potential:  
 
eφk
T
=
SG (k)
N p 2 − Γ0 (k⊥
2ρe2 )[ ] S(kp )p∑ wiJo (k⊥ρi )exp(−ikp ⋅ xi )i∑  . (2) 
 
Squaring this expression, we obtain the spectral density, 
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eφk
T
2
N
=   SG
2 (k)
2 − Γ0(k⊥
2ρe2)[ ]2
Γ0(k⊥
2 ρe2) w2
N p
⎧ 
⎨ ⎪ 
⎩ ⎪ 
S2(kp )
p
∑  
          + 1
N p
2 S(kp )
p, ′ p 
∑ S(k ′ p ) wiw ′ i J0(k⊥ρi)J0(k⊥ρ ′ i )exp −i(kp ⋅ x i − k ′ p ⋅ x ′ i )[ ]
i≠ ′ i 
∑ ⎫ ⎬ ⎪ ⎭ ⎪ 
 (3) 
  
where i and i’ are indices for the computer particles, p and p’ are the grid-aliasing 
vectors, and the average is to be taken over an ensemble of realizations of the computer 
particles.  In what follows we make use of the identity, valid for nearest-grid-point 
particle weighting used in PG3EQ, that for all k, 
 
 S2(kp )
p
∑ ≡1   (for nearest grid-point weighting).  
 
The second term in the bracket on the RHS of Eq. (3) represents correlations 
between computer particle positions and weights.  This term describes the contribution of 
waves, instabilities, and turbulence to the spectral density, as well as the correlations 
between particles that are responsible for the self-Debye shielding by particles of the 
kinetic species. We can provide an upper-bound on the discrete particle noise by ignoring 
the correlations among the computer particle positions and weights.  The second term on 
the RHS then vanishes, and we are left with the fully uncorrelated fluctuation spectrum,  
 
 eφk
T
2
N
=
w2 SG
2 (k)Γ0 (k⊥
2ρe2 )
N p 2 − Γ0(k⊥
2ρe2 )[ ]2  |k|→0⎯ → ⎯ ⎯  
w2
N p
 (4) 
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In the limit |k|→0, the fully uncorrelated spectrum goes to the mean-squared particle 
weight, 〈w2〉, divided by the number of simulation particles. 
 
 It is our experience that the fully uncorrelated spectrum overstates the discrete 
particle noise at low k by up to a factor of 2.  A more complete derivation of discrete 
particle noise, which includes the effects of Debye shielding by the kinetic species, will 
be presented elsewhere.25  When the self-Debye shielding is included, our estimate of the 
spectrum of discrete particle noise is reduced to 
 
eφk
T
2
H
=
w2 SG
2 (k)Γ0 (k⊥
2ρe2 )
N p 2 − Γ0 (k⊥
2ρe2 )[ ] 2 − 1− SG (k)d||(k)( )Γ0 (k⊥2ρe2 )[ ] |k|→0⎯ → ⎯ ⎯  
w2
2N p
 (5) 
 
where d||(k) is related to k-space representation of the differencing operator used to obtain 
the parallel electric field from the potential.  In the limit of large-k, the term SG(k)d||(k) 
vanishes and these two estimates of the discrete particle noise spectrum are identical.  
The effect of including self-Debye shielding is to reduce the estimate of the discrete 
particle fluctuation level by a factor of 2 at small k.  In the limit that filtering/numerical 
effects are neglected, Eq. (5) agrees with the calculations of Refs. 24 and 5, modified for 
the case of one species being adiabatic. 
 
 Examining Eqs. (4) and (5), we see that our estimates of the noise spectrum 
depend only on the interpolation scheme used to assign the particle density to the field 
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grid [which determines S(k)], the numerical algorithms used in the field solve [which 
determine SG(k), Γ0(k⊥2ρth2), and d||(k)], and the mean-squared particle weight, 〈w2〉.  The 
mean-squared particle weight has the interesting property that it is monotonically 
increasing in time (neglecting a small correction due to changes in the field energy).  This 
follows from the entropy theorem of Lee and Tang,28 which relates the rate of increase in 
〈w2〉 to the heat flux: 
  
 
d w2
dt
≈
2χe(t)
LT
2  (6) 
 
This relation follows from the fact that δf = f  – f0 ≈ –(x-x0)df0/dx.  That is, the further a 
simulation particle diffuses from its initial position, the larger its weight must be to 
represent the difference between the current value of the distribution function and the 
local value of f0.   
 
 Particle-in-cell simulation codes compute and save 〈w2〉 as a function of time as 
the simulation progresses.  In the event that 〈w2〉 is not available, a reasonable 
approximation can be obtained by simply integrating the observed heat flux. Hence, all 
the information required to evaluate either of our estimates of the discrete particle noise 
spectrum is routinely available.   
 
 Typically, only a limited amount of fluctuation data is retained in simulations of 
plasma microturbulence.  In the simulations described in Sec. II above we only retained 
  –17– 
the time history of the potential at the outboard mid-plane (labeled z =0 in PG3EQ’s 
coordinate system).  This allows us to compute the fluctuation spectrum at z=0, which 
must be compared with a mixed (Fourier and configuration-space) representation of the 
discrete particle noise spectrum, 
 
 
eφkx ,ky (z)
T
2
=
eφkx ,ky ,kz
T
2
kz
∑
                      ≈
w2
np LxLy∆z( )
∆z
2π
SG
2Γ0
2 − Γ0[ ] 2 − 1− SGd||( )Γ0[ ]dkz−π /∆z
π /∆z∫⎧ ⎨ ⎪ ⎩ ⎪ 
⎫ 
⎬ ⎪ 
⎭ ⎪ 
 (7) 
 
 In Figure 7 we compare the predicted noise spectrum plotted vs. kyρe to the late-
time fluctuation spectrum from the 250ρe×62.5ρe (256×64 grid cells) PG3EQ simulation 
of Cyclone base-case-like ETG turbulence with magnetic trapping (r/R0=0.18) shown in 
Figs. 4, 5, and 6. The spectrum has been averaged over both the radial coordinate and 
time (2500 LT/vte  < t < 3000 LT/vte).  Also shown is the fluctuation spectrum averaged 
over the time interval 1200 LT/vte  < t < 1300 LT/vte (that is, about 30 linear growth times 
after the initial saturation) together with the self-Debye shielded noise spectrum at that 
time.  In Figure 8 we compare the predicted noise spectrum plotted vs. kxρe to the late-
time fluctuation spectrum from the same data set averaged over the bi-normal coordinate 
(y). The spectra shown in Figs. 7 and 8 differ largely because the field-solve in PG3EQ is 
asymmetric.  Fourier techniques are use in the bi-normal (y) direction, while finite 
difference techniques are used in the radial (x) direction.  In both Figs. 7 and 8 there is 
good agreement between the observed late-time fluctuation spectrum and the fully-
uncorrelated noise spectrum; while there is excellent agreement with the self-Debye 
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shielded noise spectrum.  The only significant feature seen in the late-time signal and not 
in our prediction of the discrete particle noise spectrum is the longest wavelength zonal 
flow (kxρe=0.025, kyρe=0), which does not contribute to radial transport.  This is in 
contrast to the spectrum at earlier times (1200 LT/vte  < t < 1300 LT/vte ) during the burst 
of ETG turbulence, where χe still takes on substantial values [χe ≈ 30–35 (ρe/LT)ρevte] and 
the fluctuation spectrum at kyρe=0.1  is two orders of magnitude above the noise level 
(compare the green and chartreuse curves in Fig. 7). We conclude from this that the 
PG3EQ Cyclone base-case-like ETG turbulence simulations described in Sec. II are 
dominated by discrete particle noise at late times; and that the estimates of the discrete 
particle noise given above in Eqs. (4) and (5) accurately reproduce the fluctuation 
spectrum observed in PIC simulations dominated by discrete particle noise. 
 
 Comparisons between the observed fluctuation spectrum and the predicted noise 
spectrum provide a means of determining when a particular simulation run is dominated 
by discrete particle noise.  However, this diagnostic is computationally intensive and 
requires the retention of substantial amounts of simulation data.  A less computationally 
intensive diagnostic involves comparing the observed fluctuation intensity, 〈⏐eφ/T⏐2〉, 
with the fluctuation intensity expected from discrete particle noise alone, 
 
 eφ
T
2
=
eφk
T
2
k
∑   = w2npVshield    (8) 
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where np  is the number density of computer particles, and the fully uncorrelated 
shielding volume is given by 
 
 Vshield
(N )
≡
1
(2π )3
d 3k∫ SG2Γ0 (k⊥2ρe2 )
2 − Γ0(k⊥
2ρe2 )[ ]2
⎧ 
⎨ ⎪ 
⎩ ⎪ 
⎫ 
⎬ ⎪ 
⎭ ⎪ 
−1
 (9) 
 
while the self-Debye shielded volume is given by  
 
 
 Vshield
(H )
≡
1
(2π )3
d 3k∫ SG2Γ0 (k⊥2ρe2 )2 − Γ0[ ] 2 − 1− SGd||( )Γ0[ ]
⎧ 
⎨ ⎪ 
⎩ ⎪ 
⎫ 
⎬ ⎪ 
⎭ ⎪ 
−1
. (10) 
 
 Alternatively, one can construct the fluctuation energy density,  
 
 12 mene VE×B
2
= −
ωp
2
Ωc
2
φ∇⊥2φ
8π
 . (11) 
 
This has direct physical significance (the kinetic energy associated with the E×B motion), 
and is closely related to the transport coefficient, D ≈ 〈VE×B2〉τcorr.  The contribution of the 
discrete particle noise to the fluctuation energy density is 
 
 −
ωp
2
Ωc
2
φ∇⊥2φ
4π
= nT
w2
npVshield
 K⊥
2ρ2
noise
  (12) 
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where expressions for Vshield  are given above.  The average over the discrete particle 
noise spectrum of the perpendicular wave vector is given by 
 
 
 K⊥
2ρ2
noise
( N )
≡
Vshield
(2π )3
d 3k K⊥
2 (k)ρ2SG2 (k)Γ0 (k⊥2ρe2 )
2 − Γ0 (k⊥
2ρe2 )[ ]2∫
⎧ 
⎨ ⎪ 
⎩ ⎪ 
⎫ 
⎬ ⎪ 
⎭ ⎪ 
 (13) 
 
for the fully uncorrelated noise spectrum, and by 
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for the self-Debye shielded noise spectrum. 
 
 In figure 9 we compare our estimates of the fluctuation energy to that observed at 
the outboard mid-plane in the 250ρe×62.5ρe (256×64 grid cells) PG3EQ simulation of 
Cyclone base-case-like ETG turbulence with magnetic trapping (r/R0=0.18) shown in 
Figs. 4, 5, 6, 7, and 8. This diagnostic make it clear that (1) this simulation is dominated 
by discrete particle noise for t >1000 LT/vte in the sense that more than half of the 
fluctuation energy can be accounted for by discrete particle noise; and (2) essentially all 
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of the fluctuation energy can be accounted for by discrete particle noise for t >2000 
LT/vte. 
 
 Figure 9 illustrates that PIC simulation of Cyclone base-case-like ETG turbulence 
is a pathological case in the sense that the ETG turbulences dies away at late-times, 
leaving only the discrete particle noise.  This makes it difficult to develop a rule-of-
thumb to use when evaluating the discrete particle noise diagnostics developed in this 
section.  Fortunately, we have other examples of discrete particle noise in PIC 
simulations.  In Fig. 10 we compare the observed fluctuation energy from PG3EQ 
simulations of Cyclone base-case ITG turbulence to the noise estimates.  The drop in χi at 
late times (t >500 a/cs) occurs as the energy associated with the discrete particle 
fluctuations exceeds half of the total fluctuation energy.  This suggests that, as a rule-of-
thumb, we consider a PIC simulation to be dominated by discrete particle noise when 
more than 1/2 of the total fluctuation energy can be attributed to discrete particle noise. 
 
 
IV. Can discrete particle noise suppress ETG turbulence? 
 
 We demonstrated in Sec. III that our PG3EQ simulations of Cyclone base-case-
like ETG turbulence are dominated by discrete particle noise at late-times.  However, this 
does not occur because the discrete particle noise rises to engulf the ETG signal. Instead, 
the ETG turbulence dies away, leaving behind the discrete particle noise (see Figs. 7 and 
9).  This raises the question of why the ETG turbulence died off.  How can the small level 
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of transport due to noise [χnoise  ≈ 3(ρ/LT)ρvt] suppress a much larger transport [χ ≈ 
20(ρ/LT)ρvt] due to the turbulence? Although χnoise is small compared to the turbulent χ at 
earlier times, simple estimates of the damping rate due to this noise, ky2Dnoise, [with Dnoise 
=(2/3) χnoise to account for the difference between the Braginskii definition of thermal 
conductivity and random walk diffusion coefficients] indicate that χnoise~3, as seen at late 
times in Figs. 2 and 4, is of the right magnitude to stabilize all of the ETG modes in the 
simulation (see Fig. 1).  The noise spectrum is nearly isotropic in the plane perpendicular 
to B, so the noise causes comparable transport in both the radial and bi-normal directions; 
while the ETG turbulence is highly anisotropic in the plane perpendicular to B so that the 
turbulence mainly drives transport in the radial direction, while its shorter wave-length in 
the bi-normal direction leaves it vulnerable to noise-induced transport in this direction.  
 
 If the ETG turbulence is stabilized at a fixed value of Dnoise (and corresponding 
χnoise) we can expect PIC simulations of ETG turbulence act as a self-regulating system 
when the number of simulation particles is varied. The energy density [see Eqs. (8) and 
(12)] and transport25 associated with discrete particle noise increase with increasing 
〈w2〉/np so one might expect the noise level to drop as the number density of simulation 
particles, np, is increased.  However, the noise-level increases in time as 〈w2〉/np ∝ ∫  t dt’ 
χ(t’) /np [using the Lee-Tang entropy balance28 in Eq. (6) to express how the weights in a 
δf algorithm grow in time].  As the number density of simulation particles np is increased 
the simulations stay in a turbulent state with high χ for a longer period of time [see Figs. 
(2) and (4)] until the mean-squared particle weight, 〈w2〉, builds to a level sufficient to 
offset the increase in np, and produce the same final Dnoise (and χnoise) independent of the 
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number of simulation particles — exactly the behavior observed in the particle-number 
convergence studies of Sec. II. 
 
IV.A The Noise Test 
 
We further investigate the hypothesis that discrete particle noise can suppress 
ETG turbulence using the noise test of Bolton29 and Lin.30  We implement the noise test 
by selecting a reference PG3EQ simulation of Cyclone base-case-like ETG turbulence 
from the flux-tube cross-section convergence study with magnetic trapping (r/R0=0.18) 
illustrated in Fig. 4.  We consider the case with a flux-tube cross-section 250ρe×62.5ρe 
(256×64 grid cells).  Like the other simulations illustrated in Fig. 4, the late-time 
behavior of this simulation was dominated by discrete particle noise.  When this 
simulation ended at t=3000 LT/vte the mean-squared particle weight was 
〈w2〉final≈7.85×104 (ρe/LT)2.  If our hypothesis is correct, this mean-squared particle weight 
should, by itself, be sufficient to suppress Cyclone base-case-like ETG turbulence.  The 
“noise test” investigates this hypothesis by re-initializing the simulation with all 
parameters set as they were at the beginning of the reference simulation except for the 
mean-squared particle weight.  The initial weights of individual particles are then chosen 
from a random distribution scaled such that the mean-square weight, 〈w2〉initial, is 
proportional to the final mean-squared particle weight from our reference simulation, 
〈w2〉final.  In electrostatic δf PIC simulations, any “memory” of past events is encoded into 
the particle phase variables, so this test effectively erases all memory of the previous 
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burst of ETG turbulence other than the discrete particle noise level as quantified by the 
mean-squared particle weight.  
 
 
Figure 11 shows the result when we re-initialized this simulation with 〈w2〉initial = 
〈w2〉final (red curve), 〈w2〉initial=(1/2) 〈w2〉final (blue curve), 〈w2〉initial=(1/4) 〈w2〉final (gold 
curve), 〈w2〉initial=(1/8) 〈w2〉final (green curve), 〈w2〉initial=(1/32) 〈w2〉final (chartreuse curve).  
When the simulation is restarted with 〈w2〉initial = 〈w2〉final (red curve in Fig. 11), χe rises to 
the value it had at the end of the reference run [χe ≈ 3 (ρe/LT)ρevte] over a time interval of 
2.5 LT/vte (this initial transient is too short to be resolved in Fig. 11), and stays at 
approximately this value over the remainder of the simulation (a time interval of about 
1000 LT/vte).  While some low-level potential fluctuations with real frequencies satisfying 
the linear dispersion relation of the ETG modes are present after the restart in this run, it 
shows no evidence of instability, remaining at fluctuation intensities consistent with our 
estimate of the self-shielded noise spectrum.  
 
The behavior of the restart with 〈w2〉initial=(1/2) 〈w2〉final (blue curve in Fig. 11) is 
similar.  The electron heat flux, measured by χe, initially rises to a somewhat lower value 
[χe ≈ 2 (ρe/LT)ρevte] over the initial time interval of 2.5 LT/vte, and then increases very 
slowly to χe ≈ 3 (ρe/LT)ρevte over the remainder of the simulation. When the restart is 
initialized with progressively lower mean-squared particle weights the electron heat 
transport initially rises to progressively lower values: for 〈w2〉initial=(1/4) 〈w2〉final (gold 
curve in Fig. 11) χe rises to about 1.2 (ρe/LT)ρevte over the initial time interval; for 
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〈w2〉initial=(1/8) 〈w2〉final (green curve in Fig. 11) χe rises to about 0.7 (ρe/LT)ρevte over the 
initial time interval; and for 〈w2〉initial=(1/32) 〈w2〉final (chartreuse curve in Fig. 11) χe rises 
to about 0.2 (ρe/LT)ρevte over the initial time interval. These small initial values of χe are 
more easily seen in the expanded scale of Fig. 16.  In each restart with 〈w2〉initial < 〈w2〉final, 
we observe linear growth of ETG modes accompanied by an increase in χe from these 
lower initial values. The maximum in χe during the initial burst of ETG turbulence 
increases with decreasing 〈w2〉initial.   
 
The measured linear growth rates of ETG modes also increase with decreasing 
〈w2〉initial.  The linear growth of ETG modes after the restart is examined in Fig. 12. In 
non-linear simulations like those described here we are only able to measure the linear 
growth rate of the dominant Fourier mode in each restart.  The dominant mode in the 
initial simulation (see black curve in Fig. 12) is kyρe=0.3, with the measured growth rate 
of γ=0.0381±0.0005 vte/LT in reasonable agreement with the linear growth rate of 0.037 
obtained from GS2.7,31 The dominant mode in the restart with 〈w2〉initial = 〈w2〉final (red 
curve) is kyρe=0.1 (the longest wavelength mode in this simulation).  A least-squares fit 
to the slope of this curve over the time-interval after the restart of 100 LT/vte < t < 400 
LT/vte is consistent with no linear growth, γ=0.00045±0.00072 vte/LT.  The dominant 
mode in the restart with 〈w2〉initial=(1/2) 〈w2〉final (blue curve) is again kyρe=0.1.  A least-
squares fit to the slope of this curve (in the semi-log representation shown) over the time-
interval after the restart of 100 LT/vte < t < 1000 LT/vte yields a weakly growing mode 
with γ=0.00052±0.00022 vte/LT.  The error bars represents the change in the slope of the 
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linear fit required to double the mean-squared error.  The dominant mode in the restarts 
with 〈w2〉initial=(1/4) 〈w2〉final (gold curve), 〈w2〉initial=(1/8) 〈w2〉final (green curve), and 
〈w2〉initial=(1/32) 〈w2〉final (chartreuse curve) is kyρe=0.2.  The corresponding growth rates 
are 0.0042±0.0004 vte/LT [〈w2〉initial=(1/4)], 0.029±0.007 vte/LT [〈w2〉initial=(1/8)], and 
0.0168±0.008 vte/LT [〈w2〉initial=(1/32)]. 
 
We conclude from this noise test that discrete particle noise suppresses both ETG 
turbulence and the associated anomalous electron heat transport by suppressing the linear 
growth of ETG modes. The critical value of the mean-squared particle weight required to 
suppress bursts of heat transport for Cyclone base-case-like ETG turbulence, 〈w2〉crit lies 
within the interval 0.25 〈w2〉final < 〈w2〉crit  < 0.5 〈w2〉final (see Fig. 11); while the critical 
value of the mean-squared particle weight required to suppress linear growth of ETG 
modes lies within the interval 0.5 〈w2〉final < 〈w2〉crit  <  〈w2〉final (see Fig. 12). 
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V.  How discrete particle noise suppresses ETG turbulence 
  
Both the PG3EQ simulations described in Sec. II and the GTC simulations 
described in Ref. 9-11 treat the E|| term in the "partially linearized" approximation.  In 
this approximation both the magnetic moment and the kinetic energy of the simulation 
particles are conserved.  Only the particle positions and weights evolve in time.  It 
follows that the 90º scattering time of the computer particles is infinite in the presence of 
discrete particle noise.  Discrete particle noise does affect the particle positions through 
their E×B drift in the potential fluctuations computed in Sec. III.  Hence, the leading-
order self-consistent “collisional” effect in partially-linearized PIC simulations is the 
spatial diffusion due to the discrete particle noise.   
 
V.A Linear Stabilization of ETG Modes by Diffusion 
 
Just as collisional scattering in velocity space must be included when computing 
the linear dispersion relation of experimental plasmas, we must include the spatial 
diffusion due to discrete particle noise when computing the linear dispersion relation of 
our computer plasma.  The ETG turbulence simulations described in Sec. II and Ref. 9-11 
treat the ions as a passive species entering the problem only through the Debye shielding 
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term in the field equation.   This term does not involve any time derivatives, so all the 
frequency dependence in the computer dispersion relation arise from the kinetic electron 
species.  We model the effects of diffusion due to discrete particle noise by including a 
diffusion operator, Dnoise∇⊥2h, in the electron kinetic equation, where Dnoise is the test-
particle diffusion rate of the computer particles due to their interaction with the spectrum 
of discrete particle noise and h is the non-adiabatic part of the electron distribution 
function.  By applying diffusion only to the non-adiabatic part of the distribution function 
we preserve the property that there is no damping of a Boltzmann distribution, which is 
already in thermodynamic equilibrium.32,33 Future work could go beyond this test-particle 
diffusion approach by calculating an improved scattering operator for noise that would 
include back-reaction effects, to insure that the net particle flux is zero.  (ETG/ITG 
turbulence when one species is adiabatic leads to a net heat flux but no net particle flux.) 
 
The fastest growing linear mode at each value of ky from this model dispersion 
relation is found using the GS2 code.7,31  The variation of the real frequency and growth 
rate of CYCLONE base-case-like ETG turbulence with Dnoise is shown in Fig. 13.  The 
real part of the mode frequency is barely affected by Dnoise, while the growth rates 
decrease nearly linearly with increasing Dnoise at each value of ky. 
 
γ(ky, Dnoise) ≈ γ(ky, Dnoise=0) – αnoise ky2Dnoise . (15) 
 
A least-squares fit to the solutions of our model dispersion relation displayed in Fig. 13 
yields αnoise ≈ 2.4. However, the random restart noise tests indicate that αnoise ≈ 2.4 
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overstates the stabilizing effect of discrete particle noise.  Figure 14 shows that αnoise ≈ 1 
gives a reasonable fit to the measured growth rates, as a function of Dnoise. 
 
 
We conclude that discrete particle noise suppresses ETG instabilities in PIC 
simulations by causing spatial diffusion of the simulation particles. For each Fourier 
mode when the discrete particle noise is large enough that Dnoise ≈ γ(ky)/ky2, where γ(ky) is 
the linear growth rate in the absence of discrete particle noise, the linear instability at that 
value of ky is suppressed. 
 
V.B Computing Dnoise and χnoise 
 
The spatial diffusion of computer particles caused by the spectrum of discrete 
particle noise derived in Sec. III above has been computed25 using the shielded test-
particle superposition principle with a resonance-broadening type of renormalization.  
The resulting test-particle diffusion due to the noise fluctuations is 
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where 
noise
Te 2/φ and )(HshieldV  are given by Eqs. (8) and (9). The perpendicular wave 
number (averaged over the noise spectrum and including some FLR effects), Nk⊥ , is 
defined by 
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where 222 ˆˆˆ yx kkk += , the Fourier transform of the discrete analog of x∂∂ /  is denoted by 
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The cut-off in the parallel part of the filters is k||max, defined as 
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The expression for Dnoise in Eq. (16) is of the form Dnoise ~ V2E×B/ν, where ν is a 
decorrelation rate, and so is dimensionally correct and has the straightforward physical 
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interpretation of particle diffusion due to random E×B motion.  This calculation is 
“renormalized” in the sense that the decorrelation rate depends on Dnoise itself, and for 
this reason Dnoise appears inside the logarithm on the RHS of Eq. (16).  In the strong noise 
limits, *max||,
2 ,νtNnoise vkkD >>⊥ , (which usually applies at late times in the noise-
dominated cases we show in this paper), the logarithmic factor in Eq. (16) can be 
expanded to give a familiar result that the decorrelation rate is of order 2Nnoise kD ⊥ . 
 
The various approximations involved in the test-particle theory, and in the 
intermediate integrals used to obtain these results will be presented elsewhere.25 In the 
ν*=0 limit the derivation of Eq. (16) is based on a systematic theoretical calculation with 
no free parameters adjusted to match simulation data.  The coefficient of 3.05 comes not 
from a fit to simulation data but, rather, from a fit to a numerical evaluation of the 
correlation time expressed as an integral involving the plasma dispersion function.  This 
fit agrees with a numerical evaluation of the correlation time to within ±12%.   
 
The ν* term inside the logarithm in Eq. (16) provides qualitative estimates of 
decorrelation rates from mechanisms otherwise neglected in the noise theory of Ref. 25. 
We take ν* = νturb + νB,shear + νtor, where νturb, νB,shear, and νtor are approximations for 
decorrelation rates due to turbulence, magnetic shear, and dispersion in the toroidal 
precession.  The latter two mechanisms are modest corrections.  They provide a lower 
bound on the total decorrelation rate, and have the effect of slightly reducing the estimate 
of Dnoise.  The turbulent decorrelation disappears at late times when the turbulence is 
suppressed by noise, so the late-time calculations of Dnoise are independent of our 
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expression for νturb and only weakly dependent on our assumptions about νB,shear and νtor 
(see Fig. 15).  Note that the theory for Dnoise and χnoise agrees very well with the observed 
χ (compare Fig. 15 with Figs. 4 and 16) at late time, when the noise dominates. 
 
The turbulent decorrelation rate is estimated by the rate at which noise 
fluctuations (primarily at high k) are sheared by an assumed spectrum of turbulent 
fluctuations at lower k, νturb ≈ ( ) 4/320200 / ⊥⊥⊥ kkDkk Nturbr , where Dturb=Max[(2/3)χobs – Dnoise, 
0], χobs is the heat conductivity observed in a simulation, and 202020 ry kkk +=⊥ .  For the 
purposes of this approximate model of turbulent decorrelation we choose ky0ρ =0.15 and 
kr0 ρ ≈ 0.044 as typical ETG turbulence wave numbers (note our results are insensitive to 
this approximate model at late times when the turbulence is suppressed).  The magnetic 
shear de-correlation rate is approximated as )/(ˆ, qRvsk teNshearB ⊥=ν , and the de-correlation 
due to particles having a spread in toroidal ∇B and curvature drift speeds is approximated 
as )2/( Rvk teNtor ⊥=ν .  For Cyclone base-case-like ETG turbulence we find 
νB,shear ≈ 0.0475  vte/LT  and  νtor ≈ 0.060 vte/LT.  
 
The test-particle-based heat diffusivity χnoise(t) = (3/2) Dnoise(t) is shown in Fig. 
16.  We find excellent agreement between the theoretical predictions of the heat transport 
due to discrete particle noise and our simulation results as the mean-squared particle 
weight is varied by a factor of 32 in the noise tests described in Sec. IV. This 
correspondence between our estimate of χnoise and the simulation results demonstrates the 
accuracy of our estimate of Dnoise [Eq. (16)] and supports our expressions for νB,shear and  
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νtor which are important to the determination of Dnoise at low mean-squared particle 
weight employed as part of this noise test.  Figure 16 also demonstrates that essentially 
all of the electron heat transport is accounted for by discrete particle noise at late times in 
our PIC simulations of ETG turbulence. 
 
Encouraged by the success of Eq. (16) in predicting χnoise we extended the noise 
test of Sec. IV to include restarts in which the initial mean-squared particle weight, 
〈w2〉initial, exceeded the mean-squared particle weight at the end of our reference 
simulation, 〈w2〉final.  Figure 17(a) shows Cyclone base-case-like ETG simulations with 
〈w2〉initial = 16 〈w2〉final (black curves) and 〈w2〉initial = 4 〈w2〉final (red curves), together with 
〈w2〉initial = 〈w2〉final (blue curves).  In all of these additional cases the theory presented 
above provides a good estimate to the observed value of χnoise.  Combining the noise test 
data from both Figs. 16 and 17(a), we have scanned 〈w2〉initial over a dynamic range of 
512.  Figure 17(b) shows that our theoretical prediction provides a good fit to this 
simulation data over this entire range. 
 
The simulations with 〈w2〉initial > 〈w2〉final also allow us to address the suggestion 
made by some that the late-time state with χe ≈ 3 seen in Fig. 4 or in the results reported 
in Ref. 9 reflects the steady state ETG turbulence level in the absence of discrete particle 
noise, while the earlier high transport results from a transient overshoot. A change in 
initial conditions (like choice of a larger initial mean-squared particle weight) might 
temporarily drive larger fluctuations and higher transport.  However, the simulation must 
eventually return to the χe ≈ 3 if that reflects the steady-state turbulence in the absence of 
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discrete particle noise.  If χe ≈ 3 results from the accumulation of discrete particle noise 
(as argued above), then choosing 〈w2〉initial > 〈w2〉final will simply further increase the 
discrete particle noise resulting in higher transport levels, consistent with Eq. (16), which 
persist indefinitely.  Fig. 17(a) shows the restarts at higher 〈w2〉initial have persistently 
higher transport, providing further evidence that the late time results from these runs are 
due to discrete particle noise.  Evidence for this can also be seen in the particle number 
scan in Figs. 2 and 4, which show that the transition from the high transport phase to the 
χe ≈ 3 phase occurs at a later time as the number of particles increases.  This correlation 
with particle number indicates a process affected by noise. 
 
V.C Estimates of γ(ky,Dnoise(t)) 
We may obtain an estimate of the net linear ETG growth rates as a function of 
time by combining our approximate expression for the linear growth rate in the presence 
of discrete particle noise, Eq. (15), with our expression for the noise diffusion as a 
function of mean-squared particle weight, Eqs. (8) and (16).  Figure 18(a) shows the net 
linear ETG growth rates vs. time for the PG3EQ simulation at r/R=0.18 with flux-tube 
cross-section 250ρe×62.5ρe (256×64 grid cells), and 16 particles/cell (the reference 
simulation in the noise test of Sec. IV).  In preparing Fig. 18 we took αnoise=1.0, the best 
fit to the random weight restart tests of Fig. 14, corresponding to a somewhat weaker 
dependence of γ on Dnoise than that obtained from the model dispersion relation of Sec. 
V.A.  Despite adopting this weaker dependence of γ on Dnoise, we predict that all ETG 
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modes present in this simulation are stabilized by discrete particle noise at late times 
(t >1650 LT/vte). 
 
Figure 18(b) shows the intensity of the first five Fourier modes in the bi-normal 
(y) coordinate (averaged over the radial coordinate) versus time.  If the saturation of these 
modes were solely due to the modification of their linear growth rate by discrete particle 
noise, then we would expect each Fourier mode to reach is maximum intensity when its 
net linear growth rate passes through zero.  Comparing Figs. 18(a) and 18(b), we see that 
this is the case for the longest wavelength mode (kyρ=0.1). Figure 18(a) indicates that the 
noise is large enough to stabilize this mode (and thus all modes), at late times (t > 1650 
LT/vt) in this simulation.   
 
There is also evidence that the intermediate-time (650 LT/vt < t < 1000 LT/vt) 
saturation is strongly influenced by discrete particle noise. The intermediate-time 
transport and fluctuation levels are not converged in particle number (c.f., Figs. 2 and 4), 
while Fig. 18(a) indicates that the discrete particle noise is large enough to significantly 
modify the linear growth rates of the kyρe=0.3 and kyρe=0.2 modes over this interval.    
 
It appears that that particle number convergence is beginning to be achieved for 
16 particles/cell at early times (t < 650 LT/vte) in these simulations.  Comparing Figs. 18 
and 19, we see that the initial saturation of the kyρe=0.3 mode at t=400 LT/vt occurs 
before the corresponding linear growth is strongly modified by discrete particle noise. 
  –36– 
However, Fig. 4 indicates that the heat transport is not yet fully converged in particle 
number over this time interval. 
 
We conclude that modification of the linear growth rate due to discrete particle 
noise is responsible for the disappearance of the ETG turbulence at late times (t > 1650 
LT/vte), and that this modification of the linear growth rates is affecting the saturation of 
the ETG turbulence even at intermediate times (650 LT/vte < t < 1000 LT/vte) in our PIC 
simulations of Cyclone base-case ETG turbulence with 16 particles /cell.    
 
 
VI.  Summary and Conclusions 
 
We quantitatively reproduced key results from GTC gyrokinetic particle-in-cell 
simulations of ETG turbulence using the flux-tube particle-in-cell code PG3EQ.  Both 
our PG3EQ gyrokinetic particle-in-cell simulations and the GTC simulations of Cyclone 
base-case-like ETG turbulence begin with the linear growth of ETG modes, followed by 
a burst of ETG turbulence.  Our simulations reproduced the evolution of the turbulent 
ETG spectrum observed in the GTC simulations from an initial peak near k⊥ρe≈0.3 in the 
linear phase of the simulation to a peak at longer wavelength, k⊥ρe≈0.1, late in the burst 
of ETG turbulence.    
 
The burst of ETG turbulence dies away at late times and the electron heat 
transport drops to a low level, χe ≈ 3(ρe/LT)ρevte, in agreement with the late-time GTC 
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result.9,10  However, we also found excellent agreement between the fluctuation spectrum 
observed at late-times in our PG3EQ simulations and the fluctuation spectrum produced 
by discrete particle noise.  This leads us to conclude that both these PG3EQ simulations 
and, by inference, the GTC simulations we have reproduced are dominated by discrete 
particle noise at late times.  
 
We demonstrated that the transport level at late times in our PG3EQ simulations 
depends only on the discrete particle noise as quantified by the mean-squared particle 
weight and the number of particles per smoothing volume.  We evaluated the test-particle 
diffusion of computer particles caused by the discrete particle noise25 and demonstrated 
that the discrete particle noise observed at late times in these simulations produces 
enough diffusion to suppress linear growth of ETG modes.  Because discrete particle 
noise is a numerical artifact of the Monte-Carlo-like PIC simulation method we conclude 
that the late-time behavior of both the PG3EQ simulations reported here and, by 
inference, the GTC simulations reported in Refs. 9-11 do not model ETG turbulence as it 
occurs in experimental plasmas. 
 
At earlier times, during the burst of ETG turbulence, we find that both the 
intensity of the ETG turbulence and the magnitude of the electron heat transport increases 
with increasing numbers of simulation particles per grid cell.  We have demonstrated that 
modifications to the linear growth rate due to the particle diffusion resulting from 
“collisions” between discrete particles contributes to the evolution of the ETG spectrum 
toward long wavelength.  Since similar numbers of simulation particles/grid cell were 
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employed both in our PG3EQ simulations and in GTC simulations we have reproduced 
(we used 3 to 6 times more particles per smoothing volume than we believe were used in 
the GTC simulations reported in Ref. 9), we conclude that neither our PG3EQ 
simulations nor these GTC simulations were well converged in particle number during 
the burst of ETG turbulence.  Hence, both the PG3EQ simulations of Cyclone base-case-
like ETG turbulence and the GTC simulations we have reproduced have little to say 
about the anomalous electron heat transport associated with ETG turbulence in 
experimental plasmas.  However, we do note that the relatively high electron heat 
transport and the intermittent behavior of the ETG turbulence at early times in PG3EQ 
simulations with more than 2 particles/grid cell is reminiscent of the ETG turbulence seen 
in Refs. 6-8, providing qualitative confirmation of their results. 
 
A theory of noise based on the test-particle superposition principle24,25 with no 
adjustable fitting parameters, agrees extremely well with the simulations at late times 
when the noise dominates, in both the spectrum of fluctuations and the transport driven 
by the noise.  The predicted transport coefficient χnoise agrees well with the simulations in 
random restart tests where the average squared weight (and thus the fluctuation energy) is 
scanned over a factor of 512.   Although in this paper we have presented a logical 
sequence starting with the PG3EQ simulations first and comparing with the noise theory 
later, the theory (which will be presented in more detail elsewhere25) actually came first 
and predicted that PIC simulations would be dominated by noise at late times for this 
range of particles/cell. 
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There are differences between the GTC and PG3EQ simulations that may change 
some details of how these codes are affected by discrete particle noise. However, these 
differences will not affect the overall conclusion that both the PG3EQ simulations 
reported here and the GTC simulations reported in Refs. 9-11 are dominated by discrete 
particle noise at late times.  The noise in the PG3EQ simulations grew until it was large 
enough to stabilize all of the ETG modes present in that simulation. The GTC simulations 
were done with a much larger system size (thereby requiring far more computer time), 
and so contained lower ky modes that are more weakly affected by the noise-induced 
damping ~ky2 Dnoise.  It is possible that at late times these GTC simulations had some 
residual ETG modes at very low ky that produced streamer-like structures.  (Note that the 
contour plot of φ shown in Refs. 9 and 11 is from relatively early times in the simulation, 
when the observed χ is still large and the noise has not yet become dominant.)  However, 
the fact that the PG3EQ and GTC simulations agree on the late-time transport level, when 
the PG3EQ simulations are clearly dominated by discrete particle noise, demonstrates 
that such long-wave-length streamers (if they exist) cannot have any substantial affect on 
the late-time electron heat transport in these GTC simulations.  
 
Electron temperature gradient modes are seen as a candidate to explain electron 
heat transport across ion thermal barriers, where electron thermal conductivities of the 
order of 1 m2/s are often observed. In this paper we have been reporting the electron 
thermal conductivity in units of electron gyro-Bohms, 
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If χe ≈ 13 (ρe/LT) ρ for ETG turbulence as reported in Ref. 8, this translates to χe ≈ 
0.98[Te/ keV]1.5[B Tesla]-2[LT/m]-1m2/s, a value generally consistent with experimental 
measurements of electron thermal transport across ion thermal barriers. Furthermore, 
even modest enhancements of the electron-gyro-Bohm normalized ETG transport rates, 
χe /χe,GB, relative to the ion-gyro-Bohm ITG transport rates, χi/χi,GB at the same 
temperature gradient, can be enough to make the ETG transport experimentally relevant.  
This is because ion temperature gradients are often very close to marginal stability 
(particularly when the effects of background velocity shear and high ion to electron 
temperature ratio are included, which can raise the critical ion temperature gradient but 
have little or the opposite effect on the critical electron temperature gradient) while 
electron temperature gradients might exceed the ETG threshold by a large amount. 
 
The fact that discrete particle noise has been demonstrated to be important to 
simulations of both ETG and ITG turbulence suggests that the PIC code development 
effort needs to focus on schemes for further reducing the noise level in PIC simulations. 
Several ideas have been proposed that may accomplish this, including the split-weight 
algorithm17-19 which further reduces the perturbation in the distribution function 
represented by the simulation particles, and methods aimed at preventing the mean-
squared weight of the computer particles from growing without bound by a thermostatted 
δf,14 by periodic redistribution of the particle weights,15,16 or by periodic “regridding”.20 
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However, these later methods introduce numerical dissipation, and care must be taken to 
ensure that this dissipation is not so large as to significantly alter the true dynamics. 
 
In summary, we find that the conclusions of Refs. 9-11 regarding the behavior of 
Cyclone base-case-like ETG turbulence result from mistaking the effects of discrete 
particle noise for those of ETG turbulence.  We conclude with the authors of Refs. 6-8 
that ETG turbulence has the potential to produce substantial electron heat transport 
despite its high frequency and short wavelength. 
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Figure Captions 
 
Figure 1.  (Color online) The linear growth rate in units of (vt/LT) for Cyclone base-case-
like ETG modes is plotted vs. the wave number in the bi-normal direction, both with (red 
curve) and without (green curve) magnetically trapped electrons.  For comparison, we 
also plot an estimate of the damping rate, ky2D, that would be associated with noise-
induced diffusion for D=0.5 (ρ/LT)ρvt (blue curve) or D=2.0  (ρ/LT)ρvt (purple curve)). 
 
 
Figure 2. (Color online) The coefficient of electron thermal transport, χe(t), from a 
particle-number and box-size convergence study of Cyclone base-case-like ETG 
turbulence without magnetic trapping (r/R0=0) including runs in with a flux-tube cross-
section of  125ρe×125ρe  and 2 particles/grid cell (blue curve), 4 particles/grid cell (green 
curve), and 8 particles/grid cell (black curve); and a flux-tube cross-section of 
250ρe×62.5ρe with 16 particles/grid cell (red curve). 
 
 
Figure 3. (Color online) The ETG fluctuation spectra in the linear phase, t=420 LT/vte 
(D420, red curve) and at t≈20/γ0 after saturation from the PG3EQ simulation with a cross-
section of 125ρe×125ρe and 8 particles/grid cell (D995, black curve) corresponding to the 
black curve in Fig. 2. 
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Figure 4. (Color online) The coefficient of electron thermal transport, χe(t), from a 
particle-number and flux tube cross-section convergence study of Cyclone base-case-like 
ETG turbulence with magnetic trapping (r/R0=0.18), including runs in a flux-tube with 
cross-section 500ρe×125ρe with 2 particles/grid cell (green curve), 4 particles/grid cell 
(blue curve), and 16 particles/grid cell (red curve); and a flux-tube cross-section of 
250ρe×62.5ρe with 16 particles/grid cell (black curve). 
 
Figure 5 .  (Color online)  The ETG fluctuation spectra in the linear phase, t=400 LT/vte 
(D400, red curve) and at 30 linear growth times later at t≈1228 LT/vte (D1228, black curve). 
Data from the PG3EQ simulation with a cross-section of 250ρe×62.5ρe and 16 
particles/grid cell (corresponding to the black curve in Fig. 4). 
 
Figure 6. Grey-tone rendering  of the potential on the outboard mid-plane at t=400 LT/vte 
late in the linear phase (top panel) and 30 linear growth times later at t=1228 LT/vte 
(middle panel) show the characteristic ETG “streamers”. These streamers are absent at 
very late times, t=2500 LT/vte (bottom panel) during the steady-state phase of the 
simulation. Data from the PG3EQ simulation of Cyclone base-case-like ETG turbulence 
with flux-tube cross-section 250ρe×62.5ρe, magnetic trapping (r/R0=0.18), and 16 
particles/grid cell (black curve of Fig. 4). 
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Figure 7. (Color online)  (a) The fluctuation spectrum at the outboard mid-plane 
averaged over the radial coordinate (x) and the interval 2500 LT/vte  < t < 3000 LT/vte is 
plotted on a semi-log scale vs. ky (Dlate, black curve), together with the corresponding 
fully uncorrelated noise estimate (N, blue curve) and self-Debye shield noise estimate (H, 
red curve). The fluctuation spectrum averaged over radius and the interval 1200 LT/vte  < 
t < 1300 LT/vte (Dearly, green curve) and the corresponding self-Debye shielded noise 
level (Hearly chartreuse curve) are shown for comparison.  (b) Fluctuation and noise data 
for the interval 2500 LT/vte  < t < 3000 LT/vte on a linear scale. 
 
Figure 8. (Color online) (a) The fluctuation spectrum at the outboard mid-plane averaged 
over the bi-normal coordinate (y) and the interval 2500 LT/vte  < t < 3000 LT/vte is plotted 
on a semi-log scale vs. kx (D, black curve), together with the corresponding fully 
uncorrelated noise estimate (N, blue curve) and self-Debye shield noise estimate (H, red 
curve). (b) Same data on a linear scale. 
 
Figure 9. (Color online) The fluctuation energy averaged over the outboard mid-plane 
(black curve) is compared to the fluctuation intensity from the fully uncorrelated noise 
spectrum (blue curve) or self-Debye shielded noise spectrum (red curve). 
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Figure 10. (Color online) The fluctuation energy is plotted vs. time for a PG3EQ 
simulation of Cyclone base-case ITG turbulence (black curve).  The red curve shows the 
fluctuation energy expected from the discrete particle noise.  The corresponding level of 
thermal transport from this PG3EQ simulation is shown by the blue curve. 
 
Figure 11. (Color online)  Electron heat flux from the “Noise Test” of Lin and Bolton. 
The black curve is from the initial simulation.  The remaining 5 curves correspond to 
simulations initialized with 〈w2〉initial = 〈w2〉final (red curve), 〈w2〉initial=(1/2) 〈w2〉final (blue 
curve), 〈w2〉initial=(1/4) 〈w2〉final (gold curve), 〈w2〉initial=(1/8) 〈w2〉final (green curve), 
〈w2〉initial=(1/32) 〈w2〉final (chartreuse curve). 
 
Figure 12. (Color online)  (a) the intensity of the dominant Fourier mode during the 
linear phase of each run in Fig. 11. The black curve is kyρe=0.3 from the initial 
simulation (multiplied by 106).  In the remaining 5 curves t is measured from the time of 
the restart. For 〈w2〉initial = 〈w2〉final (red curve) and 〈w2〉initial=(1/2) 〈w2〉final (blue curve) the 
dominant mode is kyρe=0.1.  For 〈w2〉initial=(1/4) 〈w2〉final (gold curve), 〈w2〉initial=(1/8) 
〈w2〉final (green curve), and 〈w2〉initial=(1/32) 〈w2〉final (chartreuse curve) the dominant mode 
is kyρe=0.2.  (b) The same data re-plotted to display the weak linear growth of the 
kyρe=0.1 mode in the restart with 〈w2〉initial=(1/2) 〈w2〉final (blue curve). 
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Figure 13. (Color online) The real frequency (a) and growth rate (b) for Cyclone base-
case-like ETG turbulence as a function of the magnitude of the diffusion, Dnoise acting on 
the non-adiabatic part of the electron distribution function for kyρe=0.1 (black curves), 
kyρe=0.2 (red curves), kyρe=0.3 (blue curves), kyρe=0.4 (green curves), and kyρe=0.5 
(chartreuse curves). 
 
Figure 14.  (Color online) Measured maximum linear growth rate (with error bars and 
connected by the grey line) after restart from the noise test simulations of Sec. IV are 
compared with γ(ky, Dnoise) from Eq. 15 with αnoise ≈ 1 (heavy line).  The colors of both 
data points and model are chosen to indicate the corresponding wave number as kyρe=0.1 
(black), kyρe=0.2 (red), and kyρe=0.3 (blue). 
 
 
Figure 15.  (Color online) The value of χnoise(t) from Eq. (16) for Cyclone base-case-like 
ETG turbulence with magnetic trapping (r/R0=0.18) from PIC simulation in a flux-tube 
cross-section of 250ρe×62.5ρe with 16 particles/grid cell is displayed both with (red 
curve) and without (black curve) the contribution of turbulence, toroidal drifts, and 
magnetic shear to the decorrelation. 
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Figure 16. The predicted value of χnoise(t) = (3/2) Dnoise(t) from Eq. 16 is compared to 
χe(t) from noise test described in Sec. IV. The black curves are χe(t) from the initial 
simulation (distinguished by large variations) and from Eq. 16 (smooth curve at χ≈3).  
The remaining curves show simulations initialized with 〈w2〉initial = 〈w2〉final (red curves), 
〈w2〉initial=(1/2) 〈w2〉final (blue curves), 〈w2〉initial=(1/4) 〈w2〉final (gold curves), 〈w2〉initial=(1/8) 
〈w2〉final (green curves), 〈w2〉initial=(1/32) 〈w2〉final (chartreuse curves). 
 
Figure 17. (Color online)  (a) The χe(t) from noise test described in Sec. IV (larger 
variation), and the predictions from Eq. 16 (smaller variation), with 〈w2〉initial = 16 〈w2〉final 
(black curves), 〈w2〉initial= 4 〈w2〉final (blue curves), 〈w2〉initial= 〈w2〉final (red curves).  (b) The 
predicted value of χnoise from Eq. 16 (green squares) and the simulation results (red 
crosses) from all of the random restart tests in Figs. 16 and 17(a), showing that Eq.16 
predicts the observed scaling well as the average squared weight is varied by a factor of 
512. 
 
Figure 18.  (Color online)  (a) The net linear growth rate vs. time (αnoise=1.0) for 
kyρe=0.1 (black curves), kyρe=0.2 (red curves), and kyρe=0.3 (blue curves). The thick 
(upper) curves use Dnoise from Eq. 16.  The thin (lower) curves show the sensitivity to 
turbulent de-correlation by setting νturb=0. (b) The intensity of Fourier modes vs. time for 
kyρe=0.1 (black curve), kyρe=0.2 (red curve), kyρe=0.3 (blue curve), kyρe=0.4 (green 
curve), and kyρe=0.5 (chartreuse curve). 
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