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iiiIntroduzione
L'argomento trattato in questa tesina  e la Forma Canonica di Jordan, un
importante risultato degli studi di Camille Jordan, matematico francese
del XIX secolo, da lui riportato nel trattato Trait e des substitutions et
des  equations alg ebriques, opera scritta a Parigi nel 1870.
L'importanza di questa forma canonica,  e strettamente legata al con-
cetto di similitudine, una particolare relazione che esiste tra matrici qua-
drate di uno stesso ordine. La similitudine  e una relazione di equivalenza,
per cui l'insieme di tutte le matrici di un dato ordine viene partizionato
in classi di equivalenza. Ogni singola classe di similitudine pu o essere
identicata da un rappresentante, per cui la ricerca, tra tutte le matrici
di una data classe, di un rappresentante semplice  e importante. Dal mo-
mento infatti che la similitudine  e la relazione che lega tutte le matrici
di un dato endomorsmo L : V ! V , trovare una matrice di L che sia
semplice e le cui propriet a siano subito evidenti, risulta molto utile per
lo studio dell'endomorsmo stesso.
Se la classe di equivalenza  e composta da matrici diagonalizzabili, allora
il rappresentante pi u semplice per questa classe risulta essere la matrice
diagonale che si ottiene attraverso la similitudine. Questa matrice inol-
tre risulta unica, a meno di permutazioni degli elementi della diagonale
principale.
Se per o la classe di equivalenza  e composta da matrici non diagonalizza-
bili,  e necessario cercare un rappresentante di forma semplice, anche se
non pi u diagonale, e tale da essere anch'esso determinato in modo unico.
La forma canonica di Jordan risponde a queste esigenze: si pu o infatti
dimostrare che ogni matrice  e simile a una matrice in forma canonica di
Jordan, che, essendo diagonale a blocchi, con i singoli blocchi sopradia-
gonali, ha una forma decisamente semplice;  e inoltre possibile provare
che nella classe di similitudine c' e un solo rappresentante di questo tipo,
a meno della permutazione dei blocchi della diagonale. Si nota anche che
la forma canonica di Jordan coincide con la forma diagonale quando la
matrice  e diagonalizzabile, quindi pu o essere considerata una generaliz-
zazione della forma diagonale.
Lo scopo di questa tesina  e allora dimostrare che, comunque sia assegna-
ta una matrice quadrata A, esiste una matrice A0 in forma canonica di
Jordan ad essa simile, e che questa matrice A0  e univocamente determi-
nata, a meno di permutazioni dei blocchi elementari di Jordan.
1Oltre ad essere un rappresentante privilegiato di una classe di simili-
tudine, la forma canonica di Jordan risulta anche particolarmente utile
nella risoluzione di sistemi di equazioni dierenziali a coecienti costanti
del primo ordine; questi sistemi sono diusi in ambito ingegneristico, per
cui una loro semplicazione  e importante.
In alcuni corsi viene infatti richiesta la modellizzazione di sistemi di va-
ria natura (biologici, sici,etc.), operazione che porta alla descrizione di
questi tramite sistemi di equazioni dierenziali in forma di stato. Questi
sistemi, dopo una opportuna linearizzazione, si presentano sotto forma di
equazioni matriciali del tipo X0 = AX + GU (che rappresentano sistemi
di equazioni dierenziali lineari a coecienti costanti del primo ordine),
con X vettore colonna che rappresenta gli stati (X0 la derivata del vettore
X), U il vettore che rappresenta gli ingressi del sistema e A e G matrici
che rappresentano il legame tra gli stati, gli ingressi e le derivate degli
stati. La soluzione di questi sistemi risulta relativamente semplice se la
matrice A che descrive il sistema stesso  e in forma canonica di Jordan,
e d'altra parte, come si vedr a successivamente,  e sempre possibile ricon-
dursi a questo caso semplice qualsiasi sia il sistema assegnato.
La tesina si svolge in 4 paragra: nel primo si riprendono concetti di
teoria gi a trattati nel corso di Algebra Lineare e Geometria e se ne in-
troducono alcuni strettamente legati a questi; questa parte non conterr a
molte dimostrazioni, dal momento che contiene nozioni ampiamente note.
Nel secondo si analizza in modo abbastanza approfondito la composizio-
ne reiterata di un endomorsmo con se stesso e le matrici nilpotenti; con
questo paragrafo si introducono concetti che risulteranno fondamentali
per la trattazione seguente. Il terzo  e totalmente dedicato alla Forma
Canonica di Jordan, in cui si dimostra che ogni matrice risulta simile ad
una e una sola matrice in forma canonica di Jordan, e si illustra anche
un metodo per ottenere la matrice che, per similitudine, rende una data
matrice nella sua forma canonica. L'ultimo paragrafo  e inne dedicato
alle equazioni dierenziali e al loro svolgimento con le matrici, e serve
per mostrare l'utilit a operativa della forma canonica studiata.
Per lo svolgimento del primo paragrafo  e stato utilizzato in particolare
[8], per la seconda e terza parte [1] e [3], per la quarta parte la linea guida
 e stata nuovamente [8] e qualche spunto si  e preso anche da [2] e [6]. Per
consultazione sono risultati utili anche [5], [4] e [7].
21 Richiami di algebra lineare
In questo paragrafo si riprendono alcuni concetti fondamentali dell'Algebra
lineare, omettendo gran parte delle dimostrazioni, che possono essere trovate
nei testi di base.
1.1 Applicazioni lineari
Denizione 1.1 (Applicazione lineare) Siano V e V 0 due spazi vet-
toriali su uno stesso campo K. Una applicazione (o funzione)
L : V ! V
0
si dice K lineare o semplicemente lineare se soddisfa le seguenti condi-
zioni:
1. L(u + v) = L(u) + L(v) per ogni u, v 2 V ,
2. L(v) = L(v) per ogni v 2 V e  2 K ,
dove le operazioni al primo membro di 1. e 2. sono la somma e il
prodotto per uno scalare denite su V , e quelle al secondo membro sono
le operazioni denite su V 0.
Le applicazioni lineari vengono anche dette trasformazioni lineari.
Un isomorsmo  e una applicazione lineare biiettiva, cio e una funzione
iniettiva e suriettiva.
Le applicazioni lineari di V in V di dicono endomorsmi; un endomor-
smo biiettivo si dice anche automorsmo.
Proposizione 1.1 Sia L : V ! V 0 una applicazione lineare tra due
spazi vettoriali V e V 0 su uno stesso campo K. Allora:
1. l'immagine (tramite L) di un sottospazio W di V  e un sottospazio
di V 0;
2. l'antimmagine (tramite L) di un sottospazio W 0 di V 0 (cio e l'insie-
me W = fv 2 V jL(v) 2 W 0g)  e un sottospazio di V .
Denizione 1.2 Data L : V ! V 0, l'immagine di V , L(V ),  e secondo
la proposizione precedente un sottospazio di V 0 e si dice immagine di V
secondo L e viene indicata con Im(L); la dimensione di Im(L) si dice
rango e si indica con rg(L).
Si denisce inoltre il nucleo di L come l'antimmagine di f0V 0g e si indica
con ker(L); dalla proposizione precedente si pu o dedurre che il nucleo  e
un sottospazio di V .
3Pu o essere utile capire quando una data funzione lineare sia iniettiva
o suriettiva e con la prossima osservazione introduciamo un criterio per
stabilirlo
Osservazione 1.1 Sia L : V ! V 0 una applicazione lineare; allora
 L  e iniettiva , ker(L) = f0Vg;
 L  e suriettiva , Im(L) = V 0.

Altra utile considerazione pu o essere fatta riguardo alle dimensioni
dei diversi spazi vettoriali coinvolti in una applicazione lineare:
Proposizione 1.2 Sia L : V ! V 0 una applicazione lineare. Allora:
dimV = dimIm(L) + dimker(L):
1.2 Relazioni tra applicazioni lineari e matrici
Esiste un forte legame tra le applicazioni lineari e le matrici; data infatti
una funzione lineare L : V ! V 0 e date B e B0 basi rispettivamente di
V e V 0, possiamo trovare la relazione che lega l'ennupla delle coordinate
rispetto a B di un vettore v 2 V con le coordinate rispetto a B0 di
L(v) 2 V 0 attraverso l'uso di una matrice m  n, dove n = dimV e
m = dimV 0.
Proposizione 1.3 Sia L : V ! V 0 una applicazione lineare tra due
spazi vettoriali V e V 0 (su uno stesso campo K) di dimensione n e m
rispettivamente. Siano inoltre B e B0 basi di V e V 0. Indicate con
XB =
0
B
@
x1
. . .
xn
1
C
Ae con X
0
B0 =
0
B
@
x0
1
. . .
x0
m
1
C
A
le matrici colonna i cui elementi coincidono con le coordinate di v e di
L(v) rispetto a B e B0, esiste una matrice A 2 Mm;n(K) tale che
X
0
B0 = AXB:
Inoltre questa matrice A  e univocamente determinata da L, B e B0 e
possiamo denotarla con AB0
L;B.
4Si noti che, detto vj il j-esimo vettore della base B e chiamata Cj la co-
lonna j-esima di A, questa contiene le coordinate di L(vj) rispetto alla
base B0. In particolare, se gli spazi vettoriali V e V 0 corrispondono rispet-
tivamente a Kn e Km e le basi B e B0 corrispondono alle basi canoniche
di Kn e Km, allora le colonne della matrice A generano l'immagine della
funzione L.
Osservazione 1.2 Sia L : V ! V 0 una funzione lineare e sia A 2
Mm;n una delle matrici di L. Allora
rg(A) = dimIm(L):

Allo stesso modo, data una matrice A, si pu o trovare una funzione
lineare ad essa associata:
Osservazione 1.3 Dati V e V 0 spazi vettoriali su K e B = (v1;:::;vn)
e B0 = (v0
1;:::;v0
m) due loro basi, comunque si ssi A 2 Mm;n(K) si pu o
considerare la funzione LA : V ! V 0 che fa corrispondere al vettore
v = x1v1 +  + xnvn il vettore v0 = x0
1v0
1 +  + x0
mv0
m le cui coordinate
rispetto a B0 sono date da
0
B
@
x0
1
. . .
x0
m
1
C
A = A
0
B
@
x1
. . .
xn
1
C
A:
Si pu o vericare che LA  e una funzione lineare. A risulta dunque la ma-
trice di LA rispetto alle basi B e B0.
Nel caso particolare in cui gli spazi vettoriali V e V 0 corrispondano rispet-
tivamente a Kn e Km e le basi B e B0corrispondano alle basi canoniche di
Kn e Km, allora LA viene detta funzione lineare associata in modo
canonico ad A. 
Analizzando la matrice A della funzione L : V ! V 0 rispetto a due
basi qualsiasi del dominio e codominio, possiamo analizzare alcune pro-
priet a di L: dati infatti n e m corrispondenti alle dimensioni di V e
V 0
 L  e iniettiva , rg(A) = n;
 L  e suriettiva , rg(A) = m;
5 L  e biiettiva , rg(A) = n = m.
La matrice associata a una data funzione L dipende dalle basi che ven-
gono scelte per V e V 0, per cui se abbiamo le basi B e C in V , e B0 e C0
in V 0, chiamate XB e YC le matrici colonna delle coordinate di un vettore
v 2 V rispetto alle basi B e C, e chiamate X0
B0 e Y 0
C0 le coordinate di
L(v) 2 V 0 rispetto alle basi B0 e C0, esisteranno 2 matrici, AB0
L;B e DC0
L;C,
tali che
X
0
B0 = AXB (1.1)
Y
0
C0 = DYC (1.2)
Il legame che esiste tra XB e YC si ottiene, ad esempio, con la matrice
di passaggio dalla base C alla base B; indicata questa con K 2 Mn
(K = KB
C ) allora risulta XB = KYC.
Allo stesso modo il legame tra X0
B0 e Y 0
C0 pu o essere rappresentato dalla
matrice H 2 Mm (H = HB0
C0 ), che permette il passaggio dalla base C0 a
quella B0; usando H si ottiene infatti X0
B0 = HY 0
C0.
Facendo in (1.1) le dovute sostituzioni si ottiene HY 0
C0 = AKYC e quindi
Y
0
C0 = H
 1AKYC:
Confrontando con la (1.2), risulta D = H 1AK (si ricorda che l'inverti-
bilit a di H  e assicurata dal suo essere una matrice di cambio base). Per le
nozioni note relative alle matrici per il cambio di base
H 1 = (HB0
C0 )
 1
= HC0
B0, quindi
D
C0
L;C = H
C0
B0A
B0
L;BK
B
C :
Avendo una matrice di una data funzione lineare L, le altre matrici re-
lative a L si possono quindi ottenere moltiplicando la matrice data per
opportune matrici di passaggio da una base ad un'altra: la moltiplicazio-
ne a destra corrisponde a un cambio di base nel dominio, quella a sinistra
a uno nel codominio.
Nel caso particolare di endomorsmi, normalmente si usa la stessa base
B per il dominio e il codominio (in questo caso la matrice AB
L;B si di-
ce matrice dell'endomorsmo L relativa alla base B), per cui le diverse
matrici di un endomorsmo sono del tipo
D = H
 1AH
con H matrice di passaggio dalla base C alla base B (ricordiamo infatti
che B = B0 e C = C0).
61.3 Composizione di applicazioni lineari
Nel capitolo relativo alla Forma Canonica di Jordan saranno importanti le
nozioni che vengono qui introdotte, cio e le composizioni tra funzioni e in
particolare la composizione di una applicazione lineare con se stessa, even-
tualmente ripetuta pi u volte; in questa parte vengono riportate anche alcune
dimostrazioni.
Denizione 1.3 Siano V , V 0, V 00 tre spazi vettoriali su uno stesso cam-
po K e siano:
L1 : V ! V
0 L2 : V
0 ! V
00
due applicazioni lineari. L'applicazione:
L : V ! V 00
v 7! L2(L1(v))
viene detta applicazione composta di L1 e L2 e denotata con
L = L2  L1.
Proposizione 1.4 La funzione che risulta dalla composizione di due
funzioni lineari  e lineare.
Dimostrazione:
L(u + v) = L2(L1(u + v)) = (per la linearit a di L1)
= L2(L1(u) + L1(v)) = (per la linearit a di L2)
= L2(L1(u)) + L2(L1(v)) =
= L(u) + L(v);
8u;v 2 V .
Allo stesso modo
L(u) = L2(L1(u)) = (per la linearit a di L1)
= L2(L1(u)) = (per la linearit a di L2)
= L2(L1(u)) =
= L(u),
8 2 K e 8u 2 V . 
Osservazione 1.4 Data una funzione lineare L = L2  L1, con
L1 : V ! V 0, L2 : V 0 ! V 00, L : V ! V 00, allora si ha che
1. Im(L)  Im(L2);
2. ker(L)  ker(L1).

7Dimostrazione:
1. se v00 2 Im(L) ) 9 v 2 V jL2(L1(v)) = v00 ma allora, detto v0 = L1(v) 2 V 0,
L2(v0) = v00 ) v00 2 Im(L2); tutto questo vale 8v00 2 Im(L);
2. se v 2 ker(L1) ) L1(v) = 0V 0; dal momento che L2(0V 0) = 0V 00 allora L(v) =
L2(L1(v)) = L2(0V 0) = 0V 00 ) v 2 ker(L), 8v 2 ker(L1). 
Osservazione 1.5 Se consideriamo le matrici relative alle funzioni
lineari, la composizione di funzioni comporta la moltiplicazione tra le
matrici che le rappresentano. Fissate infatti delle basi in V , V 0 e V 00 e
indicate con A la matrice della funzione L1 : V ! V 0 e con B quella di
L2 : V 0 ! V 00, relative alle rispettive basi ssate, allora la matrice che
rappresenta la funzione composta L = L2  L1 rispetto alle basi di V e
V 00 ssate  e
C = BA:
Come si nota  e di fondamentale importanza l'ordine in cui le matrici
vengono moltiplicate. 
1.4 Autovettori e diagonalizzazione
Una matrice diagonalizzabile A  e una particolare matrice per la quale esiste
una matrice H invertibile (di cambio base) tale che H 1AH  e una matrice in
forma diagonale. Questa tipologia di matrici viene qui trattata in modo espli-
cito ed approfondito per le ragioni esposte nell'introduzione. Alla ne della
trattazione risulter a chiaro che non tutte le matrici risultano diagonalizzabili e
proprio per questo  e necessaria l'introduzione della forma canonica di Jordan,
che, sebbene non sempre diagonale,  e la forma il pi u possibile simile a questa.
Denizione 1.4 Sia V uno spazio vettoriale su K e sia L un endomor-
smo di V. Si dice autovettore di L ogni vettore v 2 V;v 6= 0V, tale
che
L(v) = v
per qualche  2 K.
Denizione 1.5  2 K si dice autovalore di L se esiste un vettore
v 2 V;v 6= 0V, tale che
L(v) = v:
Fissato  2 K, i vettori v non nulli e tali che L(v) = v si dicono auto-
vettori associati all'autovalore .
8Osservazione 1.6  = 0  e un autovalore , ker(L) 6= f0Vg: 
Osservazione 1.7 Ogni autovettore pu o essere associato ad un unico
autovalore  2 K. 
Possono essere fatte alcune considerazioni generali sulle matrici rela-
tive ad endomorsmi e sugli autovalori e autovettori dell'endomorsmo
stesso. Data infatti la matrice A 2 Mn(K), relativa all'endomorsmo L
e alla base B:
1. Se uno dei vettori di B, per esempio vi,  e un autovettore di L
associato a , la matrice A risulta essere del tipo
0
B B B B B
B
@
a11  0  a1n
a21  0  a2n
    
ai1    ain
    
an1  0  ann
1
C C C C C
C
A
dove
0
B B B B B
B
@
0
0



0
1
C C C C C
C
A
 e la colonna i   esima;
questa infatti rappresenta le coordinate di L(vi) rispetto alla base
B stessa.
2. Allo stesso modo, se la colonna j-esima della matrice A  e nulla ad
eccezione eventualmente dell'elemento ajj, allora il j-esimo vettore
della base B  e un autovettore di L relativo all'autovalore ajj.
Denizione 1.6 Sia  2 K un autovalore dell'endomorsmo L : V ! V ,
l'insieme V = fv 2 V jL(v) = vg  e un sottospazio vettoriale di V e si
dice autospazio relativo all'autovalore .
Per determinare gli autovalori di un dato endomorsmo si pu o utilizzare
la seguente
Proposizione 1.5 Dati L : V ! V e A 2 Mn(K) la matrice di L
relativa alla base B, allora
 2 K  e un autovalore di L , det(A   In) = 0:
Un metodo equivalente per il calcolo degli autovalori prende in consi-
derazione il rango della matrice A   In; se A  e la matrice relativa
all'endomorsmo L, A   In rappresenta quella relativa alla funzione
9L : V ! V che a un generico v 2 V associa L(v)   v. Risulta allora
che il nucleo di L coincide con l'autospazio V di L relativo a . Si pu o
quindi concludere che
 2 K  e un autovalore di L , rg(A   In) < n:
Come si deduce dalla proposizione 1.2 e dall'osservazione 1.2, risulta
inoltre
dimV = n   rg(A   In):
Data una matrice A dell'endomorsmo L relativa a una base B, e detta T
una indeterminata in K, possiamo considerare il polinomio
PL(T) = det(A TIn), che risulta essere di grado n; introducendo questo
polinomio la proposizione 1.5 pu o essere rivista ottenendo che
 2 K  e un autovalore di L ,   e una radice del polinomio det(A   TIn):
Questo polinomio risulta utile perch e, come dimostrato dalla proposizio-
ne seguente, esso non dipende dalla particolare matrice di L scelta, cio e
non dipende dalla base ssata in V .
Proposizione 1.6 Siano A e A0 matrici di uno stesso endomorsmo L
di V , relative alle basi B e B0 rispettivamente. Allora i due polinomi
PL(T) = det(A   TIn) e P
0
L(T) = det(A
0   TIn)
coincidono.
Denizione 1.7 Dato L un endomorsmo di V e detta A la matrice di
L relativa a una base qualsiasi di V , il polinomio
PL(T) = det(A   TIn)
si dice polinomio caratteristico di L. L'equazione PL(T) = 0 si dice
equazione caratteristica di L.
Denizione 1.8 Dato un autovalore  di L, si dice molteplicit a al-
gebrica di , e si indica con (), la molteplicit a di  come radice del
polinomio caratteristico PL(T). Se un autovalore ha molteplicit a algebri-
ca pari a 1 si dice che  e un autovalore semplice.
La dimensione di V si dice molteplicit a geometrica di .
Dal momento che PL(T)  e un polinomio di grado n, si ha che
X
(i)  dimV = n:
10La disuguaglianza risulta stretta se il polinomio ha dei fattori irriducibili
di grado maggiore o uguale a due, altrimenti  e una uguaglianza. Gli au-
tovalori di un endomorsmo dipendono quindi dal campo K degli scalari;
se K coincide con C, per il teorema fondamentale dell'algebra, PL(T)  e
scomponibile in fattori di primo grado, ma se coincide con R questo non
 e sempre detto. Per questo motivo il lavoro condotto da Camille Jordan
si concentra sullo studio di matrici con elementi in C.
Proposizione 1.7 Sia  un autovalore dell'endomorsmo L. Allora
dimV  ():
Come conseguenza della proposizione precedente e della denizione di
autovalore si ha che se () = 1 allora dimV = 1.
Caratteristica fondamentale degli autospazi  e che la loro somma ri-
sulta diretta, come si aerma nella prossima
Proposizione 1.8 Sia L un endomorsmo di V ; comunque vengano s-
sati degli autovalori 1;:::;r, con i 6= j per i 6= j, la somma degli
autospazi V1 +  + Vr  e diretta:
V1    Vr
Come conseguenza di questo fatto, la famiglia di vettori che si ottiene riu-
nendo basi dei singoli autospazi  e una famiglia linearmente indipendente
formata da autovettori. Il massimo numero di autovettori linearmente
indipendenti  e quindi pari alla somma delle dimensioni di tutti i singoli
autospazi.
Tutte le considerazioni fatte nora sugli autovettori e autovalori di un
endomorsmo possono essere estese anche alle matrici. In questo caso,
data A 2 Mn(K), una ennupla non nulla X 2 Kn si dice autovettore
di A se AX = X per qualche  2 K; allo stesso modo  2 K si dice
autovalore di A se esiste un'ennupla X 6= 0 tale che AX = X.
Inoltre, come  e noto dall'osservazione 1.2, esiste la funzione lineare as-
sociata in modo canonico ad A 2 Mn(K) (che in questo caso sar a un
endomorsmo di Kn), quindi possiamo aermare che gli autovettori, gli
11autovalori, gli autospazi e il polinomio caratteristico di A coincidono con
quelli dell'endomorsmo LA, per cui tutte le considerazioni fatte prece-
dentemente relativamente a un endomorsmo L possono essere pensate
anche rispetto a una matrice quadrata A qualsiasi.
Denizione 1.9 Sia L un endomorsmo di uno spazio vettoriale V di
dimensione n su K. L si dice diagonalizzabile se esiste una base di
V tale che la matrice di L ad essa relativa sia diagonale (cio e abbia gli
eventuali elementi diversi da 0 solo sulla diagonale principale).
Proposizione 1.9 Sia L un endomorsmo di V ; allora sono equivalenti:
1. L  e diagonalizzabile;
2. esiste una base di V formata da autovettori di L.
Sfruttando le proposizioni 1.7, 1.8 e quella precedente, possiamo aerma-
re che gli endomorsmi di V , con V di dimensione n, aventi n autovalori
semplici, sono diagonalizzabili.
Denizione 1.10 Una matrice A 2 Mn(K) si dice diagonalizzabile
se esiste una matrice H 2 Mn(K) invertibile e tale che  = H 1AH sia
diagonale.
Osservazione 1.8 Dato LA l'endomorsmo associato in modo cano-
nico alla matrice A, A  e diagonalizzabile , LA  e diagonalizzabile. 
Possiamo anche in questo caso, sfruttando l'osservazione precedente,
riscrivere la proposizione 1.9 per le matrici quadrate:
Proposizione 1.10 Sia A 2 Mn(K); allora sono equivalenti:
1. A  e diagonalizzabile;
2. esiste una base di Kn formata da autovettori di A.
Inoltre, come per gli endomorsmi, se A ha n autovalori semplici allora
 e diagonalizzabile.
Nelle prossime proposizioni enunciamo delle condizioni necessarie e
sucienti anch e un endomorsmo o una matrice sia digonalizzabile:
12Proposizione 1.11 Sia L un endomorsmo di uno spazio vettoriale V
di dimensione n su K; siano 1;:::;r gli autovalori di L, (1);:::;(r)
le rispettive molteplicit a e V1;:::;Vr gli autospazi relativi a questi au-
tovalori. Allora sono equivalenti:
1. L  e diagonalizzabile;
2. V = V1    Vr;
3.
Pr
i=1 (i) = n e dimVi = (i), per ogni 1  i  r.
Proposizione 1.12 Sia A 2 Mn(K) e siano 1;:::;r gli autovalori di
A, (1);:::;(r) le rispettive molteplicit a e V1;:::;Vr gli autospazi
relativi a questi autovalori. Allora sono equivalenti:
1. A  e diagonalizzabile;
2. Kn = V1    Vr;
3.
Pr
i=1 (i) = n e dimVi = (i), per ogni 1  i  r.
Viste queste proposizioni possiamo aermare che non tutte le matrici
quadrate sono diagonalizzabili: infatti le matrici per cui il polinomio ca-
ratteristico non  e scomponibile in fattori di primo grado non possono
essere messe in forma diagonale, e nemmeno quelle in cui per uno o pi u
autovalori la molteplicit a algebrica  e strettamente superiore alla molte-
plicit a geometrica.
Avendo una matrice A 2 Mn(K) diagonalizzabile, pu o essere utile
trovare la matrice H che la diagonalizza. Dal momento che A risulta
diagonalizzabile, allora esiste una base   di Kn formata da soli autovettori
di A. Come abbiamo gi a visto, la matrice  di LA relativa alla base    e
diagonale; si ha quindi che, chiamata En la base canonica di Kn e H
En
 
matrice di passaggio dalla base   alla base canonica En
 = 
 
LA;  = H
 
EnA
En
LA;EnH
En
  :
H
En
  , per come  e denita, ha come colonne i vettori della base   e quin-
di una base di Kn formata da autovettori di A; l'ordine in cui vengono
disposti gli autovettori come colonne di H in
uisce sull'ordine degli ele-
menti nella diagonale principale di  (se la colonna i-esima contiene
l'autovettore relativo all'autovalore i, l'elemento di  in posizione i;i
corrisponde a i).
131.5 Matrici simili
Denizione 1.11 Assegnate A; B 2 Mn(K), A si dice simile a B, e
si indica con A  B, se esiste una matrice H 2 Mn(K) invertibile e tale
che
B = H
 1AH:
Proposizione 1.13 La relazione in Mn(K):R = f(A;B)jA  Bg  e una
relazione di equivalenza.
Osservazione 1.9 Date due matrici simili possiamo fare le seguenti
considerazioni:
1. A  B ) rg(A) = rg(B),
ma rg(A) = rg(B) 6) A  B.
2. A  B ) A e B hanno lo stesso polinomio caratteristico
ma A e B con lo stesso polinomio caratteristico 6) A  B.

Per la denizione di similitudine e per le considerazioni fatte rispetto
alle matrici che rappresentano lo stesso endomorsmo usando basi diverse
(si confronti l'ultima parte del sottoparagrafo 1.2), si pu o fare la seguente:
Osservazione 1.10 Matrici di uno stesso endomorsmo relative a
due basi diverse sono simili.
Al contrario, matrici simili possono essere interpretate come matrici di
uno stesso endomorsmo relative a basi diverse. 
Sfruttando quest'ultima osservazione possiamo aermare che due ma-
trici simili sono entrambe diagonalizzabili o entrambe non diagonalizza-
bili.
142 Endomorsmi: catene di immagini e
endomorsmi nilpotenti
In questo capitolo riprendiamo il concetto di composizione di funzioni, appli-
candolo per o alla composizione di un endomorsmo con se stesso (eventuale-
mente ripetuta pi u volte), e ne evidenziamo qualche propriet a; introduciamo
inoltre la nozione di trasformazione e matrice nilpotente, concetto che risulter a
utile per la trattazione della forma canonica di Jordan.
2.1 Catene di immagini
Volendo in questa parte studiare in modo approfondito la composizione di
un endomorsmo con se stesso, si fanno alcune premesse sulla notazione:
assegnato un endomorsmo L non nullo di uno spazio vettoriale V su C,
indichiamo con Lm l'endomorsmo di V
L
m = L    L (m volte);
con m intero positivo.
Il simbolo Lm pu o essere anche esteso al caso m = 0, intendendo per
denizione che L0 indichi l'endomorsmo identit a, cio e quello che a ogni
vettore v 2 V associa il vettore v stesso.
La prossima osservazione  e una riscrittura della 1.3 e tratta nello speci-
co la composizione di un endomorsmo con se stesso, anche pi u volte:
Osservazione 2.11 Dato un endomorsmo L : V ! V e indicata
con A la sua matrice rispetto a una data base, la matrice che corrisponde
a Lm  e la matrice
A
m = AA (m volte):

Indicata, come di consueto, con A0 la matrice identit a, all'endomor-
smo L0 resta associata allora la matrice A0. Le considerazioni fatte
nell'osservazione 1.3 possono essere adattate al caso di endomorsmi e
risulta:
Osservazione 2.12 Dato un endomorsmo L : V ! V si ha che:
1. 8k  1 Im(Lk)  Im(Lk 1), quindi
Im(L)  Im(L
2)  Im(L
3)  ;
152. 8k  1 ker(Lk)  ker(Lk 1), quindi
ker(L)  ker(L
2)  ker(L
3)  

Indicata con A una qualsiasi delle matrici di L, dalla catena di im-
magini e dall'osservazione 1.2 possiamo concludere anche che
rg(A)  rg(A
2)  rg(A
3)   (2.1)
Inoltre i sottospazi Im(Lk) e ker(Lk) indicati nell'osservazione prece-
dente, sono sottospazi L-stabili:
L(Im(L
k))  Im(L
k)
L(ker(L
k))  ker(L
k)
cio e la restrizione di L a Im(Lk) induce su Im(Lk) un endomorsmo e
la restrizione a ker(Lk) ne induce uno su ker(Lk).
Dimostrazione: Sia v 2 Im(Lk); allora v0 = L(v) 2 Im(Lk+1), ma dato che
Im(Lk+1)  Im(Lk), si ha che v0 2 Im(Lk):
Nel secondo invece, se v 2 ker(Lk) allora Lk(v) = 0V . Poich e Lk(L(v)) = L(Lk(v)) =
L(0V ) = 0V , si deduce che L(v) 2 ker(Lk). 
Proposizione 2.1 Se per un dato esponente h si ha Im(Lh) = Im(Lh+1),
allora Im(Lh) = Im(Li) per ogni i > h.
Dimostrazione: Per ogni vettore u 2 Im(Lh), cio e del tipo u = Lh(v) per qual-
che v 2 V , esiste per ipotesi w tale che u = Lh+1(w), relazione che possiamo ri-
scrivere come u = Lu0, intendendo con u0 il vettore u0 = Lh(w); questo implica
che l'endomorsmo indotto da L su Im(Lk)  e suriettivo e quindi anche iniettivo,
per cui  e un isomorsmo. Possiamo quindi concludere che per ogni j  1 si ha
Lj(Im(Lh)) = Im(Lj+h) = Im(Lh). 
Analizzando la catena (2.1), possiamo aermare che per ogni endomor-
smo L esiste un indice minimo k0 tale che Im(Lk0) = Im(Lk0+1). Infatti
gli interi in (2.1) sono necessariamente non negativi, per cui per qualche
k0 deve essere rg(Ak0) = rg(Ak0+1); a questo punto basta ricordare che
Im(Li+1)  Im(Li) per ogni i, e che rg(Ai) = dimLi.
Posto allora B = Ak0, e dato F un endomorsmo che ha come matrice
rappresentativa B rispetto a una data base, si ha che Im(F) = Im(F 2);
sfruttando questa nuova matrice possiamo enunciare la seguente:
16Proposizione 2.2 Se un endomorsmo F : V ! V  e tale che
dimIm(F) = dimIm(F 2), allora ker(F) ed Im(F) decompongono V
in somma diretta:
V = ker(F)  Im(F):
Dimostrazione: Dalle considerazioni e dalla proposizione precedenti si ha che
Im(F) = Im(F2), quindi la restrizione di F a Im(F)  e biiettiva, per cui si ha che
Im(F) \ ker(F) = f0V g. Bisogna inne mostrare che la somma dei due sottospazi
di V coincide con V , dimostrazione immediata dal momento che per la proposizione
1.2, si ha dimker(F) + dimIm(F) = n: 
Si introduce qui una proposizione riguardante somme dirette di sot-
tospazi invarianti, che permetter a successivamente di fare importanti
considerazioni su Lk0:
Proposizione 2.3 Sia L : V ! V una trasformazione lineare e siano
U e W due sottospazi di V L-stabili tali che V = U  W. Allora:
1. esiste una base di V rispetto alla quale la matrice di L ad essa
relativa risulta diagonale a blocchi (di ordini le dimensioni di U e
W):
A =

A1 0
0 A2

;
2. gli autovalori di L sono dati dagli autovalori di L ristretta ad U e
da quelli di L ristretta a W;
3. se   e un autovalore di L di molteplicit a algebrica  e se 1 e 2
sono le molteplicit a algebriche di  delle restrizioni di L a U e a
W rispettivamente, allora  = 1 + 2.
Dimostrazione:
1. Se dimV = n, dimU = h, dimW = n   h, prendiamo come base di V la
famiglia di vettori v1; v2;:::; vn ottenuta riunendo una base v1;:::; vh di U e
una base vh+1;:::; vn di W. Dal momento che U e W sono L-stabili, L(vi),
per 1  i  h (quindi vi 2 U), si scrive come combinazione dei soli vettori della
base di U, v1;:::; vh. Allo stesso modo L(vj), per h + 1  j  n (vj 2 W),
risulta combinazione lineare dei soli vettori vh+1;:::; vn. I coecienti di queste
combinazioni lineari determinano le matrici A1 e A2.
2. Per come abbiamo costruito la matrice A, si ha che PA(T) = PA1(T)PA2(T),
quindi gli zeri del polinomio PA(T), corrispondenti agli autovalori di A (e di
L), sono gli zeri di PA1(T) e quelli di PA2(T).
3. Per il punto precedente la molteplicit a di un dato autovalore  di L  e data
dalla somma della molteplicit a di  delle restrizioni di L a U e a W.

17Proposizione 2.4 Per ogni endomorsmo L : V ! V sia k0 > 0
l'indice minimo tale che Im(Lk0) = Im(Lk0+1). Allora:
1. Im(Lk0) e ker(Lk0) decompongono lo spazio V in somma diretta;
2. l'unico autovalore della restrizione di L a ker(Lk0)  e lo zero, mentre
gli autovalori della restrizione a Im(Lk0) sono tutti diversi da zero.
3. la molteplicit a algebrica (0)  e uguale alla dimensione di ker(Lk0)
e risulta (0) = dimker(Lk0)  k0.
Dimostrazione:
1. Prendendo F = Lk0 l'aermazione  e conseguenza della proposizione preceden-
te.
2. Per la proposizione 2.1 la funzione L ristretta a Im(Lk0)  e un isomorsmo,
dunque i suoi autovalori sono tutti non nulli.
Sia inoltre  un autovalore di L e v l'autovettore relativo a , quindi L(v) =
v. Se v 2 ker(Lk0), si ha Lk0(v) = 0V , ma anche Lk0(v) = k0v. Dal
momento che v  e un autovettore, v risulta diverso dal vettore nullo e quindi si
ha necessariamente  = 0.
3. Analizzando la catena 0V  ker(L)  ker(L2)    ker(Lk0) ci si accorge
che le inclusioni devono essere tutte strette, altrimenti avremmo che Im(Li) =
Im(Li+1) con i < k0; questo implica che dimker(Lk0)  k0. D'altra parte si
 e visto che ker(Lk0) e Im(Lk0) sono L-stabili, e per il primo punto di questa
proposizione decompongono V in somma diretta. Allora per la proposizione
2.3 si ha che (0) = dimker(Lk0). 
Da questa proposizione otteniamo che k0  e sempre minore o uguale della
dimensione del ker(Lk0); dal momento che la dimensione del nucleo di
una data funzione risulta sempre minore o uguale di n (dimensione dello
spazio vettoriale V ), si ricava che k0  n, e quindi
 Im(Lk0) = Im(Ln) e in ogni caso dalla potenza n-esima di L la
catena di immagini  e stabile;
 ker(Lk0) = ker(Ln) e da ker(Ln) la catena di nuclei  e stabile.
Possiamo inoltre aermare che ker(Lk0)  e il massimo sottospazio
L-stabile rispetto all'inclusione, su cui L ha autovalore 0, mentre Im(Lk)
 e il massimo sottospazio L-stabile su cui L non ha autovalori nulli.
182.2 Endomorsmi e matrici nilpotenti
Denizione 2.1 Un endomorsmo N : V ! V si dice nilpotente se
esiste un intero m > 0 tale che
N
m(v) = 0V 8 v 2 V
cio e se esiste un m > 0 per il quale Nm  e l'endomorsmo nullo.
Il pi u piccolo indice positivo m0 > 0 per cui Nm0  e l'endomorsmo nullo
si dice indice di nilpotenza di N.
Una analoga denizione pu o essere fatta per una matrice.
Si noti che se N  e un endomorsmo nilpotente di indice m0, allora
ogni matrice A di N  e tale per cui Am0  e la matrice nulla, cio e quella
formata da soli elementi nulli.
Se una trasformazione  e nilpotente, allora gode di certe caratteristi-
che, come viene aermato nella prossima:
Proposizione 2.5 Sia N un endomorsmo in uno spazio vettoriale di
dimensione n, allora le seguenti aermazioni sono equivalenti:
1. N  e nilpotente;
2. N ammette il solo autovalore nullo ;
3. Nn  e l'endomorsmo nullo.
Dimostrazione: Sia A la matrice di N rispetto a una data base.
1 ) 2 per ipotesi Ak  e la matrice nulla per qualche k. Allora tutti gli autovalori di
Ak sono nulli; preso un autovalore  di A, k  e un autovalore di Ak, quindi  = 0.
2 ) 3 se A ha il solo autovalore nullo, questo ha molteplicit a n (si ricordi che il
campo  e C e quindi la somma delle molteplicit a algebriche degli autovalori, in questo
caso solo 0, deve essere pari all'ordine della matrice); preso k il minimo intero per cui
Im(Ak) = Im(Ak+1), per il punto 3 della proposizione 2.4 si ha che n = dimker(Ak),
quindi rg(Ak) = 0, per cui Ak  e la matrice nulla. Dal momento che per la stessa
proposizione risulta k  n, si ha che An  e la matrice nulla
3 ) 1 dall'ipotesi segue che N risulta nilpotente secondo la denizione 2.1. 
19Denizione 2.2 Sia m un intero maggiore di 0. La matrice quadrata
m  m del tipo
Nm =
0
B B B B
B
@
0 1 0 ::: 0
0 0 1 ::: 0
. . .
. . .
. . . ... 0
0 0 0 ::: 1
0 0 0 ::: 0
1
C C C C
C
A
si dice blocco nilpotente elementare.
203 Forma canonica di Jordan
Nel paragrafo 1.4 sono state trattate le matrici diagonalizzabili, simili cio e a
matrici diagonali, evidenziando per o che non tutte le matrici lo sono. Vengo-
no allora introdotte delle matrici di forma particolarmente semplice, dette in
forma canonica di Jordan, perch e, come si vedr a, ogni matrice risulta simile
ad una di esse. Come caso particolare, le matrici in forma canonica di Jordan
possono assumere la forma diagonale, rappresentando in questo caso la classe
di similitudine di matrici diagonalizzabili.
Questo capitolo, riprendendo nozioni da quelli precedenti, illustrer a la forma
canonica di Jordan e ne dimostrer a l'esistenza e l'unicit a per ogni classe di
equivalenza di matrici.
In tutto il paragrafo assumiamo che lo spazio vettoriale V sia uno spazio
vettoriale complesso di dimensione n.
3.1 Il teorema e la strategia della dimostrazione
In questo sottoparagrafo enunceremo il teorema relativo alla forma canonica di
Jordan, illustrando brevemente le linee della dimostrazione che verr a esposta
nel dettaglio nei paragra successivi.
Denizione 3.1 La matrice J;k quadrata di ordine k del tipo
J;k =
0
B
B B B B B B
@
 1 0 ::: 0 0
0  1 ::: 0 0
0 0  ... 0 0
. . .
. . .
. . . ... ... . . .
0 0 0 :::  1
0 0 0 ::: 0 
1
C C
C C C C C
A
si dice blocco di Jordan relativo all'autovalore  o blocco elementare
di Jordan.
Un blocco elementare di Jordan J;1 corrisponde alla matrice con un solo
elemento, cio e alla matrice ().
Secondo la denizione appena esposta, un blocco nilpotente elementare
(confrontare la denizione 2.2)  e un blocco elementare di Jordan relativo
all'autovalore nullo.
Si pu o anche notare che un blocco di Jordan pu o essere scomposto nella
somma di un blocco nilpotente elementare e di una matrice diagonale:
J;k = Ik + Nk
21intendendo con Ik la matrice identit a di ordine k.
Prendendo la funzione lineare associata in modo canonico a J;k, con
k > 1, questa ha il solo autovalore  la cui molteplicit a algebrica ()  e
pari all'ordine della matrice quadrata, quindi () = k. Inoltre si nota
che l'autospazio V ha dimensione pari a 1, perch e i soli autovettori sono
della forma v = (;0;:::;0) 2 Ck;  6= 0. Si pu o cos  concludere che
tale endomorsmo non  e diagonalizzabile.
Denizione 3.2 Una matrice diagonale a blocchi, in cui ogni blocco ri-
sulta essere un blocco elementare di Jordan, si dice in forma canonica
di Jordan.
Se nella matrice J in forma canonica di Jordan i singoli blocchi elemen-
tari sono tutti di ordine uno, allora J risulta essere in forma diagonale,
per cui si pu o aermare che la forma canonica di Jordan generalizza la
forma diagonale.
Il prossimo teorema  e quello che assicura che ogni matrice risulta
simile a una matrice in forma canonica di Jordan e che questa matrice  e
(a meno di dierenze non sostanziali) unica.
In questo contesto, se non ci sono ambiguit a, per indicare la molteplicit a
algebrica dell'i-esimo autovalore i, useremo semplicemente il simbolo i.
Teorema 3.1 Sia L : V ! V una trasformazione lineare e siano
1;:::; h i suoi autovalori distinti, di molteplicit a algebrica 1;:::; h.
Esiste allora almeno una base di V rispetto alla quale la matrice di L  e
la matrice diagonale a blocchi J
J =
0
B
B B B B B
B B B B
@
J1;n11
...
J1;n1t
...
Jh;nh1
...
Jh;nhs
1
C C C C C C
C C C C
A
;
dove le Ji;nij sono blocchi elementari di Jordan e gli interi nij sono
univocamente determinati da L.
La matrice J descritta risulta evidentemente in forma canonica di
Jordan, come si deduce dalla denizione 3.2.
22L'ordine nij dei singoli blocchi elementari di J  e tale per cui
n11 + n12 +  + n1t = 1; ::: ;nh1 +  + nhs = h:
La matrice J risulta unica a meno di permutazioni dei singoli blocchi
elementari di Jordan, permutazioni che per o non in
uiscono in modo so-
stanziale sulla matrice stessa.
Questo teorema pu o essere rivisto anche per le matrici; data infatti
una matrice quadrata A 2 Mn(C), possiamo interpretarla come matrice
di una funzione lineare L rispetto a una base B di V , per cui esister a
sempre una matrice J in forma canonica di Jordan simile ad A, cio e tale
che J = H 1AH; basta infatti prendere H come la matrice di passaggio
da una base C, rispetto a cui la matrice di L risulti in forma canonica di
Jordan, alla base B. (Risulta infatti JC
L;C = HC
BAB
L;BHB
C ).
Il teorema 3.1 si pu o dimostrare procedendo in tre passi distinti, qui
esposti in maniera sintetica:
I Passo: procedimento di separazione degli autospazi
Si dimostra che per ogni endomorsmo L esistono dei sottospazi
U1;:::; Uh L-invarianti (L(Ui)  Ui;8 1  i  h), tali per cui V =
U1 Uh e per cui ogni Ui  e il massimo sottospazio di V L-stabile in
cui l'endomorsmo ammette il solo autovalore i. Ci o comporta che, a
patto di scegliere una opportuna base per V , la matrice che rappresenta
L risulta in forma diagonale a blocchi del tipo:
A =
0
B B
B
@
A1 0 ::: 0
0 A2 ::: 0
. . .
. . . ... . . .
0 0 ::: Ah
1
C C
C
A
dove ogni Ai  e di ordine i e presenta il solo autovalore i.
II Passo: riduzione all'autovalore nullo
Prendendo in considerazione ogni singola matrice Ai come descritta nel
passo precedente, ci si riporta al caso dell'autovalore nullo consideran-
do la matrice Ai   iI, con I matrice identit a della stesso ordine di Ai.
Si dimostra inoltre che se esiste una matrice C invertibile tale per cui
C 1(Ai   iI)C  e in forma canonica di Jordan, allora, usando la stessa
matrice C, si ha anche che C 1AiC  e in forma canonica di Jordan.
23III Passo: analisi delle matrici nilpotenti
Prendendo la matrice con il solo autovalore nullo, ottenuta dal passo
precedente, si lavora su questa matrice nilpotente (si confronti la propo-
sizione 2.5) e si dimostra per questa il teorema.
I prossimi tre paragra sono dedicati ad esporre in maniera detta-
gliata i passi appena descritti, che sono stati brevemente enunciati per
permettere di avere gi a un'idea generale di come si vuole arrivare alla
dimostrazione vera e propria del teorema.
3.2 Procedimento di separazione degli autospazi
Denizione 3.3 Si chiama decomposizione di Fitting dello spazio
V relativo all'endomorsmo L la decomposizione in somma diretta:
V = ker(L
k)  Im(L
k) = V0  V
0
0
dove Im(Lk) = Im(Lk+1), V0 = ker(Lk); V 0
0 = Im(Lk).
La proposizione 2.4 assicura che se Im(Lk) = Im(Lk+1) allora la somma
in questione tra l'immagine e il nucleo di Lk  e diretta.
Conoscendo la molteplicit a algebrica  dell'autovalore nullo di L, per la
proposizione 2.4 si ha che V0 = ker(L).Tuttavia il sottospazio V0 pu o
essere determinato anche non conoscendo il valore , dal momento che
V0 = ker(Lk) = ker(Ln) come abbiamo gi a visto nel paragrafo 2.1.
Tutte le considerazioni fatte nel caso dell'autovalore nullo possono
essere estese anche ad un autovalore  qualsiasi, considerando l'endo-
morsmo L di V , con L = L I, dove I indica in questo caso l'endo-
morsmo identit a. Infatti, se   e autovalore di L, allora 0  e autovalore
di L, di molteplicit a algebrica e geometrica pari a quella che  ha in L.
Si pu o quindi fare la decomposizione di Fitting usando i due sottospazi
V = ker((L   I)k) e V 0
 = Im((L   I)k) ottenendo
V = V  V
0
: (3.1)
V 0
 risulta un sottospazio vettoriale L-stabile e su questo ci sono solo
autovalori diversi da .
Denizione 3.4 Dato l'endomorsmo L : V ! V , sia  un suo autova-
lore e k0 il minimo esponente per cui Im((L   I)
k0) = Im((L I)k0+1).
Allora il sottospazio vettoriale
V = ker((L   I)
k0) =
n
x 2 V j(L   I)
k0(x) = 0V
o
24si dice autospazio generalizzato della trasformazione L relativo al-
l'autovalore .
I vettori non nulli che lo compongono si chiamano autovettori gene-
ralizzati relativi all'autovalore .
Se non si conosce k0, per determinare l'autospazio generalizzato relativo
a , si pu o usare come esponente la molteplicit a algebrica dell'autovalore,
seguendo la proposizione 2.4.
Anche V, come V 0
, risulta un sottospazio L-invariante; inoltre la sua
dimensione corrisponde alla dimensione del nucleo di (L   I)
k0 e quindi
alla molteplicit a algebrica di  in L (tutto questo sempre per la proposi-
zione 2.4).
Si nota che l'autospazio generalizzato V contiene anche l'autospazio (si
confronti la denizione 1.6) e quindi gli autovettori relativi a  sono alcuni
dei suoi elementi (per questo la notazione usata  e in eetti la stessa).
Teorema 3.2 (di decomposizione in autospazi generalizzati): sia
L : V ! V una trasformazione lineare di autovalori distinti 1; 2;:::; h
con rispettive molteplicit a algebriche 1; 2;:::; h. Allora si ha la de-
composizione:
V = V1  V2    Vh
dove Vi  e il massimo sottospazio L-stabile di V su cui L ha solo l'auto-
valore i. Inoltre risulta dimVi = i.
Dimostrazione: prendendo in considerazione l'autovalore 1 si suddivide V usando
(3.1) ottenendo V = V1 V 0
1. Usando la proposizione 2.3 possiamo trovare una base
per V tale che la matrice di L sia diagonale a blocchi del tipo

A1 0
0 B

dove A1, di ordine 1,  e la matrice della restrizione di L a V1 e B quella della
restrizione a V 0
1. Gli autovalori di B risultano, per costruzione, 2;:::; h. A questo
punto si itera nuovamente il ragionamento su V 0
1 e la matrice B; questo ragionamento
si pu o applicare ripetutamente no ad analizzare anche l'autospazio generalizzato Vh,
ottenendo che la matrice A rispetto ad una opportuna base diventi
0
B B
B
@
A1 0 ::: 0
0 A2 ::: 0
. . .
...
. . .
0 0 ::: Ah
1
C C
C
A
:

La ricerca degli autospazi generalizzati Vi si eettua conoscendo gli
autovalori e le rispettive molteplicit a algebriche i della funzione lineare
25data, dal momento che per determinare l'autospazio i-esimo basta risol-
vere il sistema (A   iI)
ix = 0 (con 0 indicante il vettore nullo di Cn),
dove A  e una qualsiasi matrice di L.
A questo punto  e importante notare che se per uno o pi u autovalori si
ha che l'autospazio generalizzato coincide con l'autospazio, la matrice Ai
relativa a questo autovalore risulta essere diagonale (dunque gi a in forma
canonica di Jordan) perch e esiste una base di V formata da autovettori.
Si  e cos  dimostrata la possibilit a di riportare la matrice dell'endomor-
smo in una forma diagonale a blocchi, in cui ad ogni blocco  e associato
un unico autovalore, come ci proponevamo nel I passo.
3.3 Riduzione all'autovalore nullo
In questa breve parte si analizzano matrici quadrate aventi un unico
autovalore, come le matrici Ai ottenute nel sottoparagrafo precedente. Lo
scopo  e dimostrare che ogni matrice invertibile C che, per similitudine,
semplica Ai   I trovandone la forma canonica di Jordan, semplica
anche Ai.
Proposizione 3.1 Data una matrice quadrata A 2 Mn(C) avente come
unico autovalore , se C  e una matrice invertibile di ordine n tale che
J = C 1(A   I)C  e una matrice in forma canonica di Jordan, allora
la stessa matrice C  e tale per cui C 1AC risulta anch'essa in forma di
Jordan.
Dimostrazione: sia A una matrice con un solo autovalore , e si consideri la matrice
(A   I), che ha 0 come unico autovalore. Sia C una matrice quadrata invertibile
tale che C 1(A   I)C sia in forma canonica di Jordan:
C 1(A   I)C =
0
B
B
B
@
J0;t1 0 ::: 0
0 J0;t2 ::: 0
. . .
...
. . .
0 0 ::: J0;ts
1
C
C
C
A
:
Allora se C viene applicata a A otteniamo
C 1AC = C 1(A I+I)C = C 1(A I)C+C 1IC = C 1(A I)C+C 1C =
=
0
B B
B
@
J0;t1 0 ::: 0
0 J0;t2 ::: 0
. . .
...
. . .
0 0 ::: J0;ts
1
C C
C
A
+ I =
0
B B
B
@
J;t1 0 ::: 0
0 J;t2 ::: 0
. . .
...
. . .
0 0 ::: J;ts
1
C C
C
A
26che  e una matrice in forma canonica di Jordan avente il solo autovalore . 
Come abbiamo gi a evidenziato nella dimostrazione, la matrice
(A   I) presenta solo l'autovalore nullo e quindi, per la proposizione
2.5, questa matrice  e nilpotente.
Con questa proposizione anche il secondo passo della dimostrazione  e
stato completato.
3.4 Analisi delle matrici nilpotenti
Con questa parte si conclude la dimostrazione in 3 passi del teorema
3.1; questo ultimo passaggio studia le matrici nilpotenti e spiega come
queste possano essere ridotte in forma canonica di Jordan. Questo pro-
cedimento risulta importante perch e, come si  e visto nel secondo passo,
esso consente di risalire alla forma di Jordan di una matrice avente un
solo autovalore anche se questo  e diverso da 0.
Nel seguito si introduce il concetto di stringa, che risulter a importante
per lo sviluppo successivo.
Sia J0;n un blocco di Jordan di ordine n relativo all'autovalore 0; esso
 e anche un blocco nilpotente elementare (si confronti la denizione 2.2).
Allora se J0;n  e la matrice di un endomorsmo T di V relativa alla base
formata dai vettori v1; u2;:::; un, si ha che:
T(ui) = ui 1; per 3  i  n; T(u2) = v1; T(v1) = 0V: (3.2)
La stessa trasformazione T pu o essere rappresentata con il seguente
diagramma:
un  !
un 1
  !   !
ui  !
ui 1
  !   !
u2  !
v1 
Quella appena illustrata si denisce stringa; ogni vertice del diagram-
ma  e rappresentato con  e indica un vettore della base di V e le n   1
frecce che legano i dierenti vettori rappresentano il legame tra gli stessi,
quindi il modo in cui l'endomorsmo T opera. Si pu o notare che l'ultimo
vettore della stringa, v1,  e un autovettore relativo allo 0, e che gli altri
vettori della stringa sono autovettori generalizzati relativi allo 0, dal mo-
mento che, preso il vettore ui, T i(ui) risulta essere il vettore nullo. Dal
diagramma si pu o anche concludere che T n  e la trasformazione nulla.
La lettura della stringa fornisce ulteriori informazioni:
 Im(T i) = < un i;:::;u2;v1 >;
27 dimIm(T i) = n   i = rg(T i);
 ker(T i) = < v1; u2;:::;ui > :
 E inoltre importante notare che la trasformazione T  e univocamente de-
terminata dalla stringa data, esiste cio e un solo endomorsmo di V che
verica le condizioni (3.2).
Data una matrice J in forma canonica di Jordan, avente tutti gli r bloc-
chi di autovalore 0, cio e formata da blocchi J0;n1;:::; J0;nr, a questa J
possiamo associare un diagramma formato da r stringhe, in cui la strin-
ga relativa al blocco J0;ni, con 1  i  r, presenta ni vertici e ni 1 frecce.
Considerata adesso una trasformazione nilpotente T : V ! V , cer-
chiamo una base di V rispetto alla quale la matrice di T risulti in forma
canonica di Jordan. La matrice J di T in forma di Jordan risulter a for-
mata da uno o pi u blocchi di Jordan che presentano il solo autovalore
nullo (si confronti la proposizione 2.5), per cui  e suciente costruire del-
le stringhe di questa matrice J e dimostrare che i vettori delle stringhe
formano una base di V .
Per la costruzione delle stringhe si considerino i seguenti sottospazi
di V :
K0 = ker(T); Ki = ker(T) \ Im(T
i); 1  i  n:
Dal momento che l'osservazione 2.1 vale per tutti gli endomorsmi si
ha che:
f0Vg = Kn  Kn 1    Ki  Ki 1    K1  K0 = ker(T);
dove non  e detto che tutti i Ki siano sottospazi distinti. Si possono allora
considerare solo alcuni dei Kj, in particolare quelli per cui Kj 6= f0Vg e
Kj 6= Kj 1. Sia j1 il massimo intero per cui Kj1 6= f0Vg, j2 il massimo
intero per cui Kj2 6= Kj1, e cos  via no a js, il massimo intero per
cui Kjs 6= Kjs 1 e Kjs = ker(T). Si ottiene cos  la sequenza di indici
j1 > j2 >  > js e la catena di inclusioni (questa volta proprie):
f0Vg  Kj1  Kj2    Kjs = ker(T):
Denotiamo anche queste grandezze:
n1 = dimKj1; n2 = dimKj2   dimKj1;:::; ns = dimKjs   dimKjs 1
la cui somma n1 + n2 +  + ns = dimKjs = dimker(T) = m, che  e
anche la dimensione dell'autospazio (come denito nel paragrafo 1) rela-
tivo all'autovalore 0, dal momento che il nucleo di T coincide con questo
28autospazio.
Il passo successivo  e la costruzione di una base di ker(T), che avviene
in pi u momenti qui presentati.
a1) Siano v1; v2;:::; vn1 una base di Kj1 arbitrariamente scelta.
a2) Si completi la base trovata per Kj1 ad una base di Kj2, scegliendo
arbitrariamente i vettori vn1+1;:::; vn1+n2.
. . .
as) Si completi inne la base di Kjs 1 a una base di Kjs, scegliendo a
piacere i vettori vn1++ns 1+1;:::; vm.
Con questo procedimento  e stata denita una base di ker(T) e di
conseguenza anche dell'autospazio relativo a 0, per cui tutti i vi possono
essere intesi come i vertici terminali di una stringa.
A questo punto si individua una stringa per ciascun vettore della base
del nucleo. Scriveremo, per semplicit a, vn1++nh 1+i = v
(h)
i .
b1) Per ogni vettore vi, 1  i  n1, si sceglie un vettore ui in modo
che T j1(ui) = vi = v
(1)
i ; il vettore ui esiste certamente dal momento che
vi 2 ker(T) \ Im(T j1). Il vettore ui  e quindi il vettore iniziale della
stringa
ui  !
T(ui)
  !
T2(ui)
  !   !
Tj1 1(ui)
  !
v
(1)
i 
Si ottengono alla ne n1 stringhe di lunghezza j1 (con j1 frecce e j1 + 1
vertici).
b2) Per ogni vettore vn1+i; 1  i  n2, troviamo un wi tale che
T j2(wi) = vn1+i = v
(2)
i , vettore sempre esistente dal momento che v
(2)
i 2
ker(T)\Im(T j2). Possiamo anche in questo caso determinare una stringa
che inizia con wi:
wi  !
T(wi)
  !
T2(wi)
  !   !
Tj2 1(wi)
  !
v
(2)
i  :
Ci saranno quindi n2 stringhe di lunghezza j2.
. . .
bs) Come ultimo passo per ogni vn1++ns 1+i = v
(s)
i ;1  i  ns, si
29trova un vettore zi in modo che T js(zi) = v
(s)
i , la cui esistenza pu o essere
provata come nei passi precedenti. Allora zi  e il vettore iniziale di una
stringa che termina con v
(s)
i :
zi  !
T(zi)
  !
T2(zi)
  !   !
Tjs 1(zi)
  !
v
(s)
i  :
Si ottengono quindi ns stringhe di lunghezza js.
Nel seguito si dimostra che la famiglia di vettori che si ottiene riunen-
do i vettori delle stringhe ottenuti nei passi precedenti b1;:::; bs  e una
base di V , cio e questi vettori sono linearmente indipendenti e generano V .
Indipendenza: disponiamo in una tabella i vettori trovati con il
procedimento appena spiegato
u1 T(u1) :::   :::   ::: Tj1(u1) = v1
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
un1 T(un1) :::   :::   ::: Tj1(un1) = vn1
w1 T(w1) :::   ::: Tj2(w1) = vn1+1
. . .
. . .
. . .
. . .
. . .
wn2 T(wn2) :::   ::: Tj2(wn2) = vn1+n2
. . .
. . .
. . .
zns T(zns) ::: Tjs(zns) = vm
(3.3)
Risulta evidente che l'operazione T trasforma un vettore di una riga in
quello successivo, e che l'ultimo viene trasformato in 0V.
Si prenda una combinazione lineare formata da tutti questi vettori il cui
risultato sia il vettore nullo. Allora se si applica la trasformazione T j1
tutti i vettori si annullano, tranne quelli della prima colonna che creano
quindi una relazione di dipendenza lineare tra v1;:::;vn1 con gli stessi
coecienti che avevano in precedenza u1;:::; un1. I vettori v1;:::; vn1
sono tra di loro linearmente indipendenti dal momento che formano una
base di Kj1, e quindi gli unici coecienti della combinazione lineare che
danno come risultato 0V sono i coecienti tutti nulli. Resta cos  dimo-
strato che, nella combinazione lineare dell'intera famiglia, i coecienti
relativi a u1;:::; un1 sono tutti nulli. A questo punto si procede sulla
combinazione lineare degli altri vettori restanti usando la trasformazione
T j1 1 e con lo stesso ragionamento si possono eliminare anche i vettori
Tu1;:::; Tun1 dalla combinazione lineare di partenza. In questo modo,
usando le potenze decrescenti di T, si dimostra la lineare indipendenza di
tutti i vettori trovati, dal momento che nella combinazione iniziale tutti
i coecienti sono obbligariamente nulli.
30Spazio vettoriale generato: preso v 2 V; v 6= 0V esiste un
esponente h tale che T h(v) = 0V e T h 1(v) 6= 0V, dal momento che l'en-
domorsmo T  e nilpotente. Allora T h 1(v) 2 ker(T)\Im(T h 1) = Kh 1,
e quindi si pu o scrivere come combinazione lineare w dei vettori della
base di Kh 1, cio e T h 1(v) = w; w  e a sua volta strettamente lega-
to ai vettori che sono stati trovati durante la costruzione delle strin-
ghe, esiste infatti una combinazione lineare w0 di questi vettori tale che
w = T h 1(w0). Sfruttando le uguaglianze T h 1(v) = w e w = T h 1(w0)
si ha che T h 1(v) = T h 1(w0) cio e T h 1(v   w0) = 0V. A questo punto
si ha un nuovo vettore v   w0 che si annulla se si applica su questo la
trasformazione T h 1. Si pu o quindi reiterare su questo nuovo vettore
il procedimento appena svolto, trovando dopo h   1 passi un vettore x
per cui T(x) = 0V. Il vettore x che si ottiene dopo tutte le precedenti
iterazioni, risulta combinazione lineare dei vettori della base del nucleo
di T, elementi presenti nella lista, e si ha quindi che x e tutti i vettori
precedenti, anche v, risultano combinazione lineare dei vettori trovati con
le stringhe. Dal momento che il vettore v  e un qualunque vettore di V,
la famiglia di vettori trovati genera tutto lo spazio vettoriale V .
Abbiamo cos  dimostrato che i vettori trovati nei passi b1;:::; bs sono
linearmente indipendenti. Ogni stringa individua univocamente un bloc-
co di Jordan; in generale la stringa relativa al vettore v
(h)
i , con 1  i  nh
e 1  h  s individua un blocco di Jordan di ordine jh +1 di autovalore
0.
Inoltre, dal momento che riuniti i vettori di tutte le stringhe questi ge-
nerano l'intero spazio vettoriale V , si ha che la famiglia di vettori  e una
base di V e che la matrice relativa a questa base trovata  e una matrice
in forma canonica di Jordan, perch e ad ogni stringa  e legato un blocco
elementare di Jordan indipendente da quelli delle altre stringhe, per cui
la matrice risultante  e diagonale a blocchi, con tutti blocchi elementari
di Jordan.
Per scrivere la forma canonica di Jordan di una matrice nilpotente  e
in realt a importante determinare i valori j1 + 1;:::; js + 1 che indicano
il numero di vertici delle diverse stringhe (e quindi l'ordine dei singoli
blocchi elementari di Jordan aventi il solo autovalore nullo), e i valori
n1;:::; ns che determinano il numero di blocchi elementari di quell'or-
dine (quindi se abbiamo ji e ni con 1  i  s, nella matrice in forma
31canonica di Jordan ci saranno ni blocchi di Jordan con autovalore nullo
di ordine ji + 1).
I suddetti valori possono essere determinati se prima  e stata determinata
la base con il procedimento spiegato; analizzando infatti la tabella (3.3),
i valori ji + 1 possono essere trovati contando il numero di vettori sulle
righe (e quindi la lunghezza delle stringhe) e i valori ni contando quante
stringhe di lunghezza ji + 1 sono presenti.
Gli stessi valori possono per o essere determinati senza costruire la ba-
se che rende la matrice in forma canonica di Jordan, ma solo analizzando
la matrice nilpotente, e in particolare i ranghi delle sue potenze. Per
fare questo chiamiamo mi il numero di elementi contenuti nella i-esima
colonna della tabella (3.3), con l'indice i che parte da 1 e cresce andan-
do verso destra, e prendiamo in considerazione una qualsiasi matrice A
dell'endomorsmo nilpotente avente indice di nilpotenza k.
I valori cercati possono essere ottenuti usando le seguenti uguaglianze:
rg(A
k) = 0
rg(A
k 1) = m1
rg(A
k 2) = m1 + m2
. . .
rg(A
2) = m1 + m2 +  + mk 2
rg(A) = m1 + m2 +  + mk 2 + mk 1
n = m1 + m2 +  + mk 2 + mk 1 + mk
dove n = dimV  e l'ordine della matrice A e mk  e la dimensione del nucleo
di L.
Con questo procedimento siamo in grado di determinare la forma della
tabella (3.3), e quindi i valori cercati.
Dal momento che i valori m1;:::; mk si trovano analizzando il rango
delle potenze di A, e il rango  e invariante per similitudine, allora anche
questi valori non dipendono dalla particolare matrice A scelta per rap-
presentare L.
Questo comporta che nella classe di similitudine delle matrici che rap-
presentano L, ce ne  e una sola (a meno della disposizione dei singoli
blocchi elementari) in forma canonica di Jordan, nel senso che il numero
dei blocchi e il loro tipo  e univocamente determinato da L.
Termina cos  la dimostrazione del teorema 3.1.
323.5 Esempio di riduzione in forma canonica di
Jordan
In questo ultimo sottoparagrafo illustriamo un breve esempio di riduzio-
ne in forma canonica di Jordan di una matrice di ordine 4.
Consideriamo la matrice A di cui vogliamo trovare la forma canonica
di Jordan
A =
0
B B
@
3 0 0 0
3 9 9 0
 2  4  3 0
 8  12  16 1
1
C C
A
Il calcolo di det(A TI) d a il seguente risultato: PA(T) = (3   T)
3(1 T).
Gli autovalori di A sono quindi
1 = 3 con 1 = 3 e 2 = 1 con 2 = 1
Applichiamo il I passo suggerito nella dimostrazione, e cerchiamo gli
autospazi V1 e V2.
V1 = ker(A   3I)
3; svolgendo il calcolo indicato si ottiene
V1 =< (1;0;0; 3);(0;1;0; 4);(0;0;1; 5) > :
Per calcolare V2 sfruttiamo il fatto che 2 = 1 e dunque la dimensione
dell'autospazio  e 1. D'altra parte, analizzando la matrice, si vede facil-
mente che (0;0;0;1)  e un autovettore. Si ha quindi V2 =< (0;0;0;1) >.
Abbiamo in questo modo ottenuto una base come indicato nella propo-
sizione 2.3, e quindi possiamo fare un cambio base usando la matrice
H =
0
B B
@
1 0 0 0
0 1 0 0
0 0 1 0
 3  4  5 1
1
C C
A ottenendo B = H
 1AH =
0
B B
@
3 0 0 0
3 9 9 0
 2  4  3 0
0 0 0 1
1
C C
A
La matrice di V1  e B1 e quella relativa a V2  e B2, con
B1 =
0
@
3 0 0
3 9 9
 2  4  3
1
A e B2 = (1):
B2  e gi a in forma canonica di Jordan.
Prendiamo in considerazione B1 e svolgiamo su questa i passi 2 e 3.
Per il secondo passo prendiamo in considerazione la matrice C = B1 3I,
33che evidentemente risulta nilpotente:
C =
0
@
0 0 0
3 6 9
 2  4  6
1
A
La matrice C risulta nilpotente di ordine 2 (C2 risulta essere la matrice
nulla di ordine 3). A questo punto si pu o calcolare la forma canonica di
Jordan di questa matrice C anche senza calcolare la base per la quale
assume questa forma, usando il rango di C e delle sue potenze:
rg(C2) = 0; rg(C) = m1 = 1; n = 3 = m1 + m2 ) m2 = 3   1 = 2.
Si hanno quindi 2 stringhe, una di lunghezza 1 e una di lunghezza 0,
perci o alla prima stringa corrisponde un blocco di Jordan di ordine 2 e
alla seconda un blocco di ordine 1. La matrice C  e quindi simile alla
seguente forma canonica di Jordan:
JC =
0
@
0 1 0
0 0 0
0 0 0
1
A o equivalentemente a J
0
C =
0
@
0 0 0
0 0 1
0 0 0
1
A:
La dierenza tra JC e J0
C sta nell'ordine in cui sono messi i blocchi ele-
mentari di Jordan.
Se invece risulta necessario trovare la matrice S tale per cui S 1CS  e in
forma canonica di Jordan, allora per prima cosa calcoliamo il nucleo di
C e l'immagine di C e C2:
ker(C) =< ( 2;1;0);(0;3; 2) >; Im(C) =< (0;3; 2) >
Im(C2) =< (0;0;0) >.
Per cui si ha K1 =< (0;3; 2) > e K0 =< (0;3; 2);( 2;1;0) >. Tro-
viamo adesso la stringa relativa a v1 = (0;3; 2), cio e un u1 tale che
Cu1 = v1; svolgendo i calcoli si ottiene u1 = ( 1;1;0). Nel caso del
vettore v2 = ( 2;1;0) questo  e l'unico elemento della sua stringa.
Allora le matrici S e S0
S =
0
@
0  1  2
3 1 1
 2 0 0
1
A S
0 =
0
@
 2 0  1
1 3 1
0  2 0
1
A
rendono C simile a JC e J0
C rispettivamente. A questo punto la forma
canonica di Jordan di B1 si pu o trovare usando la proposizione 3.1 e
quindi si ha
JB1 =
0
@
3 1 0
0 3 0
0 0 3
1
A per cui JB =
0
B B
@
3 1 0 0
0 3 0 0
0 0 3 0
0 0 0 1
1
C C
A:
34Quest'ultima matrice trovata si pu o ottenere attraverso la similitudine
JB = Y  1BY , con Y matrice diagonale a blocchi avente come primo
blocco S e come secondo blocco una matrice di ordine 1 avente come
elemento 1 (si ricorda che la matrice relativa a V2  e gi a in forma canonica
di Jordan e quindi non va modicata):
Y =
0
B B
@
0  1  2 0
3 1 1 0
 2 0 0 0
0 0 0 1
1
C C
A
Data quindi la matrice di partenza A, abbiamo che
JB = JA = Y
 1H
 1AHY;
per cui abbiamo trovato una matrice simile ad A in forma canonica di
Jordan, e anche la matrice K = HY di similitudine.
354 Risoluzione di equazioni dierenziali
In questo paragrafo vengono trattate le equazioni dierenzali, concentrando
in particolare l'attenzione sui sistemi di equazioni lineari del primo ordine a
coecienti costanti. Per questi sistemi infatti l'uso delle matrici  e naturale e
risulter a evidente che la soluzione di questi  e semplice se si usano le matrici in
forma canonica di Jordan.
Si indicher a con I un intervallo di R.
4.1 Le equazioni dierenziali
Denizione 4.1 Una relazione tra una funzione y(t) = y e le sue deri-
vate y0(t) = y0; y(2)(t) = y(2);:::; y(n)(t) = y(n) del tipo
y(n) + an 1(t)y(n 1) + an 2(t)y(n 2) +  + a1(t)y0 + a0(t)y = b(t) (4.1)
dove an 1(t);:::; a0(t) e b(t) sono funzioni date e continue in un inter-
vallo I, si dice equazione dierenziale lineare di ordine n.
La stessa equazione (4.1) viene detta ordinaria perch e y(t)  e una fun-
zione di una sola variabile.
Se le funzioni ai(t) sono costanti, l'equazione (4.1) si dice equazione dif-
ferenziale lineare di ordine n a coecienti costanti.
Se b(t)  e la funzione identicamente nulla, la suddetta equazione si dice
omogenea e l'equazione
y
(n) + an 1(t)y
(n 1) + an 2(t)y
(n 2) +  + a1(t)y
0 + a0(t)y = 0 (4.2)
viene detta equazione dierenziale omogenea associata a (4.1).
Denizione 4.2 Data l'equazione dierenziale (4.1), ogni funzione '(t)
che insieme a tutte le sue prime n derivate  e continua in I e tale che
'
(n) + an 1(t)'
(n 1) + an 2(t)'
(n 2) +  + a1(t)'
0 + a0(t)' = b(t)
per ogni t 2 I, si dice soluzione (o integrale) dell'equazione (4.1).
Data un'equazione dierenziale, risolverla signica trovare tutte le sue
soluzioni.
L'insieme di tutte le soluzioni si dice soluzione generale, mentre una
singola soluzione si dice soluzione particolare.
36Osservazione 4.13 Ricordando che una funzione si dice di classe
Ci(B) se  e continua insieme a tutte le sue prime i derivate nell'intevallo
B, indicati con V = Cn(I) e W = C0(I) gli spazi vettoriali su R che
contengono rispettivamente le funzioni di classe Cn e quelle di classe C0
nell'intervallo I, si pu o pensare la funzione 
 : V ! W del tipo

(y) = y
(n) + an 1(t)y
(n 1) + an 2(t)y
(n 2) +  + a1(t)y
0 + a0(t)y
funzione che risulta essere lineare. Inoltre il nucleo della funzione 
 coin-
cide con la soluzione generale dell'equazione omogenea associata a (4.1).

Ricordando che, data una funzione lineare T, la controimmagine di
un vettore appartenente a Im(T) coincide con la somma di un vettore
particolare di tale controimmagine con ker(T), si pu o allora concludere
che per trovare la soluzione generale di (4.1) basta sommare a una solu-
zione particolare '0(t) la soluzione generale dell'equazione dierenziale
omogenea associata a (4.1).
Denizione 4.3 Data l'equazione dierenziale (4.1) e assegnati t0 2 I
e (z0;:::; zn 1) 2 Rn, il problema di trovare una soluzione '(t) di (4.1)
che soddis le condizioni
8
> > <
> > :
'(t0) = z0
'0(t0) = z1
:::
'(n 1)(t0) = zn 1
(4.3)
viene detto problema ai valori iniziali o problema di Cauchy.
Le condizioni sopra esposte sono dette condizioni iniziali o condizioni
di Cauchy.
Il prossimo teorema che viene enunciato risulta valido in generale per le
equazioni dierenziali lineari, ma la dimostrazione verr a svolta nei sotto-
paragra successivi solo per le equazioni dierenziali lineari a coecienti
costanti. La dimostrazione nel caso generale si pu o trovare nei testi di
Analisi Matematica.
Teorema 4.1 Data l'equazione dierenziale lineare
y
(n) + an 1(t)y
(n 1) + an 2(t)y
(n 2) +  + a1(t)y
0 + a0(t)y = b(t)
con ai(t) e b(t) funzioni continue in I, e assegnato t0 2 I e (z0;:::; zn 1) 2
Rn, esiste una sola soluzione '(t) dell'equazione dierenziale che soddisfa
le condizioni iniziali.
374.2 Equazioni dierenziali del primo ordine
Da questo sottoparagrafo tratteremo solo equazioni dierenziali a coecienti
costanti, per cui gli ai(t) che comparivano in (4.1) sono termini costanti. Scri-
veremo allora semplicemente ai(t) = ai.
L'argomento di questa parte sono le equazioni dierenziali di pri-
mo ordine. Vengono trattate inizialmente le equazioni omogenee, quindi
quelle del tipo
y
0 = ay con a 2 R: (4.4)
Una soluzione di (4.4)  e evidentemente la funzione eat, che  e denita e
continua su tutto R; come si pu o facilmente notare anche le funzioni ceat,
con c 2 R sono soluzioni.
Con la prossima proposizione si dimostra che ceat sono tutte e sole le
soluzioni di (4.4):
Proposizione 4.1 Lo spazio vettoriale su R delle funzioni soluzioni di
(4.4)  e di dimensione uno e la funzione eat ne  e una base.
Dimostrazione: Sia '(t) una soluzione qualsiasi di (4.4), per cui'0(t) = a'(t). Presa
la funzione  (t) =
'(t)
eat = '(t)e at se si calcola la sua derivata si ottiene
 0(t) = '0(t)e at   a'(t)e at = a'(t)e at   a'(t)e at = 0;8 t 2 R
Dal momento che  0(t) = 0 per ogni t 2 R,  (t)  e una funzione costante,
 (t) = c; c 2 R, quindi necessariamente '(t) = ceat, per cui ogni soluzione  e di
questo tipo.
Se si cerca l'equazione particolare per cui '(t0) = z0, con t0 2 I e z0 2 R, biso-
gna determinare il parametro c tenendo presente l'uguaglianza '(t0) = ceat0 = z0,
da cui c = z0e at0. Allora l'unica soluzione che soddisfa la condizione iniziale  e
'(t) = z0e at0eat. 
Si consideri adesso l'equazione dierenziale non omogenea
y
0 = ay + b(t) con a 6= 0 2 R e b(t) 2 C
0(I) (4.5)
e si prenda una qualsiasi primitiva di e atb(t), per esempio
F(t) =
R t
t0 e ab()d. La funzione
'0(t) = e
atF(t) (4.6)
 e una soluzione particolare di (4.5), infatti
'
0
0(t) = ae
atF(t) + e
ate
 atb(t) = ae
atF(t) + b(t) = a'0(t) + b(t):
38Per le considerazioni fatte nel sottoparagrafo precedente, e dal momento
che la soluzione generale dell'equazione omogenea associata a (4.5)  e ceat,
la soluzione generale dell'equazione (4.5)  e:
'(t) = ce
at + e
atF(t): (4.7)
Le soluzioni dipendono quindi dal parametro c 2 R, la cui determinazio-
ne si ottiene imponendo la condizione iniziale '(t0) = z0: basta infatti
porre t = t0 in (4.7) e risolvere l'equazione in c che ne deriva. La de-
terminazione di c risulta sempre possibile perch e il coeciente che lo
moltiplica (eat) risulta diverso da 0 per ogni t 2 R e l'equazione che si
ottiene ponendo t uguale a t0 ha dunque una sola soluzione.
Proprio quest'ultima aermazione giustica il teorema 4.1 che qui di se-
guito viene enunciato nel caso particolare di equazioni dierenziali lineari
di primo ordine a coecienti costanti:
Teorema 4.2 Assegnata l'equazione y0 = ay+b(t) e dati t0 2 I e z0 2 R,
esiste una e una sola soluzione '(t) per questa equazione che verica la
condizione iniziale '(t0) = z0.
4.3 Sistemi di equazioni dierenziali del primo
ordine
Nella modellizzazione di sistemi sici o biologici (per esempio la descrizione del
moto di un corpo, o l'assorbimento di un dato farmaco nel corpo) si perviene
spesso a relazioni tra pi u funzioni incognite e le loro derivate, oppure equazioni
dierenziali lineari di ordine n. Nel primo caso le relazioni possono essere
facilmente visualizzate attraverso sistemi di equazioni dierenziali del primo
ordine, e anche nel secondo caso ci si pu o ricondurre a sistemi di questo tipo
introducendo apposite funzioni ausiliarie, come si vedr a nel seguito.
Lo studio di questi sistemi risulta quindi importante e un modo facile per
rappresentare queste relazioni sono le matrici;  e in questo sottoparagrafo che
risulta evidente l'utilit a della forma canonica di Jordan.
Denizione 4.4 Un sistema del tipo
8
> > > <
> > > :
y0
1 = a11y1 + a12y2 +  + a1nyn + b1(t)
y0
2 = a21y1 + a22y2 +  + a2nyn + b2(t)
. . .
y0
n = an1y1 + an2y2 +  + annyn + bn(t)
(4.8)
con b1(t);:::; bn(t) funzioni date continue nell'intervallo I, e y1;:::; yn
con le loro derivate prime funzioni incognite, si dice sistema di n equa-
zioni dierenziali del primo ordine.
39Se tutte le bi(t) sono identicamente nulle allora il sistema si dice omo-
geneo, e il sistema (4.8) in cui tutte le bi(t) sono identicamente nulle si
dice sistema omogeneo associato a (4.8).
Una soluzione di (4.8)  e un'ennupla ('1(t);:::; 'n(t)) di funzioni conti-
nue in I che soddisfano contemporaneamente, insieme alle loro derivate
prime, tutte le equazioni del sistema (4.8).
Usando la seguente notazione:
Y (t) =
0
B B
B
@
y1(t)
y2(t)
. . .
yn(t)
1
C C
C
A
; Y
0(t) =
0
B B
B
@
y0
1(t)
y0
2(t)
. . .
y0
n(t)
1
C C
C
A
; B(t) =
0
B B
B
@
b1(t)
b2(t)
. . .
bn(t)
1
C C
C
A
il sistema pu o essere riscritto
Y
0(t) = AY (t) + B(t) (4.9)
con A indicante la matrice quadrata di ordine n contenente i coecienti
aij che compaiono nel sistema (4.8).
Se l'equazione dierenziale che bisogna risolvere  e una equazione dif-
ferenziale lineare a coecienti costanti di ordine n, cio e del tipo
y
(n) + an 1y
(n 1) + an 2y
(n 2) +  + a1y
0 + a0y = b(t) (4.10)
questa pu o essere trasformata in un sistema dierenziale di primo ordine
con l'uso delle seguenti funzioni:
z1(t) = y(t); z2(t) = y
0(t); z3(t) = y
(2)(t); :::; zn(t) = y
(n 1)(t):
Si ottiene infatti che l'equazione (4.10)  e equivalente al sistema
8
> > > > > <
> > > > > :
z0
1 = z2
z0
2 = z3
. . .
z0
n 1 = zn
z0
n =  an 1zn   an   2zn 1      a1z2   a0z1   b(t)
(4.11)
che pu o essere scritto nella forma compatta
0
B
B
B B
B
@
z0
1
z0
2
. . .
z0
n 1
z0
n
1
C
C
C C
C
A
=
0
B
B
B B
B
@
0 1 0 ::: 0
0 0 1 ::: 0
. . .
. . .
. . .
...
. . .
0 0 0 ::: 1
 a0  a1  a2 :::  an 1
1
C
C
C C
C
A
0
B
B
B B
B
@
z1
z2
z3
. . .
zn
1
C
C
C C
C
A
+
0
B
B
B B
B
@
0
0
. . .
0
b(t)
1
C
C
C C
C
A
: (4.12)
40Quest'ultima scrittura  e particolarmente interessante perch e la matrice
che vi compare  e una matrice che si denisce compagna, e il calco-
lo del polinomio caratteristico di questa matrice  e immediato, infatti
PA(T) = ( 1)n(T n + an 1T n 1 +  + a1T + a0), risultato che si pu o
ottenere per induzione sull'ordine n della matrice.
Attraverso lo studio dei sistemi dierenziali di primo grado si possono
quindi risolvere anche le equazioni dierenziali lineari di ordine n.
Osservazione 4.14 Come nel caso dell'osservazione 4.1, possiamo
denire una funzione   : V n ! W n, con V lo spazio vettoriale delle
funzioni C1(I) e W spazio vettoriale delle funzioni C0(I). La funzione  
 e denita nel modo seguente,  (Y ) = AY ed  e una funzione lineare. La
soluzione del sistema omogeneo associato a (4.8) coincide con il nucleo
di   e la soluzione generale del sistema  e la controimmagine secondo  
di B(t). Anche nel caso dei sistemi dierenziali lineari, se 	0(t)  e una
soluzione particolare del sistema di equazioni (4.8), allora la soluzione
generale di questo sistema si ottiene sommando a 	0(t) la soluzione ge-
nerale del sistema omogeneo associato. 
Nella prossima osservazione si cerca il legame esistente tra un sistema
(4.8) esprimibile con una matrice quadrata A di tipo qualsiasi e il siste-
ma dierenziale in cui la matrice che lo esprime risulta simile ad A ed in
forma canonica di Jordan.
Osservazione 4.15 Sia (4.9) l'espressione che esprime un sistema
del tipo (4.8). Indicata con J = S 1AS la matrice simile ad A in forma
canonica di Jordan (sempre esistente per il teorema 3.1), se si considerano
le funzioni z1(t);:::; zn(t) tali per cui
Z(t) =
0
B
@
z1(t)
. . .
zn(t)
1
C
A = S 1Y (t)
si ha anche che
Y (t) = SZ(t) e Y
0(t) = SZ
0(t)
dal momento che la matrice S  e formata da elementi costanti.
Sostituendo in (4.9) si ottiene il sistema
SZ
0(t) = ASZ(t) + B(t) e quindi
Z
0(t) = S
 1ASZ(t) + S
 1B(t) = JZ(t) + D(t); (4.13)
41con J matrice in forma canonica di Jordan e D(t) = S 1B(t) una en-
nupla di funzioni assegnate. In questa nuova forma le singole equazioni
dierenziali sono particolarmente semplici perch e J  e una matrice qua-
drata in forma di Jordan.
Trovata un'ennupla 	z(t) che soddisfa l'equazione (4.13), per trovare
l'ennupla di funzioni 	y(t) che soddisfa (4.9) basta moltiplicare 	z(t)
per S, cio e 	y(t) = S	z(t). 
Anche per i sistemi di equazioni dierenziali esiste il problema ai
valori iniziali, o problema di Cauchy; avendo infatti un sistema (4.8),
e assegnati t0 2 I e (k1;:::; kn) 2 Rn, il problema di Cauchy coincide con
la ricerca di una soluzione formata da un'ennupla di funzioni (1;:::; n)
che soddisno le condizioni
8
> > > <
> > > :
1(t0) = k1
2(t0) = k2
. . .
n(t0) = kn
:
Se le condizioni iniziali di (4.9) sono date dal vettore colonna Y0 formato
dall'ennupla (k1;:::; kn), allora le condizioni iniziali del sistema (4.13)
sono date dal vettore colonna Z0 formato dall'ennupla (k0
1;:::; k0
n), dove
Z0 = S 1Y0.
Per la risoluzione del generico sistema di equazioni dierenziali
Y 0(t) = AY (t) + B(t)  e molto conveniente trovare l'equivalente sistema
Z0(t) = JZ(t)+D(t), con J matrice in forma canonica di Jordan. Trovare
l'equivalente del sistema di partenza  e sempre possibile e la sua costru-
zione  e stata esposta nell'osservazione 4.3; nella stessa osservazione si
mostra anche come ottenere la soluzione per il sistema di partenza dopo
aver trovato la soluzione per il sistema equivalente.
Cerchiamo quindi la soluzione per sistemi del tipo (4.13); in questi sistemi
le equazioni possono essere esclusivamente di due tipi:
z
0
i = izi + di(t); (4.14)
dove  e presente una sola funzione incognita, oppure
z
0
i = izi + zi+1 + di(t); (4.15)
dove sono presenti due funzioni incognite: zi e zi 1.
L'ultima equazione del sistema, quella relativa alla funzione zn  e sempre
42del tipo (4.14), per come  e strutturata la matrice J. Per un'equazione
di questo tipo possiamo trovare la soluzione generale seguendo la
metodologia esposta nel paragrafo 4.2 (si veda (4.6) per una soluzione
particolare e (4.7) per la soluzione generale).
La penultima equazione del sistema pu o essere sia del tipo (4.14),
sia del tipo (4.15); nel primo caso la soluzione si trova con lo stesso
metodo usato precedentemente, nell'altro caso, cio e se l'equazione  e del
tipo z0
n 1 = n 1zn 1 + zn + dn 1(t), si sostituista a zn l'espressione
determinata nel passaggio precedente, ottenendo cos  una equazione
dierenziale lineare del primo ordine nella sola funzione incognita zn 1,
riportandosi cos  al caso precedente.
Tutte le altre equazioni possono essere risolte applicando il ragionamento
appena svolto dal momento che in una matrice in forma di Jordan,
per ogni blocco elementare di autovalore i all'ultima riga corrisponde
un'equazione del tipo (4.14), e a quelle precedenti corrispondono tutte
equazioni del tipo (4.15).
Si ottiene cosi un'ennupla di funzioni 	(t) = ( 1(t);:::;  n(t)), ennupla
che rappresenta la soluzione generale del sistema (4.13).
Volendo entrare in ulteriori dettagli, si svolge nel seguito la risoluzione
del sistema omogeneo Z0(t) = JZ(t); si pu o anche, senza perdita di gene-
ralit a, supporre che J sia un blocco elementare di Jordan, dal momento
che le funzioni coinvolte in un dato blocco elementare non compaiono
mai nelle equazioni relative a blocchi diversi, per come  e strutturata la
forma canonica di Jordan.
Si analizza allora il sistema Z0(t) = JZ(t), con
J = J;n =
0
B B
B
@
 1 ::: 0
0  ... 0
. . . ... ... . . .
0 0  
1
C C
C
A
:
L'ultima equazione risulta z0
n = zn e quindi ha come soluzione generale
 n(t) = cnet.
La penultima equazione diventa cos  z0
n 1 = zn 1 + cnet, per cui la
soluzione generale risulta essere  n 1 = cn 1et + cntet, dal momento
che una primitiva F(t) di e tcnet = cn  e cnt (si confronti (4.7)).
L'equazione relativa a zn 2  e z0
n 2 = zn 2 + cn 1et + cntet
e come si pu o notare facilmente si ha che una primitiva F(t) di
43e t(cn 1et + cntet) = cn 1 + cnt risulta cn 1t + cnt2=2. Quindi la
soluzione generale  e  n 2 = cn 2et + cn 1tet + cn
t2
2 et.
Procedendo con questo ragionamento si ottiene che la soluzione
generale relativa all'i-esima equazione  e
 i(t) = ciet+ci+1tet++ci+j
tj
j!
et++cn 1
tn 1 i
(n   1   i)!
et+cn
tn i
(n   i)!
et:
La soluzione dell'equazione omogenea Z0(t) = JZ(t) pu o cos  essere
espressa in maniera compatta:
	(t) = et
0
B B
B
B B
B
@
1 t t
2
2  t
n 2
(n 2)!
t
n 1
(n 1)!
0 1 t  t
n 3
(n 3)!
t
n 2
(n 2)!
. . .
...
...
. . .
. . .
0 0 0 ::: 1 t
0 0 0 ::: 0 1
1
C C
C
C C
C
A
0
B
B B
B
B B
B
@
c1
c2
c3
. . .
cn 1
cn
1
C
C C
C
C C
C
A
: (4.16)
Supponiamo adesso che la matrice J di Z0(t) = JZ(t) sia una matrice
quadrata di ordine n formata dai blocchi di Jordan J1;:::; Jr. Consi-
derato l'i-esimo blocco elementare di Jordan Ji = Ji;ni; 1  i  r, la
soluzione 	i(t) si ottiene sfruttando la (4.16), con le dovute sostituzioni
riguardanti l'autovalore e l'ordine della matrice (quindi  = i e n = ni).
Chiamata Ki(t) la matrice che si ottiene moltiplicando eit per la matrice
quadrata che compare nella soluzione 	i(t), e chiamata Ci la matrice
colonna contenente i coecienti ci1;:::; cini, si ha che 	i(t) = Ki(t)Ci(t):
Si ottiene allora che la soluzione generale del sistema pu o essere scritta
nella forma
	(t) =
0
B B B
@
K1(t) 0  0
0 K2(t)  0
. . . ... . . .
0 0  Kr(t)
1
C
C C
A
0
B
B B
@
C1
C2
. . .
Cr
1
C
C C
A
; (4.17)
dove Ki(t) e Ci si riferiscono all'i-esimo blocco elementare Ji;ni di
ordine ni che compare in J, Ci 2 Mni;1(C) e n1 +  + nr = n.
L'ennupla di funzioni 	(t) dipende da n parametri che possono es-
sere sempre determinati sfruttando l'ennupla delle condizioni iniziali Z0
corrispondenti ai valori che le n funzioni devono assumere in t0. Infatti
44la matrice
K(t) =
0
B
@
K1(t)
...
Kr(t)
1
C
A
 e invertibile per ogni valore di t, dal momento che  e sopradiagonale e
con elementi diversi da zero sulla diagonale principale. Dalle condizioni
	(t0) = Z0 = K(t0)C si pu o quindi determinare C (e dunque i parame-
tri): risulta infatti C = (K(t0)) 1Z0.
I valori dei parametri sono quindi univocamente determinati, per cui si
pu o aermare che, dato un problema di Cauchy, esiste una e una sola
soluzione del sistema Z0(t) = JZ(t) che soddisfa le condizioni iniziali
date.
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