Abstract. The paper consists of some extensions in Hardy and Copson type inequalities on time scales.
Introduction
Advancements in inequalities had started since the end of 19th century, which laid the theocratical foundations of approximation methods. Generally it is accepted that the classic work "Inequalities [7] ", which appeared in 1934, gave a systematic discipline to a collection of isolated formulas. This work had played a role of a strong stem in continuous growth to modern field of Inequalities.
Many researchers had paid attention to these inequalities since invention of these inequalities. A large number of papers related with extensions, new results, and generalizations can be seen on the topic [5, 8, 10] . ω(ς)g (ς)∆ς exists. Then
ω(ς)g (ς)∆ς."
Taking into account the worth of inequalities, we are motivated to extend the results of [12] for functions of several variables.
Preliminaries
A closed non-empty subset of real numbers is called a time scale. Notation to be used for a time scale is T. R, Z, N, N 0 , [a,b] are examples of time scales whereas rationals, irrationals and (a,b) are not closed, therefore not time scales. Few basic concepts related to time scales theory, are as under (see [2] [3] [4] ):
Definition 2.1. Let T denotes a time scale. For ς ∈ T, the forward jump operator σ : T → T is defined as σ(ς) := inf {z ∈ T; z > ς} , and the backward jump operator ρ : T → T is defined as ρ(ς) := sup {z ∈ T; z < ς} .
The point ς ∈ T satisfying σ(ς) > ς is right-scattered whereas the point ς satisfying ρ(ς) < ς is leftscattered. Points which are simultaneously left and right scattered are isolated. Also, the point ς is called right-dense if ς < sup T and σ(ς) = ς and is called left-dense if ς > inf T and ρ(ς) = ς. The points that are left and right dense simultaneously are dense points. Definition 2.4. Let g : T → R and ς ∈ T, if g ∆ (ς) exists with the condition that, for > 0, there exists a
for all s ∈ O, then g is differentiable at ς and is denoted by g ∆ (ς).
Theorem 2.1. Assume delta derivatives of g 1 , g 2 : T → R exist at ς ∈ T. Then derivative of the product g 1 g 2 : T → R exists at ς ∈ T and satisfies
Definition 2.5. Consider g is rd-continuous function. Then for ς 0 ∈ T, the function G defined by
is called the antiderivative of g. Definition 2.6. If α ∈ T, sup T = ∞, and g 1 is rd-continuous on the interval [α, ∞), then
Existence of limit gives convergence of the integral elsewise it diverges.
Theorem 2.2. If α, β, γ ∈ T, c ∈ R and u 1 , u 2 ∈ C rd , then
These are known as integration by parts formulae. Theorem 2.3 (Chain rule 1). Let u 2 : R → R be continuous, u 2 : T → R is delta differentiable on T κ and suppose that u 1 : R → R is continuously differentiable. Then there exists c ∈ [ς, σ(ς)] with
Theorem 2.4 (Chain rule 2). Assume u 1 : R → R is continuously differentiable and suppose u 2 : T → R is delta differentiable. Then u 1 • u 2 : T → R is delta differentiable and
holds.
Chain rule 2 is given by C. Pötzsche [11] , likewise it also appeared in S. Keller's paper [9] .
A simple consequence of Theorem 2.4 is given below:
where p > 1 and q = p/(p − 1).
Next, we present Fubini's Theorem on time scales [1] .
Theorem 2.6. Let T 1 , T 2 be two time scales. Suppose S : T 1 × T 2 → R is integrable with respect to both time scales. Define Φ(y 2 ) = T1 S(y 1 , y 2 )∆y 1 for a.e y 2 ∈ Λ and Ψ(y 1 ) = T2 S(y 1 , y 2 )∆y 2 for a.e y 1 ∈ T 1 .
Then Φ and Ψ are both differentiable in time scales settings and
In the sequel, we denote [a, b) T = [a, b) ∩ T, where T be any time scale. Also partial derivatives for i ∈ {1, . . . , n} are denoted by
We also assume that the functions are nonnegative, rd-continuous and the integrals considered are assumed to exist. 
where n is any positive integer.
Proof. We prove the result by using Principle of mathematical induction.
For n = 1, statement is true by [12, Theorem 2.1]. Assume for 1 ≤ n ≤ k (3.2) holds. To prove the result for n = k + 1, Take left hand side of (3.2) in the following form
Apply integration by parts (Theorem 2.2 (i)) on I k+1 w.r.t ς k+1 ∈ [a k+1 , ∞) to get
where
By chain rule (2.4) and for
. . .
. . , a k+1 ) = 0 and u k+1 (∞) = 0, (3.5) becomes
Use (3.6) and (3.10) in (3.11) to get
Multiply and divide by
on right hand side of (3.12) and then apply Hölder's inequality to get
Divide both sides by right most term and take power p on both sides. After simplification, we get
Use Theorem 2.6 "k times" on right hand side of (3.15) to get ς 1 ) , . . . , σ k (ς k )), ) with fix t k+1 ∈ T k+1 , in (3.16) and use Fubini's Theorem (Theorem 2.6) "k times" to get
Thus by principle of mathematical induction, inequality (3.2) holds for all n ∈ Z + , which completes the proof.
If we assume
in Theorem 3.1 (in particular in (3.2)), we obtain the following result.
Corollary 3.1. For p > 1 and i ∈ {1, . . . , n}, consider T i be time scales, a i ∈ [0, ∞) Ti , λ i : T i → R + and and ψ(ς 1 , . . . , ς n ) be defined as in Theorem 3.1 such that (3.17) holds and the delta integrals
Then (3.2) takes the form
where "n" is any positive integer. . . .
As a special case of this inequality when
where p > 1.
Remark 3.2. For p > 1 and ∀ i ∈ {1, 2, . . . , n}, assume that T i = N with a i = 1 in Corollary 3.1.
Furthermore assume that
is convergent. In this case (3.18) becomes the following discrete Copson type inequality for the functions of "n" independent parameters:
Theorem 3.2. Let T 1 , . . . , T n denote time scales. For p > 1 and i ∈ {1, . . . , n}, consider a i ∈ [0, ∞) Ti and
For n = 1, statement is true by [12, Theorem 2.5]. Assume for 1 ≤ n ≤ k (3.24) holds. To prove result for n = k + 1, Take left hand side of (3.24) int the following form
Since φ(ς 1 , . . . , ς k , ∞) = 0 and Λ k+1 (a k+1 ) = 0, (3.27) becomes
Apply chain rule (2.2) to find upper bound of
Then (3.28) becomes,
Multiply and divide by [λ k+1 (ς k+1 )] p−1 p on R.H.S of (3.32) then apply Hölder's inequality on R.H.S, we get
Divide both sides by right most term then take power p on both sides and after simplification, we get
Use Fubini's Theorem (Theorem 2.6) "k times" on right hand side of (3.35), we get
By using induction hypothesis for φ k (ς 1 , . . . , ς k+1 ) (instead φ k (ς 1 , . . . , ς k+1 ), with fix t k+1 ∈ T k+1 , in (3.16) and again apply Theorem 2.6 "k times" on right hand side to get
Thus by principle of mathematical induction (3.24) holds for all positive integers n, which completes the proof.
Remark 3.3. As a special case of Theorem 3.2 when T i = R, ∀ i ∈ {1, . . . , n}, we have following generalization of integral inequality of Copson-type for the functions of "n" independent variables (note that when
As a special case of (3.38) when λ i (ς i ) = 1, ∀ i ∈ {1, . . . , n}, we have
Remark 3.4. For p > 1 and ∀ i ∈ {1, 2, . . . , n}, assume that T i = N with a i = 1 in Theorem 3.2.
is convergent. In this case (3.24) becomes the following discrete Copson type inequality for the functions of "n" independent parameters:
Theorem 3.3. Let T 1 , . . . , T n denote time scales. For p > 1 and i ∈ {1, . . . , n}, consider a i ∈ [0, ∞) Ti and
Proof. This result is proved by using Principle of mathematical induction. For n = 1, statement is true by [12, Theorem 2.8] . Assume for 1 ≤ n ≤ k (3.43) holds. To prove the result for n = k + 1, Take left hand side of (3.43) in the following form
Use integration by parts Theorem 2.2 (i) with φ(ς 1 , . . . , ς k , ∞) = 0 and Λ k+1 (ς k+1 ) = 0 to get
Multiply and divide by [λ k+1 (ς k+1 )]
on right hand side of (3.51) and apply Hölder's inequality to get
Divide both sides by right most term then take power p on both sides and after simplifying, we get
Use Theorem 2.6 "k times" on right hand side of (3.54), to get
By using induction hypothesis for φ k (ς 1 , . . . , ς k+1 ) (instead φ k (ς 1 , . . . , ς k+1 ), with fix t k+1 ∈ T k+1 , in (3.55) and again by applying Theorem 2.6 on right hand side, we get Thus by principle of mathematical induction (3.43) holds for all n ∈ Z + , which completes the proof.
From Theorem 3.3 with condition (3.17), we obtain following result. 
