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Le reti di sensori sono per natura reti versatili, a basso costo e dalle alte capacità di 
autoconfigurazione e scalabilità. Utilizzare in maniera nativa IP permetterebbe di 
estendere queste reti e utilizzare lo standard “de facto” dell’internetworking. 
Scopo di questo lavoro è studiare le proprietà di una recente proposta di standard, 
denominata 6LoWPAN, che permette di incapsulare pacchetti IPv6 all’interno del 
payload 802.15.4. Lo studio è basato sulla più recente proposta di standard dell’IETF 
Working Group, denominata RFC 4944, e sui contributi resi disponibili tramite la 
mailing list dello stesso WG. 
Lo studio è stato accompagnato da un’analisi dettagliata di un’implementazione 
commerciale che ha permesso di evidenziare alcune caratteristiche dello standard, ma 
anche peculiarità e limiti della soluzione offerta. 
Un ulteriore obiettivo della tesi è stata l’implementazione di un case study basato sullo 
standard 6LoWPAN, tramite cui è stato possibile effettuare un’analisi comparativa 
ZigBee, standard più maturo e ampiamente diffuso in ambito Wireless Sensor 
Network. 
Il lavoro è il risultato di un periodo di tirocinio durato sei mesi presso i laboratori di 
ricerca Telecom Italia a Torino, ed ha consentito di accrescere il know-how sullo 
standard e monitorare lo stato dell’arte delle tecnologie disponibili e, allo stesso 
tempo, realizzare l’implementazione di un test bed basato su 6LoWPAN. Il software 
permette di monitorare caratteristiche ambientali quali luce e temperatura attraverso 
una rete di sensori con topologia a stella.  
Il software è stato sviluppato sia per le piattaforme hardware Tmote Sky che MicaZ. Per 
far fronte alle diverse risorse di memoria, sono state sviluppate due soluzioni 
specifiche: rispettivamente di 3,11 Kb e 2,56 Kb. Si stima inoltre, che un nodo basato 
sulla piattaforma Tmote Sky, dotato di una capacità energetica pari a 2500mAh, 
possieda un’autonomia energetica superiore ad un anno e mezzo. 
Al momento, la proposta di standard è ancora in fase di studio da parte del WG e non è 
difficile immaginare nuovi progressi e sviluppi specie per quanto riguarda le tematiche 
legate al routing. Future e ulteriori evoluzioni del test bed potranno facilmente 
consentire la verifica sperimentale di aspetti e tematiche che il presente lavoro di tesi 
tratta solo sul piano teorico in quanto non ancora giunte ad un sufficiente livello di 













La scienza è fatta di dati come una casa di pietre. Ma un ammasso di dati non è scienza più di 




Bisogna aver rinunciato al buon senso per non convenire che non conosciamo nulla se non 





Osservare l’ambiente in cui siamo immersi è il primo passo per la conoscenza. 
Attraverso i sensi possiamo far arrivare al cervello numerose informazioni e 
percezioni che vengono elaborate al fine di produrre conoscenza che arricchisce 
il bagaglio della nostra esperienza. Maggiore è il numero di “sensazioni” che 
raccogliamo e più accurata sarà la nostra conoscenza della realtà.  
Le reti di sensori senza filo (Wireless Sensor Network) sono un insieme 
numeroso di dispositivi elettronici, detti nodi, dotati di sensori, di un 
microprocessore e un’interfaccia radio per la comunicazione. I nodi cooperano 
tra loro per monitorare determinate caratteristiche di un evento fisico quali 
temperatura, umidità, accelerazione, luce, presenza ecc. 
L’interazione fra i nodi è un aspetto fondamentale, dato che l’interesse 
dell’utilizzatore finale non è rivolto all’informazione che si ricava dal singolo nodo 
sensore, ma dal complesso di informazioni rilevate dai sensori disposti in una 
specifica area. 
Affinché questo “ammasso di dati” possa trasformarsi in conoscenza empirica è 
necessario un protocollo ben definito che da un lato permetta di trasmettere le 
informazioni lungo la rete e dall’altro possa sfruttare appieno le peculiarità della 
rete stessa. Attraverso la definizione un protocollo di comunicazione è possibile 
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far confluire l’insieme dei dati raccolti attraverso un canale di comunicazione 
senza filo verso un nodo speciale, detto stazione base o sink. 
Come si può vedere dalla figura sottostante, il nodo sink è collegato a sua volta 
ad un pc o tramite un cavo (seriale, Usb o ethernet) o in modo wireless 
(internet, satellite).  
 
I ARCHITETTURA GENERALE DI UNA WSN 
 
In questo modo l’utilizzatore finale ricava una rappresentazione intelligibile della 
realtà percepita dalla rete e può decidere se continuare con l’analisi e la raccolta 
empirica dei dati piuttosto che interagire con la rete stessa in risposta ad un 
particolare evento o, ancora, esportare questa conoscenza verso altre reti. 
In questi ultimi anni le reti di sensori e i protocolli ad esse legate costituiscono 
un’importante area di ricerca ed un mercato in rapida espansione. Se da un lato 
nuovi scenari si sono aperti, dall’altro bisogna tener conto dei limiti e delle 
necessità imposte da questa tecnologia alle quali è corrisposto un sempre 







Generalità sulle Wireless Sensor Network 
Sviluppatesi originariamente in ambito militare, le WSN hanno trovato un 
notevole sviluppo negli ultimi cinque anni anche a seguito della definizione di 
nuovi standard e protocolli d’uso. 
Fin da subito sono state concepite come un sistema di nodi autonomi distribuiti 
nello spazio capaci di stabilire e mantenere una rete priva di infrastrutture in cui 
la comunicazione avviene, sfruttando la rete stessa, senza cavi per trasmettere 
dati rilevati ed eseguire alcune operazioni semplici. 
Una rete di questo tipo ha delle specifiche molto stringenti che, senza entrare 
nello specifico, è possibile sintetizzare nei seguenti punti: 
 le applicazioni sviluppate sono data-centric: l’importanza risiede nei dati 
contenuti nei nodi piuttosto che nel programma che eseguono; 
 la cardinalità dei nodi è variabile ma in genere elevata: da poche decine 
fino a migliaia di nodi; 
 i nodi sensore vengono disposti con densità spaziali molto elevate: fino a 
decine di unità nello spazio di pochi metri; 
 i nodi sono soggetti a malfunzionamenti: per garantire una certa 
tolleranza ai guasti, e non compromettere il corretto funzionamento 
della rete, deve essere prevista una certa ridondanza nel numero di nodi; 
 sia per guasti che per la mobilità dei nodi stessi, la topologia della rete 
può variare nel tempo in modo molto frequente; 
 i nodi usano principalmente comunicazioni di tipo broadcast; 
 i nodi sensore hanno forti limiti in termini di risorse fisiche: ogni nodo 
ha una potenza di calcolo nell’ordine di qualche decina di MHz e qualche 
kilobyte di memoria RAM per l’esecuzione dei programmi; 
 l’assorbimento di energia è un fattore chiave: i consumi energetici 
devono essere limitati per garantire una vita media della rete elevata. I 
nodi sono generalmente alimentati da una sorgente di energia limitata 
(<0.5A, 1.2V) e, laddove dotati di batteria, si vuole che mantengano le 
loro capacità senza frequenti interventi di manutenzione e/o sostituzione; 
 i nodi devono essere piccoli e poco costosi. 
Se da un lato queste caratteristiche possono rappresentare dei vincoli molto 
forti, dall’altro invece, è necessario mettere in evidenza quelli che sono i benefici 
che queste reti offrono. 
Le reti di sensori senza filo permettono una facile dislocazione dei nodi: 
questi, infatti, possono essere disposti anche in aree pericolose o difficilmente 
raggiungibili senza una collocazione ben precisa. Le tradizionali reti wired, al 
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contrario, prevedono costi per la messa in opera dell’impianto da parte di 
personale specializzato e la posa di macrosensori è limitata a certe aree. 
Un altro vantaggio deriva dalla naturale ridondanza che la rete offre; questo si 
traduce in una maggiore flessibilità e robustezza della rete stessa. In caso di 
guasto o fallimento di un nodo la rete è capace di auto-organizzarsi e “reagire” in 
maniera trasparente all’utente finale. 
La notevole quantità di dati collezionabile da una rete di sensori senza filo 
permette di avere un’accuratezza elevata del fenomeno che si intende 
monitorare. 
Infine, le reti di sensori senza filo devono avere un costo per dispositivo molto 
contenuto. Se così non fosse, i vantaggi tecnologici elencati in precedenza 
sarebbero annullati dallo svantaggio economico nei confronti delle reti cablate. 
Attualmente, un nodo completo di sensore costa pochi dollari ed è facile 
prevedere che una rapida espansione di questa tecnologia possa innescare i 
vantaggi tipici delle economie di scala. Una progressiva riduzione dei costi e un 
incremento delle risorse fisiche dei nodi permetterà in futuro di soddisfare ancor 
di più i requisiti discussi sopra. 
Queste caratteristiche ben si adattano a numerosi scenari applicativi che 
possiamo racchiudere in quattro macrocategorie: 
1. Monitoring: la rete è predisposta per tenere traccia di determinate 
grandezze fisiche nel tempo in una particolare area geografica.  
2. Event detection: la rete è predisposta per monitorare l’ambiente e 
riconoscere il verificarsi di determinati eventi rilevabili dai nodi sensori o 
gruppi di essi. 
3. Object Classification: la rete è predisposta per riconoscere determinati 
oggetti in base alle grandezze misurate 
4. Object Tracking: la rete è predisposta per riconoscere gli spostamenti di 
un oggetto all’interno di una determinata area. 
Questi caratteri distintivi ben si applicano a numerosi campi applicativi fra cui il 
controllo della salute della persona, la sicurezza, il controllo ambientale o del 
traffico, l’agricoltura di precisione e applicazioni militari.  
L’enorme varietà di applicazioni possibili per queste reti richiede soluzioni 
diversificate e ottimizzate. In particolar modo, attualmente si sta indagando su 
come gestire in maniera più efficiente il consumo energetico dei nodi sensori in 
modo da aumentare l’autonomia della rete e, in particolare, come instradare e 
raccogliere in modo ottimizzato le comunicazioni che dal sensore sono rivolte 
all’utilizzatore. 
Un primo metodo per ridurre il consumo energetico dei nodi è quello di 







Con duty cycle indichiamo percentualmente il rapporto tra il tempo in cui un 
dispositivo consuma maggiormente energia1 e il tempo in cui il dispositivo si 
trova in uno stato dormiente o “sleep mode”. La figura II evidenzia i diversi 
consumi di un dispositivo nel tempo. 
                        
II DUTY CYCLE  
Valori tipici di duty cycle nelle WSN sono nell’ordine dello 0,1≈1%. 
Un’altra strategia utilizzata per ridurre il consumo energetico è quella di utilizzare 
algoritmi e protocolli di rete efficienti, poiché una riduzione della quantità di dati 
trasmessa comporta una riduzione del tempo in cui il nodo dovrà accendersi per 








                                                                   
1
 Solitamente il maggior consumo deriva dalla radio, utilizzata per trasmettere o ricevere informazioni. 
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La ragion d’essere dell’IPv6 nelle WSN  
Lo standard 802.15.4, definito dall’IEEE, definisce i soli Physical e Medium Access 
Control Layer per le reti di sensori; nessuna assunzione viene invece avanzata 
per i livelli protocollari superiori. L’assenza di uno standard “de iure” per i livelli 
3-7 dello stack si è tradotta nello sviluppo di molteplici protocolli per lo strato di 
rete e applicativo che cercassero di sfruttare i vantaggi che le reti 802.15.4 
offrono e, possibilmente, acquisire una quota di mercato crescente. 
Come possiamo vedere in figura III, ancora oggi non esiste uno standard 
prevalente, e lo scenario si caratterizza per la presenza di molteplici protocolli 
che si appoggiano all’IEEE 802.15.4. 
ZigBee costituisce probabilmente il tentativo di standardizzazione più articolato e 
completo, ma sul mercato sono presenti innumerevoli soluzioni proprietarie, 
mentre in ambito accademico TinyOS rappresenta tuttora l’ambiente di 
riferimento.  
 
III ESEMPI DI STACK PROTOCOLLARI PER LO STACK 802.15.4 
È in questo scenario che si colloca il 6LoWPAN, un protocollo di rete che 









Il protocollo IPv6 risponde innanzitutto al problema dello spazio 
d’indirizzamento. IPv6 prevede 3,4x1038 indirizzi possibili ed è quindi in grado 
di supportare miliardi di host, ciascuno con un proprio indirizzo univoco, 
scongiurando quindi il pericolo di esaurirne la disponibilità. Da questo punto di 
vista IPv6 soddisfa i requisiti di scalabilità propri delle reti di sensori, pensate per 
poter avere ampia densità in prossimità dell’evento d’interesse e gestire 
comunque migliaia di nodi contemporaneamente. 
L’IPv6 introduce un tipo di configurazione automatica degli host che si attiva non 
appena viene abilitata un’interfaccia. Questo ha il grande vantaggio di non 
necessitare dell’intervento di server centralizzati per poter disporre di un indirizzo 
e per le operazioni di configurazione. Tale meccanismo, chiamato stateless 
autoconfiguration, viene sfruttato anche all’interno delle reti 6LoWPAN per 
semplificare meccanismi di amministrazione di rete e commissioning. 
L’adozione di IPv6, come protocollo di rete per Internet, amplificherà 
notevolmente gli scenari e le possibilità di comunicazione diretta tra le reti di 
sensori e altre reti attestate alla “Big Internet” o comunque accessibili tramite 
quest’ultima. Allo stesso tempo, una rete di sensori che utilizzi IPv6 potrebbe 
ereditare numerosi meccanismi di amministrazione e gestione di rete, con una 
conseguente riduzione dei costi e dei tempi di implementazione nonché dello 
sforzo per ottenerne la standardizzazione e l’adozione a livello globale. 
Queste sono alcune delle potenzialità per le quali è nato un WG all’interno 
dell’IETF per cercare di definire un livello di rete adattativo che gestisse 
messaggi IPv6 all’interno delle reti di sensori senza filo: il 6LoWPAN. 
È da notare come, diversi protocolli industriali e commerciali (ZWave, SCADA 
ecc), prevedano un’opzione di compatibilità per le reti IP, contemplando la 
possibilità di dialogare con reti IP per mezzo di un gateway/proxy dedicato. 
Utilizzando, invece, IP in maniera nativa sui nodi permetterebbe eliminare i 
gateway per la comunicazione con altre reti: i nodi infatti, sarebbero visti a tutti 
gli effetti come host di una particolare sottorete e, grazie alla condivisione del 
protocollo di rete, potrebbero dialogare automaticamente con altre reti IP. 
IPv6 tuttavia, non è stato pensato per le Wireless Sensor Network ma, anzi, è 
stato progettato principalmente per essere utilizzato come protocollo di 
networking per reti cablate. Questo comporta non poche difficoltà nel cercare di 
portare questo standard anche sulle reti wireless e su quelle di sensori in 
particolar modo. Utilizzare IPv6 direttamente su una WSN, appoggiandosi ad 
esempio ai protocolli di livello inferiore come l’IEEE 802.15.4, comporterebbe 
un’enorme overhead di rete impedendo, o quasi, l’accesso alle informazioni dei 
livelli superiori.  
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Uno sguardo sul 6LoWPAN  
 
             IV STACK PROTOCOLLARE 6LOWPAN 
Ecco perché il 6LoWPAN nasce proprio come un livello adattativo tra IP e il livello 
MAC dello standard 802.15.4. Per far questo, il 6LoWPAN deve prevedere 
meccanismi di riduzione dell’overhead intrinseco del protocollo IPv6 attraverso: 
 meccanismi di frammentazione dei messaggi;  
 supporto a meccanismi di routing del livello MAC;  
 formattazione ottimizzata dei messaggi. 
 
 
Scenario e obiettivi della tesi 
Il lavoro di tesi è il risultato di un periodo di tirocinio durato 6 mesi presso i 
laboratori di ricerca Telecom Italia a Torino. 
Telecom Italia, in quanto operatore di telecomunicazioni, destina parte dei suoi 
finanziamenti per la ricerca alle Wireless Sensor Network ed è impegnata da anni 
nello studio sullo stato dell’arte di tale tecnologia anche attraverso lo sviluppo di 
applicazioni in loco. 
Proprio da questo interesse nasce l’esigenza da parte dell’azienda, di monitorare 
nuove proposte di standard e verificare la bontà di soluzioni commerciali 
esistenti. In particolar modo risulta d’importanza strategica poter valutare 
anticipatamente le prospettive di un mercato, come quello delle WSN, in rapida 







Un lavoro di tesi sul 6LoWPAN, va inquadrato proprio in quest’ottica tenendo 
presente la scarsità di studi analoghi in letteratura e l’esigua disponibilità di 
documentazione al riguardo al di fuori dei documenti standard dell’IETF.  
Il tirocinio, iniziato a fine giugno 2007, si prefiggeva quindi come obiettivo 
fondamentale quello di far luce sulla proposta di standard denominata 6LoWPAN, 
seguirne gli sviluppi attraverso gruppi di discussione e nuove revisioni al fine di 
apportare competenze specifiche sull’argomento. 
Parallelamente, è stato richiesto di analizzarne le peculiarità con un’analisi 
investigativa su una piattaforma commerciale a disposizione dell’azienda stessa.  
Successivamente, grazie ad un’implementazione open-source minimale 
dell’università di Brema, è stata riscontrata l’esigenza di produrre 
un’implementazione più completa al fine di ottenere un test bed che fosse 
comparabile con soluzioni già esistenti. Tale implementazione ha permesso, 
infatti, di ottenere risultati analitici e comparabili fra diverse soluzioni di reti di 
sensori low-power  offrendo diversi spunti di interesse per quanto riguarda il 







Il lavoro si suddivide in due parti: nella prima viene effettuata una panoramica 
sugli standard oggetto dello studio, mentre nella seconda si effettua un’analisi 
volta ad illustrare le caratteristiche principali dello standard 6LoWPAN. 
Complessivamente il lavoro consta di 7 capitoli di cui di seguito viene fornita una 
breve descrizione. 
Il Capitolo 1 illustra le caratteristiche fondamentali dello standard 802.15.4 
che fornisce il livello fisico e MAC delle reti di sensori. Su di esso si basano gli 
standard 6LoWPAN e ZigBee, oggetto di un’analisi comparativa. Un’attenzione 
particolare è riservata alle caratteristiche che influenzano il comportamento degli 
strati superiori della pila protocollare. 
Il Capitolo 2 fornisce le caratteristiche dell’ultima proposta di standard 
6LoWPAN. Particolare attenzione è data al meccanismo di compressione 
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dell’header IPv6 e relativa gestione degli indirizzi. Vengono evidenziate le varie 
forme che un pacchetto 6LoWPAN può assumere e le ottimizzazioni offerte a 
livello di rete. Nell’ultima parte vengono presentati alcuni temi d’interesse sulle 
tematiche di routing legate allo standard. 
Il Capitolo 3 serve per presentare lo standard utilizzato come termine di 
confronto qualitativo: ZigBee. Sono presenti le caratteristiche a livello di rete che 
poi verranno sfruttate per l’analisi comparativa col 6LoWPAN. Al termine del 
capitolo viene illustrata una piccola panoramica su altre possibili soluzioni per le 
reti di sensori wireless compatibili col protocollo IP. 
Il Capitolo 4 presenta uno studio effettuato sulla prima piattaforma 
commerciale basata sullo standard 6LoWPAN. Attraverso un processo di attenta 
analisi del prodotto, è stato possibile ricavare le caratteristiche principali del 
funzionamento di tale soluzione.  
Il Capitolo 5 descrive le caratteristiche principali dell’implementazione 
sviluppata nei laboratori della Telecom. Estendendo un’implementazione open 
source sono state fornite diverse funzionalità di power saving per il monitoraggio 
ambientale. Una versione con ridotte funzionalità è stata sviluppata 
appositamente per la piattaforma MicaZ.  
Il Capitolo 6 fornisce due analisi complementari su soluzioni low-power 
distinte. Una prima analisi è finalizzata allo studio delle capacità di traffico offerte 
da due protocolli per le WSN: ZigBee e 6LoWPAN. Questa analisi è suddivisa in 
tre parti distinte: nella prima vengono illustrate le diverse strategie adottate nel 
formato dei pacchetti a livello di rete; nella seconda e nella terza vengono 
confrontate da un punto di vista qualitativo il traffico sviluppato da un test bed 
basato sullo standard ZigBee rispetto a quello sviluppato da una piattaforma 
commerciale e una sviluppata ad hoc basate entrambe sullo standard 6LoWPAN. 
La seconda analisi è volta a stimare il consumo energetico di un nodo di rete, 
confrontando due implementazioni distinte basate sul 6LoWPAN. 
Il Capitolo 7 traccia le conclusioni del lavoro svolto evidenziando i requisiti 
espressi e gli obiettivi raggiunti. È presente una progettazione degli sviluppi 
futuri dell’implementazione realizzata ed un esame delle tematiche in fieri 




























I dispositivi delle WSN sono tutti dotati di un’interfaccia radio e comunicano 
attraverso un canale wireless. Esistono diverse possibilità per instaurare una 
comunicazione wireless di base. 
I primi dispositivi non utilizzavano alcun protocollo standard per il livello fisico e quello 
data-link. L’interfaccia radio utilizzava una modulazione two-tone FSK (Frequency Shift 
Keyed) a 433 e 868-915 MHz e supportava un data rate superiore ai 38,4 kbps. Come 
garantire l’interoperabilit{ tra dispositivi di vendor differenti e tra dispositivi realizzati 
su medesime piattaforme di sviluppo2 rimaneva un problema di difficile soluzione.  
La famiglia di protocolli dell’IEEE 802.11 prevede diversi standard per la comunicazione 
wireless fra dispositivi che necessitano di ampio raggio di trasmissione ed elevato data 
rate. Questi standard, pur coprendo svariati scenari applicativi, mal si adattano 
all’utilizzo su reti in cui i dispositivi abbiano limitate risorse hardware ed energetiche. 
Per questo motivo, a partire dal 2003, è stato istituito un TaskGroup dell’IEEE per 
definire un nuovo standard, 802.15.4, specifico per connettere dispositivi in una low-
data rate wireless personal area network (LR WPANS). Le caratteristiche principali di 
queste reti sono le seguenti: 
 basso data-rate: a seconda della frequenza utilizzata si hanno: 250 kbps, 40 
kbps o 20 kbps. 
 bassa complessità: lo spazio richiesto per l’allocazione in memoria deve essere 
minimizzato; 
 basso costo: i nodi della rete devono avere un prezzo contenuto; 
 bassi consumi:  sono dette anche reti low power per il ridotto consumo 
energetico; 
 connessioni a raggio limitato: il POS (personal operating space), ossia l’area di 
copertura, ha approssimativamente un raggio di qualche decina di metri. 
                                                                   
2
 Ad esempio sviluppate su piattaforma TinyOS 
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Lo standard risultante definisce esclusivamente il livello fisico, PHY, che precisa le 
caratteristiche e le funzionalità del ricetrasmettitore, e il livello Medium Access 
Control, MAC, che specifica le strutture dati da trasmettere (1). 
Questi due strati sono alla base di uno stack protocollare più complesso a seconda 
dell’architettura e dell’implementazione che si intende realizzare. Nella parte finale del 
capitolo verranno presentati gli aspetti di principale rilievo per gli standard che, a 
partire dall’IEEE 802.15.4, vogliano costruire uno stack protocollare completo per le 
WSN. 
Nel presente capitolo verranno trattati gli aspetti principali dello standard e quelli di 
maggior rilievo per il proseguo del lavoro di tesi. Non verranno sviluppati pertanto, i 
meccanismi di associazione/disassociazione della rete in quanto l’analisi presente nei 
capitoli successivi verrà focalizzata sullo studio di reti già formate. 
  





1.1 Livello Fisico 
Il livello fisico dello standard 802.15.4, PHY, è responsabile delle operazioni che 
permettono la comunicazione tra i nodi della rete. La maggior parte delle operazioni 
vengono implementate direttamente nell’hardware del dispositivo; lo standard non 
esprime tuttavia regole in merito, lasciando piena libertà ai costruttori relativamente 
all’implementazione del PHY. 
Le operazioni richieste al livello firmware sono: 
 spegnimento e attivazione del il ricetrasmettitore; 
 misurare la quantità di energia presente nel canale, Energy Detection (ED), 
prima di ogni comunicazione, per stabilire se operare su una determinata 
frequenza o appurare la presenza di disturbi nel canale che ne impedirebbero la 
trasmissione; 
 misurare la qualità del collegamento per mezzo di un opportuno parametro 
chiamato LQI, Link Quality Indicator, all’atto di ricezione di un pacchetto; 
 verificare la presenza di segnale sul canale wireless per evitare collisioni tramite 
il CCA, Clear Channel Assessment; 
 selezionare il canale migliore su cui effettuare la comunicazione 
 effettuare la ricezione e la trasmissione dei dati. 
Due dispositivi che vogliano scambiarsi delle informazioni al livello fisico, devono 
formattare opportunamente i dati raggruppandoli in sequenza di byte, come illustrato 
dalla figura 1.1. 
 
FIGURA 1.1 FRAME AL LIVELLO FISICO 
A questo livello, il pacchetto finale che viene trasmesso da un dispositivo è noto come 
PPDU, ossia PHY Protocol Data Unit, ed è così strutturato: 
Il pacchetto inizia sempre con: 
 un preambolo di quattro byte, composto da trentadue zeri, utilizzato per la 
sincronizzazione; 
 un byte, che assume il valore 0xA7, utilizzato come delimitatore di inizio 
frame che rappresenta l’inizio vero e proprio del pacchetto; 
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 un byte che indica la lunghezza del PHY Service Data Unit (PSDU) che segue. 
La lunghezza è espressa dai sette bit meno significativi, essendo l’ottavo 
riservato; 
 il PSDU vero e proprio che coincide con il MAC Protocol Data Unit, (MPDU) 
ossia con il pacchetto preparato dal livello superiore. 
 
1.1.1 Canalizzazione e frequenze 
Il livello fisico del protocollo prevede tre differenti bande di frequenza per la 
trasmissione radio. Ogni frequenza prevede un diverso numero di canali e una 
differente velocità di trasmissione: 
 Modulazione Utilizzo Data Rate Num. Canali 
868 MHz BPSK Europa 20 kbps 1 
915 MHz BPSK Americhe 40 kbps 10 
2,4 GHz O-QPSK World 250 kbps 16 
TABELLA 1 CARATTERISTICHE DELLE DIVERSE FREQUENZE DI TRASMISSIONE 
 
Tutte le frequenze sono libere3 e risiedono nelle bande UHF, 868 e 915 MHz, e ISM, 2.4 
GHz. 
 
      FIGURA 1.2 CANALIZZAZIONI POSSIB ILI NELL’802.15.4 
Nella figura 1.2 si notano le differenti canalizzazioni offerte dal livello fisico a seconda 
della frequenza adottata. Mentre nelle frequenze americane la lunghezza d’onda è pari 
a 2 MHz, nelle frequenze globali, cioè in quelle che garantiscono maggiore banda, la 
lunghezza d’onda è di 5 MHz. 
                                                                   
3
 Non sono necessari costi aggiuntivi per comprare le licenze per accedere al canale  





Oltre a ciò lo standard a livello fisico stabilisce alcuni parametri per il ricetrasmettitore: 
 Potenza di trasmissione non superiore a -3dBm (0,5W) 
 Sensibilità del ricevitore di -92dBm per le bande a 900MHz e di -85dBm per la 
banda a 2.4 GHz 
Si tratta di valori piuttosto stringenti ma è importante sottolineare che tali valori sono 
sintomatici delle peculiarità di queste reti: basso data rate e trasmissioni a corto raggio. 
A titolo d’esempio, i dispositivi Bluetooth hanno una potenza che varia da 0 dBm 
(1mW) fino ad un massimo di 20 dBm (100mW). In presenza di altri dispositivi che 




Per la trasmissione e la ricezione di segnali con livelli di potenza molto bassi, la 
tecnologia utilizzata dallo standard è la Direct Sequence Spread Spectrum ,DSSS. 
La maggior parte dei sistemi che trasmettono dati digitali utilizzano modulazioni M-
arie, in altre parole il tipo d’informazione trasmessa ha un numero M di livelli di 
rappresentazione superiore a due. Ogni livello ha ovviamente un simbolo che lo 
rappresenta, il che comporta la presenza di M simboli associati. Possiamo dedurre 
facilmente che ciascun simbolo porta con se un numero di bit di informazione pari a 
log2 (M), il che significa che il symbol-rate si riduce all’aumentare del numero di simboli.  
Tali tecniche favoriscono la ricezione di segnali deboli e sono più efficienti in termini di 
occupazione di banda riducendo, allo stesso tempo, il periodo di trasmissione. 
All’aumento del numero di simboli, corrisponde tuttavia, un deterioramento del BER in 
fase di ricezione, con una conseguente perdita in sensitività, ovvero la riduzione della 
massima distanza coperta dal segnale trasmesso.  
La modulazione scelta nelle reti IEEE 802.15.4, facendo riferimento alla banda ISM a 
2.45 GHz, ossia quella utilizzata universalmente e col maggior data rate, ha un numero 
M di simboli pari a sedici per la modulazione del segnale e usa un codice di dispersione4 
di 32 bit; tale tecnica è nota in letteratura col nome di Offset QPSK. Il passo di codifica 
risponde all’esigenza di attuare un compromesso tra occupazione di banda e 
sensitività. Lo schema di modulazione di un trasmettitore nella banda a 2.4 GHz è 
riassunto nella figura seguente:  
                                                                   
4
 Chiamato chip-code 
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FIGURA 1.3 SCHEMA DELLA MODULAZIONE QPSK 
Indicando con P la potenza del segnale originale in ingresso al ricevitore, vengono 
effettuate diverse operazioni nel seguente ordine: operazioni di filtraggio in banda 
espansa, di amplificazione a basso rumore, di correlazione frequenziale in banda base 
e di despreading.  
In altre parole, lo spreading permette di allargare la banda del segnale trasmesso 
usando più bit, con una sequenza chiamata chip, di quelli richiesti: se si assume che 
quest’ultimo sia a banda stretta, la dispersione spettrale interessa praticamente l’intera 
banda espansa di partenza. Come si nota nella figura 1.4, il vantaggio di questa tecnica 
è nella riduzione dell’effetto di un’eventuale interferente: più lunga è la sequenza 
maggiore è la banda e maggiore è la probabilità che i dati vengano recuperati. 
 
FIGURA 1.4 MECCANISMO DI SPREADING 
Questa tecnica consente l’interoperabilit{, ad esempio, delle reti wireless a 11Mb/s con 
le vecchie versioni a 1-2 Mb/s. È stato tuttavia dimostrato che, data l’esigua potenza di 
trasmissione usata nelle reti di sensori, i vantaggi assicurati dall’interfaccia DSSS sono 
piuttosto scarsi. 
È per questo motivo che esistono particolari misure quantitative che vengono utilizzate 
al livello fisico per verificare la bontà di un canale. In fase di trasmissione, il parametro 
utilizzato è l’Energy Detection,ED, che misura la potenza del segnale rilevato in un 





certo canale. Il segnale non viene decodificato ma se ne stima la potenza su una 
determinata frequenza. In fase di ricezione si fa affidamento al Link Quality Detection, 
LQI, che dà un’indicazione sulla effettiva bont{ del collegamento in base all’ED e ad 
una misura del rapporto segnale-rumore.   
Entrambi i parametri vengono mappati attraverso valori numerici ad otto bit che 
vengono utilizzati nell’algoritmo di selezione del canale. Questo prende il nome di 
Clear Channel Assestment (CCA) e fornisce una stima sull’occupazione del canale. 
Sono previste tre modalità: 
1. Energy above threshold 
2. Carrier sensor only 
3. Carrier sense with energe above threshold  
L’algoritmo, oltre all’ED e all’LQI, comunica se un canale è libero o meno ai livelli 
superiori, i quali adotteranno tecniche più sofisticate per incrementare ulteriormente il 
livello di robustezza del protocollo. 
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1.2 Livello MAC 
Il secondo livello del protocollo 802.15.4 è il protocollo di accesso al mezzo condiviso 
(Medium Access Control) che stabilisce la metodologia per contendere e condividere il 
canale wireless di comunicazione. 
A questo livello esistono due possibili modelli di comunicazione: 
 Sincrona: i nodi devono essere sincronizzati ad ogni trasmissione attraverso un 
messaggio di beacon trasmesso in broadcast da un coordinatore unico della 
rete.  
 Asincrona: i nodi comunicano al bisogno, “on demand”. È necessario un 
meccanismo di gestione della contesa del mezzo prima di effettuare la 
comunicazione. 
Il MAC pertanto garantisce un controllo e un utilizzo efficiente del canale attraverso la 
verifica della presenza di eventuali errori e la definizione delle politiche per regolare e 
mantenere la rete. 
L’insieme delle informazioni trasmesse al livello sottostante è noto come MAC 
Protocol Data Unit, MPDU, e vengono comunemente chiamati frame. 
 
    FIGURA 1.5  RIPARTIZIONE FRAME LIVELLO MAC 
L’MPDU è composto da tre parti, variabili a seconda del tipo di frame che si intende 
trasmettere: 
 MAC Header (MHR): è un campo che occupa dai tre ai venti byte ed ha la 
funzione di identificare il pacchetto e i campi che seguono; 
 MAC Service Data Unit (MSDU): è un campo la cui grandezza è variabile e 
contiene ciò che i livelli superiori nello stack protocollare vogliono 
effettivamente trasmettere; 
 MAC Footer (MFR): è un campo che occupa due byte ed è utilizzato per 
verificare se quanto ricevuto è corretto. 





La formattazione e la presenza stessa di questi campi è disciplinata dal tipo di 
messaggio che si intende trasmettere. Le strutture dei vari frame sono state definite in 
maniera tale da minimizzarne la complessità generale, garantendone, al contempo, 
una trasmissione sufficientemente immune dal rumore presente sul canale.  
Lo standard prevede quattro tipi diversi di frame: MAC Data Frame, MAC Beacon 
Frame, MAC Command Frame e MAC Acknowledgment frame. 
 
1.2.1 MAC Data Frame 
Il MAC Data Frame è utilizzato per la trasmissione dei dati che arrivano dai livelli 
superiori dello stack protocollare.  
 
FIGURA 1.6  COMPOSIZIONE MAC DATA FRAME 
Come si evince dalla figura 1.6, esso è composto da 5 campi distinti. 
Il primo, il Frame Control Field, codifica le informazioni relative alla comunicazione in 
corso. È composto da 16 bit in cui, come è evidenziato nella figura 1.7, vengono 
codificate le seguenti informazioni: 
 
         FIGURA 1.7  COMPOSIZIONE FRAME CONTROL FIELD 
 Frame Type: segnala il tipo di pacchetto; 
 Security Enabled: segnala se è attivo o meno il meccanismo di crittografia dei 
dati; 
 Frame Pending: segnala se c’è un altro frame in attesa di essere trasmesso; 
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 Acknowledgement request: segnala se si vuole, dal destinatario della 
comunicazione, un acknowledgement frame in risposta, a conferma della 
corretta ricezione; 
 Intra-Pan: segnala se la trasmissione avviene tra dispositivi della medesima 
rete; 
 Destination e Source addressing mode: indica come vanno letti i successivi 
campi del MAC header, relativi agli indirizzi. La codifica è la seguente : 
o 00 l’indirizzo non è presente all’interno del frame 
o 10 l’indirizzo utilizzato è di tipo short a 16 bit 
o 11 l’indirizzo utilizzato è di tipo extended a 64 bit 
Il secondo campo del MAC Header, il Data Sequence Number, è un numero, codificato 
in 8 bit, che identifica la comunicazione che avviene fra due nodi della rete e ne assicura 
una “traccia”. Ogni dispositivo della rete che invia un Data Frame inizializza, in maniera 
casuale, il proprio sequence number e lo incrementa ad ogni frame inviato. Questo 
campo serve solo per garantire che durante uno scambio di dati, entrambi i dispositivi si 
stiano riferendo al medesimo frame.   
 
Il campo del MAC Header Address Information, è lo spazio riservato agli indirizzi del 
mittente e del destinatario. Esso è variabile a seconda del tipo di indirizzi utilizzati nella 
rete e della codifica presente nel campo Frame Control Field. Lo standard prevede due 
modalità di indirizzamento: 
 Extended Address: indirizzo a 64 bit che rappresenta il “numero di serie” di un 
dispositivo di una qualche azienda. In condizioni normali, un indirizzo EUI-64 
corretto è anche un numero univoco a livello globale: un’azienda produttrice 
potrà assegnare ai propri dispositivi un codice con un prefisso che gli è stato 
assegnato e la rappresenta (2). 
 Short Address: indirizzo a 16 bit che ogni dispositivo riceve dal coordinatore 
della rete dopo la fase di associazione alla rete stessa. Può essere utilizzato solo 
all’interno della rete a cui si è associati. L’indirizzo 0xFFFF è solitamente 
riservato per le comunicazioni broadcast pertanto in una PAN possiamo 
indirizzare fino a 65535 dispositivi. 
Quando il mittente è il coordinatore l’indirizzo può non essere specificato5; l’indirizzo 
del destinatario deve, invece, essere sempre indicato in una delle due modalità 
descritte sopra. 
                                                                   
5
 In questo caso il campo relativo assume il valore 0x0000 





Il campo Data Payload, ha una dimensione variabile ma comunque mai superiore a 104 
byte. Frame di dimensione superiore vengono frammentate prima della trasmissione. 
In altri tipi di frame questo campo può avere altre funzioni o essere del tutto assente. 
Il campo Frame Check Sequence, (FCS), viene utilizzato per il controllo degli errori. 
Esso è costituito da due byte generati a partire dal MHR e dal MAC payload applicando 
un algoritmo polinomiale, noto a priori. Il dispositivo destinatario può verificare tramite 
questo campo se, durante la trasmissione del frame, è avvenuto qualche errore.  
 
 
1.2.2 MAC Command Frame 
Questo tipo di frame consente di implementare i meccanismi di controllo e 
configurazione dei nodi della rete. Il formato del pacchetto è descritto dalla figura 
sottostante: 
 
          FIGURA 1.8 COMPOSIZIONE MAC COMMAND FRAME 
Come si può notare, molti campi sono comuni al MAC Data Frame descritto in 1.2.1 ed 
in particolar modo il MAC Header e MAC Footer rimangono uguali nella semantica, 
cambia invece il campo Service Data Unit. 
È previsto un byte, Command Type, che rappresenta l’identificatore univoco del 
comando. Alcune codifiche sono standard e sono utilizzate anche dagli strati superiori 
della pila protocollare, altre sono invece da considerarsi riservate.  
Il campo seguente, Command Payload, è variabile e contiene gli eventuali parametri 
previsti dall’istruzione che si vuole impartire ad un determinato dispositivo. 
 
  
6LoWPAN: un livello adattivo per la convergenza di WSN e IPv6 
Teoria, analisi, sviluppo e confronto di soluzioni low-power  
Giorgio Porcu  
 
39 
1.2.3 MAC Beacon Frame 
Questo frame viene inviato dal Pan Coordinator per la gestione della rete e l’accesso al 
canale. I beacon frame vengono usati anche in fase di formazione della rete. 
 
               FIGURA 1.9 COMPOSIZIONE MAC BEACON FRAME 
Questi aspetti verranno ripresi in seguito nella descrizione delle reti beacon enabled, 
mentre è interessante notare, nella figura 1.9, come siano presenti, nell’MSDU, i campi 
che riguardano le specifiche del dispositivo trasmittente.  
 
1.2.4 MAC Acknowledgement Frame 
Questo frame viene utilizzato in risposta ad un MAC Data frame per comunicarne 
l’avvenuta ricezione con successo. L’identificazione del pacchetto, a cui 
l’acknowledgement si riferisce, avviene tramite il campo Data Sequence Number del 
MAC Data Frame a cui si riferisce. 
 
FIGURA 1.10 COMPOSIZIONE MAC ACKNOWLEDGEMENT FRAME 
  





Una rete 802.15.4 può utilizzare una delle due modalità previste per accedere al canale 
e trasmettere: modalità superframe e modalità non superframe.  
 
Accesso al canale in modalità superframe 
È la modalità strutturata e viene gestita attraverso i beacon frame che vengono 
sfruttati al fine di sincronizzare i nodi della rete. La figura seguente illustra il 
meccanismo adottato. 
 
 FIGURA 1.11 SUDDIVISIONE TEMPORALE DEL CANALE IN MODALITA’ SUPERFRAME 
Il dispositivo che funge da coordinatore della rete alloca una finestra temporale, detta 
superframe, divisa in un massimo di 16 periodi di uguale durata (chiamati slot) tra due 
frame beacon, rappresentati in figura 1.11 dai due rettangoli blu. Questi vengono inviati 
in broadcast dal coordinatore, ed all’interno di questo intervallo i vari dispositivi 
possono effettuare una trasmissione. Il superframe può essere suddiviso da un punto di 
vista logico in due parti: active part e inactive part. In quest’ultima fase non avvengono 




Una modalità di accesso al canale è quella in cui un dispositivo, dopo aver ricevuto un 
beacon inizia la trasmissione durante il periodo di contesa del mezzo denominato CAP, 
Contention Access Period. In questo intervallo esistono dai 7 ai 15 time slot disponibili 
per la comunicazione a seconda delle scelte prese dal coordinatore. È previsto un 
protocollo per evitare le collisioni fra due o più dispositivi che vogliono accedere 
contemporaneamente al canale e verrà descritto nel paragrafo 1.5. 
Un’ulteriore possibilità prevista è quella in cui il coordinatore alloca fino a 7 guaranteed 
time slot (GTSs) che vengono utilizzati esclusivamente da applicazioni che hanno 
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particolari requisiti in termini di banda e di latenza. In questo intervallo non vi è contesa 
per accedere al canale, Contention Free Period, ed il dispositivo può trasmettere senza 
rischio di collisioni. Eventualmente questo periodo può essere suddiviso tra più 
applicazioni in funzione di specifiche esigenze al livello applicativo. 
Accesso al canale in modalità non superframe 
Nella modalità in cui per accedere al canale non si utilizzino superframe temporali 
tipicamente l’accesso al mezzo è totalmente gestito a contesa tra i vari dispositivi. È 
come un meccanismo basato totalmente sui CAP senza alcuna scansione temporale 
per mezzo di slot specifici. 
Per disciplinare la comunicazione all’interno della rete vengono tipicamente 
implementati dei meccanismi di interrogazione6 per il trasferimento dei dati da un 
dispositivo al coordinatore. Il coordinatore della rete deve essere sempre attivo in 
attesa di ricevere dati o richieste dagli end device. Un dispositivo che si aspetta di 
ricevere dei dati, si sveglia periodicamente da una fase di risparmio energetico ed invia 
una richiesta esplicita con un Data frame, chiamato Data Request, al coordinatore; 
quest’ultimo, in risposta, invia i dati richiesti se presenti o segnala al dispositivo se non 
vi sono dati disponibili. Meccanismi alternativi possono essere previsti in questa 
modalità sfruttando le caratteristiche di determinati protocolli di routing. 
  
                                                                   
6
 Polling 






Lo standard IEEE 802.15.4 prevede due possibili tipologie di apparati: i Full Function 
Device, o FFD, e Reduced Function Device, o RFD. 
Gli FFD implementato tutte le funzionalità dello standard, hanno compiti di gestione 
della rete e ne garantiscono la connettività con modalità che variano a seconda della 
topologia adottata. Un FFD può operare in una rete da Pan Coordinator, il 
coordinatore della rete stessa. Quest’ultimo rappresenta il device principale della rete 
in quanto indispensabile per scegliere il canale di comunicazione da adottare, 
l’identificatore della rete stessa, PAN ID, ed altri parametri di rete. Gli FFD possono 
comunicare con RFD e con altri FFD, secondo una politica prestabilita, e talvolta hanno 
maggiori capacità energetiche rispetto agli RFD. 
Gli RFD sono dispositivi più semplici che implementano soltanto alcune parti dello 
standard per cercare di minimizzare l’assorbimento energetico. Tipicamente eseguono 
applicazioni molto semplici quali monitorare l’ambiente e comunicare i valori registrati. 
Qualunque RFD deve essere connesso ad un solo FFD per volta. Il risultato di queste 
restrizioni è che un RDF ha minori necessità in termini di risorse e capacità di memoria. 
Una rete IEEE 802.15.4 è costituita da almeno due dispositivi presenti all’interno dello 
stesso raggio di comunicazione, detto POS, che comunicano sullo stesso canale fisico. 
In essa deve esserci almeno un FFD che operi da Pan Coordinator. 
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1.4 Topologie di rete 
Con topologia di rete s’intende la posizione che i diversi nodi vengono ad occupare 
nello spazio e la modalità secondo cui comunicano.              
È opportuno ricordare che uno dei vantaggi offerti dalle reti wireless risiede proprio 
nell’estrema libert{ offerta nel posizionamento fisico dei nodi sensore. Per quanto 
concerne il collocamento dei dispositivi è stato già evidenziato come la densità tipica 
dei nodi sensore possa essere nell’ordine delle decine di unità per metro quadrato, 
specie in prossimit{ dell’evento di interesse, e come la posizione relativa fra i diversi 
dispositivi possa mutare nel tempo. Sebbene, a meno di scenari particolari, i nodi 
sensore siano essenzialmente statici, ossia posti in posizioni relative fra loro che non 
cambiano nel tempo, malfunzionamenti, guasti o più semplicemente mancanza di 
energia, possono portare alcuni nodi allo spegnimento e alla disassociazione dalla rete, 
mutandone la topologia complessiva. Lo scenario descritto deve tener presente anche 
la possibilità che nuovi nodi vengano aggiunti nel tempo alla rete stessa: anche questo 
contribuirà al cambiamento della rete. Gli aspetti legati all’associazione dei nodi non 
verranno approfonditi in quanto non sono oggetto del lavoro di tesi. 
Tutte le osservazioni appena fatte mettono in luce un aspetto chiave delle WSN e 
l’importanza che riveste l’adozione o meno di una particolare topologia di rete e di 
protocolli di routing che garantiscano l’affidabilit{ della rete e l’ottimizzazione delle 
risorse impiegate. 
Nello standard 802.15.4 questo aspetto è stato affrontato definendo due topologie 
distinte: star e peer to peer o mesh. Come vedremo in seguito, tale aspetto ha 
importanti ripercussioni sugli strati superiori dello stack protocollare e assume 
un’importanza rilevante anche per le analisi affrontate nei capitoli successivi di questo 
lavoro. 
La scelta di una determinata topologia viene presa dal PAN Coordinator che inizializza 
la rete dopo aver stabilito anche altri parametri come ad esempio il Pan ID e il canale su 
cui effettuare la comunicazione; solo in seguito a questa fase, il Pan Coordinator 
permetter{ l’associazione da parte dei nodi alla rete creata secondo una topologia 
prescelta. 






  FIGURA 1.12  TOPOLOGIE DI RETE 802.15.4 
 
1.4.1 Star 
Nella topologia Star tutti i dispositivi comunicano direttamente con il solo PAN 
Coordinator, centro della topologia a stella. Gli RFD rappresentano gli end point della 
rete e ogni comunicazione tra qualsivoglia end point della rete è mediata dal 
coordinatore.  
Questa è la topologia più semplice, consente l’impiego di protocolli poco onerosi da un 
punto di vista computazionale per gli RFD e risulta quindi preferibile nei casi in cui sia 
disponibile un solo nodo affidabile dal punto di vista energetico e computazionale e 
altri alimentati invece da sorgenti di potenza limitata. 
 
1.4.2 Peer to peer 
La topologia di rete peer to peer è indicata per reti con requisiti funzionali maggiori 
rispetto a quelle a stella. Il Pan Coordinator è ancora presente, ma la comunicazione tra i 
nodi componenti la rete non è necessariamente mediata da tale nodo. Questo 
consente di ottenere percorsi ridondanti e, di conseguenza, topologie più complesse 
che richiedano l’implementazione di algoritmi di routing più complessi rispetto a quelli 
adottati nelle reti a stella. Resta comunque attuale il vincolo in base al quale la 
comunicazione tra una coppia di RFD deve essere sempre mediata da almeno un FFD: 
questo permette di alleggerire la progettazione dei nodi RFD e l’algoritmo di routing 
che devono implementare. Tali restrizioni non sono previste invece per i dispositivi 
FFD.  
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1.5 Robustezza e sicurezza nella trasmissione 
Abbiamo affrontato quelli che sono i caratteri distintivi dello standard 802.15.4 
mettendo in particolare rilievo i forti vincoli esistenti nella trasmissione dei dati. 
Ciononostante, lo standard prevede dei meccanismi per garantire un livello accettabile 
di robustezza e sicurezza nella comunicazione. Sono due problematiche differenti ma 
che rivestono grande importanza nelle reti wireless e nelle WSN in particolar modo: la 
robustezza è la capacità che una rete ha di far fronte al manifestarsi di guasti o 
malfunzionamenti; mentre con la sicurezza si vuole accertare che il messaggio 
trasmesso sia comprensibile solo per il destinatario. 
Per quanto riguarda il primo aspetto, la robustezza, lo standard prevede diversi 
meccanismi intrinseci per garantire l’affidabilit{ della trasmissione. Una prima tecnica è 
rappresentata dal ricorso ai messaggi di acknowledgement7e all’adozione di meccanismi 
di ritrasmissione dei pacchetti della cui consegna non sia stata ricevuta alcuna notifica 
entro un determinato intervallo di tempo.   
Un altro meccanismo di controllo degli errori è costituito dal campo di controllo 
denominato Frame Check Sequence, descritto in 1.2.1, che è contenuto in ogni 
pacchetto trasmesso.   
Infine, il meccanismo più importante per garantire la robustezza della trasmissione di 
un pacchetto è l’utilizzo del protocollo Carrier Sense Multiple Access with Collision 
Avoidance, CSMA-CA. Questo protocollo di comunicazione previene le collisioni 
nell’accesso al canale wireless condiviso. Qualunque trasmissione è preceduta da una 
fase di ascolto del canale a cui un nodo accede solo in assenza di rumore o 
interferenze8. In caso di collisione, il tentativo di accesso al canale e di trasmissione 
viene ripetuto dopo un determinato intervallo di tempo9. Sebbene il protocollo non 
garantisca con certezza la trasmissione, esso assicura allo standard un comportamento 
soddisfacente anche in presenza di rumore, come possiamo vedere dalla figura 1.13, 
rispetto ad altri tipi di rete wireless. 
                                                                   
7 Si veda, a tal proposito, la sezione al paragrafo 1.2.4 
8 Dovuto, ad esempio, ad un contemporaneo tentativo di trasmissione da parte di altri nodi 
9
 Backoff 






FIGURA 1.13  CONFRONTO TOLLERANZA AL RUMORE DEI PROTOCOLLI  802.15.4 E 802.11B 
I meccanismi di sicurezza prevedono il ricorso alle cosiddette Access Control List o 
ACL 10  e alla crittografia, con cui cifrare i frame trasmessi over the air.  
I meccanismi di cifratura prevedono l’utilizzo di chiavi : 
 condivise tra tutti i nodi della rete,  
 chiavi valide solo per un sottoinsieme dei dispositivi della rete 
 utilizzate unicamente per la comunicazione tra una specifica coppia di nodi. 
A seconda dei meccanismi di sicurezza adottati, sono definite tre modalità operative: 
unsecure mode, quando nessun meccanismo è attivo, ACL mode, se è attivo solo la ACL, 





                                                                   
10
 Liste di dispositivi da o verso i quali abilitare la comunicazione. 
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1.6 Implicazioni per i livelli superiori 
Lo standard IEEE 802.15.4 non è normativo per i livelli superiori nello stack 
protocollare, né per gli aspetti di interoperabilità e interfacciamento tra tali eventuali 
protocolli di rete. 
 
FIGURA 1.14 INTERFACCIA TRA LIVELLO MAC ELIVELLI SUPERIORI 
Esistono tuttavia vincoli rilevanti per gli strati superiori che lo standard 802.15.4, di 
fatto, impone.  
Il limite maggiormente significativo è quello imposto alla dimensione dei frame 
trasmessi via radio. Come è stato evidenziato nella sezione 1.1, l’header al livello fisico 
utilizza un campo di 7 bit per specificare la lunghezza in byte del payload: ciò implica 
che esso non può essere più ampio di 127 byte. Se consideriamo lo spazio occupato 
dagli header del livello PHY e MAC11, ne deriviamo un’ampiezza massima, Maximum 
Data Length, pari a 102 byte.  
Lo strato al livello di rete deve cercare di sfruttare al massimo le informazioni derivanti 
dai livelli inferiori, prevedendo, al contempo, meccanismi di frammentazione dei 
pacchetti. Obiettivo fondamentale diventa dunque trovare un buon tradeoff tra 
semplicità e interoperabilità. 
 
                                                                   
11
 Pari a 25 byte 













6LoWPAN è il nome di un Working Group all’interno dell’IETF, Internet Engineering 
Task Force, il cui scopo è definire le specifiche per la trasmissione di pacchetti IPv6 su 
reti IEEE 802.15.4. 
Attualmente, esistono due RFC, Request For Comments, definiti dal WG. Nel primo, 
“6LoWPAN: Overview, Assumptions, Problem Statement and Goals” (3), vengono definiti 
i requisiti, le motivazioni, i problemi e gli obiettivi legati alla proposta di standard che 
viene specificata nel secondo RFC, ”Transmission of IPv6 Packets over IEEE 802.15.4 
Networks”(4). In quest’ultimo RFC si definiscono i dettagli tecnici e i formati dei 
pacchetti utilizzati nel 6LoWPAN, ovvero IPv6 over Low-power Wireless Personal 
Area Network. 
 
FIGURA 2.1 LOGO 6LOWPAN 
Nel presente capitolo verranno presentate, in maniera dettagliata, le caratteristiche 
della proposta di standard corrente che include i seguenti requisiti, (5) :  
 Formato adattativo dei pacchetti IP e interoperabilità; 
 Schema di indirizzamento e gestione degli indirizzi; 
 Gestione della rete; 
 Strategie di routing in topologie dinamiche e adattive; 
 Definizione del livello di sicurezza; 
 Interfaccia verso il livello applicativo. 
Nel presente capitolo, particolare attenzione è data alla creazione e gestione degli 
indirizzi link local IPv6 e agli indirizzi da usare nelle reti auto configurabili e stateless, in 






quanto questi aspetti, cruciali nello standard, hanno influito sui risultati analitici 
presentati nei capitoli 6,7,8. 
Nella parte finale del capitolo verranno illustrate le tematiche affrontate, in sede di 
dibattito, nei recenti meeting dell’IETF ed all’interno dei gruppi di discussione specifici, 
dei quali è lecito attendersi importanti sviluppi nel corso del 2008. 
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2.1 Stato dell’arte dello standard 
Il 6LoWPAN WG è nato nei primi mesi del 2005 con il preciso scopo di definire come 
possa operare il protocollo IPv6 in reti quali quelle definite dallo standard IEEE 802.15.4 
La prima bozza, draft, è stata pubblicata l’11 luglio 2005 (6) e ha visto la partecipazione 
di aziende quali Microsoft e Intel. Dopo 13 revisioni, è stato pubblicato l’RFC, Request 
For Comments (4), ufficiale nel settembre del 2007, in cui si è pervenuti ad una versione 
matura delle specifiche al punto da essere riconosciuta ufficialmente come proposta di 
standard, Proposed Standard. È prevedibile che, al termine del terzo trimestre 2008, il 
6LoWPAN venga riconosciuto come Internet Standard. 
Nel corso del 2007 sono stati raggiunti importanti traguardi che è necessario 
sottolineare per capire lo sviluppo dello standard e l’interesse crescente da parte di 
numerosi attori del mercato internazionale. 
Nel mese di marzo l’Arch Rock, un’azienda privata californiana, ha messo in vendita la 
prima implementazione commerciale basata sull’IETF 6LoWPAN draft (7). Di tale 
soluzione verrà fornita una dettagliata analisi nel capitolo 4.  
Nel mese di maggio, l’Universit{ di Brema ha condotto uno studio che ha portato alla 
prima implementazione open source. Questa soluzione è alla base dello sviluppo 
applicativo a cui si fa riferimento nel capitolo 5. Sempre in questo mese è nato l’RSN 
Routing for Sensor Networks, Working Group per affrontare le problematiche relative 
all’instradamento sulle WSN. 
A giugno, un’azienda finlandese, Sensinode, ha rilasciato, con licenza GPL, 
un’implementazione dello standard basata sulle proprie piattaforme hardware. 
L’azienda prevede di mettere in commercio, entro il primo quadrimestre del 2008, un 
router compatibile con il 6LoWPAN. 
Durante l’ultimo meeting IETF, svoltosi a dicembre, Arch Rock e Hitachi hanno 
eseguito un test di interoperabilità il cui esito ha dimostrato la possibilità di interlavoro 
tra dispositivi 6LoWPAN multivendor e tra questi ultimi e altri sistemi IPv6. Si tratta di 
un requisito indispensabile affinché il 6LoWPAN possa diventare un Intenet Standard 
dell’IETF. 
All’interno dello stesso meeting, è stato presentato un nuovo working group: l’RL2N 
Routing for Low Power and Lossy Network, che, partendo dall’esperienza dell’RSN, 
ha come scopo lo studio di algoritmi efficienti per reti a basso consumo energetico, 
basate su IP. Di quest’ultimo aspetto verr{ fornita una breve descrizione al termine del 
presente capitolo. 
 






2.1.1 IETF Working Group 
L’IETF può essere definito come “un gruppo di persone vagamente auto-organizzato 
che danno contributi tecnici o di altro genere all’ingegnerizzazione ed evoluzione di 
Internet e delle sue tecnologie” (8). È un’organizzazione di tipo ascendente, bottom-up, 
che si fonda sul contributo spontaneo di vari Working Group, formati da un piccolo 
numero di individui interessati ad un determinato e limitato argomento, con un task 
ben specifico da completare. Le attività si svolgono principalmente in due momenti: le 
mailing list e i meeting internazionali. Non ci si iscrive in senso stretto all’IETF, per 
esserne membri è sufficiente registrarsi e partecipare volontariamente alle attività. 
Questa premessa è importante per capire la natura del 6LoWPAN che si propone come 
standard aperto: non soltanto perché gratuito12 nell’utilizzo, ma anche perché le 
specifiche, riguardanti argomenti circoscritti, vengono messe a disposizione del 
pubblico durante la loro definizione attraverso documenti meglio noti come Internet 
Draft.  
Gli Internet Draft rappresentano specifiche in fase embrionale ed hanno una validità di 
sei mesi, dopo i quali possono essere rimossi, modificati o approvati come RFC che 
rappresentano il livello successivo nel percorso di approvazione dello standard.  
Il 6LoWPAN è attualmente pubblicato come RFC4944 sotto forma di Proposed 
Standard. Nel processo di maturazione attraverso cui le specifiche di un protocollo 
evolvono in standard sono previsti i seguenti stadi: 
 Proposed Stadard: è una fase che prevede una durata di almeno 6 mesi in cui una 
specifica si presenta stabile, ben compresa, con valutazioni significative e 
positive da parte della comunità di riferimento.  
 Draft Standard: è una fase che segue la precedente e dura almeno quattro mesi 
durante i quali si perviene ad una specifica stabile, di cui esistano almeno due 
implementazioni indipendenti ed interoperabili e per cui esista un’esperienza 
positiva di usabilità ed utilità. 
 Internet Standard: identifica una specifica di cui esista un’esperienza positiva ed 
ampia di implementazioni interoperabili, di uso e soddisfazione (8). 
È pertanto probabile che nel terzo trimestre del 2008 il 6LoWPAN divenga un Internet 
Standard. L’RFC4944 non costituisce comunque un riferimento esaustivo per le 
problematiche inerenti l’utilizzo di IP nelle WSN. Per questo motivo, il working group 
ha prodotto numerosi draft a supporto del 6LoWPAN; di questi, molti sono stati 
pubblicati per la prima volta nel corso del 2007 al fine di agevolarne il processo di 
standardizzazione. 
                                                                   
12 Sebbene sia comune associare le due cose, un “open” standard non implica necessariamente che sia 
“free”. 
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2.1.2 Draft Connessi al 6LoWPAN  
Illustriamo, per completezza d’informazione, alcuni draft proposti dal 6LoWPAN WG 
attraverso un breve elenco. Affrontare le questioni proposte all’interno di questi 
documenti non è oggetto di questo lavoro di tesi. 
 “Design and Application Spaces for 6LoWPANs”: vengono illustrati scenari 
applicativi in cui operare con reti basate sul 6LoWPAN; 
 “Stateless IPv6 Header Compression for Globally Routable Packets”: è una 
proposta per la compressione di header IPv6 con indirizzi generici; 
 “First start operations  of 6LoWPANs devices”: stabilisce le operazioni che un 
dispositivo 6LoWPAN deve compiere durante la fase di commissioning; 
 “Interoperability Test for 6LoWPAN”: presenta un test di interoperabilità fra 
dispositivi di aziende diverse13 con implementazioni distinte dello standard; 
 “Integration of 6LoWPAN into IP networks”: mostra come una rete 
6LoWPAN possa interfacciarsi e interagire con reti IP non basate sull’802.15.4; 
 “Architecture for IPv6 Communication over IEEE 802.15.4 subnetworks 
using 6LoWPAN”:  chiarisce le caratteristiche comuni e generali che deve 
presentare una rete basata sul 6LoWPAN.  
                                                                   
13
 Nella fattispecie quelle di Arch Rock e Sensinode. 







L’Internet Protocol Version 6 (IPv6) (9) è un protocollo di rete best effort, che si pone al 
livello 3 nella pila protocollare ISO/OSI ed è nato per interconnettere reti14 eterogenee. 
Rappresenta la versione aggiornata dell’Internet Protocol che, nella versione 4, è 
divenuto il protocollo di rete più utilizzato al mondo. I cambiamenti principali rispetto 
all’IPv4 sono stati: 
 l’espansione dello spazio degli indirizzi: da 32 bit  a 128 bit; 
 una razionalizzazione del formato dell’header; 
 un aumento del livello di sicurezza con gestione di problematiche di 
autenticazione e privacy; 
 la semplificazione del multicasting; 
 la gestione della mobilità degli host senza doverne modificare l’indirizzo. 
Una completa descrizione dello standard IPv6 esula dagli obiettivi della tesi. Verranno 




Il formato generale secondo cui è strutturato un pacchetto IPv6 è illustrato dalla figura 
seguente: 
 
           FIGURA 2.2 COMPOSIZIONE PACCHETTO IPV6 
                                                                   
14
 Protocollo di internetworking 
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Si individuano fondamentalmente 3 parti: la prima, Basic Header, consiste nell’header 
IPv6 in senso proprio ed è sempre presente in un pacchetto IPv6; la seconda, Extension 
Headers, è la parte che comprende campi opzionali eventualmente richiesti nel Basic 
Header; infine la terza, Payload, contiene i dati da trasmettere.   
Già da questa prima suddivisione, notiamo l’interesse nel mondo IPv6, nel trasportare 
soltanto le informazioni richieste. Questo approccio, “pay as you go”, ha come finalità 
quella di snellire sia la complessità generale del protocollo che la formazione dei 
pacchetti e sarà ripreso anche nel 6LoWPAN. 
Il Basic Header occupa 40 byte di cui 32 sono riservati agli indirizzi IPv6 e i rimanenti 8 
sono utilizzati da 6 campi addizionali, come si può vedere dalla figura 2.3: 
 FIGURA 2.3 HEADER IPV6 
Il campo Version, che col campo Priority occupa il primo byte dell’header IPv6, è 
settato al valore 6 ed è stato inserito per distinguere il protocollo dalla versione 
precedente dello standard. 
Il campo Priority viene anche definito Traffic Class in quanto individua due tipologie di 
traffico in cui si possono discernere determinati livelli di priorità a seconda del grado di 
congestione della rete.  
Il campo Flow Label è ancora sperimentale: viene utilizzato per identificare un 
determinato flusso di pacchetti che necessitano di un servizio d’instradamento 
particolare da parte di qualche router15, ma tipicamente è un campo che viene settato a 
zero. 
                                                                   
15
 Ad esempio in applicazioni real time. 






Il Payload Lenght indica la lunghezza del messaggio dati che viene trasmesso 
all’interno del campo Payload di un pacchetto IPv6. Avendo a disposizione 16 bit, ne 
consegue che un pacchetto IPv6 può contenere al massimo 65535 byte di payload. 
Il byte Next Header specifica il tipo di header immediatamente successivo all’IPv6 
header. Questo può essere un header aggiuntivo, extension header, o un header di 
livello superiore. Ad esempio:  
o il valore 6 è usato per indicare il protocollo TCP;  
o il valore 17 per UDP; 
o il 58 per ICMPv6.  
Tra gli header aggiuntivi, i cui campi andranno ad occupare la seconda parte come in 
figura 2.2, ricordiamo: 
o il valore 51, Authentication Header;  
o il valore 60, Destination Options Header;  
o il valore 0 per l’header Hop-by-hop. 
Il campo Hop Limit occupa un byte e viene inizializzato dal mittente per indicare il 
numero massimo di tratti di rete16 che il pacchetto può attraversare per arrivare al 
destinatario. Ogni router chiamato ad un instradamento intermedio decrementa il 
contatore: il pacchetto viene scartato nel caso in cui il campo assuma il valore 0 prima 
di giungere a destinazione.  
Infine, i campi Source Address e Destination Address sono occupati dagli indirizzi IPv6 
a 128 bit e costituiscono uno degli aspetti fondanti del protocollo IPv6. 
 
2.2.2 Meccanismo d’indirizzamento 
Il protocollo IPv4 utilizza 32 bit per la rappresentazione dell’indirizzo di un host. Con la 
crescente domanda di indirizzi, dovuta ad internet e alla diffusione di sistemi applicativi 
interconnessi, si è resa necessaria l’introduzione della versione 6 del protocollo IP 
proprio per ovviare all’esaurimento degli indirizzi disponibili. Recenti stime indicano il 
2012 come anno in cui si perverrà alla saturazione dello spazio di indirizzamento IPv4 
(11). 
L’aspetto più evidente delle modifiche apportate dal protocollo IPv6 pertanto, riguarda 
il modo di rappresentare gli indirizzi che passa da 32 a 128 bit. Avendo a disposizione 
128 bit, possiamo rappresentare 2128 indirizzi, ovvero circa 1038 o, più precisamente, più 
di 340 miliardi di miliardi di miliardi di miliardi di indirizzi univoci17. 
                                                                   
16 Detti anche hop, salti 
17
 Di contro, IPv4 ne può garantire soltanto 4,3 miliardi. 
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Possiamo classificare l’insieme degli indirizzi IPv6 in tre macrocategorie: unicast, 
multicast e anycast.  
Un indirizzo unicast identifica una singola interfaccia di rete; in altri termini, un 
pacchetto destinato ad un indirizzo unicast, raggiungere un’interfaccia di rete in modo 
univoco.  
Un indirizzo anycast identifica un insieme di interfacce differenti di rete. L’indirizzo ha 
le stesse caratteristiche dell’indirizzo unicast ma può essere attribuito a diverse 
interfacce di altrettanti nodi. Serve per la comunicazione “uno al più vicino” ovvero un 
pacchetto destinato ad un indirizzo anycast verrà consegnato ad una delle interfacce 
identificate da quell’indirizzo, tipicamente quella che risponde prima o più vicina in 
base al protocollo di instradamento adottato.  
Un indirizzo multicast identifica anch’esso un insieme di interfacce distinte ma un 
pacchetto destinato ad un indirizzo multicast verrà consegnato a tutte le interfacce a 
cui questo indirizzo è attribuito.   
Viene quindi utilizzato per la comunicazione di tipo “uno a molti”.  
In IPv6 non è previsto il supporto alla comunicazione broadcast, ovvero “uno a tutti”. 
Dato che gli indirizzi sono assegnati alle interfacce piuttosto che ai nodi e considerato 
che un indirizzo unicast si riferisce ad una singola interfaccia che appartiene ad un 
singolo nodo, gli indirizzi unicast possono essere usati anche come identificatori del 
nodo. Di conseguenza, un nodo può disporre di più indirizzi di rete: tanti quante sono le 
interfacce di rete che espone. 
La rappresentazione simbolica standard di un indirizzo IPv6 è nella forma:  
x:x:x:x:x:x:x:x 
dove ogni x è codificata da un valore rappresentato da una a quattro cifre esadecimali, 
distinte in 8 gruppi per mezzo dei due punti (:) come simbolo di separazione. Un tipico 
indirizzo appare ad esempio nella forma:  
FEDC:BA98:0876:45FA:0000:CDAF:3DAF:BB01 
Esistono delle semplificazioni possibili: la rappresentazione può contenere i simboli dei 
due punti ripetuti (::), ad indicare uno o più gruppi consecutivi di 16 bit a zero. Questa 
sequenza può essere usata soltanto una volta in un indirizzo. L’esempio precedente 
può essere ridotto pertanto alla seguente sequenza:  
FEDC:BA98:0876:45FA::CDAF:3DAF:BB01,       ma è ugualmente lecita la notazione  
FEDC:BA98:0876:45FA:0:CDAF:3DAF:BB01 
Anche gli zero iniziali si possono omettere. L’indirizzo localhost ad esempio, 
0:0:0:0:0:0:0:1, può essere espresso in forma compatta come ::1.  
Ai fini della trattazione che segue, è importante soffermarsi sugli indirizzi unicast e sulle 
loro tipologie.  






L’indirizzo unicast IPv6 può essere visto come un elemento singolo di 128 oppure come 
un insieme distinto da due componenti: prefisso di indirizzo e identificatore 
d’interfaccia. 
           
    FIGURA 2.4 SCHEMA LOGICO DI UN INDIRIZZO IPV6 
Tipicamente il prefisso viene utilizzato per indicare la sottorete di appartenenza di una 
determinata interfaccia; a questo scopo si adotta la seguente convenzione: 
ipv6_address/prefix_lengh,  
notazione che consente di esplicitare quale porzione dell’indirizzo è relativa alla 
suddetta sottorete. 
L’identificatore di interfaccia, IID, Interface Identifier ID, serve ad identificare 
precisamente l’interfaccia di rete nel collegamento, ovvero la rete fisica in cui si trova. 
L’IID deve essere univoco all’interno del segmento di rete. L’IID può essere impostato 
manualmente da una ditta produttrice o da un utente che voglia abilitare una 
determinata interfaccia. L’IID può tuttavia essere univoco a livello globale e in tal caso 
occupa 64 bit e risponde alle direttive standard del formato IEEE EUI-64 (12).  
L’EUI-64 è un numero di 64 bit che si compone di due parti, un preambolo di 24 bit, il 
cosiddetto company-id che identifica univocamente il produttore della scheda e un 
suffisso di 40 bit che contiene il numero di serie progressivo con cui ogni costruttore 
può marchiare, altrettanto univocamente, ogni suo singolo prodotto. Sulla base di 
questo criterio di attribuzione, un indirizzo EUI-64 conforme allo standard costituisce 
un identificativo univoco a livello globale.  
Gli indirizzi unicast si possono classificare in base all’ambito nel quale è garantita la loro 
validità. Si parla quindi, di indirizzi unicast di tipo: link-local, site-local, o più 
genericamente global.   
Ai fini del lavoro di tesi è importante soffermarsi sugli indirizzi di tipo link-local.  
Gli indirizzi link-local hanno validità e visibilità limitata esclusivamente all’ambito della 
sottorete di attestazione degli host; non possono essere quindi “annunciati” all’esterno 
di tale sottorete né possono essere utilizzati per raggiungere destinazioni appartenenti 
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La composizione di questi indirizzi è evidenziata in figura 2.5:  
 
FIGURA 2.5 INDIRIZZO LINK-LOCAL IPV6 
 
Come si può vedere dalla figura, i primi due byte del prefisso, FE80, identificano 
univocamente questa particolare tipologia di indirizzi. 
I 32 bit meno significativi dell’indirizzo, possono essere tutti zeri o possono contenere 
altre informazioni a seconda della particolare sottorete in cui tali indirizzi devono 
mantenere la visibilità. 
L’IID segue le regole descritte in precedenza. 
Per una trattazione esaustiva sugli indirizzi, si rimanda alla definizione standard degli 
indirizzi IPv6 (10). 
 
 
2.2.3 Altri protocolli sopra IP 
ICMP 
L’Internet Control Message Protocol for IPv6, ICMPv6, è parte integrante del 
protocollo IP come definito nell’RFC 792. Il protocollo, definisce un insieme di messaggi 
di controllo, usati tipicamente dal protocollo IP in risposta all’occorrenza di un errore o 
per funzioni di diagnostica della rete. Se un pacchetto IP incapsula un messaggio ICMP, 
questo viene segnalato nel campo next header dell’header IPv6 con un valore 
esadecimale 0x58. L’header ICMPv6 ha il formato mostrato in figura 2.6. 
64 bit 32 bit 32 bit 







FIGURA 2.6 COMPOSIZIONE HEADER ICMP  
 Il campo Type, identifica univocamente il tipo di messaggio che si trasmette nel 
pacchetto; 
 il campo Code determina, assieme al campo Type, come interpretare la parte 
restante dell’header, Body Message; 
 il campo Checksum è un numero, troncato a 16 bit, in complemento a uno del 
complemento a uno della somma dei seguenti campi: 
o il messaggio ICMP; 
o il campo Type dell’header ICMP;  
o l’indirizzo IPv6 sorgente; 
o l’indirizzo IPv6 destinatario; 
o il campo Lenght dell’header IPv6; 
o un campo di 27 bit posto a zero; 
o il campo next header dell’header IPv6. 
Utilizzi tipici di questi messaggi sono illustrati nella tebella sottostante: 
 
TABELLA 2 TIPI DI MESSAGGI ICMP 
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L’User Datagram Protocol, UDP, è un protocollo di trasporto, state-less e 
classicamente best effort. Si tratta di un protocollo datagram oriented privo di 
meccanismi di acknowledgement, di sequenzializzazione dei pacchetti e/o 
ritrasmissione degli stessi.  
Vengono forniti pertanto soltanto i servizi basilari di un livello di trasporto ossia: 
 multiplazione delle connessioni, ottenuta per mezzo delle porte; 
 verifica degli errori mediante un campo di checksum. 
In figura 2.7 è presentata la struttura dell’header: 
 
FIGURA 2.7 COMPOSIZIONE HEADER UDP 
 Il campo Checksum è obbligatorio con IPv6 ed è calcolato in complemento a 
uno del complemento a uno della somma dei seguenti campi: 
o il messaggio ICMP; 
o il campo Type dell’header ICMP;  
o l’indirizzo IPv6 sorgente; 
o l’indirizzo IPv6 destinatario; 
o il campo Lenght dell’header IPv6; 
o un campo di 27 bit posto a zero; 
o il campo next header dell’header IPv6. 
 
2.2.4 Over 802.15.4 
La maggior parte delle applicazioni esistenti è concepita per IP. Questo successo, 
cominciato negli anni 90, è dovuto principalmente alla diffusione della rete Internet che 
ha reso IP lo standard universale per la comunicazione di rete.  
Visto il crescente interesse nel mondo delle WSN, una possibile integrazione con IPv6 
potrebbe rappresentare la molla per la definitiva espansione e successo globale di 
queste reti. Se infatti, una caratteristica importante delle WSN è proprio quella di 






contenere migliaia di informazioni localizzate in altrettanti nodi che confluiscono 
all’interno di una rete fisica, perché non utilizzare, in maniera nativa, lo standard dell’ 
internetworking? 
Portare IP sulle reti di sensori costituirebbe un indubbio vantaggio, rispetto ad altri 
protocolli, in termini di interoperabilità, a patto che venga supportato in maniera nativa 
dai dispositivi. D’altro canto però, non va sottovalutato che IP è stato pensato 
principalmente per reti con architettura wired dove non si hanno particolari limiti per 
ciò che concerne il data rate ed il consumo energetico. 
Introduciamo brevemente come si colloca la sfida tecnologica rappresentata dal 
6LoWPAN e il tradeoff raggiunto, a livello di protocollo, tra benefici e vincoli 
architetturali.  
 
Vincoli fisici nella costruzione dei pacchetti 
Nell’introduzione è stato ricordato che la dimensione massima di un pacchetto IPv6 è di 
65535 byte. Molte reti definiscono un parametro, il Maximum Transfert Unit, MTU, 
che rappresenta il limite massimo di informazioni che possono essere trasmesse per 
pacchetto ad un determinato livello protocollare. Il più comune è quello delle reti 
Ethernet che è pari a 1500 byte. 
In 6LoWPAN, il valore di MTU per un pacchetto IPv6 da trasmettere su una rete IEEE 
802.15.4 è di 1280 byte. Il valore di MTU è strettamente dipendente dal protocollo 
specifico utilizzato al livello di connessione fisica: nel caso di reti IEEE 802.15.4 il limite 
per i frame trasmessi over the air è fissato a 127 byte.  
Questa differenza di un ordine di grandezza tra le due dimensioni massime rende 
necessaria la presenza di meccanismi di frammentazione, ossia un sistema per 
suddividere un pacchetto di livello 3 in blocchi di informazione più piccoli che possano 
essere incapsulati e trasmessi dai livelli inferiori. 
Per valutare compiutamente il grado di efficienza del trasporto di traffico IPv6 su reti 
IEEE 802.15.4 occorre valutare il cosiddetto “traffico utile” che queste reti sono in grado 
di trasportare. Esiste infatti un overhead nei pacchetti 802.15.4 che riduce 
ulteriormente lo spazio disponibile per i livelli superiori. Il Maximum Frame Overhead 
(MFO), ossia il massimo overhead per un frame di livello 2, è pari a 25 byte; da ciò si 
evince che il payload disponibile al livello MAC per dati dei livelli superiori si riduce a 102 
byte. Se a ciò si aggiunge un overhead, opzionale, dovuto alla sicurezza si ha un 
ulteriore costo aggiuntivo, variabile dai 9 ai 21 byte a seconda del meccanismo 
utilizzato, che riduce ulteriormente lo spazio disponibile fino ad un minimo di 81 byte 
disponibili.  
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In sintesi, il traffico utile trasportato da una rete IEEE 802.15.4 non supera l’80% 
dell’MTU e può diminuire fino al 63% nel caso in cui si voglia adottare una 
comunicazione sicura.  
In uno scenario “IPv6 over 802.15.4” il grado di efficienza non potrebbe superare il 50% 
considerando la dimensione dell’header IPv6, pari a 40 byte. Quest’unica semplice 
considerazione è sufficiente a giustificare la necessità di un adaptation layer che 
consenta di ridurre il numero di byte riservati all’header IPv6 senza ridurne, però, il 
valore semantico. 6LoWAPN si propone di definire tale adaptation layer.  
 
Opportunità sul sottolivello di rete 
L’utilizzo di IPv6 tuttavia, porta con sé un bagaglio di tecniche e funzionalità che ben si 
adattano alle WSN. Come gi{ citato nell’introduzione, uno dei punti di forza delle WSN 
è la scalabilità, dovuta al gran numero di nodi utilizzabili in prossimit{ dell’evento di 
interesse. Oltre a questo è tipica nelle WSN una certa ridondanza di nodi per 
aumentare la robustezza della rete. 
Tutti questi fattori comportano la necessità di uno spazio di indirizzamento molto 
ampio. IPv6 risolve adeguatamente questa esigenza.  
Un altro requisito delle WSN è quello di essere delle reti autoconfigurabili. Una 
determinata classe di indirizzi IPv6, link local, che è utilizzabile da ogni dispositivo, 
viene sfruttata secondo procedure standard (11) per iniziare una comunicazione in reti 
autoconfigurabili senza dover richiedere un indirizzo specifico ad un router. 
Più in generale, sfruttare un protocollo già standard e diffuso, permette di usufruire di 
competenze e conoscenze già sviluppate per il livello di rete senza dover 
necessariamente “reinventare la ruota”. 
  






2.3 6LoWPAN  
Come già analizzato nel paragrafo 1.2, l’802.15.4 prevede quattro tipi di frame: beacon, 
command, data e acknowledgement. I pacchetti IPv6 devono essere incapsulati 
all’interno dei data frame. È consigliabile, ai fini di una trasmissione affidabile dei 
pacchetti, che la trasmissione di questi frame avvenga richiedendo l’invio di un 
acknowledgement frame in risposta all’avvenuta ricezione.  
L’uso di frame beacon e MAC Command non è invece richiesto per trasportare 
pacchetti IPv6. Utilizzando reti non beacon enabled,i data frame sono inviati attraverso 
il canale secondo una metodologia di contesa utilizzando il protocollo CSMA/CA per la 
trasmissione. In reti così configurate, i beacon frame non vengono utilizzati per la 
sincronizzazione, ma possono essere utili per gestire fasi quale la neighbor discovery, 
ND, sfruttando indirizzi link-local, e l’associazione/disassoci azione di un dispositivo. Gli 
aspetti legati alla ND sono stati standardizzati per il protocollo IPv6 nel settembre del 
2007 e pertanto si presume che verranno ripresi e adottati anche nel 6LoWPAN. Tali 
aspetti non verranno approfonditi nel seguito del capitolo in quanto non essendo 
ancora maturi, non sono stati oggetti del lavoro di tesi. 
Sebbene non sia preteso esplicitamente dal livello MAC, per trasportare pacchetti IPv6 
è necessario specificare sia sorgente che la destinazione all’interno del’header di 
secondo livello. 
In questo paragrafo verranno illustrate le principali tecniche adottate nell’ultima 
versione dell’RFC (4) per poter supportare la comunicazione di pacchetti IPv6 su reti 
IEEE 802.15.4. 
Verranno messi in luce gli aspetti chiave del protocollo in virtù dell’interfaccia offerta 
dal livello MAC sottostante e dai bisogni richiesti dai livelli superiori. Nel successivo 
paragrafo verrà illustrato il meccanismo di creazione di indirizzi IPv6 link local e la 
possibile integrazione nella gestione degli indirizzi fra i due livelli.  
Successivamente verranno descritte le tecniche previste per rendere praticabile la 
trasmissione di pacchetti IPv6: in concreto, il procedimento con cui gestire la 
frammentazione dei pacchetti e le tecniche di compressione degli header  per ridurre il 
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2.3.1 Politica di gestione Indirizzi 
L’802.15.4 definisce due tipologie di indirizzi: indirizzi estesi IEEE EUI-64 bit, univoci 
globalmente, o indirizzi short a 16 bit, univoci soltanto all’interno della PAN. Entrambi 
i tipi sono supportati dal 6LoWPAN.  
Per utilizzare indirizzi short a livello di rete, dato che essi sono disponibili soltanto dopo 
l’assegnamento da parte del coordinatore della PAN e la loro validità è limitata 
unicamente alla validit{ dell’associazione, il 6LoWPAN impone che l’utilizzo venga 
effettuato sotto precise condizioni ed entro certi limiti. 
In 6LoWPAN si assume che una PAN sia mappata all’interno di uno specifico link 
IPv6 (*): questo comporta l’utilizzo di un prefisso comune per i dispositivi della rete.  
Questa assunzione ha importanti conseguenze nella gestione degli indirizzi per tre 
aspetti: 
1. gestione della comunicazione multicast; 
2. autoconfigurazione della rete; 
3. creazione e manipolazione indirizzi link local. 
Nel protocollo IPv6 è previsto il supporto alla comunicazione multicast, uno a molti,  
che invece non è supportata in maniera nativa nelle reti IEEE 802.15.4. Queste ultime 
invece, sono reti che fanno ampio uso della comunicazione broadcast, uno a tutti, che 
tuttavia non è più supportata dall’IPv618. 
Il 6LoWPAN permette l’integrazione fra i due livelli qualora i frame broadcast 802.15.4 
siano ascoltati soltanto da dispositivi conformi all’affermazione (*). Questo comporta 
che soltanto i dispositivi che condividono un determinato prefisso di rete, associati sullo 
stesso link potranno ricevere i messaggi di questo tipo, composti come segue: 
 i pacchetti IPv6 multicast devono essere incapsulati in frame broadcast IEEE 
802.15.4; 
 un identificatore di PAN è incluso nel frame IEEE e coincide con il PAN ID della 
comunicazione sul link in questione; 
 un indirizzo short di destinazione è incluso nel frame e deve essere l’indirizzo 
0xFFFF. 
Oltre a questo, l’affermazione (*) può essere utile ai fini dell’autoconfigurazione della 
rete. 
Solitamente i nodi, all’interno dello stesso link, vengono a conoscenza del proprio 
prefisso attraverso i messaggi di Router Advertisement come definito in (12). I nodi 
possono tuttavia fare a meno del prefisso annunciandosi alla rete in maniera autonoma 
utilizzando, come indirizzo, l’identificatore di interfaccia, IID. Il dispositivo può 
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 Mentre è prevista nella versione 4 del protocollo. 






utilizzare l’IID in fase di associazione sia sfruttando l’EUI-64 bit, che è univoco, sia gli 
indirizzi short a 16 bit.  
Se si utilizza un indirizzo short, è prevista nelle specifiche una procedura per ricavare 
l’indirizzo a 64 bit che compone l’IID a partire da un indirizzo short. A partire da un 
indirizzo a 16 bit si ottiene un pseudo-indirizzo a 48 bit nella forma: 
        
FIGURA 2.8 PSEUDO-INDIRIZZO IID 
Come mostrato nell’esempio, si concatena l’identificatore della PAN, o 
alternativamente mettendo degli zero se questo non è noto, due byte di zero seguito 
dall’indirizzo short.  
 
L’identificatore d’interfaccia IPv6 finale sarà ricavato secondo le specifiche “IPv6 over 
Ethernet”, ovvero l’RFC 2464. Esso sarà formato dai 48 bit ottenuti in precedenza con 
l’inserimento di un pattern costante, pari al valore esadecimale 0xFFFE. L’Identificatore 
d’interfaccia finale sar{ pertanto così composto: 
           
FIGURA 2.9 COMPOSIZIONE IID 
In questo caso, poiché l’IID è stato ottenuto partendo da indirizzi short non univoci, il 
settimo bit dei 64 totali dovrà essere settato a 0 per indicare che questo identificatore 
non è valido globalmente. Il settimo bit infatti viene chiamato “Universal/Local” (U/L) 
bit  
Gli identificatori così ottenuti, possono essere sfruttati anche nella costruzione degli 
indirizzi unicast link local, come descritto nel paragrafo 2.2.2. Questi indirizzi infatti 
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Stabilito il criterio con il quale costruire e gestire gli indirizzi IPv6 su reti IEEE 802.15.4 è 
necessario illustrare come sia praticabile la trasmissione di pacchetti IPv6. 6LoWPAN 
descrive due meccanismi fondamentali: un livello adattivo per inserire solo le 
informazioni necessarie, e un sistema di compressione degli header. Tali tecniche 
sono finalizzate a ridurre il più possibile l’informazione da inviare via radio per 
minimizzare l’overhead complessivo di rete. 
 
2.3.2 Livello Adattivo 
Per poter trasferire le informazioni dai livelli superiori ai livelli inferiori è previsto un 
livello adattivo che costruisce il pacchetto in maniera incrementale secondo la filosofia 
IP che inserisce informazioni aggiuntive solo quando richieste.  
Per questo scopo, il pacchetto 6LoWPAN ha una parte iniziale, opzionale, formata da 
uno stack di header che descrivono il tipo di pacchetto che viene trasmesso. Lo stack 
comprende:  
 un header di supporto per la comunicazione su reti mesh; 
 un header per la comunicazione in broadcast; 
 un header per la gestione della frammentazione dei pacchetti.  
Tutti gli header sono opzionali; in un pacchetto 6LoWPAN può quindi comparire una 
qualsiasi occorrenza dei tre, o nessuna. L’opzionalit{ non comporta, discrezionalit{ di 
processing o di interpretazione; esiste infatti uno schema di costruzione del pacchetto 
che gli header devono seguire necessariamente. La sequenza degli header è 
evidenziato nella figura seguente:  
        















6LoWPAN eredita da IPv6 un meccanismo per risolvere l’ambiguit{ che deriva dalla 
possibile presenza di molteplici header opzionali: il ricorso al dispatch, un byte 
aggiuntivo che precede sempre gli header propriamente detti e ne consente il 
riconoscimento e conseguentemente la corretta interpretazione.  
 
Mesh Header 
Il mesh header è presente nei pacchetti che utilizzano un protocollo di routing di tipo 
mesh per il loro instradamento. L’header è composto come indicato nella figura 2.11, 
da un dispatch di 8 bit così composto:  
 
 
FIGURA 2.11 DISPATCH MESH HEADER 6LOWPAN 
A questo primo byte seguono due campi che rappresentano gli indirizzi dell’origine e 
del destinatario finale della comunicazione, secondo il formato stabilito nel dispatch. 
Il formato completo dell’header è mostrato in figura 2.12: 
 FIGURA 2.12 COMPOSIZIONE MESH HEADER 6LOWPAN 
Bit 
0,1
• Prefisso costante, 10, che identifica il tipo di header
Bit 
2:
• Flag settato a 0 per indica che l’indirizzo del mittente, contenuto nel 




• Flag settato a 0 per indica che l’indirizzo del destinatario, contenuto nel 




• Usati per indicare il numero di salti ancora previsti per arrivare al 
destinatario. Ad ogni hop questo campo viene decrementato di uno. Se 
si arriva al valore 0 il pacchetto viene scartato. Previsti massimo 16 hop.
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L’header non specifica quale protocollo di routing mesh adottare ma rappresenta 
soltanto un supporto per codificare le informazioni necessarie ad un qualunque 
protocollo di routing mesh. 
 
Broadcast Header 
Un header opzionale usato spesso in combinazione con l’header precedente, è quello 
riservato alle comunicazioni broadcast. Il dispatch di questo header è descritto nella 
figura seguente: 
 
FIGURA 2.13 DISPATCH BROADCAST HEADER 6LOWPAN  
L’header termina con un byte utilizzato per il campo Sequence Number. Questo campo 
viene settato dall’origine della trasmissione e serve per riconoscere pacchetti duplicati. 
Il formato completo dell’header è evidenziato in figura 2.14: 
 
FIGURA 2.14 COMPOSIZIONE BROADCAST HEADER 6LOWPAN 
 
Frammentazione 
Come è stato già illustrato nel paragrafo 2.2.4, un meccanismo di frammentazione dei 
pacchetti è indispensabile per poter incapsulare pacchetti IPv6, lunghi fino a 1280 byte, 









• Broadcast Dispatch. Ha valore costante: 010000






L’header di frammentazione è identificato da un dispatch composto come segue: 
 
FIGURA 2.15 DISPATCH FRAGMENTATION HEADER  6LOWPAN 
Dopo i primi 5 bit di prefisso per il dispatch, seguono un campo di 11 byte che 
rappresenta il campo Datagram Size e un campo 16 bit Denominato Datagram Tag.  
 
FIGURA 2.16 COMPOSIZIONE FRAGMENTATION HEADER 6LOWPAN 
Il campo Datagram Size indica la grandezza del pacchetto originario non frammentato 
escludendo gli header 6LoWPAN opzionali. Questo campo deve essere presente in ogni 
frammento creato per poter allocare un buffer di memoria della grandezza corretta.  
Il campo Datagram Tag è anch’esso ripetuto per tutti i pacchetti ed è distintivo dei 
frammenti di uno stesso pacchetto. 
Esiste, infine, un ultimo campo nell’header di frammentazione, denominato datagram 
offset che non compare esclusivamente nel primo frammento. Esso indica, con un 
incremento di 8 bit, l’offset del frammento dall’inizio del payload. Il formato dell’header 
è illustrato in figura 2.16: 
La ricomposizione di un frame a destinazione deve avvenire entro 60 secondi19 dalla 
ricezione del primo frammento di un pacchetto, frammento riconoscibile dal valore del 
dispatch e identificabile in base al valore del datagram_tag. In caso la procedura non si 
completi entro 60 secondi, tutti i frammenti ricevuti vengono scartati. 
L’introduzione a specifica delle funzionalit{ di frammentazione ha la sua principale 
ragione nella conformità con il protocollo IPv6. In generale, tuttavia, è statisticamente 
verificabile come le applicazioni specifiche per reti 802.15.4 generino pacchetti di 
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 In conformità a quanto previsto da IPv6. 
Bit 
0,1,2,3,4
• Prefisso costante.                                                                                                           
11000: nel caso del primo frammento.                                                                                               
11100: per i successivi frammenti 
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dimensioni relativamente ridotte in un’ottica di risparmio energetico e di risorse 
trasmissive. Per ridurre il numero di informazioni necessarie al protocollo IPv6 
pertanto, si tende a prediligere un meccanismo di compressione degli header che 
permetta di incapsulare tutte le informazioni in un unico pacchetto 802.15.4 senza 
sfruttare i meccanismi di frammentazione descritti sopra. 
 
 
2.3.3 Compressione Header 
È stato già evidenziato in precedenza come, nel caso più sfavorevole, in un frame 
802.15.4 siano disponibili per i livelli superiori soltanto 81 byte. Considerando che 
l’header IPv6 occupa da solo 40 byte, rimarrebbero soltanto 41 byte per i dati dei livelli 
superiori. Nel caso venisse usato anche il protocollo UDP dovremmo considerare un 
ulteriore header di 8 byte e, di conseguenza, soltanto 33 byte per il livello applicativo.  
Il livello adattivo, descritto nel paragrafo precedente, riduce ulteriormente lo spazio 
disponibile, necessitando di almeno un byte di dispatch per incapsulare l’header IPv6 
non compresso. 
È evidente dunque, che un meccanismo di compressione degli header risulti 
indispensabile per poter utilizzare in maniera razionale il protocollo IPv6 su reti IEEE 
802.15.4.  
Il meccanismo, adottato allo scopo di eliminare le informazioni ridondanti, prevede 
un’integrazione tra il livello 3, 6LoWPAN, e il livello 2, MAC 802.15.4, della pila 
protocollare.  
6LoWPAN attualmente definisce inoltre un meccanismo di compressione per gli 
header IPv6 e UDP, mentre non è stato formalizzato alcun meccanismo per i protocolli 
ICMP e TCP. 
 
 
Hc1: IPv6 Header Compression  
Il meccanismo di compressione dell’header IPv6 è denominato HC1, ovvero Header 
Compression 1, ed è possibile nel caso in cui i dispositivi siano già parte di una rete 
6LoWPAN e ne condividano pertanto il prefisso di rete. Questo permette di 
implementare un meccanismo di compressione semplice ed efficace che non prevede 
l’utilizzo di alcun algoritmo specifico ma si ottiene semplicemente eliminando le 
informazioni condivise o ridondanti dal pacchetto. 






Esistono infatti, alcuni campi nell’header IPv6 comuni a tutti i dispositivi di una PAN 
6LoWPAN che possono essere eliminati. Si tratta dei campi: 
 Version: ovviamente sempre inizializzato ad IPv6; 
 Traffic Class: sempre inizializzato a zero; 
 Flow Label: sempre inizializzato a zero; 
 Payload Lenght, ricavabile dal campo Frame Lenght del PPDU 802.15.4 o dal 
campo Datagram Size qualora il pacchetto sia frammentato.  
Il fattore criptico per la riduzione della dimensione dell’header è rappresentato però 
dagli indirizzi IPv6. In questo caso può giovare il ricorso agli indirizzi Link-Local in cui 
l’identificatore d’interfaccia è automaticamente configurato, come descritto nel 
paragrafo 2.3.1. Così facendo, l’indirizzo Link-Local di rete può essere ricostruito 
utilizzando il prefisso statico e incapsulato nell’header MAC e, pertanto, anche questo 
campo dell’header IPv6 può essere eliso. Dell’header IPv6 originario, soltanto il campo 
Hop Limit deve sempre essere presente nel pacchetto.  
Fatte queste assunzioni, che si presume essere abbastanza comuni in una rete 
6LoWPAN, l’header IPv6 verr{ ad occupare, nel caso più favorevole, due byte: uno 
utilizzato per codificare la compressione e uno per il campo hop limit, come 
sintetizzato nella figura 2.17:     
 
FIGURA 2.17 COMPRESSIONE HEADER IPV6 
Il byte iniziale, chiamato HC1 Encoding, serve per codificare le informazioni che 
eventualmente siano state rimosse dall’header IPv6 originario ed è seguito dai campi 
non compressi20. 
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Esso è così composto: 
Bit Valore  Interpretazione 
0 
1 Il prefisso IPv6 sorgente è stato compresso e non è presente nel 
pacchetto 
0 Il prefisso IPv6 sorgente è presente per esteso nel pacchetto 
   
1 
1 L’IID IPv6 sorgente è stato compresso e non è presente nel pacchetto 
0 L’IID IPv6 sorgente è presente per esteso nel pacchetto 
   
2 
1 Il prefisso IPv6 destinatario è stato compresso e non è presente nel 
pacchetto 
0 Il prefisso IPv6 destinatario è presente per esteso nel pacchetto 
   
3 
1 L’IID IPv6 destinatario è stato compresso e non è presente nel pacchetto 
0 L’IID IPv6 destinatario è presente per esteso nel pacchetto 
   
4 
1 Traffic Classe Flow Label sono pari al valore 0 
0 altrimenti 
   
5-
6 
  01 Next Header presente: UDP 
  10 Next Header presente: ICMP 
  11 Next Header presente: TCP 
  00 Next Header non presente 
   
7 
1 Il next Header presente è in formato compresso 
0 altrimenti 
TABELLA  3 CODIFICA HC1_ENCODING 
Se i bit 0 e 2 sono settati a 1 significa che il prefisso che si deve considerare per 
ricostruire l’indirizzo di rete è quello Link-Local (FE80::). In tutti gli altri casi il prefisso 
deve essere inserito interamente nell’header. 
 
 
Hc_UDP: UDP Header Compression  
Se nell’Hc1 il campo Next Header è settato al valore 01, significa che, subito dopo 
l’header IPv6, è previsto un header UDP. Ricordiamo che questo header occupa in 
formato originario 8 byte. Il meccanismo di compressione dell’header UDP, HC_UDP, 
permette di risparmiare 4 byte tramite la compressione dei campi:  
 Source Port; 
 Destination Port; 
  Lenght.  
Il campo Checksum, di 16 bit, deve essere sempre incluso in maniera non compressa 
nell’header 6LoWPAN. 






La corretta interpretazione dell’header UDP è guidata dal campo Hc2 Encoding, di 
lunghezza pari a 1 byte che, se presente, segue immediatamente il campo HC1 ed è 
così composto: 
 Bit 0: se posto a 1 indica che il campo Source Port è compresso in 4 bit; 
 Bit 1: se posto a 1 indica che il campo Destination Port è compresso in 4 bit; 
 Bit 2: se posto a 1 indica che il campo Lenght è eliso e si ricava da header dei 
livelli inferiori 
 Bit 3-7: riservati o per scopi futuri. 
La codifica compressa delle porte UDP richiede un solo byte: i 4 bit più significativi 
codificano la porta sorgente, i 4 bit meno significativi la destinazione.  
Il valore delle porte si ottiene secondo lo schema:  
P+short_port,  
dove P è un valore costante pari a 6161621 e short_port è un valore in 4 bit che viene 
inserito subito dopo l’Hc2_UDP come campo compresso. 
Lo schema di compressione è riassunto nella figura 2.18: 
 
FIGURA 2.18 COMPRESSIONE HEADER UDP 
 
 
2.3.4 Overhead  
Il meccanismo descritto in questo paragrafo, con il livello adattivo e il meccanismo di 
compressione ci permette di stabilire l’overhead al livello di rete che il protocollo 
6LoWPAN può comportare. Nel seguito definiamo i casi notevoli che verranno ripresi in 
seguito nel corso dell’analisi comparativa con altri protocolli di rete per le WSN. 
Immaginiamo una comunicazione all’interno di una PAN 6LoWPAN in cui si faccia uso 
del protocollo IPv6 e UDP e non sia necessario utilizzare nessuno degli header opzionali 
descritti nel paragrafo 2.3.2. 
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Sicuramente il caso di maggior overhead nella costruzione del pacchetto 6LoWPAN lo 
si ha quando gli indirizzi di rete IPv6 devono essere inseriti in maniera non compressa 
nel pacchetto. Dei 48 byte teorici richiesti per gli header IPv6 e UDP non compressi, 
ben 32 sono necessari per gli indirizzi di rete. 
In uno scenario in cui un pacchetto IPv6 debba attraversare un router per raggiungere 
una rete esterna alla PAN 6LoWPAN di riferimento, devono essere presenti, anche se 
gli header sono presenti in formato compresso, il campo di dispatch e quelli obbligatori 
per ciascun protocollo: HC1, Hop Limit per IPv6; HC2, Checksum e Porte per UDP.  
Complessivamente quindi, in uno scenario di questo tipo, abbiamo un overhead 
“costante” di 7 byte più gli indirizzi IPv6 non compressi che risulteranno dominanti 
nell’overhead complessivo. 
In questo caso quindi, la compressione a livello di rete può arrivare al massimo ad un 
18% rispetto alla configurazione originaria. 
Caso Migliore 
Nel caso ottimale, in cui la comunicazione avvenga all’interno della stessa PAN e si 
faccia uso di indirizzi Link-Local, l’overhead tipico di una comunicazione attraverso IPv6 
e UDP è rappresentato esclusivamente dall’overhead costante descritto in precedenza 
e cioè: 
 1 byte di dispatch prima dell’header IPv6 
 2 byte risultanti dalla compressione dell’header IPv6 
 4 byte risultanti dalla compressione dell’header UDP 
In questo caso, che si suppone essere più frequente, l’overhead al livello di rete è 
altamente ottimizzato in quanto si arriva ad una compressione degli header a livello di 
rete superiore all’85%. 
 
  







Con questo paragrafo si apre una finestra su un tema di ricerca ancora aperto e 
attualmente dibattuto nella comunità scientifica. Sebbene non rientri negli obiettivi del 
lavoro di tesi è stato ritenuto opportuno descrivere le caratteristiche principali per 
quanto riguarda gli aspetti di routing previsti per lo standard nascente, 6LoWPAN. 
La definizione di un nuovo formato standard infatti, non copre tutta la pila protocollare 
ma rappresenta solo un substrato dello strato di rete. Indispensabile per reti mesh, 
come lo sono le WSN, è la definizione di un protocollo di routing ottimizzato che 
gestisca la trasmissione dei pacchetti. Sarà importante nel corso del 2008 cercare di 
arrivare a meccanismi standard che possano soddisfare i requisiti di diversi scenari 
applicativi. 
Per questo motivo è nato all’interno dell’IETF, nel maggio 2007, un Working Group 
denominato RSN, Routing Sensor Network, col preciso intento di definire i 
meccanismi necessari per l’instradamento dei pacchetti delle Wireless Sensor Network. 
Viste le difficoltà di convergere verso una soluzione comune, a dicembre 2007 è nata la 
proposta, frutto di uno studio congiunto promosso da Cisco e Arch Rock, di aprire un 
nuovo Working Group, ROLL; che risolva i requisiti di routing in diversi scenari 
applicativi delle low power e lossy network (L2N). La particolarità di questo WG è che 
lo studio è indirizzato verso reti che adottino IP come protocollo di rete. 
 
2.4.1 Route Requirement 
Le caratteristiche principali individuate all’interno del ROLL per il routing indirizzato alle L2N 
sono: 
 spatially-driven multihop: protocolli di tipo multihop; 
 light footprint: protocolli con limitate esigenze dal punto di vista della memoria 
necessaria: pochi Kb di RAM e qualche decina di Kb in ROM 
 small MTU: dimensione ridotta dei pacchetti; 
 deep power management: duty cycle elevato al fine di ottimizzare il risparmio 
energetico; 
 heterogeneous capabilities: protocolli compatibili con numerosi dispositivi 
fisici; 
 highly variable connectivity: protocolli reattivi in caso di guasto o bassa 
connettività della rete; 
 multi-topology routing: supporto a differenti topologie di rete. 
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2.4.2Mesh Under vs Routing Over IP 
All’interno dell’IETF, una grossa difficolt{ concettuale si è avuta non soltanto sulla 
politica di routing da adottare ma anche su come questa si debba rapportare con il 
protocollo di rete utilizzato nelle WSN. In particolare sono sorte due “scuole di 
pensiero”: la prima, che sostiene che i meccanismi di routing debbano essere adottati al 
di sotto del protocollo di rete, mesh under22; mentre l’altra idea è quella che considera 
che il protocollo di routing si debba poggiare direttamente sul protocollo di rete, route 
over.  
 
La distinzione non è banale: in un caso, infatti, ci si appoggia a meccanismi del MAC 
802.15.4, in maniera del tutto trasparente al protocollo di rete adottato (ZigBee, 
6LoWPAN ecc); con la seconda, il meccanismo di mesh routing si fonda proprio sulle 
caratteristiche del protocollo di rete,quindi IPv6  nel caso del 6LoWPAN, 
indipendentemente dalle caratteristiche dei nodi e della rete fisica sottostante. Questo 
meccanismo infatti garantisce maggiore interoperabilità, permettendo l’instradamento 
dei pacchetti anche fra differenti PAN e Link Layer, quali 802.15.4, 802.11, 802.16 ecc. 
  
                                                                   
22
 A cui il 6LoWPAN fornisce il supporto tramite il meccanismo di header opzionale. 














ZigBee prende il nome dal singolare modo di volare, zigzagando, delle api ed è un 
protocollo pensato per sviluppare sistemi wireless che richiedano basso data rate ed 
un ridottissimo consumo energetico. Ciò nondimeno, questi sistemi devono poter 
prevedere reti con un gran numero di nodi, a bassissimo costo, a partire dal protocollo 
IEEE 802.15.4 (13). 
Questi obiettivi sono conseguibili grazie ad un protocollo semplice e modulare che 
richieda limitate risorse hardware e che possa essere ancor più contenuto a seconda del 
ruolo che il nodo assume nella rete.  
ZigBee inoltre, permette di ottenere buoni risultati per quanto riguarda il risparmio 
energetico grazie ad applicazioni che riducono al massimo il tempo di attività del 
dispositivo durante il quale l’assorbimento di energia è maggiore, lasciandolo in uno 
stato “dormiente”, sleep mode, per la maggior parte del tempo.  
Oltre a questo, ZigBee assicura la scalabilità, supportando reti autoconfigurabili, ossia 
dove i nodi possano unirsi ad una rete in maniera del tutto trasparente alla rete stessa. 
Per quanto riguarda la sicurezza della trasmissione dei dati per mezzo del canale 
wireless, viene utilizzato il protocollo crittografico AES a 128 bit e, se l’applicazione lo 
richiede, sono previsti meccanismi di verifica dell’integrità e di autenticazione. 
Questo capitolo illustra in maniera dettagliata gli aspetti basilari di quello che 
rappresenta, a tutt’oggi, lo standard più promettente a livello commerciale per le reti di 
sensori. Verrà fornita una visione globale sullo standard cercando di affrontare in 
maniera maggiormente dettagliata gli aspetti rilevanti per l’analisi e il confronto 
presentati nei capitoli 6 e 7. 
L’obiettivo principale di questo capitolo è illustrare le caratteristiche fondamentali di 
ZigBee come livello di rete per le reti di sensori. Per completezza nella trattazione, si è 
preferito, tuttavia, presentare brevemente anche alcuni concetti chiave del livello 
applicativo e le iterazioni  con i livelli sottostanti. 
Per un approfondimento sulle specifiche si rimanda alla definizione dello standard 
802.15.4-2003. 





3.1 ZigBee Alliance 
La ZigBee Alliance è il nome di un’alleanza commerciale nata dall’incontro di numerosi 
vendor e operatori di telecomunicazioni internazionali per un totale di oltre 100 società, 
tra cui Motorola, Philips, Invensys, Mitsubishi e Samsung. Obiettivo di questo consorzio 
è sviluppare e promuovere un comune protocollo di rete e applicativo per le WSN 
basato sullo standard 802.15.4 per gli strati più bassi della pila protocollare. Con questo 
protocollo, l’alliance confida di pervenire alla realizzazione di chip completamente 
integrati e in grado di attuare l’intero protocollo, il cui costo sia assai modesto23  al fine 
di imporsi globalmente come soluzione standard in un mercato, quello delle WSN, 
ancora giovane. 
 
FIGURA 3.1 LOGO ZIGBEE 
 
Fin dalla prima versione dello standard che l’alliance ha prodotto, ZigBee 2003, il 
successo del protocollo è stato tale da generare l’equivoco per cui ZigBee viene confuso 
con l’IEEE 802.15.4. Sebbene ZigBee si basi su questo standard ed esista un legame 
molto stretto dal punto di vista funzionale, è bene sottolineare che l’alliance prevede 
l’interoperabilit{ solo tra prodotti commerciali che espongono i criteri di certificazione 
dell’alliance stessa. 
Il programma di certificazione ha lo scopo di classificare i prodotti in base al grado di 
conformità allo standard. Come possiamo vedere dalla figura 3.2, esistono due 
certificazioni possibili che prevedono necessariamente la conformità allo standard IEEE 
802.15.4: 
 ZigBee Compliant Platform, questa certificazione specifica che il livello di rete 
e il livello di supporto alle applicazioni sono conformi alla specifica ZigBee. 
 ZigBee Certified Products, questa certificazione specifica che il dispositivo è 
conforme a ZigBee e l’applicazione residente appartiene ad un profilo 
applicativo pubblico oppure ad un profilo applicativo privato. 
 
                                                                   
23
 Nell’ordine di pochi dollari 
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FIGURA 3.2 CERTIFICAZIONI ZIGBEE 
 
Mentre la prima certificazione è volta a dare una autenticazione ai prodotti dei 
costruttori di semiconduttori, di moduli e di sistemi integrati; la seconda è indirizzata 
invece a coloro che sviluppano la parte applicativa utilizzando l’hardware dei primi per 
immetterlo sul mercato finale. Per questo motivo i prodotti che rispettano la seconda 
certificazione sono conseguentemente conformi alla prima certificazione. 
Affinché un prodotto ottenga la certificazione di ZigBee Certified Product, deve 
superare, come evidenziato in figura 3.2, almeno uno dei due possibili programmi di 
test. Il primo, Manufacturer Specific Profile, attesta che il prodotto opera in un 
sistema chiuso ma è capace di coesistere con altri prodotti ZigBee. Il secondo, più 
generale e che prende il nome di Public Profile, attesta che il prodotto è capace di 
interoperare con altri prodotti ZigBee. 
  





3.2 Livello di rete 
Il primo livello della pila protocollare descritto dallo standard ZigBee è il livello di rete. 
Esso si appoggia direttamente sul livello MAC dell’IEEE 802.15.4 e, come è stato gi{ 
anticipato, esiste una relazione funzionale tra i due livelli. 
Molti degli aspetti descritti a proposito dei livelli inferiori PHY e MAC nel capitolo 1, 
sono ripresi dal livello di rete che ne costituisce un’espansione sia per quanto riguarda il 
livello di gestione della rete che per quanto riguarda i meccanismi di sicurezza. Il motivo 
principale di questa stretta sinergia tra i due standard è da ricercare nello sforzo da 
parte di ZigBee di costruire un protocollo di rete quanto più semplice ed efficiente 
possibile, al fine di ridurre la dimensione del pacchetto, il relativo tempo di trasmissione 
e aumentare di conseguenza la durata dell’alimentazione dei dispositivi. 
Un’importante corrispondenza che vi è fra i due standard è legata agli indirizzi: a 
seguito dell’associazione alla rete, un dispositivo riceve un indirizzo di rete a 16 bit, 
network address o short address, da utilizzare al posto dell’indirizzo IEEE 
dell’802.15.4. Un’altra importante analogia è riscontrabile nel fatto che ZigBee 
supporta tutte le topologie previste dal livello MAC. 
La possibilità teorica di avere in una rete fino a 65536 nodi e la possibilità di connessioni 
peer to peer presume l’utilizzo di applicazioni avanzate in reti a topologia estremamente 
complessa in cui le connessioni siano riconfigurabili in modo automatico al fine di 
ottimizzarne i collegamenti o sopperire ad eventuali guasti. 
Obiettivo di questo livello, oltre alla gestione della rete, è ricevere pacchetti dal livello 
applicativo, immagazzinarlo e gestirne l’inoltro verso un altro nodo nella rete. 
L’instradamento, attraverso una particolare strategia di routing è un aspetto che verr{ 
affrontato nel seguito del capitolo anche alla luce della topologia della rete. 
 
3.2.1 Device 
ZigBee discerne da un punto di vista logico e funzionale tre tipologie di dispositivi: 
ZigBee Coordinator (ZC), ZigBee Router (ZR) e ZigBee End Device (ZED). 
Lo ZigBee Coordinator, è equivalente al coordinatore al livello MAC. Si tratta di un 
dispositivo FFD a cui è demandata la formazione della rete: ogni dispositivo che, in fase 
di commissioning, si voglia associare alla rete effettua una richiesta alla quale lo ZC deve 
rispondere con un messaggio di conferma. Allo ZC è demandata, inoltre, la gestione 
degli aspetti di sicurezza.  
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Lo ZigBee Router è un dispositivo FFD del livello MAC a tutti gli effetti ma con diverse 
competenze funzionali specifiche: l’instradamento dei pacchetti che per giungere a 
destinazione devono attraversare la rete seguendo un percorso multi-hop.  
Gli ZigBee End Device sono perlopiù dispositivi RFD del livello MAC: hanno limitate 
risorse fisiche ed implementano solo una parte del protocollo. Non possono pertanto 
inoltrare i messaggi, né gestire l’associazione di nuovi nodi alla rete. 
 
3.2.2Topologie di rete 
Tutti i dispositivi ZigBee possono essere dislocati nello spazio e comunicare tra loro a 
seguito dell’associazione con il coordinatore della PAN, secondo una delle modalit{ 
previste dal livello MAC: stella o peer to peer. 
Nelle formazione di una rete a stella, ogni dispositivo FFD, dopo essersi attivato, può 
creare una propria rete diventandone il coordinatore. Il funzionamento è analogo a 
quanto previsto per le reti 802.15.4 dove tutte le comunicazioni sono mediate dal 
coordinatore e non sono previste quindi comunicazioni end-to-end dirette, né la 
presenza di nodi router. In una medesima regione dello spazio possono coesistere più 
reti a stella: tutte operano indipendentemente dalle altre in quanto ciascuna sarà 
contraddistinta da un identificatore della PAN, scelto dal proprio coordinatore in 
maniera univoca entro il proprio spazio operativo, POS. 
Una rete peer to peer o mesh, differisce dalla precedente in quanto ciascun dispositivo 
può comunicare direttamente con un altro all’interno della stessa PAN, a patto che 
questo rientri nella sua regione operativa, POS, senza dover ricorrere al coordinatore. 
Se la comunicazione è indirizzata ad un nodo esterno al POS, il dispositivo può 
comunicare con il più vicino ZigBee Router che provvede al forwarding dei pacchetti 
sulla base dell’algoritmo di routing adottato. Generalmente possono esistere più 
percorsi per una destinazione e tipicamente tali percorsi possono mutare nel tempo in 
quanto ogni ZigBee Router può essere connesso ad uno o più ZigBee Router o ZigBee 
End Device. Come risulta chiaramente dalla figura 3.4 , le reti mesh sono organizzate in 
maniera completamente decentralizzata e la comunicazione non necessita di controllo 
da parte del coordinatore. Tipicamente in questa topologia non è previsto alcun 
meccanismo di sincronizzazione24, cosa che garantisce maggiore dinamicità della rete e 
capacità di riassetto della topologia in tempi contenuti. 
In ZigBee infine, esiste una topologia di rete complessa, fondata sulla topologia peer to 
peer ed è detta ad albero o cluster-tree.  
                                                                   
24
 Reti non beacon mode, a cui si rimanda al paragrafo 1.2.4 






FIGURA 3.3 TOPOLOGIA CLUSTER 
Come si può vedere in figura 3.3, queste reti hanno una struttura gerarchica, un albero 
la cui radice è rappresentata dallo ZC. Gli RFD possono partecipare alla rete soltanto 
come nodi foglia. Questa topologia prevede un meccanismo d’indirizzamento ben 
preciso ed una strategia d’instradamento deterministica. 
L’algoritmo di routing utilizzato è il classico percorso minimo in un albero in cui si risale 
verso lo ZC avvalendosi dei vari ZR incontrati ad ogni livello per poi ridiscendere nel 
sottoalbero in cui è presente il nodo destinatario della comunicazione. Rispetto alla 
topologia mesh, è previsto un meccanismo di comunicazione strutturato, “beacon 
enabled”, tramite l’utilizzo dei superframe. 
Un esempio di tale comunicazione, paragonata con quella delle reti mesh, è presentato 
nella figura 3.4 sottostante. Il principale vantaggio del meccanismo di routing è la 
semplicità complessiva e il limitato uso di risorse necessarie. Un ZR può instradare il 
messaggio ricevuto semplicemente avvalendosi dell’informazione ricavata 
dall’indirizzo di destinazione: in base a questo deciderà se inoltrare il messaggio al 
















                             FIGURA 3.4 MECCANISMI DI ROUTING ZIGBEE 
Mesh routing 
Tree routing 
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Possono esistere forme ancora più complesse e articolate in cui gruppi di nodi, cluster, 
possono interconnettersi tra loro in modo simile ad una diramazione delle foglie in un 
albero. Un esempio di tale rete è mostrata in figura 3.5: ogni dispositivo, che sia FFD, 
può funzionare da nodo principale che rappresenta il punto di accesso per la sottorete e 
fornendo servizi ad altri dispositivi o coordinatori anche al di fuori della propria sfera 
d’influenza.  
Il vantaggio della topologia cluster-tree rispetto a quella mesh è la riduzione, almeno 
per certi cammini, dei percorsi di comunicazione possibili. Attraverso il coordinamento 
di strutture multi cluster, si può incrementare la superficie coperta con lo svantaggio di 
una maggior latenza dei messaggi in caso di cammini lunghi dovuto al maggior numero 
di dispositivi interagenti.   
 













3.3 Livello applicativo  
Al di sopra del livello di rete, ZigBee definisce in maniera molto precisa e articolata il 
livello applicativo che, come possiamo vedere in figura 3.6, è composto da tre parti: 
Application Sublayer (APS), Application Framework e lo ZigBee Device Object (ZDO).  
Questo livello, non è oggetto di studio nel proseguo del lavoro di tesi, ma è comunque 
sintomatico del protocollo ZigBee; pertanto, si fornisce un accenno degli aspetti 
principali di tale livello per completezza d’informazione. 
 
 
FIGURA 3.6 STACK PROTOCOLLARE APPLICATIVO ZIGBEE 
 
Come si nota anche dalla figura 3.6, l’Application Sublayer (APS) rappresenta un 
substrato del livello applicativo che funge da interfaccia con il livello sottostante. Da un 
punto di vista funzionale, possiamo suddividere l’APS in due entit{: l’APS Data Entity e 
l’APS Management Entity.  
La prima è responsabile del trasporto di messaggi applicativi fra due o più dispositivi, 
mentre la seconda gestisce l’inizializzazione di alcuni parametri al livello APS. L’APS 
Data Entity è utilizzata sia dagli oggetti dell’Application Framework che dai ZigBee 
Device Object; mentre l’interfaccia APS Management Entity è utilizzabile solo dallo 
ZDO. 
Lo ZDO può utilizzare opzionalmente l’Application Sublayer per la comunicazione con 
gli strati inferiori dello standard, mentre è necessario per la comunicazione degli 
Application Object in quanto ne definisce la struttura di comunicazione definendo i 
concetti di Application Profile e Cluster. 
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3.3.1 Application Object 
L’Application Framework comprende un insieme di Application Object, (APO) che 
vengono utilizzati dai produttori per definire l’implementazione di una propria 
applicazione. In un dispositivo possono coesistere più APO. Al momento lo standard ne 
definisce più di 240, ognuno identificato da un indice univoco, chiamato application 
endpoint .  
Gli Application Endpoint vengono utilizzati dal livello sottostante a livello applicativo, 
l’APS, per la consegna dei messaggi da un’applicazione ad un altra. In questo modo, 
ogni APO viene identificato univocamente nella rete dal proprio endpoint e 
dall’indirizzo al livello di rete del proprio device.  
Esistono Endpoint riservati per un utilizzo specifico: l’endpoint 0 è condiviso 
unicamente dagli ZDO mentre l’Endpoint 255 viene utilizzato con funzione di broadcast 
ossia per inviare uno stesso messaggio a tutti gli APO. 
 
 
3.3.2 Device Object 
Uno ZigBee Device Object è una soluzione applicativa che è responsabile della 
gestione di tutti i dispositivi ZigBee, delle chiavi crittografiche di sicurezza e della 
inizializzazione dello stack. Lo ZDO è una speciale applicazione, indirizzata con 
l’endpoint 0, presente su tutti i nodi ZigBee e caratterizzato da un proprio specifico 
profilo: lo ZigBee Device Profile (ZDP). 
Lo ZDP funge da interfaccia per qualunque comunicazione sicura tra qualsivoglia 
coppia di nodi, così come per le richieste di inizializzazione dei parametri e di gestione 
della sicurezza da parte degli Application Object.  
Il Device Object ha inoltre in carico la discovery della rete in termini di nodi e servizi. 
Tale funzionalità è svolta tramite un sottolivello distinto denominato Network Layer 
Management Entity  
 
 
3.3.3 Cluster e Profile 
Abbiamo accennato all’utilizzo da parte dei dispositivi dei profili per effettuare la 
comunicazione. I profili e i cluster sono molto importanti in ZigBee in quanto 
permettono di definire in maniera standard le politiche da adottare per la 
comunicazione all’interno della rete o in una parte di essa. 
Un Application Profile descrive una collezione di dispositivi che vengono impiegati in 
una specifica applicazione e definisce lo schema utilizzato per lo scambio dei messaggi 





all’interno della collezione. I dispositivi che appartengono ad un Application Profile 
comunicano utilizzando gli stessi messaggi e gli stessi comandi, per mezzo dei Cluster. 
Un Cluster specifica l’insieme di attributi e comandi disponibili che un determinato 
dispositivo implementa per mezzo di un APO. I comandi contenuti in un Cluster 
possono essere di ingresso (in) se il dispositivo offre quella determinata funzionalità 
all’esterno, o di uscita (out) se il dispositivo usufruisce di un determinato servizio offerto 
da un altro nodo. 
Esistono profili pubblici, Public Application Profile, ossia definiti dallo standard, a cui 
La ZigBee Alliance ha assegnato degli identificatori unici, ma possono esistere anche 
profili privati sviluppati direttamente dai produttori, Manufacturer Specific 
Application Profiles. I cluster invece, vengono identificati per mezzo di un 
identificatore di un byte e dall’Application Profile al quale appartengono. Esempi di 
profili pubblici definiti dalla ZigBee Alliance sono: Home Automation, Commercial 
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3.4 Soluzioni basate sull’802.15.4 con supporto IP 
In questo paragrafo si illustrano, attraverso una breve panoramica, alcuni dei principali 
protocolli standard commerciali e industriali utilizzati per le WSN.  
Z-Wave 
FIGURA 3.7 ZWAVE LOGO 
Z-Wave è uno standard nato dalla Z-Wave Alliance, 
che utilizza il PHY dello standard  802.15.4 ma opera 
con un differente livello MAC. Infatti i prodotti basati 
su questo standard utilizzano delle radio che operano 
sulla frequenza di 868.42 MHz con un data rate pari a 
9,6Kb. I dispositivi Z-Wave sono sviluppati per offrire 
soluzioni rivolte all’Home Automation e già da qualche 
anno sono disponibili sul mercato soluzioni integrate. 
Va sottolineata la recente notizia, diffusa dalla Z- 
Wave Alliance a maggio 2007, secondo cui i dispositivi Z-Wave adotteranno un’opzione 
IP per poter estendere i dati ricavati all’interno di una PAN attraverso Internet. (14) 
ISA SP100.11a  
FIGURA 3.8 ISA LOGO 
L’ISA SP 100.11a è uno standard sviluppato per il sostegno 
nell’automazione e nella gestione della produzione di processi 
industriali attraverso reti wireless di monitoraggio e controllo. 
I punti di forza di questo standard sono: 
 Elevata affidabilità della rete per la prevenzione di  
  guasti o errori sistematici 
 Elevata QoS 
 Elevati meccanismi di protezione e sicurezza 
Di particolare rilievo è la notizia, diffusa nel 2007, secondo cui L’ISA SP100 adotter{ il 
6LoWPAN come protocollo di rete. 
SCADA 
Il protocollo SCADA, Supervisory Control And Data Acquisition, indica un sistema 
informatico distribuito per il monitoraggio elettronico di sistemi fisici tramite l’ausilio di 
uno o più nodi sensore. Esempi di soluzioni SCADA sono i sistemi di controllo e 
supervisione di impianti industriali. Un sistema SCADA si distingue per il fatto di 
identificare differenti piattaforme che utilizzano una rete di telecomunicazione 
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Arch Rock è un’azienda di San Francisco che per prima, nel marzo del 2007, ha messo in 
vendita una soluzione commerciale di rete di sensori basata sul draft 6LoWPAN, allora 
disponibile alla versione 12, denominata Primer Pack /IP. 
 
FIGURA 4.1 ARCH ROCK LOGO 
 
I fondatori di questa azienda, ex-ricercatori dell’Universit{ della California (UC 
Berkeley) e dei laboratori Intel, partecipano a gruppi di sviluppo sulle WSN e cercano di 
promuovere l’utilizzo di standard open source fornendo numerosi contributi alla 
comunità TinyOS al fine di stimolare l’adozione e lo sviluppo di soluzioni basate sul 
6LoWPAN.  
L’Arch Rock confida in un rapida maturazione e diffusione del protocollo suddetto e per 
questo motivo collabora attivamente al 6LoWPAN working group e ne è co-firmataria 
delle specifiche fin dalla versione 7 del draft. Come membro del WG, l’azienda collabora 
anche a diversi draft legati al 6LoWPAN: di particolare rilievo è la produzione di un test 
d’interoperabilità tra la soluzione implementata dall’azienda e quella Hitachi (16). 
Questo risultato rappresenta uno step importante nel cammino di standardizzazione 
del 6LoWPAN. 
Si può facilmente comprendere l’importanza strategica di uno studio approfondito, da 
parte di operatori di telecomunicazioni, delle soluzioni commerciali pioneristiche e 
maggiormente promettenti sulle reti di sensori. Il Primer Pack/IP sviluppato da Arch 
Rock risponde perfettamente ai requisiti espressi sopra, permettendo di valutare la 
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bontà e le caratteristiche peculiari tanto della soluzione offerta quanto del protocollo 
6LoWPAN. 
Il lavoro del capitolo è articolato come segue: dapprima, nei paragrafi 4.2 e 4.3, 
vengono illustrate le caratteristiche architetturali della piattaforma e le funzionalità 
offerte all’utente finale, lato client.  
Nei paragrafi successivi viene dato spazio alle scelte implementative, cercando di 
giustificare e valutare in maniera critica tali scelte: nel paragrafo 4.4 viene illustrato il 
meccanismo di comunicazione della rete; nel paragrafo 4.5, si illustra come vengono 
mappati gli indirizzi IPv6 all’interno dei pacchetti; nel paragrafo 4.6, si analizza il 
protocollo di routing adottato e, infine, nel paragrafo 4.7, trova spazio una sintetica 
analisi del servizio di sicurezza offerto dalla piattaforma.  
CAPITOLO 4: ANALISI DI UNA SOLUZIONE COMMERCIALE  





4.1 Introduzione  
L’Arch Rock Primer Pack/IP è una piattaforma completa, basata sul 6LoWPAN, Web-
based, utilizzabile per il monitoraggio ambientale. 
Le caratteristiche principali del prodotto sono: 
 gestione user-friendly della rete attraverso un’interfaccia web che ne permette 
l’avvio, la collocazione virtuale, la configurazione, il monitoraggio e il controllo; 
 Web Services API che permettono di accedere ai dati dei sensori anche 
attraverso applicativi software esterni alla piattaforma; 
 supporto nativo per ogni dispositivo ad IPv4 e IPv6: con utilizzo di indirizzi IP e 
hostname modificabili dall’utente. Supporto inoltre, a servizi standard del 
protocollo IP, come ping, traceroute, echo e telnet per comunicare 
direttamente con un nodo; 
 nodi sensore che monitorano le condizioni ambientali, quali temperatura, luce e 
umidità, attraverso sensori on-board reattivi e un protocollo di routing mesh; 
 funzioni di storage avanzate con salvataggio dei dati sensibili in un database 
PostgreSql. 
Il prodotto è dotato di un ambiente di sviluppo SOA (Service-Oriented Architecture) che 
permette l’interazione con il sistema tramite web service ed il protocollo IP. Lo schema 
funzionale del web server, al livello applicativo, è evidenziato dalla figura 4.2: 
    
   FIGURA 4.2  SCHEMA FUNZIONALE WEB SERVICE  PRIMER PACK/IP 
La piattaforma fa ricorso a “sistemi” aperti quali IEEE802.15.4, TinyOS, 6LoWPAN, IP, 
SOAP e WSDL25. Ciò nonostante, per ovvie ragioni economiche e strategiche, il Primer 
Pack/IP risulta essere una piattaforma commerciale “chiusa”: non è quindi possibile 
visionare o modificare il codice sorgente implementato su alcuna componente 
                                                                   
25 802.15.4 e SOAP sono protocolli. TinyOS e WSDL sono rispettivamente: l’uno un sistema operativo, 
l’altro un sistema documentale di descrizione. 6LoWPAN è un protocollo adattivo e di compressione del 
protocollo IPv6 
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architetturale.                 
Il Primer Pack/IP fornisce Web-Services API, XML-based, che permettono di accedere ai 
dati della rete controllandone i valori e/o settandone i parametri. Queste API possono 
essere sfruttate anche da programmi esterni alla piattaforma Arch Rock, così come è 
possibile utilizzare tool standard quali ping, traceroute ecc.  
Il prodotto, infine, rende disponibili funzionalit{ per l’esportazione dei dati raccolti dalla 
rete e archiviati nel proprio database. I formati sono csv e xml.   
CAPITOLO 4: ANALISI DI UNA SOLUZIONE COMMERCIALE  






Il Primer Pack/IP oggetto del lavoro di analisi, è composto dai seguenti moduli: 
 un Gateway-Server (GS), alimentato da corrente elettrica e connesso alla rete 
locale (LAN) tramite cavo Ethernet. Ospita l’interfaccia Web tramite cui gestire 
la WSN; 
 un Nodo Bridge: è un nodo speciale connesso direttamente ad una porta USB 
del GS da cui riceve l’alimentazione. Ha un software specifico che gli permette 
di comunicare via radio con i nodi e attraverso la porta seriale con il GS. Dal 
punto di vista funzionale esso media tutte le interazioni tra il GS e la rete di 
sensori. 
 sei Nodi Sensore alimentati da batterie stilo (AA 1,5 V) e dotati di sensori di 
luce, umidit{ e temperatura. Ogni nodo è dotato di un’interfaccia radio e 
firmware che permette di comunicare tramite un protocollo di mesh routing con 
il nodo bridge e gli altri nodi della WSN. 
La descrizione di ciascuna componente, riportata di seguito, deriva dalla consultazione 
di datasheet ufficiali, di articoli apparsi su riviste specializzate nonché da indagini 
personali svolte durante il periodo di tirocinio sulla piattaforma reale.  
 
4.2.1 Gateway-Server 
Parte imprescindibile del modello di WSN Arch Rock è il Gateway Server (GS). Il nome 
stesso, che potrebbe risultare ambiguo, è tuttavia indicativo delle funzionalità esposte 
dall’apparecchio. 
In quanto server, il GS ha il compito di raccogliere i dati provenienti dai sensori, 
processarli e memorizzarli in un database relazionale interno. In altre parole, 
implementa la piattaforma software cardine della rete, che permette l’interazione tra la 
WSN e il mondo esterno.  
D’altro canto, in quanto gateway, il GS permette di veicolare il traffico in ingresso alla 
rete di sensori e di ritrasmettere verso altre reti IP le informazioni raccolte. Questi 
servizi, tipici di un gateway, permettono di astrarre il meccanismo adottato per la 
connessione ai singoli sensori rendendo trasparente all’utente la comunicazione. 
Un insieme di funzionalità così articolate necessita di ingenti risorse hardware e, 
conseguentemente, di una sorgente costante di energia. Il GS è, di fatto, un mini pc e le 
caratteristiche fisiche del modello analizzato sono: 
 Processore Celeron 1,5 Ghz 
 Memoria RAM pari a 512 MB 
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 Hard disk 40 Gb 
 Porte di comunicazione: seriale, parallela, Rj45 10/100 Ethernet, 3 USB 
 
FIGURA 4.3  GATEWAY SERVER ARCH ROCK 
 
Il sistema operativo di cui è provvisto è la distribuzione Linux Fedora. Il sistema operativo ospita 
il web server che, su richiesta di un browser esterno, fornisce le pagine web contenenti le 
informazioni di gestione e di raccolta dati della rete. 
L’insieme dei protocolli che il GS supporta ed utilizza per la gestione dei nodi sono: IPv4,IPv6, 
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4.2.2 Bridge e Nodi 
Collegato al GS per mezzo di un cavo usb è il bridge, di cui forniamo un’immagine: 
 
       FIGURA 4.4 BRIDGE ARCH ROCK 
Dal punto di vista hardware, il bridge è a tutti gli effetti un nodo come gli altri in 
dotazione con il Primer Pack /IP, a meno dei sensori di rilevazione. 
L’Arch Rock garantisce che il software embedded di cui sono dotati sia bridge che i 
sensori è basato sulla piattaforma di sviluppo TinyOS 2.0.  
Il bridge funge da interfaccia tra la rete wireless 802.15.4 e la rete IP a cui è connesso il 
SG: in pratica rappresenta la base station della rete, il cui compito è quello di trasferire 
l’informazione ricevuta dall’interfaccia seriale a quella radio e viceversa. 
Ciascun nodo è dotato di 4 sensori: temperatura (TMP), umidità (HMD), radiazioni 
solari (PAR), radiazioni fotosintentiche (TSR). La piattaforma hardware dei nodi è 
TelosB compliant ovvero: nodi Tmote Sky a 2,4 GHz con un data rate di 250 kbps. 
I nodi in dotazione contengono l’implementazione proprietaria dello standard 
6LoWPAN, basata sulla versione del draft numero 12.  
Questa versione, pur non essendo l’ultima release disponibile dello standard, non può 
essere ritenuta obsoleta, le modifiche e gli aggiornamenti che caratterizzano e 
differenziano tale release non sono infatti di entità tale da invalidare i risultati 
dell’analisi svolta sul prodotto e presentati nei paragrafi seguenti. In ogni caso, Arch 
Rock mette a disposizione un sito di supporto, in cui è possibile scaricare versioni 
aggiornate e corrette del software della piattaforma.  
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4.3 GUI e Web Service 
L’utente accede alla piattaforma per mezzo di un’interfaccia web alla quale si può 
accedere da un comune web browser26.  
Come si può vedere dalla figura 4.5, l’interfaccia web di gestione della rete si può 
suddividere in quattro parti funzionali: 
 Il menù: posto al lato sinistro della pagina, permette di navigare tra le pagine 
esposte dal web server. Sono riconoscibili quattro categorie principali: Setup, 
System and Network, Sensing and Control, Support and Resources. 
 Un display: posto nella parte centrale della pagina, permette di visualizzare i 
risultati ottenuti dalla rete, fornendone anche una rappresentazione grafica. 
 Un pannello operativo: posto nella parte destra della pagina, permette 
configurare e gestire i singoli nodi della rete. È presente soltanto all’interno del 
menù di setup. 
 Un pannello di comandi: posto nella parte superiore della pagina, permette di 
applicare modifiche indirizzate a tutta la rete o di raggiungere funzionalità 
aggiuntive esposte dal pannello operativo. 
 
FIGURA 4.5 GUI PRIMER PACK/IP 
                                                                   
26 L’attestazione alla LAN e la relativa configurazione del GS sono in tutto analoghe a quelle previste per 
un comune web server. 
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Un pregio evidente di un’interfaccia web based è quello rendere più agevole la gestione 
della WSN, rendendo totalmente trasparente la complessità generale della 
piattaforma. L’utente, ad esempio, può assegnare un nome simbolico a ciascun nodo. Il 
ricorso agli hostname simbolici, permette un riconoscimento più immediato e intuitivo 
rispetto all’uso degli indirizzi di rete. 
Nonostante l’interfaccia risulti di facile comprensione, la visibilità complessiva dei dati è 
sacrificata dal poco spazio disponibile. Questo aspetto colpisce principalmente alcuni 
grafici aggiornati in tempo reale che risultano di difficile lettura a causa delle 
dimensioni ridotte della finestra di visualizzazione. Un’ulteriore difficolt{ riscontrata 
nell’utilizzo della GUI di gestione, è la presenza di numerose pagine e menù di 
configurazione che rendono la navigazione non sempre agevole. 
L’insieme delle funzionalità esposte dal web service del GS, utilizzabili anche da 
programmi terzi, vengono riassunte nella seguente tabella descrittiva: 
Comando Descrizione 
Get the Last Readings from the Sensors Restituisce l’ultima lettura fatta dai sensori abilitati 
Get the Names of the Nodes Restituisce il nome simbolico del nodo 
Get the Locations of the Nodes Restituisce le coordinate x,y del nodo 
Get a List of Sensor Devices Restituisce la lista dei sensori attivi 
Get All Data and Stats for a Specific Time 
Period 
Restituisce i dati e le statistiche raccolte dal GS in un 
determinato intervallo di tempo. 
Get All Metadata Restituisce tutti i metadata raccolti 
Ping a Node Effettua il Ping di un nodo 
Change the Upper/Lower reporting 
Thresholds for an Internal Sensor 
Modifica le soglie inferiori e superiori di allarme per 
un sensore 
Enable All Internal Sensors Abilita tutti I sensori di un determinato nodo 
Get the Most Recent Value of an Attribute 
From the Gateway’s Cache 
Restituisce il valore più recente per un attributo 
della cache del GS 
Change the Sensor Sample Period Modifica la frequenza di campionamento per un 
sensore 
Request Sample from All Enabled Sensors Richiede un campionamento dai sensori attivi  
Get a List of Nodes that Have Reported to the 
Server 
Restituisce la lista di nodi che hanno comunicato con 
il GS 
Get the Times the Nodes were Last Heard Restituisce la data e l’ora dell’ultima comunicazione 
ricevuta da un nodo. 
Get the Battery Voltage of the Nodes Restituisce il voltaggio residuo delle batterie di un 
nodo. 
Get Statistics on Node Traffic and Network 
Reliability 
Restituisce le statistiche di rete e traffico di un 
determinato nodo. 
TABELLA  4 FUNZIONALITÀ ESPOSTE DALLE API DEL GS 
Per comprendere come utilizzare queste funzioni per mezzo dell’interfaccia grafica si 
rimanda alla guida di riferimento (17). Presentiamo, a titolo di esempio, alcuni 
screenshot delle funzionalità più rilevanti esposte dal GS. 
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 Reliability: vari grafici con i dati relativi a grandezze quali numero di messaggi 
ricevuti dai nodi, messaggi persi, ecc 
 
  FIGURA 4.6 RELIABILITY SCREENSHOT 
 Energy detection e warning sul livello di carica delle batterie 
 
      FIGURA 4.7 ENERGY SCREENSHOT 
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 Connectivity: ping, indicazione sul livello di segnale nodo-nodo, rebuilding della 
rete, ecc 
 
      FIGURA 4.8 CONNECTIVITY SCREENSHOT 
 
 
      FIGURA 4.9 CONNECTIVITY SCREENSHOT  
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La comprensione della piattaforma e dei meccanismi di funzionamento, riportata 
brevemente nei paragrafi 4.2 e 4.3, è risultata di fondamentale importanza per 
focalizzare gli aspetti peculiari della piattaforma, ovvero: 
 Meccanismo di comunicazione 
 Gestione degli indirizzi IPv6 
 Algoritmo di routing 
 Livello di sicurezza 
 
  
CAPITOLO 4: ANALISI DI UNA SOLUZIONE COMMERCIALE  





4.4 La trasmissione dei dati attraverso il Low Power 
Listening 
Nelle reti 6LoWPAN non esiste un modello di comunicazione predefinito. Nell’RFC 
ufficiale si fa riferimento all’802.15.4 per i livelli PHY e MAC; i nodi pertanto, possono 
utilizzare MAC frame di tipo beacon per motivi di configurazione della rete ed, 
eventualmente, anche per la sincronizzazione dei dispositivi.   
I nodi Arch Rock implementano una soluzione conforme all’802.15.4 per quanto 
riguarda il livello PHY mentre al livello MAC utilizzano un protocollo di comunicazione 
che non richiede alcun scheduling per l’invio di pacchetti IP basato sull’ascolto periodico 
di messaggi campione: il Low Power Listening (LPL). 
Il Low Power Listening è una tecnica che permette di accedere al canale senza alcun 
meccanismo di controllo centralizzato e in modalità asincrona. Il funzionamento è 
illustrato in figura 4.10.  
Un nodo ricevente ascolta il canale a intervalli regolari per controllare se ci sono 
trasmissioni in corso: se non ce ne sono ritorna in modalità di sleep fino al termine del 
successivo intervallo.  
Un nodo trasmittente invece, prima di inviare un pacchetto dati, invia un preambolo 
esteso associato al pacchetto dati o una sequenza di pacchetti molto piccoli in rapida 
successione27. La lunghezza del preambolo deve essere necessariamente, maggiore del 
periodo di sleep del ricevente. Quest’ultimo, come detto, ascolta periodicamente il 
canale, e, sentendo la trasmissione del preambolo, Sampled Listening, si sveglia. Dopo 
un piccolo intervallo di wake-up, necessario all’accensione e alla stabilizzazione dei 
componenti interni, può ricevere il messaggio a lui destinato. 
 
FIGURA 4.10 SCHEMA LOW POWER LISTENING  
                                                                   
27 La sequenza è utilizzata nel caso di tecnica X-MAC che ottimizza il LPL. Per approfondimenti si 
rimanda (24) 
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In altre parole, poiché un nodo può scegliere in qualunque istante se inviare un 
pacchetto in unicast ad un singolo nodo o in broadcast verso l’intera rete, non avendo 
uno slot temporale o di frequenza specifico su cui trasmettere, si crea un ipotetico 
scenario “always on”. In questo modo, infatti, quando un nodo trasmette un pacchetto 
dati è certo che il ricevente sarà sveglio e avrà la radio accesa per ricevere il messaggio. 
I messaggi campione, o di wake-up, inviati dai nodi trasmittenti sono ampi 13 byte e 
conformi allo standard IEEE 802.15.4-2006. Grazie al contributo fornito dagli 
sviluppatori Arch Rock, il protocollo di trasmissione LPL si può utilizzare anche nella 
piattaforma di sviluppo TinyOS. Va notato come anche TinyOS non sia del tutto 
conforme allo standard 802.15.4, in quanto presenta diverse specificità a livello MAC28. 
In questa soluzione è fondamentale raggiungere un buon tradeoff tra la necessità di 
risparmio energetico e le capacit{ trasmissive della rete. Aumentando l’intervallo di 
sleep mode, infatti, otteniamo sicuramente un risparmio energetico maggiore per il 
nodo ricevente ma, allo stesso tempo, aumentiamo le risorse necessarie in fase di 
trasmissione a causa di una sequenza di messaggi campione più lunga e viene 
incrementata la latenza nella rete. Il bilanciamento ottimale sarà raggiunto in funzione 
del programma al livello applicativo, tenendo presente che ci troviamo su reti low-data 
rate.  
In generale, si cerca di privilegiare il lato ricevente, prevedendo intervalli più lunghi fra 
un ascolto del canale e il successivo. Nei nodi Arch Rock, il periodo massimo, registrato 
empiricamente, per la trasmissione di una sequenza di messaggi di wake-up è stato di 
67 ms. 
Il vantaggio di questa soluzione, oltre all’assenza di un meccanismo esplicito di 
sincronizzazione tra i nodi, è quello di comportare un overhead, relativamente basso29. 
In una WSN il data rate applicativo è tipicamente molto basso e si tende pertanto ad 
ottimizzare il consumo energetico complessivo della rete. La sincronizzazione esplicita 
diventa quindi preferibile nel caso di dispositivi con un’elevata frequenza di 
trasmissione30. 
L’assenza di sincronizzazione e la conseguente adozione di un meccanismo di sample 
listening può tuttavia risultare poco efficiente in termini energetici in contesti 
caratterizzati da un’alta densit{ di nodi e da una prevalenza di messaggi unicast: tutti i 
nodi ad eccezione di uno, l’effettivo destinatario del messaggio, consumano 
inutilmente energia per il wake up in attesa di messaggi non a loro destinati. 
 
  
                                                                   
28 Ad esempio, gli active message discussi nel paragrafo 5.3.3. 
29 Messaggi di pochi byte e sequenze brevi. 
30
 Scenario tipico quando due nodi sono parte comune di più cammini di routing all’interno della rete  
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4.5 Gestione e manipolazione indirizzi 
Come analizzato nel capitolo 2, la gestione degli indirizzi IPv6 è un aspetto cruciale 
nella costruzione dei pacchetti di rete poiché, a meno di ottimizzazioni, rappresenta il 
fattore di maggior overhead dell’header 6LoWPAN. 
 
            FIGURA 4.10 INDIRIZZI PRIMER PACK/IP 
Come possiamo vedere nella figura 4.10, l’insieme degli indirizzi esposti dall’interfaccia 
grafica del Primer Pack/IP per ciascun nodo è rappresentato da: 
1. un indirizzo MAC short; 
2. un indirizzo MAC esteso, EUI-64; 
3. un indirizzo IPv4; 
4. un indirizzo IPv6. 
L’utente ha facolt{ di cambiare il solo MAC short address31 che, come descritto nel 
paragrafo 2.2.2, concorre alla generazione dell’identificatore d’interfaccia che 
costituisce parte integrante dell’indirizzo IPv6 al livello di rete. 
Gli indirizzi IPv4 e IPv6 della piattaforma sono composti da un prefisso di sottorete 
statico32, condiviso da tutti i nodi della rete 6LoWPAN, e dall’identificatore d’interfaccia 
creato a partire dall’indirizzo MAC short a 16 bit. Ad ogni nodo è inoltre attribuito un 
indirizzo IPv6 link local utile in fase di commissioning33. L’indirizzo IPv4, visibile dalla 
GUI, viene utilizzato esclusivamente per ragioni di retrocompabilità verso tool standard 
del protocollo IP che utilizzino questo protocollo (ping, traceroute ecc). 
Il software Arch Rock impiega esclusivamente indirizzi IPv6, ed è importante capire 
come questi indirizzi vengano utilizzati ed il meccanismo con cui vengono mappati 
all’interno dei pacchetti.  
In ogni pacchetto dati inviato sulla rete, ossia Frame Data 802.15.4, sono presenti e 
facilmente identificabili gli indirizzi di livello MAC e quelli di rete. Nella fattispecie si 
riscontrano le seguenti valorizzazioni:  
                                                                   
31 L’indirizzo EUI-64 è statico in quanto univoco a livello globale e viene assegnato dall’azienda 
produttrice. 
32 Modificabile dall’utente. 
33
 Si rimanda al paragrafo 2.3.1 per la descrizione dettagliata di questi indirizzi 
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 L’header MAC: 
o origine: indirizzo esteso a 64 bit; 
o destinazione: indirizzo short a 16 bit. 
 L’header 6LoWPAN invece, presenta questa configurazione: 
o origine: indirizzo short a 16 bit; 
o destinazione: indirizzo short a 16 bit. 
La distinzione che appare più evidente dal punto di vista della codifica riguarda la 
diversa rappresentazione utilizzata per gli indirizzi di livello MAC. Per quanto riguarda il 
destinatario viene utilizzato l’indirizzo short in quanto, a causa dell’algoritmo di routing 
utilizzato, sono previste due alternative possibili: 
 Comunicazione in broadcast: per la quale si utilizza l’indirizzo oxFFFF 
 Comunicazione verso il GS: codificato dall’indirizzo 0x0000 
L’adozione di un protocollo di routing di tipo mesh giustifica questa differenza tra i due 
livelli, rete e MAC. 
In un tale contesto e riferendosi alla rete nel suo complesso, un nodo può essere 
l’effettiva origine del pacchetto che trasmette ovvero rappresentare un hop intermedio 
lungo un percorso di instradamento multi-hop che quindi inoltra un pacchetto di cui non 
è il mittente. 
Per definizione, a livello MAC, si ha visibilità unicamente di percorsi single-hop, a 
prescindere dal fatto che i due nodi, estremi della trasmissione, costituiscano o meno 
l’effettiva origine e la destinazione finale del pacchetto trasmesso.  
Al livello di rete, si ha invece la visibilità degli estremi della comunicazione end-to-end: 
ossia il nodo origine del pacchetto34 e il destinatario finale. 
La soluzione adottata ha pertanto evidenziato un overhead complessivo per gli indirizzi 
pari a 14 byte, oltre ad una limitazione insita nella strategia di gestione degli indirizzi 
che impedisce la comunicazione con il mondo esterno alla piattaforma Arch Rock. Gli 
indirizzi di rete non riportano alcuna indicazione del network prefix, né si utilizzano 
indirizzi che abbiano validità globale come gli EUI-6435. 
Un’implementazione completamente conforme alle specifiche 6LoWPAN avrebbe 
comportato un overhead per la gestione degli indirizzi pari almeno a 16 byte36: la 
soluzione Arch Rock fa registrare un overhead inferiore al minimo previsto dallo 
standard ma segue un approccio semi-proprietario, e in un certo senso riduttivo, per 
                                                                   
34 Il nodo originario a livello di rete coincide da un punto di vista logico con la sorgente fisica del 
pacchetto nel “primo hop” del protocollo di instradamento, ma la rappresentazione utilizzata è 
differente. 
35 Fatta eccezione per il nodo sorgente al livello MAC 
36
 È previsto l’uso degli indirizzi MAC a 64 bit 
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quanto riguarda l’algoritmo di routing che risulta, di fatto, non conforme alla specifica 
6LoWPAN. 
Non è da tuttavia escludere che versioni più aggiornate della piattaforma possano 
ovviare a questa pesante limitazione. A questo riguardo si ricorda che il Primer Pack/IP, 
sebbene aggiornato, è stato utilizzato in versione trial.  
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4.6 Algoritmo di Routing 
6LoWPAN prevede il supporto a meccanismi di routing “mesh under”, ossia trasparenti 
al protocollo IP. Non si esclude tuttavia, la possibilità di utilizzare un protocollo di 
routing “over IP” che possa essere usato indipendentemente dalla rete fisica 
sottostante. 
Le funzionalità di routing adottate all’interno della WSN Arch Rock ricadono in questa 
seconda categoria e si trovano, quindi, al di sopra del livello IP. Questo significa che 
ogni nodo della rete può essere visto sia come un end point, ossia il terminale finale 
della comunicazione, che come un IP router che instrada verso un altro nodo la 
comunicazione secondo una strategia multihop.  
 
            FIGURA 4.11 ESEMPIO DI RETE MULTIHOP PRIMER PACK 
Adottare un protocollo di routing “over IP” implica una corrispondenza tra un hop 
802.15.4 e un hop di livello IP, prevedendo anche al livello IP una visibilità della 
topologia di rete. Sebbene non sia dato sapere con precisione quale protocollo di 
routing sia stato adottato dalla piattaforma Arch Rock e quali siano le informazioni 
ricavabili al livello di rete, lo studio della documentazione ufficiale e l’analisi del 
funzionamento del prodotto hanno reso possibile evidenziare le caratteristiche 
peculiari del meccanismo di routing adottato. 
Il Primer Pack/IP adotta una strategia di routing di tipo Rendezvous Point (RP), in cui il 
punto di centralizzazione è rappresentato dal Gateway Server (GS) (18). In protocolli di 
questo tipo è fondamentale che i nodi della rete conoscano il meccanismo per 
raggiungere il RP. Nella piattaforma studiata, i nodi inizialmente interrogano il server 
Arch Rock per conoscere la rotta di default. Per supplire a possibili variazioni nella 
connettività della rete, ogni nodo tiene traccia anche di due neighbour come possibili 
next hop per raggiungere il RP secondo il paradigma di routing distance-vector.  
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Nel caso in cui non sia possibile la comunicazione diretta verso il RP37, il neighbour che 
garantisce il percorso a costo minore viene scelto come next-hop per l’inoltro del 
pacchetto. Per calcolare il costo di un percorso si utilizzano metriche statistiche sul 
canale wireless38 ottenute in fase di formazione della rete e aggiornate durante il 
normale ciclo di vita della WSN.  
Ogni nodo ha quindi, potenzialmente, tre percorsi possibili per raggiungere l’RP. Una 
volta che un cammino è stato deciso i nodi informano l’RP della posizione assunta nella 
topologia di rete, permettendo all’RP di instradare i pacchetti di ritorno ai singoli nodi 
sensore. 
  
                                                                   
37 Cause tipiche sono rumore, ostacoli temporanei, guasti ecc 
38
 Traffico di rete, qualità del link, ritardo di propagazione ecc 
6LoWPAN: un livello adattivo per la convergenza di WSN e IPv6 
Teoria, analisi, sviluppo e confronto di soluzioni low-power  
Giorgio Porcu  
 
113 
4.7 Il livello di sicurezza 
Il problema di garantire una trasmissione sicura e protetta è un aspetto ortogonale al 
funzionamento complessivo della WSN. Questo aspetto coinvolge più livelli dello stack 
protocollare, prevedendo, per ognuno di essi, soluzioni differenti in base ai requisiti 
richiesti. 
Al livello applicativo, il Primer Pack/IP, prevede meccanismi di autenticazione per poter 
accedere alla piattaforma attraverso il protocollo standard HTTPS. 
Al livello di rete è prevista, nella configurazione di default, sia la cifratura dei messaggi 
over the air che l’autenticazione da parte dei nodi. 
Il Primer Pack/IP è configurato per utilizzare una chiave segreta per criptare i messaggi 
trasmessi sulla rete di sensori. La chiave, univoca per la rete, è generata da una 
passphrase che è assegnata al GS e ai nodi in fase di programmazione. La modifica della 
passphrase da parte dell’utente comporta la riprogrammazione dei nodi che può 
avvenire solo tramite il collegamento diretto di questi ultimi al GS. Una parziale 
eccezione è rappresentata dal bridge che è permanentemente collegato al GS.  
È possibile modificare la configurazione standard a seconda del livello di sicurezza che 
si desidera ottenere per la rete. Sono previsti tre livelli di sicurezza:  
 security mode: quella di default descritta sopra; 
 authentication only: i messaggi vengono trasmessi in chiaro ma è prevista una 
fase di autenticazione dei nodi alla rete; 
 no security mode: tutti i meccanismi di sicurezza vengono disabilitati 
6LoWPAN supporta i meccanismi di crittografia simmetrica previsti nel paradigma 
AES: la loro adozione comporta ovviamente un overhead per la comunicazione che è 
stato quantificato in 9 byte. Questo dato, unitamente alla documentazione ufficiale 
Arch Rock sull’argomento (19), fa presumere che sia stato utilizzato l’algoritmo AES-32, 
ossia si utilizzano 32 bit per le chiavi di cifratura. 
Versioni più complesse dello stesso algoritmo39 aumentano, al prezzo di un maggiore 
overhead, il livello di sicurezza della trasmissione. 
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 Che utilizzino chiavi con una rappresentazione più estesa come l’ AES-128 bit 
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4.8 Valutazioni finali della piattaforma commerciale 
In questo capitolo è stato presentato e analizzato il primo prodotto commerciale 
basato sul 6LoWPAN. Nei primi paragrafi sono state presentate le caratteristiche 
fisiche e architetturali del Primer Pack/IP mettendo in risalto l’importanza del GS per la 
piattaforma. È stata presentata l’interfaccia grafica web con la quale è possibile gestire 
e configurare la piattaforma. L’analisi poi è proseguita approfondendo le principali 
scelte implementative per quanto riguarda: il meccanismo della trasmissione dei 
messaggi, l’overhead comportato dagli indirizzi IPv6, il protocollo di routing e di 
sicurezza adottati. 
La figura 4.12 sintetizza i vantaggi e i limiti riscontrati nel Primer Pack/IP.  
            
 
         FIGURA 4.12 PROS, CONS SOLUZIONE ARCH ROCK 
 
 
Per quanto riguarda gli aspetti negativi riscontrati, l’implementazione Arch Rock è 
stata di difficile interpretazione, mostrando una codifica dell’header 6LoWPAN, di 
fatto, proprietaria, sebbene non eccessivamente lontana da quanto previsto dalle 
specifiche dello standard. Proprio per via dello scostamento dalle specifiche 6LoWPAN 
la soluzione potrebbe rivelarsi chiusa e con forti limitazione quanto ad interoperabilità 
con prodotti di altri vendor. Non è da escludere, tuttavia, che nuove release 





Algoritmo di routing efficace-
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- Valutare il consumo energetico della rete
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Un aspetto che è interessante sottolineare è che la soluzione architetturale risulta nel 
complesso “tradizionale” e non risulta fedele al principio che ispira 6LoWPAN che 
prevede, invece, una reale integrazione tra reti eterogenee superando l’approccio che 
demanda ad un gateway la garanzia di interoperabilità con il mondo esterno alla rete di 
sensori. Uno dei vantaggi strategici del 6LoWPAN, sul piano teorico, non è quello di 
eliminare i gateway per effettuare comunicazioni end to end? Di questo non c’è traccia 
nel Primer Pack/IP Arch Rock. Di conseguenza, l’architettura è afflitta dal potenziale 
problema del cosiddetto single point of failure, nella fattispecie rappresentato dalla 
coppia gateway-bridge.  
 
Infine va valutata, e sarà oggetto di studio nel capitolo 6, l’autonomia energetica dei 
singoli nodi e l’impatto che il LPL può avere sul tempo di vita medio dei dispositivi.  
 
Per quanto riguarda il protocollo di routing, esso manifesta limiti di scalabilità, dovuti 
alla soluzione architetturale centralizzata; tuttavia, ha indubbiamente il merito di 
anticipare e superare le limitazioni manifestate dalla proposta di standard che non 
prevede altro che il supporto al mesh under single hop. 
Questo aspetto anticipa e illustra il merito maggiore che questa soluzione possiede: 
l’esser di fatto una soluzione pioneristica, immessa sul mercato prima ancora che lo 
standard fosse sufficientemente maturo e stabile.40.  
Come tale, alcuni limiti evidenziati prima sono del tutto leciti, e possono essere visti in 
un’ottica differente alla luce del tentativo fatto di superare anticipare il mercato. La 
soluzione si è dimostrata molto stabile e la scelta di utilizzare un web server per la 
gestione ha permesso di ottenere un’interazione con la WSN semplice ed intuitiva.   
Le possibilità inoltre, di aggiornamento del codice proprietario e di espansione della 
piattaforma applicativa, attraverso codice esterno che faccia riferimento alle API di 
gestione, rappresentano soluzioni originali e di sicura prospettiva. 
                                                                   
40 Peraltro non è insolito che scelte di questo tipo siano operate strategicamente dai costruttori che 
anticipando il consolidamento dello standard puntano a condizionarne l’evoluzione e ad acquisire, così, 
un vantaggio competitivo. Questo sembra appunto l’obiettivo di Arch Rock. 
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SVILUPPO DI UN’APPLICAZIONE 
BASATA SUL 6LOWPAN  
T6: TESTBED 6LOWPAN  
 
 
Come è stato già illustrato nei capitoli precedenti, le reti di sensori possono essere 
utilizzate in numerosi scenari con svariate applicazioni che richiedono, in molti casi, 
hardware dedicato. Per questo motivo si rendono necessarie re-implementazioni dello 
stesso software per poterlo adeguare ai dispositivi utilizzati. Lo stesso problema sorge 
quando, ad esempio, si vuole modificare un modulo applicativo o addirittura sostituire 
un protocollo all’interno di un’applicazione. 
Poiché lo studio richiesto per il lavoro di tesi è incentrato sull’analisi di un protocollo di 
rete per le WSN è necessario cercare di superare queste difficoltà. A tal fine, è sorta 
l’esigenza di predisporre un test bed che prescinda da esigenze di tipo applicativo o di 
piattaforma evidenziando le proprietà del protocollo di rete adottato, 6LoWPAN. 
In questo capitolo si descrive lo sviluppo di un test bed, multipiattaforma, facente uso di 
tool standard IPv6 al livello applicativo, per il monitoraggio delle condizioni ambientali. 
L’interesse di un operatore di telecomunicazioni, in questo senso, si può sintetizzare in 
due punti: 
 la necessit{ di disporre di un’implementazione concreta basata sul 
6LoWPAN per verificarne sperimentalmente le caratteristiche principali; 
 la possibilità di usufruire di una piattaforma software alternativa e 
comparabile con ZigBee, che consenta ulteriori sviluppi a livello applicativo. 
Un lavoro di questa natura necessita di una progettazione accurata, di un’attenta 
analisi dei requisiti e delle molteplici complessità da affrontare. Tale aspetto verrà 
affrontato e descritto nel paragrafo 5.5.1. 
Il seguito del capitolo si può suddividere in due parti: la prima, dal paragrafo 5.2 al 5.4, 
illustra gli strumenti adottati per lo sviluppo del test bed, propedeutica alla 
comprensione dell’implementazione discussa e analizzata nel paragrafo 5.5.  
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L’obiettivo principale dell’implementazione è stato quello di fornire un supporto 
6LoWPAN/IPv6 per trasportare le informazioni provenienti da nodi sensore, 
minimizzando il consumo energetico. 
Non essendo stato previsto alcuno scenario applicativo al di fuori della piattaforma di 
sviluppo sperimentale, le assunzioni fatte al livello applicativo sono minime ed 
elementari: 
 La topologia per della rete è di tipo centro-stella: i nodi comunicano 
direttamente con il coordinatore senza applicare alcun protocollo di 
instradamento multihop; 
 Le informazioni trasmesse utilizzano una codifica ASCII; 
 I nodi supportano due tipi di sensori: luce e temperatura. 
Il test bed per 6LoWPAN, che chiameremo per semplicità T6, deve tuttavia soddisfare 
alcuni precisi requisiti evidenziati nella figura seguente: 
 
FIGURA 5.1 REQUISITI TEST BED 6LOWPAN 
Il T6 è multipiattaforma in quanto sviluppato per nodi MicaZ e TelosB. Questo ha 
comportato lo sviluppo di una versione light del programma per i nodi MicaZ, dotati di 
soli 4 Kb di RAM utilizzabili per il codice compilato. 
Il T6 supporta diversi tool standard IPv6: per lo sviluppo e la fase di test sono stati 
utilizzati applicativi standard presenti nelle distribuzioni Linux. 
Il T6 permette di comunicare con i nodi mediante il protocollo UDP. I nodi inoltre, 
possono replicare ad un messaggio ICMP echo41.   
Il T6 infine, riduce l’informazione inviata da un nodo al fine di risparmiare l’energia 
consumata dalla radio e massimizza il periodo di sleep mode del nodo stesso.  
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5.2 Hardware utilizzato: MicaZ, Tmote Sky 
Le piattaforme supportate dal T6 sono due: MicaZ e Tmote Sky42. Il software 
implementato può essere compilato ed installato per l’una o l’altra piattaforma 
impostando alcuni flag nel makefile del software.  
 
MicaZ 
La piattaforma MicaZ è prodotta, a partire dai primi anni del 2000, dall’azienda 
americana Crossbow. Le caratteristiche principali sono: 
 
FIGURA 5.2MICAZ MOTE 
 Microcontrollore: denominato MPR2400, basato sul processore Atmel 
ATmega128L, è sostanzialmente una cpu RISC a 8 bit e 8MHz e, quindi, con 
limitate capacità di calcolo; 
 Memoria: dotato di 4 Kbyte di memoria RAM organizzata secondo 
un’allocazione di tipo stack per il codice compilato e il sistema operativo. È 
presente anche una memoria EEPROM di 512 Kbyte utilizzabile a run time per la 
memorizzazione dei dati permanenti, come, ad esempio, i dati rilevati dai 
sensori; 
 Trasduttori: è possibile agganciare una board, chiamata mts300, che ospita 
diversi sensori, tra cui un accelerometro, un magnetometro, un sensore di luce, 
un sensore di temperatura e un buzzer che emette segnali sonori; 
 Radio: La radio utilizzata è il Chipcon CC2420 conforme allo standard IEEE 
802.15.4. La radio non supporta la comunicazione full-duplex, ossia il nodo non 
può ricevere e trasmettere contemporaneamente; 
 Sleep mode: il microcontrollore mette a disposizione diversi timer hardware 
che possono essere utilizzati per eseguire determinate operazioni ad intervalli 
regolari di tempo. Questo risulta utile, per esempio, per gestire lo spegnimento 
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della radio ad intervalli preﬁssati, permettendo un notevole risparmio di 
energia. MicaZ prevede 6 diversi livelli di risparmio energetico in funzione del 
numero di componenti hardware (trasduttori, microcontrollore, memorie, 
oscillatori ecc) che si intende tenere spente contemporaneamente: 
o Idle; 
o ADC Noise Reduction; 
o Power-save;  
o Power-down; 
o Standby; 
o Extended Standby. 
 Alimentazione: ciascun nodo MicaZ necessita di due comuni batterie stilo (AA 
1,5V). L’applicazione e la gestione della modalit{ di sleeping influisce sulla 




La piattaforma Tmote Sky è prodotta dalla MoteIv a partire dal 2002. I punti di forza di 
questa piattaforma sono il bassissimo assorbimento energetico in modalità sleep mode, 
la possibilità di essere programmato tramite connessione USB e la completa 
compatibilità con la piattaforma Telos Revision B. 
 
FIGURA 5.3 TMOTESKY MOTE 
Le principali caratteristiche hardware sono: 
 Microcontrollore: denominato MSP430 F1611 e prodotto dalla Texas 
Instruments, è il principale responsabile del ridottissimo consumo energetico 
del nodo sia in modalità di sleeping che in fase attiva. Il microcontrollore ha 
capacità di calcolo limitate e può operare a 16bit ad una frequenza pari a 8MHz ; 
 Memoria: il nodo è dotato di 10 Kbyte di memoria RAM43 48Kb di memoria flash 
e 128B di information storage; 
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 Trasduttori: per questa piattaforma esistono dei sensori opzionali di 
temperatura e umidità e sono prodotti da Sensirion AG. Oltre a questi possono 
essere montati sui nodi dei sensori che percepiscono le radiazioni 
fotosintentiche e solari; 
 Radio: la radio utilizzata è il Chipcon CC2420 conforme allo standard IEEE 
802.15.4. La radio non supporta la comunicazione full-duplex, ossia il nodo non 
può ricevere e trasmettere contemporaneamente; 
 Sleep mode: il nodo permette di variare tra 5 diversi livelli di risparmio 
energetico con un assorbimento minimo pari a 2,6 μA; 
 Alimentazione: ciascun nodo Tmote Sky necessita di due comuni batterie stilo 
(AA 1,5V). L’applicazione e la gestione della modalit{ di sleeping influisce sulla 
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TinyOS è un sistema operativo open-source progettato a Berkeley, Università della 
California, per le Wireless embedded sensor network. Proprio in quanto open-source, il 
progetto è divenuto la soluzione di riferimento per una numerosa comunità di 
sviluppatori, principalmente in ambito accademico, ed ha quindi goduto di significativi 
contributi che hanno portato al rilascio della nuova versione del sistema operativo, 
TinyOS 2.0, nel novembre del 2006.  
Fin dalla prima release, lo scopo dichiarato dei progettisti di TinyOS era quello di 
soddisfare i requisiti in termini di: 
 
FIGURA 5.4 REQUISITI TINYOS 
Proprio perché pensato per le reti di sensori, l’obiettivo principale è la riduzione del 
consumo energetico, attraverso implementazioni semplici ed efficienti soprattutto per 
quanto riguarda l’overhead generato dal livello applicativo. Le WSN sono caratterizzate 
da sistemi di piccole dimensioni, fonti di energia limitate, scarsa quantità di memoria e 
modeste capacità di elaborazione; è quindi fondamentale disporre di una piattaforma 
di sviluppo che minimizzi l’utilizzo delle risorse fisiche presenti sui nodi, specialmente 
dal punto di vista dell’occupazione di memoria. 
Le specificità delle WSN comportano inoltre la quasi impossibilità di un riutilizzo cross-
platform del software applicativo. Allo scopo di semplificare il porting tra diverse 
piattaforme, TinyOS è di fatto un micro-kernel, che rende però al contempo 
•Ridurre i consumi energeticiLowPower
•Ridurre il carico 
computazionale e le dimensioni 
del sistema operativoOverhead
•Supportare intensive richieste 
di operazioni che operino in 
regime di concorrenzaModularità
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disponibile una ricca libreria di funzionalità specifiche e ottimizzate per le varie 
piattaforme hardware. 
Un altro principio di TinyOS è la modularità, realizzata attraverso l’implementazione di 
numerosi piccoli componenti software, ognuno con una propria specificità funzionale 
e un insieme di interfacce che consentono la comunicazione e l’interazione tra 
componenti. Da un punto di vista funzionale l’architettura è di tipo event-driven al fine 
di soddisfare il requisito di efficienza, consentendo di utilizzare le risorse hardware solo 
quando queste vengono richieste.   
Il modello a componenti sta alla base del modello di concorrenza a cui TinyOS ricorre 
per rispondere alle esigenze di risparmio energetico e alle limitate risorse di calcolo; il 
modello event driven consente, invece, una gestione molto accurata della potenza e 
permette una flessibilità che è necessaria in queste reti, a causa della natura 
impredicibile di una comunicazione wireless. 
 
5.3.1 Architettura e struttura del sistema operativo 
TinyOS 
Questo paragrafo non si pone l’obiettivo di fornire una trattazione esaustiva di TinyOS, 
per la quale si rimanda alla guida di riferimento (20), ma intende porre in evidenza gli 
elementi caratteristici fondamentali per il lavoro di implementazione oggetto della tesi. 
TinyOS è un sistema operativo minimale: non possiede un nucleo operativo in quanto 
permette l’accesso diretto all’hardware. Sparisce il concetto di processore virtuale per 
evitare i cambi di contesto; così come non sono permesse condizioni di stallo44 o di 
attesa attiva nell’accesso ad una risorsa: sono azioni che comporterebbero un’overhead 
in termini di memoria ed energia che vanno evitati mettendo a riposo il 
microprocessore quando non ci sono attività utili da eseguire. Scompare anche il 
concetto di memoria virtuale: la memoria viene infatti considerata come un unico e 
lineare spazio fisico, organizzato attraverso un unico stack, i cui indirizzi vengono 
assegnati alle varie componenti interessate a tempo di compilazione. Un tipico layout 
applicativo che evidenzia l’organizzazione statica della memoria è illustrata in figura 
5.5. Non esiste pertanto il concetto di heap e quello di memoria allocata 
dinamicamente in quanto l’organizzazione statica permette di aumentare l’efficienza a 
tempo di esecuzione ed incoraggia una progettazione più robusta, permettendo una 
migliore analisi statica dei programmi. 
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 Intese come condizioni di bloccaggio. 
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FIGURA 5.5  ORGANIZZAZIONE DELLO STACK DI MEMORIA IN TINYOS 
In pratica, con TinyOS, si cerca di eliminare qualsiasi tipo di overhead, poiché nelle reti 
di sensori questo causa un inutile dispersione di energia senza portare tangibili 
vantaggi. Queste scelte impattano direttamente sull’architettura che risulta molto 
compatta e ben si sposa con le dimensioni ridotte della memoria che a volte raggiunge 
la quantità di pochi chilobyte. 
 
Le caratteristiche tipiche della struttura software di TinyOS si possono riassumere nei 
seguenti punti: 
 Architettura basata su componenti: una applicazione è composta da uno o più 
componenti che possono dialogare tra loro facendo uso di due set di funzioni: i 
comandi e gli eventi. TinyOS mette a disposizione del programmatore un set di 
componenti standard e la possibilità di crearne di nuovi (from scratch o utilizzando e 
combinando quelli resi disponibili dal sistema operativo). Un'applicazione può 
connettere tali componenti utilizzando specifiche di legame che sono indipendenti 
dall'effettiva implementazione. Ogni componente inoltre contiene un'area dati 
chiamata frame, la quale viene allocata staticamente; 
 
 Operazioni split-phase: la split-phase serve ad implementare il modello a eventi 
attraverso un paradigma asincrono. La richiesta di una data operazione e il suo 
completamento sono due funzioni distinte. I comandi tipicamente richiedono 
l'esecuzione di un'operazione: quando questa termina, viene generato un evento 
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che segnala all'applicazione la conclusione dell'operazione richiesta45. La chiamata 
della funzione di ritorno avviene tramite l'invocazione di un apposito task. Esso 
viene inserito nella coda di esecuzione e il controllo viene subito rilasciato. Al 
momento opportuno è il task che si occupa di segnalare un evento che ne notifichi il 
termine ed eventualmente segnali il valore di uscita, come parametro o come 
variabile impostata nel contesto globale. Riassumendo, nella split-phase ogni 
operazione complessa è gestita in due tempi in cui i comandi vengono lanciati nella 
prima fase, mentre le risposte e il valore di ritorno sono prodotti in modo asincrono 
tramite un evento; 
 
 Concorrenza: si può eseguire un solo programma alla volta, tipicamente formato 
da più componenti collegati per mezzo di opportune interfacce. Ci sono due tipi di 
thread: task ed eventi hardware. I primi sono  funzioni la cui esecuzione può essere 
ritardata: essi vengono eseguiti in ordine secondo una coda LIFO. Gli eventi sono a 
tutti gli effetti degli interrupt hardware, hanno priorità massima e bloccano qualsiasi 
esecuzione in corso. Possono dunque nascere situazioni di data race come ad 
esempio l’aggiornamento di una variabile; 
 
 Scheduling: esistono due livelli di priorità: quello normale, utilizzato per eseguire i 
task secondo l’ordinamento LIFO e quello più alto, utilizzato per gestire gli eventi, 
eventualmente interrompendo l’esecuzione dei task. 
 
5.3.2 Il linguaggio di programmazione NesC 
Il sistema operativo TinyOS e le sue applicazioni sono scritte in un linguaggio di 
programmazione derivato dal C ed ottimizzato per le reti di sensori: nesC.  
Il linguaggio nesC (Network Embedded System C ) supporta il modello a eventi, il 
modello a componenti e il modello concorrente previsti da TinyOS.    
I concetti base che stanno dietro a questo linguaggio sono: 
 Distinzione concettuale tra la costruzione e la composizione di un modulo 
software: i programmi sono fatti di unità software indipendenti, componenti, la 
cui combinazione, detta wiring, da luogo al programma completo. I componenti 
sono soggetti a concorrenza interna, tramite sotto funzioni chiamate task. 
 L’organizzazione statica della memoria, prevista in TinyOS, comporta un 
utilizzo da parte del compilatore nesC del linking statico. Questo consente un 
ingente risparmio di energia e memoria, tuttavia, limita molto la versatilità:non 
è possibile, infatti, installare più applicazioni indipendenti sullo stesso nodo 
                                                                   
45  Esistono anche comandi al cui termine non è richiamato alcun evento, si veda, ad esempio, 
l’accensione di un led 
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sensore e non è possibile effettuare linking dinamico di librerie esterne o 
riconfigurazione di parte del codice presente sul sensore.  
 Specifica del comportamento dei componenti in termini di set di interfacce. Le 
interfacce possono essere fornite o usate da un componente. Le interfacce che 
sono fornite hanno lo scopo di rappresentare le funzionalità che il componente 
mette a disposizione del suo utente, le interfacce che sono usate rappresentano 
le funzionalità che i componenti devono eseguire durante il loro lavoro. 
 Le interfacce sono bidirezionali: individuano un set di funzioni che devono 
essere implementate da chi fornisce l’interfaccia, comandi, e un altro set di 
funzioni che deve essere implementato da chi usa le interfacce, eventi. Lo 
scheduling di queste funzioni è critico perché tutti i comandi in TinyOS non si 
possono interrompere; il completamento di un comando è segnalato attraverso 
un evento.  
In NesC si dice tipicamente che i comandi sono tipicamente etichettati come operazioni 
downward, ossia verso il basso, dal livello applicativo verso le componenti hardware. Gli 
eventi invece, sono classificati come operazioni upward: dall’interrupt hardware verso le 
applicazioni utente.  
 
5.3.3 Networking on 802.15.4 
Una parte imprescindibile dell’architettura di una WSN è il modello di comunicazione 
supportato: TinyOS si basa sui messaggi attivi (21). Ogni active message è composto 
da tre parti, come mostrato in figura 5.6 
 
FIGURA 5.6  COMPOSIZIONE MESSAGGIO DI TIPO MESSAGE_T 
L’header è definito in conformit{ all’header di un data frame 802.15.4 Tuttavia, un active 
message contiene un byte addizionale di dispatch, il primo byte del payload 802.15.4. 
Esso viene utilizzato per distinguere messaggi provenienti dallo stesso nodo fisico ma 
da differenti applicazioni.  
L’ampiezza standard del payload data di un active message in TinyOS è di 28 byte e 
pertanto non sono necessari meccanismi di frammentazione. Tale valore è tuttavia 
modificabile impostando il parametro TOSH_DATA_LENGTH.  
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Al livello implementativo, i messaggi sono rappresentati in TinyOS46,per mezzo di una 
struttura message_t : 






Ogni active message contiene il nome dell’handler dell’application level che deve essere 
invocato, nel nodo destinatario, ed un payload dati in cui vengono passati gli 
argomenti. Gli active message sono inviati tramite la funzione send() dell’interfaccia 
split-phase, AMSend.  
command error_t send(am_addr_t addr, message_t *msg, uint8_t len) 
Come si può vedere dall’esempio di cui sopra, gli argomenti della funzione sono: 
l’indirizzo di destinazione, il messaggio da inviare, strutturato come message_t e la 
lunghezza del payload: 
Una volta che la primitiva è stata invocata ed il messaggio inviato, l’evento sendDone() 
viene segnalato e la struttura message_t è passata come parametro alla funzione 
handler. È importante che il contenuto della struttura non venga modificato prima che 
l’evento di avvenuta trasmissione sia segnalato, al fine di non compromettere in 
maniera irreversibile l’integrit{ dei dati. 
La ricezione dei messaggi è gestita tramite l’interfaccia Receive. Il funzionamento è 
speculare a quello dell’interfaccia AMSend:  
 l’evento receive viene segnalato all’arrivo di un active message,  
 una struttura message_t contenente il messaggio viene passata come 
parametro alla funzione handler.  
 L’handler applicativo del destinatario,ritorna una struttura di tipo 
message_t affinché TinyOS possa usarlo per ricevere l’ active message 
successivo. 
Il modello basato sulla chiamata dei messaggi handler permette al sistema di 
sovrapporre la comunicazione con altre attività, ottenendo un minimo grado di 
parallelismo utile per l’ottimizzazione delle risorse47. Il modello a messaggi attivi può 
essere visto come un modello distribuito a eventi in cui i nodi della rete si inviano tra 
loro eventi.  
 
                                                                   
46
 La cui definizione è contenuta all’interno del file: tos/types/message.h 
47
 Ad esempio, interagendo con i sensori o eseguendo altre applicazioni. 
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Affinché il modello di comunicazione basato sugli active message sia efficiente è 
necessario che il sistema fornisca alcune primitive: 
 trasmissione di tipo best-effort dei messaggi e acknowledgement; 
 una politica d’indirizzamento; 
 gestione di molteplici dispatch. 
Con queste primitive è possibile, per lo sviluppatore, costruire qualsiasi tipo di 
applicazione. 
TinyOS permette di implementare, al livello MAC, un meccanismo di 
acknowledgement, per determinare se un active message è stato ricevuto con successo. 
Protocolli di livelli superiori, come IPv6, non sono inclusi nella distribuzione di TinyOS. 
TinyOS inoltre, non implementa uno stack 802.15.4 completo: il sistema è privo di 
alcune funzionalità di livello MAC come, ad esempio, delle procedure di back off in caso 
di collisione.   
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5.4 Caratteristiche dell’implementazione Università  
di Brema 
L’architettura software dell’implementazione dell’Universit{ di Brema è la seguente: 
     
FIGURA 5.7 ARCHITETTURA IMPLEMENTAZIONE DELL’UNIVERSIT[ D I BREMA 
Come si può notare in figura, l’intento principale non è quello di creare una vera e 
propria rete di sensori, quanto quello di fornire un’implementazione dei meccanismi 
di comunicazione del 6LoWPAN permettendo l’interazione fra un nodo generico e un 
comune host IP, connesso tramite Internet. Non si tratta di un tema proprio delle WSN, 
l’implementazione tralascia, infatti, aspetti fondamentali delle WSN quali il risparmio 
energetico e la comunicazione intra pan, focalizzandosi sulla possibilità di estendere 
l’interoperabilit{ delle WSN con altre reti con cui condividono il protocollo di rete, IP. 
L’architettura si compone dei seguenti moduli: 
 un PC che ricopre il ruolo di gateway e media la comunicazione tra il mondo 
internet e la WSN a valle. Lo stack IPv6 garantisce la connettività con il mondo 
esterno, mentre uno specifico daemon, serial tunnel (ST), gestisce la 
comunicazione con la WSN. Il ST permette di effettuare il tunnelling dei 
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pacchetti IP provenienti dal livello applicativo, incapsulandoli in pacchetti 
6LoWPAN e pacchetti IEEE 802.15.4 che poi verranno inviati via radio; 
 la Base Station48, direttamente collegata al pc tramite collegamento seriale 
USB. Rappresenta di fatto l’interfaccia radio da/per i nodi della rete; 
 i nodi che utilizzano l’implementazione embedded basata sul 6LoWPAN. 
 
5.4.1 Serial Tun 
Il software Serial Tun è un demone che gira sul pc e viene utilizzato come gateway, per 
interfacciarsi con reti esterne, e come coordinatore della rete per le comunicazioni 
all’interno della PAN. 
Il serial tun è un programma scritto in C che utilizza la libreria libmote, fornita dalla 
distribuzione standard TinyOS, per scambiare e interpretare gli active message con i 
nodi. In altre parole crea un’interfaccia di rete virtuale che permette, nello spazio 
utente, di scrivere e leggere pacchetti da scambiare con i nodi. Proprio in quanto 
interfaccia di rete, dispone di un proprio indirizzo IP49 che permette al kernel Linux, 
tramite la propria implementazione dello standard IPv6, di instradare e gestire il 
traffico in entrata/uscita dal pc. Facendo riferimento alla figura 5.7, i pacchetti letti dal 
demone sull’interfaccia di tunnelling esposta sul pc vengono incapsulati in un pacchetto 
6LoWPAN e inviati al bridge. Quest’ultimo, a sua volta, provvederà ad inoltrare tali 
messaggi attraverso l’interfaccia radio. 
Tutti i processi di costruzione dei pacchetti 6LoWPAN sono quindi demandati al 
demone ST allocato nello spazio utente del pc. Si superano in questo modo i vincoli dal 
punto di vista computazionale e di memoria che deriverebbero dal ricorso al nodo che 
funge da bridge della rete. 
Dal punto di vista della comunicazione, si preferisce, a livello MAC, utilizzare messaggi 
di tipo broadcast, rendendo più semplice l’implementazione ed evitando di gestire 
meccanismi di neighbor discovery. Future evoluzioni dovrebbero prevedere i 




                                                                   
48 D’ora in avanti verr{ chiamata bridge, anche per uniformit{ con l’architettura della piattaforma Arch 
Rock 
49
 Tale indirizzo viene assegnato staticamente dall’utente. 
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5.4.2 Il software sui sensori: MoteIp 
Il software utilizzato dai nodi della rete, MoteIP, implementa in maniera completa lo 
standard 6LoWPAN. L’implementazione è stata realizzata con TinyOS 2.x e prevede 
meccanismi di frammentazione, di supporto a protocolli mesh e di comunicazioni 
broadcast. È prevista inoltre la possibilità di gestire un header IPv6 e UDP in formato 
compresso o esteso. 
L’overhead comportato in un pacchetto può così variare secondo i limiti previsti nella 
seguente tabella: 
Size (byte) Header 
 6LoWPAN optional headers 
5-19 Mesh addressing 
2 Broadcast 
4-5 Fragmentation 
 Layer 3 header 
41 IPv6 (Uncompressed) 
3-41 IPv6(HC_1 Compressed) 
 Layer 3 header 
8 UDP (Uncompressed) 
4-9 UDP (HC_UDP Compressed) 
8 ICMP 
TABELLA 5 OVERHEAD HEADER DI RETE 
Tale implementazione verrà ripresa nel paragrafo successivo, dove verranno illustrate 
le modifiche principali apportate per il lavoro di tesi. 
 
5.4.3 Netcat 6 
Netcat è un programma standard delle distribuzioni Linux, creato allo scopo di leggere 
e scrivere dati attraverso delle connessioni di rete TCP o UDP (22) Di recente è stato 
riscritto e sviluppato da Mauro Tortonesi e Simone Piunno al fine di includere il 
supporto a IPv650.   
Deve il suo nome, letteralmente “coltellino svizzero per IPv6”, all’estrema versatilit{ e 
alle potenzialità offerte e, per questo, viene utilizzato principalmente per analizzare il 
traffico di rete. Si tratta di uno strumento che, a differenza di TELNET, permette di 
utilizzare anche il protocollo UDP e può essere utilizzato indifferentemente come 
cliente o servente di una connessione. Il programma si avvia lanciando l’eseguibile 
secondo la seguente sintassi: 
nc6 [opzioni di connessione]  indirizzo_nodo   porta_comunicazione 
                                                                   
50
 Il software utilizzato si chiama nc6 
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Lanciando il comando si instaura una connessione verso il nodo specificato tramite un 
socket, utilizzando il protocollo TCP o UDP. Successivamente, l’applicazione trasmette 
ciò che viene inviato dallo standard input, la tastiera, restituendo attraverso lo standard 
output, il monitor, ciò che si riceve dal nodo partner.  
Per il lavoro di tesi, questo strumento ha permesso di comunicare, tramite UDP e la 
porta 1234, con i nodi della rete e testarne l’implementazione sviluppata. 
 
5.4.4 Comunicazione 
Al fine di rendere l’implementazione più facilmente estendibile, la comunicazione è 
gestita da una funzione apposita per ogni livello protocollare previsto. Per far questo si 
utilizzano dei buffer attraverso delle strutture denominate lowpan_pkt_t ed illustrate 
in figura 5.8: 
Buffer 
 
FIGURA 5.8 STRUTTURA BUFFER PER PACCHETTO 6LOWPAN 
A causa dei vincoli di memoria e l’allocazione statica della memoria presenti in TinyOS, 
l’allocazione di un buffer di memoria correttamente dimensionato non è sufficiente. 
Occorre prevedere dei campi ridondanti che possano essere utilizzati, ad esempio, per 
la gestione della frammentazione: sia nel caso di pacchetti non frammentati, che nel 
caso di pacchetti lunghi.   
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In questo caso ad esempio, i campi hw_src_addr/hw_dst_addr e notify_num fanno 
riferimento a livelli protocollari distinti, ma entrambi sono utili per la ricostruzione del 
pacchetto al termine del processo di frammentazione.  
Questo leggero overhead è compensato da una gestione più trasparente del buffer 
stesso ed anche da un’allocazione statica in memoria più efficiente.  
 
Ricezione di un pacchetto  
 
     FIGURA 5.9  DIAGRAMMA TEMPORALE RICEZIONE DI UN PACCHETTO 
Quando un frame data 802.15.4 viene ricevuto, TinyOS segnala la ricezione attraverso 
l’evento Receive(). Tale funzione, è implementata nell’interfaccia Receive del 
componente ActiveMessageC, fornito dalla distribuzione TinyOS. 
Il payload del frame viene passato alla funzione lowpan_input() che determina il tipo 
di header contenuto attraverso il parsing dei dispatch contenuti nel pacchetto. È in 
questa fase che vengono processati eventuali headers opzionali previsti nello standard 
6LoWPAN: ad esempio, viene gestito il processo di frammentazione prima di inviare ai 
livelli superiori il pacchetto di rete completo. Terminata questa fase, il payload 
risultante, contenente l’header 6LoWPAN che incapsula quello IPv6, viene inviato 
tramite la funzione layer3_input().  
Quest’ultima, in base al valore del dispatch, invoca la funzione 
ipv6_input_compressed() o la ipv6_input_uncompressed() se l’header IPv6 è 
contenuto in formato non compresso.   
Una volta processato, l’header IPv6 conosce, tramite il campo Next Header, quale 
protocollo di livello superiore è utilizzato nel payload tra ICMP/UDP/TCP.   
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Si hanno pertanto tre possibili invocazioni: 
 icmp_input(): che verifica il campo di checksum e analizza il messaggio 
contenuto ed eventualmente replica con un messaggio ICMP echo request. 
 udp_input_compressed(): gestisce i campi compressi dell’header ricavandosi il 
valore delle porte di comunicazione e passa il payload al livello applicativo 
 udp_input_uncompressed(): come la funzione precedente, dopo aver 
processato l’header, invoca la funzione receive() al livello applicativo. 
Nel caso dell’utilizzo del protocollo ICMP il processo di ricostruzione del pacchetto 
applicativo è terminato in questo stadio, mentre nel caso del protocollo UDP, viene 
segnalato l’evento receive () contenuto nell’interfaccia UDPClient. 
In presenza di qualsivoglia errore nel corso del processing di un pacchetto, il controllo 
ritorna a TinyOS e la frame viene scartata. 
Invio di un pacchetto 
 
       FIGURA 5.10  DIAGRAMMA TEMPORALE TRASMISSIONE DI UN PACCHETTO 
Come mostrato nel diagramma temporale in figura 5.10, le operazioni necessarie per 
l’invio di un pacchetto sono molto simili a quelle per la ricezione.  
L’invio di un pacchetto prende inizio al livello applicativo da un Client UDP o dalla 
funzione icmp_input(), come descritto nel paragrafo precedente, per il protocollo 
ICMP. Da questo punto in poi avviene un processo di costruzione del pacchetto in cui 
ogni funzione aggiunge l’header corrispondente al livello protocollare di riferimento. Si 
passa dall’header UDP, poi IPv6, 6LoWPAN ed infine 802.15.4, come illustrato in figura 
5.10. 
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Tuttavia, a differenza con quanto avviene nella fase di ricezione di un pacchetto, una 
volta che è stato completato l’header IPv6 il pacchetto viene inviato, tramite una 
funzione send_queue(), e processato nell’apposito task chiamato sendTask() nel 
sottolivello di rete rappresentato dal 6LoWPAN.  
Questo scelta è dovuta alla politica dello scheduler associato ai task: questi infatti, 
vengono eseguiti secondo una politica FIFO. In questo modo il task, che opera al livello 
6LoWPAN, evidenziato anche in figura 5.10, può gestire gli header opzionali ed 
eventualmente la frammentazione senza che alcun altro pacchetto venga inviato prima 
che il processo sia stato concluso.   
Un’altra ragione che giustifica questa scelta implementativa è la possibilità che, 
durante il processo di frammentazione o invio di un pacchetto, avvenga la ricezione di 
un altro pacchetto. Come descritto in precedenza, questo evento, per sua natura 
impredicibile, viene segnalato con un evento che ha precedenza maggiore rispetto ai 
task e pertanto, se esiste un buffer disponibile, è possibile ricevere il messaggio in 
arrivo anziché scartarlo e riprendere in seguito l’invio del pacchetto. 
Dopo che il pacchetto è stato interamente trasmesso via radio, si scatenano alcuni 
eventi di backtrack  per segnalare l’avvenuta spedizione del messaggio, secondo il 
paradigma split phase descritto nel paragrafo 5.3.1.  
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5.5 Implementazione del Test bed 6LoWPAN 
Il software implementato dall’universit{ di Brema permette di trasmettere pacchetti 
6LoWPAN su reti di sensori gestendo i meccanismi principali previsti nella proposta di 
standard. 
Sono del tutto assenti tuttavia, meccanismi che permettano di ottimizzare il consumo 
energetico e di estendere “concretamente” l’utilizzo di 6LoWPAN su una rete di 
sensori. Il focus dell’implementazione di Brema è stato quello di verificare la possibilit{ 
di comunicare con i nodi tramite IPv6, tralasciando gli aspetti peculiari dei livelli 
sottostanti. È stato riscontrato che: 
 i nodi rimangono costantemente in active mode, ossia mantengono 
costantemente la radio accesa in attesa dei messaggi operativi; 
 il tipo di interazione tra il bridge e i nodi è di tipo domanda-risposta: il bridge fa 
una richiesta a cui il nodo risponde immediatamente; 
 gli indirizzi IPv6 utilizzati nella comunicazione non sono compressi: vengono 
utilizzati pertanto indirizzi unicast globali. 
Per quanto riguarda gli indirizzi, si è deciso di non modificare questa scelta 
implementativa. 
Da un lato infatti, questa scelta permette di implementare una delle maggiori 
caratteristiche su cui si fonda il 6LoWPAN, ossia estendere i dati forniti dalla rete di 
sensori anche in reti di diversa natura; d’altra parte, questa scelta permette di 
analizzare il traffico generato in una rete 6LoWPAN con l’overhead massimo per 
quanto riguarda gli indirizzi: complessivamente, 32 bit.  
 
5.5.1 Requisiti e funzionalità necessarie per l’analisi  
comparativa 
Come descritto in precedenza, l’implementazione fornita dall’università di Brema non 
permette, a meno di modifiche implementative, di gestire una rete di sensori ma 
soltanto una semplice interrogazione di un nodo.    
Le modifiche, pertanto, devono essere finalizzate alla produzione di un dimostratore 
reale per le reti di sensori, con tutte le peculiarità che ne derivano. Il lavoro, oltre al 
requisito minimo dell’adattabilit{ ad una rete 802.15.4 standard, deve permettere di 
analizzare le caratteristiche del protocollo da prospettive differenti, fornendo per 
ciascuna, una giustificazione analitica.  
Di conseguenza, l’obiettivo primario dello sviluppo software è stato proprio quello di 
realizzare un test bed di rete basato sul 6LoWPAN. Un test bed di rete è una 
piattaforma software che permette di analizzare e verificare sperimentalmente 
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particolari caratteristiche di un determinato protocollo di rete. Una soluzione di questo 
tipo offre due vantaggi molto importanti rispetto all’utilizzo dei simulatori: 
1. permette di riprodurre fedelmente scenari reali: i simulatori trascurano 
parametri empirici quali interferenze, guasti ecc  
2. non si fanno assunzioni dal punto di vista applicativo: le assunzioni fatte per il 
livello applicativo con un test bed di rete sono minime, questo consente la 
possibilità di sviluppare e utilizzare diversi applicativi sul test bed al fine di 
verificare certi risultati. 
Nei laboratori Telecom Italia è disponibile da qualche anno una piattaforma di sviluppo 
basata su ZigBee. Sulla base di quell’esperienza, si è deciso di produrre una soluzione 
analoga basata sul 6LoWPAN, che permettesse di soddisfare i seguenti requisiti: 
 realizzazione di una rete di sensori per la raccolta dei dati ambientali; 
 analizzare il traffico di rete generato; 
 fornire una stima del consumo energetico dei nodi. 
   Test bed ZigBee 
Nei laboratori Telecom Italia, in una Demo Room apposita, è installata una piattaforma 
di sviluppo basata su ZigBee. Il test bed ZigBee monitora le condizioni ambientali, 
raccogliendo le informazioni di luce, temperatura e umidità della stanza, in maniera 
continuativa secondo una topologia centro-stella. 
L’architettura prevede uno ZC, collegato direttamente ad un pc, e sette ZED disposti in 
maniera sparsa. Assumendo di trovare una rete già formata, il ciclo di vita di un singolo 
ZED può essere così sintetizzato: 
 inizialmente si trova in modalità di sleeping; 
 allo scadere di un timer interno si sveglia e legge i valori dei sensori; 
 invia un messaggio MAC Data Request allo ZC per sapere se ci sono richieste 
pendenti per lui; 
 invia un messaggio contenente il valore di campionamento; 
 nel caso non ci fossero messaggi dallo ZC, torna in modalità di sleeping, 
altrimenti esegue il comando ricevuto. 
Ogni ZED ha una propria frequenza di campionamento: è stato verificato 
sperimentalmente che i nodi inviano mediamente allo ZC un messaggio di 
monitoraggio ogni 30 secondi. 
Lo scenario descritto ha rappresentato la base implementativa su cui costruire il test 
bed 6LoWPAN al fine di rendere possibile un confronto tra i due protocolli di rete. 
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5.5.2 Scenario applicativo 
L’architettura software su cui si basa il test bed 6LoWPAN, che chiameremo T6 per 
semplicità, è del tutto similare a quella illustrata nella figura seguente. 
 
FIGURA 5.11 ARCHITETTURA SOFTWARE T6 
Su ogni nodo della rete viene installato il codice MoteIP responsabile della 
comunicazione con il resto della piattaforma. L’installazione del codice permette di 
assegnare un indirizzo al nodo che verr{ usato come parte dell’IID.   
Come detto nel paragrafo precedente, i nodi utilizzano indirizzi IPv6 non compressi per 
la comunicazione e pertanto devono essere a conoscenza del proprio prefisso di rete e 
dell’IID. Il prefisso di rete è statico e univoco per la PAN, ed è: 
2001:0638:0709:1234::/64 
L’IID invece è costruito a partire da un indirizzo short, che viene assegnato dall’utente al 
nodo in fase di installazione del software. Il processo è conforme allo standard e quindi, 
ad esempio, all’indirizzo short 0x0001, corrisponde l’IID: 
0000:0000:00FF:FE00:0001 
Nel nodo bridge è installato il codice BaseStationCC2420, applicazione standard 
disponibile nella distribuzione di TinyOS. Questa permette di inoltrare il traffico tra la 
rete 802.15.4 e l’interfaccia seriale verso il pc. L’applicazione non ha necessitato di 
alcuna modifica per lo sviluppo del T6.  
Per poter comunicare con i nodi, sul pc deve essere in esecuzione il software ST per il 
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rete, ha un indirizzo di rete statico, in modo tale che i nodi conoscano l’indirizzo a cui 
inviare le informazioni, tale indirizzo è:  
2001:0638:0709:1234:0000:0000:00FF:FE00:0012 
Questa interfaccia definisce un MTU pari a 1280 byte, che è anche il massimo valore 
offerto dal 6LoWPAN, in maniera tale da poter utilizzare direttamente tool standard di 
Linux come ping6 o nc6 salvaguardando la correttezza della comunicazione 51  e 
l’adesione allo standard.  
Per poter dialogare con i nodi e testare l’applicazione sul protocollo UDP si può 
utilizzare quindi il comando nc6 da shell Linux specificando i seguenti parametri: 
 la porta di comunicazione utilizzata, 1234 
 l’opzione –u  per identificare il protocollo UDP 
 l’indirizzo del nodo con il quale si intende comunicare. 
Lanciando questo comando viene aperto un socket verso il nodo e, similmente ad una 
connessione Telnet, si potranno digitare i comandi indirizzati a quest’ultimo.  
Il menù applicativo che un nodo espone all’utente è mostrato in figura 5.12: 
 
FIGURA 5.12 MENU’ OPERATIVO 
La sintassi dei comandi è la seguente: 
 per poter eseguire un comando si digita per esteso nella command line interface 
(cli) aperta da nc6 uno fra i comandi presenti nel menù; 
 le parentesi graffe { } indicano la scelta obbligatoria di uno dei parametri, ad 
esempio: 
o  set led 1 on: accende il led 1 del nodo; 
 le parentesi quadre [ ] indicano l’opzionalit{ del parametro, ad esempio: 
o get temp: è un commando valido e restituisce il valore di temperatura 
corrente 
o get temp every 2: è un comando ugualmente valido e restituisce ogni 
due secondi il valore registrato da un campionamento del sensore di 
temperatura. 
                                                                   
51
 Un MTU più elevato infatti, non sarebbe gestibile dai nodi 6LoWPAN.  
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Comandi non previsti o comandi errati provocano la ritrasmissione del menù da parte 
del nodo. 
 
5.5.3 L’implementazione dei Timer per il  
campionamento periodico dei dati 
Il primo passo di sviluppo del software MoteIP è stato quello di implementare un timer 
interno per poter campionare periodicamente i valori rilevati da un sensore. Come 
mostrato in figura 5.13 infatti, l’utente può specificare la frequenza di campionamento 
per un determinato sensore e ricevere periodicamente i messaggi applicativi. 
 
TinyOS utilizza in maniera pervasiva i Timer per costruire le 
proprie applicazioni, pertanto si è scelto di sfruttare a tal fine il 
componente standard TimerMilliC52 Il componente usato, 
come evidenzia la figura 5.13, è una specializzazione del 
componente Timer e si distingue per la caratteristica di 
utilizzare granularità più fine e precisamente una precisione dei 
millisecondi.  
Questo è stato possibile inserendo, nel file di configurazione 
PingAppC.nc, la seguente dichiarazione: 
components new TimerMilliC() as TempT; 
La keyword new viene utilizzata per indicare un componente 
generico. Un componente generico, in NesC, permette di istanziare più entità di un 
componente e quindi, in questo caso, di dichiarare un timer “virtuale” per ciascun 
sensore. Viene considerato virtuale in quanto, pur rappresentando istanze indipendenti 
e differenti, fanno riferimento al medesimo clock fisico del nodo. Tale costrutto 
consente di risparmiare codice e semplificare la programmazione. Il nome simbolico 
TempT, usato per l’istanza illustrata nell’esempio, sta ad indicare che l’istanza del timer 
verrà utilizzata per il sensore di temperatura. 
La dichiarazione del componente usato appena descritta, ha luogo nel file di 
configurazione PingAppC, ed è necessario per il cosiddetto wiring ossia il collegamento 
tra i componenti dichiarati e le interfacce dei componenti implementante invece nel 
modulo denominato PingC.  
L’implementazione del timer ha permesso una prima ed efficace strategia di risparmio 
energetico: il nodo accende la radio soltanto quando il timer sarà scaduto e, a seguito di 
questo evento, ha luogo la lettura del sensore corrispondente. Per questo motivo 
                                                                   
52 Contenuto nella directory tos\system. 
FIGURA 5.13 RELAZIONE 
DI EREDITARIET[’ 
COMPONENTE TIMER 
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5.5.4 Ridurre l’overhead 
Al fine di ridurre l’overhead dei messaggi inviati via radio si è deciso di implementare il 
comando get all che permette di inviare, in un unico messaggio, sia la rilevazione del 
sensore di temperatura che quella del sensore di luce. La razionalità di questa scelta 
risiede nella riduzione complessiva del numero di messaggi da inviare e quindi 
dell’informazione da trasmettere che comporta, di conseguenza, una riduzione del 
tempo di attività della radio.  
Tale comando comporta quindi, l’invocazione di due comandi TinyOS: 
call TempSensorC.read(); 
call LightSensorC.read(); 
Ogni lettura, a propria volta, scatena un evento ReadDone() secondo un ordine 
dipendente dalla politica di gestione dello stack di TinyOS. Poiché tale politica, come 
già evidenziato nel paragrafo 5.3.1, è di tipo LIFO significa che la prima lettura 
disponibile sarà quella del sensore di luce. È possibile esplicitare l’ordine previsto dallo 




Per ogni sensore invocato viene segnalato l’evento di avvenuta lettura, che avverr{ con 




Di seguito viene riportata parte dell’implementazione dell’evento 
TempSensorC.readDone(), in cui si evidenzia la chiamata, per mezzo della funzione 
Udpclient.sendTo(), che permette di inviare il pacchetto UDP contente i valori stabili 
di luce e temperatura: 
 
else {  
snprintf(sensor_buf, sizeof(sensor_buf), "light:%d temp:%d\n",  
                    myLight, myTemp);    
          call UDPClient.sendTo(&sensor_addr, sensor_port, 
       sensor_buf, strlen(sensor_buf)); 
   sensor_buf_busy = FALSE;  
   } 
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Questo aspetto è importante perché sottolinea la filosofia di programmazione di 
TinyOS e come lo scheduling del sistema operativo influenzi le scelte implementative: 
se si inviasse il messaggio di campionamento dopo la lettura del primo sensore non si 
avrebbero risultati affidabili. È pertanto semanticamente corretto che l’evento 
TempSensorC.readDone sia responsabile della chiamata del comando call 
UDPClient.sendTo. 
È dimostrato che il maggiore contributo al consumo energetico è dato dalle 
comunicazioni radio, per questo motivo ridurre il numero di dati inviati si traduce in 
notevoli benefici in termini di risparmio energetico. 
Riassumendo, questo meccanismo permette, con un basso costo computazionale, di 
minimizzare il numero di messaggi trasmessi e risparmiare l’energia complessiva 
spesa per il campionamento dei sensori. 
L’approccio modulare che è stato seguito per la programmazione di questo aspetto, 
permetterà in futuro, di poter aggiungere altri sensori in maniera molto semplice. 
 
5.5.5 Modalità di Sleep Mode  
Un primo meccanismo per ridurre il consumo energetico da parte dei nodi è stato 
descritto nel paragrafo 5.5.3 per mezzo dell’utilizzo dei timer. A seguito della ricezione 
di un comando di campionamento periodico, l’uso del timer consente infatti, di 
adottare la seguente strategia: 
 il nodo che riceve la richiesta va in modalità di sleep mode; 
 allo scadere del timer il nodo si risveglia per leggere il dato dal sensore e inviarlo 
alla base station; 
 una volta inviato attende eventuali comunicazioni dalla base station; 
 se non ci sono comunicazioni torna in modalità di sleep mode. 
Poiché il maggior consumo energetico in una rete di sensori è dovuto alle trasmissioni 
radio, si è cercato dapprima di minimizzare la quantità di dati da inviare, come descritto 
nel precedente paragrafo, ed evitare le comunicazioni non necessarie con il 
conseguente spegnimento la radio quando questa non era utile.  
Questa semplice strategia ha permesso di ottenere immediatamente dei buoni 
risultati, specie sulle piattaforme MicaZ in cui è stato registrato un assorbimento 
energetico in modalità di sleep mode pari a 37 μAh53. 
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 Ricordiamo che il limite inferiore per questa piattaforma hardware è all’incirca di 30 μAh. 
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Sulle piattaforme Tmote Sky, TelosB-based, invece, pur riducendo notevolmente 
l’assorbimento energetico si sono ottenuti valori ben lontani dal limite fisico:  
156 μA contro 3 μA. 
Facendo riferimento alla documentazione ufficiale TinyOS sull’argomento (23), si è 
cercato di ridurre ulteriormente il consumo energetico cercando di spegnere anche il 
microcontrollore e portarlo nello stato lowest power state. 
TinyOS 2 dovrebbe automaticamente porre il microcontrollore nel lowest power state  
quando la coda dei task è vuota. Esistono tuttavia, tre meccanismi espliciti per porre il 
microcontrollore in uno stato di risparmio energetico: 
1. status e control register; 
2. dirty bit; 
3. power state override. 
La prima modalità si basa sulla modifica di alcuni registri noti, utilizzati dal 
microcontrollore.  
La seconda impone la verifica del livello di consumo energetico del nodo attraverso la 
funzione McuPowerState.update() al fine di minimizzarlo.   
L’ultima modalit{ è quella eseguita dall’invocazione del comando 
PowerOverride.lowerState() che calcola il più basso livello di consumo energetico 
possibile per il nodo. 
Nel codice del T6, la modifica del modalità di consumo energetico del nodo, sia per 
quanto riguarda il microcontrollore che la radio, è stata eseguita attraverso sequenze di 
codice atomiche, implementate per mezzo della keyword atomic, come si può vedere 
dalla sezione di codice illustrata di seguito: 
atomic { 
call RadioControl.stop(); //turn off the radio 
   #ifndef MICAZ_MEMORY 
    call McuPowerOverride.lowestState();            
    call Sleep.sleep(); 
   #endif // MICAZ_MEMORY 
    } 
 
L’utilizzo di sezioni indivisibili è fondamentale per una corretta gestione delle 
caratteristiche energetiche di un nodo. In virtù dello scheduling previsto in TinyOS e 
discusso nel paragrafo 5.3.2, è importante che questa sequenza di istruzioni sia portata 
a termine senza che un evento, che vengono segnalati sulla base di interrupt hardware 
impredicibili, si manifesti durante lo spegnimento di una componente hardware del 
nodo. Se, ad esempio, si manifesta un evento di “lettura sensore” che richieda l’invio di 
un messaggio via etere, questo non potrebbe aver luogo se, contemporaneamente al 
codice dell’evento, la radio è stata spenta.  
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Come si può vedere nella sezione di codice illustrata, i meccanismi scelti per portare il 
microcontrollore ad uno stato dormiente sono stati il power state ovverride e il dirty 
bit. 
La prima chiamata infatti, call McuPowerOverride.lowestState(); pone il 
microcontrollore al più basso stato di consumo energetico; mentre la seconda: call 
Sleep.sleep(); permette di ricalcolare il valore di dirty bit e aggiornarlo al valore più 
basso. 
Queste due strategie sono state implementate esclusivamente per la piattaforma 
TmoteSky54 in quanto la piattaforma MicaZ ha fornito risultati notevoli già grazie 
all’istruzione: 
call RadioControl.stop();  
che permette di spegnere la radio.   
Ulteriori chiamate e istruzioni avrebbero prodotto nuovo codice compilato ed un 
miglioramento non rilevante dal punto di vista energetico. 
Sulla piattaforma Tmote Sky, questo meccanismo ha permesso di ottenere un modesto 
guadagno in termini energetici passando da . 156 μA  a 137  μA. 
La riduzione del 13% è ancora lontana dal limite teorico possibile, 3 μA, ma è 
ipotizzabile che tale risultato sia imputabile alla traduzione, non efficiente, del 
compilatore NesC. Si ricorda infatti che di norma, la piattaforma Tmote Sky, dovrebbe 
andare in modalità di sleep non appena la coda dei task sia vuota. È presumibile quindi, 
che questo non avvenga a causa di scelte effettuate a tempo di compilazione. 
 
 
5.5.6 Comandi supplementari implementati per la 
comunicazione 
Nella gestione della sincronizzazione dei nodi con il bridge si è cercato di ridurre il 
numero complessivo di messaggi da inviare, sfruttando la topologia di rete adottata, di 
tipo centro stella. Poiché ogni comunicazione di un nodo è indirizzata esclusivamente al 
bridge, la soluzione più vantaggiosa per gestire la comunicazione intra-pan è 
rappresentata dal paradigma del polling. 
A differenza di quanto avviene con ZigBee, in 6LoWPAN tale meccanismo non è 
previsto nelle specifiche standard pertanto è stato necessario implementare un 
messaggio di tipo applicativo che interrogasse la base station al termine di ogni 
campionamento. 
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Questo ha comportato l’implementazione di un timer supplementare, WaitTimer, che 
ha permesso di lasciare accesa la radio per 65 millisecondi in attesa di una 
comunicazione di stop dal nodo, come si può notare dalla seguente sequenza di codice 
implementato: 
 call WaitTimer.startPeriodic(65); /* fire every n millisecond */ 
 
Lo schema generale di comunicazione tra la basestation e i nodi è il seguente: 
 BASE STATION      NODO 
                      
 
FIGURA 5.14  SCHEMA DI INTERAZIONE TIPO FRA NODO-BASE STATION 
Per gestire questi meccanismi è stato necessario inoltre modificare il codice del ST in 
maniera tale da poter riconoscere e gestire le tipologie di messaggi scambiati tra i nodi 
e la stazione base. 
 
Ricezione menù operativo
Invio messaggio  periodico
•qualunque comando verso il nodo non 
sarà inoltrato
•un eventuale messaggio di stop verrà 
bufferizzato in attesa che il nodo sia 
sveglio per riceverlo
•i messaggi d'interrogazione da parte del 
nodo verranno scartati
Stadio di raccolta dati
•ricezione del messaggio 
d'interrogazione
•invio del messaggio di stop
Interruzione campionamento
•ricevo messaggio di avviso dal nodo





•avvio del timer corrispondente
•stato sleep mode
Ricezione messaggio di 
campionamento periodico
•stato active mode
•lettura del sensore 
•invio valore del campionamento





•invio del messaggio di conferma/avviso
•stato active mode
Ricezione messaggio di stop
•invio menù operativo
Ricezione comando
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5.5.7 Ottimizzazioni ulteriori 
Un’importante ottimizzazione che è stata apportata al progetto del T6 è stata 
l’implementazione e la gestione del recovery dei messaggi.  
Per mezzo dell’interfaccia PacketAcknowledgements , presente nel codice TinyOS, è 
stato possibile richiedere un acknowledgement frame dalla base station per ogni data 
frame ricevuto da un nodo. Questo meccanismo ha permesso di rendere il T6 più 
realistico e riprodurre fedelmente il meccanismo di recovery implementato nel TestBed 
ZigBee. 
Un'ulteriore ottimizzazione si è resa necessaria per rispondere alle diverse capacità di 
memorizzazione offerte dai nodi MicaZ e Tmote Sky.   
Come illustrato nel paragrafo 5.2, i nodi MicaZ, potendo disporre di soli 4Kb di memoria 
RAM, necessitano di forti ottimizzazioni. L’implementazione completa del T6 occupa 
3,11Kb: questo significa che soltanto il codice compilato necessita di circa l’80% della 
memoria statica disponibile sul nodo. Facendo riferimento alla figura 5.5, è facile 
immaginare come sia davvero esiguo lo spazio riservato da tale implementazione a 
tutte le strutture necessarie al sistema operativo (scheduler, clock ecc). Per questo 
motivo infatti, tale implementazione sui nodi MicaZ ha causato ripetutamente errori di 
stack overflow, verificato attraverso la ricezione di dati e valori inconsistenti.  
È stata dunque sviluppata una versione light, ma funzionalmente equivalente, che 
occupa complessivamente 2,58 Kb, ovvero il 17% in meno della versione precedente. 
Per realizzarla sono state eliminate le funzionalità accessorie o inutili ai fini della 
trasmissione dei pacchetti di campionamento. Il menù operativo finale si presenta 
come segue: 
 
       FIGURA 5.15 MENU’ OPERATIVO NODO  MICAZ 
La modularit{ che ha contraddistinto l’implementazione del T6, favorisce il supporto a 
sviluppi successivi che permettano di verificare sperimentalmente nuove funzionalità e 
proposte dello standard. 
Future evoluzioni infatti, potrebbero prevedere meccanismi avanzati per il livello di 
rete, non previsti e non richiesti per il lavoro di tesi. Questi meccanismi possono 
riguardare gli aspetti di sicurezza, di mobilità e di neighbor discovery.   
In particolare, quest’ultimo aspetto, le cui specifiche per il protocollo IPv6 sono state 
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approvate come standard di recente (12), permetterebbe al nodo gateway di avere una 
conoscenza precisa dei nodi della rete e poter utilizzare all’interno della PAN indirizzi 
link local per la comunicazione con i nodi, applicando un algoritmo di routing 
ottimizzato secondo una modalità multihop.  
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Nel presente capitolo vengono presentate due analisi distinte per quanto riguarda le 
soluzioni low-power oggetto dello studio.   
Nella prima, si mette in evidenza la “qualità” del traffico di rete sviluppato da una 
soluzione basata sul 6LoWPAN rispetto ad una soluzione ZigBee. L’analisi valuta le 
caratteristiche del traffico di rete generato e quanto, nel traffico di una normale WSN 
attiva, esso sia riservato per gli strati protocollare superiori al MAC.  
Le soluzioni prese in esame per questa analisi sono: 
 test bed ZigBee55, utilizzato come modello di riferimento; 
 Primer Pack/IP, sviluppato da Arch Rock e basato sul 6LoWPAN; 
 test bed 6LoWPAN, sviluppato nei laboratori Telecom Italia e basato 
sull’implementazione dell’Universit{ di Brema. 
L’analisi mette in evidenza dapprima, le caratteristiche dell’implementazione Arch 
Rock presentandone le caratteristiche principali a livello di rete e le ripercussioni sul 
traffico. Successivamente, verrà illustrata la diversa composizione dei messaggi in 
ZigBee e 6LoWPAN e una stima del traffico di rete generato dalle tre soluzioni prese in 
esame. 
La seconda analisi viene serve a valutare il tempo di vita medio dei nodi di una rete. 
Partendo da un modello analitico dei costi, vengono stimati i consumi energetici delle 
soluzioni: 
 Prime Pack/IP 
 Test bed 6LoWPAN 
Lo studio è finalizzato alla valutazione della bont{ e dell’efficacia dei meccanismi di 
power management adottati nelle due piattaforme. Entrambe le analisi svolte si basano 
su verifiche e dati sperimentali raccolti durante il periodo di tesi presso Telecom Italia.  
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6.1 Confronto overhead standard: ZigBee-6LoWPAN 
L’analisi comparativa dei protocolli di rete, ZigBee e 6LoWPAN, parte da un livello 
sintattico, rappresentato dal numero e dal tipo di campi previsti nei rispettivi standard 
per codificare le informazioni di rete.  
Distinguere in maniera netta il confine tra le informazioni utili ad un livello protocollare 
ed un altro è molto difficile sia in ZigBee che in 6LoWPAN. Nel primo caso, pur 
adottando una struttura più organica dei pacchetti in cui si definiscono il formato sia 
per il livello applicativo che per quello di rete, alcune informazioni codificate a livello 
applicativo risultano utili anche per il protocollo di routing adottato. 
In 6LoWPAN la situazione è ancora più indefinita: manca totalmente la definizione di 
un livello applicativo e la libertà di programmazione si traduce in una assoluta 
eterogeneità del formato dei messaggi. 
In questa analisi, per adottare un criterio uniforme di valutazione dei due standard si è 
deciso di quantificare lo spazio lasciato al payload applicativo. 
È quindi possibile operare un primo confronto tra i due standard considerando le 
configurazioni tipiche dei rispettivi messaggi dati 56 . La figura sottostante presenta in 
forma grafica i risultati di questa prima comparazione.57 
 
In ZigBee si hanno i seguenti campi: 
          MAC   
 
         NWK   
 
      APPL. 
   





                                                                   
56 Esistono forme più compatte o più estese 
57
 Si tralascia il livello fisico, comune ad entrambi gli standard 
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In 6LoWPAN si ha, nel caso di indirizzi Link-Layer e massima compressione degli 
header: 
          MAC       
 
         NWK  
  
          APPL. 
 
FIGURA 6.2 OVERHEAD PROTOCOLLARE 6LOWPAN, IPV6 LINK-LAYER ADDRESS 
 
Sempre in 6LoWPAN, ma con indirizzi IPv6 completi nell’header di rete 
          MAC    
 
          NWK               
 
                 APPL 
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FCF: Frame Control Field  Disp: Dispatch 
Dcs: Num. seq   HC1: Header Compressed IPv6 
Src EP: Source EndPoint  HC2: Next Header Compressed (UDP) 
APS #: APS Counter 
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È possibile anche quantificare in modo dettagliato: 
Livello Campo ZigBee 6LoWPAN  






Frame Control Field 2 byte 2 byte 2 byte 
Number Sequence 1 byte 1 byte 1 byte 
Destination Pan ID 2 byte 2 byte 2 byte 
Destination Address 2 byte 8 byte 2 byte 
Source Address 2 byte 8 byte 2 byte 
NWK 
Fcf/Dispatch 2 byte 1 byte 1 byte 
HC1-Hc2-Hop Limit / 3 byte 3 byte 
Destination Address 2 byte / 16 byte 
Source Address 2 byte / 16 byte 
Altri campi 2 byte 3 byte 3 byte 
APPL. Campi vari 8 byte / / 
Overhead  complessivo                            25 byte                       28 byte                          48 byte  
Payload Appl. Max                                     98 byte                      95 byte                          75 byte 
TABELLA  6 CONFRONTO OVERHEAD ZIGBEE-6LOWPAN 
Nel calcolo del payload disponibile al livello applicativo si è tenuto conto anche dei 
seguenti campi che vengono trasmessi over the air e comuni ad entrambi i protocolli: 
 Il campo Frame Lenght del livello fisico, 1 byte,; 
 Il campo Frame Check Sequence, del livello MAC, 2 byte 











6.2 Confronto traffico: ZigBee-6LoWPAN  
L’analisi sul traffico di rete prende in considerazioni tre differenti piattaforme software: 
1. Test Bed ZigBee: presente nei laboratori Telecom Italia; 
2. Primer Pack/IP: implementazione 6LoWPAN Arch Rock; 
3. T6, ovvero Test Bed 6LoWPAN: implementato durante il tirocinio e basato sul 
6LoWPAN. 
Per poter valutare in maniera omogenea queste tre soluzioni e ottenere un confronto 
realistico occorre definire un modello di costi omogeneo. Le assunzioni valide per tutte 
le piattaforme, sono le seguenti: 
 si stima il traffico di una rete operativa: pertanto si assume che le fasi di 
commissioning e associazione abbiano già avuto luogo e non ci siano disassoci 
azioni della rete per tutto il periodo di osservazione; 
 La topologia della rete è di tipo centro stella; 
 La frequenza di campionamento dei nodi è pari a 30 secondi; 
 Il numero di nodi terminali che inviano i messaggi di campionamento è pari a sei 
 Il periodo di osservazione è pari a 10 minuti. 
È importante sottolineare che in quest’analisi sono state distinte due tipologie di 
traffico: 
1. traffico dati: è il traffico generato dai pacchetti contenenti effettivamente i 
valori di campionamento rilevati dai nodi; 
2. traffico di servizio: in questa categoria ricade tutto il traffico generato per la 
gestione della rete, per la comunicazione con il sink o previsti dal protocollo di 
comunicazione. In questa categoria ricadono 58 , ad esempio, messaggi di 
acknowledgement, data request, power sampling ecc 
Per il confronto si fa riferimento a due indicatori: il numero totale di pacchetti generati 
per ciascuna tipologia di traffico e la percentuale di traffico “utile” per ciascuna 
tipologia di traffico. 
Per traffico utile si intende la quantit{ di byte trasmessi al netto dell’overhead 
introdotto dallo stack protocollare. Si tratta quindi di una stima dell’efficienza del 
sistema complessivo. Con questa stima si vuole pertanto rispondere alla seguente 
domanda: prendendo in esame una soluzione funzionante e adatta per le WSN, quanti 
byte, a livello di rete, sono utilizzati effettivamente per mandare informazioni riguardanti il 
campionamento e quanti per la gestione e il mantenimento della rete? 
Per ZigBee e 6LoWPAN è stato considerato come overhead il solo traffico generato dal 
livello MAC per i messaggi dati. Nel caso della soluzione Arch Rock è stato invece 
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considerato come overhead anche il traffico costituito dalle sequenze di low power 
listening. Questi messaggi infatti, rappresentano sequenze brevi59 e non contengono 
alcuna informazione rilevante né per i dati né per il servizio. Sebbene questa scelta porti 
a considerare i risultati della piattaforma Arch Rock “ottimistici”, tuttavia ha permesso 
di normalizzare e rendere confrontabile la soluzione con le altre in esame. 
Il grafico seguente evidenzia l’enorme sproporzione tra il numero di pacchetti dati e i 
pacchetti di servizio. Questi ultimi rappresentano il 97% del traffico rilevato in rete.  
 
FIGURA 6.4 NUMERO COMPLESSIVO DI PACCHETTI PER TIPOLOGIA DI TRAFFICO, PRIMER PACK/IP 
Questo dato è fortemente influenzato dai piccoli e numerosi pacchetti generati dal low 
power listening, il cui funzionamento è stato illustrato nel paragrafo 4.4. È possibile 
normalizzare questi valori, considerando esclusivamente i byte trasmessi per i livelli 
superiori al MAC. A seguito della normalizzazione si verifica una redistribuzione delle 
percentuali e la quota di traffico di servizio scende al 42% del traffico totale. 
 
FIGURA 6.5 BYTE TRAMESSI LIVELLI SUPERIORI AL 2 PER TIPOLOGIA DI TRAFFICO, PRIMER PACK/IP 
                                                                   
59
 Non contengono un payload a livello MAC 



























6.2.1 Test bed ZigBee e Soluzione commerciale 
6LoWPAN 
 
             FIGURA 6.6 RAFFRONTO NUMERO DI PACCHETTI INVIATI ZIGBEE, PRIMER PACK/IP  
In questo primo grafico si fornisce una stima percentuale del numero complessivo di 
pacchetti generato a livello di rete dal Test Bed ZigBee e dal Primer Pack Arch Rock. 
Come scritto in precedenza il valore del Primer Pack è fortemente influenzato dal low 
power listening. 
 
































6LoWPAN: un livello adattivo per la convergenza di WSN e IPv6 
Teoria, analisi, sviluppo e confronto di soluzioni low-power  
Giorgio Porcu  
 
157 
6.2.2 Test bed 6LoWPAN 
 
FIGURA 6.8 NUMERO COMPLESSIVO PACCHETTI INVIATI, T6 
In termine di numero di pacchetti, il traffico generato dal test bed 6LoWPAN, risulta 
percentualmente identico al test bed ZigBee, si veda a tal proposito la figura 6.6, al 
quale ci si è ispirati per l’implementazione.  
 














































6.3 Analisi dei risultati ottenuti 
 
L’analisi proposta nei precedenti paragrafi, sia attraverso l’analisi statica della 
composizione sintattica dei pacchetti, sia attraverso l’analisi sperimentale del traffico di 
rete, permette di mettere in rilievo un aspetto importante: 
a livello di rete, ZigBee e 6LoWPAN sono standard confrontabili 
Sebbene 6LoWPAN non sia, a tutt’oggi, ancora uno standard ufficiale, il meccanismo di 
composizione dei pacchetti è tale da permettere l’incapsulamento di pacchetti IPv6 con 
un overhead accettabile e confrontabile con quello di standard più maturi. 
Analizzando un po’ più dettagliatamente i risultati esposti nei paragrafi precedenti si 
evince che: 
 6LoWPAN comporta un overhead comparabile con ZigBee a patto di non 
utilizzare indirizzi IPv6 completi, ossia di non effettuare comunicazioni 
all’esterno della PAN. L’overhead maggiore presente in 6LoWPAN a livello MAC 
viene compensato da una minore occupazione a livello di rete e da una specifica 
molto flessibile ed aperta al livello applicativo; 
 
 le differenze qualitative sul traffico sono minime ma è interessante il buon 
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6.4 Stima consumo energetico soluzioni 6LoWPAN 
Come già evidenziato nel capitolo introduttivo, i dispositivi di una WSN devono 
prevedere diverse modalità di funzionamento per gestire in maniera efficiente i 
consumi di potenza. Il tempo di vita della rete dipende dall’autonomia energetica dei 
nodi sensore, quindi dalla durata delle batterie. Minimizzare l’assorbimento di energia 
significa garantire l’autonomia energetica dei nodi per diversi anni.  
Per poter stimare i consumi di un nodo sensore bisogna essere a conoscenza di come è 
gestita l’accensione e lo spegnimento della radio, che rappresenta la componente di 
maggior consumo. Scopo di quest’analisi è ricavare una stima del tempo medio di vita 
di un nodo, sia in modalità di sleep che a regime. 
Per fare questo è stato definito un modello analitico dei costi per valutare il tempo di 
vita della rete nell’implementazione Arch Rock e nel Test bed illustrato nel capitolo 
precedente. Per la stima è stato utilizzato un metodo analitico proposto per le WSN, 
descritto in (24), adattandolo alle caratteristiche contingenti delle diverse 
implementazioni.  
È importante sottolineare che vengono messe a confronto due implementazioni che 
utilizzano la medesima radio, CC2420, e la stessa piattaforma hardware, Tmote Sky.I 
parametri fondamentali del modello sono pertanto ricavabili dai datasheet ufficiali; 
mentre i parametri dipendenti dall’applicazione sono ricavati tramite misurazioni sul 
campo o attraverso stime coerenti con il modello in uso. 
Tuttavia, non disponendo del codice sorgente del Primer Pack/IP e data la necessaria 
semplificazione effettuata dal modello, si ottiene una previsione ottimistica di tale 
piattaforma in senso assoluto, ma, ad ogni modo, di sicuro interesse per la valutazione 
delle varie componenti prese in esame dal modello. Particolarmente interessante 
risulta in quest’ottica, la stima ottenuta circa il tempo medio di vita di un nodo in 
modalità di sleep mode. 
Per quanto riguarda l’implementazione del test bed 6LoWPAN, poiché disponiamo di 
tutti i valori del modello, otteniamo una stima precisa del consumo energetico 











6.4.1 Modello approssimativo consumo energetico in  
sleep mode 
Lo scenario ipotizzato per ciascun nodo, ai fini della costruzione di un modello dei costi 
omogeneo, si basa su queste assunzioni: 
1. Il campionamento di un sensore avviene con una frequenza di 30 secondi; 
2. La topologia della rete è di tipo centro stella, in pratica il nodo non esegue 
alcuna procedura di instradamento alternativa alla comunicazione con il sink; 
3. Eventuali pacchetti inviati dal sink verso i nodi verranno trascurati. 
Grazie all’analisi effettuata nei paragrafi precedenti e ai dati forniti dai datasheet 
ufficiali della piattaforma hardware e della radio, si ricava il seguente modello dei costi. 
L’energia totale spesa da ogni nodo è data da: 
 
in cui: 
 =  Energia spesa per le elaborazioni; 
 =  Energia spesa per effettuare i rilevamenti dal sensore; 
 =   Energia spesa per la trasmissione dei paccheti; 
 =  Energia spesa per ascoltare il canale nel caso in cui non ci siano  
    pacchetti da ricevere o si attenda che un ricevente si svegli; 
 =  Energia spesa nel periodo di sleeping. 
Il termine  viene considerato trascurabile in quanto l’energia consumata, pur 
essendo dipendente dall’applicazione, è sicuramente di gran lunga inferiore rispetto 
agli altri consumi. 
Il calcolo di tutti i termini è stato effettuato su un intervallo temporale di 24 ore. Questo 
agevola la produzione di una stima, in giorni, del periodo di autosufficienza energetica 
dei nodi. Definiamo quindi  
 
Energia spesa per rilevamenti del sensore: ECamp 
Sulla base dell’assunzione 1, otteniamo una frequenza di campionamento pari a: 
  
Il numero di campioni rilevati in 24 ore è pari a: 
   
Il tempo totale necessario per effettuare tutti i rilevamenti è dato da: 
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dove  è il tempo che un nodo impiega per un rilevamento da un sensore. 
L’energia totale spesa in 24 ore per rilevare il valore di un sensore è dunque: 
   
dove  è l’assorbimento di corrente necessario per un singolo rilevamento e  è la 
tensione della batteria. 
 
Energia spesa per la trasmissione dei pacchetti: ETx 
Il tempo totale necessario per la trasmissione di tutti i messaggi è pari a  
   
dove  è il numero complessivo di messaggi trasmessi in un giorno;  
è la lunghezza in byte del messaggio spedito per un campionamento e  è un 
parametro che indica il tempo necessario alla trasmissione via radio di un byte.  
 indica la lunghezza complessiva dei byte spesi per la trasmissione di un 
preambolo60, prima del pacchetto contentente i dati campionati. 
L’energia totale spesa in 24 ore per la trasmissione dei valori raccolti dai sensori è 
dunque: 
   
dove  è l’assorbimento di corrente necessario per la trasmissione di 1 byte e  
è la tensione della batteria. 
 
Energia spesa in attesa di trasmettere o ricevere pacchetti: EWasted 
Ogni volta che il nodo sensore deve trasmettere o ricevere un pacchetto deve compiere 
alcune operazioni indispensabili per poter ascoltare il canale, come mostrato in figura 
6.10, e stabilire se è libelo o sono in corso altre trasmissioni. In questo termine si 
considera l’energia necessaria per ascoltare il canale senza completare l’operazione di 
trasmissione o ricezione di un pacchetto.  
                                                                   
60
 Utilizzato ad esempio per il meccanismo del low power listening nella piattaforma Arch Rock. 






FIGURA 6.10 CONSUMO NEL TEMPO PER UN SAMPLE SUL CANALE 
Nella figura 6.10, si possono riconoscere diversi intervalli temporali: 
 TInit_radio = è il tempo necessario all’inizializzazione della radio (b). 
 TRadio_on = è il tempo necessario all’accensione della radio (c). 
 TSwitch = è il tempo necessario per il passaggio dalla modalità 
ricezione/trasmissione(d). 
 Tsr= è il tempo necessario al campionamento del canale (e). 
 Tev= è il tempo impiegato dall’ADC per valutare il campione ricevuto (f) 
Il tempo necessario per l’ascolto del canale di trasmissione è quindi: 
   
L’energia totale necessaria per questa fase è data: 
   
Dove  è l’assorbimento di corrente necessario per ascoltare il canale, calcolato 
come l’integrale del grafico in figura 6.10. 
 
Energia spesa nel periodo di sleeping: ESleep 
Il tempo, su 24 ore, in cui il sensore si trova in modalità di sleep è pari a: 
    
 
L’energia totale spesa da un nodo generico in modalità di sleep è su 24 ore: 
  
Dove CSleep è l’assorbimento di corrente del nodo nella modalità di sleep e V la tensione 
della batteria. 
 
Il tempo di vita di un nodo sensore, espresso in giorni, è dato dal rapporto fra l’energia 
totale disponibile dalle batterie diviso l’energia spesa in un giorno. 
  
6LoWPAN: un livello adattivo per la convergenza di WSN e IPv6 
Teoria, analisi, sviluppo e confronto di soluzioni low-power  
Giorgio Porcu  
 
163 
6.4.2 Parametri del modello 
Dai datasheet della radio CC2420 e del Tmote Sky si ottiene  la seguente tabella: 
Operation Time (ms) I (mA) 
Initialize radio TInit_Radio=0,47 CInit_Radio=14 
Turn on radio TRadio_on=1,42 CRadio_on=1 
Switch to RX/TX Tswitch=0,212 Cswitch=14 
Time to sample radio Tsr=0,288 Csr=21 
Evalute radio sample Tev=0,197 Cev=14 
Transmit 1 byte Ttx=0,032 CTx=17,4 
Sample Sensor61 tData=100ms CData = 2,95 mA 
TABELLA 7 PARAMETRI DEL MODELLO ENERGETICO 
Il valore di tData  è dipendente dall’applicazione e dal sistema operativo usati: 
comprende infatti, tutte le operazioni eseguite dal microcontrollore per leggere i dati 
dal sensore e renderli disponibili.   
Nel contesto T6, è stato possibile effettuare una stima attendibile di tData facendo 
ricorso ad un componente Timer. Sulla base dei risultati sperimentali il valore di questo 
parametro risulta pari a 84 ms. Poiché tale dato non è stimabile sui nodi Arch Rock, 
bisogna considerare un overhead dipendente dal sistema operativo e dall’applicazione 
specifica.  
Dato che entrambe le implementazioni si basano sul sistema operativo TinyOS 2, si è 
deciso, per uniformità nei risultati, di stimare tale valore, in entrambe le piattaforme, 
come 100 ms. 
Il valore   è stato ottenuto dal datasheet del Tmote Sky  e dal sensore Sensirion 
SHT11 utilizzato come sensore di temperatura e umidità:  
  
I parametri, standard, per le batterie usate sui nodi sono riassunte nella tabella 
seguente: 
Capacity of battery CBatt = 2500 mAh 
Voltage V= 3 
TABELLA 8 PARAMETRI DI RIFERIMENTO PER LA CAPACITÀ ’  ENERGETICA DELLE BATTERIE 
Per quanto riguarda l’assorbimento di corrente necessario alla radio per ascoltare il 
canale, si è assunto un valore di , pari a 18mA, ritenendo lecito assimilare 
questo valore a quello relativo all’energia necessaria per la trasmissione di un dato.  
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 Si assume di utilizzare un sensore analogico passivo e solo l’ADC del nodo per acquisire i dati. 





6.4.3 Stima consumo energetico piattaforma  
Primer Pack/IP 
Esistono dei parametri dipendenti dalla piattaforma utilizzata e dalle soluzioni adottate 
al livello applicativo. Prima di procedere con la stima del consumo energetico valutiamo 
questi parametri. 
Un parametro peculiare del nodo Arch Rock, ricavato da misurazioni effettuate in 
laboratorio, è l’assorbimento energetico di un nodo in sleep mode: 
Sleep Comsuption CSleep = 0,212 mA 
Altri parametri che influiscono nel calcolo generale dell’assorbimento energetico sono 
la lunghezza dei pacchetti per inviare un valore di un sensore e quello inviato nella 
sequenza di wake-up  
Packet Lenght Data LPacket = 82 byte 
Packet Lenght LPL LPacket_LPL = 13 byte 
TABELLA 9 AMPIEZZA PACCHETTI PRIMER PACK/IP 
In questa piattaforma inoltre, si deve tener conto dell’overhead comportato dal 
meccanismo di trasmissione dei pacchetti, LPL.   
La sequenza dei messaggi verrà considerata nel termine : tenendo presente 
che mediamente la sequenza comprende 77 messaggi ampi 13 byte ottieniamo:  
 
 
Nel calcolo del tempo speso in attesa di trasmettere o ricevere pacchetti, EWasted, si 
terrà conto, pertanto, degli intervalli di listening periodico da parte del nodo. Questo 
significa che il tempo complessivamente impiegato in questa fase sarà calcolato come: 
   
La frequenza con cui questo evento si verifica non è nota a priori.    
Nella soluzione Arch Rock, questa frequenza è stimabile tenendo presente che l’ascolto 
del canale deve avvenire necessariamente con un intervallo minore al tempo necessario 
alla sequenza di wake-up, come evidenziato in figura 4.10.  
L’intervallo della sequenza di low power listening è stato misurato sperimentalmente ed 
è pari a 67ms; dunque, un valore accettabile per questo intervallo tra un sample sul 
canale e un altro è 59ms62. Complessivamente quindi, in 24 ore, si ottiene una 
frequenza pari a  , ossia, 1464407. 
                                                                   
62
 Tale valore è ottenuto in relazione ai calcoli sul LPL effettuati nell’analisi di riferimento (24).  
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Riprendendo le equazioni descritte al paragrafo precedente, si determinano i valori 
numerici, vedi tabella 10, per i termini utili al il calcolo complessivo dell’energia spesa 
dal nodo. 
 Time (s) I (mA) Energy (J) 
Rilevamento del sensore (ECamp) 288,00 2,95 2548,80 
Trasmissione pacchetto (ETx) 99,81 17,40 5210,08 
Accesso al canale (EWasted) 3807,46 18,00 205602,84 
Sleep-mode (ESleep) 82204,73 0,212 52282,20 
TABELLA  10 CONSUMO ENERGETICO PRIMER PACK/IP 
Com’è lecito attendersi in reti low-power, il nodo trascorre in sleep mode. La regola non 
è tuttavia valida per la soluzione Arch Rock. L’LPL comporta infatti un aumento della 
frequenza e della durata della durata dei periodi di sveglia per l’ascolto periodico del 
canale: sulla base dei risultati sperimentali si può stimare che all’LPL sia imputabile più 
del  70% del consumo energetico complessivo. 
Complessivamente si ottiene un consumo energetico pari a: 
≈ 265644 J 
Ricordando che il tempo medio di vita di un nodo è dato da:   
Si possono ottenere le seguenti stime: 
 ≈  102 giorni 
e 
 ≈  516 giorni 
 
Il primo parametro, TLife, fornisce una stima del tempo di vita media di un nodo Arch 
Rock sotto le condizioni espresse nel paragrafo 6.2. 
Il secondo parametro fissa invece il limite superiore della durata delle batterie nel caso 
particolare di un nodo perennemente in sleep mode. In assenza addoluta di trasmissioni 
un nodo Arch Rock ha quindi una “speranza di vita” pari a 1 anno e 5 mesi. 
Queste stime sono ottimistiche; alcune informazioni sei nodi Arch Rock non sono 
stimabili e, inoltre, non sono state prese in considerazione alcune funzionalità di questa 
piattaforma63 al fine di ottenere un modello di costi semplificato e uniforme. Le stime 
ricavate sono comunque utili per valutare analiticamente le caratteristiche principali di 
questa soluzione.  
                                                                   
63
Per fare un esempio i nodi potrebbero instradare pacchetti provenienti da terzi. 





6.4.4 Stima consumo energetico piattaforma T6:  
Test bed 6LoWPAN 
Prima di procedere con il calcolo dei valori di energia, bisogna indicare i parametri che 
si differenziano dalla piattaforma Arch Rock. 
Il primo parametro importante è quello che riguarda il consumo energetico di un nodo 
in modalità sleep mode: 
Sleep Comsuption CSleep = 0,137 mA 
Pur utilizzando la medesima piattaforma hardware, l’implementazione del T6 necessita 
di un minor consumo energetico in sleeping mode. Va sottolineato comunque che in 
nessuno dei due casi si è raggiunto il valore ottimale che, per i Tmote sky, è pari 
all’incirca a 3 μA. 
Nel contesto T6, ad ogni rilevazione corrisponde un pacchetto con le seguenti 
caratteristiche: 
Packet Lenght Data LPacket = 72 byte 
Inoltre, a differenza dei nodi Arch Rock, non viene utilizzato un meccanismo basato 
sull’LPL, ma , come descritto nel paragrafo 5.5.6, un protocollo di “polling” che prevede 
l’interrogazione del gateway per verificare la presenza di messaggi pendenti destinati al 
nodo stesso.   
Questo messaggio, di lunghezza pari a 72 byte, concorre alla determinazione del 
parametro  .  
Infine occorre quantificare il parametro tWasted alla cui determinazione concorrono i 65 
ms che ciascun nodo trascorre in attesa della risposta al messaggio di polling di cui 
immediatamente sopra. Per questo motivo, nel calcolo di EWasted, si terrà conto del 
tempo in cui la radio rimane accesa e, di conseguenza, il tempo complessivamente 
impiegato in attesa sul canale sarà calcolato come: 
   
dove 
  e 
    
Complessivamente si ottengono i seguenti valori: 
 Time (s) I (mA) Energy (J) 
Rilevamento del sensore (ECamp) 288,00 2,95 2548,80 
Trasmissione pacchetto (ETx) 13,27 17,40 692,69 
Attesa nel canale (EWasted_1) 187,20 18,5 10389,60 
Accesso al canale (EWasted_2) 7,49 18,00 404,35 
Sleep-mode (ESleep) 85904 0,137 35306,55 
TABELLA  11 CONSUMO ENERGETICO T6 
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Complessivamente si ottiene un consumo energetico pari a: 
≈  49342 J 
Ricordando che il tempo medio di vita di un nodo è dato da:   
Si possono ottenere le seguenti stime: 
 ≈  547 giorni 
 
e 
 ≈  765 giorni 
  





6.5 Analisi dei risultati ottenuti 
L’analisi dal punto di vista del consumo energetico ha permesso di evidenziare le 
qualit{ dell’implementazione sviluppata nei laboratori di Torino i cui nodi possono 
rimanere in attività, inviando un dato campionato ogni 30 secondi, per oltre un anno e 
mezzo64. 
A titolo di esempio, è stato dimostrato con questa analisi che un nodo della piattaforma 
Arch Rock conserverebbe un’autonomia prossima a tale valore, soltanto rimanendo 
constantemente in sleep mode, ossia senza inviare alcun dato al gateway.   
Un dato interessante ricavato dall’analisi sulla piattaforma Arch Rock è la stima del 
consumo energetico sul low power listening: questa strategia, si dimostra 
particolarmente dispendiosa, non tanto per la trasmissione l’invio della sequenza di 
messaggi campione, quanto per i frequenti sample sul canale che un nodo è costretto 
ad effettuare per verificare che non ci siano trasmissioni in ingresso.   
 
Il T6, al contrario, si è dimostrato particolarmente efficiente in termini di risparmio 
energetico e, quindi, pienamente rispondente ai requisiti espressi nel paragrafo 5.5.1.  
Il risultato ottenuto è giustificabile principalmente da due fattori: 
1. La tecnica del polling che ha permesso ottenere un duty cycle molto basso e 
quindi  massimizzare il periodo di sleep del nodo. Complessivamente si ha:  
 99,4% per il T6  
 95,1% per il Primer Pack/IP; 
2. I bassi consumi ottenuti sul nodo in modalità di sleep attraverso 
l’implementazione di opportune tecniche descritte al paragrafo 5.5.5:  
 137μA il T6 
 212μA il Primer Pack/IP. 
Ricordiamo che sulla piattaforma MicaZ è stato possibile ottenere un valore ancora più 
basso in modalità di sleep65, il che fa verosimilmente presumere una maggiore 
autonomia dei nodi.  
Per contro, i livelli di consumo energetico in modalità di sleep sui nodi Arch Rock, 
212μA, rappresentano un aspetto sicuramente critico per la piattaforma nel suo 
complesso.  
                                                                   
64 Valori ricavati su piattaforma hardware Tmote sky e dotati di una capacità energetica pari a 2500 mAh 
65
 Precisamente 37μA 
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Lo studio svolto in questo lavoro di tesi è incentrato sul 6LoWPAN, una recente e 
innovativa proposta di standard dell’IETF per un protocollo di rete adattivo per l’utilizzo 
di IPv6 nelle reti di sensori wireless. 
La tesi presenta certamente diversi motivi di interesse. In primis, vengono illustrate le 
caratteristiche principali dello standard in fieri, con un’analisi critica sulle opportunit{ 
offerte dall’adozione di IPv6 per reti IEEE 802.15.4 e le sfide tecnologiche che questa 
scelta comporta. 
Per questo motivo, lo studio effettuato sulla prima piattaforma commerciale si è 
rivelato importante e coinvolgente. La piattaforma in analisi, Primer Pack/IP, 
rappresenta una soluzione pioneristica, la prima e la più completa disponibile tutt’oggi 
sul 6LoWPAN, ed ha giustificato uno studio accurato sulle proprietà sia dal punto di 
vista architetturale che dal punto di vista del risparmio energetico. L’obiettivo primario 
è stato quello di ottenere risposte in merito: 
 al routing; 
 al sistema di comunicazione intra-pan; 
 alla strategia di low power. 
Infine, in virtù dell’impegno profuso dall’azienda produttrice, Arch Rock, nella stesura 
dello standard, dallo studio effettuato si possono intuire le aspettative, i ritardi, i 
miglioramenti e, di conseguenza, le ripercussioni sugli sviluppi dello standard. 
L’analisi ha evidenziato: 
 una scelta architetturale “tradizionale” in cui è presente un gateway 
centralizzato per interoperare con l’esterno della rete; 
 il ricorso ad un protocollo di routing tipo Rendez-Vous: certamente semplice ma 
con problemi di scalabilità; 
 un’implementazione proprietaria del software di gestione degli header IPv6; 
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 un’implementazione proprietaria del modello di comunicazione, il Low Power 
Listening, che altera a livello MAC il modello di comunicazione dello standard 
dell’802.15.4;  
 un duty cycle troppo elevato, dovuto ai periodici momenti di ascolto sul canale; 
 un eccessivo consumo energetico del nodo in modalità di sleep. 
Un valore aggiunto al lavoro di tesi è stata la produzione di una piattaforma di sviluppo 
reale basata sul 6LoWPAN che ha permesso di porre a confronto diverse soluzioni low 
power. Visto il carattere chiuso e proprietario dell’implementazione del Primer Pack/IP, 
si è partiti da un’implementazione open source del 6LoWPAN dell’Universit{ di Brema.  
Questa implementazione è focalizzata sui meccanismi di comunicazione del 6LoWPAN 
e nella fattispecie sull’interazione fra i nodi e un host IP. Sono di conseguenza 
tralasciati, o quanto meno non adeguatamente sviluppati, gli aspetti peculiari e 
fondamentali delle WSN, primo fra tutti il risparmio energetico. 
Per ovviare a queste carenze, l’implementazione dell’Universit{ di Brema è stata 
utilizzata come base per lo sviluppo di un dimostratore reale che permettesse di 
soddisfare i seguenti requisiti: 
 utilizzare un meccanismo di polling conforme allo standard 802.15.4 per la 
comunicazione intra-pan; 
 minimizzare il consumo energetico dei nodi al fine di aumentare il tempo di vita 
della rete stessa; 
 realizzare un confronto a livello di rete con lo standard ZigBee. 
Il Test Bed 6LoWPAN, il cosiddetto T6, ha soddisfatto i requisiti espressi sopra, dando 
la possibilit{ di costruire un’analisi rigorosa di determinate metriche di traffico e di 
risparmio energetico. 
Lo studio si conclude con un approfondimento analitico sulle diverse soluzioni prese in 
esame nel corso della tesi dal punto di vista del traffico generato a livello di rete e del 
risparmio energetico. Questo ha permesso di ottenere una stima del tempo di vita di un 
nodo della piattaforma implementata pari a 547 giorni.  
Tutto il lavoro sul 6LoWPAN va inquadrato dunque come una prima e preliminare 
analisi, il cui valore risiede proprio nella molteplicità delle prospettive offerte da cui si 
ricavano importanti considerazioni su uno standard emergente e potenzialmente 
innovativo per il mercato delle reti di sensori. 
  





7.1 Competenze acquisite 
Il lavoro di tesi è il risultato di un intenso periodo di tirocinio presso i laboratori Telecom 
Italia di Torino. L’esperienza formativa mi ha permesso di conoscere e di far parte di 
uno scenario aziendale dinamico e all’avanguardia. Ho potuto constatare quanto siano 
importanti, al di là delle competenze personali, la cordialità e la disponibilità, qualità 
che ho riscontrato in tutte le persone che ho incontrato.   
Il tirocinio, iniziato nel mese di giugno 2007 e conclusosi nel dicembre 2007, ha 
rappresentato indubbiamente un periodo di crescita formativa importante ed il 
completamento ideale dell’interesse per le reti di sensori, nato grazie al corso di studi 
universitari.   
Ho potuto misurarmi con lo studio di un protocollo nascente e confrontarmi con 
persone di tutto il mondo. Ho affrontato e superato le insidie della programmazione 
embedded e non nego di aver avuto qualche difficolt{ nell’implementazione con 
TinyOS.   
Oltre a questo, ho sviluppato il codice su due piattaforme distinte, TmoteSky e MicaZ, 





7.2 Obiettivi raggiunti 
L’obiettivo principale è stato quello di presidiare e monitorare costantemente gli snodi 
tecnologici legati al mondo dell’IPv6 sulle reti di sensori. In un mercato ancora 
immaturo, che presenta scenari piuttosto articolati, diventa essenziale identificare e 
ipotizzare i fattori e le soluzioni che potranno trainare il mercato per efficacia ed 
innovazione. 
In quest’ottica lo studio della prima piattaforma commerciale ha permesso di ricavare 
risposte utili per quanto riguarda gli aspetti legati al routing e alle strategie di 
comunicazione alternative al polling e a meccanismi sincroni.  
È stata, inoltre, rielaborata un’implementazione di base dello standard allo scopo di 
fornire un dimostratore reale e al contempo una piattaforma di sviluppo tale da poter 
mettere a confronto protocolli e tecniche diverse. 
Il prototipo sviluppato, il T6, è stato, fin dalla sua progettazione, indirizzato al minor 
consumo di energia possibile. I test svolti in laboratorio hanno portato a stimare una 
vita media di un nodo, con un’ attività piuttosto intensa, in 547 giorni, con una 
dissipazione media in fase di sleep pari a 0,137 mA. Di contro, la soluzione Arch Rock 
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presa come modello, ha fornito una stima sul tempo di vita medio di un nodo in attività 
pari a 102 giorni, con un consumo energetico in fase di sleep pari a 0,212mA. 
L’evidente miglioramento nei risultati ottenuti è da considerarsi come l’effetto di una 
progettazione software ottimizzata per il basso consumo e l’adozione di meccanismi di 
comunicazione low power rivelatisi, sulla base del modello analitico proposto, più 
efficienti.  





7.3 Sviluppi futuri e prospettive 
Possibili sviluppi della piattaforma implementata, T6, sono strettamente legati alle 
capacità di progresso che il 6LoWPAN dimostrerà una volta raggiunta la certificazione 
di Internet Standard, prevista per settembre 2008. Il software potrebbe essere ampliato 
e modificato per testare e verificare sperimentalmente nuove funzionalità attualmente 
in fase di studio, e in particolare: 
 minimizzazione traffico broadcast; 
 la gestione fasi di commissioning; 
 i meccanismi di Neighbor Discovery; 
 il protocollo di routing. 
Mentre i primi punti sono stati affrontati anche in occasione dell’ultimo meeting 
dell’IETF, diventa vitale per il 6LoWPAN l’adozione di meccanismi di routing efficienti 
ed “autenticamente” standard, nel senso di una effettiva, diffusa ed omogenea 
adozione. 
La capacità di trasmettere e instradare in maniera efficiente le informazioni sulla rete 
rappresentano infatti la chiave per il possibile successo dello standard. 
 
FIGURA 7.1 RETE 6LOWPAN COMPLETA 
 
In questo senso, un’integrazione possibile con standard più maturi, come ZigBee, non è 
da escludere. ZigBee, ha già da qualche anno definito procedure standard non solo per 
il routing ma anche per il trasporto di informazioni a livello applicativo tramite la ZigBee 
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Cluster Library. Una interessante possibilit{ può essere rappresentata dall’ibridazione 
dei due standard: ZigBee per lo stato applicativo, 6LoWPAN per il trasporto. 
Il grande punto di forza, sul piano teorico, del 6LoWPAN è indubbiamente la possibilità 
di estendere la comunicazione della rete attraverso una comunicazione end to end con 
altri host IP. Tale scenario risulta fattibile soltanto se i nodi implementano funzionalità 
di routing, come evidenziato nella figura 7.1, permettendo a ciascun nodo di instradare 
il traffico secondo una metodologia prestabilita. 
La possibilità di eliminare hardware specializzato come i gateway e aprire un canale di 
comunicazione diretto, tramite socket, tra due terminali IP generici è sicuramente una 
prospettiva di grande interesse e un possibile successo tecnologico e commerciale. 
Poiché l’interfaccia dei socket è standardizzata per la maggior parte dei linguaggi di 
programmazione esistenti, è possibile creare applicazioni il cui sviluppo sia orientato 
esclusivamente allo scenario d’utilizzo, prescindendo quindi, dai meccanismi di 
trasmissione e di rete. 
Tuttavia, affinché questo sia realizzabile, è indispensabile che vengano risolti i problemi 
di gestione e mantenimento della rete, specie per quanto riguarda l’utilizzo di 
determinati tipi di indirizzi, e si adotti un protocollo di routing over IP.  
Il 15 gennaio 2008 è stata avanzata la proposta, promossa da una studio preliminare di 
Cisco e Arch Rock, di creare un nuovo Working Group all’interno dell’IETF denominato 
ROLL: Routing Over Low Power and Lossy Network. L’intenzione del WG è quella di 
trovare una soluzione a molteplici scenari applicativi per le Low Power and Lossy 
Network (L2N) in un contesto di rete IPv6.  
6LoWPAN, allora, potrebbe trarre da questo WG nuova linfa per proporsi nel mercato 
come soluzione standard per la comunicazione di queste reti. 





      
 
FIGURA 7.2 INTEROPERABILITÀ DELLE RETI 6LOWPAN 
 
In quest’ottica è particolarmente interessante la notizia, recente, di un’azienda 
finlandese, Sensinode Ltd., che intende immettere sul mercato entro i primi mesi del 
2008 un primo router IP/6LoWPAN. L’azienda, come altri operatori sul mercato, 
confida nelle possibilità offerte dal 6LoWPAN e su una sua rapida maturazione. Zach 
Shelby, cofondatore della Sensinode, dice: 
“The world is at a turning point for the wide-scale adoption of embedded wireless sensor 
networks, and one of the most exciting large-scale applications is AMI66. The new 
6LoWPAN IP-based standard promises sensor networks as the next frontier of the 
Internet. Super compressed IPv6 over the IEEE 802.15.4 radio standard yields open and 
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module MoteIPC { 
 
 
  uses { 
    interface Leds; 
    interface Boot; 
    interface IP; 
    interface UDPClient; 
    interface SplitControl as IPControl;   
    interface Timer<TMilli> as WaitTimer; 
#ifdef ENABLE_SOUNDER 
    interface Mts300Sounder as Sounder; 
#endif /* ENABLE_SOUNDER */ 
 
#ifdef ENABLE_TEMP_SENSOR 
    interface Read<uint16_t> as TempSensorC; 
    interface Timer<TMilli> as TempTimer; 
#endif /* ENABLE_TEMP_SENSOR */ 
 
#ifdef ENABLE_LIGHT_SENSOR 
    interface Read<uint16_t> as LightSensorC; 
    interface Timer<TMilli> as LightTimer; 
#endif /* ENABLE_LIGHT_SENSOR */ 
 
#if defined(ENABLE_TEMP_SENSOR) && defined(ENABLE_LIGHT_SENSOR) 
     interface Timer<TMilli> as GlobalTimer; 
#endif /* ENABLE_SENSORS */ 
 
#ifdef ENABLE_PRINTF_DEBUG 
 interface PrintfFlush; 
 interface SplitControl as PrintfControl; 
#endif /* ENABLE_PRINTF_DEBUG */ 
     interface SplitControl as RadioControl; // for Radio Power Management 
     interface McuSleep as Sleep; // for CPU power Management 
     interface McuPowerOverride; 























   gp@telecomitalia 
   Task ricorsivo in attesa che si sblocchi il semaforo di attesa  
   (awaiting) per inviare messaggio di polling 
*/ 
task void SendHello(){ 
  call RadioControl.start(); //turn on the radio 
          if (!awaiting) { 
  turnOff = TRUE;   
   #ifdef ENABLE_PRINTF_DEBUG 
    printf("\n\tok"); 
    call PrintfFlush.flush(); 
   #endif  
  call UDPClient.sendTo(&sensor_addr, sensor_port, "something for  
   me?\n", 18); 
  return; 
  } 
post SendHello(); 
}   
 
/* 
   gp@telecomitalia 
   Task utilizzato per inviare messaggi dei sensori: inizializzo il semaforo     
   awaiting. Finchè non sarà completata la procedura di invio del messaggio non  
   posso inviare il messaggio successivo "is there something for me?" 
*/ 
task void SendSample(){ 
 awaiting = TRUE;  
 call UDPClient.sendTo(&sensor_addr, sensor_port, 
    sensor_buf, strlen(sensor_buf)); 
 sensor_buf_busy = FALSE; 
 post SendHello(); 
} 
 
Eventi Timer Fired 
event void TempTimer.fired() { 
  atomic { 
   call Sleep.update();    
   call RadioControl.start(); // turn on Radio    
   } 
 periodical=TRUE; 






/*  gp@telecomitalia 
   required to read both sensors, temp and light 
 */ 
event void GlobalTimer.fired() { 
  atomic { 
   call Sleep.update();    
   call RadioControl.start(); // turn on Radio    
  } 
 periodical=TRUE; 
 all_sensors = TRUE; 
 call TempSensorC.read(); 





   gp@telecomitalia 
   Timer to switch off the radio, standing by a reply message from the base     
   station. 
 */ 
event void WaitTimer.fired() { 
    call RadioControl.stop(); 




event void LightTimer.fired() { 
  atomic { 
   call Sleep.update();    
   call RadioControl.start(); // turn on Radio    
  } 
 periodical=TRUE; 
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