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Per poter portare un vantaggio competitivo alle aziende, le innumerevoli 
informazioni oggi presenti sul Web, devono essere analizzate. In particolare,  
l’analisi del comportamento degli utenti nel Web attraverso la loro segmentazione 
e quindi profilazione, è un passaggio importante per determinare quali siano i 
prodotti o servizi su cui l’azienda deve puntare per soddisfare le richieste dei 
propri clienti, effettuando le opportune azioni per poter raggiungere gli obiettivi 
che si è prefissata. Un altro elemento da tenere in considerazione riguarda una 
nuova modalità di effettuare marketing nel Web, cioè quella di utilizzare 
strumenti innovativi che, permettendo di fare offerte al singolo cliente, 
aumentando la propria visibilità e riconoscibilità all’interno dei motori di ricerca. 
L’utilizzo di questi meccanismi consente di accaparrarsi gli slots migliori 
all’interno delle pagine web e quindi di attrarre il navigatore durante la propria 
ricerca. Di questa tesi si presentano alcune tecniche attraverso le quali è possibile 
interpretare i dati che arrivano dal web e ottenere maggiore visibilità al fine di 
produrre informazioni di supporto ai processi decisionali. Forniremo una rassegna 
su Web Mining e Web Marketing con un focus su tecniche relative alla 
profilazione per quanto riguarda il Web Usage Mining e alle aste on-line per 
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1. INTRODUZIONE  
1.1   Presentazione del problema 
 
Lo scenario attuale di crisi economica e finanziaria mondiale rende necessario 
per le aziende l’uso di tecniche di analisi dei dati e di interpretazioni di questi, 
per poter trasformare la crisi in opportunità e saper intraprendere le giuste 
decisioni nei momenti difficili. In questo senso la presente tesi si prefigge 
l’obiettivo di effettuare una panoramica sulle tematiche di Web Mining, Web 
Marketing approfondendo delle tecniche specifiche per ognuno di questi 
argomenti. Nello specifico per quanto riguarda il Web Mining tratteremo la 
tematica del Profiling utilizzato per generare una segmentazione di utenti che 
navigano in internet in gruppi omogenei di comportamento, al fine di ricavarne 
informazioni utili per azioni commerciali come per esempio azioni di 
marketing, promozioni mirate ecc. Invece per quanto riguarda l’attività di Web 
Marketing la tematica approfondita sarà quella relativa alle aste on-line le quali 
vengono utilizzate in modo significativo nelle campagne di keyword 
advertising (parole chiavi nelle campagne pubblicitarie) per ottenere maggiore 
visibilità nei siti web ed allo stesso tempo per accrescere la propria visibilità 
all’interno dei motori di ricerca. Gli obbiettivi di una campagna di questo 
genere sono principalmente quello di veicolare traffico verso i siti aziendali per 
creare nuove opportunità, promuovere eventi commerciali, accrescere la 
notorietà del brand aziendale. Con la sempre maggiore disponibilità di 
informazioni è diventato importante selezionare quelle più interessanti e che 
riescano a dare un vantaggio competitivo nei vari mercati, facendo si che 
l’azienda proponga prodotti o servizi che vadano incontro ai desiderata dei 
clienti che navigano nel Web. Nel presente lavoro verranno prese in rassegna 
alcune tecniche di definizione dei profili che ci consentiranno di effettuare 
delle analisi e supporto alle decisioni del management aziendale a fronte di 
iniziative specifiche verso la propria clientela. 
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Per poter ottenere dei vantaggi competitivi sul mercato, le aziende devono saper 
rispondere a domande come le seguenti: 
1. “Qual è il prodotto più richiesto?”  
2. “Cosa richiede il cliente?”  
3. “Quali sono i prodotti di maggiore e minor successo?”    
Saper rispondere a queste domande in modo efficiente ed efficace nella 
definizione del Profiling può creare un vantaggio competitivo sui propri 
concorrenti. Invece per quanto riguarda l’attività di Web Marketing come SEO 
(Search Engine Optimization) e SEM (Search Engine Marketing) ed in particolare 
della tematica trattata relativa alle tipologie di aste, queste vengono utilizzate per 
migliorare la competitività dell’azienda, per raggiungere nuovi mercati, per 
migliorare il brand aziendale e  per incrementare il valore economico delle proprie 
attività. Attività di Web Mining, SEO e SEM, fanno si che il fine ultimo non sia 
solo la vendita del prodotto, ma anche la fidelizzazione della propria clientela, in 
particolare diventa sempre più importante saper gestire i rapporti con i propri 
clienti cercando di accrescere il loro livello di soddisfazione,  portando vantaggi 
anche alla redditività aziendale.  
 
1.2 Rassegna della letteratura 
 
La natura del presente lavoro di tesi porta ad una suddivisione del materiale 
utilizzato: per la prima parte sono stati impiegati testi e articoli relativi al Web 
Mining e al Web Marketing dando una panoramica generale su questi due 
argomenti, mentre per la seconda parte sono stati utilizzati testi e dispense 
specifiche relative al Web Usage Mining ed in particolare alla tematica del 
Profiling e alla tematica SEO e SEM riferiti in particolare all’argomento relativo 
alle aste.  
Per la prima parte sono stati fondamentali i testi [Maltraversi 11], [Taverniti 
11], [Chakrabarti 07] e la dispensa [Rana 12] dai quali si sono potute apprendere 
le varie nozioni relative al Web Mining ed al Web Marketing, necessarie a dare 
una panoramica generale sugli argomenti. In particolare nel primo libro citato, vi 
sono riportati tutti gli aspetti che riguardano il Web Marketing con riferimento ai 
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motori di ricerca, ai modelli SEO e SEM ed alle principali metriche, ai fattori di 
successo, ed ai loro campi di applicazione. Inoltre nella dispensa [Romei 02] si 
sono evidenziati gli aspetti relativi al Web Mining in cui sono state elencate le 
caratteristiche, prendendo in considerazione quella relativa al Web Usage Mining. 
Sempre in questa dispensa è stato fatto un focus sulle fasi che compongono il 
processo di estrazione della conoscenza partendo da risorse Web arrivando ad una 
interpretazione di questa attraverso modelli di Data Mining. Infine nella dispensa 
[Eirinaki 03] e [Facca 04] vi sono le informazioni relative alle aree applicative del 
Web Usage Mining andando ad elencarne le varie caratteristiche ed il possibile 
utilizzo di personalizzazione di siti web  per una maggiore attenzione verso le 
preferenze dei clienti. 
Per la seconda parte, quella di natura più specifica inerente al Profiling, molte 
informazioni relative al framework ed alle due tecniche presentate per la 
profilazione sono state prese dalla dispensa di [Mobasher 02], nella quale è stato 
possibile verificare come l’applicazione dei due metodi ad un set di dati può dar 
adito a diverse risultati a seconda dell’ obbiettivo che si vuole raggiungere. Infine 
le dispense [Easly 10] e [Wang 07] sono state di enorme aiuto per poter riuscire a 
capire in primo luogo il funzionamento del click-throught-rate o CTR  e poi delle 
aste in generale e come queste si applicano per l’aggiudicazione delle keyword 
advertising nei motori di ricerca per ottenere maggiore visibilità ed un vantaggio 
competitivo rispetto ai propri competitors. 
1.3 Contenuto della tesi  
 
L’obiettivo fondamentale di questa tesi è quello di riuscire a dare una panoramica 
generale su quali siano gli aspetti relativi al Web Mining ed al Web Marketing 
effettuando un focus su tecniche relative alla profilazione per quanto riguarda il 
Web Usage Mining e le aste per quanto riguarda  attività di SEO e SEM. 
Analizzando queste tecniche specifiche emerge immediatamente quali sono le 
leve operative sulle quali l’azienda deve agire per poter migliorare la propria 
visibilità, redditività, posizionamento in modo da essere tempestiva ed efficace nel 




Il Capitolo 2 presenta una panoramica generale sugli aspetti del Web Mining e 
sulle fasi che compongono il processo di estrazione della conoscenza da dati 
provenienti dal web, effettuando alla fine del capitolo un focus sugli aspetti di 
utilizzo relativi al Web Usage Mining.   
 
Il Capitolo 3 presenta una panoramica generale sugli aspetti di Web Marketing 
facendo un riferimento a quali sono le principali differenze con le tecniche 
tradizionali di marketing, effettuando un elenco dei principali strumenti utilizzati 
oggi. Inoltre viene dedicata un ampio spazio agli strumenti di Web Marketing 
SEO SEM analizzando il loro utilizzo e il valore aggiunto che essi possono 
portare se applicati.  
 
Il Capitolo 4 presenta un’analisi di due tecniche specifiche relative al Web Usage 
Mining per effettuare la profilazione degli utenti del Web. Infine viene effettuata 
una applicazione di queste tecniche ad un set di dati ed analizzati i risultati. 
 
Il Capitolo 5 presenta la descrizione del funzionamento delle aste ed in particolare 
dell’applicazione di questa metodologia alle keyword advertising per cercare di 









2. WEB MINING: STATO DELL’ ARTE 
 
L’introduzione e la diffusione di Internet e delle nuove tecnologie, sono entrate  
nel modo di pensare e di vivere delle persone influenzandone i loro 
comportamenti. Fino a qualche anno fa il web era considerato un enorme 
magazzino di informazioni a disposizione di milioni di persone  per le quali molto 
spesso tali notizie erano incomprensibili. Negli ultimi anni grazie alla popolarità 
del Web molte compagnie hanno scoperto la potenzialità economica di questo 
strumento, rendendolo un’area fertile anche  per ricerche di Data Mining. Vista 
l’enorme quantità di dati residente nel Web da un punto di vista statistico l’ 
utilizzo del Data Mining è stata una soluzione quasi obbligata, infatti le 
numerosità delle informazioni ha fatto si che ci si focalizzasse sin da subito sulla 
profondità del livello di analisi. Ogni giorno molte organizzazioni registrano 
grandi volumi di dati durante le loro attività nel Web, ed attraverso l’utilizzo del  
Web Mining  associato a tecniche di Data Mining  possono estrarre e scoprire 
numerose informazioni dalla rete. Le aziende orientate al business sul Web, 
utilizzano il Web Mining per obbiettivi ben precisi tipo la determinazione del 
valore reale dei propri clienti definendo apposite campagne di marketing o 
analizzando specifiche richieste del cliente. Tali attività possono portare alla 
determinazioni di alcuni servizi specifici per i clienti  ed all’accrescimento 
economico di alcune attività. 
2.1  Il Web Mining 
 
Con il termine Data Mining (DM) si intende  un processo atto a scoprire 
correlazioni, relazioni, tendenze, setacciando grandi quantità di dati usando 
tecniche di riconoscimento delle relazioni e tecniche statistiche/matematiche utili 
a supportare un processo decisionale (Wikipedia). Per poter dare dei risultati 
appropriati il Data Mining ha bisogno di una mole di dati idonea per poter operare 
in modo da estrarre le informazioni richieste e per questo il Web è sicuramente lo 
strumento in grado di soddisfare questo requisito.  
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Il Web Mining può essere definito come il processo di Data Mining  applicato 
ai dati provenienti dal Web. Vista la vastità e l’eterogeneità del campo di analisi si 
è soliti distinguere, all’interno di tale ambito di ricerca tre categorie di interesse: 
Web Content Mining, Web Structure Mining, Web Usage Mining. 
2.2  Il Web Content Mining 
 
Il Web Content Mining è il processo di Web Mining volto all’analisi dei contenuti 
presenti sul Web. Gli oggetti coinvolti sono i vari elementi che compongono le 
pagine web come immagini, audio, video, testo del documento, banner, contenuti 
multimediali e quant’altro. Di solito i processi di Content Mining costituiscono i 
principali task dei motori di ricerca, che hanno l’obbiettivo di catalogare e 
indicizzare i contenuti presenti su Internet.  
Il processo di Web Content Mining inizia con una fase di preprocessing dei dati 
detta Content Preparation estraendo il testo dai documenti, dopodiché si “pulisce” 
il documento stesso eliminando tutti i caratteri non necessari all’analisi. 
Attraverso questo processo si ottiene per ogni documento un vettore contenente i 
pesi di ogni termine, potendo assegnare anche pesi aggiuntivi alle Keywords e alle 
parole che compaiono nei titoli. Una volta pronto il set di dati si possono applicare 
le procedure del Data Mining quali la classificazione, la clasterizzazione, le regole 
associative. Altri processi tipici di un’analisi di Web Content sono la Topic 
Identification e la Concept Hierarchy Creation. La prima è il risultato di una 
combinazione di clustering e classificazione associando un’etichetta ai nuovi 
documenti sulla base di categorie già precedentemente identificate mentre la 
seconda è volta alla comprensione delle gerarchie e delle relazioni tra le categorie 
individuate. Alcune applicazioni tipiche del Content Mining permettono di 
quantificare la rilevanza di un contenuto o di un documento in un dato contesto. I 
metodi di rilevazione sono i seguenti: 
1. Query Based 
2. Document 
3. User Based 
4. Role/Task Based 
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Il primo metodo associa le parole immesse nella query alle keywords dei 
documenti archiviati. Questa tecnica permette di arricchire il procedimento di 
ricerca attraverso l’adozione di parametri quali la popolarità della pagina o la 
posizione dei termini cercati. 
Il secondo metodo misura quanto il documento è rilevante in un contesto 
specifico, normalmente la visualizzazione di questo risultato si ottiene al termine 
della query, dove la lista dei documenti è orientata in base all’importanza. 
Il terzo metodo parte dalla creazione di un profilo utente, le cui caratteristiche 
rappresentano la base per il confronto con gli altri documenti. In questo caso non 
si richiede l’utilizzo di query.  
Il quarto metodo è un’estensione del precedente dove la differenza principale 
consiste nel fatto che i profili possono essere delineati a seguito dell’attività di più 
utenti e non necessariamente di uno singolo. 
2.3  Il Web Structure Mining  
 
Il Web Structure Mining è il processo di Web Mining volto a studiare la struttura 
di un sito Web, di alcuni frammenti della Rete e soprattutto della struttura dei link 
(Hyperlink structure). Mentre con il Content Mining si è interessati a come sono 
strutturati internamente i documenti Web, nello Structure Mining si è interessati 
ad analizzare come i documenti sono tra loro connessi.  
Proprio per questo l’obbiettivo principale è scoprire gerarchie tra siti di un 
particolare dominio e in questo caso il Web può essere visto come un enorme rete 
in cui i nodi sono rappresentati dalle pagine e gli hyperlink sono gli archi orientati 










Figura 2.1 Rappresentazione di una struttura web 
 
Un’analisi di Web Structure può essere condotta a due livelli: 
1. Document Level (Intra page cioè all’interno della stessa pagina) 
2. Hyperlink Level (Inter Page cioè mettendo in correlazione più pagine) 
L’analisi del secondo livello è la più interessante e viene svolta normalmente  per 
incrementare l’efficacia di un processo di navigazione ed anche per aumentare le 
probabilità di accedere alle pagine authority cioè quelle pagine ben posizionate 
all’interno dei motori di ricerca. Le applicazioni di Web Structure hanno diverse 
finalità tra le quali la determinazione della qualità della pagina (un esempio 
classico è il PageRank di Google) ma più in generale restituiscono punteggi o 
indicazioni sulla pertinenza della pagina rispetto a un determinato topic oppure 
stabiliscono quali pagine marcare nel processo di crawling.  
Come accennato sopra il motore di ricerca Google utilizza l’architettura 
PageRank per classificare le pagine “desiderate” dagli utenti utilizzando due 
componenti principali. Il primo è la pertinenza dei contenuti di una pagina ai topic 
indicati nei titoli o nelle indicazioni passate al motore di ricerca mentre il secondo 









2.4   Il Web Usage Mining  
 
Il Web Usage Mining è il processo di Web Mining orientato alla comprensione 
delle dinamiche d’uso di uno o più siti Internet da parte dei navigatori, riferendosi 
ad aspetti quali le pagine visualizzate con maggior frequenza, i percorsi di visita 
più ricorrenti, i tempi di connessione e le pagine che producono più entrate o più 
uscite dal sito. La differenza tra Usage Mining e il Content/Structure Mining sta 
nel fatto che i secondi utilizzano i dati primari disponibili nella rete mentre il 
primo estrae le informazioni richieste da sorgenti secondarie dette “clickstream”, 
ottenute dall’interazione degli utenti con il Web.  
L’output di un processo di Usage Mining è formato da una segmentazione o 
clusterizzazione di utenti del sito sulla base di abitudini di navigazione e delle 
componenti socio demografiche reperite tramite registrazioni o form compilati per 
richieste specifiche. La raccolta dei dati nel Web Usage Mining avviene attraverso 
differenti segmenti dell’intero traffico Web e cioè a livello client, server o proxy. 
Il livello client descrive l’interazione di un singolo utente con un insieme di siti 
dove i dati vengono reperiti tramite l’utilizzo di applet Java o Javascript oppure 
modificando il codice sorgente di un browser rendendo partecipe l’utente in prima 
persona. Il livello server rappresenta la sorgente dati più importante per il Web 
Usage Mining in quanto registra il comportamento attraverso un accesso 
concorrente degli utenti nella visita di un sito internet memorizzando le 
informazioni nei server access log. Il Web server permette di registrare altri tipi di 
informazioni come i cookies, e le query utente, i singoli click del mouse e ogni 
altra possibile informazione ottenuta come risultato di una interazione dell’utente 
con il sito. Il livello proxy agisce come livello intermedio tra il browser dell’ 
utente e il web server, permettendo di ridurre notevolmente il tempo di carico dei 
documenti. Le informazioni vengono memorizzate nei log proxy e sono utili per 
comprendere i comportamenti di un gruppo di utenti che utilizzano lo stesso proxy 
server o per studiare metodi per migliorare le strategie di caching.  
Molti professionisti hanno individuato tre fasi che compongono il processo di 
estrazione della conoscenza dal Web e più precisamente il: preprocessing, pattern 








Figura 2.2 Il processo di Web Usage Mining 
 
2.4.1   Il Preprocessing  
 
Il Preprocessing è un’attività che si occupa di reperire tutte le informazioni 
relative alle pagine visitate dai vari utenti le quali saranno l’input per la fase di 
estrazione della conoscenza. Il preprocessing include le seguenti attività: Data 
Cleaning, User Identification, Session Identification e Path Completion come si 







Figura 2.3 Preprocessing process 
 
Il Data Cleaning è un importante operazione che permette di “pulire” dai log presi 
in esame tutte quelle informazioni irrilevanti, ridondanti oppure non necessarie. Il 
Data Cleaning permette di  eliminare diverse tipologie di informazioni presenti 
nei log file a seconda di quale sia lo scopo e l’obbiettivo dell’analisi che ci si è 
prefissati.  
L’attività di User Identification viene svolta dopo la pulitura dei dati avendo il 
compito di raggruppare tutte le pagine riferite ad un singolo visitatore 
(identificazione degli utenti) e suddividere queste pagine in singole unità di lavoro 
(identificazione di sessioni). Nell’individuazione degli utenti bisogna far 
attenzione per esempio all’uso del nome della macchina come identificativo dell’ 
utente in quanto può portare a trattare erroneamente gruppi di utenti come singoli 
individui e per ovviare a ciò si può utilizzare per esempio l’indirizzo IP, il 
browser agent o flussi di click.   
Per quanto riguarda la Session Identification occorre raggruppare le pagine 
visitate in unità logiche rappresentanti le operazioni web o le transazioni. 
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Identificare le  sessioni è simile alla difficoltà di identificare gli utenti singoli,  
infatti di seguito definiamo alcune problematiche riscontrate: 
 
• Singolo indirizzo IP/multiple sessioni: gli internet service provider (ISP) 
tipicamente utilizzano dei server proxy attraverso cui gli utenti accedono 
al Web. Un solo server proxy può avere più utenti che visitano un sito 
Web,  potenzialmente nello stesso lasso di tempo. 
• Multipli indirizzi IP/singola sessione: alcuni provider assegnano 
casualmente un indirizzo IP differente ad ogni richiesta dell’utente. In 
questo caso una singola sessione server può avere indirizzi IP multipli. 
• Multipli indirizzi IP/singolo utente: un utente che accede al Web da 
macchine diverse avrà un indirizzo IP diverso da sessione a sessione. Ciò 
rende difficile il rilevamento delle visite ripetute dallo stesso utente . 
• Multipli browser agent/singolo utente: un utente che usa più di un browser 
sempre sulla stessa macchina sarà scambiato per utenti multipli. 
 
A fronte delle problematiche riscontrate alcune possibili soluzioni adottate per l’ 
identificazione degli utenti suggeriscono di utilizzare i cookies  per ottenere in 
modo automatico l’identità del visitatore, i quali sono presenti sul client per 
tracciare l’utente che accede al sito. Logicamente tali strumenti sono installati su 
singoli computer che accedono alla rete, creando problemi se utenti multipli 
accedono al sito dallo stesso terminale. Un ulteriore soluzione può essere quella di 
utilizzare un agente remoto che viene eseguito direttamente sul browser del cliente 
e che ritorna al server le informazioni sull’ identità dell’utente. Quando l’utente è 
stato identificato bisogna affrontare il problema  dell’identificazione delle sessioni 
analizzando i logs al loro interno e cercando di capire quando un utente lascia il 
sito o si disconnette da un proxy server. Le tecniche di ricerca per l’ 
identificazione delle sessioni sono principalmente di due tipi : 
1. Time oriented  
2. Navigation oriented 
Per il primo caso si può utilizzare un timeout per risolvere il problema delle 
sessioni nel senso che se tra un’operazione e l’altra viene inserita una soglia di 
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tempo, passata la quale,  viene assunto che l’utente sta iniziando una nuova 
sessione. Nel secondo caso l’idea sta nel fatto che piuttosto che inserire l’URL 
manualmente si preferisce seguire hyperlinks proposti dalla struttura del sito per 
raggiungere la pagina desiderata, quindi ogni sessione viene individuata con 
l’insieme dei link visitati dall’utente. 
Il processo di Path Completion cerca di definire la completezza dei cammini 
perché data la presenza di cache e proxy intermedi spesso gli accessi al web 
potrebbero non essere registrati in log locali o addirittura essere incompleti. Per 
ovviare a questo problema, l’unica soluzione sarebbe quella di controllare per  
ogni accesso utente la collezione dati registrata, ma ciò comporterebbe un lavoro 
enorme e impercorribile. Un metodo per risolvere questo problema è quello di 
usare le pagine riferite, cioè se viene richiesta una pagina che non è direttamente 
collegata all’ultima pagina, i logs devono essere controllati per capire da quale 
pagina proviene la richiesta, mentre se la pagina è presente nella storia recente 
dell’utente, si può assumere che l’utente abbia fatto un backtracking richiamando 
la versione presente nella cache. 
2.4.2   Il Pattern Discovery  
 
Il Pattern Discovery è un’attività successiva all’identificazioni di utenti e sessioni 
la quale è importante per determinare strategie di marketing efficienti o per 
ottimizzare la struttura del sito. Il Patterns Discovery è caratterizzato dai seguenti 
task: 
1. Analisi dei cammini 
2. Regole di Associazione 
3. Patterns Sequenziali 
4. Classificazione 
5. Clustering 
Queste tecniche possono essere utilizzate in maniera a se stante oppure combinate 
tra loro dando luogo a dei modelli utilizzabili per diversi aspetti del Web Usage 
Mining. 
L’analisi dei cammini viene rappresentata attraverso l’utilizzo di grafi che 
cercano di descrivere le relazioni tra le pagine web dei siti. La rappresentazione 
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classica è quella che ogni nodo del grafo rappresenta una pagina Web, mentre gli 
archi sono i links ipertestuali tra le pagine stesse oppure in altri casi i nodi 
possono rappresentare delle similarità tra le pagine mentre gli archi danno il 
numero di utenti che transitano da una pagina all’altra. L’utilizzo di questo task 
può aiutare a determinare le visite più frequenti in un sito web. 
Le regole associative sono utilizzate nel Web Mining per collegare pagine, 
prodotti o contenuti che sono spesso riferiti congiuntamente ma non sono connessi 
attraverso degli hyperlinks infatti la presenza e l’assenza di una regola può aiutare 
il designer nella ristrutturazione del sito fornendo indicazioni su come organizzare 
il layout. Un esempio di regola associativa è quella utilizzata da IBM sui logs del 
sito ufficiale delle Olimpiadi dove il : 
• Il 45% dei visitatori che accedono alla pagina VolleyBall, accedono anche 
alla pagina HandBall. 
• Il 59.7% dei visitatori che accedono alla pagina Tennis e Tuffi accedono 
anche alla pagina Tennis da tavolo 
Un altro esempio di regola associativa illustrato di seguito, sono le associazioni 
collegate tra i prodotti on-line e le parole chiave di ricerca. Esso misura 
l'associazione tra le parole chiave utilizzate per la ricerca e diversi prodotti 
effettivamente venduti. Questa forma di rapporto può essere definita come 
Dynamic Site Analysis / Vignette StoryServer come si può vedere dalla Figura 2.4. 
 
 
Figura 2.4 Esempio tra Prodotti e relative chiavi di ricerca 
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I Patterns Sequenziali nel Web Usage Mining registrano ogni visita dell’utente 
su un determinato periodo di tempo il quale viene definito all’interno della 
transazione stessa durante la fase di data cleaning o di identificazioni delle 
sessioni. Analizzando queste informazioni si possono determinare relazioni 
temporali tra gli elementi tipo: 
• Il 30% degli utenti che ha visitato /company/products  ha eseguito una 
ricerca nella settimana precedente 
• Il 60% degli utenti che ha effettuato un ordine on-line sulla pagina 
/company/product1 ha eseguito un ordine anche su /company/product4 
entro 15 giorni. 
La scoperta di modelli sequenziali  nei log degli accessi consente di prevedere i 
comportamenti degli utenti e di determinare una strategia di mercato ad hoc per 
determinati gruppi di essi in base a questi modelli. Per esempio potremmo essere 
interessati a trovare le caratteristiche comuni di tutti i clienti che hanno visitato un 
file o una pagina web in un particolare periodo di tempo o al contrario interessati 
a un intervallo temporale in cui un particolare file o pagina web ha avuto più 
accessi. 
La classificazione nel Web Usage Mining permette di sviluppare un profilo 
degli utenti che accedono al sito basandosi su informazioni demografiche o 
modelli di accesso. Il risultato potrebbe essere la scoperta di relazioni del tipo: 
• Gli utenti che lavorano in enti o agenzie statali quando visitano il sito sono  
interessati alla pagina company/product1 
• Il 50% degli utenti che ha eseguito un ordine on-line su company/product2  
ha 20-25 anni e vive nel Nord Italia. 
Il Clustering è una tecnica che raggruppa gli oggetti in base a misure di 
similitudine, traducendosi nel Web Usage Mining in tre tipi di clustering: 
• Il Clustering di pagine: analizza gruppi di pagine accedute 
contemporaneamente da molti utenti fornendo informazioni utili per i 
motori di ricerca e per assistenza Web. 
• Il Clustering di utenti: definisce gruppi di utenti con abitudini di ricerca sul 
Web simili in termini di pagine e di accessi permettendo di conoscerli e 
suddividerli in base ad informazioni demografiche, per eseguire 
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segmentazioni di marketing e fornire offerte mirate ai singoli utenti del 
Web. 
• Il Clustering di sessioni: raggruppa le sessioni di visita in base ai percorsi 
comuni effettuati dagli utenti o in base al tempo speso per ogni pagina. 
2.4.3   Patterns Analysis  
 
La Pattern Analysis è un’attività successiva alle tecniche di patterns discovery 
descritte sopra in quanto queste ultime non sarebbero molto utili senza 
meccanismi e strumenti di aiuto per la comprensione. Infatti l’output degli 
algoritmi di mining spesso non è direttamente utilizzabile.  
Il primo obbiettivo di questa fase è filtrare le regole e i patterns ritenuti non 
interessanti a seconda dell’analisi che si vuole effettuare e a seconda del tipo di 
applicazione di Web Mining che è stata realizzata. Un esempio è il sistema 
WEBSIFT che contiene strumenti di filtraggio dei risultati di Web Mining 
implementati basandosi sul concetto della conoscenza estratta. 
Un’altra forma comune di Patterns Analysis è data da meccanismi di query 
simili all’ SQL. L’utilizzo delle query permette a un’applicazione di esprimere 
quali condizioni devono essere soddisfate a seconda dei  dati di cui ha bisogno, 
piuttosto che dover specificare come ricavare i dati richiesti. Dati i numerosi 
modelli che si possono definire,  il fulcro dell’analisi si può trovare in almeno due 
modi: il primo è quello di restringere la porzione dei dati da analizzare sulle quali 
eseguire il processo di estrazione; il secondo è quello di  eseguire query sui dati 
estratti, utilizzando un linguaggio per interrogare la conoscenza piuttosto che i 
dati. Proprio per l’estrazione della conoscenza sono stati implementati numerosi 
strumenti come per esempio lo sviluppo di WebViz che permette all’analista di 
selezionare e analizzare le porzioni di web di interesse e scartare tutte le altre, 
rappresentando il web come un grafo ciclico diretto, dove i nodi sono le pagine 
del sito e gli archi rappresentano gli hyperlink. 
Da uno studio effettuato recentemente presso le università americane si è 
riusciti a dimostrare che le tecniche OLAP sono facilmente applicabili anche al 
contesto di Web Usage Mining mostrando delle similitudini con quelle applicabili 
al Data Warehouse. Le informazioni nei server log crescono nel tempo ma se 
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queste crescono troppo, in certi casi non è possibile effettuare analisi on-line su 
tutti i dati. Una possibile soluzione è quella di selezionare porzioni di log 
significative da sottoporre  agli analisti. 
2.5 Sistemi per il Web Usage Mining 
 
Alcuni ricercatori definiscono i sistemi di Web Usage Mining in cinque categorie: 
Personalization, System Improvement, Site Modification, Business Intelligence e 
Usage Characterization come si può vedere dalla Figura 2.5. 
 
 









2.5.1 La Personalization  
 
La Personalization è una delle sfide del Web Usage Mining che permette di 
personalizzare un sito web a seconda del singolo visitatore. La personalizzazione 
è definita come la fornitura di informazioni, prodotti e servizi su misura. Una  
maggiore attenzione ai clienti fa si che il sito possa corrispondere in maniera più 
efficace ed efficiente ai bisogni manifestati durante la visita. Ad oggi per 
effettuare personalizzazioni per il web si sono utilizzati tre categorie di metodi: 
collaborative filtering, content-based filtering, usage-based filtering. 
La tecnica collaborative filtering utilizza come approccio le tracce lasciate in 
Rete dagli utenti durante la navigazione, permettendo di informare e 
personalizzare gli interessi dei singoli. Normalmente si utilizzano informazioni 
provenienti da Form o questionari compilati dagli utenti costruendo le varie 
raccomandazioni sui gusti della comunità.  
L’approccio content-based filtering è basato tra il contenuto dei documenti ed 
un profilo personale ricavato in maniera implicita o esplicita. Per questa tecnica si 
utilizzano i server logs e le informazioni contenute nel sito. 
L’approccio usage-based filtering non utilizza le informazioni presenti nelle 
pagine ma si basa esclusivamente sulla storia delle visite degli utenti supportate 
per lo più da informazioni opzionali registrate. 
2.5.2  Il System Improvement  
 
Il System Improvement studia strategie in grado di ridurre la lentezza delle 
richieste degli utenti dovute principalmente al successo esponenziale del World 
Wide Web. Sono state introdotte alcune tecniche tipo il proxy cache ed il pre-
fetching con lo scopo di predire le richieste future degli utenti caricando le pagine 
prima. Queste tecniche vengono anche utilizzate per la sicurezza nel commercio 
elettronico utili per individuare intrusioni e frodi informatiche. Alcune ricerche 
hanno sviluppato la creazioni di profili attraverso l’analisi dei server logs 
permettendo di pre-generare delle pagine HTML dinamiche in base al cammino 
corrente dell’utente riducendo la lentezza del caricamento delle pagine. 
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2.5.3   Il Site Modification  
 
Il Site Modification si occupa di tutte quelle attività di modifica di un sito Web 
che permette al visitatore di utilizzare il sito in modo migliore. L’ 
implementazione di un sito Web sia in termini di struttura che di layout è 
importante per le attività di marketing e per le numerose applicazioni di E- 
Commerce. La qualità di un sito non dipende dal layout della pagina principale 
ma bensì dalla struttura di interconnessione tra le pagine, che permette ai visitatori 
di ottenere informazioni o cercare prodotti. Nella modifica di un sito Web l’ 
utilizzo del Web Usage Mining può fornire informazioni importanti in base al 
comportamento di visitatori infatti attraverso la scoperta di patterns dai  logs si è 
utilizzato un algoritmo di clustering per creare gruppi di pagine utili ai visitatori 
oppure classificare gli utenti quali potenziali clienti in funzione della loro 
interazione fatta con il sito. 
2.5.4   La Business Intelligence  
 
La Business Intelligence applicata al Web Usage Mining permette di analizzare l’ 
efficacia del sito prendendo in considerazione la prospettiva del marketing e del 
merchandising. Il marketing serve a dare risalto al sito, ad una promozione, ad una 
marca oppure a trovare nuovi clienti attraverso l’utilizzo di campagne di 
advertising a mezzo banner, pay per click o mailing list. Il merchandising 
raggruppa l’insieme delle attività e di azioni aventi lo scopo di promuovere la 
vendita di  una determinata linea di prodotti o di un solo prodotto una volta che 
esso sia presente nell’assortimento del punto vendita. Gli accessi degli utenti al 
Web contengono informazioni utili per analizzare se le attività di marketing e 
merchandising sono efficienti a seconda delle azioni di visita o acquisto dei 
prodotti fatti. Gli strumenti per interpretare gli accessi degli utenti agli esercizi on-
line per quanto riguarda la parte di merchandising sono principalmente due 
tecniche di visualizzazione differenti: la visualizzazione delle sessioni mediante 
coordinate parallele e la visualizzazione della performance dei prodotti utilizzando 
grafi a stella. Analizzando la parte marketing, una tecnica applicata al web, è 
quella di definire un ipercubo che consolida i dati Web Usage con i dati di 
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marketing su applicazioni di E-Commerce, analizzando i principali passi del ciclo 
di vita relazionale di un cliente e cioè la customer attraction, la customer 
retention, la cross sales e la customer departure. 
2.5.5   La Usage Characterization  
 
La Usage Characterization cerca di caratterizzare il comportamento di 
navigazione degli utenti nel Web. La ricerca effettuata da Pitkow J. ha analizzato 
la possibilità di modificare il browser per catalogare le attività dei clienti. L’ 
analisi prende in considerazione tutti gli eventi occorsi nel sito, come la pressione 
dei bottoni back e forward, il salvataggio dei file ecc, definendo un modello di  
distribuzione probabilistica delle pagine visitate dagli utenti assegnando un valore 
a tutte le pagine del sito in base a vari attributi contenuti nella pagina stessa. 
2.6   Riepilogo 
 
In questo capitolo abbiamo analizzato come il Web Mining stia avendo un 
notevole successo nel comprendere il comportamento degli utenti durante la loro 
navigazione in Internet. Successivamente siamo andati ad analizzare le 
componenti del Web Mining concentrandoci in modo particolare sull’aspetto del 
Web Usage Mining, individuando le tre fasi che compongono il processo di 
estrazione della conoscenza dal Web e più precisamente: preprocessing, pattern 
discovery, pattern analysis. Infine abbiamo approfondito i sistemi di Web Usage 
Mining i quali si dividono in cinque categorie: personalization, system 









3. SEO e SEM : STATO DELL’ARTE  
 
Il Web è in continua evoluzione e trovare informazioni in modo rapido ed efficace 
è un requisito fondamentale per ottimizzare il tempo e ridurre i costi. Le 
informazioni presenti sulla rete si estendono in maniera esponenziale assumendo 
le forme più svariate tipo: documenti, video, link, facendo sì che i motori di 
ricerca assumano un ruolo cruciale con il passare del tempo. L’insieme di tutte le 
pagine restituite dai motori di ricerca in base ad una determinata query va sotto il 
nome di SERP (Search Engine Results Pages). 
3.1   Il Web Marketing 
 
Quando troviamo il termine Web Marketing (o Internet Marketing) bisogna 
immaginare una serie di azioni di marketing on-line cioè sul web, eseguiti da una 
azienda che mira a stabilire piani di promozioni atti a trovare nuovi potenziali 
consumatori e fidelizzare maggiormente quelli già esistenti. Per fare ciò prima di 
tutto si dovrà analizzare il proprio mercato e individuare i concorrenti definendo il 
target di riferimento e possibili aree commerciali da occupare.  
Normalmente è buona cosa affiancare al Web Marketing quello tradizionale, 
anche se non risulta essere un procedimento semplice ed immediato visto le 
differenze che ci sono. Infatti il primo adotta una politica incentrata sulla 
personalizzazione costruita su misura in base ai bisogni degli utenti, mentre il 
secondo presenta un’ottica di promozione indistinta uguale per tutti i visitatori. 
Ulteriore aspetto di distinzione è il fatto che il Web Marketing utilizza una 
strategia pull dove è l’utente come soggetto attivo ad essere attratto dalla 
pubblicità online mentre il marketing tradizionale utilizza una strategia push dove 
l’utente è un soggetto passivo costretto ad assorbire ogni forma di pubblicità.  
Le tecniche attuali di marketing stanno modificando rapidamente anche i due 
livelli fondamentali del marketing: 
• Livello indotto  
• Livello organico 
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Il primo è relativo alla politica di attrarre il consumatore verso uno specifico 
prodotto o offerta dove i nuovi servizi (e-mail, pubblicità virtuali, social network, 
ecc) offrono un contributo fondamentale alla fase di selezione del cliente, mentre 
il secondo è relativo all’attività di marketing fatta durante l’erogazione del 
servizio stesso.  
Ulteriore aspetto importante è il fatto che anche dopo l’acquisto si può 
continuare il rapporto con il cliente attraverso l’invio di nuove offerte tramite mail 
oppure è lo stesso consumatore che attraverso Internet rilascia e condivide un suo 
giudizio sui servizi ed il trattamento ricevuto svolgendo indirettamente un’attività 
promozionale per conto dell’azienda. Occorre quindi cercare di creare e concepire 
prodotti e servizi che entusiasmino gli acquirenti affinché essi ne parlino 
spontaneamente, infatti il futuro del Web marketing sarà quello di definire una 
serie di prodotti e servizi al cui interno sia racchiusa l’idea di marketing. Nella 
Figura 3.1 sono rappresentate le differenze tra Web Marketing e Marketing 
Tradizionale. (fonte: Child and Gutgeld) 
 
 
Figura 3.1 Differenze tra Web Marketing e Marketing Tradizionale 
Il Web Marketing è il marketing a supporto di quello tradizionale che utilizza 
strategie e tecniche messe a disposizione del Web  per istaurare rapporti 
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(commerciali e non ) con i clienti esistenti o nuovi, per migliorare la competitività 
dell’azienda, per raggiungere mercati nuovi, per migliorare il brand aziendale e  
per incrementare il valore economico delle proprie attività. Fare una campagna di 
Web Marketing, significa utilizzare al massimo tutte le risorse che la rete mette a 
disposizione tipo: 
• Interazione: comunicazione istantanea 
• Personalizzazione: creare un rapporto diretto con il cliente 
• Misurabilità: analizzare attraverso i file log le attività 
La presenza on-line di un’impresa è finalizzata a questi quattro aspetti 
fondamentali come si vede dalla Figura 3.2. 
 
Figura 3.2 Aspetti fondamentali di un’ impresa on-line 
L’obbiettivo principale del Web Marketing è quello di analizzare le attività 
svolte dagli utenti nel web attraverso strategie finalizzate all’ottenimento di 
contatti tipo: 
• Posizionamento sui motori di ricerca 
• Acquisire una buona popolarità sui social Network 
• Pubblicità 





Tutte queste strategie permettono all’azienda di creare nuove opportunità quali: 
nuovi canali di vendita, nuovi clienti, nuove possibilità di collaborazioni con tutto 
il mondo, nuovi business. L’affermazione progressiva del Web Marketing non 
segnerà la scomparsa del marketing tradizionale ma quest’ ultimo sicuramente 
dovrà utilizzare tecniche innovative orientate alla realizzazione di relazioni 
durature con i clienti finali. 
I passi principali per effettuare un efficace piano di Web Marketing possono 
essere così definiti: 
• Determinazione degli obbiettivi e la definizione di una strategia: prima di 
effettuare qualsiasi studio aziendale e necessario prefiggersi degli 
obbiettivi chiari e precisi 
• Osservazione della concorrenza sia attuale che potenziale 
• Analisi dei bisogni della clientela: segmentazione dei bisogni sulla base 
delle relative necessità in modo da apportare vantaggio competitivo all’ 
impresa. 
• Decisione strategica del target: bisogna individuare il segmento del 
mercato verso il quale orientarsi facendo due macro distinzioni; puntare 
su una segmentazione “personalizzata”, accurata offrendo prodotti e 
servizi mirati oppure su una segmentazione “neutra”  riferita ad una 
clientela con maggiore attenzione al rapporto value for money. 
• Posizionamento del prodotto /servizio: il compito dell’impresa è quello di 
scegliere il sito adeguato coerente con l’immagine dell’azienda 
distinguendosi però dai siti web della concorrenza. 
L’attuazione del piano di Web Marketing è importante per raggiungere un ROI 
(Return On Investiment) elevato, cioè quanto il budget investito ha apportato in 
termini di reddito. Bisogna sempre ricordarsi a seconda della strategia che si vuole 
adottare che il cliente è un patrimonio inestimabile per l’azienda infatti la sua 
fidelizzazione è uno degli elementi da tenere sempre sotto controllo in quanto può 
essere un viatico di passa parola non indifferente. Un cliente soddisfatto può 
portare dei feedback utili al nostro piano di Web marketing e per questo motivo 
bisogna puntare il più possibile su: 
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• Pubblicità online 
• Multicanalità 
• E-mail Marketing 
• Direct Marketing 
• Web analyst (analisi delle utenze). 
3.2  Strumenti di Web Marketing 
 
In questi ultimi anni il mercato on-line ha investito molto su strumenti e tecniche 
da applicare al Web Marketing per la promozioni su motori di ricerca di prodotti e 
servizi svolti dalle aziende generando circa l’80% del traffico su internet. Di 
seguito verranno presentate queste nuove tecniche di marketing in modo da 
fornire una panoramica sulle opportunità offerte dalla rete.  
3.2.1  Posizionamento sui motori di ricerca 
 
Con il termine Posizionamento si intende l’acquisizione di visibilità tra i risultati 
dei motori di ricerca. Più specificatamente è l’operazione attraverso la quale il sito 
viene ottimizzato per comparire nei risultati in una posizione il più possibile 
favorevole e rilevante (definizione da Wikipedia). Prima di analizzare  i fattori che 
influenzano il posizionamento è bene fare chiarezza sulla differenza tra motori di 
ricerca e directory.  
Il motore di ricerca è un programma automatico che effettua ricerche su uno o 
più database aventi dislocazioni geografiche diverse, contenenti milioni di pagine 
web elaborando i dati in base ad opportuni algoritmi matematici. I motori di 
ricerca utilizzano strumenti specifici chiamati Crawler, Spider o Robots, il cui 
compito è quello di sondare il web per raccogliere e archiviare i contenuti presenti 
nelle pagine web.  
Le Directory invece organizzano i dati in strutture ad albero costituiti da nodi 
padre e figlio. All’interno delle strutture i siti vengono inseriti manualmente 
capendo quindi che le directory necessitano di un intervento umano costante 
continuo per rimanere aggiornate. Nel corso del tempo i motori di ricerca hanno 
instaurato un rapporto con gli utenti sempre più consolidato nel tempo ritenendoli 
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Figura 3.3 Modalità di accesso al web 
 
Molte scelte degli utenti passano per i motori di ricerca, come per esempio per 
gli acquisti on-line dove viene fatta una ricerca sul web per capire caratteristiche e 
funzionalità del prodotto per far si che la scelta cada su uno piuttosto che su un 
altro. Un fattore molto importante negli acquisti on-line è dato dal commento o 
feedback, il quale può incidere in maniera negativa o positiva sull’azienda  
aumentando o diminuendo la sua reputazione. 
I fattori che influenzano il posizionamento si dividono in due branchie 
principali, i fattori interni alla pagina (On page Factor) e i fattori esterni alla 
pagina (Off page Factor). 
I principali fattori On Page Factor comprendono: 
• Tag title (è una porzione di codice contenuta nella testata della pagina) 
• Meta tag (sono metadati presenti nel linguaggio HTML utilizzato per 
creare la pagina web) 
• Keyword density (è la percentuale di tempo in cui le parole chiavi 
appaiono nella pagina web comparate con il numero totale di parole nella 
pagina) 
• Heading tag (è utilizzato per suddividere i contenuti di una pagina in 
paragrafi ordinati per importanza) 
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• Tag di enfatizzazione (è l’utilizzo del grassetto o del corsivo per mettere in 
risalto determinate parole o frasi) 
• Link, URL (è una sequenza di caratteri che identifica univocamente 
l'indirizzo di una risorsa in Internet) 
• Struttura della pagina  
• Microformati e Semantic Web (permettono la scoperta e la classificazione 
efficace delle informazioni online creando delle scorciatoie utili all’ 
utente). 
• Ottimizzazioni di immagini e contenuti multimediali 
L’ottimizzazione dei fattori descritti qui sopra fa si che il Crawler nel suo 
processo di scansione sia più efficiente. Questi fattori possono essere utilizzati 
per: 
• Localizzazione delle Keyword : il search engine algorithm localizza le 
keyword presenti nella pagina partendo dai tag HTML. 
• Frequenza: è molto importante inserire le keyword in zone della pagina 
visibili  
• Aggiungere funzionalità in base a specifici fattori: è necessario che un web 
master sia in grado di determinare con quale frequenza gli spider 
aggiornano lo stato del sito web onde  evitare di classificare la pagina 
come spamming. 
I principali fattori Off Page Factor invece comprendono: 
• Link popularity 
• Link building  
• Trust rank 
• Page rank 
• Tecniche SEM e SOM 
• Inserimento in directory o scambio link 
 
Se i motori di ricerca si basassero solo sugli On Page Factor, non sarebbe 
necessario che gli spider evoluti tengano in considerazione anche fattori aleatori, 
che possono variare in base alla tipologia del sito e alla sua popolarità.  
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Tutti questi fattori compongono l’autorevolezza del sito web agli occhi dei 
principali motori di ricerca. Ricordiamo come uno dei principali motori di ricerca 
Google tra le varie tecniche di catalogazione e indicizzazione dei contenuti web 
utilizzi un suo algoritmo conosciuto con il nome Page Rank. Questo algoritmo è 
stato ideato da Brin e Page e consente di ottenere una classifica delle pagine 
indipendenti dalle query svolgendo tali attività periodicamente. Il Page Rank 
(punteggio, grado della pagina) è dato dalla seguente formula come si può vedere 
dalla Figura 3.4. 
 
 
Figura 3.4 Formula di Page Rank 
Si assume che la pagina A sia puntata dalle pagine p1…..pn. 
• Sia d (damping factor) la probabilità che un random surfer (la possibilità di 
navigare da una pagina all’ altra del sito web) si stanchi della pagina che 
sta visitando e salti a un’altra pagina a caso (normalmente d=0,85) 
• PR[A] è il valore di PageRank della pagina A che vogliamo calcolare 
• n è il numero di pagine che contengono almeno un link verso A. Tn 
rappresenta ognuna di tali pagine 
• PR[Tn] sono i valori di PageRank di ogni pagina Tn 
• C[Tn] sono il numero complessivo di link contenuti nella pagina che offre 
il link. 
 
Questo sistema di calcolo attribuisce a ogni singola pagina web indicizzata, un 
valore che va da 0 a 10. Google combina i valori di Page Rank con quelli di 
rilevanza al fine di ordinare le pagine in risposta a un’interrogazione. Il Page 
Rank può essere considerato una versione più raffinata del link popularity intesa 
come l’affidabilità dei contenuti di un sito web che influisce sulla propria 




3.2.2  SEO e SEM 
 
Il Web Marketing si compone principalmente di due discipline: 
• Search Engine Optimization (SEO) 
• Search Engine Marketing (SEM) 
Il Search Engine Optimization (SEO) è considerata la parte più tecnica del 
Web Marketing poiché fornisce un valido aiuto nella promozione dei siti e al 
tempo stesso richiede una conoscenza tecnica elevata e viene definita come l’ 
attività di ottimizzazione delle pagine web o di interi siti attribuendo loro una 
posizione più elevata nei risultati di ricerca (SERP). Ottimizzare significa curare 
tutti i dettagli che sono significativi per gli utenti della rete e in secondo luogo per 
i motori di ricerca creando una corretta personalizzazione tale da costruire un 
importante vantaggio competitivo per l’ azienda. 
Il Search Engine Marketing (SEM) conosciuto anche con il nome di Search 
Marketing è proprio della quella branchia del Web Marketing che si applica ai 
motori di ricerca, cioè si occupa di tutte quelle attività atte a generare traffico 
qualificato verso un determinato sito web. Le attività svolte sono per lo più 
acquisto di spazi pubblicitari, adozioni di campagne Pay Per Click (PPC), 
newsletter/e-mail marketing, incremento della link popularity, valutando le azioni 
svolte tramite appositi strumenti di analisi.  
Queste due attività (SEO e SEM) sono fondamentali per una efficiente e 
completa  campagna di Web Marketing ma allo stesso tempo possiamo notare 
come le attività siano differenti, in fatti il SEO specialist si occupa di 
programmazione web vera e propria mentre il SEM specialist si accosta 
maggiormente ad un responsabile marketing tradizionale. Di seguito abbiamo 
cercato di individuare le principali caratteristiche che deve avere un progetto di 
Web Marketing SEM, applicato a strategie SEO. Il modello che andremo ad 
analizzare dovrà raggruppare tutte quelle azioni che dovremmo compiere per la 





Figura 3.5 Esempio di modello SEO e SEM 
Analisi di mercato e il Web Analytics  
La prima fase è quella di analizzare il mercato, i competitor, usando strumenti 
come Web Analytics per la raccolta dei dati  e successivamente capire le possibili 
soluzioni da adottare. Per individuare il target del mercato e i risultati di una 
iniziativa effettuata sul web risultano necessari dei KPI (Key Performance 
Indicators) basati su dei punti strategici comprendenti sia aspetti tecnologici che 
di business. Il principale problema dell’analisi di mercato e dei competitors è 
quello di confrontarsi con confini territoriali non definiti anche se quasi sempre i 
competitors online hanno un corrispettivo a livello fisico. Gli elementi da 
considerare in un’analisi di mercato on-line sono: 
• Individuazione dei concorrenti on-line 
• Analisi delle attività e degli strumenti utilizzati dai nostri competitors 
• Analisi del comportamento del target di riferimento on-line 
• Impostazioni di strumenti per il Web Analytic 
• Web trend e segmentazione del mercato di riferimento 
• Definizioni dei fattori di differenziazione rispetto alla concorrenza 
Strategia e pianificazione    
Impostare una corretta strategia è un punto cruciale per ottenere i risultati 
desiderati. La prima attività è quella di capire gli interventi da fare per la nostra 
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campagna SEO fornendo un preventivo sia in termini economici che di tempo 
definito a seconda delle risposte che verranno dalle seguenti domande: è un sito 
nuovo o già esistente? L’età del dominio? Il sito è multilingua? E’ un sito? E’ un 
blog? Raccolti tali dati possiamo fare una stima approssimativa del tipo di lavoro 
che bisognerà fare capendo nel frattempo il passo successivo e cioè gli obbiettivi e 
le azioni che intendiamo fare per raggiungerli. A questo punto avendo tutti gli 
elementi possiamo sviluppare un piano strategico effettuando una sinergia tra 
SEO e Web Marketing correlate da azioni di marketing sul web o SEM come 
pubblicità su siti web o campagne PPC (Pay Per Click). 
Analisi Interna 
Questa fase consiste nel migliorare l’indicizzazione di un sito web o di una pagina 
agendo su fattori come banner, codice HTML, modifiche del layout favorendo 
una sinergia con i motori di ricerca rendendo i contenuti più appetibili.  
Analisi Esterna 
Questa fase è importante perché ci permettere di ottenere nel tempo un 
indicizzazione duratura. Il Link building cioè la popolarità di un sito web data 
dalla qualità e quantità dei link esterni è un fattore off-page significativo infatti l’ 
esperto SEO cerca di proporre notizie nuove, ottenere feedback da clienti, 
pubblicizzare il sito, lavoro sicuramente arduo ma che nel corso del tempo potrà 
portare enormi frutti. 
Campagna SEM  
Questa fase consiste di mettere in campo tutte quelle attività SEM che possono 
dare un valore aggiunto al processo di visibilità aziendale tipo il Viral Marketing, 
l’e-mail marketing, ecc. Ulteriori strumenti che si posso utilizzare sono il Social 
Media Marketing (SMM), il Social Media Optimization (SMO), settori 
potenzialmente strategici per la pubblicità di siti web. 
Analisi ed elaborazioni dei risultati 
Questa è la fase conclusiva che ci permette di analizzare i dati ottenuti dalle azioni 
messe in atto per capire dove abbiamo raggiunto l’obbiettivo e dove no; dove non 
abbiamo ottenuto il risultato possiamo procedere replicando di nuovo il modello 
SEO e SEM con ulteriori accorgimenti a fronte delle notizie che ci sono pervenute 
dalle elaborazioni precedenti. 
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3.2.3   Le campagne SEM  
 
Le campagne SEM possono spaziare e toccare diversi settori, attuando sempre un’ 
attenta attività di pianificazione e monitoraggio delle attività.  Le attività SEM si 
dividono principalmente in: 
• Posizionamento mediante Ottimizzazione Organica 
• Posizionamento a pagamento 
L’attività di SEM non è soltanto gestire/sfruttare la pubblicità all’interno dei 
motori di ricerca, ma generare traffico qualificato analizzando i target di 
riferimento, le parole chiavi utilizzate e le attività più consone per lanciare un 
prodotto in Rete. Tra le principali attività che rientrano nel Search Engine 
Marketing (SEM) troviamo: 
• E-mail marketing  
• Campagne Pay Per Click (PPC) intesa come la modalità di acquisto a 
pagamento della pubblicità online 
• Social Media Optimization (SMO) 
• Viral Marketing 
• SEO of page 
• Analisi e studio del mercato di riferimento 
Tutte queste attività devono essere organizzate in maniera coerente in base al 
piano e agli obbiettivi che vengono definiti. Una campagna SEM ingloba strategie 
molto complesse che coinvolgono diverse discipline dove la misurazione del ROI 
(Return on Investiment) non è una attività di secondo piano. Di seguito 
riassumiamo i passi principali come si può vedere dalla Figura 3.6: 
1. Pianificare la campagna: inteso come analizzare i competitor, il mercato e 
ogni azione svolta per vedere eventuali progressi riscontrabili nel tempo. 
2. Produrre i contenuti: inteso come  l’implementazione del piano stabilito: 
• Landing page 







3. Attuare la campagna:  cioè mettere in gioco le strategie scelte e pianificate 
4. Monitorare le azioni: questo perché in caso di problemi dobbiamo sapere 
esattamente dove intervenire. 
5. Un’attività di Feedback intesa come informativa costante tra 
pianificazione e analisi delle azioni per essere costantemente informati 
sull’ evoluzioni del web. 
 
 
Figura 3.6 Gestione di una campagna SEM 
Di seguito descriveremo le principali attività SEM. 
3.2.3.1   L’ e-mail marketing  
 
L’e-mail marketing realizza strategie di marketing utilizzando l’e-mail come 
canale diretto di interazione con i clienti sulla base del consenso preventivo 
permettendo di monitorare e fidelizzare la clientela o gli utenti interessati ai 
contenuti inviati. L’utilizzo della posta elettronica suscita interesse nel marketing, 
in quanto l’e-mail nel panorama aziendale e del Web rappresenta una delle 
principali applicazioni utilizzate, infatti da uno studio si evince che il 75% di 
utenti ne fa uso, ricevendo circa dodici messaggi di posta al giorno. Esistono 
diverse tipologie di e-mail: 
• E-mail transazionali: messaggi inviati in automatico dopo la registrazioni a 
portali o acquisti di determinati prodotti. 
• E-mail personali: messaggi scambiati in modo diretto fra singoli individui 
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• E-mail pubblicitarie: o anche definite Direct e-mail (DEM); atte a 
promuovere un determinato prodotto o servizio 
• Newsletter: messaggi periodici inviati ai propri iscritti 
• Messaggi su social network: messaggi tipo e-mail sui principali social 
network 
 
L’e-mail marketing continuerà a crescere visto l’incremento utilizzo dell’e-
mail, anche se si dovrà adattare alle nuove forme di comunicazione del web 
moderno.  
In base alle considerazioni appena fatte spesso l’e-mail viene impiegata in 
modo improprio dalle imprese divulgando messaggi promozionali ad utenti che 
non hanno manifestato interesse, né avanzato richieste di dati o informazioni. 
Questo fenomeno prende il nome di Spam cioè l’invio di posta elettronica senza il 
preventivo consenso, provocando in certi casi l’effetto contrario, cioè sia danni 
nei confronti della strategia di marketing che dell’immagine dell’azienda stessa. In 
base a queste considerazioni è importante richiedere il permesso di invio agli 
utenti targettizzati, in modo da realizzare il concetto di Permission Marketing. 
Alcuni consigli per iniziare una campagna di e-mail marketing adeguata sono: 
• Acquisire liste di mail: è possibile costruirsi dei riferimenti nel corso del 
tempo per esempio attraverso la landing page, forum analizzando il target 
degli utenti a cui inviare e-mail adeguate. 
• Messaggi mirati: il messaggio deve essere coinvolgente, corto ,efficace. 
• Correlazione tra messaggio e pagina web: il messaggio inviato rimanderà 
alla pagina web la quale dovrà essere in sintonia con il contenuto dell’ e-
mail. 
Una tipica compagna di mailing tradizionale riceve circa 1% di consensi 
mentre una campagna di e-mailing registra un successo di circa il 20%, 30% 
producendo risultati notevoli rispetto agli strumenti di posta tradizionale come si 




Figura 3.7 Confronto posta tradizionale e e-mail 
3.2.3.2   Il Pay Per Click (PPC)  
 
Il Pay per Click consente di creare una campagna pubblicitaria a pagamento sui 
motori di ricerca pagando una tariffa unitaria in proporzione ai click (click-trough- 
rate). Utilizzando questo sistema riusciremmo a far acquistare visibilità al nostro 
sito web. Un esempio di campagna Pay Per Click è rappresentato dal keyword 
advertising cioè un sistema di asta in tempo reale in cui l’inserzionista definisce 
un’offerta massima per una specifica parola chiave ed il vincitore virtuale dell’ 
asta otterrà maggiore visibilità per la keyword scelta. Gli obbiettivi di una 
campagna di questo genere sono: 
• Veicolare  traffico verso il sito aziendale per creare nuove opportunità 
• Sostenere ed affiancare una strategia SEO 
• Accrescere la notorietà del brand aziendale 
• Promuovere eventi commerciali 
Rispetto alla pubblicità off-line, la keyword advertising presenta costi minori ed 







Figura 3.8 Risultati ricerca link sponsorizzati e link naturali 
Nella Figura 3.8 sono rappresentati i risultati di una ricerca su Google 
riguardanti le “prenotazioni”  dove sia nella colonna di destra e sia nelle prime 
posizioni (nei riquadri evidenziati in giallo) sono presenti link sponsorizzati a 
pagamento. Invece i link rimanenti nella pagina (nel riquadro rosso) sono 
caratterizzati da risultati dove non risultano investimenti di posizionamento ma 
dovuti solamente alla rilevanza del sito web rispetto alle parole chiavi digitate 
dall’utente nella query. La procedura d’asta viene completata tramite il “Quality 
Score” cioè il punteggio sulla qualità dell’annuncio  e della pagina di destinazione 
(Landing page quality) e  (Click-Throuth-Rate). Il ranking dell’annuncio è dato 
dal Quality score moltiplicato per la massima offerta dell’ inserzionista. Il CPC 
effettivo è invece il rapporto fra il proprio Quality score e il ranking 














A €5 €7 (7*5) =35 (16/7)=€2,3 
B €4 €4 (4*4) =16 (4/4) =€ 1 
C €2 €2 (2*2) =4 CPC troppo basso per l’ 
asta 
    
Tabella 3.1 Esempio calcolo CPC 
 
Il pregio di una campagna Pay Per Click è quello di avere un posizionamento 
del sito tra i risultati a pagamento dei motori di ricerca in un lasso di tempo molto 
breve. Dall’altro canto uno svantaggio da tenere in considerazione è quello di 
essere un sistema ad asta, dove i costi dei clic possono essere elevati o soggetti a 
variazione. Esistono diverse tipologie di servizi Pay Per Click tra i quali quello 
fornito da Google, cioè Google Adwords. Google Adwords permette di creare 
annunci pubblicitari e pubblicarli in tutta la rete diventando un mezzo importante 
per tutte le campagne di SEM. Le caratteristiche principali del sistema di keyword 
advertising di Google Adwords sono: 
• Costo massimo per click:  è il primo fattore che entra in gioco cioè è l’ 
offerta che l’azienda è disposta a sostenere. Il costo del click è 
determinato non sull’offerta proposta dall’ azienda ma da quella 
suggerita dal concorrente. 
• Quality Score: con questo termine Google fa riferimento al Click-
Throuth-Rate (CTR) cioè il rapporto tra il numero di esposizioni dell’ 
annuncio nei confronti degli utenti, al  numero dei click effettuati sull’ 
annuncio medesimo, alla Rilevanza (Relevancy) cioè il valore di una 
chiave in riferimento all’ inserzione, al Landing page cioè l’affinità 




Una volta effettuata la campagna promozionale i risultati possono essere 
analizzati attraverso un altro strumento di Google e cioè Google Analytics il quale 
offre un’integrazione per monitorare la campagna PPC su Google. Da questa 
descrizione possiamo affermare che il Pay Per Click  (PPC) rappresenta un ottimo 
supporto per le strategie SEM, ma allo stesso tempo un suo uso scorretto può 
portare a danneggiare l’immagine dell’azienda ed ad un danno economico 
rilevante. 
3.2.3.3   Il Marketing Virale  
 
Il marketing virale è il primo esempio di utilizzo del SEM, mediante tecniche di 
Social Media Marketing. Il concetto di Marketing Virale non è soltanto un banale 
passaparola tra gli utenti della Rete ma il suo scopo è quello di 
modificare/influenzare l’atteggiamento d’acquisto degli utenti finali, facendo leva 
su comunità che si trovano sul web. La logica che si trova dietro a questa tecnica 
non presenta elementi innovativi infatti le amicizie, l’opinioni di conoscenti, l’ 
influenza sociale rappresentano lo strumento più efficace per l’orientamento al 
consumo dei clienti. La modalità di diffusione del Marketing Virale può essere 
paragonata a quella che avviene nelle epidemie in questo caso il prodotto o l’idea 
viene diffusa e a seconda degli scenari che ci sono innescando importanti reazioni 
a catena in grado di modificare il panorama circostante. Se il trasmettitore svolge 
una partecipazione attiva, si entra nel cosiddetto meccanismo di Active Viral 
Marketing, classificandolo in base alle motivazioni ed al livello di coinvolgimento 
definendo diversi scenari: 
• Social Viral Marketing: è il desiderio del divulgatore di ricevere un 
riconoscimento sociale, inteso come l’appartenenza ad un gruppo di utenti 
• Viral Marketing in senso stretto: si verifica quando il consumatore registra 
una utilità maggiore. 
• Incited Viral Marketing: si verifica quando vengono adottati incentivi 
economici per la distribuzione del messaggio. 
Queste attività vengono sviluppate grazie all’utilizzo di strumenti aziendali. Di 





Figura 3.9  Risultati dei principali strumenti di Viral Marketing 
Realizzare un campagna di Viral Marketing non è affatto semplice, ma 
rappresenta una grande opportunità per diffondere informazioni tra milioni di 
utenti del web e spesso coinvolgere e creare un movimento di persone appare più 
efficace che sviluppare  una strategia tradizionale. 
3.2.3.4  Il Social Media Optimization (SMO)  
 
Il Social Media Optimization è una disciplina atta a promuovere la propria 
azienda, il proprio brand e i propri servizi all’interno dei principali canali di social 
network. I social network stanno introducendo metamorfosi all’interno del web 
influenzando anche le attività dei motori di ricerca spostando e posizionando in 
modo eccellente i contenuti incidendo notevolmente anche sul “link popularity” 
cioè il numero di siti internet che si collegano a una pagina web.  
L’iscrizioni a decine di social network senza avere una vera e propria strategia 
di Web Marketing per i prodotti non ha nessuna utilità infatti a differenza dei siti 
web dove i contenuti potrebbero rimanere invariati anche per alcune settimane, i 
social network devono essere aggiornati rapidamente, quasi in tempo reale per 
attuare politiche di coinvolgimento degli utenti consapevoli che tutto ciò, richiede 
tempi e sforzi per ottenere risultati significativi. Per creare canali vincenti all’ 
interno dei social network dobbiamo: 
• Produrre contenuti diversificati 
• Far parlare di noi 
• Incuriosire i visitatori 
• Essere presenti costantemente 
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• Analizzare le interazioni 
Collegato al Social Media Optimization troviamo il Social Media Marketing cioè 
l’approccio al marketing utilizzando i social media. Jason Jantsch definisce il 
marketing applicato ai social media mediante le 4C: 
Contenuto+Contesto+Connettività+Community = Social Media Marketing 
 
L’Europa è molto attiva sul web infatti andando ad analizzare una statistica 
troviamo che l’Italia si trova al sesto posto come utilizzatore di social media. 
Tutto ciò dovrebbe invogliare ancora di più a prendere in considerazione i social 
network come canale comunicativo per promuovere le attività aziendali 
prevedendo  la presenza e la creazione di contenuti di qualità. 
3.3 Riepilogo 
 
Questo capitolo si apre confrontando gli aspetti di Web Marketing con quelli più 
tradizionali, mettendo in evidenzia le differenze maggiori. Successivamente  
abbiamo elencato i principali meccanismi di Web Marketing, effettuando un focus 
sugli aspetti di maggiore rilevanza e cioè SEO e SEM, andando ad analizzare 
nello specifico le loro applicazioni e il tipo di vantaggio che sono in grado di 















4. IL PROFILING NEL WEB USAGE MINING 
 
Il Web Usage Mining è un’applicazione di tecniche di Data Mining (DM) 
orientate alla comprensione di utilizzo di siti internet in base alla navigazione 
degli utenti. Gli studi svolti riguardo le abitudini di navigazione degli utenti fanno 
riferimento principalmente alle pagine visualizzate con maggior frequenza, ai 
percorsi di visita più ricorrenti, ai tempi di connessione, ed alle pagine web che 
producono più accessi o uscite dal sito.  
Le finalità del Web Usage Mining sono: 
1. Capire il comportamento degli utenti 
2. Determinare l’efficacia di un sito web 
3. Determinare il successo delle attività di marketing.  
Per quanto riguarda il primo punto bisogna analizzare il comportamento di 
navigazione degli utenti per capirne le preferenze, cosa comprano, e le eventuali 
problematiche come quella della perdita dello stesso a fronte di errori. Nel 
secondo caso bisogna analizzare i pattern di navigazione per migliorare la 
struttura del sito e la sua navigazione. Infine nel terzo caso bisogna comprendere 
l’impatto delle campagne di marketing in base alla personalizzazione dell’offerta 
per singoli segmenti di utenti. In questo capitolo ci concentreremo su un processo 
specifico del Web Usage Mining e cioè quello della profilazione degli utenti, sulla 
base delle loro abitudini di navigazione, dei loro comportamenti e delle 
componenti socio-demografiche.  
4.1  Fonti dei dati 
 
L’eterogeneità dei dati a disposizione nel web e la loro vastità offrono un campo 
di ricerca interessante anche nel Web Usage Mining dove vengono identificati tre 




Figura 4.1 Schema della raccolta dati delle fonti principali del Web Usage Mining
4.1.1 I web server 
  
I web server rappresentano sicuramente la più ricca e comune fonte dati, 
possono essere raccolti attraverso i log file, i quali registrano gli ac
pagina web visitata. La registrazione di un web log consiste in campi che seguono 
un formato predefinito. Uno dei più comuni log utilizzato è chiamato 




 IP address: identifica l’
richiesta e può corrispondere all’
 UserId: identifica l’
 Time: identifica
 Method/URL/Protocol: sono le modalità di accesso al Web Server
 Status: identifica codice restituito dal Server in risposta all’ azione 
richiesta 
 Size: identifica numero di bytes trasmessi
 Referrer: ident
della pagina 
 strutturato come si vede dalla Figura 4.2.
 I campi del Common Log Format 
indirizzo internet della macchina da cui proviene la 
indirizzo di un server proxy
autenticazione per accedere a determinati file  
 il momento in cui il Web Server riceve la richiesta
 















 Agent: identifica il sistema operativo e browser utilizzati dal client. 
 
Esistono altri formati standard di rappresentazione delle informazioni registrate 
dai web log come quelli rappresentati nella seguente Tabella 4.1. 
 
Tabella 4.1 Esempi di formati standard 
 
Il formato Extended Log Format  oltre ad avere i campi definiti nel CLF permette 
di registrare un più ampio range di parametri come per esempio: 
 User agent: identifica il software che il client dice di utilizzare (browser). 
 Referrer: identifica l’URL della pagina contenente un link al documento 
richiesto nel caso in cui la richiesta per quel documento sia stata generata 
seguendo un link. 
Il formato Cookie Log Format rispetto all’Extended Log Format, aggiunge altre 
informazioni come: 
 Visitor ID: è l’identificativo che viene associato al visitatore. 




Analizzando la struttura dei log file possiamo definire che i due grandi vantaggi 
del loro utilizzo sono la completezza e la facilità di reperimento dei dati che essi 
forniscono. 
4.1.2   Il proxy server  
 
Il proxy server si configura come elemento intermedio tra Server e Client la cui 
necessità si è manifestata all’indomani dell’aumento del traffico in Internet, per 
rendere la navigazione più veloce. I server Proxy sfruttano in maniera evoluta il 
principio di caching cioè la capacità di memorizzare localmente le pagine richieste 
con più frequenza dagli utenti, facendo si di non dover richiedere ogni volta la 
stessa pagina al web server. Il proxy verifica periodicamente che la pagina 
memorizzata risulti aggiornata. I dati raccolti a livello proxy risultano molto simili 
a quelli raccolti a livello Server con la differenza che il primo raccoglie dati di 
gruppi di utenti che a loro volta accedono ad enormi gruppi di web server mentre 
il secondo li possiede nativamente. Dal punto di vista della raccolta dati far 
riferimento al proxy server può risultare dannoso in quanto nei log files non 
rimane traccia del singolo indirizzo IP dell’utente ma tutti vengono contrassegnati 
da un unico IP collettivo perdendo in alcuni casi la possibilità di distinguere gli 
utenti per eventuali azioni. 
4.1.3   Il Web Client  
 
Il Web Client è un altro metodo per raccogliere informazioni facendo uso in 
particolare del browser dell’utente con cui si accede alla rete. Per recuperare le 
informazioni desiderate vengono installati nel browser degli agent cioè 
applicazioni che ne monitorano l’attività. Questi agent possono essere istallati in 
maniera volontaria dagli stessi utenti per raccogliere alcune informazioni oppure 
possono essere istallati da altri soggetti attraverso applicazioni “spia” per cercare 
di capire le abitudini di navigazione. Tutto ciò pone delle riflessioni anche dal 
punto di vista della privacy classificando tali elementi come spyware, ma tutto ciò 
può essere risolto utilizzando programmi che preservano l’integrità del computer 
come antivirus, antispyware ecc. Far subentrare al navigatore la paura di essere 
 45 
 
osservato, fa si che il suo comportamento non sia più veritiero facendo subentrare 
dubbi sulla attendibilità statistica dei dati raccolti. 
4.2  Le tecniche utilizzate nel Web Usage Mining  
 
Le applicazioni di tecniche statistiche sono il fulcro delle analisi nel Web 
Mining le quali sono utilizzate per estrapolare conoscenza dai dati, e la loro 
applicazione in questo paragrafo trova spazio nell’ambito del Web Usage Mining. 
L’applicazione delle tecniche in questo ultimo contesto permette di ottenere una 
profilazione dei navigatori individuando categorie simili di utenti attraverso l’ 
implementazione di modelli in grado di collocare nuovi individui all’interno di 
gruppi omogenei. Queste attività costituiscono una solida base per poter effettuare 
applicazioni di raccomandazioni, e costruire sistemi di e-commerce in grado di 
proporre prodotti correlati a quelli richiesti dall’ utente durante la sua navigazione.  
Di seguito illustreremo le principali tecniche utilizzate oggi, come per esempio 
le regole associative, gli algoritmi di clustering, gli algoritmi di segmentazione e 
le reti neurali. Questo capitolo terminerà con la descrizione di due tecniche di 
profilazione, le quali verranno applicate ad un set di dati, analizzando 
successivamente i risultati a seconda dell’obbiettivo che si vuole raggiungere. Le 
tecniche che andremmo a descrivere possono essere utilizzate in maniera a se 
stanti oppure combinate tra di loro dando luogo a dei modelli utilizzabili nel Web 
Usage Mining. 
4.2.1   Regole Associative e Sequenze 
 
In un contesto di Web Usage Mining le regole associative sono usate per 
identificare le pagine che più frequentemente sono visitate simultaneamente, 
mentre le regole sequenziali vengono sfruttate per trovare modelli di navigazione 
sequenziali che appaiono più frequentemente nelle sessioni utente. La 
metodologia più frequentemente utilizzata prende il nome di clickstream analysis 
cioè l’analisi del comportamento degli utenti nei siti web evidenziando le seguenti 
caratteristiche: 
 Le sezioni del sito più popolari e quelle meno visitate, permettendo di 
comprendere i gusti della propria platea di azione. 
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 I siti più comuni tra i propri utenti, permettendo di sapere da dove 
provengono i propri utenti facilitando il marketing nella definizione di 
azioni promozionali. 
 I punti di uscita più frequenti, fornendo un ottimo indicatore delle pagine 
critiche in termini di usabilità e attrattività. 
 Le chiavi immesse nei motori di ricerca desumendo i gusti e le necessità 
della propria utenza. 
Le regole associative e le sequenze sono tecniche esplorative usate oltre che nella 
clickstream analysis anche nel market basket analysis (analisi del carrello della 
spesa) per poter misurare l’affinità dei prodotti acquistati da un particolare 
consumatore cercando di evidenziare gruppi di prodotti legati ad analoghe 
abitudini di acquisto. L’utilizzo delle regole associative e delle sequenze nel Web 
Usage Mining sono adoperate per determinare la profilazione dell’utenza 
attraverso la scoperta di utilizzo di uno o più siti web. Per l’applicazione di queste 
tecniche è necessario preparare un set di dati mediante operazioni di 
preprocessing (esposte nei capitoli precedenti), dove si ha una matrice, nella quale 
sulle righe compaiono le sessioni di visita (le transazioni), mentre sulle colonne 
troveremo a seconda dell’obbiettivo dell’analisi le pagine (gli items) oppure lo 
stato dei click indicando la pagina consultata per ogni stato della sequenza. 
4.2.2   Algoritmi di clustering 
 
Gli algoritmi di clustering sono utilizzati allo scopo di partizionare unità 
statistiche in una serie di gruppi omogenei al loro interno e quanto più possibili 
eterogenei tra loro. L’obbiettivo degli algoritmi è quello di identificare dei cluster, 
cioè dei sottoinsieme di individui aventi caratteristiche simili tra loro e al 
contempo stesso diverse dal resto della popolazione o più precisamente dagli altri 
gruppi identificati. Sebbene la classificazione è un mezzo efficace per distinguere 
gruppi o classi di oggetti essa richiede una etichettatura del training set che risulta 
molto onerosa infatti spesso è preferibile partizionare i dati in gruppi sulla base 
delle loro similarità ovvero utilizzando clustering e poi assegnare le varie 
etichette. L’analisi dei cluster viene utilizzata in numerose applicazioni come il 
riconoscimento dei pattern, l’analisi dei dati, le ricerche di mercati ecc.  
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Il clustering è una disciplina piuttosto giovane e sta attraversando un enorme 
sviluppo trovando applicazione nella disciplina di Web Mining, del machine 
learning. Il primo passo è quello di selezionare un insieme di individui e variabili 
che concorrono all’analisi mentre la fase successiva è quella relativa alla 
formazione dei gruppi dove la dottrina distingue due grandi famiglie: i metodi 
gerarchici e quelli non gerarchici. I primi si basano su processi iterativi, mentre i 
secondi arrivano a formulare un’organizzazione attraverso gruppi fissati a priori 
dal ricercatore. Un’altra scelta da effettuare è quella dell’indice di prossimità, che 
serve per calcolare la matrice delle distanze tra le unità in analisi. Infine lo steep 
conclusivo consiste nella valutazione del risultato ottenuto tenendo presente lo 
scopo dell’ analisi. Di solito la scelta ottimale si configura come un connubio tra 
la precisione e la correttezza, fornite da un numero di partizioni elevate e dalla 
loro semplicità interpretativa. Esistono diversi algoritmi di clustering e la loro 
scelta dipende dai dati che si vogliono analizzare e dallo scopo dell’applicazione. 
In generale i principali metodi di clustering possono essere classificati come: 
• Metodi di partizionamento: dato un database di n oggetti il metodo di 
partizionamento costruisce k partizioni di dati, dove ciascuna partizione 
rappresenta un cluster in cui k è minore o uguale ad n. In altre parole l’ 
algoritmo classifica i dati in k gruppi che nel loro insieme soddisfano i 
seguenti requisiti:  
1) ciascun gruppo deve contenere almeno un oggetto 
2) ciascun oggetto deve appartenere esattamente ad un gruppo. 
Il criterio generale di un buon partizionamento è che gli oggetti devono 
essere correlati l’un l’altro, mentre gli oggetti di cluster differenti devono 
essere molto distanti tra loro. 
• Metodi gerarchici: crea una decomposizione gerarchica di un dato insieme 
di oggetti ed in base al partizionamento delle unità si distinguono, in 
metodo agglomerativo detto anche approccio “botton up” dove ciascun 
oggetto forma inizialmente un gruppo separato e successivamente gli 
oggetti vicini gli uni agli altri vengono fusi fino a quando non si ottiene un 
unico gruppo, mentre in metodo scissorio detto anche approccio “top 
down” dove gli oggetti si trovano nello stesso cluster ed ad ogni iterazione 
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successiva questo viene diviso in cluster più piccoli fino a quando non si 
verifica una condizione di terminazione. I metodi gerarchici soffrono il 
fatto che una volta compiuto il passo sia di fusione che di suddivisione non 
possono più tornare indietro permettendo di avere un costo 
computazionale gestibile pur sapendo che se si effettua un errore non si 
può più tornare indietro. 
• Metodi basati sulla densità: intesi come metodi di partizionamento che 
clasterizzano gli oggetti basandosi sulla loro distanza. L’idea che sta alla 
base di questo metodo è quella di far sviluppare un cluster fino a quando la 
densità (numero di oggetti) non eccede una determinata soglia. Questo 
metodo utilizza la tecnica DBSCAN la quale costruisce cluster in base ad 
un’ analisi di connettività basata sulla densità. 
• Metodi basati sulla griglia: questi metodi quantizzano lo spazio degli 
oggetti in un numero finito di celle che formano una struttura a griglia. Il 
principale vantaggio di questo approccio sta nella velocità di calcolo che è 
indipendente dal numero di oggetti ma che dipende soltanto dal numero di 
celle in ciascuna dimensione nello spazio quantizzato. 
Alcuni algoritmi di clustering inglobano idee di diversi metodi di clustering, così 
che resta difficile definire in alcune occasioni se un algoritmo appartiene ad un 
metodo piuttosto che ad un altro. 
4.2.3  Algoritmi di segmentazione 
 
Gli algoritmi di segmentazione vengono definiti come metodi di classificazione 
supervisionata dove a differenza dei precedenti algoritmi appena descritti le unità 
vengono classificate secondo una variabile target (detta anche di risposta) di cui 
sono note a priori le modalità che essa può assumere. Le tecniche di 
segmentazione sono procedure che forniscono come output una serie di  partizioni 
contrassegnate, secondo le modalità che la variabile di risposta assume in 
corrispondenza di ciascuna partizione.  
Un tipo di segmentazione è quella binaria dove la variabile può assumere solo 
due tipi di risposta e dove i gruppi determinati dall’algoritmo apparterranno ad 
una o all’altra parte. Il vantaggio dall’uso della segmentazione binaria sta nel fatto 
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dell’intuitività con la quale i risultati vengono esposti e l’agevole interpretazione 
delle regole che definiscono l’appartenenza all’una o altra categoria. 
L’implementazione di una strategia supervisionata permette di rispondere a 
problemi di:  
1. Classificazione intesa come operazione con la quale viene assegnato ad 
una classe un oggetto sulle base degli attributi che lo caratterizzano  
2. Stima intesa come operazioni attraverso la quale si determina un valore 
per un attributo di output incognito  
3. Previsione intesa come operazione attraverso la quale si cerca di 
determinare un comportamento futuro.  
Esistono molti algoritmi ricorsivi di segmentazione che si differenziano a 
seconda del tipo di scelta, del criterio di suddivisione dei gruppi, della regola di 
arresto impiegata, dell’opzioni riguardanti le procedure. Un albero decisionale è 
un esempio di strategia supervisionata, utilizzata in particolare per problemi di 
classificazione dove i record vengono suddivisi continuamente in sottoinsiemi 
omogenei producendo uno schema gerarchico ad albero dove i nodi rappresentano 
gli attributi, i rami i possibili valori dell’attributo e le foglie individuano le classi 
di appartenenza. Esistono diversi algoritmi utilizzati dagli alberi decisionali come 
ad esempio: 
• CART (Classification and regression trees) dove si costruisce l’albero 
binario dividendo le osservazioni ad ogni nodo dopo aver deciso quale tra 
le variabile è la migliore, prendendo in considerazione sia variabili 
qualitative, quantitative che esplicative. Per determinare l’albero ottimale 
si utilizza la tecnica della potatura, cioè si priva l’albero delle parti inutili o 
dannose al funzionamento in termini decisionali escludendo dalla struttura 
tutte le sottobranchie il cui costo–complessità (intesa come perdita 
informativa derivante dalla potatura) determina il taglio del valore minore 
della misura considerata. 
• CHART ( Chi-squared automatic interaction detection) dove per costruire 
la regola ci si basa sul set del chi-quadrato ammettendo come variabili di 
risposta solamente quelle qualitative. La principale differenza rispetto all’ 
algoritmo CART è che questo preferisce bloccare la crescita dell’ albero al 
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livello ottimale, mediante un criterio di arresto esplicito basato sulla 
significatività del test di omogeneità del chi-quadro, inoltre è possibile 
applicare regole divisive rendendo più veloce il raggiungimento della 
soluzione ottimale. 
4.2.4   Reti Neurali 
 
Le reti neurali nascono dall’idea di poter riprodurre alcune delle funzioni e 
capacità del cervello umano costituito da migliaia di neuroni, paragonabili ai nodi 
di una rete. L’area di applicazione delle reti neurali riguarda principalmente il 
riconoscimento di pattern e la classificazione, dove dato un input la rete è in grado 
di analizzarlo e produrre un output che corrisponda ad una determinata 
categorizzazione.  
Questa rete può presentare moltissime interconnessioni tra i nodi dove lo 
schema tipico prevede la presenza di nodi input dove si trovano i dati da 
elaborare, i nodi intermedi che costituiscono il cuore della rete ed i nodi di output 
che hanno il ruolo di comunicare all’ esterno i risultati del calcolo che la struttura 
ha effettuato. Ogni passaggio tra un nodo e l’altro della rete neurale è 
caratterizzato dall’elaborazione di più input che mediante un sistema di pesi 
contribuisce in maniera più o meno determinante alla formazione dell’output. 
 
 
 Figura 4.3 Schema esemplificativo di rete neurale 
 
Nella Figura 4.3 a scopo esemplificativo, si è rappresentata una rete che possiede 
un solo neurone nascosto che elabora n input S pesandoli attraverso dei pesi W. In 
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questo caso la funzione di trasferimento è solamente una ma potrebbe non essere 
così.  
L’apprendimento di una rete neurale può avvenire utilizzando diversi algoritmi 
che permettano di creare una rappresentazione interna dei dati, che porti alla 
creazione di una classificazione degli input con cui elaborare le risposte in uscita. 
Possiamo dividere gli algoritmi di apprendimento in due grandi categorie:  
• Gli algoritmi ad apprendimento supervisionato (supervised learning): in 
questo caso disponendo di un insieme di dati per l’addestramento (training 
set), la rete può imparare a definire le relazioni che li lega. 
Successivamente la rete è addestrata mediante un algoritmo (tipicamente l’ 
algoritmo backpropagation) il quale usa tali dati allo scopo di modificare i 
pesi ed altri parametri della rete stessa in modo da minimizzare l’errore di 
previsione. L’obbiettivo finale dell’apprendimento supervisionato è una 
previsione quanto più possibile veritiera, basandosi su un numero limitato 
di esempi. 
• Gli algoritmi ad apprendimento non supervisionato (unsupervised 
learning): si basano su algoritmi di addestramento che modificano i pesi 
della rete facendo riferimento ad un insieme di dati che includono le sole 
variabili d’ingresso, individuando opportuni cluster facendo uso di dati 
topologici o probabilistici. L’apprendimento non supervisionato è anche 
impiegato per tecniche di comprensione dei dati. 
Il tipo di rete da utilizzare ed il relativo impiego dipende dal problema che si 
vuole analizzare e l’obbiettivo che si vuole raggiungere. 
4.3   Il profiling 
 
Il profiling è un’attività per mezzo della quale una serie complessa di dati relativi 
ad utenti viene elaborata da specifici programmi per generare una segmentazione 
della propria utenza in gruppi omogenei di comportamento. I dati che possono 
essere presi in considerazione per la profilazione sono molteplici. Alcuni esempi 
sono: 
• la serie delle scelte di navigazione effettuate sul sito dagli utenti  
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• la dichiarazione esplicita di preferenze e interessi ottenuta tramite 
procedure di registrazione o sondaggi 
• la raccolta di dati demografici 
• la risposta degli utenti tramite l’ adesione a promozioni 
 
I sistemi di profilazione più avanzati analizzano questi dati mettono a 
disposizione delle aziende la possibilità di segmentare in gruppi la propria 
utenza sia manualmente, scegliendo i parametri da prendere in considerazione, 
sia automaticamente, in base alle capacità native del software utilizzato. In 
entrambi i casi, il valore aggiunto è dato dalle molteplici correlazioni che è 
possibile creare tra i dati raccolti, al fine di ricavarne informazioni 
commercialmente utili. 
Il profiling può essere: 
• Esplicito: ottenuto mediante apposita procedura di registrazione, che 
implica l’invio da parte dell’utente di un modulo contenete dati 
personali. I dati inviati, vengono archiviati in un’apposita base dati, la 
quale fornirà una serie di parametri utili a segmentare la totalità degli 
utenti registrati in gruppi omogenei. 
• Implicito: traccia il comportamento di utenti anonimi nel corso delle 
loro visite ad un sito. Il tracciamento può avvenire sia tramite IP, sia 
tramite cookie. L’insieme delle scelte di navigazione effettuate 
alimenta una base dati, da cui appositi programmi possono estrarre 
associazioni e correlazioni, in grado di segmentare la totalità degli 
utenti tracciati in gruppi omogenei 
Il profiling può essere applicato in diversi campi tra cui: 
• Profilazione risorse umane: permette l’analisi, la valutazione e la 
pianificazione del piano di sviluppo delle risorse, consentendo di ottenere 
un profilo ben delineato. 
• Profilazione del mercato: permette la conoscenza del mercato in cui si 
opera, restituendo da un lato un’ analisi della propria concorrenza e dei 
propri fattori strategici di successo e dall’altro una identificazione della 
propria clientela potenziale. 
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• Profilazione della clientela: consiste nella creazione dinamica di profili 
comportamentali dei clienti consentendo di offrire un maggiore livello di 
servizio attraverso offerte mirate, corredate da tutte le informazioni più 
idonee a semplificare la fruizione del prodotto o del servizio. 
Nella parte successiva di questo capitolo ci occuperemo del tema del profiling 
rivolto al comportamento degli utenti sul Web, applicando due tecniche di Web 
Usage Mining le quali ci permettono di analizzare la scoperta di profili aggregati 
capendo quale è la tecnica migliore da utilizzare a seconda dell’obbiettivo che si 
vuole raggiungere. La prima tecnica è chiamata PACT (Profile Agrregation Based 
on Clustering Transection) ed è basata sul calcolo della sovrapposizione dei 
profili da cluster di transazioni utente, mentre la seconda tecnica è chiamata 
ARHP (Association Rule Hypergraph Partitioning) e deriva dalla sovrapposizione 
dei profili di aggregazione da pageviews (pagine visualizzate) invece che da 
transazioni utente. Ognuna di queste due tecniche genera profili aggregati che 
descrivono il comportamento di sottoinsiemi di utenti sulla base dei loro interessi, 
esigenze e informazioni. 
4.4   Il Framework per la generazione del profiling  
 
Una volta che avremmo definito le due tecniche per la definizione del profiling è 
bene chiarire anche quale sarà il framework (struttura) per arrivare all’obbiettivo. 
Un quadro generale per la definizione del framework è rappresentato dalla Figura 
4.4 nella quale si distinguono le attività offline di preparazione dei dati, di usage 





Figura 4.4 Framework generale per la personalizzazione basato sul Web Usage 
Mining. 
Nella fase di preparazione dei dati vengono utilizzate le proposte euristiche per 
identificare le sessioni utente univoche, adoperando dati anonimi e deducendo i 
riferimenti direttamente dalla cache. In questa fase, le attività che vengono svolte 
sono: il Data Cleaning che determina la rimozione di errori e le referenze 
ridondanti, la Pageview Identification che determina quali pagine di accessi 
contribuiscono a identificare il singolo browser e solamente quelle rilevanti sono 
incluse nel file di transazioni, la Transaction Identification che crea gruppi 
significativi per ogni utente di riferimento sulla base di un modello di 
comportamento, permettendo ad ogni pagina di essere classificata come contenuto 
o riferimento per la navigazione di un particolare utente. Infine abbiamo il 
Support Filtering utilizzato per eliminare il rumore dai dati come ad esempio 
quello generato durante la navigazione degli utenti.  
Il risultato ottenuto dalla fase di preprocessing è definito come un insieme di n 
pagine P ={p1, p2, . . . , pn}, dove ad ogni pagina in modo univoco è associato un 
URL, e una serie di transazioni  utente  T ={t1, t2, . . . , tn} dove ogni ti ∈ T è un 
sottoinsieme di P. Per facilitare le operazioni di data mining come per esempio il 
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clustering consideriamo ogni transazione t come un vettore n-dimensionale, vale a 
dire:  
 
t = w(p1, t),w(p2, t), . . . , w(pn, t) 
 
dove w(pi , t)  è un peso nella transazione t , associato alla pageview rappresentata 
da pi ∈ P. Per essere efficace la personalizzazione dei profili deve avere tre 
caratteristiche principali: 
• Catturare interessi sovrapposti degli utenti, inteso come il fatto che questi 
possono avere interessi comuni fino a un punto della loro storia (di 
navigazione), oltre il quale gli interessi divergono. 
• Avere la capacità di distinguere l’ importanza delle pageviews all’ interno 
del profilo. 
• Una rappresentazione uniforme per permettere al motore delle 
raccomandazioni di integrare facilmente i diversi tipi di profili, 
indipendentemente dal metodo di generazione del profilo stesso. 
Il motore delle raccomandazioni è una componente online del framework di 
personalizzazione dove il server web ha l’obbiettivo di tenere traccia della 
sessione utente tramite le richieste http che vengono effettuate. L’obbiettivo della 
personalizzazione è quello di calcolare un set di raccomandazioni per le sessioni 
utente attive, costituito da oggetti come link, text, prodotti, che più si adattano ai 
profili individuati. La raccolta di dati permette di tracciare l’attività utente tra una 
pagina web e l’altra, facendo si che il set di raccomandazioni rappresenti link 
potenzialmente utili basati sull’ attività storica dell’utente, mentre i profili che 
derivano da sessioni utente anonime contenute nei file di log, rappresentano una 
visione a breve termine della storia di navigazione dell’utente. Il mantenimento 
dell’ attività storica dell’ utente è importante se viene considerato all’ interno della 
navigazione web per definire eventuali suggerimenti. Le caratteristiche strutturali 
del sito o la conoscenza a priori del dominio, possono essere utilizzate per 
associare ulteriori misure di significatività, infatti il proprietario del sito o il 
progettista potrebbero voler prendere in considerazione determinati tipi di pagine 
o categorie di prodotto aventi maggiore rilevanza in termini di raccomandazioni 
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rispetto al contenuto di navigazione, dando maggior peso alla conoscenza del 
dominio. I profili ottenuti rappresentano coppie di pageviews alle quali vengono 
associati dei pesi, consentendo sia alla sessione attiva che al profilo di essere 
considerati come vettori n-dimensionali. Quindi dato un profilo C questo può 





In questo caso avremo che se pi ∈ C, allora verrà assegnato un peso alla 
pageview che si trova all’interno di C, altrimenti verrà assegnato zero. 
Analogamente, la sessione attiva S può essere rappresentata come un vettore 
S=(s1, s2, . . . , sn) dove si  è un peso significativo associato alla corrispondente 
pageview, e se l’utente ha avuto accesso a pi in questa sessione  allora si = 0. 
Nel calcolare il punteggio corrispondente tra i profili e le sessioni attive, 
possono essere utilizzate diverse misure di similarità, prendendo in considerazione 
i coefficienti del coseno comunemente usato per il recupero delle informazioni, il 
quale misura il coseno dell’ angolo tra due vettori. Il coefficiente del coseno può 
essere calcolato normalizzando il prodotto scalare di due vettori rispetto alle loro 
norme vettoriali. 
 
Il punteggio corrispondente viene normalizzato per la dimensione dei profili e 
della sessione attiva. Per determinare quali elementi (non visitati dall’ utente nella 
sessione) sono da consigliare, viene calcolato un punteggio di raccomandazione 
per ogni pageview pi basato sui profili corrispondenti. I due fattori che sono 
utilizzati per determinare questo punteggio di raccomandazione sono: il rapporto 
della sessione attiva con il profilo individuato, e il peso medio di ogni elemento 
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nel profilo. Dato il profilo C e la sessione attiva S, il punteggio di 
raccomandazione Rec(S,p) viene calcolato per ogni pageview p∈C come segue: 
 
 
La radice quadrata della funzione sopra definita compensa l’impatto del conteggio 
del peso della pageview p∈C due volte, normalizzando il risultato con un valore 
compreso  tra 0 e 1. Se la pageview p è nella sessione attiva corrente, il suo valore 
di raccomandazione è impostato a 0. Si ottiene un set di raccomandazioni 
utilizzabile [UREC (S)] per la sessione attiva corrente S se tutte le pagine 
visualizzate hanno un punteggio di raccomandazione che soddisfa una soglia 
minima p e cioè: 
 
dove UP è l’insieme di tutti i profili utilizzati. Per ogni pageview che contribuisce 
all’ utilizzo di profili, viene attribuito il massimo punteggio di raccomandazione, e 
la ragione di questa scelta sta nel fatto che l’attività utente tende ad adattarsi a 
differenti profili di aggregazione durante la visita a siti di diverso genere.  
 
4.5   La tecnica PACT (Profile  Aggregation  Based on Clustering 
Transection) 
 
Data la mappatura di transazioni utente in uno spazio multi-dimensionale, gli 
algoritmi di clustering partizionano questo in gruppi di transazioni che sono gli 
uni vicino agli altri sulla base di misure di distanze o similarità. Possiamo definire 
i clustering come una serie di TC = {c1, c2,. . . , Ck}  cluster di transazioni , dove 
ogni ci è un sottoinsieme dell’ insieme T di transazioni.  
Per ottenere profili di aggregazione da cluster di transazioni utilizzeremo una 
tecnica analoga ai metodi di indicizzazione chiamata PACT (Profile, Aggregation 
Based on Clustering Transection) la quale genera profili aggregati basati su 
centroidi per ogni cluster di transazioni. Ulteriori fattori considerati da tale tecnica 
nel determinare i pesi degli oggetti di ciascun profilo, sono la distanza di 
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collegamento delle pageviews all’interno del percorso fatto dall’utente nel sito e il 
punteggio del profilo in termini di rilevanza.  
La tecnica PACT, esamina per prima cosa gruppi di transazioni dove per ogni 
cluster di transazioni c∈ TC viene calcola la media mc del vettore data dal 
rapporto tra la somma dei pesi delle pageviews attraverso le transazioni in c, 
moltiplicato per il numero totale delle transazioni nel cluster. Per generare profili 
da tenere in considerazione, i pesi vengono normalizzati in modo che il peso 
massimo di utilizzo sia uguale ad uno, mentre i valori sotto una certa soglia m 
vengano filtrati. Un profilo associato ad un cluster c di transazioni è l’insieme di 
tutte le pageviews il cui peso è maggiore o uguale alle soglia definita m. Per 
sintetizzare, avremo che un cluster di transazioni c determinerà un profilo di 
utilizzo prc  attraverso un set di coppie di pageview pesate:  
 
dove il significato del peso (p, prc) della pageview p all’interno del profilo 
utilizzato prc è data da : 
 
dove w(p,t) è il peso della pageview p nella transazione t∈ c.  
Ogni profilo, a sua volta, può essere rappresentato nello spazio come un vettore n-
dimensionale. 
4.6   La tecnica ARHP (Association Rule Hypergraph Partitioning) 
 
La tecnica ARHP (Association Rule Hypergraph Partitioning) calcola direttamente 
cluster di pageview in base alla frequenza di utilizzo e alle transazioni utente 
adoperate, infatti a differenza della tecnica PACT i profili si ottengono definendo 
gruppi di cluster insieme a pagine che contengono transazioni simili.  
Questa tecnica gestisce efficacemente cluster multidimensionali senza la 
necessità di ridurre la dimensione del task di preprocessing e riesce ad analizzare 
una varietà di domini, catturando le relazioni tra gli elementi basandosi su 
percorsi di transazioni utilizzate. Nel caso di transazioni web, le regole associative 
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catturano attraverso le pageview le relazioni tra i percorsi di navigazione effettuati 
dagli utenti, come per esempio l’algoritmo Apriori il quale ricerca gruppi di 
elementi cioè URL che appaiono in file di transazioni. Alcuni URL sono definiti 
come itemsets frequenti, infatti dato un insieme IS = {I1, I2, . . . , Ik} di itemsets, il 
supporto di Ii   è definito come: 
 
Generalmente la soglia di supporto è specificata prima dell’estrazione, ed è 
utilizzata dall’algoritmo per il taglio dello spazio di ricerca, restituendo gli 
itemsets che soddisfano la soglia minima di supporto. Nella tecnica ARHP l’ 
insieme IS di itemsets frequenti sono usati come hyperedgs per formare un 
Hypergraph H=(V,E), dove V ⊆ ⊆ P ed E  IS; questo è un’ estensione del grafo 
nel senso che ogni hyperedgs può connettere più di due vertici. I pesi associati ad 
ogni hyperedge possono essere calcolati sulla base di criteri quali la fiducia delle 
regole associative, il supporto agli itemsets o l’interesse a questi. Per l’ 
applicazione  della tecnica ARHP è necessario definire il peso che si vuole usare 
per ogni hyperedge, e tale associazione può essere fatta utilizzando una funzione 
di interesse così definita: 
 
La funzione di interesse considera il supporto a itemsets frequenti relativi alla 
probabilità che tutti gli elementi che appaiano all’interno del set siano distribuiti 
casualmente. Una misura di interesse maggiore di 1 indica che gli elementi del set 
appaiono insieme più spesso di quanto ci si aspetterebbe in una distribuzione 
causale. L’Hypergraph H viene poi suddiviso in una serie di cluster C dove ogni 
partizione viene esaminata per filtrare vertici che non sono collegati al resto dei 
vertici della partizione. La connettività del vertice v rispetto ad un cluster c è 




Un valore elevato di connettività suggerisce che il vertice ha bordi forti che lo 
collegano ad altri vertici della partizione. I vertici con una misura di connettività 
maggiore di un determinato valore di soglia sono considerati appartenenti alla 
partizione, mentre i vertici rimanenti non appartengono ad essa. L’Hypergraph è 
partizionato in modo ricorsivo fino a quando si raggiunge un criterio di arresto per 
ogni partizione, tale criterio viene determinato secondo una soglia, data dal 
rapporto tra i pesi degli archi tagliati e i pesi degli archi non tagliati nella 
partizione. Per ciascun arco parziale che viene lasciato in un cluster, se la 
percentuale di vertici dall’ arco originale che si trovano ancora nel cluster supera 
la percentuale di sovrapposizione, i vertici rimossi sono aggiunti nuovamente, 
consentendo ad alcuni vertici di appartenere a più di un cluster. Il valore di 
connettività di un elemento sopra definito è importante perché utilizzato come 
fattore primario nel determinare il peso associato a tale elemento all’ interno del 
profilo. 
4.7   Applicazione delle tecniche PACT e ARHP 
 
In questo paragrafo cercheremo di analizzare l’applicazione delle due tecniche 
appena descritte per la determinazione di profiling, in modo da esaminare a 
seconda dell’obbiettivo che si vuole raggiungere, quale tecnica risulta più 
efficace.  
4.7.1   I dati di Setup 
 
I dati utilizzati su cui applicare le due tecniche di profiling sono i log di accesso 
del sito web dell’Associazione per la Ricerca dei Consumatori (ACR). Il sito 
racchiude chiamate per conferenze, riviste relative al comportamento del 
consumatore, un archivio di articoli editoriali ed una varietà di pagine relative a 
questioni organizzative. Il primo steep racchiude una pre-elaborazione di dati 
rimuovendo errori, spider web, ecc per arrivare ad un totale di 18.342 transazioni. 
Il secondo steep è quello di filtrare le pageviews che compaiono in meno di 0,5% 
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o in più dell’ 80% delle transazioni, eliminando quelle brevi cioè con meno di 
cinque referenze. La tecnica PACT utilizza per partizionare il file di transazioni l’ 
algoritmo K-Means, mentre la tecnica ARHP utilizza l’algoritmo Apriori dove 
ogni pageview rappresenta un vertice Hypergraph e ogni lato rappresenta un item 
set frequente al quale viene associato un peso.  
Per introdurre un ulteriore termine di paragone è stata inserita un’altra tecnica 
di generazione di profili e più precisamente la tecnica Clique-Based clustering. Il 
peso degli elementi di ciascun profilo Clique è determinato misurando la 
similarità di vettori con il centroide del cluster. In ogni caso i pesi delle pageviews 
sono stati normalizzati in ogni profilo al massimo peso cioè 1. Nel caso dei 
metodi PACT e ARHP la massima sovrapposizione tra le coppie di profili è 
sempre minore del 50% invece il metodo Clique tende a generare un numero 
elevato di cluster sovrapposti, differendo di soli 1 o 2 elementi. 
4.7.2   Le misure per l’efficacia delle raccomandazioni   
 
La prima misura che viene calcolata è la percentuale media di visita dei profili top 
(introdotta da Perkowitz e Etzioni) generati da ciascun metodo, la quale ci 
permette di valutare l’efficacia di ogni profilo in base alla probabilità che un 
utente visiti una qualsiasi pagina e successivamente visiti le restanti durante la 
stessa sessione.  
Definito l’algoritmo che prende i pesi di elementi all’interno dei profili 
considerati, in particolare sia T l’insieme delle transazioni, pr un profilo, Tpr  un 
sottoinsieme di T i cui elementi contengono almeno una pagina di pr la 
somiglianza media ponderata al profilo pr  su tutte le transazioni è calcolata come: 
 
La percentuale di visita media ponderata (WAVP) è ottenuta divedendo il tutto 






I profili generati da ciascun metodo sono stati classificati in base alla loro WAVP.  
Al di là dei primi due o tre profili come si può vedere dalla Figura 4.5, sia le 
tecniche Hypergraph che Clique sembrano operare in modo simile mentre il 
metodo PACT è complessivamente migliore rispetto alle altre due tecniche. La 




Figura 4.5 Comparazione dei profili top determinati dalle tecniche di profiling   
                 basati sulla percentuale media delle visite ponderate. 
 
Una buona indicazione della qualità dei singoli profili, non è di per se 
sufficiente a misurare l’efficacia di un sistema di raccomandazione infatti ci 
possono essere diversi fattori che possono influenzarla. Per queste ragioni è 
importante valutare l’ efficacia dei profili di utilizzo anche attraverso l’impiego di 
altre misure come la precisione, la copertura, F1 e R. Supponiamo di avere la 
transazione t (presa dal set di valutazione) e una finestra w ⊆ t (di misura |w|) per 
produrre un set di raccomandazioni R, si userà il motore di raccomandazione, la 
cui precisione R rispetto a t è definita come: 
 




In questo contesto la misura di precisione è il grado in cui il motore di 
raccomandazione produce raccomandazioni puntuali. Nessuna di queste misure 
prese singolarmente è sufficiente per valutare le prestazioni del motore di 
raccomandazione, infatti questo è particolarmente vero nel commercio elettronico 
dove una bassa precisione può portare i clienti a non essere soddisfatti o 
interessati agli articoli consigliati, mentre una bassa copertura può comportare un’ 
incapacità del sito di produrre rilevanti raccomandazioni durante l’interazione 
dell’utente con esso. Idealmente ognuno di noi vorrebbe avere una elevata 
precisione, copertura e tutto ciò potrebbe essere raggiunto utilizzando la misura 
F1: 
 
La misura F1 raggiunge il suo massimo valore quando sia la precisione che la 
copertura sono massimizzate. Il motore di raccomandazione tende a raggiungere 
una migliore copertura quando si analizza un set di dati elevato rispetto a quando 
l’attenzione è basata su uno piccolo, infatti molti utenti visitano porzioni 
essenziali del sito, con il risultato di avere una densità elevata di analisi. Il 
desiderata sarebbe di avere un set di raccomandazioni moderato mantenendo una 
precisione e copertura come se avessimo un set elevato di dati. Per catturare 
questa nozione, si introduce una misura ibrida di nome R la quale si ottiene 
dividendo la copertura per la grandezza del set di raccomandazione. Le 
motivazioni per cui viene introdotta la misura R stanno nel fatto che possiede una 
migliore capacità nel catturare i cambiamenti delle performance degli algoritmi, al 
variare della grandezza delle finestre.  
4.7.3  Valutazione dei risultati ottenuti 
 
Di seguito esamineremo i risultati ottenuti utilizzando le tre tecniche descritte 
prima per la determinazione di profili e le misure associate ad esse per ottenere 
raccomandazioni efficaci. Data un transazione t ed una finestra di grandezza n, 
 64 
 
vengono scelti in maniera casuale |t|−n +1 gruppi di elementi come finestre di 
sessioni attive ognuna avente dimensione n.  
Per ognuna di queste sessioni attive si produrrà un set di raccomandazioni, 
basato su profili di aggregazione e si comparerà questo con il set di elementi 
rimanenti nella transazione al fine di calcolare la precisione, la copertura, F1 e R. 
Per ciascuna di queste misure, il punteggio finale per la transazione t è stato il 
punteggio medio su tutte |t|−n +1 sessioni attive associate a t. Per determinare un 
set di raccomandazioni basato su sessioni attive, si varia la soglia di 
raccomandazione da 0,1 a 1,0. 
 
 
Tabella 4.2 Copertura e numero medio di raccomandazioni con una finestra di 
grandezza pari a 2 
Una pagina è inclusa in un set di raccomandazioni se e solo se ha un punteggio 
di raccomandazione maggiore o uguale ad una determinata soglia. Chiaramente 
sono meno le raccomandazioni prodotte a soglie elevate, mentre avremo un 
punteggio di copertura elevato a soglie più basse, infatti idealmente 
auspicheremmo che il motore di raccomandazioni produca poche  
raccomandazioni  ma di elevata rilevanza. La Tabella 4.2  mostra una porzione dei 
risultati prodotti dal motore di raccomandazione per i tre metodi di generazione di 
profili, utilizzando una sessione di grandezza pari a due. Per esempio ad una 
soglia di 0,6, il metodo Hypergraph  produce una copertura del 0,52 con un set si 
raccomandazione di misura  6,97 su tutte le prove, ciò significa che in media il 
52% delle pagine effettivamente visitate dagli utenti nella valutazione del set di 
transazioni, corrisponde alle prime sette raccomandazioni prodotte dal sistema.  
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La valutazione dei risultati per le finestre attive di grandezza due sono 
rappresentati in Figura 4.6. In termini di precisione, il metodo PACT supera 
nettamente gli altri due metodi in particolare per elevati valori di soglia, mentre il 
metodo Hypergraph ha mostrato una performance piuttosto scarsa in termini di 
precisione raggiungendo però un elevato livello di raccomandazione su tutto, con 
una precisione riferita ai buoni punteggi di F1. La misura R accerta il metodo 
PACT come il chiaro vincitore in termini di accuratezza della raccomandazione ad 
elevate soglie dove però sono prodotte un numero molto piccolo di 
raccomandazioni. Va sottolineato che i punteggi raggiunti da queste misure sono 
solo basati su semplici dati di clickstream anonimi e con poche pagine (in questo 
caso due) utilizzate per produrre raccomandazioni. Nel caso del metodo  PACT, i 
risultati mostrano che esso può essere una tecnica efficace per la 
personalizzazione basata esclusivamente su clickstream anonimi degli utenti, 
soprattutto nelle prime fasi di interazione tra questi ed il sito verificando la loro 
disponibilità ad  approfondire informazioni (il tutto prima della registrazione). 
 La Figura 4.7 mostra l’ effetto dell’incremento della grandezza della finestra 
da due a tre sulle misure F1 e R. Fatta questa variazione possiamo notare come 
tutte e tre le tecniche ottengono una performance migliore sottolineando il fatto, 
che il metodo PACT  ha dei problemi  rispetto agli altri due nella misura R mentre 
il metodo Hypergraph ha il miglior punteggio nella misura F1 producendo una 




Figura 4.6  Efficacia della  raccomandazione  utilizzando  la finestra di grandezza  
pari a 2 basata sulle misure precisione, copertura, F1, R. 
 
Figura 4.7 Aumento della grandezza della finestra (da 2 a 3) sull’efficacia della 
raccomandazione basata sulle misure F1 e R. 
 
Nonostante il fatto che il metodo Hypergraph ha ottenuto un punteggio inferiore 
rispetto ai metodi PACT e Clique in termini di accuratezza della precisione, l’ 
osservazione dei risultati di raccomandazione ha mostrato come il metodo 
Hypergraph tende ha produrre raccomandazione più “interessanti”; cioè  va più in 
profondità sugli aspetti del sito dovuto al fatto che l’interesse del set di elementi è 
stato utilizzato per calcolare i pesi relativi ai “hyperedges”. Intuitivamente 
consideriamo un oggetto (pagina o prodotto) più interessante o utile se l’utente lo 
richiede durante la sua navigazione piuttosto che se viene consigliato dal motore 
di raccomandazione. Al fine di valutare l’ efficacia delle tre tecniche di 
generazione di profili (PACT, ARHP, Clinique), sono state filtrate le pagine di 
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navigazione di livello top sia nel set di training che in quello di valutazione 
rigenerando i profili aggregati.  
La Figura 4.8 illustra le performance delle tre tecniche applicando il filtro 
basato su finestre di sessioni attive di grandezza pari a due mostrando i risultati 
relativi alle misure precisione e F1. I risultati ottenuti dimostrano che filtrando il 
set di dati si sono prodotte prestazioni migliori per tutte tre le tecniche e cioè un 
moderato miglioramento per quella Clique, un miglioramento più importante per 
quella Hypergraph ed in misura leggermente minore per quella PACT. In 
particolare la tecnica Hypergraph ha performato meglio delle altre due in questo 
esperimento, in quanto essa tende a produrre raccomandazioni più interessanti, 
avendo un miglioramento in termini di precisione rispetto al metodo PACT. La 
Figura 4.9 mostra come il metodo Hypergraph migliora, in termini di misura R, 
quando si confrontano i risultati applicando o no il filtro al set di dati, e 
aumentando la dimensione della finestra da due a tre.  
 
 
Figura 4.8 L’impatto dei filtri sull’efficacia della raccomandazione basato sulle 
performance delle misure di precisione e F1. I risultati rappresentano solo la 







Figura 4.9 Il miglioramento delle performance ottenuto con il metodo Hypergraph  
dovuto al filtraggio e all’aumento della misura della finestra 
 
4.8  Considerazioni 
 
Concludiamo questo capitolo facendo alcune considerazioni sulla base dei risultati 
visti sopra. Gli esperimenti indicano che la tecnica Clique non è adeguata per la 
generazione di profili rispetto a quella PACT e ARPH, a causa dei costi elevati di 
calcolo della matrice di distanza o similarità per tutte le coppie di pageviews a 
fronte di una elevata mole di traffico del sito web. Le performance globali delle 
tecniche PACT e ARPH sono migliori rispetto a quella Clique sia quando si 
considerano i singoli profili sia quando si considera il loro utilizzo come parte del 
sistema di raccomandazione.  
Confrontando il metodo PACT e ARPH emerge che il metodo PACT è il 
vincitore assoluto in termini di precisione della raccomandazione, su dati senza 
restrizioni mentre ARPH fa meglio quando ci si concentra su oggetti 
“interessanti” intesi come pagine di contenuti che si trovano più in profondità all’ 
interno del sito. In generale il metodo ARPH sembra produrre un piccolo insieme 
di alta qualità e molto specializzato, anche quando una piccola porzione di 
clickstream dell’utente è utilizzata dal motore di raccomandazione, mentre il 
metodo PACT ha un vantaggio quando considera tutte le pagine rilevanti del sito 
in modo particolare quando la grandezza della pagina della sessione viene 
aumentata. L’utilizzo del metodo PACT o ARPH dipende dagli obbiettivi di 
personalizzazione che si vogliono raggiungere, infatti si può concludere che se 
l’obbiettivo è quello di fornire un numero ristretto di raccomandazioni, allora il 
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metodo ARPH può essere il più appropriato trovando conferma nel fatto che solo 
porzioni specifiche del sito devono essere personalizzate, come per esempio la 
relazione tra prodotti o pagine di contenuti mentre se l’obbiettivo è quello di 
fornire una soluzione di personalizzazione più generalizzata, integrando contenuto 
e pagine di navigazione in tutto l’ intero sito, allora il metodo PACT fornisce 
evidenti vantaggi. 
4.9  Riepilogo 
 
In questo capitolo siamo andati ad analizzare un aspetto specifico del Web Usage 
Mining e cioè il Profiling. Siamo partiti con la spiegazione di quali sono le fonti 
dati su cui applicare gli algoritmi per definire la profilazione. Successivamente 
abbiamo analizzato gli algoritmi utilizzati per il Profiling, concentrandoci  
principalmente su due tecniche come quella PACT e ARHP. Infine abbiamo visto 
come  le due tecniche in questione, applicate allo stesso set di dati si comportano 
in modo differente nel generare profili, in quanto tutto dipende dall’obbiettivo che 

















5. LE ASTE NELLA ATTIVITÀ SEM  
 
Le vendite al dettaglio on-line in questi ultimi anni sono cresciute ad un tasso 
annuale molto elevato introducendo il concetto di aste elettroniche come un 
meccanismo importante per gli scambi nei moderni marketplace. Tre esempi sono 
i giganti del web quotati in borsa eBay, Amazon e Yahoo, conosciuti per la loro 
notevole capacità di attrarre un grande numero di acquirenti e venditori in un 
unico mercato nel quale viene venduto una enorme gamma di prodotti unici. I 
volumi di vendita, sempre maggiori, realizzati dalle grandi compagnie che 
operano nel settore delle aste online confermano la sostanziale crescita della 
fiducia degli utenti verso gli acquisti on-line, visti con occhio positivo soprattutto 
in favore della parallela crescita dell’offerta, arricchitasi negli ultimi anni non solo 
in quantità e qualità, ma anche sotto l’aspetto della convenienza dei prezzi e della 
semplicità di accesso.  
All’interno di questi meccanismi di aste si incastrano quelle relative alla 
visualizzazione di link sponsorizzati da parte di motori di ricerca che stanno 
assumendo un' importanza sempre più rilevante all'interno della comunità 
scientifica. La loro grande efficacia, unita al crescente utilizzo dei motori stessi, 
rende questa forma di pubblicità la più produttiva, in termini di ritorno 
economico, tra i diversi formati pubblicitari utilizzati su Internet. Gli inserzionisti 
offrono un certo valore per determinate parole e quando l'utente effettua una 
ricerca, il motore utilizza un meccanismo d'asta per selezionare i link 
sponsorizzati da visualizzare a fianco dei risultati.  
5.1  Le campagne Pay Per Click (PPC) 
 
Una campagna di annunci sponsorizzati può costituire una buona strategia di 
visibilità per le aziende sui motori di ricerca, talvolta anche di lungo periodo. L’ 
annuncio sponsorizzato è costituito da un test sintetico, in cui l’annuncio dell’ 
azienda viene pubblicato sulla destra del motore di ricerca, in risposta a 
determinate richieste per le quali essa è candidata, cioè quando un utente inserisce 
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nel campo del motore le parole chiave che l’impresa ha selezionato. Se per 
esempio un’agenzia di viaggio acquista la parola chiave “Roma”, ogni volta che l’ 
utente digita questa parola nel motore di ricerca, nella sezione degli annunci 
sponsorizzati apparirà un link a quella determinata agenzia, e se l’utente clicca sul 
link sarà rimandato alla pagina web dell’inserzionista. Quest’ ultimo infine paga il 
motore di ricerca per aver indirizzato l’utente sulla sua pagina web, e tutto ciò 
prende il nome di “pay per click” (PCP).  In questo caso l’ inserzionista paga una 
tariffa unitaria in proporzione ai click ovvero solo quando un utente clicca 
effettivamente sull’annuncio.  
Un esempio di campagna Pay per click è rappresentato dalle keywords 
advertising cioè annunci sponsorizzati che compaiono vicino a quelli che il 
motore di ricerca restituisce a fronte della indagine effettuata. Rispetto alla 
pubblicità off-line, la keyword advertising presenta costi minori ed una maggiore 
possibilità di controllo degli utenti ai quali vengono esposte le inserzioni. Molto 
importante è capire quanto un’impresa rispetto ad altre è disposta a pagare per 
ogni clic e quanto tempo si impiega per scegliere la parola più appropriata, per 
attrarre sul sito dell’ azienda solo chi è realmente interessato. In questa attività ad 
asta si può dedurre se si è disposti a spendere di più degli altri per avere vantaggi 
competitivi, infatti oggi tutto ciò è diventato molto complesso ed oneroso, ed è 
consigliabile rivolgersi a specialisti del settore per individuare i budget adeguati in 
base ai risultati che si vogliono raggiungere.  
In generale il grande interesse economico delle imprese ad essere presenti nei 
primi posti quando l’utente effettua la propria ricerca, deriva da due 
considerazioni principali: 
1. Il fatto che una parola chiave può far visualizzare sulle pagine del motore 
di ricerca anche centinaia di migliaia di risultati. 
2. La maggior parte degli utenti non va mai oltre la seconda pagina dei 
risultati legata ad una determinata ricerca. 
La visualizzazione degli annunci sui risultati delle pagine viene regolamentato da 
un meccanismo ad asta definito “Bid”, all’interno del quale, maggiore è la volontà 
di apparire e maggiore risulta il pagamento per ogni click. Di seguito 
approfondiremo il meccanismo delle aste, mettendo in luce quali sono le tipologie 
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più utilizzate e concentrandoci in modo particolare su quelle utilizzate per i link 
sponsorizzati. 
5.2  Aste ed il relativo funzionamento 
 
Le aste sono tra i più antichi meccanismi utilizzati per la vendita di un bene, ma 
solo recentemente la teoria economica ha reso possibile un’analisi approfondita 
tra queste, a fronte di condizioni di incertezza. Il funzionamento delle aste 
utilizzato dai più grandi motori di ricerca (Google, Yahoo, ecc), non si differenzia 
in maniera significativa l’una con l’altra.  
Il meccanismo su cui si basano le aste è dato dal fatto che un advertiser inteso 
come inserzionista sceglie una o più parole chiave da associare al prodotto o 
servizio che vuole vendere. Ogni advertiser fa un’ offerta (bid) per ogni keyword 
pari al prezzo che è disposto a pagare per ogni click che gli utenti faranno sull’ 
annuncio. Quando l’utente del motore di ricerca effettua una query di ricerca, 
vengono mostrati gli annunci degli inserzionisti posizionati in base alla loro 
offerta (o in base ad una funzione della loro offerta) e l’advertiser con l’offerta più 
alta guadagna la posizione migliore, che generalmente corrisponde a quella in cui 
la probabilità di click è più alta. Se infine l’utente clicca sul link dell’annuncio, 
l’advertiser paga una cifra al motore di ricerca che dipende dall’offerta fatta per 
un click. 
I tradizionali meccanismi di asta sono classificati in base alla tipologia del bene 
messo all’asta (indivisibile oppure divisibile), al metodo di trasmissione delle 
offerte (in busta chiusa o in forma orale). Combinando queste regole è possibile 
determinare i quattro principali tipi di asta che di consueto vengono considerati 
nella teoria economica. Esse vengono descritte qui di seguito. 
5.3  Tipi di aste 
 
I diversi tipi di aste che andremo ad analizzare mettono in risalto le differenti 
modalità di comportamento degli acquirenti, a fronte della loro volontà di 
acquistare il bene, ed il comportamento dei venditori a fronte della loro capacità di 
fornire  ciò che viene richiesto. Ci sono molti modi di impostare le aste, quelli che 
andremo ad analizzare si riconducono ad aste in cui ci sono molteplici beni ad 
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essere venduti ai quali gli acquirenti assegnano valori differenti. La 
considerazione di base che viene effettuata è il fatto che ciascun acquirente da un 
valore intrinseco al bene che viene messo all’asta, infatti ognuno potrebbe 
acquistare l’oggetto per un prezzo maggiore del suo valore. I principali tipi di asta 
che andremo ad analizzare sono: 
1. Asta ad offerta crescente, chiamate anche asta Inglese 
L’asta ad offerta crescente è senz’altro quella più nota, ed è quella 
utilizzata normalmente per l’aggiudicazione di oggetti d’arte. Gli 
acquirenti sono riuniti in una stanza, dove vi è un banditore il quale parte 
da un determinato prezzo chiamato base d’asta e sollecita le offerte al 
rialzo fin tanto che non c’è un’offerta che viene superata. Il vincitore è 
colui che ha effettuato l’ultima offerta e paga un prezzo pari alla sua 
ultima proposta. Ci sono anche aste orali in cui gli acquirenti gridano i 
prezzi o li inviano elettronicamente le quali sono considerate aste a forme 
crescenti. Il successo di un’ asta inglese, dal punto di vista del venditore, si 
ha quando vi è un elevata competitività dei potenziali acquirenti mentre 
dal punto di vista dell’ acquirente, si ha un successo quando si effettua un’ 
offerta di poco superiore alla penultima. Spesso in questo modo si acquista 
il bene ad un prezzo più basso rispetto alla sua massima valutazione, ed il 
venditore non riesce ad ottenere il valore massimo che gli acquirenti sono 
disposti a pagare. In queste tipologia di asta un vantaggio per il 
compratore è la disponibilità di informazioni, infatti tutti i partecipanti 
sono in grado in ogni momento di sapere il prezzo corrente e l’identità dei 
concorrente così che si ha la possibilità di riesaminare la propria 
valutazione man mano che l’asta prosegue. In certe situazioni per limitare 
la quantità di informazioni diffuse e quindi dare un vantaggio ai propri 
competitors, alcuni partecipanti all’asta decidono di utilizzare dei 
mandatari i quali effettuano le offerte di acquisto a seconda degli input che 
gli vengono dati. Infine in questa tipologia di asta è abbastanza diffuso il 
pericolo della “maledizione del vincitore” (winner’s curse), cioè il 
fenomeno in cui il vincitore paga un bene più del suo valore reale. Tutto 
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ciò è causato spesso per l’alto livello di competizione e per l’inesperienza 
dei partecipanti. 
 
2. Aste ad offerta discendente, chiamate anche aste Olandesi 
Le aste ad offerta discendente possono essere accostate come tipologia a 
quelle appena viste (aste Inglesi), con la sola differenza che le offerte sono 
al ribasso. Il venditore in questo caso parte da un prezzo elevato e lo 
abbassa gradualmente fino a quando un acquirente accetta l’offerta. Si può 
verificare anche il caso in cui il venditore dichiari il bene invenduto 
quando si arriva ad un prezzo troppo basso dove nessun acquirente ha 
effettuato la propria offerta. Al contrario dell’asta all’Inglese, l’asta 
Olandese, rivela poche informazioni circa i prezzi dei concorrenti, infatti 
nessuno effettua offerte tranne il vincitore,  e quindi quello che si osserva è 
solo il prezzo di vendita finale e l’identità dell’acquirente. Nel sistema ad 
aste Olandesi, se il compratore con il più alto interesse vuole realmente un 
bene, allora non può attendere troppo a lungo per fare la sua offerta, 
proponendo un valore quanto più vicino ad esso. 
3. Aste in busta chiusa di primo prezzo  
In questa tipologia di asta tutti i partecipanti presentano le proprie offerte 
in buste sigillate secondo le norme previste, ed il bene viene aggiudicato al 
maggior offerente che pagherà esattamente quello che ha offerto. La 
caratteristica principale di questa tipologia è che ciascun partecipante 
conosce solo il livello della propria offerta, e riuscirà a conoscere solo in 
una fase successiva,  le altre offerte in quanto rese pubbliche. L’ asta in 
busta chiusa di primo prezzo è detta “isomorfa” rispetto alle aste Olandesi, 
poiché le considerazioni che guidano i partecipanti nell’ elaborazioni delle 
offerte sono identiche nei due casi, infatti gli acquirenti devono decidere 
quale prezzo offrire senza conoscere le offerte degli altri partecipanti ed il 
vincitore paga un prezzo pari alla propria offerta. Quindi le aste Olandesi e 
quelle in busta chiusa di primo prezzo sono equivalenti, infatti ogni 
considerazione che si effettua per le aste di primo prezzo deve ritenersi 
valida anche per l’asta ad offerta discendente.  Da punto di vista di chi 
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deve acquistare il bene, effettuare un’offerta elevata aumenta la probabilità 
di vittoria, abbassando il profitto però in caso di vincita quindi una buona 
strategia è quella di proporre un’ offerta vicina al reale valore del bene 
evitando anche la formazione della problematica della maledizione del 
vincitore. 
4. Aste in busta chiusa di secondo prezzo o asta di Vickrey. 
In questa tipologia di asta le offerte vengono presentate in forma scritta ed 
il bene viene assegnato al miglior offerente, che però paga un prezzo pari a 
quello indicato dal secondo compratore in ordine di valutazione, cioè il 
vincitore paga meno di quello che ha offerto. Dal punto di vista del 
venditore appare ovvio il fatto che si guadagni meno rispetto se si 
utilizzasse un’ asta Inglese ma non è così, infatti i partecipanti modificano 
le loro offerte in base alle diverse regole tendendo ad offrire di più che in 
altre aste. Partecipanti aggressivi nell’effettuare l’offerta sono favoriti nell’ 
ottenere il bene, ma pagheranno un prezzo vicino a quello stabilito dal 
mercato. In un asta di questa tipologia è bene offrire un prezzo che si 
ritiene opportuno per il bene, perché questa offerta domina tutte quelle di 
valore inferiore infatti se il partecipante non segue la strategia ottima e 
offre meno della sua valutazione diminuisce la sua probabilità di vittoria, 
viceversa se offre di più si rischia il fenomeno della maledizione del 
vincitore. Se tutti i partecipanti adottano la strategia di offrire il vero 
prezzo, il bene viene vinto dal miglior offerente ad un prezzo pari alla 
seconda offerta più alta.  I vantaggi dell’asta Vickrey possono essere quelli 
di non incorrere nella maledizione del vincitore, e che i partecipanti siano 
più aggressivi nelle offerte permettendo al venditore di ottenere un 
maggior guadagno. In generale rispetto agli altri formati, l’asta Vickrey 
richiede meno tempo per preparare le offerte permettendo una 
partecipazione maggiore. 
5.4   Utilizzo delle aste:  Keyword Advertising 
  
La keyword advertising come tutto il settore della pubblicità sui media, definisce 
due attori principali, da un lato le imprese inserzioniste che intendo pubblicizzare 
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i propri prodotti o servizi e dall’altro i motori di ricerca e gli utenti che navigano 
in Internet. Una novità importante introdotta dal meccanismo di keyword 
advertising, sono i criteri con cui le imprese pagano il motore di ricerca per l’ 
acquisto di spazi pubblicitari infatti a differenza dei pagamenti utilizzati dai media 
tradizionali (display advertising e classifieds), dove l’inserzionista paga una 
somma per un determinato numero di volte che il proprio messaggio viene 
mostrato ad un potenziale consumatore, in questo caso si è affermato il sistema 
del costo per click (pay per click). Ogni volta che un utente inserisce una parola in 
un motore di ricerca, il sistema restituisce una pagina con dei risultati dove sono 
presenti alcuni link sponsorizzati e cliccando su uno di questi, l’utente viene 
trasferito sulla pagina dell’inserzionista, che per questo servizio paga una certa 
somma al motore di ricerca.  
Lo spazio in cui il motore di ricerca può posizionare gli inserzionisti è limitato 
e proprio per questo ad ogni ricerca effettuata dall’utente, il motore di ricerca deve 
affrontare il problema di scegliere quali inserzionisti mostrare attraverso la 
definizione di alcuni criteri. Per le allocazioni delle posizioni, i motori di ricerca 
utilizzano un meccanismo ad asta, dove ogni inserzionista specifica un certo 
numero di parole a cui è interessato, assegnandogli ad ognuna un valore 
economico, successivamente ad ogni ricerca il motore scegli un sottoinsieme di 
inserzionisti tra quelli interessati dalla parola ricercata.  
Tutti questi aspetti oltre a costruire delle novità interessanti su come effettuare 
la pubblicità su Internet permettono di mettere in risalto spunti teorici da 
analizzare. Di seguito descriveremo il meccanismo delle aste applicate al  
keyword advertising approfondendo le regole di assegnazione. 
5.5  Asta al primo prezzo “generalizzata” 
 
Questo primo meccanismo fu introdotto nel 1997 dal motore di ricerca Yahoo e 
prevedeva la possibilità per ogni inserzionista, di effettuare un’offerta di prezzo 
per una determinata keyword a seconda della propria disponibilità economica. 
Con questo meccanismo gli inserzionisti potevano personalizzare i propri 
messaggi specificando le parole chiavi rilevanti per i prodotti da sponsorizzare, 
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piuttosto che pagare un banner mostrato indistintamente a chiunque avesse 
visitato il sito web.  
Ogni qual volta che il navigatore clicca sul link sponsorizzato, all’inserzionista 
viene imputato l’ultimo ammontare offerto per click, che coincide esattamente con 
la sua offerta di prezzo. La somma complessiva pagata al motore di ricerca non è 
altro che il prodotto tra il prezzo unitario (o costo per click) e il numero di click 
effettivamente ottenuti da ciascun inserzionista dove l’allocazione degli spazi 
pubblicitari avviene secondo l’ordine delle offerte, cioè chi ha effettuato l’offerta 
più elevata ottiene la posizione migliore.  
Questo tipo di asta viene chiamata generalized first price (GFP) e volendola 
definire in modo più formale come definito da (Meccheri, 2009), pensiamo di 
avere S slot disponibili su una pagina web e indichiamo con s il generico slot, 
quindi s =1,2,3….S. Assumiamo inoltre che gli slot siano indicizzati (in ordine 
decrescente) in base al loro grado di “appetibilità” per gli inserzionisti: più 
esattamente, indicando con xs il numero di click che lo slot s consente di ottenere, 
quindi abbiamo che x1 > x2 > … > xs.  Immaginiamo poi che vi siano A ≥ S 
inserzionisti interessati ad “accaparrarsi” gli slot e indichiamo con a il generico 
inserzionista, quindi a = 1, 2,…,A. Indichiamo poi con ba l’offerta di prezzo fatta 
dall’inserzionista  assumendo per semplicità che gli  inserzionisti siano indicizzati 
(in ordine decrescente) rispetto alla propria offerta, cioè risulti b1 > b2 > … > ba.   
Un meccanismo d’asta al primo prezzo generalizzata (GFP) implica allora che 
l’inserzionista a ottenga lo slot s = a e debba pagare, per ogni click che ottiene, un 
prezzo ps pari a ps = bs (= ba). Inoltre, la somma effettivamente pagata 
dall’inserzionista al motore di ricerca è pari a bsxs. Per chiarire ulteriormente il 
funzionamento del meccanismo in questione consideriamo il seguente esempio 
trattato da Edelman et al. (2007).   
Esempio: Immaginiamo la seguente situazione: vi sono 3 slot pubblicitari 
disponibili da assegnare e 4 inserzionisti interessati a tali slots. Immaginiamo che 
il primo slot consenta di ottenere 300 click per unità di tempo, mentre il secondo 
slot ne garantisce 200 ed il terzo 100. Assumiamo, inoltre, che l’effettiva 
disponibilità a pagare per ogni click degli inserzionisti 1,2,3 e 4 sia pari, 
rispettivamente, a $10, $6, $4 e $2 e che gli inserzionisti conoscano la 
 78 
 
disponibilità a pagare degli altri: si tratta, cioè, di un gioco ad informazione 
completa.  
Supponiamo che, per garantirsi uno slot, il secondo inserzionista faccia 
un’offerta pari a $4,01. Allora, il primo inserzionista non vorrà offrire più di 
$4,02, in quanto non ha bisogno di pagare più di quanto necessario per fargli 
guadagnare la prima posizione. A questo punto, l’advertiser 2 vorrà rivedere la 
propria offerta a $4,03 per ottenere lui lo slot principale, e a sua volta 
l’inserzionista 1 alzerà la sua offerta a $4,04, e così via. Ad un certo punto, il 
primo inserzionista offrirà una somma ($6,01) che il suo più stretto rivale non sarà 
più in grado di “rilanciare”. In quest’ottica, all’inserzionista numero 2 converrà 
ora abbassare la propria offerta al livello più basso per lui possibile ($2,01), così 
da ridurre i costi ed al contempo preservare il proprio secondo posto, che risulta 
essere la miglior posizione da lui ottenibile sulla base dell’offerta fatta dal primo 
advertiser.  
Per questo meccanismo, alcuni inserzionisti si servono di un sistema di «auto-
offerta», per il quale un software aggiusta automaticamente l’offerta 
dell’inserzionista in base alla disponibilità che si ha per un click, per raggiungere 
il posizionamento desiderato ed evitare al contempo, la sopravvalutazione 
dell’offerta. Il software, aumenta automaticamente l’offerta tramite incrementi 
nell’ordine dei $0,01 al fine di ottenere la posizione più alta possibile, essendo in 
grado di riconoscere l’opportunità di abbassare l’offerta senza incorrere in perdite 
di posizione, secondo il meccanismo sopra descritto. Questo sistema di auto-
offerta non ha fatto altro che intensificare l’instabilità nei modelli di asta al primo 
prezzo, già indeboliti da investimenti inefficienti, che causano volatilità nei prezzi 
ed inefficienze allocative.  
 Concludendo, possiamo affermare che nell’analizzare l’asta GFP, i giochi 
«one-shot» tra gli inserzionisti, in un modello ad informazione completa e libera 
entrata, non portano ad alcun equilibrio, per due motivi principali: innanzitutto, in 
questo meccanismo, gli offerenti si muovono solitamente in maniera sequenziale, 
in quanto è raro vedere due agenti che promuovono una propria offerta allo stesso 
momento. Inoltre, la decisione di ogni advertiser è in ogni momento dipendente 
dalle offerte in essere degli altri competitor, cosicché, qualora uno di questi 
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modifichi la propria offerta, tale azione molto probabilmente innescherà una 
reazione a catena di cambiamento di esse. 
5.6   Asta al secondo prezzo “generalizzata” 
 
Le problematiche derivanti dalle aste GFP, hanno spinto diversi motori di ricerca 
tipo Google, ad introdurre un proprio sistema pay per click denominato “Google 
Adwords”, un meccanismo di asta alternativo per la vendita di slot pubblicitari 
basato su un’asta generalized second price (GSP) i cui vantaggi sono stati 
evidenti, al punto che l’utilizzo di questo nuovo meccanismo viene adottato anche 
da altri motori di ricerca.  
Le regole generali con l’asta al secondo prezzo generalizzata (GSP) sono 
analoghe a quelle dell’asta al primo prezzo: ciascun inserzionista fa un’offerta di 
prezzo per una parola chiave e l’assegnazione degli slot avviene nello stesso 
ordine (decrescente) delle offerte. Ciò che cambia è il calcolo del prezzo che gli 
inserzionisti devono pagare per ogni click. In particolare, l’inserzionista che si 
aggiudica lo slot s deve pagare, per ogni click, un prezzo pari all’offerta fatta 
dall’inserzionista che si aggiudica lo slot s + 1.  
Formalmente, l’inserzionista che ottiene lo slot s paga al motore di ricerca per 
ogni click un prezzo ps = bs+1 e complessivamente una somma pari a bs+1xs. 
Andando ad analizzare in maniera specifica il modello d’asta GSP (Edelman et al. 
2007), supponiamo che ad un tempo t un utente inserisca una data parola-chiave e 
che per ogni k, l’ultima offerta sottoscritta dall’advertiser k per tale parola, prima 
di t, fosse bk; se k non avesse sottoscritto alcun offerta avremmo bk = 0. Siano poi 
b(j) e g(j), rispettivamente, l’offerta e l’identità del j-esimo maggior inserzionista; il 
meccanismo allora assegna la posizione “top” all’advertiser con la più alta offerta, 
g(1), la seconda posizione a g(2), e così via, fino ad arrivare agli ultimi valori di N 
e K. Se un utente clicca sul link di un’impresa inserzionista, il pagamento (per 
click) dovuto da tale impresa è pari all’offerta dell’inserzionista immediatamente 
successivo; allora il pagamento totale p(i) del soggetto g(i) ammonta a αib(i + 1). Se 
ci sono almeno tante posizioni quante imprese (N ≥ K), allora l’ultimo 
inserzionista pagherà p(k) = 0. 
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5.6.1 Punto di equilibrio nel’asta al secondo prezzo “generalizzata” 
 
Gli advertiser possono cambiare le loro offerte in modo repentino in quanto 
durante il corso del tempo, imparano a conoscere i valori dei competitors potendo 
aggiustare le proprie offerte. Esistono diversi modelli che permettono agli 
inserzionisti di aggiustare automaticamente le offerte.  
Di seguito analizziamo strategie per capire se sia possibile raggiungere una 
situazione di equilibrio, assumendo che ci sia una informazione completa e che le 
offerte stabili siamo le risposte migliori al comportamento dei rivali, in quanto se 
così non fosse, l’ inserzionista avrebbe un incentivo a cambiarla. Una strategia che 
può perseguire l’inserzionista per migliorare il proprio payoff (guadagno), è quella 
di provare a rimuovere il competitor che occupa la posizione immediatamente 
sopra.  
Supponiamo che l’advertiser k offra bk e sia così assegnato alla posizione i, 
mentre k’ offre bk’ > bk ed è assegnato al posto (i – 1). Notiamo che se k aumenta 
leggermente la propria offerta, il proprio payoff non cambia, ma aumenta invece 
quello del soggetto che lo precede; di certo k’ può rifarsi, ed il massimo che può 
fare è di abbassare leggermente la propria offerta, in pratica scambiandosi di 
posizione con k. Se il soggetto k sta meglio dopo tale azione, vorrà allora spingere 
fuori k’, e così cambierà la combinazione dell’offerta. Quindi, se tale 
combinazione converge ad un livello ottimo, un inserzionista in posizione i non 
vorrebbe scambiare la propria posizione con un altro in posizione (i – 1). 
Riassumendo, definiamo che un equilibrio del gioco a mosse simultanee, indotto 
dall’asta GSP, è applicabile se un giocatore non riesce a migliorare il proprio 
payoff scambiando le offerte con il giocatore classificato su una posizione subito 
sopra di lui. Più formalmente, un equilibrio di questo tipo è definito come:  
 














E’ possibile che le offerte cambino nel tempo, a seconda delle strategie che si 
vogliono adottare e delle informazioni che si hanno a disposizione sui propri 
competitors. Comunque, se il comportamento converge ad una data combinazione 
di offerte, tale combinazione corrisponderà ad un equilibrio indotto dall’GSP, 
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considerandolo come una previsione riguardante un punto finale a cui si 
stabilizzano i vettori delle offerte. 
5.6.2  Probabilità di accesso nell’asta al secondo prezzo “generalizzata” 
 
In questa sessioni analizzeremo il fatto che gli annunci dei vari inserzionisti 
possono avere diverse possibilità di essere cliccati, e tale probabilità viene 
comunemente definita come “tasso di accesso” (click-throught-rate o CTR) dato 
dal rapporto tra numero di click effettivi e numero di volte in cui il collegamento 
ipertestuale viene visualizzato dall’utente sulla pagina del motore di ricerca.  
Nel definire quindi il tasso di accesso, è bene tenere in considerazione diversi 
aspetti come per esempio la difficoltà ad identificarlo, quando un link è pubblicato 
per la prima volta nella pagina web non avendo una base storica di accessi su cui 
costruire il calcolo.  
Proprio per questo alcuni ricercatori Richardson et al. (2007) hanno studiato un 
modello che possa stimare il CTR  di un link appena inserito nello spazio 
pubblicitario di una pagina web, tramite l’utilizzo di grandezze diverse dalle 
osservazioni storiche. Negli ultimi periodi ci troviamo di fronte ad un numero 
sempre maggiore di annunci per i quali i motori di ricerca non ha informazioni 
storiche a causa del fatto che nuovi inserzionisti entrano continuamente nel 
mercato lanciando nuove campagne pubblicitarie ogni mese, o addirittura ogni 
giorno facendo aumentare il numero di annunci che devono essere posizionati allo 
scopo di incrementare il return on investiment (ROI) degli advertiser.  
Lo scopo del lavoro di Richardson et al. (2007) è di determinare il CTR di un 
annuncio, tramite la risoluzione di un modello regressivo, basato su una serie di 
caratteristiche, che permettono la riduzione dell’errore di stima del CTR. 
La prima caratteristica su cui ci si deve basare è la parola chiave, dove il CTR 
valuta se la stessa keyword viene utilizzata in altri messaggi ed effettuata una 
stima del primo annuncio. Oltre che alle parole chiavi il CTR per una corretta 
stima si deve basare anche su altre caratteristiche di qualità inerenti ad ogni 
singolo spot come: 




• Attenzione: è la capacità di un messaggio di attirare un utente  
• Apparenza: è l’apprezzamento estetico dell’annuncio riguardante il titolo o 
il corpo dello spot. 
• Rilevanza: è la coerenza tra l’ annuncio pubblicitario e la query di ricerca 
• Varietà di termini: è il numero di termini associato all’annuncio che viene 
utilizzato 
Il modello di regressione proposto da Richardson et al. (2007)  ha portato una 
riduzione di circa il 30% dell’ errore di stima e quindi di conseguenza un CTR più 
vicino al valore reale. Per migliorare ulteriormente il CTR si potrebbero 
aggiungere ulteriori caratteristiche come per esempio la frequenza con gli utenti 
hanno visitato la landing page, quanto vi sono rimasti, oppure di utilizzare i dati 
incamerati per proporre agli inserzionisti come cambiare l’annuncio al fine di 
aumentare il relativo CTR. 
5.7  Il meccanismo Vickrey-Clarke-Groves 
 
Il meccanismo di asta GSP può apparire una versione generalizzata della famosa 
asta Vickrey, utilizzata per la vendita di un singolo bene. Successivamente Clarke 
e Groves generalizzarono l’idea di Vickrey dando luogo al meccanismo con il 
nome Vickrey-Clarke-Groves (VCG). Prima di analizzare in dettaglio il 
meccanismo VCG, vediamo alcune osservazioni sul rapporto tra questo ed il 
meccanismo GSP. È utile vedere come il  modello VCG  ha le stesse regole per 
l’allocazione degli slot del modello GSP: la posizione i è assegnata 
all’inserzionista g(i) che presenta la i-esima più alta offerta b
(i)
. I pagamenti però, 
sono differenti in quanto per tutti gli altri i < min{N,K}, il pagamento p
V 
indotto 








(i + 1) 
+ p
V,(i + 1)
. Innanzitutto, se tutti gli inserzionisti 
dovessero offrire la stessa somma con entrambi i modelli, il pagamento dovuto da 
ognuno di loro sarebbe maggiore (o al massimo uguale) nel meccanismo GSP 
rispetto al VCG. In formule, partiamo dall’ultimo advertiser che si veda assegnare 








.   
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Per ogni i < min{K,N}, p
V,(i) 
– p










(i + 1) 
– α
i + 1 
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Inoltre, una ben nota proprietà del meccanismo VCG dice che, sotto tale modello, 
“dire la verità” è una strategia dominante. Al contrario, non lo è per l’GSP. 
5.7.1    Applicazione dei principi VCG  
 
Supponiamo di avere un mercato di riferimento con un uguale numero di 
acquirenti e venditori dove l’acquirente j da una valutazione al bene pari a vij che 
il venditore i mette in vendita. Ogni acquirente conosce la propria offerta ma non 
quella dei propri competitors, in questo modo egli si concentra esclusivamente 
sull’elemento che gli interessa e non su altri. In base ai principi VCG, il bene 
viene assegnato all’acquirente che massimizza la valutazione totale quindi l’ 
acquirente j paga il bene al venditore i prevalendo sugli altri, e tutto ciò è uguale 
all’incremento di valutazione che tutti gli altri otterrebbero con l’abbinamento 
ottimale senza considerare l’acquirente j.  
Per dare un senso di come questo principio funziona prendiamo in 
considerazione l’ esempio in Figura 5.1.  
 
a) Valutazione degli inserzionisti per gli slots       b)   I prezzi di mercato per gli slots 
 
Figura 5.1 Inserzionisti definiti come acquirenti e beni come slot pubblicitari 
 
La procedura dei prezzi del meccanismo VCG mostra che effettuare una 
valutazione vera del bene crea una strategia dominante, indipendente da ciò che 
gli altri acquirenti stanno facendo. Nella Figura 5.1 gli acquirenti sono 
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inserzionisti e i beni sono slot pubblicitari, quindi supponiamo di assegnare il 
bene a all’ acquirente x, il bene b all’ acquirente y e il bene c all’ acquirente z.  
Utilizzando il modello VCG la domanda che sorge spontanea è quale prezzo 
viene definito per gli acquirenti. Definiamo tutto ciò analizzando la Figura 5.2.  
• La combinazione ottimale senza la presenza dell’acquirente x, sta nel fatto 
che l’ acquirente y acquista il bene a e z acquista il bene b. Tutto ciò 
migliora le prospettive di valutazione di y e z nell’ acquisire i beni, quindi 
come mostrato in Figura 5.2  avremo 20-10 =10 e 5-2=3. Il danno causato 
da x è 10+3=13, quindi questo è il prezzo che x deve pagare. 
• Invece in un abbinamento ottimale senza la presenza dell’ acquirente y, x 
acquista il bene a, mentre z acquista il bene b per un incremento di 
valutazione pari a 3. Il danno totale causato da y  è 0+3=3, quindi questo è 
il prezzo che y deve pagare. 
• Infine un abbinamento ottimale senza la presenza dell’ acquirente z, in 
questo caso sia x che y acquistano lo stesso bene come se z fosse stato 
presente. L’ acquirente z non crea  nessun danno ed il prezzo VCG è 




Figura 5.2 Il prezzo in VCG pagato da un acquirente per acquistare un bene 




Utilizzando l’esempio appena visto è necessario definire alcune precisazioni a 
fronte dell’ utilizzo di più beni e valutazioni. Come prima cosa sia S l’ insieme dei 
venditore e sia B l’ insieme degli acquirenti, con V  viene indicata la valutazione 
massima riferita a tutti gli abbinamenti tra gli acquirenti e i venditori definendo un 
valore ottimale. Ora con S - i indichiamo il gruppo di venditori tranne il venditore 
i, e con B - j indichiamo gli acquirenti senza il compratore j, quindi se offriamo il 
prodotto i al venditore j la migliore valutazione degli acquirenti è V . 
Questo valore corrisponde ad un ottimo connubio tra venditori e acquirenti per l’ 
acquisto del bene i. In altro modo se l’ acquirente j non esiste ed il bene i è a 
disposizione di tutti gli altri, la migliore valutazione per gli acquirenti rimanenti è 
V

.  Quindi il danno creato dall’ acquirente j al resto dei compratori è la 
differenza tra V - V 			e ciò determina il prezzo 	
 di VCG che l’ acquirente j 
paga per il prodotto i e quindi avremo l’equazione: 
 
5.7.2   Definizione del prezzo in VCG 
 
In base alle idee viste fino ad ora, introduciamo la definizione del prezzo nella 
procedura VCG. Partiamo dal presupposto che vi sia un banditore d’asta che 
raggruppi tutte le offerte effettuate dagli acquirenti, gli assegni i beni ed i relativi 
costi.  
Di seguito la procedura che determina la definizione del prezzo: 
1. Si chiede all’acquirente la valutazione del bene. 
2. Si effettua un’assegnazione ottimale del bene all’acquirente.  
3. Si assegna ad ogni acquirente il prezzo VCG corretto, determinato 
dall’equazione vista precedentemente. 
Essenzialmente il banditore definisce il gioco nel quale gli acquirenti devono 
effettuare la loro partita scegliendo una strategia e il relativo guadagno, definito 
come la valutazione assegnata al bene meno il prezzo con cui esso viene pagato. 
Ciò che risulta essere vero da questa prima analisi è il fatto che il banditore 
effettuata questo gioco per portare alla luce proposte vere, infatti gli acquirenti 
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attribuiscono valutazioni vere al bene dando origine a strategie dominanti. In 
primo luogo la differenza dei prezzi definiti in VCG rispetto a quelli delle aste 
generalizzate sta nel fatto che in questa procedura vengono definiti dei prezzi 
personalizzati. Infatti essi dipendono sia dall’ oggetto in vendita, che dall’ 
acquirente a cui viene venduto, facendo si che il prezzo 	
   pagato dall’acquirente 
j per il bene i, potrebbe essere ben diverso dal prezzo 	
  che l’acquirente k 
pagherebbe se gli fosse assegnato il bene i. 
 Un’altra caratteristica del prezzo definito in VCG sta nel fatto che esso fa 
riferimento a quello definito nell’asta di secondo prezzo generalizzata anche se 
con alcune sfumature. Supponiamo di avere n acquirenti che desiderano un 
singolo bene,  l’acquirente i assegna un valore ad esso pari a vi, che viene ordinato 
in maniera decrescente e v1 è il valore più grande. Applichiamo tutto questo ad un 
mercato con n acquirenti e n venditori aggiungendo n-1 beni fittizi ai quali gli 
acquirenti attribuiscono un valore pari a zero. Se tutti i comportamenti delle parti 
in gioco fossero veri, la procedura VCG assegnerebbe il bene 1 all’acquirente 1 
(che ha fatto la più alta valutazione) e a tutti i restanti gli assegnerebbe beni fittizi 
con un valore pari a zero. A questo punto l’ acquirente 1 pagherà in base all’ 
equazione precedente cioè V  -  V. 
La procedura VCG favorisce le proposte che si prefiggono di dire la verità e 
proprio per questo vale la seguente affermazione [Easly 10]: 
 
Se i beni sono assegnati ed i prezzi calcolati secondo la procedura VCG, si può 
affermare in maniera sincera il fatto che essa sia una strategia dominante per 
ogni acquirente e si avrà una assegnazione massima della valutazione totale per 
ogni combinazione perfetta di slots e inserzionisti. 
 
5.8  Conclusioni 
 
Analizzando il metodo VCG si è visto come ci si sia concentrati sul ricercare e 
assegnare gli slots pubblicitari agli inserzionisti massimizzando il valore totale 
ottenuto da essi andando un po’ in contrasto con l’obbiettivo del motore di ricerca 
e cioè quello di ottenere la massima somma che si può pagare per ciascun slot.  
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Non possiamo infatti affermare che la procedura VCG sia la migliore in 
assoluto in quanto in certe circostanze gli stessi obbiettivi si possono raggiungere 
applicando metodi visti in precedenza come l’asta al primo o secondo prezzo 
“generalizzata” in cui gli acquirenti si comportano in modo strategico. 
5.9  Riepilogo 
 
In questo capitolo abbiamo descritto come si può costituire una buona strategia di 
visibilità per le aziende sui motori di ricerca attraverso la tecnica pay per click 
(PCP). Successivamente abbiamo analizzato come i motori di ricerca utilizzano il 
meccanismo delle aste per assegnare gli slot pubblicitari agli acquirenti, facendo 
un elenco delle aste principali e analizzando il loro funzionamento. Infine 
abbiamo visto come il meccanismo delle aste viene utilizzato per l’assegnazione 
delle keyword advertising andando ad analizzare l’asta di primo e secondo prezzo 
“generalizzata” ed il meccanismo Vickrey-Clarke-Groves dando risalto a due 
aspetti importanti come la definizione del prezzo tra l’asta GSP e VCG e il perché 












6. CONCLUSIONI  
 
L’ambito di lavoro di questa tesi si è diviso principalmente in due parti e cioè 
quella relativa ad aspetti di Web Mining e quella relativi ad aspetti di Web 
Marketing effettuando per ognuno di questi argomenti approfondimenti specifici 
su tecniche e metodi per i quali è possibile portare notevoli vantaggi competitivi 
alle aziende che li utilizzano. Per quanto riguarda il Web Mining esso costituisce 
una chiara testimonianza di come l’enorme quantità di informazione nel Web deve 
essere gestita ed interpretata per poter ottenere vantaggi competitivi, infatti 
proprio per questo oltre ad effettuare una panoramica generale sui principali 
aspetti si è voluto concentrarsi sull’aspetto della profilazione (profiling) degli 
utenti nel Web, utilizzando principalmente due tecniche proposte in letteratura e 
cioè la Profile Aggregation Based on Clustering Transection (PACT) e l’ 
Association Rule Hypergraph Partitioning (ARHP). Dopo aver descritto le due 
tecniche è stato necessario chiarire la struttura (framework) da utilizzare per 
raggiungere gli obbiettivi prefissati. Il framework utilizzato dalle due tecniche è 
composto da una parte off-line dove ci sono una serie di attività che permettono di 
ottenere un dato “pulito” privo di errori, e una parte on-line data dal motore di 
raccomandazioni che ha l’obbiettivo di tenere traccia della sessione utente tramite 
le richieste http che vengono effettuate, per poi elaborarle ed effettuare delle 
proposte. Le due tecniche PACT e ARHP applicate ad un set di dati ci hanno 
permesso di concludere che l’applicazione di una tecnica rispetto all’altra dipende 
dall’obbiettivo dell’analisi che vogliamo effettuare. Infatti confrontando il metodo 
PACT e ARPH emerge che il metodo PACT è il vincitore assoluto in termini di 
precisione della raccomandazione, su dati senza restrizioni mentre ARPH fa 
meglio quando ci si concentra su oggetti “interessanti” intesi come pagine di 
contenuti che si trovano più in profondità all’interno del sito. In generale il 
metodo ARPH sembra produrre un piccolo insieme di alta qualità e molto 
specializzato, anche quando una piccola porzione di clickstream dell’utente è 
utilizzata dal motore di raccomandazione, mentre il metodo PACT ha un 
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vantaggio quando considera tutte le pagine rilevanti del sito, in modo particolare 
quando la grandezza della pagina della sessione viene aumentata. L’utilizzo del 
metodo PACT o ARPH dipende dagli obbiettivi di personalizzazione che si 
vogliono raggiungere, infatti si può concludere che se l’obbiettivo è quello di 
fornire un numero ristretto di raccomandazioni, allora il metodo ARPH può essere 
il più appropriato trovando conferma nel fatto che solo porzioni specifiche del sito 
devono essere personalizzate, come per esempio la relazione tra prodotti o pagine 
di contenuti mentre se l’obbiettivo è quello di fornire una soluzione di 
personalizzazione più generalizzata, integrando contenuto e pagine di navigazione 
in tutto l’intero sito, allora il metodo PACT fornisce maggiori vantaggi. 
Per quanto riguarda invece il Web Marketing si è visto come questo riesca a 
bypassare con le sue tecniche alcuni ostacoli incontrati dall’attività di marketing 
tradizionale. Abbiamo fatto un carrellata sui principali strumenti di Web 
Marketing focalizzando l’attenzione su due aspetti e cioè su quello SEO e SEM. 
Prendendo in considerazione l’aspetto SEM abbiamo visto come questo si occupi 
di generare traffico qualificato verso determinati siti web analizzando i target di 
riferimento, le parole chiavi utilizzate e le attività per lanciare un prodotto in Rete. 
Scendendo più nello specifico ci siamo concentrati su una delle attività SEM e 
cioè il Pay per Click (PCP) che consente di creare una campagna pubblicitaria a 
pagamento sui motori di ricerca pagando una tariffa unitaria in proporzione ai 
click degli utenti. Abbiamo visto in maniera approfondita come lo strumento delle 
aste possa regolare una campagna di keyword advertising approfondendo i criteri 
con cui le imprese pagano il motore di ricerca per l’acquisto di spazi pubblicitari a 
differenza dei pagamenti utilizzati dai media tradizionali. Siamo partiti nell’ 
analizzare i meccanismi dell’asta al primo prezzo “generalizzata” (GFP) 
confrontandola con l’asta di secondo prezzo “generalizzata” (GSP) mettendo in 
evidenza, come in quest’ultima, ciò che cambia è il calcolo del prezzo che gli 
inserzionisti devono pagare per ogni click. In particolare, l’inserzionista che si 
aggiudica lo slot deve pagare, per ogni click, un prezzo pari all’offerta fatta 
dall’inserzionista che si aggiudica lo slot successivo in ordine di importanza. Nell’ 
asta abbiamo visto come viene calcolata la probabilità di accesso sia per ciò che 
riguarda i nuovi annunci che per quelli esistenti da più tempo. Infine è stato 
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introdotto il meccanismo di Vickrey-Clarke-Groves (VCG) visto come una 
versione generalizzata dell’asta GSP. Nel meccanismo VCG si è analizzata la 
definizione del prezzo e il perché questa è definita come strategia dominante 
andando ad evidenziare le differenze con l’asta GSP.  
Concludiamo affermando che gli approfondimenti effettuati sulle tecniche 
utilizzate per il profiling, dimostrano che non vi è una tecnica superiore ad 
un'altra, ma la loro scelta dipende dall’obbiettivo che si vuole raggiungere, mentre 
per quanto riguarda le tipologie di aste da utilizzare, anche in questo caso non 
possiamo affermare che ce ne sia una migliore ad un’altra in quanto i risultati 
ottenuti dal meccanismo VCG tramite la strategia dominante in certe circostanze 
si possono raggiungere applicando metodi visti in precedenza come l’asta al 
primo o secondo prezzo “generalizzata” in cui gli acquirenti si possono 





























Volevo ringraziare per prima cosa mia moglie e mia figlia che mi sono state 
vicine in tutti questi anni in cui mi sono dedicato allo studio; ho iniziato questa 
avventura nel 2007 consapevole dei sacrifici che mi si prospettavano davanti, ma 
con il loro aiuto e sostegno, sono riuscito nel mio intento e ho ripagato in pieno gli 
enormi sforzi che ho compiuto. 
Volevo ringraziare anche il prof. Ruggieri, che è stato molto collaborativo e 
presente in tutte le circostanze, credo che non sia stato facile seguire questo lavoro 
a distanza. 
Infine, ma non per ultimi, volevo ringraziare i miei colleghi di “avventura”  
universitaria Enrico ed Alessio che hanno condiviso con me questa esperienza a 

















[Maltraversi 11] Maltraversi M., SEO e SEM guida avanzata al 
web marketing, Fabrizio Comolli, Milano,2011.  
[Taverniti 11] Taverniti G., SEO power, Maurizio Vedovati, 
Milano 2011. 
[Chakrabarti 07] Chakrabarti S., Mining the web and discovering 
knowledge from hypertext data, Morgan 
kaufmann, San Francisco, 2007. 
[Rana 12] Rana C., Trends in web mining for 
personalization, Dept. of CSE, University institute 
of engineering and technology, Rohtak, Haryana, 
India, 2012 
[Romei 02] Romei A., Data Mining su risorse web: Stato dell’ 
arte, Dipartimento Di Informatica, Università di 
Pisa, Pisa, 2002. 
[Eirinaki 03] Eirinaki M. and Vazirgiannis M., Web Mining for 
Web Personalization, Athens University of 
Economics and Business, Athens, 2003 
[Facca 04] Facca M. F. and Lanzi Pier L., Mining interesting 
knowledge from weblogs: a survey, Dipartimento 
di Elettronica e informazione, Politecnico di 
Milano, Milano, 2004  
[Surma 10] 
 
Surma J. and Furmanek A., Improving marketing 
responseby data mining in social network, 
International conference on Advances in social 
networks analysis and mining, collegiums of 
business administration, Warsaw, 2010, pp. 446-
451 
[Mobasher 02] Mobasher B., Discovery and Valuation of 
aggregate usage profiles for web personalization, 
School of Computer Science Telecommunication 
and Information Systems, DePaul University, 
Chicago, Illinois, USA, 2002, pp. 61-82 
[Easly 10] Easly D, and Kleimberg J., Auctions, the book 
Networks, Crowds, and Markets: Reasoning about 
a Highly Connected World, Cambridge University 





























[Easly 10] Easly D, and Kleimberg J., Sponsored search 
markets, the book Networks, Crowds, and 
Markets: Reasoning about a Highly Connected 
World, Cambridge University Press, 2010, pp. 
437-480 
[Wang 07] Wang X., Wei L., Ying C., Ruofei (Bruce) Z., and 
Jianchang M., Click-Through Rate estimation for 
rare events in online advertising, Yahoo! Labs, 
Silicon Valley, United States, 2007 
