We study noncommutative differential structures on permutation groups S N , defined by conjugacy classes. The 2-cycles class defines an exterior algebra Λ N which is a super analogue of the quadratic algebra E N for Schubert calculus on the cohomology of the flag variety. Noncommutative de Rahm cohomology and moduli of flat connections are computed for N < 6. We find that flat connections of submaximal cardinality form a natural representation associated to each conjugacy class, often irreducible, and are analogues of the Dunkl elements in E N . We also construct Λ N and E N as braided groups in the category of S N -crossed modules, giving a new approach to the latter.
Introduction
In recent years there has been developed a fully systematic theory of noncommutative differential geometry on (possibly noncommutative) algebras, including principal bundles with Hopf algebra fiber [1] , connections and Riemannian structures [2] [3] . These constructions successfully extend conventional concepts of differential geometry to the q-deformed case such as q-spheres and qcoordinate rings of quantum groups. However, they can also be usefully specialised to the case of finite groups, giving a new approach to the 'geometry' of finite groups as part of a theory that applies quite generally (i.e. is not 'ad-hoc').
Geometry in this approach is intrinsically noncommutative even though the coordinate ring for a finite group (or finite set) is commutative. Indeed, discrete spaces are well-known not to admit any nontrivial differentiable manifold structure in the conventional sense; the noncommutative sense is weaker in that it is not assumed that 1-forms and functions commute, and 1 Reader and Royal Society University Research Fellow it is this which allows a rich structure even for finite sets. This is because finite differences 'f (x i+1 ) − f (x i )' are bilocal objects and naturally form bimodules in which left multiplication of g is by g(x i+1 ) and right multiplication is by g(x i ), i.e. the left and right module structures differ. On the other hand, just as the translation-invariant differential structure on a Lie group is unique, the translation-invariant differential structures on any Hopf algebra can be fully classified [4] ; for finite groups the possible differential structures are labelled by nontrivial conjugacy classes.
This approach to the geometry of finite groups has been fully computed for the permutation group S 3 with its 2-cycle conjugacy class in [3] and [5] . It turns out that S 3 has a natural invariant metric, a unique metric compatible Levi-Civita connection and its Ricci tensor turns out to be proportional to the metric (an Einstein space), i.e. much like the classical sphere S 3 .
It is also shown that S 3 has the same noncommutative de Rahm cohomology as the quantum group SL q (2) (or 3-sphere S 3 q in a unitary setting). The moduli space of flat U(1) connections on S 3 is likewise nontrivial and has been computed.
In the present paper we extend some of these results to higher S N , with some results for all N and others by explicit computation for N < 6. We find that the quadratic exterior algebra of differential forms for S N with its 2-cycle conjugacy class is a signed or 'super' version of the algebra E N in [6] . That is, in our case the generators are {e (ij) } labelled by 2-cycles with relations e (ij) ∧ e (ij) = 0, e (ij) ∧ e (mn) + e (mn) ∧ e (ij) = 0, e (ij) ∧ e (jk) + e (jk) ∧ e (ik) + e (ik) ∧ e (ij) = 0 where i, j, k, m, n are distinct. We consider e (ij) ≡ e (ji) since they are labelled by the same 2cycle, but as in [6] one can also consider them as distinct generators set equal. We will show that many of the problems posed in [6] and some of the results have a direct geometrical meaning in our super version. For example, the algebra E N has a subalgebra isomorphic to the cohomology of the flag variety associated to GL N and among our analogous results we have a subalgebra of flat connections with constant coefficients. The reasons for this similarity of structures is not known in detail but can be expected to be something like this: the flag variety has a cell decomposition labelled by S N and its differential geometric invariants should correspond in some sense to the noncommutative discrete geometry of the 'skeleton' of the variety provided by the cell decomposition. One can also consider this novel phenomenon as as an extension of Schur-Weyl duality.
An outline of the paper is as follows. In the preliminary Section 2 we recall the basic ingredients of the constructive approach to noncommutative geometry (coming out of quantum groups) that we use. Its relation to other approaches such as [7] is only partly understood, see [3] . In Section 3 we study the 2-cycle conjugacy class S N and its its induced geometry.
In Section 4 we study general conjugacy classes up to S 5 , but in less detail. In particular, we study flat connections with constant coefficients as the beginning of some form of 'orbit method' for finite groups. Although a much more precise connection between conjugacy classes and representations is already known for the permutation groups (namely they both correspond to Young tableau), what we offer is a geometrical approach formulated in principle for any finite group. Section 5 contains some further noncommutative geometry for S N relating to the metric structure. Section 6 makes precise the version of the theory that gives E N , giving a new approach to Schubert calculus constructions in [6] [8] relating to cross products and divided difference operators.
Noncommutative differentials and exterior algebras
In this preliminary section we include some general background on exterior algebras, including some modest new observations that we will need but have not found elsewhere. We work over a general ground field k of characteristic zero. Let A be an algebra over k. A differential structure is by definition
A linear map d : A
→ Ω 1 such that d(ab) = (da)b + adb for all a, b ∈ A and such that the map A ⊗ A → Ω 1 given by adb is surjective.
If A = H, a Hopf algebra, then Ω 1 is said to be bicovariant if 1. Ω 1 is a bicomodule with structure maps Ω 1 → H ⊗ Ω 1 and Ω 1 → Ω 1 ⊗ H bimodule maps.
d is a bicomodule map.
Here a Hopf algebra means a coproduct ∆ : H → H ⊗ H, a counit ǫ : H → k and an antipode S : H → H such that H is a coalgebra, ∆ an algebra map etc. [9] . Coalgebras and (bi)comodules are algebras and (bi)modules with the directions of structure maps reversed. In the bicovariance condition H is itself a bi(co)module via the (co)product and Ω 1 ⊗ H, H ⊗ Ω 1 have the tensor product (bi)module structure defined via the coproduct. It is known that bicovariant differential structures are of the form Ω 1 = H ⊗ Λ 1 where Λ 1 is the space of left-invariant differentials and forms a right crossed H-module (i.e. it is both acted and coacted upon so as to form a right representation of the Drinfeld double D(H)). Here the bi(co)module structure is the regular one on H from the left and the tensor product with the cross module (co)action from the right.
The augmentation ideal ker ǫ is an example of a crossed module by the regular action and adjoint coaction, and corresponds to the universal or initial object in the category of differential calculi on H. All others therefore correspond to quotient crossed modules of ker ǫ. One may go further and show that for any factorisable quasitriangular Hopf algebra they correspond to sub-bimodules of the dual quantum group acting on itself [4] and hence to the blocks of the dual (or enveloping algebra) quantum group. For the other main class of quantum groups, the bicrossproduct Hopf algebras, the detailed classification is in [10] . However, in the present paper we are concerned only with how the general theory reduces in the finite group case.
Let A = k(Σ) a finite set. Then the differential structures are easily seen from the axioms to correspond to subsets E ⊂ Σ × Σ − diag of 'allowed directions'. Thus
where δ x is the Kronecker delta-function. Note that δ x ⊗ δ y = δ x dδ y for all (x, y) ∈ E. This result for finite sets is common to all approaches to noncommutative geometry, e.g. in [7] .
If Σ = G is a finite group then a natural choice of E is given by
for any subset C not containing the group identity e. Such a calculus is manifestly invariant under left translation by G and all left-covariant differential calculi are of this form. Bicovariant ones (as above) are given precisely by those C which are Ad-stable, so that E is also right invariant.
The 'simple' such differential structures (with no proper quotient) are classified precisely by the nontrivial conjugacy classes. They take the form of a free left k(G)-module
where R a (f )(g) = f (ga) denotes right translation and, explicitly, e a = g∈G δ g dδ ga .
Next, given a bicovariant differential structure as above, there are several constructions for an entire 'exterior algebra' of differential forms. They are all differential graded algebras (i.e. Z graded and equipped with a d obeying d 2 = 0 and a graded-Leibniz rule). The 'natural' one in a sense which we shall explain below is the Woronowicz consruction [11] as follows. Thus, the category of bicovariant bimodules is a braided one with Ψ(ω ⊗ η) = η ⊗ ω whenever ω is left-invariant and η is right-invariant. This is equivalent to the well-known statement that the category of cross modules or (loosely speaking) Drinfeld-double representations is a braided one.
The Woronowicz exterior algebra is defined as
is a reduced expression in terms of simple reflections. This is well defined just because Ψ obeys the braid or Yang-Baxter relations. Although Ω w is the natural object of interest, it often happens that there are no additional relations beyond those induced in degree 2. Hence in practice we usually work with
where only the relations in degree 2 are imposed.
We are particularly interested in the left-invariant subalgebras
of the exterior algebra. These are tensor algebras modulo relations but now over k, with A n now defined over k by the corresponding crossed module braiding Ψ :
To explain the geometric meaning note that there are similar constructions based on the dual crossed module Λ 1 * . We define Λ * w and Λ * quad by the tensor algebra on this modulo the kernels of A * n and id − Ψ * respectively. All our algebras inherit a Z-grading from the tensor algebra.
Proposition 2.1 Λ quad and Λ * quad are mutually dual braided groups or Hopf algebras in the braided category of super-crossed modules. Here the coproduct is the linear one on the generators and the braiding is
Proof We let T Λ 1 and T Λ 1 * denote the free tensor algebras on Λ 1 , Λ 1 * with linear coproducts ∆x = x ⊗ 1 + 1 ⊗ x etc, but developed as mutually dual braided groups [9] in the category with braiding stated. (This is the category of modules of a Z 2 extension of the Drinfeld double when
which is zero whenever i x i y i = 0 in Λ quad , as in the theory of linear braided groups (usually one writes the kernel of A 2 as the image of id − Ψ ′ for some other matrix Ψ ′ ). Similarly for Λ * quad . The pairing of a product of n generators of one with n of the other is given by a braided-factorial matrix [n; −Ψ]! (these are like q-integers but with q replaced by the braiding −Ψ) [12] [9] . ⋄ The duality pairing may not, however, be nondegenerate. This is the meaning of the Woronowicz construction from the braided groups point of view : the kernels of the duality pairing in higher degrees are precisely the kernels of the higher A n as explained in [13] [14] . For 3 . It follows that:
w are mutually dual as above but now nondegenerately paired. They are the free tensor algebras T Λ 1 and T Λ 1 * as mutually dual braided groups modulo the coradicals of the duality pairing.
Conceptually, this means that Ω w is in some sense the largest exterior algebra such that it is nondenegerately paired with a similar algebra of skew tensor fields. In fact we will see next that, among finite-dimensional exterior algebras of this type, the Woronowicz one should be thought of as the largest one admitting Poincaré duality. As has been emphasized by Connes, the existence of Poincaré duality for classical manifolds is one of their primary characteristics that should be preserved in noncommutative geometry. Thus: Proof Braided groups B, like Hopf algebras admit exactly one translation-invariant integral up to normalisation. The proof is exactly the same as for usual Hopf algebras, but done diagrammatically (it has been written out in full in [15] ). Namely, one observes that B * is a braided Hopf module and hence B * ∼ =B ⊗ for some B-module of invariant elements of B * . This is the space of translation invariant linear functionals or 'integrals' B → k in our k-linear setting.
In the finite dimensional case it means that is one-dimensional. In our case we apply this In this situation there is a construction for a Hodge-* operator explained in [13] , which will be invertible precisely when the duality pairing is nondegenerate. ⋄ Note that this Hodge * goes from Λ → Λ * but becomes an endomorphism in the presence of an invariant nondegenerate metric identifying the two. It is also worth noting that the existence of integrals holds in much greater generality in any rigid braided category with split idempotents through the notion of 'object of integrals' [16] .
In the case of a finite group G, a right representation of the Drinfeld quantum double of k(G) or right k(G)-crossed module is the same thing (by evaluation) as a left G-crossed module in the sense of Whitehead, i.e. G-graded G-modules with the degree map | | from the module to kG equivariant (where G acts on kG by Ad), see [9] . The particular crossed module structure on Λ 1 = kC is |e a | = a and g.e a = e gag −1 , and the induced braiding is
It is shown in [3] that Λ quad has the following explicit structure. For each g ∈ G, consider the set C ∩ gC −1 . This has an automorphism σ(a) = a −1 g which corresponds to the braiding under These are also the relations of Ω quad over k(G). Meanwhile, the exterior derivative is provided by de a = θe a + e a θ, θ = a∈C e a .
It follows that d is given in all degrees by graded-commutation with the 1-form θ. It is easy to see that it obeys θ 2 = 0 and dθ = 0 and that θ is never exact (so H 1 always contains the class of θ).
3 2-Cycle differential structure on S N It is straightforward to compute the quadratic exterior algebra for G = S N from the above definitions. We are particularly interested in the invariant differential forms since these generate the full structure over H = k(G). In this section, we take the differential structure defined by the conjugacy class C consisting of 2-cycles described as unordered pairs (ij) for distinct i, j ∈ {1, · · · , N }. Table 1 : Dimensions and Hilbert polynomial for the exterior algebras Λ quad for N < 6 as for E N in [6] . Here [n] q = (q n − 1)/(q − 1).
Proof There are three kinds of elements g ∈ G for which C ∩ gC −1 is not empty. These are We note that
which are the same dimensions as for the algebra E N in [6] . This has the relations
for distinct i, j, k, m, n. It is more or less clear from the form of the algebras that their dimensions coincide in all degrees (and for N = 3 they are actually isomorphic). We have explicitly computed these dimensions for the exterior algebra for N < 6 and they indeed coincide with the corresponding dimensions for E N listed in [6] . These data are listed in Table 1 with the compact form of the Hilbert series taken from [6] (for S 4 , S 5 only the low degrees have been explicitly verified by us). However, the dimensions in either case are not known in general for general N ;
rather there are several conjectures. In particular, it is expected that E N is finite-dimensional and it has been conjectured in [6] that in this case it should have a unique top form. In our version, this is exactly proven by Corollary 2.3 using the braided group structure. Moreover, Theorem 3.2 For the 2-cycle differential calculus on S N , Λ w = Λ quad in degree < 4 (we conjecture this for all degrees).
under the braiding operators Ψ 12 , Ψ 23 . Since A 3 can be factorised either through id − Ψ 12 or id − Ψ 23 , its kernel contains that of these operators. So it suffices to show on each V i that the dimension of the kernel of A 3 equals the dimension of the sum of the kernels of id − Ψ 12 , id − Ψ 23 .
We say a ∼ b if the 2-cycles a, b have exactly one entry in common and a ⊥ b if disjoint. We then decompose C × C × C as follows. For V 0 we take triples (a, b, c) which are pairwise either ⊥ or equal, but not all three equal. Here the braiding is trivial. For V 1 we take triples where two pairs are mutually ⊥ and one is ∼. It suffices to let the totally disjoint element be fixed, say (45) and the others to have entries taken from a fixed set, say {1, 2, 3} (i.e. V 1 is a direct sum of stable subspaces spanned by basis triples with these properties fixed). On such a 9-dimensional space one may compute Ψ 12 , Ψ 23 explicitly and verify the required kernel dimensions (for A 3 it is 7). For V 2 we take triples (a, b, c) where two pairs are ∼ and one is ⊥, or where all three pairs are ∼ through the same entry occurring in all three 2-cycles. This time it suffices to take entries from {1, 2, 3, 4}, say, and verify the kernels on such a 16-dimensional subspace (for A 3 it is 11 dimensional). For V 3 we take triples which are pairwise either ∼ or =, excluding the special subcase of three ∼ used in V 2 . Here it suffices to take entries from {1, 2, 3} and the braidings become as for S 3 , where the result is known from [5] . The remaining type of triple, where there is one pair ⊥, one = and one ∼, is not possible. ⋄
The absence of additional cubic relations strongly suggests that the Woronowicz exterior algebra on S N coincides with the quadratic one in all degrees (this is known for N = 2, 3 by direct computation). But Λ w in the finite dimensional case has a symmetric Hilbert polynomial by Corollary 2.3 (there is a nondegenerate metric as we will see later), so we would conclude this also for Λ quad . This symmetry of the Hilbert polynomial is an open conjecture for E N in [6] and the above is some way towards a proof in our exterior algebra setting. In view of the above theorem, we work throughout with the quadratic exterior algebra. On the other hand, it should be stressed that we expect Λ w = Λ quad to be a special feature of S N . The evidence for this is that one may expect a kind of 'Schur-Weyl duality' between the noncommutative geometry of the finite group on one side and that of the classical or quantum group on the other. And on the quantum group side it is known that the Woronowicz exterior algebra of SL q (N ) coincides with the quadratic one for generic q, but not for the other classical families.
Next, for any differential graded algebra we define cohomology as usual, namely closed forms modulo exact. It is easy to see that H 0 (S N ) = k.1 for all N .
Proposition 3.3 The first noncommutative de Rahm cohomology of S N at least for N < 6 with the 2-cycle differential structure is
Proof This is done by direct computation of the dimension of the kernel of d, along the same lines as in [5] , after which the result follows. We expect that in fact H 1 (S N ) = k.θ for all N , but the general proof requires some elaboration. ⋄ It follows from Poincaré duality that H 2 (S 3 ) = 0 and H 3 (S 3 ) = k, H 4 (S 3 ) = k as computed explicitly in [5] , which is the same as for SL q (2) and gives some small evidence for the Schur-Weyl duality mentioned above (up to a shift or mismatch in the rank). Next, beyond the cohomology and transforms by conjugation. This is like nonAbelian gauge theory but is nonlinear even for the U (1) case because the differential calculus is noncommutative.
Proposition 3.4 For the 2-cycle differential calculus on S N ,
are flat connections with constant coefficients. The 1-forms θ i obey θ i θ j + θ j θ i = 0 for i = j.
Proof We first check the anticommutativity for i = j. In the sum
only the cases where i, j, k, l are not distinct contribute due to relation (ii) in Proposition 3.1.
Likewise the terms where (ik) = (jl) do not contribute by (i). There are three remaining and mutually exclusive cases: k = l, or k = j or l = i. Relabelling the summation variable k in each case we have,
In the algebra E N the similar elements
form a commutative subalgebra isomorphic to the cohomology of the flag variety. In our case we see that they anticommute rather than commute. Also, while the elementary symmetric
as above. On the other hand, in [6] the generators θ i are motivated from Dunkl operators on the cohomology of the flag variety but in our case they have a direct noncommutative geometrical interpretation as flat connections. We will see in the next section that they are precisely the flat connections with constant coefficients of minimal cardinality of support.
4 General differentials and flat connections up to S 5 So far we have studied only one natural conjugacy class. However, our approach associates a similar exterior algebra for any nontrivial conjugacy class in a finite group G. Moreover, since our constructions are G-invariant, we will obtain 'geometrically' plenty of G-modules naturally associated to the conjugacy class. The cohomology does not tend to be a very interesting representation but the moduli of flat connections turns out to be more nontrivial and we will see that for S N it does yield interesting irreducible modules. We begin with some remarks for general finite groups G equipped with a choice of nontrivial conjugacy class.
First of all, the space of connections is an affine space. We take as 'reference' the form −θ.
Then one may easily see that the differences φ ≡ α + θ transform covariantly as
Moreover, the curvature of α is
in view of the properties of θ.
Lemma 4.1 Let α ∈ Ω 1 (G) be a connection. We define its 'cardinality' to be the number of nonzero components of α + θ in the basis {e a }. This is gauge-invariant and stratifies the moduli of connections.
Proof A gauge transformation u is invertible hence the support of each component φ a is gaugeinvariant under the transformation shown above. In particular, the number of φ a with nontrivial support is invariant. ⋄
We are particularly interested in invariant forms Λ quad and hence connections with constant coefficients φ a (otherwise we have more refined gauge-invariant support data, namely an integervalued vector whose entries are the cardinality of the support of each φ a ). To simplify the problem further we can restrict further to constant coefficients in {0, 1}. We can project any connection to such a {0, 1}-connection by replacing non-zero φ a by 1, so this limited class of connections gives useful information about any connection. The intersection of such subsets provides a product in the moduli of such flat connections that non-strictly lowers cardinality. The stratum F n of subsets of a given cardinality n is G-invariant under Ad.
Proof The correspondence between {0, 1}-connections and subsets is via the support of the components φ a regarded as a function of a ∈ C (so the cardinality of the connection is that of the subset.) We have to solve the equation φ 2 = 0. But the relations in Λ quad are defined by the braiding Ψ and hence this equation is
Using the form of Ψ this is
This translates into the characterisation shown. On the other hand, this characterisation is clearly closed under intersection. Finally, if X is such a subset then Y = Ad g (X) is another such subset because if y = gxg −1 and z = gwg −1 for x, w ∈ X then Ad y (z) =
Over {0, 1} the stratum of top cardinality has one point, X = C, which corresponds to α = 0 or φ = θ. The stratum of zero cardinality likewise has one point, X = ∅ corresponding to α = −θ or φ = 0, and the stratum with cardinality 1 can be identified with C, with α = e a − θ or φ = e a for a ∈ C. In between these, the spans kF n are natural sources of permutation G-modules. More precisely one typically has θ ∈ kF n and we look at the module V n = kF n /kθ.
For example, the 'submaximal stratum' (the one below the top one) associates a representation to a conjugacy class, i.e. is an example of an 'orbit method' for finite groups. Like the usual orbit method for Lie groups, it does not always yield an irreducible representation, but does sometimes. It should be stressed that this is only one example of the use of our geometrical methods to define representations and we present it only as a first idea towards a more convincing orbit method.
We now use the permutation groups S N to explore these ideas concretely. For S 3 the full moduli of (unitary) flat connections has already been found in [5] for the 2-cycles class, while the other class is more trivial. The exterior algebra in the second case is Λ w = Λ quad = k e 123 , e 132 modulo the relations e 2 123 = 0, e 2 132 = 0, e 123 e 132 + e 132 e 123 = 0 (a Grassmann 2-plane). For brevity, we suppress the brackets, so e 123 ≡ e (123) , etc. Proof This is done by direct computation. Note that the entries φ of a discrete stratum each define a line of flat connections α = λφ−θ for a parameter λ. Table 3 : Flat connections with constant coefficients on S 4 for each conjugacy class, listed by cardinality. · denotes independent nonzero multiples are allowed. a plane of connections α = λe 123 + µe 132 . As above, omit the brackets on the cycles labelling the e a , for example e 12,34 denotes e (12)(34) . For the V n we enumerate the flat connections in the stratum with coefficients {0, 1}. The resulting representation is then recognised using character theory. Representations are labelled by dimension and by¯if the character at (12) is negative.
The fundamental representation of S 4 means the standard 3-dimensional one. ⋄ For comparison, the tables also list the standard Specht module of the Young tableau of conjugate shape to that of the conjugacy class. We see that our 'orbit method' produces comparable (although different) answers. As was to be expected, we do not obtain all irreducibles from consideration of {0, 1} connections alone. Similarly for S 5 case: 
(123) 20 Table 4 : Flat connections with constant coefficients in {0, 1} on S 5 for each conjugacy class. The submaximal strata are listed in detail, as well as the associated representation. Table 4 , organised by stratum F n of cardinality n.
various conjugacy classes are as shown in
The submaximal strata are shown in detail as well as their associated representations V n .
Proof These results have been obtained with GAP to compute Ad tables followed by Mathematica running for several days to enumerate the flat connections. In the tables θ i denotes a sum over the relevant size cycles containing i, extending our previous notation. ⋄ We see that for low N the V n tend to be irreducible, but they are not always. Notably, the (123)(45) conjugacy class for S 5 has as 9-dimensional representation associated to the submaximal stratum. A possible refinement would be to consider only the 'discrete series' i.e. flat connections where φ of a fixed normalisaiton is not deformable. For S 4 this means from Table 3 the strata F 3 for the 2-cycles class and F 4 for 3-cycles. A different problem is that one does not get all irreducibles in this way (since one only gets permutation modules). To go beyond this one could consider the full moduli of flat connections including the non-discrete series but with other constraints. For example, one could consider connections with values in {−1, 0, 1}, or one could introduce further geometric ideas such as 'polarizations' to our noncommutative setting.
Finally, each of our conjugacy classes on S N has its associated quadratic algebra Λ quad of interest in its own right. We give just one example. and their seven conjugate-transposes (i.e. replacing e xyz by e xzy and reversing products).
Proof Direct computation of the kernel of id − Ψ using GAP and Mathematica. We omit the brackets around the 3-cycle labels (as above). ⋄
We conclude with one general result pertaining to the above ideas. Proof The α i correspond in to φ i = θ − θ i and have cardinality ( N −1 2 ). Consider any flat connection with constant coefficients in {0, 1} with corresponding φ or corresponding subset X in Proposition 4.2 of cardinality |X| ≥ ( N −1 2 ). Suppose there exists i ∈ {1, · · · , N } such that for all i ′ , (ii ′ ) / ∈ X. But there are only ( N −1 2 ) such elements of C (those not containing i in the 2-cycle) so X cannot have cardinality greater than this, hence |X| = ( N −1 2 ) and φ = φ i . Otherwise, we suppose that for all i there exists i ′ such that (ii ′ ) ∈ X. Then for any i, j we have (ii ′ ), (jj ′ ) ∈ X hence by the Ad closure of X we have (ij) ∈ X, i.e. X = C or φ = θ. ⋄
Metric structure
In this section we look at some more advanced aspects of the differential geometry for S N , but for the 2-cycle calculus. First of all, just as the dual of the invariant 1-forms on a Lie group can be identified with the Lie algebra, the space L = Λ 1 * for a bicovariant differential calculus on a quasitriangular Hopf algebra H is typically a braided-Lie algebra in the sense introduced in [17] . Moreover, every braided-Lie algebra has an enveloping algebra
(using the braiding on L), which in our case means
where ! is the quadratic algebra duality operation. There is also a canonical algebra homomorphism U (L) → H. This solved in [17] the 'Lie algebra problem' for U q (g) (namely to find a finite-dimensional object obeying reasonable axioms and generating U q (g)). However, it also applies to finite groups and in this case the axioms of a braided-Lie algebra reduce to what is called in algebraic topology a rack [18] . We will call a differential structure 'connected' if U (L) → H is a surjection.
Thus, given a conjugacy class on a finite group G, the associated rack or braided-Lie algebra
The analogue of the Jacobi identity is
The enveloping algebra is the ordinary bialgebra U (L) = k x a modulo the relations x a x b =
x b x b −1 ab and its homomorphism to the group algebra of G is x a → a. This is surjective precisely when any element of G can be expressed as a product of elements of C, i.e. by a path with respect to our differential structure (which determines the allowed steps as elements of C) connecting the element to the group identity. Thus, in our finite group setting, the quadratic algebra Λ quad is the !-dual of a fairly natural quadratic extension of the group algebra as an infinite-dimensional bialgebra. Note also that the flat connections in Proposition 4.2 define braided sub-Lie algebras.
Next, associated to any braided-Lie algebra is an Ad-invariant and braided-symmetric (with respect to Ψ) braided-Killing form, which may or may not be nondegenerate. This is computed in [3] for finite groups and one has
The associated metric tensor in
It is easy to see that among Ad-invariant η, 'braided symmetric' under Ψ is equivalent to symmetric in the usual sense. It is also equivalent (by definition of ∧) to ∧(η) = 0 under the exterior product. for distinct i, j, k, m, n. Moreover, the calculus is 'connected'.
Proof All of C commutes with (ij) 2 = e. In the second case all elements disjoint from i, j, m, n and (ij), (mn) themselves commute with (ij)(mn). For the third case all elements disjoint from i, j, k commute with (ij)(jk). The connectedness is the well-known property that the 2-cycles can be taken as generators of S N . ⋄
To be a metric, we need η to be invertible. We do not know a formal proof but one may verify that 
(we conjecture this for all N ).
Proof Invariance here means η gag −1 ,gbg −1 = η a,b for all g ∈ G. We use the mutually exclusive (which we use to make the conjugation), so all of these have the same value. Similarly every (ij) ∼ (jk) (for N ≥ 3) is conjugate to (12) ∼ (23), so these all have the same value. We then compute the determinants for N ≤ 10 and find that they factorise in the form stated. The first two factors cancel in the case of N = 2. ⋄ Armed with an invertible metric, one may compute the associated Hodge-* operator, etc. as in [5] for S 3 . The computation of this for S N is beyond our present scope as it would require knowledge of Λ quad in all degrees (we do not even know the dimensions for large N ). It is also beyond our scope to recall all the details of noncommutative Riemannian geometry but along the same lines as for S 3 in [3] we would expect a natural regular Levi-Civita connection with Ricci curvature tensor proportional to the metric modulo θ ⊗ H θ. Moreover, the same questions can be examined for the other conjugacy classes or 'Riemannian manifold' structures on S N .
Crossed products and derivations
In this section we look at some further aspects of the noncommutative geometry that follow immediately from the braided group structure of Λ quad , Λ w explained in Section 2. This general theory for exterior algebras is well understood, but the finite group case deserves explicit elaboration which we provide. Our goal is to then proceed to the analogous results for the quadratic algebras E N . We make precise the comment in Section 2 that the E N have an analogous braided group structure as 'braided linear spaces', and show in particular how the cross products kS N · ⊲<E N in [8] and the skew derivations ∆ ij related to divided differences in [6] arise immediately as corollaries of this. While the E N are already-well studied by explicit means, we provide a more conceptual approach that is also more general and applies both to other conjugacy classes and to other groups beyond S N .
Thus, it is known that every braided group in a crossed module category 'bosonises' to an ordinary Hopf algebra by a semidirect product and semidirect coproduct [19, Appendix] cf. [20] , see [9, Prop. 9.4.14] . It is known [14] that the super-Hopf algebras Ω w = H· ⊲<Λ w , etc. can be viewed as a super version of that. In our finite group case the exterior algebra is generated from 
since we are extending as a super-Hopf algebra (so Λ 1 is odd). We used the relations in the algebra and changed variables in the last term. From this it is clear that ∆ is well defined in the quotient by ker(id−Ψ). Note that if our exterior algebras were replaced by braided-symmetrizers (so we quotient by ker(id + Ψ) in degree 2) we would have the same result but for an ordinary (not super) Hopf algebra.
Similarly, since a right k(G) crossed module is the same thing as a left kG crossed module, we can (super) bosonise more directly to an algebra Λ w >⊳ ·kG. We extend the G-action g.e a = e gag −1 to Λ w for the cross product and the grading defines a left coaction ∆ L e a = a ⊗ e a which we extend to products (expressing the total G-degree). Semidirect product and coproduct by these gives ge a = e gag −1 g, ∆e a = e a ⊗ 1 + a ⊗ e a , ǫe a = 0 extending the Hopf algebra structure of the group algebra kG. This time
which is well-defined on the quotient . Geometrically, this is the dual of the super-Hopf algebra k(G)· ⊲<Λ * w of skew-vector fields. Similarly for Λ quad . Again, we obtain a usual Hopf algebra if we braided-symmetrize rather than antisymmetrize.
With these preliminaries, we now recall from [6] that E N has an [ N 2 ]-dimensional vector space E N (say) of generators with basis [ij] where i < j, and we extend the notation to i > j 
is the crossed module structure on E N , where | | denotes the S N -degree. Let Ψ denote the induced braiding, then E N is the additive braided group or 'linear braided space' with relations and coalgebra structure
Proof It is easy to verify that this is a crossed module structure. Thus |g.
[ij]| = ±(g(i) g(j)) = ±g(ij)g −1 = |g[ij]g −1 | for the two cases (note that we consider the S N -degree extended by linearity). The braiding is then
as defined by the crossed module structure. This is a signed version of the braiding used in [ij] = 0 when i, j, k are distinct. Next, we define the coalgebra structure on the generators as stated and verify that these extend in a well-defined manner to a braided group structure on E N . The proof is similar to that in Proposition 2.1 but
The biproduct bosonisation theorem immediately gives two ordinary Hopf algebras, the first of which recovers the cross product observed in [8] and studied further there. We will see later that the second, which looks somewhat different, is in fact dual to the first. extending that of kS N , as in [8] . Bosonisation in the equivalent category of right k(S N )-crossed modules gives an ordinary Hopf algebra k(S N )· ⊲<E N with
Proof The kS N -module structure defines the cross product and the kS N -coaction ∆ L [ij] = (ij) ⊗[ij] defines the cross coproduct. In the second case the S N -grading defines an action of k(S N ) and the kS N -module structure defines the k(
The E N are 'linear braided spaces' as in [9] except that we directly define the relations as ker(id +Ψ) = 0 rather then seeking some other matrix Ψ ′ such that image(id −Ψ ′ ) = ker(id+Ψ).
The linear form of the braided coproduct ∆ corresponds to the additive group law on usual affine space in term of its usual commutative polynomial algebra in several variables. We will use several results from the theory of linear braided spaces. For clarity we explicitly label the generators of E N by 2-cycles. Thus [ij] = e (ij) if i < j. The products are different from those of Λ quad but we identify the basis of generators. In this notation we have
as a multiplicative cocycle (using the multiplication of the algebra k(C) of functions on C and with Ad the right action on k(C) induced by conjugation). Thus, the algebras E N differ from the exterior algebras Λ N precisely by the introduction of a cocycle. This makes precise how to construct analogues of the E N for other finite groups.
In this notation we have ∆(e b 1 · · · e bm ) = m r=1 e c 1 · · · e cr ⊗ e c r+1 · · · e cm m r , Ψ
on products of generators. We view the braiding Ψ as a matrix (denoted P R in the general theory in [12] [9]). The braided binomial matrices have been introduced by the author in [12] in this context and are not assumed to be invertible. There is also a braided antipode S : E N → E N defined as −1 on the generators and extended braided-antimultiplicatively in the sense S(f g) = ·Ψ(Sf ⊗ Sg) for all f, g ∈ E N , see [9] . In our case this comes out inductively as
S(e a f ) = − · Ψ(e a ⊗ Sf ) = −(a.Sf )e a , ∀f ∈ E N .
As one application, we have already remarked in Section 2 that the braided group structure implies in particular that assuming E N is finite-dimensional then it has a unique top form, a conjecture in [6] now ensured by Theorem 6.1. Next we note that the braided group E N is certainly finite-dimensional in each degree, so it has a graded-dual braided group E * N . However, a linear braided space and its dual can typically be identified in the presence of an invariant metric. In our case we have: Proposition 6.3 E N is self-dually paired as a braided group, with pairing e an · · · e a 1 , e b 1 · · · e bm = δ n,m ([n, Ψ]!) a 1 ···an
Proof The pairing we take on the generators is e a , e b = δ a,b , which is compatible with the S N -grading since all a have order 2, and compatible with the action of g ∈ S N since (±1) 2 = 1, i.e. the pairing is a morphism to the trivial crossed module. We extend this to products via the axioms of a braided group as explained in [9] to obtain the pairing stated, using the above formula for ∆ and properties of the braided binomial operators in relation to braided factorial matrices. It follows from the construction that the pairing is well-defined in its second input.
This part is the same as in [9] . It is also well-defined in its first input after we observe that Ψ * = Ψ, where Ψ * is defined as the adjoint on E N ⊗ E N with respect to the braided-tensor However, it is nondegenerate in degrees 0,1,2 by construction and in degree 3 by the analogue of Theorem 3.2. We conjecture that it is nondegenerate in all degrees, i.e. E * N = E N . This has been verified up to N < 4. In this case the Hilbert series of E N must have a symmetric form due to the Hodge-* operator, as explained in Section 2. A similar identification of degree r with the top degree minus r has been conjectured in [6] , but in our case it is a direct consequence of our conjecture of nondegeneracy in Proposition 6.3. Moreover, from our 'braided linear space' point of view it is closely related to a canonical 'braided Fourier transform' on E N . [21] , which is similar to that for general such Hopf algebras [9] .
Here
which computes as stated using the relations of E 3 . A similar formula including the braided antipode S provides the inverse Fourier transform. We compute S 2 as stated. In fact S 2 = T ,
where T (f ) = |f |.f on f ∈ E N of homogeneous S N -degree. One also has S = T −1 = −S in degree 2. ⋄ Next, E * N and in our case E N acts on the algebra E N by infinitesimal translation from the left and right, which means respectively partial derivatives D a ,D a : E N → E N for each a ∈ C (they are denoted ∂ a ,∂ a in the general theory in [12] [22] [9] ). Thus the left partial derivative is defined as the coefficient of e a ⊗ in the operator ∆, which from the above yields D a (e a 1 · · · e am ) = e b 2 · · · e bm [m, Ψ] ab 2 ···bm a 1 ···am .
As for other additive braided groups [12] [9] these necessarily represent E N on itself and obey
making E N an opposite braided E N -module algebra (i.e., in the braided category with inverted braiding). Similarly the right partial derivativesD a are defined via right translations but converted into an action from the left via the braiding. This yields D a (e a 1 · · · e am ) = e b 2 · · · e bm [m, Ψ −1 ] ab 2 ···bm a 1 ···am and necessarily represent E N on itself with
making E N a E N -module algebra in its original braided category. The partial derivatives and their conjugates are related by the braided antipode according to SD a = −D a S as shown in [22] . Proofs are by braid-diagram methods as part of the established theory of braided groups. The analogue of these constructions for Λ w etc., are braided super-derivations of 'interior product' [13] . Thus D(g.e a ⊗ g.f ) = D(ζ g,a e gag −1 ⊗ g.f ) = g.D(e a ⊗ f ) translates to the condition as shown for g ∈ S N and f ∈ E N . Likewise, commuting with the total S N -degree gives the other part of the morphism condition. Next we compute the braiding and its inverse on E N ⊗ E N in the category of left crossed modules for the crossed module structure stated. In general Ψ(f ⊗ g) = |f |.g ⊗ f for f of homogeneous S N -degree |f |. Applying D,D yields the Leibniz rules as stated with
The braiding of D a in these expressions corresponds by definition to the braiding of the element e a which it represents (similarly forD a ). ⋄ TheseD (ij) therefore coincide with the operators denoted ∆ ij in the notation of [6] . It is proven there that their restriction to polynomials in the {θ i } (i.e. to the cohomology of the flag variety) yields the finite difference operators
where (ij).f interchanges the i, j arguments of f (θ 1 , · · · , θ N ). We see that theseD a follow directly from the braided group structure as infinitesimal translations, which ensures that they are well-defined and form a representation of E N on itself. It also provides computational tools, for example braided-Fourier transform intertwines the braided derivatives with multiplication in E N , as shown in general in [21] . Another canonically-defined representation of a braided group on itself with a similar braided-Leibniz property to theD a is the braided adjoint action, which comes out for E N as
Ad ea (f ) ≡ e a f + ·Ψ(Se a ⊗ f ) = e a f − (a.f )e a ; Ad ea (f g) = Ad ea (f )g + (a.f )Ad ea (g)
This has no direct geometrical analogue (the usual polynomial algebra is commutative so that Ad is zero) but is related to q-conformal translations in the context of q-deformed planes, see [9] .
Let us also note that the full bosonisation theorem [9, Thm. 9.4.12] of E N provides another ordinary Hopf algebra E N >⊳ ·D(kS N ) such that its category of modules is fully equivalent to the category of braided modules of the braided group E N . In particular, module-algebras of this ordinary Hopf algebra are the same thing as braided E N -module algebras, such as provided bȳ where L g (f ) = f (g( )) and Ad g = L g R g −1 . The same algebra has another 'conjugate' coproduct containing E N >⊳ ·k(S N ) and kS N as sub-Hopf algebras.
Proof The right action of k(S N ) on E N given by the grading can also be used as a left action. This action and the action of kS N is the action of the Drinfeld double corresponding to the crossed module. We make the semidirect product by this. The quasitriangular structure R = g∈S N δ g ⊗ g defines a left coaction ∆ L (e a ) = R 21 .e a = g∈S N g ⊗ δ g .e a = a ⊗ e a induced from the action, so the same cross coproduct as for E N >⊳ ·kS N . On the other hand every quasitriangular Hopf algebra has a conjugate quasitriangular structureR = R −1 21 . We regard the same algebra E N developed as a braided group in this opposite braided category (the opposite braided coproduct looks the same on the generators E N .) UsingR gives a second induced coaction∆ L (e a ) = g∈S N δ g −1 ⊗ g.e a . This gives a second ordinary coproduct
which is a left handed version E N >⊳ ·k(S N ) of the second biproduct bosonisation in Corollary 6.2. This is an example of a general theory in [22] where the two coproducts are related by complex conjugation in a * -algebra setting over C. ⋄ Finally, let us recall that the natural exterior algebra object from our point of view was Λ w which appears to coincide with Λ quad in the case of S N . This is not expected for other Weyl groups for the reasons mentioned in Section 3 (if we believe some kind of Schur-Weyl duality). We would therefore expect a similar situation for the algebras of type E N associated to the Weyl groups of other Lie groups, and propose a similar resolution (namely to use the higher symmetrizers [r, Ψ]!). On the other hand, the !-dual of Λ quad still plays a role in the general theory as the enveloping algebra of the braided-Lie algebra. Its generators x a act as left-invariant vector fields on the group coordinate ring as part of the theory in [17] . There should be an analogous action in the E N setting.
