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ABSTRACT Based on Fick’s 2nd law the development of moving particle semi-implicit method for 
predicting diffusion process is proposed in this study. The diffusion model described how mass get 
transported between particles and the density of particles get fitted in real time. By giving the 
optimal radius for Laplacian operator, the accuracy of MPS diffusion solver can be optimistically 
estimated. A more accurate characterization method is provided by the diffusion model. Droplets 
collision and moving boundary were simulated and two internal flow cases were performed with 
concerns of the distribution of concentration in the fluid domain and the outlet sections. Factors 
affecting diffusion process were obtained. Analysis in unsteady flow at Lagrangian view was taken 
by extracting the pathlines and varying curves along the pathlines.  
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Introduction 
The Latin word ‘diffundere’ is the origin of diffusion which means ‘to spread out’. Diffusion is 
caused by the Brownian motion of atoms or molecules that leads to complete mixing. Even water 
molecules in pure water are still in continuous random motion. The migration through the liquid 
itself is called ‘self-diffusion’. The Scottish chemist Thomas Graham (1805-1869) [1]performed the 
first systematic studies of diffusion, giving a now call Graham’s law: 'The diffusion or spontaneous 
intermixture of two gasses is effected by an interchange in position of indefinitely minute volumes 
of the gases, which volumes are not of equal magnitude, being, in the case of each gas, inversely  
proportional to the square root of the density of that gas.' In the field of studying diffusion, an 
important advance came from German physiologist Adolf Eugen Fick (1829-1901). Fick postulated 
that the flux of matter j in x direction is proportional to the pertaining gradient of concentration C 
[2]: j = −D డ஼
డ௫
, which we nowadays call Fick’s first law. By using the conservation of matter in analogy 
to Fourier’s treatment, the second fundamental law of diffusion was given:  డ஼
డ௧
= 𝐷 డ
మ஼
డ௫మ
 , which we 
nowadays call Fick’s second law or diffusion equation. The diffusion equation is a linear partial 
differential equation of second order mathematically. Best known as physicist, Albert Einstein derived a 
relation [3] between the diffusivity of particles suspended in a liquid and the solvent viscosity η. With 
the Stokes friction force, 6πηr, a relation for solute molecules of radius r was given: D = ோ೒்
ேಲ
ଵ
଺஠஗୰
, the 
Stokes-Einstein relation so called nowadays.  
Marvin Appel [4] at 1968 give solutions generalized to apply to an n-phase system, and emphasized that 
these solutions are only valid if the principal physical process is diffusion. C.R.Houska and J. Unnam[5] 
once gives the concentration distribution for any continuous variation of the diffusion coefficient, which 
required the diffusion geometry to be planar and the system to be doubly infinite in size, then use a finite 
difference approach to determine the variation of composition with time and distance. C.Jacoboni [6] 
studied electron diffusion in semiconductors at short distance and time .From both analytical and 
numerical approach to study the diffusion phenomenon at high fields and small distances and short time. 
E.J.Mittemeijer and H.C.F. Rozendall [7] proposed a rapid method for numerical solution of Fick’s 
second law where the diffusion coefficient is concentration dependent. This rapid method is two orders 
of magnitude faster than before and should therefore be preferred in practice. W.E. Alley and B.J. Alder 
[8] suggested that Fick’s law must be modified by replacing the diffusion coefficient by a convolution 
over time or the velocity autocorrelation function. Jeremiah R.LOWNEY [9] concluded that Fick’s law 
is the more fundamental and straightforward way to model diffusion processes. A.J. Slavin and P.R. 
Underhill indicated that Fick’s first law is also unchanged by explicitly including the occupancy of 
potential diffusion sites in the derivation. R.N. Hills and P.H. Roberts [10] drew attention to a disturbing 
inconsistency in some theoretical arguments that have been used to determine the evolution of regions 
of mixed solid and liquid phase. [11] L. Botar studied the migration and reaction-driven diffusion of two 
component and treated as a random walk on a simple cubic lattice. It is shown that in this model the 
cross-term in Fick’s second law vanish even if the gradients of the concentration are not zero. J.M. Rubi 
et[12], discussed inertial effects in systems outside equilibrium within the framework of non-equilibrium 
thermodynamics. The elements of the theory of internal degrees of freedom were used to constitute the 
mesoscopic version of a previous analysis which considers the kinetic energy of diffusion. M. Howard 
Lee [13] succeed to establish the validity of Fick’s law precisely from a microscopic theory. David Jou 
and Jose Casas-Vazquez [14] constructed a higher-order hydrodynamics for material motion in fluids, 
under arbitrary nonequilibrium condition. Stephen W. Webb and KARSTEN Pruess [15] conbined gas-
phase diffusion and advection in porous media, the advective-diffusive model (ADM) and the dusty-gas 
model (DGM). A modified Klinkenberg factor is suggested to account for difference in the models. I.V. 
BELOVA et [16] simulated a direct steady state using computer simulation method to calculate Onsager 
phenomenological transport coefficient from the gradient of the chemical potential in the one component 
lattice gas .B Ph van Milligen [17]focus on Fick’s law and Fokker-Planck law and re-examine the origin 
of these expressions and perform numerical and physical experiments to shed light on this duality. 
Tomozo SASAKI [18] doubt that there is no guarantee that Fick’s law holds true in soils. The authors 
think it is imperative to confirm the validity of Fick’s law before starting measurements of radon diffusion 
coefficients in soils to obtain the confidence in the results. ZHANG Junzhi [19] used Fick’s second law 
and water-cement ratios or porosity of concrete and chloride concentration to predict the varying law of 
chloride diffusion coefficient with exposure time of existing concrete. Chiara Visentin [20]and Nicola 
Prodi investigated the validity of the Fick’s law of diffusion in room acoustics. Siepmann et[21] studied 
modeling of diffusion controlled drug delivery. S. Guenneau and T. M. Puvirajesinhe [22] introduced a 
coordinate transformation approach to control diffusion processes via anisotropy with an emphasis on 
concentration of chemical species for potential application in biophysics or bioengineering. 
Gilberto M. Kremer[23] proposed that the coefficients of diffusion depend on the gravitational potential 
and become smaller than those in its absence. S. Chen et [24] proposed a new nonlinear two-side space-
fractional diffusion equation with variable coefficients from the fractional Fick’s law and a semi-implicit 
difference method for this equation. 
Fick’s law gives path to describe the mass transfer phenomenon between materials. CFD techniques were 
developed to solve much more complicated cases with mathematical tools, and numerical analysis was 
taken when experiment is difficult to sample and monitor especially when the simulating domain varies 
with respect of time. Considering the time-varying domain an important factor for CFD calculation, mesh 
methods (FVM, FEM and FDM et) had to paid more effort (dynamic mesh) to equip that. Species 
Transport Model is developed for mesh method to calculate the diffusion problem. If the domain is time-
varying or free surface or moving boundaries were involved, Species Transport Model needs the support 
of dynamic mesh to provide a new analytical domain and updates boundary condition at every time step. 
Moreover, Eularian description includes a convection term causing difficulties of solving and numerical 
dissipation.[25] According to the difficulties and inconvenience, solving Fick’s second law the linear 
partial differential equation in particle method or called as meshless method could be more appropriate. 
In this paper, mass diffusion process is directly incorporated in the MPS method[26]. By redefining the 
particles as fluid physical variables’ storage domain instead of considering particles as simply single fluid 
particle, the particles now denote sub-domains of fluid. Extending the attributes of particles with the 
concentration, one particle can describe an assemble of several component matters sharing the 
information of coordinate, velocity, pressure and other physical variables. This study includes building 
the solving method of Fick’s 2nd law and validating the accuracy of the Laplacian operator. The calculated 
cases were to introducing the potential of diffusion model and application of boundary conditions. The 
analysis gives a clear understanding about how unsteady flow affects the diffusion process.  
The core techniques of MPS method are given below and the newly proposed diffusion model is also 
given as follow. 
Moving particle semi-implicit (MPS) method 
Governing equations 
Continuity equation: 
𝐷𝜌
𝐷𝑡
+ρ∇·u=0                                                                     (1) 
The incompressible Navier-Stokes equation: 
𝜌
D𝒖
Dt
= −∇𝑝 + 𝜇∇ଶ𝒖 + 𝜌𝒈 + 𝒇𝒔 (2) 
Where u denotes the velocity, t denotes the time, ρ denotes the density, p denotes the pressure, μ 
denotes the kinetic viscosity coefficient, g denotes the acceleration of gravity, fs denotes surface 
tension translated into a force per unit fluid volume. 
Discretization 
Kernel function calculates the interaction between two particles: 
𝑤(𝑟) = ൝
𝑟௘
𝑟
− 1     (𝑟 ≤ 𝑟௘)
0              (𝑟 > 𝑟௘) 
(3) 
re denotes the effective radius of interaction  
The particle number density ni of a fluid particle i is defined as follows: 
𝑛௜ = ෍ 𝑤൫ห𝑟௜ − 𝑟௝ห൯
௝ஷ௜
 (4) 
where r =|ri-rj| is the distance between particle i and particle j 
Ensuring n0 constant during solving process achieve the incompressibility of fluid. 
Gradient and Laplacian operators 
Gradient operator and Laplacian operator in the MPS method: 
〈∇𝜑〉௜ =
𝑑
𝑛଴
෍ ቈ
𝜑௝ − 𝜑௜
𝑟௜௝ଶ
(𝒓௜ − 𝒓௝)𝑤(|𝒓௜ − 𝒓௝|)቉
௝ஷ௜
(5) 
〈∇ଶ𝜑〉௜ =
2𝑑
𝑛଴𝜆
෍ൣ൫𝜑௝ − 𝜑௜൯𝑤(|𝒓௜ − 𝒓௝|)൧
௝ஷ௜
 (6) 
where d is the number of space dimensions 
Parameter 𝜆 is introduced to make the increment of variation equal to the analytical solution: 
𝜆 =
∑ 𝑤(|𝒓௜ − 𝒓௝|)௝ஷ௜ |𝒓௜ − 𝒓௝|ଶ
∑ 𝑤(|𝒓௜ − 𝒓௝|)௝ஷ௜
≅
∫ 𝑤(𝑟)𝑟ଶ𝑑𝑣`௩
∫ 𝑤(𝑟)𝑑𝑣`௩
(7) 
Use these models, the gradient and Laplacian of physical quantity 𝜑 on particle i can be obtained 
as the weighted summation of quantity 𝜑 on particles in its effecti radius with a weight function w. 
Boundary condition 
Surface particle detection 
In the MPS method, a free-surface particle of a fluid field satisfies: 
𝑛௜ < 𝛽𝑛଴ (8) 
Where ni denotes particle number density, β is set as 0.97 to ensure the stability of calculation. 
The pressure of the free-surface particle is set to zero Pa as a boundary condition in pressure 
calculating. 
Wall boundary condition 
Wall boundary conditions can be described as: (1) no-slip and (2) slip. In this paper, the velocity of 
the wall particles is set to 0 m/s and the viscosity of the wall particles is set to the viscosity of the 
liquid to reproduced the no-slip wall boundary condition.  
Velocity Inlet and Pressure outlet boundary conditions  
The inlet and outlet boundary conditions were formed before explicit and implicit computations. 
Therefore, when calculating the domain, it ensures that boundary conditions work at the time step. 
Reclaim the boundary conditions at every time step, so the continuity can be guaranteed. Before 
explicit and implicit computations, particles are to be added near the inlet boundaries, called the 
candidate particles. The coordinates of candidate particles are calculated as 𝑟௖௔௡ௗ = 𝑟௕௖𝒏௕௖𝑑௔ௗௗ, 
where 𝑟௖௔௡ௗ denotes the coordinate of candidate particle, 𝑟௕௖ is the coordinate of boundary, 𝒏௕௖ 
is the normal vector, 𝑑௔ௗௗ is the selected distance. Do collision detection near  𝑟௖௔௡ௗ at a certain 
distance (mostly 1.01𝑙଴).  If pass, make up particles near the boundaries and assign the physical 
value to them. For outlet boundaries, the particles get removed from the computation domain. The 
removing domain is given by stretch the boundary lines (surfaces in 3D) at the direction of normal 
vector with distance 𝑑௢௨௧௟௘௧. When particles move into the removing domain, the angle of the 𝑣௜ 
and 𝑛௕௖ is calculated by 𝑣௜ × 𝑛௕௖. If it shows particle 𝑖 is approaching to the outlet boundaries, 
then the particle 𝑖 get removed from the computation domain, otherwise the particle stays. For inlet 
and outlet boundary conditions, the key factor to simulate them is to hold given condition at every 
time step. The velocity inlet condition is given by reclaiming the velocities of particles near the inlet 
boundary. The same the pressure outlet is also given by reclaiming the pressure of particles near the 
outlet boundary at every time step. It can be extended to any physical variable. The momentum 
input of the system is well-controlled in this method and the stability will not decrease. 
Diffusion model 
Fick's second law predicts how diffusion causes the concentration 𝐶 to change with respect to time. 
The partial differential equation reads: 
 
∂C
∂t
= D∇ଶ𝐶 (9) 
 
In the limit of low Reynolds number, diffusion coefficient D can be described by Stokes-Einstein 
relation: 
D = 𝑘஻𝑇/6𝜋𝜂𝑟 (10) 
where 𝑘஻ denotes the Boltzmann constant,  𝑇 is the absolute Temperature, 𝜂 is the viscosity，
𝑟 is the spherical particles' radius 
Concentration of components could be described as 𝐶 = 𝑓(𝑥, 𝑦, 𝑧, 𝑡, 𝑇), in which 𝑥, 𝑦 𝑎𝑛𝑑 𝑧 are 
the Eulerian location, 𝑡 is time and 𝑇 is the local temperature. In Lagrangian, description was 
given as 𝐶 = 𝑓(𝑖, 𝑡, 𝑇), in which 𝑖 is marked number of particles. In that case, particle 𝑖 could be 
considered as a mesoscopic fluid group made up of components. The information of possibility of 
any component was carried by particle 𝑖 at microscopic view, while at macroscopic the information 
can be altered with 𝐶 the concentration. In this condition, a new diffusion method was proposed to 
predict how diffusion causes the concentration to change with respect to time applied to particle 
method. 
Approximately Solving the Laplacian ∇ଶ𝐶 in MPS reads: 
∇ଶ𝐶 =
2𝑑
𝜆𝑛଴
෍൫𝐶௝ − 𝐶௜൯𝑤൫ห𝑟௝ − 𝑟௜ห൯                        
௝ஷ௜
ห𝑟௝ − 𝑟௜ห ≤ 𝑅௟௢௖௔௟ (11) 
∇ଶ𝐶 = 0                                                                            ห𝑟௝ − 𝑟௜ห > 𝑅௟௢௖௔௟ (12) 
 
பେ
ப୲
 discrete as ஼
∗ି஼
ௗ௧
 
With Stokes-Einstein relation, we obtain 
𝐶∗ = 𝐶 +
∇ଶ𝐶 × 𝑘஻𝑇
6𝜋𝜂𝑟
× 𝑑𝑡 (13) 
 
Physical property fitting 
With the diffusion advancing, particle density varies with respect to concentration. Consequently, 
those physical property terms were modified according to the variation of certain substance’s 
concentration. Practical solution to density was given as follows 
𝜌௙ =
𝑐ଵ𝜌ଵ + 𝑐ଶ𝜌ଶ
𝑐ଵ + 𝑐ଶ
(14) 
Validation  
2-D diffusion is a classic problem in computational solution of Fick’s 2nd Law. The validation case 
was set as two component diffusion in a 2-D square space. Concentration was represented with 
normalized c, where c = 1 indicated the particle is fully occupied by component a and c = 0 
means the particle is fully occupied by the component b in two component system. In this case, 
the distribution of concentration can be obtained by analytical solution of unsteady mass diffusion: 
𝑐௫ = 𝑐ଵ + (𝑐଴.ହ − 𝑐ଵ) ൬1 − erf ൬
−𝑥
2√𝐷𝑡
൰൰ (15) 
Giving 𝑐ଵ=1, 𝑐଴.ହ=0.5 and D=0.00001. The results were calculated at t=0.01s. 
The accuracy of Laplacian operator varies depending on giving different value of 𝑅௟௢௖௔௟, the radius 
of neighborhood particle searching. Giving too high, the local detail will be lost resulting process 
accelerated. Giving too small, the stochasticity takes advantage, resulting calculation unreliable. 
Based on that, the optimal 𝑅௟௢௖௔௟  is tested in the case of two component diffusion to select 
reasonable value. 𝑅௟௢௖௔௟ to be tested includes 2.1l0(most used), 2.5l0, 2.9l0, 3.1l0, 4.0l0. The 
concentration distribution is given as fig. 1 at t=0.01s with 𝑅௟௢௖௔௟ = 2.5𝑙0. 
By comparing the distribution in fig.1, result of 2.5l0 shows most agreement to the analytical 
solution. The basic tendency is also obvious to obtained: The larger the 𝑅௟௢௖௔௟ is, the faster (refer 
to the analytical solution) the process gets. Learn from fig.1, 𝑅௟௢௖௔௟ is set as 2.5l0 in next few cases. 
The validation of Laplacian operator with different sampling time at 𝑅௟௢௖௔௟ = 2.5𝐿0 was obtained 
by fig.2. 
It indicates that the Laplacian solver has almost the same accuracy regardless the selected sampling 
time. Further on the case above, the center symmetrical boundary conditions were applied to 
calculate how diffusion advances when flow is included. The boundary conditions were as follow: 
The case is also calculated in Ansys Fluent with Species Transport Model. The totally the same 
Fig. 1 Two component diffusion with different 𝑅௟௢௖௔௟ 
Fig.2 Concentration distributions comparison at different time 
Fig.3 Boundary conditions arrangement 
boundary conditions were set as table 1. The viscous model was chosen as Laminar and properties 
of fluid were defined identically. The case was performed as D=0.00001 with transient solver at a 
100×100 construct mesh. 
The MPS results were post-processed by triangulation. As Fig.4(a) shows, the central part of the 
concentration distribution was not vertical as fig.1 shows but a slope due to the flow working. The 
results of MPS solver share the same characteristics with the results of Fluent (the mesh-based 
solver). Furthermore, the concentration of distribution, velocity distribution and streamline all 
compare well with the results of Fluent.  
Fig.4 Comparison of 2-D diffusion with flow. (a): the concentration distribution; (b): the velocity in Y 
direction; (c: the streamlines) 
Fluent                       MPS Diffusion solver 
(a)  
(b)  
(c)  
Results and discussion 
In our study, we will discuss free surfaces, moving boundaries, steady-state internal flow, and 
unsteady internal flow.  
Head-on droplet collision                                                                                                                                                               
One of advantages of MPS method is solving free surface problem[27]. Fig 5 was performed as the 
collision of two different component droplet. In this case, the Diffusion solver is coupled and particle 
density was auto fitted at every time step. By giving a diffusion coefficient D=0.00001, density of 
upper droplet: 1000kg/m³ and density of droplet below: 2000 kg/m³. The droplets were given 
velocities of opposite 10m/s, gravity was not involved and surface tension was working in the Fig.6 
gives how concentration and centroids varies with respect of time. The droplets merged and mixed 
after collision. At first, the interface got enlarged, then due to surface tension, the merged droplet 
Fig.5 Collision of different droplet (the views of sequent illustration were manually centered for 
better presentation, in fact the center of gravity of droplets is moving upward due to the 
momentum work; left: concentration, right: density) 
Fig.6 Concentration slice map (x=0: black dashed line) and centroid position 
retracted to the spindle shape under the effect of surface tension, forcing flow and giving help to 
accelerate diffusion process. The density of lower droplet is twice as the upper one, not only causing 
the merged droplet moving upward after full momentum exchange, but also leading to the 
concentration center part (around c=0.5) an upward offset. 
Moving boundary 
Moving boundary is used to simulate problems with fluid-solid coupling[28]. A Circular active 
mixer(radius:R=0.1m) was set as fig.x shows, the cylinder at diameter:R/5 rotates on radius:R/2 
with line speed: Vl =1m/s. The diffusion coefficient is set to 0.00001. 
 
Fig.7 Sequence illustration of concentration distribution 
Fig 7 show the sequence illustration in 1 second. Due to the angular momentum input, the fluid 
so possesses a rotation movement as circled in fig.7. With the mixing advancing, the trailing 
area of cylinder was well diffused. Because the continues rotation movement of cylinder left 
the trailing area filled with high concentration gradient fluid as fig.7 t=0.2, continually 
enlarging the interface area. According to fig.7, the interface finally divided the whole domain 
into five parts: A1, A2(the low concentration); B1, B2(the high concentration) and C (transition 
region) as illustratde in fig.8.  
The vector map reveals how the fluid flow during rotational mixing. Bernoulli formula tells 
that the trailing area will result in a negtive pressure area and from the vector map, it is clearly 
that the fluid from both side: A1 and B1 or A2 and B2 would strongly mix at the trailing area. 
Base on that, the help handed by mixing could be considered as two: enlarging and bringing 
effect. The enlarging effect happens from the initial moment untill the fluid parts were separated 
as fig.9 show; while the bringing effect works as always, however it became the main help only 
when the fluid parts were formed.  
B1 
 
A1 
A2 
 
C 
 
B2 
 
Fig.8 Illustration of fluid parts (left) and vector map (right) 
Internal flow 
Internal flow is the typical problem where boundary conditions work as the key factors. 
simulations of separated inlet tunnel and two-component combined in one inlet flow were taken 
to analysis the process.   
Extension of 2-D square diffusion 
When the four sides were applied with similar boundary conditions, the central part of the 
concentration distribution was not a slope as fig.10 shows. It was extended to an area as indicates: 
The contour of concentration has the property of central symmetry, result from the central 
symmetrical application of boundary condition. The vector map indicates the quasi-stagnation status 
of flow in center part. 
Fig. 10 Contour and vector of four pair boundary conditions 
Separated inlet tunnel (FIG12 未提) 
Fig.11 gives two typical geometries of symmetrical inlet tunnel or the ‘T tunnel’ and the side inlet 
tunnel. The velocity boundary conditions were applied to the virtual inlet line (the red and the blue) 
and the pressure outlet boundary condition was also applied to the outlet line (the yellow). The so-
called side inlet tunnel exchanged the places of one inlet and the outlet. The flow rate ratio of two 
inlet was set as 1:1 in symmetrical inlet tunnel and one inlet size was get halved to change the ratio 
Fig.12 Contour of concentration distribution when flow is steady 
recording line 
recording line 
Fig.11 Geometries and boundary conditions 
Fig.13 Scattering distribution of concentration 
to 1:2 in the side inlet tunnel. The Reynold number was 50 where the laminar flow dominates. The 
T tunnel was empty as fig.11 shows at the initial moment. With calculation advancing the 
computation domain will auto fill with particles. Fig.13 gives the distribution of outlet line in a 
duration of 0.005s by scattering the particles’ concentration to the coordinate plane. The center-
symmetrical curve results from symmetrical inlet boundary condition. The concentration varies with 
along the horizontal direction. Obviously, the distribution gets more even and the fluctuating band 
shortens when increasing the diffusion coefficients. The symmetrical center locates the middle of 
outlet line resulting in the concentration of 𝑐 = 1/2, while the center locates at the 𝑐 = 1/3 in the 
side inlet tunnel. The basic regularities are the same with results of symmetrical inlet, while the 
property of symmetry get deprived due to the vertical inlet. The distribution center locates about 
c=1/3 and the fluctuations greatly increase and gradually decrease from the lower wall to the upper 
wall most obviously at the diffusion coefficient D=0.0005 as fig 13 shows.  
Two-component flow around a cylinder  
When the diffusion progress needs to meet the demand of resulting in more even distribution, it is 
necessary to make shear flow and try lowing the flow stability. In that case, a cylinder at radius=D 
was placed in a 2D tunnel at length=L and width=H. The D/H is called the blockage ratio, the case 
below was set as D/H=0.5 and the center of cylinder was place at 1/3 of the length of tunnel. The 
(a): generated particles’ distribution map (b): concentration contour 
Fig. 14 Illustration of result without and with diffusion model 
inlet was divided into two halves, the upper half produce the first component and lower half produce 
the other one, so the flux ratio was set as 1:1. 
Fig.14 gives the particles and the concentration distribution of situation of non-cylinder, with 
cylinder and with cylinder and unsteady flow. Fig.14(a) could be considered as a passive mixer 
where non-diffusion happens. undoubtedly unsteady flow is very helpful for mixing and that’s why 
the diffusion process can get accelerated when diffusion model is added to calculate the mass 
transfer phenomenon. According to that, the key to obtain well diffused fluid is to increase 
complicacy on flow. Simply a cylinder obstacle would dramatically result in better performance. 
The reasoning could go further by analysis as follows. The flow around a circular cylinder at 
Reynold number= 1000 periodically produce shedding vortex which strengthens the mass transfer. 
The periodical illustration is as fig.15 shows.  
Due to the periodical effect, the outlet concentration distribution scatter map was draw in a 3D space 
with term of time added as fig. 16. The inhomogeneity reduced with time advancing comparing the 
Fig. 15 Periodical illustration of concentration contour and vector 
initial moment. Similar fluctuation also occurred while the distribution finally centralized at an ideal 
level.  
The periodical outlet average concentration data was analyzed by FFT (Fast Fourier Transform) to 
find the main frequency.  
As fig.17 indicates, the main frequency of outlet average concentration is Fc=269.9 Hz, which is 
almost the same with the frequency of shedding vortex Fs=271 Hz (obtained by the flow period is 
0.0037s). Therefore, the fluctuations of concentration could be considered as the result of shedding 
Fig. 17 FFT analysis of outlet average concentration 
Fig. 16 3D scattering of outlet concentration. (a): the default view; (b): the front view; (c): the back view) 
(c) (a) 
(b) 
vortex effect.  
It is known that shear flow will accelerate the progress of diffusion. In our method, particles were 
regarded as fluid assembles in Lagrangian description. Due to the lagrangian characters, the 
pathlines can be directly, correctly and conveniently obtained. In that case, the analysis of any part 
of fluid is able to be taken. Marked pathline a, b, c and d were extracted to analysis for 
representatives. Fig.18 gives pathlines of particles produced by inlet boundary condition at time= 
0.05s. From the pathlines, the convection movement was strengthened after passing the cylinder 
where particle or part of fluid was taking part in furious mass transporting.  
The particle produced at 7/20 place of inlet line is showed as fig 18 a, the lifetime is 0.02561 second. 
The pathline length is 0.021325 m. Compared with the case without cylinder and unsteady flow, the 
lifetime is 70.7% longer and pathline length is 42.2% longer. While the particle produced at 13/20 
place (fig 19 b) of the inlet line has a lifetime of 0.01971 second which is 31.4% longer than the 
without and a length of 0.021027 m which is 40.5% longer. 
Table 1 Data of pathlines 
Pathline a b c d 
Lifetime(s) 0.02561 0.01971 0.02071 0.02229 
Pathline length(m) 0.021325 0.021069 0.021018 0.021096 
Prolonging ratio(%) 
lifetime/pathline 
70.7 / 42.2 31.4 / 40.5 38.1 / 40.1 48.6 / 40.7 
Fig. 18 Pathline of particles produced at time=0.05s and 4 extracted lines 
It can not be simpily reasoned that the result is due to the prolonged lifetime and pathline, but it is  
certain that prolonging the lifetime and pathline do benefit the diffusion process. In other way the 
prolonging effect can be considered as a economic way to prolong the flow path without extending 
the length of tunnel. The concentration varies rapidly after the shear flow occur in fig.18. Due to the 
Fig. 19 Extracted pathlines with concentration, y velocity and lifetime variation (a, b, c and d are 
pathlines produced from different inlet line position) 
(d) 
(a) 
(b) 
(c) 
transportting movement, strongly mixing between the high-concentration and the low-concnetration 
parts occurs after passing the cylinder. The mass transfer variation can be pressented clearly by 
recording the concentration along the pathline. As illustrated in fig.19(a), concentration incured a 
violent climbing after the velocity had a climax at y direction, while in fig.18b, concnetration droped 
quickly due to passing a lowest point of velocity at y direction. Variation of concentration goes 
greater as the velocity varies. Before passing around the cylinder, fluctuation of velocity at y 
direaction happen around zero. Affected by passing around obstacle and shedding vortex, dramatical 
variation would happen and incurring rapid mixing or diffusion. 
  
Conclusion 
Moving particle semi-implicit code was coupled with diffusion model based on Fick’s 
2nd law. By defining particles as assembles of several component, it is convenient to 
calculate multi-component mass diffusion problem. The Laplacian operator shows most 
accuracy when set the radius of neighborhood particle searching as 2.5l0. The validity 
of diffusion model of solving linear partial differential equation can be obtained in the 
comparison at two component diffusion problem. The flow involved case’s validation 
was also performed by comparison with Fluent. The proper applications of boundary 
condition can result in ideal stagnation zone. By coupling diffusion model, free surface 
and moving boundary problem were simulated. The effective work in common is 
enlarging the interface area and incurring flow. Difference is how it works: Droplets’ 
interface got enlarged by collision while moving boundary accomplished by pushing 
and bringing fluid. Moreover, the reason of incurring flow of droplets is surface tension 
while it was the solid part’s movement that causing fluid flow. The outstanding 
enhancing effect on the diffusion process by unsteady flow was analyzed. It showed 
that shedding vortex could be the reason of concentration fluctuation. The main factor 
of how unsteady flow affecting diffusion process could be considered as the shear 
movement and its side effect: the prolonging of pathline and lifetime.  
 
 
 
   
Bibliography 
[1] H. Mehrer and N. Stolwijk, “Heroes and highlights in the history of diffusion,” Diffus. 
Fundam., vol. 11, no. 1, pp. 1–32, 2009. 
[2] A. Fick, “ V. On liquid diffusion ,” London, Edinburgh, Dublin Philos. Mag. J. Sci., vol. 10, 
no. 63, pp. 30–39, 1855, doi: 10.1080/14786445508641925. 
[3] E. Albert, “Über die von der molekularkinetischen Theorie der Wärme geforderte Bewegung 
von in ruhenden Flüssigkeiten suspendierten Teilchen,” Annalen der Physik. pp. 549–560, 
1905. 
[4] M. Appel, “Solution for Fick’s 2nd law with variable diffusivity in a multi-phase system,” Scr. 
Metall., vol. 2, no. 4, pp. 217–221, 1968, doi: 10.1016/0036-9748(68)90231-7. 
[5] J. Unnam, “Solution to diffusion equation with continuously varing coefficients-single phase” 
vol. 8, pp. 509–512, 1974. 
[6] C. Jacoboni, “Generalization of Fick’s Law for Non‐Local Complex Diffusion in 
Semiconductors,” Phys. Status Solidi, vol. 65, no. 1, pp. 61–65, 1974, doi: 
10.1002/pssb.2220650103. 
[7] E. J. Mittemeijer and H. C. F. Rozendaal, “A rapid method for numerical solution of Fick’s 
second law where the diffusion coefficient is concentration dependent,” Scr. Metall., vol. 10, 
no. 10, pp. 941–943, 1976, doi: 10.1016/0036-9748(76)90218-0. 
[8] W. E. Alley and B. J. Alder, “Modification of Fick’s law,” Phys. Rev. Lett., vol. 43, no. 10, pp. 
653–656, 1979, doi: 10.1103/PhysRevLett.43.653. 
[9] I. Introduction, “The Use of Fick ‘ s Law in Modeling Diffusion,” IEEE Trans. Electron 
Devices, no. 2, pp. 2–5, 1980. 
[10] R. N. Hills and P. H. Roberts, “On the use of Fick’s law in regions of mixed phase,” Int. 
Commun. Heat Mass Transf., vol. 15, no. 1, pp. 113–119, 1988, doi: 10.1016/0735-
1933(88)90012-7. 
[11] L. Botar, “On the general and specail form of Fick's second law with concentration-dependent 
diffusion coefficients” vol. 149, no. 1, pp. 99–101, 1988. 
[12] J. M. Rubí and A. Pérez-Madrid, “Inertial effects in non-equilibrium thermodynamics,” Phys. A 
Stat. Mech. its Appl., vol. 264, no. 3–4, pp. 492–502, 1999, doi: 10.1016/S0378-
4371(98)00476-2. 
[13] M. H. Lee, “Fick’s law, green-kubo formula, and heisenberg’s equation of motion,” Phys. Rev. 
Lett., vol. 85, no. 12, pp. 2422–2425, 2000, doi: 10.1103/PhysRevLett.85.2422. 
[14] D. Jou, J. Casas-Vázquez, J. R. Madureira, Á. R. Vasconcellos, and R. Luzzi, “Higher-order 
hydrodynamics: Extended Fick’s law, evolution equation, and Bobylev’s instability,” J. Chem. 
Phys., vol. 116, no. 4, pp. 1571–1584, 2002, doi: 10.1063/1.1426416. 
[15] S. W. Webb and K. Pruess, “The use of Fick’s law for modeling trace gas diffusion in porous 
media,” Transp. Porous Media, vol. 51, no. 3, pp. 327–341, 2003, doi: 
10.1023/A:1022379016613. 
[16] I. V. Belova, M. J. Brown, and G. E. Murch, “Computer simulation of the phenomenological 
transport coefficient in the lattice gas and Fick’s First Law,” Philos. Mag., vol. 85, no. 14, pp. 
1495–1506, 2005, doi: 10.1080/14786430500036637. 
[17] B. P. Van Milligen, P. D. Bons, B. A. Carreras, and R. Śnchez, “On the applicability of Fick’s 
law to diffusion in inhomogeneous systems,” Eur. J. Phys., vol. 26, no. 5, pp. 913–925, 2005, 
doi: 10.1088/0143-0807/26/5/023. 
[18] T. Sasaki, Y. Gunji, and T. Iida, “Transient-diffusion measurements of radon: Fick’s law 
confirmation and 218Po/214po behavior determination,” J. Nucl. Sci. Technol., vol. 44, no. 10, 
pp. 1330–1336, 2007, doi: 10.1080/18811248.2007.9711379. 
[19] J. Zhang, J. Wang, and D. Kong, “Chloride diffusivity analysis of existing concrete based on 
Fick’s second law,” J. Wuhan Univ. Technol. Mater. Sci. Ed., vol. 25, no. 1, pp. 142–146, 
2010, doi: 10.1007/s11595-010-1142-4. 
[20] C. Visentin, N. Prodi, V. Valeau, and J. Picaut, “A numerical investigation of the Fick’s law of 
diffusion in room acoustics,” J. Acoust. Soc. Am., vol. 132, no. 5, pp. 3180–3189, 2012, doi: 
10.1121/1.4756924. 
[21] J. Siepmann and F. Siepmann, “Modeling of diffusion controlled drug delivery,” J. Control. 
Release, vol. 161, no. 2, pp. 351–362, 2012, doi: 10.1016/j.jconrel.2011.10.006. 
[22] S. Guenneau and T. M. Puvirajesinghe, “Fick’s second law transformed: One path to cloaking 
in mass diffusion,” J. R. Soc. Interface, vol. 10, no. 83, 2013, doi: 10.1098/rsif.2013.0106. 
[23] G. M. Kremer, “Diffusion of relativistic gas mixtures in gravitational fields,” Phys. A Stat. 
Mech. its Appl., vol. 393, pp. 76–85, 2014, doi: 10.1016/j.physa.2013.09.019. 
[24] S. Chen, F. Liu, X. Jiang, I. Turner, and V. Anh, “A fast semi-implicit difference method for a 
nonlinear two-sided space-fractional diffusion equation with variable diffusivity coefficients,” 
Appl. Math. Comput., vol. 257, pp. 591–601, 2015, doi: 10.1016/j.amc.2014.08.031. 
[25] N. Park, J. Y. Yoo, and H. Choi, “Discretization errors in large eddy simulation : on the 
suitability of centered and upwind-biased compact difference schemes,” vol. 198, pp. 580–616, 
2004, doi: 10.1016/j.jcp.2004.01.017. 
[26] S. Koshizuka and Y. Oka, “Moving-particle semi-implicit method for fragmentation of 
incompressible fluid,” Nucl. Sci. Eng., vol. 123, no. 3, pp. 421–434, 1996, doi: 
10.13182/NSE96-A24205. 
[27] Z. Sun, G. Xi, and X. Chen, “Mechanism study of deformation and mass transfer for binary 
droplet collisions with particle method,” Phys. Fluids, vol. 21, no. 3, 2009, doi: 
10.1063/1.3089587. 
[28] Z. Sun, G. Xi, and X. Chen, “A numerical study of stir mixing of liquids with particle method,” 
Chem. Eng. Sci., vol. 64, no. 2, pp. 341–350, 2009, doi: 10.1016/j.ces.2008.10.034. 
 
