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ABSTRACT OF DISSERTATION

THE DEVELOPMENT AND IMPLEMENTATION OF SYSTEMS TO STUDY
THE PHYSICAL PROPERITES OF TANTALUM TRISULFIDE
AND SMALL-MOLECULE ORGANIC SEMICONDUCTORS

The charge-density-wave (CDW) material orthorhombic tantalum trisulfide
(TaS3) is a quasi-one dimensional material that forms long ribbon shaped crystals, and
exhibits unique physical behavior. We have measured the dependence of the hysteretic
voltage-induced torsional strain (VITS) in TaS3, which was first discovered by
Pokrovskii et. al. in 2007, on temperature and applied torque. Our experimental results
shows that the application of torque to the crystal could also change the VITS time
constant, magnitude, and sign. This suggests that the VITS is a consequence of residual
torsional strain originally present in the sample which twists the polarizations of the
CDW when voltage is applied. This polarization twist then results in torque on the
crystal.
Another group of materials that may attract interest is that of small-molecule
soluble organic semiconductors. Due to their assumed small phonon thermal
conductivities and higher charge carrier mobilities, which will increase their seebeck
coefficients with doping as compared to polymers, the small-molecule organic materials
are promising for thermoelectric applications. In our experiments, we have measured the
interlayer thermal conductivity of rubrene (C42H28), using ac-calorimetry. For rubrene,
we find that the interlayer thermal conductivity,  0.7 mW/cm·K, is several times smaller
than the (previously measured) in-plane value. Also, we have measured the interlayer and
in-plane thermal conductivities of 6,13-bis((triisopropylsilyl)ethynyl) pentacene (TIPSPn). The in-plane value is comparable to that of organic metals with excellent -orbital
overlap. The interlayer (c-axis) thermal diffusivity is at least an order of magnitude larger
than the in-plane, and this unusual anisotropy implies very strong dispersion of optical
modes in the interlayer direction, presumably due to interactions between the silylcontaining side groups. Similar values for both in-plane and interlayer conductivities
have been observed for several other functionalized pentacene semiconductors with
related structures.

KEYWORDS: charge-density-wave, voltage-induced torsional strain, small-molecule
organic semiconductors, ac-calorimetry, thermal conductivity
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CHAPTER 1 Introduction
This dissertation consists of two parts involving exhaustive work in Dr. Brill's
laboratory. In the first part of this thesis (Chapters 2 - 4) I will discuss our study on the
voltage-induced torsional strain (VITS) discovered in the charge-density-wave (CDW)
conductor, TaS3. In 2007, Pokrovskii, et al. reported that TaS3 twists when a voltage
above the CDW depinning threshold is applied. In order to discover the origin of this
unique torsional effect, we used our sensitive helical resonator probe to study its voltage,
time, torque and temperature-dependence. In carrying out these measurements, we
observed that external torque could have a strong effect not only on the magnitude of the
hysteretic VITS, as anticipated, but also on its time constant. Most surprisingly, the
external torque was even observed to reverse the sign of the voltage-induced torsional
strain. Our results also showed that the relaxation time τ0 decreases with increasing
temperature, and is related to CDW current. Therefore, in this thesis, I will discuss the
mechanism of this unique VITS effect obtained through experimental results and
theoretical modeling.
In the second part of this thesis (Chapters 5 - 8) I will discuss our measurements
on thermal conductivities of crystals of small-molecule organic semiconductors. The
global hunger for electrical energy is a key driving force behind commercial activity, and
thermoelectrics can contribute as an important power generation technology.
Thermoelectrics are materials which are capable of converting heat (e.g. from sunlight)
into electrical energy. To have a high thermoelectric (TE) efficiency, it is necessary to
maximize electrical conductivity and minimize thermal conductivity, usually difficult to
measure, and organic semiconductors are expected to have low thermal conductivities.
We have developed two new “ac-calorimetry” techniques, measuring the thermal
conductivities for both in interlayer (transverse) and in-plane (longitudinal) directions on
organic crystals. For both techniques, we used chopped light to heat samples. In the
transverse thermal conductivity measurements, we measured the time it takes for heat to
transport through a thin crystal to determine its thermal conductivity. In the longitudinal
thermal conductivity measurements, we found the thermal conductivity in the in-plane
direction by changing the area of the crystal on which we shined light. We have analyzed
some models of heat flow and have done measurements on some organic semiconductors,

1

such as TIPS-pentacene, rubrene, etc. For rubrene, the interlayer thermal conductivity, 
0.7 mW/cm·K, is several times smaller than the (previously measured) in-plane value. It
may indicate poor thermal transport through phenyl side groups of the molecule.
However, for TIPS-pn, the in-plane thermal conductivity is an order of magnitude smaller
than the interlayer thermal conductivity, which may have large implications about the
relationship between intermolecular interactions and thermal transport.

Copyright © Hao Zhang 2015
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PART I

Investigations of voltage-induced-torsional strain in TaS3

3

CHAPTER 2 Background of TaS3
2.1

Introduction
When a quasi-one dimensional conductor is cooled, it undergoes a phase

transition, at a critical temperature (TP), to an insulating state in which the electronic
charge density of this conductor is modulated with a wavelength longer than the
underlying crystal lattice constant. This state is called a charge-density-wave (CDW)
state [1,2]. This critical temperature is referred to as the Peierls temperature. In the CDW
state, there is an energy gap at the Fermi level. The conductor becomes an insulator,
because all states below the gap are occupied and the ones above are empty,

Figure 2.1
Atomic structure and energy dispersion for a quasi-one dimensional metal
for T > Tp. b) Atomic structure and energy dispersion for T < T p [1]. This diagram
illustrates the special case of a half-filled band.
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The crystal structure and the energy dispersion for a quasi-one dimensional
system are shown in Figure 2.1 for the special case of the half filled band. Panel a)
illustrates the system being metallic for T > T P while panel b) displays the system being
insulating when T < TP. Notice that when the system is metallic, the lattice is a periodic
array of atoms equally spaced with lattice constant a. However, when we cool down the
system temperature below TP, there is a periodic lattice distortion with wavelength
λ=2π/2kF and a modulation in the electron density, due to an electron-phonon interaction,
as illustrated in Figure 2.1b. This leads to a gap opening near the Fermi level (k F) and
coverts the whole system into an insulating state.
Since the 1970s, a wide range of CDW materials have been discovered, including
NbSe3 [3], NbS3 [4], TaS3 [5], K0.3MO3 [6,7], etc. The crystal structure of TaS3 is shown
in Figure 2.2. In this figure, the Ta and S atoms are represented by unfilled and filled
circles, respectively. The high anisotropy of CDW materials is due to their architecture
consisting of weakly coupled molecular chains. Electrons move easily along these chains
and much less easily between adjacent chains, giving the quasi-one dimensional character
of CDW [2].
Because it shows a half-filled band, the model shown in Figure 2.1 is oversimplified. In this example, the wavelength of the charge modulation λ is 2 times lattice
constant a, giving a commensurate CDW. On the other hand, if the ratio λ/a is irrational,
the CDW will be incommensurate. All sliding CDWs, described below, are
incommensurate.
The charge density ρ(z) will be given by:
ρ(z) = ρ0 + ρ1cos(qz + υ(z))

(2.1)

where z is the high conductivity direction, ρ0 is the density of condensed electrons
constant, ρ1 is the amplitude of the CDW modulation, q = 2kF is the wave-vector and the
υ(z) is the local phase. Any crystal has defects and impurities. As a result the CDW will
be pinned to the underlying lattice, but in some systems υ(z) will only gradually adjust
itself to the impurities in the lattice, which is called "weak" pinning. In 1976 Monçeau et.
al. showed that if a large enough electric field is applied to crystals of NbSe3, the weakly
pinned CDW will be depinned from the underlying lattice and slide through the crystal
carrying current [3]. The threshold field (voltage) at which the CDW is depinned and the
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resistance falls (i.e. non-Ohmic conductivity) is referred to as ET (VT). This sliding CDW
phenomenon was also observed in other materials such as TaS3 [8].
TaS3 has two different polytypes, orthorhombic (o-TaS3) and monoclinic (mTaS3) [9]. The structure of TaS3 is shown in Figure 2.2. The experimental work in this
study has been specifically performed on the orthorhombic polytype. Therefore, all
references to TaS3 in the thesis imply o-TaS3.
o-TaS3 has a CDW transition temperature of TP = 220 K [8]. Below the transition
temperature, it exhibits many unusual properties in addition to non-Ohmic conductivity,
for example, a voltage-induced decrease in its shear modulus and Young’s modulus
[10,11], and hysteretic changes in sample length [12], described below. In 2007
Pokrovskii et. al. reported an unique voltage-induced torsional strain (VITS) phenomenon
in TaS3 [13]. In their experiments, the TaS3 crystals twisted under application of a DC
voltage, with effective piezoelectric moduli of ~ 10 -4 cm/V, much larger than
conventional piezoelectrics [13]. This effect is being considered for the development of
construction of nano-electromechanical components, such as single component actuators
[14]. In Chapter 4, I will present our study investigating the mechanism of VITS on TaS3.

Figure 2.2
Linear chain structure of TaS3 compounds. The S and Ta atoms are
represented by empty and filled circles, respectively [15].
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2.2

Resistance
As the temperature decreases, metallic TaS3 undergoes a transition to an

insulating state, which is clearly shown in the temperature dependence of the resistance
for sample E illustrated in Figure 2.3. The resistance begins to rapidly rise for
temperatures below the Peierls temperature of TP ~ 220 K. The solid black line in Figure
2.3 shows fits to an Arrhenius model:
𝛥

𝑅 𝑇 = 𝑅0 𝑙𝑛 (𝑘 𝑇 )
𝐵

(2.2)

where Δ, R0, kB and T are excitation gap, resistance constant, the Boltzmann constant and
the temperature respectively. By fitting this low temperature resistance data, for sample E
the measured thermal excitation gap is approximately 2Δ ~ 1583 K ~ 137 meV. The
insulating gap slightly deviates from that of the intrinsic value of the material because of
defects in the crystal.
To avoid confusion with the four samples discussed in Refs. 12 and 21, the
samples measured by myself and discussed in my thesis are named E, F, and G.

Figure 2.3
Temperature dependence of resistance of TaS3 (Sample E). I made the
sample and did the measurement with a senior student John Nichols [16].
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2.3

Elastic Properties
In 1984, vibrating reed measurements indicated that in single crystals of TaS3 the

Young’s modulus (Y) decreases by 2% as the CDW becomes depinned [17], and 1987, it
was discovered that the shear modulus has a much larger decrease (~ 25%), when the
CDW is depinned [11]. This shear modulus anomaly implies that the interactions
between adjacent chains are affected by the pinning of the CDW to underlying crystal
lattice. The depinning of CDW not only decreases respective moduli, but also increases
the internal friction. The internal friction (tan δ) for the shear compliance (J = 1/G) is:
tan 𝛿 =

𝐼𝑚 𝐽
𝑅𝑒 𝐽

(2.3)

Figure 2.4 shows the voltage dependence of the shear compliance (J) and the internal
friction (tan δ) for sample E, where J0 is defined as the shear compliance at zero voltage
(J0 ≡ J(V = 0)). Notice that for both cases, the anomaly commences to increase at VT ~
180 mV, however the increase in the shear compliance is less than 25% due to its
mounting configuration, as discussed below.
Mozurkewich discussed a model in which strains in the lattice can cause changes
in the optimum local phase of the CDW, due to a strain-dependent Fermi surface [18].
When the CDW is pinned, it cannot relax to these optimum values, increasing the elastic
constants. When the CDW is depinned, the relaxation time decreases and with it the
elastic constants. The internal friction will have a peak when the average relaxation time
τ ~ 1/ω, the frequency of the strains [10,17,18].
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Figure 2.4
Voltage dependence of a) shear compliance (J = 1/G) and b) internal
friction (tan δ) for sample E. Vertical arrow point to the depinning threshold [16].
2.4

Voltage-Induced Length Changes
In 1992, Zettl el. al. found that TaS3 crystals have voltage-induced changes in

their overall length with ΔL/L ~ 10-6 and relaxational time constants of 10 s [12]. It is
clearly illustrated in Figure 7.5 that the changes of length are hysteretic, unlike the
changes in elastic moduli. This response occurs at voltages near the threshold and then
saturates for large voltages. Zettl el. al. suggested that the electric field near threshold
(ET) strains the CDW which couples to the strain in the lattice, eventually changing the
overall length of the sample [12]. Indeed, it has been shown that for voltages near
threshold, the CDW polarizes, becoming compressed near the negative terminal and
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rarefied near the positive terminal. These changes are hysteretic. In Zettl's model, these
cause strains in the lattice. If the strains on the two sides are not equal, there will be small
length changes of the crystal.

Figure 2.5
Voltage dependence of the change in overall length of the TaS 3 crystal
(top) and relative change in resistance (bottom) [12].

Copyright © Hao Zhang 2015
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CHAPTER 3 Experimental Setup
3.1

Sample Preparation
In order to study the voltage-induced torsional strain (VITS) response in TaS3

described in Section 4.1, we have to measure the small twist angle of ~ 1°of the long
narrow sample at low temperature. Meanwhile, the sample must be mounted with
electrical contacts on both ends but with one end mechanically free to rotate. Our method
of mounting the long narrow TaS3 crystals is illustrated in Figure 3.1. The typical
dimensions of the sample are 4000𝜇𝑚 × 10𝜇𝑚 × 2𝜇𝑚. A thin film (~ 20 nm) of gold
was evaporated on half of the crystal to electrically short it out and keep the CDW pinned
on that side [14]. Then a thin magnetized steel wire was glued by silver epoxy to the
center of the sample (at the edge of the gold film). Assuming the twist angles are small,
the linear displacements of the bar will be proportional to the twist angle:
𝐿

𝛥𝑠 = 2 𝛥𝜑

(3.1)

where L is the length of the magnetic bar and Δυ is the twist angle. Assuming L = 1 mm,
the linear displacement per unit angle will be Δs/Δυ ~ 10 μm/degree.

Figure 3.1
A TaS3 crystal sample mounting with a thin gold film on half of it with a
steel wire attached at its center [14].
The measurement system that we used to detect displacements of this magnitude
is based on the RF helical resonator developed by Xiang et al [19]. There are two
advantages of a RF helical resonator. First, it is so compact that it easily fits inside a
cryogenic dewar. The other one is that the resonant frequency of the RF cavity is highly
sensitive to mechanical changes near the helix (transducer). As illustrated in Figure 3.2,
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we place the sample in the RF cavity with the end of the magnetic wire about ~ 1/4 mm
from the tip of helix. When the sample twists, it will change the helix-wire separation and
hence the resonant frequency of the cavity.

Figure 3.2
3.2

Schematic of sample configuration.

RF Cavity
Our measurement system consists of the RF cavity, Helmholtz coil and

electronics, which includes frequency (FM) or phase (PM) modulated RF signal,
demodulation circuit, lock-in amplifier, voltage controlled current supply for the
Helmholtz coil, and an automatic data recording platform, as shown in Figure 3.3. The
RF cavity consists of a helical coil inside. The helical coil and steel wire on the sample
can be modeled as an LC circuit, and the dependence of the resonant frequency of the RF
cavity on the separation between the transducer and the steel wire will be [16]:
𝛥𝜔 𝑟
𝜔𝑟

1 𝑑𝑙𝑛 (𝐶)

= −2

𝑑𝑠

𝛥𝑠

(3.2)

where ωr is the resonant frequency, C is the total capacitance of the helix, and s is the
distance between the magnetic wire and tip of helix (transducer). When the sample twists,
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it moves the wire, modulating the resonant frequency of the cavity. Therefore, the
modulated output signal will be approximately proportional to the twist angle for small
changes. The sensitivity is proportional to the RF cavity's quality factor Q (Q = ωr / Δω),
where ωr is the bandwidth of the resonant peak. For our experiment, the carrier resonant
frequency was chosen to be 430 MHz, with a Q of about 300.

Figure 3.3

Block diagram of the electronics and RF cavity [20].
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3.3

Shear Compliance
In this project, three different types of experiments were performed. In the first

experiment, an ac-magnetic field was applied so that the sample would oscillate, with
amplitude proportional to its shear compliance (J), allowing the voltage dependence of
the shear compliance and the threshold voltage to be measured [21,22]. By definition, the
shear compliance (J) is the inverse of the shear modulus (G). In order to obtain the shear
compliance, we need to apply an ac torque to the sample. Therefore, the cavity was
placed in a Helmholtz coil, so that a small ac magnetic field, parallel to the helix tip,
could be applied by coil current IB (B/IB = 80 Gauss/Amp). Since the cavity was driven at
resonance, the oscillating sample phase modulated the output of the cavity at the
magnetic field frequency (usually 10 Hz). Then, the output ac signal (VJ) would be
measured by the lock-in amplifier, which would tell us the amplitude of the rotation of
the magnetic wire [19]. In addition, the compliance increases (by over 20% at low
frequencies) for |V| > VT, so the threshold field VT can be easily determined by this shear
compliance measurement [21,22].

3.4

Square Wave Response
The VITS effect can be studied by switching the sample voltage between positive

and negative values [14]. It is very interesting to apply a symmetric square wave voltage
at frequency ω to the sample, so that the sample will be twisted back and forth quickly
through the VITS effect when Vsquare > VT. The phase modulated response of the cavity at
ω is measured as a function of square wave voltage and frequency [14,23], where the inphase signal (VIP) and quadrature (Vquad) are related to the amount of sample twisting and
time delay respectively. As in Ref. 15, we obtain the dynamics of the VITS response in
the frequency domain by fitting the experimental data to an appropriate relaxation model.
3.5

Hysteresis Loops
In the third type of experiment, a slow symmetric-triangle wave voltage was

applied to the sample, sweeping the sample through a hysteresis loop. We drive the cavity
with a frequency modulated (FM) signal:
𝑉𝑖𝑛 = cos(𝜔𝑡 + 𝜑)
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(3.1)

where υ is the phase and 𝜔 = 𝜔′ + 𝛿cos(𝛺𝑡), 𝜔′ and 𝛺 are generated from the low
frequency generator and 𝛿 is the amplitude. The output of the mixer can be shown to be:
1

𝑉𝑚𝑖𝑥 = 2 𝛿cos(𝜑)cos(𝛺𝑡)

(3.2)

Therefore the demodulated output signal from mixer will depend on both υ and δ. In
order to maximize the measured time-dependent VITS signal, the cavity is driven slightly
off-resonance [22]. The largest change in δ occurs at the -1.5 dB point [21]. In the
experiments, both the triangle reference and VITS signal are measured and averaged with
a digital oscilloscope.
Applying gold to half the sample effectively puts a voltage independent spring in
parallel with the uncoated half of the sample, roughly halving the measured elastic and
VITS anomalies.

Copyright © Hao Zhang 2015
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CHAPTER 4 Voltage-Induced Torsional Strain In TaS3
4.1

Introduction
In 2007, Pokrovskii et. al. reported a unique effect in TaS3 called Voltage-Induced

Torsional Strain (VITS) [13]. When a large voltage above the CDW depinning threshold
is applied across the two ends of the long needle-like TaS3 crystal (and subsequently
other CDW conductors), the crystal will twist around an axis parallel to its length. As
shown as Figure 4.1, the sample was mounted with electrical contacts on both ends. One
of the contacts was soldered on indium and fixed at the substrate, but the other end was
attached with a BSCCO wire to allow the sample to rotate freely on that end [13]. In
addition, BSCCO whiskers with gold films were attached to the sample perpendicularly
to serve as mirrors. Therefore the rotation of the sample could be observed by the
deflection of the laser beam reflected from the mirrors.

Figure 4.1
TaS3 sample with a suspended contact by BSCCO wires and 6 micromirrors attached. Inset: scheme of ray path [13].
Figure 4.2 shows the twist angle and resistance dependences of applied current
measured simultaneously for two TaS3 samples [13]. From the bottom graph of Figure
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4.2, we could obtain the threshold current (IT = VT/R0) which is CDW depinning current.
The sample twists when current approaches the threshold current, then saturates abruptly
as the current exceeding the threshold current. This shows that the VITS in TaS3 has a
hysteretic dependence on the CDW current with a maximum twist angle of approximately
1°.

Figure 4.2
Twist angle and resistance dependences of applied current measured
simultaneously for TaS3 samples. Inset to (a) shows another sample parent crystal with c
axis turned over [13].
In our group's first work, Brill et. al. used our sensitive RF helical resonator probe
to verify the VITS effect in TaS3 crystals. Investigation of the VITS effect could be
clearly shown by applying symmetric square wave voltages to the sample. As illustrated
in Figure 4.3, the strain had an onset voltage below the CDW threshold voltages,
implying that the strain (Δq/q) is correlated to polarization of the CDW, discussed in
Chapter 2.4, rather than the CDW current [23]. As mentioned, the strain has opposite
signs at the two ends of the sample. Most of the strain is near ~ 100 μm the contacts [24].
Subsequently, our group more completely characterized the investigation of VITS
by applying triangle-wave and square-wave voltages of different frequencies and
amplitudes [14]. At T = 80 K, the frequency dependence is relaxational, with the
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response time τ0 ~ 1s near the CDW depinning threshold and decreasing with voltage in a
sample dependent way [14].

Figure 4.3
a) Voltage-induced torsional strain vs dc voltage for two samples. Inset of
a) shows the VITS response for a third sample. b) The relative changes in electrical
resistance and effective 10 Hz shear compliance vs dc voltage for both samples. Inset of
b) shows the phase shifts at 10 Hz and 3Hz of the VITS response (empty triangle) and
the change in compliance (filled triangle) for sample A [23].

4.2

External Torque Dependence of VITS
We continued the investigation of VITS by applying external torque. As

mentioned above, the cavity was placed in a Helmholtz coil, so that we can add an
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external torque on the magnetic wire to twist the sample by applying a DC magnetic
field. The calibration factor of our Helmholtz coil (B/IB) is equal to 80 Gauss / Amp.
Figure 4.4 shows the DC voltage dependence of the resistance and change in shear
compliance, with a 10 Hz oscillating magnetic field, for Sample E at T = 78 K, for two
different dc magnetic fields which twist the sample. Sample E had a ~ 3 mm long
magnetic wire, which reduced the torsional resonant frequency of the sample to ~ 100
Hz, but allowed us to twist the sample several degrees by an applied dc magnetic field.
The data for IB = + 0.9 A and + 0.3 A are represented by upward triangle and downward
triangle respectively. Note that the resistance is independent of magnetic field.
For this experiment, the external torque will change the separation between the
magnetic wire and the tip of helix, giving different magnitudes of the response of the RF
cavity. Therefore, one should normalize the torsional response with different I B values
before comparing them. The output compliance signal with Vsample = 0, at each magnetic
field, is defined as VJ0. Since the response of the cavity to sample motion should be
(approximately) inversely proportional to the helix/wire separation, we expect 1/V J0 to
vary linearly with magnet current. Because sample strains can become frozen in the
sample for |V| < VT [22], it is necessary to first depin the sample, applying V > V T at each
magnetic field, before measuring VJ0. As shown in the inset to Figure 4.4, 1/ VJ0 is
plotted as a function of magnet current. The hysteresis shows that the sample tended to
stick slightly and undershoot its “equilibrium” position. Using the measured length of the
wire and (room temperature, IB = 0) helix/wire separation, the field dependence of the
twist angle could be determined: for sample E, ∂υ/∂IB ~ 12o/amp.
The bottom of Figure 4.4 shows the shear compliance versus voltage for two
different DC magnetic fields. Note that the threshold field VT ~ 180 mV is independent of
magnetic field within our sensitivity. However, the change in compliance with voltage
appears to be slightly magnetic field dependent. It is not yet clear if this is a real effect
(for example, longitudinal strains are known to affect the change in shear compliance
[25]) or a consequence of a nonlinear dependence of the measurement sensitivity on
changes in sample position. However, if the latter, the small changes in sensitivity (~
1%) will not have a significant effect on the square-wave results, as the relative scatter in
voltage-induced twist angle is > 1%.
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Figure 4.5 a) illustrates the dependence of the voltage-induced twist angle (on
square-wave amplitude at two different magnetic fields (for  = 10 Hz), including inphase (filled symbols) and quadrature (empty symbols) responses with the applied square
wave. The magnitude of the VITS is much smaller for I B = - 0.6 A than for IB = + 0.3 A,
but the most striking feature is that  has opposite signs at the two magnetic fields. This
shows that the external torque changes both the magnitude and direction of VITS
response. In addition, the peak in the quadrature signal, for which the average relaxation
time (defined below) 0 ~ 1/, occurs closer to threshold for IB = - 0.6 A than for IB = +
0.3 A, implying that, at each voltage, the response is faster for I B = - 0.6 A.
Figure 4.5 b) shows the frequency dependence of  for two square wave voltages
and magnet currents (for which  is positive). The curves show fits to the modified
relaxation expression [26]:
𝜀

𝜔0
𝜀𝜔 = 1+(−𝑖𝜔
𝜏

0)

(4.1)

𝛾

where 0 is the average relaxation time and a value of the exponent < 1 allows for a
distribution in relaxation times; the distribution of relaxation times is given by [14,26]
𝑎(𝜏) =

𝜀𝜔 0
𝜋

𝜏

(𝜏 )𝛾
0

sin (𝛾𝜏 )
1+2

𝜏 𝛾
𝜏 2𝛾
𝑐𝑜𝑠 (𝛾𝜋 )+
𝜏0
𝜏0

(4.2)

The magnetic field dependence of the fitting parameters for these two squarewave voltages is shown in Figure 4.6. For both square-wave voltages, the relaxation
strength and average relaxation time have strong dependences on magnetic field, but
whereas the relaxation strength falls monotonically with I B ,the dependence of 0 differs
at the two voltages. We will discuss a consequence of these dependences later. (In these
fits, the exponent  varies from 1 to 0.65, which corresponds to a distribution of
relaxation times over a decade wide.)
Figure 4.7 shows the magnetic field dependence of hysteresis loops for sample F,
for which ∂υ / ∂IB ~ 5o/amp. All these loops were measured with 0.3 Hz, 0.75 V triangle
waves, slow enough that the shapes/sizes of the loops are close to their static limits [14].
Note that, as discussed in Ref. 14, the loops are not symmetric functions of voltage; for
this sample, the loop closes more gradually at positive voltages than at negative. The
magnitude of the VITS, i.e. the height of the hysteresis loop, is again a strong function of

20

torque on the sample. As IBincreases toward 0.8 A, the main loop closes, leaving a
subsidiary loop at negative voltage. For I B > 0.8 A, the main loop starts opening again,
but has now reversed direction; this corresponds to the change in sign of  for sample E
shown in Figure 4.5 a).
Note that one expects these hysteresis loops to change shape with changing
applied torque due to the (~ symmetric in voltage) increases in shear compliance for |V| >
VT [11,21,22]. Since the changes in J are not hysteretic, they would simply add a “∩”
shape to the hysteresis loops, with amplitude increasing with increasing I B. For sample F,
J changed by ~ 3% at V = 0.75 V, so a “∩” with amplitude comparable to the width of
the largest hysteresis loop is expected at I B = 1 A. Comparison of the shapes of the loops
show that this is generally seen, although the curvature does not vary regularly with I B
(e.g. the “∩” curvature is a maximum at IB ~ 0.7 A), perhaps because of IB dependent
values of J(V).
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Figure 4.4
Resistance (R) and shear compliance (J) vs. dc voltage across sample E at
T = 78 K at two different magnetic fields. The compliance was measured with a 10 Hz
oscillating torque. (Note that the symbols completely overlap for the resistance.) Inset:
Reciprocal of VJ0, the shear compliance signal at V=0, vs. magnet current, used to find
the resulting twist, ∂υ/∂IB ~ 12o/amp.
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Figure 4.5
(a) Dependence of the VITS,  on square-wave amplitude at two magnet
currents for Sample E at T = 78 K (with twist angle ∂υ/∂IB ~ 12o/amp). Filled symbols:
response in-phase with the 10 Hz square-waves; empty symbols: response in quadrature
with the square-waves. b) Square-wave frequency dependence of  as function of
frequency for two different square-wave amplitudes and magnet currents. Solid symbols:
in-phase response; open symbols: quadrature response. The curves are fits to Eq. (4.1).
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Figure 4.6
Dependence of fitting parameters of Eq. (4.1) on magnet current for
Sample E at T = 78 K (with twist angle ∂υ/∂IB ~ 12o/amp). filled symbols: 700 mV
square-waves; empty symbols: 400 mV square-waves. The curves are guides to the eye.
(Where not visible, error bars are smaller than the points.)
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Figure 4.7
VITS hysteresis loops measured for Sample F with 0.75 V, 0.3 Hz triangle
waves at several magnet currents (with twist angle ∂υ/∂IB ~ 5o/amp) at T = 78 K. Curves
for successive values of IB are offset for clarity. Arrows show the directions of the hoops.
(Three loops are overlaid for each value of I B.)
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4.3

Modeling of VITS
Recall from Chapter 4.2, the sign of the hysteretic VITS, as well as its magnitude,

depends on the magnetic field, and therefore applied torque and twisting of the sample.
This suggests that residual twisting of the sample, even with no applied torque, is
responsible for the hysteretic VITS. This residual twisting may be a consequence of how
the sample is mounted on the contacts and how the magnetic wire is attached to the
sample, but it may also be caused by defects present in the crystal. If a crystal has a local
twist  = ∂υ/∂z, then, to first order, the local CDW wave vector will have an azimuthal
component:
𝒒 = 𝑞0 (𝒛 + 𝛽𝑟𝝋)

(4.3)

where q0 is the local wave vector in the absence of twisting, 𝒛 and 𝝋 are unit vectors in
the longitudinal and azimuthal directions, r is the radial distance from the center of the
sample, and we have assumed a circular cross-section for simplicity. With application of
voltage, the CDW becomes polarized, becoming compressed and rarefied on the two ends
of the sample [27], changing the helical pitch:
q0(z) = q00 + q0(z)

(4.4)

q0(z) consists of both reversible, small changes close to the contacts and a long-range
hysteretic component [28,29]. The latter is frozen in the sample if the voltage is removed
and reverses sign when a voltage near threshold of opposite polarity is applied; i.e. it
exhibits hysteresis similar to that of the voltage-induced torsional strain. As mentioned
above, this component of q0(z) can cause local, hysteretic longitudinal stresses in the
crystal. We similarly assume that the hysteretic changes in the azimuthal component can
put torsional stress on the sample and cause the VITS.
The longitudinal strain in q0(z) is coupled to the lattice, generating longitudinal
stress on it [12]. However, the net changes in length caused by q0(z) are smaller (L/L ~
10-6) [12], compared with the VITS response (effective piezoelectric coefficient of ~ 10-6
cm/V). While the CDW deformations in TaS3 have been observed to be slightly larger on
the negative side of the crystal than the positive [30], the asymmetry is small [i.e. q0(z)
~ -q0(L-z), where L is the length between contacts of the crystal], therefore the
compressions and stretches on the two sides of the sample almost cancel [12,31], as
discussed in Chapter 2.4. If the torsional stress was simply proportional to q0(z), then
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(for constant ) the VITS would change sign in the center of the sample, with a net (L)
~ 0 at the free end. On the other hand, if the torsional stress was proportional to ∂q/∂z,
the VITS would grow continuously with the distance from the clamped end, as observed
[13].
One way to accomplish this dependence on ∂q/∂z is to assume that the torsional
stress that results from q0(z) acts as a local external torque, η, which is opposed by the
torsional rigidity 
For a rod clamped at (z = 0) with a applied torque (T) at z (z ≤ L), the rod will
twist by
𝑇𝑧

𝜑=

(4.5)

𝐼𝐺

where G = 1/J is the shear modulus and I = πR4/2 is moment of inertial. So the torsional
rigidity () will given by
𝑇

𝜅≡𝜑 =

𝜋 𝐺𝑅 4
2

𝑧

~

𝐺𝑅 4

(4.6)

𝑧

Therefore, from Eqs. (4.3) and (4.4), by integrating over the moment arm, we can obtain
the torque:
𝜇

𝜂(𝑧)~ 𝑞

𝑑𝐴𝑟(𝛽𝑟𝛥𝑞0 )

00

𝜇

~ 𝑞 (𝛽𝛥𝑞0 )
00

2𝜋
0

𝑑𝜑

𝑅
0

𝑟𝑑𝑟𝑟 2

𝜇

~ 𝑞 (𝑅4 𝛽𝛥𝑞0 )
00

(4.7)

where A is the cross-sectional area and  is the torsional “trans-modulus” relating crystal
stress to CDW strain. The change in twist angle along the length of the sample will be:
𝜕 ∆𝜑
𝜕𝑧

~

𝜕(𝜂 /𝜅)
𝜕𝑧
𝜇𝛽

𝜕

~(𝐺𝑞 ) 𝜕𝑧 (𝑧∆𝑞0 )
00

𝜇𝛽

𝜕𝑞

~ 𝐺𝑞 (𝑧 𝜕𝑧 + ∆𝑞0 )
00

(4.8)

Consider the case of a sample with a uniform residual twist,  = constant, and taking
q0(z) ~ -q0(L-z), the integral of the second term in Eq. (4.8) will approximately vanish
and the twist angle of the wire at the “free” end of the sample will be given by:
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∆𝜑 𝐿 ~

𝐿
𝜕𝑞
𝑑𝑧(𝑧
0
𝐺𝑞 00
𝜕𝑧
𝜇𝛽

+ ∆𝑞0 ) ~

𝜇𝛽𝐿 ∆𝑞 0 (𝐿)
𝐺𝑞 00

(4.9)

For example, the hysteresis loop of Sample F closes at I B = 0.8 A, so we take L
~ 4o. Taking G ~ 5 GPa [11], (L) ~ 0.1o, and  ~ 40 GPa, the value of the longitudinal
trans-modulus found in Ref. 27 (where it is called gYc), we find q0(L)/q00 ~ 3 × 10−3 .
This is the same relative shift in q found from transport measurements in NbSe 3 [27]. Of
course, all these values should only be considered order of magnitude estimates. Most
samples presumably have non-uniform residual twists (i.e. spatially dependent values of
), which can give rise to the complicated voltage dependences of the VITS as q0(z)
varies with voltage, observed for some samples.

4.4

Temperature Dependence of VITS
The main issue left open is that it is difficult to understand the long time constants

associated with the VITS. Figure 4.8 shows the voltage dependence of the average
relaxation times associated with VITS [14], the change in shear modulus [21], and
changes in qz measured electro-optically [24] for three samples at 80 K. As we discussed
above, the relaxation time of the shear compliance (ΔG) is associated with CDW wave
vector coupling to the crystal strain, while the relaxation time of VITS response is
associated with crystal strain coupling to voltage-induced changes in the CDW wave
vector. Therefore, we expected those two relaxation time constants to be comparable.
However, as we see, the relaxation time constants associated with changes in longitudinal
wave vector (Δqz) and the shear compliance are comparable for large voltages, while the
relaxation time constants associated with VITS stays two orders of magnitude larger.
That the VITS effect is much more sluggish than the modulus change implies that the
local CDW responds more quickly to strains in the lattice than the lattice responds to
deformation of the CDW.
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Figure 4.8
Voltage dependence of the relaxation times associated with VITS [14], the
change in shear modulus (ΔG) [21], and changes in longitudinal wave vector (Δqz) [24]
for these samples. The sample lengths and temperatures are shown.
To try to shed light on the slow torsional response, we studied the temperature
dependence of the square-wave response of Sample G. This sample had a short (~ 1 mm)
magnetic wire to give it a higher resonant frequency (730 Hz) so that its dynamics could
be studied over a wider range (0.1 Hz ≤  ≤ 200 Hz). Therefore, measurements of its
dc magnetic field dependence were not done, although ac magnetic fields could still be
used to study the voltage dependence of its shear compliance.
Figure 4.9 a) shows the dc voltage dependence of its resistance and shear
compliance (with 10 Hz oscillating magnetic field) at temperatures between 90 K and
120 K. At T = 78 K (not shown), the voltage dependence of its resistance shows no
threshold dependence. However, at higher temperature, the voltage at which the
resistance falls due to CDW current is clearer, although the “resistance threshold”
typically seems slightly greater than VT, the threshold observed for the compliance, as
discussed in Ref. 18.
Figure 4.9 b) shows the 10 Hz square-wave response at the same temperatures.
Note that, at each temperature, the onset voltage for the square-wave response (Von) is
slightly below VT, as discussed above. The temperature dependences of VT and Von are
plotted below in Figure 4.11b; VT and Von are weakly temperature dependent between 90
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K and 120 K, and their difference is small (25 ± 5 mV), but V T grows rapidly at lower
temperatures.
To compare the dynamic response at each temperature, one should choose
appropriate voltage criteria, e.g. so that there would be a fixed driving potential on the
CDW. In particular, it wasn’t clear whether we should use VT or Von as the relevant
“threshold” (although since VT - Von is approximately constant for T  90 K, the
distinction isn’t very important here). We therefore took measurements at the following
square-wave voltages: VT, Von + 50 mV, VT + 50 mV, Von+ 100 mV, and VT + 100 mV
at several temperatures between 78 K and 120 K; at higher temperatures, the response
moves out of our frequency window. Two examples, at Vsquare = Von + 100 mV = 170
mV, are shown in Figure 4.10, with fits to Eq. (4.1). (Von = 70 mV at both 90 K and 110
K.) The increase in the speed of the VITS with increasing temperature is evident, as the
peak in the quadrature response of  increases from ~ 1 Hz at 90 K to ~ 50 Hz at 110 K.
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Figure 4.9
(a) Resistance and shear compliance (measured with 10 Hz oscillating
torque) vs. dc voltage at a few temperatures, measured for Sample G. (b) 10 Hz VITS
response of Sample G vs. square-wave voltage at a few temperatures; the responses inphase (top panel) and in quadrature (bottom panel) with the applied square-wave are
shown.
The parameters of the fits for all five voltages and temperatures 90 K < T < 120 K
are plotted in Figure 4.11 a). (At T = 78 K, the average relaxation times, even for VT +
100 mV, were so slow that we could not do meaningful fits for data in our frequency
window.) For each voltage criterion, the magnitude of the VITS does not vary much with
temperature in this range, consistent with the results of Pokrovskii et al [32]. The
quadrature peaks broaden considerably at the lowest voltages, so the values of the
exponents decrease from ~ 0.7 (corresponding to a one decade width in the time constant
distribution), to 0.3 (corresponding to almost a five decade width).
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Figure 4.10 Square-wave frequency dependence of  as function of frequency with
Vsquare = Von + 100 mV = 170 mV at two different temperatures for Sample G. filled
symbols: in-phase response; empty symbols: quadrature response. The curves are fits to
Eq. (4.1).
For each voltage criterion, the average relaxation time falls by two decades
between 90 K and 120 K. In contrast, the low-field (i.e. pinned CDW) resistance (R0)
only falls by a factor of ~ 3. The current carried by the CDW (ICDW = Itotal – V/R0),
however, increases by two decades for each voltage above VT, as shown in Figure 4.11c),
where we also plot the temperature dependence of I CDW 0. Within the ranges measured,
ICDW *0 is roughly independent of both temperature and voltage, suggesting that the time
constant of the VITS is determined primarily by the CDW current. (The temperature
dependence of the relaxation time for longitudinal CDW deformations has not been
measured for TaS3, but for quasi-one dimensional K0.3MoO3, “blue bronze”, it has been
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observed to have a much weaker dependence on both temperature and CDW current [28]
than that we are observing for the VITS in TaS3.)
As mentioned, at T = 78 K the VITS time constants [14] are much longer than the
time constants associated with longitudinal CDW deformations near threshold [24]. Our
present results therefore suggest that, as the CDW deforms under applied voltage, sample
strain is held back until “released” by the flow of CDW current. This, in turn, suggests
that it is not crystalline defects (e.g. dislocation lines) that are hindering the motion, as
they are not expected to interact directly with CDW current, but CDW defects, e.g. local
phase deformations [29], which are responsible. Note that for a twisted sample, there will
presumably be an azimuthal CDW current, parallel to the local CDW wave vector given
by Eq. (4.1). If it was this azimuthal CDW current that released the strain, then one would
expect that, as the sample was twisted by the applied magnetic field, the VITS relaxation
time would vary inversely with its magnitude. However, as shown in Figure 4.6, this is
not so; e.g. at Vsquare = 400 mV, both0 and 0 decrease with increasing IB. (Supporting
the fact that azimuthal currents are not relevant is also the fact that longitudinal sample
strains, as measured by the length of the crystal, also responded very sluggishly, with
time constants > 1 sec, to changes in the polarity of applied voltage [12].) Additional
experiments on the temperature and current dependence of both the VITS and CDW
deformations, especially transverse deformations, would be desirable to clarify their
relationship, including measurements that compared their onset voltages, e.g. what limits
the VITS dynamic response at voltages below the CDW current threshold.
Unfortunately, such detailed measurements of local CDW deformations using electrooptic techniques [24] would require samples a few times wider than those that have been
grown to date.
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Figure 4.11
(a) Fitting parameters to Eq. (4.1) for sample G vs. temperature for
several voltages. (b) Threshold and onset voltages vs. temperature for Sample G; curves
are guides to the eye. (c) CDW current and I CDW 0 vs. temperature at a few voltages.
(When not shown, the error bars in ICDW are smaller than the symbols.)
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PART II

Investigations of Thermal Conductivities of Small-Molecule Organic Semiconductors
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CHAPTER 5 Background of Small-Molecule Organic Semiconductors
5.1

Introduction of Thermoelectrics
Recently, due to their low material and processing costs, organic semiconducting

materials are being studied for a variety of room temperature applications, such as thin
film transistors, electronic papers, light-emitting diodes, and solar cells [33-37]. Most of
the emphasis has been on studies of electronic and optical properties, and there has been
relatively little research on their thermal properties, in particular the thermal
conductivities (. Investigation of the thermal conductivity is important in the
development of devices. For example, for micron-channel thin-film transistors, e.g. to
drive pixels in flexible displays, one requires a relatively large thermal conductivity to
minimize Joule heating; e.g. to keep heating less than ~ 10 degrees, one needs  > 0,
where 0 ~ 10 mW/cm·K [38]. On the other hand, low thermal conductivities, e.g.  < 0,
are needed for applications as room-temperature thermoelectric power generators. For
example, large area thin-film thermoelectrics might be used in cooling of cell-phones and
laptop computers and power generation from the waste heat of auto exhaust.
Thermoelectrics are materials which are capable of converting heat (e.g. from
sunlight) into electrical energy and vice versa. The dimensionless thermoelectric figure of
merit is
ZT  S2T/

(5.1)

where S is the seebeck coefficient (volts generated / temperature difference),  the
electrical conductivity, T the temperature, and  = el + ph, the sum of the electron and
phonon thermal conductivities. Although people generally considered that heavily doped
semiconductors may be the most promising materials for high ZT, ZT values have stayed
low (e.g. Bi2Te3 has ZT ~ 1 [39]). The major reason is that the seebeck coefficient S,
electrical conductivity  and the electron thermal conductivity el are correlated. S
∝ 𝜎 −1 𝑑𝜎 𝑑𝐸 , where E is the electron energy, is maximized in poor conductors, and el
∝ 𝜎𝑇, which is from Wiedemann-Franz Law: el /𝜎𝑇 ≈ 1/3(𝜋𝑘𝐵 /𝑒)2 . For example, for
lightly doped p-type semiconductors, S ~ (k/e)[ (EF-EV)/kT + 1 + a], where a is a number
of order unity that depends on the band structure and E F and EV are the Fermi energy and
valence band edge [40]. (EF-EV) and S decrease with doping concentration while the
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conductivity increases exponentially. Examples of this doping dependence for organic
semiconductors are seen in References [41-43]. Therefore, researchers have focused on
materials with low phonon thermal conductivity ph, such as the phonon glass electron
crystal [44]. In addition, there has been increasing interest in investigation of amorphous
semiconducting polymers for their low phonon thermal conductivities. While their values
of ZT are lower than that of the best inorganic materials, the flexible morphologies and
low material and processing costs make use of the organic materials promising for
specialized application.
Typically, semiconducting polymers have values of ph ≈ 3-5 mW/cm·K [45-48].
For example, Bubnova et al. have used the iron(III) tris-p-toluenesulphonate to oxidize
poly(3,4-ethylenedioxythiophene) (PEDOT) [48]. For ≈ 22% oxidation of PEDOT, with
σ ≈ 100/Ω·cm, S ≈ 200 μV/K and el ≈ 0.7 mW/cm·K, much smaller than ph, and
consequently the polymer had an effective value of ZT ≈ 0.25 [48].

5.2

Introduction of Small-Molecule Organic Semiconductors
Because small-molecule, crystalline organic semiconductors can have much

higher charge carrier mobilities than polymers, they can be advantageous for some
applications. For thermoelectric applications, for which the materials must be chemically
doped to have sufficiently high conductivities, this will require that doping does not
overly increase scattering due to disorder [42], e.g. substitutional doping with a molecule
with a similar structure to the host. If this can be achieved, the higher mobility may allow
lower-doping levels to be used, increasing the seebeck coefficient. Since typically
ph>el, relatively high values of ZT may be obtained if the phonon thermal conductivity
is not much larger than that of polymers.
For example, pentacene is one of the best studied small-molecule semiconductors,
and films with 8% (by volume) doping have been measured to have S ~ 200 V/K [43].
While pentacene is relatively insoluble and air sensitive, making processing costs
expensive, a number of soluble acenes with functionalized side and end groups have been
developed which have comparably high electronic mobilities [49]. For example, 6,13bis((triisopropylsilyl)ethynyl) (TIPS) pentacene [49-51] (see Figure 5.1) films have been
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prepared with electronic mobilities  > 10 cm2/V·s [52]. If 8% doped crystals can be
prepared which maintain  ~ 10 cm2/V·s, they would have  ~ 160 S/cm and el ~ 1
mW/cm·K (assuming the Wiedemann-Franz law), and if S ~ 200 V/K and ph ~ 4
mW/cm·K, similar to rubrene [53,54], the thermoelectric figure of merit would be ZT ~
0.4, comparable to the best polyers. Furthermore, improvements in sample quality and
morphology may increase the mobility and ZT, because crystals with less doping may be
used, keeping  and  the same but increasing S.
The Anthony group has over a decade of experience in designing small-molecule
organic semiconductors for a variety of electronic applications, and several of the
published or patented materials classes hold performance records for charge carrier
mobility [49,55-57]. The objective of my research was to measure thermal conductivity
of some of these organic materials, with the aims of both understanding thermal transport
and identifying possible materials useful for thermoelectric applications. The initial
emphasis was on developing different techniques, described below in Experimental
Setup. I measured thermal conductivities of both in-plane (longitudinal) and interlayer
(transverse) directions on bulk crystals. The emphasis of our measurements was on the
room temperature thermal conductivities of rubrene, TIPS-pentacene [49-52], shown in
Figure 5.1, and several other soluble, small-molecule organic semiconductors with
structures related to TIPS-pentacne [58-60].

(a)

(b)

Figure 5.1
Molecular structure of (a) 5,6,11,12-tetraphenyltetracene (rubrene) and
(b) 6,13 bis((triisopropylsilyl)ethynyl) pentacene (TIPS-Pn)
Copyright © Hao Zhang 2015
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CHAPTER 6 Experimental Setup
6.1

Introduction of Thermal Conductivity Measurement Techniques
Several thermal conductivity measurement techniques have been developed. For

example, Grassi et al have used the heat pulse technique to measure the longitudinal
thermal conductivity of the quasi-one dimensional organic conductor, TEA(TCNQ)2,
giving L ~ 4 mW/cm·K, corresponding to a phonon mean-free path ~ intermolecular
distance [61]. Okada et al have measured the in-plane thermal conductivity (L) of
rubrene single crystals and films using steady-state measurements, giving L ~ 5
mW/cm·K at room temperature [54]. Here, we have also tried to use steady-state
measurement to measure the longitudinal thermal conductivity of needle-shaped organic
semiconductor crystals with lengths L ~ 1 cm.
We have built a probe for steady-state measurements, similar to the probe used in
Ref. [62]. This probe is built in a header (pumped to a pressure < 10-5 torr), which can be
placed in a LHe dewar. A thin-chip resistor heater was used to generate heat from one
end of the sample and the temperature difference between the two ends measured by fine
(e.g. 12 μm) thermocouple. In order to assure that the temperature difference is
proportional to the power, the measurements were made at several heater currents. Then
we could determine the thermal conductivity by taking the difference in dP/dΔT with the
sample present and absent:
κL = (L/A) [dP/dΔT)sample – dP/dΔT)empty] – ηT3

(6.1)

where L is the effective length of the sample, A is cross-sectional area of the sample, and
the last term is the correction for heat loss from the sample due to radiation. The
parameter η could be estimated as in Ref. [62]. Due to the large radiation effect and
difficulty in determining of the effective length of the sample, there is a huge uncertainty
in the thermal conductivity found by this method. In addition, the thermal resistance
between the two ends of the sample and the glue that connects them to the sample holder
has a big effect on the measurement. Therefore this technique didn't work for us.
Instead, most of the techniques we have explored involve applying oscillating
heat to one portion of the sample and measuring the resulting temperature oscillation.
Perhaps the most widely used of ac-methods for measuring bulk thermal conductivities is
the “3” technique developed by Cahill, in which an ac current () is applied to a long,
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thin metallic film deposited on the sample so that the power oscillates at 2 [63]. It is
assumed that the thermal diffusion length, (D/)1/2 is much less than the dimensions of
the sample and the length (L) of the thin film heater, but larger than the width (b) of the
heater. D  /c, is the thermal diffusivity, where c is the specific heat,  the mass
density, and  the thermal conductivity. The resulting temperature oscillations of the film
(causing voltage oscillations at 3) gives
dT3/dln = - P/Lπκ

(6.2)

where P is the applied power.
There are three disadvantages of the 3 technique for our measurements of single
crystals. First, typically, our crystals have thicknesses < 500 μm, so the condition that b
<< (D/ω)1/2 << d, over a decade of frequencies [63], implies that one will require the film
heater with b < 10 μm. It may be difficult to make such thin, but long, continuous
metallic films, without “hot-spots”, on these crystals, for which the surfaces (especially
of the thicker crystals) often have large steps. The second disadvantage is that for a
layered, anisotropic crystal the heater’s oscillating temperature will be a function of the
geometric mean of the “in-plane” and transverse thermal conductivities, κeff = (κTκL)1/2
[64], so the two components are not separately determined. In addition, it may be difficult
to apply a low-noise Joule heater to some organic materials without damaging the organic
material. Although we have not used this 3 technique to do the measurement on the
single crystals, our group may use this technique for thin film measurements in the future.
Alternatively, other investigators have used chopped light to apply oscillating
power to one surface of the sample and measured the oscillating temperature at different
positions and/or frequencies, either by screening the light from part of the sample [65-68]
or by using a laser to illuminate a small spot [68]. These techniques are related to the well
established ac-calorimetry technique [41,65-71]. The frequency dependent response is a
function of the thermal diffusivity D. In this thesis, we will experiment with these accalorimetry techniques, as discussed below.

6.2

Transverse AC Calorimetry Technique

6.2.1 Transverse AC Calorimetry Method and Its Measuring Conditions
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Kato, et al, measured the transverse diffusivity by measuring the frequency
dependence of the phase of the oscillating temperature at a point directly behind a small
illuminated spot [68]. However, we have used an alternate technique in which instead of
illuminating a small spot, the entire face of the sample is uniformly illuminated, and the
frequency dependence of the magnitude of the temperature oscillations on the opposite
surface are measured. The technique has the advantage of simplicity of set-up and sample
mounting, useful for small and fragile samples, but has some important limitations. We
will therefore begin by describing our technique and its limitations in some detail.
The ac-calorimetric technique was originally developed for measuring specific
heat of the materials, which our group has used for many years to study phase transitions
in small crystals [72-82]. The sample is attached to a crossed thermocouple junction,
which could detect the small temperature changes of the sample. We consider a sample
with total heat capacity (including any addenda) C, area A (Lw) and thickness d
illuminated on its top surface by light of intensity P 0 chopped at frequency , as shown in
Figure 6.1. If the sample is sufficiently thin [69,83] (e.g. d<<L, w) and the light is
absorbed uniformly on the surface, the heat flow will be one-dimensional. When the
chopped light with power P0 shines on the top surface to sample as a heat source, the
temperature of the sample will oscillate (T) around a constant increment (Tdc) above the
thermal bath, as illustrated in Figure 6.2.

Figure 6.1

Schematic of the one-dimensional heat flow model.
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Figure 6.2
(a) Square periodic wave of the ac heat produced by the chopped light and
(b) temperature responses, for the case1>> 1/ω>> 2 [84].
In order to get the magnitude of the oscillating temperature on the back surface,
we have to solve the one-dimensional heat flow differential equation:
𝜕𝑇
𝜕𝑡

= −𝐷𝑡𝑟𝑎𝑛

𝜕 2𝑇
𝜕𝑧2

(6.3)

where Dtran  tran/ cis the transverse diffusivity(i.e. parallel to d) [85].
By applying the proper boundary conditions, this problem has been solved. If
f>> 1/1 (defined below), Tis given by [85]:
T = 2P0A()/(C)

(6.4)

() = 2[sinh2cos2+ cosh2 sin2]1/2

(6.5)

with

and
 [90 2/2]1/2 = [d/2Dtran]1/2 = [cd2/2tran]1/2

(6.6)

The two very important time constants, 1 and 2 are defined as following: (1) The
external time constant 1 is the time for the sample to reach equilibrium with its thermal
bath after an application of thermal energy, which is given by
1  Cs/Kg
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(6.7)

where Kg is the thermal conductance to the bath, i.e. through helium gas and
thermocouple wires.
(2) The internal thermal time constant 2 determines how quickly heat gets through the
sample of thickness d:
2  d2/90Dtran

(6.8)

In the limit << 1/2, we can get the approximate expression for (),
()  1/[1+(2)2]1/2

(6.9)

Consequently, if we choose the chopping frequency  in the limit 2 << 1/<<
1, then () ≅ 1, and the Eq. (6.4) becomes
T = 2P0A/(C)

(6.10)

and this is the well-known ac-calorimetric technique for measuring the heat capacity
[72,84,85]. However, at higher frequencies, the frequency dependence of T()
determines 2 and hence the transverse diffusivity. The exact and approximate
expressions for () (Eqs. (6.5) and (6.9)) are plotted in the Figure 6.3; the approximate
expression actually still holds well at 2 ~ 1 (e.g.  2% error). Because 2 depends
quadratically on d, it is necessary for the thickness to be well-known for a precise,
absolute determination of Dtran and tran, but relative measurements (e.g. as a function of
temperature) are possible even when it is difficult to determine the thickness, as shown
below.

Figure 6.3

 calculated from Eq. (6.5) (solid curve) and Eq. (6.9) (dashed curve).
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6.2.2 Apparatus and Experimental Details
Our measurement system consists of a 100 W quartz-halogen lamp, voltage
controlled chopper, vacuum can, cryogenic header, which includes a silvered glass rod
and heater, 1:100 transformer, lock-in amplifier, temperature controller and an automatic
data recording platform, as shown in Figure 6.4.

Figure 6.4
Schematic of the ac calorimeter: 1) sample; 2) thermocouple wires; 3) Si
diode thermometer; 4) Cu ring; 5) ac thermocouple leads; 6) dc thermocouple leads; 7)
lens [86].
In our experiments, we use light from the quartz-halogen lamp focused through a
1.6 mm diameter optical fiber onto the window of a cryogenic header. Within the header,
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the light travels through a silvered glass rod to provide a ~ 5 mm diameter light spot on
the sample. If needed, a black, light absorbing PbS film (~ 30 nm thick) is deposited on
the top face of the sample. A chromel-constantan thermocouple, prepared by spotwelding slightly flattened 25 m diameter wires in a cross [72], is glued to the center of
the back of the sample with a thin layer (< 10 m) of butyl acetate based silver paint, as
shown in Figure 6.5. In a typical vacuum of ~ 0.1 torr with the sample simply supported
by the four thermocouple wires, the light typically increases the average (dc) temperature
of the sample by < 10 K with T() ~ 0.2 mK at 100 Hz. The oscillating thermocouple
voltage, V, is measured with a two-phase lock-in amplifier with a transformer input and
calibrated frequency dependence.
In fact, as discussed below, many of the samples discussed in this thesis had
unexpectedly fast responses, with measured response time (i.e. from fits to Eq. (6.9)) of
meas < 4ms. When the signal at high frequencies is very small (e.g. < 10 nV), to be sure
that we were not measuring spurious electronic signals at high frequencies, the lock-in
amplifier was operated in X-Y mode and the frequency dependence of the “offset” signal,
measured with the light off was subtracted from the “light-on” signal. Also, to eliminate
signals from unwanted heating of the thermocouple wires away from the sample, we
masked these from the light in different ways and found that the masks did not affect the
measured thermocouple voltages.

Figure 6.5

Sample preparation with thermocouple [86].
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Because we are measuring the frequency dependence of the oscillating signal, it is
important to consider the response time of the thermocouple and attaching glue. Figure
6.6 shows the frequency dependence of fV  (f  ) for a thermocouple soldered
directly on to a d =130 m copper foil with intrinsic 2  15 s; it is seen that the
response is independent of frequency to at least 200 Hz; i.e. the time constant of our
welded-wires thermocouple < 0.8 ms, much faster than thermocouple junction prepared
with other geometries. However, the response time for samples with thermometers
attached with the silver paint are significantly slower [87]; two examples are shown in
Figure 6.6, with typical measured response times of meas~ 1 ms. Because of the high
silver content and resulting high thermal conductivity (~ 40 mW/cm·K) of the paint, most
of this delay is presumably due to the interface thermal resistance, Rifc, between the paint
and sample; i.e. meas ~ ifc = RifcCadd, where Cadd is the heat capacity of the silver paint
[86] and thermocouple addenda [88]. For ifc ~ 1 ms and contact area S ~ 1 mm2, the
interface thermal resistivity RifcS would need to be ~ 0.1 cm2·K/W, similar to the value
reported for metal-filled epoxies on aluminum [89,90], and, in fact, we have not found a
“faster” glue. If heat primarily leaves the sample through the thermometer leads, one can
suppose that meas = 2 + ifc. However, if sample cooling is predominantly by
surrounding gas and/or radiation, as is generally the case for these samples, the resulting
measured time constant (so that T~ [1 + (meas)2]-1/2) is meas  (22 + ifc2)1/2. In either
case, if meas is a few ms, we cannot assume that the effects of the interface thermal
resistance are small, and we can only find a lower limit for D tran, i.e. Dtran > d2/90meas.
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Figure 6.6
Frequency dependence of the room temperature thermocouple signals for
130 m copper foils at room temperature. Open circles: thermocouple soldered directly to
foil. Up and down solid triangles: thermocouples attached with silver paint. For
reference, the curves show the responses corresponding to time constants of 0.75 ms and
1.25 ms.
Of course, one cannot always assume similar interface resistivities for the silver
paint on different materials; indeed, we have observed RifcS > 1 cm2·K/W for the silver
paint on ~ 100 m thick plexiglass sheet. Figure 6.7 shows the frequency dependence of
fV (f  ) for a 100 m thick plexiglass sheet with intrinsic time constant 2  8.3
ms, with the thermocouple attached with silver paint. However, it is seen that the
response time meas  14 ms, which is significantly slower. Assuming that meas  (22 +
ifc2)1/2, the interface must have value of ifc  11 ms, which is comparable to the intrinsic
2 .
One can avoid the problem of interface thermal resistance by using a thin film
bolometer deposited directly on the sample or by measuring the oscillating thermal
radiation from the back of the sample, but the thermocouple has the advantage of
simplicity of mounting and high signal/noise. For our rubrene samples, we argue in the
next chapter that RifcS is small based on the temperature dependence of meas.
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Figure 6.7
Frequency dependence of the room temperature thermocouple signals
from a PMMA sample. The top red curve shows the intrinsic response time constant 2 
8.3 ms, while the bottom blue curve shows the measured response time constant meas 
14 ms.
The conditions for one-dimensional heat flow require L,w < the effective diameter
of the light spot; in our case we require that L, w < ~ 2 mm. If the absorbed intensity
varies by P over a length L on the surface, e.g. due to an inadequate PbS film, one may
expect () to increase by ~ P/P0 at frequency long ~ (Dlong/Dtran)(d/L)2/2, where
Dlong is the longitudinal (i.e. in-plane) diffusivity. An example is shown in Figure 6.8 for
a relatively thick (d = 550 m), “A-plane”, i.e. d // (1120), sapphire plate, where a small
step is observed near 10 Hz. Nevertheless, the frequency dependence of Vfor 10 Hz < f
< 50 Hz agrees very well with the expected value of the transverse (ab-plane) diffusivity
[91], Dab = 0.102 cm2/s (i.e. 2 = 3.1 ms), indicating that the interface thermal resistivity
is < 0.1cm2·K/W and demonstrating the validity of the technique.
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Figure 6.8
Frequency dependence of the room temperature thermocouple signals
from a sapphire crystal. Both fit curves show  calculated from Eq. (6.5) (blue) and
Eq. (6.9) (red).
6.3

Longitudinal AC Calorimetry Technique
For longitudinal, in-plane thermal conductivity (long) measurements, we use the

technique of Hatta, et al [66]. It is illustrated in Figure 6.9 [66]. A movable screen is
placed between the chopped light source and sample, and the temperature oscillations are
measured (with a thermocouple again glued to the sample with silver paint) on the back
side of the sample in the screened portion. When we shine chopped light on the sample,
the ac temperature decays as the ac heat propagates along the x direction in the shadowed
region. If 2 << 1, there is no variation through the thickness (d) of the sample. Then we
can find the ac temperature as a function of position x and time t, by solving the heat
conduction equation [66]:
𝜕𝑇

𝜕2𝑇

𝑐 𝜕𝑡 − 𝜅 𝜕 𝑥 2 =

𝑄(𝑥,𝑡)
𝑑

(6.11)

where Q(x, t) is given by
𝑄 𝑥, 𝑡 = 0

for 𝑥 > 0

(6.12a)

𝑄 𝑥, 𝑡 = 𝑄𝑒𝑥𝑝(𝑖𝜔𝑡)

for 𝑥 ≤ 0

(6.12b)

The position dependence of the oscillating temperature is given by [66]:
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𝑇𝜔 𝑥 = (𝑄/2𝜔𝑐𝑑)exp[−𝑘 𝑥 − 𝑥𝑐 − 𝑖(𝑘(𝑥 − 𝑥𝑐 ) + 𝜋/2)]

(6.13)

where x = the distance between the thermometer and edge of the screen, xc = contact
point [66], and k = (ω/2Dlong)-1/2, 1/k is thermal diffusion length. Then we can derive the
value of longitudinal thermal diffusivity by:
𝑑𝜙
𝑑𝑥

=

𝑑𝑙𝑛 𝑇𝜔
𝑑𝑥

= −(/2𝐷𝑙𝑜𝑛𝑔 )1/2

(6.14)

where Dlong = long/cρ. In our setup, the screen is attached to a micrometer (precision ± 3
m) which measures the distance, x0-x, where the offset x0 depends on the relative
positions of the sample and screen.

Figure 6.9
A cross-sectional view of an ac thermal conductivity measuring system.
The chopped light is applied uniformly to the upper surfaces of screen and sample [66].
In order to test our ac technique, we have done measurements on a constantan
(copper(55%)-nickel(45%) alloy) sample with a known thermal conductivity. For these
measurements, the frequency is fixed so that the thermal response of the thermometer
does not enter. To be sure that we are in the correct frequency limit and the edge of the
screen is not too close to the thermometer (i.e. overlapping with the silver paint spot) we
check that we obtain the same values for the “frequency normalized” slopes, -1/2
dlnT/dx and -1/2dϕ/dx at different frequencies, as shown in Figure 6.11, below. Because
Eq. (6.14) assumes that both the illuminated and screened portions of the sample are
much longer than the longitudinal diffusion length, 1/(2Dlong/ω)1/2, data was taken on
needle-shaped samples ~ 1 cm long. From Eq. (6.5), f2 = 1/(22) = 30 Hz, as shown in
Figure 6.10.
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Figure 6.10 Frequency dependence of the room temperature thermocouple signals
from a constantan sample. Fit curves show  calculated from Eq. (6.5).
Note, as shown in Figure 6.11, that if the frequency is closed to f2 , the spatial
dependence of the phase is more affected than the amplitude, so we generally determine
the thermal conductivities from the latter. For contantan, -1/2dlnT /dx = 0.3 ± 0.01 s1/2/
mm, using density  = 8.9 g/cm3 and room temperature specific heat c = 0.39 J/g·K [92],
gives κlong = 193 ± 14 mW/cm·K. Our measured value agrees with the published value of
κlong = 195 ±10 mW/cm·K [92].
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Figure 6.11 Spatial dependence of V  for an 10 mm long constantan sample at several
frequencies. The left one shows the spatial dependence of amplitude -1/2dln(V)/dx,
while the right one shows spatial dependence of phase -1/2dϕ/dx.
Note that for this technique, it is necessary that the sample is uniformly
illuminated on a length scale much greater than the smaller of the longitudinal diffusion
length or longitudinal dimensions of the sample. Visible/NIR light from a 200 W quartzhalogen lamp is transmitted to the sample through a glass light pipe and illuminates the
sample, in vacuum, through an appropriate cylindrical lens giving a typical dctemperature rise of the sample of a few degrees [72]. It is also necessary that the light is
mostly absorbed at its front surface. Although most samples were considered sufficiently
opaque, in some cases, a light-absorbing PbS film was evaporated on the top surface of
the sample and the experiment repeated [72]; the PbS film was observed to not change
the measured frequency dependence.
There are some advantages for this longitudinal ac technique, such as the heat loss
to surroundings, which may dominate static measurement of materials with low thermal
diffusivity, is negligible [63]; also the thermal resistance between sample and glue, which
may bother the measurement in ac transverse thermal conductivity experiments, doesn't
affect the results in this technique.
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CHAPTER 7 Thermal Conductivity Measurements of Small-Molecule Organic
Semiconductor
7.1

Introduction to Rubrene
Rubrene, 5,6,11,12-tetraphenyltetracene (C42H28), is a layered crystalline organic

semiconductor which is of considerable current interest because of its relatively high
carrier mobility, e.g.  ~ 40 cm2/V·s [93]. The rubrene molecule consists of a tetracene
backbone with four phenyl side groups, as shown in Figure 5.1(a). In the crystal, the
tetracene groups stack in the high conductivity ab plane with the phenyl groups sticking
out of the plane along c [94,95]. The in-plane thermal conductivity near room
temperature has been measured to be κ ~ 4 mW/cm·K [54], a value similar to many other
van der Waals bonded organic crystals as well as polymers [41,70,96]. While such low
values of κ may limit the use of these organic semiconductors in microelectronics, they
are favorable for possible thermoelectric applications [41].
Rubrene is also a promising candidate in the application of organic field effect
transistors (OFETs) [95,97-100], and organic light-emitting diodes (OLEDs) [100,101].
OFETs and OLEDs, which can be prepared by using crystalline rubrene, are the core
elements for the products of flexible displays.

7.2

Interlayer (Transverse) Thermal Conductivity of Rubrene
Because rubrene has a layered structure, it is also important to know its interlayer

thermal conductivity. Since crystals are typically < 0.2 mm thick and the thermal
conductivity is low, it is difficult to use conventional techniques for such measurements,
as there can be comparatively large corrections for both thermal radiation and heat
transported by leads. Therefore, we used our ac technique to continue the investigation of
transverse thermal conductivity of rubrene. Because the ac technique yields the transverse
thermal diffusivity, it is necessary to know the specific heat to obtain the thermal
conductivity. The inset to Figure 7.2 shows the temperature dependence of the specific
heat of a rubrene pellet measured with differential scanning calorimetry (DSC) with a
precision of ~ 3% [102]. Also shown on the scale on the right is the specific heat
normalized to the gas constant, R, using the molecular mass M = 533 g/mole. Since there
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are 70 atoms/per molecule, the Dulong-Petit value of the specific heat is cPM = 210 R, so
the room temperature specific heat is ~ 1/3 of its high temperature, saturated value. This
presumably reflects the large number of non-propagating molecular phonons with
energies greater than kBT. Below, we assume that the room temperature specific heat
associated with propagating acoustic phonons is saturated (or almost saturated) at its
maximum value cPM ~ 3R (cP ~ 0.047 J/g·K).
The frequency dependence of the thermocouple signal for two crystals at room
temperature is shown in Figure 7.1. Although both crystals were very flat with smooth
parallel faces, because these faces had irregular shapes and because the crystals are very
soft and fragile, their thicknesses, 83 m (crystal 1) and 90 m (crystal 2), could only be
estimated ± 10%. The figure shows the fits of fV  to Eq. (6.5) , with time constants 12.8
ms and 16.8 ms (± 2%), so the calculated values of the transverse thermal conductivities
for the two crystals, assuming 2  meas and using density  = 1.26 g/cm3 [95] and our
measured specific heat, are c(1) = (0.78 ± 0.20) mW/cm·K and c (2) = (0.70 ± 0.18)
mW/cm·K. The closeness of these results is one indication that the results are intrinsic
(i.e. 2 >> ifc); a stronger indication is the temperature dependence of 2, discussed
below.
c is therefore almost an order of magnitude smaller than ab [54]. The small
values of both the in-plane and interlayer thermal conductivities make rubrene an
attractive material for thermoelectric applications [103], if doped samples can be
prepared that keep a relatively high electronic mobility.
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Figure 7.1
Frequency dependence of the room temperature thermocouple signals
from two rubrene crystals. The curves show fits to Eq. (6.5); the time constants of the fits
are shown in the legend.
The fact that c << ab suggests very poor energy transport via the phenyl side
groups linking neighboring layers. If we assume that the acoustic phonon mean-free-path
 ~ the interlayer spacing (1.4 nm) [94] and that the acoustic phonon specific heat is close
to its Dulong-Petit value, as discussed above, then this would give an interlayer acoustic
phonon velocity
vc  3c / (cacoustic)  3 x 105 cm/s,

(7.1)

which is actually a value fairly typical for organic molecular crystals [104,105]. Since vc
is probably somewhat smaller than this, reflecting the weak interlayer coupling, the
mean-free-path must instead be at least a few layers.
Plots of the frequency dependence of fV for rubrene crystal 2 at several lower
temperature, with fits to Eq. (6.5) are shown in Figure 7.2. Figure 7.3 a) shows the
temperature dependence of the measured time constant, which decreases roughly linearly
with decreasing temperature, falling to ~ 1/3 of its room temperature value at T = 130 K.
The specific heats of silver paint, chromel, and constantan all decrease by only ~ 30%
between room temperature and T = 130 K [86,88]. Therefore, if the time constant is
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primarily due to the interface thermal resistance, its temperature dependence would imply
that Rifc decreases with decreasing temperature, opposite to what is usually observed [89].
We therefore assume that the time constant is (at least) mostly intrinsic, i.e. 2 > ifc.
Figure 7.3 b) shows the temperature dependence of the interlayer thermal
conductivity, normalized to its room temperature value, using the measured values of
meas and specific heat and assuming that corrections due to thermal expansion are
negligible. Since Rifc generally increases rapidly with decreasing temperature [89] while
the addendum heat capacity only falls by ~ 30%, one expects ifc ≤ meas (130K) = 6 ms at
higher temperatures. Therefore, the worst scenario is ifc = 6 ms at all the temperatures we
measured. Results are shown assuming that 2 = meas (red solid circle) and 2 = (meas2–
62)1/2 (blue solid circle). c slowly increases with decreasing temperature. Since cacoustic is
either saturated or decreasing with decreasing temperature and vc is expected to be only
weakly temperature dependent, Eq. (7.1) implies that  also increases with decreasing
temperature, as would be expected for phonon-phonon scattering. However,  increases
more slowly than 1/T with decreasing temperature, suggesting that  is not much greater
than c, so that rubrene is close to the boundary between propagating and diffusive
phonons.
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Figure 7.2
Frequency dependence of the thermocouple signals for rubrene crystal 2 at
several temperatures. (Error bars at high frequencies are smaller than the points.) The
curves show fits to Eq. (6.5); note the deviations at high frequencies at the higher
temperatures presumably due to interface thermal resistance. The inset shows the
temperature dependence of the specific heat measured by DSC for a rubrene pellet; the
right scale shows the molar heat capacity normalized to the gas constant.
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Figure 7.3
The temperature dependence of the measured thermal time constant (a)
and transverse thermal conductivity (b), normalized to its room temperature value, for
rubrene, determined from fV  for crystal 2. In (b), the red solid circles represent the
values of c assuming 2 = meas; the blue solid circles are the values of c determined
assuming a (temperature independent) interface time constant ifc = 6 ms. The dash line is
1/T.
7.3

Summary
We have discussed the use of ac-calorimetry to measure the transverse thermal

diffusivity of rubrene. A major constraint is in the thermal time constant of the glue used
to attach the thermocouple to the sample. In our analysis, we have assumed a worst
scenario to calculate the intrinsic value of thermal time constant .We have found that the
interlayer thermal conductivity of rubrene, c< 1mW/cm·K at room temperature, is much
smaller than the in-plane value, indicating poor thermal transport through phenyl side
groups of the molecule. Nonetheless, the temperature dependence of c suggests that the
interlayer phonon mean free path must still be at least a few lattice constants. Therefore,
the thermal conductivity seems to be on the borderline between propagating and diffusive
acoustic phonons. In addition the small transverse thermal conductivity must be
considered in design of transistors.

Copyright © Hao Zhang 2015
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CHAPTER 8 Thermal Conductivity Measurements of Functionalized Acene Semiconductors
8.1

Introduction of Functionalized Acene Semiconductors
The functionalized acene semiconductors that we studied here are undoped, so the

electronic density is negligible and  = ph. All of these materials form layered crystals,
with the acene (or substituted acene) backbones lying in the ab-plane, (where one hopes
for good -orbital overlap between molecules [49]) and the silyl or germyl side groups
extend between layers [49-51,58-60]. The interlayer (c-axis) and in-plane phonon thermal
conductivities are expected to be different, so we endeavored to measure them separately.
Because the available crystals are small (in-plane dimensions typically 0.5-10 mm and
interlayer direction less than 0.5 mm), these could not be measured by conventional dctechniques, and we used the ac-calorimetry techniques discussed above, which yield the
thermal diffusivity, D  /cρ, where c is the specific heat and ρ the mass density.
The molecular structures of the crystals investigated are shown in Figure 8.1. As
mentioned above, all of these have layered crystal structures, with layers normal to c and
the silyl or germyl side groups extended, at an angle, between layers. TIPS-Pn [49-52],
F8-TIPS-Pn [58], F2-TIPS-Pn [106], and CP-DIPS-Pn [106] all have similar brick-layer
structures in the plane. Crystals are typically needles, up to ~ 1 cm in length, with the
needle direction along [2,1,0] (as referenced to the TIPS-Pn unit cell), the direction of
best -orbital overlap [50,51,60]. Because the cyclopropyl group makes the side groups
slightly more rigid in CP-DIPS-Pn than in the other crystals (e.g. as measured by thermal
ellipsoids), the molecules are more tightly packed; e.g. the unit cell of CP-DIPS-Pn is 6%
smaller than that of TIPS-pn [16]. (Table 1 lists the molecular volumes, i.e. unit cell
volume/number of molecules per cell.) For TIPS-Pn and F2-TIPS-Pn, the needles could
be thicker than 250 m, but usable needles of F8 -TIPS-Pn and CP-DIPS-Pn were <100
m thick and had very short time constants (meas < 1.5 ms). Therefore, meaningful
transverse measurements could not be made and only results for Dlong are presented for
these two materials.
TIPGe-Pn, EtTP-5, and TIPS-tetracene crystals grow as thick (d > 200 m) flakes
(in plane dimensions < 3 mm), so these were only used for D trans measurements.
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Molecules in EtTP-5 are coplanar (along [010]) but far apart (~ 10 Ao), so there is very
poor -orbital overlap [60]. In TIPS-tetracene [59] and TIPGe-Pn [106], the orientation
of the acene backbones alternate in the ab-plane, so there is also poor -orbital overlap.
While these materials would therefore not be useful for electronic applications, we
studied them to help understand thermal transport in this class of materials.


Figure 8.1
Molecular structures of crystals studied:
a) 6,13-bis((triisopropylsilyl)ethynyl) pentacene (TIPS-Pn [50,51,60]);
b) bis((triisopropylgermyl)ethynyl) pentacene(TIPGe-Pn [106]);
c) bis((triisopropylsilyl)ethynyl) octafluoropentacene (F8-TIPS-Pn [58]);
d) bis((triisopropylsilyl)ethynyl) perifluoropentacene (F2-TIPS-Pn [106]);
e) bis((cyclopropyl-diisopropylsilyl)ethynyl) pentacene (CP-DIPS-Pn [106]);
f) tetraethyl-bis((triisopropylsilyl)ethynyl) tetraoxadicyclopenta[b,m]pentacene (EtTP-5
[60]);
g) bis((triisopropylsilyl)ethynyl) tetracene (TIPS-tetracene [59]).
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Table 8.1
Molecular volumes, slopes and Dlong (from position dependent measurements), and thicknesses, measured time constants, and lower-limits for Dc (from
frequency dependent measurements).
Material

TIPS-Pn
F2-TIPS-Pn
F8-TIPS-Pn
CP-DIPS-Pn
TIPGe-Pn
EtTP-5
TIPS-tetracene

8.2

Molecular
Volume
(nm3)
0.96
0.94
0.99
0.90
0.96
1.02
0.91

-f-1/2dlnV/dx
(Hz1/2·mm)-1

Dlong
(mm2/s)

d
(m)

meas
(ms)

Dc
(mm2/s)

1.77 ±0.06
1.89 ±0.07
1.98 ±0.10
2.7 ±0.3
-------

1.00 ±0.10
0.88 ±0.09
0.80 ±0.10
0.43 ±0.10
-------

610
300
----460
300
290

2.8
1.26
----1.1
0.68
<0.4

> 14
>7
---->20
> 14
> 20

Interlayer Thermal Conductivity of TIPS-Pn
We investigated the interlayer thermal conductivity of TIPS-Pn first. Figure 8.2

shows the frequency dependence of fV for four crystals of TIPS-pn of different
thicknesses, with their resulting values of meas. In fact, we started with measurements on
thin crystals, as we expected low values for Dc as we had observed for rubrene, but in fact
meas < 3 ms for all crystals. We therefore cannot assume that this is intrinsic, i.e. not
affected by interface thermal resistivity which would again only need to be ~0.1cm2·K/W
to account for the thermal response. Since this value is comparable to the expected value
for ifc (e.g., for rubrene, we found ifc < 6 ms), and because we observe no correlation of
meas with thickness, we assume that we are limited by the resistance of the thermal
interface between the sample and silver paint.
We note from Eq. (6.5) that fV can be frequency-independent not only if D c is
large but also if Dc is proportional to frequency, i.e. c  1/. Frequency dependent
specific heats are known at glass transitions [107], and one might guess that as the butyl
acetate solvent of the silver paint dries, it leaves the TIPS-Pn in a glassy state. However,
this cannot explain our results; if there is a glassy interface with a frequency-dependent
specific heat or thermal resistance, it is still in series with the bulk of the sample through
which heat must diffuse. (However, a frequency-dependent interface resistance may
explain some behavior at lower frequencies, discussed later.) Alternatively, one might
suppose that the glassy region penetrates most of the sample, so that the “normal” region
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is negligible. This seems extremely unlikely for our thick samples; e.g. no change in size
or shape of the samples is observed when we attached the thermocouple. In addition,
TIPS-Pn easily recrystallizes from butyl acetate solvents, suggesting that the crystalline
nature of the material will not be excessively disturbed by the use of this solvent.
Furthermore, c  1/ is a much stronger frequency dependence of the specific heat than
observed at glass transitions, where a large fraction of the specific heat is frequency
independent [107].
Thus we assume that the intrinsic2 of the sample is less than meas, which
therefore means we can only estimate a lower limit for the transverse thermal
conductivity. Using density  = 1.1 g/cm3 [49] and room temperature specific heat of
TIPS-Pn, measured on a pellet with differential scanning calorimetry (DSC) with a
precision ~ 3% [102], c = 1.48 J/g·K, shown in the Figure 8.2 inset, we find Dc > 14
mm2/s and c > 225 mW/cm2·K, from the 610 m sample. These values are very much
larger than typically found in a van der Waals bonded molecular crystal (e.g. for rubrene
we measured Dc ~ 0.05 mm2/s, giving c ~ 0.7, while for pentacene c = 5.1 mW/cm2·K
[108]), and are comparable to the values for materials with extended bonding (e.g. Al2O3
has D ~ 10 mm2/s and  ~ 300 mW/cm·K [91]).
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Figure 8.2
Frequency dependence of fV  for four TIPS-pentacene crystals, with their
fits to fV = constant/[1+(meas)2]1/2 : a) d = 335 m, meas = 1.3 ms; b) d = 610 m,
meas = 2.8 ms; c) d = 215 m meas = 1.2 ms; d) d  100 m,meas  3 ms (signal/6). The
noise in fV is indicated by the scatter in the data. Inset: Specific heat of a TIPS-Pn
pellet measured with differential scanning calorimetry (DSC).
8.3

In-plane Thermal Conductivity of TIPS-Pn
In Figure 8.3, we plot f-1/2 lnV as a function of position behind a screen, where f 

/2 is the chopping frequency for a TIPS-Pn crystal at a few frequencies. From Eq.
(6.14), the slope is inversely proportional to Dlong1/2. As we discussed above, for large x
the edge of the screen is overlapping with the silver paint holding the thermocouple, and
the signal begins to saturate. For small x, the edge of the screen is far from the
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thermocouple so V is small and approaching the thermocouple offset voltage and noise
level. For intermediate distances, the same slope, f-1/2dlnV/dx, is measured for different
frequencies, yielding Dlong = 1.0 ± 0.1 mm2/s. Similar values were found for other
crystals. Using c = 1.48 J/g·K and density ρ = 1.1 g/cm3 [49], we find long = 16 ± 2
mW/cm·K.
This value of long is several times larger than the room temperature value for
rubrene [54], but comparable to the phonon thermal conductivity of quasi-one
dimensional organic conductors containing segregated stacks or organic molecules with
excellent -orbital overlap [61,109,110]. In fact, its value suggests that, in addition to
acoustic phonons, a significant fraction of the heat is carried by low energy, propagating
optical phonons. The room temperature specific heat is over thirty times the value
associated with acoustic modes (cacoustic = 3R/M = 0.039 J/g·K, where R is the gas
constant and the molecular weight M = 638 g/mole), indicating that most of the room
temperature specific heat is due to excitation of optical modes. (The room temperature
specific heat is also only ~ 1/3 of its Dulong-Petit value, indicating that the majority of
optical modes are not yet excited, having energies > 200 cm-1 ~ room temperature.)
Consider
 = (ρ/3)cjvjλj

(8.1)

where cj, vj, and λj are the specific heat, propagation velocity, and mean-free path
associated with phonons of mode j. If the acoustic modes have velocities between 1 and 3
km/s (typical for molecular solids, and from vibrating reed measurements, we estimate
the Young’s modulus velocity to be 1.2 ± 0.4 km/s) and we assume that only the acoustic
modes are propagating, Eq.8.1 implies that λ > 400 Ao, i.e. > 50 in-plane lattice constants.
While this is not impossible, it is much larger than expected for molecular solids, where
acoustic modes are expected to have significant scattering from molecular librations of
the isopropyl side groups. In addition, it has been shown that there is large thermal
motion of the TIPS-pn molecule along the long-axis of the pentacene backbone [111],
which should also decrease the mean-free path of acoustic phonons propagating along the
needle axis. If the mean-free paths are in fact relatively small, much of the heat must be
carried by sufficiently dispersive optical modes.
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However, also surprising is the anisotropy, c > 14long; because the in-plane
bonding was assumed to be stronger than the inter-plane bonding, we expected the
longitudinal thermal conductivity to be greater than the transverse. (This expected
anisotropy was observed for rubrene: c ~ long/6.) If one assumes that thermal transport
is dominated by intermolecular thermal resistances and these were equal for c-axis and
in-plane bonds, then the thermal conductivities in different directions would be
proportional to the packing densities in their transverse planes [112], but this could only
account for only a factor of ~ 2 in thermal anisotropy because a ~ b ~ c/2 [49]. In
addition, if one assumes that all of the heat is carried by acoustic phonons, then the same
analysis used for long would give an interlayer phonon mean-free-path λc > 300 c!
Therefore, we must conclude that there must be stronger phonon interactions between the
side groups than between the pentacene backbones, giving rise to more dispersion of
optical phonons and therefore a larger amount of heat carried by optical modes along c
than in the plane.
Generally, optical phonons are inefficient in carrying heat because they usually
have relatively flat dispersion curves, which lead a low group velocity. However, our
results suggest that some transversely polarized optical phonons may have propagation
velocities comparable to that of acoustic phonons (e.g a few km/s). For an optical phonon
of energy  propagating perpendicular to the planes (i.e. along c), the average velocity
will be v ~ U/(ħ/c), where U is the magnitude of the change in interlayer interaction
energy caused by the phonon oscillation and /c is the BZ boundary, assuming U < . For
the phonon to be involved in thermal conductivity, we also require  < kBT. For v ~ 1
km/s, c = 1.7 nm [49], we find U ~ 1 ×10-3 eV, which is less than kBT ~ 2.6 × 10-2 eV.
The interlayer interaction energy U presumably comes from Coulomb interactions
between isopropyl side groups, whose many low frequency librational modes should
provide sufficient heat capacity to account for the high thermal conductivity. Although
the isopropyl groups are usually considered non-polar, there are small dipole moments
since the electro-negativity of carbon and hydrogen are not exactly equal (i.e. the
hydrogens are very slightly positively charged). In a dipole-dipole interaction model, the
potential energy U ~ (1/40)[μ2/d3], where d is the distance between hydrogens in
neighboring planes and μ is the dipole moment of C-H bond. Taking μ ~ 0.3D ~ 0.3 ×
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(3.3356 × 10-30) Cm [113] and d ~ 4 × 10-10 m [49], we find U ~ 0.88 × 10-3 eV,
consistent with the above estimate. This result may validate our assumption that much of
the heat can be carried by sufficiently dispersive optical modes along c axis. (Of course,
once should really consider the net multi-pole moments associated with librations).
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Figure 8.3
Spatial dependence of V  for an 8 mm long TIPS-Pn crystal at several
frequencies. The dotted lines outline the region of linear variation of ln(V ), shown by
the solid lines, where the slope of f-1/2 ln(V) is expected to be independent of frequency.
On the right of the dotted lines, the signal begins to saturate as the illuminated portion of
the sample overlaps with the silver paint glue attaching the thermocouple, while on the
left the signal becomes comparable to the noise and offset voltage level of the
thermocouples (~ 10 nV).

66

8.4

Thermal Conductivities of other Functionalized Pentacene Semiconductors
To check these results for TIPS-Pn, we measured the transverse and longitudinal

diffusivities of several related materials, listed in Figure 1. Figure 4 shows representative
spatial dependences of ln(V ) for crystals of CP-TIPS-Pn, F2-TIPS-Pn, and F8-TIPS-Pn.
The measured slopes and calculated longitudinal diffusivities are listed in Table 8.1. As
discussed above, slopes were measured at a few frequencies for each crystal and the
uncertainties given in the table reflect the variations in slopes. The fluorinated crystals
may have slightly steeper slopes, and therefore lower thermal diffusivities, than TIPS-Pn,
but the differences are less than the uncertainties in the measurement. The slopes for CPTIPS-Pn had more scatter, probably reflecting the somewhat shorter crystals available,
but were always considerably steeper than for the other compounds, as shown in the
figure and table. The resulting lower diffusivity for CP-TIPS-Pn is surprising because one
would expect the more rigid side-groups to reduce scattering of acoustic phonons. It
again suggests that much of the heat is carried by molecular vibrations, and that the
greater rigidity of the side-groups reduces the dispersion of the relevant, low-energy (≤
kT) optical modes. Unfortunately, we have been unable to obtain meaningful data for the
transverse diffusivity of CP-TIPS-Pn.
Figure 8.5 shows the frequency dependence of fV  for several crystals; the
thicknesses and values of meas are shown in the figure and listed in Table 1. In all cases,
meas was too short for us to assume that the interface thermal resistance is negligible so
we again only find lower limits for Dc. (In all cases, a few crystals were measured; the
figure and table show representative cases.) As for TIPS-Pn, the transverse diffusivities
are much larger than generally found for van der Waals bonded molecular crystals
suggesting that, in all these materials, most of the transverse heat conduction is by
propagating optical phonons implying strong interactions between molecular vibrations,
presumably of the side groups. It is noteworthy that this is even true for EtTP-5, TIPGePn, and TIPS-tetracene, with poor -orbital overlap in the plane.
As shown in Figure 8.5, F2-TIPS-Pn and TIPS-tetracene crystals also exhibit
anomalous decreases in fVat low frequenciesThis frequency dependence superficially
resembles what is expected for frequencies near and below 1/1, the external thermal time
constant, but for these samples 1 >> 1 second. Low frequency decreases have also been
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observed for some other samples measured, such as TIPS-Pn sample (c) in Figure 8.2 and
have also been seen by us in other materials in the past [72]. We are not sure of the cause,
but one possibility is that the interface thermal resistance decreases with increasing
frequency. As discussed above, since the interface resistance is in series with the
sample’s thermal resistance, this effect does not change our conclusion about the large
value of Dc determined from higher frequencies for these materials.
The large thermal diffusivities indicate that, for those of these materials with
brick-layer structures and high electronic mobility, Joule heating of micro-electronic
components should not be a problem. While the longitudinal diffusivities are slightly
larger than desired for thermoelectric applications, they are not excessive. However,
thermoelectric devices would need to be constructed so that the very high transverse
diffusivities do not create thermal shunts. Furthermore, thermal conductivities of thin
films, probably relevant for most applications, may be smaller than bulk values due to
interface phonon scattering.
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their expected linear regions. The lines are guides to the eye. Note that the position offset,
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Frequency dependence of fV , with fits to fV = constant/[1+(meas)2]1/2,
for representative crystals of a) F2-TIPS-Pn (d  300 m, meas = 1.26 ms); b) EtTP-5 (d 
300 m, meas = 0.68 ms); c) TIPGe-Pn d = 460 m, meas = 1.03 ms(signal x 2); d) TIPStetracene (d = 290 m). No fit is shown for TIPS-tetracene because of its strong,
anomalous low frequency dependence, discussed in the text. The noise in fV  is indicated
by the scatter in the data.
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8.5

Limitations of Two AC-Calorimetry Techniques
In conclusion, we should investigate the limitations of our two ac techniques. For

the transverse ac-calorimetry technique, since we have made a one-dimensional heat flow
assumption, we need the area of sample to be less than the effective size of the light spot,
which is L, w < ~ 2 mm in our probe, where L and w are the length and width of the
sample, respectively. Second, as we mentioned above, our technique was limited by the
high interface thermal resistance. We chose the butyl acetate-based silver paint as our
glue and f2 is generally less than 100 Hz, where f2 = 1/(2πτmeas). Therefore, in the
experiments on TIPS-pn, we could only find a lower limit for Dtran = d2/√902. By
comparing the measurements that we did on rubrene and TIPS-pn, in order to get reliable
results, our transverse thermal conductivity measurement technique should only work on
a sample in the range of 10 Hz < f2 < 100 Hz, where the lower limit comes from
signal/noise considerations of the electronics. Generally, in our experiments, the organic
crystals have thicknesses ranging from 100 μm ~ 300 μm. Suppose we take d ~ 200 μm,
the values of Dtran which could then be measured are in the range of 0.3 mm2/s ~ 3 mm2/s.
For the longitudinal ac-calorimetry technique, according to Eq. (6.14), Dlong =
πf(Δx/ln(T0/Tx))2, where T0 is the temperature at the offset point of the micrometer and T x
is the temperature at position x. Taking f ~ 10 Hz, desired T0/Tx  3, and Δx > 0.1 mm,
the smallest distance step, we find Dlong ~ 0.3 mm2/s, which is the lower limit of the Dlong
measurement. On the other hand, Δx < 10 mm, because the displacement of the screen is
limited by the light spot size, so the upper limit for Dlong measurements is Dlong < 2500
mm2/s.
In addition, the longitudinal experiment also requires that 2 << 1 (no variation
through the thickness (d) of the sample), therefore D tran >> 2πf2d2/√90. Taking d ~ 0.1
mm as a typical small thickness and f2 ~ 50 Hz, we require Dtran >> 0.3 mm2/s. So in
order to get reliable results, our longitudinal thermal conductivity measurement technique
should only work on a sample with Dlong in the range of 0.3 mm2/s ~ 2500 mm2/s, and
Dtran >> 0.3 mm2/s.
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8.6

Summary
We have measured the longitudinal (needle-axis) and transverse, interlayer

thermal conductivities of crystals of TIPS-Pn by ac-calorimetry. We have found that the
longitudinal value is higher than that of rubrene [54] and pentacene [108] and comparable
to quasi-one dimensional conductors with excellent -orbital overlap [61,109,110]. The
transverse thermal diffusivity is at least an order of magnitude larger than the
longitudinal. These values and inverted anisotropy of may indicate that an incredibly
long acoustic phonon mean-free-paths. Also we have proposed that molecular vibrations,
presumably concentrated on the silyl-containing side groups, may have sufficient
intermolecular interactions, and therefore a large number of optical phonons with very
low frequencies and high dispersion (i.e. large velocity) to carry heat. In addition, such
high value of transverse thermal conductivity suggest weak phonon scattering, which is
affected by intrinsic anharmonicity as well as crystal defects such as grain boundaries.
Similar values for both the in-plane and interlayer thermal diffusivities were found for
several other materials with related structures. The longitudinal thermal conductivity of
those organic semiconductors is a little big but not terrible for thermoelectric
applications, but the large transverse thermal conductivity must be considered in the
design of the device to make sure it doesn't thermally short out the sample.

Copyright © Hao Zhang 2015
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CHAPTER 9 Conclusions
In the CDW conductor, TaS3, we have observed the piezoelectric-like VITS when
a voltage above the CDW depinning threshold is applied. In order to discover the origin
of this unique torsional effect, we have studied its voltage, time, torque and temperature
dependence. In particular, our work showed that the magnitude, time constant, and even
sign of the VITS depended on external torque applied to the sample. This suggested a
model in which the induced torsional strain is caused by the residual torsional strains in
the crystal (e.g. due to sample mounting, growth defects, and/or applied torque) coupling
to voltage dependent changes in the CDW wave-vector (q) to put a position dependent
torque on the sample. Our results also showed that the relaxation time τ0 decreases with
increasing temperature, and is inversely proportional to the CDW current, perhaps needed
to release defects which allow the sample to strain. As we mentioned above, TaS3 may be
a promising material for nano-electromechanical components, such as torsional actuators.
In order to understand thermal transport and identify possible materials useful for
thermoelectric applications, we have developed two new “ac-calorimetry” techniques to
study the thermal conductivities for both interlayer (transverse) and in-plane
(longitudinal) directions on small-molecule organic semiconductors. For both techniques,
we used chopped light to heat samples and measured the temperature oscillation on the
back surface of the samples by attaching thermocouples to them. In the interlayer thermal
conductivity measurements, by fitting the frequency dependent data to the onedimensional heat flow model, we are able to extract its thermal conductivity. An example
of successful measurements was for the organic semiconductor rubrene. The rubrene
molecule consists of a tetracene backbone with four phenyl side groups. The crystal has a
layered structure with the tetracene groups stacked in the ab plane with the phenyl groups
sticking out of the plane along c. For rubrene, the interlayer thermal conductivity,  0.7
mW/cm·K, is several times smaller than the (previously measured) in-plane value, which
indicates poor thermal transport through phenyl side groups of the molecule. However, its
temperature dependence indicates that the interlayer mean free path is at least a few
layers.
In the longitudinal thermal conductivity measurements, we found the thermal
conductivity in the in-plane direction by fitting the experimental data to “frequency
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normalized” slopes, f-1/2dlnT/dx. I have measured both the interlayer and in-plane
thermal conductivities on 6,13-bis((triisopropylsilyl)ethynyl) pentacene (TIPS-pn)
crystals, which consist of functionalized acenes stacking in planes, and have large silylcontaining side groups sticking out of the planes. However, for TIPS-pn, the in-plane
value is comparable to the phonon thermal conductivities of quasi-one dimensional
organic metals with excellent -orbital overlap, and its value suggests that a significant
fraction of heat is carried by optical phonons. Furthermore, the interlayer (c-axis) thermal
diffusivity is at least an order of magnitude larger, and this unusual anisotropy implies
very strong dispersion of optical modes in the interlayer direction, presumably due to
interactions between the silyl-containing side groups. Similar values for both in-plane and
interlayer diffusivities have been observed for several other functionalized acene
semiconductors with related structures.

Copyright © Hao Zhang 2015
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