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Abstract
This work proposes an agnostic inference strategy for material diagnostics, conceived within the context of
laser-based non-destructive evaluation methods which extract information about structural anomalies from
the analysis of acoustic wavefields measured on the structure’s surface by means of a scanning laser inter-
ferometer. The proposed approach couples spatiotemporal windowing with low rank plus outlier modeling,
to identify a priori unknown deviations in the propagating wavefields caused by material inhomogeneities or
defects, using virtually no knowledge of the structural and material properties of the medium. This charac-
teristic makes the approach particularly suitable for diagnostics scenarios where the mechanical and material
models are complex, unknown, or unreliable. We demonstrate our approach in a simulated environment
using benchmark point and line defect localization problems based on propagating flexural waves in a thin
plate.
Keywords: Anomaly detection, Low rank plus outlier models, Saliency, Non-destructive evaluation
1. Introduction
Within the realm of dynamics-based non-destructive evaluation (NDE) and damage prognosis method-
ologies, techniques based on guided waves have become popular [1–3] due to their sensitivity to a variety
of damage types and their ability to travel long distances (with minor attenuation) and interact with de-
fects located far from available actuation and sensing points. Guided waves are generated and received by
transmitter-receiver pairs distributed over the test specimen and the detection process follows the pitch-catch
[4] or the pulse-echo [5] paradigms: a signature of wave scattering is captured along the transmitter-receiver
path, and the position of the defect is triangulated from the data collected from multiple transducer pairs.
Numerous efforts have been devoted to the construction of techniques for damage estimation, classification
and localization: some popular approaches involve statistical methods [6], acoustic imaging techniques [7],
singular value decomposition [8], neural networks [9], conventional and Monte Carlo matching pursuit de-
composition [10–12] and support vector machines [13], among others. Damage detection and triangulation
has also been successfully tackled using delay-and-sum techniques [14, 15] and phased arrays [16]. Spatial
optimization of the sensor networks has also been proposed [17] to enhance the detection capabilities.
Pitch-catch methods are at the core of in-situ or online structural health monitoring methodologies
(SHM) [18, 19]. In-situ SHM mandates that components are continuously monitored during their operational
lives, and requires that appropriate actuation and sensing devices are embedded in the design. Embedding
sensors in structures is an intriguing concept that has been explored with interesting results (e.g. for
composite materials [20]), although questions have been raised about the weakening effect of built-in devices
on the material [21]. The applicability of online monitoring techniques depends on a trade-off between the
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Figure 1: Ambiguity observed in echo-pulse detection methods in the presence of material damping and
microstructural clutter and opportunities for anomaly detection via spatial measurement diversity and iden-
tification of salient behavior
agility of these methods and the thoroughness of inspection that is achievable with methods involving full
acoustic or optical access to the entire structural domain.
Radar-based approaches work well under the assumption that the waves travel in the undamaged por-
tion of the specimen without significant attenuation or dispersion; this assumption is valid for thin metal
structures with limited damping, small number of widely-spaced defects, and negligible contribution to dis-
persion from the material microstructure. However, radar based pitch-catch methods break down when
these assumptions are relaxed. This is illustrated with a simple example in Fig. 1, which depicts the results
of a finite element simulation of S- and P-waves in a thin plate with soft inclusions. Figure 1(a) depicts
the effect of damping in a lossy material, where the amplitude decay can be so pronounced that the signal
processed by the receiver is too weak to be detected or interpreted, especially in the case of noisy signals.
Similarly, Fig. 1(b) makes use of the simple problem of scattering induced by four inclusions to illustrate the
issues arising in the presence of multiple damage zones with high proximity. The proximity of the scatter-
ers produces wave interference and significant clutter, with some inclusions becoming de facto acoustically
invisible to the traveling wave, and further, the signal recorded by the receiver is hard to decipher, as it is
tainted by multiple reflections. On the other hand, in either of these examples, full spatial reconstruction of
the wavefield in the neighborhood of the defect, when available, allows a visual identification of the damage
zone from the interpretation of the inherent spatial richness of the wavefield.
The virtue of spatial measurement diversity, coupled with the superior reconstruction capabilities avail-
able using laser interferometers, have inspired a powerful class of laser-enabled inspection methodolo-
gies [22, 23]. A Scanning Laser Doppler Vibrometer (SLDV) allows non-contact measurement of points
belonging to a scanning grid, which enables full reconstruction of the propagating wavefield and provides
abundant measurement diversity. Subsequent data processing, for example using methods based on space-
time Discrete Fourier Transform (DFT) [24, 25] or incident wave removal through wavenumber filtering [26],
have been proposed to improve visualization of propagating wavefields from SLDV data.
This work explores a new automated approach for inference of structural anomalies, which uses local
(in space and time) low-rank modeling to describe typical wavefield behavior, and identifies (nominally
rare) structural defects based on deviations from this model. Our approach is based on fusing notions of
saliency [27–30], with low rank plus (sparse) outlier modeling [31–33], along the lines of several recent efforts
examining these techniques in computer vision applications [34, 35]. Saliency is often described in terms of
human perception (e.g., in the study of visual saliency); here, our goal is to remove the human component
in the diagnostic inference task in order to automate the inference procedure, in turn making it suitable
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for embedding in intelligent multi-step structural monitoring routines. The proposed approach is largely
agnostic, employing only minimal knowledge of the geometric and acoustic properties of the medium to
perform the detection.
The remainder of this paper is organized as follows. In Section 2 we state our material diagnostic problem
in detail, specify our model for identifying saliency in the propagating wavefield data, and describe how this
model is employed in our proposed automated inference approach. Section 3 contains a validation of the
proposed approach conducted using synthetic data in the context of two benchmark anomaly detection
problems. We examine the robustness of our procedure applied to spatially downsampled data in Section 4.
Concluding remarks and future directions are discussed in Section 5.
2. Saliency based anomaly detection
The objective of anomaly detection is to identify atypical patterns in data [36, 37]. Here, our aim is to
identify the locations (or regions) of a structure at which some structural anomalies exist, from measure-
ments in the form of kinematic time histories gathered at a set of discrete points on the structure’s surface
when the structure is excited by a propagating acoustic wave. Propagating wavefields, of course, exhibit
characteristics that depend upon the material properties of the medium (e.g., elastic moduli and density)
and the externally applied excitation (e.g., carrier frequency and bandwidth). In addition, the interactions
between the propagating wavefields and structural anomalies produce signatures in the measured data (e.g.,
reflections from, or interactions with, localized regions with different material properties). Our approach
here identifies and exploits subtle differences between these signatures and otherwise “nominal” wave prop-
agation characteristics to infer the locations of structural anomalies. For clarity of exposition we restrict
our discussion in the sequel to two-dimensional plate-like structures, though our proposed approach may be
generalized to three-dimensional structures.
2.1. Domain discretization and region partition
Wave motion in two dimensions corresponds to the existence of a non-zero spatiotemporally evolving
field φ(x, y, t), where x, y are coordinates of locations in the material domain, t is time and φ is a certain
physical descriptor relative to the type of wave being considered. In two-dimensional plate-like structures
experiencing flexural wave propagation, for instance, φ(x, y, t) can be a single displacement component, say
w(x, y, t), directed along the direction normal to the plane of the domain. In our numerical simulations, as
well as in experimental acquisitions involving a laser scan, w(x, y, t) is replaced by an array of time histories
of nodal degrees of freedom w(t) belonging to a grid. For the sake of exposition, let us assume for simplicity
that the grid is rectangular and has dimensions N1 ×N2. We suppose that the wavefield acquisition times
are also discretized, so that time histories may be obtained at each point for times indexed by the discrete
indices τ = 1, 2, . . . , T . As a result, the full spatiotemporal evolution of the system is expressed in the form
of a N1 ×N2 × T data cube comprising one length T time history for each grid point.
Conceptually, let us consider a partition of the spatial domain into N˜1 × N˜2 rectangular (identical in
shape and size) regions, where N˜1 < N1 and N˜2 < N2. Each region of the partition contains a subset of p1
nodes along the x direction, and p2 along the y direction. The precise relation between N˜1, N˜2 and p1, p2
depends on the partition (eg., whether two neighboring regions are allowed to share their boundary nodes
or not). We assume here that each region shares its sides with the neighbors, in which case we have
p1 =
(
N1 − 1
N˜1
)
+ 1, p2 =
(
N2 − 1
N˜2
)
+ 1 (1)
As customary in wave-based detection procedures, we suppose here that the structure is excited using an
incident narrow-band burst applied at a single point in the domain. Following this assumption, it is possible
to construct a spatiotemporal windowing of the displacement time histories informed by space and time
characteristics of the excitation as follows.
3
(a) Criterion for time shift and win-
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Figure 2: Procedure for the construction of N˜1×N˜2 region-wise data cubes of size p1×p2 from the N1×N2
space-time histories. Subfigure (c) highlights the role of time shifting in the identification of the regional
data cubes. Every regional data cube is of size p1 × p2 × Tw, although the centering of each window in
the time domain varies with the location of the corresponding region. The intensity of the regions color is
proportional to the distance from the excitation point.
Let (i, j) ∈ {1, 2, . . . , N˜1} × {1, 2, . . . , N˜2} index regions of the partition. Inside the (i, j) region, the
expected time-of-flight of the centroid of the incident wave packet (i.e. the centroid of the envelope of the
burst) to the physical centroid of the region is given by
tcij =
|rcij |
cg
+
Nc
2ν
(2)
where cg is the group velocity of the packet, rcij is the position vector of the region centroid from the point
of application of the excitation, Nc is the number of cycles in the burst and ν is the wave frequency. The
arrival time in (2) can be seen as the sum of the arrival time of the front of the packet (|rcij |/cg) plus the time
interval corresponding to half burst (Nc/2ν). Now, for each sample location inside the selected region we
retain only the first Tw < T time samples immediately following the estimated incidence time. This results
in the generation of a local (region wise) data cube of size p1 × p2 × Tw. The procedure is schematically
depicted in Fig. 2.
This spatio-temporal “preprocessing,” essentially aligning the wave motion event at all locations, is a key
component of our approach. The windowing process is the only instance in the present formulation in which
some knowledge of the wave propagation characteristics is invoked in the inference process. It is nevertheless
worth noting that an estimate of group velocity does not necessarily require a priori knowledge of the
medium or construction of a model, as it can be inferred from a simple time of flight calculation, performed
for instance between two virtual sensors placed in the domain along a direction where the likelihood of
anomalous behavior is considered low (e.g. along one boundary).
2.2. Anomaly localization as a sparse estimation task
Our defect or anomaly localization problem can be understood fundamentally as a sparse estimation task.
Let us introduce a matrix X ∈ RN˜1×N˜2 , which we interpret as a feature matrix whose entries correspond
to distinct spatial regions of the partitioned domain. Each element of the feature matrix corresponds to a
contiguous region of the material domain. Informally, we may view X as a spatial “map” that indicates
the locations of anomalies in the material. Formally, let us suppose that entries of X take the value 0 at
locations that correspond to anomaly-free homogenous regions, and are otherwise nonzero. We say X is
sparse whenever most of its entries are zero; here, this corresponds to the number of regions of the material
containing anomalies being small relative to the total number of regions. We may consider the class of all
sparse X as elements of a feature space X .
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The feature matrix X is, of course, an abstraction, and we are not able to observe it directly. Instead we
must make inferences about X by examining the response of the material to the incident traveling wavefield.
Our task is fundamentally an inverse problem, which we can formalize as follows. Suppose that there exists
an unknown (and potentially complicated) function s that maps an element X from the feature space X to a
corresponding element of a structure space S. Elements s(X) ∈ S correspond to the real, physical material
which exhibits the structural defects and inhomogeneities defined by their corresponding abstract feature
matrices. We make measurements of s(X) of the form of surface displacement time histories measured at
locations on the material surface denoted by the ordered pair (l,m) ∈ {1, 2, . . . , N1} × {1, 2, . . . , N2}. We
can model the observations as elements yl,m(s(X)) of an observation space Y. Note that each measurement
is a function of some implicit parameters (e.g., wavelength and frequency) of the incident wave used for
diagnostics, but for the sake of notational clarity we let the dependence on these wave parameters be
implicit in the function y.
Given this framework, the detection task can be succinctly stated as follows: our aim is to infer X (the
sparse feature matrix, whose entries indicate the presence of structural anomalies) from a set of measurements
yl,m(s(X)), obtained at a set of locations described by elements (l,m) ∈ {1, 2, . . . , N1}×{1, 2, . . . , N2}. Our
proposed inference approach is based on identifying salient features in the propagating wavefield; that is,
identifying local deviations from shared typical behavior exhibited by the bulk of the material.
2.3. Low rank and sparse models for spatiotemporal saliency
The essential premise behind saliency-informed diagnostics is the notion that, in every region of the
domain that is sufficiently far from any defects, the displacement time histories will exhibit some similar,
but unknown, “typical” behavior, while the time histories recorded in spatial regions in the immediate
vicinity of a defect will exhibit some (also unknown) signature of the defect that is different from the typical
response observed in the bulk of the domain. The regions exhibiting atypical behavior are referred to here
as salient. When only a few regions exhibit this atypical behavior, this notion of saliency can be viewed as
a generalization of the concept of sparsity, which has been a central theme in signal processing, statistics,
and machine learning research in recent years (see, for example, the voluminous works online at [38] which
build upon the initial contributions in compressed sensing [39–43]).
Our aim here is to identify a function of the measured data that serves as a surrogate, or proxy, for
the unknown (sparse) feature matrix X. Recall that, following the time-windowing (described above) our
measured data comprises an N1 ×N2 × Tw data cube, where the data corresponding to each spatial region
is a p1 × p2 × Tw cube. Let us recall that all the time-windows have the same length Tw, although, because
of shifting, they represent distinct actual time intervals. For each time “slice” of the data cube (indexed
by τ ∈ {1, 2, . . . , Tw}), we can interpret the data from each region as a p1 × p2 two-dimensional array or,
in equivalent vectorized form, a vector of dimension p1p2. Let Mτ (i, j) denote the p1p2-dimensional vector
associated with the i, j location of the feature space, where i, j ∈ {1, 2, . . . , N˜1} × {1, 2, . . . , N˜2}. Now, we
assume that at each time step τ there exists a common r-dimensional linear subspace Uτ ⊂ Rp1p2 , with
r < p1p2, that well approximates the spatiotemporal data inside the anomaly-free regions. Let PUτ denote
the orthogonal projection onto the subspace Uτ and consider the matrix Zτ ∈ RN˜1N˜2 whose (i, j)-th entry is
Zτ (i, j) = ‖PUτMτ (i, j)−Mτ (i, j)‖22, (3)
for i = 1, 2, . . . , N˜1, j = 1, 2, . . . , N˜2, where ‖ · ‖22 is the square of the standard Euclidean norm. When an
entry of Zτ is significantly different from zero, it means that the local wavefield at the corresponding location
in the domain has significant energy outside of the subspace Uτ (or, equivalently, is not well-represented
as a linear combination of vectors in Uτ ). In this interpretation, the matrix Zτ serves as a proxy for the
true (unknown) feature matrix X, which identifies the locations whose windowed time histories deviate
significantly from the bulk or typical behavior according to the selected linear subspace model.
Note that the model we employ here can be interpreted in terms of a low-rank plus outlier data model.
In particular, let us denote by Mτ the p1p2 × N˜1N˜2 matrix formed by assembling the vectorized data from
each region at time step τ . Our approach is equivalent to decomposing Mτ as
Mτ ≈ Lτ + Cτ (4)
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where Lτ ∈ Rp1p2×N˜1N˜2 is a low-rank matrix and Cτ ∈ Rp1p2×N˜1N˜2 is “column-sparse”, having only a few
non-zero columns, which can be interpreted as vectors lying outside of the subspace spanned by the columns
of Lτ . Identifying the “outlier” vectors, which correspond to the non-zero columns of Cτ , is the aim of so-
called Robust Principal Component Analysis (or Robust PCA), and many procedures have been examined
to address this problem [44–47], including recently-proposed convex formulations [31–33].
Here, for the sake of simplicity, we perform the decomposition of Mτ using an approach based on
standard matrix operations. Specifically, we identify a rank-r approximation L̂τ of Mτ as a solution to the
optimization problem
L̂τ = min
M∈Rp1p2×N˜1N˜2 :rank(M)≤r
‖Mτ −M‖F , (5)
where the notation ‖·‖F corresponds to the matrix Frobenius norm. The Eckart-Young Theorem establishes
that the solution L̂τ of (5) is easily obtained via the singular value decomposition (SVD) [48, 49]. Write the
singular value decomposition of Mτ as
Mτ = USV
H , (6)
where U and V are unitary, S is a rectangular diagonal (and nonnegative) matrix whose diagonal entries are
the singular values ordered from largest to smallest, and the superscript H denotes the matrix Hermitian
(complex conjugate transpose) operation. Then, the solution L̂τ of (5) is obtained as
L̂τ = USrV
H , (7)
where Sr is obtained from S by keeping only the r largest singular values and zeroing the rest. Note
that the first r columns of U comprise an orthonormal basis for the common subspace. In the context
of (3) above, we may let Ur be the p1p2 × r matrix comprised of only the first r columns of U , then
PU = Ur(UTr Ur)
−1UTr = UrU
T
r . In practice, the dimension r of the common subspace is inferred empirically
from the knee of the plot of (ordered) singular values, which corresponds to the point beyond which the
decay in the singular values becomes gradual (see Fig. 3).
From an implementation standpoint, our inference approach proceeds as follows. At each time step,
we construct the low rank approximation L̂τ and a corresponding estimate of the column-sparse matrix
Ĉτ = Mτ − L̂τ , and we identify the columns of Ĉτ that have non-negligible energy. The significant columns
correspond to salient regions in the domain, i.e., regions with high likelihood to contain an anomaly. These
estimates are finally aggregated over the Tw distinct time steps of the considered time window to account
for the complete scattered wavefield induced by each anomaly. The identification of the significant columns
operation inevitably involves the definition of appropriate thresholding levels which can slightly vary from
case to case. Additional implementation details are provided in the next section in the context of specific
applications.
3. Application to two-dimensional transversal wave propagation
The approach presented above is now tested in a simulated environment using data generated via the
finite element method (FEM). The application selected to test the method is the benchmark problem of
circular-crested transversal waves excited in a thin plate via application of an out-of-plane point force at
one node. From the point of view of the wavefield topology, this scenario is representative of both flexural
plate waves and guided Lamb waves, therefore the following results and conclusions about the efficacy of the
anomaly detection algorithm will be valid for both. In this work, flexural waves are modeled according to
Mindlin’s plate theory, which involves three nodal degrees of freedom, one out-of-plane displacement w(x, y, t)
and two rotations θx(x, y, t) and θy(x, y, t), although the anomaly detection analysis will be restricted to the
deflection w(x, y, t) which is, from the point of view of an equivalent laser-based acquisition, the degree of
freedom which is more directly measurable from a surface scan.
The choice of flexural waves is here primarily dictated by the relative simplicity of the corresponding
FEM model and the advantages (in terms of ambiguity removal) resulting from dealing with a single-mode
wave solution. The excitation is applied at one corner of the plate in order to maximize the radius of the
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propagation domain for a given mesh size. The time history of the load is a 5-cycle narrow band burst, as
customary in ultrasonic testing. The domain is taken to be square (Lx = Ly = L), and the dimensions are
selected jointly with the material properties and the carrier frequency of the excitation such that L/λ = 25,
where λ is the carrier wavelength of the induced wave. Note that the analysis is conducted here in fully non-
dimensional form to emphasize the scalability of the results, which is an important feature of this treatment.
However, for the sake of completeness, we list the geometric and material properties used in the simulations:
material properties (Aluminum, E = 71GPa, ν = 0.33, ρ = 2700Kg/m3); dimensions (0.25m × 0.25m);
thickness (0.005m). The excitation has a carrier frequency of 500kHz, which corresponds to a wavefield with
carrier wavelength of 0.01m. Exploiting the square shape, a partition in N ×N square regions of identical
size is adopted in the detection process. A structured mesh comprising 256 × 256 square elements is used
to generate an accurate solution free of unwanted numerics-induced dispersive and directional effects. This
data field can be a posteriori coarsened via under-sampling of the nodal solution to explore the robustness
of the method against coarse data acquisition.
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Figure 3: Knee in the singular value curve
3.1. Benchmark problem ]1. Scattered defects
Three anomalies are scattered in the domain at locations x1 = 0.2L , y1 = 0.42L , x2 = 0.55L , y2 =
0.55L , x3 = 0.67L , y3 = 0.17L, respectively. The anomalies are introduced by changing the material
properties of each finite element that contains an anomaly point. In this example, the Young’s modulus
and density are increased inside the defected element by two orders of magnitude to simulate a distribution
of stiff inclusions in the material. Let us recall that the material is homogeneous and isotropic and in its
pristine state other than at the locations where the anomalies are explicitly introduced. A snapshot of the
computed wavefield in the presence of defects is shown in Fig. 4(a). The saliency analysis is first implemented
using a coarse 8 × 8 partition of the domain, as shown in Fig. 4(c), such that each region extends over a
32 × 32-element mesh. By comparison of the wavefields in Fig.s 4(a) and 4(c), it can be noticed how, as a
result of the region-wise time shifting performed according to (2), each regional local wavefield corresponds
to the time instant at which the wave front impinges on the centroid of the region. This shifting operation
de facto replicates the wave “state” from one region to the next. As a result, the intrinsic (not associated
with the presence of defect) topological differences between regions are limited to two factors: a) A phase
shift (observable by comparing the wave crests) due to the difference between phase and group velocity
(cg = 2cp according to plate theory); b) An increase in radius of curvature due to the time evolution of the
radius of the circular-crested wave front (R = cgt). As a result, the windowing procedure highlights the
salient features associated with extrinsic mechanisms (in this case the scattering induced by the inclusions,
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Figure 4: Anomaly detection via saliency map constructed using coarse 8 × 8 region partition. At this
level of refinement, the method over-predicts the salient regions, thus providing a moderately accurate but
conservative estimate.
where this is observed), thus minimizing the ambiguity between real and spurious sources of salient behavior
in the detection process. The white regions in Fig. 4(c) represent peripheral portions of the domain where
the wave has not propagated within the simulated time window; the wavefield is there identically zero, and
the method is naturally incapable of identifying any anomalies in those sectors. It is also worth pointing
out that, while the anomalies are interpreted in this example as defects, they can represent any structural
feature that acts as a source of deviation from the nominal behavior of the plate, including fastener holes,
thickness changes, etc. In fact, at this stage of development, the method would not be able to discriminate
between these different sources of saliency.
The time histories collected at the nodes of each (i, j)-th region are used to construct the Mτ matrices
to feed to the optimization problem of (5), where τ = 1, 2, . . . , Tw and here Tw = 11, i.e. 11 time instants
following the average time of flight tcij are considered. The low rank approximation L̂τ is obtained by
selecting r = 14 from inspection of the knee plot of Fig. 3. With the information from each region at each
time instant, a saliency map is constructed as shown in Fig. 4(b) by counting how many times the energy
of the corresponding column of the outlier estimate Ĉτ = Mτ − L̂τ is sufficiently large (here we identify
all columns of Ĉτ whose energy exceeds 25% of the largest outlier energy found in any region at the same
time snapshot). The saliency map tells us how consistently each region is classified as salient (with respect
to the surrounding ones) over the whole time window of interest. For instance, if a region is given a value
50% in the saliency map, that region has been found to be salient 50% of the time instants. By highlighting
the salient regions on the partitioned domain, the results can be verified against the known positions of the
scatterers, as shown in Fig. 4(c).
It can be noted that, at this level of refinement, the method over-predicts the salient regions, thus
providing a moderately accurate but conservative estimate. Let us now explore the sensitivity of the method
to refinements of the region partition by considering first 16 × 16 and subsequently 32 × 32 regions, as
shown in Fig. 5(a) and Fig. 5(b), respectively. In the first case, the saliency analysis pinpoints accurately
the defects, the outliers are avoided and the accuracy in defect localization has grown at the rate of the
partition refinement. Reasons for the improved performance with respect to the 8× 8 case are to be found
in the fact that smaller regions allow focusing on limited wavefields that are less likely to be affected by
spurious effects (such as boundary reflections, or reflections from the surrounding scatterers) that could be
originating in neighboring regions. Another explanation is that smaller regions are accompanied by tighter
and more localized time referencing, which allows pinpointing the instances of scattering formation more
precisely.
The performance of the 32×32 case offers some interesting insight into the details of the outlier modeling
philosophy. The defects are again found and localized very precisely, and the small size of the regions almost
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(a) 16× 16 regions (b) 32× 32 regions
Figure 5: Saliency analysis results via refinement of region partition
allows a determination of their point locations. However, a few outliers appear in the neighborhood of the
excitation source. An explanation of this can be that the wavefield data structure inside small regions is very
sensitive to differences in the curvature of the wave crests: the pronounced curvature observed in the regions
surrounding the origin provides them with an element of saliency that competes with the one due to the
scattering mechanisms. It is important to report that the neighborhood of the origin is found to be critical
in many simulations, which suggests modest improvements of the algorithm geared toward eliminating this
weakness.
3.2. Benchmark problem ]2. Line defect
Let us test the method against the case of line defect, i.e. a region of anomaly extending over a con-
siderable portion of the domain that overlaps with multiple region partitions at any stage of refinement.
These conditions can be representative of a crack, or a region of de-bonding between material phases, or a
path of void coalescence (which typically precedes the onset of crack). The defect is simulated by reducing
by several orders of magnitude the Young’s modulus and density of the material inside a one-element thick
layer extending from x1 = 0.2L to x1 = 0.4L. The results of the analysis are shown in Fig. 6 for increasing
levels of refinement. With 8 × 8 regions (Fig. 6(a)), the method does a good job at coarsely bounding the
region of the defect. The saliency criteria embedded in the algorithm emphasize the regions surrounding the
tips of the defect, as this is where the major local perturbations of the wavefield are observed in terms of
perturbation of the curvature of the wave crests. The 16× 16 refinement (Fig. 6(b)) allows complete local-
ization of the defect path, but slightly over-predicts in the tip areas, and features one outlier by the origin,
both effects being traceable back to the considerations on the crest curvature made above. The 32 × 32
refinement (Fig. 6(c)) interestingly eliminates the ambiguity in the neighborhood of the origin, captures and
refines the localization of the defect tips and provides a spotty reconstruction of the defect path. Note that
the behavior of the method in the neighborhood of the source shows marked differences between the results
of Fig. 5 and those of Fig. 6, for the same excitation conditions. This is an intrinsic feature of saliency-based
detection methods, due to the very essence of saliency, which is not a property of a region, but a property
of the region with respect to its neighbors. The same regional data are deemed salient or not relative to the
salient features displayed by other regions in the domain. In this case, the energy available outside of the
common subspace in the regions surrounding the excitation is comparable to that of the regions containing
the scattered anomalies, but considerably less than that of the regions containing the crack.
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(a) 8× 8 regions
16 x 16 Region Refinement 
(b) 16× 16 regions (c) 32× 32 regions
Figure 6: Saliency analysis results via refinement of region partition - Line defect.
4. Assessment of the method flexibility
4.1. Spatially deterministic and random sub-sampling
The results presented so far rely on dense sampling (p1p2 nodal points within each of the N˜1×N˜2 regions).
In this section we explore the limitations of the saliency based anomaly detection strategy involving a subset
of the points from each region. The benefits of this kind of approach would be in dealing with experimentally
acquired wavefields, where acquiring and processing less data would enable a faster acquisition phase, thus
increasing the efficiency of the entire anomaly detection process. Coarser data are here easily obtained from
FEM computed wavefields by sub-sampling the data in space.
We explore two main classes of sub-sampling techniques. The first three cases (Fig. 7(a), 7(b) and 7(c))
depict the results obtained using a random sub-sampling approach, with spatial sub-sampling ratios nz ≈
20%, nz ≈ 10% and nz ≈ 7%, respectively. As expected, the performance degrades relative to the reference
exhaustive case as nz decreases. However, in all cases depicted in the figure, the algorithm does manage
to identify the correct neighborhoods of the defects. Based on the figures, the practical implications of this
appear to be minor, as the regions identified using the sub-sampled data can be interpreted as slightly more
conservative estimates of the actual defect locations.
However, it is important to note that random sub-sampling inevitably introduces some variability in
the results. We investigate this variability empirically here. We conduct 500 independent trials (each
corresponding to a different randomly generated subsampling pattern for each region) for each of several
downsampling rates, and report the average number of regions corresponding to correct discoveries and false
discoveries. We also compute two “regional” error metrics that take into account whether the detections
are within the immediate vicinity of the regions containing the true anomalies. These regional criteria are
evaluated as follows. If in a given trial, at least one of the discovered anomalous regions is an immediate
neighbor of the true region containing the anomaly (or is the anomalous region itself), that anomaly is
deemed discovered. Similarly, false discoveries are only deemed false if they occur at least one region
removed from any region containing a true anomaly. We also report the average number of false discoveries
that occur in the 3× 3 region at the origin of the domain, motivated by the empirical observation that false
discoveries often occur near the excitation source. The results are collected in Table 1.
It can be noted how, while the performance decays as expected when the sub-sampling ratio nz decreases,
the algorithm features quite remarkable detection capability even for very coarse acquisitions. Further, the
“regional” error metrics underscore the empirical observation above – detections overwhelmingly occur in
the immediate vicinity of the anomalous regions, and false discoveries (when present) are predominantly
near the excitation source. This suggests that simply disregarding these regions in the final estimate may
be a useful, if simple, heuristic.
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Table 1: Effect of sub-sampling on several metrics of saliency identification. There are 3 true anomalies.
Results presented here are averaged over 500 random trials, each corresponding to a different random selection
of sub-sampling locations, for several effective sub-sampling rates nz.
nz 50% 33% 20% 10% 7%
Correct Discoveries 2.99 2.96 2.93 2.83 2.37
False Discoveries 1.27 1.88 2.46 4.32 5.28
Correctly Disc. Regions 2.99 2.96 2.94 2.93 2.72
Falsely Disc. Regions 0.86 1.14 1.37 2.44 3.27
False Disc. @ Origin 0.83 1.05 1.24 2.14 2.51
Another visual look to the variability introduced by random sampling is taken by applying sub-sampling
to the line defect problem with a 32 × 32 region partition. Figure 8 shows the saliency maps obtained
using four randomly generated (nz ≈ 20%) sub-sampling patterns. While the results feature the expected
variability, they consistently pinpoint the anomalous region, often capturing the length of the crack path as
well as the thickness of the area of influence of the defect.
We also examine the performance of our procedure using deterministic sub-sampling sequences. We select
a family of sequences where the evaluation points sit on a double cross (horizontal-vertical and diagonal,
corresponding to a sub-sampling ratio nz ≈ 22%), where the topology choice is dictated by the attempt
to have sufficiently dense sequences of sensing points along three important directions of propagation. The
results in Fig. 7(d) indicate that this sensing topology performs optimally in terms of correct saliency
detection, as all the defects are identified without outliers. We can further increase the sub-sampling within
the same family of pattern by further downsampling by a factor of two (nz ≈ 11%) or four (nz ≈ 6%) along
each direction of the cross (Fig. 7(e) and 7(f)). The results, as expected, decay, however the capability of
the method to identify the correct salient regions is preserved, as a testament to the validity of the selected
sequence pattern. It is worth noting that, although the cases of Fig. 7(f) and 7(c) enforce roughly the same
sub-sampling ratio, they profoundly differ in that one is random and the other one deterministic. As a
result, although the outcomes plotted in Fig 7 happen to be comparable, the one of Fig. 7(c) is subjected to
the variability documented in Table 1, which indicates an overall inferior performance. This result suggests
that, while random sub-sampling represents an easy-to-implement and sufficiently reliable option, it may be
possible to design deterministic sampling sequences with superior performance in the context of the proposed
saliency-identification procedure.
4.2. Limits of sub-sampling for anomaly detection?
Our consideration of spatial subsampling approaches was motivated here by a desire to alleviate the
computational burden on the data processing component of the inference procedure. On the other hand
it is, of course, well known that continuous-time bandlimited signals (such as the propagating wavefields
here) can often be exactly recovered from a collection of their discrete samples. Indeed, suppose that the
maximum (spatial) frequency present in the wave data is fmax. Then, spatial sampling at a rate of at
least 2fmax (the Shannon/Nyquist rate) is sufficient to enable exact recovery of the full wavefield data. For
a multiband signal – one whose frequency domain representation is comprised of a collection of possibly
disjoint spectral bands – the minimal sampling rate required for reconstruction corresponds to the total
size (or Lebesgue measure) of its spectral support. This condition, called the Landau sampling rate [50], is
often a less restrictive condition than the Shannon/Nyquist rate. Indeed, several works have examined the
recovery of multiband signals at sampling rates approaching the Landau rate – see, for example, [51–55].
This suggests an alternative, brute force approach, where the subsampled data is first used to recover
the wavefield in the whole structure. Then, the full reconstructed wavefield is processed (e.g., using the
proposed approach) to identify anomalous regions. In light of this, performing an inference of structural
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(a) Random sub-sampling (nz ≈ 20%) (b) Random sub-sampling (nz ≈ 10%) (c) Random sub-sampling (nz ≈ 7%)
(d) Deterministic double cross sub-
sampling (nz ≈ 22%)
(e) Deterministic double cross sub-
sampling (nz ≈ 11%)
(f) Deterministic double cross sub-
sampling (nz ≈ 6%)
Figure 7: Effect of subsampling with random and deterministic patterns - Scattered defects.
anomalies from undersampled data is perhaps most interesting if the spatial sampling rate is sufficiently
low, such that it would be impossible to reconstruct the wavefield from the sampled data. How far are we
from this “sub-Landau” sampling goal?
The Landau rate can be estimated by inspection of the signal in the spectral plane. Fig. 9 shows the
spectral representation of the wave of Fig. 4(a) with and without defects, obtained by taking the two-
dimensional Discrete Fourier Transform (2D-DFT) of the wavefield w(x, y, tf ) and where KxL,KyL are the
components of the in-plane wavevector normalized by the size of the domain. Here, a back-of-the-envelope
calculation of the area of the occupied spectrum, relative to the total area, shows that the Landau rate
corresponds to downsampling the data to about 2.5%. In contrast, here we saw reasonable performance
only for downsampling rates at about 6-7%, depending on the sampling strategy and the nature of the
defect. This suggests that further improvements are necessary to achieve the goal of sub-Landau defect
identification using our proposed approach.
We note that in real applications there may be advantages of adopting approaches like the one proposed
here, which make inferences directly from the sub-sampled data. Namely, as alluded above, by virtue of the
reduced data set sizes, inferring anomalous regions from the sub-sampled data directly enjoys the benefit of
lower computational complexity relative to the same approach applied to the full wavefield data. Overall, it
remains to be seen whether accurate anomaly detection can be achieved by our method using sub-Landau
sampling rates, or whether the Landau rate represents a fundamental limit on the sub-sampling rate using
our approach. A full investigation of these topics is left for future work.
5. Conclusions and recommendations for future work
This work investigates a saliency-based approach for the detection and localization of anomalies in two-
dimensional structures probed with propagating waves. The concept of saliency is here associated with the
notion of sparsity, and is interpreted in terms of deviations from a “common” linear model for local (in
space and time) subsets of the propagating wavefield data. This concept is adapted to the wave problem
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Figure 8: Effect of subsampling with random (nz ≈ 20%) patterns - Line defect.
and mathematically formalized as a PCA problem performed on partitions of the domain in conjunction
with a time shift correction of the waves inside each region to remove ambiguity. The detection capability of
the method has been tested against two benchmark problems in damage detection (distributed defects and
line defect) and is found to be a viable approach over a large range of region partitions and spatial sampling
rates. Indeed, the performance of the proposed method degrades gracefully as the sample rate decreases.
We note also that many recent efforts have proposed convex formulations of the low-rank plus outlier
matrix decomposition problem [31–33], while our approach proposed here utilized simple matrix computa-
tions (low rank approximation by truncated SVD). Other recent works have examined the low-rank plus
outlier decomposition problem from limited or compressive measurements [56, 57] – a task that is very
similar in spirit to the subsampling approach presented in this work. It will be interesting to see whether
these convex formulations provide any improvements in our anomaly localization performance, and whether
the theoretical foundations outlined in these works can provide additional insight into our problem.
It is worth noting that the computational aspect of our approach is reminiscent of the well-known DORT
(De´composition de l‘ope´rateur de retournement temporel) detection approach [58–60], in that the DORT
approach also relies on eigenanalysis of certain matrices in order to locate defects. There are, however, a
few key differences between DORT and our proposed approach.
First, our proposed approach is based on detecting subtle differences or anomalies in the temporal tran-
sient behavior of the propagating wavefield generated from a single actuator, using multiple measurements
obtained in the immediate vicinity of potential defects. In contrast, the DORT approach utilizes multiple
transmitters and receivers (transducers), and relies on a frequency domain analysis of the corresponding
multiple input multiple output system. In DORT, each path from transmitter to receiver is modeled as
linear and time invariant (LTI) system, the essential idea being that the presence of pointlike scatterers in
the medium will alter the responses of each of the channels in an identifiable way. Our approach relies on
the notion that defects or scatterers will locally (in space and time) perturb the wavefield as it interacts with
the defect. (We note that frequency domain analysis of signals transmitted and received by multiple trans-
ducers also forms the basis of detection techniques based on the Multiple Signal Classification, or MUSIC,
procedure – see, for example, [61].)
Further, and somewhat more subtly, the DORT approach implicitly assumes that the number of trans-
ducers be greater than the number of (resolvable) pointlike scatterers in the medium. For instance, the
DORT approach applied to a system with L transducers prescribes describing the resulting multiple input
multiple output system in the frequency domain (and at at a particular frequency) in terms of an L × L
transfer matrix. This matrix is learned or approximated via experimentation, and the number of nonzero
eigenvalues of this matrix corresponds to the number of resolvable point-like scatterers. Thus, DORT re-
quires that the number of defects (say d) be smaller than L, else the results may be ambiguous. Stated
another way, if the rank of the transfer matrix in the DORT approach is less than the number of pointlike
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Figure 9: DFT charts revealing the Landau sampling rate limit and the signature of scattering-induced
reflections.
scatterers d (as it would be in a single input multiple output system for any d > 1), DORT will be unable
to identify the d distinct scatterers. In contrast, we find in our initial investigations here that our approach
succeeds in identifying the locations of multiple pointlike defects as well as crack-like defects using measure-
ments of a propagating wavefield generated by only a single actuator. It is however important to emphasize
again that, while it relies on a single actuation source, our method utilizes a significant number of sensing
points to achieve the performance levels discussed above.
Another interesting direction pertains to how the measured data is utilized in the inference procedure.
There is no inherent restriction to use the raw measured data itself in our inference approach; alternatively,
we may consider some (perhaps nonlinear) preprocessing of the measured wavefield data (e.g., conformal
mapping, projective geometry, power flow statistics, etc.) in an effort to enhance anomalous features in
the data. Finally, it is intriguing to consider a multi-step sampling and detection algorithm, where the
proposed subsampling approach is used in several stages to iteratively identify smaller and smaller subsets
of the material domain that may contain anomalies. This sort of adaptive “coarse-to-fine” sampling strategy
has been successfully employed in certain image processing tasks (e.g., [62]); it remains to be seen whether
similar notions can be utilized here. This is the objective of current investigations, an account of which is
left for future work.
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