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Abstract
This paper presents a variant of sparse representation modeling method, which has a
promising performance of reconstruction of delay differential equation from measure-
ment data. In the new method, a parameterized dictionary of candidate functions
is constructed against the traditional expanded dictionary. The parameterized dic-
tionary uses one function with variables to represent a class of functions. It has the
ability to express functions in the continuous space so as to exponentially decrease
the dimension of the dictionary. This property makes it possible to construct realis-
able dictionary associated with delay differential equation. Based on the parameter-
ized dictionary, the reconstruction problem is rewritten and treated as mixed-integer
nonlinear programming with both binary and continuous variables. Such optimiza-
tion problem is hard to solve with the traditional mathematical methods while the
emerging evolutionary computation provides competitive solutions. Experiments are
carried out in 5 test systems including 3 well-known chaotic delay differential equa-
tions such as Mackey-Glass system. The results show the effectiveness of the new
method in the reconstruction of delay differential equation.
Keywords: reconstruction, delay differential equation, mixed-integer nonlinear
programming, evolutionary computation, parameterized dictionary
1. Introduction
Reconstruction of system dynamics from measurement data is a longstanding
interest topic in physics[1]. Reconstruction problem, also known as the inverse engi-
neering, exists in a wide range of physical systems. Time delay systems[2, 3, 4, 5],
stochastic systems[6], partial differential equations systems[7, 8] and networks[9]are
some of the most significant and challenging ones. Various types of information are
distilled from the unknown system, such as fractal dimensions, Lyapunov exponents,
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entropy and governing equations[10, 11], aiming at describing and understanding
the system. Many data-driven reconstruction methods have been applied in this
field such as embedding[12], symbolic regression[13], statistical inference[14], etc.
Among all these methods, sparse representation modelling is considered the most
promising one because it brings simplicity and interpretability[15, 16, 17]. In sparse
representation modelling, dictionary of possible system dynamic items is constructed
with prior knowledge and regularization is adopted to introduce sparsity. To estab-
lish such model, Least absolute shrinkage and selection operator(LASSO[18]), sparse
Bayesian learning(SBL)[19] and multi-objective evolutionary algorithms(MOEA[20])
are applied and proved effective.
Although sparse representation modeling is the paradigm of the reconstruction
problem, it fails in the reconstruction of delay differential equation(DDE) because
there are two inevitable challenges as illustrated in the following:
• The dictionary of candidate functions is hard to construct. The dic-
tionary must be designed complete and accurate enough to contain the true
dynamics items, especially the delay. For example, the dictionary of a sim-
ple system with the formulation of x˙(t) = x(t − 1.5) + x2 is expected to be
Θ(x) =
[
1, x, x(t− 0.1), . . . , x(t− 1.5), x2, x2(t− 0.1), . . .)
]
, or more compli-
cated. Obviously, enhancing the degree of discrete delay exponentially increases
the dimension of the dictionary. As is known, high dimensional dictionary ma-
trix is expensive in both hardware storage and software computation. Hence,
it is unrealistic to construct an appropriate dictionary.
• The level of sparsity is hard to determine in regularization. The right
value of the sparsity controller, hyperparameter λ could only be determined
by brute-force search. If λ is inappropriate, the exact reconstruction fails.
To make matters worse, there may exists no right λ if the right items is not
included in the dictionary.
Above obstacles make the reconstruction of DDE an unfinished question. Hence,
aiming at exact reconstruction of DDE, a variant of sparse representation modeling
method is proposed in this paper. A parameterized dictionary is novelly presented to
express candidate functions in a low-dimensional space so as to overcome the curse
of dimensionality. Reconstruction problem is then transformed into a mixed-integer
nonlinear programming(MINLP) problem, which is finally efficiently solved by evo-
lutionary computation(EC). To show the effectiveness, 5 reconstruction problems
containing 3 well-known chaotic DDE are tested and the new method is analysed.
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The remainder of this paper is organized as follows. Section 2 gives the formu-
lation of reconstruction problem. Section 3 introduces the details of the proposed
method. Section 4 presents the experiments and the results. Section 5 provides a
discussion of the new method. Section 6 concludes this paper.
2. Problem Formulation
The proposed method is a variant of sparse representation modelling. Hence,
sparse representation modelling is briefly reviewed in the beginning.
2.1. Sparse representation modelling
Consider a system governed by delay differential equations(DDEs) as:
d
dt
x(t) = f [x(t),x(t− τ )], (1)
where x ∈ Rn is the system state, f means the unknown system dynamics and
τ stands for the time-delays. First, we collect the measurement data x(t) at the
sampling times t1 to tm and approximate x˙(t) through numerical difference. Then,
the dictionary Θ(x) is constructed which contains possible items of f according to
prior knowledge. For example, a dictionary may consist of constant, polynomial and
time-delay items:
Θ(x) =
[
1 x x2 ... x(t− τ1) x(t− τ2) ...
]
. (2)
After that, sparse coefficients matrix Ξ =
[
ξ1 ξ2 ... ξn
]
is defined in which ξi is a
sparse vector. Then the sparse regression problem is formulated as:
X˙ = Θ(X)Ξ, (3)
where X˙ and X are m× n matrix as:
X˙=


x˙1(t1) · · · x˙n(t1)
...
. . .
...
x˙1(tm) · · · x˙n(tm)

 ,X=


x1(t1) · · · xn(t1)
...
. . .
...
x1(tm) · · · xn(tm)

 . (4)
This problem can be treated as n optimization subproblems as:
ξ∗
i
= argmin ‖Θ(X)ξi − X˙i‖2 + λ‖ξi‖0 i = 1, 2, ..., n, (5)
where ξi and Xi are the ith column of Ξ and X. λ is the regularization hyperpa-
rameter and the subscript 2 and 0 stands for L2 and L0 norm. The solution of Eq.(5)
is the sparse coefficients matrix Ξ∗, thus we obtain the sparse representation of the
system and finish the reconstruction.
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2.2. Proposed method
As illustrated in the introduction, sparse representation modelling has limitation
in the reconstruction of DDE. A new method is proposed based on sparse represen-
tation modelling, which has a different formulation of the reconstruction problem.
2.2.1. Parameterized dictionary
A parameterized dictionary is novelly presented. Its definition and analysis are
introduced in this section.
Definition 1. pi = [pi1, pi2, . . . , pinp]
T . np is the dimension of pi.
Definition 2. For x ∈ Rn, g(pi) = x
pi1
1
(t− pi2)x
pi3
2
(t− pi4) · · ·x
pi2n−1
n (t− pi2n) · · · .
Definition 3. p = [p1,p2, . . . ,p
T
M
]. M is a given number which represents the max
number of the reconstruction items. p is the parameters vector of the dictionary
which satisfies p ∈ RMnp.
The parameterized dictionary is constructed as:
Θ(x, p) =
[
g(p1), g(p2), . . . , g(pM)
]T
. (6)
It is apparent that the key to construct a parameterized dictionary is to construct
g(pi) and determine M .
There are two advantages of the parameterized dictionary.
• It avoids the expansion of the detailed candidate functions through compressing
them into the parameters. As a consequence, the expressed space of the dic-
tionary can be roughly large but still keep low-dimensional. In the meantime,
the accuracy problem of the dictionary disappears because the parameters can
be continuous.
• Simplicity and interpretability of the reconstruction system is obtained without
the introduction of sparsity because M is an artificially given number and can
be small or big as user’s wish. SinceM is the max number of the reconstruction
items, it doesn’t need tuning once it is given.
Remark 1. For better explanation of the parameterized dictionary, a system with
the formulation of x˙(t) = x(t− 1.5) + x2 is analysed as the example. Define g(pi) =
xpi1(t−pi2). Its parameterized dictionary is expressed asΘ(x,p) = [g(p1), g(p2), . . . , g(pM)]
T ,
or expanded as Θ(x,p) =
[
xp11(t− p12), . . . , x
pM1(t− pM2)
]T
.
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2.2.2. MINLP formulation
Based on the parameterized dictionary, reconstruction problem can be formulated
as:
{ξ∗
i
,P ∗
i
} = argmin ‖Θ(X,Pi)ξi − X˙i‖2 i = 1, 2, ..., n, (7)
where Pi is the ith column of the parameter variables matrix P and P ∈ R
Mnp×n.
Note that regularization is not used in Eq.(7), so the hyperparameter tuning problem
no more exists.
Eq.(7) is a non-convex optimization problem. A feasible idea is to reformulate
it as mixed-integer nonlinear programming. Without loss of generality, consider an
n-dimensional system, in which ξi is expanded as
[
ξi1 ξi2 0 ... ξil 0 ... ξiM
]T
.
Definition 4. The simplified coefficients vector di =
[
1, 1, 0, ..., 1, 0, ..., 1
]T
which
satisfies ξi =
[
ξi1, ξi2, 0, ..., ξil, 0, ..., ξiM
]T
◦
[
1, 1, 0, ..., 1, 0, ..., 1
]T
, where the operator
”◦” is the Hadamard product of matrix.
0 and 1 in di stands for the zero and non-zero items in ξi and the simplified coefficients
Matrix D is defined as the combination of all di. Hence, the reconstruction problem
is transformed into mixed-integer nonlinear programming which is formulated as:
{d∗
i
,P ∗
i
, ξ∗
i
} = argmin ‖Θ(X,Pi)(di ◦ ξi)− X˙i‖2 i = 1, 2, ..., n. (8)
The generation of an MINLP solution has three steps. Firstly, determine di which
represents the trade-off of the dictionary items. Secondly, determine Pi. Thirdly,
perform least square method to obtain ξi. Thus, the MINLP problem can be treated
in a bi-level optimization framework. In detail, the outside optimization aims to
find the optimal di while the inside optimization searches for the optimal Pi and its
relating ξi. It is clear that the outside optimizes the binary variables and the inside
optimizes the continuous variables.
3. Proposed Algorithm
Above bi-level optimization problem is an NP-hard problem with high nonlinear-
ity. It cannot be efficiently solved by traditional mathematical methods. However,
an emerging optimization method named evolutionary computation has the potential
to obtain solutions with high quality and acceptable computation cost. Therefore,
EC is adopted in both outside and inside optimization and it is introduced in the
beginning as preliminary of the proposed algorithm.
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3.1. Evolutionary computation
Evolutionary computation[21, 22, 23] represents a class of nature-inspired opti-
mization algorithms. It aims at global optimization and works in the absence of
explicit problem formulation and gradient information. As a consequence, it has a
broad application in many scientific and engineering problems[24, 25] where tradi-
tional mathematical methods fail. To emphasis, combinational optimization[26, 27]
and multi-modal optimization[28, 29] are some of the most important applications
in EC field. A lot of evolutionary algorithms(EAs) have been presented and well
studied. Among various algorithms, particle swarm optimization(PSO)[30, 31] gains
special attention as it has strong global optimization ability and is easily realised.
Hence, PSO is introduced here to explain the mechanism of EA.
Set hyperparameters
k=1
Update vk+1 and xk+1
Initialize the particle swarm
k=k+1
if k>max iteration
Obtain gbest as the 
approximate optima
Evaluate each particle and update
pbesti and gbest
Yes
No
Figure 1: Flowchart of PSO.
In PSO, particles (or individuals in other EAs) are the basic units of optimization.
Each particle has two characteristics, which are position xi and velocity vi. xi
represents the solution in optimization and vi represents the search direction and
6
step size. Firstly, N particles are randomly initialized with xk
i
and velocity vk
i
, in
which k means the iteration number. Then, the objective value of each particle
is evaluated. pbesti and gbest are defined which stand for the best position a
particle find in its own search history and the best position the particle swarm find
in the whole search history. Thus, pbesti and gbest in the present iteration can be
obtained after evaluation. Next, particles are updated with velocities and positions
according to the rule as:
{
vk+1
i
= ωvk
i
+ c1r1 ◦ (pbesti − x
k
i
) + c2r2 ◦ (gbest− x
k
i
)
xk+1
i
= xk
i
+ vk+1
i
, (9)
where ω, c1 and c2 are the hyperparameters which are often defaults and r1 and r2
are random vectors uniformly distributed in [0,1]. The operator ”◦” is the Hadamard
product of matrix. At this point, an iteration is over and the loop continues until the
iteration comes to the max iteration as set. gbest in the last iteration is the best
solution of the problem. Note that gbest is not equivalent to the global optimum
although it is always a competitive solution. The flowchart of PSO is shown in Fig.1.
An intuitive description of the optimization process is shown in Fig.2.
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Figure 2: (a) is the visualization of a 2-dimensional Rastrigins function with the formulation of
f(x) =
∑2
i=1(x
2
i −10cos(2pixi)+20) and the global optimum is [0, 0]
T . (b)-(d) are the visualization
of the optimization process. The function is plotted in contours and the black dots are the particles.
(b) is the k = 1 snap shot(randomly initialization). (c) is the k = 25 snap shot. (d) is the k = 100
snap shot. It shows the particles converge to the global optimum after a certain number of iterations.
It is worth noting that there are binary versions of PSO[32, 33, 34] and many
other EAs[35, 36, 37] for the optimization problem defined in binary space. Through
adding a transfer function mapping the continuous and binary solution space[34], a
continuous EA can be transferred into the binary version.
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3.2. Algorithm
Due to the property of the bi-level optimization, the binary EA and the contin-
uous EA are respectively used in the outside and the inside optimization, which are
denoted as EAout and EAin. The selection of EAout and EAin is open. They can
be the binary and the continuous version of the same EA or the combination of two
different EAs. The whole algorithm is described as follow:
Algorithm 1 Proposed algorithm
1: Set M and construct Θ(x, p);
2: Set the hyperparameters of EAout and EAin including Nout and Nin, I
out
max and
I inmax, etc.;
3: for each i = 1, 2, ..., n do
4: Initialize the population dNout
i
;
5: while iteration ≤ Ioutmax do
6: for each individual of dNout
i
do
7: Initialize the population PNin
i
;
8: while iteration ≤ I inmax do
9: for each individual of PNin
i
do
10: Evaluate Eq.(8);
11: Update Pi;
12: end for
13: end while
14: Obtain P ∗
i
and ξ∗
i
of PNin
i
for di;
15: Update di;
16: end for
17: end while
18: Obtain d∗
i
, P ∗
i
and ξ∗
i
;
19: end for
20: Combine d∗
i
, P ∗
i
and ξ∗
i
thus obtain D∗, P ∗ and Ξ∗.
4. Experiments and Results
4.1. Experiment settings
To show the effectiveness, the proposed method is executed in 5 reconstruction
problems. The characteristics of the test systems are listed in Table I. System 1
and 2 are governed by ordinary differential equations(ODEs). They can be treated
as the simple version of DDEs with 0 delays. System 3-5 are well-known chaotic
8
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ID Name Formulation Dictionary Solution space
1 Linear system d
dt

xy
z

 =

−0.1 2 0−2 −0.1 0
0 0 −0.3



xy
z

 g(pi) = xpi1ypi2zpi3 ,M = 5 pij ∈ [0, 5], pij ∈ Z
2 Lorenz


x˙ = σ(y − x)
y˙ = x(ρ− z)− y
z˙ = xy − βz
,
σ = 10
ρ = 28
β = 8/3
g(pi) = x
pi1ypi2zpi3 ,M = 5 pij ∈ [0, 5], pij ∈ Z
3 Delayed
Ro¨ssler[38]


x˙ = −y − z + α1x(t − τ1) + α2x(t− τ2)
y˙ = x+ β1y
z˙ = β2 + z(x− γ)
α1 = 0.2, α2 = 0.5, β1 = β2 = 0.2
γ = 5.7, τ1 = 1, τ2 = 2
g(pi) =
xpi1 (t− pi2)·
ypi3(t− pi4)·
zpi5(t− pi6)
,M = 5 pij ∈ [0, 5], pij ∈ Z
4 Ikeda[39]
x˙(t) = −x(t) + α sin(x(t − τ))
α = 6, τ = 1.59
g(pi) =
xpi1 (t− pi2)·
sinpi3(x(t − pi4))
,M = 5
pij ∈ [0, 5],
pi1,i3 ∈ Z, pi2,i4 ∈ R
5 Mackey-Glass[40]
x˙(t) = −bx(t) + ax(t−τ)1+xc(t−τ)
a = 0.2, b = 0.1, c = 10, τ = 20
g(pi) =
xpi1xpi2(t−pi5)
xpi3+xpi4(t−pi5)
,M = 5
pi1,i2,i3,i4 ∈ [0, 10],
pi5 ∈ [10, 30], pij ∈ Z
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DDEs. Specifically, system 3 has two different delays, system 4 has a delay with
high accuracy and system 5 has a fraction item.
Data is collected in the simulation system with the sampling interval of 0.01s
and is intercepted for reconstruction with the length of 20s in system 1-4 and 80s
in system 5. The approximation of x˙(t) is calculated by center difference. The
construction of parameterized dictionary with the solution space of each system is
shown in Table I. Note that the time series of a single time-delay item like x(t−τ) is
obtained from the entire sampling data, as a consequence of which, the real number
field in the solution space of system 4 is actually realised with an accuracy of 0.01s.
Binary PSO[32] and couple-based PSO[41] are selected as EAout and EAin in the
experiment, which are respectively denoted as BPSO and CPSO. BPSO is the first
version and the most widely used version of binary PSO. CPSO is a modified con-
tinuous PSO designed for multi-modal optimization problem. Their hyperparameter
settings are listed in Table II, in which M and np are obtained directly from Table
I. The hyperparameters are selected in a general way without tuning according to
[32] and [41]. Due to the stochastic nature of EAs, each test case is run 100 times
independently. All experiments are realised with Matlab code.
Table 2: Hyperparameter settings of BPSO and CPSO.
BPSO
Nout I
out
max
V out
lim
ω c1 c2
M N2out 4 0.6 2 2
CPSO
Nin I
in
max
V in
lim
ωa ωb c1a c1b c2a c2b
Mnp N
2
in 0.6 0.2 0.3 0.9 0.3 1.5 1.5
4.2. Analysis of the results
The reconstructed system formulation and the success ratio of each case are
exhibited in Table III. The meaning of success is the exact reconstruction, which
means any little deviation such as the time delay 1.58 in system 4 is considered fail.
The optimal objective values in experiment 4 and 5 of 30 running times are shown
in Table IV.
From Table III, it is shown that all systems are able to be exactly reconstructed.
ODE systems have the success ratio of 1 while DDE systems have a lower success
ratio. Combining Table II and Table III, it is shown that the success ratio decreases
with increase of the complexity of the dictionary and the solution space. In theo-
retical aspect, the nonlinearity of the optimization problem Eq.(8) becomes higher
as the dictionary and the solution space become more complex, which enhances the
difficulty of optimization. This means EAs may trap into local optima when the
10
Table 3: Reconstruction results of 5 systems.
ID Reconstructed system Success ratio
1 d
dt

xy
z

 =

−0.1000 1.9999 0−1.9999 −0.1000 0
0 0 −0.3000



xy
z

 100/100
2


x˙ = 10.0301y− 10.0545x
y˙ = 28.1237x− 1.0042xz − 1.0537y
z˙ = 1.0006xy− 2.6657z
100/100
3


x˙ = −0.9998y− 0.9996z+
0.1996x(t− 1) + 0.5000x(t− 2)
y˙ = 1.0000x+ 0.2000y
z˙ = 0.1931 + 0.9995xz − 5.6958z
85/100
4 x˙(t) = −0.9999x(t) + 5.9983 sin(x(t − 1.59)) 55/100
5 x˙(t) = −0.0999x(t) + 0.1999 x(t−20)1+x10(t−20) 8/100
Table 4: The optimal objective values in experiment 4 and 5 from 30 times running. The bold
number means it is a successful case.
Count System 4 System 5 Count System 4 System 5
1 0.0840 0.0262 16 0.0829 0.0237
2 0.2398 0.0318 17 0.2501 0.0201
3 0.0972 0.0274 18 0.2368 0.0278
4 0.1013 0.0044 19 0.2476 0.0288
5 0.2468 0.0220 20 0.2383 0.0323
6 0.2434 0.0257 21 0.1003 0.0294
7 0.0558 0.0384 22 0.2390 0.0272
8 0.2589 0.0046 23 0.2376 0.0047
9 0.2500 0.0254 24 0.2576 0.0193
10 0.2440 0.0190 25 0.2369 0.0249
11 0.0430 0.0110 26 0.2445 0.0287
12 0.1013 0.0309 27 0.2488 0.0218
13 0.2487 0.0276 28 0.1038 0.0292
14 0.2424 0.0219 29 0.2438 0.0183
15 0.2377 0.0199 30 0.2508 0.0314
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Eq.(8) becomes extremely multimodal. This problem could be moderated through
enhancing the global search ability of the algorithm by tuning hyperparameters of
EAout and EAin or selecting other EAs.
From Table IV, it is indicated that both successful and unsuccessful results have
a good fitting accuracy. Due to the simplicity of the parameterized dictionary, the
reconstructed governing equations must have a good generalization ability. Besides,
an abnormality appears in Table IV. It is shown that the unsuccessful cases in sys-
tem 4 even have a smaller optimal objective value. It means the algorithm finds the
global optimum but the global optimum is not related to the true system dynamics.
This is caused by the deviation of the center difference. If adopting an approxi-
mation method with higher accuracy or improving the accuracy of sampling, the
approximation of x˙(t) could be more accurate and further decrease the abnormality.
A visualisation of experiment 1-4 with the comparison of the original and the
reconstructed system is shown in Fig. 3.
5. Discussion
A brief discussion of the proposed method is given in the following.
• The total computational times of evaluation is Nout ·I
out
max ·Nin ·I
in
max. When they
are set as in Table II, the computational times becomes M ·M2 ·Mnp ·(Mnp)
2.
Hence, the computational complexity of the proposed algorithm is written as
O(n3p·M
6). M is a given constant. Therefore, the computational complexity can
be rewritten as O(n3p). np is influenced by the construction of the parameterized
dictionary which barely increases as the complexity of the dictionary grows.
• The selection of EAout and EAin is open. Although only PSO class of EAs is
tested in the experiments, other EAs also work in theory aspect.
• The hyperparameters of EAout and EAin need tuning in applications in order
to obtain stronger global optimization ability.
• Unsuccessful reconstruction is inevitable even when N and Imax are set big
enough because the mechanism of EA is intrinsically stochastic search.
6. Conclusion
In summary, this paper proposes a new data-driven method for reconstructing the
system governing equation. The details of the method is illustrated. 5 systems are
12
tested including 3 chaotic DDEs. The results show the effectiveness of the proposed
method to reconstruct DDE dynamics. Last but not least, this method is a generic
method that can be applied to find other governing equations like ODE and fractional
differential equation(FDE).
References
[1] W.-X. Wang, Y.-C. Lai, C. Grebogi, Data based identification and prediction
of nonlinear and complex dynamical systems, Physics Reports 644 (2016) 1–76.
[2] H. Voss, J. Kurths, Reconstruction of non-linear time delay models from data by
the use of optimal transformations, Physics Letters A 234 (5) (1997) 336–344.
[3] R. Hegger, M. J. Bu¨nner, H. Kantz, A. Giaquinta,
Identifying and modeling delay feedback systems, Phys. Rev. Lett. 81 (1998)
558–561. doi:10.1103/PhysRevLett.81.558.
URL https://link.aps.org/doi/10.1103/PhysRevLett.81.558
[4] B. P. Bezruchko, A. S. Karavaev, V. I. Ponomarenko, M. D. Prokhorov,
Reconstruction of time-delay systems from chaotic time series, Phys. Rev. E 64
(2001) 056216. doi:10.1103/PhysRevE.64.056216.
URL https://link.aps.org/doi/10.1103/PhysRevE.64.056216
[5] W.-X. Wang, J. Ren, Y.-C. Lai, B. Li, Reverse engineering of complex dynamical
networks in the presence of time-delayed interactions based on noisy time series,
Chaos: An Interdisciplinary Journal of Nonlinear Science 22 (3) (2012) 033131.
[6] V. N. Smelyanskiy, D. G. Luchinsky, D. A. Timuc¸in, A. Bandrivskyy,
Reconstruction of stochastic nonlinear dynamical models from trajectory measurements,
Phys. Rev. E 72 (2005) 026202. doi:10.1103/PhysRevE.72.026202.
URL https://link.aps.org/doi/10.1103/PhysRevE.72.026202
[7] S. H. Rudy, S. L. Brunton, J. L. Proctor, J. N. Kutz, Data-driven discovery of
partial differential equations, Science Advances 3 (4) (2017) e1602614.
[8] X. Li, L. Li, Z. Yue, X. Tang, H. U. Voss, J. Kurths, Y. Yuan, Sparse learning
of partial differential equations with structured dictionary matrix, Chaos: An
Interdisciplinary Journal of Nonlinear Science 29 (4) (2019) 043130.
[9] X. Han, Z. Shen, W.-X. Wang, Z. Di,
Robust reconstruction of complex networks from sparse data, Phys. Rev.
13
Lett. 114 (2015) 028701. doi:10.1103/PhysRevLett.114.028701.
URL https://link.aps.org/doi/10.1103/PhysRevLett.114.028701
[10] E. Bradley, H. Kantz, Nonlinear time-series analysis revisited, Chaos: An Inter-
disciplinary Journal of Nonlinear Science 25 (9) (2015) 097610.
[11] S. L. Brunton, J. L. Proctor, J. N. Kutz, Discovering governing equations from
data by sparse identification of nonlinear dynamical systems, Proceedings of the
National Academy of Sciences 113 (15) (2016) 3932–3937.
[12] H. Kantz, T. Schreiber, Nonlinear time series analysis, Vol. 7, Cambridge uni-
versity press, 2004.
[13] M. Schmidt, H. Lipson, Distilling free-form natural laws from experimental data,
Science 324 (5923) (2009) 81–85.
[14] C. Ma, H.-S. Chen, Y.-C. Lai, H.-F. Zhang,
Statistical inference approach to structural reconstruction of complex networks from binary time series,
Phys. Rev. E 97 (2018) 022301. doi:10.1103/PhysRevE.97.022301.
URL https://link.aps.org/doi/10.1103/PhysRevE.97.022301
[15] W.-X. Wang, R. Yang, Y.-C. Lai, V. Kovanis, C. Grebogi, Predicting catastro-
phes in nonlinear dynamical systems by compressive sensing, Physical review
letters 106 (15) (2011) 154101.
[16] W.-X. Wang, Y.-C. Lai, C. Grebogi, J. Ye, Network reconstruction based on
evolutionary-game data via compressive sensing, Physical Review X 1 (2) (2011)
021021.
[17] Z. Shen, W.-X. Wang, Y. Fan, Z. Di, Y.-C. Lai, Reconstructing propagation
networks with natural diversity and identifying hidden sources, Nature commu-
nications 5 (2014) 4323.
[18] R. Tibshirani, M. Wainwright, T. Hastie, Statistical learning with sparsity: the
lasso and generalizations, Chapman and Hall/CRC, 2015.
[19] W. Pan, Y. Yuan, J. Gonc¸alves, G.-B. Stan, A sparse bayesian approach to the
identification of nonlinear state-space systems, IEEE Transactions on Automatic
Control 61 (1) (2016) 182–187.
[20] L. Li, X. Yao, R. Stolkin, M. Gong, S. He, An evolutionary multiobjective
approach to sparse reconstruction, IEEE Transactions on Evolutionary Compu-
tation 18 (6) (2014) 827–845.
14
[21] S. Salcedo-Sanz, Modern meta-heuristics based on nonlinear physics processes:
A review of models and design procedures, Physics Reports 655 (2016) 1–70.
[22] J. Del Ser, E. Osaba, D. Molina, X.-S. Yang, S. Salcedo-Sanz, D. Camacho,
S. Das, P. N. Suganthan, C. A. C. Coello, F. Herrera, Bio-inspired computation:
Where we stand and what’s next, Swarm and Evolutionary Computation 48
(2019) 220–250.
[23] F. Fausto, A. Reyna-Orta, E. Cuevas, A´. G. Andrade, M. Perez-Cisneros, From
ants to whales: metaheuristics for all tastes, Artificial Intelligence Review 53 (1)
(2020) 753–810.
[24] A. Gotmare, S. S. Bhattacharjee, R. Patidar, N. V. George, Swarm and evo-
lutionary computing algorithms for system identification and filter design: A
comprehensive review, Swarm and Evolutionary Computation 32 (2017) 68–84.
[25] A. Darwish, A. E. Hassanien, S. Das, A survey of swarm and evolutionary
computing approaches for deep learning, Artificial Intelligence Review (2019)
1–46.
[26] A. Liefooghe, M. Lo´pez-Iba´n˜ez, Evolutionary Computation in Combinatorial
Optimization, Springer, 2018.
[27] O. Ramos-Figueroa, M. Quiroz-Castellanos, E. Mezura-Montes, O. Schu¨tze,
Metaheuristics to solve grouping problems: A review and a case study, Swarm
and Evolutionary Computation (2020) 100643.
[28] S. Das, S. Maity, B.-Y. Qu, P. N. Suganthan, Real-parameter evolutionary mul-
timodal optimizationa survey of the state-of-the-art, Swarm and Evolutionary
Computation 1 (2) (2011) 71–88.
[29] X. Li, M. G. Epitropakis, K. Deb, A. Engelbrecht, Seeking multiple solutions: an
updated survey on niching methods and their applications, IEEE Transactions
on Evolutionary Computation 21 (4) (2016) 518–538.
[30] Y. Shi, R. Eberhart, A modified particle swarm optimizer, in: 1998 IEEE in-
ternational conference on evolutionary computation proceedings. IEEE world
congress on computational intelligence (Cat. No. 98TH8360), IEEE, 1998, pp.
69–73.
[31] M. R. Bonyadi, Z. Michalewicz, Particle swarm optimization for single objective
continuous space problems: a review (2017).
15
[32] J. Kennedy, R. C. Eberhart, A discrete binary version of the particle swarm
algorithm, in: 1997 IEEE International conference on systems, man, and cy-
bernetics. Computational cybernetics and simulation, Vol. 5, IEEE, 1997, pp.
4104–4108.
[33] M. A. Khanesar, M. Teshnehlab, M. A. Shoorehdeli, A novel binary particle
swarm optimization, in: 2007 Mediterranean Conference on Control & Automa-
tion, IEEE, 2007, pp. 1–6.
[34] S. Mirjalili, A. Lewis, S-shaped versus v-shaped transfer functions for binary
particle swarm optimization, Swarm and Evolutionary Computation 9 (2013)
1–14.
[35] G. Pampara, A. P. Engelbrecht, N. Franken, Binary differential evolution, in:
2006 IEEE International Conference on Evolutionary Computation, IEEE, 2006,
pp. 1873–1879.
[36] E. Rashedi, H. Nezamabadi-Pour, S. Saryazdi, Bgsa: binary gravitational search
algorithm, Natural Computing 9 (3) (2010) 727–745.
[37] S. Mirjalili, S. M. Mirjalili, X.-S. Yang, Binary bat algorithm, Neural Computing
and Applications 25 (3-4) (2014) 663–681.
[38] D. Ghosh, A. R. Chowdhury, P. Saha, Multiple delay ro¨ssler systembifurcation
and chaos control, Chaos, Solitons & Fractals 35 (3) (2008) 472–485.
[39] K. Ikeda, K. Matsumoto, High-dimensional chaotic behavior in systems with
time-delayed feedback, Physica D: Nonlinear Phenomena 29 (1-2) (1987) 223–
235.
[40] M. C. Mackey, L. Glass, Oscillation and chaos in physiological control systems,
Science 197 (4300) (1977) 287–289.
[41] Y. Wu, Y. Wu, X. Liu, Couple-based particle swarm optimization for short-term
hydrothermal scheduling, Applied Soft Computing 74 (2019) 440–450.
16
02
0.25
2
0.5z
0.75
y x
1
1 -1
-2 -2
(a)
-20
20
0
20
20z
40
y x
60
10 -10
-20 -20
(b)
0
10
25
20
50z
75
y x
100
20 -10
-30 -20
(c)
-5 -4 -3 -2 -1 0 1 2 3 4 5
x(t-1)
-5
-4
-3
-2
-1
0
1
2
3
4
5
x
(
t)
(d)
Figure 3: (a)-(d) are the exhibitions of the original system and the reconstructed system in exper-
iments 1-4. In each subfigure, the blue dots stand for the original system dynamic and the yellow
solid line represents the reconstructed. (a)-(c) are shown in the space trajectories while (d) is in
the phase portrait. It is shown that the successfully reconstructed systems reproduce the dynamics
of the original systems.
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