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In [7], Dipper, James and Mathas introduced a class of endomorphism algebras associ-
ated to the Ariki–Koike algebras [1] (see [5,6,9] for the cases m = 1,2). By specializing
q = 1, such an algebra is the endomorphism algebra associated to a quotient algebra of H ,
where H is the group algebra of an extended affine Weyl group of type A.
In [15, §5], Varagnolo and Vasserot set up the Schur–Weyl duality between the cate-
gory of right representations of a toroidal Hecke algebra of type glr and the category of
left integrable representations of a toroidal quantum algebra of type glr with trivial cen-
tral charger. By specializing q = 1, it sets up the Schur–Weyl duality between a toroidal
symmetric group of type glr and a toroidal Lie algebra of type glr .
In this paper we are going to study the finite-dimensional representations of a class of
toroidal symmetric groups. Using Schur–Weyl duality in [15, §5], one can get correspond-
ing results on the finite-dimensional representations of toroidal Lie algebras.
In fact, we shall consider some finite-dimensional quotients Hr of a class of toroidal
symmetric groups. Using arguments on cellular algebras, we can classify irreducible
Hr -modules over a field. We also consider a class of permutation modules which will be
used to introduce certain endomorphism algebras over a poset. Let R be a commutative ring
containing 1/2, the inverse of 2. By generalizing the notion of semistandard tableaux in [7]
appropriately, we can prove that such permutation modules are free over R by constructing
its Murphy basis or semistandard basis. This will result in a cellular basis on our endomor-
phism algebras. By choosing the poset appropriately, such algebras are quasi-hereditary
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242 H. Rui, X. Wang / Journal of Algebra 288 (2005) 241–262algebras in the sense of [2]. Finally, we remark that the toroidal symmetric group we study
in this paper can be obtained from an extended affine Weyl group of type Ar−1 by adding
a generator. Therefore, our endomorphism algebra can be considered as a generalization of
cyclotomic Schur algebra (i.e. the cyclotomic q-Schur algebra at q = 1).
We organize the paper as follows. In Section 1, we prove that the quotient algebra Hr
is free over a commutative ring. In Section 2, we construct the Murphy basis of Hr . We
determine the simple Hr -modules in Section 3. In Section 4, we study certain permutation
modules which will be used to construct double cyclotomic Schur algebras in Section 5.
1. Toroidal symmetric groups and their quotient
Throughout the paper, we fix non-negative integers m,n and r . Let A be the ring of Lau-
rent polynomials in indeterminate u±1 , . . . , u±m, v
±
1 , . . . , v
±
n . Then A = Z[u±1 , u±2 , . . . , u±m,
v±1 , . . . , v±n ]. In this section, we prove Hr , a quotient of a toroidal symmetric group of type
glr [15, 1.1], is a free A-module.
Definition 1.1. A toroidal symmetric group S¨r of type glr is an associative algebra over Z
generated by x±1 , y
±
1 , si ,1 i  r − 1 subject to the following conditions:
(1) s2i = 1, 1 i  r − 1,
(2) sisi+1si = si+1sisi+1, 1 i  r − 2,
(3) sisj = sj si , if |i − j | > 1,
(4) s1x1s1y1 = y1s1x1s1, x1y1 = y1x1,
(5) x1s1x1s1 = s1x1s1x1,
(6) y1s1y1s1 = s1y1s1y1,
(7) x1sj = sj x1, y1sj = sj y1, 2 j  r − 1,
(8) x1x−11 = x−11 x1 = y1y−11 = y−11 y1 = 1.
It is known that S¨r can be obtained from a toroidal Hecke algebra by setting q = x = y = 1
in [15, 1.1].
Definition 1.2. Let A = Z[u±1 , . . . , u±m,v±1 , . . . , v±n ]. By abuse of notation, we define
S¨r = S¨r ⊗Z A and Hr,A = S¨r/I where I = 〈f (x1), g(y1)〉 is the two-sided ideal of S¨r
generated by
f (x1) =
m∏
j=1
(x1 − uj ) and g(y1) =
n∏
j=1
(y1 − vj ). (1.2.1)
For notational simplicity, we write Hr instead of Hr,A. If we denote si , t1, l1 the image of
si , x1, y1, respectively, then Hr admits relations (1)–(8) together with the following two
conditions:(9) (t1 − u1)(t1 − u2) . . . (t1 − um) = 0,
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1.3. The subalgebra generated by {l1, s1, . . . , sr−1} (respectively {t1, s1, . . . , sr−1}) is
isomorphic to an Ariki–Koike algebra of type G(n,1, r) (respectively G(m,1, r) in [1])
specialized at q = 1. Let ξ be a primitive mth root of unity. Let Bk = Z2  Sk . If n = 2,
ui = ξ i and vj = (−1)j , then Hr is the group algebra of the finite group Zm Bk , which ap-
peared in [14, §6] when we studied the stabilizer of a parenthesis labelled Brauer diagram.
If si is identified with the transposition (i, i + 1), then 〈s1, s2, . . . , sr−1〉 ∼= Sr , the sym-
metric group on r letters. Let Sr act naturally on the right of {1,2, . . . , r} by permuting
the numbers. The following result can be proved easily.
Lemma 1.4. Let ti = si−1ti−1si−1 and li = si−1li−1si−1, 2 i  r . Then ti lj = lj ti for all
1 i, j  r . If w ∈ Sr , then w−1liw = l(i)w and w−1tiw = t(i)w .
Lemma 1.5. Hr is generated as an A-module by
B =
{
r∏
i=1
t
ei
i
r∏
j=1
l
fi
i w
∣∣∣ 0 fi  n− 1,0 ei m− 1,1 i  r,w ∈ Sr
}
. (1.5.1)
Let Hr,F = Hr ⊗A F where F is a field. Then dimF Hr,F mrnrr!.
Proof. Let M ⊆ Hr be the A-submodule generated by B . Note that li tj = tj li for any
1 i, j  r . Applying [1, 3.10] on ∏ri=1 lfii w and∏ri=1 teii w, we have
M · h ⊂ M, for any h ∈ {l1, t1, si ,1 i  r − 1}.
In other words, M is a right Hr -module. Since 1 ∈ M , M = Hr . 
We will prove B is A-linear independent. First, we recall some combinatorics as fol-
lows.
1.6. A composition λ = (λ1, λ2, . . .) of r is a sequence of non-negative integers with
|λ| =∑i λi . If λi  λi+1 for all i, then λ is called a partition. An m-composition λ of r
is an m-tuple of compositions (λ(1), . . . , λ(m)) such that
∑m
i=1 |λ(i)| = r . If each λ(i) is a
partition, then λ is called an m-partition. Let Λm(r) (respectively Λ+m(r)) denote the set
of all m-compositions (respectively m-partitions) of r . If m = 1, set Λ(r) = Λ1(r) and
Λ+1 (r) = Λ+(r). Let
Λn,m =
{(
λ(1),λ(2), . . . ,λ(n)
) ∣∣ λ(i) ∈ Λm(∣∣λ(i)∣∣),1 i  n},
+ {( (1) (2) (n)) ∣∣ (i) +(∣∣ (i)∣∣) }Λn,m = λ ,λ , . . . ,λ λ ∈ Λm λ ,1 i  n . (1.6.1)
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matrix entries {(i, j) | 1 j  λi}. A λ-tableau s is a bijective map from the set of boxes of
Y(λ) to {1,2, . . . , r}. Such a tableau is called row-standard if the entries in s are increasing
from left to right in each row. Suppose λ ∈ Λ+(r). We call s a standard λ-tableau if the
entries in s are increasing from left to right in each row and from top to bottom in each
column.
For any λ(i) = (λ(i,1), λ(i,2), . . . , λ(i,m)) ∈ Λm(|λ(i)|) and λ = (λ(1),λ(2), . . . ,λ(n)) ∈
Λn,m(r), set
Y(λ) = (Y (λ(1)), Y (λ(2)), . . . , Y (λ(n))),
Y
(
λ(i)
)= (Y (λ(i,1)), Y (λ(i,2)), . . . , Y (λ(i,m))).
A λ-tableau t is an nm-tuple of tableaux (t(1,1), t(1,2), . . . , t(n,m)). We call t(i,j) the (i, j)th
component of t. If each component of t is row standard, then we call t a row standard
tableau. If λ ∈ Λ+n,m(r) and each component of t is standard, then t is called a standard
λ-tableau. Let Ts(λ) be the set of all standard λ-tableaux.
Example 1.8. Suppose λ = ((3,1)(2), (2,1)(3)) ∈ Λ+2,2(12). We have:
λ(1)
λ(1,1) λ(1,2)
,
λ(2)
λ(2,1) λ(2,2)
Y (λ) =



 .
The following λ-tableau s is standard:
1 2 3
8
4 5
s(1,1) s(1,2)
,
6 7
9
11 1210
s(2,1) s(2,2)
s(1) s(2)
s =



 .
Let A0 be the quotient field of A. Motivated by Ariki and Koike’s work in [1], we
construct a class of simple Hr,A0 -modules Vλ, λ ∈ Λ+n,m(r), as follows.
1.9. Suppose λ ∈ Λ+n,m(r). For any t ∈ Ts(λ), let τt(i) = k and ηt(i) = l if i occurs in
(l, k)th component t(l,k) of t. We omit the subscript t if there is no confusion. Recall that
Sr acts on the right of a tableau by permuting its entries. Sr can act on the left of a tableau
by setting wt = tw−1. Let Vλ =⊕t∈Ts (λ) A0vt. Define:
(a) t1vt = uτ(1)vt and l1vt = vη(1)vt.
(b) sivt = vt if i, i + 1 appear in the same row of a component of t.
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(d) In the remaining case, sivt = vsi t.
The condition (d) is well defined since sit is standard in this case.
Proposition 1.10. Suppose λ ∈ Λ+n,m(r). Then Vλ is a left Hr,A0 -module.
Proof. The action of si is the same as that defined in [1] for Ariki–Koike algebra of
type G(nm,1, r) at q = 1. Therefore, the conditions 1.1(1)–(3) hold. Due to 1.9(a),
1.2(9)–(10) hold. We need to verify 1.1(4)–(8). By the definition (a), we have t1l1 =
l1t1 immediately. Suppose 1 and 2 are either in the same column or in the same row
of a component of t. By 1.9(a)–(c), t1t2vt = t2t1vt = u2τ(1)vt, l1l2vt = l2l1vt = v2η(1)vt
and t2l1vt = l1t2vt = uτ(1)vη(1)vt. In the remaining case, t1t2vt = t2t1vt = uτ(1)uτ(2)vt,
l1l2vt = l2l1vt = vη(1)vη(2)vt and t2l1vt = l1t2vt = uτ(2)vη(1)vt. This proves 1.1(4)–(6). If
j  2, then ηsj t(1) = ηt(1) and τsj t(1) = τt(1). Consequently, sj t1vt = t1sj vt = uτt(1)sj vt
and sj l1vt = l1sj vt = vηt(1)sj vt. This proves 1.1(7). Since ui, vi are invertible in A0, 1.1(8)
follows. 
Theorem 1.11.
(1) For any λ ∈ Λ+n,m(r), Vλ is an irreducible Hr,A0 -module.
(2) If λ 
= µ, then Vλ 
∼= Vµ.
(3) {Vλ | λ ∈ Λ+n,m(r)} is a complete set of non-isomorphic irreducible Hr,A0 -modules.
(4) Hr,A0 is split semisimple over A0.
(5) For any commutative A-algebra R, Hr,R is a free R-module of rank mrnrr!.
Proof. We prove (1)–(3) by induction on r . If r = 1, then dimA0 Vλ = 1 for any λ ∈
Λ+n,m(r). Note that ui, vj are indeterminate elements. By 1.9(a), (1)–(3) hold in this case.
Suppose r > 1. Consider the subalgebra Hr−1,A0 generated by t1, l1, s1, . . . , sr−2. We
write µ → λ if µ can be obtained from λ by removing a removable node in Y(λ). Let
φ :Vλ −→
⊕
µ→λ
Vµ (1.11.1)
be the linear map defined by setting φ(vt) = vt′ where t′ is the µ-tableau obtained from
t by removing the box which contains r . This map is well defined since t′ is standard.
Obviously, φ is a linear isomorphism.
By induction, Vµ is an irreducible Hr−1,A0 -module. Take a non-zero Hr,A0 -submodule
W ⊆ Vλ. It must contain an irreducible Hr−1,A0 -module, say Vµ. Take a vt ∈ Vµ with vt′ =
φ−1(vt) such that r, r −1 are not adjacent in t′. The node a containing r −1 in t′ must be a
removable node of Y(λ). In other words, the shape of Y(λ) \ {a} ∈ Λ+n,m(r − 1). So, sr−1t′
is a standard λ-tableau such that φ(sr−1(vt′)) ∈ Vξ for some ξ ∈ Λ+n,m(r − 1) with ξ 
= µ.
Hence W contains the Hr−1,A0 -submodule Vξ . In other words, W = Vλ, proving (1).
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If λ 
= µ, Vλ 
∼= Vµ since, as Hr−1,A0 -module, they have different decompositions. This
proves (2).
Due to the Wedderburn–Artin theorem for finite-dimensional semisimple algebras and
[1, 3.10], dimA0 Hr,A0/ rad Hr,A0 
∑
λ∈Λ+n,m(r) #T
s(λ)2 = nrmrr!, where rad Hr,A0 is the
Jacobson radical of Hr,A0 . By Lemma 1.5, dimA0 Hr,A0 = nrmrr! and (3) follows. Fur-
thermore, EndHr,A0 Vλ
∼= A0 for all λ ∈ Λ+n,m(r). This proves (4). Since the set B defined
in Lemma 1.5 is linear-independent over A0, it is an A-base of Hr . Let Hr,R be the al-
gebra define over a commutative A-algebra R. Then there is a surjective homomorphism
Hr,R Hr ⊗A R. By Lemma 1.5, this map must be an isomorphism. In particular, B is an
R-base for Hr,R . 
In the rest part of this section, let R be a field. By Theorem 1.11, each element h ∈ Hr,R
can be expressed as a linear combination of elements in B . Let f : Hr,R → R be defined by
setting f (h) = c where c is the coefficient of 1 in h. For any h1, h2 ∈ Hr,R , let 〈h1, h2〉 :=
f (h1h2). The following result can be proved easily.
Lemma 1.12. Keep the setup. For any w,v ∈ Sr ,
(a) 〈∏ri=1 taii ∏ri=1 lbii w, v−1∏ri=1 tcii ∏ri=1 ldii 〉 = 0 unless w = v, ai + ci m and bi +
di  n for all 1 i  r .
(b) 〈∏ri=1 taii ∏ri=1 lbii w, w−1∏ri=1 tm−aii ∏ri=1 ln−bii 〉 = (−1)(m+n)r (∏mi=1 ui∏nj=1 vj )rfor any 0 ai m− 1 and 0 bi  n− 1.
The following result shows that 〈·,·〉 defines a non-degenerate symmetric associative
bilinear form on Hr,R .
Theorem 1.13. The map 〈·,·〉 : Hr,R × Hr,R → R is a non-degenerated associative sym-
metric bilinear form. In other words, Hr,R is a symmetric algebra over R.
Proof. Let σ : Hr,R → Hr,R be the R-linear anti-involution fixing the generators t1, l1, si .
Since ti lj = lj ti , σ(∏ri=1 teii ∏rj=1 lfii w) = w−1∏ri=1 teii ∏rj=1 lfii . Due to Theorem 1.11,
C = {v−1td11 . . . tdrr lc11 . . . lcrr | 1 ci  n,1 di m,v ∈ Sr} is another basis of Hr,R . In
order to prove 〈·,·〉 is non-degenerated, we need prove the Gram matrix GBC(〈b, c〉)B,C =
(f (bc))b∈B,c∈C is invertible.
Fix an order of the elements of Sr as w1,w2, . . . ,wp with p = r!. Let B =⋃pi=1 Bi
(respectively C =⋃pi=1 Ci ) where Bi (respectively Ci ) is a subset of B (respectively C)
with w = wi (respectively v = wi ). If we denote by Gi the sub-matrix with respect to
Bi,Ci , then GBC = diag(G1,G2, . . . ,Gp). In order to show GBC is invertible, we need to
verify that each Gi is invertible.
Let Bi,a1,a2,...,ar ⊂ Bi in which each element is of form
∏r
j=1 l
bj
j
∏r
i=1 t
aj
j wi . Then
Bi = ⋃Bi,a1,a2,...,ar . Let us order the sets Bi,a1,a2,...,ar lexicographically according to
(a1, a2, . . . , ar ). The subsets Ci,c1,c2,...,cr of Ci can be defined and ordered similarly
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Ci,c1,c2,...,cr . By Lemma 1.12, Gi is of form


0 0 · · · 0 G(m,...,m,m)i,(0,...,0,0)
0 0 · · · G(m,...,m,m−1)
i,(0,...,0,1) ∗
...
... · · · ...
G
(1,...,1,1)
i,(m−1,...,m−1,m−1) ∗ · · · · · · ∗

 .
Therefore, we need verify each G(m−a1,...,m−ar )i,(a1,...,ar ) is invertible. We order the sequences
(b1, b2, . . . , br ) and (d1, d2, . . . , dr ) lexicographically. Then G(m−a1,...,m−ar )i,(a1,...,ar ) is of the form


0 0 · · · 0 (−1)(m+n)rβrαr
0 0 · · · (−1)(m+n)rβrαr ∗
...
... · · · ...
(−1)(m+n)rβrαr ∗ · · · · · · ∗


with α = u1u2 . . . um and β = v1v2 . . . vn. Since ui, vj are invertible, G(m−a1,...,m−ar )i,(a1,...,ar ) is an
invertible matrix, and consequently, GBC is invertible. We claim
〈x, y〉 = 〈y, x〉 for all x, y ∈ Hr,R. (1.13.1)
By Theorem 1.11 and Lemma 1.5, we need verify (1.13.1) for x =∏ri=1 taii ∏ri=1 lbii w
and y = v−1∏ri=1 tcii ∏ri=1 ldii only. Due to Lemmas 1.4 and 1.12(a), 〈x, y〉 = 〈y, x〉 = 0 if
w 
= v. Suppose w = v. We need verify
f
(
r∏
i=1
t
ai+ci
(i)w
r∏
i=1
l
bi+di
(i)w
)
= f
(
r∏
i=1
t
ai+ci
i
r∏
i=1
l
bi+di
i
)
. (1.13.2)
It is not difficult to see that (1.13.2) holds if either 0 < ai + ci < m or 0 < bi + di < m
for some 1  i  r since both sides are equal to zero. When ai + ci  m (respectively
bi + di  m) for all 1  i  r , tai+cii (respectively lbi+dii ) can be expressed as a linear
combination of tji (respectively lji ), 0 j m−1. This implies (1.13.2) holds, in general.
Finally, it is easy to see that 〈·,·〉 is an associative, bilinear form. In other words, Hr,R is a
symmetric algebra. 
2. A cellular basis of Hr
The aim of this section is to construct a cellular basis of Hr in the sense of [10, 1.1].
First, we recall some results on Ariki–Koike algebras in [7].
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and [7], define πλ = πa1(u2)πa2(u3) . . . πam−1(um) with πa(x) =
∏a
j=1(tj − x) for any
x ∈ R and a ∈ N. When a = 0, set πa(x) = 1.
2.2. Let λ¯ be the composition of r obtained from λ by concatenation. For example,
λ¯ = (10211) if λ = ((10), (211)). Let Sλ = Sλ¯ be the Young subgroup with respect to λ¯.
For any λ ∈ Λm(r), write xλ¯ =
∑
w∈Sλ w and xλ = πλxλ¯. Define tλ to be the λ-tableau
as in [7]. If t is a λ-tableau, then there is a unique d(t) ∈ Sr such that t = tλd(t). Let
 be the dominance order on Λm(r) [7, 3.11]. The following result is a special case of
Dipper–James–Mathas theorem in [7].
Theorem 2.3 (Dipper–James–Mathas). Let Hm,r ⊂ Hr be the subalgebra generated by
t1, si ,1 i  r − 1. For any s, t ∈ Ts(λ), λ ∈ Λ+m(r), let xst = d(s)−1xλ¯πλd(t). Then:
(a) {xst | s, t ∈ Ts(λ),λ ∈ Λ+m(r)} is a free A-basis of Hm,r ;
(b) the A-linear map ι : Hm,r → Hm,r defined by setting ι(t1) = t1 and ι(si) = si is an
anti-involution. Moreover, ι(xst) = xts;
(c) for any h ∈ Hm,r ,
xsth ≡
∑
u∈Ts (λ)
ruxsu mod H>λm,r ,
where H>λm,r is the free A-submodule generated by xµs1t1 , µ  λ and s1, t1 ∈ Ts(µ).
Moreover, ru does not depend on s.
The above result implies that Hm,r is a cellular algebra in the sense of [10, 1.1]. Simi-
larly, the subalgebra of Hr generated by l1, s1, . . . , sr−1 is a cellular algebra.
2.4. Suppose b ∈ N. Define π(b)a (x) =∏aj=1(tj+b − x). If λ = (λ(1), λ(2), . . . , λ(m)) ∈
Λm(r) with ai =∑ij=1 |λ(j)|, then define
π
(b)
λ = π(b)a1 (u2)π(b)a2 (u3) . . . π(b)am−1(um).
Definition 2.5. For any λ = (λ(1),λ(2), . . . ,λ(n)) ∈ Λn,m(r) with ai =∑ij=1 |λ(j)|, let
πλ = πλ(1)π(a1)λ(2) . . . π
(an−1)
λ(n)
θa1(v2)θa2(v3) . . . θan−1(vn) (2.5.1)
where θa(x) =∏ai=1(li − x) for any x ∈ R and a ∈ N. For notational simplicity, we write
θa = θa1(v2)θa2(v3) . . . θan−1(vn) if a = [a1, a2, . . . , an].
2.6. For λ ∈ Λn,m(r), let Dλ be the set of distinguished right coset representatives of
Sλ\Sr . Then there is a bijection between row standard λ-tableaux and Dλ. Recall that
d(s) ∈ Sr is defined by setting s = tλd(s) for any λ-tableau s.
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Young subgroup with respect to the composition (a1, a2 − a1, . . . , an − an−1) where ai =∑i
j=1 |λ(j)|, 1  i  n. Let d(t) = d2(t)d1(t) with d2(t) ∈ Sa and d1(t) ∈ Da. Then t is
standard if and only if tλd2(t) is standard.
Proof. Let a0 = 0. Note that w ∈ Da if and only if (x)w < (y)w for any aj + 1 x < y 
aj+1, 0 j  n − 1. Since any entry in ith component of tλd2(t) is in the set {ai−1 + 1,
ai−1 + 2, . . . , ai}, tλd2(t) is standard if and only if t is standard. 
Definition 2.8. Suppose λ,µ ∈ Λn,m(r). We say that λ dominates µ and write λ  µ if
λ µ as nm-compositions in the sense of [7, 3.11].
The following lemma follows immediately.
Lemma 2.9. Suppose λ(i),µ(i) ∈ Λm(ri) for some ri ∈ N with λ(i)µ(i), 1 i  n. Then
(λ(1),λ(2), . . . ,λ(n)) (µ(1),µ(2), . . . ,µ(n)).
Lemma 2.10. For λ = (λ(1),λ(2), . . . ,λ(n)) ∈ Λ+n,m(r) and s, t ∈ Ts(λ), define xst =
d(s)−1xλd(t), xλ = xλ¯πλ. Then
xsth ≡
∑
u∈Ts (λ)
ruxsu mod Hλr (2.10.1)
for h ∈ {s1, . . . , sr−1, t1, . . . , tr} where Hλr is the free A-module generated by {xuv | u,v ∈
Ts(µ),µ ∈ Λ+n,m(r) with µ  λ}. Furthermore, ru does not depend on s.
Proof. We prove (2.10.1) when h = si . The case h = ti can be proved similarly. Write
d(t) = d2(t)d1(t) with d2(t) ∈ Sa, d1(t) ∈ Da and tλd2(t) = (t1, t2, . . . , tn) where the
shape of ti is λ(i). Then d2(t) = d(t1)d(t2) . . . d(tn) and d(ti ) = S(ai−1+1,ai−1+2,...,ai ). Sim-
ilarly, d(s) = d2(s)d1(s) and d2(s) = d(s1)d(s2) . . . d(sn). If d1(t)si ∈ Da, then tsi is stan-
dard (see Lemma 2.7). In this case, xstsi = xs,tsi . In the remaining case, d1(t)si = sj d1(t)
for some sj ∈ S(ak−1+1,ak−1+2,...,ak). By abuse of notation, we have
xstsi = d1(s)−1
{∏
i 
=k
d(si )
−1xλ(i)πλ(i)d(ti )
}
d(sk)
−1xλ(k)πλ(k)d(tk)sj θad1(t).
(2.10.2)
Due to (2.3),
d(sk)
−1xλ(k)πλ(k)d(tk)sj ≡
∑
uk∈Ts (λ(k))
ruk xskuk mod H>λ
(k)
m,ak−ak−1 ,
where ruk ∈ A does not depend on sk . Write
u = (t1, . . . , tk−1,uk, tk+1, . . . , tn).
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Remark 2.11. We should keep in mind that the definitions of xλ for λ ∈ Λn,m(r) and
Λnm(r) are different although we use the same notation.
For notational simplicity, write si,j = sisi+1 . . . sj−1 (respectively, si−1si−2 . . . sj ) if
i < j (respectively i > j ). When i = j , set si,i = 1.
Lemma 2.12. Suppose a = [a1, a2, . . . , am] and b = [b1, b2, . . . , bm] are two weakly in-
creasing sequences with am = a. Write a+k = [a1, a2, . . . , ak−1, ak + 1, . . . , am + 1] and
b−k = [b1, b2, . . . , bk−1, bk − 1, . . . , bm − 1]. If a + bk−1 < j  a + bk , then
s−1j,ak−1+1πaπ
(a)
b sj,ak−1+1 = πa+k π
(a+1)
b−k
. (2.12.1)
Proof. It is routine to check (2.12.1) via Lemma 1.4. 
Lemma 2.13. Suppose λ ∈ Λ+m(a) and µ ∈ Λ+m(r − a) with ai =
∑i
j=1 |λ(j)| and bi =∑i
j=1 |µ(j)|. Let j = a + bk−1 +
∑l−1
i=1 µ
(k)
i + 1 such that a + bk−1 < j  a + bk . Then
x(λ,µ)sj,ak−1+1 =
j+µ(k)l∑
t=j
st,ak−1+1x(λ˜,µ˜),
where λ˜ ∈ Λm(a + 1) and µ˜ ∈ Λm(r − a − 1) such that
(a) λ˜(i) = λ(i) if i 
= k and λ˜(k) = (1, λ(k)1 , . . . , λ(k)p ) if λ(k) = (λ(k)1 , . . . , λ(k)p ).
(b) µ˜(i) = µ(i), i 
= k and µ˜(k)j = µ(k)j , j 
= l and µ˜(k)l = µ(k)l − 1.
Proof. There is a left coset decomposition
S
(j,j+1,...,j+µ(k)l ) =
j+µ(k)l∑
t=j
st,jS(j+1,...,j+µ(k)l ).
Since
sisj,ak−1+1 =
{
sj,ak−1+1si+1 if ak−1 + 1 i  j − 2,
sj,ak−1+1si if i < ak−1 + 1 or i > j ,
the result follows. 
Lemma 2.14. Suppose λ = (λ(1),λ(2), . . . ,λ(n)) ∈ Λ+n,m(r) with aj =
∑j
i=1 |λ(i)|. For any
lj with ak−1 + 1 j  ak ,xλlj ≡ vkxλ mod Hλr . (2.14.1)
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(an−1)
λ(n)
θa1(v2)θa2(v3) . . . θan−1(vn). If ak−1 + 1 
j  ak , then
xλlj = xλ¯πλ(1)π(a1)λ(2) . . . π
(an−1)
λ(n)
sj,ak−1+1θa˜+k−1sak−1+1,j + vkxλ, (2.14.2)
where a˜+k−1 = [a1, . . . , ak−2, ak−1 +1, ak, . . . , an]. In order to complete the proof, we need
to verify
xλlj − vkxλ ∈ Hλr . (2.14.3)
Let σ be the R-linear anti-involution on Hr , which fixes the generators si , t1, l1,1  i 
r − 1. Due to Lemma 2.10, Hλr is a right Sr -module. It is a Sr -bimodule since Hλr is
stable under the action of σ . Note that xαsi = xα for any si ∈ Sα and any composition α.
We can assume sj−1 ∈ Dλ.
Let [λ(k−1)] = [c1, c2, . . . , cm] and [λ(k)] = [d1, d2, . . . , dm], where
ci =
i∑
j=1
∣∣λ(k−1,j)∣∣ and di = i∑
j=1
∣∣λ(k,j)∣∣.
Then there are k, l,p such that
j = ak−1 + dl−1 +
p−1∑
i=1
λ
(k,l)
i + 1. (2.14.4)
Note that
s−1ak−1+1,ak−2+cl−1+1θa˜+k−1sak−1+1,ak−2+cl−1+1 = θa˜+k−1 .
(2.14.3) is equivalent to the following condition:
xλ¯πλ(1)π
(a1)
λ(2)
. . . π
(an−1)
λ(n)
sj,ak−2+cl−1+1θa˜+k−1 ∈ H
λ
r . (2.14.5)
By (2.12.1) and Lemma 2.13,
xλ¯πλ(1)π
(a1)
λ(2)
. . . π
(an−1)
λ(n)
sj,ak−2+cl−1+1θa˜+k−1 =
j+λ(k,l)p∑
t=j
st,ak−2+cl−1+1xλ˜,
here λ˜ = (λ(1), . . . ,λ(k−2), λ˜(k−1), λ˜(k),λ(k+1), . . . ,λ(n)) and the definitions of λ˜(k−1), λ˜(k)
are the same as λ˜ and µ˜ in Lemma 2.13(a) and (b), respectively. Possibly, λ˜(i,l) of λ˜(i)
are not partitions for i = k − 1, k. Let λˆ(i,l) be the partition which is conjugate to λ˜(i,l).
Then there are w1 ∈ S(ak−1+dl−1+1,...,ak−1+dl), w2 ∈ S(ak−2+cl−1+1,...,ak−2+cl) such that
xλ˜ = w−1xλˆw, where w = w1w2 and λˆ is obtained from λ˜ by replacing λ˜(i,l) by λˆ(i,l),
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Since Hλr is a Sr -bimodule, (2.14.3) follows. 
The following theorem shows that Hr is a cellular algebra in the sense of [10, 1.1].
Theorem 2.15.
(a) B = {xst | s, t ∈ Ts(λ),λ ∈ Λ+n,m(r)} is a free A-basis of Hr .
(b) The A-linear map σ which fixes t1, l1, si ,1 i  r − 1 is an anti-involution such that
σ(xst) = xts.
(c) For any h ∈ Hr , xsth ≡∑u∈Ts (λ) ruxsu mod Hλr . Furthermore, the coefficient ru does
not depends on s.
Proof. If λ = ((0, . . . ,0), . . . , (0, . . . ,0, (1r ))), then xtλtλ = 1 ∈ B . Therefore, the free
A-module M generated by B contains 1 ∈ Hr . Due to Lemmas 2.10 and 2.14, M is a
right Hr -module and consequently, M = Hr . Note that any commutative ring with iden-
tity has invariant dimension property. Since rank Hr = #B , B must be linear independent.
(b) has been mentioned in the proof of Lemma 2.14. (c) follows from Lemmas 2.10 and
2.14. 
3. Simple Hr,F -modules over a field
In this section, we classify simple Hr,F -modules over a field F . For notational simplic-
ity, we use Hr instead of Hr,F . Following general results on cellular algebras in [10], we
have the following definition.
Definition 3.1. For each λ ∈ Λ+n,m(r), there exists a right Hr -module Wλ, called a cell
module, which can be described as follows,
Wλ = SpanF
{
xs0t + Hλr | s0, t ∈ Ts(λ), s0 fixed
}
. (3.1.1)
Let fλ(t1, t2) ∈ F be defined by xs0t1xt2s0 ≡ fλ(t1, t2)xs0s0 mod Hλr . Due to Theo-
rem 2.15, there is an associative bilinear form φλ :Wλ × Wλ → F defined by setting
φλ(xs0t1 , xs0t2) = fλ(t1, t2). By [10, 3.2], the radical radφλ = {x ∈ Wλ | φλ(x, y) = 0,
∀y ∈ Wλ} is an Hr -module. Define Dλ = Wλ/ radφλ. The following result follows from
[10, 3.4].
Proposition 3.2. Keep the setup above.
(a) Dλ is either zero or absolutely irreducible.
(b) {Dλ | Dλ 
= 0,λ ∈ Λ+n,m(r)} is a complete set of non-isomorphic irreducible Hr -modules.
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3.6]. We include a proof.
Lemma 3.3. Suppose w ∈ Sr and λ ∈ Λ+nm(r). If xλwxλ 
≡ 0 mod Hλr , then w ∈ Sa,
a = [a1, a2, . . . , an] and ai =∑ij=1 |λ(i)|.
Proof. Write w = w1w2 with w1 ∈ Sa and w2 ∈ Da. By Lemma 1.4, θaw1 = w1θa. Since
w is invertible, we need only prove xλwθa = 0 for w ∈ Da with 1 
= w.
Suppose 1 
= w ∈ Da. Then there is a j ∈ S(ak−1+1,...,ak) such that (j)w ∈ S(al−1+1,...,al )
and l > k. This implies xλwθa contains a factor xλ
∏n−1
p=k(l(j)w − vp+1). By Lemma 2.14,
xλl(j)w = vlxλ. Consequently, xλ∏n−1p=k(l(j)w − vp+1) = 0. 
If charF 
= 0, then set e = charF . Otherwise, let e = ∞. Recall that a partition λ =
(λ1, λ2, . . .) is called e-restricted if λi − λi+1 < e for all i  1. In particular, all partitions
are ∞-restricted.
Theorem 3.4. Let R be a field. Dλ 
= 0 if and only if the following conditions hold:
(a) λ(i,j) are e-restricted for all 1 i  n,1 j m;
(b) λ(i) = 0 if vi = vj for 1 i < j  n;
(c) suppose λ(i) 
= 0; then λ(i,k) = 0 whenever uk = ul , 1 k < l m.
Proof. By definition, Dλ 
= 0 if and only if there exists s, t ∈ Ts(λ) such that fλ(s, t) 
= 0.
Therefore, there is a w ∈ Sr such that
xλwxλ 
≡ 0 mod Hλr . (3.4.1)
Due to Lemma 3.3, w ∈ Sa, where a is defined in Lemma 3.3. Write w = w1w2 . . .wn
with wi ∈ S(ai−1+1,...,ai ), 1 i  n. We have
xλwxλ = θ2a
n∏
i=1
πλ(i)xλ¯(i)
wixλ¯(i)
πλ(i) .
Suppose (3.4.1) holds. If vi = vj , then λ(i) = 0. Otherwise, by Lemma 2.14, xλwxλ con-
tains a factor vi − vj , a contradiction. Finally, we apply [11, 3.7] to πλ(i)xλ¯(i)wixλ¯(i)πλ(i) ,
consequently, we get (a) and (c). 
4. Permutation modules Mλ
Let R be a commutative A-algebra containing 1/2, the inverse of 2. For any λ ∈
Λn,m(r), let Mλ = xλHr,R . In this section, we construct an R-basis of Mλ called a
semistandard basis or Murphy basis. We are going to introduce a new kind of λ-tableau
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1 k  n. Such tableaux are denoted by capital letters.
Definition 4.1. Suppose λ ∈ Λ+n,m(r) and µ ∈ Λn,m(r). A λ-tableau S has type µ if its
entries are ordered pairs (i, j, k) such that the number of (i, j, k) in S is µ(k,j)i .
Next, we introduce a function which converts a standard λ-tableau into a λ-tableau of
type µ.
Definition 4.2. Suppose λ ∈ Λ+n,m(r) and µ ∈ Λn,m(r). For any s ∈ Ts(λ), define φµ(s) to
be the λ-tableau obtained from s by replacing each entry x in s by (i, j, k) if x is in ith
row of the (k, j)th component of tµ. Write (i, j, k)  (i1, j1, k1) if k > k1 or k = k1 and
j > j1 or k = k1, j = j1 and i  i1. We write (i, j, k) > (i1, j1, k1) if (i, j, k) (i1, j1, k1)
and (i, j, k) 
= (i1, j1, k1). The partial order  is the reversed lexicographical order.
Definition 4.3. Suppose λ ∈ Λ+n,m(r) and µ ∈ Λn,m(r). Let S = (S(1,1),S(1,2), . . . ,S(n,m))
be a λ-tableau of type µ. Then S is semistandard if:
(1) the entries in each component are weakly increasing from left to right in each row;
(2) the entries in each component are strictly increasing from top to bottom in each col-
umn;
(3) no entry of S(k,j) is of form (i,p, q) such that either p < j or q < k.
Let Tss(λ,µ) be the set of semistandard λ-tableaux of type µ.
The definition of semistandard tableau is different from that in [7] if one considers λ
as an nm-partition in Λ+nm(r). For notational simplicity, we write ijk instead of (i, j, k) in
Examples 4.4–4.6.
Example 4.4. Let λ, s be as in Example 1.8. Assume µ = ((2,1)(2), (2,1,1)(2,1)) ∈
Λ2,2(12). Then,
1 2
3
4 5
,
6 7
8
9
10 11
12
tµ(1) tµ(2)
tµ =



 .
Suppose φµ(s) = S. By the definition, S is semistandard.
111 111 211
212
121 121
S(1,1) S(1,2)
,
112 112
312
122 222122
S(2,1) S(2,2)
S(1) S(2)
S =



 .
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Then 4.3(3) fails to hold in φµ(t) for the element with underline. Consequently, φµ(t) = T
is not semistandard.
111 111 211
121
121 212
T(1,1) T(1,2)
,
112 112
312
122 222122
T(2,1) T(2,2)
T(1) T(2)
T =



.
Example 4.6. Consider λ as the 4-partition λ˜ and µ as the 4-composition µ˜. Then
λ˜ = ((3,1)(2)(2,1)(3)) ∈ Λ+4 (12), µ˜ = ((2,1)(2)(2,1,1)(2,1)) ∈ Λ4(12). Let t˜ be the
λ˜-tableau associate with t:
1 2 3
5
4 8 6 7
9
11 1210t˜ = .
Then φµ˜(t˜) = T˜ is a semistandard tableau in the sense of [7].
11 11 21
12
12 23 13 13
33
14 2414T˜ =
.
Definition 4.7. Let s be a λ-tableau, λ ∈ Λn,m(r). For any x, 1 x  r , define comps(x) =
(j, k) if x appears in s(j,k). We say (j1, k1)  (j2, k2) if j1  j2 and k1  k2. Let t be
another λ-tableau. We write comps = compt if comps(x) = compt(x) for all 1 x  r . If
comps  compt and comps 
= compt, then write comps  compt.
Lemma 4.8. Suppose s ∈ Ts(λ). Then φµ(s) satisfies 4.3(3) if and only if comptµ  comps.
Suppose s, t are two row standard tableaux. Let s↓k be the shape of the tableau which
is obtained from t by removing the entries j with j > k [7, 3.11]. Recall that s dominates
t and write s t if s↓k  t↓k for all 1  k  r . It is not difficult to prove the following
result by the arguments above [7, 4.7]. An interested reader is referred to [7] for details.
Lemma 4.9. Suppose S ∈ Tss(λ,µ). Then there exist standard λ-tableaux first(S) and
last(S) such that
(i) φµ(first(S)) = φµ(last(S)) = S, and
(ii) if s is any standard λ-tableau such that φµ(s) = S then first(S) s last(S).
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Let first(S) = (s(1), s(2), . . . , s(n)) with s(i) = (s(i,1), s(i,2), . . . , s(i,m)). Due to Defini-
tion 4.3, we can assume that there are c(i,k),(j,q) entries in S(i,k) which are of form (∗, q, j)
with (j, q)  (i, k). Since the shape of S(i,k) is λ(i,k),
∑
(j,q)(i,k)
c(i,k),(j,q) =
∣∣λ(i,k)∣∣ and ∑
(i,k)(j,q)
c(i,k),(j,q) =
∣∣µ(j,q)∣∣.
Assume in s(i,k), ys(i,k),(j,q),1  s  c(i,k),(j,q), occupy the boxes which are occupied by
(∗, q, j) in S(i,k). Then comps(ys(i,k),(j,q)) = (i, k) and comptµ(ys(i,k),(j,q)) = (j, q).
Proposition 4.11. For any S ∈ Tss(λ,µ) and t ∈ Ts(λ), define
mSt =
∑
s∈Ts (λ)
φµ(s)=S
xst.
Then mSt ∈ Mµ.
Proof. Let s = first(S) and tλd = s. Due to [4, 1.7],
∑
u∈Ts (λ)
φµ(u)=S
xλ¯d(u) =
∑
w∈Sλ¯dSµ¯
w = hdxµ¯ (4.11.1)
for some h in the group algebra of Sλ¯. Let σ be the anti-involution defined in Theo-
rem 2.15. Then
mSt =
∑
u∈Ts (λ)
φµ(u)=S
xut =
∑
u∈Ts (λ)
φµ(u)=S
d(u)−1xλ¯πλd(t) = xµ¯d−1πλσ(h)d(t).
Since xµ = xµ¯πµ, it is sufficient to prove d−1πλ ∈ πµHr .
By definition, both d−1πλd and πµ are products of terms (ly − vi) and (ty − uj ) with
1  y  r , 2  i  n, 2  j  m. Suppose y is an entry of s(i,k) and tµ(j,q) . Since S
is semistandard, (j, q)  (i, k). Following the notation in (4.10), we have y = ys(i,k)(j,q),
1 s  c(i,k)(j,q). Since comptµ(ys(i,k)(j,q)) = (j, q),
πµ =
r∏
ys
(i,k)(j,q)
=1
{
n∏
l=j+1
(lys
(i,k)(j,q)
− vl)
m∏
l=q+1
(tys
(i,k)(j,q)
− ul)
}
.
Suppose in tλ, xs(i,k)(j,q) occupies the box which is occupied by y
s
(i,k)(j,q) in s
(i,k)
. Then:(1) xs(i,k)(j,q) is sent to ys(i,k)(j,q) by d .
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Thus,
πλ =
r∏
xs
(i,k)(j,q)
=1
{
n∏
l=i+1
(lxs
(i,k)(j,q)
− vl)
m∏
l=k+1
(txs
(i,k)(j,q)
− ul)
}
and
d−1πλd =
r∏
ys
(i,k)(j,q)
=1
{
n∏
l=i+1
(lys
(i,k)(j,q)
− vl)
m∏
l=k+1
(tys
(i,k)(j,q)
− ul)
}
.
Since (j, q)  (i, k), j  i and q  k. Therefore, πµ is a factor of d−1πλd . 
Lemma 4.12. Suppose s and t are row standard λ-tableaux with λ ∈ Λn,m(r). Then xst
can be expressed as a linear combination of xs˜t˜ with s˜, t˜ ∈ Ts(µ), µ λ with
(a) |µ(i)| = |λ(i)|, 1 i  n,
(b) s˜ s and comps˜ = comps,
(c) t˜ t and compt˜ = compt.
Proof. Consider the decompositions of d(s) and d(t) as in Lemma 2.10. Let a = [λ] =
[a1, a2, . . . , an] where ai =∑ij=1 |λ(j)|. By abuse of notation,
xst = d1(s)−1
{
n∏
i=1
d(si )
−1xλ¯(i)πλ(i)d(ti )
}
θad1(t).
Applying [7, 3.18] to each factor d(si )−1xλ¯(i)πλ(i)d(ti ) and using Lemma 2.7, [7, 3.17iii],
we get the result. 
We will prove {mSt | S ∈ Tss(λ,µ), t ∈ Ts(λ),λ ∈ Λ+n,m(r)} is a basis of Mµ. Suppose
h ∈ Hr and let h =∑s,t rstxst, with rst ∈ R, be the unique expression for h in terms of the
standard basis. Following [7], we say that xst is involved in h if rst 
= 0.
Lemma 4.13. Suppose µ ∈ Λn,m(r). Then every element of Mµ is a linear combination of
xuv with u,v ∈ Ts(λ), λµ and comptµ  compu.
Proof. Since Mµ = xµHr , and the set B defined in Lemma 1.5 is a basis of Hr , we need
to prove
(a) xµw can be written as the desired form for all w ∈ Sr .
(b) xs,tti can be written as the desired form for any s, t ∈ Ts(λ) with λµ and comptµ comps.
258 H. Rui, X. Wang / Journal of Algebra 288 (2005) 241–262(c) xs,tli can be written as the desired form for any s, t ∈ Ts(λ) with λµ and comptµ 
comps.
If (a)–(c) hold true, then, for any h ∈ Hr , using Lemma 1.5, xs,th can be written as the de-
sired form. In fact, (a) follows from Lemma 4.12. Using Lemma 4.12 again, we can assume
t = tλ when we prove (b) and (c). Consider the decomposition of d(s) as in Lemma 2.10.
Let ai =∑ij=1 |λ(j)| and a = [a1, a2, . . . , an]. If aj−1 + 1  i  aj , we apply [7, 3.19,
3.20] to d(sj )−1xλ¯(j)πλ(j) ti and consequently, we obtain (b).
Suppose t = tλ. Following the notation in Lemma 2.14, we can assume sj−1 ∈ Dλ and
j is given in (2.14.4). We have
xstlj = vkxst + d(s)−1
j+λ(k,l)p∑
t=j
st,ak−2+cl−1+1xλ˜sak−2+cl−1+1,j .
Recall λ˜(k−1,l) = (1, λ(k−1,l)). Let λˆ(k−1,l) = (λ(k−1,l),1). By obviously abuse notation,
x(1,λ(k−1,l)) = w−1x(λ(k−1,l),1)w where w = sq−1sq−2 . . . su with u = ak−2 + cl−1 + 1 and
q = ak−2 + cl + 1. Let λˆ be obtained from λ˜ by replacing λ˜(k−1,l) by λˆ(k−1,l). Then xλ˜ =
w−1xλˆw.
Due to (a), we need verify each d(s)−1st,ak−2+cl−1+1w−1xλˆ can be written as the desired
form. Since (j1)sak−2+cl−1+1,t < (j2)sak−2+cl−1+1,t for 1 j1 < j2  r and ak−2 + cl−1 +
1 /∈ {j1, j2}, s1 = tλˆwsak−2+cl−1+1,t d(s) must be a row standard λˆ-tableau and comps 
comps1 . Note that λˆ ∈ Λ+n,m(r) with λˆ λ. So (c) follows from Lemma 4.12. 
Lemma 4.14. Suppose s,v ∈ Ts(λ). If k and k + 1 are in the same column of a component
of v, then there exists a µ ∈ Λ+n,m(r) with µ  λ such that
xsvsk = −xsv +
∑
u∈Ts (λ)
uv
ruxsu + h
for some ru ∈ R and some h ∈ HrxµHr .
Proof. Let ai =∑ij=1 |λ(j)| and a = [a1, a2, . . . , an]. Write d(v) = d1d2 . . . dnw with di ∈
S(ai−1+1,...,ai ) and w ∈ Da. Let j = (k)w−1. Since v is standard and k, k + 1 are in the
same column of a component of v, say v(o,p), we may write j + l = (k + 1)w−1 and
ao−1 + cp−1 + 1  j < j + l  ao−1 + cp with [λ(o)] = [c1, c2, . . . , cm]. Since w ∈ Da,
k = (j)w < (j + 1)w < · · · < (j + l)w = k + 1, forcing l = 1 and wskw−1 = sj ∈ Sa.
Furthermore, j, j + 1 are in the same column of v(o,p). Decompose d(s) = e1e2 . . . enw1
as in d(t). We obtain
xsvsk = w−1
(
n∏
e−1x (i)di
)
θawsk = w−1
(
n∏
e−1x (i)di
)
sj θaw.1
i=1
i λ 1
i=1
i λ
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with y ∈ D[λo] and fi ∈ S{ci−1+1,ci−1+2,...,ci }. By the above argument, we can get (j)y−1 =
(j + 1)y−1 − 1. This enable us to use [12, (3.17)]. Using [7, 3.17.iii] together with Lem-
mas 2.7 and 2.9, we get the result. 
The following result can be proved easily.
Lemma 4.15. Suppose p,q ∈ Ts(λ). For any si ∈ Sr ,
sixpq =
{
xpsi ,q, colp(i) 
= colp(i + 1), rowp(i) 
= rowp(i + 1),
xpq, rowp(i) = rowp(i + 1).
In the rest part of this section, we always assume that R is a commutative A-algebra
containing 1/2, the inverse of 2.
Lemma 4.16. Let h ∈ πµHr ∩ xµ¯Hr , µ ∈ Λn,m(r). If (s, t) is a pair of standard tableaux
of the same shape such that
(1) xst is involved in h;
(2) xuv is not involved in h for any s u, t v and (s, t) 
= (u,v).
Then S = φµ(s) is semistandard and s = last(S).
Proof. Since s is standard and S = φµ(s), the entries in each component of S are weakly
increasing from left to right in each row and are strictly increasing from top to bottom in
each column. Assume si ∈ Sµ¯.
Suppose i+1 ( respectively i) is in the j th column (respectively j1-column ) of s(l,k) (re-
spectively s(l1,k1)). We say i+1 is to the left (respectively right) of i if (j, k, l) < (j1, k1, l1)
(respectively (j, k, l) > (j1, k1, l1)).
Suppose i, i + 1 are in the same row of a component of tµ. If i + 1 is to the left of i in s,
then ssi is standard and ssi  s. By Lemmas 4.14, 4.15, xssi ,t is involved in h = sih, which
contradicts to (2) since (s, t) is minimal.
Suppose i and i + 1 are in the same column of a component of s. By Lemmas 4.14,
4.15, the coefficient of xst in sih = h is −rst, forcing rst = 0 since 1/2 ∈ R. This is a
contradiction. Therefore, i + 1 must be to the right of i and consequently, i + j must be to
the right of i if i + j and i are in the same row of a component of tµ. In other words, the
entries in S must be strictly increasing from top to bottom in each column. Finally, one can
prove s = last(S) similarly as in [7, 4.11] by [13, 4.19]. 
We mention that expressing Mµ as an intersection in (a) or (b) was first considered in
[9, §4].
Theorem 4.17. Suppose µ ∈ Λn,m(r). Then(a) πµHr ∩ xµ¯Hr is spanned by {mSt | S ∈ Tss(λ,µ), t ∈ Ts(λ),λ ∈ Λ+n,m(r)}.
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(c) Mµ is free as an R-module with basis {mSt | S ∈ Tss(λ,µ), t ∈ Ts(λ),λ ∈ Λ+n,m(r)}.
(d) Mµ has a filtration of cell modules with λ  µ if Wλ appears as a section of this
filtration. If µ ∈ Λ+n,m(r), then the multiplicity of Wµ in Mµ is 1.
Proof. (a) follows from the arguments in the proof of [7, 4.12] if we replace [7, 4.10–4.11]
by Lemmas 4.11 and 4.16. Obviously, Mµ = xµHr ⊆ πµHr ∩ xµ¯Hr . The opposite inclu-
sion follows from (a) and Proposition 4.11. This proves (b). Since distinct mSt involves
distinct standard basis element xst with s = last(S), the set given in (a) must be linearly
independent. Now, (c) follows from (a)–(b). (d) follows from (c) and #Tss(µ,µ) = 1. 
5. Double cyclotomic Schur algebras
In this section, we assume that R is a field with charR 
= 2. The reason is that the results
in this section depend on Theorem 4.17. For notational simplicity, we write Hr instead of
Hr,R .
Definition 5.1. Let Λ ⊆ Λn,m(r). The double cyclotomic Schur algebra associated to Λ is
defined by setting
S(Λ) = EndHr
(⊕
λ∈Λ
xλHr
)
.
Lemma 5.2. For any λ,µ ∈ Λn,m(r), HomHr (xλHr , xµHr ) ∼= Hrxλ ∩ xµHr .
Proof. It follows from Theorem 1.13 and [3, 61.2]. 
Proposition 5.3. For any S ∈ Tss(λ,β) and T ∈ Tss(λ,α), let
mST =
∑
s∈φ−1β (S)
t∈φ−1α (T)
xst.
Then {mST | S ∈ Tss(λ,β),T ∈ Tss(λ,α),λ ∈ Λ+n,m(r)} is a basis of Hrxα ∩ xβHr .
Proof. By Proposition 4.11, mST ∈ Hrxα ∩ xβHr . Since distinct elements mST involve
distinct standard basis elements xst of Hr , such mST are linearly independent. In order to
complete the proof of the result, we need verify any h ∈ Hrxα ∩ xβHr can be expressed as
a linear combination of mST.
In fact, write h = ∑ rstxst for some rst ∈ R. Due to Theorem 4.17(c), rst = rs′t if
φβ(s) = φβ(s′) = S. Let σ be the anti-involution on Hr defined in Theorem 2.15. Then
σ(mST) = mTS. Using Theorem 4.17(c) again, we have rst = rst′ if φα(t) = φα(t′). There-
fore rst = 0 unless both φβ(s) and φα(t) are semistandard, which implies that h can be
expressed as a linear combinations of mST. 
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Tss(λ,β), define ϕST ∈ HomHr (xβHr , xαHr ) to be ϕST(xβh) = mSTh for all h ∈ Hr (it is
well defined since mST ∈ xαHr ∩ Hrxβ by Proposition 5.3). Extend ϕST to an element of
S(Λ) by defining ϕST to be zero on xµHr whenever µ 
= β .
Theorem 5.5. Let R be a filed with charR 
= 2.
(1) {ϕST | S ∈ Tss(λ,α),T ∈ Tss(λ,β),α,β ∈ Λ,λ ∈ Λ+n,m(r)} is an R-basis of S(Λ).
(2) Suppose S ∈ Tss(λ,α) and T ∈ Tss(λ,β). For any ϕ ∈ S(Λ),
ϕSTϕ ≡
∑
T ′∈Tss (λ,β)
rT′ϕST′ mod S>λ,
where S>λ is the free R-submodule of S(Λ) generated by ϕUV, with U ∈ Tss(µ, ξ),
V ∈ Tss(µ,η), µ ∈ Λ+n,m(r), ξ ,η ∈ Λ and µ λ. Furthermore, the coefficient rT′ is
independent of S.
(3) The basis given in (1) is a cellular basis in the sense of [10, 1.1].
Proof. (1) follows from Lemma 5.2 and Proposition 5.3. For any ϕ ∈ HomHr (xηHr , xβHr ),
η ∈ Λ, ϕ(xη) = xβh for some h ∈ Hr . By Proposition 5.3 and Theorem 2.15,
ϕSTϕ(xη) = mSTh =
∑
T′∈Tss (λ,η)
rT′mST′ +
∑
U′,V′
rU′V′mU′V′ ,
where rT′ , rU′V′ ∈ R and the second sum is over U′ ∈ Tss(λ˜,α) and V ′ ∈ Tss(λ˜,η) for
some λ˜ ∈ Λ+n,m(r) with λ˜ λ. Therefore,
ϕSTϕ ≡
∑
T′∈Tss (λ,η)
rT′ϕST′ mod S>λ.
Moreover, by Theorem 2.15, rT′ is independent of S. This completes the proof of (2). The
anti-involution σ defined in Theorem 2.15 induces an anti-involution on S(Λ). One can
verify it by the arguments similar to those in [7, 6.9, 6.10]. This verify [10, 1.1C2]. So
S(Λ) is a cellular algebra. 
5.6. Let Λ+ = {λ ∈ Λ+n,m(r) | λ  µ for some µ ∈ Λ}. Suppose Λ+ ⊆ Λ. For any
λ ∈ Λ+, define Tλ = φλ(tλ). Then Tλ is the unique semistandard λ-tableau of type λ.
Let ϕλ := ϕTλTλ, . It is easy to see that ϕλ:xλHr → xλHr is the identity homomorphism.
Since Λ+ ⊆ Λ, ϕλ ∈ S(Λ).
5.7. For any S ∈ Tss(λ,µ), let ϕS = ϕSTλ + S>λ. The cell module ∆(λ) in the sense
of [10, 2.1] is a free R-module with basis {ϕS | S ∈ Tss(λ,µ) for some µ ∈ Λ}. Due to
Theorem 5.5 and [10, 2.3], there is a bilinear form 〈·,·〉 on ∆(λ) defined by requiringϕT λSϕTTλ ≡ 〈ϕS, ϕT〉 ϕλ mod S>λ
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rad∆(λ) = {u ∈ ∆(λ) | 〈u,v〉 = 0 for all v ∈ ∆(λ)}
is a submodule of ∆(λ).
Theorem 5.8. Let R be a field with charR 
= 2.
(a) For any λ ∈ Λ+, define Dλ = ∆(λ)/ rad∆(λ). Then either Dλ = 0 or Dλ is absolutely
irreducible. Furthermore, all non-zero Dλ forms a complete set of non-isomorphism
irreducible S(Λ)-modules.
(b) If Λ+ ⊆ Λ, then S(Λ) is a quasi-hereditary in the sense of [2].
Proof. (a) follows from [10, 3.4] and Theorem 5.5. Since Λ+ ⊂ Λ, φλ ∈ S(Λ), for
any λ ∈ Λ+, is an idempotent. This implies Dλ 
= 0. By [10, 3.10], S(Λ) is quasi-
hereditary. 
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