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Abstract
We present a new family of two-weight cyclic codes that can be constructed as the direct sum of two
one-weight cyclic codes. For this new kind of two-weight cyclic codes, we give their weight enumerator
polynomials, and characterize those that are projective.
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1. Introduction
The class of two-weight irreducible cyclic codes was extensively studied, see for example
[2,11]. As a remarkable work, in [7] the authors obtained the necessary and sufficient conditions
for an irreducible cyclic code to have at most two weights. Now we are going to study non-
irreducible two-weight cyclic codes that can be constructed as the direct sum of two one-weight
irreducible cyclic codes of the same dimension. In order to understand the motivation behind this,
we recall that in [10] it was proved that if C is a two-weight projective cyclic code of dimension
k over Fq , then either:
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(2) if q = 2, C is the direct sum of two one-weight irreducible cyclic codes of length n =
λ(
qk−1
q−1 ) where λ divides q − 1 and λ = 1. Additionally, the two nonzero weights of C
are (λ − 1)qk−1 and λqk−1 (direct sum here means direct sum as vector spaces).
An infinite class of two-weight cyclic projective codes which are irreducible is known for
any q (deduced from semi-primitive codes) whereas, for the second case, a new class of two-
weight cyclic codes was recently presented in [9]. Additionally, in [1] some two-weight codes
(not necessarily projective ones) with composite parity-check polynomials were studied. Now,
by means of a new set of characterizations for the one-weight cyclic codes, that was introduced
in [8], we present a new family of two-weight cyclic codes that can be constructed as the direct
sum of two one-weight cyclic codes of the same length and dimension. For this new kind of
two-weight cyclic codes, we give their weight enumerator polynomials and characterize those
that are projective. As will be proved later, this new family gives a unified explanation for all
these two-weight cyclic codes that were presented in [1] and [9].
In order to achieve our goal, we will use several results related to character and Gaussian
sums, luckily all those results can be found in [3].
This work is organized as follows. In Section 2 we recall some facts about irreducible cyclic
codes and presents some of its consequences. We also recall, in Section 3, the set of characteri-
zations for the one-weight cyclic codes. Those characterizations will be the main tool in order to
achieve our goal. In Section 4 some preliminary results related to character and Gaussian sums,
are presented. In Section 5, we introduce a new family of two-weight cyclic codes that can be
constructed as the direct sum of two one-weight cyclic codes, and for this kind of two-weight
cyclic codes, we give their weight enumerator polynomials and characterize those that are pro-
jective. In Section 6 we prove that codes in [1] and [9] are subsets of this new family of 2-weight
cyclic codes, additionally we give some examples. Finally, Section 7 is devoted to conclusions.
2. Irreducible cyclic codes and some of its consequences
First of all, we set, for this section and for the rest of this work, the following:
Notation. By using p, q and k, we will denote three positive integers such that p is a prime
number and q is a positive power of p. For now on, γ will denote a fixed primitive element
of Fqk , and we will fix Δ = (qk − 1)/(q − 1). Additionally, we will denote by “Tr”, the absolute
trace mapping from Fqk to the prime field Fp , and by “TrFqk /Fq ” the trace mapping from Fqk
to Fq .
Now, we began this section by recalling an important fact about irreducible cyclic codes (see
for example [4, p. 78]).
Proposition 1. Let C be an irreducible cyclic code of length n over Fq with gcd(n, q) = 1 and
let Fqk be the splitting field of xn − 1 over Fq . If the degree of the check polynomial of C is k and
if it is the minimal polynomial of α ∈ Fqk and if β = α−1, then:
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I(C) =
{
cδ(x) =
n−1∑
i=0
TrF
qk
/Fq
(
δβi
)
xi : δ ∈ Fqk
}
.
(2) The map δ → cδ(x) of Fqk to I(C) is a field isomorphism and the inverse map is given by
δ = n−1cδ(α),
where n−1 is calculated modulo p.
For now on, we are going to assume, without loss of generality, that any irreducible cyclic
code of length n has a monic generator polynomial g(x) given by
g(x) =
n−1∑
m=0
gmx
n−m−1. (1)
The following lemma gives us an explicit formula for the coefficients gm.
Lemma 2. By using the previous notation let θ = n−1g(α)α. Then the coefficients gm are given
by
gm = TrF
qk
/Fq
(
θαm
)
, for m = 0,1,2, . . . , n − 1. (2)
Proof. Applying Proposition 1 to g(x) gives
g(x) =
n−1∑
i=0
TrF
qk
/Fq
(
n−1g(α)βi
)
xi =
n−1∑
m=0
TrF
qk
/Fq
(
θαm
)
xn−m−1. 
Since δ → cδ(x) is a field isomorphism, then it is important to observe that θ , in previous
lemma, is uniquely determined. The following result gives an alternative formula for the field
element θ .
Lemma 3. With the above conditions, θ is given by
1 = θ(α − αq)(α − αq2) · · · (α − αqk−1).
Proof. Since g(x) is the monic generator polynomial for an irreducible cyclic code of dimension
k and since g(x) is given by (1), then we have gm = 0 for all 0m < k − 1 and gk−1 = 1. Now,
by means of (2) we obtain the following matricial system
⎛
⎜⎜⎜⎜⎝
0
0
...
0
1
⎞
⎟⎟⎟⎟⎠=
⎛
⎜⎜⎜⎜⎜⎝
1 1 · · · 1 1
α αq · · · αqk−2 αqk−1
...
αk−2 α(k−2)q · · · α(k−2)qk−2 α(k−2)qk−1
k−1 (k−1)q (k−1)qk−2 (k−1)qk−1
⎞
⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎝
θ
θq
...
θq
k−2
qk−1
⎞
⎟⎟⎟⎟⎠ . (3)α α · · · α α θ
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for example [5, p. 116]) is ∏k−1j=1∏ki=j+1(αqi−1 − αqj−1). Now, we replace the first column of
this matrix with the column vector in the left-hand side of (3). The determinant of this new
square-matrix is equal to (−1)k+1∏k−1j=2∏ki=j+1(αqi−1 − αqj−1). Then, the result follows by the
Kramer’s rule. 
The following lemma will be useful in Section 4.
Lemma 4. Let p, q and k be as before and let h(1)(x) and h(2)(x) be two distinct irreducible
polynomials of degree k which are, respectively, the minimal polynomials of two field elements α1
and α2 of Fqk . Also let θ1 and θ2 in Fqk such that 1 = θi(αi − αqi )(αi − αq
2
i ) · · · (αi − αq
k−1
i ), for
i = 1,2. For some positive integer ν dividing q−1, let Gν be the multiplicative subgroup of order
(q−1)/ν of F∗q . Suppose that for some integer j , with 1 pj < qk , we have αp
j
1 ≡ α2 (mod Gν),
then θp
j
1 ≡ θ2 (mod Gν).
Proof. We have
1 = (θ1(α1 − αq1 )(α1 − αq21 ) · · · (α1 − αqk−11 ))pj
= θpj1
(
α
pj
1 −
(
α
pj
1
)q)(
α
pj
1 −
(
α
pj
1
)q2) · · · (αpj1 − (αpj1 )qk−1).
Now, αp
j
1 = α2β , for some β ∈ Gν ⊆ F∗q , thus
1 = θpj1 β(k−1)
(
α2 − αq2
)(
α2 − αq
2
2
) · · · (α2 − αqk−12 ).
Therefore, θp
j
1 = θ2β−(k−1). 
3. Characterizations for one-weight irreducible cyclic codes
Let C be an [n, k] linear code over Fq , whose dual weight is at least 2. It is well known (see
for example [10]) that if, additionally, C is a one-weight code, then its length n must be given by
n = λq
k − 1
q − 1 , (4)
for some positive integer λ. Since the minimal distance of the dual of any nonzero cyclic code
over Fq is greater than 1, it follows that the length n of all one-weight cyclic codes of dimen-
sion k, is given by (4). Here we are going to assume n qk − 1. Thus, since all the one-weight
cyclic codes are irreducible, then for this particular case the zeros of xn − 1, which form a cyclic
group, lie in the extension field Fqk and therefore n divides qk − 1. That is, for some integer μ,
we have λ(q
k−1
q−1 )μ = (q − 1)( q
k−1
q−1 ), which implies that λ divides q − 1. Since we are interested
in the construction of codes as the direct sum of two one-weight cyclic codes, then the length n,
for such constructed codes, will always be assumed to be given by (4), where λ | (q − 1).
The following set of characterizations for the one-weight cyclic codes, that was introduced
in [8], will be the main tool of this work.
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element of Fqk . For a positive integer a, let ha(x) ∈ Fq [x] be the minimal polynomial of γ a .
Let ρ be the last positive integer for which xρ is congruent, modulo ha(x), to some element
in Fq . For each positive integer , such that  | gcd(a, q − 1), set λ = (q−1)gcd(a,q−1) and n =
λ(q
k − 1)/(q − 1). Then, the following five statements are equivalent:
(A) gcd(a, (qk − 1)/(q − 1)) = 1.
(B) ha(x) | xn − 1, deg(ha(x)) = k and ρ = (qk − 1)/(q − 1).
(C) ha(x) | xn − 1, deg(ha(x)) = k and the Hamming weight of the polynomial xn − 1/ha(x)
is λqk−1.
(D) ha(x) | xn − 1 and deg(ha(x)) = k. Additionally, if g(x) = xn − 1/ha(x), then for any
nonzero codeword c(x) in 〈g(x)〉 there exist a uniquely determined integer s, 0  s <
(qk −1)/(q−1), and a uniquely determined field element d ∈ F∗q , such that c(x) = dxsg(x).
(E) ha(x) is the parity-check polynomial for a one-weight cyclic code of dimension k.
4. Some preliminary results on character and Gaussian sums
Before our next result, we recall some already known results on character and Gaussian sums.
In order to do this, let p, q , k and γ be as before. We began with the definition for the canonical
additive character χ of Fqk :
χ(c) = e2πi Tr(c)/p, for all c ∈ Fqk .
On the other hand, any multiplicative character of Fqk is defined by
ψj
(
γ l
)= e2πij l/(qk−1), for j, l = 0,1, . . . , qk − 2.
Commonly ψ0 is referenced as the trivial multiplicative character. For the canonical additive
character χ , of Fq , and for any multiplicative character ψ = ψ0, of Fq , the following two or-
thogonal properties will be useful for us
∑
c∈Fq
χ(c) = 0 and
∑
c∈F∗q
ψ(c) = 0. (5)
Additionally, for any multiplicative character ψ of Fqk and for the canonical additive character
χ of Fqk , the Gaussian sum G(ψ,χ) is defined by
G(ψ,χ) =
∑
c∈F∗
qk
ψ(c)χ(c).
Two useful properties of G(ψ,χ) are (see for example [3, pp. 193–194]):
G
(
ψp,χ
)= G(ψ,χ) and if ψ = ψ0 then G(ψ,χ)G(ψ,χ) = qk. (6)
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F
∗
qk
in terms of the multiplicative characters of Fqk , with Gaussian sums as Fourier coefficients
(see for example [3, p. 195]):
χ(c) = 1
(qk − 1)
∑
ψ
ψ(c)G(ψ,χ) for c ∈ F∗
qk
. (7)
Lemma 6. Let p, q , k, Δ and γ be as before and let h(1)(x), h(2)(x), α1, α2, θ1 and θ2 be as in
Lemma 4. Let a1 and a2 be two integers in such way that α1 = γ a1 and α2 = γ a2 . Assume that
a2 is a unit in the ring ZΔ, where a˜2 is its inverse in such ring. Let ω = 1 + a˜2(a1 − a2), where
the arithmetic operations in the definition of ω are taking in Z. Let χ be the canonical additive
character and set ν = gcd(a1 − a2, q − 1) and ζ = (q − 1)/ν. Suppose that at least one of the
following two conditions holds:
(1) p = 2, k = 2 and ν = 1, or
(2) for some integer j , with 1 pj < qk , we have ωpj ≡ 1 (mod Δν),
then, for all t = 1,2, . . . ,Δν − 1, the following two equalities are true
G(ψζt ,χ)G
(
ψωζt , χ
)= qk and ψζt (θ1)ψωζ t (θ2) = 1.
Proof. Suppose condition (1) holds. If c ∈ F∗
q2
, then TrF
q2/Fq
(c) = 0 ⇔ c ∈ F∗q = {γ sΔ | 0 s <
(q − 1)}. Thus, since Δζ = q2 − 1, we have
G(ψζt ,χ) =
q2−2∑
i=0
ψζt
(
γ i
)
χ
(
γ i
)= q − 1 − Δ−1∑
i=1
ψζt
(
γ i
)= q.
In a similar way G(ψωζ t , χ) = q . From Lemma 3, and since p = 2 and k = 2, we have θi =
TrF
q2/Fq
(γ ai )−1 ∈ F∗q , for i = 1,2. Thus, ψζt (θ1) = ψωζt (θ2) = 1.
Now, suppose condition (2) is satisfied. Since ψζ has order Δν, then ψωp
j
ζ = ψζ . From (6),
we have G(ψωζ t , χ) = G(ψωp
j
ζ t , χ) = G(ψζt ,χ) and therefore we obtain G(ψζt ,χ)G(ψωζ t , χ) =
G(ψζt ,χ)G(ψζt , χ) = qk . For the second equality we first take a2ωpj ≡ a2 (mod Δν). But
ν | (a2 − a1) and a˜2a2 = 1 + Δ for some integer , thus a1pj ≡ a2 (mod Δν) and therefore,
if Gν is the multiplicative subgroup of order (q − 1)/ν of Fq , we have αp
j
1 ≡ α2 (mod Gν).
Now, by virtue of Lemma 4, we have θ2 = θp
j
1 β for some β ∈ Gν , and hence ψζt (θ1)ψωζ t (θ2) =
ψζt (θ1)ψ
ωpj
ζ t (θ1) ψ
ω
ζ t (β) = 1, because ψωζt (β) = 1. 
We end this section with the following:
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positive integer n, assume αn1 = αn2 = 1. Let B be a set of pairs of multiplicative characters
of Fqk . For x ∈ F∗qk we set
S(x) =
∑
(ψ,ϕ)∈B
ψ(θ1)G(ψ,χ)ϕ(θ2)G(ϕ,χ)ψ(x)
n−1∑
m=0
ψ(α1)
mϕ(α2)
m.
If B = {(ψu1,ψu2(q−1)−u1) | 0 u1 < qk − 1, 0 u2 < Δ}, then
S(x) = n + nqk
Δν−1∑
t=1
ψζt (x).
Proof. By using B we have
S(x) =
qk−2∑
u1=0
ψu1(θ1)G(ψu1, χ)
Δ−1∑
u2=0
ψu2(q−1)−u1(θ2)G(ψu2(q−1)−u1 , χ)ψu1(x)
×
n−1∑
m=0
ψu1(α1)
mψu2(q−1)−u1(α2)m.
The inner sum in the last expression is a finite geometric series that vanishes if
ψu1(α1)ψu2(q−1)−u1(α2) = 1, because of
ψu1(α1)
nψu2(q−1)−u1(α2)n = ψu1
(
αn1
)
ψu2(q−1)−u1
(
αn2
)= ψu1(1)ψu2(q−1)−u1(1) = 1.
On the other hand,
ψu1(α1)ψu2(q−1)−u1(α2) = 1 ⇔ ψ1
(
γ a1u1+a2(u2(q−1)−u1)
)= 1
⇔ a2u2(q − 1) ≡ (a2 − a1)u1
(
mod qk − 1),
which implies that (q − 1) | (a2 − a1)u1, but gcd(a1 − a2, q − 1) = ν and therefore u1 = ζ t
for t = 0,1, . . . ,Δν − 1. Now, from the previous congruence we have a˜2a2u2(q − 1) ≡
a˜2(a2 − a1)u1 (mod qk − 1), but a˜2a2 = 1 + Δ for some integer , thus u2(q − 1) ≡
a˜2(a2 − a1)u1 (mod qk − 1) and hence, for each t , there exist a uniquely 0  u2 < Δ such
that u2 ≡ a˜2yt (mod Δ), where y = (a2 − a1)/ν. With this we conclude that ψu1 = ψζt and
ψu2(q−1)−u1 = ψa˜2(a2−a1)ζ t−ζ t = ψωζt . Thus
S(x) = n + n
Δν−1∑
t=1
ψζt (θ1)G(ψζt , χ)ψ
ω
ζ t (θ2)G
(
ψωζt , χ
)
ψζt (x),
and by means of previous lemma we obtain the desired result. 
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We begin this section recalling some already know results.
Let C be an [n, k] linear code over Fq . Let w1,w2, . . . ,wN be the nonzero weights in C and
suppose that the weight of the dual of C is at least 2. For 1  i  N , let Ai be the number of
words of weight wi in C. The two first identities of Pless (see [6] for the general result), for C,
are:
(1) ∑Ni=1 Ai = qk − 1,
(2) ∑Ni=1 Aiwi = n(q − 1)qk−1.
The following two results were proved in [9].
Proposition 8. Let C be a two-weight code of length n and dimension k over Fq with nonzero
weights w1 and w2. Assume that the minimum weight of the dual of C is at least 2. Then C is a
projective code if and only if
n2(q − 1) − [q(w1 + w2) − 1]n + (qk − 1)w1w2
(q − 1)qk−2 = 0.
Corollary 9. If C is a two-weight cyclic code of length n = λ(qk − 1)/(q − 1) and dimension
2k over Fq , with λ = 1 and nonzero weights w1 = (λ − 1)qk−1 and w2 = λqk−1, then C is a
projective code.
Suppose that C1 and C2 are two different one-weight cyclic codes over Fq of the same
length n and dimension k, where their generator polynomials are, respectively, g1(x) =∑n−1
m=0 g
(1)
m x
n−m−1 and g2(x) = ∑n−1m=0 g(2)m xn−m−1, whereas h(1)(x) and h(2)(x) are, respec-
tively, their parity check polynomials. We construct the code C as the direct sum of the codes C1
and C2, and hence, a typical word c(x) ∈ C is of the form c(x) = c1(x)− c2(x), for some words
c1(x) ∈ C1 and c2(x) ∈ C2. The codeword c(x) will be nontrivial if the two codewords c1(x)
and c2(x) are different from zero. Clearly, nontrivial codewords are of special interest in order to
determine the weights in C. Under these conditions on c1(x) and c2(x) we know, by virtue of the
equivalence between (D) and (E) in Theorem 5, that there must exist uniquely determined inte-
gers s1 and s2, 0 s1, s2 < (qk −1)/(q−1), and uniquely determined field elements d1, d2 ∈ F∗q ,
such that c(x) = d1xs1g1(x) − d2xs2g2(x). Now, let α1 and α2 be two fixed roots of h(1)(x) and
h(2)(x), respectively. Additionally, let θ1 and θ2 be the two field elements, obtained by means of
Lemma 3, such that 1 = θi(αi − αqi )(αi − αq
2
i ) · · · (αi − αq
k−1
i ) and g
(i)
m = TrF
qk
/Fq (θiα
m
i ), for
i = 1,2, and m = 0,1,2, . . . , n − 1. Then by using Lemma 2 we known that the weight of c(x)
is n − Z(d1, s1, d2, s2), where
Z(d1, s1, d2, s2) = 
{
m, 0m < n: TrF
qk
/Fq
(
d1θ1α
m+s1
1 − d2θ2αm+s22
)= 0}.
Because of the Fq -linearity and the cyclicity of C, this number is equal to
Z(d, s,1,0) = {m, 0m < n: TrF /Fq (dθ1αm+s − θ2αm)= 0},qk 1 2
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word in C can be determined via computing Z(d, s,1,0), for some integer s and some field
element d ∈ F∗q . Keeping in mind this, we present the following:
Theorem 10. Let p, q , k, Δ and γ be as before. For a positive integer a, let ha(x) ∈ Fq [x] be the
minimal polynomial of γ a . Also, let a1, a2 and ν be integers such that a1qi ≡ a2 (mod qk − 1),
for all i  0, ν = gcd(a1 − a2, q − 1) and a2 ∈ Z∗Δ, where a˜2 is the inverse of a2 in ZΔ. For some
integer , such that  | gcd(a1, a2, q − 1), we set λ = (q−1)gcd(a1,a2,q−1) , n = λΔ, μ = (q − 1)/λ and
ζ = (q − 1)/ν. Suppose that at least one of the following two conditions holds:
(1) p = 2, k = 2, ν = 1 and a1 is a unit in the ring ZΔ, or
(2) for some integer j , with 1 pj < qk , we have
(
1 + a˜2(a1 − a2)
)
pj ≡ 1 (mod Δν), (8)
then the following four assertions are true:
(a) ha1(x) and ha2(x) are the parity-check polynomials for two different one-weight cyclic codes
of length n and dimension k.
(b) μ | ν and λ > ν/μ.
(c) If C is the cyclic code with parity-check polynomial ha1(x)ha2(x), then C is an [n,2k] two-
weight cyclic code with weight enumerator polynomial
A(z) = 1 + (μ/ν)n(q − 1)z(λ−(ν/μ))qk−1 + (q2k − 1 − (μ/ν)n(q − 1))zλqk−1 .
(d) C is a projective code if and only if ν = μ.
Proof. Part (a): If condition (2) holds, then, from (8), we have a˜2a1pj ≡ 1 (mod Δ) and
since gcd(pj ,Δ) = 1, then gcd(a1,Δ) = 1. Thus, under (1) or (2) we conclude gcd(a1,Δ) =
gcd(a2,Δ) = 1. Therefore, by virtue of the equivalence between (A) and (E) in Theorem 5, and
since a1qi ≡ a2 (mod qk − 1) for all i  0, we have that ha1(x) and ha2(x) are the parity-check
polynomials for two different one-weight cyclic codes of length n and dimension k.
Part (b): By the equivalence between statements (A) and (B) in Theorem 5, the orders of
ha1(x) and ha2(x) divide the length n. Then there must exist integers li , i = 1,2, such that
n = (qk − 1)/μ = li (qk − 1)/gcd(ai, qk − 1), thus μ | ai , i = 1,2, and therefore μ | ν. Suppose
λ < ν/μ then ν > q − 1, which is impossible. Now, suppose λ = ν/μ then ν = q − 1 and Δν =
qk − 1. Therefore, from (8), a˜2(a2 − a1)pj ≡ pj − 1 (mod qk − 1). But (ν = q − 1) | (a2 − a1),
then q − 1 | pj − 1, and hence pj = q for some positive integer . Multiplying both sides of (8)
by a2, we get a1q ≡ a2 (mod qk − 1), which is a contradiction.
Part (c): Clearly C is a cyclic code of length n and dimension 2k. Let gi(x) = xn−1/hai (x) =∑n−1
m=0 g
(i)
m x
n−m−1
, i = 1,2. Let s be an integer and d ∈ F∗q . In accordance with previous discus-
sion, we are going to compute Z(d, s,1,0). For this, let h(1)(x) = ha (x), h(2)(x) = ha (x) and1 2
794 G. Vega / Finite Fields and Their Applications 14 (2008) 785–797α1, α2, θ1 and θ2 be as in such discussion. If χ ′ is the canonical additive character of Fq , then,
by the first orthogonal property in (5), we have
1
q
∑
c∈Fq
χ ′
(
c
(
dg
(1)
m+s − g(2)m
))= {1 if dg(1)m+s = g(2)m ,
0 otherwise,
where the subscript m + s is taken modulo n. Thus,
Z(d, s,1,0) = 1
q
n−1∑
m=0
∑
c∈Fq
χ ′
(
TrF
qk
/Fq
(
dcθ1α
m+s
1
))
χ ′
(
TrF
qk
/Fq
(−cθ2αm2 )).
If χ denotes the canonical additive character of Fqk , then χ ′ and χ are related by
χ ′(TrF
qk
/Fq (β)) = χ(β) for all β ∈ Fqk . Therefore,
Z(d, s,1,0) = 1
q
∑
c∈Fq
n−1∑
m=0
χ
(
dcθ1α
m+s
1
)
χ
(
cθ2α
m
2
)
= n
q
+ 1
q
∑
c∈F∗q
n−1∑
m=0
χ
(
dcθ1α
m+s
1
)
χ
(
cθ2α
m
2
)
. (9)
Now, from (7), we know that χ(dcθ1αm+s1 )χ(cθ2αm2 ) is equal to
1
(qk − 1)2
∑
ψ
∑
ϕ
ψ
(
dcθ1α
m+s
1
)
G(ψ,χ)ϕ
(
cθ2α
m
2
)
G(ϕ,χ),
where the sums are extended over all multiplicative characters ψ and ϕ of Fqk . Substituting
in (9), we obtain
Z(d, s,1,0) = n
q
+ 1
q(qk − 1)2
∑
ψ
ψ(θ1)G(ψ,χ)
∑
ϕ
ϕ(θ2)G(ϕ,χ)ψ
(
dαs1
)
×
n−1∑
m=0
ψ(α1)
mϕ(α2)
m
∑
c∈F∗q
(ψϕ)(c).
Remark. The previous part of this proof is very similar to the proof of Theorem 8.84 in [3,
p. 450].
If the restriction of ψϕ to F∗q is nontrivial, then, by the second orthogonal property in (5), we
have
∑
c∈F∗q (ψϕ)(c) = 0. Consequently, it suffices to extend the previous sum over the set B of
pairs of characters ψ and ϕ for which ψϕ is trivial in F∗q , so that Z(d, s,1,0) is equal to
n
q
+ q − 1
q(qk − 1)2
∑
ψ(θ1)G(ψ,χ)ϕ(θ2)G(ϕ,χ)ψ
(
dαs1
) n−1∑
ψ(α1)
mϕ(α2)
m.(ψ,ϕ)∈B m=0
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0 u2 < Δ}. Therefore by Lemma 7 we have
Z(d, s,1,0) = n
q
+ n(q − 1)
q(qk − 1)2 +
n(q − 1)qk
q(qk − 1)2
Δν−1∑
t=1
ψζt
(
dαs1
)
.
Since ψζ has order Δν, we have
Δν−1∑
t=1
ψζt
(
dαs1
)= {Δν − 1 if dαs1 = 1,−1 otherwise
thus,
Z(d, s,1,0) =
{
n − (λ − (ν/μ))qk−1 if dαs1 = 1,
n − λqk−1 otherwise
and hence the weights of C are the desired ones. By using the two first Pless identities, we can
see that the weight enumerator polynomial for C is the required one.
Part (d): This follows as a direct application of Proposition 8 and Corollary 9. 
6. In perspective with the already known codes
Here we are going to show that codes in [1] and [9], are just very easy instances of Theo-
rem 10. Additionally, in the second part of this section we show that one can use Theorem 10 in
order performs a systematic search for the two-weight cyclic codes constructed as the direct sum
of two one-weight cyclic codes. In order to do this, we will keep using the same notation as in
Theorem 10.
In Theorem 7 of [9], it was showed that if q and k are odd numbers, and if a1 = (qk +1)/2 and
a2 = 1, then the cyclic code C of length n = qk −1 over Fq with check polynomial ha1(x)ha2(x)
is a 2-weight cyclic code of dimension 2k and the two nonzero weights are (q − 1)qk−1 and
((q − 1)/2)qk−1. Additionally, if q = 3, then C is a projective code.
Since q and k are odd numbers, then ν = gcd(a1 − a2, q − 1) = gcd((qk − 1)/2, q − 1) =
(q − 1)/2. Therefore (1 − a˜2(a2 − a1)) = (qk + 1)/2 ≡ 1 (mod Δν), since a˜2 = 1 and Δν =
(qk − 1)/2. Now n = qk − 1, thus λ = q − 1 and μ = 1, therefore, from Theorem 10, the two
nonzero weights are the desired ones, whereas the projective condition is now very obvious. By
using similar arguments we can do the same for Theorem 8 and Corollary 9 in [9].
In [1], it was showed that if a1 and a2 are in such way that gcd(k,N1) = gcd(k,N2) =
gcd(t,N2) = 1, where N1 and N2 divide q − 1, a1 = (qk − 1)/N1 + 1, a2 = t (qk − 1)/N2 + 1,
N = lcm(N1,N2), u = gcd(N, NN1 − t NN2 ) and gcd(a1, a2,N1,N2) = 1, then the cyclic code C
of length n = qk − 1 over Fq with check polynomial ha1(x)ha2(x) is a 2-weight cyclic code of
dimension 2k and the weight enumerator polynomial of C is
A(z) = 1 + (qk − 1)N
u
zq
k−1(q−1)(1− u
N
) +
(
q2k − 1 − (qk − 1)N
u
)
zq
k−1(q−1).
Since gcd(N1N2,N2 − tN1) = gcd(N1,N2) then u = 1 (it seems that the author of [1] did not
realize that, in general, u = 1). Now, in the proof of the main theorem in [1], it was showed that
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nonzero weight qk−1(q − 1)/N . Let s be the smallest positive integer such that qk − 1 divides
N(qs − 1), but N | (q − 1) then (qk − 1) | (q − 1)(qs − 1). The last condition is impossible if
s < k, hence deg(h−N(x)) = k. Therefore, from the equivalence of (E) and (A) in Theorem 5,
we can now conclude that gcd(Δ,N) = 1. Thus, since a1 − a2 = Δ( NN1 − t NN2 )(q − 1)/N , then
ν = gcd(a1 − a2, q − 1) = (q − 1)/N . Now Δ divides (qk − 1)/N2 and Δν divides (qk − 1)/Ni ,
for i = 1,2, hence a˜2 = 1 and a1 ≡ a2 ≡ 1 (mod Δν) and, as a consequence, (1− a˜2(a2 −a1)) ≡
1 (mod Δν). Finally, since n = qk − 1, thus λ = q − 1 and μ = 1, therefore, from Theorem 10,
the weight enumerator polynomial is the desired one.
Some examples. Theorem 10 gives a method for the systematic search for the two-weight cyclic
codes constructed as the direct sum of two one-weight cyclic codes. The following ones are
examples of such method.
(1) Let q = 2. Thus ν = μ = λ = 1, which is in conflict with part (b) of Theorem 10. In conclu-
sion, it does not exist a two-weight binary cyclic code, constructed as the direct sum of two
one-weight binary cyclic codes, which satisfies Theorem 10. This is in concordance with
[10], in the sense that all the two-weight projective cyclic codes, over F2, are irreducible.
(2) Let q = 16, k = 2, ν = 1 and a2 = 93, then q − 1 = 15 and Δ = 17. Without taking into
consideration conjugates, there are 64 possible values for a1 satisfying gcd(a1,17) = 1
and gcd(a1 − 93,15) = 1. For example, if a1 = 61 then h61(x)h93(x) is the parity-check
polynomial for a two-weight projective cyclic code of length 255, dimension 4 and weight
enumerator polynomial A(z) = 1 + 3825z224 + 61710z240. It is interesting to see how the
pair a1 = 61 and a2 = 93, satisfy condition (1) but not condition (2) in Theorem 10 (there
a˜2 = 15). For the same values of q , k and a2, we take now ν = 5 and pj = 1. Thus,
a1 = 8 is the only possible value satisfying gcd(a1 − 93,15) = 5 and (1 + 15(a1 − 93)) ≡ 1
(mod 85). Therefore h8(x)h93(x) is the parity-check polynomial for a two-weight cyclic
code of length 255, dimension 4 and weight enumerator polynomial A(z) = 1 + 765z160 +
64770z240.
(3) Let q = 9, k = 3, ν = 2, pj = 35 and a2 = 456. Then q − 1 = 8, Δ = 91 and a˜2 = 1. Thus,
a1 = 94 and a1 = 458 are the only two possible values for a1 satisfying gcd(a1 −456,8) = 2
and (1 + (a1 − 456))35 ≡ 1 (mod 182). For each one of these values, we have two pos-
sible scenarios: If a1 = 94, then h94(x)h456(x) is the parity-check polynomial for a two-
weight projective cyclic code of length 364, dimension 6 and weight enumerator polynomial
A(z) = 1 + 2912z243 + 528528z324. Additionally, h94(x)h456(x) is the parity-check poly-
nomial for a two-weight no projective cyclic code of length 728, dimension 6 and weight
enumerator polynomial A(z) = 1 + 2912z486 + 528528z648. For a1 = 458, we have the
same scenarios. For the same values of q , k and ν, we take now pj = 1 and a2 = 1.
Thus, a1 = 183 and a1 = 547 are the only possible values satisfying gcd(a1 − 1,8) = 2 and
a1 ≡ 1 (mod 182). Therefore h183(x)h1(x) and h547(x)h1(x) are the parity-check polyno-
mials for two two-weight cyclic codes with same length, dimension and weight enumerator
polynomial as before. Observe that h547(x)h1(x) is the same polynomial presented as exam-
ple in [1].
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By means of some new characterizations for one-weight cyclic codes, we have introduced a
new family of two-weight cyclic codes constructed as the direct sum of two one-weight cyclic
codes of the same length and dimension. For this new kind of two one-weight cyclic codes, we
gave their weight enumerator polynomials and characterize those that are projective. By means
of some examples we also outlined a method for the systematic search of this new kind of codes.
How was already proved, this new family of two-weight cyclic codes gives a unified explanation
for all these two-weight cyclic codes that were presented in [1] and [9]. In fact, we believe
that any two-weight cyclic code constructed as the direct sum of two one-weight cyclic codes,
satisfies either condition (1) or condition (2) in Theorem 10. Finally, condition (1) in Theorem
10 recalls us, once again, that finite fields of characteristic 2 impose a special treatment.
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