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Abstract
Classical results by Behrend, Erdös, Pillai, Szemerédi, the authors, and others are improved
and extended to other concepts of densities in two directions, based on smooth and multiplicative
weightings.
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1. Introduction
c1, c2 denote positive absolute constants. If f (x) = O
(
g(x)
)
as x → ∞, then we
write f (x)  g(x); f (x)  g(x) is deﬁned analogously. If both f (x)  g(x) and
f (x)  g(x) hold, then we write f (x)  g(x). The set of the positive integers is
denoted by N. A set A ⊂ N is said to be primitive if there are no a ∈ A, a′ ∈
A with a = a′, a|a′. The family of the primitive sets A ⊂ N is denoted by P. A
subscript N indicates if we restrict ourselves to integers not exceeding N, so that NN =
{1, 2, . . . , N}, and PN denotes the family of the primitive subsets of {1, 2, . . . , N}. The
number of distinct prime factors of n is denoted by (n), while (n) denotes the total
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number (counted with multiplicity) of prime factors of n
(n) =
∑
p‖n

(Here p‖n denotes that p|n but p+1  n.)
It is well-known and easy to prove (see, e.g., [11, p. 244]) that
max
A∈PN
|A| = N − [N/2]
(
=
(
1
2
+ o(1)
)
N
)
. (1.1)
Behrend [3] proved that
max
A∈PN
∑
a∈A
1
a
< c1
log N
(log log N)1/2
(1.2)
for some absolute constant c1 and all N3, and Pillai [13] showed that
max
A∈PN
∑
a∈A
1
a
> c2
log N
(log log N)1/2
(1.3)
for N3. Erdo˝s [5] conjectured and Erdo˝s et al. [7,8] proved that
max
A∈PN
∑
a∈A
1
a
= (1+ o(1)) log N
(2 log log N)1/2
as N →∞. (1.4)
Erdo˝s [4] proved that
∑
a∈A
1
a log a
< c3 for all A ∈ P with 1 /∈ A. (1.5)
These results have been extended in various directions. Surveys of the results on prim-
itive sets are given in [11,8,1,15].
Each of (1.1), (1.2) and (1.5) provides an upper bound for a certain type of density
of a primitive set A ∈ PN . To make this assertion more precise, we use the following
notation and deﬁnitions:
If f is a non-negative arithmetic function, then we write
S(f,A) =
∑
a∈A
f (a) (1.6)
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and, for N ∈ N and A ⊂ {1, 2, . . . , N},
(f,A, N) = S(f,A)
S
(
f, {1, 2, . . . , N}) . (1.7)
We call the function f a weighting, and for a given weighting f,
Deﬁnition 1. (f,A, N) is called the f-density of A in NN .
The estimates (1.1), (1.2) and (1.5) correspond to the weightings f1, f2 and f3,
where for n ∈ N
f1(n) = 1, (1.8)
f2(n) = 1
n
, (1.9)
resp.,
f3(n) = 1
n log n
(
more precisely, f3(n) =
{ 0 for n = 1
1
n log n for n > 1
)
. (1.10)
Using this terminology, the results quoted above say that the maximal f -density of a
primitive set in NN is 12 , O
(
1
(log log N)1/2
)
, resp., O
(
1
log log N
)
for the weightings f1,
f2 and f3.
It is a natural question to ask what happens for other weightings. Can one make the
maximal f -density of a primitive set even smaller under a suitable weighting f ? In this
form, of course, the question is too general; one needs certain restrictions on the weight
function f. There are two natural directions of posing restrictions: ﬁrstly, one might want
to study (analytically) “smooth” weightings and, secondly, in some applications it can
be useful to have results on multiplicative weightings. Correspondingly, we introduce
Deﬁnition 2. The weighting f is said to be smooth if
(i) 0f (n)1 for all n
and there is a number n0 ∈ N such that
(ii) f (n0) > 0,
(iii) f (n)f (n− 1) for n > n0.
Deﬁnition 3. The weighting f is said to be a multiplicative weighting if
(i) f is a multiplicative function;
(ii) f (n)0 for all n;
(iii) f (1) = 1 (so that f (n) /≡ 0).
Each of the weightings f1, f2 and f3 is smooth, and f1 and f2 are also multiplicative,
but f3 is not multiplicative.
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If f is a smooth or multiplicative weighting and N ∈ N, then let F(f,N) denote the
maximal f -density of a primitive set in NN :
F(f,N) = max
A∈PN
(f,A, N).
Then by (1.1), (1.4) and (1.5) we have
F(f1, N) = 12 + o(1), (1.11)
F(f2, N) =
(
1+ o(1)) 1
(2 log log N)1/2
(1.12)
and
F(f3, N) <
c4
log log N
(1.13)
so that out of these three weightings the Erdo˝s weighting f3 provides the best upper
bound for the density of a primitive set.
In this paper, our goal is to study the F(f,N) function for both smooth and multi-
plicative weightings f.
2. The results
First we will study the following problem: how small can one make F(f,N) for
a suitable smooth weighting. It will turn out that the Erdo˝s weighting f3 is superior
not only to the weightings f1 and f2 but, apart from at most a constant factor, it is
optimal amongst all smooth weightings:
Theorem 1. If ε > 0, f is a smooth weighting and N > N0(ε, f ), then there is a set
A ∈ PN with
(f,A, N) > (1− ε) 1
log log N
. (2.1)
Note that Erdo˝s et al. proposed [8].
Conjecture. For all ε > 0 there is a number K = K(ε) such that if A ∈ P and
A ∩ [1,K] = , (2.2)
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then we have
∑
a∈A
1
a log a
< 1+ ε. (2.3)
If this conjecture is true and 0 < ε < 1, then for N large enough (in terms of ε)
and all A ∈ PN , for the smooth weighting
f (n) =
{ 0 for nK,
1
n log n for n > K,
we have
(f,A, N) =
∑
a∈A f (a)∑
nN f (n)
=
∑
a∈A
K<a
1
a log a∑
K<nN
1
n log n
<
1+ ε
(1− ε2 ) log logN
<
1+ 2ε
log log N
.
Thus for all ε > 0 there is a smooth weighting f with
F(f,N) <
1+ ε
log log N
and by Theorem 1, the constant factor 1+ ε here cannot be replaced by 1− ε. In other
words, assuming that the conjecture is true, even the best constant factor is known.
Next, we will determine the order of magnitude of F(f,N) for the most important
special family of weightings, namely, for f, where
f(n) = 1
n
and 0 <∞.
Indeed, by a theorem of Erdo˝s [6] these are the only weightings which are simulta-
neously both, smooth and multiplicative. Besides, this family includes the important
special cases  = 0 and 1 when we obtain the weightings (1.8), resp., (1.9).
Theorem 2. We have
F(f, N)  1 for  1110 , (2.4)
F(f, N) 
(
log
(
1/(− 1)))−1/2 for 1110 >  > 1+ 3/ log N, (2.5)
F(f, N)  (log log N)−1/2 for |− 1|3/ log N, (2.6)
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F(f, N) 
(
log
(
1/(1− )))−1/2 for 1− 3/ log N >  > 910 , (2.7)
and
F(f, N)  1 for 9100. (2.8)
While for most  values these estimates are connected with known results, the proof
will also contain two important new elements. Firstly, there will be a new large family
of primitive sets constructed for the case → 1− (formula (2.7)) which leads to a new
problem of independent interest that we shall settle in the form of Theorem 3 below.
Secondly, in the proof of Theorem 3, and also implicitly in the proofs of the other
cases in Theorem 2, there will be a new large family of primitive sets constructed (see
formula (5.21)). This construction seems to be canonical in a certain sense, we will
return to this problem in a subsequent paper.
Theorem 3. If N ∈ N, 3QN and A is a primitive set all whose elements a satisfy
N/Q < aN , then we have
∑
a∈A
1
a
< c5
log Q
(log log Q)1/2
(2.9)
and this estimate is the best possible, i.e., there is a set A with
A ⊂ P, A ⊂ NN −NN/Q (2.10)
and
∑
a∈A
1
a
> c6
log Q
(log log Q)1/2
. (2.11)
Note that (2.9) was stated by Erdo˝s, Sárközy and Szemerédi, however, no proof has
ever been given. Since there are certain difﬁculties in adopting Behrend’s method to
prove this, for the sake of completeness we will present the proof here.
In the remaining part of the paper we will study multiplicative weightings.
The multiplicative analog of Theorem 1 is nearly trivial
Proposition. (i) If f is any weighting and N ∈ N, with
N∑
n=1
f (n) > 0, then
F(f,N)
(⌈
log N
log 2
⌉
+ 1
)−1
. (2.12)
R. Ahlswede et al. / Journal of Number Theory 109 (2004) 319–361 325
(ii) There is a multiplicative weighting f such that
F(f,N) =
(⌊
log N
log 2
⌋
+ 1
)−1
. (2.13)
(
So that in the special case N = 2k we have
min
f
F (f, 2k) = 1
k + 1 ≡
(
log N
log 2
+ 1
)−1
.
)
Proof. (i) Write K =
⌈
log N
log 2
⌉
. Then we have
S
(
f, {1, 2, . . . , N}) = N∑
n=1
f (n) =
K∑
k=0
∑
2k−1<n min(N,2k)
f (n).
Here the greatest of the inner sums satisﬁes
∑
2k−1<n min(N,2k)
f (n) 1
K + 1S
(
f, {1, 2, . . . , N}). (2.14)
Let A = {n : 2k−1 < n min(N, 2k)} with a k satisfying (2.14). Then clearly A ∈ PN ,
and by (2.14), we have
S(f,A) 1
K + 1S
(
f, {1, 2, . . . , N})
and whence
(f,A, N) = S(f,A)
S
(
f, {1, 2, . . . , N}) 1K + 1 ,
which proves (2.12).
(ii) Deﬁne the multiplicative function f by
f (n) =
{
1 for n = 2,
0 for n = 2
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and write L =
⌊
log N
log 2
⌋
. Then we have
S
(
f, {1, 2, . . . , N}) = N∑
n=1
f (n) =
∑
2N
1 = L+ 1 (2.15)
and clearly, any set A ∈ PN may contain only one of the numbers 1, 2, . . . , 2L and
thus we have
S(f,A) =
∑
n∈A
f (n)1 for all A ⊂ PN. (2.16)
(2.13) follows from (2.15) and (2.16). 
The proof of the Proposition above warns that if we want a reasonable lower bound
for F(f, n), then we must be able to control the values of f (p) for prime powers p
with  > 1.
If f is completely multiplicative, then the primes p with f (p) > 1 also may cause a
problem:
Theorem 4. If f is a completely multiplicative function such that there is a prime p
with f (p) > 1, then there are numbers C = C(p, f (p)) > 0, N0 = N0(p) such that
for N ∈ N, N > N0, we have
F(f,N)C. (2.17)
If we want a good upper bound for F(f,N) (for multiplicative weightings f) then,
by the proposition and Theorem 4 above, it is reasonable to assume that
0f (p)1 (2.18)
and
f (p) = 0 for 2.
However, (2.18) is still too general to handle it, thus we will restrict ourselves to the
most important special case when f (p) = 0 or 1:
Deﬁnition 4. A multiplicative weighting f is said to be a combinatorial weighting if
(i) f (p) = 0 or 1 for every prime p;
(ii) f (p) = 0 for every prime p and  = 2, 3, . . . .
For ﬁxed N and suitable combinatorial weighting f, F(f,N) can be made as small as
c
(
log log N
log N
)1/2
(compare this with the bounds clog log N and clog N obtained in the case
of smooth weighting, resp., general multiplicative weighting):
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Theorem 5. If N ∈ N, then there is a combinatorial weighting f with
F(f,N) < c7
(
log log N
log N
)1/2
. (2.19)
We conjecture that Theorem 5 is best possible apart from the value of the constant
in (2.19):
Conjecture 1. For any ﬁxed N ∈ N and every combinatorial weighting f we have
F(f,N) > c8
(
log log N
log N
)1/2
. (2.20)
Unfortunately, we have not been able to prove this and, indeed, this seems to be
difﬁcult. However, we have been able to show that (2.20) holds at least in the two
extreme cases when f (p) = +1 holds for “very few”, resp., “almost all” primes.
Moreover, in the ﬁrst case we can prove a stronger result under the assumption that a
well-known conjecture of Frankl holds.
A family of sets is said to be an antichain if none of the given sets contains another
one. We say that a family F of sets is convex if for all A,B ∈ F , A ⊂ B and
A ⊂ C ⊂ B we also have C ∈ F , and the family F is said to be a downset if whenever
A ∈ F and B ⊂ A, then we also have B ∈ F .
Conjecture 2 (Frankl [9]). If M ∈ N and F is a non-empty convex family of subsets
of a set S of cardinality M, then there is an antichain B ⊂ F satisfying
|B|
|F |
(
M
[M/2]
)
2−M.
For our purposes it sufﬁces to use the following slightly weaker form of Frankl’s
conjecture:
Conjecture 2′. The statement of Conjecture 2 holds if we specialize it to downsets.
We will prove
Theorem 6. (i) If N ∈ N and f is a combinatorial weighting with
∏
pN
f (p)=+1
pN, (2.21)
then (2.20) holds (unconditionally).
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(ii) If N ∈ N and f is a combinatorial weighting with
∏
pN
f (p)=+1
pNC, (2.22)
then, assuming that Conjecture 2′ is true, (2.20) must hold.
(We remark that in the last section we will return to Conjecture 2′ and Theorem
6(ii).)
Theorem 7. If N ∈ N and f is a combinatorial weighting with
∑
pN
f (p)=0
1
p
<
1
4
, (2.23)
then we have
F(f,N) > 15
(Which is much stronger than (2.20).)
We can also handle the case when all the primes p with f (p) = 1 lie in a short
interval (this is certainly the most interesting case that we can handle):
Theorem 8. If N ∈ N, N3, x and y are positive real numbers with
exp
((
(log x)−1 + (log N)−1/2)−1) y < xN, (2.24)
P is a set of primes so that
y < px for all p ∈ P (2.25)
and f denotes the combinatorial weighting deﬁned by
f (p) =
{
1 for p ∈ P,
0 for p /∈ P,
then we have
F(f,N) > c9
1
(log N)1/2
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(Note that, e.g., we may take x = N , y = exp((log N)1/2), or x = exp((log N)1/2),
y = exp ( 12 (log N)1/2)).
With further assumptions (just a weak lower bound for |P| and making interval
(2.24) slightly shorter) the lower bound for F(f,N) could be improved considerably;
see the remark at the end of the proof of the theorem.
Probably for a combinatorial weighting f, one cannot make F(f,N) as small as in
(2.19) uniformly in N. In this direction we will prove:
Theorem 9. There is a combinatorial weighting f satisfying
F(f,N) < c10
1
(log log N)1/2
for all N ∈ N, N3. (2.26)
Again we conjecture that this is best possible apart from the value of the constant
factor:
Conjecture 3. For every combinatorial weighting f we have
F(f,N) > c11
1
(log log N)1/2
for inﬁnitely many N ∈ N. (2.27)
Again, we can prove this only in the two extreme cases when f (p) = +1 holds for
“very few”, resp., “many” primes:
Theorem 10. If f is a combinatorial weighting satisfying
|{p : p prime, pN, f (p) = 1}| < log log N for n > N0, (2.28)
then (2.27) holds for inﬁnitely many N ∈ N.
Theorem 11. If there are C > O and N0 so that we have
|{p : p prime, pN, f (p) = 1}| > NC(log log N)−1/2 for N > N0, (2.29)
then there is a c11 = c11(C) so that (2.27) holds for inﬁnitely many N.
3. Proof of Theorem 1
Assume ﬁrst that
R
+∞∑
n=1
f (n) < +∞. (3.1)
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Clearly {n0} ∈ PN (where n0 is the number deﬁned in (ii) in Deﬁnition 2) for all
Nn0 whence
F(f,N) = max
A∈PN
(f,A, N)(f, {n0}, N} = S
(
f, {n0}
)
S
(
f, {1, 2, . . . , N}) = f (n0)N∑
n=1
f (n)
 f (n0)
R
and, by (3.1) and by (ii) in Deﬁnition 2 this is > 1/(log log N) if N is large enough.
Assume now that
lim
N→∞
N∑
n=1
f (n) = +∞. (3.2)
In this case, the proof will be based on
Lemma 1. If ε > 0,  > 0 and N > N0(ε, ), then for all but N integers n not
exceeding N we have
|(n)− log log N | < ε log log N.
Proof of Lemma 1. This is a well-known result of Hardy and Ramanujan [10] (See
Lemma 6 for a sharper version of this result.) 
Now write
B(N, t) = {n : nN,(n) = t},
M(N, ε) =
⋃
t<(1+ε) log log N
B(N, t)
and
M(N, ε) = {1, 2, . . . , N} \M(N, ε) = {n : nN,(n)(1+ ε) log log N}.
By Lemma 1, for ε > 0,  > 0 and N > N1(ε, ) we have
|M(N, ε)| < N. (3.3)
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By (iii) in Deﬁnition 2 and (3.3), there is a number k0 = k0(ε) ∈ N such that for
kk0, k ∈ N we have
∑
2k<n2k+1
n∈M(2k+1,ε/4)
f (n)  f (2k)
∑
2k<n2k+1
n∈M(2k+1,ε/4)
1f (2k)|M(2k+1, ε/4)| < ε
8
2k+1f (2k)
 ε
4
2k∑
n=2k−1+1
f (n),
whence, deﬁning K by 2K−1 < N2K , by (3.2) we have for some N sufﬁciently large∑
n2k0
f (n) ε4
n∑
n=1
f (n) and thus
∑
n∈M(N,ε/2)
f (n) 
∑
n2k0
f (n)+
K−1∑
k=k0+1
∑
2k<n2k+1
n∈M(N,ε/2)
f (n)
 ε
4
N∑
n=1
f (n)+
K−1∑
k=k0+1
∑
2k<n2k+1
n∈M(2k,ε/4)
f (n)
 ε
4
N∑
n=1
f (n)+
K−1∑
k=k0+1
ε
4
2k∑
n=2k−1+1
f (n)

(ε
4
+ ε
4
) N∑
n=1
f (n) = ε
2
N∑
n=1
f (n).
It follows that
∑
t<(1+ε/2) log log N
∑
n∈B(N,t)
f (n) =
∑
n∈M(N,ε/2)
f (n) =
N∑
n=1
f (n)
−
∑
n∈M(N,ε/2)
f (n) >
(
1− ε
2
) N∑
n=1
f (n).
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Let T denote the t value for which here the inner sum is maximal. Then by the pigeon
hole principle we have
S
(
f,B(N, T )) = ∑
n∈B(N,T )
f (n)>
1− ε/2
(1+ ε/2) log log N
N∑
n=1
f (n)>
1− ε
log log N
N∑
n=1
f (n)
= 1− ε
log log N
S
(
f, {1, . . . , N}),
whence

(
f,B(N, T ),N) = S
(
f,B(N, T ))
S
(
f, {1, . . . , N}) > 1− εlog log N .
Since B(N, T ) ∈ PN also holds trivially, this completes the proof of Theorem 1. 
4. Proof of Theorem 2
We have to distinguish several cases. It will turn out that the cases when  is outside
the interval 1− ε <  < 1+ ε are trivial, i.e., the problem can be reduced to → 1.
Moreover, if  is “very close” to 1 (in terms of N) or 1 − ε <  < 1 but  is “not
very close” to 1, then we will reduce the problem to the theorems of Behrend, resp.,
Pillai. Thus the only really interesting case is when 1 <  < 1+ ε but  is “not very
close” to 1.
Case 1: Assume that  1110 . Then by {1} ∈ PN we have
max
A∈PN
S(f,A)S
(
f, {1}
) = 1 (4.1)
and, on the other hand,
S
(
f, {1, 2, . . . , N}
)
<
+∞∑
n=1
1
n

+∞∑
n=1
1
n11/10
= c12. (4.2)
(2.4) follows from (4.1) and (4.2).
Case 2: Assume that 0 < 910 . Then with
{
n : [N/2] < nN} ∈ PN we have
max
A∈PN
S(f,A)
∑
[N/2]<nN
1
n

∑
[N/2]<nN
1
N
N
2
1
N
= 1
2
N1−. (4.3)
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On the other hand,
S
(
f, {1, 2, . . . , N}
) = N∑
n=1
1
n
< 1+
∫ N
1
x− dx < 1+ 1
1− N
1− < c13N1− (4.4)
(2.8) follows from (4.3) and (4.4).
Case 3: Assume that | − 1| 3log N . Then by Pillai’s theorem, there is a primitive
set A ∈ PN satisfying (1.3); let A0 denote such a set. Then we have
max
A∈PN
S(f,A)  S(f,A0) =
∑
a∈A0
1
a

∑
a∈A0
1
a1+(3/ log N)

∑
a∈A0
1
a ·N3/ log N = e
−3 ∑
a∈A0
1
a
 log N
(log log N)1/2
. (4.5)
On the other hand, by Behrend’s theorem (1.2), for all A ∈ PN we have
S(f,A) =
∑
a∈A
1
a
<
∑
a∈A
1
a1−(3/ log N)

∑
a∈A
1
a ·N−3/ log N
= e3
∑
a∈A
1
a
 log N
(log log N)1/2
(for all A ∈ PN). (4.6)
Moreover, clearly we have
S
(
f, {1, 2, . . . , N}
) = N∑
n=1
1
n

N∑
n=1
1
n1−3/ log N

N∑
n=1
1
nN−3/ log N
= e3
N∑
n=1
1
n
 log N (4.7)
and a similar computation shows that
S
(
f, {1, 2, . . . , N}
) log N (4.8)
(2.6) follows from (4.5)–(4.8).
Case 4: Assume that
1+ 3
log N
<  <
11
10
. (4.9)
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Write M = [exp{1/(− 1)}]. By (4.9) we have
exp
{
1/(− 1)} > exp{10}
and
exp
{
1/(− 1)} < exp{(log N)/3} < N
whence
e9 < M < N. (4.10)
By (4.10) and Pillai’s theorem (1.3), there is a set A0 ∈ PM ⊂ PN with
∑
a∈A0
1
a
 log M
(log log M)1/2
 1
(− 1)(log(1/(− 1)))1/2
whence
max
A∈PN
S(f,A) > S(f,A0) 1
(− 1)(log(1/(− 1)))1/2 . (4.11)
Moreover, a simple computation shows that
S
(
f, {1, 2, . . . , N}
) = N∑
n=1
1
n

∫ ∞
1
dx
x
= 1
− 1 . (4.12)
It remains to give an upper bound for the maximum in (4.11). It follows from Behrend’s
theorem by partial summation that, writing
Z(A, n) =
∑
a∈A,an
1
a
for A ∈ PN we have
∑
a∈A
1
a
=
∑
a∈A
aM
1
a
+
∑
a∈A
a>M
1
a

∑
a∈A
aM
1
a
+
+∞∑
n=M+1
Z(n)− Z(n− 1)
n−1
 log M
(log log M)1/2
+
+∞∑
n=M+1
Z(n)
(
1
n−1
− 1
(n+ 1)−1
)
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 log M
(log log M)1/2
+
+∞∑
n=M+1
log n
(log log n)1/2
(
1
n−1
− 1
(n+ 1)−1
)
 1
(log log M)1/2
(
log M +
+∞∑
n=M+1
(log n)
(
1
n−1
− 1
(n+ 1)−1
))
= 1
(log log M)1/2
(
log M +
+∞∑
n=M+1
1
n−1
(
log n− log(n− 1))
+ log M
(M + 1)−1
)
 1
(log log M)1/2
(
log M +
+∞∑
n=M+1
1
n
)
 1
(log log M)1/2
(
log M + M
1−
− 1
)
 log M
(log log M)1/2
 1
(− 1)(log(1/(− 1)))1/2 (for all A ∈ PN). (4.13)
(2.5) follows from (4.11)–(4.13).
Case 5: Assume ﬁnally that
9
10
<  < 1− 3
log N
. (4.14)
This is the most interesting case, and to handle it we need Theorem 3 which will be
proved in the next section. Here we will show that, indeed, (2.7) in Theorem 2 follows
from Theorem 3.
To give a lower bound for F(f, N), write
Q = exp{1/(1− )}. (4.15)
Then
3QN (4.16)
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follows from (4.14) so that Theorem 3 can be applied. By Theorem 3 there is a set A
satisfying (2.10) and (2.11). For this set A we have
S(f,A) =
∑
a∈A
1
a
= N1−
∑
a∈A
1
a
( a
N
)1−
> N1−
∑
a∈A
1
a
(
N/Q
N
)1−
= 1
e
N1−
∑
a∈A
1
a
 N1− log Q
(log log Q)1/2
= N
1−
(1− )(log(1/(1− )))1/2 (for some A ∈ PN). (4.17)
Moreover, we have
S
(
f, {1, 2, . . . , N}
) = N∑
n=1
1
n

∫ N
1
dx
x
 N
1−
1−  . (4.18)
Now consider a set A ∈ PN , deﬁne Q again by (4.15), and deﬁne the positive integer
K by
N
QK
< Q N
QK−1
.
Then clearly we have
S(f,A) =
∑
a∈A
1
a

∑
a∈A
aQ
1
a
+
K∑
k=1
∑
a∈A
N/Qk<aN/Qk−1
1
a
. (4.19)
Here, both the ﬁrst sum and the inner sum in the second term are of the form
∑
a∈A
M/Q<aM
1
a
where A ∈ P and, by (4.16), 3QM . Thus by Theorem 3 this sum is
=
∑
a∈A
M/Q<aM
a1−
a
M1−
∑
a∈A
M/Q<aM
1
a
 M1− log Q
(log log Q)1/2
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(note that, clearly, in Theorem 3 the assumption N ∈ N can be dropped). Thus, it
follows from (4.15), (4.16) and (4.19) that
S(f,A) 
(
Q1− +
K∑
k=1
(
N
Qk−1
)1−) log Q
(log log Q)1/2

(
N1− +N1−
N∑
k=1
1
ek−1
)
1
(1− )(log(1/(1− )))1/2
 N
1−
(1− )(log(1/(1− )))1/2 (for all A ∈ PN). (4.20)
(2.7) follows from (4.17), (4.18) and (4.20), and this completes the proof of
Theorem 2. 
5. Proof of Theorem 3
In order to prove (2.9), we have to show that if N ∈ N, 3QN , A ⊂ N
N/Q < aN for all a ∈ A (5.1)
and
∑
a∈A
1
a
C log Q
(log log Q)1/2
(5.2)
where C is large enough, then there are a, a′ with
a ∈ A, a′ ∈ A, a = a′, a|a′. (5.3)
Write all a ∈ A as the product of a square and a squarefree integer:
a = (u(a))2v(a), u(a) ∈ N, v(a) ∈ N, |(v(a))| = 1
(where  is the Möbius function). Let
Au =
{
a : a ∈ A, u(a) = u}
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so that
∑
a∈A
1
a
=
+∞∑
u=1
1
u2
∑
a∈A
u(a)=u
1
v(a)
. (5.4)
Since
+∞∑
u=1
1
u2
= 
2
6
< 2,
it follows from (5.2) and (5.4) that there is a number u = u0 for which the innermost
sum in (5.4) is at least half of the lower bound in (5.2):
∑
a∈A
u(a)=u0
1
v(a)
 C
2
log Q
(log log Q)1/2
. (5.5)
Write M = N/u20 and B =
{
b : there is an a ∈ A with u(a) = u0, v(a) = b
}
. It
follows from (5.1), (5.5) and the deﬁnition of B that
M/Q < bM for all b ∈ B, (5.6)
all b ∈ B are squarefree (5.7)
and
∑
b∈B
1
b
 C
2
log Q
(log log Q)1/2
. (5.8)
Moreover, if
b ∈ B, b′ ∈ B, b = b′, b|b′, (5.9)
then deﬁning a, a′ by a = u20b, a′ = u20b′, clearly (5.3) holds so that it sufﬁces to
show that assuming (5.6)–(5.8), there are b, b′ satisfying (5.9). (In other words, we have
reduced the problem to the case when the given set consists of squarefree integers.)
Write d(n,B) = |{b : b ∈ B, b|n}|, wQ(n) = |{p : p prime, pQ,p|n}| and n =∏
p|n
p. We need several lemmas.
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Lemma 2.
∏
pQ
(
1+ 1
p
)
< c14 log Q.
Proof of Lemma 2. By the well-known formula
∑
px
1
p
= log log x + c15 +O
(
1
log x
)
(see, e.g., [12, p. 20]) and since 1+ x < ex , we have
∏
pQ
(
1+ 1
p
)
<
∏
pQ
exp(1/p) = exp

∑
pQ
1
p

 exp(log log Q) = log Q. 
Lemma 3.
∑
nx
2wQ(n) < c16x log Q.
Proof of Lemma 3. By Lemma 2 we have
∑
nx
2wQ(n) =
∑
nx
wQ(n)∑
k=0
(
wQ(n)
k
)
=
∑
nx

1+
wQ(n)∑
k=1
∑
pi1<···<pik Q
pi1 ...pik |n
1


= x +
∑
pi1<···<pik Q
∑
nx
pi1 ...pik |n
1 = x +
∑
pi1<···<pik Q
[
x
pi1 . . . pik
]
 x + x
∑
pi1<···<pik Q
1
pi1 . . . pik
= x
∏
pQ
(
1+ 1
p
)
 x log Q. 
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Lemma 4. If B satisﬁes (5.6)–(5.8), then
∑
M/Q<nM
d(n,B) > C
4
M
log Q
(log log Q)1/2
.
Proof of Lemma 4. By (5.6)–(5.8) we have
∑
M/Q<nM
d(n,B) =
∑
M/Q<nM
d(n,B) =
∑
M/Q<nM
∑
b|n
b∈B
1 =
∑
b∈B
∑
M/Q<nM
b|n
1
=
∑
b∈B
∑
nM
b|n
1 =
∑
b∈B
[
M
b
]
>
∑
b∈B
M
2b
= M
2
∑
b∈B
1
b
>
C
4
M
log Q
(log log Q)1/2
. 
Lemma 5 (Sperner [16]). If S is a ﬁnite set and S1, S2, . . . , St are distinct subsets of
S with
t >
( |S|
[|S|/2]
)
, (5.10)
then there are i, j such that i = j and Si ⊂ Sj .
Now we are ready to complete the proof of Theorem 3. First, we will show that
there is a positive integer n satisfying
M/Q < nM, (5.11)
d(n,B) > C
10c13
2wQ(n)
(log log Q)1/2
(5.12)
and
2wQ(n) >
C
10
log Q
(log log Q)1/2
. (5.13)
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Let N denote the set of the integers n satisfying (5.11)–(5.13), write N0 = {n : M/Q <
nM}, let N1 denote the set of the integers n satisfying (5.11) and
d(n,B) C
10c15
2wQ(n)
(log log Q)1/2
,
ﬁnally, let N2 denote the set of the integers n satisfying (5.11), (5.12) and
2wQ(n) C
10
log Q
(log log Q)1/2
.
Then clearly we have
N = (N0 \N1) \N2
so that, by Lemmas 3 and 4,
∑
n∈N
d(n,B) 
∑
n∈N0
d(n,B)−
∑
n∈N1
d(n,B)−
∑
n∈N2
d(n,B)
>
C
4
M
log Q
(log log Q)1/2
−
∑
n∈N1
C
10c16
2wQ(n)
(log log Q)1/2
−
∑
n∈N2
C
10
log Q
(log log Q)1/2
 C
4
m
log Q
(log log Q)1/2
− C
10c16(log log Q)1/2
∑
nM
2wQ(n)
− C
10
M
log Q
(log log Q)1/2
>
(
C
4
− C
10
− C
10
)
M
log Q
(log log Q)1/2
= C
20
M
log Q
(log log Q)1/2
> 0.
So that, indeed, N is non-empty, i.e., there is an integer n satisfying (5.11)–(5.13).
For such an integer n, let b1 < b2 < · · · < bt denote all the integers b with b ∈ B,
b|n, so that, by (5.12),
t = d(n,B) > C
10c16
2wQ(n)
(log log Q)1/2
. (5.14)
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For i = 1, 2, . . . , t , deﬁne the integer qi by
qi = n
bi
. (5.15)
Then by (5.6) and (5.11) we have
qi = n
bi
 n
bi
<
M
M/Q
= Q. (5.16)
Now write
S = {p : p prime, pQ, p|n}
and
Si = {p : p prime, p|qi} for i = 1, 2, . . . , t
so that
|S| = wQ(n), (5.17)
and, by (5.16), S1, . . . , St are subsets of S. In order to use Lemma 5, ﬁrst we have to
show that (5.10) in the Lemma holds. By Stirling’s formula and (5.17), the right-hand
side of (5.10) is
( |S|
[|S|/2]
)
=
(
wQ(n)
[wQ(n)/2]
)
< c17
2wQ(n)
(wQ(n))1/2
. (5.18)
If C is large enough, then it follows from (5.13) for all Q3 that
wQ(n) > log log Q. (5.19)
It follows from (5.18) and (5.19) that
( |S|
[|S|/2]
)
< c17
2wQ(n)
(log log Q)1/2
. (5.20)
By (5.14) and (5.20), (5.10) would follow from
c14
2wQ(n)
(log log Q)1/2
<
C
10c16
2wQ(n)
(log log Q)1/2
.
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If C is large enough (C > 10c13c14), then this holds so that, indeed, Lemma 5 can
be applied. We obtain that there are i, j with i = j , Si ⊂ Sj . Then, clearly, qi |qj . By
(5.15), it follows that bj |bi with j = i, Then (5.9) holds with b = bj , b′ = bi , and
this completes the proof of (2.9). 
In order to prove (2.10) and (2.11), we need the following lemma:
Lemma 6. For all ε > 0 there is a number K = K(ε) such that if 3QN then
|Q(n)− log log Q| < K(log log Q)1/2
holds for all but εN positive integers n not exceeding N.
Proof of Lemma 6. This follows from the Turán–Kubilius inequality [12].
Write
A(N,Q, t) = {n : N/Q < nN,Q(n) = t}. (5.21)
Clearly, each of these sets satisﬁes (2.10). It follows from Lemma 6 by partial sum-
mation that for all ε > 0 there is a number L = L(ε) such that for all 3QN we
have
∑
t
∑
a∈A(N,Q,t)
1
a
>
(
1− ε
2
) ∑
N/Q<nN
1
n
> (1− ε) log Q, (5.22)
where in
∑
t
we sum over all t ∈ N such that
|t − log log Q| < L(log log Q)1/2. (5.23)
Now we ﬁx an ε value, say let ε = 12 , and let T denote a t value (satisfying (5.23))
for which the innermost sum in (5.22) is maximal. Then by the pigeon hole principle
we have
∑
a∈A(N,Q,T )
1
a
>
(1/2) log Q
3L(1/2)(log log Q)1/2
so that (2.11) also holds and this completes the proof of Theorem 3. 
We remark that the construction at the end of the proof could be made more explicit
by using deeper information on the distribution of the number of prime factors and,
indeed, it could be shown with a little work that A = A(N,Q, [log log Q]) satisﬁes
(2.10) and (2.11).
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6. Proof of Theorem 4
Write f (p) = D (> 1). Let N > p2 and deﬁne the positive integer k by
pk < Npk+1. (6.1)
Since f is completely multiplicative, by (6.1) we have
N∑
n=1
f (n)
pk∑
n=1
f (n)
pk−1∑
i=1
f (ip) = f (p)
pk−1∑
i=1
f (i) = D
pk−1∑
n=1
f (n).
It follows that
N∑
n=pk−1+1
f (n) =
N∑
n=1
f (n)−
pk−1∑
n=1
f (n)
N∑
n=1
f (n)− 1
D
N∑
n=1
f (n)
= D − 1
D
N∑
n=1
f (n). (6.2)
Deﬁne L by
2L−1pk−1 < N2Lpk−1. (6.3)
Then by (6.1) and (6.3) we have
2L <
2N
pk−1
= 2p
2N
pk+1
2p2p3,
whence
L <
log p3
log 2
< 6 log p.
Write
At = {2t−1pk−1 + 1, 2t−1pk−1 + 2, . . . , 2tpk−1} for 1 tL− 1
and
AL = {2L−1pk−1 + 1, . . . , N}.
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Then clearly
At ∈ PN for 1 tL (6.4)
and we have
N∑
n=pk−1+1
f (n) =
L∑
t=1
∑
n∈At
f (n). (6.5)
Let T denote the t value for which the inner sum on the right-hand side is maximal.
Then by (6.2) and (6.5) we have
S(f,AT ) =
∑
n∈AT
f (n) 1
L
N∑
n=pk−1+1
f (n)D − 1
LD
N∑
n=1
f (n)
= D − 1
LD
S(f, {1, 2, . . . , N}),
whence
(f,AT ,N) = S(f,AT )
S(f, {1, 2, . . . , N})
D − 1
LD
. (6.6)
It follows from (6.4) and (6.6) that
F(f,N)D − 1
LD
,
so that (2.17) holds with D−1
LD
in place of C and this completes the proof of
Theorem 4. 
7. Proof of Theorem 5
Deﬁne the set P by
P = {p : p prime, p 12 log N},
so that, by the prime number theorem, for N > N0 we have
|P| > 1
3
log N
log log N
(7.1)
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and
∏
p∈P
p < exp(log N) = N (7.2)
and deﬁne the arithmetic function f by
(a) f is multiplicative;
(b) if p is a prime, then
f (p) =
{
1 for p ∈ P,
0 for p /∈ P;
(c) if p is a prime, then we have
f (p) = 0 for  = 2, 3, . . . .
Then clearly, f is a combinatorial weighting. Moreover, f (n) = 1 if and only if n is
of the form
n =
∏
p∈P(n)
p with some P(n) ⊂ P (7.3)
and for every other n ∈ N we have f (n) = 0.
By (7.2), for each n of this form we have
n =
∏
p∈P(n)
p
∏
p∈P
p < N.
The number of the integers of form (7.3) is equal to the number of subsets P(n) of
P , so that there are 2|P | integers n of this form. It follows that
S(f, {1, 2, . . . , N}) =
N∑
n=1
f (n) =
∑
n:f (n)=1
1 = 2|P |. (7.4)
Now consider a set A ∈ PN , and let
A∗ = {a : a ∈ A, f (a) = 1} = {a : a ∈ A, a|
∏
p∈P
p}.
Then every a ∈ A∗ is of the form (7.3), and A∗ is primitive set, thus for a1 ∈ A∗,
a2 ∈ A∗, a1 = a2 we cannot have
P(a1) ⊂ P(a2).
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Thus by Lemma 5 (Sperner’s theorem) and (7.1) we have
|A∗|
( |P|
[|P|/2]
)
< c18
2|P |
|P|1/2 < c19
2|P |(
log N
log log N
)1/2 . (7.5)
It follows from (7.4) and (7.5) that for all A ∈ PN we have
(f,A, N) = S(f,A)
S(f, {1, 2, . . . , N}) =
S(f,A∗)
S(f, {1, 2, . . . , N}) =
|A∗|
2|P |
< c19
(
log log N
log N
)1/2
which proves (2.19). 
8. Proof of Theorem 6
(i) Let pi denote the ith prime: p1 = 2, p2 = 3, p3 = 5, . . ., and write
P = {pi1 , pi2 , . . . , pit } = {p : prime, pN, f (p) = +1}. (8.1)
Then by (2.21) and the prime number theorem we have
N
∏
p∈P
p =
t∏
j=1
pij 
t∏
j=1
pj = exp
(
(1+ o(1))t log t),
whence
(1+ o(1))t log t log N,
so that
t(1+ o(1)) log N
log log N
. (8.2)
By (2.21) clearly we have nN , f (n) = 1 if and only if n | ∏
p∈P
p so that
S
(
f, {1, 2, . . . , N}) = N∑
n=1
f (n) =
∣∣∣∣∣∣

n : n |
∏
p∈P
p


∣∣∣∣∣∣ = 2t . (8.3)
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Moreover, clearly the set
A =

a : a |
∏
p∈P
p,w(a) = [t/2]


satisﬁes A ∈ PN , and we have
S(f,A) =
∑
a∈A
f (a) =
∑
a∈A
1 = |A| =
(
t[
t
2
] ) . (8.3)
By (8.2) and (8.3) we have
F(f,N)(f,A, N) = S(f,A)
S(f, {1, 2, . . . , N}) =
(
t[
t
2
] ) 2−t > c20t−1/2
whence, by (8.1), (2.20) follows.
(ii) Deﬁne P and t again by (8.1). Replacing (2.21) by (2.22) in the proof of (8.2),
in the same way we obtain
t(c + o(1)) log N
log log N
, (8.4)
and again (8.3) holds. Now to deﬁne a “large” set A ⊂ PN (“large” in terms of
the weighting f ), we will use the statement of Conjecture 2′ (which is assumed
to be true now). We use Conjecture 2′ with P in place of S, and we deﬁne the
family F so that for R ⊂ P we have R ∈ F if and only if ∏
p∈R
pN . Then
clearly F is a downset, so that we may apply Conjecture 2′. We obtain that there
is an antichain B with
|B| |F |
(
M
[M/2]
)
2−M. (8.5)
Here we have
|F | =
∣∣∣∣∣∣

R : R ⊂ P,
∏
p∈R
pN


∣∣∣∣∣∣ =
∣∣∣∣∣∣

n : n |
∏
p∈P
p, nN


∣∣∣∣∣∣
= |{n : f (n) = +1, nN}|
=
N∑
n=1
f (n) = S(f, {1, 2, . . . , N}) (8.6)
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and
M = |S| = |P| = t. (8.7)
Now, deﬁne the set A of positive integers so that a ∈ A if and only if there is an
R ∈ B with ∏
p∈R
p = a. It follows from the deﬁnition of F that for all a ∈ A we
have aN , and A is primitive since B is an antichain, so that we have A ⊂ PN .
By (8.5)–(8.7) we have
S(f,A) =
∑
a∈A
f (a) =
∑
a∈A
1 = |A|
= |B|S(f, {1, 2, . . . , N}) ( t[t/2]
)
2−t  S(f, {1, 2, . . . , N})t−1/2,
whence
(f,A, N) = S(f,A)
S(f, {1, 2, . . . , N})  t
−1/2.
By (8.2), the result follows. 
9. Proof of Theorem 7
Write
A = {a : N/2 < aN, f (a) = 1}.
Then clearly we have A ∈ PN . Moreover, by (2.23) clearly we have
S(f,A) =
∑
a∈A
f (a) = |A| = |{a : N/2 < aN, f (a) = 1}|
= |{a : N/2 < aN}| − |{a : N/2 < aN, f (a) = 0}|
= (N − [N/2])− |{a : N/2 < aN, ∃p prime with pN,
f (p) = 0, p | a}|
 N
2
−
∑
pN
f (p)=0
|{a : N/2 < aN,p | a}|
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 N
2
−
∑
pN
f (p)=0
(
N
2p
+ 1
)
N
2
− N
2
∑
pN
f (p)=0
1
p
−
∑
pN
1N
2
− N
4
− o(N)
>
N
5
if N is large enough. Thus we have
(f,A, N) = S(f,A)
S(f, {1, 2, . . . , N}) =
S(f,A)
N∑
n=1
f (n)
>
N/5
N∑
n=1
1
= 1
5
whence the result follows. 
10. Proof of Theorem 8
The crucial tool in the proof will be a variant of the statement of Conjecture 2′.
Indeed, we will be able to prove a lemma which is weaker than Conjecture 2′ in the
sense that we need an additional assumption and we also lose a constant factor but,
on the other hand, it controls the situation better when |E | is small.
If S is a ﬁnite set then we say that the subsets R ⊂ S with |R| = - are at level -.
If E is a family of subsets of S which contains all the subsets of S at level -, then
we say that E is full at level -. If - < k then we say that the level k is higher than
level -.
Deﬁnition 4. If E is a non-empty family of subsets of a set S, its highest full level is
level - (if there is no full level we put - = 0), and level k is the highest level which
contains at least one subset belonging to E , then k − - is said to be the height of the
family E .
Lemma 7. If S is a ﬁnite set with |S| = s, E is a non-empty downset of subsets of
S, the highest full level of E is level -, and the height of E is H, then E contains an
antichain A of length
|A| 1
2
1
max
(
H,	(s, -)
) |E |, (10.1)
where 	(s, -) is deﬁned by
	(s, -) = 2
s−1(
s
[s/2]
) for - [ s
2
]
(10.2)
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and
	(s, -) =
(
s
0
)+ ( s1 )+ · · · + ( s-)(
s
-
) for - < [ s
2
]
. (10.3)
Moreover, here we have
	(s, -) < c21s1/2 for [s/2] − s1/2 < -s (10.4)
and, writing 
 = [s/2] − -,
	(s, -) < c22
s


for -[s/2] − s1/2. (10.4)
Finally, independently of -, (10.1) can be replaced by
|A| > c23 1
max
(
H, (log |E |)1/2, 1) |E | (10.6)
(Note that we will need only (10.6), however, the sharper (10.1) also can be useful
in some applications.)
Proof of Lemma 7. In order to prove (10.1), we have to distinguish two cases.
Case 1: Assume ﬁrst that the levels -+ 1, -+ 2, . . . , -+H in total contain at least
|E |/2 of the subsets in E . Then by the pigeon hole principle, one of these levels contains
at least |E |2H subsets in E ; denote the family of these subsets by A. Then clearly A ⊂ E ,A is an antichain and
|A| |E |
2H
(10.7)
which proves (10.1).
Case 2: Assume now that the levels 0, . . . , - in total contain at least |E |/2 of the
subsets in E . It follows that
(
s
0
)
+
(
s
1
)
+ · · · +
(
s
-
)
>
|E |
2
. (10.8)
Now we choose A as the family of all the subsets of S at level [s/2] if -[s/2],
resp. at level - if - < [s/2]. Then clearly A ⊂ E and A is an antichain. It remains to
estimate |A|.
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If -[s/2], then
|A| =
(
s
[s/2]
)

(
s
[s/2]
) |E |
2s
= 1
2
(
s
[s/2]
)
2s−1
|E | = 1
2
1
	(s, -)
|E | (for -[s/2])
while for - < [s/2], by (10.8), we have
|A| =
(
s
-
)
>
(
s
-
) |E |
2
((
s
0
)+ ( s1)+ · · · + ( s-)) =
1
2
1
	(s, -)
|E | (for - < [s/2])
so that in both cases we have
|A| > 1
2
1
	(s, -)
|E | (10.9)
which proves (10.1).
Next we will estimate 	(s, -). If [s/2] − s1/2 < -s, then (10.4) follows trivially
from (10.2), (10.3),
(
s
[s/2]
)
 2
s
s1/2
,
(
s
0
)
+
(
s
1
)
+ · · · +
(
s
-
)
2s
and
(
s
-
)

(
s
[s/2] − [s1/2]
)
(for [s/2] − s1/2 < -[s/2]).
Assume now that

 = [s/2] − -s1/2. (10.10)
Write  = s − 2-− 1 so that, by (10.10),
 = s − 2([s/2] − 
)− 12
− 1
s1/2. (10.11)
By the inequality
1− xe−x,
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for i = 1, 2, . . . , - we have
(
s
-− i
)
=
(
s
-− i + 1
)
-− i + 1
s − -+ i
=
(
s
-− i + 1
)(
1− s − 2-+ 2i − 1
s − -+ i
)
=
(
s
-− i + 1
)(
1− + 2i
s − (-− i)
)

(
s
-− i + 1
)(
1− + 2i
s
)

(
s
-− i + 1
)
exp
(
−+ 2i
s
)
.
It follows that, for j = 1, 2, . . . , -,
(
s
-− j
)
=
(
s
-
) j∏
i=1
(
s
-− i
)
/
(
s
-− i + 1
)

(
s
-
) j∏
i=1
exp
(
−+ 2i
s
)
=
(
s
-
)
exp

−j
s
− 2
s
j∑
i=1
i



(
s
-
)
exp
(
−j
s
)
so that by (10.3) and (10.11) we have
	(s, -) =
(
s
-
)−1 -∑
j=0
(
s
-− j
)

(
s
-
)−1( s
-
)
+
-∑
j=1
(
s
-
)
exp
(
−j
s
)
=
-∑
j=0
exp
(
−j
s
)
<
∞∑
j=0
exp
(
−j
s
)
= 1
1− exp(−/s) 
s

 s


since uniformly for 0 < x < 1 we have 1− exp(−x) x, and this proves (10.5).
Finally, in Case 1 (10.6) follows from (10.7). Since in Case 2 (10.9) holds, thus in
this case to prove (10.6) it sufﬁces to show that in this case 	(s, -) in the denominator
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of (10.9) satisﬁes
	(s, -) max((log |E |)1/2, 1). (10.12)
If -s/4, then we have
|E | 
(
s
0
)
+
(
s
1
)
+ · · · +
(
s
-
)

(
s
[s/4]
)
=
[s/4]∏
i=1
s − i + 1
i
>
[s/4]∏
i=1
s − s/4
s/4
= 3[s/4], (10.13)
and, on the other hand, by (10.4) and (10.5) for all - we have
	(s, -) s1/2, (10.14)
(10.12) follows from (10.13) and (10.14).
If - < s/4, then we have

 = [s/2] − - s
so that by (10.5) we have
	(s, -) = O(1) (for - < s/4) (10.15)
and thus (10.12) holds trivially, which completes the proof of Lemma 7. 
Now we may complete the proof of the theorem. We will use Lemma 7 with S = P
and with
E =

R : R ⊂ P,
∏
p∈R
pN

 .
Then clearly E is a downset, and it follows from the condition ∏
p∈R
pN that
|E |N. (10.16)
Now we will estimate - and H (both deﬁned as in Lemma 7).
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Assume that -′ ∈ N and
-′
[
log N
log x
]
, (10.17)
and consider a set R = {p1, p2, . . . , p-′ } ⊂ P with |R| = -′. Then by (2.25) and
(10.17) we have
∏
p∈R
p = p1p2 . . . p-′x-′xlog N/ log x = N
and thus R ⊂ E , so that E is full at level -′. It follows that
-
[
log N
log x
]
. (10.18)
By the deﬁnition of - and H, the family E is not empty at level - + H , i.e., there is
a set R with
R ∈ E (10.19)
and |R| = -+H . Write R = {p1, p2, . . . , p-+H }. Then by (2.25) and (10.19) we have
Np1p2 . . . p-+H > y-+H
whence, by (2.24),
-+H < log N
log y
 log N
(
(log x)−1 + (log N)−1/2) = log N
log x
+ (log N)1/2. (10.20)
It follows from (10.18) and (10.20) that
H = (-+H)− - <
(
log N
log x
+ (log N)1/2
)
−
[
log N
log x
]
 1+ (log N)1/2 < 2(log N)1/2. (10.21)
By (10.6) in Lemma 7, (10.16) and (10.21), there is an antichain A ⊂ E of length
|A|  1
max(H, (log |E |)1/2, 1) |E | 
1
max((log N)1/2, (log N)1/2, 1)
|E |
= |E |
(log N)1/2
. (10.22)
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Now let B denote the set of the squarefree integers b with
{p : p prime, p | b} ∈ A.
Then we have
|B| = |A|, (10.23)
B ⊂ {1, 2, . . . , N} by A ∈ E , and B is primitive since A is an antichain, so that we
have B ⊂ PN . It follows from (10.22) and (10.23) that
F(f,N)(f,B, N) = S(f,B)
S(f, {1, 2, . . . , N}) =
|B|
|E | =
|A|
|E | 
1
(log N)1/2
which completes the proof of the theorem. 
Note that assuming that there is just a weak lower bound for |P| we could make
(10.15) effective, and then replacing the interval in (2.24) by a slightly shorter one, the
lower bound for F(f,N) could be improved considerably.
11. Proof of Theorem 9
For k = 1, 2, . . . , let pk denote the smallest prime with 33k < pk . Then by the prime
number theorem we have
pk =
(
1+ o(1))33k . (11.1)
It follows that for k > k0 we have
p1p2 . . . pk−1 < pk. (11.2)
Write P = {p1, p2, . . .}, and deﬁne the combinatorial weighting f by
f (p) =
{
1 if p ∈ P,
0 if p /∈ P.
Then f (n) = 1 if and only if n is of the form (7.3), and for every other n ∈ N we
have f (n) = 0.
Now ﬁx some N ∈ N with Np1 (the Case 3N < p1 is trivial), and deﬁne the
positive integer K by
pKN < pK+1 (11.3)
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so that, by (11.1), we have
K =
(
1
log 3
+ o(1)
)
log log N. (11.4)
It follows from (7.3), (11.2) and (11.3) that
S
(
f, {1, 2, . . . , N}) = N∑
n=1
f (n) = |{n : nN, f (n) = 1}|
 |{n : n | p1 . . . pK−1}| = 2K−1. (11.5)
Now consider a set A ∈ PN , and let
A∗ = {a : a ∈ A, f (a) = 1}.
Then every a ∈ A∗ is of the form (7.3) and, indeed, writing PK = {p1, p2, . . . , pK},
by (11.3) for each of these a’s we have
P(a) ⊂ PK.
A∗ is a primitive set, thus for a1 ∈ A∗, a2 ∈ A∗, a1 = a2 we cannot have
P(a1) ⊂ P(a2).
Thus by Lemma 5 (Sperner’s theorem) we have
|A∗|
( |PK |
[|PK |/2]
)
=
(
K
[K/2]
)
< c24
2K
K1/2
. (11.6)
It follows from (11.4)–(11.6) that for all A ∈ PN we have
(f,A, N) = S(f,A)
S(f, {1, 2, . . . , N}) =
S(f,A∗)
S(f, {1, 2, . . . , N}) =
|A∗|
S(f, {1, 2, . . . , N})
< 2c24K−1/2,
which, by (11.4), completes the proof of (2.26). 
12. Proof of Theorem 10
Write P = {p1, p2, . . .} = {p : p prime, f (p) = 1} with p1 < p2 < . . . .
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Clearly, we may assume that P is inﬁnite. First, we will show that there are inﬁnitely
many k ∈ N with
p1p2 . . . pk < pk+1. (12.1)
We will prove this by contradiction: assume that there is a k0(1) so that
p1p2 . . . pk > pk+1 for kk0. (12.2)
Write p1p2 . . . pk0 = U . It follows from (12.2) by induction that
p1p2 . . . pk0+iU2
i
for i = 0, 1, . . . . (12.3)
Consider a large i ∈ N, and write N = N2i0 so that i =
(
1
log 2 + o(1)
)
log log N (as
i →∞). Then by (12.3) for large i we have
|P ∩ (0, N)|k0 + i
(
1
log 2
+ o(1)
)
log log N > log log N,
which contradicts (2.28), and this proves that there are inﬁnitely many k satisfying
(12.1).
Now consider a large k satisfying (12.1), and write N = pk+1 − 1 so that by (2.28)
we have
k = |P ∩ (0, N)| < log log N. (12.4)
Write A = {a : a|p1 . . . pk,(a) = [k/2]}. Then by (12.1) we have A ⊂ {1, 2, . . . , N}
and clearly A ∈ P so that A ∈ PN . Moreover, we have
(f,A, N) = S(f,A)
S(f, {1, 2, . . . , N}) =
(
k
[k/2]
)
2k
 k−1/2
whence, by (12.4), the result follows. 
13. Proof of Theorem 11
Write H(N) = S(f, {1, 2, . . . , N}) = |{n : nN, f (n) = 1}|. First, we will show
that there are inﬁnitely many M ∈ N with
H(2M) >
(
1+ C
3
(log log M)−1/2
)
H(M). (13.1)
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We will prove this by contradiction: assume that there is an M0 so that
H(2M)
(
1+ C
3
(log log M)−1/2
)
H(M) for all MM0;
we may assume that H(M0)1. Then for large enough k ∈ N we have
H(2kM0) = H(M0)
k∏
i=1
H(2iM0)
H(2i−1M0)
 H(M0)
k∏
i=1
(
1+ C
3
(log log 2i−1M0)−1/2
)
< H(M0) exp
(
k∑
i=1
C
3
(log log 2i−1M0)−1/2
)
< H(M0) exp
(
C
2
k(log k)−1/2
)
. (13.2)
On the other hand, by (2.29) for large k we have
H(2kM0) = |{n : n2kM0, f (n) = 1}| |{p : p prime, p2kM0, f (p) = 1}|
> (2kM0)C(log log 2
kM0)−1/2 = exp(C(log 2kM0)(log log 2kM0)−1/2)
> exp
(
C
2
k(log k)−1/2
)
which contradicts (13.2), and this shows that there are inﬁnitely many M satisfying
(13.1).
Now consider a large M satisfying (13.1), write N = 2M , and let A = {n : M <
n2M,f (n) = 1}. Then clearly we have A ⊂ PN , and by (13.1), for large M we
have
(f,A, N) = S(f,A)
S(f, {1, 2, . . . , N}) =
H(2M)−H(M)
H(2M)
= 1− H(M)
H(2M)
> 1−
(
1+ C
3
(log log M)−1/2
)−1
> 1−
(
1− C
6
(log log N)−1/2
)
= C
6
(log log N)−1/2
so that (2.27) holds inﬁnitely often with c = C6 which completes the proof of
Theorem 11. 
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14. Remarks
1. We remark ﬁrst that Lemma 7 can be extended to the case when the elements of
the sets S are weighted (here we did not need this generality). Indeed, let S be
a ﬁnite set, and to each n ∈ S assign a positive number (n). For R ⊂ S write
(R) = ∑
r∈R
(r), and if E is a family of subsets of S, then write (E) = ∑
R∈E
(R).
By a slight modiﬁcation of the proof of Lemma 7 one can prove:
Lemma 7′. If S is a ﬁnite set with a weight function  as described above, |S| = s,
E is a non-empty downset of subsets of S, the highest full level of E is level -, and
the height of E is H, then E contains an antichain A of weight
(A) 1
2
1
max(H,	(s, -))
(E)
where 	(s, -) is the same function as in Lemma 7.
2. In an earlier paper [2] we extended the study of divisibility properties to preﬁx-free
sets. Most of the problems and methods studied above could be adopted in the
preﬁx-free case; we leave the details to the reader. Here we will discuss only one
related question. Namely, the proof of Theorem 6(ii) was based on the assumption
that the combinatorial Conjecture 2′ is true. This conjecture has only recently been
given more attention by combinatorialists, but may well be hard to prove. On the
other hand, we can settle that analogue of this problem which is needed in the
preﬁx-free situation.
Let p(n) and P(n) denote the smallest and greatest prime factor of n, respectively,
and let P+(n) denote the smallest prime greater than P(n).
Recall that for a, b ∈ N∗ (square-free integers) with the properties a|b and p ( b
a
)
>
P(a), i.e. they are of the form a = p1 . . . pr , b = p1 . . . prpr+1 . . . pt where p1 <
p2 < · · · < pr < pr+1 < · · · < pt are distinct primes (with t > r), we said in [2]
that a is preﬁx of b and we wrote a|pb.
If A ⊂ N∗ is set such that there are no a ∈ A, b ∈ A with a|pb, then A is said to
be preﬁx-free. Theorem 1 of [2] states that BN =
{
b : b ∈ N∗, b P+(b) > N} is
the largest preﬁx-free subset of N∗
(It is also shown in [2] that lim
N→∞
|BN |
|N∗N | = 1.) This corresponds to the combinatorial
weighting with value 1 on all primes. Now for any combinatorial weighting f deﬁne
BN(f ) = {b : b ∈ N∗N with weight 1 such that P(b) is the largest prime of weight
1 or b P+(f, b) > N}, where P+(f, b) is the smallest prime of weight 1 bigger
than P(b).
Inspection of the proof of Theorem 1 shows that also in this generality BN(f ) is
the largest preﬁx-free subset of N∗N(f ) = {n : nN, f (n) = 1}. Actually BN(f ) is
the set of its maximal elements.
Now the preﬁx relation makes N∗N(f ) to a partially ordered set of a simple tree
structure. In it for any upset U ⊂ N∗N(f ) a largest antichain A ⊂ U satisﬁes
|A| 12 |U |. Indeed, let p be the smallest prime with Up = {u ∈ U : p|u} = ∅
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and set Up¯ = U \ Up, then by induction hypothesis there are antichains Ap ⊂ Up,
Ap¯ ⊂ Up¯ with |Ap| 12 |Up|, |Ap¯| 12 |Up¯| and therefore A = Ap∪Ap¯ ⊂ U satisﬁes
|A| 12 |U |.
It is readily shown that in general 12 is the largest lower bound for
|BN(f )|
|N∗N(f )| . For
instance if f takes the value 1 on the primes p1, p2, . . . , pt and N
t∏
i=1
pi then
BN(f ) =
{
p
ε1
1 p
ε2
2 . . . p
εt−1
t−1 pt : εi ∈ {0, 1}
}
and |BN(f )| = 2t−1, |N∗N(f )| = 2t .
Similarly, optimal sufﬁx-free subsets are constructed by choosing all numbers of
N∗N(f ) divisible by p1.
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