Abstract The growing number of applications of Fluorescence Intensity Distribution Analysis (FIDA) demands for new approaches in data processing, aiming at increased speed and robustness. Iterative algorithms of parameter estimation, although proven to be universal and accurate, require some initial guesses (IG) of the unknown parameters. An essential component of any data processing technology, IG become especially important in case of FIDA, since even with apparently reasonable, and physically admissible but randomly chosen IG, the iterative procedure may converge to situations where the FIDA model cannot be evaluated correctly. In the present work we introduce an approach for IG generation in FIDA experiments based on the method of moments. IG are generated for the sample parameters: brightness, concentration, and for the parameters related to experimental set-up: background, observation volume profile. A number of analytical simplifications were introduced in order to increase the accuracy and robustness of the numerical algorithms. The performance of the developed method has been tested on number of simulations and experimental data. Iterative fitting with generated IG proved to be more robust and at least five times faster than with an arbitrarily chosen IG. Applicability of the proposed method for quick estimation of brightness and concentrations is discussed.
Introduction
Fluorescence fluctuation spectroscopy (FFS) is a group of methods capable of using small spontaneous variations of the fluorescence intensity as a source of information about physico-chemical parameters of the measured sample. One of the best-known realizations of FFS is Fluorescence Correlation Spectroscopy (FCS) (Magde et al. 1972 (Magde et al. , 1974 Elson and Magde 1974; Rigler et al. 1993; Hess et al. 2002) . In FCS, the autocorrelation function of fluorescence intensity is used to obtain information about the number and average residence time of the molecules in the observation volume. Although FCS is a robust and reliable method, it has some limitations, especially when questions on interaction between molecules are raised. If two species of molecules have to be differentiated on the basis of autocorrelation function analysis, the difference in molecular weight has to be at least a factor of 5-8, depending on the type of molecules, the solvent and the fluorescence intensity (Meseth et al. 1999) . The second major limitation of FCS is its inability to evaluate correctly cases where molecules have different molecular brightness (e.g. in the case of proteins dimerization) .
To address these shortcomings of FCS another method, known as Fluorescence Intensity Distribution Analysis (FIDA) (Kask et al. 1999) or Photon Count Histogram (PCH) (Chen et al. 1999 ) has been proposed: an acquired trace of photon arrival times is divided in short time intervals (time window) and a frequency histogram of photon numbers a photon counting distribution (PCD) detected within a given time window is constructed and fitted by the theoretical model, revealing the number of particles and their average molecular brightness value. Thus, FIDA differentiates species on the basis of their molecular brightness rather than molecular weight. It has been shown that even without detailed knowledge of the physico-chemical conditions of the sample FIDA is capable of resolving brightness ratio's of two from a single measurement Kask et al. 2002) and therefore experimental evaluation of dimerization or aggregation phenomena can be addressed. The feasibility of FIDA has also become evident from a number of extensions of the method, such as 2D-FIDA , FIMDA for the simultaneous determination of diffusion coefficients and specific brightness values , and FILDA combining FIDA and fluorescence lifetime measurements .
Data analysis of both FIDA and PCH implies fitting a theoretical model to the experimental PCD (to avoid misunderstanding, we will refer here to the PCD as a name of measured statistical characteristic and FIDA and PCH as names of analysis methods). In general, iterative methods, in which a new set of parameters is generated on the basis of available initial guesses (IG), are used (Johnson and Faunt 1992) . If IG are in close proximity to the unknown parameters, they can significantly increase the efficiency and accuracy of the fit, and if the target criterion surface has a complex shape with many local minima, the possibility to reach global minima directly depends on the quality of the IG. Moreover, for a certain combination of parameters the FIDA model cannot be numerically evaluated (leading to division by zero, numerical overflow, etc.). And last, but not the least, implementation of FIDA implies application of Fast Fourier Transformation (FFT): the theoretical model is initially calculated in the frequency domain and is then converted into PCD. Since the frequency domain is always restricted, this leads to distortions of the resulting PCD. Ten times increase of concentration or brightness often moves PCD away from the model domain.
There are also practical reasons to pay special attention to IG generation for the FIDA model. FIDA was proposed as a possible platform for development of high throughput screening methods (Kask et al. 1999 Palo et al. 2000 Palo et al. , 2002 . Indeed, the selectivity of fluorescence technologies and their sensitivity may well be used for high throughput screening, but also demand implementation of fast and reliable parameter minimization algorithms, which, in turn, require correct IG to decrease the number of iterations and to speed up data processing. It is also important that a reliable algorithm of IG generation reduces user participation and thereby leads to a more standardized procedure.
Here we propose a fast and effective method of IG generation for the FIDA model. It is based on the statistical method of moments and will simplify, speed up and increase the numerical and statistical robustness of FIDA analysis especially in a situation where multiple samples have to be quickly evaluated as is for instance the case in high throughput screening. The developed method of IG generation can be also used independently for quick estimation of brightness and concentrations.
Theory

Method of moments
Method of moments (Korn and Korn 1968 ) is widely used in statistics to estimate parameters for any probability distribution, for which the necessary amount of moments can be generated. According to this method theoretically obtained moments M k =M k (g 1 , g 2 , ..., g m ) are equalized to the experimentally obtained onesM k :
where g 1 , g 2 , ..., g m is a set of unknown parameters. The solution of system of (1) yields the estimations for g 1 , g 2 , ..., g m .
Moments of probability distribution
Theoretical moments are defined via probability distribution P(n) (Korn and Korn 1968) .
Method of moments can also be reformulated in terms of factorial moments F k or factorial cumulants K k that may lead to considerable simplification in further mathematical derivations. To calculate theoretical factorial moments and factorial cumulants it is convenient to introduce the concept of generating function. The generating function is given by (Korn and Korn 1968) .
where n is trial variable, and the factorial moments and factorial cumulants can be calculated as generating function derivatives
respectively. Experimental moments are defined as
where P*(n) is the normalized PCD, i.e. the measured probability to detect n photons within a counting time interval T, the angular brackets indicate averaging over the set of probabilities P*(n), n=0,1, ..., m. Experimental factorial moments and factorial cumulants are defined as:
and
For instance, the first four factorial moments read
and the corresponding factorial cumulants take the form
Analysis of fluorescence fluctuation moments
Introducing the method of moments to the field of FFS Qian and Elson proposed the following system of equations (Qian and Elson 1990a, 1990b) :
where AED U k ae are central moments of fluorescence intensity of order k, v k =ò B k (r) dr is an integral over the observation volume, and q i and c i are the mean number of photons detected in a time interval and the mean number of particles of ith component in the open observation volume, respectively. System of equations 9 represents the first four cumulants of fluorescence intensity. Using the aggregation process as a model, Qian and Elson have shown that only three first moments are necessary to resolve a two-component mixture (Qian and Elson 1990b) .
Moments calculated from fluorescence intensity are not identical to those calculated from photon arrival times: shot noise effects have to be taken into account. For that, the factorial moments of a number of photon counts n (Qian 1990; Qian and Elson 1990a ) can be used:
where
The recently introduced Fluorescence Cumulant Analysis (FCA) (Muller 2004) extends Qian and Elson's method to an arbitrary number of cumulants
Although, Qian and Elson's approach is simple and describes the experimental situation well, it is of little use for IG generation for the FIDA model. FIDA uses a different approximation of observation volume and accounts for the background count rate of detector, and therefore one has to calculate IG for three additional parameters.
Model of fluorescence intensity distribution
The generating function of probability of detecting n photons P(n) emitted by a number of fluorescent molecules situated in an inhomogeneous observation volume V at equilibrium state during counting time interval T can be written as (Evotec Int Patent 1998; Kask et al. 1999 )
where c is a concentration expressed in terms of a mean number of molecules in the observation volume, q is a specific brightness of molecules represented by a mean number of photons per counting time interval per molecule, B(r) is brightness profile function, which is the product of excitation intensity and detection efficiency and is a function of spatial coordinates r.
It is assumed that the contribution of each single molecule to the recorded photon trace is independent, the diffusion is negligible during the counting time interval T, and effects of saturation and triplet state are neglected.
One of the key features of the approach proposed by Evotec is a flexible model for brightness profile function B(r), allowing an approximation of a broad spectrum of confocal volume shapes
where A 0 , a, b are instrumental parameters and B 0 is the value of B(r) at r equal 0. B 0 and A 0 are calculated from a system of normalization equations:
Equation 12 can be extended for the case where the investigated sample consists of molecules with different brightness characteristics and where the contribution of a background noise to the data is not fully eliminated (Kask et al. 1999 )
where j is an index of a molecular species and k is the mean background count rate of detector. Replacing n by e iu converts the generating function to the characteristic function. As the probability distribution and its characteristic function are interlaced by the Fourier transform, P(n) can be calculated from (15) using inverse FFT
Materials and methods
Sample preparation
Alexa 488 maleimide was purchased from Molecular Probes (Molecular Probes Europe BV; The Netherlands) and mouse Fab2-Cy2 from Amersham (The Netherlands). A mouse IgG was fluorescently labelled with Alexa 488 according to the manufacturer's recommendation. A detailed overview of production and characterization of monoclonal antibodies used in the present study has been published before (Deelder et al. 1996; Remoortere et al. 2000) .
Instrumentation
FCS setup and measurements
All measurements were carried out with a ConfoCor 2 System (Zeiss, Germany) equipped with Zeiss Neofluar (40· 1.2 N.A.) water immersion objective as focusing optics. The 488 nm line of the Argon-ion laser was used for excitation. As a sample carrier glass-bottom 96-well plates (Polyfiltronics, USA) were used. PBS (0.035 M phosphate, 0.15 M NaCl, pH 7.6) was used as a solvent.
Simulation of PCD. PCD has been simulated by the calculation of a noise-free curve and the addition of the proper noise to each point of the calculated curve (Demas 1983) . Statistical noise of the experimental PCD can be well characterised by the Binomial distribution:
where p is the probability of receiving n photons during bin time T and M is total number of bins. The mean l and the variance r 2 of the binomial distribution are given by l=Mp and r 2 =Mp(1 À p), respectively. Thus, in order to generate each point i of noisy PCD one first has to calculate the theoretical PCD P(i) defined by (15) and (16) and then at each point generate the Binomial random number with given M and p=P(i). Straightforward application of (17) is unpractical for large M, so an approximation has to be used instead. For a typical FFS experiment the measured PCD may vary over several orders of magnitude. For large MP(i) (in practice when MP(i) > 30) the normal distribution with mean MP(i) and standard deviation ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi MP ðiÞð1 À P ðiÞÞ p approximates Binomial distribution well (Korn and Korn 1968 ) (in order to reproduce real measurements the generated values must be rounded off to the nearest integer). For smaller MP(i), where M is still large and P(i) is relatively small the Poisson approximation with parameter MP(i) may be used (Korn and Korn 1968) .
The signal to noise ratio (S/N), defined as S/N=l/r (Koppel 1974) , is taken usually as an initial parameter for noisy curve simulation. If S/N is taken at the maximum of the simulated curve p max ¼ max i ðP ðiÞÞ; this results in
and thus
It is practical to use the number of counts at the maximum (V max ) of the simulated curve for S/N estimation. Then, M is given by M=V max /p max and consequently
Data analysis PCD were calculated from ConfoCor2 raw data with FCS Data Processor 1.3 (http://www.SSTCenter.com).
A homemade software realization of the FIDA model was used for analysis of the obtained PCD. The fitting procedure is based on the Marquardt-Levenberg nonlinear least squares algorithm (Marquardt 1963) . The goodness of the fit is judged by reduced v 2 criterion and visual inspection of the weighted residuals. Weight factors are calculated as standard deviations of Binomial distribution given by r i ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
where M is the total number of bins. Because M is usually large, Binomial distribution is approximated well by normal distribution and therefore the application of reduced v 2 criterion is justified.
The theoretical distribution P(n) was calculated according to (15) and (16). Integration was performed numerically by Simpson's method with Richardson correction (Lau 1995) . Numerical solution of system of nonlinear equations was done by Newton-Raphson method (Press et al. 1992) .
Results
Calculation of IG for FIDA by method of moments
According to the method of moments (see Theory) we first calculate the theoretical factorial cumulants of P(n). Substituting (15) into (5) yields
Using the normalization condition from (14) (v 1 =v 2 =1) we get:
where v k can be rewritten in terms of the unknown parameters a and b. Substituting (13) into (21) yields
From (14) and (23) we get expressions for B 0 and A 0
All unknown parameters can be estimated from a system, where theoretical factorial cumulants (22) are equalized to the experimentally obtained ones (8). From practical point of view, however, instability of high order factorial cumulants of PCD may result in divergence of numerical solution. Moreover, systems of nonlinear equations are usually solved by iterative procedure and thus require IG by its own. Therefore let us consider more simple cases leading to solutions without iterative calculations.
IG for one component system
According to the method of moments one has to write one equation for each estimated parameter c, q, k, a and b. After analytical integration (23) over x and substituting into (22) we arrive at
System of nonlinear equations (26) can be solved analytically. From the first two equations we get expressions for q and c
Substituting (27) into the three last equations of system 26 yields the system for parameters a and b
and the expression for k
System 28 can be reduced to the fourth order polynomial (see Appendix 1) with respect to a or b and be solved either numerically, or analytically. If the discriminant of the polynomial is positive, the solution gives us two real and two complex-conjugate roots (Korn and Korn 1968) . One real root (always represented by values a=À7/2 and b=2) leads to singularity of the model (c=0 q=¥, see 27) and must be omitted. Thus, only one combination of parameters is admissible as IG. If the discriminant is negative, four real roots are available. One root is again represented by values a=À7/2 and b=2 and must be omitted. Three other sets of parameters are meaningful. Multiplicity of the admissible algebraic solutions is probably a consequence of the combination of the observation profile approximation from (13) and the normalization conditions given by (14). This requires careful designing of the procedure for selection of the unique and correct combination of parameters. For example, to select the appropriate set we can either reject unrealistic values, or to accept set of parameters, ensuring the lowest value of v 2 criterion. If k is known (it can be estimated from additional measurements of background signal using the formula k=K 1 /T=AEn ae/T), system 26 is simplified to four equations. Then, using normalization conditions given by (14), c and q can be estimated from (27) independently from brightness profile parameters a and b. The estimates for a and b are calculated from third and fourths equations of system 26
In general, all v k can be calculated from the factorial cumulants
The way of solution of system 30 is equivalent to that of system 28. It can be also reduced to the fourth order polynomial and thus a possibility to get a number of roots remains. If k is fixed, then c and q are independent from a and b. So, for any combination of a and b there exists the same set of c and q. All possible combinations of a and b are roots of system 30, which give the same values for observation volume integrals v k , so one should get the same PCD for all those combination of parameters. As a consequence, the value of v 2 criterion should be the same for all those roots. Subsequently setting physically meaningful ranges for parameters might be a more attractive way of selection of roots, than the minimization of v 2 . For further simplification we may assume k=0. In that case we get the well known formulas (Chen et al. 1999 (Chen et al. , 2002 for c and q
And the last possibility is to ignore k, but as can be clearly seen from comparing (27) and (32), this will result in overestimation of the concentration and consequently in underestimation of the brightness.
IG for two component system
To calculate IG for two component system we define seven equations for the factorial cumulants
System 33 can be solved numerically. However, since high order factorial cumulants are very much affected by noise, the solution is not entirely reliable. Therefore, let us consider some simplifications.
Known background If the background is known, the first equation will take the form K 1 À k T=(c 1 q 1 +c 2 q 2 )T and the last one can be omitted. Such a set of equations can be solved numerically and used for calculation of IG. Still, unstable high order moments are required and additional simplification might be useful.
Known background and instrumental parameters a and b In that case system 22 will take the form
where v 3 and v 4 can be calculated from a and b (see 30). System 34 can already be solved analytically (see Appendix 2). In the given approximation, however, it is important to have accurate values for the instrumental parameters a and b. The true parameters a and b are intrinsic to the optical configuration of the instrument used and should be stable from measurement to measurement. So, it is sufficient to accurately fit the first measurement and then to use the obtained parameters a and b as an approximation for the whole experiment. This might be useful for batch processing of data, where a number of measurements under the same experimental conditions are required. If no estimates for a and b are available, the following method may be used. The admissible ranges of parameters a and b are subdivided into a number of sections and IG are generated for each section. Finally the set of parameters with the lowest value of v 2 criterion is accepted. Since IG generation is performed by noniterative calculations it is not time consuming approach.
Testing of the developed algorithm
The common routine of algorithm testing for IG generation includes consecutive tests on noise-free data, then on noisy simulated data, and finally on measured data.
For testing of IG on noisy simulated data several series of PCD with different S/N were generated (50 in each series). The initial value for signal to noise ratio (S/N i ) was taken as the square root of the value at the maximum (this is a simplification, the actual S/N ratio depends on the maximal value of the theoretical PCD and is always higher, see Materials and methods). In each simulated experiment for each PCD IG were calculated, then the obtained IG were combined for calculation of average and standard deviation. The bin time T was 5·10 À5 s, if not indicated otherwise. If the calculation of IG leads to numerical errors or obtained values are out of acceptable ranges, the simulation was repeated once again in order to achieve 50 PCD in the series.
Testing IG for one component system on simulated data
To evaluate the precision of the numerical model, we have simulated an experiment with noise-free one component PCD, and IG were estimated using (27)-(29). The obtained IG slightly differs from the values, which were used in the simulation. The error originates from the difference in numerical algorithms used for simulation of PCD and calculation of IG. Numerical integration on a finite region and FFT introduce distortions in the simulated PCD. These small systematic errors will also propagate into the factorial cumulants thereby affecting to a greater extent cumulants of higher order. Thus, accuracy of IG depends strongly on the order of used cumulants. In our experiment the relative error was about 0.01% for all parameters except for k (1.4%). Fixing k decreases the order of used factorial cumulants to two (27) . If, in addition, we fix it to the true value, the relative error for c and q is reduced up to four orders. When k is fixed, we need only the third and the fourth order cumulants (30) to estimate a and b. Elimination of the fifth order cumulant decreases the error for a and b up to two orders. The relative error for k is the biggest among the other parameters. A simulation with varying k shows that the error depends on the difference of k from the product of c and q. When k is close to q*c, the error of k is of the same order of magnitude as the error for q and it increases with decreasing k. This is a property of the model, where k, c and q are essentially interrelated (see 27). It is also obvious that it is hardly possible to estimate background contribution with sufficient accuracy if only a small amount of photons are due to background.
To evaluate the accuracy of IG on noisy simulated PCD several series of PCD with a different S/N ratio were simulated. Results of calculation of IG using (27)-(29) are summarized in Table 1 . For high S/N ratio the robustness of IG generation was high enough: less than 2% of simulated PCD leads to physically unacceptable IG, i.e. negative k or parameters a and b being out of the predetermined admissible bounds. At lower S/N (with S/ N i less than 1,000) about 50% of PCD results in unacceptable combinations of parameters. The clear bias in k for low S/N is not a property of the tested method; it is a consequence of rejection of negative k. The same simulation repeated with fixed k gives significantly better results (see Table 2 ). No deficient IG were generated even for S/N i as low as 20. Even for these very low S/N ratios, IG are close to the true values.
In order to test the influence of the background and compare algorithms where k is free or fixed the IG were estimated from the simulated data with different background levels. The S/N i was chosen equal to 1,000. According to the first algorithm we estimated all parameters (including k) using (27)-(29). In the second algorithm, k was fixed to 1,000 regardless of the value used in for simulations and the other parameters were calculated according to (27) and (30). The results are shown in Table 3 . Performed experiments have shown If k becomes negative or parameters a and b exceed the bounds (À2, 0); (0, 2), IG were not included in calculation of average and standard deviations. The clear bias in k for low S/N is not a property of the tested method; it is a consequence of rejection of negative k that the standard deviations in the second case are independent of the background level used in simulations. The subtraction of k from the first factorial cumulant does not influence estimation precision but introduces bias, which depends on the difference of k used in analysis from the actual one. In the case, where k is free, for the same observation volume, defined by constants a and b, the accuracy of determination of k increases and the accuracy of c and q decreases with decreasing the difference between k and q*c (it is evident when the relative errors are compared, data not shown), as it can be expected from the form of (15). This corresponds to the results obtained from the analysis of noise-free data. Finally, the accuracy of parameters a and b does not depend on the difference between k and q*c as one would expect as well from (15). To conclude, we recommend using a fixed k, because it provides robust and accurate estimates without any significant bias for the other parameters. If k is close to q*c, the first approach gives acceptable accuracy for k and can also be used for IG generation.
Testing IG for a two component system on simulated data
For evaluation of IG for two-component model we simulated a number of PCD with different parameter values and different S/N ratios. IG were estimated using (33). We observed that just for few sets of parameters and an extremely high level of S/N the numerical solution of system 33 (by the Newton-Raphson method) was obtained. The result becomes more robust with fixed k. Reduction of the order of factorial cumulants by one improved the accuracy and robustness of the calculation and allows practical use for lower S/N ratio. But the numeric solution was still unstable due to poor convergence.
Significantly better results were obtained, when system 34 was used for IG generation. Reduction the order of cumulants to four and the availability of a straightforward noniterative solution (see Appendix 2) improves the accuracy and robustness. Even for low S/N ratios this approach gave correct estimations for concentrations and brightness (see Table 4 ).
Testing IG for a one component system on measured data
To evaluate the IG generation algorithm on real data we measured Alexa 488 dye. The counting time interval T was chosen at about five times less than the average diffusion time of the measured sample. IG were calculated using (27) and (30) since analysis of simulated data proved that fixing k gives more accurate and robust IG. Background was estimated from additional measurements of pure solvent. The quality of IG was evaluated k used for simulation was fixed during the analysis Table 3 Calculation of IG on simulated data with different level of background according to (27)- (29) (first case: k is estimated) and (27) and (30) The percentage of improper IG, with either negative k or parameters a and b exceeded the bounds (À2, 0); (0, 2), is present. Since no improper IG were calculated for the second case the percentage is given only for the first one. S/N ratio for all simulations was 1,000 and k was fixed to typical for real measurements value 1 kHz in the second case by calculation of reduced v 2 criterion for both obtained sets of parameters. Results of calculations are summarized in Table 5 and shown on Fig. 1a . As it can be clearly seen, estimations are in close agreement with best-fit parameters (residuals calculated for IG and returned from the best fit are almost perfectly overlapped). At the same time, application of (27)- (29) leads to unrealistic, overestimated values for k and slightly biased estimations of c and q.
An appropriate test of the IG generation algorithm should include some kind of ''efficiency evaluation'' procedure. It has to estimate robustness of analysis with and without IG and demonstrate higher throughput of analysis based on IG than without IG. To test this a ratio of a number of fit iterations with IG and a number of fit iterations without IG was calculated. In the last case, starting from randomly distributed inside of an admissible range IG, many fit iterations are required, because the number of iterations strongly depends on the proximity of chosen IG to the best fit parameters. Then the number of iterations can be calculated as an average of the number of iterations at each trial. The calculated ratio was 5.1 and the proportion of improper attempts to fit data from random IG (trapping into local minima or failing to fit due to numerical errors) was 48.1% for Alexa 488 (see Table 5 ).
Testing IG for two component system on measured data For evaluation of IG for a two-component model on real data a measurement of a mixture of IgG labelled with Alexa 488 and Fab fragment labelled with Cy2 was performed. IG were calculated according to (34). An algorithm consisting of generation of a number of IG for varying a and b, and finally accepting the one with lowest v 2 was chosen. As the results (Table 6 and Fig. 1b) clearly show, IG are in good agreement with best fit parameters. The accuracy of such a method depends on the step varying both a and b. Thus, one has to find a balance between maximizing the accuracy of IG and minimizing the time of calculations (this was chosen as 0.1 for a and 0.05 for b, respectively, for given IG).
The ratio of a number of fit iterations with and without IG for the given experiment was 8.6 and the Confidential intervals for fit parameters were calculated as a square root of diagonal elements of variance-covariance matrix (ASE). Background was estimated from additional measurements of pure solvent and fixed to 1.5 kHz. T=8·10 À6 s Fig. 1 Best fit of the measured data and superimposed P(n) calculated with IG and correspondent residuals. a Best fit and IG of Alexa 488 (see Table 5 for numerical values of parameters). Theoretical curves and residuals for both best fit and calculated with IG are almost perfectly overlapped. b Best fit and IG of mixture of IgG labeled with Alexa 488 and Fab fragment labeled with Cy2 (see Table 6 for numerical values of parameters). Residuals corresponding to best fit and IG differ slightly at the beginning though theoretical curves are almost indistinguishable proportion of improper fits starting from random IG were 54.5%.
Algorithm of IG generation
Algorithm of IgG generation is summarized in Fig. 2 . It consists of rather independent branches for different practical situations, i.e. different number of components, fixing parameters to known values, etc. It's important to emphasizes once more, the accuracy of IG depends on order of used cumulants and therefore in each particular case one has to try to find solution using cumulants of possibly minimal order.
Minima in v 2 criterion surface
Any theoretical model must be fully identifiable, i.e. a unique set of parameters must describe particular data in the best way, or in other words only one global minimum must exist. However, this is not the case for FIDA. The existence of at least three minima related to different pairs of a and b (with fixingk) was predicted theoretically. Fortunately, unique values for physically meaningful parameters c and q hold for all possible combinations of a and b. As a and b are artificial parameters introduced for the best approximation of the actual observation profile (all possible combinations of a and b generate precisely the same values for geometrical factors v k ), the existence of several minima should not be considered as a weak point of FIDA. For visualization, the v 2 criterion was calculated varying both a and b. Figure 3 shows a surface of v 2 plotted versus a and b (c and q were fixed to values obtained from the best fit, Table 5 ). There are three distinct minima in the plot, separated by a plane where v 2 goes to infinity. Indeed the solution of system 30 gives three pairs of a and b (see Table 7 ). The inspection of the v 2 surface validates values shown in Table 7 as possible minima in the surface. The existence of discontinuity points is evident from (30): all geometrical factors v k tend to infinity when a and b satisfy equation 2a+3b+2=0. Thus, the situation is created by chosen normalization conditions in form of (14) and makes the analysis more complicated because of possible trapping into break point (or close to it) from iteration to iteration.
Calculation of v 2 has shown that there are minor differences in v 2 criterion for those sets of parameters (theoretically they must be the same). Because q and c are calculated independently from a and b and remain the same and both three pairs of a and b gives the same values for v k , the difference may originate from inaccuracy in numerical calculation of PCD. Test on noise-free simulated PCD have shown that very small deviation in calculation of v 2 still present and thus originated primarily from inaccuracy in numerical calculation.
In our calculations we often observe the values of the v 2 criterion lower then 1. The low number of the degrees of freedom in v 2 criterion is probably responsible for that effect. Typically, the number of nonzero PCD channels (actually used in v 2 calculation) is less then 20, which leads to essentially skewed v 2 distribution. To illustrate that, we calculated v 2 criterion for 1,000 simulated PCD differing in noise realization. The resulted histogram of v 2 values is presented in Fig. 4 . Though the v 2 values are distributed around unity with the average 1.007, almost 30% of values are well below 0.9 (the lowest value is 0.34!). Thus, v 2 values below unity are just a result of probable fluctuation from expected average value, i.e. unity, and do not provide any additional proofs the fit quality. The standard deviations of v 2 distribution and consequently the probability to obtain v 2 lower then unity decrease, as the number of degrees of freedom in v 2 criterion increases.
Discussion
Here we propose an effective method of IG generation for FIDA. The test experiments demonstrated that correct estimates are obtained not only for brightness and concentration, but also for background and brightness profile parameters. Since we have the estimates for all model parameters and in the most cases they are in close proximity to the best fit parameters, the iterative procedure started from those estimates goes to the global minima in just a few iterations. This in turn Fig. 3 Surface of v 2 plotted versus brightness profile parameters a and b. c and q were kept equal to best fit values of Alexa 488 (see Table 5 ). There are three distinct minima on the graph (see Table 7 for numerical values) that are separated by a plain where v 2 goes to infinity Table 7 Solution of system 30 for Alexa 488 (see Table 5 ). Three pairs of parameters a and b, which ensures a comparable quality of fit, are available Table 5 ). Though the v 2 values are distributed about unity with the average 1.007, almost 30% of values are below 0.9 increases the speed and throughput of the analysis. Moreover we showed that application of IG reduces the probability of crashes due to numerical errors (division by zero, overflows of exponential, etc) and obtaining parameters outside the model domain by almost 50%.
Still, the developed algorithm has a few limitations. Although the method of moments can deliver the estimates for all parameters of a molecular system with n-components, instability of high order factorial cumulants of PCD puts rather strict limits on its practical performance. We found that good results were obtained using the first five cumulants. Higher cumulants may not only distort the estimates but also very often lead to the divergence of the numerical solution. Thus, IG for only one and two component models can be calculated with sufficient accuracy. One could extend the calculations for three or even more component system, but practically we are most likely restricted to a two component system, which anyway covers most of the current applications. Analysis of simulated data has shown, that it is possible to find an appropriate IG for a three component system, but the robustness of the calculations was quite poor. In addition, normalization conditions chosen for FIDA imply the existence of discontinuity points in the model domain. It makes the analysis more complicated because of possible trapping into break point or close to it from iteration to iteration.
Finally, one interesting feature revealed in the detailed mathematical analysis of FIDA model should be emphasized. The model of observation profile and normalization conditions assumed in FIDA implies the existence of three sets of parameters for one component model, which may be used as IG. If the background is fixed, all three sets of parameters ensure a comparable quality of the fit. All obtained combination of parameters are acceptable and the v 2 criterion cannot help to choose the best one. Analysis of a large amount of simulated and measured data has shown that pairs of a and b differ much in their values. For example one pair has both negative values and another one, though having opposite signs, differs in values in several times. Taking into account that a and b are instrumentation parameters and are more or less stable from measurement to measurement, one can set the reasonable margins and use them for the roots selection. Existence of discontinuity points in model domain and a number of possible minima requires further comprehensive numerical and statistical analysis of the FIDA model.
Besides generation of the IG the proposed method can also be used independently for estimation of brightness and concentrations of measured samples with sufficient accuracy. However, the method of moments itself gives no insight in the statistical quality of data (Muller 2004 ). Therefore we invested so much time in evaluation of applicability and limitations of this method. And finally, the application of our algorithm is not limited by FIDA, but with minor changes it might be implemented in PCH and FCA. 
The both systems 35 and 37 can be reduced to a fourth order polynomial and solved either analytically or numerically. Denote factors after a 2 , b 2 , ab,a,b,1 in system 35 (derivation is also valid for system 37) as A 1 ÀA 6 (first equation) and B 1 ÀB 6 (second equation) consequently. Combining equations from system 35 leads to the estimate for b
where 
If the discriminant of the polynomial is positive value, a real valued analytical solution is available for a. There are two real and two complex-conjugate roots in that case (Korn and Korn 1968) . One real root (always represented by values a=À7/2 and b=2) leads to singularity of the model and must be omitted. If discriminant is negative, four real roots are available and numerical algorithms are required to evaluate the roots of the polynomial.
