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Introduction
Soit fi : X → C, pour i entier compris entre 1 et p, des fonctions analytiques de´finies au voisinage d’un
compact K d’une varie´te´ analytique complexe X . Notons F le produit des fi et posons si φ : X → C de´signe
une fonction C∞ a` support compact dans K :
Iφ(s1, . . . , sp) =
∫
X
| f1(x) |s1 . . . | fp(x) |sp φ(x) dx ∧ dx .
Tout comme dans le cas p = 1, en utilisant le the´ore`me de re´solution des singularite´s d’H. Hironaka, on
peut montrer que Iφ(s1, . . . , sp) qui est une fonction de´finie a` priori pour Re si > 0 se prolonge en fonction
me´romorphe avec des poˆles situe´s sur des hyperplans de Cp (the´ore`me 1 de [K-K]). F. Loeser e´tudie ces
inte´grales dans [L] et appelle pente de (f1, . . . , fp) les directions de leurs hyperplans polaires. Dans certains
cas ge´ome´triques, il majore cet ensemble de pentes par un ensemble de formes line´aires lie´es a` la ge´ome´trie
du discriminant du morphisme (f1, . . . , fp) : X → Cp.
Conside´rons DX l’anneau des ope´rateurs diffe´rentiels et DX [s1, . . . , sp] = CX [s1, . . . , sp] ⊗C DX . Soit m
une section d’un DX-Module holonome, notons B(m, x0, f1, . . . , fp) l’ide´al de C[s1, . . . , sp] des polynoˆmes b
ve´rifiant au voisinage de x0 :
b(s1, . . . , sp)mf
s1
1 . . . f
sp
p ∈ DX [s1, . . . , sp]mf s1+11 . . . f sp+1p .
Ces polynoˆmes sont appele´s polynoˆmes de Bernstein de (m, f1, . . . , fp) au voisinage de x0. Suivant J. Bernstein
[B], ils permettent de construire un prolongement des inte´grales Iφ(s1, . . . , sp). Dans [S1], C. Sabbah montre
l’existence pour tout x0 ∈ X d’un ensemble fini H de formes line´aires a` coefficients premiers
entre eux dans N telles que :∏
H∈H
∏
i∈IH
(H(s1, . . . , sp) + αH,i) ∈ B(m, x0, f1, . . . , fp) ,
ou` αH,i sont des nombres complexes. Dans [S2], il montre comment en de´duire des re´sultats analogues a`
ceux de F. Loeser. Mais, J. Brianc¸on et H. Maynadier montrent dans [B.May] que l’ide´al B(m, x0, f1, . . . , fp)
n’est en ge´ne´ral pas principal.
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L’objet de cet article est notamment de montrer l’existence d’un ensemble H minimal. De
plus, lorsque m est une section d’un module holome re´gulier, nous expliciterons cet ensemble ge´ome´triquement
a` partir de la varie´te´ caracte´ristique du syste`me diffe´rentiel engendre´ par m.
Sur DX [s1, . . . , sp], nous conside´rons la filtration die`se (resp. la filtration relative) qui e´tend la filtration de
DX en donnant a` si le poids un (resp. ze´ro). Si M est un DX [s1, . . . , sp]-Module cohe´rent muni d’une bonne
filtration die`se (resp. relative), nous notons gr♯M (resp. grrelM ) son gradue´ pour cette filtration. La racine
de l’annulateur de gr♯M (resp. grrelM ) est inde´pendante de la bonne filtration et de´finit un sous-espace ana-
lytique de T ∗X×Cp appele´ varie´te´ caracte´ristique die`se (resp. relative) deM et note´e car♯M (resp. carrelM).
SiM est unDX [s1, . . . , sp]-Module cohe´rent, nous expliquons que les dimensions des varie´te´s caracte´ristiques
die`se et relative de M se de´terminent a` l’aide des nombres grade des fibres de M . Ces re´sultats ge´ne´ralisent
ceux des DX-Modules cohe´rents (voir pour ce cas [K2], [Bj2], [G-M] ... ). En utilisant le the´ore`me d’involuti-
vite´ de O. Gabber, nous montrons alors que pour toute section m d’un Module holonome :
Re´sultat 1 Il existe une varie´te´ lagrangienne conique Λ de T ∗X non lisse en ge´ne´ral telle que :
carrelDX [s1, . . . , sp]mf s11 . . . f spp = Λ×Cp .
Il en re´sulte en particulier que la dimension du DX [s1, . . . , sp]-Module
DX [s1, . . . , sp]mf s11 . . . f spp
DX [s1, . . . , sp]mf s1+11 . . . f sp+1p
est infe´rieure ou e´gale a` dimX + p− 1.
Re´sultat 2 Il existe une famille de couples (Sα, Xα) ou` les Sα sont des sous-varie´te´s alge´briques de C
p de
dimensions infe´rieures ou e´gales a` p− 1 et les Xα des sous-espaces analytiques de X telles que :
carrel
DX [s1, . . . , sp]mf s11 . . . f spp
DX [s1, . . . , sp]mf s1+11 . . . f sp+1p
=
⋃
T ∗XαX × Sα .
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Par de´finition de la varie´te´ caracte´ristique relative, la re´union des Sα pour x0 ∈ Xα n’est autre que la
varie´te´ des ze´ros de l’ide´al B(m, x0, f1, . . . , fp). Au passage, pour tout x0 dans X , notre re´sultat donne une
nouvelle de´monstration de l’existence d’un polynoˆme non nul dans B(m, x0, f1, . . . , fp). Cette de´monstration
n’est inte´ressante que dans le cas analytique En effet, si les fi sont des polynoˆmes, la preuve de J. Bersntein
donne´e dans [B] se ge´ne´ralise sans modification et reste la meilleure re´fe´rence.
Pour pre´ciser la structure de l’ide´al B(m, x0, f1, . . . , fp), le proble`me est que les varie´te´s alge´briques Sα
ne sont a` priori pas toutes re´unions d’hypersurfaces. En adaptant un re´sultat inspire´ de O. Gabber et donne´
par Y.E. Bjo¨rk dans [Bj2] sur le conoyau d’un endomorphisme injectif d’un Module pur, nous montrons que
si M est un DX-Module holonome engendre´ par une section m, la famille G des sous-DX [s1, . . . , sp]-Modules
L de type fini de M [
1
F
, s1, . . . , sp]f
s1
1 . . . f
sp
p contenant DX [s1, . . . , sp]mf s11 . . . f spp et tels que pour tout point
x0 ∈ X :
grade
Lx0
DX,x0[s1, . . . , sp]mf s11 . . . f spp
≥ dimX + 2
admet un plus grand e´le´ment note´ L˜. Ce Module L˜ est un DX [s1, . . . , sp]-Module cohe´rent ve´rifiant :
1. DX [s1, . . . , sp]mf s11 . . . f spp ⊂ L˜,
2. τ(L˜) ⊂ L˜,
3. L˜/τ(L˜) est un DX [s1, . . . , sp]-Module cohe´rent dont les fibres non nulles sont des modules purs de grade
dimX + 1, c’est a` dire des modules tels que tous leurs sous-modules non re´duit a` ze´ro aient meˆme
dimension.
Nous en de´duisons la pre´cision suivante :
Re´sultat 3
carrel
DX [s1, . . . , sp]mf s11 . . . f spp
DX [s1, . . . , sp]mf s1+11 . . . f sp+1p
=
⋃
T ∗XαX × Sα avec
– Chaque varie´te´ alge´brique Sα est de dimension p− 1.
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– Les composantes irre´ductibles de dimension p − 1 de chaque Sα sont des hyperplans affines Hα,β dont
les directions sont des noyaux de formes line´aires a` coefficients entiers positifs et premiers entre eux
dans N.
– Les composantes irre´ductibles des Sα de dimension strictement infe´rieure a` p− 1 sont contenues dans
des hyperplan affine du type τk(Hα,β) ou` k ∈ Z et τ la translation (s1, . . . , sp) 7→ (s1 + 1, . . . , sp + 1).
Pour x0 ∈ X, notons H(x0, m) l’ensemble des directions des hyperplans Hα,β pour α tel que x0 soit
dans Xα. Nous appelons ces directions les pentes de (m, f1, . . . , fp) au voisinage de x0.
Le fait que les composantes irre´ductibles de dimension p− 1 des Sα soient des hyperplans affines dont les
directions sont les noyaux de formes line´aires a` coefficients premiers entre eux dans N se de´duit en fait du
re´sultat de C. Sabbah sur l’existence d’un polynoˆme de Bernstein qui soit un produit de formes line´aires.
Nous obtenons alors :
Re´sultat 4 Condide´rons un produit de formes line´aires affines appartient a` B(m, x0, f1, . . . , fp). Alors, tout
hyperplan vectoriel de H(x0, m) est direction de l’un de ses facteurs. De plus, il existe dans B(m, x0, f1, . . . , fp)
un produit de formes line´aires affines dont les directions sont exactement l’ensemble H(x0, m) des pentes de
(m, f1, . . . , fp) au voisinage de x0. Enfin, la varie´te´ des ze´ros de inB(m, x0, f1, . . . , fp) l’ide´al engendre´ par
les parties homoge´nes de plus haut degre´ des e´le´ments de B(m, x0, f1, . . . , fp) est la re´union des pentes de
(m, f1, . . . , fp) au voisinage de x0. La racine de inB(m, x0, f1, . . . , fp) est en particulier un ide´al principal.
Conside´rons l’application :
exp2iπ. : Cp −→ (C∗)p , (s1, . . . , sp) 7−→ (e2iπs1 , . . . , e2iπsp) .
Re´sultat 5 L’image par l’application exp2iπ. de la varie´te´s des ze´ros de B(m, x0, f1, . . . , fp) est une re´union
de sous-ensembles de (C∗)p ou` chaque sous-ensemble est de´fini par une e´quation du type :
(σ1)
a1 · · · (σp)ap = α
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ou` (a1, . . . , ap) est une famille d’e´le´ments de N premier entre eux et α un nombre complexe. L’ensemble des
(a1, . . . , ap) est l’ensemble des coefficients des d’e´quations des pentes de (m, f1, . . . , fp) au voisinage de x0.
Ce re´sultat re´pond a` une question de N. Budur [Bu] pose´e pour le cas particulier M = OX .
Nous allons maintenant pre´ciser H(x0, m) lorsque m est une section d’un Module holonome re´gulier. Rap-
pelons pour cela quelques notations.
Soit Λ une varie´te´ lagrangienne conique de T ∗X . Nous de´signons par W ♯f1,...fp,Λ l’adhe´rence dans T
∗X×
Cp de
{(x, ξ +
p∑
i=1
si
dfi(x)
fi(x)
, s1, . . . , sp) ; si ∈ C , (x, ξ) ∈ Λ et F (x) 6= 0} .
Dans [B-M-M1], avec J. Brianc¸on et M. Merle, nous avions montre´ que si Λ n’est pas contenu dans F−1(0), les
composantes irre´ductibles deW ♯f1,...,fp,Λ∩F−1(0) sont toutes de dimension dimX+p−1. Leurs projections sur
Cp sont des hyperplans vectoriels dont les e´quations sont des formes line´aires a` coefficients entiers positifs ou
nuls. Nous appelons pentes de (Λ, f1, . . . , fp) au voisinage de x0 les hyperplans vectoriels obtenus
par projection sur Cp des composantes irre´ductibles de W ♯f1,...,fp,Λ ∩ F−1(0) qui rencontre la fibre
de x0. Nous notons H(Λ, x0, f1, . . . , fp) l’ensemble de ces pentes.
A l’aide d’un re´sultat de C. Sabbah sur les varie´te´s caracte´ristiques d’un module relatif engendrant un
module holonome re´gulier (the´ore`me 3.2, [S2]), nous avions e´tabli les re´sultats suivants avec J. Brianc¸on et
M. Merle dans [B-M-M3]. Soit M un DX-Module holonome re´gulier M de varie´te´ caracte´ristique Λ et m une
section engendrant M , alors :
1. car♯ (DX [s1, . . . , sp]mf s11 . . . f spp ) = W ♯f1,...,fp,Λ ,
2. car♯
( DX [s1, . . . , sp]mf s11 . . . f spp
DX [s1, . . . , sp]mf s1+11 . . . f sp+1p
)
=W ♯f1,...,fp,Λ
⋂
F−1(0) .
3. W ♯f1,...,fp,Λ(0) =W
♯
f1,...,fp,Λ
⋂
(s1 = . . . sp = 0) est une varie´te´ lagrangienne conique de T
∗X .
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Un premier re´sultat dans ce sens e´tait donne´ par M. Kashiwara et T. Kawai dans [K-K].
Nous montrons :
Re´sultat 6 Si m est une section d’un Module holonome re´gulier engendrant un DX-Module de varie´te´ ca-
racte´ristique Λ :
– Les pentes de (m, f1, . . . , fp) au voisinage de x0 sont e´gales aux pentes de (Λ, f1, . . . , fp) au voisinage de
x0 : H(x0, m) = H(Λ, x0, f1, . . . , fp) .
– carrelDX [s1, . . . , sp]mf s11 . . . f spp =W ♯f1,...,fp,Λ(0)×Cp .
Nous avions obtenu avec J. Brianc¸on et M. Merle dans [B-M-M2] des re´sultats analogues pour p = 2
et pour p quelconque dans le cas cas ou` les pentes de (Λ, f1, . . . , fp) sont contenues dans les hyperplans de
corodonne´es de Cp. Dans [Mai], est de´veloppe´ une the´orie des cycles e´vanescents den ces morphismes que
nous appelons sans pente.
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1 Filtration die`se et filtration relative d’un DX [s1, . . . , sp]-Module
Soit X une varie´te´ analytique complexe. Nous de´signons par OX le faisceau des fonctions holomorphes sur
X et par DX celui des ope´rateurs diffe´rentiels muni de sa filtration naturelle (DX(k))k∈N de´finie par l’ordre
des de´rivations.
Localement, nous identifierons X a` Cn au moyen d’un syste`me (x1, . . . , xn) de coordonne´es locales. Un
ope´rateur P ∈ DX(k) s’e´crit alors :
P =
∑
|β|≤k
cβ(x)∂
β ou` β = (β1, . . . , βn) ∈ Nn ou` cβ ∈ OX et ∂β = ∂
β1
∂x1
· · · ∂
βn
∂xn
.
De´signons π : T ∗X → X le fibre´ cotangent a` X . Le gradue´ grDX s’identifie au sous-faisceau de π∗(OT ∗X)
des fonctions analytiques sur T ∗X polynomiales par rapport aux fibres de π. ll est isomorphe localement au
faisceau d’anneaux commutatifs gradue´s OX [ξ1 . . . ξn]. Si P ∈ DX(k)−DX(k−1), sa classe modulo DX(k−1)
de´finit une section de gr DX appele´ symbole principal de P et note´ σ(P ).
Si M est un DX-Module cohe´rent, nous notons carDX M sa varie´te´ caracte´ristique.
Soit p un entier supe´rieur ou e´gal a` 1. Dans cette section, nous allons e´tudier le faisceau d’anneaux
DX [s1, . . . , sp] = CX [s1, . . . , sp]⊗C DX . Nous notons toujours π : T ∗X ×Cp → X la projection naturelle.
1.1 Filtration die`se de DX [s1, . . . , sp]
La filtration (D♯X [s1, . . . , sp](k))k∈N de DX [s1, . . . , sp] est de´finie comme suit : un ope´rateur P appartient
a` D♯X [s1, . . . , sp](k) s’il s’e´crit localement :
P =
∑
|α|+|β|≤k
aα,β(x)s
α∂β ou` aα,β ∈ OX , sα = sα11 · · · sαpp ,
Nous l’appelons cette filtration la filtration die`se de DX [s1, . . . , sp].
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Nous de´signons par gr♯DX [s1, . . . , sp] le gradue´ de cette filtration. Ce gradue´ s’identifie au sous-faisceau
de π∗(OT ∗X×Cp) des fonctions analytiques sur T ∗X × Cp polynomiales par rapport aux fibres de π. Il est
isomorphe localement au faisceau d’anneaux commutatifs gradue´s OX [s1, . . . , sp, ξ1, . . . , ξn]. Il en re´sulte que
DX [s1, . . . , sp] est un faisceau cohe´rent d’anneaux (voir par exemple [Bj2] Appendice III, theorem 2.7).
Un ope´rateur P ∈ D♯X [s1, . . . , sp](k)−D♯X [s1, . . . , sp](k−1) modulo D♯X [s1, . . . , sp](k−1) de´finit une section
de gr♯DX [s1, . . . , sp] appele´e symbole die`se de P et note´ σ♯(P ). Localement :
si P =
∑
|α|+|β|≤k
aα,β(x)s
α∂β , σ♯(P )(x, ξ, s) =
∑
|α|+|β|=k
aα,β(x)s
αξβ .
Soit M un DX [s1, . . . , sp]-Module cohe´rent et (Mk)k∈Z une filtration de M pour la filtration die`se. Cette
filtration est dite bonne si localement, il existe des sections m1, . . . , ml de M et des entiers relatifs k1, . . . , kl
tels que Mk =
∑l
i=1D♯X [s1, . . . , sp](k − ki)mi. Nous notons gr♯M le gradue´ de M pour cette filtration et
Ann gr♯M son annutateur comme gr♯DX [s1, . . . , sp]-Module. La racine de Ann gr♯M est un ide´al cohe´rent
de gr♯DX [s1, . . . , sp] inde´pendante des bonnes filtrations die`ses de M . Nous notons J ♯(M) cet ide´al. Nous
appelons varie´te´ caracte´ristique die`se de M le sous-espace analytique de T ∗X × Cp de´fini par J ♯(M). Nous
le notons car♯M .
Soit x0 ∈ X . Au voisinage de x0, nous identifions X a` Cn et x0 a` l’origine au moyen d’un syste`me
de coordonne´es locales. Pour tout (a, b) ∈ Cn × Cp, notons Mx0,a,b l’ide´al maximal de gr♯DX [s1, . . . , sp]x0
engendre´ par x1, . . . , xn, ξ1−a1, . . . , ξn−an, s1− b1, . . . , sp− bp. Le localise´ ((gr♯M)x0)Mx0,a,b est un module de
type fini sur l’anneau local (gr♯DX [s1, . . . , sp]x0)Mx0,a,b. Sa dimension est inde´pendante de le bonne filtration
die`se de M et co¨ıncide avec dimx0,a,b car
♯M la dimension en (x0, a, b) de car
♯M (assertion analogue a` la
remarque 12 Chapˆıtre 5, [G-M]) :
dim((gr♯M)x0)Mx0,a,b = dimx0,a,b car
♯M .
Comme les fibres de la restriction de π a` car♯M sont coniques :
dimx0,0,0 car
♯M = sup(a,b)∈Cn×Cp dimx0,a,b car
♯M .
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Le module (gr♯M)x0 est gradue´ etMx0,0,0 est le seul ide´al maximal gradue´ de gr♯DX [s1, . . . , sp]x0 . Il s’en suit
que :
dim(gr♯M)x0 = dim((gr
♯M)x0)Mx0,0,0 .
Suivant J.-P Serre ([Se], Chapˆıtre 4), un anneau A commutatif noethe´rien est re´gulier si la borne supe´rieure
gldh (A) des entiers k tels que Extk(M,N) 6= 0 pour un couple M,N de A-module est finie. Cette borne
supe´rieure est appele´e la dimension homologique globale de A. L’anneau des se´ries convergentes C{x1, . . . , xn}
est re´gulier de dimension homologique globale n. Des proprie´te´s de transfert de la re´gularite´ ([Se], Chapˆıtre
4 proposition 25), il re´sulte que l’anneau C{x1, . . . , xn}[s1, . . . , sp, ξ1 . . . ξn] est re´gulier de dimension 2n + p.
L’anneau localise´ (gr♯DX [s1, . . . , sp]x0)Mx0,0,0 est alors un anneau local re´gulier de dimension 2 dimX + p
([Se], Chapˆıtre 4 proposition 23). C’est donc un anneau de Cohen-Macaulay ([Se], Chapˆıtre 4 paragraphe D
corollaire 3) : la longueur des suites re´gulie`res maximales forme´es d’e´le´ments de son ide´al maximal co¨ıncide
avec la dimension de l’anneau. Suivant D. Rees [Re], si A est un anneau commutatif noethe´rien et E un
A-module commutatif, nous appelons nombre grade de E l’entier :
gradeE = inf{i ∈ N ; ExtiA(E,A) 6= 0} .
Si I = annE est l’annutateur de E, gradeE = grade (A/I) et est le nombre maximum d’e´le´ments d’une suite
re´gulie`re de A forme´e d’e´le´ments de I ([Ma], Chapˆıtre 6, paragraphe 15 D).
SiM est unDX [s1, . . . , sp]-Module cohe´rent, pour tout x0 ∈ X , les ide´aux associe´s a` (gr♯M)x0 sont contenue
dans Mx0,0,0. Nous obtenons alors en utilisant la platitude et la commutation des Ext a` la localisation pour
les modules de type finie ([Se], Chapˆıtre 4 proposition 18) :
grade (gr♯M)x0 = grade ((gr
♯M)x0)Mx0,0,0 .
Rappelons que si E est un A-module de type fini sur un anneau A local commutatif noethe´rien Cohen-
Macaulay ([Ma], Chapˆıtre 6 theorem 31). :
gradeE + dim
A
annE
= dimA
Il en re´sulte :
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Proposition 1 Soit M est un DX [s1, . . . , sp]-Module cohe´rent, pour tout x0 ∈ X :
dim (gr♯M)x0 = 2dimX + p− grade (gr♯M)x0 = dimx0,0,0 car♯M .
1.2 Filtration relative de DX [s1, . . . , sp]
La filtration (DrelX [s1, . . . , sp](k))k∈N deDX [s1, . . . , sp] est de´finie comme suit : un ope´rateur P ∈ DrelX [s1, . . . , sp](k)
s’il s’e´crit localement :
P =
∑
|β|≤k
aβ(x, s)∂
β ou` aβ ∈ OX [s1, . . . , sp] et ∂β = ∂
β1
∂x1
· · · ∂
βn
∂xn
.
Nous appelons cette filtration la filtration relative de DX [s1, . . . , sp].
Nous de´signons par grrelDX [s1, . . . , sp] le gradue´ de cette filtration. Ce gradue´ s’identifie au sous-faisceau
de π∗(OT ∗X×Cp) des fonctions analytiques sur T ∗X × Cp polynomiales par rapport aux fibres de π. Il est
isomorphe localement au faisceau d’anneaux commutatifs gradue´s OX [s1, . . . , sp, ξ1, . . . , ξn].
Un ope´rateur P ∈ DrelX [s1, . . . , sp](k) − DrelX [s1, . . . , sp](k − 1) modulo DrelX [s1, . . . , sp](k − 1) de´finit une
section de grrelDX [s1, . . . , sp] appele´e symbole relatif de P et note´ σrel(P ). Localement :
Si P =
∑
|β|≤k
aα,β(x, s)∂
β , σrel(P )(x, ξ, s) =
∑
|β|=k
aβ(x, s)ξ
β .
Le faisceau d’anneaux grrelDX [s1, . . . , sp] s’identifie a` OX [s1, . . . , sp, ξ1 . . . ξn]. C’est un faisceau cohe´rent d’an-
neaux commutatifs. Soit M un DX [s1, . . . , sp]-Module cohe´rent et (Mk)k∈Z une filtration de M pour la filtra-
tion relative. Nous disons que cette filtration est bonne si localement, il existe des sections m1, . . . , ml de M
et des entiers relatifs k1, . . . , kp tels que :
Mk =
p∑
i=1
DrelX [s1, . . . , sp](k − ki)mi .
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Nous notons grrelM le gradue´ deM pour cette filtration et Ann grrelM son annulateur comme grrelDX [s1, . . . , sp]-
Module. La racine de Ann grrelM est un ide´al cohe´rent de grrelDX [s1, . . . , sp] inde´pendant des bonnes filtra-
tions relatives de M . Nous notons J rel(M) cet ide´al. Nous appelons varie´te´ caracte´ristique relative de M le
sous-espace analytique de T ∗X ×Cp de´fini par J rel(M) et le notons carrelM .
Soit p : X × Cp → X la projection sur X . Pour tout DX [s1, . . . , sp]-Module cohe´rent M , posons :
Man = OX×Cp ⊗p−1OX [s1,...,sp] p−1M . Le faisceau DX [s1, . . . , sp]an = OX×Cp ⊗p−1OX [s1,...,sp] p−1DX [s1, . . . , sp]
s’identifie au faisceau DX×Cp/Cp des ope´rateurs diffe´rentiels relatifs. La filtration naturelle de DX×Cp/Cp par
l’ordre des de´rivations n’est autre que :
OX×Cp ⊗p−1OX [s1,...,sp] p−1DrelX [s1, . . . , sp](k) .
Le faisceau Man est un DX×Cp/Cp-Module cohe´rent. Si (Mk)k∈Z est une bonne filtration relative de M ,
OX×Cp ⊗p−1OX [s1,...,sp] p−1Mk est une bonne filtration de Man. Le gradue´ de cette filtration s’identifie a`
OX×Cp⊗p−1OX [s1,...,sp]p−1grrelM . Par platitude deOX×Cp sur p−1OX [s1, . . . , sp], son annulateur estOX×Cp⊗p−1OX [s1,...,sp]
p−1Ann grrelM (voir [Bo.AC] Chapˆıtre 1, paragraphe 2, corollaire 2). Nous notons J(Man) la racine de cet
annulateur qui ne de´pend pas des bonnes filtrations de Man. Le sous-espace analytique carMan de T ∗X ×Cp
de´fini par J(Man) co¨ıncide avec carrelM .
Les faisceaux de Modules grrelM et grrelMan sur grrelDX [s1, . . . , sp] et grDX×Cp/Cp sont cohe´rents ([Bj2]
Appendice III, theorem 2.17). Par platitude, pour tout entier i :
ExtigrDX×Cp
Cp
(grMan, grDX×Cp
Cp
) et Extigrrel DX [s1,...,sp](gr
relM, grrelDX [s1, . . . , sp])an
sont isomorphes. Il en re´sulte que pour tout x0 ∈ X , il existe U voisinage de x0 tel que pour tout (x, b) ∈
U ×Cp :
grade (grMan)x,b ≥ grade (grrelM)x0
La meˆme preuve que dans le cas de la filtration die`se portant sur le fait qu’un anneau local re´gulier est
Cohen-Macaulay montre :
grade (grMan)x,b = 2dimX + p− dimx,0,b carrelM
= 2dimX + p− supa∈Cndimx,a,b carrelM .
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Nous obtenons donc :
Remarque 1 Si M est un un DX [s1, . . . , sp]-Module cohe´rent, pour tout x0 ∈ X, il existe U voisinage de x0
tel que pour tout (x, b) ∈ U ×Cp :
dimx,0,b car
relM = supa∈Cn dimx,a,b car
relM
≤ 2 dimX + p− grade (grrelM)x0 .
Une difficulte´ de l’anneau grrelDX [s1, . . . , sp] est d’une part que ses fibres n’ont pas meˆme hauteur et
d’autre part le de´faut de fide´le platitude de OX×Cp sur p−1OX [s1, . . . , sp]. Par exemple, l’anneau quotient :
L =
C{x1, · · · , xn}[s1, . . . , sp]
(1− s1x1) 6= 0 ,
mais : C{x1, · · · , xn, s1, . . . , sp} ⊗C{x1,···,xn}[s1,...,sp] L = 0. Cette difficulte´ e´tait de´ja souligne´e dans [M-N].
Lemme 1 (The´ore`me des ze´ros relatifs) si N est un grrelDX [s1, . . . , sp]-Module cohe´rent, pour tout x0 in X :
Nx0 = 0 ⇐⇒ ∃U voisinage de x0 tel que Nan |p−1(U) = 0 .
Preuve : ⇒ est facile. Nous montrons l’autre implication dans le sous-paragraphe 4.
Proposition 2 Soit M un DX [s1, . . . , sp]-Module cohe´rent et x0 ∈ X :
grade (grrelM)x0 = supU voisinage dex0 inf(x,b)∈p−1(U) grade (grM
an)x,a
= 2dimX + p− infU voisinage de x0 sup(x,b)∈p−1(U)dimx0,0,b carrelM .
Preuve : Soit x0 ∈ X et U voisinage de x0. Posons :
k = inf(x,b)∈p−1(U) grade (grM
an)x,b .
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Pour i < k, pour tout (x, b) ∈ p−1(U) :
ExtigrDX×Cp
Cp
(grMan, grDX×Cp
Cp
)x,b = 0 .
Il re´sulte du lemme que pour i < k :
ExtigrrelDX [s1,...,sp](gr
relM, grrelDX [s1, . . . , sp])x0 = 0 .
Donc, pour tout U voisinage de x0 :
grade (grrelM)x0 ≥ inf(x,b)∈p−1(U) grade (grMan)x,b .
et donc :
grade (grrelM)x0 ≥ supU voisinage de x0inf(x,b)∈p−1(U) grade (grMan)x,b .
D’autre part, voir preuve de la remarque 1, il existe U0 voisinage de x0 tel que pour tout (x, a) ∈ U0×Cp :
grade (grrelM)x0 ≤ grade (grMan)x,b
Ainsi, sur ce voisinage U0 :
grade (grrelM)x0 ≤ inf(x,b)∈p−1(U0) grade (grMan)x,b ,
ce qui montre la proposition.
1.3 Dimension d’un DX [s1, . . . , sp]-Module cohe´rent
Soit B un anneau non ne´cessairement commutatif, nous disons qu’il est re´gulier s’il est noethe´rien a` gauche
et a` droite et de dimension homologique globale finie. Si E est un B-module de type fini, par exemple a` gauche,
nous appelons nombre grade de E, l’entier :
gradeE = inf{i ∈ N ; ExtiB(E,B) 6= 0} .
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Suivant J.-E. Bjo¨rk ([Bj2] Appendice IV), nous disons qu’un anneau re´gulier B ve´rifie la condition d’Aus-
lander si pour tout B-module a` gauche E de type fini et tout sous-module N a` droite de ExtkB(E,B), le grade
de N est supe´rieure ou e´gal a` k.
Tout anneau A re´gulier commutatif ve´rifie la condition d’Auslander ([A-B]). Rappelons une preuve de
la de´monstration. Tout d’abord, nous nous ramenons facilement au cas ou` A est local. Dans ce cas, pour
tout module N de type fini, gradeN = dimA − dimN . En utilisant cette e´galite´, il suffit de montrer que si
M est un module de type fini, gradeExtkA(M,A) ≥ k. Soit q un ide´al premier appartenant au support de
ExtkA(M,A). Alors, Ext
k
Aq(Mq, Aq) = Ext
k
A(M,A)q 6= 0. Ainsi, gldimAq la dimension homologique globale
de Aq est supe´rieure ou e´gale a` k. Or l’anneau Aq est re´gulier. Donc, suivant [Se], Chapˆıtre IV, corollaire
2, gldimAq = dimAq. Choissisons q tel que dimA/q = dimExt
k
A(M,A). Comme A est Cohen Macaulay
ht (q) + dimA/q = dimA ou` ht (q) de´signe la hauteur de l’ide´al, q. Nous obtenons :
gradeExtkA(M,A) = dimA− dim
A
q
= ht (q) = dimAq = gldimAq ≥ k .
Cette proprie´te´ d’Auslander est a` la base des proprie´te´s du nombre grade et de la filtration d’un module
par son complexe bidualisant.
Suivant Bjo¨rk ([Bj2], appendice IV, theorem 4.15), si B est un anneau filtre´ positivement dont le gradue´
est re´gulier et ve´rifie la condition d’Auslander, alors B est re´gulier et ve´rifie la condition d’Auslander. De
plus, pour tout B module de type fini a` gauche :
gradeB M = gradegrB grM ,
ou` grM de´signe le gradue´ d’une bonne filtration de M . L’application de ces re´sultats donnent :
Proposition 3 Les fibres de DX [s1, . . . , sp] sont des anneaux re´guliers qui ve´rifient la condition d’Auslander.
De plus, pour tout DX [s1, . . . , sp]-Module cohe´rent M et x0 ∈ X :
gradeMx0 = grade (gr
♯M)x0 = grade (gr
relM)x0 .
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Compte-tenu des propositions 1 et 2, nous obtenons le the´ore`me suivant qui e´tabli le lien entre le grade
d’un DX [s1, . . . , sp]-Module cohe´rent et les dimensions de ses varie´te´s caracte´ristiques die`se et relative.
The´ore`me 1 Pour tout DX [s1, . . . , sp]-Module cohe´rent M et x0 ∈ X :
dimx0,0,0 car
♯M = infU voisinage dex0 sup(x,a)∈p−1(U)dimx0,a,0 car
relM
= 2dimX + p− gradeMx0 .
1.4 The´ore`me des ze´ros relatifs
Proposition 4 Soit X une varie´te´ analytique et I un ide´al cohe´rent de OX [s1, . . . , sp] tel que :
V(I) = {(x, s) ∈ X ×Cp ; ∀ g ∈ I : g(x, s) = 0} = ∅ ,
alors, I = OX [s1, . . . , sp].
Preuve : La question est locale sur X . Nous pouvons supposer que X est un voisinage de l’origine dans Cn
et I = (g1, . . . , gl) ou` gi ∈ OX(X)[s1, . . . , sp]. Par hypothe`se le syste`me d’e´quations :
g1(x, s) = · · · = gl(x, s) = 0 , (x, s) ∈ X ×Cp
n’a pas de solution. Nous devons montrer qu’il existe U voisinage de l’origine dans Cn et a1, . . . , al ∈
OX(U)[s1, . . . , sp] tels que :
1 =
l∑
i=1
ai gi|U .
Soit un entier d tel que pour tout x ∈ X , les degre´s en s des polynoˆmes gi(x, s) soient borne´s par d. Chaque
gi s’e´crit
∑
|β|≤d gi,β(x)s
β ou` gi,β ∈ OX . D’apre`s le the´ore`me des ze´ros effectif ([H],[B]), il existe un entier N
tel que pour tout x ∈ X , il existe des polynoˆmes a1(x)(s), . . . , al(x)(s) en s de degre´ infe´rieur ou e´gal a` N
tels que :
1 =
l∑
i=1
ai(x)(s) gi(x, s) .
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Conside´rons alors l’e´quation polynomiale dont les inconnues sont les ai,α ou` i ∈ {1, . . . , l}, α ∈ Np et
| α |≤ N :
l∑
i=1
(
∑
|α|≤N
ai,αs
α)(
∑
|β|≤d
gi,β(x)s
β) = 1 ,
Cette e´quation s’e´crit : ∑
|γ|≤N+d
(
l∑
i=1
(
α+β=γ∑
|α|≤N,|β|≤d
ai,αgi,β(x))s
γ = 1 .
Elle est e´quivalente au syste`me line´aire d’inconnues les ai,α :
[ ∑l
i=1 gi,0(x)ai,0 = 1∑l
i=1
∑α+β=γ 6=0
|α|≤N,|β|≤d gi,β(x)ai,α = 0 .
Nous avons vu que pour tout x ∈ U , ce syste`me a des solutions. Apre`s avoir ordonne´ les α et γ, ce syste`me
s’e´crit :
G(x)A =


1
0
...
0

 .
ou` A est une matrice colonne de coefficients ai,α et G(x) une matrice dont les coefficients non nuls sont des
gi,β(x).
Soit ∆1 un mineur de la matrice G(x) de taille maximum r1 non identiquement nul dans un voisinage U
de l’origine. Suivant les formules de Cramer, il existe des bi,α,1(x) mineurs de taille r1 − 1 de G(x) tels que
pour tout x ∈ U ve´rifiant ∆1(x) 6= 0 :
l∑
i=1
(
∑
|α|≤N
bi,α,1(x)
∆1(x)
sα)gi(x, s) = 1 .
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Ainsi, pour tout x ∈ U tels que ∆1(x) 6= 0 :
∆1(x) =
l∑
i=1
(
∑
|α|≤N
bi,α,1(x)s
α)gi(x, s) .
Dons, pour tout x ∈ U :
∆21(x) =
l∑
i=1
(
∑
|α|≤N
bi,α,1(x)∆1(x)s
α)gi(x, s) .
Si ∆1(0) 6= 0, quitte a` diminuer U , nous obtenons l’existence de a1; . . . , ap ∈ OX(U)[s1, . . . , sp] tels que :
1 =
l∑
i=1
ai gi|U .
Si ∆1(0) = 0 : Conside´rons sur ∆
−1
1 (0) ⊂ X , un mineur ∆2 de la matrice G(x) de taille maximum r2 non
identiquement nul dans un voisinage U de l’origine. Suivant les formules de Cramer, il existe des bi,α,2(x)
mineurs de taille r2 − 1 de G(x) tels que pour tout x ∈ U ve´rifiant ∆1(x) = 0 et ∆2(x) 6= 0 :
l∑
i=1
(
∑
|α|≤N
bi,α,2(x)
∆2(x)
sα)gi(x, s) = 1 .
Il en re´sulte :
∆22(x)−
l∑
i=1
(
∑
|α|≤N
bi,α,2(x)∆2(x)s
α)gi(x, s)
nul sur ∆−11 (0). D’apre´s le the´ore`me des ze´ros analytiques, il existe quitte a` diminuer U un entier k tel que :
(∆22(x)−
l∑
i=1
(
∑
|α|≤N
bi,α,2(x)∆2(x)s
α)gi(x, s))
k ∈ OX(U)[s1, . . . , sp](∆21(x)) .
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Vu l’e´criture de ∆21, nous en de´duisons quitte a` diminuer U , l’existence de a1, . . . , ap ∈ OX(U)[s1, . . . , sp] tels
que :
∆2k2 (x) =
l∑
i=1
ai gi|U .
Si ∆2(0) 6= 0, nous terminons comme pre´cedemment. Sinon, nous ite´rons. Le processus aboutit car les mineurs
de taille 1 de G(x) ne sont pas tous nuls en ze´ro.
Corollaire 1 Soit X une varie´te´ analytique complexe, N un OX [s1, . . . , sp]-Module cohe´rent tel que Nan =
OX×Cp ⊗p−1OX [s1,...,sp] p−1N soit nul ou` p de´signe la projection de X ×Cp sur Cp. Alors, N = 0.
Preuve : (AnnN)an = Ann (Nan). Il suffit alors d’appliquer la proposition 4 a` l’ide´al AnnN .
Corollaire 2 Soit X une varie´te´ analytique et I un ide´al cohe´rent de OX [s1, . . . , sp]. Soit h ∈ OX [s1, . . . , sp]
tel que h s’annule sur
V(I) = {(x, s) ∈ X ×Cp ; ∀ g ∈ I : g(x, s) = 0} .
Alors, localement au voisinage de tout point de X, il existe k tel que hk ∈ I.
Preuve : L’astuce de Rabinowitch s’adapte sans proble`me.
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2 DX [s1, . . . , sp]-Module majore´ par une lagrangienne
2.1 Conse´quence du the´ore`me d’involutivite´
Conside´rons tout d’abord sur DX [s1, . . . , sp] la filtration die`se. Le faisceau DX [s1, . . . , sp] est un faisceau
de Q-alge`bres et gr♯DX [s1, . . . , sp] est un faisceau d’anneaux commutatifs. Si P ∈ D♯X [s1, . . . , sp](k) et Q ∈
D♯X [s1, . . . , sp](l) : PQ−QP ∈ D♯X [s1, . . . , sp](k+l−1). Dans un syste`me de coordonnd´es locales si PQ−QP /∈
D♯X [s1, . . . , sp](k + l − 2) :
σ♯(PQ−QP ) =
n∑
i=1
∂σ(P )
∂ξi
∂σ(Q)
∂xi
− ∂σ(P )
∂ξi
∂σ(Q)
∂xi
.
Cette formule e´tend le crochet de Poisson de´fini sur les symboles des ope´rateurs de DX . Si α et β sont des
fonctions sur gr♯DX [s1, . . . , sp], nous appelons crochet de Poisson de α et β :
{α, β} =
n∑
i=1
∂α
∂ξi
∂β
∂xi
− ∂α
∂ξi
∂β
∂xi
.
Le the´ore`me de O. Gabber [Ga] assure que si M est un DX [s1, . . . , sp]-Module cohe´rent a` gauche, J ♯(M) la
racine de l’annulateur du gradue´ de M pour toutes bonnes filtrations die`ses est stable par crochet de Poisson.
De meˆme, si nous conside´rons sur DX [s1, . . . , sp] la filtration relative, grrelDX [s1, . . . , sp] est un encore un
faisceau d’anneaux commutatifs. Par le meˆme the´ore`me, nous obtenons que pour tout DX [s1, . . . , sp]-Module
cohe´rent a` gauche M , J rel(M) la racine de l’annulateur du gradue´ de M pour toutes bonnes filtrations rela-
tives est stable par crochet de Poisson.
Soit π2 : T
∗X ×Cp → Cp, la projection sur Cp. Pour tout sous-ensemble Z de T ∗X ×Cp et c ∈ Cp, nous
notons Z(c) la fibre au dessus de c de la restriction de π2 a` Z.
Proposition 5 Soit M un DX [s1, . . . , sp]-Module cohe´rent. Pour tout c ∈ Cp, les fibres non vides (car♯M)(c)
et (carrelM)(c) ont leurs composantes irre´ductibes de dimension au moins e´gales a` la dimension de X.
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Preuve : En un point lisse de car♯M ou` la restriction de π2 est de rang localement constant, la fibre
(car♯M)(c) est lisse re´duite. Par le the´ore`me d’involutivite´, (car♯M)(c) que nous identifions a` un sous-espace
de T ∗X est involutive. Elle est donc de dimension supe´rieure ou e´gale a` la dimension de X . Par semi-continuite´
de la dimension des fibres, nous en de´duisons la proprie´te´ annonce´e sur (car♯M)(c). Le meˆme raisonnement
s’applique pour (carrelM)(c).
2.2 DX [s1, . . . , sp]-Module majore´ par une lagrangienne
Proposition 6 Pour tout DX [s1, . . . , sp]-Module cohe´rent M :
carrelM ⊂ (car♯M)(0)×Cp .
Preuve : Observons que si P ∈ DX [s1, . . . , sp], σ♯(P )(x, ξ, 0) 6= 0 implique σ♯(P )(x, ξ, 0) = σrel(P )(x, ξ, s).
Pour de´montrer la proposition, nous pouvons supposer que M est le quotient de DX [s1, . . . , sp] par un ide´al
a` gauche cohe´rent I. Soit Nous de´duisons de notre observation :
carrelM ⊂ V ({σ♯(P )(x, ξ, 0) ; P ∈ I}) = (car♯M)(0)×Cp .
De´finition 1 SoitM un DX [s1, . . . , sp]-Module cohe´rent. Nous disons queM est majore´ par une lagrangienne
Λ si carrelM ⊂ Λ×Cp ou` Λ est une sous-varie´te´ lagrangienne conique e´ventuellement singulie`re de T ∗X.
Suivant la proposition 6 :
Remarque 2 Si (car♯M)(0) est une varie´te´ lagrangienne de T ∗X, alors M est majore´ par la lagrangienne
(car♯M)(0)
Si M est un DX [s1, . . . , sp]-Module cohe´rent, pour tout c ∈ Cp, notons :
M(c) =
M∑p
i=1(si − ci)M
.
Ces ensembles M(c) sont naturellement des DX-Modules cohe´rents et nous notons carDX M(c) leurs varie´te´s
caracte´ristiques comme DX-Modules.
Nous avons clairement :
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Remarque 3 Soit M un DX [s1, . . . , sp]-Module cohe´rent, pour tout c ∈ Cp : car♯M(c) ⊂ (car♯M)(0) et
carrelM(c) ⊂ (carrelM)(c). Nous identifions ces sous-espaces a` des sous-ensembles de T ∗X.
Soit localement, m1, . . . , ml un syste`me de ge´ne´rateurs de M . Posons pour tout entier k :
M(c)(k) =
∑l
j=1DX(k)mj +
∑p
i=1(si − ci)M∑p
i=1(si − ci)M
.
Les M(c)(k) sont a` la fois une bonne filtration die`se, une bonne filtration relative de M(c), mais aussi une
bonne filtration de M(c) comme DX-Module. L’ide´al engendre´ par s1, . . . , sp (resp. (s1 − c1, . . . , sp − cp)) et
par les symboles des ope´rateurs de DX annulant gr (M(c)) est l’ide´al des symboles die`ses (resp. relatifs) des
ope´rateurs de DX [s1, . . . , sp] annulant gr (M(c)). Nous en de´duisons avec les identifications e´videntes :
Remarque 4 Soit M un DX [s1, . . . , sp]-Module cohe´rent, pour tout c ∈ Cp :
carDX M(c) = car
♯M(c) = carrelM(c) .
En particulier, nous obtenons :
Proposition 7 Soit M un DX [s1, . . . , sp]-Module cohe´rent majore´ par une lagrangienne Λ, alors pour tout
c ∈ Cp, les DX-Modules M(c) sont holonomes de varie´te´s caracte´ristiques contenues dans Λ.
Nous allons pre´ciser maintenant la structure de la varie´te´ caracte´ristique relative d’un DX [s1, . . . , sp]-
Module cohe´rent majore´ par une lagrangienne.
Proposition 8 Soit M un DX [s1, . . . , sp]-Module cohe´rent majore´ par une lagrangienne de composantes
irre´ductibles (T ∗XαX)α∈A, alors il existe des sous-varie´te´s alge´briques Sα de C
p telles que :
carrelM =
⋃
T ∗XαX × Sα .
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Preuve : Par hypothe`se, pour tout c ∈ Cp, (carrelM)(c) est contenu dans la re´union des T ∗XαX . D’apre`s le
the´ore`me d’involutivite´, ses composantes irre´ductibles sont de dimensions supe´rieures a` la dimension de X . Il
en re´sulte que pour tout c ∈ Cp, les composantes irre´ductibles de (carrelM)(c) sont certaines des lagrangiennes
T ∗XαX . Il existe donc des sous-ensembles Sα de C
p tels que :
carrelM =
⋃
T ∗XαX × Sα .
Il reste a` montrer que les Sα sont des sous-varie´te´s alge´briques de C
p. Soit (xα, ξα) un point ge´ne´rique de
T ∗XαX , nous avons :
Sα = (car
relM)
⋂ {(x, ξ, s) ∈ T ∗X ×Cp ; x = xα et ξ = ξα} .
Comme carrelM est localement de´fini par un nombre fini d’e´quations polynomiales en s, les Sα sont des
sous-varie´te´s alge´briques de Cp.
De´finition 2 Soit M un DX [s1, . . . , sp]-Module cohe´rent et x0 ∈ X. Nous appelons ide´al de Bernstein de M
en x0 l’ide´al note´ Bx0(M) de C[s1, . . . , sp] de´fini par :
Bx0(M) = {b(s1, . . . , sp) ∈ C[s1, . . . , sp] ; b(s1, . . . , sp)Mx0 = 0} .
Proposition 9 Soit M un DX [s1, . . . , sp]-Module cohe´rent de varie´te´ caracte´ristique relative ⋃α∈A T ∗XαX×Sα
ou` Xα (resp . Sα) sont des sous-espaces analytiques de X (resp. sous-varie´te´s alge´briques de C
p), Alors
V (Bx0(M)) la varie´te´ des ze´ros de l’ide´al de Bernstein de M en x0 est :
V (Bx0(M)) =
⋃
α∈A,x0∈Xα
Sα .
Preuve : Soit b(s1, . . . , sp) ∈ Bx0(M). Nous pouvons voir b comme un ope´rateur diffe´rentiel relatif de
degre´ ze´ro. Son symbole relatif co¨ıncide avec lui meˆme. Il s’annule d’apre`s l’hypothe`se sur carrelM . Ainsi ,
b(s1, . . . , sp) s’annule sur les Sα telles que x0 ∈ Xα. Inversement, supposons que b(s1, . . . , sp) s’annule sur les
Sα telles que x0 ∈ Xα. Il s’annule donc sur carrelM au voisinage de x0. D’apre`s le corollaire 2 du the´ore`me
des ze´ros relatif , il existe un entier k tel que bk ∈ J rel (M) au voisinage de x0. Nous en de´duisons pour toute
section m de Mx0 , l’existence d’un entier k tel que b
km = 0 . Il en re´sulte que pour k assez grand bk ∈ Bx0(M)
et que b s’annule sur V (Bx0(M)).
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Corollaire 3 SoitM un DX [s1, . . . , sp]-Module cohe´rent majore´ par une lagrangienne et x0 ∈ X. Si gradeMx0 ≥
dimX + 1, l’ide´al de Bernstein de M en x0 est non re´duit a` ze´ro.
Preuve : Suivant la remarque 1, pour tout a ∈ Cp :
dimx0,a,0car
relM ≤ 2 dimX + p− grade (grrelM)x0 ≤ dimX + p− 1 .
Or suivant la proposition 8, il existe des sous-varie´te´s alge´briques Sα de C
p telles que :
carrelM =
⋃
T ∗XαX × Sα .
Donc, pour x0 ∈ Xα, la varie´te´ alge´brique Sα est donc de dimension strictement infe´rieure a` p. Il reste a`
utiliser la proposition 9.
2.3 DX [s1, . . . , sp]-Module majore´ par une lagrangienne sans C[s1, . . . , sp]-torsion
De´finition 3 Soit B un anneau re´gulier qui ve´rifie la condition d’Auslander. Soit M un B-module, nous
disons que M est pur si tous les sous-modules de M non re´duit a` ze´ro ont meˆme nombre grade.
Proposition 10 Soit M un DX [s1, . . . , sp]-Module cohe´rent majore´ par une lagrangienne. Les assertions
suivantes sont e´quivalentes :
1. Les sections non nulles des fibres de M sont sans C[s1, . . . , sp]-torsion.
2. Les fibres non nulles de M sont des modules purs de nombre grade dimX.
De plus, si l’une de ces assertions est ve´rifie´e, il existe une varie´te´ lagrangienne Λ de T ∗X telle que carrelM =
Λ×Cp.
Preuve 1⇒ 2 : D’apre`s la proposition 8 , il existe des sous-espaces analytiques (resp. alge´briques) Xα de X
(resp. Sα de C
p) telles que :
carrelM =
⋃
T ∗XαX × Sα .
25
Soit x0 ∈ X , suivant la proposition 2 :
grade (grrelM)x0 = 2dimX + p− sup{dimSα ; x0 ∈ Xα} .
Il en re´sulte : grade (grrelM)x0 ≥ dimX . Rappelons que suivant la proposition 3, gradeMx0 = grade (grrelM)x0 .
Soit N un sous-module de Mx0 , l’anneau DX,x0 [s1, . . . , sp] e´tant re´gulier et ve´rifiant la condition d’Auslander :
gradeN ≥ gradeMx0 ([Bj2] , appendice IV proposition 2.3 ). Le module N est majore´e par une lagrangienne
comme sous-module d’un module majore´e par une lagrangienne. Si gradeN ≥ dimX + 1, il re´sulterait du
corollaire 3 que N aurait de la C[s1, . . . , sp]-torsion ce qui est contraire aux hypothe`ses. Ainsi, Mx0 est pur
de grade dimX .
Preuve 2⇒ 1 : Si pour x0 ∈ X , une section non nulle Mx0 avait de la C[s1, . . . , sp]-torsion, M admettrait au
voisinage de x0 un sous-module N tel que Bx0(N) 6= 0. Il re´sulterait des propositions 8 et 9 que les varie´te´s
alge´briques Sα pour x0 ∈ Xα intervenant dans la varie´te´ caracte´ristique relative de N seraient toutes de
dimensions infe´rieures ou e´gales a` p − 1. Il re´sulterait de la proposition 2 que gradeN ≥ dimX + 1 ce qui
contredit l’hypothe`se de purete´.
Fin de la preuve : Supposons ve´rifie´es ces conditions e´quivalentes. Suivant [Bj2] Appendice IV theorem 4.11,
il existe une bonne filtration relative Γ de Mx0 dont le gradue´ grΓMx0 est un DX,x0[s1, . . . , sp] pur de grade
dimX . Rappelons, [Bj2], Appendice IV, proposition 2.6, que si B est un anneau re´gulier ve´rifiant la condition
d’Auslander, un B module E de type fini est pur de grade l si et seulement si ExtjA(Ext
j
A(E,A), A) = 0
e´quivaut a` j 6= l. Il en re´sulte que pour j 6= dimX :
Extj(Extj(grM, grDX,[s1, . . . , sp]), grDX [s1, . . . , sp])x0 = 0 .
En analytisant pour la filtration de´duite de Γ, nous obtenons pour tout a ∈ Cp et j 6= dimX :
ExtjgrDX×Cp/Cp (Ext
j
grDX×Cp/Cp
(grMan, grDX×Cp/Cp), grDX×Cp/Cp)x0,a = 0 .
Ainsi, les fibres (grMan)x0,a non nulles sont pures de grade dimX . Rappelons que sur un anneau commutatif
re´gulier, si un module de type fini est pur de grade l, tous les ide´aux premiers minimaux de son support sont
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de hauteur l ([Bj2] Appendice IV proposition 3.7). Nous obtenons ansi que les composantes irre´ductibles de
carrelM au voisinage de x0 sont de dimension dimX + p. Et pour tout α tel que x0 ∈ Xα, Sα = Cp.
Proposition 11 Soit M un DX [s1, . . . , sp]-Module cohe´rent tel que carrelM = Λ ×Cp ou` Λ est une varie´te´
lagrangienne de T ∗X. Alors, pour tout c ∈ Cp :
carDX (M(c)) = Λ .
Preuve : Il re´sulte du fait que carrelM = Λ×Cp que J rel(M) = I[s1, . . . , sp] l’ide´al deOX [ξ1, . . . , ξn, s1, . . . , sp]
engendre´ par l’ide´al I de OX [ξ1, . . . , ξn] des fonctions nulles sur Λ. L’inclusion J rel(M) ⊂ I[s1, . . . , sp] est
claire. L’autre inclusion re´sulte du the´oe`me des ze´ros relatifs, proposition 4 modulo l’astuce de Rabinowitch.
Soit pi pour i = 1, . . . , l, les ide´aux premiers minimaux contenant Ix0, les pi[s1, . . . , sp] sont alors les ide´aux
premiers minimaux de J rel(M)x0 . Conside´rons le complexe a` deux termes de multiplication par s1 − c1 :
grrelMx0
s1−c1−→ grrelMx0 .
Notons L1 (resp. K1) son conoyau (resp. noyau). Soit (J rel(M)x0 , s1 − c1) l’ide´al de grrelDX,x0[s1, . . . , sp]
engendre´ par J rel(M)x0 et s1 − c1. Ses ide´aux premiers minimaux sont les qi = (pi[s1, . . . , sp], s1 − c1) pour
i = 1, . . . , l. Les localise´s (L1)qi et (K1)qi sont de longueur finie. Notons pour tout ide´al premier q d’un anneau
commutatif A , eq(E) la multiplicite´ d’un A module E de type fini. Un calcul de multiplicite´ donne :
eqi(L1)− eqi(K1) = epi(grrelM)
De plus, M e´tant muni d’une bonne filtration le complexe :
M
s1−c1−→ M
de multiplication par s1−c1 est filtre´. Le fait que cette filtration soit bonne implique la convergence de la suite
spectrale de ce complexe filtre´. La filtration de M induit sur L1 et K1 des filtrations a` gradue´s noethe´riens,
donc de bonnes filtrations. Nous obtenons :
eqi(gr
rel L1)− eqi(grrelK1) = epi(grrelM) > 0
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Il en re´sulte :
eqi(gr
rel L1) > 0 .
Ainsi, les qi sont des ide´aux premiers minimaux du support de gr
rel L1. D’autre part, (J rel(M)x0 , s1 − c1) ⊂
J rel(L1). Donc, chaque qi est contenu dans un ide´al premier minimal du support de grrel L1. Il en re´sulte que
les qi sont les ide´aux premiers minimaux de gr
rel L1. On obtient ainsi,
carrel L1 = Λ× {c1} ×Cp−1 .
Il reste a` ite´rer pour obtenir carrel (M(c)) = Λ.
Proposition 12 Soit M un DX [s1, . . . , sp]-Module cohe´rent dont les fibres sont des modules purs de grade
dimX et tel que (car♯M)(0) soit lagrangienne. Alors, pour tout c ∈ Cp :
(car♯M)(0) = car♯ (M(c)) = carDX (M)(c)
Preuve : Il faut montrer que (car♯M)(0) = car♯ (M(0)). Par hypothe`se, (car♯M)(0) est lagrangienne et toutes
les composantes irre´ductibles de car♯M sont de dimension dimX + p. Il en re´sulte qu’aucune composante de
car♯M n’est contenue dans si = 0. Filtrons M par une bonne filtration die`se. La proposition s’obtient par
re´currence en conside´rant la suite spectrale du complexe filtre´ de multiplication par s1 − c1 :
M
s1−c1−→ M
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3 Equations fonctionnelles associe´es a` Module holonome relati-
vement a` plusieurs fonctions analytiques
Soit f1, . . . , fp, des fonctions analytiques sur X . Notons F = f1f2 · · · fp leur produit. Soit M un DX-
Module holonome. Conside´rons OX [s1, . . . , sp, 1/F ]f s11 . . . f spp le OX [s1, . . . , sp, 1/F ]-Module libre de rang 1 de
base f s11 . . . f
sp
p . Le produit tensoriel :
M ⊗OX OX [s1, . . . , sp, 1/F ]f s11 . . . f spp
est muni d’une structure naturelle de DX [s1, . . . , sp]-Module de´finie pour toute section n de M et a de
OX [s1, . . . , sp, 1/F ] par :
∂
∂xi
(n⊗ af s11 . . . f spp ) =
(
∂
∂xi
n)⊗ af s11 . . . f spp + n⊗
∂a
∂xi
f s11 . . . f
sp
p +
p∑
j=1
n⊗ sja
∂fj
∂xi
fj
f s11 . . . f
sp
p .
Nous notons, n⊗ af s11 . . . f spp = a nf s11 . . . f spp et f s1+r1 . . . f sp+rp = F rf s11 . . . f spp pour tout entier r.
Nous supposons M engendre´ par une section m.
3.1 Varie´te´ carate´ristique relative de DX [s1, . . . , sp]mf s11 . . . f spp
Dans ce paragraphe, M de´signe un module holonome engendre´ par une section m. En dehors de F = 0,
pour toute section m de M :
∂
∂xi
(n⊗ f s11 . . . f spp ) =
[
(
∂
∂xi
+
p∑
i=1
si
fi
∂fi
∂xi
)n
]
f s11 . . . f
sp
p .
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Munissons M de la bonne filtration DX(k)m et DX [s1, . . . , sp]mf s11 . . . f spp de la bonne filtration relative
DX [s1, . . . , sp](k)mf s11 . . . f spp . En dehors de F = 0, nous obtenons :
grrelDX [s1, . . . , sp]mf s11 . . . f spp ≃ (grDX M)[s1, . . . , sp] .
Comme M est holonome, pour tout x0 dans le support de M , le grade de (grDX M)x0 est e´gal a` dimX . Il en
re´sulte que si F (x0) 6= 0 :
grade (grrelDX [s1, . . . , sp]mf s11 . . . f spp )x0 = grade (grDX M)x0 = dimX .
Nous obtenons ainsi :
Lemme 2 Pour tout x0 dans le support de M tel que F (x0) 6= 0 :
grade (grrelDX [s1, . . . , sp]mf s11 . . . f spp )x0 = dimX .
Notons Gk(DX [s1, . . . , sp]mf s11 . . . f spp ) le sous-Module forme´ des sections de DX [s1, . . . , sp]mf s11 . . . f spp
dont les fibres sont de grade supe´rieure ou e´gal a` k. Les faisceaux grrelDX [s1, . . . , sp] et DX [s1, . . . , sp]
ve´rifient la condition de Noether : sur tout espace localement compact, les suites croissantes de sous-Modules
cohe´rents stationnent. Cela permet d’assurer ([Bj2] Appendice IV theorem 2.30) que pour tout entier k, les
Gk(DX [s1, . . . , sp]mf s11 . . . f spp ) sont des DX [s1, . . . , sp]-modules cohe´rents. En effet, le gradue´ de cette filtration
G. s’obtient comme limite d’une suite spectrale associe´e a` un complexe double filtre´ dont le deuxie`me tableau
est compose´ des DX [s1, . . . , sp]-modules cohe´rents :
ExtjDX [s](Ext
j
DX [s]
(DX [s1, . . . , sp]mf s11 . . . f spp ,DX [s1, . . . , sp]),DX [s1, . . . , sp]) .
Lemme 3 Pour tout x0 dans le support de M [1/F ] :
grade (grrelDX [s1, . . . , sp]mf s11 . . . f spp )x0 ≥ dimX .
Preuve : Le quotient :
DX [s1, . . . , sp]mf s11 . . . f spp
GdimX(DX [s1, . . . , sp]mf s11 . . . f spp
.
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est un DX [s1, . . . , sp] Module cohe´rent supporte´ par F = 0. Du the´ore`me des ze´ros, au voisinage de tout
x0 ∈ X , il re´sulte l’existence d’un entier l tel que :
mF lf s11 . . . f
sp
p = mf
s1+l
1 . . . f
sp+l
p ∈ GdimX(DX [s1, . . . , sp]mf s11 . . . f spp ) .
Comme pour tout P (x, ∂x, s) ∈ DX [s1, . . . , sp] :
P (x, ∂x, s)mf
s1
1 . . . f
sp
p = 0⇐⇒ P (x, ∂x, s1 + l, . . . , sp + l)mf s1+l1 . . . f sp+lp = 0 ,
nous de´duisons d’une re´solution libre locale deDX [s]mf s11 . . . f spp une re´solution libre locale deDX [s]mf s1+l1 . . . f sp+lp
et les bijections de translations entre :
Exti(DX [s]mf s11 . . . f spp ,DX[s]) et Exti(DX [s]mf s1+l1 . . . f sp+lp ,DX [s]) .
Il en re´sulte que les fibres en x0 de DX [s]mf s11 . . . f spp et DX [s]mf s1+l1 . . . f sp+lp ont meˆme grade et donc le
lemme.
Proposition 13 II existe une varie´te´ lagrangienne conique Λ de T ∗X tel que :
carrelDX [s]mf s11 . . . f spp = Λ×Cp .
Preuve : Commenc¸ons par donner une preuve ge´ome´trique. Noton 1i = (0 . . . , 0, 1, 0 . . .0) ou` le 1 est plac¸e´
a` la i-e`me place et appelons τi la translation de T
∗X × Cp de´finie par (x, ξ, s) 7→ (x, ξ, s + 1i). Nous avons
pour tout P (x, ∂x, s) ∈ DX [s1, . . . , sp] :
P (x, ∂x, s)mf
s1
1 . . . f
sp
p = 0⇐⇒ P (x, ∂x, s+ 1i)mfif s11 . . . f spp = 0 .
Ainsi,
carrel (DX [s1, . . . , sp]mfif s11 . . . f spp ) = τi−1(carrel (DX [s1, . . . , sp]mf s11 . . . f spp ) .
D’autre part, il est clair que DX [s1, . . . , sp]mfif s11 . . . f spp est un sous-Module de DX [s1, . . . , sp]mf s11 . . . f spp .
Donc, carrel (DX [s1, . . . , sp]mf s11 . . . f spp ) est stable par les translations τi−1 et donc par toutes translations
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(x, ξ, s) 7→ (x, ξ, s− k) de T ∗X ×Cp ou` k ∈ Np. Nous en de´duisons l’existence d’un sous-ensemble analytique
conique Λ de T ∗X tel que :
carrelDX [s]mf s11 . . . f spp = Λ×Cp .
D’apre`s le lemme 3 et la remarque 1 de la section 1.2, pour tout x0 du support de M [1/F ] et a ∈ Cp :
dimx0,a,0 car
relDX [s]mf s11 . . . f spp ≤ dimX + p .
Donc, dimx0,0 Λ ≤ n. Comme Λ est conique, la dimension de Λ en tout point est infe´rieure a` n. En tout
point lisse de Λ, la projection de Λ×Cp sur Cp est une submersion. Il re´sulte du the´ore`me d’involutivite´ rap-
pele´ au paragraphe 2.1 que Λ est un sous espace involutif conique de T ∗X . C’est donc une varie´te´ lagrangienne.
Donnons une preuve plus alge´brique. Soit P (s) ∈ DrelX [s1, . . . , sp](k) tel que P (s)mf s11 . . . f spp = 0. Remar-
quons que pour tout r ∈ Np :
P (s− r)mf s11 . . . f spp = P (s− r)mf rf s1−r11 . . . f sp−rpp
= (P (s− r)f r − f rP (s− r))mf s1−r11 . . . f sp−rpp
∈ DrelX [s1, . . . , sp](k − 1)mf s1−r11 . . . f sp−rpp .
Ainsi, σrel(P (s − r)) annule le gradue´ de DX [s]mf s11 . . . f spp pour la bonne filtration induite par la filtration
naturelle de DX [s1, . . . , sp]mf s1−r11 . . . f sp−rpp . Donc, σrel(P (s−r)) ∈ J rel(DX [s]mf s11 . . . f spp ) pour tout r ∈ Np.
Cela montre que cet ide´al est engendre´ par des symboles inde´pendants de s. Suivant le the´ore´me d’involutivite´
sa racine est stable par crochet de Poisson. Nous en de´duisons :
carrelDX [s]mf s11 . . . f spp = Λ×Cp ,
ou` Λ est une varie´te´ involutive conique de T ∗X . Le meˆme argument sur la dimension que pre´ce´demment
utilisant le lemme 3 et la remarque 1 de la section 1.2 permet de conclure que Λ est lagrangienne.
Proposition 14 Pour tout x0 dans le support de M [1/F ], le module DX,x0[s1, . . . , sp]mf s11 . . . f spp est pur de
grade dimX : tout sous module non nul de DX,x0[s1, . . . , sp]mf s11 . . . f spp est de grade dimX.
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Preuve : La proposition 13 dit que le Module DX [s1, . . . , sp]mf s11 . . . f spp est majore´e par une lagrangienne.
Or, (DX [s1, . . . , sp]mf s11 . . . f spp )x0 est sans C[s1, . . . , sp]-torsion. Le re´sultat re´sulte de la proposition 10.
Lemme 4 Pour tout x0 dans le support de M [1/F ] tel que F (x0) = 0 :
grade
( DX [s1, . . . , sp]mf s11 . . . f spp
DX [s1, . . . , sp]mf s1+11 . . . f sp+1p
)
x0
≥ dimX + 1 .
Preuve : Soit Λ la varie´te´ lagrangienne conique de T ∗X telle que
carrelDX [s]mf s11 . . . f spp = Λ×Cp .
L’ide´al J rel(DX [s]mf s11 . . . f spp ) est l’ide´al I⊗grrelDXgrrelDX [s] ou` I est l’ide´al de grrelDX des fonctions nulles sur
Λ. Soit P un ide´al premier de´finissant une composante irre´ductible de Λ. Cet ide´al P est de dimension dimX .
Par un argument de translation, les multiplite´s de grrel (DX [s]mf s11 . . . f spp )x0 et grrel (DX [s]mf s1+11 . . . f sp+1p )x0
en P ⊗grrel DX grrelDX [s] co¨ıncident. Il en re´sulte qu’aucune composant irre´ductible de Λ × Cp n ’est une
composante de la varie´te´ caracte´ristique relative du quotient :
DX [s1, . . . , sp]mf s11 . . . f spp
DX [s1, . . . , sp]mf s1+11 . . . f sp+1p
Ce quotient a donc une varie´te´ caracte´ristique relative de dimension infe´rieure ou e´gale a` dimX + p − 1. Il
reste a` utiliser la proposition 2.
De´finition 4 Soit m une section d’un DX-Module holonome et x0 ∈ X. Nous appelons ide´al de Bernstein de
(m, f1, . . . , fp) au voisinage de x0 l’ide´al B(m, x0, f1, . . . , fp) de C[s1, . . . , sp] forme´ des polynoˆmes b ve´rifiant
au voisinage de x0 :
b(s1, . . . , sp)mf
s1
1 . . . f
sp
p ∈ DX [s1, . . . , sp]mf s1+11 . . . f sp+1p ,
qui sont appele´s polynoˆmes de Bernstein de (m, f1, . . . , fp) au voisinage de x0.
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Notons que l’ide´al B(m, x0, f1, . . . , fp) n’est autre que l’ide´al de Bernstein, au sens de la de´finition 2, du
DX [s1, . . . , sp]-Module cohe´rent :
DX [s1, . . . , sp]mf s11 . . . f spp
DX [s1, . . . , sp]mf s1+11 . . . f sp+1p
.
Corollaire 4 (Une preuve de l’existence d’une e´quation fonctionnelle de Bernstein dans le cas analytique) Si
m est une section d’un DX-Module holonome, au voisinage de tout x0 ∈ X, il existe un polynoˆme b(s1, . . . , sp)
non nul :
b(s1, . . . , sp)mf
s1
1 . . . f
sp
p ∈ DX [s1, . . . , sp]mf s1+11 . . . f sp++1p .
Preuve : Par le lemme 3, le quotient :
DX [s1, . . . , sp]mf s11 . . . f spp
DX [s1, . . . , sp]mf s1+11 . . . f sp+1p
a ses fibres de de grade supe´rieur ou e´gal a` dimX + 1. Il est majore´ par une lagrangienne, car quotient d’un
DX [s1, . . . , sp]-Module majore´ par une lagrangienne (proposition 13). Il reste a` utiliser le corollaire 3.
3.2 Construction d’un quotient pur d’un sous-facteur de DX [s]mf s
Soit m une section d’un DX-Module holonome M . Conside´rons les applications bijectives τ :
M [
1
F
s1, . . . , sp]f
s1
1 . . . f
sp
p
τ−→M [ 1
F
s1, . . . , sp]f
s1
1 . . . f
sp
p et DX [s1, . . . , sp] τ−→ DX [s1, . . . , sp]
de´finies respectivement par :
τ(n(s1, . . . , sp)f
s1
1 . . . f
sp
p ) = n(s1 + 1, . . . , sp + 1)f
s1+1
1 . . . f
sp+1
p
et
τ(P (x, ∂x, s1, . . . , sp)) = P (x, ∂x, s1 + 1, . . . , sp + p) .
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Nous de´signons e´galement par τ l’application :
T ∗X ×Cp τ−→ T ∗X ×Cp (x, ξ, s1, . . . , sp) 7→ (x, ξ, s1 + 1, . . . , sp + 1) .
Pour toutes sections n de M et tout P ∈ DX [s1, . . . , sp] :
P nf s11 . . . f
sp
p = 0⇐⇒ τ(P )nf s1+11 . . . f sp+1p = 0 .
Nous en de´duisons :
car♯DX [s1, . . . , sp]mf s1+11 . . . f sp+1p = car♯DX [s1, . . . , sp]mf s11 . . . f spp ,
carrelDX [s1, . . . , sp]mf s1+11 . . . f sp+1p = τ−1(carrelDX [s1, . . . , sp]mf s11 . . . f spp ) .
L’objet de ce paragraphe est de de´montrer la proposition suivante et d’en donner les premie`res conse´quences..
Proposition 15 Soit M un holonome engendre´ par une section m. Conside´rons la famille G des sous
DX [s1, . . . , sp]-Modules L de type fini de M [ 1F , s1, . . . , sp]f s11 . . . f spp contenant DX [s1, . . . , sp]mf s11 . . . f spp et
tels que pour tout tout point x0 ∈ X :
grade
Lx0
DX,x0[s1, . . . , sp]mf s11 . . . f spp
≥ dimX + 2
Cette famille admet un plus grand e´le´ment note´ L˜. Ce Module L˜ est un sous DX [s1, . . . , sp]-Module cohe´rent
de M [ 1
F
, s1, . . . , sp]f
s1
1 . . . f
sp
p ve´rifiant :
1. DX [s1, . . . , sp]mf s11 . . . f spp ⊂ L˜,
2. τ(L˜) ⊂ L˜,
3. L˜/τ(L˜) est un DX [s1, . . . , sp]-Module dont les fibres non nulles sont des modules purs de grade dimX+1.
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La preuve est une adaptation de celle du the´ore`me 2.12 [Bj2] appendice IV. Cette adaptation est ne´cessaire
car τ n’est pas un morphisme de DX [s1, . . . , sp]-Module.
Rappels sur les anneaux re´guliers : Soit A un anneau re´gulier (non ne´cessairement commutatif) qui ve´rifie la
condition d’Auslander : pour tout module a` gauche de type fini, tout sous-module a` droite de ExtkA(E,A) est
de grade supe´rieur ou e´gal a` k. Notons que cette condition est automatiquement ve´rifie´e si A est un anneau
commutatif re´gulier et qu’elle est a` la base des proprie´te´s du nombre grade et de la filtration d’un module
par le complexe bidualisant. Rappelons ces proprie´te´s (voir [Bj2] appendice IV) :
1. Si 0 → E ′ → E → E ′′ → 0 esf une suite exacte de A-module a` gauche de type fini, gradeE =
inf (gradeE ′, gradeE ′′).
2. Soit 0 ⊂ Gl ⊂ · · · ⊂ G0 = E le filtration d’un A-module a` gauche de type fini par le complexe
bidualisant, il existe unes suite exacte fonctorielle en E :
0 −→ Gk
Gk+1
−→ ExtkA(ExtkA(E,A), A) −→ Qk −→ 0 ,
ou` gradeQk ≥ k + 2.
3. Si gradeE = k, alors gradeExtkA(E,A) = k.
4. Si ExtvA(Ext
v
A(E,A), A) 6= 0, ce module est A-module pur de grade v.
5. E est pur de grade k si et seulement si 0 = Gl = . . . = Gk+1 et Gk = . . . = G0 = E. Dans ce cas nous
avons la suite exacte :
0 −→ E i(E)−→ ExtkA(ExtkA(E,A), A) −→ Qk −→ 0 ,
ou` gradeQk ≥ k + 2.
De´finition 5 Soit E un A-module de type fini pur de grade k, nous disons que (φ,E ′) est une extension
pure docile de E si φ : E → E ′ est un morphisme injectif de A-modules, si E ′ est pur de gradeE ′ = k et
grade (E ′/φ(E)) ≥ k + 2.
36
La terminologie extension pure docile est une traduction de tame pure extension ( voir [Bj2] appendice
IV). Suivant les rappels, si E est pur de grade k, le morphisme naturel E
i(E)→֒ ExtkA(ExtkA(E,A), A) est une
extension pure docile. En fait, cette extension naturelle est universelle au sens suivant :
Proposition 16 Soit E un A-module de type fini pur de grade k et (φ,E ′) une extension pure docile de
E. Alors, il existe un unique morphisme de A-module φ˜ : E →֒ ExtkA(ExtkA(E,A), A) tel que le diagramme
suivant commute :
E
φ→֒ E ′
↓ i(E) ↓ φ˜
ExtkA(Ext
k
A(E,A), A) = Ext
k
A(Ext
k
A(E,A), A)
De plus, φ˜ est une extension pure docile.
Preuve : (proposition 2.9, [Bj2] appendice IV) Ce re´sultat est la clef de la proposition 15. Donnons une
preuve. Conside´rons la suite exacte :
0→ E φ→ E ′ → E
′
φ(E)
→ 0 .
Nous obtenons vu les hypothe`ses sur les nombres grade :
0 = ExtkA(
E ′
φ(E)
, A)→ ExtkA(E ′, A)
ExtkA(φ,A)→ ExtkA(E,A)→ Extk+1A (
E ′
φ(E)
, A) = 0
Donc, ExtkA(φ,A) est un isomorphisme. Il en re´sulte le diagramme commutatif :
E
φ−→ E ′
↓ i(E) ↓ i(E ′)
ExtkA(Ext
k
A(E,A), A)
ExtkA(Ext
k
A(φ,A),A)≃ ExtkA(ExtkA(E ′, A), A)
L’existence de φ˜ s’en de´duit. L’application φ˜ est clairement une extension pure docile. Il reste a` montrer
l’unicite´ de φ˜. Si φ˜′ est un deuxie`me morphisme ve´rifiant φ˜′ ◦ φ = i(E), nous avons (φ˜′ − φ˜) ◦ φ = 0 et
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φ(E) ⊂ ker(φ˜′ − φ˜). Comme E ′/ ker(φ˜′ − φ˜) s’injecte par φ˜′ − φ˜ dans ExtkA(ExtkA(E ′, A), A), nous de´duisons
de la purete´ du double ext que si E ′/ ker(φ˜′ − φ˜) est non nul, il est de grade k. Mais E ′/φ(E) est de grade
supe´rieur ou e´gal a` k + 2 et se surjecte dans E ′/ ker(φ˜′ − φ˜). Il en re´sulte ker(φ˜′ − φ˜) = E et φ˜′ = φ˜.
Preuve de la proposition 15 : Nous de´taillons la preuve au niveau des fibres de M en un point x0 de X .
La cohe´rence de L˜ re´sultera du fait que les sous-modules de ma famille G peuvent eˆtre conside´re´s en utilisant
une version faisceautique de la proposition 16 comme des sous-modules de
ExtdimX+1DX [s1,...,sp](Ext
dimX+1
DX [s1,...,sp]
(DX [s1, . . . , sp]mf s11 . . . f spp ,DX [s1, . . . , sp]) .
Si
DX,x0 [s1, . . . , sp]mf s1−11 . . . f sp−1p
DX,x0[s1, . . . , sp]mf s11 . . . f spp
est pur de grade k + 1, nous ve´rifions que L˜x0 = DX,x0[s1, . . . , sp]mf s11 . . . f spp . Nous notons en utilisant
l’action de τ que les quotients :
DX,x0[s1, . . . , sp]mf s1+k1 . . . f sp+kp
DX,x0[s1, . . . , sp]mf s1+k+11 . . . f sp+k+1p
ont meˆme nombre grade.
Sinon, nous avons vu que :
DX,x0 [s1, . . . , sp]mf s1−11 . . . f sp−1p
DX,x0[s1, . . . , sp]mf s11 . . . f spp
est de grade supe´rieur ou e´gal a` k + 1. Ce quotient admettrait donc un sous-module de grade supe´rieur ou
e´gal a` k + 2. Il existerait ainsi L un DX,x0[s1, . . . , sp]-module tel que :
DX,x0[s1, . . . , sp]mf s11 . . . f spp
6=⊂ L ⊂ DX,x0[s1, . . . , sp]mf s1−11 . . . f sp−1p
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et
grade
L
DX,x0[s1, . . . , sp]mf s11 . . . f spp
≥ k + 2 .
Conside´rons alors la famille Gx0 des DX,x0[s1, . . . , sp] modules L de type fini ve´rifiant
DX,x0 [s1, . . . , sp]mf s11 . . . f spp
6=⊂ L ⊂Mx0 [
1
F
, s1, . . . , sp]f
s1
1 . . . f
sp
p
et
grade
L
DX,x0[s1, . . . , sp]mf s11 . . . f spp
≥ k + 2 .
Le module Mx0 [
1
F
, s1, . . . , sp]f
s1
1 . . . f
sp
p n’est pas de type fini. Mais pour tout sous-module N de type fini, il
existe un entier r tel que N est un sous-module de DX,x0[s1, . . . , sp]mf s1−r1 . . . f sp−rp qui est un module pur
de grade dimX (voir proposition 14). Ainsi, tous les sous-modules de type fini de Mx0 [
1
F
, s1, . . . , sp]f
s1
1 . . . f
sp
p
sont purs de grade dimX .
Lemme 5 Gx0 admet un unique plus grand e´le´ment.
Preuve du lemme : ([Bj2], proposition 2.10 appendice IV) Rappelons cette preuve qui repose sur le
proble`me universel des extensions pures dociles. Par les proprie´te´s des nombres grade, la somme de deux
e´le´ments de Gx0 est dans Gx0. Il suffit donc de montrer que toute suite croissante d’e´le´ments de Gx0 stationne.
Soit Lv une telle suite, notons jv et jv,v+1 les inclusions :
E = DX,x0[s1, . . . , sp]mf s11 . . . f spp jv−→ Lv
jv,v+1−→ Lv+1 .
Suivant le proble`me universel des extensions pures dociles, nous avons le diagramme commutatif :
E = DX,x0[s1, . . . , sp]mf s11 . . . f spp jv−→ Lv
↓ i(E) ւ j˜v
ExtdimX+1(ExtdimX+1(E,DX,x0[s1, . . . , sp]),DX,x0[s1, . . . , sp])
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Par unicite´ de j˜v, nous obtenons j˜v = j˜v+1 ◦ jv,v+1. Ainsi, les images des morphismes j˜v forment une
suite croissante de sous-modules d’un module noethe´rien de type fini. Cette suite d’images et donc les Lv
stationnent.
Notation : Nous notons L˜x0 le plus grand e´le´ment de Gx0 .
Par finitude de L˜x0 , il existe un entier r tel que :
L˜x0 ⊂ DX,x0[s1, . . . , sp]mf s1−r1 . . . f sp−rp
Nous allons montrer que L˜x0 satisfait les proprie´te´s de la proposition 15.
Posons pour simplifier pout tout entier r et s = (s1, . . . , sp) :
E(s+ r) = DX,x0[s1, . . . , sp]mf s1+r1 . . . f sp+rp .
Preuve de τ(L˜x0) ⊂ L˜x0 : Conside´rons le morphisme surjectif :
τ(L˜x0)
E(s+ 1)
−→ τ(L˜x0) + E(s)
E(s)
.
Mais :
τ(L˜x0)
E(s+ 1)
= τ(
L˜x0
E(s)
)
(nous passons au quotient l’action de τ) et donc :
grade
τ(L˜x0) + E(s)
E(s)
≥ grade τ(L˜x0)
E(s+ 1)
= grade
L˜x0
E(s)
≥ dimX + 2 .
Ainsi, τ(L˜x0) + E(s) ∈ G, τ(L˜x0) + E(s) ⊂ L˜x0 et τ(L˜x0) ⊂ L˜x0.
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Preuve de grade
L˜x0
τ(L˜x0)
= grade
E(s)
E(s + 1)
≥ dimX+1 : Conside´rons les inclusions E(s) ⊂ L˜x0 ⊂ E(s−r)
et τ(L˜x0) ⊂ L˜x0 :
τ(L˜x0)
E(s+ 1)
→֒ L˜x0
E(s+ 1)
→֒ E(s− r)
E(s+ 1)
,
E(s + 1)
τ r+1(L˜x0)
→֒ E(s)
τ r+1(L˜x0)
→֒ L˜x0
τ r+1(L˜x0)
.
Donc, L˜x0/τ(L˜x0) (resp. E(s)/E(s+1)) est un sous-facteur de E(s− r)/E(s+1) (resp. L˜x0/τ r+1(L˜x0). Nous
en de´duisons :
grade
L˜x0
τ(L˜x0)
≥ grade E(s− r)
E(s + 1)
et grade
E(s)
E(s + 1)
≥ grade L˜x0
τ r+1(L˜x0)
.
Par action de τ , pour k entier, les grades de E(s+ k)/E(s+ k + 1) et τk(L˜x0)/τ
k+1(L˜x0) sont inde´pendants
de k. Nous en de´duisons par re´currence que E(s − r)/E(s + 1) (resp. L˜x0/τ r+1(L˜x0) est de meˆme grade que
E(s)/E(s+ 1) (resp. L˜x0/τ(L˜x0). Il en re´sulte :
grade
L˜x0
τ(L˜x0)
= grade
E(s)
E(s+ 1)
.
Enfin, nous avons montre´ que grade
E(s)
E(s+ 1)
≥ dimX + 1 (voir lemme 3).
Preuve de
L˜x0
τ(L˜x0)
pur de grade dimX + 1 : Conside´rons un DX,x0[s1, . . . , sp]-module L′ tel que
E(s+ 1) ⊂ τ(L˜x0)
6=⊂ L′ ⊂ L˜x0 .
Nous avons la suite exacte :
0 −→ τ(L˜x0)
E(s+ 1)
−→ L
′
E(s+ 1)
−→ L
′
τ(L˜x0)
−→ 0 .
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Par maximalite´ de L˜x0 :
grade
L′
E(s+ 1)
= grade
τ−1(L′)
E(s)
≤ dimX + 1 .
Or,
grade
τ(L˜x0)
E(s+ 1)
= grade
L˜x0
E(s)
≥ dimX + 2 .
Il en re´sulte :
grade
L′
τ(L˜x0)
≤ dimX + 1
et en prenant L′ = L˜x0 :
grade
L˜x0
τ(L˜x0)
≤ dimX + 1
Mais
grade
L′
τ(L˜x0)
≥ grade L˜x0
τ(L˜x0)
≥ dimX + 1 .
Ainsi,
grade
L′
τ(L˜x0)
= grade
L˜x0
τ(L˜x0)
= dimX + 1 .
Tout sous-module non nul de L˜x0/τ(L˜x0) est donc de grade dimX + 1 et L˜x0/τ(L˜x0) est donc pur de grade
dimX + 1.
Remarque 5 Notons que L˜ = DX [s1, . . . , sp]mf s11 . . . f spp si et seulement si les les fibres de
DX [s1, . . . , sp]mf s11 . . . f spp
DX [s1, . . . , sp]mf s1+11 . . . f sp+1p
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sont des modules purs de grade dimX + 1. Cette condition e´quivaut encore :
ExtiDX [s1,...,sp](Ext
i
DX [s1,...,sp]
(
DX [s1, . . . , sp]mf s11 . . . f spp
DX [s1, . . . , sp]mf s1+11 . . . f sp+1p
,DX [s1, . . . , sp])) 6= 0 =⇒ i = dimX + 1 .
Preuve : Voir la de´finition de L˜.
Donnons maintenant quelques proprie´te´s de L˜.
Proposition 17 Le DX [s1, . . . , sp]-module L˜ construit dans la proposition pre´ce´dente ve´rifie :
1. car♯
L˜
τ(L˜)
= car♯
DX [s1, . . . , sp]mf s11 . . . f spp
DX [s1, . . . , sp]mf s1+11 . . . f sp+1p
,
2. localement au voisinage de tout point x0 de X, il existe un entier r tel que :
carrel
L˜
τ(L˜)
⊂
r⋃
k=0
carrel τk
( DX [s1, . . . , sp]mf s11 . . . f spp
DX [s1, . . . , sp]mf s1+11 . . . f sp+1p
)
,
3. localement au voisinage de tout point x0 de X, il existe un entier r tel que :
carrel
DX [s1, . . . , sp]mf s11 . . . f spp
DX [s1, . . . , sp]mf s1+11 . . . f sp+1p
⊂
r⋃
k=0
carrel τ−k
(
carrel
L˜
τ(L˜)
)
.
Preuve : Localement au voisinage de tout point x0 de X , il existe un entier r tel que L˜/τ(L˜) (resp.
E(s)/E(s+ 1) est quotient de sous-modules de E(s− r)/E(s+ 1) (resp. L˜/τ r+1(L˜)). Nous utilisons de plus
que pour L sous-module cohe´rent de M [1/F, s1, . . . , sp]f
s1
1 . . . f
sp
p :
car♯
L
τ(L)
= car♯
τk(L)
τk+1(L)
et carrel
τk(L)
τk+1(L)
= τ−k
(
carrel
L
τ(L)
)
.
Rappelons quelques proprie´te´s des modules purs sur un anneau A filtre´ positivement dont le gradue´ grA
est commutatif re´gulier. Si un grA-module de type fini est pur, ses ide´aux associe´s co¨ıncident avec les ide´aux
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premiers minimaux de son support et la hauteur de ces ide´aux est constante e´gale au grade du module (voir
[Bj2], appendice IV proposition 3.7). Cette condition caracte´rise en fait les modules purs (voir [Bj2], appen-
dice IV remarque 3.8). Si N est un A-module pur, il existe une bonne filtration de N tel que le gradue´ de N
soit un grA-module pur (voir [Bj2], appendice IV theorem 4.11). La conse´quence est que J (N) la racine de
l’annulateur de grN a tous ses ide´aux associe´s de meˆme hauteur. Prendre garde que pour p ide´al premier de
grA, nous n’avons pas ne´cessairement dim (grA/p) + ht p = dimgrA.
En particulier si N est un DX,x0[s1, . . . , sp]-module pur de grade dimX + 1, il existe une bonne filtration
die`se de N tel que gr♯N soit pur de meˆme grade. Les ide´aux pemiers associe´s de gr♯N sont homoge`nes en
(ξ, s) et leurs hauteurs co¨ıncident avec la codimension des germes des espaces analytiques qu’ils de´finissent
sur T ∗X ×Cp. De la proposition 17, nous de´duisons en prenant N = L˜/τ(L˜) :
Corollaire 5 Les composantes irre´ductibles de
car♯
L˜
τ(L˜)
= car♯
DX [s1, . . . , sp]mf s11 . . . f spp
DX [s1, . . . , sp]mf s1+11 . . . f sp+1p
.
sont toutes de dimension dimX + p− 1.
Corollaire 6 Il existe une famille (Xα)α∈A de sous-espaces analytiques de X et une famille (S
′
α)α∈A de
re´union d’hypersurfaces alge´briques de Cp telles que :
carrel (
L˜
τ(L˜)
) = ∪α∈A′T ∗YαX × S ′α .
Preuve : Le DX [s1, . . . , sp]-Module L˜/τ(L˜) e´tant majore´ par une lagrangienne, il existe suivant la proposition
8 une famille (Yα)α∈A′ (resp. S
′
α) de sous-espaces analytiques (resp. varie´te´s alge´briques de C
p) telle que
carrel (L˜/τ(L˜)) = ∪α∈A′T ∗YαX × S ′α . Alors, pour tout α, les S ′α sont de dimension p− 1. Nous conside´rons le
module pur N = L˜/τ(L˜). Il admet donc une bonne filtration relative tel que grrelN soit pur. Si p est un ide´al
premier minimal du support de ce gradue´, le quotient grrel (DX,x0[s1, . . . , sp])/p est pur de grade dimX +1. Il
en re´sulte que le sous-espaces analytique qu’il de´finit est de dimension dimX + p− 1. Toutes les composantes
de carrelN sont donc de dimension dimX + p− 1. Les S ′α sont donc de dimension p− 1.
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Remarque 6 Nous verrons dans le paragraphe suivant que les S ′α sont en fait des hyperplans affines. Il en
re´sultera que la varie´te´ des ze´ros de l’ide´al de Bernstein Bx0(L˜/τ(L˜)) est une re´union d’hyperplans affines.
3.3 Remarques sur l’ide´al de Bersntein B(m, x0, f1, . . . , fp)
3.3.1 Cas ou` m est une section d’un Module holonome
M de´signe toujours un DX -Module holonome engendre´ par une section m et f1, . . . , fp sont des fonctions
analytiques sur X .
Rappelons, voir de´finition 4, que B(m, x0, f1, . . . , fp) de´signe l’ide´al des polynoˆmes b de C[s1, . . . , sp]
ve´rifiant au voisinage de x0 :
(∗) b(s1, . . . , sp)mf s11 . . . f spp ∈ DX [s1, . . . , sp]mf s1+11 . . . f sp+1p .
Ces polynoˆmes sont appele´s polynoˆmes de Bernstein de (m, f1, . . . , fp) au voisinage de x0.
Proposition 18 (C. Sabbah proposition 1.2 de [S2]) Pour toute section m d’un Module holonome, pour tout
x0 ∈ X, il existe un nombre fini de formes line´aires H a` coefficients premiers entre eux dans N telles que :∏
H∈H
∏
i∈IH
(H(s) + αH,i) ∈ B(m, x0, f1, . . . , fp)
ou` αH,i sont des nombres complexes.
La preuve de C. Sabbah repose sur la proposition 2.2.3 de [S1], voir e´galement [S3]. Si M = OX , comme
indique´ dans [S3], les complexes peuvent eˆtre pris rationels positifs ( voir une preuve dans l’article [Go] de A.
Gyoja).
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Proposition 19 Il existe (Xα)α∈A (resp. Sα) une famille finie de sous-espaces analytiques (resp. varie´te´s
alge´briques de Cp telles que
carrel
( DX [s1, . . . , sp]mf s11 . . . f spp
DX [s1, . . . , sp]mf s1+11 . . . f sp+1p
)
= ∪α∈AT ∗XαX × Sα .
avec les conditions :
– chaque varie´te´ alge´brique Sα est de dimension p− 1,
– les composantes irre´ductibles de dimension p − 1 de chaque Sα sont des hyperplans affines Hα,β de
directions les noyaux de formes line´aires a` coefficients premiers entre eux dans N,
– toute composante irre´ductible des Sα de dimension strictement infe´rieure a` p− 1 est contenue dans un
hyperplan affine τk(Hα,β) ou` k ∈ Z et τ la translation (s1, . . . , sp) 7→ (s1 + 1, . . . , sp + 1).
Preuve : Conside´rons le DX [s1, . . . , sp]-module L˜ construit a` la proposition 15. Au voisinage de tout point
x0, il existe un entier r tel que :
DX [s1, . . . , sp]mf s11 . . . f spp ⊂ L˜ ⊂ DX [s1, . . . , sp]mf s1−r1 . . . f sp−rp .
Suivant le corollaire 6, il existe (X ′α)α∈A (resp. S
′
α) une famille de sous-espaces analytiques (resp. de varie´te´s
alge´briques de Cp de dimension p− 1) tels que
carrel (L˜/τ(L˜)) = ∪α∈A′T ∗YαX × S ′α .
Conside´rons bS un polynoˆme de B(m, x0, f1, . . . , fp) parmi ceux dont l’existence est assure´e dans la proposition
18. Comme bS(s− r) · · · bS(s)L˜ ⊂ τ(L˜), ce produit bS(s− r) · · · bS(s) s’annule sur les S ′α tels que x0 ∈ Xα. Vu
la dimension des S ′α, cela montre que les S
′
α sont des re´unions d’hyperplans affines.
D’autre part suivant la proposition 13, il existe une varie´te´ lagrangienne Λ de T ∗X telle que :
carrelDX [s]mf s11 . . . f spp = Λ×Cp .
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Il existe donc (Xα)α∈A (resp. Sα) une famille de sous-espaces analytiques (resp. de varie´te´s alge´briques de C
p)
telles que
carrel
( DX [s1, . . . , sp]mf s11 . . . f spp
DX [s1, . . . , sp]mf s1+11 . . . f sp+1p
)
= ∪α∈AT ∗XαX × Sα .
Nous de´duisons alors de la proposition 17 que A′ = A et Xα = Yα et :
⋃
S ′α ⊂
r⋃
k=0
τk(
⋃
Sα) et
⋃
Sα ⊂
r⋃
k=0
τ−k(
⋃
S ′α) .
La proposition en re´sulte.
De´finition 6 Pour tout x0 ∈ X, notons H(x0, m) l’ensemble des directions des hyperplans Hα,β pour les α
tels que x0 ∈ Xα. Nous appelons ces directions les pentes de (m, f1, . . . , fp) au voisinage de x0.
Suivant la proposition 9,
⋃
x0∈Xα Sα est la varie´te´ des ze´ros de l’ide´al de Bernstein de (m, f1, . . . , fp). Nous
en de´duisons :
Corollaire 7 Si un produit de formes line´aires affines appartient a` B(m, x0, f1, . . . , fp), tout hyperplan vec-
toriel de H(x0, m) est direction de l’un des facteurs. De plus, il existe dans B(m, x0, f1, . . . , fp) un produit de
formes line´aires affines dont les directions sont exactement l’ensemble H(x0, m) des pentes de (m, f1, . . . , fp)
au voisinage de x0.
Preuve : Pour le premier point, il suffit d’observer que si b ∈ B(m, x0, f1, . . . , fp), il s’annule sur les Sα
intervenant dans la proposition 19, donc sur ceux de dimension p − 1 dont les directions sont les directions
des hyperplans de H. Pour le deuxie`me point, il suffit de prendre un produit de formes line´aires nulles sur les
Sα intervenant dans la proposition 19 et d’utiliser la proposition 9.
Corollaire 8 La varie´te´ des ze´ros de inB(m, x0, f1, . . . , fp) l’ide´al engendre´ par les parties homoge´nes de
plus haut degre´ des e´le´ments de B(m, x0, f1, . . . , fp) est la re´union des pentes de (m, f1, . . . , fp) au voisinage
de x0.. La racine de inB(m, x0, f1, . . . , fp) est en particulier un ide´al principal.
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Preuve : Re´sulte du corollaire 7.
Proposition 20 Soit x0 ∈ X. Si le DX,x0 [s1, . . . , sp]-module :
DX,x0[s1, . . . , sp]mf s11 . . . f spp
DX,x0 [s1, . . . , sp]mf s1+11 . . . f sp+1p
est un module pur de grade dimX + 1, la racine de l’ide´al de Bernstien B(m, x0, f1, . . . , fp) est principal.
C’est notamment le cas sous la condition :
ExtiDX,x0 [s1,...,sp]
(ExtiDX,x0 [s1,...,sp]
(
DX,x0 [s1, . . . , sp]mf s11 . . . f spp
DX,x0[s1, . . . , sp]mf s1+11 . . . f sp+1p
,DX,x0[s1, . . . , sp])) 6= 0 =⇒ i = dimX + 1 .
Preuve : Cela re´sulte de la remarque 5 et du corollaire 6. La deuxie´me partie de la proposition est un crite`re
de purete´ (voir [Bj2], Appendice IV, proposition 2.6).
Pour terminer ce paragraphe, conside´rons l’application :
exp2iπ. : Cp −→ (C∗)p , (s1, . . . , sp) 7−→ (e2iπs1 , . . . , e2iπsp) .
Corollaire 9 L’image par l’application exp2iπ. de la varie´te´s des ze´ros de B(m, x0, f1, . . . , fp) est une re´union
de sous-ensembles de (C∗)p ou` chaque sous-ensemble est de´fini par une e´quation du type :
(σ1)
a1 · · · (σp)ap = α
ou` (a1, . . . , ap) est une famille d’e´le´ments de N premier entre eux et α un nombre complexe. L’ensemble des
(a1, . . . , ap) est l’ensemble des coefficients d’e´quations des pentes de (m, f1, . . . , fp) au voisinage de x0.
Preuve : Cela se de´duit de la proposition 19. En effet, si a1s1 + · · · + apsp = a ou` (a1, . . . , ap) est une
famille d’e´le´ments de N premier entre eux et a un nombre complexe est l’e´quation d’un hyperplan affine H ,
les images par exp2iπ. des τk(H) pour k ∈ Z co¨ıncident et ont pour e´quation :
(σ1)
a1 · · · (σp)ap = e2iπa
Ce re´sultat re´pond a` une question de N. Budur [Bu] pose´e pour le cas particulier M = OX .
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3.3.2 Cas ou` m est une section d’un Module holonome re´gulier
Nous supposons maintenant que M = DXm est un module holonome re´gulier de varie´te´ caracte´ristique
Λ. Notons F le produit f1 · · · fp et de´signons par W ♯f1,...fp,Λ l’adhe´rence dans T ∗X ×Cp de
Ω = {(x, ξ +
p∑
i=1
si
dfi(x)
fi(x)
, s1, . . . , sp) ; si ∈ C , (x, ξ) ∈ Λ et F (x) 6= 0} .
Nous avions e´tabli les re´sultats suivants avec J. Brianc¸on et M. Merle dans [B-M-M1] :
1. Les fibres re´duites de la restriction de π2 a` W
♯
f1,...,fp,Λ
sont des sous-espaces lagrangiens de T ∗X . La fibre
au-dessus de l’origine est un sous-espace lagrangien conique note´e W ♯f1,...,fp,Λ(0).
2. Les composantes irre´ductibles de W ♯f1,...,fp,Λ ∩ F−1(0) sont toutes de dimension dimX + p − 1. Leurs
projections par π2 sont des hyperplans vectoriels de C
p dont les e´quations sont des formes line´aires a`
coefficients entiers positifs ou nuls. Plus pre´cisement, si G une composante irre´ductible de W ♯f1,...,fp,Λ ∩
F−1(0), si nj de´signe la multiplicite´ de fj le long de G, π2(G) est l’hyperplan de C
p d’e´quation :
n1s1 + · · ·+ npsp = 0.
De´finition 7 Nous appelons pentes de (Λ, f1, . . . , fp) les hyperplans vectoriels obtenus par projection par
π2 des composantes irre´ductibles de W
♯
f1,...,fp,Λ
∩ F−1(0). Pou tout x0 ∈ X, nous notons H(Λ, x0, f1, . . . , fp)
l’ensemble de ces pentes au voisinage de x0.
Avec l’aide d’un re´sultat de C. Sabbah sur les varie´te´ caracte´ristiques d’un module relatif engendrant
un module holonome re´gulier (the´ore`me 3.2, [S2]), nous avions e´tabli avec J. Brianc¸on et M. Merle dans
[B-M-M3] les re´sultats suivants :
Proposition 21 (voir the´ore`me 2.1, 2.4 et 2.6, [B-M-M3]) Soit M un DX-Module holonome re´gulier M de
varie´te´ caracte´ristique Λ et m une section de M engendrant M . Alors,
1. car♯ (DX [s1, . . . , sp]mf s11 . . . f spp ) = W ♯f1,...,fp,Λ ,
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2. car♯
( DX [s1, . . . , sp]mf s11 . . . f spp
DX [s1, . . . , sp]mf s1+11 . . . f sp+1p
)
=W ♯f1,...,fp,Λ
⋂
F−1(0) .
3. pour tout c = (c1, . . . , cp) ∈ Cp :
car♯

 DX [s1, . . . , sp]mf s11 . . . f spp∑p
j=1(sj − cj)DX [s1, . . . , sp]mf s1+11 . . . f sp+1p

 =W ♯f1,...,fp,Λ(0) .
Nous de´duisons des propositions 11, 12 et 13
Proposition 22 Soit M = DXm un module holonome re´gulier de varie´te´ caracte´ristique Λ.
carrel (DX [s1, . . . , sp]mf s11 . . . f spp ) = W ♯f1,...,fp,Λ(0)×Cp .
Proposition 23 Soit M = DXm un module holonome re´gulier de varie´te´ caracte´ristique Λ. Il existe un
polynoˆme de Bernstein de m, f1, . . . , fp au voisinage de x0 non nul qui soit produit de formes line´aires dont
l’ensemble des directions vectorielles est exactement H(Λ, x0, f1, . . . , fp).
Cette proposition avait e´te´ obtenu pour p = 2 dans [B-M-M3] the´ore`me 3.2.
Preuve : Suivant C. Sabbah, conside´rons un bS ∈ B(m, x0, f1, . . . , fp) non nul produit de formes line´aires
affines a` coefficients rationnels. Ecrivons bS = c1c2 ou` c1 (resp. c2) est produit de formes line´aires affines de
directions vectorielles forme´es par de pentes de H(Λ, x0, f1, . . . , fp) (resp. non forme´es). Nous avons vu qu’au
voisinage de x0 : bS(s− r) · · · bS(s)L˜ ⊂ τ(L˜). Nous en de´duisons que le sous-Module :
c1(s− r) · · · c1(s) L˜
τ(L˜)
⊂ L˜/τ(L˜)
est annule´ par c2(s− r) · · · c2(s). Il en re´sulte :
car♯ (c1(s− r) · · · c1(s) L˜
τ(L˜)
) ⊂W ♯f1,...,fp,Λ
⋂
F−1(0)
⋂
(in c2)
−1(0)
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qui est de dimension strictement infe´rieure a` dimX + p− 2. Comme L˜/τ(L˜) est pur de grade dimX + 1, il
s’en suit :
c1(s1 − r, . . . , sp − r) · · · c1(s1, . . . , sp) L˜
τ(L˜)
= 0 .
Posons b1(s) = c1(s− r) · · · c1(s), nous obtenons :
b1(s+ r) · · · b1(s) ∈ B(m, x0, f1, . . . , fp) .
Comme b1(s + r) · · · b1(s) est produit de formes line´aires affines de directions vectorielles forme´es par des
pentes de H(Λ, x0, f1, . . . , fp), nous avons montre´ l’existence dans B(m, x0, f1, . . . , fp) d’un tel polynoˆme non
nul. Inversement, la partie homoge`me de plus haut degre´ de ce polynoˆme s’annule sur W ♯f1,...,fp,Λ
⋂
F−1(0) au
voisinage de x0 et donc sur toutes les pentes de H(Λ, x0, f1, . . . , fp).
Si c(s1, . . . , sp) est un polynoˆme, de´signons par in c la partie homoge`ne de c de plus haut degre´. Si b
appartient a` l’ideal de Bernstein de m, f1, . . . , fp au voisinage de x0, in b s’annule sur
car♯
( DX [s1, . . . , sp]mf s11 . . . f spp
DX [s1, . . . , sp]mf s1+11 . . . f sp+1p
)
.
Il re´sulte de la proposition 21 que in b s’annule sur H(Λ, x0, f1, . . . , fp).
La proposition 23 permet de montrer que les pentes H(x0, m) de (m, f1, . . . , fp) au voisinage de x0 ne sont
autres que H(Λ, x0, f1, . . . , fp) l’ensemble de ces pentes au voisinage de x0. Ainsi, nous obtenons :
Proposition 24 Soit M = DXm un module holonome re´gulier de varie´te´ caracte´ristique Λ. Au voisinage
de tout x0 ∈ X, il existe (Xα)α∈A (resp. Sα) une famille finie de sous-espaces analytiques (resp. varie´te´s
alge´briques de Cp)
telle que
carrel
( DX [s1, . . . , sp]mf s11 . . . f spp
DX [s1, . . . , sp]mf s1+11 . . . f sp+1p
)
= ∪α∈AT ∗XαX × Sα .
avec les conditions
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– Chaque varie´te´ alge´brique Sα est de dimension p− 1.
– Les composantes irre´ductibles de dimension p − 1 de chaque Sα sont des hyperplans affines Hα,β de
directions les noyaux de formes line´aires a` coefficients premiers entre eux dans N.
– Toute composante irre´ductible des Sα de dimension strictement infe´rieure a` p− 1 est contenue dans un
hyperplan affine τk(Hα,β) ou` k ∈ Z et τ la translation (s1, . . . , sp) 7→ (s1 + 1, . . . , sp + 1).
– l’ensemble des directions des hyperplans affines Hα,β pour x0 ∈ Xα est l’ensemble H(Λ, x0, f1, . . . , fp).
Corollaire 10 Soit M = DXm un module holonome re´gulier de varie´te´ caracte´ristique Λ. La varie´te´ des
ze´ros de inB(m, x0, f1, . . . , fp) l’ide´al engendre´ par les parties homoge´nes de plus haut degre´ des e´le´ments de
B(m, x0, f1, . . . , fp) est la reunion est la re´union des pentes de (Λ, f1, . . . , fp) au voisinage de x0.
Preuve : Si b ∈ B(m, x0, f1, . . . , fp), in b la partie homoge`ne de plus haut degre´ de b s’annule sur la varie´te´
caracte´ristique die`se de
DX [s1, . . . , sp]mf s11 . . . f spp /DX [s1, . . . , sp]mf s1+11 . . . f sp+1p
et donc, suivant la proposition 21, s’annule sur W ♯f1,...,fp,Λ
⋂
F−1(0). Il en re´sulte une inclusion. L’autre inclu-
sion est donne´e par la proposition 23.
Enfin, nous avons :
Corollaire 11 Soit M = DXm un module holonome re´gulier de varie´te´ caracte´ristique Λ. L’image par l’ap-
plication exp2iπ. de la varie´te´s des ze´ros de B(m, x0, f1, . . . , fp) est une re´union de sous-ensembles de (C∗)p
ou` chaque sous-ensemble est de´fini par une e´quation dun type
(σ1)
a1 · · · (σp)ap = α
ou` α est un nombre complexe et (a1, . . . , ap) (a1, . . . , ap) est une famille d’e´le´ments de N premier entre eux.
Cette famille est exactement la famille des coefficients des formes line´aires dont les des ze´ros sont les pentes
de (Λ, f1, . . . , fp) au voisinage de x0.
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