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MOTIVES OF GRAPH HYPERSURFACES WITH TORUS
OPERATIONS
STEFAN MÜLLER-STACH AND BENJAMIN WESTRICH
Abstract. We study conditions under which graph hypersurfaces admit al-
gebraic torus operations. This leads in principle to a computation of graph
motives using the theorem of Bialynicki-Birula, provided one knows the fixed
point loci in a resolution of singularities.
Introduction
Feynman diagrams and their amplitudes are of fundamental importance in pertur-
bative quantum field theory. Extensive calculations of these amplitudes for graphs
of low loop numbers by Broadhurst and Kreimer in [6] and [7] revealed the mo-
tivic nature of these amplitudes, showing that in many cases they are expressible
as rational linear combinations of multiple zeta values. This brought up the ques-
tion whether all Feynman amplitudes evaluate to multiple zeta values. By general
principles [11, 17], this would mean that Feynman amplitudes are periods of mixed
Tate motives. Kontsevich [16] related this to point counting on the hypersurface
defined by the singularities of the integrand in the Feynman amplitude. Despite
the empirical evidence created by Stembridge in [20], Belkale and Brosnan showed
that the point counting function for general graph hypersurfaces is not of poly-
nomial type, in fact, all point counting functions can be expressed in terms of
those of graph hypersurfaces [2]. Bloch, Esnault and Kreimer [5] investigated the
foundations of Feynman amplitudes and their relations to periods of mixed Hodge
structures, and studied the mixed Hodge structure of the middle cohomology for
wheel-type graphs. Explicit graphs not of mixed Tate type have first been found
by Brown-Schnetz [9, 10] and Doryn [13].
The intention of this paper is to explore torus operations on graph hypersurfaces
XΓ and their non-singular models, and to provide a set-up for studying the resulting
motive using the theorem of Bialynicki-Birula [3]. In section §1, we give criteria for
the existence of algebraic torus operations. In §2, we focus on a particular class of
graphs, obtained by a glueing process, where the torus operation is evident. In §3,
we use the derived categoryDM(k) of motives and apply the theorem of Bialynicki-
Birula in a motivic context in order to study the motive of XΓ. The presence of
a torus operation reduces the complexity of the motive of XΓ with this method to
that of the fixed point loci in some resolution of singularities.
1. Existence of torus operations on graph hypersurfaces
Definition 1.1. Let Γ be a finite, connected, not necessarily simple graph. The
graph polynomial PΓ of Γ is defined as
PΓ :=
∑
τ
∏
e/∈τ
Xe,
where τ runs through all spanning trees of Γ, and Xe is a polynomial variable for
each edge e ∈ E(Γ). The polynomial PΓ is homogenous of degree h = h1(Γ) [5]. We
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define the graph hypersurface
XΓ := {PΓ = 0} ⊂ P
n−1, n = ♯E(Γ).
In [5], this polynomial was rewritten in terms of a determinant of a symmetric
(h × h)-matrix MΓ with linear entries. Since much of this paper relies on this
description we will repeat it here. For Γ we choose an orientation of its edges.
Define a map ∂ : ZE(Γ) → ZV (Γ), by e 7→
∑
v∈V (Γ) sgn(v, e)v, where sgn(v, e) = 1
if v is the source of the edge e, further sgn(v, e) = −1 if v is the target of E.
This gives rise to a simplicial complex ZE(Γ)
∂
→ ZV (Γ) and a corresponding exact
sequence
0→ H1(Γ, Z)
ι
→ ZE(Γ) → ZV (Γ) → H0(Γ, Z)→ 0.
Let le(·), e ∈ E(Γ), denote the dual basis of the standard basis of all edges e ∈
E(Γ) ⊆ ZE(Γ). Then we can consider the bilinear forms qe of rank 1 given by
qe := (le ◦ ι) · (le ◦ ι) : H1(Γ, Z) ×H1(Γ, Z)→ Z.
Choose a basis B = (c1, . . . , ch1(Γ)) of H1(Γ, Z), let Me = Me(B) be the Gram
matrix associated to qe, and set
MΓ,B :=
∑
e∈E(Γ)
XeMe ∈ Z[Xe : e ∈ E(Γ)]1 ⊗Z End(Z
h1(Γ)).
Here, Z[Xe : e ∈ E(Γ)]1 denotes the degree 1 part of the algebra Z[Xe : e ∈ E(Γ)].
We will usually abuse the notation and writeMΓ without the basis in the subscript.
Lemma 1.2. One has PΓ = ± det(MΓ).
Proof. See [[5], Proposition (2.2)]. 
In this description ofMΓ, the diagonal entries contain sums of variables Xe of edges
e contained in cycles in the basis B of H1(Γ,Z). The entries Mij of MΓ with i < j
contain variables Xe of edges which form the glueing data for the basis elements
ci, cj ∈ B.
Lemma 1.3. The diagonal entries of MΓ generate a free Z-submodule of rank
h1(Γ) in Z[Xe : e ∈ E(Γ)]1 with free complement. In particular, if we tensor the
same Z-module with an arbitrary field k, then the diagonal entries remain k-linear
independent.
Proof. There is an isomorphism of free modules ZE(Γ) −→ Z[Xe : e ∈ E(Γ)]1 under
the assignment e 7→ Xe. Also, there is a basis B = (c1, . . . , ch1(Γ)) of the free
submodule H1(Γ, Z) ⊂ ZE(Γ), where each ci is a cycle in Γ. The entries of MΓ,B
on the diagonal are precisely the sums
∑
e∈ci
Xe. They generate a free submodule
H of Z[Xe : e ∈ E(Γ)]1, and we obtain an isomorphism of free submodules
H1(Γ, Z) −→ H.
Any spanning tree τ in Γ induces a free submodule T in ZE(Γ) generated by the
edges of τ . Since the union of τ with any edge outside of τ contains a cycle,
this free submodule is complementary to H1(Γ, Z). This shows that H has a free
complement inside Z[Xe : e ∈ E(Γ)]1. 
Remark 1.4. Subdivision of edges gives rise to affine fiber bundles over XΓ: Let
Γ′ be the graph obtained from Γ by subdividing the edge e into e1 and e2. Then
PΓ′ = PΓ|Xe=Xe1+Xe2 .
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From now on, we choose a field k of characteristic 6= 2, and consider MΓ as a
matrix in k[Xe : e ∈ E(Γ)]1 after extending scalars. Then the diagonal entries
remain linearly independent over k.
We would like to study torus operations on the graph hypersurface
XΓ = {PΓ = 0} ⊂ P
n−1.
Let us start with some preliminary remarks on torus operations in general.
Definition 1.5 (Torus operation). A linear operation of the r-dimensional torus
Grm on P
n−1 is given by a homomorphism of group varieties (over k)
Grm −→ PGLn.
We define a torus operation of an r-dimensional torus Grm to be of rank s on a
closed subvariety X ⊂ Pn−1, if the image under the associated morphism
Grm −→ Aut(X) ∩ PGLn
is of dimension s. An operation is called faithful, if it is injective. In particular, a
faithful operation of an r-dimensional torus on a variety X is of rank r. We denote
by FixX(G
r
m) the fixed point locus of the operation on X.
Remark 1.6. (a) In our situation, all tori are split over k, i.e., isomorphic to Grm,
which is why we defined them in this restricted way.
(b) Any linear operation of a torus is diagonizable, i.e., the image is conjugate
(w.r.t. linear transformations) to a subgroup of the maximal standard torus in
PGLn(k).
(c) Consider an operation Gm =: T → Aut(X), where X is projective. Assume that
it is the restriction of a linear, diagonal operation on some embedding X →֒ Pn−1.
Then the operation T is determined by a vector η = (η1, ..., ηn) of integers - usually
called the weights of the operation - such that the operation is given by Xi 7→ tηiXi
for 1 ≤ i ≤ n.
From now on, we assume that X = {f = 0} ⊂ Pn−1 is a hypersurface. We assign
to each such f a Z-module as follows:
Definition 1.7 (Weight lattice). Let s ∈ N0 and k[X1, . . . , Xn]s be the vector space
of homogeneous polynomials in n variables of degree s. For any
f =
∑
|α|=s
cαX
α ∈ k[X1, . . . , Xn]s
we call
Λf := {η ∈ Z
n : η · α = c independent of α for any α with cα 6= 0}
the weight lattice of the polynomial f . We will call the elements of Λf the weight
vectors of f . Each weight vector η ∈ Λf gives rise to a Gm-operation on X = {f =
0} ⊂ Pn−1 given by Xi 7→ tηiXi. An operation corresponding to a weight vector ω
if trivial on Pn−1 if and only if ω ∈ Z · (1, . . . , 1). Since we consider homogeneous
polynomials f , we have Z · (1, . . . , 1) ⊆ Λf . Thus, the weight lattice Λf has rank
r+1 if and only if X admits a linear rank r torus operation in the coordinates Xi.
Proposition 1.8. Let M be the generic symmetric (h×h)-matrix over the polyno-
mial ring k[Yij | 1 ≤ i ≤ j ≤ h]. Its entries are Mij = Yij for i ≤ j and Mij = Yji
for i > j. Then the number of variables is n =
(
h+1
2
)
, and f = det(M) has the
weight lattice
Λh = {ω = (ωij)i≤j ∈ Z
n : 2ωij = ωii + ωjj for all i < j}.
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The lattice Λh has rank h, since an element is already determined by the diagonal
entries. The corresponding torus operation on X = {det(M) = 0} is given by
Yij 7→ titjYij
for an element (t1, . . . , th) in the diagonal torus G
h−1
m ⊂ PGLh of rank h− 1.
Proof. The explicitly defined torus operation above shows immediately that Λh ⊆
Λdet(M). To prove the converse, one looks at
det(M) =
∑
σ∈Σh
sgn(σ)Y1 σ(1) · · ·Yhσ(h).
The permutation σ = id corresponds the monomial Y1 1 · · ·Yh h in det(M), the
transposition (ij) corresponds to Y1 1 · · ·Yi j · · ·Yj i · · ·Yhh. Therefore, the definition
of the weight lattice Λdet(M) implies that Λdet(M) ⊆ Λh. 
Let us now look at the special case where the polynomial f = det(M) is the
determinant of a symmetric (h×h)-matrixM with linear homogenous polynomials
in k[X1, . . . , Xn] as entries. A useful invariant is:
Definition 1.9. Let ℓ(M) be the k-dimension of the span of all non-zero entries
Mij in the upper triangle of M . (By the upper triangle we mean the entries Mij of
M with i ≤ j.)
We now construct torus operations on such determinant hypersurfaces. We first
look at the special case where all entries are linearly independent linear homogenous
polynomials and the matrix is full.
Proposition 1.10. Suppose M = (Mij) ∈ k[X1, . . . , Xn]h×h is a full symmetric
matrix, such that the entries Mij in the upper triangle are all non-zero and linearly
independent linear homogenous polynomials. Assume also that n = ℓ(M) =
(
h+1
2
)
is the number of all entries. Consider the maximal torus Gh−1m (k) ⊂ PGLh(k) given
by diagonal matrices. Then the variety
X := {det(M) = 0} ⊆ Pn−1
carries a Gh−1m -operation of rank h− 1.
Proof. By assumption, there is an isomorphism
k[Yij | i ≤ j]
∼=
−→k[X1, . . . , Xn]
by substitution, and hence a linear k-isomorphism
Projk[X1, . . . , Xn]
∼=
−→Projk[Yij | i ≤ j]
between projective spaces of dimension n − 1. Thus we may work with the Yij -
coordinates and may assume that we are in the situation of Example 1.8. Define a
torus operation on Projk[Yij | i ≤ j] by Yij 7→ titjYij . We have to show that this
operation is of rank h− 1. But the point P = (1 : . . . : 1) lies on X and its orbit is
given by the image of the morphism
ϕ : (t1, . . . , th) 7→ (t
2
1 : . . . : t
2
h : t1t2 : . . .) ∈ X.
Taking the differential of ϕ at P , we see that it is an immersion. Hence dim Im(ϕ) =
h− 1. 
In general, one has n ≥ ℓ(M) and we get a slightly more general result for matrices
which have some vanishing entries off the diagonal but all non-zero entries are
linearly independent linear homogenous as above.
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Theorem 1.11. Let M = (Mij) ∈ k[X1, . . . , Xn]h×h be a symmetric matrix such
that all non-zero entries Mij for i ≤ j are linearly independent linear homogenous
polynomials, and all diagonal entries Mii are non-zero. Then the hypersurface
X := {det(M) = 0} ⊂ Pn−1
admits a linear Grm-operation with r = h− 1 + n− ℓ(M).
This operation is of rank r, if there is a point P ∈ X such that P is not contained
in the union of the linear hypersurfaces defined by the diagonal entries of M .
Remark 1.12. For the torus operation defined in Example 1.10, the number r =
h− 1 + n− ℓ(M) is maximal with this property. However, there may be examples
with extra operations, see example 1.17.
Proof. Let us first assume that n = ℓ(M). As in the proof of Prop. 1.10, we may
work with the variables Yij , and assume thatX = det(Yij), where some variables Yij
for i 6= j are set to be zero. The Gh−1m -operation from Prop. 1.10 can be restricted to
X , since X is the zero locus of the Gh−1m -invariant hyperplanes Yij = 0. Therefore,
the determinantal hypersurface X admits an operation of Gh−1m defined by the
weight lattice Λh from Prop. 1.10. To show that the operation is still of rank h− 1
in this case, where some entries vanish, look at the given point P = (Pi,j) ∈ X . Let
Σ be the set of all indices i ≤ j such that the entry Mij in M is non-zero. Consider
the morphism
ϕΣ : G
h−1
m −→ X ⊂ P
n−1, (t1, ..., th) 7→ (Pi,jtitj)(i,j)∈Σ ∈ X.
Differentiating at P as in Prop. 1.10, we see that the Jacobi matrix of ϕΣ contains
a diagonal submatrix of rank h, since all Pii are non-zero by assumption.
Suppose now that n > ℓ(M). The matrix M defines a k-linear surjection
q : X˜ −→ X˜Σ
of the affine cone X˜ over X to X˜Σ, the affine cone of XΣ ⊂ Pℓ(M)−1 which is the
determinantal hypersurface defined by the symmetric matrix with non-zero entries
Yi,j for (i, j) /∈ Σ. Since q is induced by the projection
An −→ Aℓ(M),
the morphism q is a trivial vector bundle of rank n− ℓ(M) whose fibers are linearly
embedded in An. We have already shown that X˜Σ admits a rank h − 1 torus
operation. The Gh−1m -operation on XΣ induces a G
h−1
m × G
n−ℓ(M)
m operation on
X˜ = X˜Σ × An−ℓ(M) which is of rank r when restricted to X . 
Example 1.13. Wheels WSh with h spokes and 2h edges satisfy Theorem 1.11,
since
M(WSh) =


Y11 −X2 0 · · · −X1
−X2 Y22 −X3 · · · 0
0 −X3
. . .
. . . 0
...
. . .
. . .
...
0 . . . Yh−1,h−1 −Xh
−X1 0 · · · −Xh Yhh


,
with Yii = Xi +Xi+1 +Xh+i. Here, i+ 1 is to be considered mod h.
As a consequence, the associated hypersurfaces Xh admits a torus operation of
rank h − 1. This bound is sharp, e.g. in the case h = 3, the hypersurface X3 ⊆
P5 ≃ P(Γ(P2, OP2(2))) is the complement of the 5-dimensional homogenous space
PSL3(C)/SO3(C), which admits a rank 2 torus operation. There is no larger linear
torus operation, since the group PSL3(C) is the stabilizer of P
5\X3 in PSL6(C) =
Aut(P5) and it has rank 2 (see [4]).
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In general, the condition of linear independence in Theorem 1.11 is too restrictive.
We need to define a new invariant for symmetric matrices M to formulate a more
general result. The proof of Theorem 1.11 then implies much more as we will see
now.
Let us first fix a certain normal form that we need to formulate the setting and the
result in an economical manner. One can always pass from M to a certain normal
form by a unique linear transformation as follows. Let M ∈ k[X1, . . . , Xn]
h×h
1 be
a symmetric matrix of linear forms such that all diagonal entries are non-zero and
linearly independent. As above, we denote by ℓ(M) the dimension of the span of
all upper-triangular entries. The h diagonal entries of M are linearly independent
by assumption, so we label them (in this order) by X1, ..., Xh. Then we pass to the
next parallel diagonal with i = j − 1. If the entry M12 is linearly independent of
X1, ..., Xh, then we replace it by Xh+1, otherwise it is a linear form L12(X1, ..., Xh).
We continue in the obvious way by going from top to bottom in all diagonals in the
upper triangle. For the entries below the diagonal we take the mirror image. Each
non-zero entry Mij of M is either a variable X1, ..., Xℓ(M), if it occurs for the first
time, or a linear form Lij(X1, ..., Xℓ(M)) in those variables. If Lij equals a repeated
variable (which may happen), we nevertheless call it a linear form. Hence, the
entries which are called ”variables” are the first occurences in the chosen ordering.
We say that the resulting symmetric matrix is in quasi-lexicographic normal form.
Note that passing from M to its normal form is a unique algorithm.
Definition 1.14. Let M be in quasi-lexicographic normal form. We define an
equivalence relation on indices (ij) (i ≤ j) of the non-zero entries Mij as the
transitive hull of the symmetric relation given by
(ij) ∼ (kl)⇔ a common variable X ∈ {X1, ..., Xℓ(M)} occurs in Mij and Mkl.
The equivalence classes are called clusters.
An element (ij) with i < j in a cluster C is called excessive, if Xi or Xj do not
occur in Lij(X1, ..., Xℓ(M)). Let
δ(M) :=
∑
clusters C
(|C| − 1) + ♯ excessive entries in M
be the excess of M .
Theorem 1.15. Let M be in quasi-lexicographic normal form. Then the hypersur-
face
X := {det(M) = 0} ⊂ Pn−1,
admits a rank r torus operation which is diagonal in the variables X1, ..., Xn, and
where
r ≥ max (0, h− 1 + n− ℓ(M)− δ(M)) ,
if there is a point P ∈ X such that P is not contained in the union of the linear
hypersurfaces defined by the diagonal entries of M .
Proof. By our convention, all variables X1, . . . , Xℓ(M) occur for the first time at a
unique position Mij in M , and X1, . . . , Xh are the diagonal entries. Substituting
new variables Yij for each remaining linear form Lij(X1, ..., Xℓ(M)), we arrive at an
inclusion
i : Pn−1 →֒ PN+n−ℓ(M)−1,
where N−ℓ(M) is the number of additional variables Yij with i < j. This inclusion
maps X to a codimension N − ℓ(M) + 1 subvariety
X ′ = i(X) = {det(M ′) = 0}
⋂
{Hij = 0},
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where M ′ is the matrix obtained by the same substitutions, and Hij are the linear
hyperplanes
Hij = Yij − Lij(X1, ..., Xℓ(M)).
Theorem 1.11 implies the existence of a torus T of rank ≥ h− 1+N + n− ℓ(M)−
ℓ(M ′) = h− 1 + n− ℓ(M) acting on {det(M ′) = 0}. Now we count conditions to
estimate the minimal dimension dimension of a torus stabilizing X ′ = i(X). For
the variables Xi in each cluster C to have equal weight amounts to at most |C| − 1
conditions. The weights ωij of the new variables Yij with i > j are related to the
weights of the diagonal entries by the formula 2ωij = ωii+ωjj . Hence, if (ij) is not
excessive, one has ωij = ωii = ωjj which satisfies the formula. If (ij) is excessive,
then the equation 2ωij = ωii+ωjj imposes one new extra condition on the weights
ωii and ωjj .
In total, this gives δ(M) conditions, and hence we obtain a torus operation of rank
≥ n− ℓ(M) + h− 1− δ(M). 
Remark 1.16. We cannot prove that the coordinate system suggested in our proof
does always yield a torus operation of the highest possible rank. For example, there
could be an operation which is not diagonal in our chosen coordinates, or the cluster
conditions are not independent. The latter would be detected in the computations
of the weights following the algorithm implicit in the proof though. Therefore, the
bounds in this theorem are not sharp. We provide a corresponding example below.
Example 1.17. Consider the graph which is the wheel with 3 spokes with one
additional triangle subdivided (see figure below). This gives rise to the matrix
M =


X2 +X6 +X8 X2 +X6 −X2 X2
X2 +X6 X1 +X2 +X4 +X6 +X7 −X1 −X2 −X4 X1 +X2
−X2 −X1 −X2 −X4 X1 +X2 +X4 +X5 −X1 −X2
X2 X1 +X2 −X1 −X2 X1 +X2 +X3

 .
Substituting as in Theorem 1.15 we arrive at
M =


Y1 Y5 Y8 −Y8
Y5 Y2 Y6 −Y7
Y8 Y6 Y3 Y7
−Y8 −Y7 Y7 Y4

 .
Obviously we have two clusters of length 2 and 6 clusters of length 1. By the
theorem this means we can expect XΓ = {det(M) = 0} ⊆ P
7 to have no torus
operation. However, there is a 1-dimensional operation given by the weight vector
ω := (3, −1, −1, −1, 1, −1, −1, 1). The algorithm would give the same result, as
Y7 and Y8 are in excessive positions but impose no extra relation.
Lemma 1.18. Let Γ be a graph such that the non-zero entries in the upper triangle
of MΓ are linearly independent. Then, for any faithful operation of T := G
r
m with
r = h− 1+ n− ℓ(M) on XΓ, as described in Theorem 1.11, the variety FixPn−1(T )
is zero-dimensional, and consists of points contained in XΓ.
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Proof. We may assume that n = ℓ(M), since the operation on the n− ℓ(M) extra
variables is effective. By Example 1.10, the operation on the generic symmetric
matrix with independent linear entries is given by (t, x) 7→ (titjxij). Choosing
special values for ti and tj with
∏
i ti = 1, one sees that the fixed points in this case
are just the points corresponding to the usual standard basis of the underlying space
PN−1 with N =
(
h+1
2
)
. In our more general situation, the graph hypersurfaces are
intersections of the generic zero set of the determinant of the generic symmetric
matrix with (T -invariant) linear coordinate subspaces. Hence the fixed point set
FixPn−1(T ) is given by points in P
n−1 with exactly one non-zero entry, i.e., a vertex
of the coordinate simplex. Obviously these points are contained in XΓ. 
Note that all graph hypersurfaces of wheelsWSh with h spokes satisfy this Lemma.
2. Examples: ∗-graphs
At the beginning of this section we need to introduce a few conventions. We will
call a basis B ⊆ H1(Γ) a cycle basis if it consists only of simple cycles. That such
a basis exists is a standard fact in graph theory. Since the matrix MΓ associated
to a graph Γ depends on the chosen basis of H1(Γ) we will make this dependence
explicit in this section by writing MΓ,B.
A class of examples which have linearly independent entries in MΓ,B and which
contains the wheels with n spokes are the ∗-graphs:
Definition 2.1. A polygonal graph Γ is a connected, not necessarily simple, graph
which has a decomposition Γ = ∆1 ∪∆2 ∪ · · · ∪∆h as a successive glueing (in the
sense of topological spaces) along non-empty, connected sets of edges inside given
cycles ∆i, and such that no edge is used twice for glueing. Let E0 ⊂ Γ be the union
of all edges used for the glueing. A ∗-graph Γ is a polygonal graph such that every
such decomposition has the property h1(E0) = 0.
Note that there are also other, but different, notions of polygonal graphs in the
literature.
Example 2.2. In the literature dealing with the motives of graph hypersurfaces
one calls a connected graph Γ a banana graph (denoted by Bn) if and only if it
consists of exactly two vertices and n edges connecting both vertices. This implies
that h1(Γ) = n− 1. The example of a banana graph with n = 4 edges and 3 loops
shows that the condition h1(E0) = 0 depends on the glueing order. To see this,
label the edges 1, 2, 3, 4. This gives as candidates for cycles the graphs consisting
of exactly two edges, e.g. (1, 2). Then B4 = ((1, 2)∐{2} (2, 3))∐{3} (3, 4). But also
B4 = ((1, 2) ∐{2} (2, 3)) ∐{2} (2, 4). Hence, E0 = {2, 3} (and h1(E0) = 1) in the
first case and E0 = {2} (and h1(E0) = 0) in the second. This shows that we have to
require that h1(E0) = 0 for all decompositions. The matrix MΓ,B (corresponding
to the basis B obtained from the 3 obvious loops) has linearly dependent entries
for this graph. One can verify that the hypersurface corresponding to B4 does not
admit any non-trivial linear Gm-operation.
Lemma 2.3. Assume that Γ is a polygonal graph.
(i) If there is a decomposition with h1(E0) = 0, then
h1(Γ) = ♯ cycles ∆i = h.
(ii) For all edges e in Γ, one has
h1(Γ \ e) < h1(Γ).
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We will call a graph satisfying (ii) a homology model. In the literature this is
sometimes called 1-particle irreducible without external edges [5]. We prefer to call
it a homology model, since this captures in a better way the topological nature of
the definition.
Proof. (i) We use the Mayer-Vietoris Theorem and induction on the number of
cycles. Assume Γ = Γ′ ∪ ∆, where ∆ is a cycle. Then the intersection Γ′ ∩ ∆
is a connected and contractible union of edges, in particular h1(Γ
′ ∩ ∆) = 0 and
h0(Γ
′ ∩∆) = 1. Hence there is an isomorphism H1(Γ′)⊕H1(∆) ∼= H1(Γ).
(ii) A trivial induction on the decomposition of a polygonal graph shows that Γ\e is
still connected. Let U be an open subset of Γ which contains Γ\ e and is homotopy
equivalent to it. Also, let V be a contractible open subset containing e. Then
U ∪ V = Γ, and the assertion follows from the Mayer-Vietoris sequence for open
coverings. 
While it is natural to define ∗-graphs as polygonal graphs with an additional prop-
erty, we remark that they form a subclass of planar graphs:
Lemma 2.4. A graph Γ is polygonal if and only if it is planar and a homology
model.
Proof. Γ is polygonal if and only if Γ =
∐
E0
∆i, where all ∆i are simple cycles,
every edge belongs to at most two ∆i’s, and no edge in E0 is used twice for glueing.
This condition means that the set {∆i} contains a simple basis of the cycle space
H1(Γ) of Γ. For the definition of a simple basis, see [12, sect. 4.5]. Hence Γ is
planar by MacLane’s planarity criterion [12, Thm. 4.5.1]: a graph is planar if and
only if H1(Γ) contains a simple basis.
Conversely, consider a plane embedding Γ→ R2. Choose a compact disc Γ ⊆ D ⊆
R2 such that ∂D ∩ Γ = ∅ (here ∂ means ”boundary of”). Define the equivalence
relation ∼ on D ×D by requiring x ∼ y if and only if x and y are connected by a
path inside D\Γ or inside Γ. This gives a partition D = Γ∪A∪
⋃h1(Γ)
i=1 ∆
◦
i , where A
is the unique component with ∂D ⊆ A and ∂∆i are cycles [12, Prop. 4.2.6]. Then,
(∂∆◦1, . . . , ∂∆
◦
h1(Γ)
) is a cycle basis of H1(Γ), and no edge of Γ lies in more than
two ∂∆i [12, Lem. 4.2.2]. Since Γ is a homology model, every edge of Γ is contained
in some ∂∆i. Hence, glueing in the given order shows that Γ is polygonal. 
Definition 2.5. We will call a simple cycle ∆ ⊆ Γ an inner cycle of Γ if there
exist simple cycles ∆2, . . . , ∆h1(Γ) such that B := (∆, ∆2, . . . , ∆h1(Γ)) is a cycle
basis of H1(Γ) and ∆ =
∑h1(Γ)
i=2 ∆ ∩∆i ∈ H1(Γ,F2).
Lemma 2.6. A graph Γ with no inner cycles is planar.
Proof. Note that the class of graphs without inner cycles is closed under taking
subgraphs and that (all subdivisions of) the complete bipartite graph K3, 3 and the
complete graph K5 have inner cycles. Thus the assertion follows from Kuratowski’s
planarity criterion that states that a graph is planar if and only if it does not
contain neither K3, 3 (complete bipartite graph) nor K5 (complete graph) [12, Thm.
4.4.6]. 
The converse does not hold, since a typical graph with an inner cycle is
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This graph is not a ∗-graph, as E0 is the inner triangle. For ∗-graphs, the following
characterization holds.
Theorem 2.7. Let Γ be a graph. Then the following conditions are equivalent:
(i) Γ is a ∗-graph.
(ii) Γ is a homology model, and there exists a cycle basis B ⊆ H1(Γ) such that
the non-zero upper-triangular matrix entries Mij of MΓ,B are linearly independent
polynomials in k[X1, . . . , Xn]1.
Proof. (ii) ⇒ (i): We will first show that Γ is planar. To this end, we show that Γ
has no inner cycles, hence Γ is planar by Lemma 2.6. Suppose Γ has inner cycles.
This means that, in addition to the cycle basis B = (∆1, . . . , ∆h1(Γ)), there is
another cycle basis B′ = (∆′1, . . . , ∆
′
h1(Γ)
) of H1(Γ, F2) such that
∆′1 =
h1(Γ)∑
i=2
∆′1 ∩∆
′
i.
In the special case where B = B′, this relation immediately leads to a linear depen-
dence between the matrix entry M11 and other entries in the first row or column,
and hence contradicts the assumption.
In general, since GL(H1(Γ, F2)) is generated by transvections, we can always find
t ∈ GL(H1(Γ, F2)) such that t(B) = B
′, and t is product t = t1 · · · tl of transvec-
tions. In addition, we will now show that we can reduce to the case where ti · · · tl(B)
is a cycle basis for all i. In the following, we shall do only one iteration of the re-
duction, since one obtains the full reduction by simply repeating this step. Hence,
assume that ∆i = ∆
′
i for all i > 1 and ∆
′
1 =
∑h1(Γ)
i=1 αi∆i, with α1 = 1. For
i = 2, . . . , h1(Γ) define ti = 1 + αiE1i, where E1i is the matrix with 1 at entry
(1, i) and 0 else. Then t(B) = B′, where t =
∏h1(Γ)
i=2 ti. Note that the ti commute
pairwise. Suppose (after reordering if necessary) for some i > 2 (if i = 2 we are
done) that tj · · · th1(Γ)(B) is a cycle basis for all i ≤ j. Then there exists 2 ≤ k < i
such that ti · · · th1(Γ)(∆1) shares edges with the cycle ∆k, since otherwise ∆
′
1 would
not be a simple cycle. Now, swap the indices of ti−1 and tk and proceed inductively.
Having shown this reduction for t(B) = B′, and assuming B 6= B′, this reduces us
without loss to the situation ∆′1 = ∆1 +∆2, ∆
′
j = ∆j for j ≥ 2, and ∆1 ∩∆2 6= ∅.
Hence, ∆′1 ∩ ∆j = (∆1 ∩ ∆j) + (∆2 ∩ ∆j) for all j. In particular, ∆
′
1 ∩ ∆2 =
(∆1 ∩∆2) + ∆2.
This implies that the relation
∆′1 =
h1(Γ)∑
i=2
∆′1 ∩∆
′
i = ∆
′
1 ∩∆2 +
h1(Γ)∑
i=3
∆′1 ∩∆j
from the beginning yields the equation
∆1 = ∆1 ∩∆2 +
∑
j≥3
(∆1 +∆2) ∩∆j .
This is a non-trivial relation among the elements of
{∆1, . . . , ∆h1(Γ), ∆i ∩∆j : ∀i, j},
i.e., matrix entries of M , a contradiction.
Hence, Γ is planar, and therefore polygonal by Lemma 2.4. Assume Γ = ∆1 ∪∆2 ∪
· · ·∪∆h, but h1(E0) > 0. Let ∆1, ...,∆h be the natural basis of H1(Γ) given by the
cycles ∆i. Given a simple non-zero loop γ ⊂ E0, there is a linear relation between
the diagonal entries for all ∆i meeting γ and all off-diagonal entries carrying glueing
data for these ∆i.
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(i) ⇒ (ii): Conversely, suppose that Γ is a ∗-graph and we have given a linear
relation among the entries ofMΓ,B. By definition of ∗-graphs, this relation involves
a diagonal element, since every edge is only used once for glueing. Hence, we get
an equation
h∑
i=1
aiMii =
∑
i<j
bijMij ,
with at least one ai and one bij non-zero by Lemma 1.3. This is a contradiction,
since each ∆i occurring on the left with ai 6= 0 has an edge which is not contained
in E0. 
Corollary 2.8. The ∗-graphs admit a torus operation of dimension r ≥ h − 1 +
n − ℓ(MΓ,B). It is faithful under the condition given in Theorem 1.11, i.e., if the
graph hypersurface is not a union of h linear hyperplanes.
Proof. By Prop. 2.7, the entries of MΓ,B satisfy the assumptions of Thm. 1.11. 
3. Motivic Bialynicki-Birula decompositions
In this section we discuss how to apply high dimensional torus operations on XΓ to
compute the motive of a graph hypersurface XΓ = {det(MΓ) = 0} using a motivic
version of the decomposition theorem of Bialynicki-Birula [3]. For simplicity assume
that k is algebraically closed and of characteristic zero.
In the following we use (cohomological) motives M(X) in the sense of Voevodsky’s
triangulated category DM(k) = DMgm(k) attached to any k-scheme X . The
motive M(X) for a possibly singular variety X is defined in [21, chap. 5]. We want
to give a criterion when the motive of a graph hypersurface M(XΓ) ∈ DM(k) is
mixed Tate. An object M ∈ DM(k) is called mixed Tate, if it is in the image of
DMT (k)→ DM(k)⊗Q,
where DMT (k) is the full Q-linear triangulated subcategory of DM(k)⊗Q gener-
ated by the Tate objects Q(n) as defined by Levine [17].
Example 3.1. The simplest example which is not entirely trivial is Γ = WS3, the
wheel with 3 spokes. The graph hypersurface XΓ for Γ = WS3 is isomorphic to
Sym2P2, and admits a 2-dimensional torus operation. The motive of XΓ is mixed
Tate by [4, Sect. 9].
In view of the classical Bialynicki-Birula theorem [3] and its motivic versions [8, 15],
one might expect that the motive of XΓ should be determined by the components
F of the fixed point set, if XΓ carries a non-trivial torus operation. In the smooth
case, the theorem of Bialynicki-Birula takes the form
M(X) ∼=
⊕
F
M(F )(nF )
in DM(k) with appropriate Tate twists nF depending on each F . In the presence of
singularities, we have to use equivariant cubical hyperresolutions to obtain a useful
version ob Bialynicki-Birula’s theorem. The idea is to replace a singular variety X
by a simplicial variety X• → X with smooth components Xα and an equivariant
torus operation on each Xα.
Proposition 3.2. For every integral closed subvariety X ⊂ Pn−1 with an algebraic
operation of a torus T , there is an equivariant cubical hyperresolution
X• −→ X
in the sense of [14]. Every component Xα in the hyperresolution X• can be chosen
smooth and projective. The motive M(X) ∈ DM(k) can be obtained from X• by
descent, i.e., the morphism M(X)→M(X•) is an isomorphism.
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Proof. See [14] or [19, Thm. 5.2.6] for the explicit construction of a cubical hyper-
resolution via a resolution of singularities. The construction is inductive, and in
each step some varieties are replaced by several smooth components. Levine has
used this in the context of motives, see for example [18, Thm. 3.2.5, pg. 246]. ForX
one has now two motives: M(X) as defined in [21, chap. 5], and M(X) := M(X•)
as defined in Levine. However, there is a descent statement for the cdh-topology
in DM(k) [21, chap.5, sect.4], and this implies, by inductive application in the
abtract blow-up squares of a cubical hyperresolution, that M(X) and M(X•) are
isomorphic in the triangulated categoryDM(k). A resolution of singularities, hence
a cubical hyperresolution, can be made equivariant using equivariant resolution of
singularities, see [22]. 
Example 3.3. A nice example with a torus operation is the nodal rational curve
C with desingularization P1, where the points 0 and ∞ on P1 are identified to the
singular point P in C. The associated cube is the square
{0,∞} −→ {P}
↓ ↓
P1 −→ C.
Over a perfect field of positive characteristic, alterations in the sense of de Jong
give another way of constructing such a hyperresolution.
We assume that we are in this situation now.
Proposition 3.4. Assume that all fixed point loci in all smooth, proper components
Xα of X• induce mixed Tate motives M(Xα). Then M(X) is mixed Tate.
Proof. All components Xα in the cubical hyperresolution give a mixed Tate motive
M(Xα) by assumption. The arrows in the simplicial variety X• are contained in
the full subcategory DMT (k). Hence M(X•) descends to a mixed Tate motive
M(X). 
Proposition 3.4 reduces the complexity of the motive of XΓ with this method to
that of the fixed point loci in some resolution of singularities. This method should
be successful provided there is some sufficiently high dimensional torus operation.
Example 3.5. Let us revisit Γ = WS3, the wheel with 3 spokes. The graph
hypersurface XΓ for Γ = WS3 is isomorphic to Sym
2P2, which has a resolution by
a single blow-up of the diagonal. By Lemma 1.18, the fixed point locus FixP5(T )
consists of points, hence M(XΓ) is a mixed Tate motive.
However, besides the wheel with 3 spokes, we do not have many examples. Note
that the equivariant resolution of a singular hypersurface X can have a fixed point
set which is a not mixed Tate motive, even if the fixed point set in X consists of
isolated points. The cone over an elliptic curve gives such an example. We ask the
following question:
Question 3.6. Assume that X = XΓ is a graph hypersurface with algebraic torus
operation. Is there always an equivariant cubical hyperresolution X•, such that
each smooth stratum Xα is defined in graph theoretic terms, and the fixed point
loci for the torus operation on Xα can be computed in terms of graph invariants ?
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