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ABSTRACT
The availability of daily observed rainfall estimates at a resolution of 0.58 3 0.58 latitude–longitude from a
collection of over 2100 rain gauge sites over India provided the possibility for carrying out 5-day precipitation
forecasts using a downscaling and a multimodel superensemble methodology. This paper addresses the
forecast performances and regional distribution of predicted monsoon rains from the downscaling and from
the addition of a multimodel superensemble. The extent of rainfall prediction improvements that arise above
those of a current suite of operational models are discussed. The design of two algorithms one for downscaling
and the other for the construction of multimodel superensembles are both based on the principle of least
squares minimization of errors. That combination is shown to provide a robust forecast product through day 5
of the forecast for regional rains over the Indian monsoon region. The equitable threat scores from the
downscaled superensemble over India well exceed those noted from the conventional superensemble and
member models at current operational large-scale resolution.
1. Introduction
This paper combines two features for numerical weather
prediction for precipitation forecasts. One of these is
the multimodel superensemble based on our previous
studies (e.g., Krishnamurti et al. 2000a; Mishra and
Krishnamurti 2007). The other feature is a statistical
downscaling that relies to the availability of reliable high-
resolution rainfall observations. The downscaling of infor-
mation from larger-scale models toward higher resolution
is generally carried out using statistical or dynamical
methods (Huth 2002; Druyan et al. 2002; Kanamitsu
and Kanamaru 2007; Kanamaru and Kanamitsu 2007).
Downscaling has been done mostly for climate modeling
where the introduction of higher resolution by one-way
nested models utilizes the information from the larger-
scale models including features at the higher resolution
such as orography, land surface characterization, and
modified physical parameterization. In seasonal climate
forecasts with large-scale global models (e.g., Chakraborty
and Krishnamurti 2009, hereafter Part II) downscaling
(statistical or dynamical) is involved using anomalies
of different variables. The anomalies (or perturbations)
are generally made with respect to the global model
products as a reference mean state. Two recent studies
by Kanamitsu and Kanamaru (2007) and Kanamaru and
Kanamitsu (2007) follow this procedure for the predic-
tion of higher-resolution anomalies. These studies have
addressed the California rainfall on seasonal time scales.
The statistical downscaling has also been examined for
regional weather and climate forecasts (Druyan et al.
2002; Pandey et al. 2000; Huth 2002; von Storch et al.
2000). Recently a spectral nudging technique (von Storch
et al. 2000) has been used for dynamical downscaling.
In these studies one draws a statistical relationship
among the large-scale dynamical forecast products and
local (or mesoscale) high-resolution time series based on
available information.
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The improvement on mesoscale NWP perhaps should
be approached using high-resolution mesoscale models
directly. Ideally we need an objective assessment on the
performance of several mesoscale models run in real time
by a large diverse group of modelers. That type of cul-
ture exists for the assessment of large-scale operational
models with regularly performed skill score assessments
to determine the value of a given medium-range forecast.
However, these same types of routine model intercom-
parisons do not exist for mesoscale models. There are
several factors that limit an assessment on the accuracy
of mesoscale NWP models. The lack of a near uniform
distribution of mesoscale observations makes it difficult
to perform domain averaged skill scores.
While increasing the horizontal resolution of model
forecasts, caution must be exercised when comparing
the objective scores of models with different resolu-
tions. Even when increased resolution produces better-
resolved mesoscale structures, the increase in the
possibility of space and temporal errors often leads toFIG. 1. Locations of rain gauge stations over India.
FIG. 2. Difference in the number of rain gauge stations on 18 3 18 grid box between two versions
of IMD data. (V.2 2 V.1) of stations: V.2 (2140) and V.1 (1803).
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larger root-mean-squared errors comparable to lower-
resolution operational forecasts. Small phase errors in
high-resolution models lead to these well-known double-
penalty problems (Anthes 1983; Mass et al. 2002).
An increase in resolution often serves to penalize the
model’s objective score because of increased opportu-
nity to 1) miss the forecast and 2) forecast a false alarm.
Several techniques are used to try and circumvent the
double penalty problem, such as ‘‘smoothening’’ and
‘‘object-oriented verification.’’ Different verification
schemes have been developed to evaluate the relative
improvement of forecast predictions even when they
might suffer from the double-penalty problem if tradi-
tional verification tools were used. One of the proposed
alternatives for addressing possible double-penalty issue
is to assess the conventional skill scores (e.g., equitable
threat scores and biases) using adjacent grid points. We
did perform this procedure and noted an increase of
skill, which again proves the existing double-penalty
problem. However, we found that such a use of adjacent
grid point was not necessary since the combination of
downscaling and the superensemble did provide supe-
rior skills compared to all member models.
The phase errors in our approach are reduced from a
contribution of a statistical downscaling and a multi-
model superensemble algorithm, both of which are de-
signed on the principle of least squares minimization of
errors. An objective of the study is to show that current
large-scale precipitation forecasts can be much improved
from the use of downscaling of the rainfall forecasts and
from the construction of the multimodel superensemble.
2. High-resolution gridded daily observed rain gauge
datasets over India
This is a special precipitation dataset that was prepared
by the National Climate Data Center, India Meteorological
Department (IMD), Pune, India. There were two versions
of the datasets, one covering 1803 rain gauge (version 1)
sites, and the other covering 2140 sites (version 2). They
provide daily rainfall total from 1950 to the present.
Figure 1 illustrates the rain gauge stations (version 1) across
FIG. 3. Schematic representation of the FSU multimodel superensemble methodology. In the training phase, the model forecasts are
regressed against the observation to obtain differential weights. These weights are then passed on to the forecast phase to create su-
perensemble forecasts.
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India. These datasets were interpolated (Shepard 1968)
on a 0.58 3 0.58 latitude–longitude grid (Rajeevan et al.
2006) for research purposes. A separate dataset was also
prepared on a 18 3 18 latitude/longitude grid that we have
used for seasonal climate forecasts, presented in Part II.
Figure 2 shows the station difference between version 2
(V.2) and version 1 (V.1) (i. e., V.22V.1) in each grid box
(18 3 18). Rain gauge networks in V.1 have very few rain
gauges over the Indo-Gangetic plains while the southern
peninsula is densely covered (Fig. 1). The version 2 dataset
at 0.58 3 0.58 resolution is used for this study. Differ-
ences (in numbers) shown in Fig. 2 are for each grid box
(18 3 18), where positive numbers in each 1 3 1 grid
box represent the addition of a rain gauge in that box. It is
interesting to note that over the Indo-Gangetic plains,
version 2 data has the advantage of more rain gauges.
There are some small negative numbers too mainly on the
southern part of the country, where the network of the rain
gauge was already very dense. This dataset is considered to
be one of the most comprehensive datasets for this region.
The precipitation estimated by the rain gauge is influenced
by the local effects of orography, surface emmisivity, sur-
face albedo, local lakes and water bodies, and local vege-
tation. The downscaling of the model rains toward the rain
gauge rains implicitly attempt to correct these effects.
The total number of grid points over the Indian main land
is 1251. Data available in a 0.58 3 0.58 grid box are on these
1251 grid points. For a 5-day forecast we need to carry out
computations 5 times at each of these grid points. For this
reason we carry out as many as 6255 downscaling algo-
rithm. The frequency of this dataset is once per 24 h.
It might have been desirable to have these datasets at more
frequent intervals, which was an issue that came up in this
study; this is a limitation of this dataset. We shall next
discuss the multimodel superensemble methodology.
3. Multimodel conventional superensemble
The notion of the multimodel superensemble for
weather and seasonal forecasts was first proposed by
FIG. 4. Regression coefficients (a)–(c) a and (d)–(f) b of the downscaling equation [Eq. (1)] for days 1, 3, and 5 of forecasts from the NCEP
global forecast model.
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Krishnamurti et al. (1999). This method is based on
producing a weighted average of model forecasts to
construct a superensemble forecast. This procedure
carries two phases: training and prediction. During the
training phase past forecasts from a number of member
models and the corresponding observed (analyzed)
fields are used. The training entails determining statis-
tical weights for each grid location in the horizontal, at
all vertical levels, for all variables, for each day of
forecasts and for each of the member models. For global
NWP the procedure brings in as many as 107 statistical
weights. These weights arise from a statistical least
squares minimization using multiple regressions, where
the member model forecasts are regressed against the
observed (analyzed) measures. The outcome of this re-
gression is the weights assigned to the individual models
in the ensemble, which are then passed on to the forecast
phase to construct the superensemble forecasts.
The temporal anomalies of a variable, rather than the
full fields, are used in the multiple regression tech-
nique. Hence, in formulating the superensemble fore-
cast, the weights are multiplied to the corresponding
model anomalies. The constructed forecast is
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where O is the observed climatology; ai is the weight for
the ith member in the ensemble; and Fi and Fi are the
forecasts and forecast climatological values for the
training period, respectively, for the ith model’s fore-
cast. The summation is taken over the N member models
of the ensemble. The weight ai are obtained by mini-
mizing the error term G, written as
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i51
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i
9)2, (2)
where Ntrain is the number of time samples in the
training phase, and S9t and O9t are the superensemble and
observed field anomalies, respectively, at training time t.
FIG. 5. As in Fig. 4, but for the BMRC global forecast model.
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This exercise is performed for every grid point and
vertical level in the dataset during every forecast phase.
In other words, one weight is given to every model at
every grid point in the three-dimensional space for each
forecast.
Figure 3 provides a schematic outline of the super-
ensemble strategy for the construction of the multi-
model superensemble. The method has been applied
most recently to improve large-scale NWP forecasts of
the monsoon (Mishra and Krishnamurti 2007), hurri-
cane track and intensity forecasts (Krishnamurti et al.
1999, 2000a; Williford et al. 2003; Vijaya Kumar et al.
2003), and seasonal climate forecasts (Krishnamurti
et al. 2000b, 2006a; Chakraborty and Krishnamurti
2006). In these studies a common result has been that the
multimodel superensemble consistently provides supe-
rior forecasts, in terms of skills scores, compared to the
participating member models. This, however, does not
always assure the usefulness of such forecasts to meet
the needs of the user community.
4. Member models of NWP
The member models of the present study include the
National Centers for Environmental Prediction (NCEP;
United States), the European Centre for Medium-Range
Weather Forecasts (ECMWF; Europe), the Bureau of
Meteorology Research Centre (BMRC; Australia) and
the Japan Meteorological Agency (JMA; Japan). Our
past experience has shown that four–eight member
models can provide enough information for the con-
struction of a multimodel superensemble (Krishnamurti
et al. 2000a; Mishra and Krishnamurti 2007). If a sin-
gle model is subjected to multiple forecasts using per-
turbed initial states then one may need as many as 25–50
realizations for providing improved forecasts from an
ensemble mean (Palmer et al. 1993; Toth and Kalnay
1993). According to Leith (1974) most of the improve-
ment in the ensemble mean is achieved with 8–10
members, whereas ;30 members would be required to
estimate second-order statistics. We have noted that as
FIG. 6. As in Fig. 4, but for the JMA global forecast model.
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few as four or five better-performing member models, in
terms of skill, can be used to construct a superensemble
that carries higher skills than the member models
(Krishnamurti et al. 2006b).
5. Statistical downscaling
Given the forecasts of precipitation from a number of
forecast models with horizontal resolutions of the order
of 100 km, our downscaling for model precipitation
follows three steps.
1) A simple bilinear interpolation of the model daily
rain to the grid points of the IMD rain (0.58 3 0.58) is
performed. This is done for each day of forecast for
each model. Where ‘‘daily rain’’ refers to 24-h pre-
cipitation accumulation between 1200 and 1200 UTC
the next day.
2) A time series of the interpolated rain is made for
each model at every grid point and for each day of
forecast separately (i.e., the string of day-1 forecasts).
The same procedure is followed to generate strings
for the day-2, -3, -4, and -5 forecasts. For each fore-
cast lead time we have a string of high resolution, rain
gauge–based rainfall observations. This provides an
observational string.
3) The downscaling strategy involves a linear regression
of the time series of the data at each grid point:
Y
i
5 aX
i
1 b, (3)
where Xi are the rainfall forecasts (separately handled for
each day and that had been subjected to bilinear inter-
polation), and Yi are the observed counterparts.
The training period for our study is from 1 June 2007
to 31 August 2007. Based on 3-month training statistics,
superensemble forecasts for the month of September
are prepared. We utilize nearly 92 forecasts during the
training phase of the superensemble to generate sepa-
rate coefficients for the different member models. This
is similar to our recent experience (Krishnamurti et al.
0
FIG. 7. As in Fig. 4, but for the ECMWF global forecast model.
SEPTEMBER 2009 K R I S H N A M U R T I E T A L . 2719
2006b). These are calculated separately for each grid
point of the IMD domain. The coefficients a and b thus
vary from one grid location to the next and are also
model dependent. The distribution of a and b provides
useful information on the precipitation forecast bias
of the member model. This exercise provides a bias-
corrected rainfall product for each of the member models
for each day of forecast. If one downscales the model-
predicted precipitation alone, then the downscaled prod-
uct would generally be an amplified version of the model’s
precipitation. However, the superensemble that is next
constructed using downscaled model forecasts takes it
much further.
6. Geographical distribution of regression
coefficients
The geographical distribution of the regression coef-
ficient conveys information on the bias of the rainfall
forecasts of the member model. For the downscaling
regression equation (Yi5 aXi1 b), a denotes the ratio of
the observed to the modeled rains for different intensi-
ties of rain, and b denotes the intercept that con-
veys underestimates (or overestimates) for the overall
model forecast rain depending on its positive or negative
values, in other words the slope coefficient a is a measure
of the multiplicative bias if the systematic bias b is re-
moved. Downscaling projects the weaker (bilinearly
interpolated) rain of large-scale models on to the grids
of the higher-resolution rainfall observations and cor-
rects for the slope and intercept biases. These fields are
illustrated in Figs. 4–7 for the NCEP, BMRC, JMA, and
ECMWF models for forecast lead times of days 1, 3,
and 5. Because the nature of the error growth is different
for different models and for different days (length of
forecasts), the fields of a and b are somewhat different
for each member model geographically. The coefficients
a and b represent the model biases, b is the constant bias,
FIG. 8. Climatology (June–August 2007) of day-1 forecasts of precipitation (mm day21) from (top) ECMWF and (bottom) JMA (left)
after interpolation and (right) after downscaling. The correlations between forecasts and observations are indicated at the top-right corner
of the respective panels.
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and a is a bias based on precipitation intensity/amount.
Large values of a indicate that the distribution of pre-
cipitation intensity in the model is too flat (i.e., there is
not enough heavy precipitation or too much light pre-
cipitation, or both). High positive values of a(a . 1)
denote the model underestimating the rain, while low
positive values (0 , a , 1) represent the model over-
predicting the rain. Negative values of a denote that the
model overpredicts for lower values of observed pre-
cipitation and underpredicts for higher values of ob-
served precipitations. If the value of b tends to zero
[Eq. (3)], observed precipitation becomes a function of
model forecast. A higher value of b denotes the large
systematic error in the model. For the NCEP model
slope values (i.e., coefficient a) lie between the values
0 and 1 mostly, these are the area where the model is
overpredicting. There are, however some regions where
the slope is greater than 2 (e.g., the northwest, west
coast, and northeastern regions). Regions where the
model underestimates the rain increase in area by day-5
forecasts. The intercept of the NCEP model lies largely
between 0 and20.4. In these regions the model rain has
a slight systematic error. Both the slope and the inter-
cept are adjusted toward a minimum bias from the
downscaling. Over some regions these two coefficients
try to compensate for each other. The BMRC model
forecasts regression statistics (Fig. 5) carry a reasonable
slope between 0 and 2 over many regions of India.
However, this forecast model has a tendency to over-
estimate the rainfall totals. Noteworthy are regions
along the southern slopes of the Himalayas, where the
rainfall is overestimated by factor of 7–10. The regres-
sion coefficient a in the BMRC forecasts are, however,
generally small (,5) except near the southern slopes of
the Himalayas where these coefficients increased with
duration (or length) of forecasts. Figure 6 shows that the
behavior of the JMA model is somewhat different from
the NCEP/Environmental Modeling Center (EMC)
model. Large areas of India north of 248N show small
slopes, of the order of 0–0.5. These imply large rains
for the model forecasts for days 1–5 compared to the
observed estimates of rain. In the coastal region of
FIG. 9. As in Fig. 8, but for day-5 forecasts.
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southwest India large slopes (.1) are noted where the
JMA model underestimates the rain considerably. The
intercept values lie between 20.25 and 1 and are small
compared to the slope coefficients. Over most regions
the intercept error is of the order of 0.05. The ECMWF
model (Fig. 7) largely carries slopes of the order of 0.5 to
1.5 (i.e., close to 1.0 over most of India and this implies a
very small bias). Large slope values (’2–3) are seen for
the ECMWF model over the southwest coast of India
where the model underestimates the rain. Forecast er-
rors of the ECMWF model are also somewhat large over
southeast India for day-3–5 forecasts. Here the model
underestimates the rain by a factor of 3–3.5. The inter-
cept coefficients of the ECMWF model are generally
very small except over central India (along 188–238N)
where the model systematically overestimates the rain,
and these coefficients seem to grow with time in day-3
and -5 of forecasts. This is a region on the western slopes
of the Eastern Ghats of India where the sea breeze of
the Bay of Bengal and the southwest monsoon show a
convergence contributing to the seasonal rains, and the
ECMWF model overestimates these.
7. Seasonal averages for strings of day 1 and day 5
of forecasts
On comparing the observed (IMD) data with down-
scaled forecast we found that the climatology of the
downscaled rain forecasts for days 1–5 for each of the
member models was very close to the observed esti-
mates (figure not shown). We have used the Tropical
Rainfall Measuring Mission (TRMM) 3B42 rain as an
independent source of observed rain to compare the
model interpolated and downscaled forecasts. These
FIG. 10. Observed and forecasted precipitation (mm day21) from superensemble, ECMWF, JMA, BMRC, and NCEP models for day-1
forecasts valid on 4 Sep 2007. The correlations between forecasts and observations are indicated at the top-right corner of the respective
panels.
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carry spatial correlations of the order of 0.50 for all of
the models. Those scores (Fig. 8 for day-1 forecasts), for
spatial correlation for the large-scale model forecasts
prior to downscaling were 0.35 for the JMA and 0.51 for
the ECMWF model. Those for NCEP and BMRC were
0.54 and 0.24, respectively (not shown). The spatial
distribution of seasonal rainfall climatology for June,
July, and August 2007 shows improvement from the
downscaling. That algorithm recovers features of the ob-
served seasonal rainfall climatology. Some of the large
errors in the climatology of the large-scale model rains,
seen in the left two panels of Fig. 8, were removed by the
downscaling. Those scores for day-5 forecasts are shown
in Fig. 9, where again we note an improvement in spatial
correlation for rainfall climatology from 0.50 to 0.52
for the NCEP model and 0.19 to 0.50 for the BMRC
model. These improvements were also noted for the
day-5 forecasts of the ECMWF and JMA models (not
shown here). Overall the proposed downscaling concept
is a very robust procedure for the model, which works
even for day-5 forecasts.
8. Predicted precipitation fields
The geographical distribution of forecasts compared
to the observed precipitation fields for individual days
is the most important aspect of this study. We illus-
trate several examples for days 1 and 5 of forecasts in
Figs. 10–15. In each of these illustrations we include the
observed rainfall, those based on the downscaled su-
perensemble and those from the four member models:
ECMWF, JMA, BMRC, and NCEP. The observed and
the downscaled predicted rainfall are all presented at the
resolution of 0.58 3 0.58 latitude–longitude. Figure 10 il-
lustrates the results for day-1 forecasts, ending at 1200 UTC
4 September 2007. We also include values of spatial
FIG. 11. As in Fig. 10, but for day-1 forecasts valid on 5 Sep 2007.
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correlation at the top of each panel. The observed rain-
fall clearly shows many smaller-scale features of heavy
rains that are somewhat smoothed by the member
models, as well as by the superensemble. This suggests
the possible need for a still higher resolution for the
downscaling.
The linear regression within the downscaling evi-
dently contributes to some of this smoother represen-
tation of the forecasts. It is however of considerable
interest to note that the member models carry spatial
correlations 0.36, 0.26, 0.36, and 0.26 whereas the
downscaled superensemble is able to enhance that cor-
relation to 0.50 for that forecast (Fig. 10). The JMA,
BMRC, and NCEP models carry wide spread rain in
excess of 15 mm day21 over central India, and these
contributed to lower skill scores for these models. The
heaviest observed rain was located along 218N latitude.
Some of the models carried the heaviest rain too far
north (i.e., 278N as is seen for the BMRC model). Similar
latitudinal bias and spread were seen for the JMA
model. The second example presented here (Fig. 11) is
for 5 September 2007, where the downscaled super-
ensemble provides a spatial correlation of 0.58 com-
pared to those of the member models whose values are
0.44, 0.19, 0.28, and 0.32. Overall we noted a consistency
in the downscaled superensemble skills that were always
much higher for the spatial correlation as compared to
the skills of the member models. Figure 12 illustrates a
third example, where again we note similar improve-
ments for precipitation forecasts from the downscaled
superensemble. Here member models carry the corre-
lation coefficients 0.43, 0.33, 0.42, and 0.27, while su-
perensemble stands out highest among all with spatial
correlations of 0.54. The entire month of forecasts for
each day was examined in a similar manner and we noted
very similar improvement in skills for the downscaled
FIG. 12. As in Fig. 10, but for day-1 forecasts valid on 8 Sep 2007.
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superensemble. We also noted that the results of com-
parison of skills for day-5 forecasts were quite similar to
those for day 1 of the forecasts.
Figures 13–15 include examples of heavy rains over
eastern India, south-central India, and central India. For
day-5 forecasts in each of these cases, the improvements
in the spatial correlation (shown as an inset) of the
multimodel downscaled superensemble is much higher
as in the previous cases. The presented detail on rainfall
distribution for day-5 forecasts clearly suggests that the
proposed procedure can have useful operational values.
On 23 September 2007, the day-5 forecast (Fig. 15) of
ECMWF is found to be slightly better than the super-
ensemble; however, the day-5 forecast of ECMWF de-
picts higher rain amounts (.25 mm) in the Jammu
and Kashmir regions of northern India, whereas in the
observation only a trace rain amount (,5 mm) was
noticed, the same was true for the superensemble.
The drop in skill for the rainfall forecast (at 0.58 3
0.58 latitude–longitude resolution) from day 1 to 5 of
the forecasts was very small for the downscaled super-
ensemble. In these examples the day-1 skill for the pattern
correlation for the superensemble forecast of all-Indian
rainfall was of the order of 0.5. The corresponding number
for day-5 forecasts was 0.4. However, the values for the
member models were as low as 0.01 for the day-5 forecast.
9. Bilinear interpolation versus downscaled
precipitation
In Fig. 16 we show the improvements for day-1 fore-
casts from the downscaling as compared to the bilater-
ally interpolated rains of the coarse resolution of the
individual forecast models. The spatial correlation covers
the IMD domain of Fig. 2 (right panel) and represents
the all-India rainfall. These illustrations clearly show a
FIG. 13. As in Fig. 10, but for day-5 forecasts valid on 8 Sep 2007.
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marked improvement in the spatial correlation in a
rather consistent manner for all-India rain. These im-
provements in correlation were between 10% and 20%.
Figure 17 shows the improvements for day-5 forecasts.
The spatial correlation of the downscaled all-India rain
is clearly 10%–20% higher than the bilaterally interpo-
lated forecast rains. The validations are assessed with
respect to the high-resolution observed rain.
10. Equitable threat scores
In this section we compare the performance of model
skills for rainfall forecasts for the large-scale and the
downscaled models using the equitable threat score
(ETS; see the appendix). Figure 18 shows the equitable
threat scores for the month of September 2007 for day-
1–5 forecasts. The equitable threat scores and bias
scores (see the appendix), prior to and subsequent to the
downscaling, show a very marked improvement for all of
the member models. Here the results of forecasts for days
1–5 for the IMD domain (Fig. 2) are shown. The threat
scores (ordinates) improve at all ranges of rainfall rates
(abscissa) for all of the member models. The bias scores
approach 1.0 for all of the models. A bias score of 1.0 is
a perfect score. For low thresholds the bias errors of
member models are higher than 1.0, and these were
corrected toward 1.0 by the downscaling. The converse is
the case for higher thresholds (or heavier rains only)
where the bias of member models was less than 1 and was
raised toward 1.0 by the downscaling. The largest im-
provements were noted from this procedure for the
BMRC model that carried the lowest threat score prior to
downscaling. In general when there is ‘‘no rain’’ or ‘‘very
small trace rain’’ both in the model as well as the obser-
vations, the skill of the models are higher. Highest ETS
skill is achieved for rainfall threshold 5 mm day21. It is
FIG. 14. As in Fig. 10, but for day-5 forecasts valid on 23 Sep 2007.
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important to mention here that ETS and bias are calcu-
lated for a threshold value, which means that all rainfall
exceeding this threshold are considered for the skill
computations. All the models (Fig. 18) show improve-
ment in the ETS for all thresholds after downscaling
but there is an interesting point in bias scores; except
for the BMRC model, downscaling is making models
wet, especially for a smaller threshold. Day-1 forecast of
ECMWF model shows a crossover of bias curves (be-
tween downscaled and interpolated forecast) at about
20 mm day21 threshold, however for day-2–5 forecasts
this crossover point shifts to smaller threshold and is
found to be almost constant at around 10 mm day21
threshold. ETS and bias skills of ECMWF’s day-1 fore-
cast (Fig. 18a) clearly depicts that downscaling is im-
proving the ETS, at the same time it is also bringing the
model (which is wet) closer to observations, however for
high rain (flood events) the bias curve is coming up close
1.0, which means it will improve the skill of the model to
forecast the heavy rain events. In other words, down-
scaling results in fewer grid points with light rain and
slightly more grid points with very heavy rain, day-2–5
skills for ECMWF shows a different picture than day 1,
here ETS is improving like day 1 but bias is having
crossover point at lesser thresholds, it clearly shows that
for the day-2–5 forecast ECMWF models improved
drastically after downscaling for heavy rain but for total
rain and or lower thresholds, improvement in bias is very
little. The effect of the downscaling is focused on the
day-1 forecast, where it shows the highest skills for total
rain (and/or lower thresholds) while the greatest impact is
on day-2–5 downscaled rain where skills of heavy rain
forecast are better than the large-scale product. The
NCEP model (Fig. 18b) does not show crossover point in
the bias curve of the day-1 forecast, which means that
downscaling decreases the rainfall for all the thresholds,
FIG. 15. As in Fig. 10, but for day-5 forecasts valid on 24 Sep 2007.
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which made it closer to observation for thresholds less
than 25 mm day21. The day-2–5 forecast did show slight
improvement, in other words, the downscaled day-1
forecast of the NCEP model is best for total and me-
dium rain assessment. JMA (Fig. 18c) is similar to
ECMWF; it follows the same pattern of crossover, but the
difference between the bias curves of the downscaled and
interpolated forecasts is not much. However it is worth
noticing that the day-4 and -5 forecasts of JMA are im-
proved after downscaling. Figure 18d shows the drastic
improvements in BMRC model. ETS like other models
improved by as much as 100%, however bias is not always
in the improving side. For heavy rain and higher thresh-
olds there is certainly a big jump in bias but total rain does
not improve. Overall, downscaling improves the equita-
ble threat scores and bias scores of the member models.
11. Downscaled superensemble threat scores and
regional rainfall forecasts
The ETS (Figs. 19a,b) and bias (Figs. 19c,d) for
the day-1 forecast of each day of the entire month of
September 2007 over India are shown in Fig. 19. These are
results for rainfall thresholds in excess of 0.1 mm day21 for
multimodel forecasts. A large improvement in rainfall
predictions over the member models for days 1–5
(not shown) is noted. Figure 19b depicts the same skills
as Fig. 19a except for the downscaled multimodels.
Figure 19b also shows the interpolated large-scale su-
perensemble (Sup-old) for comparison purpose, which
clearly shows a marked improvement in the skills after
downscaling. On comparing Figs. 19a,b one can easily
see the improvements in the member models skills and
in the superensemble after the downscaling. The time
series of the bias score is plotted in Fig. 19c (before
downscaling), and Fig. 19d (after downscaling). On
comparing the left panels with right panels one can
easily figure out that the member models as well as
superensemble forecasts showed improved skill after
downscaling. The multimodel downscaled superensemble
(SUP) showed higher skills compared to member model
forecasts (before and after downscaling) of BMRC, JMA,
ECMWF and NCEP. Also shown in the figure for com-
parison purpose are the ensemble mean (ENSM) and the
FIG. 16. Time series of correlations between forecasts and observations for day-1 forecasts over the Indian region from (a) NCEP, (b)
BMRC, (c) JMA, and (d) ECMWF models. Legends show LS for large-scale model (dark black line) and DWN for downscaled forecast
(light dashed gray line).
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bias corrected ensemble mean (BcorENSM; the average
of all four member models after correcting their biases).
We have looked at the performance of the skills of the
mesoscale models such as the fifth-generation Pennsyl-
vania State University–National Center for Atmospheric
Research Mesoscale Model (MM5) and the Weather
Research and Forecasting (WRF) model in this regard.
Further work using a suite of mesoscale models is clearly
warranted. The results on the downscaled superensemble
based on large-scale operational models shown here ap-
pear to be quite promising.
After preparing 30 daily forecasts for each day of
September 2007 we came out with an overall summary
for the downscaled precipitation superensemble. The
equitable threat score and the bias for days 1, 2, 4, and 5
of forecasts are presented in Fig. 20. This summary
compares the results for the downscaled superensem-
ble, BMRC, JMA, ECMWF, NCEP, ENSM, and the
bias-corrected ensemble mean (BCORR). Also shown in
Fig. 20 are the significance levels computed following
Chakraborty and Krishnamurti (2006), for the super-
ensemble forecast. To calculate the significance level,
the ETS (or bias score) of all the four member models
were considered as an ensemble. Standard deviation of
these four members was used for the ensemble standard
deviation; the ETS of the ensemble mean were then
compared with the ETS of the superensemble to com-
pute the significance level. This method of calculation
of the significance level ensures that the ensemble
spread is considered (with the use of standard deviation
among the members), but a comparison is done between
the ensemble mean and the superensemble. This is a
conservative estimate because in general ETS (or bias)
of the ensemble mean is better than the mean ETS (or
bias) of the member models. The significance levels in-
dicated in Fig. 20 were calculated considering the ab-
solute difference between the corresponding values of
ensemble mean and the superensemble. Since a higher
value of ETS signifies a better forecast, it can be noticed
that the superensemble was better than the ensemble
mean in almost all threshold ranges. For the bias score, a
value closer to 1 is considered to be a better forecast.
Figure 20 also suggests that the bias score from the su-
perensemble were generally better than that from the
ensemble mean forecasts for all threshold values. It is
worth noting that the significance levels of the ETS
forecasts are always greater than 95% (.95%), but on
days 4 and 5 for the 3 mm day21 threshold it was .90%
and for the 20 mm day21 threshold it was.90% on day 4.
The bias, however, was not as good as ETS. On day 1 for
FIG. 17. As in Fig. 16, but for day-5 forecasts.
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FIG. 18. (left) ETS and (right) bias of day-1–5 precipitation forecasts over the Indian region at various thresholds
(mm day21) from (a) ECMWF, (b) NCEP, (c) JMA, and (d) BMRC models.
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FIG. 18. (Continued)
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10 and 15 mm day21 thresholds the significance level was
decreased to ,80%, on day 2 the bias improved and
the significance level of all the thresholds were .95%
except for the 15 mm day21 threshold. On day 4 the
significance level was again .95% except for the
10 mm day21 threshold. By day 5, the forecast does not
remain very good, here the significance level for 3 out of
8 thresholds was decreased to as low as,80%; however,
the 0.5, 5.0, 10.0, 20, and 30 mm day21 thresholds had a
significance level of .95%. These forecasts show that
the superensemble forecasts (for all days of forecasts
1–5) carries the highest equitable threat score and a bias
score closest to 1.0. The member model forecasts carry
lower skills for the ETS and the bias compared to the
ensemble mean and the bias-corrected ensemble mean.
Even after a bias correction for each member model an
ensemble mean of them does not attain the skills of the
multimodel superensemble. The bias-corrected ensem-
ble mean assigns an equal weight of 1/N for each model
(regardless of their individual skills). Here N is the
number of member models. The superensemble is more
selective in this regard. It assigns fractional, positive, or
negative weights that vary geographically and take into
account the varied performing models.
12. Concluding remarks and future work
Large-scale medium-range forecasts of monsoon rain-
fall are generally underestimated because of the larger
resolution,’100 km, of the operational models. A direct
geographically dependent relationship of those member
model rain forecasts (bilinearly interpolated) to an an-
alyzed rain field (rain gauge based) at a resolution of
0.58 3 0.58 latitude–longitude is estimated using a sim-
ple statistical downscaling algorithm. The motion of
weather systems is somewhat reasonably captured by
these large-scale operational models. The downscaling
algorithm presented in this paper is able to translate the
weaker large-scale rains to heavier rains at higher res-
olution as the monsoon systems traverse in these fore-
casts. We used two algorithms for rainfall forecasts: one
is a downscaling algorithm and the second is a multi-
model superensemble. Both of these algorithms call for
a least squares minimization of errors. We have noted
FIG. 19. Time series of daily ETS score of day-1 precipitation forecasts for the 0.1 mm day21 threshold from the superensemble,
ensemble mean, and different global models during September 2007 for (a) conventional models forecasts and superensemble and
(b) downscaled model forecasts and the superensemble. (c) As in (a), but for bias. (d) As in (b), but for bias.
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(not published) that if any algorithm takes on a large
number of computational steps then the errors propa-
gate through each of the many operations and the final
reduction of errors is smaller. By limiting it to two least
squares minimization of errors, we found this system to
be quite robust. The resulting bias errors are indeed
reduced for the total and the heavy rain (even exceeding
rates such as 15 mm day21). We noted that for both the
total rains and for the heavier rains the downscaled
multimodel superensemble increases the skill (’0.1 for
FIG. 20. Monthly mean ETS and bias scores for day-1, -2, -4, and -5 precipitation forecasts from member models and
the superensemble after downscaling during September 2007. The numbers on top are the significance levels.
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member models, to’0.3 for the multimodel downscaled
superensemble) for days 1–5 of the forecasts.
The downscaled multimodel superensemble carried a
training phase covering 92 days (June–August 2007)
following our earlier studies (Krishnamurti et al. 2000a;
Mishra and Krishnamurti 2007). The forecast phase
contained 30 days of forecasts that covered the entire
month of September 2007. These 5-day forecasts were
geographically examined on a daily basis over the entire
all-India domain. We noted that even at day 5 the down-
scaled superensemble was able to differentiate between
rainfall events over different parts of India with high skill
scores. In these examples the equitable threat scores for
total rainfall improved between 20% and 30% com-
pared to forecasts from the downscaled single models.
This work would not have been possible without the
availability of high-resolution rain gauge network of
the India Meteorological Department shown in Fig. 2
that included over 2100 rain gauge sites. Future work on
extending this effort to a much larger domain is possible
now (Fig. 21). This new rainfall data collection was
prepared by Xie et al. (2007). It is also possible to carry
out the proposed algorithms on a site-specific basis
(rain gauge sites instead of grid points). This would in-
crease the practical utility of the downscaled multimodel
superensemble.
The downscaling algorithm provides useful informa-
tion on the systematic errors of precipitation forecast for
the member models. The spatial correlation for the all-
Indian rainfall forecast for days 1–5 are about 20%–30%
higher for each of the downscaled member models
compared to those of prior to downscaling. The equi-
table threat score for precipitation over India shows
10%–20% improvement for each of the member models
subsequent to downscaling. A further major improve-
ment by 100%–200% became possible from the con-
struction of the downscaled multimodel superensemble.
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APPENDIX
Equitable Threat Score and Bias Score
The equitable threat score is defined as
ETS5
H  CH
F1OH  CH , (A1)
and the bias score is defined as
bias5
F
O
, (A2)
FIG. 21. Rain gauge network over East Asia (Xie et al. 2007).
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where F is the number of forecast points above a
threshold, O is the number of observed points above a
threshold, H is the number of hits above threshold, NUM
is the total number of grid points to be verified and CH
is the expected number of hits in a random forecast of
F points for O observed points, which is equal to
CH5
F 3 O
NUM
. (A3)
A value of 1.0 for ETS indicates a perfect forecast. The
minimum value for ETS can be21/3. For the bias score, a
value of 1.0 corresponds to a perfect forecast.
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