This paper concerns robust numerical treatment of an elliptic PDE with high contrast coefficients, for which classical finite-element discretizations yield ill-conditioned linear systems. This paper introduces a procedure by which the discrete system obtained from a linear finite element discretization of the given continuum problem is converted into an equivalent linear system of the saddle point type. Then three preconditioned iterative procedures -preconditioned Uzawa, preconditioned Lanczos, and PCG for the square of the matrix -are discussed for a special type of the application, namely, highly conducting particles distributed in the domain. Robust preconditioners for solving the derived saddle point problem are proposed and investigated. Robustness with respect to the contrast parameter and the discretization scale is also justified. Numerical examples support theoretical results and demonstrate independence of the number of iterations of the proposed iterative schemes on the contrast in parameters of the problem and the mesh size.
Introduction
In this paper, we consider iterative solutions of the linear system arising from the discretization of a diffusion problem
with appropriate boundary conditions on Γ = ∂Ω. Below, in our theoretical consideration and numerical tests, we will assume the homogeneous Dirichlet boundary conditions on Γ. The main focus of this work is on the case when the coefficient function σ(x) ∈ L ∞ (Ω) varies largely within the domain Ω, that is, κ = sup x∈Ω σ(x) inf x∈Ω σ(x) ≫ 1.
We assume that Ω is a bounded domain Ω ⊂ R 2 , that contains m ≥ 1 disjoint polygonal subdomains D s , s ∈ {1, . . . , m}, see Figure 1 , in which σ is "large", e.g. of order O(κ) A P1-FEM discretization of this problem results in a linear system
with a large, sparse, symmetric and positive definite (SPD) matrix A σ . A major issue in numerical treatments of (1) with the coefficient σ discussed above, is that the high contrast leads to an illconditioned matrix A σ . Indeed, if h is the discretization scale, then the condition number of the resulting stiffness matrix A σ grows proportionally to h −2 with the coefficient of proportionality linearly depending on κ. Because of that, the high contrast problems have been a subject of an active research recently, see e.g. [1, 2, 5, 12] . Our main goal here is robust numerical treatment of the described problem. For that, we introduce an additional variable that allows us to replace (2) with an equivalent formulation in terms of a linear system
and a saddle point matrix A written in the block form:
where A ∈ R N ×N is SPD, B ∈ R n×N is rank deficient, and C ∈ R n×n is an SPD matrix. Below, we discuss three iterative procedures -preconditioned Uzawa (PU) method for the system with an SPD Schur complement matrix; preconditioned Lanczos (PL) method for solving (3) ; and preconditioned conjugate gradient (PCG) method for an equivalent system with an SPD matrix. Then we propose a robust block-diagonal preconditioner
for solving (3)-(4) with these three iterative methods. The main feature of the proposed preconditioners is that convergence rates of discussed iterative schemes are independent of the contrast parameter κ ≫ 1 and the discretization size h > 0. A rigorous justification of the latter statement is based on the evaluation of the eigenvalues of the matrix HA, which are proven to be in the union of two intervals [µ 1 − , µ 2 − ] ∪ [µ 1 + , µ 2 + ], where µ 1 − < µ 2 − < 0 < µ 1 + < µ 2 + . Assuming that the mesh on Ω is regularly-shaped and quasi-uniform, we demonstrate that constants µ i ± (i = 1, 2) are independent of the discretization scale h and the number of inclusions. If, in addition, we assume that particles are located at distances comparable to their sizes, then µ i ± (i = 1, 2) are independent of the diameters of D s , s ∈ {1, . . . , m}, their locations, and distances between them. The numerical experiments on simple test cases support theoretical findings and demonstrate independence of convergence rates of the proposed iterative schemes on parameters indicated above. These numerical tests are performed for a two-dimensional problem, whereas theoretical results remain true for three dimensions as well.
The development of efficient preconditioners for saddle point problems has been an active area of research since early 1990s, see e.g. [6, 7, 10, 23, 25] . The main feature of the problem considered in this paper is that we deal with a special type of saddle point matrices that, in particular, contains a rank deficient block B. Also, this paper proposes a very special form for the block H S of H, see (29) in Section 3, utilized in three methods that yields theoretical results mentioned above. Moreover, one of the iterative procedures that we employed in this paper is Lanczos method [21, 22] that, as would be evident from our numerical experiments below, has demonstrated significant advantages over the other methods with respect to the arithmetic cost.
Finally, we point out that robust numerical treatment of the described problem is crucial in developing the mutiscale strategies for models of composite materials with highly conducting particles. The latter find their application in particulate flows, subsurface flows in natural porous formations, electrical conduction in composite materials, and medical and geophysical imaging.
The paper is organized as follows. In Section 2, the mathematical problem formulation is presented including the derivation of the saddle point problem of the type (3)-(4). Section 3 discusses three iterative methods (preconditioned Uzawa, preconditioned Lanczos and PCG, mentioned above) for solving system (3)-(4) and proposes efficient preconditioners for all of them. The main theoretical results, which are the estimates for the eigenvalues of the matrix HA, are stated and proven in Section 4. Numerical experiments based on simple test scenarios are presented in Section 5. Conclusions are discussed in Section 6.
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Problem Formulation

Equivalent variational formulations
Consider an open, a bounded domain Ω ⊂ R 2 with a piece-wise smooth boundary Γ := ∂Ω, that contains m ≥ 1 subdomains D s with piece-wise smooth boundaries Γ s := ∂Ω s , s ∈ {1, . . . , m}, see Figure 1 . Assume that Γ s ∩ Γ t = ∅ when s = t, and Γ ∩ Γ s = ∅, s ∈ {1, . . . , m}. For simplicity, we assume that Ω and D s are polygons. The union of D s is denoted by D. In the domain Ω, we consider the following elliptic problem
with the source term f ∈ L 2 (Ω), and the coefficient σ that varies largely inside the domain Ω. In this paper, we are focused on the case when σ is a piecewise constant function given by
with 0 < ε s ≡ const 1, s ∈ {1, . . . , m}. The standard variational formulation of (5) is
We introduce new variables p s ∈ H 1 (D s ) via
and c s are arbitrary constants, s ∈ {1, . . . , m}. With that, we replace formulation (7) with the new one, namely,
Two formulations (7) and (9)-(10) are equivalent in the sense that their solutions u ∈ H 1 (Ω) coincide, and any solution p s ∈ V s of (9)- (10) is equal to the function 1 εs u s + c s with an appropriate constant c s , s ∈ {1, . . . , m}. For the uniqueness of p s , we can either demand
or modify the formulation (10) as follows
Find u ∈ V and p s ∈ V s such that
where |D s | is the area of the particle D s . It is obvious, that solutions p s , s ∈ {1, . . . , m}, of (12) satisfy condition (11) , and the above constants c s are defined by
Discretization of (12) and Description of the Saddle Point Problem
Let Ω h be a triangular mesh on Ω. , s ∈ {1, . . . , m}. Then, the FEM discretization [8] of (12) reads as follows:
for s ∈ {1, . . . , m}, that results in the following linear system of equations:
or equivalently,
with the saddle point matrix
and vectors
To provide the comprehensive description of the linear system (14) or (15), we introduce the following notations for the number of degrees of freedom in different parts of Ω h . Let N be the total number of nodes in Ω h , and n be the number of nodes in D h so that
where n s denotes the number of nodes in D s h , and, finally, n 0 is the number of nodes in Ω h \ D h , so that we have
Then in (14) , the vector u ∈ R N has entries u i = u h (x i ) with x i ∈ Ω h . We count the entries of u in such a way that its first n entries correspond to the nodes of D h , and the remaining n 0 entries correspond to the nodes of Ω h \ D h . Entries of the first group can be further partitioned into m subgroups such that there are n s entries in the s th group that corresponds to D s h , s ∈ {1, . . . , m}. Similarly, the vector p ∈ R n has entries p i = p h (x i ) where x i ∈ D h . Then we can write
The symmetric positive definite matrix A ∈ R N ×N of (14) is the stiffness matrix that arises from the discretization of the Laplace operator with the homogeneous Dirichlet boundary conditions on Γ, that is,
where (·, ·) is the standard dot-product of vectors. With the above orderings, the matrix A of (16) can be presented as 2 × 2 block-matrix
where the block A DD ∈ R n×n corresponds to the inclusions D s h , s ∈ {1, . . . , m}, the block A 00 ∈ R n 0 ×n 0 corresponds to the region outside of D h , and the entries of A D0 ∈ R n×n 0 and A 0D = A T
D0
are assembled from entries associated with both D h and Ω h \ D h .
The matrix B D ∈ R n×n in (14) , that corresponds to the highly conducting inclusions, is the m × m block-diagonal matrix
whose blocks B s ∈ R ns×ns are defined by
Note that the matrix B s is the stiffness matrix in the discretization of the Laplace operator in the domain D s with the Neumann boundary conditions on Γ s , s ∈ {1, . . . , m}. Also, remark that each matrix B s is positive semidefinite with ker B s = span {e s } , where
To this end, dim ker B D = m.
Then, the matrix B ∈ R n×N of (14) is written in the block form as
with zero-matrix 0 ∈ R n×n 0 and B D ∈ R n×n . The vector f ∈ R N of (14) is defined in a similar way by
With all that, the first equation of (13) results in the first equation of (14) . Now denote
with I s ∈ R ns×ns being the identity matrix. Finally, we construct the matrix Q in (13) using
whose blocks Q s ∈ R ns×ns , s ∈ {1, . . . , m}, are defined by
As would be evident from below considerations, another way of writing the matrix Q s is via
, and w
and M s ∈ R ns×ns is the mass matrix associated with the inclusion D s and given by
In (24), p⊗q = p q T denotes the outer product of vectors p and q. The matrix Q s is a symmetric and positive semidefinite rank-one matrix generated by the M s -normal vector
With (19)- (25), the second equation of (12) yields the second equation in the system (14) . Note that with (17) , the symmetric and indefinite matrix A ε defined in (15) is then
This concludes the derivation of the saddle point formulation (14) . Clearly, there exists a unique solution u ∈ R N , p ∈ R n , or equivalently, z ε ∈ R N +n . System (14) was proposed in [13, 17, 18] for the case when Q = 0, where it was also demonstrated that (14) can be derived in a purely algebraic way.
Preconditioned Iterative Methods
In this paper, we consider and investigate three iterative methods for solving system (15) . The first one is the preconditioned conjugate gradient method or preconditioned Uzawa (PU) for the Schur complement system S ε p = g =:
where
with the preconditioner
The second method is the preconditioned Lanzcos (PL) method with the preconditioner
where H A ∈ R N ×N is a given symmetric positive definite matrix introduced below, and H S is the same as in (29).
The third method is the preconditioned conjugate gradient (PCG) method with the preconditioner H defined in (30) for a modified system obtained from (15) as follows:
Preconditioned Uzawa Method
The preconditioned Uzawa algorithm combined with the PCG method is well known, see e.g. [6, 11] . It is defined by
and
Here p 0 is an initial guess, and H S is given by (29). Denote by p * the solution of (27), then the convergence estimate for (31)- (33) is given by (see [3, 20] ):
where · Sε is the elliptic norm generated by the matrix S ε , C k (t) is the Chebyshev polynomial of degree k, and b and a are the estimates from above and from below for the eigenvalues of the matrix H S S ε , respectively. To investigate the eigenvalue problem
we observe that
whereQ is m × m block diagonal matrix:
with M s -orthogonal projectors
where w 1 s and M s were introduced in (24) and (25), respectively.
Remark 1. It follows from (36), (37) that implementation of the matrix-vector products H S B D y and H S Q y requires only 2n arithmetical operations for any vector y ∈ R n , that is, we do not need to solve a system with the matrix B D + Q.
Simple algebraic analysis, see e.g. [13, 18] , shows that 
Preconditioned Lanczos Method
Preconditioned Lanczos method for systems with symmetric indefinite matrices was proposed in late 1960s, see [20] and references therein. In this paper, we consider PL method for the saddlepoint system (15) preconditioned by a symmetric positive definite matrix H of (30) with some given symmetric positive definite matrix H A introduced below, and H S defined by (29). The PL method is as follows, see e.g. [20] :
Let z 0 be an initial guess, z * the solution of (15), then, the following convergence estimate holds
see [20] , where K ε is given by (32) and · Kε is the elliptic norm generated by the matrix K ε = K T ε > 0. Here C k/2 is the Chebyshev polynomial of degree k/2, and b 2 and a 2 > 0 are estimates from above and from below for eigenvalues of the matrix (HA ε ) 2 , respectively.
Preconditioned Conjugate Gradient method
The preconditioned conjugate gradient method with the preconditioner H defined by (30), we apply to system (31):
The convergence estimate for the method is as follows, see [3, 20] :
with the same matrix K ε defined in (32) and values a 2 and b 2 as in (44).
Eigenvalue estimates 4.1 Eigenvalue estimates for the matrix H S S 0
Consider the eigenvalue problem
where Thus, to derive a 0 and b 0 of (38)-(39), instead of (49), we can consider the following eigenvalue problem
under the condition Mψ D , w = 0 for all w ∈ ker B D . Let µ be an eigenvalue of (52) and ψ D a corresponding eigenvector. Then,
, where the FEM function ψ D,h corresponds to the vector ψ D ∈ R n . Note that ψ 0,h is the solution of the following variational finite element problem:
From now on, we will write D instead of D h , and D s instead of D s h , s ∈ {1, . . . , m}, since they are the same due to the above assumptions.
To estimate the value of a 0 in (38) from below we consider the eigenvalue problem (52) using the spectral decomposition of B s ∈ R ns , s ∈ {1, . . . , m} that comes from
that is, 
It is obvious thatB 1 2 s are symmetric positive semidefinite matrices andB
s =B s , s ∈ {1, . . . , m}. Also note that w 1 s ∈ ker B s and is precisely the one that is given by (24) . In addition, we define the matricesB
where d s , s ∈ {1, . . . , m}, was introduced in (24) . Straightforward multiplications show that
s =B s , s ∈ {1, . . . , m}.
The latter observation shows that eigenvalue problem (52) is equivalent to the eigenvalue problem 
where Q s , s ∈ {1, . . . , m} is defined in (24) . If (µ, w) is an eigenpair of the matrix S −1 00 B d , then similar to (53), we obtain µ = max
for any v h ∈ V h | Ω h \D , such that v h = w h on ∂D, where
Following [18, 19] , we embed subdomains D s into subdomainsD s with the conforming boundary 
with a given positive constant c independent of d s , s ∈ {1, . . . , m}. We assume thatD s ∩D t = ∅ for any s = t, s, t ∈ {1, . . . , m}. We defineD = 
If we assume that for any w h,s ∈ V s , its finite element extensionw h ∈ V h |D s \D s withw h | Γs = w h,s , w h |Γ s = 0, exists such that
with a positive constant C independent of Ω h and values of d s , s ∈ {1, . . . , m}, then we arrive at the estimate
The existence of norm preserving finite element extensions on quasi-uniform regular shaped triangular meshes was proved in [24] . To utilize the latter result to (62) we have to assume that the mesh Ω h is quasi-uniform and regular shaped in subdomainsD s \ D s and to apply the transformation
ds x for each of the subdomainsD s as it was proposed in [18] , s ∈ {1, . . . , m}. Thus, under the assumptions made, the estimate
holds, where C is a positive constant independent on Ω h and values of d s , s ∈ {1, . . . , m}.
Remark 2.
There is an alternative proof of the estimate for µ from below as in (63), see [19] , that does not use the algebraic technique (54)-(58) proposed in this paper.
Eigenvalue estimates for the matrix HA ε
In this Section, we assume that the assumptions made in the end of the Section 4.1 are still valid, that is, the mesh Ω h inD s is regularly shaped and quasi-uniform, s ∈ {1, . . . , m}, and distances between D s and D t satisfy (61) with a constant c independent of Ω h as well as shape and location of inclusions. In other words, we assume that
where C 2 is a positive constant independent of Ω h , and shape and locations of D s , s ∈ {1, . . . , m}. Consider the eigenvalue problem
and two additional eigenvalue problemsÂ
with the matricesÂ
respectively, where r max = 1 + C 2 ε max , and
It is obvious thatǍ A ε Â , and three eigenproblems (65), (66), and (67) have equal numbers of negative and positive eigenvalues. It is also obvious that all three eigenproblems have the same multiplicity of the eigenvalue µ =μ =μ = 1 and the underlying eigenvectors v w satisfy the conditions
The latter condition in (68) implies that for the eigenvalues µ,μ,μ not equal to one in (65)- (67), we can impose additional conditions on the vector w ∈ R n :
Assume thatμ = 1 in (66) andμ = 1 in (67), then eliminating the vector v ∈ R N in (66) and (67) (see also [16] ) yields the equations
respectively. It follows that each of eigenproblems (66) and (67) under the condition (69) has only two different eigenvalueŝ
respectively.
Remark 3. It is obvious thatμ 1 tends toμ 1 =
Straightforward analysis of (70) shows thať
Using inequalities (64) and results of [4] , we conclude that all eigenvalues of (66), which are not equal one, belong to the union of two disjoint segments
with the endpoints independent of Ω h , shape, and location of the inclusions (see the assumption in the beginning of this Section). Simple analysis shows thatμ 2 > 1 for any ε max 0. To this end, we conclude that all the eigenvalues of (65) belong to the set
Now we consider the eigenvalue problem
and H A is a symmetric positive definite matrix satisfying the condition
with positive constants β 1 and β 2 . We assume that β 1 and β 2 are independent of Ω h . For instance, H
−1
A could be BPX or AMG preconditioner [6] [7] [8] 14] . Using (64) and (72), we obtain
where α min = min β 1 ; 1 1 + C 2 , and α max = max{β 2 ; 1}. Then, straightforward analysis shows that the eigenvalues of the matrix HA ε belong to the set
Thus, we have proved the following result.
Theorem 1. Let the mesh Ω h be regularly shaped and quasi-uniform, and distances between D s and D t satisfy (61) with a constant c independent of Ω h as well as the shape and location of inclusions. Then the eigenvalues of the matrix (HA ε ) 2 belong to the segment a 2 , b 2 , where
where C i , i ∈ {1, . . . , 4}, are given by (74).
Note that under the assumption made, the values of a and b are independent of Ω h as well as shape and location of inclusions D s in Ω, s ∈ {1, . . . , m}. 
Numerical results
To evaluate and verify methods proposed in Sections 2 and 3, and the theoretical results justified in Section 4, we consider the following simple model problem. Let Ω be a unit square, and Ω h be a triangulated square mesh with mesh step size h =
. We consider two types of particles' distribution in Ω, s ∈ {1, . . . , m}. The first one, called "periodic", is shown in Figures 3(b) and  3(a) . The second one, called "random", is obtained by removingm <m inclusions randomly chosen from the periodic array ofm particles, so that m =m −m, see Figure 4 . The values of ε s in D s , s ∈ {1, . . . , m}, are chosen either randomly from the segment ε min , 10 −2 , where ε min < 1, or uniformly ε s = ε, s ∈ {1, . . . , m}. In our numerical tests the inclusions are represented by d × d squares separated by the distance d ≡ d s , s ∈ {1, . . . , m}, between neighboring inclusions so that the minimal distance between the inclusions and the boundary ∂Ω equals d/2 as shown in Figure 3(b) .
The matrix H A is the W-cycle Algebraic Multigrid preconditioner, proposed and investigated in [14, 15] . It was shown in [15] , that the eigenvalues of the matrix H A A lie in the segment 
Therefore, the number of arithmetical operations (flops) for calculation of the matrix-vector product H A ξ with ξ ∈ R N is bounded above by 5 × N , hence, arithmetical costs of multiplication of a vector by H A and A are almost equal. The main goal of our numerical experiments is to evaluate the minimal number of iterations sufficient for the minimization of initial errors in δ −1 times, δ < 1. To this end, in our numerical tests, we consider the homogeneous systems with a randomly chosen initial guess.
For the PU method (34)-(35) the stopping criteria was
and for the PL (41)-(43) and PCG method (46)-(47) the stopping criteria was
In Table 1 , we display the number of PCG iterations with the preconditioner H A mentioned at the beginning of this section for the homogeneous system Ax = 0, and randomly chosen initial guesses x 0 . The stopping criteria was
We observe that 12 iterations are sufficient to minimize the A-norm of the error in 10 7 times. In Table 2 , we display the number of iterations of the PU method with δ = 10 −6 , which is independent of a random choice of ε ∈ ε min , 10 −2 in the algebraic system, and the distribution of the inclusions. To perform the product H A ξ, ξ ∈ R N , we used 12 iterations of the PCG method for systems with the matrix A. In Tables 3 and 4 , we display the number of iterations for the PL and PCG methods described in Sections 3.2 and 3.3, respectively. The tests are done for various numbers of particles m, and the two types of particles' distribution: periodic and random ones. As it is clearly seen, the number of iterations does not depend on ε min , nor on distribution of the particles, or their number, or the mesh size h in Ω h .
Using results of the tests presented in Tables 2, 3 and 4, we compare all three respective methods (PU, PL, and PCG) in terms of their arithmetical costs in Table 5 . Note that due to Remark 1, the major computational effort is associated with multiplications by the matrices H A and A, hence, this table presents the number of multiplications by H A and A needed to solve the underlying systems with accuracy δ due to criteria (75) and (76). Based on these results, we may conclude that for the above test problems, the PL method is almost three times faster than the PU method, and almost four times faster than the PCG method. Obviously, the results and conclusions may be different for other test problems and different choice of a preconditioner H A for the matrix A.
Conclusions
This paper proposes three preconditioned iterative methods for solving a linear system of the saddle point type arising in discretization of the diffusion problem (5) that involves large variation of its coefficient (6) . The latter feature is typically called high contrast. The main theoretical outcome presented in Theorem 1 yields that with the proposed preconditioner H, the condition numbers of the preconditioned matrix HA ε is of O(1). This implies robustness of the proposed preconditioners. The assumption about regularly shaped and quasi-uniform mesh Ω h is needed to apply the normpreserving extension theorem of [26] that yields independence of convergence rates of the mesh size h. In order to claim independence of convergence rates of the diameter of D s , s ∈ {1, . . . , m} and their locations, we need assumption (61). Our numerical experiments based on simple test scenarios presented in Section 5 confirm theoretical findings of this paper, and demonstrate convergence rates of the proposed iterative schemes to be independent of the contrast, discretization size, and also on the number of inclusions and their sizes. The very important feature of the discussed procedures is that they are computationally inexpensive with the arithmetical cost being proportional to the size of the linear system. This makes the proposed methodology attractive for the type of applications that use high contrast particles.
