We consider nonlinear optimization problems with cardinality constraints. Based on a continuous reformulation we introduce second order necessary and sufficient optimality conditions. Under such a second order condition, we can guarantee local uniqueness of M-stationary points. Finally, we use this observation to provide extended local convergence theory for a Scholtes-type relaxation method for cardinality constrained optimization problems, which guarantees the existence and convergence of the iterates under suitable assumptions.
Introduction
In this article we consider cardinality constrained optimization problems of the form min x∈R n f (x) s.t. x ∈ X, x 0 ≤ κ, (1.1)
i.e. optimization problems that have, in addition to standard constraints x ∈ X, a bound κ on the maximum number of nonzero components of x. Problem (1.1) can be used to model questions from a wide range of areas in science and industry. Among its applications are the compressed sensing technique [7] , the subset selection problem in regression [17] , support vector machines [26] , cash management in automatic teller machines [11] , lot sizing [10] and portfolio optimization with constraints on the maximum number of assets [4] .
The cardinality constraint makes (1.1) hard to solve: Despite its notation, · 0 is neither a norm nor a continuous mapping. Testing feasibility of (1.1) is known to be NP-complete [4] .
For this reason in [4] problem (1.1) is reformulated using binary auxiliary variables for the case where X is polyhedral and f a quadratic function, which leads to the application of methods from discrete optimization [4, 3, 15, 18] . In [14] support recovery via nonconvex regularization is discussed. For the special case X = R n optimality conditions for (1.1) from continuous optimization and algorithms are investigated in [2] . In [21] first and second order optimality conditions for (1.1) are given. These are formulated using the original cardinality constraint and suitable normal cones of the corresponding feasible set.
A recent approach is the reformulation of (1.1) into a continuous optimization problem using orthogonality-type constraints. This connection has been established in [6] and [9] and further studied in [25, 5, 27] . A similar reformulation for chance constrained optimization problems is discussed in [1] , while in [8] penalization techniques for cardinality constraint optimization problems arising in the context of chance constraints are investigated.
While the reformulated optimization problem is continuous, the orthogonality-type constraints still pose difficulties which prevent a direct application of methods from nonlinear optimization. Most conditions that ensure that a local solution satisfies first order optimality conditions, such as the well know linear independence constraint qualification, do not hold. The continuous reformulation bears a strong similarity to a mathematical program with complementarity constraints (MPCC). This class of mathematical programs also violates most standard constraint qualifications. For this reason a broad theory on MPCCs was developed, including custom constraint qualifications, stationary conditions and numerical methods. For an overview of the subject of MPCCs (closely related to mathematical programs with equilibrium constraints (MPEC)) see [16, 20] and the references therein. However, the continuous reformulation can not be embedded in the MPCC setting directly since it lacks the constraint x ≥ 0. Additionally, it violates most of the MPCC-constraint qualifications, as argued in [25] . For this reason custom constraint qualifications and stationary conditions for the continuous reformulation were introduced [6, 25] .
In this article we present second order optimality conditions for the continuous reformulation, which make use of the aforementioned constraint qualifications and stationary conditions. We prove both a necessary and a sufficient second order optimality condition for S-stationary points, which complement the first order optimality conditions in [6, 25] . For M-stationary points, we prove a result for their uniqueness regarding the variable x of the original problem (1.1) also using a second order condition. Compared to the second order optimality conditions from [21] , the benefit of an analysis of the continuous reformulation are optimality conditions which are numerically exploitable with nonlinear programming methods as done for example in [5, 6, 9] . Similar results for MPCCs and mathematical programs with vanishing constraints (MPVCs) can be found in [12, 13, 16, 22] . For the classic results on nonlinear programs see for example [19] .
Moreover, we expand the convergence theory of a Scholtes-type regularization for the continuous reformulation. It was shown in [5] that, under a Mangasarian-Fromowitz-type constraint qualification, KKT conditions of suitable regularized programs hold at a local minimum, and the limit of KKT points is an S-stationary point. However, the question whether these regularized programs posses a solution is open. Using our results on second order optimality conditions, we illuminate the convergence properties of this regularization: In a vicinity of a strict solution of (1.1) the regularized programs have a solution. Moreover, the regularized programs have a solution close to a solution of the continuous reformulation, if the cardinality constraint is active. This leads to our main result regarding the Scholtes-regularization, which states that the limit point of a sequence of KKT points of the regularized programs is locally unique, provided a second order condition holds.
The remainder of the paper is structured as follows: In the next section we introduce the continuous reformulation of the cardinality constrained problem (1.1) and review some of the existing first order optimality conditions and custom constraint qualifications. In Section 3 we derive necessary and sufficient second order optimality conditions for S-stationary points as well as a uniqueness result for M-stationary points using a second order condition. And in Section 4 we use these results to expand the convergence theory of a Scholtes-type regularization for the continuous reformulation.
To close this section let us introduce some notation used throughout this paper. We use R + = [0, ∞) for the non negative real numbers. For a given x ∈ R n and r > 0 we denote the open ball with radius r with respect to an arbitrary norm around x by B r (x), its closure by B r (x) and its boundary by ∂B r (x). The unit vectors are denoted by e i ∈ R n and e ∈ R n is the vector consisting of all ones. For two vectors x, y ∈ R n we denote the Hadamard product, i.e. the component-wise product, by x • y ∈ R n and the connecting line between the vectors x and y by [x, y] . A set of vectors a 1 , . . . , a m and b 1 , . . . , b p is called positively linearly dependent, if there exist multipliers λ ∈ R m + and µ ∈ R p such that (λ, µ) = 0 and
For a given vector x ∈ R n the support is given by supp(x) := {i = 1, . . . , n | x i = 0} and the cardinality by x 0 := | supp(x)|. Throughout this paper, we assume all functions to be at least once continuously differentiable. Whenever we need them to be twice continuously differentiable, this is stated explicitly. For a function f : R n → R the Jacobian Df (x) is supposed to be a row vector whereas the gradient ∇f (x) = Df (x)
T is a column vector. The Hessian matrix is denoted by ∇ 2 f . Partial derivatives are indicated by subscripts i.e. D x f (x, y).
with continuously differentiable functions g : R n → R m and h : R n → R p . To make the cardinality constraint meaningful, we assume κ < n. Furthermore, we assume that
In [9, 6] the following continuous reformulation of (1.1) was introduced
T y ≥ n − κ,
We denote the feasible set of (2.1) by Z. Due to the orthogonality-type constraint x • y = 0 the auxiliary variable y ∈ R n can be seen as a counter of the zero elements of x, of which there should be at least n − κ.
In [6] and [9] it was shown that x * is a global solution of (1.1) if and only if there exists y * such that (x * , y * ) is a global solution of (2.1). Moreover, for each local solution x * of (1.1) there exists a vector y * such that (x * , y * ) is a local solution of (2.1). However, not every local solution (x * , y * ) of the reformulation (2.1) necessarily corresponds to a local solution x * of the original problem (1.1).
To simplify the notation, we define the following index sets for a feasible point (x * , y * ) of the reformulation (2.1):
. When the point of reference is obvious, we sometimes omit (x * , y * ) to keep the notation more compact.
Provided a constraint qualification holds, the KKT-conditions are a necessary first order optimality condition for a local minimum of a nonlinear optimization problem. However, for (2.1) standard constraint qualifications, like the linear independence constraint qualification (LICQ) or the Mangasarian-Fromowitz constraint qualification (MFCQ) (or even weaker ones), can not be expected to hold, see [6] for details. In [6, 25] alternative stationarity concepts for (2.1) have been introduced, which are first order optimality conditions under custom constraint qualifications. We recall the definition of S-and M-stationarity next. A comparison of further stationary concepts for the case x ≥ 0 can be found in [25] . 
are linearly independent.
(b) CC-MFCQ (Cardinality Constrained -Mangasarian-Fromowitz Constraint Qualification) if and only if the gradients
are positively linearly independent.
(c) CC-CPLD (Cardinality Constrained -Constant Positive Linear Dependence Constraint Qualification) if for any subset I 1 ⊆ I g (x * ), I 2 ⊆ {1, . . . , p} and I 3 ⊆ I 0 (x * ) such that the gradients ∇g i (x) (i ∈ I 1 ), and
are positively linearly dependent in x = x * , they remain linearly dependent in a neighbourhood of x * .
The implications CC-LICQ ⇒ CC-MFCQ ⇒ CC-CPLD hold (see [25] ), which corresponds to the relations between the counterparts of the above constraint qualifications from the standard theory on nonlinear optimization. Already under CC-CPLD, S-stationarity is a necessary first order optimality condition (cf. [25, Theorem 4.2] ). Here, the behaviour of the continuous reformulation (2.1) differs from the related class of MPCCs, where MPCC-LICQ is needed to guarantee S-stationarity of a local minimum. Remark 2.3. Consider a point (x * , y * ) ∈ Z satisfying CC-MFCQ. Due to the continuity of g we know I g (x) ⊆ I g (x * ) and I 0 (x) ⊆ I 0 (x * ) for all x sufficiently close to x * . Thus, the continuity of ∇g and ∇h implies that there exists an r > 0 such that CC-MFCQ holds in all (x, y) ∈ Z with x ∈ B r (x * ).
As mentioned before, CC-LICQ guarantees that a local minimum (x * , y * ) of (2.1) is Sstationary and it is not hard to see that the corresponding multipliers are unique. In case x * is even a local minimum of the original problem (1.1), a similar result can be obtained for all points (x * , y) feasible for (2.1).
Proposition 2.4. Let x * be a local minimum of (1.1) satisfying CC-LICQ. Then every point (x * , y) ∈ Z is S-stationary. The corresponding multiplier (λ * , µ * , γ * ) ∈ R m × R p × R n is unique and independent from y. In case x * 0 < κ we additionally have γ * = 0.
Proof. Since x * is a local minimum of (1.1), for all y such that (x * , y) ∈ Z the point (x * , y) is a local minimum of (2.1) and thus due to CC-LICQ an S-stationary point, see [25, Theorem 4.2] . Hence there exist S-stationary multipliers (λ * , µ * , γ * ) with λ * i = 0 for all i / ∈ I g (x * ) and γ * i = 0 for all i / ∈ I 0 (x * ) and
Due to CC-LICQ this equation has at most one solution (λ * Ig , µ * , γ * I0 ) and thus the multiplier (λ * , µ * , γ * ) is unique and independent from y. Let x * 0 < κ. It remains to show that in this case γ * = 0. For all i / ∈ I 0 (x * ) this is guaranteed by the definition of S-stationarity. For every j ∈ I 0 (x * ) we can define
Because |I 0 (x * )| > n − κ the point (x * , y) is feasible for (2.1) and thus a local minimum and S-stationary point of (2.1). The S-stationarity conditions then imply γ * j = 0. Since the multiplier (λ * , µ * , γ * ) is unique and independent from y and the same argument holds for all j ∈ I 0 (x * ), we have shown γ * = 0.
In the recent paper [21] the authors also derive first order optimality conditions for (1.1) based on Fréchet, limiting and Clarke normal cones, which are called B-, M-, and C-KKT points. Instead of the constraint qualifications previously introduced here, they use conditions called R-LICQ and R-MFCQ, which however can be shown to be equivalent to CC-LICQ and CC-MFCQ. In [21, Theorem 3.2] it is shown that a local minimum of (1.1) is a B-KKT point under R-LICQ. Closer inspection of the involved definitions reveals that this is equivalent to Proposition 2.4. To ensure that M-KKT points, which are related to S-stationary points, or C-KKT points, which are equivalent to M-stationary points, are necessary optimality conditions at local minima of (1.1), R-MFCQ is required to hold in [21, Theorem 3.4, Theorem 3.5]. Using the continuous reformulation instead of the normal cone approach, one can show that instead of R-MFCQ weaker conditions such as CC-CPLD are enough to guarantee M-and S-stationarity of local minima, see [6, 25] .
Second Order Optimality Conditions
In this section we derive second order optimality conditions for (2.1). We begin with a second order necessary optimality condition for local solutions of (2.1) which holds under CC-LICQ. For S-stationary points we then derive a second order sufficient optimality condition for a certain type of strict local minima. Moreover, we show that M-stationary points are locally unique, provided CC-CPLD and a second order condition hold.
To formulate these optimality conditions, we need to define the linearisation cone and the critical cone first. We use the CC-linearisation cone, which was introduced in [25] and used there to derive the custom constraint qualifications and first order optimality conditions for (2.1), see Section 2.
Definition 3.1. Let (x * , y * ) ∈ Z be a feasible point of (2.1). The CC-linearisation cone is defined by
Later, we are mostly interested in the directions d x only. It is straightforward to see that
In case x * 0 < κ, this set still depends on the chosen value of y * . Thus for a given x * we also consider the union over all y * such that (x * , y * ) ∈ Z:
In a certain sense L X (x * ) can be seen as a linearisation cone for the original feasible set X . Note however that L X (x * ) in nonconvex in case x * 0 < κ. The CC-critical cone, see also [13, 16, 19] for related constructions, is then the set of all potential feasible descent directions.
Analogously we define
If (x * , y * ) is an S-stationary point of (2.1), we can give a description of C CC Z (x * , y * ) that does not use the gradient of the objective function but instead the multipliers of (x * , y * ). For some multipliers λ * ∈ R m + corresponding to the inequality constraints g(x * ) ≤ 0 we define the index sets
Let (x * , y * ) be an S-stationary point of (2.1) with multipliers (λ * , µ * , γ * ). Then we have
Z (x * , y * ) be arbitrary. It suffices to show the equivalence
Since (x * , y * ) is S-stationary with multipliers (λ * , µ * , γ * ) we know λ * ≥ 0 and
since λ * i ≥ 0 for all i = 1, . . . , m. Note that the alternative representation from Proposition 3.3 does not necessarily hold for M-stationary points. The reason is that for an M-stationary point (x * , y * ) with multipliers (λ * , µ * , γ * ) and a vector (
does not necessary hold for i ∈ I 00 (x * , y * ). We now proceed to derive second order necessary and sufficient optimality conditions for Sstationary points and uniqueness of M-stationary points under a second order condition.
Second Order Necessary Optimality Condition
Our next goal is to derive a second order necessary optimality condition for local minima of the continuous reformulation (2.1). Its proof is similar to the approach known from classical nonlinear optimization, see for example [19] , and from mathematical programs with vanishing constraints (MPVCs), see [13] .
To be able to prove this result, we need the following auxiliary lemma first. Note that this result requires linear independence constraint qualification to hold, since it is based on an implicit function theorem.
Lemma 3.4. Let g, h be twice continuously differentiable, (x * , y * ) be an S-stationary point of (2.1) with multipliers (λ * , µ * , γ * ) satisfying CC-LICQ, and
Then there exists an ε > 0 and a twice continuously differentiable curve ξ :
3)
To keep the notation compact, we also use the abbreviations
Since g and h are twice continuously differentiable, so is q. Using the function q we now define
Using the chain rule we can calculate
Consider the point (v * , t * ) := (0, 0). We have F (v * , t * ) = 0 and
Since CC-LICQ holds in (x * , y * ) the matrix Dq(x * ) ∈ R M×n has full row rank and therefore the matrix D v F (v * , t * ) is regular. The function F is twice continuously differentiable. Thus the implicit function theorem (see [19, Theorem A.2] ) provides the existence of an ε > 0 and twice continuously differentiable curve ν : (−ε, ε) → R M with the properties ν(0) = 0 and for all t ∈ (−ε, ε)
where we used the (
Because the involved functions are twice continuously differentiable, so is the function ξ and we have ξ
for all t ∈ (−ε, ε). From (3.5) and (3.6) it follows that ξ(0) = x * and
Next, we show the feasibility of the vector (ξ(t), y * ). To this end, note that for all j and all t ∈ (−ε, ε) we have q j (ξ(t)) = F j (v(t), t) = 0 and thus
h i (ξ(t)) = 0 ∀i ∈ {1, . . . , p}, (3.8)
Since (x * , y * ) ∈ Z the constraints 0 ≤ y * i ≤ 1 and n i=1 y * i ≥ n − κ hold. Because of y * i = 0 for all i ∈ I 00 (x * , y * ) ∪ I ±0 (x * , y * ) and (3.9), the complementarity constraint ξ i (t) · y * i = 0 holds for all i ∈ {1, . . . , n} and all t ∈ (−ε, ε).
and therefore g i (ξ(t)) < 0 for all t > 0 sufficiently small. Since the sets
we have thus shown that the constraint g i (ξ(t)) ≤ 0 holds for all i ∈ I g (x * ) and all t ∈ [0, ε) with ε > 0 sufficiently small.
Let i ∈ {1, . . . , m} \ I g (x * ) and thus g i (x * ) < 0. Due to the continuity of g i and ξ the inequality g i (ξ(t)) < 0 then still holds for all t > 0 sufficiently small. Consequently we have verified g i (ξ(t)) ≤ 0 for all i ∈ {1, . . . , m} and, together with (3.8), ξ(t) ∈ X for all t ∈ [0, ε), if ε > 0 is chosen sufficiently small.
Altogether we have proven (ξ(t), y * ) ∈ Z for all t ∈ [0, ε). The properties (3.3) and (3.4) follow from (3.7) and (3.9).
Using this result, we can now proceed with the second order necessary condition for the continuous reformulation (2.1). For its proof we follow an idea in [13] .
Theorem 3.5 (Second Order Necessary Optimality Condition). Let f, g, h be twice continuously differentiable, (x * , y * ) be a local minimum of (2.1) satisfying CC-LICQ, and (λ * , µ * , γ * ) be the unique S-stationary multipliers for (x * , y * ). Then
Proof. Since the CC-LICQ holds in the local minimum (x * , y * ), this point is also an S-stationary point of (2.1) with unique multipliers (λ * , µ * , γ * ).
Z (x * , y * ) be arbitrary. Due to Lemma 3.4 there exists an ε > 0 and twice continuously differentiable curve ξ : (−ε, ε) → R n with the properties
We define ℓ :
Due to our assumptions on f , g and h, this function is also twice continuously differentiable and since (x * , y * ) is S-stationary, we know
Define the function ϕ : (−ε, ε) → R by t → ϕ(t) := ℓ(ξ(t), λ * , µ * , γ * ). Combining (3.11) and (3.12) with the fact that (x * , y * ) with the multipliers (λ * , µ * , γ * ) is S-stationary, we obtain for all t ∈ [0, ε)
(3.14)
The function ϕ is twice continuously differentiable with
for all t ∈ [0, ε). Using (3.10), (3.13) and (3.14), we obtain ϕ(0) = f (x * ), ϕ ′ (0) = 0 and
To conclude the proof assume that ϕ
Because ϕ is twice continuously differentiable, the inequality ϕ ′′ (0) < 0 implies ϕ ′′ (t) < 0 for all |t| sufficiently small. For t > 0 sufficiently small Taylor's theorem provides the existence of a θ t ∈ [0, t) such that
Thus for t > 0 sufficiently small we obtain ϕ(t) < ϕ(0) (note θ t → 0 for t → 0). Altogether we can argue that f (ξ(t)) = ϕ(t) < ϕ(0) = f (x * ) for t > 0 sufficiently small. Since (ξ(t), y * ) is feasible for (2.1) for all t ∈ [0, ε) and (ξ(t), y * ) → (x * , y * ) for t ↓ 0, this is a contradiction to (x * , y * ) being a local minimum of (2.1).
If x * is a local minimum of (1.1) satisfying CC-LICQ, we know that every feasible point (x * , y) ∈ Z is a local minimum and thus S-stationary point of (2.1). By Proposition 2.4 all S-stationary points (x * , y) share a unique multiplier (λ * , µ * , γ * ). Thus, as a corollary we immediately recover the second order necessary sufficient condition from [21, Theorem 4.1]: Corollary 3.6. Let f, g, h be twice continuously differentiable, x * be a local minimum of (1.1) satisfying CC-LICQ, and (λ * , µ * , γ * ) be the unique S-stationary multiplier for all (x * , y) ∈ Z. Then
Second Order Sufficient Optimality Condition
In this section we state a second order sufficient optimality condition for (2.1). We begin by introducing a condition for S-stationary points that can be used to identify which S-stationary points are local minima of (2.1). Later we also use a similar condition for M-stationary points to give a sufficient condition for the local uniqueness of M-stationary points.
Definition 3.7. Let f, g, h be twice continuously differentiable, and (x * , y * ) ∈ Z be an Sstationary point of (2.1). If for all directions (d x , d y ) ∈ C CC Z (x * , y * ) with d x = 0 there exists at least one S-stationary multiplier (λ * , µ * , γ * ) such that From standard nonlinear optimization, we know that a second order sufficiency condition combined with a KKT point yields a strict local minimum. However, since the objective function here does not depend on y, we cannot expect to obtain a strict local minimum with respect to both variables unless y is locally fixed. For this reason, we have to work with the concept of a strict local minimum with respect to x. Definition 3.8. We say that a feasible point (x * , y * ) of (2.1) is a strict local minimum with respect to x of (2.1), if there exists a radius r > 0 such that
Note that a strict local minimum (x * , y * ) with respect to x is always a local minimum with respect to both variables since for all (x, y) ∈ B r (x * , y * ) either x = x * and thus f (x) = f (x * ) or x = x * and thus f (x) > f (x * ). The following theorem shows that CC-SOSC is indeed a sufficient condition for an S-stationary point to be a local minimum of the reformulation (2.1). For the proof we adapt a line of argument from [13] . Theorem 3.9 (Second Order Sufficient Optimality Condition). Let f, g, h be twice continuously differentiable and (x * , y * ) be an S-stationary point of (2.1) satisfying CC-SOSC. Then (x * , y * ) is a strict local minimum with respect to x of (2.1).
Proof. Assume that the claim is false. Then we can find a sequence
We deduce a contradiction to (3.15) from those properties. To this end define the directions
We have d 
We proceed to show that d is a critical direction. To do so, we exploit the fact that (x k , y k ) are feasible for all k ∈ N and converging to (x * , y * ). For all k ∈ N, by the mean value theorem, there is a
Dividing the above inequality by x k − x * and letting k → ∞, we obtain ∇g i (x
For i ∈ I ±0 (x * , y * ) we have x k i = 0 and thus y k i = 0 for sufficiently large k. Hence also
For i ∈ I 00 (x * , y * ) we have
For i ∈ I 01 (x * , y * ) we have
We thus have shown d ∈ L CC Z (x * , y * ). For all k ∈ N, applying the mean value theorem to the objective function, we find a
. Now it remains to show that for all S-stationary multipliers (λ (3.15) . To this end fix and arbitrary S-stationary multiplier (λ * , µ * , γ * ) and define the twice continuously differentiable function ℓ : R n → R by
The Hessian of ℓ at x * is the Hessian in (3.15) . Using the S-stationarity of (x * , y * ) with the multipliers (λ * , µ * , γ * ), we know ℓ(x * ) = f (x * ) and ∇ℓ(x * ) = 0. For sufficiently large k ∈ N we thus obtain
For the second inequality above we use the feasibility of (x k , y k ) and thus add only non-positive sums. The last sum is zero due to the fact that y 
holds. From (3.16) we know ℓ(
Together with ∇ℓ(x * ) = 0 and the above equality, we therefore have
for sufficiently large k ∈ N. Dividing by x k − x * 2 and letting k tend to infinity this yields a contradiction to the assumption (3.15) due to d x = 0.
In the previous result we have seen that CC-SOSC in an S-stationary point is a sufficient condition for a local minimum. However, contrary to the corresponding result in nonlinear programming, it guarantees a strict local minimum only with respect to changes in the x-variable. Such a behaviour was to be expected, since the objective function f does not depend on the variable y. Thus no point (x, y), at which we can change y without changing x, can be a strict local minimum.
This effect can also be observed in the CC-SOSC: The matrix in (3.15) depends only on the x-variable and thus on the d x -part of a critical direction d = (d x , d y ), whereas the set of critical directions depends on both x and y. For this reason, we have to exclude all critical directions d = (d x , d y ) with d x = 0 from the strict inequality (3.15). In contrast, in the SOSC from nonlinear programming and similar results for MPCCs, see for example [19] and [16] , only the vector d = (d x , d y ) = (0, 0) is excluded from the condition.
Indeed, whenever the cardinality constraint is inactive in a local minimum, one can find critical directions with d x = 0, d y = 0. For these directions the strict inequality (3.15) cannot hold. Thus excluding only the vector (d x , d y ) = (0, 0) from (3.15) would lead to a condition which is rarely satisfied. The following example illustrates this point.
Example 3.10. Consider the cardinality constrained optimization problem
The point x * = (0, 0) is the strict (global) minimum of this problem and together with y * = (1, 0) the point (x * , y * ) is a solution for the continuous reformulation
We have I g (x * ) = ∅, I 0 (x * ) = {1, 2} and thus CC-LICQ is fulfilled in (x * , y * ). Hence (x * , y * ) is an S-stationary point. The, due to CC-LICQ unique, S-stationary multipliers are λ * = γ * = 0. Since ∇f (x * ) = 0, the critical cone is given by
The Hessian in the CC-SOSC condition (3.15) consists only of
Local uniqueness of M-stationary points using second order information
While the proofs of Theorems 3.5 and 3.9 cannot be transferred directly to M-stationary points of (2.1), we are able to show that an M-stationary point is locally unique, if CC-CPLD and a second order condition hold. We follow a line of argument by Guo, Lin and Ye [12] . To simplify the presentation of the proof of Theorem 3.12 we show the following auxiliary result first.
Proposition 3.11. Let (x * , y * ) ∈ Z be feasible point of (2.1) and (x k , y k ) k ⊆ Z be a sequence of M-stationary points of (2.1) converging to (x * , y * ).
(a) If CC-CPLD holds in (x * , y * ), then (x * , y * ) is M-stationary and one can find a bounded
Proof. We begin by verifying (a). Since (x k , y k ) are M-stationary points of (2.1), there exist multipliers (λ k , µ k , γ k ) with
Without loss of generality, we may additionally assume that the vectors
are linearly independent. Otherwise, the multipliers can be modified according to [24, Lemma A.1] . We show that the sequence (λ k , µ k , γ k ) k is bounded and thus has a convergent subsequence. To do so, assume for contradiction (λ
is bounded and thus (at least on a subsequence) convergent to some nonzero limit (λ,μ,γ) = 0. This limit then satisfiesλ ≥ 0 andλ i = 0 for all i / ∈ I g (x * ) since then g i (x k ) < 0 and thus λ k i = 0 for all k sufficiently large. Similarly, we knowγ i = 0 for all i / ∈ I 0 (x * ) since then x k i = 0 and thus γ k i = 0 for all k sufficiently large. Additionally, we obtain
from (3.17) . Consequently, the vectors
are positively linearly dependent in x * and thus by CC-CPLD have to remain linearly dependent in a neighbourhood. Due to
for all k sufficiently large, we obtain a contradiction to the choice of the multipliers (λ k , µ k , γ k ) in (3.20) .
Thus, the sequence (λ k , µ k , γ k ) k is bounded and therefore convergent to some limit (λ * , µ * , γ * ) on a subsequence.
Since f , g and h are continuously differentiable, we have
Analogously to our previous arguments one sees that λ * ≥ 0 and supp(λ * ) ⊆ I g (x * ) as well as supp(γ * ) ⊆ I 0 (x * ). Thus, (x * , y * ) together with the multipliers (λ * , µ * , γ * ) is M-stationary. To verify part (b) one only has to observe that under the assumption of CC-MFCQ it is not necessary to modify the multipliers to guarantee (3.20) in order to obtain a contradiction.
The previous result states that the limit of every convergent sequence of M-stationary points is also M-stationary. This plays a major role in the proof of the following uniqueness theorem for M-stationary points. In this result, we need an assumption which is closely related to CC-SOSC, but stronger since condition (3.15) now has to hold for all M-stationary multipliers, not only one S-stationary multiplier. Under CC-LICQ however the M-stationary multiplier is unique. The following result and its proof is motivated by a similar result for MPCCs [12] . Theorem 3.12 (Local uniqueness of M-stationary points). Let f, g, h be twice continuously differentiable, (x * , y * ) be an M-stationary point of (2.1) satisfying CC-CPLD, and let
Z (x * , y * ) with d x = 0 and all M-stationary multipliers (λ, µ, γ) of (x * , y * ). Then there exists a radius r > 0 such that
Proof. Assume that the claim is false. Then there exists a sequence (x k , y k ) k∈N ⊂ Z of Mstationary points converging to (x * , y * ) with x k = x * . By Proposition 3.11(a) we can assume without loss of generality that the corresponding M-stationary multipliers (λ k , µ k , γ k ) are convergent, too, and that the limit (λ * , µ * , γ * ) is an M-stationary multiplier for (x * , y * ), i.e.
for all k ∈ N. Because of the continuity of g i and the properties of the multipliers (λ k , µ k , γ k ) and (λ * , µ * , γ * ), the implications 24) for all k sufficiently large. Define ℓ :
for sufficiently large k. here, we used (3.22) and (3.23) . By dividing through x k − x * and letting k tend to infinity we get
Using this together with the M-stationarity of (x * , y * ) we can calculate
To keep the notation more compact, define ω as an abbreviation for the multipliers ω := (λ, µ, γ). For k ∈ N define the functions
and
Using (3.21)-(3.24) and the fact that
The functions s k are twice continuously differentiable. The mean value theorem provides the existence of a τ k ∈ (0, 1) such that 
Convergence Properties of Scholtes Regularization
The Scholtes regularization for MPCCs [23] has been successfully adapted to the relaxation of cardinality constrained and sparse optimization problems (2.1) in [5, 9] . As in the MPCC case, the adapted version is numerically very successful compared to other regularization approaches.
In this section we briefly introduce the Scholtes regularization for cardinality constrained optimization problems investigated already in [5] . We also repeat convergence results for this regularization. Then we use the second order optimality conditions from Section 3 to expand the convergence theory. We show that the regularized programs have a solution in a neighbourhood of a strict local minimum x * of (1.1). We then use that result to prove the convergence of KKT points (x k , y k ) of the regularized programs to x * . To adapt the Scholtes regularization originally introduced for MPCCs in [23] to (2.1), the orthogonality constraint x i · y i = 0, i = 1, . . . , n, is replaced by
for a regularization parameter t ≥ 0, see Figure 1 for an illustration. The resulting regularized programs are given by
Let Z(t) be the feasible set of NLP(t) for t ≥ 0. The idea of the regularization method is to compute KKT points of NLP(t) for decreasing parameters t → 0 to obtain a feasible and stationary point of (2.1).In [5] it was shown that the limit of such a sequence is S-stationary under CC-MFCQ. We repeat the precise result here for completeness sake.
If CC-MFCQ holds at x * , then for every accumulation point y * of the bounded sequence (y k ) k the pair (x * , y * ) is an S-stationary point of (2.1).
A necessary follow up question is whether the regularized programs NLP(t) possess KKT points. In [5] it was shown that the regularized problems satisfy standard MFCQ if the original problem (2.1) satisfies CC-MFCQ. We state a slightly modified version here, whose proof coincides exactly with the one of [5, Theorem 3.2].
Theorem 4.2 ([5, Theorem 3.2]).
Let (x * , y * ) be feasible for (2.1) and CC-MFCQ hold there. Then there exists a radius r > 0 and a T > 0 such that for all t ∈ (0, T ] standard MFCQ for NLP(t) holds at every (x, y) ∈ Z(t) with x ∈ B r (x * ).
Thus in case the regularized problems have local solutions close to (x * , y * ), these local solutions are KKT points. Next, we investigate whether the regularized programs NLP(t) posses a local solution in the vicinity of a local solution x * of (1.1).
For all (x, y) ∈ Z(t) sufficiently close to (x * , y * ) we have y i > 0 and e T y > 2. Hence in a neighbourhood of (x * , y * ) the KKT-conditions of the regularized program in (x, y) imply 0 = 2(x 2 − 1) + γ 2 y 2 =⇒ γ 2 y 2 ≈ 2, 0 = 2(x 3 − 2) + γ 3 y 3 =⇒ γ 3 y 3 ≈ 4, 0 = ν + γ • x, ν ≥ 0, γ • x ≥ 0
Here, the last equation implies ν = 0 and γ •x = 0, which is only possible if γ = 0. This, however, is a contradiction to the first two equations. Thus the KKT-conditions cannot be satisfied in a neighbourhood of (x * , y * ). Since CC-LICQ holds in (x * , y * ), it follows from Theorem 4.2 that MFCQ holds for the regularized problem sufficiently close to (x * , y * ). Consequently the regularized program cannot have local minima in a vicinity of (x * , y * ). This implies that the Scholtes-type regularization cannot converge to the undesirable local solution (x * , y * ) of the continuous reformulation , which does not correspond to a solution of the original problem.
Combining all of our previous results, we are now able to prove the main result of this section: Whenever x * is a strict local minimum of (1.1) satisfying CC-MFCQ, then the Scholtes relaxation method is locally well defined and the KKT points (x k , y k ) converge to x * at least in the xcomponent. If additionally x * 0 = κ holds, then the y-component is also convergent.
Theorem 4.5. (a) Let x * be a strict local minimizer of (1.1) (or (x * , y * ) be a strict local minimum of (2.1) with respect to x and x * 0 = κ) such that CC-MFCQ holds in x * . Then there exist T > 0 and r > 0 such that for all t ∈ (0, T ] NLP(t) has a local minimum/KKT point (x t , y t ) with x t ∈ B r (x * ).
(b) Let (x * , y * ) ∈ Z satisfy CC-MFCQ and choose r > 0 sufficiently small. Consider a sequence (t k ) k ↓ 0 and KKT points (x k , y k ) k of NLP(t k ) such that x k ∈ B r (x * ) for all k ∈ N. Then the sequence (x k , y k ) k has accumulation points and every accumulation point (x,ȳ) is an S-stationary point of (2.1).
(c) Let f, g, h be twice continuously differentiable. Let (x * , y * ) be a strict local minimum of (2.1) with respect to x and x * 0 = κ such that CC-MFCQ holds and
hold for all (d x , d y ) ∈ C CC Z (x * , y * ) with d x = 0 and all S-stationary multipliers (λ, µ, γ) of (x * , y * ). Then there exists r > 0 such that for all sequences (t k ) k ↓ 0 for all k sufficiently large NLP(t k ) has a KKT point (x k , y k ) with x k ∈ B r (x * ) and (x k , y k ) → (x * , y * ).
(d) Let f, g, h be twice continuously differentiable. Let x * be a strict local minimum of (1.1) such that CC-MFCQ holds and
hold for all d x ∈ C X (x * ) with d x = 0 and all M-stationary multipliers (λ, µ, γ) of x * . Then there exists r > 0 such that for all sequences (t k ) k ↓ 0 for all k sufficiently large NLP(t k ) has a KKT point (x k , y k ) with x k ∈ B r (x * ) and x k → x * .
Proof. (a) By Theorem 4.3 the assumptions guarantee the existence of T > 0 and r > 0 such that for all t ∈ (0, T ] NLP(t) has a local minimum (x t , y t ) with x t ∈ B r (x * ). Decreasing T and r if necessary we can also use Theorem 4.2, which guarantees MFCQ for NLP(t) in (xthe theoretical results by an example illustrating why the Scholtes-type regularization typically does not get stuck in undesirable local solutions of the continuous reformulation.
