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Traditionally, Augmented Reality (AR) visualizations have been designed based on 
intuition, leading to many ineffective designs. For more effective AR interfaces to be 
designed, user-based experimentation must be performed. However, user study methods 
and apparatuses to conduct such controlled experiments are lacking in the AR 
community. In this dissertation, such a set of empirical experiment methods and an 
apparatus system have been developed for use in AR environments, in the hope that this 
work will guide future researchers in performing such experiments. To evaluate the 
contributions, the work has been applied in experiments which addressed a classical 
problem in AR caused by the use of explicit cues for visual cueing in Visual Search tasks. 
The work demonstrated that through these experiments, it is possible to rigorously and 
effectively evaluate a novel method of AR visualization called Subtle Cueing that 
provides a novel solution to the problem. 
 
In all, seven experiments were conducted to investigate the claims of cue subtlety and cue 
effectiveness of Subtle Cueing. The experiments were conducted using a progressively 
improved experiment apparatus (ARES), study method and protocol. Novel methods of 
variable manipulation, condition creation and data acquisition were developed. 
 
The experiments conducted with ARES were successful. The empirical experiment 
methods and protocols produced results that were significant when rigorously analyzed. 
The key findings included effective ranges of several parameters (such as cue opacity, 
scene clutter, cue size, cue shape, target size and Field-Of-View) which affected Subtle 
Cue performance in Visual Search tasks. The outcomes of the experiments yielded 
evidence about Subtle Cueing that supported the claims of cue subtlety and cue 
effectiveness, thereby providing successful evaluation of Subtle Cueing as a novel AR 
visualization technique. Besides the experiment results, the progressive improvement of 
the experiment system, method and protocol allowed for a reduction in trial quantity per 
subject, a reduction in data contamination due to chance, and a reduction in user input 
error. 
 
There are many avenues for future work, ranging from building a new system for 
addressing the limitations of the current system, to novel uses of Subtle Cueing as Visual 
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CHAPTER 1: INTRODUCTION 
Augmented Reality (AR) merges the physical world that we live in with the digital virtual 
world created by computer technology, thereby allowing virtual objects to manifest 
themselves “live” in the physical world of 3D space (Furht, 2011). AR has the potential 
to significantly improve human-computer interaction as we know it, especially in 
application areas such as assembly and construction, maintenance and inspection, 
navigation and pathfinding, as well as tourism and entertainment (Wither, DiVerdi, & 
Höllerer, 2009). It does this by presenting virtual information in the same context and 
physical location as the object that the information is associated with, thereby making the 
information more engaging and easier to understand. 
With over fifty years of interest in the topic, including its frequent re-imaginings and re-
inventing in popular media, it is not surprising that commercial giants such as Google 
(Google, 2012) and Nokia (Nokia, 2012), as well as government and military 
organizations such as DARPA (Wired, 2008), have taken a keen interest in the 
development of AR. 
However, despite its long history and great potential, rather surprisingly, AR has yet to 
enter mainstream usage. Many reasons for this mystery have been proposed. On the top 
of the list is the argument that we simply lack the technology to implement AR as it was 
originally envisioned (Furht, 2011; Kruijff, Swan, & Feiner, 2010). Others have 
suggested that the imagined benefits of AR have been misunderstood, and that other 
forms of media have already superseded the utility of AR in many aspects (Rehrl & 
Steinmann, 2012).  
 To assess the validity of these arguments, it is necessary to first examine their underlying 





augmenting reality is analogous to adding furniture to a room (Azuma, 1997). When we 
add furniture to a room, we essentially fill the room with objects that fulfill a certain set 
of goals, be it aesthetic or functional. Especially when the room is to be used by other 
people, we make assumptions about how these people will view and react to the furniture, 
in a “what you see is what you get” (WYSIWYG) paradigm. However, we know from 
research into human attention and behavior, that no two persons see the world in the 
exact same way due to their individual differences (Frintrop, Rome, & Christensen, 2010; 
Rensink, 2011). A second person may perceive the room very differently from what was 
originally intended, due in part to the neural circuitry of the human attention system 
(Purves & Lotto, 2010). Yet, AR continues to be designed with this WYSIWYG 
assumption, and although the simplicity of this assumption is seductive, it is problematic. 
Perhaps it is because of this problematic assumption, that AR implementations frequently 
fall short of users’ expectations (Livingston, Gabbard, II, & Sibley, 2012). 
Evidently, knowledge about human attention is very important for design of AR systems, 
because without knowledge in attention research, augmented virtual objects may not be 
paid due attention even if intended by the designer. Worst still, the AR design might 
function completely opposite to the intention of the designer when used by a user, leading 
to potentially disastrous consequences. This presents the AR community with an 
interesting question: If the current paradigm for AR design does not work well, why not 
change it?  There are several reasons why the inertia to change is so great, and the 
evidence can be gleamed from the previous references (Furht, 2011; Kruijff et al., 2010; 
Rehrl & Steinmann, 2012). For the part of the AR community that believes that 
technology is still not sufficient (Furht, 2011; Kruijff et al., 2010), their opinion is very 
much based on a technological void, and filling that void with more technology should 
yield an answer, such as with better tracking algorithms (Karlekar et al., 2010). However, 
they seem to disregard the argument that without a thorough understanding of the human 





made. For the part of the AR community that believes that AR is not actually very 
beneficial as compared to other media (Rehrl & Steinmann, 2012), they base their 
evidence on studies that have not been fair in their comparisons, not due to oversight or 
prejudice, but due to their lack of understanding (or willful ignorance) of how the 
variables of AR interact and interfere with environmental factors as well as with one 
another (Kruijff et al., 2010). These variables may ultimately conspire to produce 
negative task performance when using AR that has not been implemented appropriately. 
Hence, in order to ignite a paradigm shift in the AR community about the design of AR 
visualizations, it is imperative to show strong evidence of how specific designs affect 
human attention and performance in AR environments. These revelations will, in turn, 
cause a re-examination of the assumptions in the AR community pertaining to the design 
of AR interfaces, and ultimately lead to more effective AR implementations within the 
envisioned areas of application (Wither et al., 2009) and even in mission critical areas 
such as military and disaster response. 
This is a massive undertaking, and cannot be achieved through a single dissertation. 
However, this dissertation can lay down the foundations by which future works can be 
based on, and the multitude of work that follows may slowly result in the desired 
paradigm shift. How then, can this dissertation build such foundations? The first step 
would be to examine existing practices of the design of AR visualizations in the hope that 
these practices can be improved to produce effective designs. As with any design process, 
a design framework is necessary for the formulation of designs in a structured manner 
which informs and guides developers to reach their design goals while taking into 
account all known factors (Boucharenc, 2009). In the AR community, however, there 
does not seem to be such a standardized and widely used framework. As a result, AR 
system builders have to solve design issues based on intuition, without the knowledge of 
how each of these solutions interact and interfere with one another (J. L. Gabbard & 





This is not to say that such frameworks do not exist for AR development, only that they 
have not been put into practice effectively. An example of such a framework is that of 
Usability Engineering (UE) for AR (J. L. Gabbard & Swan, 2007; J. Gabbard, Swan, & 
Hix, 2002). The UE approach consists of user interface (UI) design activities such as 
user-based experiments, collection of informal UI design guidelines, adopting UI design 
guidelines and establishing standards, as well as coupling user-based studies with expert 
evaluation. While all this appears logical and sound on the surface, a closer examination 
of the framework reveals a weak link in the chain. Specifically, the need for user-based 
experiments is an obstacle, because such experiments are lacking in the AR community. 
A survey of user-based experimentation was done by Gabbard and Swan (J. L. Gabbard 
& Swan, 2007). In this survey, they found that only two percent of all publications 
surveyed were done on user-based experimentation. This statistic is supported by Zhou, 
Duh and Billinghurst (Zhou, Duh, & Billinghurst, 2008), and could be interpreted as 
either such experimentation has been deemed as unnecessary (which, according to the 
current paradigm and assumptions, is very possible), or that such experiments have been 
difficult to conduct in a well-controlled manner that is repeatable and reliable, and have 
therefore been avoided (which is equally possible). It is very likely that it is a 
combination of these reasons that have prevented such frameworks from being used 
effectively by the AR community. 
It seems that in order to begin the paradigm shift, more user-based experimentation is 
required. Of the experimentation that has already been done in AR, most of the work has 
been on the basic functioning of the human visual system, and an overview of such work 
is given by Livingston et al. (Livingston et al., 2012). While such work is surely valuable 
in terms of how AR systems could affect perception and degradation of basic functions 
(such as visual acuity and contrast) of the human visual system in head worn AR displays 
(HWDs), such studies inform less about human performance in complex visual tasks, 





Hence, we are presented with an opportunity to contribute to the AR community in a 
highly focused and significant way. In order for more effective AR interfaces to be 
designed, effective design frameworks must be in place. In order to create such 
frameworks, user-based experimentation must be performed. In order for such 
experimentation to be performed, there must be a set of study methods and protocols to 
guide the design of controlled experiments, which can produce results that are reliable 
and repeatable in AR environments. In this dissertation, such a set of empirical 
experiment methods and protocols for use in AR environments will be formulated, in the 
hope that this work will guide future researchers in performing such experiments. To 
evaluate this work, these methods and protocols will be applied in experiments which 
address a classical and unsolved problem in AR, and show that through these 
experiments, it is possible to evaluate a method of AR visualization that provides a novel 
solution to the problem. 
This dissertation is structured in the following way: Chapter 2 discusses the goals and 
objectives of the dissertation, as well as the scope and methodology to achieve these 
objectives. Chapter 3 discusses the chosen classical problem in AR, which is caused by 
the use of explicit AR to facilitate rapid Visual Search, and examines the foundational 
Visual Search literature related to the problem. Chapter 4 proposes a solution to the 
problem, which is known as Subtle Cueing, and the proposed methodology for reaching 
that solution. Chapter 5 discusses how Subtle Cueing can be investigated, including the 
claims and variables to be examined as required for the evaluation of Subtle Cueing in 
improving Visual Search performance within AR environments. Chapter 6 details the 
experiment software apparatus development. Chapter 7 details the user studies and 
findings conducted using the experiment apparatus. Chapter 8 summarizes the findings in 
of the experiments, a review of the improvements made to the experiment method, 





findings. Chapter 9 discusses the future directions for this research, including possible 




CHAPTER 2: GOALS, CONTRIBUTIONS, SCOPE AND METHODOLOGY 
2.1 MOTIVATION, GOALS AND CONTRIBUTIONS 
As stated in the introduction, the motivation of this dissertation is: 
• Since AR designers have to understand the attention of users of AR better before 
these designers can design perceptually appropriate visualizations, there needs to 
be experiment methods to improve this understanding in specific areas of 
attention such as Visual Search. Without this understanding of the behavior of 
users, AR visualizations might be designed inappropriately, leading to potentially 
disastrous results when such AR visualizations are deployed. With this 
understanding of the behavior of users, not only might AR visualizations be 
better designed, it may even be possible to solve seemingly impossible problems 
in AR. 
Therefore, this dissertation has one strategic goal: 
• To provide the AR community with a set of empirical experiment methods and 
apparatus, to allow future researchers to investigate human Visual Search in AR 
environments, and ultimately to design more effective and novel AR 
visualizations.  
To achieve this goal, two tactical goals have been specified: 
1. Design a set of empirical experiment methods and an apparatus system, and 
deploy them in experiments to show how they can be used. 
2. Show how the experiments can be used to develop a novel AR visualization 
technique which addresses a classical problem in AR. 




Therefore, when translated into operational deliverables, the contributions of this 
dissertation to the AR community are as follow: 
1. A set of empirical experiment methods and protocols 
2. An experiment system 
3. A novel AR visualization technique 
2.2 SCOPE 
To ensure rigor and thoroughness, one must be careful not to cover too much ground and 
spread one’s defenses too thin. Hence, although AR applies to many of the senses as it is 
possible to augment smell, touch, hearing as well as sight, in the interest of providing 
depth over breadth, the concepts examined in this paper pertain specifically to visual AR, 
as sight is the dominating sense in human perception (Spence, 2009). 
2.2.1 GOAL-ORIENTED VISUAL SEARCH IN AR ENVIRONMENTS 
While there are many visual tasks that can be performed in AR environments, this 
dissertation focuses on goal-oriented Visual Search (Wickens, Lee, Liu, & Becker, 2004; 
Jeremy M. Wolfe, 2010). There are several reasons for this. First, Visual Search is a very 
common task that many people perform everyday, which is to look for a specific target in 
the surrounding environment. An example would be looking for a pen on a cluttered 
desk. Such Visual Search tasks are also common in AR environments. 
Second, although Visual Search seems to be a very well researched field in human 
attention studies, it is well researched in the context of  well controlled laboratory 
settings, using discrete and well-defined stimuli . Hence, although there is a wealth of 
knowledge concerning Visual Search in such laboratory settings, little is known about 
Visual Search in outdoor real-world settings, using continuous, non-discrete, and ill-
defined stimuli (Jeremy M. Wolfe, 2010). 




Third, as we will explain in the following chapter, Visual Search in AR is different from 
Visual Search in the natural physical world. Thus, focusing on Visual Search allows us to 
reference the rigorous and well-validated experimental methods in traditional Visual 
Search research as a foundation, and modify these methods to suit the needs of AR 
environments, in a well defined research problem. 
2.2.2 VISUAL AR IN OUTDOOR SCENES  
The use of AR can be either indoors or outdoors. Indoor AR allows the environmental 
conditions to be strictly controlled, thereby allowing more assumptions about 
environmental factors. Outdoor AR, on the other hand, presents a greater challenge for 
the practitioner, due in a large part to the dynamism and unpredictability of the outdoor 
environment, which is both difficult to prepare for and control. Also, less assumptions 
can be made about the dynamic outdoor environment conditions. This dissertation 
chooses to focus on the more challenging of the two, since the AR community would 
stand to gain much insight from the findings of such empirical experiment methods in 
outdoor scenes, which would be difficult to ascertain otherwise. Furthermore, human 
Visual Search performance in continuous outdoors scenes is still an open question, even 
in the human vision research field (Jeremy M. Wolfe, 2010).   
2.2.3 VIDEO-SEE-THROUGH HEAD-WORN DISPLAYS     
AR can be implemented using three classes of display devices, namely Head-Worn 
Displays (HWDs), handheld mobile devices, and projector-camera systems (Kruijff et al., 
2010). This dissertation focuses on HWDs, as HWDs allow the creation of embodiments 
that recent developmental efforts are trying to realize (Google, 2012; Nokia, 2012; 
Wired, 2008). Viewpoints from HWDs are usually ego-centric, since the AR is presented 
from the point of view of the user. HWD platforms are further sub-divided into two 
categories, namely video-see-through and optical-see-through (Livingston et al., 2012). 
As the goal of this dissertation is to formulate a set of empirical experiment methods that 
will allow well-controlled experiments to be conducted, the base platform itself must 




allow for such controls to be set up. As is the case for outdoor AR, the environment 
already contributes several uncontrollable variables. For optical-see-through AR, such 
systems require that the virtual objects be rendered on a digital display which is semi-
transparent, thereby allowing users to literally see-through the display to view the 
physical world. Optical-see-through AR is therefore very dependent on environmental 
variables, because part of the viewing experience requires visibility of the physical world, 
unmediated by video capture. The variables in this case are difficult to control in 
experiments. Video-see-through AR, on the other hand, requires that the physical world 
be captured through a digital camera, and it is this video capture that is rendered on the 
display, thereby giving users the “see-through” metaphor. This approach is less 
dependent on environmental factors than its optical-see-through counterpart, since the 
video capture can first be pre-processed before presenting it to the user. In this 
dissertation, we focus on video-see-through platforms, as it allows for greater control 
over the variables than optical-see-through platforms. 
2.3 METHODOLOGY 
The following plan of study details the methodology: 
1. Identify a classical problem in AR that involves Visual Search. 
2. Study and understand Visual Search in the traditional human attention domain, as 
well as the domain of AR. 
3. Search for empirical experiment methods used in traditional Visual Search studies 
that could potentially be applied in HWD video-see-through AR environments. 
4. Formulate a solution to the chosen classical problem in AR, based on the 
knowledge of Visual Search in traditional studies of human attention. 




5. Apply the empirical experiment methods in the investigation and evaluation of 












CHAPTER 3: THE PROBLEM OF EXPLICIT CUES FOR VISUAL SEARCH IN AR 
3.1 FACILITATING VISUAL SEARCH IN AR ENVIRONMENTS 
Goal-oriented Visual Search is an action performed whenever a person searches for a 
known target in the visual environment (Frintrop et al., 2010; Wickens et al., 2004; 
Jeremy M. Wolfe, 2010). In video-see-through AR, AR visual cues can be used to 
facilitate rapid Visual Search by drawing attention to the target. Explicit AR cues in the 
form of labels and annotations (Kruijff et al., 2010; Wither et al., 2009) have traditionally 
been used for this purpose (Biocca, Owen, Tang, & Bohil, 2007; Biocca, Tang, & Owen, 
2006; Bonanni, Lee, & Selker, 2005). These cues are often meant to be explicit and 
attention capturing, but there are also many cases in which explicit cueing may interfere 
with other primary tasks (Lu, Duh, & Feiner, 2012; Veas, Mendez, Feiner, & 
Schmalstieg, 2011). Also, explicit cueing methods have been known to introduce 
problems such as distortion, occlusion and visual clutter to the scene (Kruijff et al., 
2010). For example, the occlusion of physical objects in the environment by 
augmentations may affect overall scene understanding. Furthermore, the clutter created 
by large numbers of augmentations may limit the speed and accuracy of individual object 
recognition (Kruijff et al., 2010). In turn, these problems may actually be detrimental to 
Visual Search performance (Peterson, Axholt, Cooper, & Ellis, 2009; Peterson, Axholt, 
& Ellis, 2008; Rosenholtz, Li, & Nakano, 2007a)  and require additional steps to mitigate 
them, (Bell, Feiner, & Höllerer, 2001). However, as will be shown in a later section, these 
steps have not been proven to be effective, partly because they seem to be re-representing 
the problems instead of solving them, and partly because the solution to one problem 
creates another problem in a related domain. Perhaps a radical re-thinking of the problem 
solving approach is required to produce a breakthrough. 




Thus, this dissertation asks the question, “Is it possible to do visual cueing without the 
use of explicit cues?” In order words, might it be possible to create a system of visual 
cueing that does not have the problems of distortion, occlusion and visual clutter? As will 
be demonstrated, this is actually a very difficult question to answer, especially within the 
current paradigm of “what you see is what you get” (WSIWYG) AR design. This is the 
classical problem in AR that this dissertation tackles. To get a sense of just how difficult 
it is to find a solution within the WSIWYG paradigm, we must first examine the current 
attempts at solving these problems. 
3.2 THE PROBLEM WITH CURRENT METHODS OF VIEW 
 MANAGEMENT 
View Management refers to the design decisions regarding how information should be 
represented in digital displays. View management can be defined as “maintaining visual 
constraints on the projections of objects on the view plane, such as locating related 
objects near each other, or preventing objects from occluding each other” (Bell et al., 
2001). In essence, View Management centers around five object properties: 
1. Visibility: Occlusion relationships on the view plane. 
2. Position: The minimum and maximum distance to be maintained between objects. 
3. Size: a range of possible object sizes. 
4. Transparency: A range of object transparency values, to minimize the 
consequences of occluding other objects. 
5. Priority: The order in which objects are included in the image, so that less 
important objects can be excluded if adding them will violate other constraints. 




By manipulating these properties, it becomes possible to manage the degree of distortion 
and occlusion in an AR scene, which appear to be a consequence of clutter (Kruijff et al., 
2010). Traditional approaches involve the use of AR object placement algorithms to 
evaluate available display space, in an attempt to find optimal object locations without 
overlap (Bell et al., 2001; Peterson et al., 2009, 2008). Although such approaches solve 
the problem of occlusion, they create the problem of distortion, because the objects may 
no longer correspond to the physical-world coordinates that they reference, and the 
constant re-alignment of AR objects can be disturbing or distracting to users.  
There exist other approaches which aim at reducing visual clutter without spatial 
rearrangement, such as information filtering, or symbology dimming  of data unimportant 
to the current task (Peterson et al., 2008). However, aside from the safety risk such 
approaches introduce for mission critical tasks, they generally only reduce the amount of 
confusing overlaps produced, but they do not eliminate them. 
One novel technique involves the use of depth cues to create a form of label layering 
(Peterson et al., 2009, 2008), which does not rearrange objects, nor does it filter or dim 
information. Instead, it uses stereoscopic disparity to reduce clutter. While novel and 
interesting, this approach only addresses the problem of overlapping information, but 
does not address the depth-distortion (Kruijff et al., 2010) that this method creates. This 
approach uses layering as a simple and effective conceptual grouping and organizational 
mechanism, but it requires a complex stereoscopic HWD system to produce the effect, 
and  it does not actually reduce visual clutter , it merely displaces it into a different 
dimension. Hence, while this approach claims to increase Visual Search performance in 
restricted scenarios involving discrete and well engineered stimuli, one has to be 
skeptical about its real world applications, especially since it has not been tested against 
the full gamut of environmental conditions in outdoor AR. Furthermore, depth ordering 
and distortion is another perceptual issue in AR, and this method, while attempting to 
solve a problem in one domain, creates a new problem in another domain. 




 As demonstrated, the current approaches still adopt a visualization design based on an 
assumption of overt visibility of objects, also known as the WYSIWYG paradigm. The 
inertia created by this legacy baggage prevents the AR community from engineering 
solutions beyond the obvious. Perhaps the key to breaking through this glass ceiling, lies 
not in the assumptions about what the mind sees, but rather in the understanding of how 
our minds actually see (and not see) the world around us. 
3.3 UNDERSTANDING VISUAL SEARCH: HOW OUR MINDS SEE 
 (AND NOT SEE) THE WORLD 
Visual search consists of two components, namely the conspicuity of a target, and the 
expectancies associated with the target (Wickens et al., 2004). The conspicuity of the 
target refers to how much the target stands out from the background, and is the basis on 
which the concept of visual saliency is founded (Frintrop et al., 2010; Itti & Koch, 1998; 
Itti, 2005). The expectancies refer to a users’ expectation of where a target should be and 
what it should look like based on prior knowledge. In effect, the two components of 
Visual Search exemplify the  two principles of human attention: conspicuity is an 
example of bottom-up (stimulus-based) attention, and the concept of expectancies is an 
example of top-down (experience-based) attention (Frintrop et al., 2010). Top-down 
attention is influenced by human factors such as pre-knowledge, expectations and goals. 
This understanding of Visual Search yields two interesting revelations, each with a 
profound impact on discrediting the current WSIWYG paradigm that permeates current 
AR design methodology.  
 First, given their individual differences, no two people perceive the world in exactly the 
same way, and therefore WYSIWYG is a fallacy, since what the user perceives may be 
different from what the designer perceives. Second, pertaining specifically to Visual 
Search, even if a target were conspicuous and within view, if a user did not expect it, the 
target would remain effectively unseen by the user. Such a phenomenon is known as 




inattentional blindness, as has been reported in research work outside of the AR 
community (Mack, 2003; S B Most et al., 2001; Steven B Most, Scholl, Clifford, & 
Simons, 2005; D J Simons & Chabris, 1999; D. Simons, 2000; Daniel J Simons & 
Rensink, 2005). Interestingly enough, inattentional blindness has not been reported as a 
perceptual issue in AR (Kruijff et al., 2010). This gives us insight into the assumptions 
held by many in the AR community regarding the WYSIWYG paradigm. 
In literature, many models of human attention have been proposed, including the Triadic 
Model (Rensink, 2011), the Guided Search Model (J M Wolfe, 2007), as well as the 
Saliency-based models (Itti & Koch, 1998; Itti, 2005), based on Feature Integration 
Theory (A. M. Treisman & Gelade, 1980). As comprehensive as these models are, they 
fail to account for many of the attentional errors that occur in our everyday lives (Purves 
& Lotto, 2010). Far from being occasionally amusing mind-tricks, such attentional errors 
are actually insights into how the mind perceives the world, according to Purves and 
Lotto (Purves & Lotto, 2010). In fact, Purves and Lotto showed that such “illusions” 
make up much of what we see, albeit contextualized to appear “normal”, thereby 
allowing us to function efficiently on a daily basis. In a series of studies, Purves and 
Lotto examined many of the key aspects of human vision such as contrast sensitivity, 
color perception and stereoacuity, many of which have been addressed in the work by 
Livingston et al. (Livingston et al., 2012) in AR systems, as well as other works in View 
Management (Johnson, 2010; Rensink, 2011; Ware, 2008).  
However, unlike previous works that examined visual attributes in isolation without 
relation to one another, Purves and Lotto found that attributes such as color and 
luminance are actually intertwined with the context in which they are perceived in. 
Therefore, an object in one context can look very different when in a different context, 
even if all other variables such as chromicity and luminance were kept constant (Purves 
& Lotto, 2010). The reason for this counter-intuitive way that the mind works, as Purves 
and Lotto claim, is that our brains have evolved to come to terms with an equally 




counter-intuitive concept known as the Inverse Optics Problem (Purves & Lotto, 2010), 
which, as we will argue below, gives evidence that Visual Search in AR differs from 
Visual Search in physical reality, due largely to differences in expectancies. 
The Inverse Optics Problem states that because the light reaching our eyes can signify a 
great number of combinations of environmental variables, it is actually unnecessary to 
know these features as they are physically, since the primary function of our visual 
system is to receive stimuli in order for us to respond effectively for self-preservation. 
Hence, as long as the visual system provides input that allows the organism to survive in 
an environment, the actual physical properties of the environment can be interpreted by 
the brain in a myriad of ways to meet that end. This argument suggests that the brain, 
working under great resource constraints, evolved (over eons in our physical 
environment) the neural circuitry required for behavioral responses that promoted human 
self-preservation as a species. This evolution allowed humans to develop cognitive 
shortcuts which address the Inverse Optics Problem by sidestepping it, whilst being as 
resource efficient as possible. However, the Inverse Optics Problem does not necessarily 
exist in virtual and AR environments, because virtual entities may not, and some would 
argue that they should not (Hornecker, 2012), have the same properties as those in the 
physical environment. As a result, the cognitive shortcuts which give us a great 
advantage in our natural physical environment, also put us at a disadvantage in virtual 
environments by creating attentional errors, as our brains did not evolve to deal with 
them in such artificial environments. Therein lies the reason why many approaches to 
improve Visual Search in AR environments have ultimately failed, because the 
WYSIWYG paradigm is based on expectations about the properties of the physical 
environment, which may not necessarily be true because virtual objects may neither share 
the same properties as physical objects, nor abide by the same physical rules. In short, 
Visual Search in AR differs from Visual Search in physical reality, due largely to a 




difference in expectancies. An examination of current models of computational visual 
attention reveals this difference in greater detail. 
3.4 CURRENT COMPUTATIONAL MODELS OF VISUAL ATTENTION 
There exist several models of visual attention, many of which have progressed from 
theory to practical computation.  
An overview of visual attention models is given by Frintrop et al. (Frintrop et al., 2010). 
According to Frintrop et al., most computational attention systems have a similar 
structure (Figure 1, page 18). 
This structure was originally adapted from psychological attentional models such as 
Feature Integration Theory (FIT) (A. M. Treisman & Gelade, 1980) and Guided Search (J 
M Wolfe, 2007). The basic protocol of this structure is as follows: 
1. Based on an input image, compute several features in parallel and fuse their 
conspicuities into a saliency map.  
2. Based on the saliency map, determine the foci of attention (FOAs) in the order of 
decreasing saliency. 
3. Base the trajectory of FOAs on known human eye movement patterns. 
Figure 1: General model of computation attention systems 




4. Include top-down information and expectancies (if any) as weights, thereby 
producing a weighted saliency map or trajectory of focused regions.  
However, it is interesting to note that many of these afore mentioned models can only 
account for human attention that involves free-exploration of a scene, which is different 
from goal-oriented Visual Search (Frintrop et al., 2010). The reason for this, is that while 
these models focus on the visual saliency (and by extension the conspicuity component of 
Visual Search), they make implicit assumptions about the expectancies of Visual Search, 
based on the measured (or predicted) properties and rules of the physical world. As a 
result, such top-down information has not been computationally modeled in a 
comprehensive way for general use. As previously argued, such assumptions may also 
not be valid due to the cognitive shortcuts brought about by the Inverse Optics Problem 
(Purves & Lotto, 2010). This combination of issues could be the reason why such models 
of visual attention have not been demonstrated to be effective at modeling goal-oriented 
Visual Search performance in AR environments. 
As stated in a previous section, expectancies play a significant role pertaining to Visual 
Search in AR environments. Hence, it is necessary to find a model of Visual Search that 
does not make assumptions about expectancies. Thankfully, there does exist one such 
model which uses visual clutter instead of visual saliency as the determinant of Visual 
Search performance, known as Feature Congestion (Rosenholtz et al., 2007a). 
According to Rosenholtz et al. (Rosenholtz et al., 2007a), Feature Congestion (FC) is a 
method of calculating the clutter of a scene. In turn, the clutter value has been shown to 
vary proportionately with general Visual Search performance. The reason why this 
method seems to model active Visual Search performance better than traditional saliency-
based methods, is because of the definition of the calculation. In essence, the premise is 
that the visual system has an interest in detecting “unusual” items, and the less “unusual” 
an item is, the less probability that it will be noticed. An analogy would be when 




someone tries to add something to a scene, it will more likely be noticed in a less 
cluttered scene, than if it were added to a more cluttered scene, because in a more 
cluttered scene, the object has a lower chance of being “unusual”. This is a departure 
from traditional saliency models that try to determine how much something “stands out” 
from the scene, because the amount to which something “stands out” also depends on its 
relative importance in the scene based on expectancies, whereas FC simply assesses the 
degree of clutter as a state of the scene, without making assumptions about object 
importance. Rosenholtz et al. have shown that this correlates well with general Visual 
Search performance in the scene. Simply speaking, FC allows the determination of the 
state of the scene, from which general Visual Search performance can be inferred. 
Mathematically, FC can be calculated using the following formula: 
 
Diagrammatically, this equation translates to a graph plot in Figure 3, page 21. 
Figure 2: Feature Congestion formula, from (Rosenholtz et al., 2007a) 





In this graph plot, the axes represent the values of two particular visual features. There 
can be multiple feature pairs, leading to the formation of multiple planes, but for 
simplicity, we can illustrate the concept using just a pair of features. Any point in the 
visual scene can be located in this feature space, and the feature vector of that point is 
represented as a vector from the origin to its position in the feature space. For any 
particular region of the visual scene, its feature distribution can be represented by an 
ellipse, and the center of the ellipse would be determined by the mean feature value of the 
particular region. The area of the ellipses represents the local covariance, which is 
defined as the relationship between different feature distributions. A point that is further 
away from the origin will be easier to search for as compared to a point closer to the 
origin. Clutter can therefore be defined as the volume of the covariance ellipse. The more 
cluttered the scene is, the larger the covariance will be. A larger ellipse occupies more 
feature space and implies that the feature space is already congested. In turn, this means 
that it will be difficult to notice new items added to the scene.    
In the implementation of the algorithm used in this dissertation, the three features used 
were color, luminance contrast, and orientation. These features were used based on 
Figure 3: Feature Congestion formula diagram 




recommendations from the work by Rosenholtz et al. (Rosenholtz et al., 2007a), and no 
modifications were made. This allowed us to use FC as a validated instrument, since it 
has been used in many works since 2007 till present.  
This model of Visual Search allows us to predict Visual Search performance based on the 
state of a scene. This makes it suitable for AR environments. As will be shown in the 
next chapter, the insights from this dissertation into Visual Search in AR, as well as 
measuring visual clutter, allows the development of an alternative to explicit cueing, 





CHAPTER 4: SUBTLE CUEING AS AN ALTERNATIVE TO EXPLICIT CUEING 
4.1 SEARCHING FOR AN ALTERNATIVE TO EXPLICIT CUEING 
From the revelations in the previous chapter, an alternative to explicit cueing can now be 
found. This alternative has to have the potential for demonstrating a significant cueing 
effect, without the negative effects associated with explicit cueing. At first, this seems 
like an impossible proposition, since even in the physical world, people use explicit cues 
such as signs, labels and arrows for visual cueing, and there appears to be no way around 
it. 
However, by digging deeper into human attention literature, focusing specifically on 
attributes that could re-direct or re-deploy a user’s attention from one region of a scene to 
a different region, perhaps a solution may be found. 
An overview of such attributes is given by Wolfe and Horowitz (Jeremy M Wolfe & 
Horowitz, 2004). While this overview is comprehensive, note that many of the 
experiments discussed pertain to laboratory-based discrete stimuli, which may be 
different from outdoor scenes with continuous stimuli (Jeremy M. Wolfe, 2010). 
According to Wolfe and Horowitz, an attribute (also known as a feature) is defined as a 
specific value (such as “red”) on a specific dimension (such as “color”). In the paper, 
Wolfe and Horowitz evaluated basic features based on their ability to facilitate efficient 
search, provide texture segmentation, display search asymmetries, participate in illusory 
conjunctions and tolerate distracter heterogeneity. The result is a table of attributes, 
categorized according to the surety that they do guide the deployment of attention.  
 
 




This provided a good starting point for selecting an ideal attribute. A constraint was that 
the chosen cue should not distort the scene significantly, nor introduce occlusion or 
clutter. In order words, the chosen attribute should not be attention-capturing in an overt 
fashion, and should employ a more covert (or subliminal) approach. This criteria ruled 
out the use of color and motion. While orientation and size were prime candidates, they 
required a basic vehicle on which to be applied. For example, size has to be of something, 
such as an area, or an object.  From View Management literature (Rensink, 2011), it is 
mentioned that there could be many coercive methods to divert attention (such as 
changing detail levels). However, contrast (also known as brightness, lighting levels and 
luminance polarity) was particularly interesting, because contrast sensitivity has been 
studied in AR literature (Livingston et al., 2012), just that the full range of parameters 
and conditions for its use in attention coercion and re-direction had not been examined. 
Also, human sensitivity to color differences has been well-studied in the past (Macadam, 
1942), just that such methods had not been applied to visual cueing in continuous outdoor 
scenes. Finally, contrast manipulation could be implemented in a variety of methods, in a 
straightforward manner, without much computational overhead (Lu et al., 2012). This has 
the advantage of simplifying implementations of the chosen attribute, thereby reducing 
problems due to integration with other attributes (such as cue size and shape), especially 
in mobile HWD video-see-through AR platforms. Perhaps contrast could be the basic 
vehicle that this dissertation sought, on which other attributes could be applied to enhance 
the cueing effect? 
4.2 WORKS SIMILAR TO SUBTLE CUEING  
Closest to our intentions was the work done by Veas et al. (Veas et al., 2011) on using a 
Saliency Modulation Technique (SMT) (Mendez, Feiner, & Schmalstieg, 2010) to direct 
visual attention. The SMT is a method of image enhancement that uses saliency map 
techniques to change the brightness and color contrast of selected image pixels, so as to 
visually emphasize certain objects within the environment. Veas et al. focused on making 




the enhancements “subtle”, such that even though they would not be visibly noticeable by 
the observer, there would still be a significant effect in directing visual attention to the 
objects. The work showcased empirical work based on users free-viewing video scenes. 
While the goal of Veas et al. coincides with the work of this dissertation, there are several 
key differences. First, Veas et al. focused on Mediated Reality — their aim was to draw 
attention to real objects already existing in the physical world. In contrast, this 
dissertation focuses on enhancing Visual Search for virtual objects in AR, which have 
different properties and affordances from physical objects as discussed in the previous 
chapter.  
Second, in their user study, Veas et al. addressed passive observation (free exploration or 
viewing) of video scenes, examining how subject eye gaze patterns were different for 
SMT-enhanced images as compared to non-enhanced images. For their case, there was no 
specific mission given to test subjects beyond just passively viewing a video. In 
comparison, this dissertation concentrates on goal-oriented, task-based active Visual 
Search of a scene, as the subjects would be fully aware of the target they need to find, and 
therefore different mechanisms will be at play (Frintrop et al., 2010).  
Third, the SMT technique Veas et al. used for their study was based on visual saliency, 
while the work in this dissertation is based on visual clutter, which has a difference set of 
considerations and assumptions. 
Aside from Veas et al., there are two other works that bear close relevance to this 
dissertation. One is that of Bailey et al. (Bailey, McNamara, Sudarsanam, & Grimm, 
2009), which discussed subtle gaze direction. In this paper, the authors first applied first-
order modulations to different parts of the scene where the user was not currently 
looking, so as to direct their gaze to those parts based on stimulating their peripheral 
vision. Once the subject’s gaze approached the desired locations as determined by an 
eyetracker, the modulations disappeared, hence the “subtleness” of the method, as the 




subject never got a chance to focus on the modulations. This dissertation should employ a 
simple layering of a subtle artifact in the environment, and should not require an 
eyetracker, since most eyetrackers cannot be used in HWDs. Also, the user study subjects 
in Bailey et al. were told to “assess the picture quality” of the images, which is different 
from searching for a specific target. 
Also relevant is the work of Su et al. (Su, Durand, & Agrawala, 2005), who used power 
maps (high order features describing the local frequency content of an image) to de-
emphasize certain parts of the image. The net effect is the direction of visual attention 
away from these parts, presumably towards an intended target. Their paper reported on a 
user study featuring a search task, with subjects searching for a target among distracters, 
against a static uniform white noise background in grey-scale. In comparison, this 
dissertation focuses on still and video full-color continuous outdoor scenes, and the 
mechanism of Visual Search redirection relies on the application of an artifact at a 
specific location. 
The existence of these related works suggest that the intention for Subtle Cueing does 
exist in related fields. Can Subtle Cueing be used for visual cueing in AR as well? As will 
be shown, the next chapter discusses the plan for investigating Subtle Cueing in AR, with 
the ultimate aim of evaluating the feasibility of using Subtle Cueing in mobile HWD 
video-see-through AR environments. This will be achieved through a series of self-
designed empirical experiments, utilizing a self-developed software apparatus, which 
contributes to the strategic goal of this dissertation. 
4.3 IMPLEMENTING SUBTLE CUEING 
From previous work, it now seems possible to piece together a candidate mechanism for 
Subtle Cueing. Given the constraints, it would appear that the SMT method by Veas et al. 
(Veas et al., 2011) provides a potential starting point. Not only is it almost invisible, it 
still has a significant cueing ability, albeit in free-viewing scenarios. This dissertation is 




unable to use SMT (Mendez et al., 2010) directly, because SMT is based on saliency, 
which is problematic in goal-oriented Visual Search. It is known from Wolfe and 
Horowitz (Jeremy M Wolfe & Horowitz, 2004) that color is an undoubted attribute that 
guides the deployment of attention, and that luminance polarity is a probable attribute, a 
claim supported by Rensink (Rensink, 2011). It is also known that the human visual 
system is sensitive even to the most minute of differences in certain conditions, based on 
the work by Macadam (Macadam, 1942), and that these attributes have been studied in 
the context of basic perception in AR HWD situations, as described by Livingston et al. 
(Livingston et al., 2012).  
Based on this literature review, it appears possible to develop a subtle cue based on the 
color of the region of interest (ROI). This region should be modulated based on 
luminance polarity, such that the resultant region becomes just noticeably different (JND) 
according to Macadam, meaning that the modulation may be less complex than that of 
SMT (Mendez et al., 2010), since only JND needs to be achieved. This simplicity might 
then allow designers of AR systems to apply Subtle Cueing by first measuring the visual 
state of the environment, and then applying an appropriate cue based on the 
measurement. An ideal measurement would therefore be the assessment of visual clutter 
via Feature Congestion (FC) (Rosenholtz et al., 2007a) analysis of the ROI, since this 
clutter measure has been shown to be indicative of general Visual Search performance. 
One of the possible ways to modulate a colored patch by luminance polarity, would be to 
adjust the saturation of the patch. For example, by de-saturating a patch, such that the 
colors in the patch would be shifted towards white equally, and adjusting the degree of 
saturation such that the colors were only just noticeably different from the rest of the 
scene, a subtle cue around a known target can be created. In practice, this can be achieved 
by simply layering a white square in between the target and the background, and then 
adjusting the opacity of the white square to achieve the desired de-saturation effect. 
Notably, the manipulation should be so subtle, such that it would be almost invisible to 




the user, yet still have a significant cueing effect (Figure 4, page 28). This mechanism 
will be used as a candidate for contrast-based Subtle Cueing, and the goal of the 
investigation will be to determine the opacity level of the subtle cue that achieves the 
JND, while producing a significant cueing effect. 
 
Figure 4: Cue (shaded square) in an outdoor scene. Notice how less obvious (almost 




CHAPTER 5: INVESTIGATING SUBTLE CUEING 
5.1 GOALS OF INVESTIGATION  
In order to come to a conclusion about the ability of Subtle Cueing to be “subtle” while 
still having a significant effect, this investigation must find evidence to support the 
claims. Of importance are two basic claims, namely the claim of cue subtlety, and the 
claim of cueing effectiveness. Cue subtlety refers to the postulation that that the cue is 
truly “almost invisible” or “barely noticeable” to human subjects. Cue effectiveness 
refers to the postulation that despite the cue subtlety, there is still a significant 
improvement in Visual Search performance when the subtle cue is applied, as compared 
to when it is absent.  
5.2  EVIDENCE SUPPORTING CLAIM OF CUE SUBTLETY 
To provide evidence for this claim, this dissertation proposes three tests for subtlety, each 
from a different perspective, so as to triangulate on the overall claim. The first test would 
be a user perception study focused on determining if users can distinguish between 
images with subtle cues, and images without. The second test would be a user study 
focused on determining if an object feature (shape) known to redirect attention in explicit 
cueing, no longer has its cueing power when used in Subtle Cueing, as this would mean 
that the cue is truly subtle as human subjects are unable to notice the difference in cue 
features. The third test is a computational test, based on assessing the clutter neutrality of 
the scene when the subtle cue is applied, as compared to when it is absent. 
5.2.1 HUMAN PERCEPTION TEST 
One of the claims of subtlety is the that there should be a low probability that the cue 
would be noticed if it were subtle, as compared to when it were explicit, which would 




mean the cue would have a high probability of being noticed. To test this in a goal-
oriented Visual Search task, a relevant task has to be devised. Unlike passive free-
exploration tasks which feature a passive viewing of the scene, such as those in previous 
studies (Bailey et al., 2009; Veas et al., 2011), the task in this dissertation has to involve 
some form of active Visual Search element. The difficulty in crafting such a task, is that 
the user should not be primed to specifically notice the cue, yet the user should actively 
be searching for something. 
One possible method is the “Spot the difference” type of task. In such a task, the human 
subject is given a pair of images that are almost totally identical, except for some subtle 
differences. The subject would then be asked to spot the difference. The hypothesis is that 
if the difference is obvious (explicit), subjects would be able to spot it in majority of the 
cases. If the difference is subtle, then subjects would be less likely to spot it.  
5.2.2 SHAPE SENSITIVITY TEST 
It is known from Wolfe and Horowitz (Jeremy M Wolfe & Horowitz, 2004) that shape is 
a probable attribute for guiding attention. Hence, it would be logical that different shapes 
would produce different Visual Search performance outcomes. This begs the question: 
how would one shape be defined as different from another? While the academic literature 
on attention does not provide a definitive prescription, clues may be drawn from design 
literature. For example, shape has been known to affect feature point discrimination in 
Visual Search tasks (MacEachren, 2004). Therefore, shapes can be considered different if 
they can be discriminated as such. Referring to design literature (Liu, 1995), the term 
Primary Shape can be defined as a shape that cannot be reduced to a sub-shape, and can 
be a sub-shape of a more complex shape. Based on this definition, a primary shape can be 
distinguished from other primary shapes, and therefore only different primary shapes 
(such as circle, rectangle and triangle) should be chosen for this test. 




5.2.3 CLUTTER NEUTRALITY TEST 
The clutter neutrality test accesses the amount of visual distortion to the scene caused by 
the cue. Here, the definition of distortion is the degree to which a scene is changed when 
the cue is applied. Therefore, a cue is highly distorting if it changes the scene 
significantly, and vice versa. This makes it necessary to ascertain the visual state of the 
scene in order for us to know whether or not it has changed significantly. In this 
dissertation, this can be done by calculating the amount of visual clutter in the scene, 
using the Feature Congestion (FC) measure (Rosenholtz et al., 2007a). Hence, the FC 
will be a certain value when the cue is absent, and a different value when the cue is 
present. Comparing these two values (within an image set) then allows determination of 
the amount of distortion made by the cues. The claim of subtlety will be supported when 
the subtle cue does not distort the scene significantly, as compared to the explicit cue 
which does distort the scene significantly. 
5.3 EVIDENCE SUPPORTING CLAIM OF CUE EFFECTIVENESS 
Once cue subtlety has been established, evidence for the cue’s effectiveness in improving 
Visual Search performance will have to be presented. Taking reference from previous 
works (Rosenholtz et al., 2007a; Su et al., 2005), typical Visual Search experiments can 
be modified to include AR parameters. In these Visual Search experiments, Reaction 
Time (RT) and Error Rate (ER) are usually used to characterize Visual Search 
performance in a task that requires the test subject to search for a categorical target in a 
scene. In general, the lower the RT and ER, the better the performance. Therefore, the 
hypothesis is that Visual Search performance should improve when Subtle Cueing is 
applied, as compared to when no cueing is applied.  
There are several steps to gathering the supporting evidence for cue effectiveness. The 
first step is to find evidence that subtle cues (at specified opacity levels) do indeed have a 
significant cueing ability to improve Visual Search performance, at least in traditional 




Visual Search experimental conditions (desktop monitor displays). The reason why 
desktop monitor displays are used instead of HWDs for this first step, is because there is 
a need to start from a well-validated instrument as a baseline, and desktop monitor 
displays have traditionally been used in such experiments. After this first feasibility 
study, the second step will then be to learn more about the factors that would affect 
performance. The third step would be to show that Subtle Cueing can indeed function in 
head-tracked HWDs, as task performance when using HWDs can be different from task 
performance when using desktop displays (Pausch, Shackelford, & Proffitt, 1993), due to 
the fact that HWDs can introduce factors such as field-of-view (FOV) and scene motion. 
Based on these goals, we can then start defining the experiment variables. 
5.3.1  INDEPENDENT VARIABLES 
The independent experiment variables include cue characteristics such as cue opacity, cue 
size and cue shape, as well as scene characteristics such as scene clutter, and target size. 
We will now define these variables in greater detail. 
5.3.1.1 Cue opacity 
As stated in the previous chapter, cue contrast can be operationalized by adjusting the 
saturation (or de-saturation) of the area around the target, and this can be implemented as 
adjusting the opacity of the cue (refer to Figure 4,page 28 for an illustration). This applies 
a level of de-saturation uniformly to all parts of the image within the cue area, and 
therefore provides a method of manipulation to control the contrast level. Opacity is 
measured based on the percentage of transparency of the cue. For example, an opacity of 
0.1 would mean that the cue is 90% transparent, and an opacity of 0.9 would mean the 
cue is 10% transparent. This makes it easy for designers to implement, because the 
opacity range (0-1) is directly proportional to common image processing methods. For 
example, to specify opacity in an image, graphic designers would use the same range to 
specify a value in the alpha channel of the image. 




5.3.1.2 Target size 
The target size is measured in terms of visual angle. There are several reasons for this. 
First, different experiments might require the target to be placed at different distances 
from the observer, at different pixel resolutions. Since this dissertation is dealing with 
video-see-through HWD AR, the view is egocentric. This means that in order to keep 
target sizes comparable across different scales (meters, millimeters, pixels, etc), we have 
to make them relative to the user’s viewpoint. It is known in design literature that our 
eyes see the world in egocentric 2.5D (Ware, 2008), therefore defining the target size in 
terms of visual angle allows the afore mentioned disparate scales to be unified into the 
same continuity, relative to the user’s egocentric viewpoint. Also, objects can be 
compared based on their visual angle relative to the egocentric viewpoint, regardless of 
their actual physical attributes and dimensions, which could be difficult to ascertain 
(Purves & Lotto, 2010).  
5.3.1.3 Cue size 
As the cue this dissertation is investigating would always surround the target in a way 
that the target would be in the center of the cue, the cue size could be determined as 
integral multiples of the target size in terms of visual angle. This is to ensure that cue size 
and target size have a fixed relationship across multiple studies, thereby making cross-
referencing possible.  
5.3.1.4  Cue shape 
As mentioned in the previous section, the shape sensitivity test requires demonstration of 
the invariability of the results when shape is varied. Three primary shapes (square, 
equilateral triangle and circle) are used as representative values for this variable. 
5.3.1.5 Scene clutter 
This variable is operationalized as a measure of the FC of the scene. Previous work did 
not provide a method for manipulating the clutter content of a natural (unprepared) 




outdoor scene in a controlled manner. Therefore, this dissertation introduces a method 
that keeps the context of the video scene relatively controlled, while still allowing FC to 
vary in a predictable manner, and allows for repeatability and validity of the experiment 
conditions. 
This was achieved by using a Microsoft Cinema HD webcam in a stationary position 
overlooking an outdoor scene. Scene footage was captured using the webcam at 30 
frames-per-second, over a course of 30 hours. The footage was then analyzed frame by 
frame using the FC method of Rosenholtz et al. (Rosenholtz et al., 2007a) to generate a 
visual clutter profile of the scene across time. A 10-second sliding window was then 
applied over the entire recording, which allowed a 10-second video clip to be selected for 
desired characteristics such as average luminance and clutter conditions. The FC across 
the entire recording varied within the range 1.1—6.8 (Figure 5, page 34). 
 
The scene clutter profile was then analyzed to uncover the reasons for this variability. 
While it was obvious that visibility of objects would affect the clutter profile of the scene, 
Figure 5: Scene clutter profile of recorded 30 hour footage. 




the focus was on uncovering factors that were more subtle and difficult to notice by the 
naked eye. Figure 6 (page 35) shows an overview of the entire process. 
  
Figure 6: Flowchart of clutter analysis procedure 




First, images that were close to each other in terms of clutter profile and visual 
appearance were selected. For example, Image A had an FC value of 4.5, and Image B 
had an FC value of 5.0. These images were then processed using the following steps:  
1. Clutter maps, as defined in Rosenholtz et al. (Rosenholtz et al., 2007a), were 
generated for each image. 
2. Subtraction of the clutter maps produced a single grayscale image. 
3. The grey-scale image was inverted to allow for easier visualization. 
4. The inverted image was enhanced by false coloring. 
5. The red false-color image was then superimposed on Image A to facilitate 
visual analysis, producing Image S. 
Image S allowed the analysis of regions of FC difference. Excluded from analysis were 
areas where objects (such as cars and branches) were prominently present in one image 
and were absent or had moved in the next image, since that would give us no additional 
insight beyond the obvious. 
 
Figure 7: Comparing the appearance of the same object in images A and B. 




It was found that besides the presence and absence of physical objects, the different 
environment conditions throughout the day created conditions in which the position of 
shadows and reflections changed as the day progressed. A sample of such a situation is 
shown in Figure 7 (page 36), which is illustrative of the larger phenomenon happening 
throughout the entire scene. It is interesting to note that these seemingly subtle and 
unpredictable changes, along with more obvious presence and absence of physical 
objects, contributed significantly to the variation in clutter conditions. Together with 
varying lighting conditions that occur throughout the course of the 30-hours recording, 
the FC variation can be characterized according to these factors. 
With these 10-second video clips, this dissertation is now able to control the variable of 
scene clutter by selecting the videos based on their clutter profiles, while keeping context 
relatively constant, in a natural outdoor scene.  
5.3.2 DEPENDENT VARIABLES  
The dependent experiment variables include variables typical to traditional Visual Search 
experiments, such as Reaction Time (RT) and Error Rate (ER), as well as novel variables 
such as Number of Encounters (NOE) and Trial-Time (TT), which will be introduced in 
experiments investigating Subtle Cueing in head-tracked moving scenes.  
5.3.2.1 Reaction Time 
RT is defined as the time between when the target enters the subject’s view, to when the 
subject responds to the target’s presence. 
5.3.2.2 Error Rate 
ER is defined as the number of failed attempts over the total number of trials to correctly 
indicate the presence of the target.  




5.3.2.3 Number of Encounters 
NOE measures the number of times a subject encountered the target before responding to 
the target’s presence. Whenever the target enters the subject’s FOV, the subject is said to 
have “encountered” the target. If the target exits the FOV after being encountered, and 
later reenters the FOV, this is considered as a new encounter and therefore NOE 
increases by 1, and so on, until the subject gives a response. 
5.3.2.4 Trial Time 
TT measures the time the subject takes to complete a trial. In experiments involving non-
head-tracked stimuli, TT is equivalent to RT. 
A detailed implementation of these experiment variables will be explained in the 











CHAPTER 6: AUGMENTED REALITY EXPERIMENT SYSTEM (ARES) 
SOFTWARE DESIGN AND IMPLEMENTATION 
In order to conduct the experiments, an experiment system had to be developed. To do 
this, a platform that was open enough to incorporate all experiment and AR components, 
while allowing rapid prototyping and agile capabilities, had to be chosen. The system had 
to provide reliable data recording capabilities, while allowing flexibility to manage and 
process large amounts of user study data. Furthermore, the system was to serve as a 
framework to guide researchers to design empirical psycho-physical experiments for AR 
environments. The system was named ARES, short for “Augmented Reality Experiment 
System”. 
6.1 OVERVIEW OF SYSTEM DESIGN 
The system was defined using the Unified Modeling Language (UML) (Priestley, 2004). 
 
Figure 8: ARES Use Case Diagram 




In this framework, all experiment conditions can be defined in terms of Independent 
Variables (IVs) and Dependent Variables (DVs), with IVs synonymous with the inputs 
into the experiment, and DVs synonymous with the outputs or results of the experiment. 
6.1.1 Database as data storage and connector interface 
 
In the current version of ARES, independent variables (IVs) are defined as tables in the 
database, with variable levels defined as table attributes. For example, the variable Cue 
Opacity/Transparency can be added to the system by adding a table 
Figure 9: ARES Database (class) Diagram 




test_var_cue_transparency, and the attribute of the table would be the value of the cue 
opacity. Multiple attributes can be added to the variable to represent different aspects of 
the variable being tested. Dependent variables are implemented as attributes of the 
test_results table.  For example, RT, ER, NOE, and TT are all implemented as attributes. 
Figure 9 (page 40) shows the database diagram, drawn as a UML class diagram, for the 
database based on the variables stated in the previous chapter. The use of a database to 
define the variables allows ARES to be modular in nature, because each module can be 
atomic and loosely-coupled to other components, using the database as a common 
interface. 
6.1.2 Modular system architecture 
 
Figure 10: ARES Component Diagram 




As can be seen in Figure 10 (page 41), ARES allows the modularized abstraction of 
different components in the system as atomic units. In turn, this modularization allows 
ARES to include, exclude or change various components based on the needs of the study. 
Both hardware components (denoted by capitalized first letters) and software components 
(denoted by un-capitalized first letters) can be specified. Dependencies are specified by 
the <<use>> stereotype. For example, the output display component and the client 
component depend on the html/web browser to function. Therefore, any change in the 
main component will require changes in the dependent components. 
To ensure security in the system, ARES uses server-side programming to generate 
experiment cases and manage experiment assets. These server-side components are 
hidden from the client and therefore cannot be easily tempered. Furthermore, the 
connection between client and server is achieved through HTTP FORM POST protocol, 
which is more secure than HTTP FORM GET because the POST data is transmitted 
through the FORM encapsulation, while the GET data is transmitted as part of the URL. 
For components that require rapid response with minimal lag, they are implemented as 
client-side components. For example, the timer is a client-side component because it must 
capture the RT variable from the Input Device as soon as the input event is detected.  
6.2 WINDOWS, APACHE, MYSQL, PHP (WAMP) IMPLEMENTATION 
ARES was implemented based on the WAMPServer webserver platform (Bourdon, 
2013). WAMPServer combines the use of an Apache web server with a MySQL database 
and PHP server-side scripting language on a Windows PC platform. This allows 
programming the system in HTML5/Javascript for the front end client-side web 
application, while allowing storage and processing of data through the MySQL database. 
Since ARES was implemented as a web application, the programming methodology was 
based on web-pages as entities, interacting with one another through message passing. 




6.2.1 WEB-BASED PROGRAMMING METHODOLOGY  
 
Figure 11: ARES Sequence Diagram for a typical experiment session 




Figure 11 (page 43) shows an example of a typical interaction sequence. Since the web-
pages exist perpetually, their lifelines are never terminated. Instead, the messages that are 
passed between web-pages trigger functions within them. Both server-side and client-side 
code coexists in the each webpage, with server-side code taking care of receiving http 
post data and communicating with the database, while client-side code is in charge of 
displaying stimuli to the subject, capturing subject responses and posting the data to the 
next page via http post. 
6.2.2 JAVASCRIPT-BASED FEATURE CONGESTION (FC) CALCULATOR 
To evaluate visual clutter state of the background image used in the stimulus, an FC 
calculator is required. An FC calculator was made by Rosenholtz, Li and Nakano in 
Matlab (Rosenholtz, Li, & Nakano, 2007b), which used many Matlab libraries as 
implementation components and therefore did not run on web-based platforms. The FC 
calculator had therefore to be ported to Javascript for it to be used in ARES. Tracing 
through the Matlab implementation yielded the sequential FC calculator algorithm: 
1. Upload image 
2. Convert image from RGBA to L*a*b color scheme 
3. Create a pyramid of color clutter computations (3 levels) 
4. Combine color clutter pyramid 
5. Create a pyramid of contrast clutter computations (3 levels) 
6. Combine contrast clutter pyramid 
7. Create a pyramid of orientation clutter computations (3 levels) 
8. Combine orientation clutter pyramid 




9. Combine color, contrast and orientation clutter. 
In ARES, this algorithm was optimized through multi-threading (Figure 12, page 45). 
 
The result of this multi-threading approach allowed the rapid calculation of FC values so 
that the user studies could be conducted in a timely manner.  
The full source code for ARES can be found in Appendix B. 




CHAPTER 7: USER STUDIES, RESULTS AND FINDINGS 
As stated in earlier, there are several steps to investigating Subtle Cueing. Using the 
apparatus described in the previous chapter, the investigations could finally commence. 
To begin, the goals of investigation were divided into a series of experiments, as it would 
be difficult to achieve all the goals in a single experiment while maintaining rigor. Also, 
because doing such Visual Search experiments in AR had not been attempted in the same 
manner in previous works, it was important to first establish a beach-head based on 
previously validated protocols, before venturing on to unchartered domains. 
Before the formal Visual Search experiments could take place, pretests had to be done to 
get baseline measurements regarding cue subtlety. Hence, the Human Perception Test, 
henceforth known as PT1, and the Clutter Neutrality Test, henceforth known as PT2, 
were conducted so that a minimum cue opacity could be defined. The findings from these 
two pretests would then serve as a basis for the formal Visual Search experiments.  
The experiment methodology and protocol for the first two Visual Search experiments 
(VS1 and VS2) were based on previous Visual Search experiment setups (Rosenholtz et 
al., 2007a; Su et al., 2005), and concentrated on laying the foundation on which future 
studies can be built upon.  Once this initial feasibility assessment was completed, and the 
results were positive, we then introduced additional novel experiment elements to the 
methodology of the next two experiments (VS3 and VS4), while keeping the general 
protocol consistent with previous works. Finally, with the success of these sets of 
experiments, we then proceeded to establish an experiment methodology that was novel 
in its approach, yet still retained the qualities of the previous experiments that preserve 
the rigor and validity of the findings . Throughout all these experiments, the goal was to 
improve on protocols and processes by reducing the total number of trials per subject 
required to obtain valid results, while increasing the quality of the data collected.  




For VS1—VS4, display monitors such as those used in previous studies (Rosenholtz et 
al., 2007a; Su et al., 2005) were used, so that the findings could be validated against such 
studies. After the findings were validated through these comparisons, the final 
experiment (VS5) then used a custom-built HWD, thereby achieving the goals of this 
dissertation. An overview of the experiment plan is given in Table 1 (page 47). All 
experiments were approved under NUS-IRB Ref No.12-032. 
 
 
Table 1: Experiment plan 
     





The pretests focused on obtaining baseline parameters for cue opacity, as it was used in 
every Visual Search test (except VS4). Specifically, the pretests aimed to find a baseline 
opacity level that was generally imperceptible by subjects.   
7.1.1 PT1: HUMAN PERCEPTION TEST  
The purpose of PT1 was to determine the degree of “subtlety” in terms of the chance that 
the cue would be spotted at various opacity levels. The hypothesis was that the cue could 
be considered subtle if the subject could not detect it a majority of the time, while the 
opposite would be true for an explicit cue. 
This test was challenging to design, because the subject should not be primed to search 
for any specific cue. If the subject was primed to search for the cue, then the subtlety 
could not be tested as the cue was the main search target. However, the task still had to be 
an active visual search task, otherwise it might become a free-viewing task, which was 
not the aim of the test. 
In order to achieve the aim of creating an active visual search task without priming the 
subject to search for a specific target, a “spot-the-difference” task was designed. 
Specifically, the subject was presented with two images side-by-side. Both images were 
almost exactly the same, except that one image had a single cue embedded randomly in 
the scene, and the other image did not have the cue. The subject was told to “spot the 
difference” in the two images. effectively creating a situation in which the subject had to 
search the image for the difference (the cue), without telling the subject exactly what to 
search for. To prevent learning effects, the images should only be used once per subject. 




7.1.1.1 Experiment variables and parameters 
The independent variable for this experiment was cue opacity (0.1, 0.2, 0.4). The cue 
itself was a white square of 50 × 50 pixels, layered on top of the image, randomly located 
to reduce order and learning effects. An illustration is provided in Figure 4 (page 28).  
As this was an exploratory study, the cue opacity levels were arbitrarily chosen, with 
reference to previous work on contrast sensitivity (Macadam, 1942). The main dependent 
variable was ER. The hypothesis was that the ER on opacity 0.1 would be the highest, as 
subjects would miss the cue most of the time. The ER on opacity 0.4 should be the 
lowest, since subjects would notice the cue most of the time. The ER at opacity 0.2 
should be midrange between 0.1 and 0.4. As there did not appear to exist a specific 
definition for subtlety in previous work, a reference point was taken from previous 
studies reporting on inattentional blindness, which stated that subjects had a 50% chance 
of experiencing inattentional blindness (D J Simons & Chabris, 1999), even if the object 
was obvious and within view. Hence, a cue would be explicit if it could be noticed at a 
rate significantly higher than 50%, and it should be very subtle if it were noticed at a rate 
significantly lower than 50%. This also meant that there was possibility that the cue could 
be weakly subtle if it were noticed at a rate about 60%. Based on this benchmark, any cue 
that was shown to be noticeable more than 60% of the time (less than 40% ER) could be 
said to be explicit, any cue that was shown to be noticeable at most 20% of the time (80% 
ER) could be considered as very subtle, and any cue that was shown to be noticeable 
between 20% of the time and 60% of the time could be considered weakly subtle, which 
is slightly higher than the 50% threshold for inattentional blindness.  
Based on these thresholds, we now have a working definition for subtlety. For ER 
between 100%—80%, the cue is significantly subtle. For ER between 80%—40%, the 
cue is weakly subtle. For the range of ER between 40% and 0%, we can consider this to 
be explicit (and therefore not subtle).    




7.1.1.2 Experiment Stimuli 
The images used in this experiment comprised of static full-color images (at 1024 × 768 
pixel resolution) depicting natural outdoor scenes chosen from the MIT SUN database 
(Xiao, Hays, Ehinger, Oliva, & Torralba, 2010). The FC value of each image was 
calculated using the FC calculation from previous work (Rosenholtz et al., 2007a), so that 
a wide range of clutter conditions could be surveyed. Images were then selected based on 
their FC values. Samples were taken at fourteen FC intervals (2.5, 3, 3.5, 4, 4.5, 5, 5.5, 6, 
6.5, 7, 8, 8.5, 9, 9.5). As there were three opacity levels, and each image could only be 
used once per subject, three images per FC interval were needed. Therefore, forty-two 
images were used in total per subject. The images are included in Appendix C. 
7.1.1.3 Experiment Protocol 
The subject was seated in front of and facing a computer display, with their eyes 
approximately 60cm from the display. The display was a Dell U2311Hb monitor in 
portrait mode, using default factory settings, connected to a Windows PC (Figure 13). 
 
Figure 13: “Spot-the-difference” between Image A and B, then click on the difference. 




Each subject was told that for each trial, two images would be shown to him/her. The 
subject was asked to find the difference between the two images, and use the mouse 
cursor to click on the difference as fast as possible. As motivation, the subject was told 
that s/he was competing with other subjects for a cash prize of $10, and they could see 
their progress on a scoreboard. The winner was the subject who found the most number 
of differences correctly in the forty-two trials. To minimize top-down attention 
influences, each trial had a short time limit of 5 seconds, after which the experiment 
would automatically proceed to the next trial. 
Before the actual trials began, subjects were given an eyesight test to ensure their vision 
was normal or corrected to normal. Besides a short briefing, subjects were also given two 
practice trials to familiarize themselves with the task. Practice trials had different images 
from the actual trials, and the cue opacity in the practice trials were all 0.4 (explicit). 
Each subject received all forty-two trials, in a within-subjects repeated measures 
experiment design. The experiment session lasted for 10 minutes per subject.  
7.1.1.4 Results 
Fifteen university students (mean age=26.1, SD=8.0, 4 female) participated in the 
experiment. All subjects had normal or corrected to normal eyesight. 
Using repeated measures ANOVA, we analyzed the results, assuming p <.05 as 
significant. In terms of ER, the results showed a significant main effect (F[2,28] = 
166.161, p < .01) across all three cue opacity levels. The mean ER for opacity 0.1 was 
0.848 (84.8%), for opacity 0.2 the mean ER was 0.443 (44.3%), and for opacity 0.4 the 
mean ER was 0.176 (17.6%). Using paired samples t-tests between opacity 0.1 and 0.2 
(t[14] = 10.01, p < .01) as well as opacity 0.2 and 0.4 (t[14] = 6.931, p < .01), the results 
showed a significant difference in mean ER. Refer to Figure 14 (page 52). 





7.1.1.5 Discussion and conclusion of PT1 
Based on these results, it seemed that cue opacity 0.1 was significantly subtle, opacity 0.2 
was weakly subtle, and opacity 0.4 was explicit. This finding served as a calibration for 
the cue opacities in the next round of experiments (VS1—VS5). However, this finding 
required validation using a different approach, which was performed in PT2. 
7.1.2 PT2: COMPUTATIONAL CLUTTER NEUTRALITY TEST 
The purpose of PT2 was to apply a computational approach to assess the trial conditions 
in PT1, which would either support the findings of PT1, or would invalidate them. The 
basic premise of PT2 was to use the FC calculation (Rosenholtz et al., 2007a) to compare 
the local visual clutter state of an image before and after the cue was added. If the FC 
value changed significantly from before the cue was added, then the cue would not be 
considered subtle, as the scene was considered to have been changed significantly or 
distorted. However, if the FC value did not change significantly, then the cue would be 
considered subtle as the clutter state was not disturbed with the addition of the cue. 
Figure 14: Graph of Opacity vs ER. ** denotes p<.01. 




7.1.2.1 Experiment variables and parameters 
To conduct PT2, the same independent variable of cue opacity as in PT1 was used. In 
addition to the original three opacity levels, an additional level were included. Cue 
opacity 0 was included so that the data could be compared against a known control value, 
as opacity 0 meant that there was effectively no cue in the image. Hence, there were four 
opacity levels (0, 0.1, 0.2 and 0.4).   
7.1.2.2 Experiment Stimuli and protocol 
The same forty-two images from experiment PT1 were used. However, since this was a 
computational experiment not involving human subjects, the images could be reused for 
multiple trial conditions without any learning or order effects. This allowed a more 
thorough and counterbalanced approach. 
Each image was split into nine equal sections (refer to Figure 15, page 53). At the center 
of each section, an area (of the size of the cue) was segmented, and the FC value of that 
segment was determined. The cue was applied with increasing opacity to that segment, 
and the corresponding FC value of the segment was determined for each opacity applied. 
This allowed us to obtain four FC readings from each segment (corresponding to the four 
opacity levels), from nine sections per image, with a total of forty-two images, thereby 
Figure 15: Illustration of image split into nine equal sections. 




resulting in 4 × 9 × 42 = 1512 samples. The experiment was repeated at varying segment 
sizes (50×50 pixels, 100×100 pixels, 200×200 pixels) to evaluate scale invariance.   
7.1.2.3 Results 
The FC readings were analyzed using a repeated measures ANOVA, assuming p<.05 as 
significant. Using the 50×50 pixel segment size for analysis, across all four cue opacity 
levels, the results showed a significant main effect (F[3,123] = 8.039, p < .01). To 
compare the results against the control cue opacity level of 0, paired samples t-tests were 
conducted between opacity 0 and 0.1 (t[41] = -1.167, p = .250), 0 and 0.2 (t[41] =- 0.141, 
p = .888), 0 and 0.4 (t[41] = 2.307, p < .05), the results were only significant between 
opacity 0 and 0.4 (Figure 16, page 54) 
 
Using the 100×100 pixel segment size for analysis, across all four cue opacity levels, the 
results showed a significant main effect (F[3,123] = 12.772, p < .01). To compare the 
results against the control cue opacity level of 0, paired samples t-tests were conducted 
Figure 16: Graph of Opacity vs FC for 50×50px segment. * denotes p<.05 




between opacity 0 and 0.1 (t[41] = -1.162, p = .252), 0 and 0.2 (t[41] =- 0.104, p = .918), 
0 and 0.4 (t[41] = 2.993, p < .01), the results were only significant between opacity 0 and 
0.4 (Figure 17, page 55). 
 
Using the 200×200 pixel segment size for analysis, across all four cue opacity levels, the 
results showed a significant main effect (F[3,123] = 18.386, p < .01). To compare the 
results against the control cue opacity level of 0, paired samples t-tests were conducted 
between opacity 0 and 0.1 (t[41] = -0.837, p = .408), 0 and 0.2 (t[41] =- 0.570, p = .572), 
0 and 0.4 (t[41] = 3.706, p < .01), the results were only significant between opacity 0 and 
0.4 (Figure 18, page 56). 
Figure 17: Graph of Opacity vs FC for 100×100px segment. * denotes p<.01 





7.1.2.4 Discussion and conclusion of PT2 
Based on the results, PT2 showed results consistent with the findings of PT1. Cue opacity 
0.1 and 0.2 did not distort the scene significantly, thereby leading to insignificant changes 
in clutter state. Cue opacity 0.4 did distort the scene significantly, thereby leading to 
significant changes in the clutter state. This meant that opacity levels of 0.2 and below 
could be considered as subtle, while opacity levels greater than 0.4 could be considered 
explicit. Furthermore, a similarity in result significance between segment sizes (50×50, 
100×100 and 200×200) suggested a level of scale invariance. 
7.1.3 FINDINGS FROM THE PRETESTS: PT1 AND PT2 
Although PT1 was a user-based study, and PT2 was a computational study, the results 
from both studies supported each other in determining the subtlety of the cue. This 
provided evidence for the claim of cue subtlety, and the evidence showed that a cue with 
opacity 0.2 and below could be considered subtle, while a cue with opacity 0.4 and above 
was explicit. 
Figure 18: Graph of Opacity vs FC for 200×200px segment. * denotes p<.01 




7.2 FEASIBILITY STUDIES 
The pretests (PT1 and PT2) had given evidence to support the claim of cue subtlety The 
feasibility studies now aimed to examine the claim of cue effectiveness of Subtle Cueing 
on Visual Search performance, given a narrow set of experiment parameters. 
7.2.1 STUDYING THE FEASIBILITY OF SUBTLE CUEING 
The goal of this study was to explore the feasibility of using contrast (manipulated 
through cue opacity) as a subtle coercive mechanism for visual cueing in AR 
environments featuring outdoor scenes. To realize this goal, we designed two 
experiments to test this method. Experiment VS1 addressed still images and Experiment 
VS2 addressed video images (simulating a video-see-through AR system). The 
experiment setup involved an observer searching for a virtual target in a scene. However, 
unlike previous work that used artificial discrete stimuli, our study was done using 
continuous outdoor scenes. In these experiments, an improvement of Visual Search 
performance was defined as a decrease in RT and ER. 
Due to this study’s interest in real-world Visual Search scenarios, a repeated search task 
(Rosenholtz et al., 2007a) was used. The target could appear with equal probability in any 
of eight iso-eccentric locations (refer to Figure 19, page 58). Rather than looking at the 
performance of searching for the target in a particular location (which would tend to be 
strongly influenced by factors such as target saliency and contrasting figure-ground 
relationships between target and background), we examined how, on average, across 
locations, the application of different cue opacities affected search performance. 





An issue that required attention was that of conducting the experiments indoors in a 
laboratory, while claiming that the results were valid for outdoor AR, especially since 
environmental conditions of outdoor AR are not trivial (Kruijff et al., 2010; Livingston et 
al., 2012). Therefore, this study clarified that the claim was not that the approach worked 
in outdoor conditions per se, but that the approach worked for outdoor scenes displayed 
on a monitor screen, at least in the current form of the method. 
Figure 19: Example outdoor scene used in Experiment VS1, with target locations 
illustrated. The opacity of the white square against the target cross is exaggerated for 
illustration purposes only. 




7.2.2 COMMON STIMULI 
In both experiments VS1 and VS2, subjects searched for a target cross “+” in an outdoor 
scene. A target cross was chosen because it could be used as a cross-hair in an AR scene 
to reference an object of interest, similar to those used by Livingston et al. (Livingston et 
al., 2012). The target subtended a visual angle of 0.7º, and was embedded in an outdoor 
scene of 1024x768 pixels (refer to Figure 19, page 58), subtending a visual angle of 
51.92º. 
For each trial, the target cross location in the outdoor scene was determined by the super- 
imposition on one of eight iso-eccentric locations in the image at approximately 11.3º 
from the initial fixation in the center of the image. No target appeared in the center of the 
image. The outdoor scene formed the background layer. On top of the background layer, 
a white square was super imposed to act as the adjustable contrast layer. The contrast was 
then adjustable by changing the opacity (alpha channel) of this white square. On top of 
this contrast layer, the target cross was layered. See Figure 20 (page 59) for an 
illustration. 
 
Figure 20: Constructing the subtle cue by layering a white square in between the 
background and the target. The opacity of the white square can be varied to manipulate 
contrast. 




For every trial, the target presence and location were counterbalanced to prevent learning 
and order effects. This meant that the subjects could not predict where and when the 
target would be present, which is similar to previous work (Rosenholtz et al., 2007a; Su 
et al., 2005).   
7.2.3 COMMON EXPERIMENT VARIABLES AND PARAMETERS 
In both experiments VS1 and VS2, the independent variable was cue opacity, which was 
implemented as the alpha channel value of the white square, which was between 0 and 1. 
For example, a value of 0 would be totally transparent, and a value of 1 would be totally 
opaque.  
This white square was applied to a region surrounding the target that was four times the 
area of the target. This was to ensure that the effect was local to the target region. 
The dependent variables were RT and ER. 
7.2.4 COMMON EXPERIMENT PROTOCOL 
The following protocol was common for Experiments VS1 and VS2, which utilized a 
within-subjects design. The subject was seated in front of and facing a computer display, 
with their eyes approximately 60cm from the display. The display was a Dell U2311Hb, 
using default factory settings, connected to a Windows PC, running ARES. 
Subjects were instructed to search for the target cross embedded in each outdoor image. 
The subjects were then asked to respond as quickly and as accurately as possible to 
indicate whether a target was present or absent. As motivation, a prize in the form of a 
candy bar was awarded to the subject if s/he could stay within a 10% error rate, while 
maintaining an average of 5 seconds per trial. In addition, the subject’s performance was 
shown on a leaderboard, thus adding a form of competition as motivation. 




At the start of each trial, a black fixation cross against a pure white background was 
shown on the screen. After 500ms, the stimulus was displayed, replacing the fixation 
cross. A timer was started at this point, and counted until the test subject indicated a 
response by pressing on a keyboard the left arrow (for target absent), or the right arrow 
(for target present). At this point, the timer was stopped, and the time elapsed was 
recorded. After this, the stimulus was replaced by the fixation cross, and the next trial 
began. 
After a specific number of trials (10% of the total number of trials for each experiment), 
an interval screen was shown to the subject, proving the user with feedback on his/her 
performance and errors made. The interval screen was shown for 30 seconds (along with 
a countdown timer), allowing the subject to rest for 30 seconds before the next set of 
trials. This was to encourage the subject to do better for the subsequent trials, and also to 
alleviate boredom and fatigue effects. 
Before each experiment, subjects were given an eyesight test to ensure their vision was 
normal or corrected to normal. Besides a short briefing, subjects were also given a set of 
ten practice trials to familiarize themselves with the task. The subjects could choose to 
repeat the practice trials as many times as they wanted. Practice trials had different 
stimuli from actual trials. 
In analyzing both experiments, p < .05 was assumed to be significant. Experiment VS1 
was conducted first, and Experiment VS2 was conducted as a follow-up study. 
7.2.4.1 Stimuli and Protocols specific to Experiment VS1 
The background used in Experiment VS1 was comprised of static full-color images 
chosen from the MIT SUN database (Xiao et al., 2010). Ten images with mid-range FC 
values (5<FC<6) were chosen. Refer to Appendix C for a sample of the images used. 




There were three opacity levels in this experiment (0, 0.2, 0.4). Opacity 0 was taken as 
the control since the square was fully transparent. Opacity 0.2 was determined in the 
pretest PT1 to be the minimum value required for observers to see a JND in contrast. 
All levels beyond the control were calculated to be clutter neutral, based on the pretest 
PT2. This is in line with the  “subtle” approach of the method. The experiments were 
conducted with: (10 images) × (2 target conditions: present or absent) × (8 target 
locations) × (3 opacity levels), for a total of 480 possible trials per subject. Therefore, 
there were 240 target present trials. The trials were counterbalanced for all variables. 
Twenty university students (mean age=27.8, SD=5.14, 7 female) participated in 
Experiment VS1. For each subject, the experiment lasted an average of 45 minutes. 
7.2.4.2 Stimuli and Protocols specific to Experiment VS2 
As Experiment VS2 was a follow-up to Experiment VS1, its background comprised of a 
video feed from a Microsoft Cinema HD Webcam. In order to ensure repeatability and 
validity of the trials, the video was prerecorded and played back when required. 
The selected footage was chosen to ensure that the average FC value of the frame images 
was within the desired range (5<FC<6). Given the challenge of finding non-prepared 
scenes, with the desired characteristics, only one scene was used, which was sufficient for 
the purposes of this experiment. See Figure 21 (page 63) for an example frame from the 
video. 
Twenty-one university students (mean age=27.6, SD=3.97, 7 female) participated in 
Experiment VS2. For each subject, the experiment lasted an average of thirty minutes. 
All subjects had normal or corrected-to-normal eyesight.  





There were five opacity levels in this experiment (0, 0.1, 0.2, 0.3, 0.4). Thus, the range of 
opacity values was the same as in Experiment VS1, albeit with an expanded granularity 
of intervals. The control was opacity 0. Therefore, the experiment was conducted with: (1 
video) × (2 target conditions: present or absent) × (8 target locations) × (5 opacity levels), 
for a total of 80 possible trials per subject. The trials were counterbalanced for all 
variables. 
7.2.5 RESULTS AND FINDINGS OF FEASIBILITY STUDY OF SUBTLE CUEING 
The results of both experiments were analyzed using repeated measures ANOVA, 
utilizing the target-present cases. Results were calculated from data across all subjects. 
Figure 21: Frame from video used in Experiment VS2 




7.2.5.1 Results of VS1 
In terms of RT, the results showed a significant main effect (F[2,38] = 195.014, p < .01) 
across all three opacity levels. Using paired samples t-tests between opacity 0 and 0.2 
(t[19] = 6.19, p<.01), as well as opacity 0.2 and 0.4 (t[19] = 13.61, p < .01), the results 
showed a significant difference in mean RT. 
 
In terms of ER, the results showed a significant main effect (F[2,38] = 84.173, p<.01) 
across all three opacity levels. Using paired samples t-tests between opacity 0 and 0.2 
(t[19]=6.53, p<.01), as well as between opacity 0.2 and 0.4 (t[19]=6.85, p<.01), the 
results were also significant. See Figure 22 (page 64) for more information. 
As shown in Figure 22 (page 64), the results suggested that even at the JND opacity level 
of 0.2, there was a significant effect of reducing RT and ER, thereby increasing Visual 
Search performance. While not as large an effect as opacity 0.4, opacity 0.2 still appeared 
to be a feasible opacity for use in Subtle Cueing.  
Figure 22: Graphs of Experiment VS1 results for target-present trials. Error bars depict 
standard error. 




However, in order to find the effective range of opacity values in which the mechanism 
functions, as well as to demonstrate the effect in simulated video-see-through AR, 
Experiment VS2 was conducted. 
7.2.5.2 Results of VS2 
In terms of RT, the results showed a significant main effect (F[4,80] = 26.888, p<.01). 
Using paired samples t-tests between opacity 0 and 0.1 (t[20] = 1.77, p=.09), opacity 0.1 
and 0.2 (t[20] = 3.70, p<.01), opacity 0.2 and 0.3 (t[20] = 3.04, p<.01), and opacity 0.3 
and 0.4 (t[20] = 0.922, p=.368), only mean differences between opacity 0.1 and 0.2, as 
well as opacity 0.2 and 0.3, were significant. 
In terms of ER, the results showed a significant main effect (F[4,80] = 17.254, p<.01). 
Using paired samples t-tests between opacity 0 and 0.1 (t[20] = 2.59, p<.05), opacity 0.1 
and 0.2 (t[20] = 1.78, p=.09), opacity 0.2 and 0.3 (t[20] = 2.68, p<.05), and opacity 0.3 
and 0.4 (t[20] = 0.001, p>.05), only mean differences between opacity 0 and 0.1, as well 
as opacity 0.2 and 0.3, were significant. See Figure 23 (page 65) for more information. 
 
Figure 23: Graphs of Experiment VS2 results for target-present trials. Error bars depict 
standard error. 




As shown in Figure 23 (page 65), the results support the findings in Experiment VS1. 
This is evidence that the effects in static images can be generalized to video images, at 
least for the conditions presented. The results also show that the function range of subtle 
contrast levels is between opacity 0.1 and 0.3. 
7.2.6 DISCUSSION AND CONCLUSION OF FEASIBILITY STUDY FOR SUBTLE CUEING 
There are several implications for this study, which pave the way for further research. 
First, the study supports previous work in the field of Visual Search research, while 
extending the research into the domain of AR in outdoor scenes. This is an important 
implication, because it suggests that work from previous studies on bottom-up featural 
cues (Rensink, 2011) could be used for Subtle Cueing in outdoor AR scenes. While it is 
too early to say with any certainty that this is the case for all featural cues, this study has, 
at the very least, shown that one of these featural cues (contrast) does have an effect 
within the experiments conducted. If the effects can be demonstrated for other cues, in 
more general settings, this could pave the way for design guidelines for AR visualizations 
based on well-established principles in visual attention. 
Second, although the Subtle Cueing mechanism was different than in previous work 
(Bailey et al., 2009; Su et al., 2005; Veas et al., 2011), in different task conditions, this 
work seems to suggest a convergence with previous findings. In turn, this convergence 
suggests that the different approaches may well be different facets of the same larger 
mechanism of subtle attention redirection, and that future designers, engineers and 
researchers might be able to use a combination of these techniques in AR environments 
for enhancing Visual Search performance. 
The critical range of opacity values within which these effects are manifested (0.1 
<x<0.3, see Figure 23, page 65) allows for rapid implementation by designers and 
engineers of AR visualizations, since these values can already be easily translated into 
implementable code bases. However, how these values relate to the more general 




discussion on human-perceivable contrast differences and attention mechanisms 
(Livingston et al., 2012; Macadam, 1942) is still unclear, as even the translation between 
contrast sensitivity thresholds and opacity values is not straightforward. 
In conclusion, this study has provided evidence supporting the feasibility of using Subtle 
Cueing in AR environments to improve Visual Search, thereby supporting the claim of 
cue effectiveness as postulated in this dissertation. 
7.3 INVESTIGATING THE ATTRIBUTES OF SUBTLE CUEING 
Once the feasibility of Subtle Cueing had been established, the investigation could move 
on to examine the attributes that affected the effectiveness of the subtle cue. To ensure 
rigor and thoroughness, the investigation was divided into two experiments. The first 
experiment (VS3) examined how scene clutter affected Subtle Cueing performance. The 
second experiment (VS4) examined how cue size and cue shape affected performance. 
The study was conducted in the same manner as the previous study in section, but with 
different hardware and a different set of independent variables. 
7.3.1 COMMON EXPERIMENT STIMULI 
In both experiments, subjects searched for a target (a black cross “+”), in a video of an 
outdoor scene. The target subtended a visual angle of 0.358º diagonal, and was embedded 
in the video scene of 1024×768 pixels, which subtended a visual angle of 41.7 º diagonal. 
For each experiment trial, the target location in the outdoor scene could be in any one of 
eight iso-eccentric locations, at approximately 8.1º from the initial fixation point in the 
center of the image . Refer to Figure 24 (page 68) for a sample of how the target appears 
as embedded in the scene. 





Similar to the previous study, no target appeared at the center of the image, since that 
location would be the initial gaze starting point. The video scenes formed the background 
layer, with the subtle cue and target layered on top, similar to the previous study (refer to 
Figure 20, page 59). 
For all the trials, target presence and location were counterbalanced to prevent learning 
and order effects.  
7.3.2 COMMON EXPERIMENT VARIABLES AND PARAMETERS 
In both experiments VS3 and VS4, there were four independent variables and two 
dependent variables. The independent variables were scene clutter, cue opacity, cue size, 
Figure 24: Illustration of target appearance in specific locations of the video used in 
experiments VS3 and VS4. The cue is absent in this sample. 




and cue shape. The dependent variables were RT and ER. In analyzing both experiments, 
p < .05 was assumed to be significant. 
7.3.3 COMMON EXPERIMENT PROTOCOL 
The experiment protocol was similar to that used in VS1 and VS2, with small changes in 
experiment hardware and additional considerations. The test subject was brought into a 
darkened room and was seated in front of an facing a computer screen, with the subject’s 
eyes approximately 80cm from the screen. The room was darkened to minimize light 
pollution from external sources. The display used was the Philips Brilliance 240PW 24-
inch monitor, using default factory settings, connected to a Windows PC running ARES. 
Subjects were instructed to search for the target in the video background. The subjects 
were then to respond as quickly and as accurately as possible (by pressing a button on the 
keyboard) to indicate whether the target was absent or present. Here, the experimental 
method required justification for the 50% probability of chance that the subjects would 
respond randomly. This issue was managed through the protocol, by using rewards (a 
snack of the subject’s choice and recognition on an online leader-board) to motivate the 
subject to perform within a 15% error rate, while maintaining an average of five seconds 
per trial. These conditions were designed to be challenging  for the subject, and required 
conscious effort to meet. Subject data was only used if the subject performed within the 
15% error rate, which helped minimize the possibility of chance responses skewing the 
results. 
At the start of each trial, a black fixation cross on a pure white background was displayed 
on  the screen. After 500ms, the stimulus replaced the fixation cross. A timer was started 
at this point, and counted until the test subject responded by pressing the left or right 
arrow on the keyboard, indicating that the target was absent or present respectively. Once 
the key was pressed, the timer was stopped, and the elapsed time was recorded. The 




stimulus was then replaced by the fixation cross against the white background, and the 
next trial began. 
As each experiment session lasted about 40 minutes, subjects were at risk of suffering 
from fatigue, frustration and boredom, especially if they did not know their progress. 
Hence, after 10% of the trials per subject for each experiment, an interval screen was 
shown to the subject, including the average time taken per trial, the number of errors 
made, and a timer that counted from 0 to 30 seconds. This interval screen served three 
functions. First, the subject was allowed to rest while it displayed, thereby reducing 
fatigue. Second, it allowed subjects to know their progress, thereby managing their 
expectations and reducing frustration about when the experiment would finish. Third, it 
provided subjects with a sense of motivation to carry on with the experiment and perhaps 
win the prize, thereby preventing boredom from setting in. It has been noted from 
publication reviewers that there might be a concern that providing such feedback might 
bias the data and create an order effect. An analysis of the experiment results in the 
following sections showed that there were indeed no order effects. 
Before each experiment, the subjects were briefed on the task, and were given an eyesight 
and Ishihara color test (Hoffmann & Menozzi, 1999) to ensure that their vision was 
normal or corrected to normal. The subjects were also allowed a set of ten practice trials 
to familiarize themselves with the task. The practice trials could be repeated as many 
times as the subjects wanted, and they could ask the experimenter any question about the 
task at this time. Practice trials had different video backgrounds from the actual trials. 
An important objective of these familiarization trials was to ensure that subjects were 
trained to use the left and right arrow keys for the correct responses. To allow subjects to 
learn and be acclimated to the input interface quickly, a conceptual mapping was taught 
to the subjects using the phrase “left arrow for ‘Left Out (as in the target was LEFT OUT 
of the image)’, or right arrow for ‘Right There (as in the target was RIGHT THERE in 




the image)’. The actual experiment was started only after subjects demonstrated full 
understanding of the response methods, as determined through an assessment by the 
experimenter. 
7.3.3.1 Experiment VS3 Stimuli and Protocols 
 Twenty-seven university students (mean age=26.5, SD=3.50, 8 female) participated in 
Experiment VS3. All subjects had normal or corrected-to-normal eyesight. Data from 
four subjects were rejected as they failed to meet the required 15% error rate. 
The goal of Experiment VS3 was to investigate the effect of different clutter conditions 
(FC values) on Visual Search performance, given different cue opacity levels. Hence, the 
variables of cue size and cue shape were kept constant (cue size = 0.716º, cue shape = 
“square”), and only the variables of scene clutter and cue opacity were adjusted. Five 10-
second video clips were selected, each with a specific global FC profile (4,4.5,5,5.5 and 
6). The cue opacity had three levels (0,0.1,0.2). 
Therefore, the experiment was conducted with (5 video clips) × (2 target conditions: 
present or absent) × (8 target locations) × (3 cue opacity levels) for a total of 240 possible 
trials per subject. The trials were counterbalanced for all variables. 
7.3.3.2 Experiment VS4 Stimuli and Protocols  
Twenty-six university students (mean age=27.6, SD=3.44, 9 female) participated in 
Experiment VS4. All subjects had normal or corrected-to-normal eyesight. Data from 
three subjects were rejected as they failed to meet the required 15% error rate. 
As a follow-up experiment to Experiment VS3, the goal of Experiment VS4 was to 
investigate the effect of cue size and cue shape on Visual Search performance within a 
given clutter condition and cue opacity. Hence, the variables of clutter condition and cue 
contrast were kept constant (FC = 6, cue opacity = 0.1), and only the variables of cue size 
and cue shape were manipulated. FC = 6 was chosen as it had the most clutter among the 




tested clutter conditions, and cue opacity 0.1 was selected because that was the minimum 
opacity for Subtle Cueing to function. Five cue sizes were investigated (0.358º,0.716º, 
1.07º,1.43º and 1.79º). Three cue shapes were investigated (“square”, “circle” and 
“triangle”). The control was taken as the “square” cue shape at 0.716º cue size, as used in 
Experiment VS3. 
Therefore, the experiment was conducted with (1 video clip) × (2 target conditions: 
present or absent) × (8 target locations) × (5 cue sizes) × (3 cue shapes) for a total of 240 
possible trials per subject. The trials were counterbalanced for all variables. 
7.3.4 RESULTS AND FINDINGS OF STUDY ON ATTRIBUTES OF SUBTLE CUEING 
The results of both experiments were analyzed using repeated measures ANOVA, 
utilizing the target-present cases. Results were calculated from data across all subjects. 
7.3.4.1 Results of Experiment VS3 
In terms of RT, the results showed a significant main effect (F[2,44]=64.285, p < .01) 
across all three opacity levels. Using paired samples t-tests between opacity 0 and 0.1 
(t[22]=2.847, p <.01), as well as 0.1 and 0.2 (t[22]=8.406, p < .01), the results were 
significant. When analyzed from the perspective of the five scene clutter conditions, 
taking opacity 0.1 as reference, there was a significant main effect of scene clutter 
(F[4,88]=95.315, p<.01) across all five FC levels. Using paired samples t-tests between 
FC levels 4 and 4.5 (t[22]=0.303, p=.764), 4.5 and 5 (t[22]=-2.128,p<.05), 5 and 5.5 
(t[22]=-3.766, p<.01), and 5.5 and 6 (t[22]=-0.558, p=.583), mean differences between 
levels 4.5 and 5, as well as 5 and 5.5, were significant. 
In terms of ER, the results showed a significant main effect (F[2,44]=11.961, p<.01) 
across all three opacity levels. Using paired samples t-tests between opacity levels 0 and 
0.1 (t[22]=2.148, p<.05), as well as levels 0.1 and 0.2 (t[22]=2.940, p<.01), the results 
were significant. 




When analyzed from the perspective of the five scene conditions, taking opacity level 0.1 
as reference, there was a significant main effect of scene clutter (F[4,88]=37.823, p<.01) 
across all five FC levels. Using paired samples t-tests between FC levels 4 and 4.5 
(t[22]=1.000, p=.328), 4.5 and 5 (t[22]=-2.787, p<.05), 5 and 5.5 (t[22]=-2.440, p<.05), 
as well as 5.5 and 6 (t[22]=-1.875, p=.074), mean differences between levels 4.5 and 5, as 
well as 5 and 5.5 were significant. 
No significant interaction effect between scene clutter and cue opacity was found. Figure 
25 (page 73) summarizes the reported results. 
 
To address concerns that the experiment protocol could have biased the results, a Pearson 
correlation analysis between the trial order and performance (RT) was done. There was 
no significant relationship between trial order and performance (r=.105, p > .05). 
What the results show at this point, is that the findings are consistent with those of the 
previous studies as well as (Rosenholtz et al., 2007a). Up till this point in the dissertation, 
scene clutter had been used as a global scene classifier, as it has been in previous studies 
(Rosenholtz et al., 2007a). However, in order to investigate the effects of local conditions 
Figure 25: Graphs of Experiment VS3 Cue opacity vs RT and ER for different FC. 




on Visual Search performance, it was important to find out if FC could be used as a local 
performance measure as well. Based on the foundations of VS1 and VS2, and based on 
the data obtained in VS3, it was now possible to depart from the well-validated approach 
of Rosenholtz et al, and analyze the data by separating the large global image into several 
smaller images. In other words, we now had the ability to determine if opacity 
manipulations had the same effect on local scene clutter conditions as on global scene 
clutter. To do this, the scene was divided into nine equal segments, eight of which 
corresponded with the eight target locations at the center of the segments (refer to Figure 
26, page 74). 
  
By utilizing the same methods used to analyze the global scene, we applied these 
methods to the analysis of each individual segment. This allowed the characterization of 
performance in each local segment.  
Figure 26: Segmentation of global scene for local analysis 




In terms of RT, the results for all three opacity levels across each segment are as follow: 
Segment 1 (F[2,44] = 0.418, p =.661), Segment 2 (F[2,44] = 8.316, p < .01), Segment 3 
(F[2,44] = 24.758, p <.01), Segment 4 (F[2,44] = 3.701, p<.05), Segment 5 (F[2,44] = 
42.97, p<.01), Segment 6 (F[2,44] = 5.424, p < .01), Segment 7 (F[2,44]=3.556, p<.05), 
and Segment 8 F([2,44]=6.444, p<.01). 
In terms of ER, the results for all three opacity levels across each segment are as follow: 
Segment 1 (F[2,44] = 0.517, p =.600), Segment 2 (F[2,44] = 6.292, p < .01), Segment 3 
(F[2,44] = 9.846, p <.01), Segment 4 (F[2,44] = 0.272, p=.763), Segment 5 (F[2,44] = 
7.835, p<.01), Segment 6 (F[2,44] = 5.642, p < .01), Segment 7 (F[2,44]=1.309, p=.280), 
and Segment 8 F([2,44]=2.793, p=.109). Figure 27 (page 75) summarizes these results, 
and shows that local trends mimic the global trends. This suggests that FC can be used as 
a local performance measure. 
  
7.3.4.2 Results of Experiment VS4 
In terms of RT, the results showed a significant main effect (F[4,88]=4.723, p<.01) 
across all five cue sizes. Using paired samples t-tests between cue sizes 0.358º and 0.716º 
Figure 27: Graphs of RT and ER in local segments. *denotes p<.05, ** denotes p<.01. 




(t[22] = 2.263, p<.05), 0.716º and 1.07º (t[22] = 0.807, p=.428), 1.07º and 1.43º 
(t[22]=0.943, p=.356), 1.43º and 1.79º (t[22]=-1.935, p=.066), as well as 0.358º and 1.43º 
(t[22]=3.687, p<.01) mean differences between sizes 0.358º and 0.716º, as well as 
between 0.358º and 1.43º, were significant. When analyzed from the perspective of the 
three shape conditions, taking cue size 1.43º as reference, there was no significant main 
effect of cue shape (F[2,44]=0.39, p=.679) across all three shapes. 
In terms of ER, the results showed a significant main effect (F[4,88]=5.063, p<.01) 
across all five cue sizes. Using paired samples t-tests between cue sizes 0.358º and 0.716º 
(t[22] = 1.95, p=.064), 0.716º and 1.07º (t[22] = 0.417, p=.681), 1.07º and 1.43º 
(t[22]=2.06, p=.051), 1.43º and 1.79º (t[22]=-1.238, p=.229), as well as 0.358º and 1.43º 
(t[22]=4.815, p<.01) mean differences between sizes 0.358º and 1.43º were significant. 
When analyzed from the perspective of the three shape conditions, taking cue size 1.43º 
as reference, there was no significant main effect of cue shape (F[2,42]=0.247, p=.782) 
across all three shapes (Figure 28: Graphs of VS4 RT and ER against Cue Size and 
Shape. * denotes p<.05 for RT. ** denotes p<.01 for RT. ## denotes p<.01 for ER. ^ 
denotes p > .05 for RT and ER., page 77).  





7.3.5 DISCUSSION AND CONCLUSION ON STUDY OF ATTRIBUTES OF SUBTLE 
 CUEING 
Reviewing the results of Experiment VS3, there did not appear to be an interaction effect 
between scene clutter and cue opacity. The results supported the findings of previous 
work, in that an increase in FC resulted in decreased Visual Search performance 
(Rosenholtz et al., 2007a). The results also supported the work, in which the minimum 
opacity level at 0.1 was shown to be effective at improving performance. The results 
from Figure 25 (page 73) and Figure 27 (page 75) suggested that local trends follow the 
global trends, in that both local and global Visual Search performance was proportional 
to the amount of clutter sampled in a given area of the scene. In turn, the findings 
supported the argument that FC could be used both as a global attribute to classify the 
general Visual Search performance in the scene, as well as a local performance measure, 
depending on the scale in which it was measured. 
Figure 28: Graphs of VS4 RT and ER against Cue Size and Shape. * denotes p<.05 for 
RT. ** denotes p<.01 for RT. ## denotes p<.01 for ER. ^ denotes p > .05 for RT and ER. 




The results of Experiment VS4 suggested that cue size could indeed affect Visual Search 
performance, thereby increasing the number of attributes that affect Subtle Cueing 
(together with cue opacity). The results regarding cue size were in line with expectations, 
as they supported the results of previous work regarding size as an attribute that guides 
the deployment of attention (Jeremy M Wolfe & Horowitz, 2004). Specifically, the larger 
the cue size, the higher the probability that the cue would be detected. However, when the 
cue size became too large, the data suggested that it became difficult to find the target in 
the area, since the cue area grew as a square of the linear cue size, at least for the given 
clutter condition and opacity level, thus negating the benefits of the cue. The results of 
cue shape gave strong evidence for the claim of cue subtlety, because in previous work, 
shape as an attribute was considered as a probable candidate for attention guidance 
(Jeremy M Wolfe & Horowitz, 2004). In Subtle Cueing, perhaps the reason why shape 
had no significant effect for the given cue size, was that, unlike explicit cues that are 
meant to be attention grabbing, the subtlety of the subtle cue prevented its features from 
being noticed. Hence, no matter the shape, the subtle cue should still function as 
prescribed by other attributes. 
7.4 STUDY OF SUBTLE CUEING IN HWDS 
With the successful conclusion of experiments VS3 and VS4, ARES had proven its 
ability to execute traditional Visual Search experiments with novel stimuli, while still 
maintaining the rigorous protocols. Hence, it was now possible to explore the use of 
ARES in head-tracked HWDs, utilizing a novel visualization and protocol that was 
different from the previous studies.  
7.4.1 CONSTRUCTING THE HWD APPARATUS 
To conduct this VS5 experiment study, we had to make sure that our experiment design 
was compatible with the previous experiments (VS1—4), even whilst changing the 
technology to include a HWD and head motion sensor. 




The apparatus in VS5 consisted of the following components (Figure 29 page 79): 
 
1. i-visor DH-4400VPD HWD 
2. Emotiv Epoc wireless motion sensor headset 
3. Fujitsu Lifebook Windows Laptop PC running ARES 
4. Generic trackball mouse trigger 
The Emotive Epoc headset allowed the tracking of head orientation using its built-in 
dual-axis (yaw and pitch) gyroscope. The HWD and Emotive Epoc were combined into a 
single unit using a head harness, weighing 450g in total, which allowed the 
standardization of component positions when worn by different subjects, thereby 
accommodating many head sizes and shapes. This allowed users to look around freely in 
a simulated video-see-through AR environment, with the view of the HWD being 
updated based on the orientation of the user’s head. 
Figure 29: HWD experiment apparatus. For trackball mouse, only the trigger was used. 




 7.4.2 SIMULATED AR ENVIRONMENT AND TRIAL CONDITIONS 
The simulated AR environment was created using a 4096×2048 pixel panoramic image 
depicting an outdoor scene. At each point in time, a user could view through each 
eyepiece of the HWD a 640×480 pixel portion of the image (centered within the 800×600 
panel), subtending a 25.2º diagonal viewing angle. The specific portion visible through 
the HWD was determined by the head yaw and pitch, simulating an AR environment 
viewed from a fixed location, as illustrated in Figure 30 (page 80). 
 
Within this environment, a single target was embedded in background: a black cross “+” 
(1.5º diagonal viewing angle), which was more than the minimum size recommendation 
for legibility (Renkewitz & Kinder, 2008). The subject’s task was to find the target as 
Figure 30: Geometry of simulated AR environment. Dotted boxes illustrate the subject's 
view window through the HWD when s/he is moving his/her head. The red boundary is 
visible through the HWD. Dotted boxes, arrows and labels are for illustration only and do 
not appear in the HWD. 




quickly as possible and press the trackball mouse trigger the moment s/he saw the target. 
A subtle cue in the form of a white square was inserted in between the target and the 
scene (as shown in Figure 30, page 80), and the opacity of the subtle cue was varied as 
per experiment trial conditions. 
The target could appear in any one of eight image regions shown in Figure 31 (page 81). 
 
This was to ensure that equal attention was paid to all regions of the image within the 
intended search area, thereby reducing biases due to image location. The location of the 
target in each of the eight regions was randomized to prevent learning effects. To 
constrain the motion of the user, a red boundary was overlaid on the scene to demarcate 
the search area. The subjects were told to keep their explorations within this boundary, as 
the target would only appear within the boundary. If the subject rotated his/her head 25.2º 
diagonally in any direction from the neutral orientation, they would be centered on one of 
Figure 31: Eight possible target regions within the visible red boundary, demarcated by 
yellow lines. Note that no target appears at the unlabeled center region of the scene. 
Yellow lines and number labels are for illustration purposes only and are not visible on 
the HWD. 




the four corner regions shown in Figure 32 (page 83). If the subject rotated his/her head 
more than 50.4º diagonally from the neutral orientation, they would no longer be looking 
at any portion of the image within the red boundary. 
The starting view window location was always set to be at the center of the image 
(coinciding with the neutral head orientation that the subject would adopt). There was 
never a target in this initial starting region, thereby requiring the user to rotate their head 
(and therefore the camera view) and explore the rest of the image in order to find the 
target. When the user pressed the trigger, the system would determine either or not the 
target was within the current view window. If the target was within the view window 
when the user pressed the trigger, the user was deemed to have found the target 
successfully. Otherwise, the user was deemed to have failed that attempt. This prevented 
users for just randomly clicking on the trigger without seeing the target first, as the user 
only had at most a one-in-eight (12.5%) chance of randomly clicking on the correction 
location. This allowed us to exclude subject data with an error rate that was equal to 
chance. 
To reduce order and learning effects, five scenes were selected from a list of over a 
hundred panoramas found using Google image search. The FC value was used in the 
selection of the images. To ensure the comparability of stimuli, all selected images were 
measured to have similar FC (5<FC<6), based on VS1. A pretest was conducted to 
ensure that the target was visible in all parts of the image. Refer to Appendix C for all the 
scenes used in VS5. 
7.4.3 EXPERIMENT VARIABLES AND PARAMETERS 
Similar to VS1—VS3, the independent variable in this experiment was opacity of the cue 
(inserted between the target and the background scene), which had a value between 0 and 
1. For this study, we used three opacity levels (0,0.1,0.2), with 0 being the control (as it 
was equivalent to having no cue), 0.1 being the minimum value reported in VS1—VS3 to 




have a significant effect on Visual Search performance, and 0.2 being the reference level 
for the findings to be comparable to the previous studies. As in VS1 and VS2, the size of 
the cue was four times the size of the target, and the target was positioned at the center of 
the cue. Figure 32 (page 83) shows a subtle cue with an opacity level of 0.1 and an 
explicit cue with an opacity level of 0.4. Notice how invisible the subtle cue appears 
against the background as compared to the explicit cue.  
   
As in the previous experiments, the dependent variables included RT and ER. In addition, 
the head-tracked scenario allowed the measurement of two other dependent variables 
(NOE and TT). Regarding TT, it was measured from the time the stimulus appeared, 
either until the time the subject pressed the trigger, or a 30-second timeout occurred, 
whichever came first. It was noted that TT might not appear to be a fair measure, since 
subjects’ search behaviors were not predefined or standardized (as that would make the 
task seem unnatural), and therefore mean differences in TT, whether significant or not, 
could not be explained without additional supporting evidence. Therefore, TT was only 
Figure 32: Cue (shaded square) and target ("+") in an outdoor scene. Notice how less 
obvious (almost invisible) the subtle cue is compared to the explicit cue, even though the 
subtle cue still has significant cueing effects as shown in VS1—VS4. 
 




used in the discussion as secondary supporting evidence, in conjunction with the three 
primary dependent variables (RT,ER and NOE).  
The experiment was conducted with: (5 background scenes) × (8 target locations) × (3 
opacity levels), for a total of 120 trials per subject. All variables were counterbalanced 
across trials. 
7.4.4 EXPERIMENT PROTOCOL 
The subject was seated comfortably at a desk, and the experimenter conducted a briefing 
of the task to be performed. During the briefing, the experimenter told the subject that 
s/he was in a competition to win a cash prize of $50. In order to win the cash prize the 
subject had to beat all other subjects by having the lowest ER. In the event of a tie, the 
subject with the shortest total TT for the whole experiment would win the prize. This 
provided motivation to the subjects to find the target as accurately and as quickly as 
possible. 
After the briefing, the subject was asked to fill in a form with demographic information. 
Once this was done, the experimenter assisted the subject in putting on the HWD. After 
adjustments were made to ensure that the HWD fit comfortably on the subject’s head, the 
experimenter instructed the subject to perform a series of calibration procedures to 
familiarize the subject with the operation of the equipment. Once the calibration was 
complete, the subject was then put through several practice trials to ensure that s/he was 
trained to perform the experiment task, and could operate the apparatus competently. The 
practice trials were identical to the actual experiment trials, except that the background 
scenes were different. 
The subject could repeat the practice trials as many times as s/he wanted. Only when the 
subject told the experimenter that s/he was ready for the experiment, and only after the 
experimenter was satisfied with the subject’s competence in performing the practice 
tasks, was the subject allowed to begin with the actual experiment trials. 




Each experiment trial consisted of the following steps: 
1. Before starting each trial, a black screen was shown on the HWD, with white text 
instructing the subject to sit in a neutral orientation, which meant the subject was 
to sit upright with their head facing forward. This allowed the system to calibrate 
the starting orientation of the head and synchronize the orientation with the 
starting viewing window position. 
2. Once the subject was in the correct orientation, the subject could press the trigger 
to start the trial. 
3. On starting the trial, the black screen was replaced by the stimulus, and a timer 
was started. 
4. The trial was ended either by the subject pressing the trigger, or after a 30-second 
timeout as measured by the timer. In other words, the subject had only 30 seconds 
to find the target in each trial, after which the subject was deemed to have failed 
that attempt. 
5. After the trial ended, the stimulus was replaced by a black screen showing the 
results of the previous trial (whether the target was found or not), the TT, as well 
as the number of trials remaining. This reduced subjects’ boredom by providing 
feedback on experiment duration and their performance. At this time, the subject 
was allowed to rest for as long as s/he wanted, thereby reducing fatigue effects. 
The subject could then press the trigger to return to Step 1 of the procedure if all 
trials had not yet been completed. 
6. After all 120 trials were completed, a summary screen was shown to the subject, 
listing the subject’s overall performance (ER and TT). An email was sent to the 
subject’s email address with this information, along with the website address for 
the competition ranking table. The subject could check his/her competition 




ranking daily through the website, and the winner of the competition was notified 
to collect his/her prize after all the subjects had completed the experiment. 
Each experiment session lasted 45 minutes on average. As we describe later, no 
significant order effects were observed based on this protocol. 
7.4.5 RESULTS OF EXPERIMENT VS5 
Twenty-three subjects (mean age=26.9, SD=3.26, 9 female) participated in the study. All 
subjects had normal or corrected to normal eyesight. 
Using repeated measures ANOVA, we analyzed the results, taking p < .05 as significant. 
In terms of RT, for the cases in which the target was found successfully, the results 
showed a significant main effect (F[2,44] = 5.213, p<.01) across all three opacity levels. 
Using paired samples t-tests between opacity levels 0 and 0.1 (t[22] = 0.859, p > .05), 
between levels 0.1 and 0.2 (t[22] = 2.204, p<.05), as well as between levels 0 and 0.2 
(t[22] = 3.058, p<.01), the results showed a significant difference in mean RT between 
levels 0 and 0.2, as well as between 0.1 and 0.2 (Figure 33, page 87). 
In terms of ER, for all cases, the results showed a significant main effect (F[2,44] = 
65.875, p<.01) across all three opacity levels. Using paired samples t-tests between 
opacity levels 0 and 0.1 (t[22] = 6.001, p<.01), between levels 0.1 and 0.2 (t[22] = 6.227, 
p<.01), as well as between levels 0 and 0.2 (t[22] = 10.351, p<.01), the results showed a 
significant difference in mean ER between all three pairs of levels (Figure 33, page 87). 





In terms of NOE, for all cases, the results showed a significant main effect (F[2,44] = 
20.501, p<.01) across all three opacity levels. Using paired samples t-tests between 
opacity levels 0 and 0.1 (t[22] = 2.780, p<.05), between levels 0.1 and 0.2 (t[22] = 4.534, 
p<.01), as well as between levels 0 and 0.2 (t[22] = 5.434, p<.01), the results showed a 
significant difference in mean NOE between all three pairs of levels (Figure 34, page 88). 
In terms of TT, for all cases, the results showed a significant main effect (F[2,44] = 
76.895, p<.01) across all three opacity levels. Using paired samples t-tests between 
opacity levels 0 and 0.1 (t[22] = 6.040, p<.01), between levels 0.1 and 0.2 (t[22] = 6.203, 
p<.01), as well as between levels 0 and 0.2 (t[22] = 12.741, p<.01), the results showed a 
significant difference in mean TT between all three pairs of levels (Figure 34, page 88). 
Figure 33: Graphs of Experiment VS5 RT and ER vs cue opacity. **denotes p<.01, * 
denotes p<.05 





To check for order effects, a Pearson correlation analysis was performed between trial 
order and the dependent variables. No significant correlation was found. 
7.4.6 DISCUSSION AND CONCLUSION ON SUBTLE CUEING IN A HEAD-TRACKED 
 HWD 
The results suggested that Subtle Cueing did have a significant positive effect on Visual 
Search performance. Comparing Figure 33 (page 87) with Figure 22 (page 64) in VS1, 
the results followed the same trend, suggesting that Subtle Cueing did afford a significant 
improvement to Visual Search performance in HWD head-tracked conditions. 
By comparing the study of VS5 with VS1, it became possible to study the effects of FOC 
and Target size on Visual Search performance.  
Figure 34: Graphs of Experiment VS5 NOE and TT vs cue opacity. **denotes p<.01, * 
denotes p<.05 





Table 2 (page 89) shows the comparison. From this comparison, it could be observed that 
a reduction of FOV and an increase of target size contributed to a significant reduction in 
RT, regardless of cue presence. This was logical, because the reduction of FOV reduced 
the searchable area that the eye might traverse, and the increase of target size made the 
target more noticeable. However, it was surprising to see that there seemed to be no 
significant difference in ER when the cue was absent. This suggested that FOV and target 
size function in conjunction with cueing, because the ER decreased significantly when 
the cue was present. 
The result of NOE and TT shown in Figure 34 (page 88) was interesting, because we 
observed that, on average, subjects required more than one encounter with the target 
before responding, at every opacity level. This was intriguing, because it meant that 
although subjects know what they are searching for, and they are actively searching for 
the target, they still failed to see it when they were moving their heads to explore the 
environment. 
To explain these results, we turned to the definition of Visual Search. As described by 
Wickens et al. (Wickens et al., 2004) and mentioned earlier, Visual Search consists of 
conspicuities and expectancies. Hence, even if the target were conspicuous and within 
Table 2: Comparison between VS1 and VS5 
       




view, if the subject does not expect it, then the subject may not be able to notice the 
target. This might be happening here, because the subject could not expect and predict 
where the target would be. This problem was compounded by the fact that the target 
could enter the subject’s FOV from any angle. Furthermore, it was known that image 
structural distortion happens during global scene motion (Wang, Lu, & Bovik, 2004), 
thereby distorting the appearance of the target and making it more difficult to notice. An 
example of such distortion is motion blur (Chan & Nguyen, 2011; Klein & Drummond, 
2003). 
In the experiment, the target was a cross, therefore, the features that defined the target 
were straight lines of equal length, one horizontal and one vertical. These simple features 
made the target susceptible to distortion by motion blur. Subtle Cueing appeared to 
improve the situation by subtly increasing the number of feature that define the target 
though perceptual grouping (A. Treisman, 1982) of target and cue. This created a 
composite of target features, effectively making the target more noticeable and robust to 
distortion of any one single feature. In turn, this led to faster TT due a decrease in NOE, 
as shown in Figure 34 (page 88). 
From the results, it was also possible to measure the effect of scene luminance on Subtle 
Cueing. To do this, the average luma (0—255) of each of the eight numbered regions as 
illustrated in Figure 31 (page 81) was calculated, using the recommendations from ITU-R 
REC BT.601 (International Telecommunication Union Radiocommunication Sector 
(ITU-R), 2011). We then performed t-tests on performance at different opacity levels (0 
vs. 0.1 and 0 vs. 0.2) and categorized the results into three luma ranges for analysis, as 
shown in Table 4 (page 91). 





We wanted to find out if there was a significant difference in performance at different 
luma ranges, which would allow designers to determine which opacity level to use in 
different luminance conditions. 
Referring to Table 3 (page 91), we observed that at 0.1 opacity, performance differences 
were no longer significant above the luma value of 150; at 0.2 opacity, performance 
differences were still significant above the luma value of 150. This was consistent with 
how the cue was being implemented, since we would expect that there would be less 
difference between luminance conditions for cues on light backgrounds than on dark 
backgrounds. As the samples did not approach the limiting case of a pure white 
background (at which point all opacity values would produce no performance differences 
at all), we observed a significant performance difference at higher opacity levels. This 
suggested that there was a threshold to the effectiveness of the cue at a specified luma 
level, providing us with an opportunity for future work. 
In conclusion, VS5 has shown that Subtle Cueing appears to be a feasible alternative to 
explicit cueing in HWD-based head-tracked scenarios.FOV, target size, scene motion and 
Table 3: Performance difference at various luma ranges 
        
Green boxes depict significant performance differences between results. Red boxes 
depict non-significance. Only primary dependent variables are considered. 




luminance have been demonstrated to affect Visual Search performance when Subtle 




CHAPTER 8: CONCLUSIONS, SUMMARY, LIMITATIONS AND OBSERVATIONS  
8.1 CONCLUSIONS OF INVESTIGATIONS 
Based on the findings of all the experiments conducted in the previous chapters, we can 
come to the following conclusions: 
1. Experiments implemented on the ARES platform were successfully conducted. 
2. The empirical experiment methods and protocols produced results that were 
significant when rigorously analyzed. 
3. The findings of the experiments produced evidence about Subtle Cueing which 
support the claim of cue subtlety, as well as the claim of cue effectiveness, thereby 
providing successful evaluation of Subtle Cueing as a novel AR visualization 
technique.  
The goals of this dissertation are to deliver an experiment system, a set of empirical 
experiment methods and protocols and a novel AR visualization technique, all of which 
have thus been achieved. 
8.2 SUMMARY AND LIMITATIONS OF FINDINGS 
From the experiments in the previous chapter, several key findings have emerged:  
1. The cue is subtle at opacity 0.2 and below.  
2. Even at opacity 0.1, there is a significant cueing effect.  
3. Scene clutter, lighting, cue size, target size and FOV affect the cueing effect. 
4. Cue shape does not affect the cueing effect. 




5. Subtle Cueing is feasible even in head-tracked HWDs, making it suitable for AR 
applications. 
There are several limitations to this work: 
First, the experiments were conducted using still and video images in a simulated outdoor 
AR setting within a laboratory to ensure reliability and repeatability. However, live 
environments are dynamic and unpredictable and can vary greatly within and between 
frames. Therefore, this dissertation addresses only a fraction of what a fully augmented 
environment might contain. Hence, implementing Subtle Cueing in a working outdoor 
portable experiment platform prototype might be the way forward, assuming that the 
challenges of conducting a well-controlled experiment in such situations can be 
overcome. 
Second, user movement in the studies were restricted to a subset of the full range of 
movements that would normally be possible in a real-world settings, and the FOV is 
considerably smaller. Hence, future work will be needed to investigate the use of Subtle 
Cueing when these missing degrees of freedom are available. 
Third, only a small subset of cue attributes was studied, and other attributes could be 
potential areas of future study. For example, this work has only investigated single target 
scenarios, and the experiments were conducted within a restricted range of visual clutter 
conditions. While many usage scenarios and outdoor scenes fall within these parameters, 
other environments may present conditions outside of these parameters. 
Fourth, this work is still not applicable to conventional optical-see-through AR systems, 
since the user’s perception of the physical world cannot be accessed in the same way as 
the perception of the video-see-through display. While there is a possibility that the 
concepts could be applied to optical-see-through AR, this hypothesis needs to be tested in 
future studies. 




8.3 OBSERVATIONS REGARDING THE IMPROVEMENT OF 
EXPERIMENTAL METHODS AND PROTOCOL 
Although the goals of this dissertation have been achieved, it is useful to reflect on the 
changes to the experiment method and protocol throughout the course of the dissertation, 
so as to understand the improvements made to the study outcomes.  
8.3.1 REDUCING TRIAL QUANTITY 
 As with all experiments based on user experimentation, the number of trials relate 
directly to boredom, frustration, fatigue effects on the user, as well as order effects such 
as learning and adaptation. Hence, there is a need to find ways to reduce the number of 
trials per subject, while maintaining rigor.  
 
We managed to reduce the trial numbers per subject, as evidenced from VS1, which had 
480 trials, to VS3, which had half that number at 240, to VS5, which further halved the 
number to 120. To do this, we first examined the number of images required to obtain a 
significant result while minimizing order effects. We found that by reducing the number 
of video images, we could still get a significant result without order effects (as shown in 
the previous chapter). This effectively allowed us to halve the number of trials while 
keeping within traditional visual search research methodology. However, to further 
Table 4: Comparison of total trial numbers per subject 
         




reduce the number of trials, we essentially had to rethink and depart from the traditional 
method, because the “present/absent” target presence conditions in the earlier 
experiments of VS1 and VS3 meant that only 50% of the data was usable for determining 
the effectiveness of the cue, since we required the “target present” data to make 
comparisons regarding cue opacity. 
To eliminate the need for the “target absent” condition, the experiment was structured 
such that there would always be a target in the trial, just that it would not be in view 
during the initial appearance of the stimulus, as implemented in VS5. The calculation of 
RT would still be valid, since it measured the same event (the target being in the user’s 
view and the time it took for the user to give a response). This was made possible by the 
head-tracked search scenario involving initially out-of-view targets. 
8.3.2 REDUCING DATA CONTAMINATION DUE TO CHANCE  
Another problem with user experimentation is that of data contamination due to chance. 
This means that the user can skew the results by randomly giving a response, and the 
detecting such responses are difficult, especially at 50% chance. To reduce this problem, 
VS5 was designed such that subjects could never give a false positive response on initial 
appearance of the stimulus since no target appeared at the initial target position. Also, 
splitting the number of possible locations further reduced the chance of false positives to 
12.8%. Increasing the number of target locations would result in further improvements in 
data quality. 
8.3.3 REDUCING USER INPUT ERROR 
In VS1—VS4, it was observed that many users occasionally mistakenly gave the wrong 
response, such as clicking on the wrong button, even though they knew what to do. In 
many cases, this could be due to anxiety, especially since the tasks were designed to be 
challenging and non-trivial. To reduce user error, VS5 was designed with only a single 




response input (the trigger) mechanism, while the rest of the input was based on sensing 
the subject’s natural head movements. 
Another change in the protocol to reduce user error was to include experimenter 
evaluation during the practice sessions (from VS3 onwards), as opposed to a fully 
automated system without human experimenter intervention (VS1 and VS2). With human 
experiment intervention, the subjects had to prove that they were competent with the task 
execution during the practice sessions to the experimenter. Only when the experimenter 




CHAPTER 9: FUTURE WORK 
There are many future directions that can result from this dissertation. However, before 
we speculate on the possibilities, perhaps the more immediate concerns regarding the 
limitations of the system should be addressed. After these concerns have been addressed, 
potential applications of the work can then be envisioned. 
9.1 ADDRESSING THE LIMITATIONS 
Several limitations have been mentioned in the previous chapter, which can be addressed 
within the near future. 
9.1.1 BUILDING ARES2 TO ADDRESS THE LIMITATIONS WITH THE CURRENT 
EXPERIMENT APPARATUS 
One of limitations of the studies, is that they were conducted in an indoor environment. 
In order for the full range of conditions to be tested (experiment controls aside), an 
outdoor system needs to be created. This would involve dealing with the rest of the issues 
discussed in Chapter 1, such as tracking and registration, illumination and image 
resolution problems, and latency, (Kruijff et al., 2010). We have begun to construct the 
prototype system (Figure 35, page 99), based on the ARES architecture from this 
dissertation, and we have begun the process of incorporating new sensor-fusion-based 
tracking approaches (Karlekar et al., 2010) to deal with registration issues. Since it will 
still be a video-see-through system, it will be possible to control the visual stimuli 
reaching the users’ eyes by modulating the video feed, thereby allowing the possibility of 
controlling some of the environmental conditions such as lighting, contrast and color. It 
will be very exciting to see how we can conduct controlled experiments in the “wild” 





same outdoor conditions indoors, which would open new avenues for experimentation of 
different visual tasks besides Visual Search. 
 
However, in order to build such a system, more sensor data is required, which would 
involve new data acquisition and fusion techniques. We have taken the initial steps to 
make this happen, by using everyday mobile phones as sensors to capture previously un-
utilized sensor data, then using statistical techniques (such as correlation) to tease out 
previously unknown relationships within the data. In time, this might allow us to 
construct a better understanding of reality, and feed this understanding back as 
experiment conditions in ARES2. 
9.1.2 EXPANDING THE NUMBER OF ATTRIBUTES TESTED IN SUBTLE CUEING AND 
BEYOND 
Another limitation of the studies, is that number of attributes tested were a narrow subset 
of the full range of potential attributes, as seen from Table 1 (page Error! Bookmark 





not defined.). While some of these attributes (such as motion and number) might require 
modifications to the current system and methods, a majority of the attributes can already 
be tested using ARES and the experiment methodology presented in this dissertation. 
Furthermore, other potential Subtle Cueing mechanisms such as detail levels (Rensink, 
2011) could be investigated. In fact, other experiments besides Visual Search (such as 
short or long term memory) could conducted in AR environments based on our work.  
9.1.3 MOVING FROM AR IN VIDEO-SEE-THROUGH TO OPTICAL-SEE-THROUGH 
It might be possible to address optical-see-through using the current experiment methods, 
by modifying ARES into an optical-see-through system. However, we would then need to 
contend with a new set of problems, such as plane and stereoscopic disparity (Kruijff et 
al., 2010). But doing so would allow us to experiment on other potential forms of Subtle 
Cueing mechanisms that exist only in the stereoscopic domain, such as those mentioned 
in previous studies (Peterson et al., 2009, 2008). 
9.2 POSSIBLE APPLICATIONS OF SUBTLE CUEING 
There are many situations where Subtle Cueing could be applied, especially to those 
situations stated in previous work (Lu et al., 2012; Veas et al., 2011) which require subtle 





9.2.1 SUBTLE CUEING AS A SUBTLE ATTENTION RE-DIRECTOR 
 
The ability of Subtle Cueing to act as  a subtle attention re-director would be useful in 
commercial applications that rely heavily on visual cues in high cognitive load scenarios, 
such as driving or operating machinery. In such scenarios, the use of explicit cues could 
be highly distracting and potentially dangerous (Figure 36, page 101). With Subtle 
Cueing, it may be possible to do a form of “secondary task support”, in which users are 
made aware of the potential areas of interest, but unlike explicit cues that demand 
immediate attention, subtle cues can be attended to as and when the driver or operator has 
cognitive resources to spare. Especially in military tele-operated robots, the margin for 
error is much narrower than those of consumer AR systems, and this may be where 
Subtle Cueing would have the greatest impact. 
Figure 36: Illustrated examples of military tele-operated robots and their corresponding 





9.2.2 POSSIBLE APPLICATIONS OF SUBTLE CUEING AS VISUAL SCAFFOLDING 
Traditionally, Visual Scaffolding is a concept used in pedagogy and education to visually 
guide subjects’ attention to intended educational content (Azevedo, Cromley, & Seibert, 
2004; Sedig, Klawe, & Westrom, 2001). The concept involves the setting up of 
conditions or “scaffolds” (whether conceptually, physically or virtually) which constrain 
students to specifically intended choices. As one could imagine, such scaffolds may 
appear artificial and unnatural, depending on the way they are implemented. With Subtle 
Cueing, visual scaffolding could be made invisible to the user, and yet still be effective at 
guiding attention.  
 
For example, in a Crime-Scene-Investigation (CSI), investigators are currently trained 
using visual cue cards placed at the scene to know what to look out for (Figure 37, page 
102). The problem is that trainees may become reliant on these cue cards, and therefore 
not be able to function optimally in a real crime scene where there are no such cue cards. 
Subtle Cueing in AR would allow the placement of subtle cues in place of these cue 





cards, such that trainees would pay attention to the intended parts of the scene without 
realizing that they are being guided, thereby reducing reliance on visible scaffolds. 
Another application of Subtle Cueing could be in website advertising. Websites could be 
highly cluttered, making banner advertising less effective. With Subtle Cueing, 
advertisers could embed subtle cues into web pages to subtly “highlight” certain areas in 
the webpage, thereby covertly and subliminally drawing users’ attention to specific 
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APPENDIX C: IMAGES USED IN EXPERIMENTS 
The images can be obtained via svn checkout from: 
 
http://augmented-reality-experiment-system.googlecode.com/svn/trunk/ augmented-
reality-experiment-system-read-only 
 
 
 
 
 
 
