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Introduction
A wireless sensor network (WSN) typically consists of highly resource-constrained wireless
nodes that collectively monitor the area in which they are deployed. Their radio consumes rela-
tively high amounts of energy compared to other WSN node components (for a short overview
of WSN hardware see Section 2.1.4). Thus, there is a need for effective approaches to cope with
this challenge. One such approach that is very promising is the construction of connected k-hop
dominating sets (CkDS), which can help to save energy by, for example, reducing the effects
of a broadcast storm or allowing non-CkDS nodes to decrease their duty cycles. In addition to
that, CkDS can be employed for various other purposes. Before expanding this discussion, a
connected k-hop dominating set needs to be defined:
Definition 1 A set of vertices DCk ⊆ V in an undirected, connected graph G = (V,E) is a
connected k-hop dominating set (CkDS), if two properties are satisfied: (1) each vertex v from
the set of all vertices in the graph, V , is either in DCk, or there exists a path of length m, m≤ k,
between v and a vertex in DCk; (2) between each pair of vertices in DCk, there exists a path
which consists only of vertices from DCk. I provide further definitions needed in Section 4.3.
CkDS have various applications in WSNs: They are used to lower the amount of overhear-
ing, idle listening, and collisions, when contention-based medium access control is used, by
thinning out the topology and thus reducing the number of competing nodes. Further, a CkDS
can alleviate the broadcast storm problem, by limiting the flooding of packets to a smaller sub-
network (which is the CkDS). A further application of CkDS that makes them especially useful
in WSNs is area coverage. Moreover, a CkDS can be used to provide a lower-resolution image
of the data acquired by the whole network. Finally, a CkDS establishes rendez-vous areas that
can be utilized to efficiently implement, for instance, publish-subscribe mechanisms. For an
extensive discussion of CkDS applications in WSNs, see Section 2.2.
A wide range of approaches focuses on the construction of connected 1-hop dominating sets
(CDS) for ad hoc networks and WSNs, such as [11], [50], and [164], as reviewed in Section 3.1.
However, often a CkDS with k > 1 is desired for the applications discussed above. Therefore,
during the last years, several novel CkDS approaches were proposed for the considered class of
networks. To my knowledge, there are four CkDS approaches published in [130], [143], [165],
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and [166]; they are reviewed in Section 3.2. The commonality of these approaches is that the
cost incurred by them is strongly dependent on the node degree and the chosen k.
In Chapter 4 of this thesis, I propose a novel protocol which is fundamentally different from
state of the art (that is [130, 143, 165, 166]): a CkDS is constructed mainly using random walks
consisting of a sequence of unicasts, minimizing the dependence of cost incurred on node de-
gree and eliminating such a dependence on k. It is the first protocol for the construction of
connected dominating structures, including CDS and CkDS, in wireless networks to be based
on this technique. The proposed self-organizing protocol is inspired by the general technique
of random walks and, in particular, by the flight behavior of ovipositing Pieris rapae, inheriting
some of its desirable properties. It uses two intertwined behavior blocks, the first aimed at cre-
ating a dominating set, while the second one connects this set to a CkDS. Section 4.2 provides
a comprehensive summary of the proposed protocol.
I conduct an in-depth analysis of the properties of my approach and compare them to the
properties of other state-of-the-art approaches. Key findings from this evaluation are summa-
rized in Section 5.2.9.
During the design of the proposed protocol, I focused on its application in wireless sensor
networks, since its biological archetype appeared to exhibit exactly the strengths desirable in
this network class: a high amount of tolerance to an unreliable topology, extremely low require-
ments in terms of information exchange, and the ability to operate within an arbitrarily large
and globally unknown system, to name the most important ones. Naturally, independent of its
suitability for WSNs, the proposed protocol could be very well applied to create structures in
many other areas, such as in large-scale wired networks.
After this brief introduction, Chapter 2 provides useful background information relating to
the topic of this thesis. Subsequently, Chapter 3 reviews the state of the art, before Chapter
4 presents the proposed approach to CkDS construction. The results of the evaluation of the
proposed approach are described and discussed in Chapter 5. Finally, Chapter 6 concludes this
thesis.
2
Background
Following the brief introduction, this chapter describes the background of CkDS, forming a
basis for later chapters of this thesis. It is organized as follows: The first section provides an
overview of different aspects of wireless sensor networks (WSNs), such as history, applications,
hardware, and communication, enabling the reader to understand the nature and the challenges
of WSNs. Thereafter, the second section presents the motivation for the construction of con-
nected k-hop dominating sets (CkDS).
2.1 Wireless Sensor Networks
Currently, wireless sensor networks (WSNs) are a field of extensive research. These networks
typically consist of computer nodes
1. with very limited hardware resources,
2. equipped with sensing capabilities,
3. and low-power wireless radios.
WSNs have been identified by the MIT Technology Review as one of ten emerging tech-
nologies that will change the world [126]. Business Week even regards sensor networks as
one of 21 ideas for the 21st century [8], eventually covering the world like an electronic skin,
autonomously detecting events and taking actions.
This section first looks at the history of wireless sensor networks. Thereafter, in order to
provide a background for communication protocols, this section describes history, applications,
hardware and communication properties of WSNs.
2.1.1 History
The background knowledge of the origins of WSNs helps to understand the motivation for de-
velopments which led to the current state of these networks and their communication protocols.
This overview includes important milestones of WSN development, starting after the second
world war.
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2.1.1.1 Cold War
As with many other technologies, the first sensor network was developed and deployed by the
military. In the aftermath of World War II, in 1949, the US Navy recognized the necessity
of long range underwater acoustic, wired sensor networks in order to be able to detect hostile
submarines [106]. At that time the detection focused on the low frequency sounds produced by
the state-of-the-art diesel submarines. Receiving a generous funding, the first installations of
the Sound Surveillance System (SOSUS) network included a six acoustic sensor node network
in 1951 [41], followed by 80 nodes in 1960. The first sighting of a SOSUS-detected submarine
occurred during the Cuban Missile Crisis on October 26, 1962 [106]. Similarly to SOSUS,
a wired network of air defense radars and other sensors, aimed at defending the continental
United States and Canada, was put into operation during the Cold War [41].
In the early 1960s, Paul Baran laid the foundation for routing and data collection used in
many of today’s WSNs, by introducing the store-and-forward concept, which later has become
known by the name packet switching [13]. Remarkably, the Hot-Potato Heuristic Routing Doc-
trine, described in the same paper, already employs a flooding-based route discovery, as well
as, routing tables including links belonging to redundant paths towards the destination. Baran’s
concept of packet switching has been taken up by the Advanced Research Projects Agency
(ARPA) and the National Physical Laboratory (NPL) for ARPANET [124] and the network
designed by NPL [51] in the mid 60s.
The first experimental packet radio networks (PRNETs) were put into operation between
1975 and 1978 by Robert E. Kahn and colleagues [84, 85] based on the experiences acquired
through ALOHA, an early MAC protocol developed at the University of Hawaii [1]. Similar
to ARPANET, given the military background, these first PRNETs focused on reliability and
survivability. In order to advance PRNETs, the Defense Advanced Research Projects Agency
(DARPA) initiated the survivable, adaptive networks (SURAN) program. It was aimed at de-
veloping low-cost radios, as well as, corresponding robust, adaptive, and secure algorithms for
packet radio networks scaling to thousands of nodes [19].
During the course of the 1980s, besides new approaches for communication-oriented op-
erating systems that were suited for the first generations of networks, consisting of computers
equipped with sensors [120], also diverse signal-processing techniques, such as, for multi-target
tracking were developed [32].
2.1.1.2 1990s
In the 1990s, the military even more embraced sensor network technology recognizing its key
role in network centric warfare (NCW) [4]. The overall goal in network centric warfare is to
transfer the intelligence from the weapons or sensors to an information infrastructure, called in-
fostructure, and relocating the complexity from the platform to the network in order to perform
better in conflicts.
An example for NCW besides e.g. [82] are unattended ground sensor networks (UGSN) for
area surveillance [29] using many simple, limited-capacity, miniature wireless sensor nodes.
As highlighted by the authors of [29], the advantages of such systems are their robustness (pro-
viding graceful degradation) and low price compared to using a network of fewer, more sophis-
ticated sensor nodes. So in contrast to the traditional approach of employing computationally
intensive algorithms on a single image provided by a sophisticated sensor, the UGSN uses
computationally efficient algorithms on data gathered from different sensors, which—as the
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authors argue—simplifies the matter. Further advantages of distributed collaborative surveil-
lance systems are described in [52]. The wireless nodes in an UGSN may include mobile nodes,
such as, unmanned all-terrain vehicles equipped with a variety of sensors and communication
equipment.
After the change of the political climate in the early 1990s, the SOSUS system, operated by
the U.S. Navy, was used to monitor seismic activity [22]. Its goals were to study low magnitude
oceanic earthquakes, as well as, to determine the spatial and temporal distributions of large
marine cetaceans in the Atlantic Ocean by cataloging their acoustic signals. SOSUS’ advantage
over land-based seismographs is its capability to detect two orders of magnitude more locatable
events. Similar to this system, a variety of other environmental observation and forecasting
systems (EOFS) was brought into being during the 1990s. Besides further seismic networks
[102, 137] e.g. for Tsunami reporting [102], other EOFS were put into operation. One example
for such a network is the Columbia River Estuary (CORIE) [12, 136] consisting of 13 sensor
stations located throughout the Columbia River estuary and one offshore station. Data such
as salinity, temperature, water velocity, and level obtained by the sensors is streamed via a
single-hop wireless link to a master node near the shore.
By the early 1990s, the development in micro computer and wireless communication tech-
nology led to an improvement in capabilities at lower prices, which resulted in the arrival of new
sensor network-based solutions for already existing applications. It should also be noticed that,
at this time, radio frequency (RF) communication gained acceptance in more and more market
sectors: automotive, personal security, agriculture, manufacturing, and transportation, to name
just a few [74]. Besides applications, like automatic feeding or milking of cattle, computer
networks appear to have been used only to track entities by identifying them at different sensor
nodes of a network, which is distributed over a geographical area. Some of the applications
observed at this time are tracking of: farm animals; tools used at different machining centers to
better assess their wear and danger of breakage; car bodies; railway wagons and containers.
An example for such networks is the active badge location system, installed in 1990 by
Want and colleagues [153]. At the time, there was a need for a system determining the location
of staff members in large office buildings and hospitals. Given its high cost in the early 1990s,
affordable mobile telephone technology was not a viable solution. Although the problem could
be addressed by a pager system, this solution suffers from several drawbacks: First, if the callee
does not reply, the caller cannot know whether the callee’s pager did not receive the message
due to an unsuccessful transmission or simply did not reply intentionally or unintentionally (for
example, by misreading the call-back number). Second, if there are several people capable of
reacting in an emergency, it is not known which one of them is located the closest and is thus
the most suited for being contacted.
Another alternative would be using card-key systems known from access control/logging to
acquire the needed location information. For many organizations it is inappropriate to use this
system, given the inconveniences incurred, such as distractions and loss of time. Moreover, the
system may exhibit inaccuracies, if multiple people obtain access to adjoining zones using only
one card-key.
The solution described by Want et al. [153] consists of active badges (55×55×7 mm, 40
g), carried by the personnel, and a network of sensors distributed in the host building. To enable
a detection by the sensors, the active badges emit a unique code via a pulse-width modulated
infrared signal for approximately a tenth of a second every 15 seconds. The badge’s batteries
are expected to last for about one year.
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Akyldiz et al. [3] Chong et al. [41] Karl et al. [87]
Military Infrastructure security Disaster relief
Environmental Environment and habitat monitoring Environmental control and biodiversity
Health Industrial sensing Intelligent buildings
Home Traffic control Facility management
Other Machine surveillance and preventive
maintenance
Precision agriculture
Medicine and health care
Logistics
Telematics
Table 2.1: Different categorization schemes for WSN applications
In the mid and late 1990s, wireless mobile ad hoc networks have become an area of in-
creased research activity, paving the way for the advent of wireless multi-hop sensor networks.
New protocols like Dynamic Source Routing (DSR) [83] or the Ad Hoc On-Demand Distance-
Vector (AODV) routing [115], enabling efficient multi-hop communication, were developed.
The first non-military real-world evaluations of these protocols were conducted in the late 1990s
with four static nodes running the associativity-based routing protocol [147, 148], as well as,
five mobile car-mounted and two stationary nodes executing DSR [98].
2.1.2 Current Applications
Presently, there is a vast range of applications for WSNs. In order to provide an overview, it is
helpful to examine the different categories they fall in. Different categorization schemes have
been proposed in [3, 41, 87], as described in Table 2.1. Since the scheme from [87] appears to
be the most comprehensive and up-to-date of the three, I chose it as a basis for an overview.
The categories used in this scheme are listed in the third column of Table 2.1.
For each category, I chose to describe two example applications in the following overview:
Disaster relief applications Within this application category, the goal of a WSN is to prevent
disaster or help to cope with it, when it strikes, as in the following examples:
Flood To help avoid the devastating effects of river floods, a flood detection sensor network
[14] is tested along the Agun River and its channels in north-eastern Honduras. The
two-tier network consists mainly of patches comprising water pressure (for obtaining
the river level), rain, and temperature sensors. These patches are spaced at distances
on the order of 25 km. Intra- and inter-patch communication is conducted using different
frequencies (900 and 144 MHz). Figure 2.1 depicts this system. The dotted circles around
the water pressure sensors illustrate the intra-patch communication, whereas the dotted
lines between these sensors represent inter-patch links.
Forest fire The goals of the WSN described in [73] are the early warning about potential forest
fires and the estimation of the scale and intensity of existing fires. To achieve these goals,
the authors use the Fire Weather Index (FWI) taking into account temperature, relative
2.1. Wireless Sensor Networks 7
Temperature sensor
Rain sensor
Water pressure sensor
Community
Figure 2.1: Flood warning sensor network
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Figure 2.2: Computation of fire weather index
humidity, wind, and rain. They assume a node’s sensing range of approximately 100 m
yielding networks consisting of thousands of nodes. To get an impression of how these
decisions are made, it is interesting to consider the process depicted graphically in Figure
2.2 employing the following codes and indices:
 Fine Fuel Moisture Code (FFMC): Moisture content of litter and fine fuels. Depth:
1–2 cm. Indicates ignition probability.
 Duff Moisture Code (DMC): Assesses the moisture content of loosely compacted,
decomposing organic matter. Depth: 5–10 cm. Determines the probability of fire
ignitions due to lightning and indicates rate of fuel consumption.
 Drought Code (DC): Rates moisture content of the deep layer of compacted organic
matter. Depth: 10–20 cm. Reflects long-term moisture conditions, determines a
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fire’s resistance to extinguishing, and indicates fuel consumption.
Further, there are three fire indices assessing the behavior of fire:
 Initial Spread Index (ISI): Determines the rate of fire spread immediately after igni-
tion.
 Build Up Index (BUI): Reflects the total amount of fuel available for combustion.
 Fire Weather Index (FWI): Indicator for fire intensity, which is defined as the energy
output measured in kilowatts per meter of flame length at the head of a fire.
Environmental control and biodiversity mapping Applications within this category have
the task of helping to control the environment by providing the necessary means to assess it.
Examples for applications falling into this area are:
Noise pollution The authors in [128] developed a WSN consisting of nodes collecting acoustic
samples. Its aim is to lower the cost for noise pollution mapping while drastically increas-
ing its accuracy. Moreover, the network is even capable of providing vehicle counts and
estimates of per-vehicle noise levels. The data can then be visualized in common map-
based web interfaces like Google Maps [68].
Habitat monitoring An application for habitat monitoring at Great Duck Island is described in
[97, 141]. The network helps to acquire data for the monitoring of the ecology of Leach’s
Storm Patrel using a multi-tiered network of distributed sensor patches. Its advantages
over conventional (non-sensor network) methods include an inconspicuous, continuous,
and long-lived operation, as well as, the possibility of management at-a-distance.
Intelligent buildings Using wireless sensor networks in a building aims, for example, at in-
creasing the comfort level of its occupants, reducing energy consumption, and lowering wiring
costs, such as in the following applications:
Light control Singhvi et al. [133] propose a light control network using a strategy with the
objective to find the best trade-off between satisfying the occupant’s preferences and
minimizing the corresponding energy utilization. The network consists of wirelessly-
connected nodes sensing for light and RFID tags [72], using this information to actuate
light levels.
Motion monitoring In order to enable intelligent buildings to operate properly and adjust ex-
actly to their occupants’ behavior, in many cases, it is required to obtain further informa-
tion like people’s location and motion. The WSN proposed and evaluated in [21] uses,
among other sensors, video cameras and laser scanners to achieve this task. The sensor
data obtained is fused and can be displayed on a map of the building.
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Routing link
Figure 2.3: Car park management network with a possible routing topology
Facility management This class of applications usually has the task to provide services span-
ning over complexes of buildings, such as, access control or the monitoring of the status and
motion of single entities. Further possible goals may be the detection of conditions of interest,
such as, wasteful energy consumption.
Car park management The car park management network described in [17] aims at guiding a
driver’s choice of parking space, as well as, supporting management and planning. Nodes
used in this network are equipped with magnetic sensors and situated on the ground in
the center of each parking space. Occupancy information is then routed over multiple
hops towards the base station, as depicted in Figure 2.3. This networks’s advantages over
wired systems are its substantially lower installation costs in already existing car parks
and its potential for being used for on-street parking spaces.
Electrical energy consumption monitoring In order to enable facility administration to real-
ize energy savings, the exact consumption data for a large amount of devices is measured
by the WSN described in [86]. It consists of sensors placed, for example, adapter-like in
power outlets or sub-distribution nodes, such as, fuse boxes. Consumption data is routed
to a central unit over multi-hop paths.
Machine surveillance and preventive maintenance In industrial applications used for ma-
chine surveillance and preventive maintenance, WSNs help to lower costs for wiring, which
can amount to $ 1000 per foot [146]. Moreover, WSNs can be employed and operated with less
effort in hazardous, inaccessible, or restricted areas. Ota and Wright [111] provide an overview
of these and further trends in this application area.
Condition-based maintenance for heating and air conditioning Tiwari et al. [146] describe
a WSN installed at a heating and air conditioning plant equipped with vibration, temper-
ature, pressure, strain, and other sensors. The data obtained from the sensors is collected
at a central location and analyzed offline.
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Figure 2.4: Real-world deployment of a WSN in a vineyard in Okanagan Valley, British Columbia. Data source:
[16]
Shipboard machine monitoring A WSN for British Patrol ships was evaluated at Loch Ran-
noch, an 132,000 ton oil tanker [88]. Using a multi-hop network, the system copes well
with the ship’s high metal content, which represents a tough environment for RF signals.
One-hundred-and-fifty accelerometers, attached to machinery, like the engine’s pumps
and motors, provide the data. Checks, which were conducted before every eight weeks
manually by operators using hand-held devices, connecting to one accelerometer at a
time, can now be performed automatically every 18 hours.
Precision agriculture Carrying out crop or livestock surveillance, sensor networks are ef-
fective means of status assessment, for example, the status of the animals’ health conditions.
Further, they offer recommendations, such as for appropriate harvest times.
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Vineyard The authors in [16] describe a wireless multi-hop sensor network, which was in-
stalled and evaluated in a vineyard. Deploying the nodes densely, they found out that
the mean temperature can vary by 35 % measured in heat summation units in as little
as 100 meters, which is a greater difference than the 20 % between Tuscany and the
Rhine region. This precise knowledge enables the winegrower to match wine grape types
to planting conditions more exactly. Further, the network enables high-resolution frost
warnings, allowing the winegrower to make a targeted use of irrigation systems to prevent
frost damage.
Figure 2.4 shows a cutout of the vineyard, which was equipped with wireless sensors,
and the obtained real-world sensor data. It helps the winegrower to better understand the
climatic conditions in the vineyard, enabling him or her to increase revenues. The sen-
sor nodes are depicted as circles. Different shades of the circles represent the minimum
temperatures obtained by the nodes during the first arctic outflow during the season. The
amount of bud damage due to frost is represented by the letters inside the circles. Bound-
aries define the areas planted in Auxerrois Blanc and Chardonnay.
First, this particular data indicates that elevation co-varies with temperature, but not per-
fectly. Further, it is evident that bud damage occurs only in the coldest areas. Roughly
summarized, the more cold-proof Auxerrois appears to be planted correctly in the lower
and colder areas. However, the temperature results indicate that the south-eastern part of
the Auxerrois area seems to be warm enough for Chardonnay. This is a tangible example
for information winegrowers are interested in, as the per-ton price of Chardonnay is often
as high as double than that for Auxerrois [16].
Virtual fences In order to implement virtual fences, cows are equipped with collar-mounted
wireless sensor nodes using GPS for location tracking [25]. When approaching a virtual
fence, a node plays a naturally occurring sound that is scary to the animals (e.g. a roaring
tiger). Furthermore, sensor nodes collect useful data, such as position traces, enabling
the creation of grazing models and response profiles for single animals. To move virtual
fences, new coordinates are propagated through the network in a multi-hop manner.
Medicine and health care In this area, the use of WSNs aims at the reduction of cost and
improvement of quality in patient monitoring and care. However, some issues are controversial
from the ethical point of view, such as the increased anonymity that could be incurred in certain
scenarios.
Fall detection In order to detect accidental falls of patients, Tabar et al. [142] developed a
WSN consisting of an accelerometer-equipped user-attached node and several wireless
image sensor nodes, installed near the ceiling on a wall or directly at the ceiling. Using
received signal strength measurement, position tracking is implemented. When there
is no movement observed for extended periods of time, this circumstance is reported.
To detect falls more promptly, a second mechanism is used: When an accelerometer-
equipped node attached to the user senses a likely fall, it triggers the most suitable image
sensor according to the position information. These sensors then process the data and
exchange local decisions to generate a report. Both sensor types cooperate to decrease
the number of false alarms.
12 Chapter 2. Background
Long-term monitoring The sensor network described in [151] enables continuous long-term
monitoring of assisted- and independent-living residents. Consisting of wirelessly con-
nected motion, body, indoor temperature, luminosity, pulse-oximeter, EKG, and other
sensors, the network tracks motion proactively and may receive queries for patients’ vi-
tal signs and environmental conditions. The authors stress that, since their system uses
wireless communication and self-management, high costs could be avoided.
Logistics WSNs are applied in logistics, providing the possibility of monitoring the delivery
of goods more precisely and thereby increasing efficiency. Further they help to lower the risk
of errors by reducing the number of interactions with personnel.
Cold chain management The cold chain management network described in [123] comprises
multiple tiers. At the lowest tier, it consists of sensor units, which collect temperature
data and are transported with the goods. The next-higher tier contains relay units, which
forward the data read from the lowest tier via a multi-hop route towards the access box,
the local master of the system, on the next-higher tier. Access boxes then report to the
data warehouse. This application demonstrates one of the evident strengths of WSNs: the
installation of a site in a retail store required about four hours for a network of 60 nodes.
Item tracking in a warehouse Evers et al. [60] developed a WSN to support the process of
transporting products from their bin locations over the expedition floor towards trailers,
which ship them to the customers. The proposed network aims at reducing the amount
of errors, such as wrong selection of items or item misplacement, at speeding up the
handling of items, and at reducing the size of the human work force. To achieve this,
each returnable transport item (RTI), such as a pallet or cart, is equipped with several
wireless sensor nodes. Besides providing a means of identification, these sensors mea-
sure environmental information, necessary to preserve the quality of goods like flowers,
and communicate with each other operating in a context-aware manner. Furthermore,
wireless sensor nodes are placed in a grid above the expedition floor serving as a basis
for localization, and providing the means of communication with a central coordinator,
for instance, to acquire the target to which RTIs are to be delivered or to report their
activities.
Telematics WSNs that consist of nodes built into cars or nodes embedded in the roadside are
employed, for example, in order to improve safety, reduce the length of travel or fuel consump-
tion.
Adaptive vehicle navigation Current navigational systems mainly rely on static maps and in-
formation provided via systems like TMC, which is however limited, since it has to
be compiled by a central traffic information center lacking granularity and timeliness.
Therefore, the WSN presented in [31] consists of nodes communicating via IEEE802.16
e/j [10]. They are built into vehicles that are capable of sensing speed and direction of
their neighbors and are also equipped with GPS receivers [48]. When inquiring the traffic
information of the roads towards the destination, a vehicle dispatches a query propagated
to nodes on these roads in multi-hop manner. After the query replies arrive at the inquir-
ing node, it determines a route based on information provided by the static map and these
replies.
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Application Target network size Deployment method Node size
Flood warning [14] 1 per 25 km of river manual small tower
Forest fire detection [73] 1000s manual not specified
Noise pollution monitoring [128] 100s manual brick
Habitat monitoring [97, 141] 10s–100s manual matchbox
Light control [133] 1000s manual matchbox
Motion monitoring [21] 1000s manual matchbox/brick
Car park management [17] 100s–1000s manual matchbox
Energy consumption monitoring 100s–1000s manual matchbox
[86]
Condition-based maintenance for
heating and air conditioning [146]
1000s manual matchbox
Shipboard machine monitoring [88] 1000s manual matchbox
Vinyard monitoring [16] 100s–1000s manual matchbox
Virtual fences for cattle [25] 100s–1000s manual brick
Fall detection for persons in care <10 per room manual matchbox
[142]
Long-term patient monitoring [151] 10s per room manual matchbox
Cold chain management [123] 1000s manual/automated matchbox/brick
Item tracking in a warehouse [60] 1000s manual/automated not specified
Adaptive vehicle navigation [31] millions automated built into car
Collision warning system [140] 10s to millions manual brick
Table 2.2: Comparison of WSN applications: target network size, deployment method, node size
Collision warning system To reduce the number of unexpected accidents on curved roads,
Sung et al. [140] developed a multi-tier collision warning system. At the lowest tier, the
network consists of nodes deployed in the center of the road lane, equipped with magnetic
sensors to detect vehicles. These nodes report detections to sink nodes, which belong to
the second tier and are installed at the roadside. Sink nodes propagate data in multi-hop
manner towards base stations at the third tier, which aggregate and analyze it and then
provide the results of this analysis to vehicles within transmission range. The motivation
for situating the propagation step in the second tier are the poor communication capabil-
ities of the sensor nodes in the lowest, first tier, given their in-road deployment.
Tables 2.2 and 2.3 provide an overview of the key properties of the application examples
presented above.
2.1.2.1 Comparison of Applications
In Table 2.2, the target network and node sizes, as well as, deployment methods are presented
for each application. The target network size does not represent the size of the networks used
for evaluation in the cited publications, but the estimated size of the deployment as it is planned,
once the networks leave the test phase. Table 2.3 provides information on mobility, network
graph topology, and the degree of evaluation.
Strikingly, when looking at the target network sizes, it is evident that a majority of the
applications is designed for hundreds of nodes or more when deployed, although this fact is not
yet reflected by the sizes of the networks used for evaluation. Nonetheless, when many of the
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Application Mobility Network graph
topology
Degree of evaluation
Flood warning [14] static multi-hop/-tier medium-scale test deployment
Forest fire detection [73] static multi-hop simulation
Noise pollution monitoring [128] static one/multi-hop/ small-scale test deployment
-tier
Habitat monitoring [97, 141] static multi-hop/-tier medium-scale test deployment
Light control [133] static single-hop testbed
Motion monitoring [21] static multi-hop medium-scale test deployment
Car park management [17] static multi-hop small-scale test deployment
Energy consumption monitoring static multi-hop not specified
[86]
Condition-based maintenance for static single-hop small-scale deployment
heating and air conditioning [146]
Shipboard machine monitoring [88] static multi-hop/-tier large-scale test deployment
Vinyard monitoring [16] static multi-hop/-tier medium-scale test deployment
Virtual fences for cattle [25] cattle mobility multi-hop small-scale test deployment
Fall detection for persons in care static/patient single-hop small-scale test deployment
[142] mobility
Long-term patient monitoring [151] static/patient single-hop, small-scale test deployment
mobility multi-tier
Cold chain management [123] static/good multi-hop/-tier medium-scale test deployment
mobility
Item tracking in a warehouse [60] static/good multi-tier not specified
mobility
Adaptive vehicle navigation [31] car mobility multi-hop numerical evaluation
Collision warning system [140] static multi-hop/-tier small-scale deployment
Table 2.3: Comparison of WSN applications: mobility, network graph topology, degree of evaluation
described networks like noise pollution monitoring, virtual fences, and car park management
become operational, their deployment is only reasonable at larger scales.
Given the nature of many applications, such as energy consumption or shipboard machine
monitoring, it is only possible to deploy sensor nodes manually with the help of standard tools.
Naturally, there is the alternative of building sensor nodes into the objects which are to be
monitored, such as power outlets or ship engines. An example for such built-in sensors is
provided by the adaptive vehicle navigation application.
When examining the mobility properties of the discussed applications, it becomes apparent
that most of them are static. In case there is mobility, the node movement follows the entities
observed, such as cattle, goods, or cars, whose mobility models differ substantially. Therefore,
it is not possible to make assumptions about a general node mobility model for WSNs.
Similar to mobility, there is a predominant topology type: multi-hopping. There are dif-
ferent reasons for this. First, multi-hopping copes well with an environment which is hostile
to the propagation of RF signals, such as the engine room of a tanker. Second, in many cases,
multi-hopping can decrease overall energy consumption by using shorter links and reducing the
amount of contention for the medium, as described in Section 2.1.5.4.
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2.1.3 Envisioned Future Applications
When designing communication protocols for WSNs, it is helpful to keep in mind the current
and possible future applications. Although it is a challenging task to predict future develop-
ments, still it is possible to observe current trends and use them to derive prognoses. The
prognoses, which I describe further below, can be summarized as follows:
In the future, people will be surrounded by wirelessly-networked nodes, which are
embedded everywhere, in living rooms, office buildings, or natural parks. They
will work to make everyday life more efficient and more convenient. In order to
detect the state of the environment and to recognize the wants of their creators,
these nodes will be equipped with sensors and thus constitute an extremely large-
scale wireless sensor network.
Depending on the perspective of the author, different visions have been devised:
Ubiquitous computing The first vision containing the above elements stems from Marc Weiser
of Xerox PARC and is called Ubiquitous Computing [154, 155]. Weiser emphasizes the
notion of a disappearing technology, which weaves itself into the fabric of everyday life
until it is indistinguishable from it. Seeing PCs, notebooks, and other devices only as
transitional steps, he compares the coming age of disappearing technology to spoken
language or electrical wires in today’s buildings.
Pervasive computing In contrast to the academic, idealistic, and human-centered vision of
ubiquitous computing, the term pervasive computing [129] was mainly coined by the
industry [100]. It has the same core idea, however, with the primary aim of realizing the
elements of the vision in the context of electronic commerce and web-based business-
process scenarios. Some authors [57, 42] link ubiquitous and pervasive computing to
the notion of smart environments, i.e. environments making use of ubiquitous/pervasive
sensing and actuating.
Ambient intelligence There are many similarities between ubiquitous computing and ambi-
ent intelligence [54], which is promoted by the European Union. It is envisioned as a
retreated, cautious technology surrounding people, placing a strong emphasis on user-
friendliness and some form of artificial intelligence that controls its actions. For instance,
a possible implementation could include agents negotiating with other agents on behalf
of the user.
Internet of things The concept of the Internet of things [53] was formulated by Auto-ID Cen-
ter [55], now EPCglobal, Inc., which consists of over 100 global companies, such as
Procter & Gamble, Unilever, but also research centers like the Massachusetts Institute
of Technology or the University of Cambridge. EPCglobal aims at establishing an in-
frastructure for RFID tags built into billions of everyday objects constituting a global
Internet of things. However, the term is also used to refer to ubiquitous computing, such
as in [100].
Besides the probably most prominent visions described above, there are also some less-
known instances, such as:
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Proactive computing More technology-centered, the vision of proactive computing encom-
passes three aspects: (1) Proactive computing systems will be physical, i.e. connected to
the world around them via sensors and actuators; (2) they will be part of reality, so they
will routinely respond to external stimuli; and (3) humans will “stand above” computing
systems and not within, as they do now. Therefore, proactive computing appears to imply
a similar set of functions as ubiquitous computing.
Data space In data space [76], the world is covered by administrative and also geometric cubes
of data. An administrative data cube encapsulates an entity, such as a room, a building,
a street, or a city. The cubes are populated by a number of physical objects locally
producing and storing data. User queries can navigate through the data space and retrieve
this data. When trying to integrate data space with one of the above visions, it is easy
to imagine that this is possible: in order to be able to determine actions by processing
sensor readings, they not only have to be read, but also stored and made available within
the ubiquitous network.
In summary, there are different overlapping visions for the future wireless sensor network,
which share a common idea, as discussed above. Concerning network topology, it is evident
that all of the visions include extremely large networks which consist of mostly static nodes, as
well as, some nodes with sporadic mobility.
2.1.4 Hardware
When network protocols are discussed, the underlying hardware always also needs to be con-
sidered. Therefore, in this section, a short outline of current WSN hardware is provided.
There are several different commonly used node platforms. Most of them have their roots
in academia, since in recent years, WSNs have been mainly subject to basic research. Next, I
provide some examples of more widely used WSN platforms:
Berkeley motes The development of motes [65] started in the late 1990s at the University of
California at Berkeley, partially in cooperation with Intel. Successors of these first motes,
such as the MicaZ [44] (depicted in Figure 2.5 (a)), were brought to market by Crossbow
Technology, Inc. These nodes usually run TinyOS, an operating system also developed
at Berkeley, use microcontrollers from the Atmel family, and offer the possibility to con-
nect additional boards. Using a similar design, the Telos sensors [116] were introduced
in 2005, commercially available from the Sentilla Corporation. Telos was built from
scratch after the lessons learned from previous mote designs. The design goals were a
reduced power consumption, as well as, an improved ease of use and robustness. Table
2.4 presents a brief overview of the Berkeley mote family.
Eyes In the context of the Energy-efficient Sensor Network project [61], funded by the Euro-
pean Union, the Eyes nodes were developed by the University of Twente. They use a
Texas Instruments MSP 430 microcontroller, an Infineon TR 1001 transceiver, and con-
nect to a PC via USB.
BTnode Developed by the ETH Zu¨rich in the context of different research projects, these nodes
[58] use Atmel ATmega 128L microcontrollers and Chipcon CC 1000 radios, sharing
many similarities with Mica2 nodes.
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(a) (b)
Figure 2.5: Example sensor nodes: (a) MicaZ node, (b) SunSPOT. Photo sources: [157, 158]
Node WeC Ren Dot Mica Mica2Dot Mica2 Telos
Year 1998 1999 2000 2000 2001 2002 2002 2004
Microcontroller
IC AT90LS8535 ATmega163 ATmega128 TI MSP430
Flash ROM (kB) 8 16 128 48
RAM (kB) 0.5 1 4 10
Onboard memory
IC 24LC256 AT45DB041B ST M25P80
Size (kB) 32 512 1024
Radio TR1000 TR1000 CC1000 CC1000 CC2420
Interface
Extension pins none 51 51 none 51 19 51 16
PC Communication IEEE 1284/RS232 USB
Integrated sensors no no no yes no no no yes
Table 2.4: Comparison of members of the Berkeley mote family. Data source: [116]
ScatterWeb The Freie Universita¨t Berlin developed a family of nodes [131] ranging from
standard devices equipped with a Texas Instruments MSP 430 microcontroller and the
RFM TR 1001 radio (see Table 2.5) to more exotic nodes embedding web servers, as
well as, offering a wide range of connection possibilities, such as CAN support.
Table 2.5 shows key data of nodes from each of the above groups or families. The EYES
and the ScatterWeb nodes use relatively energy-saving microcontrollers. At the same time, also
the least power-consuming memory is built into the ScatterWeb node. Looking at the PC com-
munication interfaces in both tables, 2.4 and 2.5, newer nodes tend to have more sophisticated
interfaces, such as USB and Bluetooth. The parameters of the radios used by the platforms in
Tables 2.4 and 2.5 are presented in Table 2.6.
Some WSN radios offer the capability to tune the transmitted power, which naturally has
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Mica2 Telos EYES BTnode ESB
ScatterWeb
Developer Crossbow UC Berkeley Uni. Twente ETH Zuerich FU Berlin
Year 2002 2004 2003 2004 2005
Microcontroller
IC ATMega128L MSP430F1611 MSP430F149 ATMega128L MSP430F149
Speed (MHz) 7.37 0.4–8 5 7.37 ?
Architecture 8 bit RISC 16 bit RISC 16 bit RISC 8 bit RISC 16 bit RISC
Flash ROM (kB) 128 48 60 128 60
RAM (kB) 4 10 2 4 2
Power, active (mA) 8 4 3.2 8 3.2
per 1 MHz (mA) 1.09 0.5 0.64 1.09 ?
Power, sleep (µA) 15 2 1.6 15 1.6
per 1 MHz (µA) 2.04 0.25 0.32 2.04 ?
Wakeup time (µS) 180 6 6 180 6
Onboard memory
IC AT45DB041B ST M25P80 ST M25P40 62S2048U MC 24LC64
Type Flash Flash Flash SRAM EEPROM
Non-volatile yes yes yes no yes
Size (kB) 512 1024 512 240 64
Power, idle (µW) 5 150 150 ? 0.03
per 100 kB (µW) 0.98 14.65 29.3 ? 0.05
Power, read (mW) 10 12 12 ? 0.15
per 100 kB (mW) 1.95 1.17 2.34 ? 0.23
Power, write (mW) 37 45 45 ? 0.3
per 100 kB (mW) 7.23 4.39 8.79 ? 0.47
Radio CC1000 CC2420 TR1001 CC1000 TR1001
Interface
Extension pins 51 16 14 55 24
PC Communication RS232 USB RS232/ Bluetooth/ RS232/
JTAG JTAG JTAG
Integrated sensors no yes no no yes
Recommended OS TinyOS TinyOS PeerOS none none
(TinyOS) (TinyOS)
Size (mm × mm) 32 × 58 32 × 65 ≈ 32 × 92 32 × 58 ≈ 45 × 54
Table 2.5: Comparison of widely-used WSN nodes. Data source: [15]
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CC1000 CC2420 TR1000 TR1001
Manufacturer Chipcon RF Monolithics
(now Texas Instruments)
Max data rate (kbps) 76.8 250 115 115
RX power (mA) 9.6 18.8 3.8 3.8
TX power (mA/dBm) 27.7/10 17.4/0 12/1.5 12/0
Powerdown power (µA) 0.2 20 0.7 0.7
Modulation FSK O-QPSK OOK/ASK OOK/ASK
Table 2.6: Comparison of widely-used wireless sensor network radios. Data sources: [15, 38, 39, 116, 121, 122]
Chipcon CC1000 (868 MHz 20 to 5 dBm)
Chipcon CC1000 (433 MHz, -20 to 10 dBm)
0 5 10 15 20 25 30 35 40 45 50
Crossbow MICAz (2.4 GHz, -10 to 0 dBm)
Crossbow IRIS (2.405 GHz, -17 to 3 dBm)
Chipcon CC2420 (2.4 GHz, -25 to 0 dBm)
Chipcon CC1100 (868/915 MHz, -6 to 10 dBm)
Chipcon CC1100 (433 MHz, -6 to 10 dBm)
   , -    
mA
Figure 2.6: Power consumption of common tunable wireless sensor network radios. Data sources: [38, 39, 43, 44,
121, 122]
an effect on their overall energy consumption, as depicted in Figure 2.6. The horizontal bars
represent the spectrum of energy consumed by the radios between (and including) the lowest
and the highest output power setting, which is identified in the captions on the left.
Examining the data, it is evident that there is always a basic amount of power needed to run
the radio electronics constituting a basic, always-present overhead, so that there is only a weak
correlation between consumed and transmitted power. To provide an example, the Chipcon
CC1000 transceiver (433 MHz) draws 5.3 mA, when tuned to 0.01 mW (i.e. -20 dBm) of
output power, its lowest setting. In contrast, at its highest setting, 10 mW of output power (i.e.
10 dBm), it draws 26.7 mA. Hence, although tuned to only a thousandth of the output power in
its lowest setting, the radio still consumes roughly 20 % of the power consumed in the highest
setting.
Given the broad spectrum of challenges in WSNs, many different, sometimes exotic, node
designs have been devised, such as the SunSPOT nodes (depicted in Figure 2.5 (b)). Manu-
factured by Sun Microsystems, they run a fully capable J2ME CLDC 1.1 Java virtual machine
[139]. Other node designs are, for example, driven by the development of new operating sys-
tems, such as the SNoW [15] running the newly developed SmartOS. An overview of current
and past WSN node designs can be found in [59].
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Figure 2.7: Communication zones around a sender
2.1.5 Communication
When designing protocols for WSNs, it is important to take the wireless medium into consider-
ation, since it fundamentally differs from the wired being, for instance, much less reliable. This
subsection provides a short summary of the key properties of wireless communication.
2.1.5.1 Transmission Zones
In an ideal model without obstacles, with sender and receiver situated in a vacuum, three con-
centric zones surround the sender, as depicted in Figure 2.7 [132]:
Transmission zone This is the innermost zone. A successful transmission to a receiver in this
zone is possible. Naturally, it is detectable by other receivers in this zone and it also
disturbs other signals.
Detection zone Within this zone, a receiver is able to detect the transmission originating at
the sender, but the error rates are too high to receive valid data. At the same time, a
transmission also disturbs other signals in this range.
Interference zone Inside this zone, a transmission originating at the sender interferes with
other transmissions, although it is not detectable.
However, it is important to remark that the above model serves only well to form a rough
impression of the real communication properties. To provide a more precise description, it
should be mentioned that there are no clear borders between the above zones. For illustration,
the model for a transmission zone of the Berkeley Mica mote is depicted in Figure 2.8, based on
the data from [156]. In the model, the probability of a successful reception of a packet depends
on the location of the receiver relative to the sender.
2.1.5.2 Path Loss
Assuming a sender with an ideal, omnidirectional antenna as a point in space, the signal gener-
ated by this antenna moves away from it as a wave with a spherical shape. The sphere grows as
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Figure 2.8: Probabilistic model of a transmission zone by Woo et al. [156]
the signal propagates. Therefore, with distance d increasing, the surface s of the sphere grows
according to s = 4pid2. The received power is even 1dγ , with path loss exponent γ = 2.
In the real world, depending on the environment and the obstacles situated in the propaga-
tion area, the path loss exponent is often considerably higher. For a fuller discussion of these
matters, the interested reader is referred to the article by Sohrabi et al. [134].
2.1.5.3 Environmental Effects
Depending on the properties of the area in which sender and receiver are situated, further effects
can be observed, such as the following, which are also illustrated in Figure 2.9:
Blocking The propagation of a signal is blocked by an obstacle. This effect is also known as
shadowing.
Reflection A signal is diverted into another direction by an object, which is large compared
to the wavelength, enabling sender and receiver to communicate without line-of-sight.
Typically, the object absorbs some of the signal’s power.
Refraction Signal waves are refracted, since their velocity depends on the medium through
which they travel. Thus, for example, waves entering a denser medium are bent towards
this medium.
Scattering This effect can be observed, when the size of the object the waves collide with is
in the order of a wavelength or less. Scattering results in a pattern with varying signal
strength, depending on the receiver’s location.
Diffraction The signal waves are deflected at an edge of a large object and propagated into
different directions. Similar to scattering, diffraction also leads to varying signal strength
patterns depending on the location of the receiver.
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Figure 2.9: Environmental effects on signal propagation, assuming a wave length in the order of tens of cm
Delay spread Due to multi-path propagation, the original signal arrives at the receiver at dif-
ferent points in time. The effect may lead to intersymbol interference: the energy repre-
senting one symbol arrives at a time when another signal is expected to be received.
Short-term fading Fluctuations in received power caused by the fast movement of sender or
receiver. The channel characteristics change rapidly, given the above effects.
Long-term fading Variations in received power caused by the slow movement of sender or
receiver. The channel characteristics change gradually, given the above effects.
The above overview assumes a wavelength in the order of tens of cm, which is typical
for WSNs. A comprehensive description of these and further effects on signal propagation is
provided by [132].
2.1.5.4 Multi-Hopping
Given the typical application areas and hardware properties of WSNs, multi-hopping has be-
come a widely-used technique.
In a 1-hop network, there is no need for topology control, since all nodes are members of
the same clique. Therefore, it is interesting and legitimate to ask: why is a multi-hop network
created, incurring the need for topology control, if it appears much more straightforward to use
a 1-hop topology?
The following reasons can be cited for preferring multi-hop over single-hop WSNs:
Obstacles Real WSN application scenarios contain a vast range of possible obstacles, such as
rocks, hills, dense vegetation, walls out of reinforced concrete, or machinery. Among
other effects already described above, obstacles can block or attenuate the signal. There-
fore, multi-hopping can be used to route communication around them.
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Figure 2.10: Snapshot of communication in a multi- (a) and a single-hop network (b)
Reduced contention, increased capacity Assuming a large WSN with 100s or 1000s of nodes,
such as, for example, described in [9], in a 1-hop network, communication patterns typ-
ically encountered in WSNs could not be realized due to the extremely high amount of
contention for the medium. In a multi-hop network, in contrast, communication can
take place in parallel and only neighboring nodes within each other’s transmission range
compete for the medium.
Figure 2.10 illustrates this issue. It shows a multi- (a) and single-hop (b) network con-
sisting of 13 nodes, as well as, the nodes’ idealized communication ranges. Arrows
between the nodes depict transmissions at the current time. In the multi-hop case (a),
the transmissions from e to b,c, f , a to m, and d to i run successfully in parallel. Only
the transmissions of h and o collide, since n receives both of them at the same time. In
contrast, in the single-hop case depicted in Figure 2.10 (b), all of the transmissions fail
due to collisions, as the entire network is a clique.
Physical properties Whether multi-hopping by itself —without considering the above aspects—
saves, or even consumes more energy, highly depends on the distance between sender and
receiver, the concrete hardware, and the properties of the environment. The popular belief
that multi-hopping leads to reduced power consumption is based on the fact that signal
power decreases quadratically with increasing distance from the sender—assuming the
basic (and also optimistic) model in which the signal is imagined as an expanding sphere
around the sender (as described in this section). In principle, this conception is correct.
However, it does not take into account the non-radiated energy consumed by radios, as
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Figure 2.11: System power as a function of transmission distance for one, two, three, and four hops. Data source:
[30]
depicted in Figure 2.6 (see Section 2.1.4), which supports the argument that a lower
amount of hops saves energy.
In contrast, an argument for increasing the number of hops is that the path loss exponent
encountered in the real world is considerably higher than 2. Merrill, Sohrabi, et al. [101,
134] demonstrated in real-world experiments that typical path loss exponents are rather
a multiple of 2 on average for likely WSN scenarios: 3.0 in a concrete and steel parking
structure on the UCLA campus (car park management application from Section 2.1.2),
3.5 on top of a wall made out of crushed limestone (noise pollution application), 3.6 in
tall grassy fields with few tall bushes, and even 5.0 in a bamboo jungle [134] (both habitat
monitoring applications).
Chandrakasan, Min, and their colleagues [30, 105] shed light on this issue, producing
the data depicted in Figure 2.11. Using representative power consumption parameters
for commodity of the shelf-based WSN nodes, the figure shows what transmitted and re-
ceived power is needed to communicate over a particular transmission distance using one,
two, three, or four hops. Obviously, a general statement pro or contra multi-hop can only
be wrong. Until 29.4 m of distance, the 1-hop communication is the most efficient. But
since increasing distance leads to an excessive path loss, the 2-hop communication be-
comes the most efficient beyond 29.4 m until 50.9 m. The effect repeats, so that between
50.9 m and 72.7 m, three, and beyond 72.7 m four hops are most efficient. In summary,
this leads to the conclusion that there exists an optimal number of hops given a certain
combination of transmission distance, radio hardware, and environmental conditions.
In [30, 87, 105] further information on the efficiency of multi-hopping can be found.
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Figure 2.12: A connected 5-hop dominating set with example communication endpoints A, B, C, and D
2.2 Motivation for CkDS Formation
Figure 2.12 depicts a connected 5-hop dominating set, i.e. a CkDS with k = 5, in a WSN. For
a definition of a CkDS refer to Chapter 1 (Definition 1 on page 1). In Figure 2.12, dominating
nodes are represented by larger circles and connected using bold lines. For some of the domi-
nating nodes (the arbitrary selection only serves the purpose of illustration) on the left side of
the network, idealized communication ranges are depicted. By convention, a node that is situ-
ated in the center of an idealized communication range, is able to communicate with all other
nodes whose center is within the boundaries of the same range.
The fact that the depicted dominating set in Figure 2.12 is a CkDS with k = 5 is illustrated
using four nodes, A–D: Nodes A and B are three hops away, node D is two hops away from
the CkDS. k = 5, since the shortest distance between C and its closest dominating node is
5, and there is no greater shortest distance between any non-dominating node and its closest
dominating node in the network.
In WSNs, CkDS are constructed for various reasons, which are described in the next sub-
sections. Finally, this section is concluded with a discussion on why to prefer CkDS over CDS.
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Figure 2.13: Long-range communication in a CkDS with k = 5 between routing endpoints A and B, C and D, E
and F
2.2.1 Reduction of Overhearing, Idle Listening, and Collisions
Depending on the density of nodes in a WSN, not all of them are needed, if the purpose of
the network is, for example, to ensure a certain amount or coverage or to enable long-range
communication. With increasing node density, the risk of overhearing, idle listening, and col-
lisions grows considerably, as shown in [167]. This can be explained by a higher amount of
nodes competing for the medium at the same time. By creating a CkDS, as depicted in Figure
2.12, topology control eliminates nodes from the network topology which are not necessary to
achieve a defined amount of connectivity but may lead to an increased occurrence of overhear-
ing, idle listening, and collisions.
In Figure 2.13, a possible communication scenario using a CkDS is illustrated. The routing
paths between node pairs {A,B}, {C,D}, and {E,F} are depicted by dotted lines. The pair
{E,F} communicates over a short range directly, without using the CkDS. In contrast, pairs
{A,B} and {C,D} communicate over a long-range employing CkDS links, to reduce the amount
of the discussed effects.
Typically, in CkDS with larger k, such as in the example from Figure 2.12, most dominating
nodes have between 2 and 3 dominating neighbors, i.e. their dominating degree is ∈ [2,3]. This
is not only evident from the figure, but confirmed empirically in the results chapter of this
thesis (see Section 5.2.7). If not using a CkDS, the degree of nodes is mostly on the order of 5
to 10 even in sparse networks, which can be observed in Figure 2.15 and was as well confirmed
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Figure 2.14: Duty cycling in S-MAC [167]
empirically. Moreover, the dominating degree is also the reason why CkDS are preferred over
CDS (i.e. CkDS with k= 1): in CDS, the dominating degree and thus also the contention for the
medium is much higher than in CkDS (with k ≥ 2, assuming that most of the communication
takes place on top of the dominating set).
2.2.2 Lower Duty Cycles and Delays
Many state-of-the-art medium access control (MAC) protocols for WSNs, such as S-MAC
[167] or TRAMA [119], use some type of duty cycling to save energy. Each of the cycles
or wake-up periods is divided into a listen and a sleep period, as depicted for S-MAC in Figure
2.14. During the sleep period, the radio changes into powerdown mode (if no communication is
pending), which consumes by several orders of magnitude less energy, as described in Section
2.1.4 and shown in Table 2.6.
In S-MAC, for example, a listen period is further subdivided into periods in which the
nodes listen to different frame types, as also shown in Figure 2.14: synchronization (SYNC)
and request to send (RTS). A duty cycle is defined as the ratio between the length of the listen
period and the length of the cycle [87]. Naturally, with lower duty cycles, the amount of energy
consumed by the radio decreases drastically.
In large-scale WSNs, such as described in [9], with hundreds or thousands of nodes, long-
distance communication can be expected to constitute a major portion of the overall traffic.
Without using topology control, all nodes could be switched to a low duty cycle of, for instance,
3 %. However, this would incur high delays, since nodes would be sleeping for 97 % of the
time (in case there is no pending communication). So at each hop, a packet would have to
wait up to 97 % of the cycle (or even more, in case it e.g. does not win the competition for
the medium), until being able to reach the next hop. At the same time, it has only up to 3 %
of the cycle to win the medium. When routes consist of tens of hops, the per-hop delays sum
up to a considerable total delay. Moreover, note that many WSN MAC protocols, including
[119, 167], use synchronization to enable the nodes to wake up at the same time given a certain
amount of clock drift. Evidently, the lower the duty cycles become, the greater the need for
synchronization can be expected.
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Employing topology control, long-distance communication can be concentrated on top of
the CkDS, using an appropriate routing protocol, and non-dominating nodes can switch to much
lower duty cycles to save energy. This way, only the short paths towards the CkDS incur the
undesirable delays known from networks without topology control, while the paths on top of
the CkDS exhibit only minimal delays. Non-dominating nodes constitute a vast majority in
the network, as shown empirically in Section 5.2.6 and Figure 5.7, so that adjusting their duty
cycles represents a key approach to substantial energy savings. Figure 2.14 depicts the wake-up
periods of nodes A and B with duty cycles of 20 % and 2 %. Moreover, since medium to high
duty cycles can be used at dominating nodes, the need to synchronize their schedules can be
eliminated.
To provide a concrete example, assume that all non-dominating nodes in Figure 2.13 run at
a 2 % duty cycle, while all dominating nodes run at 20 %. The node pairs {A,B}, {C,D}, and
{E,F} communicate with each other using multi-hop routes. In the case of {C,D}, the packets
are first routed from the communication endpoint C towards the CkDS using non-dominating
nodes. Since, on this path, nodes run at a 2 % duty cycle, the typical, undesirable delay known
from networks without topology control is incurred. On the other hand, non-dominating nodes,
constituting a vast majority, can sleep for 98 % of the time. Thereafter, packets travel on top
of the dominating nodes from K to J. Along this section of the path, nodes run at a relatively
high duty cycle, so that the delay caused by this part of the path is minimal. Finally, the packets
are routed from J to D along non-dominating nodes with a higher per-hop delay. If there is no
reasonable path over the CkDS, as in the case of {E,F}, the underlying routing protocol should
choose a path over non-dominating nodes, as illustrated in Figure 2.13.
2.2.3 Reduction of Broadcast Storm Problem
The broadcast storm problem consists of the following subproblems [108]:
Collisions and Contention As a first problem, collisions are highly probable during flooding,
since, in most cases, there is no effective backoff mechanism in MAC protocols for broadcasts.
For example, carrier sense multiple access with collision avoidance (CSMA/CA), used in IEEE
802.11 [91], specifies that a node has to start a backoff procedure directly after transmitting
a message, or, when the node intends to transmit but the medium is busy and the previous
backoff has been conducted. However, this mechanism is only helpful to a limited degree during
network flooding, i.e. the network-wide propagation of broadcasts during the route discovery of
most routing protocols, including AODV [115], multi-path AODV [99], DSDV [114], or even
the more exotic protocols described in [28] or [63].
For an illustration of this issue, assume a scenario in which node U broadcasts a packet m,
which is heard by several of U’s neighbors. If the medium in which U is situated has been quiet
for a sufficient amount of time, all of U’s neighbors may have passed their backoff procedures.
Naturally, there is also no RTS/CTS forwarding dialog in broadcast communication. Therefore,
during the typical route discovery phase of routing protocols, all of U’s neighbors, constituting
the set Y , with l = |Y |, that have not yet been involved in discovery, retransmit an altered version
of packet m at approximately the same time. Obviously this leads to a collision, which presents
two serious drawbacks: First, the packet has been broadcasted by l nodes without any benefit.
Second, the links between the members of Y and the nodes that could have received and made
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Figure 2.15: Route discovery without (left) and with topology control creating a CkDS (right)
use of their broadcasted packets are not set up. This may result in an inferior route quality or
even in not finding a route towards the destination.
Redundancy and Overhead As discussed above, during flooding, all nodes in the network
except the destination node send one broadcast, which is typically received by all of their neigh-
bors (assuming ideal communication radii). In other words, let the average node degree be a
and number of nodes be n, then, during flooding, the route request is transmitted n− 1 times
and received approximately (n−1) ·a times. This is illustrated in the left half of Figure 2.15 for
source A and destination B. Naturally, flooding has devastating effects on power consumption,
since reception is nearly as expensive as transmission in terms of energy, as shown in Section
2.1.4 and Table 2.6.
Instead of the broadcast storm, a different approach can be chosen: Assume that each node
X , willing to serve as routing endpoint, announces its existence to nearby CkDS nodes. This can
be realized using, for instance, a random walk. The information maintained at the CkDS can
be the path towards X . For a concrete example, consider the right half of the network depicted
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in Figure 2.15: Node B has initiated a random walk leading a packet towards node D. At node
D, the route recorded by the packet, i.e. 〈B,E,D〉, is saved. Notice that a random walk consists
only of unicasts, so that each transmitted packet is received exactly once (without considering
further effects at the MAC layer).
Based on the above preparatory work, a discovery can be performed in a straightforward
manner: The source node sends out a discovery packet, which reaches the CkDS using, for
instance, a random walk. After arriving at the CkDS, the packet visits all of its nodes, finding
the necessary information about the destination. To illustrate this approach, consider the ex-
ample in the right half of Figure 2.15: Node A intends to find a route to node B. Therefore, A
sends out a discovery packet on a random walk until reaching the CkDS. From this point on, the
packet follows all links to other CkDS nodes, splitting appropriately. Having arrived at node D,
the discovery packet notices the routing information towards B, and the discovery concludes.
Using this procedure, there is not a single broadcast involved in the discovery. If assuming that
20 % of the nodes in the network belong to the CkDS, then the discovery has incurred only
approximately 0.2 ·n+6 transmitted and the same number of received packets. Moreover, also
the above-discussed problems concerning collisions and contention have been solved, since
unicast communication is much more resistant to collisions, employing e.g. RTS/CTS, as dis-
cussed above, and much fewer nodes compete for the medium, if only CkDS nodes are used for
long-distance packet propagation.
2.2.4 Approximation of Area Coverage
One of the most important and common functions of WSNs is area coverage. However, the
concrete degree of area coverage desired might not be known at network setup, or it might vary
depending on temporary conditions, such as mating seasons of observed animals in the habitat
monitoring application (see Section 2.1.2). To cope with these challenges, the number and
density of nodes needs to be adjusted during the operation time of the network. Unfortunately,
it is a laborious task to change the real topology on-the-fly. Instead, topology control—and
more concretely CkDS—can be utilized to provide the desired degree of area coverage by
modifying the virtual topology.
Consider the example network presented in Figure 4.3. For the sake of simplicity (and
without loss of generality), the nodes are positioned in a grid pattern at a diagonal distance d that
equals the idealized sensing and communication range of a node. Thus, for the depicted CkDS
k= 11. Evidently, all events with a diameter larger than approximately 2 ·k ·d would be detected
by a node in the CkDS (assuming a convex shape of the event). The k-parameter can be adjusted
according to the size of the event that needs to be identified. Moreover, tracking of mobile
events that necessarily cross CkDS paths when relocating represents a further application.
2.2.5 Rendez-Vous Areas
Instead of flooding the entire network with a certain type of information, such as particular
software updates, that is needed only by a few nodes, the CkDS can be employed as a rendez-
vous area, in which information is disseminated or exchanged. Nodes interested in a certain
type of information then only need to look on top of the CkDS. Figure 2.15 illustrates the
difference between these two options, if assuming that node A is the information provider and
node B the information consumer.
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2.2.6 CkDS versus CDS
It should be remarked that the above arguments are not only valid for CkDS but to a certain
degree also for CDS, which are basically CkDS with k = 1. This has been recognized early,
so that many approaches for the construction of CDS, discussed in Section 3.1, have been
proposed. However, the observed effects, such as a lower communication overhead and overall
routing delays, are much more pronounced in CkDS, since for k ≥ 2 they are typically much
smaller than CDS. For example, there is a much lower probability of collisions in CkDS with
higher k than in CDS, since the average degree of dominating nodes in a CkDS tends to be much
lower than in CDS. Moreover, since traffic can be concentrated to a greater extent on dominating
nodes, the duty cycles of non-dominating nodes can be scaled down to a higher degree, saving
greater amounts of energy. Similarly, rendez-vous areas, whose size directly corresponds to
the number of dominating nodes, can be much smaller than when employing CDS and, further,
using CkDS their size can be adjusted. The same applies to the approximation of area coverage,
which is easily adjustable in CkDS, but static in CDS.
For further discussions alluding to the topic of this section refer to [11, 47, 108, 130, 165,
167].
2.3 Summary
This chapter provided background information relating to the topic of this thesis. It started
by discussing different aspects of WSNs and thereafter shed light on the motivation for the
construction of CkDS.
The first sensor networks were deployed as early as in the 1940s. Only many decades later,
wireless packet radio technology reached maturity in the 1970s and 1980s, paving the way for
wireless sensor networks (WSNs) emerging in the 1990s. Currently, there is a broad range
of applications for WSNs, including, for instance, flood warning, cold chain management, or
vineyard monitoring. The commonality of most of these applications is that their topology is
static. In the future, WSNs are expected to help realize the visions of ubiquitous computing and
ambient intelligence.
A variety of WSN platforms has been devised. Characteristic of all of them is that transmit-
ting and receiving one bit over the radio is more expensive than processing one instruction by
at least an order of magnitude. Further, the properties of the wireless medium make the com-
munication in WSNs more complex. For example, whether a transmission will be successful
cannot be properly described by means of unit discs, but only using a two-dimensional recep-
tion probability landscape. To cope with the challenges presented by the wireless medium,
multi-hopping is employed in many WSNs. It enables an efficient use of transmission power,
helps to circumvent obstacles, and reduces the amount of contention for the medium.
There are several reasons to utilize CkDS in WSNs. First, by thinning out the topology,
CkDS help reduce the amount of overhearing, idle listening, and collisions. When employing
CkDS, it is further possible to concentrate communication traffic on top of the CkDS and as-
sign lower duty cycles to non-CkDS nodes, saving substantial amounts of energy and reducing
delays. Similarly, CkDS can alleviate the broadcast storm problem. A function that is of partic-
ular importance for WSNs, is area coverage. Given the ability to tune the dominating distance,
CkDS even provide a flexibly adjustable amount of coverage. The CkDS can furthermore be
used as a rendez-vous area, enabling an efficient implementation of publish-subscribe mecha-
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nisms. Finally, CkDS are preferred over CDS, since their size is usually smaller, amplifying
the desired effects. Naturally, in contrast to CDS, their size can be adjusted in a straightforward
manner.
3
State of the Art
Given the broad spectrum of applications for connected dominating sets (CDS) in wireless
networks, approaches for their construction have been proposed as early as in the 1980s. While
the first algorithms were predominantly centralized, with time, their successors became more
and more distributed and parallel, improving scalability and structural issues, but also lowering
overall cost.
The minimum connected dominating set problem was shown to be NP-complete in [64].
Therefore only approximations for it are feasible in larger wireless sensor networks. However,
in most cases, it is not even desirable to find a minimum CDS, since such structures usually
exhibit only poor reliability properties due to a lack of redundancy. On the contrary, a cer-
tain degree of redundancy is advantageous in the considered network class, so that the created
structure does not become useless, when parts of it fail. Therefore, approaches for CDS con-
struction typically aim to find some solution with considerably fewer dominating nodes than
the total number of nodes in the network, while, at the same time, trying to minimize the cost
incurred.
In order to enable a new range of applications, discussed in Section 2.2, in the recent years,
several connected k-hop dominating set (CkDS) construction protocols have been proposed.
An unsolved issue in all of the existing approaches is that their cost strongly depends on k,
determining the maximum distance to the CkDS, and d, the average node degree.
This chapter is divided into two sections: the first describes the state-of-the-art CDS ap-
proaches, while the second focuses on CkDS approaches. I chose this procedure, since the
approaches for the construction of CDS are the natural predecessors of the CkDS approaches.
Moreover, the techniques, used for CkDS construction in the presented approaches, were bor-
rowed from their CDS predecessors.
It should be mentioned at this point that, in the description of the state of the art in this
chapter, I aimed at finding a good trade-off between readability, achieved by describing the
algorithms and protocols with normal language, and precision, achieved using a more formal
notation.
Note that not all of the approaches presented clearly fall into one category, since they use
multiple methods at the same time, such as the greedy MPRS-based protocol from [2]. In such
a case, that approach was included in a category which matches its predominant method.
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3.1 Connected Dominating Sets
A connected dominating set (CDS) is defined as follows:
Definition 2 Assuming an undirected, connected graph G= (V,E) (according to Definition 13
on page 67), a CDS DCDS ⊆ G satisfies the following properties:
1. DCDS is connected (using Definition 12 on page 67).
2. For each vertex v ∈ G, /∈ DCDS, there exists an edge (v,u), with u ∈ G,∈ DCDS.
For instance, the set of black vertices in Figure 3.1 (e) constitutes a CDS.
In this section, I first present centralized solutions for the CDS problem, since, in many
cases, the distributed approaches, presented as second, can be considered alterations of their
centralized predecessors.
3.1.1 Centralized Construction
Several centralized solutions for the CDS problem have been proposed for wireless sensor and
ad hoc networks. In this context, centralized means that the algorithm possesses the knowledge
of the complete network graph. Naturally, in a real-world deployment, this implies that such a
knowledge has to be gathered over multiple hops from the entire network. While this procedure
may be satisfactory for small networks, it is entirely unsuitable for larger networks, since being
error-prone and incurring high costs in terms of communication. Moreover, in such a case, the
network relies on one node that runs the CDS algorithm based on the gathered data, representing
a single point of failure. The centralized solutions discussed in this subsection subdivide into
greedy, Steiner tree-, WCDS-, and pruning-based methods.
3.1.1.1 Greedy Construction
The greedy solution proposed by Guha and Khuller [70] basically works by growing a tree
starting at the vertex with the maximum degree vm. After the tree has been constructed and
contains all vertices in the graph, all non-leaf vertices are selected to become members of the
dominating set.
To build the tree, initially, all vertices are colored white. The algorithm starts by coloring vm
black. When a vertex is colored black, adjacent vertices would be colored gray (see Definition
15 on page 67). Then, from the set of gray vertices Sg, a node vs with the highest yield is
selected (operation o1) and colored black. The yield for a node vs is the total number of vertices
which are colored gray after coloring vs black. The algorithm stops when all vertices are colored
either black or gray. Then, the set of black vertices constitutes a CDS.
The authors present a modification to this algorithm by introducing a new operation (o2):
scanning a pair of adjacent vertices vg and vw, such that vg is gray and vw white. If o2 is chosen,
this means that first vg and then vw are colored black. After coloring a vertex black, the modified
algorithm selects either o1 or o2 depending on which one has the highest yield.
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Figure 3.1: Modified centralized greedy algorithm by Guha and Khuller [70]
Example To illustrate the operation of the modified algorithm, consider the example in Figure
3.1, in which ties are broken using the lowest ID. Initially, all nodes are colored white. Given
the fact that vertex c has the highest degree together with f and n but the lowest ID of {c, f ,n},
it is selected as starting point for the tree construction. Consequently, in Figure 3.1 (a), c is
colored black and its adjacent vertices (i.e. its 1-hop neighbors {d,e, f ,g}, inside an idealized
communication range) are colored gray. Considering operation o1, the yield for d, e, and f is 1,
for g 2, and for operation o2 for (d, i) 1, for (g,h) 2, and for (g,n) 3. Therefore, o2 is selected
coloring first g and then n black, as well as, the adjacent vertices gray, as depicted in (b). Now
with o1, for d, e, and f the yield is 1 and for m 2, while, with o2, for (d, i) or (m,a) it is 1, for
(m,k) 2. As the yield with o1 selecting m is 2 already, this operation and choice wins, resulting
in (c). In (c) and (d) again o1 is applied, selecting d first, as it has the lowest of the candidates’
IDs. The final result is depicted in (e), with the CDS consisting of all nodes colored black.
In [127], a further greedy algorithm is presented. Moreover, Gupta et al. [71] propose
another centralized greedy approach, which however focuses on area coverage instead of vertex
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coverage.
3.1.1.2 Steiner Tree-Based Construction
In [103], Min et al. propose a CDS construction algorithm, which is based on Steiner trees. In
order to describe the algorithm, the following definitions are needed.
Definition 3 In a graph G = (V,E), a set SI ⊆V is an independent set, if no two vertices from
SI are adjacent in G (using Definitions 13 and 15 on page 67).
Definition 4 An independent set is a maximal independent set (MIS) SMI ⊆ V in graph G =
(V,E) (according to Definition 13 on page 67), so that the addition of any further vertex v f ∈V
to SMI would lead to the violation of the independence property (i.e. SMI would cease being
independent).
Definition 5 In a graph G = (V,E) (according to Definition 13 on page 67), a Steiner tree for
a given subset of vertices St ⊆ V , called set of terminals, is a tree with minimal size including
St .
Definition 6 Given a graph G=(V,E) (according to Definition 13 on page 67), a set of vertices
constituting a Steiner tree Sst ⊆V , and a set of vertices called terminals St ⊆ Sst ,St ⊆V , a vertex
vst is a Steiner vertex, if vst ∈ Sst ,vst /∈ St .
The approach by Min et al. [103] is divided into two steps:
1. A maximal independent set SMI is constructed using an existing algorithm. Note that
every maximal independent set is always also a dominating set.
2. At the beginning of this step, all vertices in SMI are colored black and all other vertices
gray. The dominating set is then connected by approximating a Steiner tree in two stages:
(a) While there is a gray vertex vg adjacent to at least three black components, vg
changes its color to black. A black component is a connected component of the
subgraph induced by black vertices.
(b) While there exists a gray vertex vg adjacent to at least two black components, vg’s
color is changed to black.
Finally, all black nodes constitute the CDS, which is also a Steiner tree.
Example The operation of the above algorithm is illustrated in Figure 3.2. At the beginning
of the second step, in (a), the members of a maximal independent set (MIS) are colored black,
all other vertices gray. The MIS, at the same time, corresponds to the set of terminals, which
are to be connected by the Steiner tree. Since o is the only gray vertex adjacent to (at least)
three black components, namely d, k, and n, it is colored black, resulting in the state depicted
in (b). Consequently, at this point, there are no more gray vertices which are adjacent to at least
three black components. The only gray vertices adjacent to the two remaining components
{d,k,n,o} and f are c and g. As in this example the ties are broken using lowest ID, vertex
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Figure 3.2: Centralized Steiner tree-based algorithm by Min et al. [103]
c is colored black, resulting in (c). Finally, no more gray vertices are adjacent to two or more
black components (actually there exists only one black component {c,d, f ,k,n,o}), so that the
algorithm stops and yields the vertices colored black as a result in (c).
A further and partially similar Steiner-tree based centralized approach was presented by
Guha and Khuller in [70]. It uses the notion of pieces, which are defined as single white
vertices and as black connected components. In each step, the algorithm picks the node with
the maximum, but nonzero, reduction of the number of pieces.
3.1.1.3 WCDS-Based Construction
The approach by Chen and Liestman [35] is based on the idea of finding a weakly-connected
dominating set (WCDS), which implies a connected dominating set. A WCDS is defined as
follows:
Definition 7 Assume a set of vertices SD in graph G = (V,E), according to Definition 13 on
page 67. For each vertex vd ∈ SD, add vd and the set of all its adjacent vertices to the set
SV 1. Further add all edges (u,w) with u ∈ SD or w ∈ SD to set SE1. SD is a weakly-connected
dominating set (WCDS), if it is dominating (see Definition 16 on page 67), and if G’s subgraph
G′ = (SV 1,SE1) is connected (see Definition 12 on page 67).
Further:
Definition 8 G′ from Definition 7 is a weakly-induced subgraph of SD (from the same defini-
tion).
Example In Figure 3.3 (e), the set of black vertices constitutes a WCDS. Further, the sub-
graph weakly-induced by the WCDS comprises the black and the gray vertices.
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There are several arguments for using a WCDS to construct a CDS, as also discussed by
the authors in [35]: Not only can the members of the WCDS be utilized as clusterheads and the
other members of SV 1 as connectors between them. In addition to that, WCDS can be smaller
than CDS, and they result in fewer clusters, when employing the members of these sets as
clusterheads. A drawback to this method is however that the derived CDS tends to be fairly
large.
A centralized method for CDS construction, presented in [35] (algorithm 1), operates as
follows: Initially all vertices are white. When the color of a vertex changes to black, the white
vertices adjacent to it are colored gray. To further describe the algorithm, the notion of a piece
needs to be introduced. A white vertex constitutes a white piece. In contrast, a black piece
consists of a maximal set SB of black vertices whose weakly-induced subgraph is connected
and all gray vertices adjacent to SB. Improvement for a candidate vertex vc is defined as the
number of distinct pieces that would be merged by coloring vc black. In each iteration, the
non-black vertex with the highest improvement is chosen to be colored black. The algorithm
terminates when there is only one piece in the graph, or, in other words, if all vertices are either
black or gray.
Example Consider the example depicted in Figure 3.3. Initially all vertices are white, as
depicted in (a), so that each vertex is a piece by itself. Vertices h and a have, for instance, an
improvement of 4 and 2. The vertices with the highest improvement, of 6, in the graph are
vertices n and o. Breaking ties by lowest ID, vertex n is selected to be colored black, so that all
adjacent white vertices are colored gray, resulting in the situation depicted in (b). As there is no
more vertex with an improvement of 6, c is chosen to be colored black, since it is the lowest-ID
vertex from the vertices with an improvement of 5, namely c and f ; this results in (c). At this
point, the highest-improvement, lowest-ID vertex is i (winning over o), with four pieces, so it
is chosen to be colored black in (d). Finally, only vertices a and m remain with an improvement
of 2. a, having the lower ID, wins, being colored black. The final WCDS consists of the black
vertices in (e). Notice that, in the example, the obtained CDS, consisting of the weakly-induced
subgraph of the WCDS, comprising the black and the gray vertices, is relatively large.
3.1.1.4 Pruning-Based Construction
Algorithms based on pruning are interesting, since they follow the opposite strategy of all
previously described approaches: instead of building a set that is to become a CDS by adding
nodes successively, they start with a set which includes all vertices from the graph and remove
vertices consecutively until producing a CDS with the desired properties.
A centralized algorithm based on pruning is proposed in [24]. In the approach, D denotes
the current CDS, while F is the set of fixed vertices. A vertex which is fixed cannot be removed
from the CDS. At the start of the algorithm, all vertices are in D, and F ⊆ D. While not all
vertices in D are fixed, the vertex vm with the minimum degree is selected from D\F . If the
removal of vm from D leads to the disconnection of D, vm is added to F . Else, vm is removed
from D, and, if vm has no adjacent vertices in F , its adjacent vertex with the highest degree
vh is added to F , in order to reduce the overall number of fixed vertices. When the algorithm
terminates, F = D is the resulting CDS.
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Figure 3.3: Centralized WCDS-based algorithm by Chen and Liestman [35]
3.1.2 Distributed Construction
Using centralized solutions is reasonable, when the entire network graph is known or the nec-
essary information can be obtained cheaply by a node. However, if communication is highly
expensive in terms of energy, as it is the case in WSNs, it is not feasible to transfer all needed
information about the entire topology to a central point. Therefore, a wide range of approaches
was proposed to solve the CDS problem in a distributed manner. Their categorization bears
some resemblance to the categorization of centralized algorithms, since similar methods can be
used in the distributed case. However, distribution enables but also necessitates new strategies.
Therefore, besides greedy, Steiner tree-, WCDS-, and pruning-based distributed approaches,
there are also maximal independent set- (MIS-), multi-point relay- (MPR-), and connected
clustering-based methods.
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Figure 3.4: Distributed greedy protocol by Das et al. [49, 50]
3.1.2.1 Greedy Construction
The greedy approach presented by Das and colleagues [49, 50] is one of the first approaches to
distributed CDS construction in wireless networks. It grows one dominating set fragment until
it becomes a CDS. The process starts by adding the first node to the dominating set D, which
is selected using a degree-based rating. Then, in each round, from all paths, or extensions,
p1 = 〈vd,v1〉 and p2 = 〈vd,v1,v2〉, with vd ∈ D and v1,v2 /∈ D, the path with the maximum
effective combined degree is added to D. For a path p, let p.v( j) identify the jth node in p, p.l
the number of nodes in p, and Nn1 (v), the non-dominating nodes in the 1-hop neighborhood of
v. Then the effective combined degree (ECD) for a path p is defined as follows (assuming that
members of p are treated as dominating):
ECD(p) = |
⋃
i=2,...,p.l
Nn1 (p.v(i))| (3.1)
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Example In Figure 3.4 (a), initially, node n is chosen over node o as first node to be added
to D and thus colored black, given the fact that it has the highest degree in the network of 5
together with o but a lower ID than o (assuming a lower ID to break ties). At this point, depicted
in (a), there are the following path candidates and ECD ratings: 〈n,g〉 (ECD of 3), 〈n,h〉 (2),
〈n,m〉 (3), 〈n,o〉 (4), 〈n,g,c〉 (4), 〈n,g, f 〉 (4), 〈n,h, p〉 (1), 〈n, p,h〉 (1), 〈n,m,a〉 (2), 〈n,m,k〉
(3), 〈n,m,o〉 (4), 〈n,o, i〉 (3), 〈n,o,k〉 (3), and 〈n,o,d〉 (4). Breaking ties using lowest IDs, the
path 〈n,g,c〉 wins over paths 〈n,o〉, 〈n,g, f 〉, 〈n,m,o〉, and 〈n,o,d〉; nodes g and c are added
to D and thus colored black in Subfigure (b). In (c), m and o were added to D, since being
the lowest-ID path from the candidates with the ECD of 4, i.e. 〈n,o〉, 〈n,m,o〉, and 〈n,o,m〉.
Finally, in (d), node e, with the highest ECD (of 2), was chosen, winning over f .
In [36], Cheng et al. proposed further distributed, greedy CDS construction protocols. Their
first protocol grows a spanning tree greedily in a distributed manner, starting at the leader. All
non-leaf nodes in the resulting tree constitute the CDS. In order to avoid leader election, their
second method constructs a forest of trees, so that each tree is routed at a node which has the
lowest ID among its 1-hop neighbors. Thereafter, the protocol connects the forest. The authors
of [62] also propose to grow a tree to construct a CDS but using depth-first-search. A further
distributed greedy protocol is presented in [71]. However, it focuses on area instead of node
coverage.
3.1.2.2 Steiner Tree-Based Construction
In [103], the authors present a distributed version of their centralized Steiner Tree-based algo-
rithm, which is discussed in Section 3.1.1.2; the Steiner tree is introduced in Definition 5 on
page 36. The distributed version assumes that as starting point, a maximal independent set has
been created, using an adequate state-of-the-art protocol, such as [27, 152]. Further, it requires
that all nodes within a black component maintain a z-value, which serves as a common iden-
tifier for this component and initially corresponds to the nodes’ IDs. A black component is a
connected component of the subgraph induced by black nodes. In contrast, the y-value, used at
the gray nodes, which are the 1-hop neighbors of all black nodes, reflects the number of black
components adjacent to such a node. A gray node’s rank is higher, if it has a larger y, while ties
are broken using lower IDs. Two gray nodes are competitors, if being adjacent to each other or
to the same black component.
A gray node vw changes its color to black, if and only if ranked higher than each of its
competitors. If this is the case, z-values within the new black component are updated to the
lowest one of all z-values of the black components merged at this point. Further, all of vw’s
competitors become competitors of every competitor of vw. Note that, in order to realize this
competition, information about the status of all gray nodes adjacent to a black component has
to be exchanged within this component and the adjoining gray nodes.
3.1.2.3 WCDS-Based Construction
In [35], the authors present an approach based on their centralized algorithm described in Sec-
tion 3.1.1.3. Similar to the centralized version, when a node is colored black, all its white 1-hop
neighbors are colored gray. To further describe the protocol, the notion of a piece is used. A
white node constitutes a white piece. In contrast, a black piece consists of a maximal set SB of
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Figure 3.5: Distributed WCDS-based protocol by Chen and Liestman [35]
black nodes whose weakly-induced subgraph (see Definition 8 on page 37) is connected and
all gray nodes adjacent to SB. A node that changes its color or piece ID, informs its 1-hop
neighbors. Improvement for a candidate node vc is defined as the number of distinct pieces that
would be merged by coloring vc black.
The protocol starts with each node that has the highest improvement in its 1-hop neighbor-
hood coloring itself black and setting its generation value to 1. A newly colored black node
vb
 informs its 1-hop neighbors of its new color using a status-change message, so that white
1-hop neighbors receiving this message color themselves gray;
 becomes the root of the black piece it is part of;
 floods its ID, which becomes the new piece ID, using a new-piece-ID message within its
piece;
 floods a best-candidate-inquiry message through its piece, creating a broadcast tree.
Leaves of the broadcast tree rooted at vb reply with their improvement values, which prop-
agate towards vb along the links of the tree. During this process, only values which are better
than already encountered ones are forwarded. vb then chooses the candidate vc with the best im-
provement (ties broken adequately) and sends a please-color-black message to vc including vb’s
generation value. Upon reception of this message, vc colors itself black and sets its generation
field one greater the received value. Due to asynchrony, it is possible that multiple nodes an-
nounce becoming roots at the same time. In this case, only the highest encountered generation
is further propagated. The above process continues until there is only one black piece.
Example The construction process is illustrated using the example in Figure 3.5. In (a), nodes
c and n colored themselves black, since having had the highest improvement of 5 and 6 in their
1-hop neighborhoods and a lower ID than their competitors: c won over f , and n won over o. At
this point, a and d exhibit an improvement of 2, while i, k, m, and o offer an improvement of 3.
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Figure 3.6: Distributed pruning-based protocol by Dai, Wu, and Li [45, 46, 163]
Breaking ties by lowest ID, in this example, first i colors itself black, so that m’s improvement
drops to 2, as k becomes gray. Thereafter, a with an improvement of 2 follows, winning over
m, resulting in (b).
Notice that this protocol [35] is somewhat similar to the distributed Steiner tree-based pro-
tocol by Min et al. [103] described above. One of the differences is that the Steiner tree-based
approach uses a maximal independent set (MIS) as starting point, whereas this WCDS-based
protocol first selects nodes with the highest improvement in their 1-hop neighborhood. Among
other differences, the set of black nodes is augmented in a different manner: the Steiner tree-
based approach only joins black components, while the WCDS-based protocol may join any
combination of black and white pieces.
A further distributed method to construct CDS based on WCDS is presented in [112], fo-
cusing on minimizing the amount of collisions, latency, and redundancy while maximizing
throughput.
3.1.2.4 Pruning-Based Construction
The first distributed and, at the same time, remarkably simple pruning protocol, which was pro-
posed by Dai, Wu, and Li in [45, 46, 163], uses the following construction process, consisting
of three steps:
1. Initialization: All nodes in the network are marked as non-dominating.
2. Neighborhood information exchange: Each node periodically sends a message including
the set of its known 1-hop neighbors to its 1-hop neighborhood. When it receives such a
message, it updates its own set accordingly.
3. Marking: Based on the information obtained in the previous step, each node v decides
independently of its status. If v is aware of a pair of nodes u,w that is not connected, i.e.
(u,w) /∈ E and u,w 6= v, v marks itself as dominating.
Example The result produced by the protocol in an example network is depicted in Figure
3.6. Node a does not mark itself as dominating, since the only pair of 1-hop neighbors, {b, i}, it
knows, is connected. g however is aware of the pairs {d,h} and { f ,h}, which are not connected,
and therefore marks itself as dominating.
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Note that this protocol deviates from the classical notion of pruning as assumed by, for
example, the centralized algorithm from [24] and the distributed CkDS protocol described in
[165], since it does not start from a state at which all nodes are dominating. However, it can
be considered some form of inverse pruning, in which each node does not add itself to the
CDS, if it comes to the conclusion that it can be pruned (or removed) without compromising
connectivity.
In [159], Wu presents an extension of the above protocol, reducing the size of the obtained
CDS. To achieve this and to prolong the lifetime of the CDS, Wu and colleagues introduce
two further rules in [162], considering node degree and energy levels. A similar extension is
proposed in [138], which takes into account the degree of candidate nodes.
Butenko et al. present a different pruning-based distributed approach in [24], which selects
nodes for removal from the CDS, after performing a test for disconnection. Ju et al. propose
a protocol [81], which operates on heterogeneous networks, so that it tolerates the presence of
nodes that are not capable or not intended to become members of the CDS.
3.1.2.5 Maximal Independent Set-Based Construction
Alzoubi et al. present a distributed protocol [7] based on maximal independent sets (MIS) (see
Definition 4 on page 36), which is an enhanced version of their previous work described in
[5, 6, 152]. Its underlying idea is motivated by the observation that a MIS is also an independent
dominating set. The protocol is divided into two phases:
1. Construction of a MIS: If the number of (non-dominating) 1-hop candidate neighbors of
node v with IDs lower than v’s is 0, v becomes dominating, i.e. member of the dominating
set D.
2. Connection of the MIS to a CDS: After each non-dominating node identifies dominating
nodes in at most 2-hop distance, it broadcasts this information. Based on it, each domi-
nating node vd ∈D chooses a path of at most three hops to each dominator that is at most
three hops away from itself and has a larger ID. Having made this choice, vd notifies the
members of the chosen paths, the connectors. All connectors constitute the set C. The
resulting CDS SCD is obtained by SCD = D∪C.
The approach works, since, by definition, any pair of nodes in a MIS is at least two hops away
from each other. Moreover, any subset of a MIS is at most three hops away from the rest of
the MIS. Note also that there are numerous internal data structures and message exchanges
needed to implement the above protocol. However, for the sake of clarity, the above description
concentrates on the underlying concept.
A further protocol, which uses a MIS to produce a CDS is proposed by Butenko et al.
[23]. First, it computes a MIS and then uses a tree to connect it. Min et al. follow a similar
principle in [104], by first finding a MIS with only 2-hop separations and then interconnecting
it, employing a minimum spanning tree.
3.1.2.6 Multi-Point Relay-Based Construction
A further group of approaches originates from the research conducted to alleviate the broadcast
storm problem (see Section 2.2.3) using multi-point relay sets (MPRS). Such a set reduces the
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number of nodes involved in a flooding, while still allowing the flood to reach all nodes in the
network (given that it is connected). The MPRS is defined as follows:
Definition 9 A set SMPR(v) ⊆ N1(v) is a multi-point relay set (MPRS) for node v, if (N2(v)−
N1(v))⊂ N1(SMPR(v)) (see Definition 18 on page 67).
Figure 3.7 (a) provides an example of an MPRS: the gray nodes, m and n, constitute the
MPRS for node a, also called the owner of that set in this document. The following definition
is further needed:
Definition 10 A neighbor vconn(v) is a connecting neighbor of node v, if vconn(v) ∈ N1(v) and
v,v2 ∈ N1(vconn(v)), with v2 ∈ (N2(v)−N1(v)). Alternatively, a node is a connecting neighbor
of node v, if v ∈ SMPR(v).
In [2], two protocols are presented using MPRS. The greedy MPRS-based protocol from
that publication starts with two steps, executed for each node v in the network:
1. A node v finds all its 2-hop neighbors that have only one connecting neighbor and adds
all such connecting neighbors to S′MPR(v).
2. Node v adds node va which covers the largest number of 2-hop neighbors not yet cov-
ered by any node in S′MPR(v) to S′MPR(v). This step repeats until all 2-hop neighbors are
covered by S′MPR(v).
After the above steps, MPRS have been obtained for each node.
Example Figure 3.7 shows the MPR set S′MPR(v) for each node v of the example network
depicted in Figure 3.8. The nodes added to these sets in the first and the second steps, as well
as, the nodes causing the connections (via nodes from S′MPR(v)) are marked. For node c, as
depicted in Figure 3.7 (c), for example, S′MPR(c) = {d, f ,g}, since node d is the only connecting
neighbor to node m, node g the only connector to h and n, and node f the only connector to
k. Node e /∈ S′MPR(c), since node b is connected via two 1-hop neighbors, namely e and f . As
d, f , and g cover all 2-hop neighbors, no node is added to S′MPR(c) in step 2. In Subfigure
(i), S′MPR(i) first = { f}, since it is the only connector to node e; all other 2-hop neighbors are
connected via two 1-hop neighbors. Thus the first step is concluded. In the second step, since
n is still uncovered by S′MPR(i), node g is added to S′MPR(i), winning over h given its lower ID.
Therefore, after step 2, S′MPR(i) = { f ,g}.
A node v becomes member of the CDS SCD, if one of the following conditions is satisfied:
i. v’s ID is lower than the IDs of all its 1-hop neighbors (i.e. v has the lowest ID in N1(v)∪v).
ii. v is the multi-point relay of its neighbor with the lowest ID, i.e. v ∈ S′MPR(vs), vs being
v’s neighbor with the lowest ID in N1(v).
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Figure 3.7: Distributed multi-point relay-based protocol by Adjih et al. [2]: MPR set construction
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Figure 3.8: Distributed multi-point relay-based protocol by Adjih et al. [2]: CDS construction
Example The previous example from Figure 3.7 continues in Figure 3.8. Node a is added
according to condition i, since it has the lowest ID from its 1-hop neighborhood including itself
(that is m, n, and a). In contrast, node m is added based on condition ii, being multi-point relay
of its lowest-ID neighbor a, as depicted in Figure 3.7 (a). Node e is not added, since it is neither
the lowest-ID member of its neighborhood including itself ({b,c,e, f}) nor a multi-point relay
of its lowest-ID neighbor b, as evident from Figure 3.7 (b).
In [117, 94] further methods for the selection of MPR nodes are presented. Wu et al. [160]
extend the protocol of Adjih and colleagues [2] to construct smaller forwarding node sets,
without incurring additional cost. Similarly, Chen and Shen [33, 34] extend the protocols by
Adjih et al. [2] and Wu and colleagues [160] by using node degree instead of node ID in order
to break ties. Moreover, they introduce further new rules, so that the size of forwarding sets is
reduced to a greater extent.
3.1.2.7 Connected Clustering-Based Construction
Distributed approaches based on connected clustering are closely related to approaches based
on WCDS and MIS (see Definition 7 on page 37 and Definition 4 on page 36). In many 1-hop
clustering protocols, one node is selected to assume the role of a clusterhead; it can be regarded
as the leader of the cluster. Connected clustering as a means to create a CDS was considered
as early as 1987 in [56]. The set of clusterheads naturally constitutes a dominating set but also
always a WCDS, as well as, in some cases, an independent set. Therefore finding a WCDS
also translates to finding a feasible set of clusterheads and vice versa. Besides Kwon and Gerla
[89], Chlamtec and Farago explicitly exploit this relationship in their approach from [40], by
considering and adding only 2- and 3-hop neighbors to the set of clusterheads.
In contrast to the above protocol ([40]), the approach by Gerla et al. [66] solely considers
the 2-hop neighborhood and adds nodes to the set of clusterheads independent of their distance.
During the construction process, each node periodically broadcasts its state (clusterhead or
non-clusterhead). A node changes its state to clusterhead, if it hears only nodes with a higher
ID than its own. If the ID of node vl is the lowest among all IDs of nodes, node v hears from,
and lower than its own, vl becomes v’s clusterhead. Moreover, a node that hears two or more
clusterheads changes its state to gateway. At the end of the construction process, the sets of
clusterheads and gateways together constitute the CDS.
If also including a list of each node’s neighbors and their states in the periodic broadcasts,
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Figure 3.9: Distributed connected clustering-based protocol by Gerla and Tsai [66]
the protocol can be extended to select the most highly-connected nodes from the uncovered
neighborhood.
Example Consider the example depicted in Figure 3.9. While nodes a, b, and d are cluster-
heads, nodes h and i are gateways. Both, clusterheads and gateways, together constitute the
CDS. Node b, for example, becomes a clusterhead, as it has the lowest ID within its 1-hop
neighborhood including itself ({b,e,h,k}). Node h changes its state to gateway, since hearing
from two clusterheads, namely a and b.
Remotely similar approaches were proposed in [95, 96, 113]; the approach from [96] takes
into account energy during clusterhead selection. In [37], the authors introduce a method con-
necting clusterheads by employing a multicast tree.
3.2 Connected k-Hop Dominating Sets
From the area of connected k-hop dominating sets (CkDS) (see Definition 1 on page 1), with
k > 1, there are much fewer approaches than from the area of CDS, i.e. CkDS with k = 1.
Using the classification scheme from previous sections, they can be categorized into connected
clustering-, greedy-, and pruning-based approaches. Since there are currently only very few
CkDS construction protocols (all of them are distributed), in contrast to the previous section,
they are described in chronological order in this section.
3.2.1 Connected Clustering-Based Construction
The first approach to solve the CkDS problem in wireless networks was presented by Theoleyre
and Valois in [143, 144].
3.2.1.1 Approach by Theoleyre and Valois
The approach [143, 144] is divided into two phases: First, a k-hop dominating set is established,
based on information exchanges which need k-hop flooding. The resulting dominators are also
clusterheads at the same time. Further, nodes that have changed their state to dominatee upon
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reception of the dominators’ hello messages become members of their clusters. In the second
phase, the k-hop dominating set is interconnected successively starting at a selected dominator,
which notifies all 2k+1-hop distant dominators using flooding, thereby connecting them. Upon
connection, each dominator repeats this action, until the entire dominating set is connected.
In order to establish k-hop knowledge of the neighborhood in the first phase, each node
periodically floods its k-hop neighborhood with hello messages. Additionally, such a flooding
is performed after each state change. A hello message includes the ID, the state, and the weight
of the originating node. Nodes are in one of the following four states:
Dominator The node is dominating, i.e. member of the dominating set D
Dominatee A node covered, or dominated, by a dominator
Active Participating in election
Idle At initialization
The weight of a node may reflect its properties in terms of, for example, energy or degree.
However, details on the concrete use of the weight are not discussed in [143, 144].
The state changes performed by the protocol are based on the following rules:
Idle→ active If a node is in the idle state and receives a hello message from a dominatee or
another idle node, it becomes active.
Active→ dominatee If a node vc is in the active state and receives a hello message which
originates at a dominator vd , it changes its state to dominatee. vc further becomes a
member of vd’s cluster (although this does not impact the construction process).
Active→ dominator If a node is active and has the highest weight of all active nodes in its
k-hop neighborhood for τ time, it changes its state to dominator.
Example Consider the example in Figure 3.10 (a). Node 1 has first changed its state to
dominator, flooding its k = 5-hop neighborhood. For illustration purposes, this is depicted in
Subfigure (a) using circles to represent the broadcasts. In (b), already dominators 1, 2, 3, and
4 exist. The dotted and dashed lines in (a) and (b) represent the borders of the k-hop floodings
with hello messages by the dominators. In Subfigure (b), the circles representing the broadcasts
are omitted. Note that periodic k-hop flooding is not only performed by the dominators, as
depicted in the figure, but also by every other node in the network.
The second phase of the protocol is initiated by the leader vl , which is one of the dominators
and which represents a starting point for the connection of the dominating set. vl can be, for
example, an access point, acting as a gateway to a wired network. When the second step
starts by setting v′d = vl , or when another dominator v
′
d becomes connected, node v
′
d sends
a join message to all dominators in its 2k+ 1-hop neighborhood using flooding. All not yet
connected dominators receiving the join message return a join-reply message, acknowledging
their connection. The join-reply message follows the inverse route of the join message, setting
the state of all nodes on that route to dominating. When the message exchange concludes, it
yields a CkDS.
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Figure 3.10: Connected clustering-based protocol by Theoleyre and Valois [143, 144]: first phase
Example Figure 3.11 illustrates the second phase of the protocol, continuing the example
from the previous figure. Assume that node 1 is the leader starting the interconnection. There-
fore, in Subfigure (a), it floods the join message in its 2 ·k+1= 2 ·5+1= 11-hop neighborhood,
so that it reaches dominators 2 and 4, which connect to it. The dotted line in this subfigure
demonstrates how far the flooding reaches, while the solid black lines represent the intercon-
nections. In (b), the dominators 2 and 4 flood their 2 ·k+1 = 2 ·5+1 = 11-hop neighborhoods
with join messages, reaching nearly the entire network. Dominator 3 first hears from dominator
4 and connects to it, so that the resulting dominating set is a CkDS with k = 5.
3.2.1.2 Approach by Yang, Wu, and Cao
Yang et al. propose an approach [166] for CkDS construction, which is mainly based on: (1)
traditional lowest ID multi-hop clustering [95] to determine clusterheads, and (2) an altered
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Figure 3.11: Connected clustering-based protocol by Theoleyre and Valois [143, 144]: second phase
version of the local minimum spanning tree (LMST) protocol [93] to interconnect them. It is a
successor to their approach for the construction of CkDS with k = 2, introduced in [161].
As first step, the approach executes lowest-ID clustering (similar to [95]), in which
 each node floods its k-hop neighborhood announcing its existence and priority,
 nodes with the highest priority in their k-hop neighborhood declare themselves cluster-
heads and flood clusterhead-declaration messages within this neighborhood.
If a non-clusterhead receives one or more clusterhead-declaration messages, it selects one
cluster to join as member. The selection can be based on the ID of the clusterhead, the distance
to it, or the size of the cluster.
The clusterheads, marked in the first step, are connected in the second step using the fol-
lowing procedure:
1. Each clusterhead floods an announcement message over 2k+1 hops, which includes its
ID and records the path traveled.
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2. A clusterhead administrates a table S of known clusterheads and the paths towards these
clusterheads. If a clusterhead receives an announcement message from clusterhead vc
which does not exist in S, it adds vc and the path towards vc to S. Else, if an announce-
ment message ma from clusterhead v′c which is already present in S arrives, and the path
pm recorded by ma is shorter than the path pt recorded towards v′c in S, pt is replaced by
pm in the table.
3. Each clusterhead floods the table S, which it administrates locally, using a distances
message through the entire network.
4. After receiving all incoming distances messages, each clusterhead vc∗ constructs a local
minimum spanning tree T rooted at vc∗, using the information from the tables S included
in these messages. Non-clusterhead members of T become gateways.
After the above steps, clusterheads and gateways have been determined, which together
constitute the CkDS. Given the fact that the necessary computations are performed locally by
each clusterhead, it is likely that two different clusterheads will obtain two different CkDS.
Note that for the sake of clarity, the messages which are not named in [93], were assigned
names in this description.
Example In the example depicted in Figure 3.12, clusterheads 1, 2, 3, and 4 have been se-
lected, as shown in Subfigure (a). Given the fact that for node 1, for instance, solely nodes 2 and
4 are reachable within 2 ·k+1= 2 ·5+1= 11 hops, only the depicted connections, representing
the shortest paths to its clusterhead neighbors, are part of node 1’s table S. In Subfigures (a)
and (b), the dotted and dashed lines represent the borders of the 2 · k+ 1 = 2 · 5+ 1 = 11-hop
floodings used. In (b), all sets S of nodes 1, 2, 3, and 4 are depicted using solid lines. Note
that node 2 is aware of a different shortest path to node 4 than vice versa. This situation can
occur, since each clusterhead only considers incoming announcement messages. In (c), the
CkDS corresponding to the local minimum spanning tree computed by, and rooted at node 3 is
depicted.
3.2.1.3 Communication Cost and Construction Time
The communication cost incurred by both connected clustering-based approaches [143, 144,
166] depends quadratically on k, since it is dominated by k-hop flooding in terms of k. This
interdependency can be explained well, when considering in what manner the process of k-hop
flooding develops over time: As the area of a circle grows quadratically with radius r (pi · r2),
the area covered by an omnidirectional flooding will grow in a similar manner with growing
k. When assuming a certain average number of nodes per unit of area, the number of nodes
involved in the flooding grows linearly with the area. Notice that in both of the approaches,
k-hop flooding is initiated by each node in the network.
Moreover, the cost of the clustering-based approaches grows linearly with the average node
degree d, since flooding by definition consists of broadcasts, which are received by all 1-hop
neighbors of the transmitting node (if not considering effects like packet loss, etc.).
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Figure 3.12: Connected clustering-based protocol by Yang et al. [166]
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Node Broadcast
Figure 3.13: Connected network with n nodes in which n−2 nodes exhibit a node degree of 2, and 2 nodes a node
degree of 1
Given the fact that the construction time, in terms of k, is dominated by k-hop flooding, it
grows linearly with k, due to the flooding’s parallel nature. Furthermore, the construction time
of both approaches increases also linearly with the number of nodes in the network, since
 in the approach by Theoleyre and Valois [143, 144], during the interconnection phase
(that is the second phase), all existing dominators in the network are connected consec-
utively. This translates to the following worst-case scenario: in a connected network in
which n−2 nodes exhibit node degree 2, and 2 nodes node degree 1, as depicted in Fig-
ure 3.13, all nodes are consecutively reached at least once by the join message, assuming
that a node with degree 1 is the leader.
 in the approach by Yang and colleagues [166], each clusterhead floods table S, which
contains information on its 2k+1-hop clusterhead neighbors, through the entire network
during the interconnection step (i.e. the second step). This translates to the following
worst-case scenario: in a connected network in which n−2 nodes exhibit node degree 2,
and 2 nodes node degree 1, as depicted in Figure 3.13, all nodes are consecutively reached
at least once by the distances message including table S, assuming one of the nodes with
degree 1 to be a clusterhead.
3.2.2 Greedy Construction
Sausen et al. propose a greedy method for constructing a CkDS in [130]. The construction
process starts at a node which was selected for this purpose, such as the base station. For
the sake of clarity, this node is referred to as base station in this description. The process of
construction is divided into the following phases and subphases:
Phase 1 The aim of the first phase is to collect information about the distance to the base
station and the k-hop neighborhood of each node, which enables the election in phase 2.
Therefore, this phase is further divided into two subphases:
a. The base station vb broadcasts an information message (IM) mIM, recording the
number of hops taken since being dispatched by vb in mIM.dbs (distance to base
station). When a node vr receives an IM m′IM, it sets its own distance-to-base-station
(dbs) field to m′IM.dbs and rebroadcasts m′IM, if one of the following conditions is
satisfied:
◦ vr receives an information message for the first time, or,
◦ m′IM.dbs is lower than vr’s dbs field.
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Else, m′IM is discarded. This subphase translates to a flooding of the entire network.
b. In each of the k rounds, each node v broadcasts the information it has already col-
lected about its k-hop neighborhood and the inter-node distances within this neigh-
borhood, Nk(v), using a neighborhood message (NM) (this name was assigned to
the message to make the description more readable; originally, it is not named in
[130]). This subphase translates to a k-fold flooding of the network.
Phase 2 In the second phase, the information gathered in the first phase is used for the local
election decisions at each node. The base station is the first node to make such a deci-
sion and always elects itself to become dominating. Any other node ve, conducting the
election, selects a node vs with the minimum distance to the base station (dbs) in ve’s k-
hop neighborhood, including itself, to be dominating. Further, only nodes can be elected
by ve which are already dominating or 1-hop neighbors of dominating nodes. Ties are
broken by largest degree, persisting ties by largest ID. After a node, the base station or
ve, has conducted the election, it announces its choice by flooding the election message
(EM) over k hops. A node receiving an EM for the first time, conducts the election.
Note that the parameter k is called r in the paper that introduced this approach [130] by its
authors.
Example Figure 3.14 illustrates the construction of a CkDS, using the approach by Sausen et
al. [130]. In the example, the process starts from the base station B. Subfigures (a)–(c) show
the CkDS at successive stages of development.
3.2.2.1 Communication Cost and Construction Time
The communication cost incurred by the approach introduced in [130] depends quadratically
on k, since it is dominated by k-hop flooding, which is conducted by each node in the network,
in terms of k. This interdependency is discussed in detail above (on page 52) and in Section
5.2.4, assuming a two-dimensional worst-case scenario with an uniform node density, where a
flooding does not reach the borders of the network, as illustrated in Figure 5.4.
Moreover, the cost of the approach by Sausen et al. [130] grows linearly with the average
node degree d, since flooding by definition consists of broadcasts, which are received by all
1-hop neighbors of the transmitting node (if not considering effects like packet loss, etc.).
Given the fact that the construction time, in terms of k, is dominated by k-hop flooding, it
grows linearly with k, due to the flooding’s parallel nature.
Furthermore, the construction time of the approach increases linearly with the number of
nodes in the network, since the CkDS is constructed from the base station towards the borders
of the network, as depicted in Figure 3.14. This translates to the following worst-case scenario:
in a connected network in which n− 2 nodes exhibit node degree 2, and 2 nodes node degree
1, as depicted in Figure 3.13, all nodes consecutively participate in the election, assuming that
a node with degree 1 serves as base station.
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Figure 3.14: Greedy protocol by Sausen et al. [130]
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3.2.3 Pruning-Based Construction
A method for the construction of a CkDS based on pruning is presented in [165] by Yang et al.
The construction process is conducted in k rounds, so that in round j, with j ∈ [1,k], a CxDS
with x = j−1 is pruned to become a CxDS with x = j.
During the pruning process with the objective to construct a CkDS with a certain k, Dk[m]
is the connected dominating set constructed in round m, in which there exists a path of at most
m hops between any node /∈ Dk[m] and some node ∈ Dk[m]. Note that Dk[0] contains all nodes
in the network.
Each node v in the network administers its ID, v.id, its chosen number, v.num, its neigh-
borhood set encompassing all its known 1-hop neighbors, v.neigh = N(v), and their status, i.e.
dominating or non-dominating; v.num is initialized to ∞ for each node v.
To create a CkDS, in each round j ∈ [1,k], each node v that participates in the construction
process (that are all nodes at the beginning) follows the steps described next to transform Dk[ j−
1] to Dk[ j]:
1. v exchanges v.id, v.num, and v.neigh with its 1-hop neighborhood.
2. If v was pruned in the previous, ( j−1)th, round, and v does not have any neighbors in the
dominating set of the previous round, i.e. N(v)∩Dk[ j−1] = /0, v.num is set to ∞. Further,
v exits the construction process.
3. If
 v is part of the previous-round dominating set, that is v ∈ Dk[ j−1], and if
◦ all of v’s neighbors in the previous-round dominating set, i.e. N(v)∩Dk[ j−1],
are directly connected (first case), or,
◦
(N(v)−U)∩Dk[ j−1]⊆
⋃
z∈U
N(z)∩Dk[ j−1] (3.2)
for some connected subset U of
{z|z ∈ N(v)∩Dk[ j−1]∧ z.id > v.id} (3.3)
In words, a connected subset U contains all of v’s 1-hop neighbors from the
dominating set of the previous round with IDs greater than v’s. Then, it is
checked in Equation 3.2, whether the lower-ID nodes from the previous-round
dominating set neighboring to v are a subset of all neighbors from the previous-
round dominating set of all nodes from U (second case).
then, v prunes itself from Dk[ j−1], so that v /∈ Dk[ j], setting v.num = ( j−1) ·maxID+
v.id, with maxID being the maximum node ID in the network.
Finally, after k rounds, all nodes ∈ Dk[k], and at the same time, all nodes vd with vd.num =
∞ constitute the CkDS. Given step 1, the network is flooded k times during the construction
process.
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Figure 3.15: Pruning-based protocol by Yang et al. [165]
Example Consider the example in Figure 3.15. The aim is to construct a CkDS with k = 2.
Subfigures (a), (b), and (c) show D2[0], D2[1], and D2[2]. All nodes whose chosen number
equals ∞ belong to the dominating set and are colored black. Subfigure (a) shows the initial
state, in which all nodes belong to the dominating set, and their chosen numbers equal ∞. At
this point, node h is pruned based on the first case, since all of its dominating neighbors, a and
b, are directly connected. Node e, in contrast, cannot be pruned according to the first case,
since multiple of its dominating neighbors (d and f , among others) are not directly connected.
Nonetheless, node e is pruned based on the second case, since (N(e)−{ f , i, j})∩D2[0] ⊆
(N( f )∪N(i)∪N( j))∩D2[0] with the connected subset U = { f , i, j} = {z|z ∈ N(e)∩D2[0]∧
z.id > e.id}. These and the other operations conducted result in the state depicted in Subfigure
(b). The final CkDS, which resembles D2[2], is depicted in Subfigure (c).
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3.2.3.1 Communication Cost and Construction Time
The communication cost incurred and construction time needed by the approach introduced in
[165] depend linearly on k, since it employs k rounds, in which each node that participates in
the construction process communicates with all of its 1-hop neighbors. Therefore, the number
of rounds dominates cost and construction time in terms of k.
Moreover, the communication cost incurred by the approach increases quadratically with
the average node degree d, since it is dominated in terms of d by: the exchange of tables
containing a node’s 1-hop neighborhood (v.neigh) by each node, performing step 1 of a round,
with its 1-hop neighborhood.
In contrast, the construction time of the approach is basically independent of the number of
nodes n in the network, since pruning is conducted in parallel in the entire network. However,
the construction time depends linearly on d, since during the information exchange in step 1 of
a round, the information exchange request cannot be answered by all 1-hop neighboring nodes
simultaneously but only sequentially (else, there would be a collision).
3.3 Summary
This chapter reviewed the state of the art. It first discussed approaches for the construction of
connected dominating sets (short CDS, which are basically CkDS with k = 1), before focusing
on CkDS (if not further specified, k > 1 is assumed).
CDS have been subject to extensive research since the 1980s. Reflecting the development
of computer networks, the first approaches were centralized, assuming that the entire network
topology is known at a single place. In this class of approaches, I found greedy, Steiner tree-
based, weakly-CDS-based, and pruning-based algorithms. One greedy approach [70], for ex-
ample, works basically by growing a tree, starting at the vertex with the maximum degree in the
network. After the tree has been constructed, all non-leaf vertices belong to the CDS. Naturally,
the main drawbacks of these centralized algorithms are their limited scalability, the reliance on
a single point of failure, and the relatively high overhead incurred, since information about the
entire network topology needs to be routed to a single point.
In order to enable an efficient CDS construction in wireless networks, distributed approaches
were proposed. While some of the methods were adopted from centralized algorithms, also
new ones were used: this class of approaches includes greedy, Steiner tree-based, weakly-
CDS-based, pruning-based, maximal independent set-based, multi-point relay-based, as well
as, connected clustering-based protocols.
The above approaches serve as precursors for state-of-the-art CkDS construction protocols,
which employ connected clustering-, greedy, and pruning-based methods. One of the con-
nected clustering-based protocols [143, 144], for example, first creates k-hop clusters using
k-hop flooding. Subsequently, it connects their clusterheads by employing 2k+1-hop flooding.
Finally, all clusterheads and their connectors constitute the resulting CkDS.
A concise analysis of the operation characteristics of the state-of-the-art CkDS approaches
yields that the communication cost incurred by them is linearly or quadratically dependent on k
and average node degree d. Moreover, the construction time needed by these approaches grows
linearly with k and number of nodes n in the network. The only exception is the protocol by
Yang et al., proposed in [165], which exhibits a construction time that is independent of n.

4
Self-Organizing Random
Walk-Based CkDS Construction
After a review of background information and state of the art in the previous chapters, this
chapter introduces a novel approach for the construction of connected k-hop dominating sets
(CkDS) in wireless sensor networks (WSNs). To cope with the resource restrictions of this
network class, as reviewed in Section 2.1.4, the biologically-inspired, self-organizing protocol
employs methods and exhibits properties which are inherent in many biological systems. It is
inspired by the general technique of random walks and, in particular, by the flight behavior of
ovipositing Pieris rapae, which efficiently solves the coverage problem in nature by employing
random walks. The proposed approach is the first protocol for the construction of connected
dominating structures, including CDS and CkDS, to adopt random walks to wireless networks.
In [78], the central contribution of this chapter was published recently.
The first section of this chapter presents an overview of the inspiration and the design con-
siderations for the introduced CkDS construction method. Thereafter, Sections 4.2–4.7 provide
a detailed description of the proposed protocol, before Section 4.8 discusses its behavior.
4.1 Inspiration and Design Considerations
The general technique of random walks, which are encountered in many biological, as well
as, other natural systems, served as archetype for the first versions of the devised protocol. In
subsequent stages of the design, to identify the concrete biological roots, as well as, to study
further details and intricacies of this behavior pattern, I looked for specific examples from the
domain of biology. As discussed in Section 4.1.1, from the candidate species, P. rapae appeared
to be the most suitable to advance the development of my approach. For instance, while the
first versions of the protocol operated in a sequential manner, building the dominating set from
a starting point recursively towards the edges of the network, the concurrent oviposition of
multiple P. rapae females inspired the parallelization of the approach, so that its construction
time became independent of the size of the network. Further, for example, after observing P.
rapae’s behavior, rules that created bifurcations in the connected dominating structures were
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Figure 4.1: Pieris rapae. Image source: [90]
removed from the protocol in favor of the long-distance random walks of P. rapae, leading
to the construction of more regular dominating structures. In addition to this, also artificial
elements had to be added, such as the division into two behavior blocks and further subblocks,
as outlined in Section 4.1.3.
During the design of the proposed protocol, I focused on its application in wireless sensor
networks, since its biological archetype appeared to exhibit exactly the strengths desirable in
this network class:
 a high amount of tolerance to an unreliable topology,
 extremely low requirements in terms of information exchange, and
 the ability to operate within an arbitrarily large and globally unknown system,
to name the most important ones, which reflect the archetype’s desirable properties, dis-
cussed extensively in Section 4.1.2. Naturally, independent of its suitability for WSNs, the
proposed protocol could be very well applied to create structures in many other areas, such as
in large-scale wired networks.
4.1.1 Behavior of Pieris Rapae
Pieris rapae, also known as Cabbage Butterfly or Small White, depicted in Figure 4.1, is native
in Europe and North Africa [125] but has invaded North America, Australia, and New Zealand.
Root and Kareiva have studied the flight behavior of ovipositing P. rapae extensively in [125].
They measured the flight paths of female P. rapae in terms of move lengths and turning an-
gles, yielding a sequence of movement vectors. As test scenarios, the authors used various
experimental gardens planted with different mixtures and arrangements of collards, serving as
hosts for oviposition, and companion plants, as well as, diverse meadows. They obtained the
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Typical random walk (observed)
Possible continuation
Host (collard)
Start
Figure 4.2: Generated pattern in the natural system
results employing two methods: observation from towers and direct observation by following
the individuals keeping two to five meters behind them.
Root and Kareiva [125] conclude that, during the evolutionary process, P. rapae females are
selected which average out spatial variation in survivorship, and thereby reduce the generation-
to-generation variation in reproductive rates. The reduction of generation-to-generation vari-
ation in number of offspring surviving per parent has been linked to the increase of relative
fitness of a genotype [67]. One of the important factors determining to what extent this aim
is achieved is the flight behavior during oviposition by the fecund P. rapae adult female. She
possesses the capability to recognize hosts and uses a random walk to visit a subset of them for
oviposition. To my knowledge, there exist models of her flight behavior obtained empirically
(as the one by Root and Kareiva), but there is little understanding about her internal cognitive
processes. Her flight in between the stops is highly irregular, however, with a tendency towards
linearity. A description of this flight behavior is necessarily probabilistic. Her objective is to
maximize the payoff of oviposition by finding a good trade-off between two contrary intentions:
a. using egg spreading to average out variations in larval survivorship, which is highly in-
fluenced by the risks imposed by the environment, and
b. energy spent for relocation.
Typical dangers for eggs and larvae are drowning in water on leaves, being washed off
by heavy rain, being stuck in sites that deteriorate after the eggs were laid, or other localized
catastrophic events [125].
Although P. rapae’s motivation is to maximize the payoff of oviposition, she produces an-
other artifact: if selecting an adequate section of her flight trajectory, one obtains an s-distant
connected structure, where s is a maximum distance between any point in the topology and its
nearest point in the structure. An example of such a structure is depicted in Figure 4.2, drawn
using a solid and dashed line: As in the studies by Root and Kareiva, a cabbage field serves as
topology. A typical random walk observed by the authors in [125] is depicted using the solid
line, while a likely continuation of this random walk is represented by the dashed line.
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It should be noted that, although random walks can be observed in many other species, such
as Caribous [18], fish [109], etc., I selected P. rapae, since Root and Kareiva’s model appeared
to me more useful than the others (e.g. [18, 109]) for a transfer to the considered artificial
system, given the following reasons:
1. The topology used for the experiments by Root and Kareiva to develop their model re-
sembles the considered artificial system. It is a bounded area (here, the field, network
area in the artificial system) with a number of spatially distributed landing sites (here, the
host plants, wireless nodes in the artificial system).
2. P. rapae’s flight behavior during oviposition is adequately simple, so there appear to be
no higher-level behavior elements, such as the fidelity to specific sites (as, for example,
described in [18]) that are not desired in the artificial system and could make the transfer
to it more difficult.
4.1.2 Desirable Properties and Mapping
Drawing inspiration from the flight behavior of ovipositing P. rapae, the protocol aims at inher-
iting some of its desirable properties:
 Distribution of a swarm of agents (i.e. ovipositing P. rapae) which translates to avoiding
a central point of failure. Consider the contrary case, in which there is a central instance
responsible for making decisions within the network. This instance needs to acquire
knowledge about the network, which, in wireless sensor networks or other multi-hop
networks, needs to be transferred along several hops. As communication is expensive,
this approach scales poorly.
 Parallelism coupled with asynchronity reducing the amount of inter-dependencies. Sim-
ilar to distribution, if entities of the protocol run in parallel and are highly asynchronous,
this implies that the amount of information that needs to be exchanged among them is
rather low, translating to a highly desirable property in WSNs.
 Use of only local knowledge and lower-level interactions, eliminating the need to obtain
(i.e. transfer) non-local information. Similar to the above properties, this reduces the
communication overhead needed and is highly desirable in WSNs.
 Randomization and redundancy, so that risk is spread and failures can be compensated.
Failures, such as link failures or nodes exhausting their energy reserves, have to be ex-
pected to occur at different points in the WSN. Randomization provides a good means
to cope with systematic, or patterned, errors and failures. At the same time, redundancy
translates to being capable of choosing between different options, so that the failure of
not all of them results in the availability of a certain amount of remaining functionality.
 Scalability, given distribution, parallelism, and local knowledge.
 Increased robustness, given the above properties.
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Figure 4.3: Generated pattern in the artificial system (CkDS with k ≥ 11 and k′ = 11)
 Furthermore, the process is self-organizing, since the resulting global-level pattern, con-
sisting of the flight trajectories, emerges solely from numerous lower-level interactions
with the environment, specified by rules executed using only local information, without
reference to the global pattern (according to the definition from [26]). The implications
of this property are discussed extensively in Section 4.8.
In order to transfer the behavior for producing the artifact described in Section 4.1.1 to
WSNs, the ovipositing female P. rapae are modeled as artificial exploration agents, the hosts as
sensor nodes, and the flight trajectories over the hosts as sequences of visits of the sensor nodes
along these flight trajectories. An example result of such a modeling, a CkDS with k = 11, is
depicted in Figure 4.3, assuming that each node which is not at the topology’s edges has eight
1-hop neighbors.
4.1.3 Artificial Adaptations
Unfortunately, the early versions of the proposed protocol, inspired by the general technique
of random walks and P. rapae’s behavior, based on the mapping discussed above (see Sec-
tion 4.1.2), yielded rather poor results. In experiments, I found out that they often created
disconnected dominating sets with high variation in local dominating-to-all-node ratios and
many dead ends (i.e. dominating nodes with only one other dominating node in their 1-hop
neighborhood). As pointed out in [75], when adopting solutions from natural systems, pure
mimicry often leads to failure, given the lack of a sufficient amount of adaptation to the artifi-
cial system, as experienced, for example, during early attempts to build flight apparatus closely
resembling birds’ wings. In addition to imitation, it needed the adaptation of the shape of the
wings to the changed system properties (material weight, propulsion, etc.) by Lilienthal and
the Wright brothers to succeed. Therefore there were further adaptations needed: I divided the
protocol into two intertwined behavior blocks. The first one creates a dominating set, while the
second connects this set to a CkDS. Further, I created rules, such as for controlling the length
of the walks by the exploration agents and selection of nodes to be added to the dominating set.
The resulting protocol is described in the next section.
66 Chapter 4. Self-Organizing Random Walk-Based CkDS Construction
The behavior exhibited by the proposed protocol consists of a myriad of distributed actions,
executed by fully autonomous entities, which communicate via stigmergy and thus interact only
with their local environment. For a comprehensive overview of the concept of stigmergy, the
interested reader is referred to the article by Theraulaz and Bonabeau [145].
Given the above design decisions, the protocol’s description is based fully on the notion of
agents, i.e. acting entities, situated in a habitat, the wireless sensor network. These agents are
only aware of their own state and the state of the node they are visiting at the current point of
time. Apart from that, they are not capable of perceiving each other. Further, it is important to
remark that there is no superior entity, which controls or influences any of the agents.
4.2 Outline
The proposed protocol consists of two intertwined behavior blocks: in the first, a dominating
set is constructed, in the second, this set is connected to become a CkDS. Each of the blocks is
further subdivided into two subblocks: exploration and construction.
Assuming a network without a dominating set, the first behavior block (Section 4.6) starts
with the exploration subblock, in which exploration agents roam the network in order to find
candidate segments for the addition to the dominating set. Their movement pattern is similar to
the discussed movement pattern of P. rapae (Section 4.1.1). If certain conditions are satisfied,
a candidate segment is added to the dominating set by agents from the construction subblock.
As a result of the parallel construction operations of this block, a dominating set is produced.
While the agents in the first behavior block still explore and construct, the operations spec-
ified by the second behavior block (Section 4.7) are already executed. Agents from the ex-
ploration subblock perform random walks similar to their relatives in the previous block and
in nature, but with restrictions which increase the probability to find a candidate path for the
connection of two disconnected segments of the already existing dominating set. A rule which
forces these agents to start only from dominating nodes is, for example, part of these restric-
tions. In the construction subblock, agents construct connections between dominating set seg-
ments that appear disconnected, selecting from the candidate paths found by exploration agents.
To improve the quality of the solution, for instance, there are mechanisms that help to avoid the
creation of redundant interconnections. As a result of these behavior blocks, a CkDS is pro-
duced.
The description of the proposed protocol is organized as follows: All necessary definitions
used later in the text are introduced in Section 4.3. The local data structures and next-hop
candidate ratings utilized by the protocol are specified in Sections 4.4 and 4.5. Subsequently, in
Sections 4.6 and 4.7, the two behavior blocks representing the core of the protocol are described
in detail.
4.3 Definitions
A connected WSN is modeled as graph, using the following definitions:
Definition 11 An undirected graph G = (V,E) consists of a set of vertices V and E, a set of
edges (u,v), where u,v ∈ V and u 6= v. (u,v) and (v,u) are considered the same edge. If
(u,v) ∈ E, then also (v,u) ∈ E.
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Definition 12 A set of vertices S ⊆V in an undirected graph G = (V,E) (according to Defini-
tion 11) is connected, if, between each pair of vertices {u,v}, with u,v ∈ S, there exists a path
consisting only of vertices from S.
The proposed protocol, similar to the related approaches, assumes bidirectional links, which
are modeled as undirected edges constituting set E in G = (V,E). This assumption reflects the
fact that usually unicasts need to be acknowledged at MAC level, which is only possible given
bidirectional links. However, real links may be unidirectional, as implied, for example, by
Figure 2.8 in Section 2.1.5. To cope with this, in the real-world, the network graph is simply
stripped of unidirectional links (i.e. such links are ignored).
Definition 13 An undirected, connected graph G = (V,E) is an undirected graph according to
Definition 11 whose set of vertices V is connected under Definition 12.
The following definitions assume an undirected, connected graph G = (V,E) according to
the above definition:
Definition 14 A path of length l between v and u is a sequence of vertices 〈v0,v1,v2, . . . ,vl〉,
such that v = v0, u = vl , (vi−1,vi) ∈ E, and i = 1,2, . . . , l, with v0,v1,v2, . . . ,vl ∈V .
Definition 15 Two vertices v,u ∈V are adjacent, if there exists an edge (u,v) ∈ E.
There are two vertex states: dominating and non-dominating.
Definition 16 A dominating set D⊆V is the set of all vertices v∈V whose state is dominating.
A connected k-hop dominating set (CkDS) is defined as in Definition 1 on page 1.
Definition 17 A vertex vc is also called a center, if vc ∈ dominating set D, and there exist three
edges (vc,v1), (vc,v2), and (vc,v3), with v1,v2,v3 ∈ D and vc 6= v1 6= v2 6= v3.
Different neighborhood sets are defined as follows:
Definition 18 Nw(v) contains all vertices in the w-hop neighborhood of vertex v.
Definition 19 NDw (v) contains all dominating vertices in the w-hop neighborhood of vertex v.
Definition 20 Nnw(v) contains all non-dominating vertices in the w-hop neighborhood of vertex
v.
Definition 21 Ncw(v) contains all vertices called centers in the w-hop neighborhood of vertex
v.
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4.4 Local Data Structures
Each node v maintains a field d ∈ {n,D}, which contains the state of the node: non-dominating
(n) or dominating (D). Additionally, each node administers the following tables:
 Neighborhood Table nTab(vn): This table includes the 1-hop neighborhood of a node.
The information in this table is used for the probabilistic next-hop selection by the initial
exploration and connection exploration agents (IEAs and CEAs), as described in Sections
4.6.1.3 and 4.7.1.4. An entry is associated with the neighbor vn (identified by its address)
and contains the following fields:
◦ s records the state of vn, i.e. whether it is dominating or non-dominating. This
information can be obtained from a received broadcast sent by a state-changing
node.
◦ rssi records the received signal strength indication (RSSI) of vn, assuming that it
has been normalized adequately to reflect the approx. distance to vn. The method
for acquiring RSSI values is platform dependent.
The addresses of 1-hop neighbors can be, for example, obtained from an underlying WSN
medium access control (MAC) protocol, such as S-MAC [167] or SCP-MAC [168], which
is aware of the 1-hop neighborhood, so that no additional overhead is incurred.
 Interconnection Table iTab(vs): In order to enable the interconnection of dominating set
segments in the second behavior block, when a connectivity exploration agent (CEA) aCE
visits node v, aCE downloads its path and center information to v’s local interconnection
table (see Section 4.7.1.3). When another CEA visits v, it can evaluate whether its inter-
connection table contains paths that lead to a dominating set segment which appears to be
disconnected (see Section 4.7.1.4). For each source node vs, the entry has the following
format:
◦ p records the path to dominating node vs
◦ cns contains the centers that are reachable via the dominating node vs
Note that p.length and p.source return the length and the source (i.e. first) node of the
path (this also applies to the path fields of agents). Further, if an entry has not been
updated within titu time, it is deleted.
 Next-Hop Utilization Table nhuTab(vs,vn): The utilization of next hops by connec-
tion exploration agents (CEAs) is recorded in the next-hop utilization table (see Section
4.7.1.3). After a CEA, originating from node vs, selects its next-hop, it records its se-
lection to this table. Thereafter, the probabilities assigned to next hops are influenced by
this selection for other CEAs also originating from vs (see Section 4.7.1.5). For a source
node vs and a next-hop neighbor vn, the entries contain only one field:
◦ u f , the utilization frequency, which is initially 0.
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 Center Distance Table cdTab(vc): This table maintains information on center nodes
within CIPAmh-hops (along dominating nodes) of a node. It serves two purposes: first,
it facilitates the rating of the connectivity of a dominating node (see Section 4.7.1.2),
second, it enables CEAs to recognize dominating set segments that appear to be discon-
nected (see Section 4.7.1.6). The entries of the center distance table, associated with a
center vc, contain only one field
◦ d, recording the distance to vc.
Note that not all tables are needed on all nodes. The center distance table is only maintained
on dominating nodes, for instance. Moreover, most of the tables serve several purposes and
may be utilized in combination: for example, a CEA evaluates the neighborhood, the next-hop
utilization, and the interconnection tables to select its next hop (see Section 4.7.1.4).
In order to refer to elements of these tables, this document employs several simple notations.
Here are some examples for typical usage:
 va.nTab(vb).rssi for the rssi field associated with neighboring node vb in the neighbor-
hood table of node va
 va.iTab.vs: all source nodes in the interconnection table at node va
 va.iTab.cns: all cns fields in the interconnection table at node va
4.5 Next-Hop Candidate Ratings
In contrast to the existing CkDS approaches, reviewed in Section 3.2, the proposed approach
offers a seamless integration of next-hop candidate ratings, colluding with its probabilistic next-
hop selection process. The ratings take into account the quality of a link (Section 4.5.1) towards
a potential next hop and its utilization properties (Section 4.5.2). Therefore, the proposed pro-
tocol achieves randomized connected coverage, while considering the quality and utilization of
next-hop candidates.
4.5.1 Link Quality Rating
The link quality rating has the following objectives: First, links that are expected to lead to
successful transmissions more often should be preferred over links that are expected to yield
lower transmission success rates. Second, from the links which are expected to lead to high
transmission success rates, the ones should be preferred that cross as much distance as possible,
so that fewer hops are needed to cover a certain area of the network.
In other words, the link rating aims at maximizing the additional amount of coverage of
each link in a random walk, while, at the same time, it avoids links with low transmission
success rates. Since a successful transmission implies a successful reception and vice versa,
I will use the term reception success to describe a successful transmission and reception of a
frame or packet, as it is more common in the community.
Before introducing the proposed link rating, related, preparatory work by other authors
needs to be reviewed briefly: As described in [156] and [169], two correlations can be observed:
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First, there is a positive correlation between received signal strength and reception success rate.
Naturally, at the same time, a negative correlation between received signal strength and distance
can be found. Note that for the sake of brevity, I will frequently use the abbreviation RSSI, short
for received signal strength indication, to refer to received signal strength.
The relationship between distance and reception success rate is depicted in Figure 4.4, based
on the data from [156] for Berkeley Mica motes. In the figure, the rate of reception success is
plotted as a function of distance. To obtain the data, the authors positioned a grid of nodes in
an open tennis court at two feet (60.96 cm) distance in both dimensions. The nodes transmitted
200 packets at a rate of eight packets per second, with only one transmitter active at a given
time and the remaining nodes receiving. It is evident from the figure (a and b are marked in the
chart) that the distances can be divided into three categories:
0 to a In this region, the probability that a frame/packet will be received successfully is very
high. Thus this region should be preferred.
a to b Within these limits, there is an acceptable probability that a packet will be received
successfully.
b to ∞ In this area, the transmitted packet is likely not to be received. Therefore it should be
avoided.
From the description above, it is evident that
a represents a distance threshold below which the reception success rates are excellent. Since
there is a negative correlation between distance and signal strength, the RSSI value cor-
responding to this distance can be regarded as a threshold, labeled rpr, above which the
reception success can be expected to be excellent and therefore links with RSSI values
greater rpr should be preferred.
b identifies a distance threshold below which the reception success rates are acceptable. As
there is a negative correlation between distance and signal strength, the RSSI value cor-
responding to this distance can be regarded as a threshold, labeled rac, above which the
reception success can be expected to be acceptable and therefore links with RSSI values
greater rac should be accepted.
The proposed link quality rating takes into account these considerations by categorizing
links into three rating classes according to their RSSI values r and the thresholds rac and rpr.
Depending on this categorization, the links are rated in a different manner. More concretely, I
propose the following link quality rating:
qr(vn) =
 max((
rpr
r )
γ ,α) if r ≥ rpr
β if rpr > r ≥ rac
0 else
(4.1)
using the RSSI value r= nTab(vn).rssi of the link to node vn, γ > 0 to adjust the steepness of
the function, and rpr/rac as RSSI thresholds for links which are preferred/accepted, as they can
be expected to exhibit high/acceptable reception success rates. The influence of the different
parameters (α , γ , rpr, rac, and β ) on the rating is illustrated in Figure 4.5.
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Figure 4.4: Reception success rate as a function of distance. Data source: [156]
As long as r ≥ rpr, the underlying idea is to favor links with lower RSSI, as it is likely that
they bridge longer distances. The minimum value produced by the rating, as long as r ≥ rpr,
is α ∈ (β ,1], to always assess them better than more unreliable links with r < rpr. rpr is
represented by the dotted line, marked with a, in Figure 4.4.
rac represents a threshold above which lower, however, still to a certain extent acceptable
reception success rates can be expected, so that a lower constant value is assigned (β ∈ [0,1)).
In Figure 4.4, rac is depicted using the dotted line marked with b.
All non-acceptable links, for which it can be expected that they yield too low reception
success rates to be useful, are assigned 0 as rating.
When looking at the observations from [156] and [169], given the nature of the communi-
cation channel and the relative weakness of the correlation, it is clear that the above rating can
only approximate the actual link properties.
4.5.2 Utilization Rating
In the second behavior block, described in Section 4.7, the dominating set segments created by
the first behavior block are interconnected. To realize this, exploration agents are dispatched
from dominating nodes in order to search for other dominating segments that appear to be
disjoint, so that these can be connected subsequently. An example of a state prior to intercon-
nection is depicted in Figure 4.8 (a).
As long as an exploration agent from the second behavior block does not find a trace towards
a dominating set segment that it considers disconnected from the dominated set segment it
originated from, it uses a random walk to move through the network. However, to reduce
the number of explorations needed in the second behavior block, the agent’s strategy aims at
spreading the random walks more evenly over the network topology, by reducing the probability
of repeating previous choices (see Section 4.7.1.5).
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Figure 4.5: Rating results as a function of normalized RSSI for different parameters: (a) α , (b) γ , (c) offset to rpr
and rac, and (d) β
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Consider the situation depicted in Figure 4.8 (b): the exploration agent originating from
node 13 has now arrived at node 14. Assume that the candidates for next-hop selection are
nodes 15, 16, 17, and 18. If, for example, node 17 has been used as next hop three times and
all of the other nodes only once, the underlying idea of the utilization rating is to increase the
probability of choosing one of the less-often selected next-hop candidates.
In order to realize the above idea, the utilization rating is defined as follows:
ur(vs,vn) = 1− v.nhuTab(vs,vn).u f∑vi∈Sc v.nhuTab(vs,vi).u f
(4.2)
with
 v, the current node visited by the agent,
 vn, the rated next-hop candidate,
 vs, the node at which the agent was generated,
 Sc as defined in Equation 4.6 (see Section 4.6.1.3). It represents the neighborhood of a
node from which, if possible, nodes that would lead an agent towards previously visited
regions were removed.
The probability to select vn consequently declines with higher previous utilization. vs has
to be included in the rating, in order to take into account the fact that exploration agents in
behavior block II may originate from any dominating node. Not doing so would lead to highly
non-linear walks, since the trajectory of an agent would be influenced by the utilization traces
(v.nhuTab) of agents that approached the current node from a different direction.
4.5.2.1 Integration with Link Quality Rating
To be applicable, the utilization rating is integrated with the link quality rating to an extended
rating for a link from v to vn, considered by an agent generated at vs:
er(vs,vn) = qr(vn)ω ·ur(vs,vn)ϖ (4.3)
with ω and ϖ used for tuning the influence of qr and ur.
4.6 Behavior Block I: Initial Dominating Set Construction
The first behavior block is divided into two behavior subblocks: exploration and construction
(Sections 4.6.1 and 4.6.2). It needs to be emphasized that as behavior blocks I and II work in
parallel, also their subblocks, exploration and construction, are executed in parallel.
In the first subblock, in order to enable the protocol to select nodes for the dominating set,
first, a swarm of agents explores the network area. Exploration agents start in a probabilistic
manner from different nodes (Section 4.6.1.1). The swarm of these agents determines paths,
from which it selects some to be added to the dominating set. For this exploration method,
the proposed approach draws inspiration from the flight behavior of ovipositing P. rapae. It
imitates its random walks by employing a probabilistic next-hop selection function (Section
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4.6.1.3). Further, a tendency towards linearity similar to P. rapae’s is achieved by integrating a
multi-hop path straightening method (Section 4.6.1.3).
To adapt the imitated behavior to the properties of the artificial system, i.e. the WSN, further
rules to the proposed behavior are needed: To use long-range links with high reception success
rates, a link quality rating (Section 4.5.1) is included in the next-hop selection process. Further,
rules that are only necessary in the artificial system determine under which conditions and
how nodes are added to the dominating set (Section 4.6.2.1). Finally, in order to enable the
second behavior block to connect dominating set segments that were added by this block and
are considered disjoint, the description specifies how the necessary information is provided
(Section 4.6.2.3).
4.6.1 Exploration
Within this subblock, agents explore the network using random walks, thereby defining paths,
which serve as candidates for the addition to the dominating set. There are two advantages to
considering entire paths as candidates instead of single nodes like in the approaches from state
of the art [130, 143, 165, 166]:
 When looking at a CkDS, such as the one depicted in Figure 2.12, one can intuitively
interpret the structure as an accumulation of numerous intersecting paths. The proposed
protocol exploits this observation by deciding whether to add entire paths instead of sin-
gle nodes to the dominating set. Since each path typically consists of multiple nodes, this
design choice aims to reduce the number of marking decisions and thereby the overall
cost of the process. It is also a point at which the devised protocol closely resembles its
natural archetype, since each path can be regarded as a random walk by a P. rapae female.
 Naturally, there must be rules to select which candidate nodes to add to the dominating
set. If a protocol operates on a per-node basis, the vicinity of a node considered as
candidate within a certain number of hops, reflecting the dominating distance k, needs to
be known in order to provide enough information for these rules. In contrast, when paths
are utilized as candidates, the length of the paths already implies distance information,
so that it does not have to be obtained explicitly. In other words, the length of a path
can be made use of to decide, whether to add a set of candidate nodes constituting the
path to the dominating set—without knowing their multi-hop neighborhood. Thus only a
minimum amount of information is required for this decision, since paths are established
through a random walk consisting of unicasts, which translates to low costs in terms of
communication and thus less energy consumed. Moreover, it makes the cost of candidate
selection virtually independent of the node degree and the desired dominating distance,
which is also confirmed by the simulation results in Chapter 5.
To produce the swarm, an initial exploration agent (IEA) aIE is generated at each node v
immediately after the protocol starts its operation. The role of each of the agents is to create
information by modifying its own state and the state of visited nodes, as well as, to evaluate
information present at nodes to draw conclusions from it. By this, agents do not communicate
with each other directly but using stigmergy.
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4.6.1.1 IEA Departure Time
In order to enable an evaluation of useful information, the agents’ activities need to be dispersed
over time. Else, if agents roamed the network exactly at the same time, there would not be
enough information existing already that could be made use of. Therefore, agents determine
their departure time from the node of their creation, v, using the function
tIEA =
{
tc+ random() · tIEAmd if random()≤ pdIEA
∞ else (4.4)
with
 tc: the current time
 random() ∈ [0,1]: a function generating random numbers
 pdIEA: the departure probability
 tIEAmd > 0: a maximum delay
tIEA = ∞ corresponds to the death of the agent. According to the above function, the agent
departs at a random time between now and tIEAmd with probability pdIEA. The probability pdIEA
was introduced, since it became evident, after experiments, that it was sufficient to start IEAs
from only a subset of all nodes.
An IEA aIE has the fields 〈p, ts〉:
 p: recording the path traveled, so that every visited node is added to p.
 ts: denotes the tabu set, which consists of the IDs of nodes in the 1-hop neighborhood
of the agent’s previous hops, as well as, the previous hops themselves, added every time
before leaving a node. tsmnn and tsmph specify the maximum size of ts in number of
nodes, ts.nn, and previous hops, ts.ph. Thus, for example, with tsmph = 2, aIE .ts of
IEA aIE that visited the sequence of nodes va,vb,vc,vd , after leaving vd , will contain
N1(vc)∪N1(vd)∪vc∪vd , assuming a sufficiently large tsmnn≥ |N1(vc)∪N1(vd)∪vc∪vd|.
If ts.nn > tsmnn or ts.ph > tsmph, nodes are deleted from ns in the order of their insertion.
4.6.1.2 IEA Departure Procedure and Structure
Before leaving a node v, an IEA aIE checks, if any other IEA has left v within the last tmw time,
i.e. the maximum expected walk time. If the condition is satisfied, aIE sleeps for tmw, wakes up,
and then the check and subsequent actions repeat.
Further, there is a second check: before leaving v, aIE checks if v ∈ D (that is, if v is
dominating). If this is true, it dies (i.e. is deleted), in order to decrease the risk of creating a too
dense dominating set, which exhibits only a low coverage per dominating node, in this area.
The above mechanisms and Equation 4.4 are important and aim at reducing the amount of
concurrency during the exploration process, thereby lowering communication cost and improv-
ing the overall result quality. Note that they are related to the second rule in the construction
subblock (see Section 4.6.2.1).
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4.6.1.3 IEA Next-Hop Selection
If |ND1 (v)| = 0, so that none of v’s neighbors is dominating, an IEA aIE selects its next hop vx
at node v with the probability
p(vx) =
qr(vx)
∑vi∈Sc qr(vi)
(4.5)
using the link quality rating qr from Equation 4.1 in Section 4.5.1. Else, if |ND1 (v)| >
0 (at least one of v’s neighbors is dominating), aIE randomly selects a node from the set of
dominating 1-hop neighbors, ND1 (v), as next hop. This sticky behavior aims at avoiding the
creation of parallel segments of the dominating set, since they provide only little additional
coverage but increase its size considerably.
The set of next-hop candidates Sc is computed at node v using the following function, as-
suming tabu set St = aIE .ts, N1(v) obtained from v.nTab.vn, previous hop vp from aIE .p:
Sc =

(N1(v)\St)\vp if |(N1(v)\St)\vp| ≥ η
N1(v)\vp else if |N1(v)\vp| ≥ η
N1(v) else
(4.6)
The function increases the size of the selection depending on whether there are enough
(≥ η) candidates. If N1(v) = /0 for any reasons, such as the failure of the underlying MAC
protocol to provide neighborhood information, aIE dies.
Example The example in Figure 4.6 illustrates the exploration process of behavior block I.
In Figure 4.6 (a), IEA a1 has started from node 1, being now after the second hop. Shortly after
that, IEA a31 has started from node 31, now after its first hop. Both IEAs are fully unaware of
each other, and the only interaction takes place, if they find hints of each other’s visits, i.e. by
employing stigmergy.
Figure 4.6 (b) shows the state of the exploration after another two hops. IEA a2 started from
node 2, now being after its second hop. IEAs a1 and a31 are now after their fourth and third
hops.
Five hops later, Figure 4.6 (c) depicts the current state of the exploration process with IEA
a31 after its eighth and IEA a1 after its ninth hop, arriving at node 3. IEA a2, after its seventh
hop, arrives at node 7, which was visited by a1 within the last tmw. Therefore, a2 starts sleeping
for tmw, since it can be expected that a1 triggers a construction for the path it traveled, starting
from node 1 until arriving at node 3. Notice that instead of communicating directly, the agents
a1 and a2 communicate indirectly via stigmergy.
4.6.2 Construction
In the exploration subblock, random walks were used by the agents to create candidate paths
for the addition to the dominating set. Within the construction subblock, agents apply rules
to decide which candidate path to select and subsequently conduct the addition of the selected
candidate to the dominating set.
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Figure 4.6: Exploration in behavior block I
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4.6.2.1 Trigger, ICA Generation and Structure
The decision to add nodes to the dominating set D is produced autonomously by an IEA using
only local information. An IEA aIE , visiting node v, decides to construct a dominating set
segment, if one of the following conditions is satisfied
1. aIE .p.length≥ IEAwsl , with the walk segment length IEAwsl
2. v∈D and aIE .p.length≥ IEAmdcbd , with the minimum dominating contact build distance
IEAmdcbd ≤ IEAwsl .
If one of these conditions is satisfied, an initial construction agent (ICA) aIC is generated.
The initial construction agent aIC contains a path field p, which is initialized by setting it equal
to aIE’s path field (aIC.p = aIE .p). If v is not dominating (v /∈ D), aIE continues its walk after
its path field has been cleared. Else, it dies.
The information that is available to the agent includes its path and the neighborhood of the
currently visited node. Thus intuitively, it suggests itself to utilize this information to decide
which candidate path to add to the dominating set. However, such a decision cannot be made
after any arbitrary number of hops. In order to understand why, the technique for adding nodes
to the dominating set should be discussed first.
Assume that an IEA a has visited the path a.p = 〈v0,v1, . . . ,vl〉, with a.p.length = l. If it
decides to add the nodes in a.p to the dominating set, a very simple, yet effective solution is
that it creates an ICA a′ which is responsible for visiting the sequence of nodes 〈vl,vl−1, . . . ,v0〉
and marking each node ∈ a′.p = a.p as dominating. However, as the length of a.p increases,
the probability also grows that a or a′ will disappear due to a communication error, for exam-
ple, if the reception of the frame containing a or a′ fails after encountering an uncorrectable
amount of flipped bits. Therefore, to reduce the probability of failure, the underlying idea of
the first rule is to split up the walk of a into segments of the length IEAwsl . In other words,
after a walked IEAwsl hops, it creates ICA a′ to walk back a′.p = a.p and to add all visited
nodes to the dominating set, while a clears its path field and continues its walk. As discussed
extensively at the end of this chapter (see Section 4.8), the choice of IEAwsl has implications on
the effective maximum dominating distance (k′, see Definition 22 on page 101), achieved after
the construction of the CkDS concludes.
After motivating the first rule, the second one needs to be considered. It complements the
rules specified in the exploration subblock which delay the departure of an IEA from a node, if
it has been visited by another IEA within a certain amount of time, or let the IEA die, in case
the visited node is dominating (see Section 4.6.1.2). Both of these rules aim to curb the amount
of redundancy of dominating nodes in an area, by stopping the walk of an IEA, in case it visits
a node that is dominating or a candidate for being added to the dominating set. However, they
do not specify what happens to an IEA a, visiting a dominating node, before it dies, in other
words, how its recorded path a.p is utilized. It is important to make use of a.p, since else the
cost incurred by a would not yield much benefit. Here the second rule is applied to realize
this. When the path walked by a which currently visits a dominating node exceeds a certain
length, that is if a.p.length ≥ IEAmdcbd , it creates ICA a′, setting a′.p = a.p, before dying.
Subsequently a′ walks along a′.p adding all visited nodes to the dominating set. Similar to
IEAwsl , the choice of IEAmdcbd has implications on the dominating distance (k′, see Definition
22 on page 101) of the final CkDS, as discussed at the end of this chapter (see Section 4.8).
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4.6.2.2 Addition of Nodes to the Dominating Set by ICA
aIC, whose creation and initialization was described above (see Section 4.6.2.1), follows the
node sequence stored in its path field, aIC.p, marking each node on its path (including v) as
dominating, before it dies. If, visiting node vi, the next hop in the path aIC.p after vi does not
exist in vi.nTab, aIC dies immediately.
Each node marked as dominating announces its new state to its 1-hop neighbors using
broadcast. This allows its neighbors to realize the sticky behavior described further above
(see Section 4.6.1.3). Note that the size of the broadcast packet is minimal, since only the ID
of the sender and its new state have to be announced, as well as, that this is the only point at
which a broadcast is employed in this protocol. Therefore, the total number of broadcasts used
by the protocol equals exactly the size of the dominating set D.
Example Five hops after Figure 4.6 (b), Figure 4.6 (c) depicts the current state of the explo-
ration process with IEA a31 after its eighth and IEA a1 after its ninth hop, arriving at node 3. In
the example, the IEAs’ walk segment length IEAwsl = 9 and the minimum dominating contact
build distance IEAmdcbd = 6.
In Figure 4.6 (c), the length of the path traveled by a1 is equal to the walk segment length,
a1.p.length = IEAwsl , at node 3 (condition 1 satisfied). Thus node 3 generates an ICA a3,
initializing it with a1’s path, setting a3.p = a1.p (i.e. a3.p assumes the value of a1.p). Accord-
ingly, ICA a3 starts following a3.p towards 1, marking all visited nodes as dominating. At the
same time, a1 continues its walk after clearing its path field, with a1.p = 〈〉, from node 3.
The result of the operations described above is shown in Figure 4.7 (a) after three additional
hops. ICA a3 has now marked four nodes as dominating, arriving at node 5. Similarly, IEA
a31, which started at node 31 and is now at node 36, reached its walk segment length at node
32 two hops ago and triggered an ICA a32, now at node 33 heading towards 31.
Figure 4.7 (b) depicts the scenario after six additional hops. ICA a3, dispatched at node 3,
now has reached node 1, adding all nodes on the visited path to the dominating set. Similarly,
ICA a32 is now at node 34 and has only one additional hop to follow. The IEAs a31 and a1
reached nodes 37 and 8. a1 starts sleeping, since IEA a2 visited node 8 within the last tmw.
Notice that while the construction is already in progress, new IEAs may start, such as IEA a35
from node 35, now after its third hop.
Being at dominating node 7 in Figure 4.7 (b), IEA a2 wakes up after sleeping for tmw and
compares its path length to the minimum dominating contact build distance. Since a2.p.length≥
IEAmdcbd (condition 2 satisfied), node 7 creates an ICA a7 copying the path from IEA a2
(a7.p = a2.p). Thereafter, a2 dies, since being at a dominating node, and ICA a7 starts its
walk towards node 2 according a7.p.
Seven hops later, the example scenario is depicted in Figure 4.7 (c). ICA a7, now at node 2,
followed its path a7.p, starting at node 7 and marking all visited nodes as dominating; a7 dies,
since it achieved its objective. ICAs a42 and a11, now at nodes 40 and 41, were created at nodes
42 (condition 1) and 11 (condition 2). They currently follow their paths, marking visited nodes
as dominating. Moreover, the actions by ICAs a7 and a11 lead to the emergence of centers 7
and 11.
In Figure 4.7 (c), at node 42, IEA a31 continued its walk after clearing its path field. When
IEA a31 migrates from node 38 to node 39, for the purpose of illustration, a communication
error occurs due to e.g. an uncorrectable amount of flipped bits, leading to the death of a31
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Figure 4.7: Exploration and construction in behavior block I
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(as evident from the figure, this is fully tolerated by the protocol). At node 8, IEA a1 wakes
up after sleeping for tmw, but the length of the path it traveled is lower than the minimum
dominating contact build distance, i.e. a1.p.length < IEAmdcbd: it dies without triggering any
further actions. Assuming that no new agents are created in behavior block I, the construction
efforts from Figure 4.7 (c) lead to the situation depicted in Figure 4.8 (a). Notice that this
clear separation between behavior blocks serves only the purpose of illustration and that, in a
simulated or real-world execution, behavior blocks I and II operate completely in parallel.
4.6.2.3 Propagation of Center Information by CIPA
If a node vc has become a center, it generates a center information propagation agent (CIPA)
aCIP. Its objective is to propagate center information within CIPAmh distance along dominating
nodes. This information is used in the second behavior block to assess the local connectivity
and to locally recognize disconnected segments of D (see Sections 4.7.1.2 and 4.7.1.4). aCIP
consists of the fields: 〈src, pre,h〉, which represent the source center vc, the previous hop of
aCIP, and a hop counter, initialized to 0.
Arriving at node vd , if aCIP.h >CIPAmh or aCIP.src exists in vd.cdTab, aCIP dies. Else and
upon its creation, being at node vd , it selects all nodes from ND1 (vd)\aCIP.pre as next hops,
replicating adequately. Further it leaves a copy of itself aCIPs sleeping at the current node. If
|ND1 (vd)| of a node vd increases, aCIPs wakes up and sends a copy of itself, named aCIP, to
the new member of ND1 (vd), before going to sleep again. At each node vd that aCIP visits,
vd.cdTab(aCIP.src).d = aCIP.h.
Example Assuming CIPAmh = 10, in Figure 4.7 (c), a CIPA a′7, generated by the new center 7,
reaches all dominating nodes within its connected dominating segment, including, for example,
nodes 1 and 3.
It should be remarked that at this point no precise statement can be made about the state
of the construction, since both behavior blocks and their subblocks are fully executed in paral-
lel. Therefore I discuss the properties of the produced structure after the construction process
concludes, in Section 4.8, at the end of this chapter.
4.7 Behavior Block II: Transformation to a Connected k-Hop
Dominating Set
The second behavior block, which is intertwined with the first one, connects the dominating
set segments added in the first block to a CkDS. Similar to the first behavior block, the second
is subdivided into two subblocks, which are executed in parallel, realizing exploration and
construction.
In the first subblock (Section 4.7.1), a swarm of agents explores the network area to find
remote, disconnected segments of the dominating set. The agents, drawing inspiration from the
flight behavior of ovipositing P. rapae, move through the network similar to exploration agents
from the first behavior block and their natural counterparts, employing a probabilistic next-hop
selection, given certain conditions (Section 4.7.1.5). Nevertheless, since the objective is, in
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contrast to the first behavior block, to connect already existing segments of the dominating set
as efficiently as possible, there are four main adjustments, which will be described in full detail
after the following overview:
1. Exploration agents start and conclude their walks only at dominating nodes, since their
primary goal is to find connections between disconnected dominating set segments (see
Section 4.7.1.1).
2. Their generation rate (see Section 4.7.1.1) depends on local connectivity properties, which
are rated to assess the necessity of generation. For this, center nodes (nodes with more
than two dominating 1-hop neighbors) are regarded as landmarks (see Section 4.7.1.2).
Based on the landmarks’ number and distance to the current node, the complexity of the
surrounding dominating set segment is estimated. The method aims at reducing cost,
where it is adequate, by decreasing the number of agents generated.
3. The exploration agents’ random walks exhibit a preference for nodes that were previ-
ously selected less often as next hops (see Section 4.7.1.5). This strategy has two aims:
reduction of the total number of walks and therefore also the reduction of communication
cost.
4. Next-hop selection includes a greedy component that lets exploration agents walk directly
towards dominating set segments that are considered disjoint (see Section 4.7.1.6), to
further save communication cost. The information necessary to recognize and approach
segments that appear to be disjoint is supplied using stigmergy (see Section 4.7.1.3; for
an overview of stigmergy refer to [145]).
In order to enable the use of stigmergy in points (3) and (4), agents need to carry and deposit
additional connectivity information on nodes they visit (see Section 4.7.1.3).
Finally, for the second subblock (construction, see Section 4.7.2), to obtain a CkDS based
on the above preparatory work, the necessary rules are specified on how nodes are selected for
addition to the dominating set and in what way this is carried out.
4.7.1 Exploration
Exploration is realized using connection exploration agents (CEAs), which have the objective
to explore connections between disconnected segments of the dominating set D.
4.7.1.1 Generation Times of CEAs
For the first time, at node vd , a CEA is generated tCEA time after vd has become member of D.
The intervals between the first and further generations of a CEA at vd are defined as follows:
tCEA =
{
tCEA · (β1+β2 · cr(S′c)σ ) if tCEA ≤ tCEAmg
∞ else (4.7)
with,
 tCEA > 1: the current interval between two successive CEA generations. To compute
tCEA, its previous value is multiplied by a factor which is greater than 1.
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 β1 > 1: a basic summand, representing the value that is at least used for multiplication
with the previous value of tCEA.
 S′c: the set of centers from vd’s center distance table (S′c = vd.cdTab.vc, see Section 4.4)
 cr: connectivity rating used to assess the amount of connectivity and thus also the need
for further connections, defined in Equation 4.8 in Section 4.7.1.2.
 β2,σ ≥ 0: weights for cr
 tCEAmg: the maximum generation time of a CEA
The design of the function is based on the following ideas and considerations: The con-
nection efforts can only start after a node has become dominating. Therefore, the first CEA is
generated tCEA after this event. tCEA’s initial value is defined before the start of the protocol. It
should be much greater than the typical time needed by an agent to migrate between nodes, so
that a certain amount of structure is already present at the time of the first agent generation, and
centers, serving as landmarks in the connectivity rating, are likely to be already established.
During the evolution of the protocol, it became clear that usually a single CEA per dominat-
ing node is not sufficient. Thus CEAs are generated one or multiple times at each dominating
node and, in Equation 4.7, tCEA is updated after each generation. The function prolongs the
intervals between subsequent generations in the described manner for two reasons:
 To enable a rapid interconnection in the beginning.
 To spread connectivity efforts over the available time period, so that information which
has been deposited in the network in the meantime can be utilized through stigmergy to
create interconnections, if this is still necessary at a later time.
Finally, the time between agent generations also depends on the evaluation of the surround-
ing dominating set segment by the connectivity rating, which is described next.
4.7.1.2 Connectivity Rating and CEA Structure
In order to estimate the connectivity, the protocol uses the following connectivity rating at node
vd ∈ D:
cr(S′c) = ∑
ci∈S′c
max(CIPAmh− vd.cdTab(ci).d,0) (4.8)
As discussed in Section 4.6.2.3, CIPAmh determines the maximum number of hops a center
information propagation agent (CIPA) may travel. Therefore, this constant also defines the
size of the dominating environment in which centers are known, or visible. The maximum
function in Equation 4.8 has the purpose to avoid negative summands in case, for example, due
to changes in the parameters, a center is believed to be more than CIPAmh hops away from the
current node vd .
The underlying idea of this function is to employ centers as landmarks, which provide
cues about the connectivity of the dominating neighborhood: the more and the closer to vd the
centers in S′c are, the denser the dominating set in vd’s vicinity, and thereby the lower the local
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need for connection exploration is estimated. In other words, the constellation of centers, i.e.
their distance and number, around vd is interpreted as indication for the degree of connectivity
in vd’s neighborhood and necessity, as well as, stimulus for further exploration.
A CEA aCE , generated at node vd , contains the fields 〈p,ck, ts〉:
 p: the path traveled by the CEA, initialized by setting aCE .p = 〈〉.
 ck: the centers known at the generation node vd , initialized by aCE .ck= vd.cdTab.vc. This
information is central to enable the local recognition of disjoint dominating set segments,
outlined in Section 4.7.1.4.
 ts: the tabu set
After being generated and initialized, CEA aCE leaves node vd as described further below
(see Section 4.7.1.4).
4.7.1.3 Preparatory Work for Connectivity Exploration
During their walk through the network, CEAs maintain their own data structures but also data
structures at the visited nodes, i.e. the interconnection and the next-hop utilization tables, in
order to enable succeeding agents to exploit this information through stigmergy mainly for the
following purposes:
 The local recognition of disjoint dominating set segments, which is important to trigger
the greedy part of a CEA’s behavior (see Section 4.7.1.6).
 To enable a CEA to move towards a dominating set segment locally recognized as dis-
joint, when behaving in a greedy manner (see Section 4.7.1.6).
 To allow the probabilistic part of a CEA’s behavior to balance the utilization of next-hop
candidates (see Section 4.7.1.5).
In order to conduct the preparatory work for the above functionality, which will be de-
scribed further below (see Section 4.7.1.4), on every visited node v, aCE adds v to its path field
aCE .p, recording the path for later use. It further adds/updates the interconnection table entry
v.iTab(aCE .p.source) using the information it carries (i.e. aCE .p, aCE .ck). This makes it possi-
ble for succeeding agents to recognize a center in the interconnection table as unknown and to
obtain a path towards it.
Further, when CEA aCE leaves node v to migrate to next-hop node vn, it adds the v.nhuTab
(aCE .p.source,vn) entry, initializing v.nhuTab(aCE .p.source,vn).u f = 1 or, if already exist-
ing, sets v.nhuTab(aCE .p.source,vn).u f = v.nhuTab(aCE .p.source,vn).u f + 1. This informa-
tion provides the basis for the probabilistic and deterministic next-hop selection methods (de-
scribed below in Section 4.7.1.4) employed by CEAs.
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4.7.1.4 Outline of Next-Hop Selection during Connectivity Exploration
For next-hop selection, a CEA distinguishes the following two cases, which are discussed in
more detail further below:
1. A disjoint dominating set segment is not recognized based on the interconnection table
and the agent’s center information, or the agent is before its first hop (see Section 4.7.1.5).
In this case, it follows a random walk taking into account link quality and utilization.
2. A disjoint dominating set segment is locally recognized based on the interconnection ta-
ble and the agent’s center information, and the agent is not before its first hop (see Section
4.7.1.6). Thus, it randomly selects from the locally recognized disjoint dominating set
segments that appear to be the closest.
To recognize a dominating set segment as locally disconnected, a CEA aCE basically com-
pares its field containing known centers, aCE .ck (see Section 4.7.1.2), with the information
available in a node v’s interconnection table, v.iTab.cns (see Section 4.4), deposited by agents
previously visiting node v (see Section 4.7.1.3). If aCE finds centers in v.iTab.cns that it does
not know, it assumes that they will probably belong to a dominating set segment that is not
connected to the dominating set segment which it departed from. Since, however, all informa-
tion available is local, i.e. describing state only within the neighborhood of a limited number of
hops, this recognition is not reliable and therefore called a local recognition. In other words,
although a dominating set segment is considered (or apparently) disjoint, there is no guarantee
for this property. However, that does not compromise the operation of the proposed protocol
and is an inherent part of its nature. Before further discussing this issue in Section 4.7.1.7, the
recognition mechanism, as well as, the probabilistic and the greedy parts of a CEA’s behavior,
triggered depending on the recognition, are described in the following paragraphs.
4.7.1.5 Next-Hop Selection during Connectivity Exploration, Case 1: Disjoint Dominat-
ing Set Segment not Recognized or before First Hop
If visiting a non-dominating node v /∈ D and v.iTab.cns\aCE .ck = /0, i.e. a disjoint dominating
set segment is not recognized, or if aCE .p = 〈〉, i.e. aCE is before its first hop, the CEA aCE
proceeds as follows: it conducts a random walk similar to the IEA, but using the extended
link rating er from Equation 4.3 (see Section 4.5.2.1) instead of link quality rating qr (see
Section 4.5.1) during the probabilistic next-hop selection (see Equation 4.5 in Section 4.6.1.3).
The extended link rating er integrates the link quality rating qr with the utilization rating ur,
described in Equation 4.2 in Section 4.5.2. This way, the utilization of the next-hop links is
taken into account, so that next-hop choices are spread more evenly—or in other words—there
is a (tunable amount of) preference for new solution candidates.
Example Figure 4.8 (a) shows the result of the operations conducted in Figure 4.7 (c), con-
tinuing the example. In Figure 4.8 (b), node 13 created a CEA a13, which now arrives at
node 14, after visiting nodes 23 and 22, with the following path and center-related information:
a13.p = 〈13,23,22,14〉 and a13.ck = {11}, assuming that node 13 is aware of center 11, pro-
vided CIPAmh = 10. Now a13 adds the information it carries to an empty interconnection table,
14.iTab, so that: 14.iTab(13).cns = {11}, 14.iTab(13).p = 〈13,23,22,14〉.
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Figure 4.8: Exploration in behavior block II
In order to allow succeeding CEAs to balance their next-hop choices among the available
candidates, the next-hop utilization table needs to be maintained by CEA a13. For the purpose of
illustration, assume first that the next-hop utilization table of node 14 is empty. If, in Figure 4.8
(b), CEA a13, which is at node 14, selects node 18 as next hop, it sets 14.nhuTab(13,18).u f = 1.
Consider a different situation: after the events above, further CEAs stop over at node 14,
which results in 14.nhuTab(13,15).u f = 2, 14.nhuTab(13,16).u f = 3, 14.nhuTab(13,17).u f =
3, and 14.nhuTab(13,18).u f = 2. At this point, when a CEA at node 14 decides probabilis-
tically for a next hop, it employs the extended rating er, which includes the utilization rating
ur, described in Equation 4.2 in Section 4.5.2: in this case, the utilization rating ur(13,16) =
1− 32+3+3+2 = 0.7 at node 14 for a CEA originating from node 13.
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4.7.1.6 Next-Hop Selection during Connectivity Exploration, Case 2: Disjoint Dominat-
ing Set Segment Locally Recognized and not before First Hop
If aCE arrives at a non-dominating node v /∈ D and v.iTab.cns\aCE .ck 6= /0 (this way a disjoint
dominating set segment is locally recognized), it selects a center from v.iTab.cns\aCE .ck (i.e.
one of the centers believed to belong to a disjoint segment) which is associated with the shortest
path to some dominating node vd . Ties are broken using node IDs. aCE then chooses the next
hop obtained from v.iTab(vd).p.
Note that the above recognition is not reliable, since it is based only on the local knowledge
of a CEA. However, this very part of the protocol does not have any negative influence on the
protocol’s behavior, as discussed further below, in Section 4.7.1.7.
This deterministic selection method is used in order to reduce the time and the commu-
nication cost of exploration. Notice that it is based on iTab entries that were modified by
CEAs which were selecting their next hops probabilistically (see Sections 4.7.1.3 and 4.7.1.5).
Therefore, the final parts of the solution, the connections, are obtained as a result of a non-
deterministic behavior.
In addition to the above methods, after the second hop, a CEA exhibits the same sticky
behavior as an IEA (see Section 4.6.1.3). It also handles failures similar to an IEA.
Example In Figure 4.9 (a), the example from Figure 4.8 continues. Assume that there were
further CEAs originating from nodes 19, 20, and 21 that have visited node 14, adding the entries
14.iTab(19).cns,14.iTab(20).cns = {7} and 14.iTab(21).cns = {11}. The paths traveled by
these agents until reaching node 14 are depicted using dotted lines and were also added to
14.iTab. CEA a13, currently at node 14, does not know center 7, as 14.iTab.cns\a13.ck =
{7,11}\{11} = {7} 6= /0. Since the path towards node 19 is the shortest known path to the
segment considered disjoint, i.e. 14.iTab(19).p.length < 14.iTab(20).p.length, CEA a13 will
choose greedily 16 as next hop, as depicted in Figure 4.9 (b).
4.7.1.7 Implications of Local Recognition Mechanism
Although a CEA may locally recognize a dominating set part B as disjoint (see Section 4.7.1.6),
B may nonetheless be connected to the dominating set part A, the agent originates from. This
situation occurs, when the center information propagation ranges, corresponding to CIPAmh, of
the centers identifying A and B do not overlap at the point of evaluation (CIPAmh represents the
maximum number of hops a center information propagation agent is allowed to walk, described
in Section 4.6.2.3). However, given the design decision to only use local knowledge in order
to generate the positive effects associated with self-organization, there is no means to provide
a guarantee for disjointness from an agent’s local point of view.
Example Figure 4.10 depicts a situation in which CEA a13 started at node 13 and now arrived
at node 14. Since CIPAmh = 10, a13 is only aware of center 11, i.e. a13.ck = {11}. At node 14,
a13 finds the interconnection information 14.iTab(19).cns = {7} because at node 19 (point of
evaluation), from which an agent, depositing this information at node 14, originated, only center
7 is known. As 14.iTab.cns\a13.ck = {7}\{11} 6= /0, CEA a13 assumes to have recognized a
disjoint dominating set segment, although this is evidently not the case.
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Figure 4.9: Exploration and construction in behavior block II
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Figure 4.10: Disjoint dominating set part locally recognized
As it becomes clear from the example, the probability for the discussed situation to occur
could be reduced by increasing CIPAmh, which might consequently incur higher costs. Then
again, such situations can be considered parts of the overall process that contribute to a con-
struction of a CkDS with a particular dominating distance. Note that the connection in Figure
4.10 between nodes 13 and 19 would not result in an undesirable amount of redundancy of
dominating nodes. On the contrary, in the situation depicted in Figure 4.11, a connection be-
tween nodes 13 and 19 can even be considered useful, for instance, to shorten path lengths,
when a routing protocol is executed on top of the CkDS. At the same time, an interconnection
that highly increases the amount of redundancy, such as in Figure 4.12, would be avoided by
recognizing the existing connections. Consequently, the CIPAmh parameter can be employed to
adjust the amount of redundancy incurred by interconnections of distant parts of the dominat-
ing set, as well as, the achieved dominating distance, which will be discussed further below, in
Section 4.8.
4.7.2 Construction
If CEA aCE arrives at a dominating node vd ∈ D, it checks if vd.cdTab.vc \aCE .ck 6= /0, that is
whether vd appears to belong to a disjoint dominating set segment. If this condition is satisfied,
it generates a connection construction agent (CCA) aCC, containing only the field p and dies,
after setting aCC.p= aCE .p (aCC.p assumes the value of aCE .p). Else (vd.cdTab.vc \aCE .ck= /0)
aCE dies without any actions.
After its generation and initialization, CCA aCC follows aCC.p, marking all visited nodes as
dominating, thus creating a connection, and dies afterwards. It uses the same failure handling
as an ICA (see Section 4.6.2.2).
Example Assume that CEA a13 from the above examples greedily followed the path from
node 14 via node 16 towards node 19, as depicted in Figure 4.9 (b). Next, a13 checks whether
the centers known by it, in this case center 11, are present in the center distance table of node
19, that is whether 19.cdTab.vc \a13.ck 6= /0, in this example whether {7}\{11} 6= /0. This
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Figure 4.12: Disjoint dominating set part not recognized
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condition is satisfied, so that node 19 creates a new CCA a19, initializes it with a13’s path,
setting a19.p = a13.p, and lets a13 die thereafter. Finally, a19 follows a19.p, marking all visited
nodes as dominating, before it dies. This creates two new centers, 13 and 19, and results in the
final state depicted in Figure 4.9 (c).
4.8 Discussion
The proposed CkDS construction process is self-organizing according to the definition by Ca-
mazine, Deneubourg, and colleagues from their seminal book on self-organization in biological
systems [26]:
Self-organization is a process in which pattern at the global level of a system
emerges solely from numerous interactions among the lower-level components of
the system. Moreover, the rules specifying interactions among the system’s com-
ponents are executed using only local information, without reference to the global
pattern.
This definition carries several implications:
1. Self-organization yields a global-level result. In the proposed process it is a CkDS.
2. The utilization of only lower-level interactions and local information translates to low
requirements in terms of information exchange. Since the amount of information ex-
changed highly influences energy consumption (see Section 2.1.4), this is an especially
desirable property in wireless sensor networks.
3. There is no reference between the execution based on local information at a lower level
and the global-level result. This implies that there is no parameter directly corresponding
to k in the proposed process.
In summary, self-organization promises to efficiently yield the desired result, however, there
is no direct link between lower levels and the global level. Therefore, it is not possible to set a
k at a lower level and obtain a CkDS with this exact k at the global level. Similarly, it cannot be
guaranteed that the solution is connected or that two parts of the dominating set can be reliably
recognized as disjoint. This missing reference between the lower levels and the global level is
a property that the proposed protocol shares with many other related, self-organizing protocols.
Ant colony routing [20] can well serve as an example: ants are confronted with the challenge of
navigating through complex, unknown terrain or vast labyrinths within their formicaries. Their
self-organizing protocol can be examined according to the above points:
1. Using self-organization, they produce a structure consisting of the shortest paths between
their points of interest, such as food sources and their formicaries’ food storage facilities.
2. Ants solely use lower-level interactions and local information by depositing and perceiv-
ing pheromone, as well as, other ants in their direct vicinity.
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3. There is no reference between the rules the ants execute based on local information at a
lower level and producing a structure consisting of the shortest paths between a network
of points of interest.
However, naturally self-organization also entails that ants do not always find a structure
consisting of the shortest paths between their points of interest. In fact, Goss and colleagues
showed for the Argentine ant (Iridomyrmex humilis) [69] that, for example, given two alter-
natives, when the ratio of the long path’s to the short path’s length was 2, only in 11 out of
14 experiments more than 80 % of the total traffic used the short path. In general, they con-
clude that the colonies’ probability of selecting the shortest path increases with the difference
between two alternative paths.
Given the above considerations, it is evident that the proposed approach—since it is self-
organizing—cannot guarantee connectivity or an exact dominating distance k. However, in
simulations used for evaluation with up to 3000 nodes, the fraction of disconnected dominat-
ing sets was extremely close to 0. Moreover, as the results in Chapter 5 indicate, there is a
strong correlation between the parameters IEAwsl , IEAmdcbd , CIPAmh and the desired domi-
nating distance. Therefore, for example, in a real-world application of the CkDS, a desired
k can be achieved in a straightforward manner by adjusting IEAwsl , IEAmdcbd , and CIPAmh
appropriately, as discussed in Section 5.2.5.
Within this context, the nature of the definition of a CkDS should be reexamined. A CkDS
with k = u is always also a CkDS with k ≥ u according to Definition 1 on page 1. In other
words, a CkDS with k = 11 is always also a CkDS with k = 1000. Given this imprecision, I
introduce a precise distance definition (22 on page 101), which implies that for k′:
1. There is no node v which is further away from the dominating node closest to v than k′
hops.
2. There is a node v′ which is k′ hops distant from the dominating node closest to v′.
Therefore basically, after setting a certain k, the result produced by most related approaches
is a Ck′DS with k′ ≤ k, when assuming perfect, or lossless, communication channels. The
discrepancy between k and k′ depends on the exact process of CkDS construction. For example,
the connected clustering-based approaches [143, 144, 166] can be expected to be especially
prone to this phenomenon, since they first produce a k-hop dominating set, which they connect
subsequently. In contrast, this phenomenon is non-existent in the proposed approach.
In addition to the above issue, there is a second phenomenon to be considered, when non-
perfect, or lossy, communication channels are used. This is especially the case in wireless
sensor networks, in which the links between nodes can be expected to be highly unreliable (see
Section 2.1.5). Therefore, in practice, the resulting k′ of a CkDS may be even greater than the
specified k in all related approaches [130, 143, 144, 165, 166], as shown in Section 5.2.5 for
the reference approach [130]. This is due to, for example, election messages not arriving at the
recipient after a transmission failure, which leads to a node not participating in an election—
a violation of the protocol specifications. In contrast, the proposed protocol exhibited a high
amount of predictability in terms of k′ even in the unreliable wireless network employed for
simulations (see Section 5.2.5).
In summary, the protocols from state of the art [130, 143, 144, 165, 166] allow the user
to specify the desired dominating distance k in the CkDS to be constructed. However, it is
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evident that none of them can guarantee to produce a connected kDS with the desired k in the
presence of an unreliable medium, which has been demonstrated for the reference approach
[130] in the results chapter. The protocol proposed in this document does not allow the user
to specify a desired k, given its self-organizing nature. Instead, it employs parameters which
highly correlate with k and k′. They can be adjusted to reliably achieve the desired k/k′ in a
CkDS even in the presence of a highly unreliable medium, as shown in the next chapter and
Section 5.2.5 in particular.
4.9 Summary
This chapter presented the proposed approach to CkDS construction, after discussing its inspi-
ration and the considerations during its design, as well as, providing definitions needed in the
subsequent sections.
During oviposition, fecund Pieris rapae females aim to balance the necessity of egg spread-
ing, utilized to average out variations in larval survivorship, and energy spent for relocation.
Therefore, they employ random walks to visit a subset of hosts for oviposition. When consid-
ering the area used for these activities, an adequate section of the flight trajectory of P. rapae
represents an s-distant connected structure. The basic idea of the protocol, proposed in this
chapter, is to imitate and adapt P. rapae’s behavior to create CkDS in wireless sensor networks,
while inheriting several of its desirable properties: distribution, parallelism, asynchronity, use
of only local knowledge and lower-level interactions, randomization, redundancy, scalability,
robustness, as well as, self-organization.
The proposed protocol is self-organizing, since a global-level pattern, the CkDS, emerges
solely from numerous lower-level interactions, specified by rules executed using only local
information, without reference to the global pattern. It consists of two intertwined behavior
blocks, which are both essentially based on random walks: the first is responsible for the con-
struction of a dominating set, while the second connects the existing segments of dominating
nodes to a connected k-hop dominating set. The proposed approach is the first CkDS (and also
CDS) construction protocol for wireless networks to employ random walks.
In order to avoid redundancies within this chapter, I refer the reader to Section 4.2, which
provides a comprehensive summary of the proposed protocol.

5
Results
This chapter presents the results of extensive network simulations, which I used to evaluate
the proposed self-organizing connected k-hop dominating set (CkDS) construction approach,
introduced in the previous chapter, as well as, the results of a comparison to the state of the
art. The first section of this chapter describes ShoX, the network simulator employed for the
evaluation, which I co-initiated and which was also co-developed by me. Subsequently, the
second section begins by providing an overview of the setup of the simulations. But more
importantly, it further presents and discusses the results obtained in the simulation-based part
of the evaluation of the proposed protocol and compares them to the findings for the state of the
art.
5.1 Simulation Environment: ShoX
For the evaluation, I used the ShoX network simulator [92, 135], which I co-initiated and co-
developed. There were various reasons for creating a novel simulator, such as that existing
network simulators, like J-Sim [77], ns-2 [107], Opnet [110], and OMNeT++ [150] were ini-
tially designed to support wired networks. Their extensions for wireless networks followed
only many years later, when this network class emerged, which had several implications: For
example, as the architectures of the existing simulators were tailored to wired networks, some
concepts inherent to wireless networks, not compatible with them, were integrated in an in-
coherent way, often in the form of makeshift solutions. Further, the generality of the set of
functions in the existing simulators makes it hard to identify functions relevant for wireless
networks, or, many times, some of these functions are missing entirely.
5.1.1 Main Concepts
In contrast to the existing simulators, the design of the ShoX architecture focused on adhering
to the inherent properties of wireless networks. A second goal was to enable a straightforward
integration of new protocols and models into the simulator. At the same time, a good usability
was also important. The following concepts were used to achieve these desired goals:
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1. ShoX is solely based on Java and XML. Java is used to implement protocols and models,
while XML is employed for their configuration. In contrast to Tcl, utilized in J-Sim [77],
OTcl (in ns-2 [107]), NED (in OMNeT++ [150]), Proto-C (in Opnet [110]), and Parsec
[149] (in GloMoSim/Qualnet [118]), both of the languages used in ShoX are well known.
Therefore, for most users, this eliminates the need to learn a new language. Furthermore,
Java projects are easily expandable, enabling straightforward integration and interopera-
tion of/among different simulated entities.
2. Using Java eliminates many issues associated with C/C++, which is employed in ns-2,
OMNet++, and Opnet, such as segmentation faults, memory allocation, and deallocation.
At the same time, XML allows the utilization of a myriad of standard tools for parsing
and transformation.
3. Everything is a class. All layers, including protocols, packets, as well as, mobility, sig-
nal propagation, and traffic models are defined as classes. A new protocol or model is
added by subclassing and the implementation of several methods. There is a broad range
of ready-to-use superclasses for the simulation of various aspects and entities inherent
to wireless networks, such as routing and MAC protocols, as well as, physical layer,
mobility, or interaction models.
4. ShoX has a strong GUI support for the different facets of simulations, ranging from
scenario configuration, over network visualization, to statics processing. Therefore, it
is not necessary to edit XML configuration files manually. At the same time, the GUI
ensures the validity of configuration input.
5. ShoX comes in a single package. It is not necessary to manually configure different
packages or the environment in a special way.
5.1.2 Architecture
Similar to ns-2 or OMNeT, ShoX is a discrete-event simulator: it uses a global event queue,
into which all events, such as packets, internal messages, timers, and node movement events,
are inserted. Each event contains an unique ID, an addressee, and delivery time, at which it is
to be removed from the queue and delivered to the addressee. The global event queue is sorted
by delivery time, so that the next event to be processed can be retrieved at low cost.
The central entity in ShoX is the simulation manager acting as scheduler, which manages
the event queue and which is responsible for dequeuing and delivering the first element of the
queue. At the time of delivery, the current time is set to the delivery time of the delivered event,
so that parallelism can be simulated.
To illustrate the operation of ShoX, consider the example in Figure 5.1. Among other parts
of the simulation, it shows the global event queue with three events ordered by delivery time.
Besides delivery time, these events include information about the type and the addressee, for
instance, WakeUpCall for the LLC layer at node 78 (second event in the queue). Node 261
just enqueued a packet for the MAC layer of its own network stack, providing an example for
intra-node communication. At the current time, the scheduler dequeues the next-earliest event,
which is a network-layer packet, sets the current simulation time to the packet’s delivery time
and finally hands it over to the network layer of node 286.
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Figure 5.1: Discrete event simulation in ShoX—an example
ShoX is fully object oriented. All concepts and models, like OSI layers, packets, failure,
and traffic models, are represented by abstract classes providing the required interfaces. This
makes the definition of own concepts and models very straightforward. The architecture is also
safe, since ShoX does not provide access to other layers or models directly. Instead, the given
and the individually defined components of ShoX rely on message exchange via the global
event queue to communicate with each other.
The packet class is a subclass of the event class. Packets, defined by a protocol at a certain
layer, such as AODV at the network layer, are again subclasses of the general packet class.
ShoX conforms to the OSI layer model. Nevertheless, it is also possible to introduce new
layers at any point in the layer stack. Below the physical layer, there is the AirModule. It
manages the state of a node’s radio, i.e. transmitting, receiving, idle listening, sleeping, power
off, and also, for instance, monitors any potential interferences. Upon the arrival of a packet, the
AirModule notifies the interference handler about occurring interferences, which subsequently
decides about the handling of the packet: for example, the packet can be ignored, errors can be
inserted into it, or it can be discarded.
As a further example, signal propagation effects are modeled using the abstract class Phys-
icalModel. Based on the knowledge of node positions and signal strength, an instance of a
subclass of PhysicalModel computes whether two nodes can reach each other or whether there
is any interference. If the receiver is in at least interference distance, a concrete PhysicalModel
further returns the strength of received signals. Using this approach, a broad spectrum of signal
propagation effects can be simulated.
Finally, for instance, it is not only very straightforward to implement communication traf-
fic models but also to record traffic. Independent of the chosen model, ShoX automatically
generates traffic traces, which can be later used to conduct new or repeated simulations. The
simulation based on traffic traces can save computation overhead, when complex models are
used.
To provide a more comprehensive overview of ShoX, it should be added that ShoX includes
diverse tools to support the protocol developer by, for example, improving the efficiency of the
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implementation and debugging process. These tools enable him or her, among other functions,
to visualize the network scenario or to create and process statistics. However, given the focus
of this document, they are not described here in detail. The interested reader is referred to
[79, 80, 92].
5.1.3 Configuration
Before executing a simulation, the scenario to be simulated must be specified. This includes
information, such as the number of nodes, the size of the deployment area, the layer stack of
the nodes, and, for instance, the signal propagation and traffic models which are to be used.
In ShoX, this is done using a GUI. The deployment area is specified, by providing width and
height explicitly or by loading a Scalable Vector Graphics (SVG) file which contains a map
of the area. The remaining fields in the configuration panel are to input the Java classes that
implement the required models and layers. For every field, there are default (dummy) classes
available, which are used automatically in case the user leaves a field empty.
Most user-implemented layers and models require some kind of initialization to work cor-
rectly. Specifically, they have certain class variables which need to be set by the user. In ShoX,
this is realized in a very straightforward way. Any variable within a class that needs external
initialization by the user, before the simulation is started, is annotated, for example, as follows:
@ShoXParameter(description = ”The walk segment length of initial exploration
agents (IEA WSL)”, required = true)
private int iEAWalkSegmentLength;
An annotation automatically exports the associated variable to the GUI. The variable itself
can be used like any other variable within the class. Variables are not confined to primitive data
types: objects of any kind can also be exported. Therefore, the GUI provides recursive dialogs
for the initialization of complex objects.
5.2 Evaluation
The simulation results which served as basis for the evaluation, presented in this section, were
obtained using the ShoX network simulator [92, 135], described in the previous section. Both,
the reference and the proposed approach, were simulated in topologies of different sizes and
node densities (see Section 5.2.2 for the reference approach).
5.2.1 Outline
In order to produce a comprehensive evaluation, I considered the following aspects:
Efficiency The efficiency of both, the reference and the proposed protocol was evaluated in
terms of total communication cost in MBit, based on the number of sent and received
data, as a function of effective maximum dominating distance k′ (see Definition 22 on
page 101), average node degree d, and number of nodes n. See Section 5.2.4 for further
details.
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Offset Reflects the degree of discrepancy between the adjusted parameters, influencing the
effective maximum dominating distance k′, and the produced results. The offset and its
standard deviation are evaluated for different k′ in Section 5.2.5.
Solution Size The larger the CkDS, the fewer nodes can switch their radio to powerdown mode
or to lower duty cycles (see Sections 2.1.4 and 2.2.2). On the other hand, larger CkDS can
be expected to offer more redundancy and thereby more failure resilience. This aspect is
examined for different effective maximum dominating distances k′, average node degrees
d, as well as, for different numbers of nodes n in Section 5.2.6.
Dominating Degree Denotes the number of dominating 1-hop neighbors of dominating nodes,
and its average has implications for the shape of the CkDS. Besides the average domi-
nating degree, Section 5.2.7 also examines its standard deviation within each run, which
allows conclusions about the regularity of the produced CkDS structure, as a function of
effective maximum dominating distance k′.
Construction Time When constructing a CkDS, not only the efficiency and quality of the so-
lution are of importance but also the construction time. In Section 5.2.8, the construction
time for different effective maximum dominating distances k′ and network sizes n is ex-
amined. Moreover, the subsection also sheds light on the development of the construction
process.
It should be remarked that the evaluation of all of the above aspects alludes to the topic
of scalability, as well. For instance, Section 5.2.4 also examines how the communication cost
incurred scales with different node numbers n or average node degrees d. Similarly, Sections
5.2.6 and 5.2.8 evaluate how the CkDS sizes scale with different effective maximum dominating
distances k′ and construction time.
The next sections describe the simulation setup and parameters used. Subsequently, Sec-
tions 5.2.4–5.2.8 present the simulation-based part of the evaluation, focusing on the proposed
and the reference approach. Finally, the evaluation is concluded by a comparison of the pro-
posed approach to all known state-of-the-art approaches in Section 5.2.9.
5.2.2 Setup
To obtain the results, the ShoX wireless network simulator [92, 135] was used with the de-
fault wireless medium implementation, simulating packet loss and collisions, as well as, the
implemented IEEE 802.11g MAC.
At the beginning of the implementations, from the relevant state-of-the-art protocols up to
now known to me (that are [130, 143, 165, 166]), only [130, 143], and [166] were published. I
selected the work from Sausen et al. [130] as the reference approach (see Section 3.2.2 for an
overview), since it was the most-recently proposed, and as it shares an important characteristic
with the other two (i.e. [143, 166]): its cost strongly depends on k and the average node degree
d.
5.2.3 Parameters
The simulations were conducted utilizing rectangular topologies with aspect ratio 1:1.5 with
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n = 500,1000,1500,2000,2500,3000 (5.1)
randomly placed nodes with average node degree
d = 7,9,11,13,15,17 (5.2)
For each chart, a subset of all possible combinations was used. For instance, for the chart
in Figure 5.2, the following combinations were needed: (n = 2000,d = 9), (n = 2000,d = 15),
and (n = 3000,d = 9).
The differently-sized topologies with different average node degrees were employed, in
order to evaluate the scalability of the approaches. At the same time, in the light of scenarios
such as ubiquitous computing (see Section 2.1.3), the networks had to be sufficiently large and
dense in order to examine, how well the protocols also cope in these kinds of scenarios.
All charts in this section present the averaged results obtained from a series of 50 runs
for each combination of approach, average node degree d, number of nodes n, and parameter
setting identified using par, which is defined differently for the reference and the proposed
approach, as described next.
For the reference approach
par = r = 2,3, . . . ,9 (5.3)
r is used in the reference approach to set the desired k in the CkDS which is constructed.
For the proposed approach
par = IEAwsl = 2,3, . . . ,37 (5.4)
further CIPAmh = b0.5 · IEAwslc, and IEAmdcbd = b0.7 · IEAwslc, with
IEAwsl the walk segment length of an initial exploration agent (IEA), introduced in Section
4.6.2.1.
IEAmdcbd the minimum dominating contact build distance of an initial exploration agent (IEA),
introduced in Section 4.6.2.1.
CIPAmh the maximum number of hops a center information propagation agent (CIPA) may
travel. It was introduced in Section 4.6.2.3.
IEAwsl , IEAmdcbd , and CIPAmh are tied together, as described above, since after initial ex-
periments, this constellation appeared to correlate best with the effective maximum dominating
distance k′ (see Definition 22 on page 101).
The time needed to run simulations turned out to be a limiting factor, since a single simu-
lation of the reference approach at r = 9, d = 9, and n = 3000, for instance, required approxi-
mately half a day of time on a single machine. Therefore, simulations needed to be distributed
over a pool of computers.
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5.2.3.1 Significance
For the data points in Figures 5.2, 5.3, and 5.5–5.8, representing averaged values resulting from
the simulations, the following confidence intervals were computed, confirming the statistical
significance:
 95 % confidence intervals (level of significance α = 0.05) for the proposed approach.
Let Γ= y−ly =
u−y
y , with y, the value represented by a data point, and further, l and u, the
lower and upper endpoints of the corresponding confidence interval. Then, for 87 % of
the data points, Γ≤ 0.025, for 11 % of the data points, Γ ∈ (0.025,0.05], and, for 2 % of
the data points, Γ ∈ (0.05,0.075] (there were exactly 100 data points for this approach).
In other words, e.g. for 87 % of the values y represented by data points, the endpoints of
their corresponding 95 % confidence intervals are within ±2.5 % of y.
For example, the lower and upper endpoints of the 95 % confidence interval of the data
point of the proposed approach in Figure 5.2 with d = 15,n = 2000,k′ = 4 would be at
y = 27.496 MBit ±0.530 %, that is l = 27.351 and u = 27.642 MBit.
 90 % confidence intervals (level of significance α = 0.1) for the reference approach, with
Γ ≤ 0.05 for 69.32 % of the data points, Γ ∈ (0.05,0.1] for 23.86 % of the data points,
Γ ∈ (0.1,0.15] for 5.68 % of the data points, and Γ> 0.15 for 1.14 % of the data points.
The significance difference in the results is mainly related to the cost and offset properties of
the considered approaches (see Sections 5.2.4 and 5.2.5). As discussed in Sections 3.2.2.1 and
5.2.4, the cost of the reference approach grows approximately quadratically with the adjusted
dominating distance r. However, as evident in Section 5.2.5, a particular adjusted r may lead
to different effective maximum dominating distances k′ (see Definition 22). Therefore, the
cost incurred by the construction of a solution with a specific k′ may vary extremely, which
is the central cause for the differences in the significance. In contrast, the proposed approach
yields highly similar costs—independent of the adjusted parameters and the produced effective
maximum dominating distances k′, which translates to better significance values—and implies
a higher amount of reliability.
5.2.3.2 Effective Maximum Dominating Distance
In order to enable a more accurate evaluation of the results of both protocols, the effective
maximum dominating distance k′ needs to be introduced:
Definition 22 k′ = maxvi∈V (length(ζ (vi))), with ζ (va), the shortest path between node va and
the node vd ∈ D closest to va. Further, length(ζ (vi)) returns the length of ζ (vi).
This implies that for k′:
1. There is no node v which is further away from the dominating node closest to v than k′
hops.
2. There is a node v′ which is k′ hops distant from the dominating node closest to v′.
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Figure 5.2: Cost with varying k′
The effective maximum dominating distance k′ is used to classify and compare the solutions
produced, as it is more precise than k: A CkDS with k = q is also a CkDS with k > q, but a
CkDS with k′ = u is not also a CkDS with k′ > u. In other words, a CkDS with k = 11 is
always also a CkDS with k = 1000, as illustrated in Figure 4.3. The classification is necessary
to be able to compare the same classes of solutions, since both approaches use different input
parameters which moreover do not yield deterministic results, as discussed in Section 5.2.5.
For the sake of brevity, this document will refer to the effective maximum dominating dis-
tance only as k′ from this point on.
5.2.4 Efficiency
To evaluate the efficiency, the total cost in MBit (sent and received) of each of the approaches
for a different k′ for d = 9,15 and n = 2000,3000 is compared in Figure 5.2.
It is evident that, while the cost incurred by the reference approach grows quadratically with
increasing k′, the cost of the proposed approach is practically uninfluenced by k′ (for k′ > 3).
This behavior can be explained with the strong dependency of the reference approach on k-hop
flooding: As the area of a circle grows quadratically with radius r (pi · r2), the area covered by
the flooding will grow in a similar manner with growing k. Since there is a certain average
number of nodes per unit of area, the number of nodes involved in the flooding grows linearly
with the area. This is illustrated in Figure 5.4, where a six-hop flooding is depicted, for which
the node colors represent different hops. The ideal communication radii, which provide the
basis for this example, are depicted in gray. Naturally, in a bounded area, the growth will slow
down with the number of nodes involved in k-hop flooding approaching n, which is evident in
Figure 5.2. Imagine the flooding in Figure 5.4 to reach more than seven hops: evidently, the
number of nodes newly involved in flooding at each hop would decrease with the number of
hops, as the border of the flooding approaches the borders of the network area.
Notice that this evaluation can only present data for the reference approach up to k′ = 9,
since with increasing communication cost, the time needed to run a single simulation reached
approximately half a day.
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Figure 5.4: A six-hop flooding by node A
In Figure 5.3, the cost with varying d and n = 2000 is plotted. The lowest value for d is 7,
since it was not able to obtain a randomly generated topology for d = 5, as in networks of this
size, with decreasing average node degree d, the probability for a connected topology drops
rapidly. On the other end of the range, 17 is the maximum value that is used for d, since for
d = 19, the run time of single simulations already reached an unacceptably high level.
Looking at the data in Figure 5.3, the cost of the reference approach grows linearly with
d, as each broadcast within the flooding is received by approximately d−1 nodes on average.
The proposed approach exhibits also a linear cost increase, although it is minimal compared to
the reference approach. This is due to the fact that the number of broadcasts employed by the
proposed approach is extremely low, since it equals the number of dominating nodes.
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Varying n in Figure 5.5 with d = 9, it can be observed that the cost for both approaches
grows approximately in a linear manner with node number. Moreover, as indicated in the
figure, the proposed approach with k′ = 3 is slightly more expensive than with k′ = 9, since for
k′ = 3 the number of dominating nodes and therefore the number of broadcasts is significantly
higher.
5.2.5 Offset
The offset is defined as
o =
k′
par
(5.5)
with par = r in the reference, and par = IEAwsl in the proposed approach. It measures to
what extent k′ differs from a parameter that is employed to adjust k′. As depicted in Figure 5.6
using d = 9 and n = 2000, both approaches tend to achieve offsets, which are 6= 1. I assume
the offset in the reference approach to be mainly determined by packet loss, when, for example,
election messages are not delivered, and therefore nodes do not participate in the election. In
contrast, the offset exhibited by the proposed approach is part of its nature, as there is no direct
link between IEAwsl , or any other parameter, and k′, i.e. there is no parameter that corresponds
to k′.
When comparing the offsets in Figure 5.6, the offset of the proposed approach is approx-
imately equal for all k′, while the offset for the reference approach differs considerably for
different k′. The standard deviation of offsets achieved in a series of runs for the proposed
approach is equally independent of k′ and significantly lower than for the reference approach,
making the proposed approach more predictable. If a specific minimum or maximum k′ needs
to be achieved, both r and IEAwsl have to be selected in a conservative manner. This means,
for example, that in order to achieve a minimum k′ = 5 with a high probability, one needs to
set r = 8 and IEAwsl = 18 (and CIPAmh, IEAmdcbd as in Section 5.2.3) in the reference and the
proposed approach.
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Figure 5.7: Solution size
5.2.6 Solution Size
The size of the solutions produced by both approaches is depicted in Figure 5.7. For d = 9, the
solution provided by the proposed approach is considerably larger, when k′ is very low. With
growing k′, however, the CkDS size decreases reaching levels only slightly higher than for the
reference approach. For d = 15 and k′ ≥ 4, the solution provided by the proposed approach is
always smaller than any of the solutions produced by the reference approach. As discussed in
Section 5.2.1, depending on the application of a CkDS and the considered scenario, a smaller-
or larger-sized solution is preferred.
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5.2.7 Dominating Degree
Next, the dominating degree is examined, which is defined as |ND1 (v)| for v∈V (ND1 (v) consists
of all dominating 1-hop neighbors of node v, see Definition 19 on page 67). In some applica-
tions, for instance, when the CkDS is used as a backbone for routing, it is not favorable to have
dominating nodes vd ∈ D with large |ND1 (vd)|, since they can be expected to be overburdened
much faster than dominating nodes v′d ∈ D with lower |ND1 (v′d)|. At the same time, for these
applications, the degree should be evenly distributed, so that dominating nodes share the bur-
den of a certain function more equally. Therefore, I use the averages and standard deviations
of dominating degrees of dominating nodes within each of the runs as metrics. When look-
ing at Figure 5.8 with d = 9 and n = 2000, it is evident that the results for both metrics are
considerably lower for the proposed compared to the reference approach.
5.2.8 Construction Time
The construction time needed by both approaches to obtain a full (that is complete) and half of
the solution, measured in number of nodes, is depicted in Figure 5.9 as a function of k′. It is
defined as the length of the time span between the start of the protocol and the last modification
of the dominating set. For the sake of clarity, all time values in Figures 5.9, 5.10, and 5.11 are
normalized to the longest construction time (which is the reference approach, k′ = 9, d = 9,
n = 3000) encountered.
It is evident from Figure 5.9 that, while the construction time of the reference approach
grows linearly with the number of nodes in the network, n, the construction time of the proposed
approach is practically uninfluenced by it. This can be explained by the fact that the proposed
approach works in an entirely parallel manner. In contrast, the reference approach grows one
piece of the dominating set consecutively from the base station towards the borders of the
network. During this process, nodes are added concurrently at the edge of this piece, since each
node performs the election independently of others.
Further, it can be observed in Figure 5.9 that, while the construction time of the proposed
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approach is practically uninfluenced by k′, the construction time of the reference approach
grows linearly with it. This is due to the fact that each node needs to exchange information
within its r-hop neighborhood in the reference approach, and r strongly correlates with k′ (as
depicted in Figure 5.6).
Finally, the data in Figure 5.9 indicates that a major portion of the solution, half of it, is
provided much earlier by the proposed than by the reference approach. To understand the con-
struction progress over time, the proportion of the full solution that was completed, measured
in number of nodes, is plotted as a function of time in Figures 5.10 and 5.11 for k′ = 3 and
k′ = 9. In the figures, it can be observed that at the beginning of the construction, the pace
of the proposed approach is significantly higher compared to the reference approach, before it
gradually slows down towards the end. This is a result of the self-regulation exhibited by the
proposed protocol: at the beginning, much area is uncovered, so explored paths that are candi-
dates for the dominating set satisfy the given conditions (see Sections 4.6.2.1 and 4.7.2) very
frequently; towards the end, as only little additional coverage is needed and can be achieved,
fewer and fewer explored candidates satisfy these conditions.
In contrast, the construction progress produced by the reference approach is represented
and can be described by much flatter, s-shaped curves. This is due to the manner the reference
approach constructs the dominating set: At the beginning, only few nodes can be added per
unit of time, as the edge of the dominating set, growing around the base station, is very short.
During the course of the construction it grows larger, and so the number of nodes that can be
added per unit of time follows this growth. When the edge of the dominating set reaches the
borders of the network, the number of nodes that can be added starts to decline accordingly.
5.2.9 Proposed Approach versus State of the Art
Up to this point, the evaluation concentrated on the properties of the proposed protocol and a
comparison to the corresponding properties of the reference approach. However, the question
arises as to how the proposed approach compares to the other state-of-the-art approaches. To
answer this question, all comparable results that were obtained in this thesis, concerning the
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state-of-the-art and the proposed approaches, are summarized in Table 5.1. The table shows
the dependencies of the communication cost incurred and construction time needed by the
considered protocols on different parameters:
k maximum dominating distance
k′ effective maximum dominating distance (see Definition 22 on page 101)
d average node degree
n number of nodes
Findings from the concise analyses conducted in Section 3.2 and this section are marked
by a, while all results yielded by means of simulation are labeled with s. Note that the table
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Communication cost Construction time
Parameter k,k′ d k,k′ n
Theoleyre and Valois [143, 144] quadratica lineara lineara lineara
Yang, Wu, and Cao [166] quadratica lineara lineara lineara
Sausen et al. [130] quadraticas linearas linearas linearas
Yang, Lin, and Tsai [165] lineara quadratica lineara independenta
Proposed independents linearas independents independentas
Table 5.1: Comparison of proposed approach with state of the art
omits the dependencies of communication cost on parameter n, as well as, construction time on
parameter d, since, except for one case, for all of the approaches, they can be clearly consid-
ered as linear and independent. The exception is the approach by Yang, Lin, and Tsai [165],
whose construction time depends linearly on d, since during the information exchange in step
1 of a round, the information exchange request cannot be answered by all neighboring nodes
simultaneously but only sequentially.
It should be remarked that the table includes both, k and k′, since the authors of the state-of-
the-art approaches employ k in the description of their protocols in order to adjust the desired
k′. From the definitions of the protocols and also from the simulation results (see Section
5.2.5), it is evident that the offset (see Equation 5.5 in Section 5.2.5) can be expected not to
equal 1 in most cases. This is due to, for instance, packet loss, as observed in the approach by
Sausen and colleagues [130], or the change of the dominating distance after the connection of
disjoint dominating set parts, like in the approach by Yang, Wu, and Cao [166]. However, a
high amount of correlation between the adjusted k and the resulting k′ can be assumed, based
on the definitions of the state-of-the-art protocols, which is also confirmed by the simulation
results in Figure 5.6 for the approach by Sausen and colleagues [130].
First of all, when looking at the results in Table 5.1, it is evident that the simulations confirm
the analysis findings for the approach by Sausen and colleagues [130].
Comparing the results in Table 5.1 yields that the communication cost incurred and con-
struction time needed by the proposed approach are independent of k and k′. In contrast, the
cost and construction time of the state-of-the-art approaches depend linearly or quadratically
on these parameters. This behavior of the proposed approach and one of the state-of-the-art
approaches from Sausen and colleagues [130] can also be observed in the simulation results
from Figures 5.2 and 5.9.
Based on reasoning, the communication cost incurred by all approaches except [165] ev-
idently depends linearly on the average node degree d, since it is dominated by the use of
broadcasts, which reach all of a transmitting node’s neighbors in the ideal case, in terms of d.
However, when comparing the quantities of the broadcasts used, there are great differences.
In the first three approaches from the table [130, 143, 144, 166], each node initiates at least
one k-hop flooding, which itself consists of numerous broadcasts and for which the number of
nodes involved grows quadratically with k. In contrast, the proposed approach utilizes by far
fewer broadcasts: each node that becomes dominating transmits exactly one broadcast, which
does not include any information except the indication of the state change and the ID of the
sending node. That is the only point in the protocol where broadcasts are used.
110 Chapter 5. Results
The difference in the quantities of the broadcasts is evident, for example, from Figure 5.3
for the approach by Sausen et al. [130] and the proposed approach. While the cost grows
extremely with average node degree d for the reference approach, the cost incurred by the
proposed approach increases only slightly.
Finally, when considering the construction time, it is evident that the proposed approach is
completely independent of the number of nodes n, since all its actions are executed in parallel.
This property, shared with only one further protocol from state of the art (i.e. [165]), can also
be observed in the simulation results from Figure 5.9.
5.3 Summary
This chapter presented the results from the evaluation of the proposed approach, which was
based on simulations. After providing a concise overview of the simulation environment, the
setup, and the parameters used, the chapter focused on the evaluation of the proposed approach,
examining the following aspects: efficiency, offset, solution size, dominating degree, construc-
tion time, as well as, scalability. Moreover, for each of the aspects, the proposed approach was
compared to the recently devised reference protocol by Sausen and colleagues [130]. Finally,
at the end of the chapter, the comparison was extended to all state-of-the-art approaches for the
key aspects.
For the sake of brevity, the following overview of the results was limited to the most impor-
tant findings of the evaluation.
Looking at the efficiency, the evaluation shows that the communication cost incurred by the
reference approach grows quadratically with increasing effective maximum dominating dis-
tance k′ (see Definition 22 on page 101) and linearly with average node degree d. In contrast,
the cost incurred by the proposed approach remains independent of k′. It increases linearly with
d, but at a far lower rate than for the reference approach. Comparing the proposed approach to
all state-of-the-art approaches, it is the only one whose cost is independent of k′.
The evaluation moreover considered the quality of the produced solutions. For instance,
the figures indicate that the reference and the proposed approaches produce CkDS structures of
approximately the same size for reasonably high k′ (that is > 3). CkDS created by the proposed
approach further tend to be more regular, since exhibiting a lower standard deviation of the
dominating degrees of dominating nodes within a simulation run. The dominating degree of a
node v is defined as the number of dominating neighbors of v.
When studying the evolution of the construction process, it is evident from the results that
the amount of time, needed by the proposed approach to produce a solution, is independent of
k′, as well as, of the number of nodes n. In contrast, the time required for this by the reference
approach grows linearly with k′ and n. Comparing the proposed approach to all state-of-the-art
approaches, it is the only one whose construction time is independent of k′.
Table 5.1 summarizes the key findings.
6
Conclusion
In this thesis, I propose a self-organizing random walk-based protocol for connected k-hop
dominating set (CkDS) construction in wireless sensor networks, which draws inspiration from
the general technique of random walks and, in particular, from the flight behavior of oviposit-
ing Pieris rapae. The protocol, sharing many properties with the observed behavior of P. rapae,
is solely based on local information, being used by locally-interacting distributed agents, con-
structing the global solution in a parallel manner. Moreover, it is the first protocol for the con-
struction of connected dominating structures, including CDS and CkDS, in wireless networks
to be based on random walks.
The effects of the proposed protocol’s design, which differs fundamentally from state of
the art, become evident in the evaluation, which includes a comparison with existing CkDS
construction approaches: While the communication cost incurred during the construction of a
CkDS by all state-of-the-art approaches depends linearly or quadratically on the effective max-
imum dominating distance k′, the cost incurred by the proposed protocol is independent of it.
The time needed by the proposed approach to construct a CkDS is similarly independent of k′,
whereas the construction time required by all state-of-the-art approaches grows in a linear man-
ner with this parameter. Furthermore, the construction time needed by the proposed protocol is
independent of the number of nodes n in the network, which is a property that it has in common
only with one additional approach from state of the art (all others are linearly dependent).
Compared to the state-of-the-art approach employed as reference in the simulation-based
part of the evaluation, which shares many common properties, such as the dependence of its
cost on k and d, with other existing CkDS construction protocols, the proposed approach is
by up to multiple orders of magnitude more efficient. In addition, it exhibits further favorable
characteristics, for instance, that it produces highly regular solutions.
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