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Improvement of sow reproductive performance is a key factor determining the efficiency of the pig production cycle and profit-
ability of pork production. This article presents the solution of an important scientific and practical problem of individual forecasting 
of sow reproduction . The population used for the present study is from a pig farm managed by the Limited Liability Company 
(LLC) ‘Tavriys’kisvyni’ located in Skadovsky district (Kherson region, Ukraine). The experimental materials used for this study 
consisted of 100 inds. of productive parent sows of the Large White breed.The litter size traits – the total number of piglets born 
(TNB), number of piglets born alive (NBA) and number of weaned piglets (NW) – were monitored in the first eight parities over an 
eleven year period (2007–2017). The method of the forecasting of sow litter size is developed based on the non-linear canonical 
model of the random sequence of a litter size change. The proposed method allows us to take maximum account of stochastic pecu-
liarities of sow reproductive performance and does not impose any restrictions on the random sequence of a litter size change (lineari-
ty, stationarity, Markov property, monotony, etc.). The block diagram of the algorithm presented in this work reflects the peculiarities 
of calculation of the parameters of a predictive model. The expression for the calculation of an extrapolation error allows us to esti-
mate the necessary volume of a priori and a posteriori information for achieving the required quality of solving the forecasting prob-
lem. The results of the numerical experiment confirmed the high accuracy of the proposed method of forecasting of sow reproduc-
tion. The method offered by us almost doubles the accuracy of forecasting of sow litter size compared to the use of the Wiener and 
Kalman methods. Thus, average forecast error decreases across the range of features TNB (1.71), NBA (1.68) and NW (1.25 pig-
lets). Apparently, this may reflect a higher level of manifestation of the genetically determined level of individual sow fertility at the 
moment of piglet weaning. The higher adequacy of the developed mathematical model with regard to NW can be also due to the fact 
that the relations between sow litter size in different farrowings primarily have a non-linear character, which is taken into maximum 
account in our offered model. Given non-linearity, on the other hand, turns out to be a significant factor determining a lower estima-
tion of the repeatability value for NW compared to the estimations for TNB and NBA. The use of the developed method will help to 
improve the efficiency of pig farming.  
Keywords: pig; individual forecasting of sow reproduction; non-linear canonical model of the random sequence.  
Introduction  
 
Since the early 1990s, the improvement of the sow fertility for max-
imizing the number of live-born and weaned piglets per sow and year 
has become the main aim of pig breeding (Biermann et al., 2014). Thus, 
improvement of sow reproductive performance is a key factor deter-
mining the efficiency of pig production cycle and profitability of pork 
production. Fertility of sows is a complex feature that is determined by a 
whole set of factors of genetic and paragenetic nature. As for the latter, 
the age of a sow (i.e., number of farrowings), which determines the 
physiological status of an animal (growth, development of the reproduc-
tive system, body condition, etc.), perhaps most determines its repro-
ductive functions (Schwarz &Kopyra, 2006; Canario et al., 2006).  
As a rule, sow litter size tends to rise to the 3th-5th parities and then 
smoothly decline (Tantasuparuk et al., 2000; Tummaruk et al., 2000; 
Lavery et al., 2019) which is related to the increase of the number of 
stillborn piglets in later parities. The given pattern is mostly explained 
by excessive fatness of old sows or aging of the uterus, which, having 
reduced muscular tone, becomes less efficient for the farrowing process 
(Leenhouwers et al., 1999; Borges et al., 2005). On the other hand, the 
number of stillborn piglets increases with the rise of litter size, which 
happens primarily due to asphyxia during parturition (Zaleski & Hack-
er, 1993; Canario et al., 2006). However, the individual sow fertility rate 
directly influences its further use in pig farming because low litter size 
for a number of previous farrowings increases the probability of the ani-
mal’s culling and replacement with a gilt for optimization of the herd 
age structure to provide the maximum total number of piglets per sow 
and year. As stated, annual sow culling rates, on average, vary from 35% 
to 59% (Małopolska et al., 2018). This means that, the reproductive 
issues including small litter size are the reason for the culling of every 
third sow (Lucia et al., 2000).  
Many authors have noted that between the litter size for different 
farrowings, there is a weak but significant phenotypic correlation which 
is most expressed between the pairs of consecutive parities (Roehe & 
Kennedy, 1995; Radojković et al., 2018; Ye et al., 2018). Therefore, the 
attempt to forecast future sow litter size based on the animal’s perfor-
mance for the previous one or two farrowings and thus, making the 
decision about the appropriateness of the sow’s culling and replace-
ment, can be made with a certain level of accuracy. In Iida et al. (2015), 
it was stated that high fertility rates for the first and second sow farrow-
ings can be used for the forecasting of a higher level of their lifetime 
performance. Methods of mathematical modeling are actively used in 
pig breeding for the development of optimization models:replacement 
model (Huirne et al., 1988), delivering the pigs to the slaughterhouse 
(Jørgensen, 1993), treatment decisions (e.g. regarding vaccination for 
disease problems) (Toft et al., 2005), feeding decisions of growing pigs 
(Glen, 1983; Pourmoayed et al., 2016), litter size model (Toft & Jørgen-
sen, 2002), etc. However, the litter size model which was offered in Toft 
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& Jørgensen (2002) and further developed in Bono et al. (2012) reflects 
not so much individual performance rates for each sow but estimations 
averaged across a herd at discrete moments of time. And they conse-
quently aim at monitoring a general trend of change of herd fertility as a 
whole, based on statistical control tools such as Shewhart Control 
Charts and V-masks.  
Thereupon, obtaining the method which allows one to forecast in-
dividual sow litter size using data about their fertility for the previous 
farrowings and thus, to forecast the necessity of their culling and re-
placement is the main aim of the work.  
 
Materials and methods  
 
The population used for the present study is from a pig farm ma-
naged by the Limited Liability Company (LLC) ‘Tavriys’kisvyni’ 
located in Skadovsky district (Kherson region, Ukraine). The experi-
mental materials used for this study consisted of 100 inds. of productive 
parent sows of the Large White breed. The estimation of reproductive 
performance was conducted for each animal included in this study. 
The litter size traits – the total number of piglets born (TNB), number of 
piglets born alive (NBA) and number of weaned piglets (NW) – were 
monitored in the first eight parities in an eleven year period (2007–
2017). Considering that a random sequence of sow litter size change is 
characterized with weak stochastic relations, to forecast future values of 
litter size, it is necessary to use methods and models which allow one to 
take into maximum account probabilistic properties and peculiarities of 
fertility rates.  
The most general extrapolation form for solving the nonlinear pre-
diction problem is the Kolmogorov-Gabor polynomial (Atamanyuk, 
2005) but the determination of its parameters for the highest number of 
known values and the used order of nonlinear connections is a very 
difficult and laborious process (thus, for 11 already known values and 
the 4th order of nonlinearity, it is necessary to obtain and solve 1819 
equations of partial derivatives of mean-square error of extrapolation). 
Thereupon, when forming realizable in practice algorithms of the fore-
casting, different simplifications and limitations on the properties of a 
random sequence are used. For example, a number of suboptimal non-
linear extrapolation methods with a limited order of a stochastic relation 
on the basis of approximation of a posteriori density of probabilities of 
an estimated vector by orthogonal Hermite polynomial expansion or in 
the form of the Edgeworth series is offered by Pugachev (1965). 
The solution to the non-stationary Kolmogorov equation (in particular, 
the case of the Stratanovich differential equation to describe the Marko-
vian processes) is obtained provided that a drift coefficient is a linear 
function of condition, and the diffusion coefficient is equal to constant. 
An exhaustive solution to the optimal linear extrapolation problem for 
different classes of random sequences and different levels of informa-
tional support of the prediction problem (the Kolmogorov equation for 
random stationary sequences measured without errors; the Kalman me-
thod (Box et al., 2015) used for Markovian noisy random sequences; 
the Wiener-Hopf filter-extrapolator (Wiener, 1970) for noisy stationary 
sequences etc.) exists. But the use of simplifying assumptions consider-
ably limits the extrapolation accuracy.  
The most universal method from the point of view of limitations on 
the investigated random sequence  
 
X(i) – number of piglets in the i-th farrowing, I – maximum number of 
farrowings) is the non-linear polynomial algorithm (Atamanyuk, 2009; 
Atamanyuk et al., 2015):  
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Elements ( )( ) ( ),  hW iλ λν νβ  of the model are determined by recurrent re-
lations (algorithm of parameter calculation is presented in Fig. 1):  
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(5) 
where ( )Dλ ν  is a random variance coefficient of ( )W λν .  
 
Fig. 1. A block diagram to represent the calculations  
of the coordinate functions and the variances of random  
coefficients of canonical expansion (2)  
The coordinate functions ( )( ) ,  1, ; , 1, ; 1,h i i h N i Iλνβ ν λ= = =  are cha-
racterized by the properties:  
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The model (2) of the sequence { } ( ),  1,X X i i I= =  contains N ar-
rays { }( ) ,  1,W Nλ λ =  of uncorrelated centered random coefficients 
( ) ,  =1, , 1, .iW N i I
λ λ =  Each of the given coefficients contains the informa-
tion about the corresponding value ( ),  1, ,  1,X i N i Iλ λ = = , and the 
coordinate functions ( ),  , 1, ,  , 1,h i h N i Iλνβ λ ν= =  describe probabilistic 
relations of the order hλ +  between two different sections ν  and 
( ),  , 1,i i Iν = .  
A canonical expansion (2) provides the mean-square error mini-
mum of a random sequence presentation and allows the realization of a 
modeling sequence on a random number of intervals (depending only 
on the possibilities of a computer).  
An expression for the sought value  can be written down 
in the following explicit form (Atamanyuk et al., 2012): 
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(8) 
In expression (8) [.] is the operation of rounding. 
A canonical expansion of a posteriori random sequence {X}, pro-
vided that the first k of values are fixed, will be written as: 
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(9) 
The error of a single extrapolation at known values 
( ),  1, ,  1,x j N j kν ν = =  is determined by the formula:  
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(10) 
where ( )( , ) ,  1,k Nx i i k I= +  are the future values of extrapolated realization.  
The realization ( )( , ) , i 1,k Nx i k I= +  in the area of prediction deve-
lops randomly, that is why it is impossible to specify its exact values. 
However, the model (9) is an accurate description of a stochastic deve-
lopment of the realization ( )( , ) , i 1,k Nx i k I= +  that allows one to reduce 
the expression (10) to the form:  
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Thus, a single extrapolation error has stochastic character determi-
ned by a random nature of the studied sequence.  
The application to (11) of the operation of mathematical expecta-
tion taking into account the expression (9) allows one to determine the 
systematic constituent of the error of a single extrapolation: 
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(12) 
The last result shows that the predictive models (1) and (6) which 
provide the receiving of unbiased estimates of future values for each 
predictable realization. This also implies that the algorithm provides 
unbiasedness on an average:  
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The estimation of the significance of a random constituent of the 
single extrapolation error is its variance: 
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As ( )/ ,  1, , 1,D i x j N j kν ν∆  = =   doesn’t depend on the specific valu-
es of extrapolated realization, its averaging by the multitude of extrapola-
tions allows one to write down the expression for variance of a posteriori 
random sequence of  
( ) ( )
( ) ( )
( , )
( )
1
1 1
/ ,  1, , 1,
.
k N
i N
k
D i M D i X j N j k
D i
ν
λ
λ µ
µ λ
ν
µ β
∆ ∆
= + =
  = = = =  
= ∑ ∑
 
(15) 
Taking (13) and (15) into account, the expression for the mean-
square error of prediction will be written down as:  
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(16) 
Thus, the mean-square error of the prediction with the help of algorithm 
(1) and (6) is equal to the variance of a posteriori random sequence. 
Forecasting method. The application of models and algorithms, used 
to predict litter size, assumes the realization of the following stages:  
Stage 1. Statistical data collection about a studied random sequence 
of litter size change.  
Stage 2. The estimation of moment functions ( ) ,M X iλ    
( ) ( )hM X i X jλ    on the basis of accumulated realizations of a random 
sequence of litter size change.  
Stage 3. The forming of canonical expansion (2) based on the block 
diagram (Fig. 1) for the studied sequence.  
Stage 4. The prediction of the future values of litter size based on 
the models (1) and (6).  
Stage 5. The estimation of the quality to solve the problem of pre-
dicting litter size with the help of the expression (16).  
The results of a numerical experiment. To carry out comparative 
analysis based on the statistical data a numerical experiment was carried 
out with the use of the linear Wiener method, the fifth-order Kalman 
method (stochastic relations above the 5th order are not significant for 
the investigated statistical data) and with the help of an algorithm based 
on the predictive model (1) and (6) of the fifth-order nonlinear relation. 
To determine the litter size in the 8th farrowing, information on the 
seven previous farrowings was used.  
The forecasting model (6) for set conditions of the experiment takes 
the following form:  
( ) ( ) ( ) ( )( ) ( )
7 5
(7,5) ( )
( )
1 1
1,8 8 8 ,x j
j
m M X x j M X j Sν ν ν
ν= =
 = + −    ∑∑
 
In Tables 1, 2 and 3 the values of weighting coefficients 
( )( )( ) 8 ,  1,5,  1,7jS jν ν = =  for the case of TNB, NBA and NW forecasting 
are presented. To determine each multitude of weighting coefficients 
( )( )( ) 8 ,  1,5,  1,7jS jν ν = = , 594 coordinate functions of the mathematical 
model (2) of the random sequence of sow litter size change were used.  
Table 1  
Values of weighting coefficients ( )( )( ) 8 ,  1,5,  1,7jS jν ν = =   
for the case of TNB forecasting  
ν j 1 2 3 4 5 6 7 
1 –11.49 –2.48 31.72 45.85 –26.37 2.63 20.13 
2 2.79 –0.26 –4.61 –10.53 6.67 –0.37 –4.61 
3 –0.298 0.096 0.309 1.113 –0.758 0.027 0.482 
4   0.01478 –0.00791 –0.00938 –0.05529   0.03996 –0.00111 –0.02344 
5 –0.00028   0.00021   0.00009   0.00104 –0.00079   0.00002   0.00042 
 
The results of the experiment (Table 4) show the high accuracy of 
prediction based on the developed technology in comparison with the 
Wiener method with the use of nonlinear stochastic relations and in 
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comparison with the Kalman method on account of an essential incre-
ase of a posteriori information which is used for prediction.  
Table 2 
Values of weighting coefficients ( )( )( ) 8 ,  1,5,  1,7jS jν ν = =   
for the case of NBA forecasting  
ν j 1 2 3 4 5 6 7 
1 –6.05   46.47   8.95   7.67 –31.67   5.77 –3.68 
2   1.61 –13.16 –3.64 –2.07     8.24 –1.55   0.74 
3 –0.191 1.738 0.561 0.251 –0.993 0.185 –0.061 
4   0.01121 –0.10836 –0.03724 –0.01419   0.05615 –0.01034   0.00214 
5 –0.00027   0.00257   0.00089   0.00031 –0.00121   0.00022 –0.00002 
Table 3  
Values of weighting coefficients ( )( )( ) 8 ,  1,5,  1,7jS jν ν = =   
for the case of NW forecasting  
ν j 1 2 3 4 5 6 7 
1   0.43 11.52 127.14 11.73 –92.82   6.19 –46.65 
2 –1.12 –4.16 –25.83 –3.71   29.97 –3.18     9.16 
3 0.325 0.613 2.425 0.531 –4.517 0.621 –0.718 
4 –0.03354 –0.03949 –0.10124 –0.03545   0.32094 –0.05281 0.014608 
5   0.00115   0.00091   0.00134   0.00091 –0.00868   0.00164 0.000399 
Table 4  
Average forecast error estimates  
for different sow litter size traits, piglets  
Method TNB NBA NW 
Wiener 3.10 2.80 2.50 
Kalman 2.90 2.70 2.45 
Developed method 1.71 1.68 1.25 
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Fig. 2. Histogram of the forecast error rate  
for the case of NW prediction  
The estimation of the density of extrapolation error distribution 
(Fig. 2) for the case of NW forecasting has a distribution law close to 
the normal one, which indicates the maximum accuracy of solving of 
the forecasting problem using the proposed method.  
 
Discussion  
 
A method of solving an important task of forecasting of sow litter 
size is offered. The forecasting method, as well as an underlying canoni-
cal model, doesn’t impose any limitations on the properties of a random 
sequence of change of sow reproductive performance (linearity, statio-
narity, linearity, Markov property, monotony, etc.). Taking into full 
account the stochastic peculiarities of fertility rates allows one to achie-
ve maximum quality of solving of a forecasting problem. The results of 
a numerical experiment confirmed the high accuracy characteristics of a 
predictive model.  
The method presented by us almost doubles the accuracy of fore-
casting of sow litter size compared to the use of the Wiener and Kalman 
methods. Thus, average forecast error decreases across the range of 
features TNB (1.71), NBA (1.68) and NW (1.25 piglets). Apparently, 
this may reflect a higher level of manifestation of the genetically deter-
mined level of individual sow fertility at the moment of piglet weaning. 
Earlier, a lower level of entropy concerning the number of weaned 
piglets was discovered by us when analyzing the variability of litter size 
of the sows of large white and Ukrainian meat breeds, especially for the 
4–7th farrowings (Kramarenko & Lugovoy, 2013). Thus, it is appropri-
ate to use the number of weaned piglets as the main indicator when 
estimating sow reproductive performance.  
The higher adequacy of the developed mathematical model with 
regard to NW can be also due to the factor that the relations between 
sow litter size in different farrowings primarily have a non-linear cha-
racter, which is taken into maximum account in our offered model. 
The given non-linearity, on the other hand, turns out to be a significant 
factor determining a lower estimation of the repeatability value for NW 
compared to the estimations for TNB and NBA (Strang & Smith, 1979; 
Szyndler-Nędza, 2016).  
 
Conclusion  
 
A method of the forecasting of sow litter size is developed based on 
the non-linear canonical model of the random sequence of a litter size 
change. The proposed method allows us to take maximum account of 
stochastic peculiarities of sow reproductive performance and doesn’t 
impose any restrictions on the random sequence of a litter size change 
(linearity, stationarity, Markov property, monotony, etc.). The expressi-
on for the calculation of an extrapolation error allows us to estimate the 
necessary volume of a priori and a posteriori information for achieving 
the required quality of solving a forecasting problem. The results of the 
numerical experiment confirmed the high accuracy of the proposed me-
thod of forecasting of sow reproduction. The use of the developed me-
thod will help to improve the efficiency of pig farming.  
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