In this paper we are interested in establishing up-to boundary uniform estimates for the one phase singular perturbation problem involving a nonlinear singular/degenerate elliptic operator. Our main result states: if Ω ⊂ R n is a C 1,α domain, f ∈ C 1,α (Ω) for some 0 < α < 1 and u ε verifies div A x, u ε , ∇u ε = β ε u ε in Ω, 0 u ε 1 in Ω, u ε = f on ∂Ω,
Introduction
In this paper we prove an up to boundary uniform gradient estimate for solutions to one phase singular perturbation problem involving nonlinear degenerate elliptic operator. This estimate then allows us to obtain existence for corresponding free boundary problem. In what follows we focus only on the case of model equation
the p-Laplace operator. We recall here that u ∈ W 1,p (Ω) is said to be p-harmonic in Ω if
for every ϕ ∈ C ∞ 0 (Ω). One of the most important properties of p-harmonic functions is Harnack inequality (see [12, 13] ), which will be used throughout of the paper. It is worth noting that our technique admits generalization to operators of the general type Lu = div A(x, u, ∇u) , having p-Laplace type structure (see [7, 12, 13] and references therein).
The solution of the free boundary problem in question is expected to verify
Here c is a positive constant. The problem above arises in combustion theory and has been intensively studied by several authors for linear elliptic and parabolic operators, that is when in our case p = 2.
Following [3] , the solution to (2) is derived from an approximating family of functions, which are solutions to some Dirichlet problems. More precisely, let u ε satisfy the following singular perturbation problem
(see Section 3 for details), then our main result says, that gradients of u ε are uniformly bounded in Ω. This, in turn, implies that for a subsequence u ε → u, uniformly in Ω, and u solves the free boundary problem (2) in some weak sense. The study was initiated by pioneering work of [1] for nonnegative solutions of (3) for linear uniformly elliptic operators under zero oblique derivative condition on the boundary. The interior Lipschitz regularity of u ε has been explored by several authors (see [2, 3] and references therein). It is also worth pointing out, that boundary regularity in some extent appears also in [1] , since zero oblique derivative condition considered there with half ball mappings allows reflecting solution to be defined in a whole ball and hence reducing the boundary case to the local one.
In contrast to linear operators, even the local analysis of the nonlinear problem is not so well developed. As to p-Laplace operator, the (3) has been studied by [4] , where they extend the local results of [3] to this case.
The first complete treatment of up to the boundary regularity for two phase linear elliptic case was obtained by Gurevich [6] under assumption, that the gradient of boundary data vanishes whenever the function does it, i.e.
∇f (x) = 0 whenever f (x) = 0.
He has also shown that Lipschitz regularity breaks down if condition (4) is violated for arbitrary boundary data. One of the main techniques used there is a splitting argument for u ε similarly to that of used in [2, 8] . That is writing u ε = u ε 1 + u ε 2 , where u ε 1 is harmonic with the same boundary values as u ε , while u ε 2 vanishes on the boundary and it solves the semilinear equation.
In our set-up we consider arbitrary C 1,α Dirichlet data. It is shown in [10, [14] [15] [16] , that solutions to Dirichlet problems for p-Laplace type equations have at most C 1,α regularity, for some α > 0. Therefore our assumptions on the boundary data are optimal.
Moreover in view of the nonlinearity of Δ p , the splitting argument of [6] does not work in our case and we need to use nonlinear techniques. In particular we are using scaling argument and sharp gradient estimates of [11] . These methods are in some extent advanced applications of Krylov-type Harnack inequality [9] . Fortunately many of the geometrical arguments of [6] can successfully be used.
Preliminaries
In this section we start with introducing basic notations, used throughout the paper and two technical lemmas.
Notations
Projection of x on Π. ν Inner normal to a boundary point of Ω.
Γ x
Cone with vertex at point x ∈ Π, such that |y −ŷ| 
Background results
We need two preliminary lemmas, both quite standard in uniform elliptic theory. 
Proof. Suppose that w is the solution to Dirichlet problem
According to [11, Lemma 2] , w ∈ C 1,α (B + 3/4 ). Furthermore by virtue of maximum principle we infer that 0 w σ (6) in B + 1 . Now let us definew in whole B 1 in the following waỹ
It is easy to see, thatw is p-harmonic in B 1 and according to (6) σ w 2σ in the lower half ball. Hence 0 w 2σ in B 1 . Therefore from local Harnack inequality [12, 13] sup
, and in particular
Coupling this inequality with comparison principle the result follows. 2
Lemma 2.2. Assume that
where ν is the inward normal direction at x 0 on ∂B r . Then there is a constant c = c(n, p) such that
Proof. This lemma is a slight modification of Theorem 2.2 in [1] . However for completeness we present the proof. Observe, that considering the scaled function
we can reduce the general case to the unit ball B 1 . Introduce the function w(y) = γ (e −λ|y| 2 − e −λ ), where the positive constants γ and λ will be determined below. Computing the derivatives of w we have
Invoking the explicit form of p-Laplace operator we get
Hence v(y)
we have w v on ∂B 1 ∪ ∂B 1/2 and comparison principle gives, that w v in
Explicitly this means, that γ λe −λ k, i.e.
Returning to the function u the assertion follows. 2
Uniformly Lipschitz estimate

Problem set-up
Let Ω be a smooth bounded domain in R n . Assume that f ∈ C 1,α (Ω). Let us introduce the family of approximate identities {β ε } defined as
where β is a nonnegative bounded continuous function on R n , β B, supp β ⊂ [0, 1], and
Apparently supp β ε ⊂ [0, ε] and
Main result
Let u ε be a solution to the following singular perturbation problem
Then there is a constant C = C(n, p, B, R), independent of ε, such that Hence our theorem generalizes this result up to ∂Ω for smooth enough ∂Ω and data.
Proof of Theorem 3.1. Without loss of generality (see [11] ) we can restrict ourselves to the case of upper half unit ball. Indeed since Ω is a smooth domain then we can using a smooth map reduce the general case to that one on B + 1 and the boundary data will be given on B 1 ∩ {x n = 0}. By local gradient estimates (see, e.g., [5] ), we have then
(n, p, B).
In order to prove the assertion for the case dist(x, Π) < ε we need the following lemma.
Lemma 3.3.
Assume that x ∈ Ω ε ∩ B +
1/2 and dist(x, Π) < ε. Then there exists a constant c(n, p, B), such that
Herex is the projection of x on the hyperplane Π .
Proof. Indeed suppose that our assertion fails, then for some ε we have
for some large N . Denote d 0 = dist(x, Ω ε ) and suppose for some x 0 ∈ Ω ε ∩ ∂B d 0 (x) we have
Let now Γx be the cone with vertex atx ∈ Π such that |y −ŷ| 
(x).
Hence for the point ξ belonging to ∂B 3d 0 /4 (x) ∩ ∂B d 0 /4 (x 0 ) we have εc(N − R) u ε (ξ ) cε, which is a contradiction if N is too large.
4 . There are two possibilities: either after finite steps we come to Case 1 or we have a sequence of points x i ∈ ∂Ω ε , i = 0, 1, 2, . . . , x i+1 / ∈ Γx i and
Therefore at least for a subsequence, again denoted x i we have
which contradicts to f (ξ) = ε, if N is too large. Hence the result follows in this case too. 2
To continue the proof of Proposition 1, let w solve the following Dirichlet problem
Then w ∈ C 1,α (B 
which in conjunction with (8) yields
Then again applying the gradient estimates of [11] , the result follows. 2
Lipschitz regularity in
Proof. Assume that x 0 ∈ B 1/4 \ Ω ε and inequality (10) is violated. Then for some ε we have
where N is large. Let d ε = dist(x 0 , Ω ε ) and x ε ∈ ∂Ω ε be such that the distance is realized, i.e., d ε = |x 0 − x ε |.
Let us define v ε to be the scaled function 
Now let B be the ball with radius 
Now at the pointx ε belonging to ∂B 3d ε /4 (x 0 ) we have (according to (11) and (12))
which is a contradiction if N is chosen large enough.
In this case the proof goes in the same way as in Case 2 of Lemma 3.3. 2
Proposition 2. If
Proof. Let x ∈ B and hence by Proposition 1
Clearly for these functions we have
where y ε = 
Using comparison principle, we can estimate u ε by w from above as follows
Observe that |x| |x| + d 1 4 and hence we can apply Lemma 3.4:
Coupling (15) and (16) we get u ε (x) ε + (5A + C(2 + R))d. Now let us consider the following auxiliary function
Clearly Δ p v ε (y) = 0 in B 1 and by Harnack inequality
Finally, applying local gradient estimates in B 1/2 the proof of Case 2 follows. 
Since distance function is Lipschitz continuous with Lipschitz constant 1 then we have
Now we can apply [11, Lemma 2] for function
In this case we have
and the estimate follows from [11, Lemma 2]. 2
Existence
Having in our disposal the uniformly Lipschitz regularity for {u ε }, employing AscoliArzela lemma it is easy to infer, that there exists a solution u for problem (2) . Proof of this theorem is similar to Lemma 3.1 in [4] . 
