Compared with the lane keeping maneuvers, lane changing maneuvers are much more complicated. Inappropriate ones may result in traffic accidents. Therefore, it is necessary to develop vehicular social networks(VSNs) and advanced driver assistance systems(ADAS), which can help to evaluate the traffic situation and provide additional warnings for drivers' unsafe lane changing operations. This paper proposes a deep learning model to simulate the situation assessment and decision making process during lane changing events. Compared with the existing assessment models, our model has two significant advantages. First, except for the instantaneous states of the subject and the surrounding vehicles, the proposed model also takes drivers' historical experience and the vehicle-to-vehicle (V2V) memory effect into consideration for the final lane changing maneuvers situation assessment. Second, our new assessment model is built based on Deep Neural Networks(DNNs), which is proved to outperform conventional machine learning classifiers. The empirical trajectory dataset NGSIM is used for evaluating the performance of the proposed model. Experiment results indicate that our model achieves high identification accuracy of both lane changing maneuvers and lane keeping maneuvers. It is verified to be an effective driverless technology in assisting vehicle warning systems.
I. INTRODUCTION
Lane change maneuvers play an essential role in traffic flows and autonomous vehicles theory. With the development of the vehicular social networks (VSNs) and advanced driver assistance systems (ADAS), there is a higher requirement for the accuracy of the drivers' lane changing decision. VSNs are promising to solve the road accidents and traffic congestions by enabling smart mobility [1] , while ADAS offers additional safety by providing drivers with timely warnings of unsafe conditions [2] . On the contrary, the inaccurate assessment of the traffic environment made by a driver may have some negative influence on the driving safety [3] - [5] .
With the recognition of the significant effect of lane changing (LC) situation assessment on traffic safety and congestion, researchers have begun to concentrate on analyzing and modeling LC maneuvers over the past decade. Actually, lane changing operations can be divided into two types: mandatory lane changing (MLC) and discretionary lance changing The associate editor coordinating the review of this manuscript and approving it for publication was Shaohua Wan.
(DLC) [6] . MLC means that the driver is forced to leave the current lane, and the situation of merging to the highway from an on-ramp or taking an exit to an off-ramp fall into this category. A DLC occurs when a driver is not satisfied with the situation of the current lane and wishes to change to an adjacent lane. Compared with MLC, DLC occurs more frequently while driving and is more likely to cause traffic accidents. However, recent researches of driver' lane changing behavior mainly focused on the MLC maneuvers but paid little attention to the more common DLC scenes [7] - [9] .
Meanwhile, many existing LC warning systems utilize machine learning algorithms (including support vector machine [8] , hidden Markov model [10] , Bayes classifier [11] , [12] , random forest, AdaBoost [5] and artificial neural network [13] , [14] ) to construct a situation assessment model. The information obtained by these models includes driver behavior observation (e.g., eye-tracking), sensor information about the environment (e.g., lidar, camera sensors and GPS) and vehicle parameters (e.g., vehicle speed and acceleration) [14] - [17] . At the same time, systems analyze the data and make a decision of 'lane changing' (make a VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ lane change maneuver) or 'lane keeping' (keep driving in the current lane) [5] . However, these early attempts mentioned above can neither achieve high accuracy of the lane-keeping nor the lanechanging events. What's more, some methods applied neural networks may not be able to fully capture the complicated LC maneuvers because of the ''shallow'' structure. On the account of these disadvantages, the above models are not suitable for implementing in practice.
Moreover, most existing LC recognition models only concern about the instantaneous states of the subject vehicle and the surrounding vehicles. They neglect that LC maneuver is a continuing process and the interaction between the subject vehicle and the adjacent vehicles is also continuous. How to incorporate drivers' historical experience and vehicle-tovehicle memory effect in the lane changing situation assessment system is one of the key issues in our research.
Accordingly, based on the real-world traffic data, we propose a deep learning method for lane changing situation assessment and decision making which focuses on DLC maneuvers. Situation assessment and decision making is essentially a binary classification problem [5] . Our system takes the velocity, acceleration, longitudinal position, velocity and acceleration differences to surrounding vehicles that can be collected in the last few time intervals as series data. These dynamic state-time series are the inputs of the system and the output is a class label of 'lane changing' or 'lane keeping'. There are three main contributions of this study: 1) Our work lays emphasis on the discretionary LC behaviors, which have not been fully revealed by the existing researches. Nevertheless, more common DLC maneuvers have a significant impact on the traffic safety.
2) The driver's memory experience and adjacent vehicles' historical information can be handled in our system. There is no doubt that these time-dependent dynamic series will play an active part in increasing the effectiveness of situation assessment. 3) Deep neural network (DNN) can implicitly embed memory effect into the structure and enable more efficient modeling for DLC maneuvers on the highways. In addition, increasing the accuracy of both lane changing and lane keeping events can not only help to evade the driver's dangerous operation, but also contribute to reducing the car crash rate.
Similar to many previous researches, our study uses realworld trajectory data obtained from a publicly available dataset (NGSIM) to train and test the situation assessment system [18] - [21] . The test results showed that the assessment method which used time series yielded higher accuracy than the existing LC recognition model. This novel method can be applied in ADAS for a more effective decision-making process.
The remainder of this paper is organized as follows: In Section II, methods of data filtering, data extracting, input variables and GRU neural network are elaborated in detail. In Section III, the evaluation index and how to set the parameters of the model are presented. In Section V, we provide numerical testing results of different LC models. In Section VI, conclusions and key points for future research are presented.
II. LC SITUATION ASSESSMENT AND DECISION MAKING MODEL
In order to explore LC situation assessment and decision making model, we propose a gated recurrent unit (GRU) neural network-based LC behaviors. GRU networks are a kind of recurrent neural network (RNN), which are able to memorize arbitrary-length sequences of input patterns by building connections between units from a directed cycle [22] , [23] . In addition, we use the traffic data provided by the U.S. Department of Transportation Intelligent Transportation Systems Joint Program Office's (JPO) Next Generation Simulation (NGSIM) program to train and test our model [24] , [25] . The dataset adopted in Fig. 1 are eastbound Interstate 80 in San Francisco and southbound US Highway 101 (Hollywood Freeway) in Los Angeles, California. The traffic data are obtained 10 frames every second, which included vehicle ID, lateral coordinate, longitudinal coordinate, velocity acceleration, vehicle gap and so on. Fig. 2 shows the main work of the LC model.
First, in order to improve the data quality, we filter the original NGSIM dataset. Next, we determine the appropriate inputs of the DLC situation assessment model and extract the DLC-related time series in the filtered NGSIM database. Then, the suitable GRU networks and historic time interval are observed by training and cross-validating the train dataset. Using the test dataset, we validate the established LC-GRU situation assessment model and finally make a decision on changing lanes based on safety.
A. KALMAN FILTERING
Previous research has pointed out that the data of NGSIM would produce noise (random errors) during the collection process [26] . Therefore, we use the Kalman filtering to improve the longitudinal coordinate, speed and acceleration data quality in this paper [27] .
Suppose the state vector of the system is X = [s, v, α] T , which represents the longitudinal coordinate, longitudinal speed and longitudinal acceleration respectively. Therefore, the system state equation can be expressed as:
where X (k) is the state vector of k;
the system matrix. The noise transfer matrix of the state
t=0.1 is the sampling frequency of NGSIM data. D is Gauss white noise with a mean of 0 and a variance of p. Thus, the system noise covariance matrix could be calculated by (2):
In this study, variance p = 0.01; the system measurement equation is Z (k) = HX (k) + GV . Where V is the measurement noise on acceleration, the transfer matrix H is the unit matrix. Figure 3 (vehicle ID is 921) compares the differences between the filtered longitudinal coordinate, longitudinal speed, longitudinal acceleration data with the unfiltered ones. As Fig. 3 shows, the Kalman filter can effectively reduce the influence of white Gaussian noise in velocity and acceleration, which contributes to smoothing the data. Furthermore, the Kalman filter has little effect on the longitudinal coordinate. The reason is that NGSIM uses image technology to collect data and the sampling error of coordinate is relatively small. Therefore, our work retains the data of longitudinal velocity and acceleration corrected by the Kalman filter. The filtered data can be used to extract the DLC-related dynamic state-time series.
B. DATA EXTRACTING
Our research focuses on the discretionary lane changing situation assessment and decision making. Hence, in order to filter out the irrelevant information, the following points deserve special attention while capturing the DLC-related successive series: 1) Taking automobiles as the research subject. Motorcycles and trucks are eliminated because of fewer samples and different LC operations.
2) Considering the behavior of LC on auxiliary lanes
(1 and 6 lanes) may be compulsory, which is not conducive to analysing the DLC events. We only extract DLC-related series in the middle lane (including 2,3,4,5 lane).
3) Excluding multiple LC and non-adjacent LC behavior
data. The above two situations may belong to compulsory LC maneuvers and involve the interaction of multiple lanes and vehicles. Accordingly, these data are not suitable for analyzing the general free lane changing model. 4) Aiming to complete the historical experience of drivers' LC operation and vehicle-to-vehicle effect, we select the data of 10-S interval (100 frames) before the LC event occurs. Discontinuous data will be eliminated to avoid the impact of sensor occlusion. This paper combines the studies of [ 28] and [29] to determine the instantaneous state: the vehicle's lateral speed is higher than 0.4 m/s and the lateral coordinate shifts toward the adjacent target lane direction without fluctuations when the next 1-S interval reached.
5) Calibration of the lane-changing behavior. The label
of lane-keeping is 0 (Positive), and the label of lanechanging behavior is 1(Negative).
After the above data-processing, we capture 1185 discretionary lane changing vehicles and 1128 lane keeping vehicles form the NGSIM dataset. Among them, a total of 1293 observations are obtained from Interstate 80 dataset (I80), which we regard as the training sample. The test sample of the model uses the remaining 1020 events that are obtained from the US Highway 101 dataset (US101). In addition, we grab the data of 100 frames interval before the LC event occurs and get over 230,000 records of driving historical environment information.
C. INPUT VARIABLES
It is well-known that the driver's historical experience and vehicle-to-vehicle memory information have a significant influence on LC decision making. Before making a lane changing decision, drivers would often predict whether the lane changing operation can be completed safely based on the historical driving information. Therefore, we can divide the input variables of the situation assessment model into two categories: drivers' operation experience and surrounding vehicles' historical effect.
The drivers' operation experience includes driving habits and vehicle characteristics. These features can be discovered from the trajectory of the subject vehicle. Due to the limitations of our dataset, we only choose the speed and acceleration of the subject car to represent the drivers' historical operation experience: v s (t − NT ) and a s (t − NT ). Here, v s and a s denote the subject vehicle's velocity and acceleration, respectively; t stands for the time when LC event occurs; T represents the time interval of historical information and we set T = 1s based on the previous researches [30] , [31] ; N is the parameter which determines the length of the historical time interval NT.
In order to obtain the DLC historical information of the surrounding vehicles, a typical process of the DLC decision should be analyzed. Fig. 4 shows the detail of the DLC surrounding environment. Generally, when a subject vehicle (the orange vehicle) tries to change from the current lane to the target lane, the driver needs to assess the car's surrounding driving environment, such as the acceptable safe distance from the surrounding vehicles (usually defined as the gap between the subject and the adjacent cars in the current and target lane) and the driving intentions of these vehicles (represented by the relative velocity and acceleration of the vehicle) [5] , [9] , [12] . As illustrated in Fig. 4 , the surrounding vehicles are defined as follows: ''PC'' denotes the preceding vehicle in the current lane, ''FC'' denotes the following vehicle in the current lane, ''PT'' and ''FT'' represent the preceding and the following car in the target lane, respectively. After assessing the safety of the driving environment, the driver makes the lane changing decision. Therefore, the relative longitudinal position, velocity and acceleration to other adjacent vehicles in the current lane and target lane can represent the surrounding vehicles' historical information: 
where X i , V i , a i stand for the longitudinal position, velocity and acceleration of the vehicle, respectively. Similarly, D i , V i , a i respectively denote the relative longitudinal position, velocity and acceleration between the subject vehicle and the surrounding vehicles, which are the vehicle neighbor information we need to consider. Vehicle s denotes the subject vehicle and vehicle i includes PC, FC, PT and FT which mentioned above. In addition, the description of parameter t, T , N are the same as before. Thus, the inputs of the LC situation assessment and decision making model are as follows:
D. GRU NETWORK Deep learning methods, as part of the most promising artificial intelligence structures, try to improve self-performance by the means of constructing a model of multiple hidden layers and analyzing massive training data [23] , [32] , [33] .
In recent years, deep learning methods have been widely used in various fields [34] - [36] . RNN is a novel deep learning method which is mainly used to gather sequential data. Considering the inputs of our model are dynamic state-time series, we use the RNN structure to research the DLC situation assessment model. GRU network is a common and effective variant of RNN. Compared with the long short term memory (LSTM) network, it has faster calculation speed and simpler architecture [37] , [38] . The illustration of GRU is shown in Fig. 5 . One GRU architecture includes two gates: update gate determines which portion of the hidden state h t is to be renovated with a new candidate hidden state c t , and reset gate decides which portion of the previous hidden state h t−1 is to be ignored. The transition functions in hidden units of GRU are given as follows:
where x t is the tth sample of the input data x = {x 1 , x 2 , x 3 · · · x t · · · } ; σ is the logistic sigmoid function which is usually used as the activation function of the gates; tanh is the hyperbolic tangent function and regarded as the activation function of candidate state;h t is the candidate state and h t is the output of GRU; denotes the arithmetic of dot product; W xz , W xr and W xc stand for the weight matrices between input layer and the update gate, reset gate and candidate state, respectively; U hz , U hr and U hc are denoted as the weight matrices of the cycle connections; similarly, b z , b r and b c are denoted as the corresponding bias.
III. TRAINING OF LC MODEL
As is stated above, we use the GRU network to assess the DLC behaviors. The algorithm is applied based on the Python software and the TensorFlow framework. Similar to previous studies, we present three parts as follows [30] .
A. EVALUATION INDICATORS
In order to get better performance, we introduce an appropriate evaluation framework of the DLC model in Table 1 and plot the receiver operating characteristic (ROC) curve [39] . 
In addition, the ROC curve plots the TP rate against the FP rate and the ROC score which is the area under the curve also becomes a standard for the performance of algorithm. In this research, we select the TPR, TNR, ACC, and ROC to evaluate performances of the proposed identification model.
B. DECISION VARIABLES
In this paper, we choose the I80 dataset as the training sample. During the training session, there are three kinds of decision parameters to set in LC situation assessment model.
1) THE STRUCTURE OF NEURAL NETWORKS
As mentioned in many researches, the structure of neural networks includes the number of hidden layers and the number of neurons in each hidden layer. Therefore, we use the method introduced in the paper [31] to test several representative combinations of these two parameters. Considering that the neural network structure is highly related to the size of the input sample, the results of the combinatorial experiment will be present in section IV.
2) THE LENGTH OF THE HISTORICAL TIME INTERVAL
Yang's research showed that the interval 5s before and after the time of lane-changing was an appropriate period to ensure the coverage of the entire lane-changing process [40] . Our research focuses on the decision-making process before lane-changing behavior. Meanwhile, in order to obtain more complete driving environment information, we extract the data of 8-S interval (N = 8) before the lane-changing event occurred. Once the time t is determined, the acceleration, the speed of the subject car and the historical information of the surrounding vehicles could be determined as well. To validate the best amount of vehicle driving information being input into the model, we test different N (from 1 to 8) with the training sample and the detailed test results will be shown in Section IV.
3) THE TYPE OF TRANSFER FUNCTION
As for the neurons in the input/output layers of GRU neural networks, according to [22] and [23] , we choose the sigmoid function as the transfer function. In the meantime, the ReLU function is chosen as the transfer function for neurons in the hidden layers of the GRU models.
C. THE TRAINING ALGORITHMS OF MODEL
Corresponding with the previous research, the stochastic gradient descent algorithm together with the adaptive learning rates trick are applied to train the GRU neural network. The detailed algorithm flow can be learned in their references and the learning rate adopted the method is described in [41] .
At the same time, in the training processes of this research, we used the cross-validation to evaluate the classifier's generalization performance, which can judge whether the assessment model is overtrained or not [42] . Some detailed results on cross-validation will be presented in Section IV.
IV. TESTING RESULTS
In this section, we first evaluate different structures of the GRU neural networks with different length of historical time intervals. Based on the appropriate length of input sequences and network structure, we built the LC situation assessment and decision making model. Next, to verify Kalman filter's influence on the model, we test the GRU networks without filtering. Furthermore, we compare the GRU neural networks with the performance of feedforward neural network (FNN), support vector machine (SVM) and some ensemble classifiers such as AdaBoost and Random Forest (RF). These LC models have been applied by previous researches. In addition, some popular models are also used for comparison. Last, different deep learning methods are used to compare with our model. It should be pointed out that the I80 dataset is selected as the training sample of the model, and the US101 is used as the test data to verify the performance of the different models.
A. THE APPROPRIATE LENGTH OF HISTORICAL TIME INTERVALS AND THE APPROPRIATE MODEL STRUCTURE
According to general machine learning rule, overfitting is a problem we should pay special attention to during the training process. Overfitting means that the model only has a great recognition performance for training samples but has poor learning ability for new scenarios, which limits the generalization of the model. In the paper, we test different network structures. As mentioned in the document [43] , another important aspect to notice is the relationship between the size of training samples and model structure. Our paper uses the I80 dataset as the training samples, while the length of model input sequences has not been determined. Therefore, we test different model structures (shown in Table 2 ) with different historical time intervals number N (from 1 to 8) to find the most appropriate model parameters.
As previous researches showed, for NGSIM dataset with medium sample size, a simpler NN structure can get satisfactory results [30] [31] . Hence, the network structure we selected here is relatively shallow. Besides, to avoid bias and overfitting, we randomly sample I80 dataset and 20% of the samples will be used as the cross-validation set. As a result, most of the weight coefficients in our model are not close to 0, which means that the cross-validation method is effective in preventing the overfitting of our model. Fig. 6 , based on cross-validation samples, shows the ACC value of GRU neural Networks with different values of N and different structures. The results indicate that the GRU model obtains the best assessment performance with the training samples contained 2s history information and the Structure 7 (two hidden layers that contain 30 and 30 neurons, respectively) in table 2. To simplify naming, we call this GRU network structure (Structure 7 and N = 2) LC-GRU model.
This finding also indicates that the process of LC decision-making is only completed in a very short time before the LC operation. There is no need to consider too long historical time interval data for analyzing LC decision-making, which is similar to the conclusion in paper [40] .
B. COMPARISON OF ASSESSMENT ACCURACY
In order to verify the assessment accuracy of the model proposed in this paper, we compare it with some existing models. Here, we use US101 as the test sample to examine the following models: LC-GRU, LC-FNN, LC-SVM, LC-AdaBoost and LC-RF. Meanwhile, some advanced ensemble classifiers are also used to build LC models, such as LC-GBDT (Gradient Boosting Decision Tree), LC-XGB (eXtreme Gradient Boosting) and LC-LGBM (lightGBM). The detailed algorithm flow and model introduction can be learned in their references [8] , [5] , [14] , [44] - [46] . In addition, the models adopted in this paper (SVM, RF, AdaBoost and GBDT) are applied based on the Python software along with ''scikit-learn'' package. The XGB and LGBM model are also implemented in the Python software along with ''XGBoost'' and ''Lightgbm'' package, respectively. Specifically, these models mentioned above use the processed data, while LC-nofilter-GRU represents the model without using Kalman filter.
The optimization of model parameters is another problem we need to consider. FNN adopts Structure 7 which shown in table 2 to maintain structural consistency. What's more, we use the sigmoid function as the transfer function and apply the backpropagation algorithm to train the LC-FNN model. As for the remaining models, there are many Snoek pointed out that Bayesian optimization method could achieve better performances in fewer iterations compared to random search and grid search [47] . For this reason, we select Bayesian method to optimize parameters. The tuning parameters of each model and the range of each parameter are shown in Table 3 .
After the optimization process, we evaluate the nine LC models mentioned above by indicator TPR, TNR, ACC, and ROC. The TIME denotes the calculation speed of different models. The optimal structure, parameters and evaluation indicators of each model are shown in Table 4 , and the ROC curve is plotted in Fig. 7 .
As shown in Table 4 , the performance indexes of LC-GRU are higher than those of LC-nofilter-GRU, which means that the filtering process has a positive effect on improving the assessment accuracy of LC model. Our LC-GRU model also performs better than other models in various indicators. The same conclusion can be drawn from the AUC in Fig. 7 . What's more, the calculation speed of LC-GRU model is not optimal, but it is quick enough to satisfy the actual operation requirements. It is remarkable that the TNR can improve the safety of LC event and plays an auxiliary role in the successful lane-changing operation of the driver. This means that the higher the value of TNR is, the higher assessment accuracy of LC maneuver will be. Meanwhile, we also realize that false negative only results in the loss of opportunity to change lane but would not have a negative impact on driving safety. Thus, an ideal situation assessment model should give more priority to the accuracy of lane-keeping maneuvers, which is exactly reflected in our model. On the basis of keeping a high value of TNR (95.57%), the lane-keeping identification rate of LC-GRU model reaches 99.09%. This indicates that The LC-GRU model is a safe and effective LC situation assessment and decision making system.
C. COMPARISON WITH OTHER TYPES OF DNNS
In order to verify whether GRU structure is an appropriate model for assessing lane-changing behaviors, we compare it with LSTM and Convolutional Neural Networks (CNNs).
LSTM is a particular implementation of RNN. Like GRU, LSTM is also well suited for time series [48] , [49] . Similar to the best structure that we identify for GRU model, we define a LSTM neural network with [30] , [30] hidden neurons. Indicators include ACC, TPR and TNR are used to evaluate the recognition performance of the LSTM model. As for the type of transfer function, we choose the sigmoid function as the transfer function for the input/output layer and the ReLU function is regarded as the transfer function of all hidden layers. Besides, cross-validation and adaptive learning rate algorithm are also applied for LSTM model. Finally, we adopt the same dataset (I80 as training sample and US101 as test data) and time interval length (N = 2) to train and test the LSTM model. The test results are shown as follows: ACC is 95.72%, TPR is 99.09 and TNR is 92.86%.
Convolutional Neural Network is a class of deep, feedforward neural networks that have been successfully applied to many application domains [50] - [52] . Due to the length limit, the details of the CNN algorithms are not demonstrated here. In this paper, we apply a simple CNN structure which includes a convolutional layer, a pooling layer and two fully connected layers. In addition, we apply ReLU activation function right after the convolutional layer and the final output is the softmax function. Moreover, to prevent the model from overfitting, the dropout layer is adopted before the final fully connected layer. Last, we use the same algorithm and input data length mentioned above to train the CNN model. The corresponding evaluation indicators are listed as follows: ACC is 94.98%, TPR is 98.86% and TNR is 91.68%.
It is noted that the three evaluation indicator values of GRU network are 97.18%, 99.09% and 95.57%, respectively. From this experiment we can see that all three models have a high identification rate for lane-keeping event (about 99%), but the ACC and TNR value of GRU model are the highest. Because the GRU model can achieve high identification accuracy of lane keeping events and lane changing events at the same time, we choose the GRU model to establish lane changing situation assessment and decision making system.
What's more, we even test deeper network structures. The results showed that for NGSIM dataset, the deeper structures will increase the computational complexity of our model, but would do little to improve LC assessment accuracy, which is similar to the conclusion in paper [30] .
V. CONCLUSION
Lane changing is one of the most common operations performed by drivers. Accurate assessment of lane changing maneuvers can provide early warning and assist drivers in decision making. On the contrary, unsafe lane changing maneuvers could result in road congestion and accidents. The main problem addressed in this paper is the development of a lane changing assistance system which has the ability to supply warnings for drivers' unsafe lane change maneuvers. Therefore, we propose a deep neural network to simulate the situation assessment and decision making process of the lane changing events, and the real-world trajectory dataset NGSIM is used to evaluate this model. The results reveal that our model yields higher assessment accuracy than the existing machine learning methods. Meanwhile, our model also maintains the identification rate of lane keeping and lane changing maneuvers at a high level (99.09% and 95.57%, respectively).
For the first time, this paper applies the driver's memory experience and adjacent vehicles' historical information to the problem of classifying lane changing events. It is no doubt that we should consider the influence of the driver's historical experience and position information of adjacent vehicles on LC decision making. The results of this method would encourage researches to apply time series data for other transportation issues. The method in this paper also has high practical significance in the following two aspects. As for road safety, unsafe lane-changing maneuvers could cause traffic accidents and road congestion. However, the proposed supplementary system is inherently less susceptible to false warnings, which help drivers to complete successful lane changing operation. For another, in the field of intelligent driving, this study can be applied to provide a decision-making mechanism based on real historical environment information for the automatic drive system. By simulating the human driver's decision making process, the model can supply the necessary lane changing auxiliary warning for intelligent vehicles.
In summary, we build a GRU-LC model to assess the lane changing maneuvers, which achieves high identification accuracy of both lane changing and lane keeping events. However, there still remains some points to be discussed. First, our model is based on the limited NGSIM dataset, which is obviously not suitable for all scenarios. How to apply real-time sensor information (such as radar and LIDAR data) to this assessment system is one of our future research priorities [53] . Second, we only focus on the vehicles' discretionary lance changing behavior in this paper, but do not analyze the lane change maneuvers in some specific situations, such as mandatory lane changing and emergency lane changing events. To solve this problem, we suggest to establish separate LC assessment models to deal with different situations. Last, despite achieving high accuracy rates, the developed model is still usually regarded as a 'warning' system but not a 'recommendation' system because it could not give the drivers 100% accurate advice on when to change lanes. Considering that the assessment accuracy is hard to reach 100%, how to make an auxiliary control under this error recognition is also the key emphasis of our study in the future. 
