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Abstract
In this paper, we develop the left-definite spectral theory associated with the self-adjoint operator
Aµ in L2(R, |t |2µ exp(−t2)), generated from the Dunkl second-order Hermite differential equation
µ[y](t) := −T 2µ(y)(t)+ 2tTµ(y)(t)− 2µ
(
y(t)− y(−t))+ ky(t) = λy (t ∈ R),
that has the generalized Hermite polynomials {Hµm}∞m=0 as eigenfunctions and where Tµ is a
differential-difference operator called the Dunkl operator on R of index µ. More specifically, for
each n ∈ N, we explicitly determine the unique left-definite Hilbert space Wµn and associated inner
product (. , .)µ,n, which is generated from the nth integral power nµ[.] of µ[.]. Moreover, for each
n ∈ N, we determine the corresponding unique left-definite self-adjoint operator Aµ,n in Wµn and
characterize its domain in terms of another left-definite space. As a consequence, we explicitly de-
termine the domain of each integral power of Aµ and in particular, we obtain a new characterization
of the domain of the Dunkl right-definite operator Aµ.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
When A is an unbounded self-adjoint operator in a Hilbert space (H, (. , .)) that is
bounded below by a positive multiple of the identity operator, the authors in [11] show
that there is a continuum of unique Hilbert spaces {(Wr, (. , .)r)}r>0 and for each r > 0,
a unique self-adjoint restriction Ar of A in Wr . The Hilbert space Wr is called the rth
left-definite Hilbert space associated with the pair (H,A) and the operator Ar is called the
rth left-definite operator associated with (H,A).
E-mail address: anis.elgarna@fst.rnu.tn.0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2004.05.023
464 A. El Garna / J. Math. Anal. Appl. 298 (2004) 463–486Left-definite spectral theory has its roots in the classical treatise of Weyl [17], on
the theory of formally symmetric second-order differential expressions, we cite as an
example the work of W.N. Everitt, L.L. Littlejohn, and R. Wellman (see [9]), these au-
thors have developed the left-definite theory associated with the self-adjoint operator A in
L2(R, exp(−t2)), generated from the classic second-order Hermite differential equation
H (y) = −y ′′ + 2ty ′ + ky = λy (k  0), (1)
that has the classical Hermite polynomials as eigenfunctions. (See also [11] for the left-
definite spectral theory associated with the Laguerre polynomials and [1] for the Legendre
polynomials.) We remark, however, that our motivation for the general left-definite theory
developed in [11] can be applied to an arbitrary self-adjoint operator that is bounded below.
In this paper, we deal with the Dunkl–Hermite operator, written in terms of a differential-
difference operator, called the Dunkl operator Tµ of index µ (µ 0) on the real line, given
by the following expression:
Tµ(f )(x) = f ′(x)+ µf (x)− f (−x)
x
(
f ∈ C1(R)), (2)
where C1(R) denote the space of differentiable functions. Note that in the special case
where µ = 0 the Dunkl operator coincides with the usual derivative operator. In real-
ity, the definition of the Dunkl operators extend to the multi-dimensional case, they are
differential-difference operators on RN related to finite reflection groups. They can be re-
garded as a generalization of partial derivatives and play a major role in the description of
Calogero–Moser–Sutherland models of quantum many-body systems on the line. Dunkl
operators lead to generalizations of exponential functions, Fourier transforms, Laplace op-
erators, and Gaussian distributions on RN . The corresponding basic theory is developed in
[4,6,7].
The terminology left-definite is due to Schäfke and Schneider (who used the German
Links-definite) [16] in 1965 and describes one of the Hilbert space settings in which certain
formally symmetric differential expressions can be analyzed.
In this paper, we apply this left-definite theory to the self-adjoint Dunkl–Hermite
differential-difference operator Aµ, generated by the second order formally Dunkl sym-
metric Hermite differential-difference expression
µ[y](t) := −T 2µ(y)(t) + 2tTµ(y)(t) − 4µyo(t) + ky(t)
= exp(t2)[−Tµ(exp(−t2)Tµ(y)(t))
− (4µyo(t) − ky(t)) exp(−t2)] (t ∈ R), (3)
here k is a real constant such that k > 4µ and yo denotes the odd part of the function y .
This equation admits the generalized Hermite polynomials {Hµm}∞m=0 introduced by Rosen-
bloom in [13] as eigenfunctions (see Section 3 for a background on these polynomials). The
right-definite setting in this case is the Hilbert space L2(R, |t|2µ exp(−t2)) of Lebesgue
measurable functions f :R → C satisfying ‖f ‖µ < ∞, where ‖.‖µ is the norm generated
by the inner product
(f, g)µ :=
∫
f (t)g(t)|t|2µ exp(−t2)dt (f,g ∈ L2(R, |t|2µ exp(−t2))). (4)
R
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spaces {Wµ,r }r>0 and left-definite operators {Aµ,r}r>0 (they are all differential-difference
operators), we can only effectively determine the left-definite spaces, their inner products,
and the domains of the left-definite operators when r is a positive integer; reasons for this
will be made clear in the analysis below.
The content of this paper is as follows. In Section 2, we state some of the main results
of the left-definite theory developed in [11]. In Section 3, we review some of the properties
of the Hermite differential-difference equation, the generalized Hermite polynomials, and
the right-definite self-adjoint operator Aµ, generated by the second-order Dunkl–Hermite
expression (3), having the generalized Hermite polynomials as eigenfunctions. Also in
this section, we show that the second-order Dunkl–Hermite expression admits a formally
symmetric form of each integral power, as we shall see, these higher order expressions are
key to determining the various left-definite inner products. Lastly, in Section 4, we establish
the left-definite theory for the Dunkl–Hermite expression (3). Specifically, we determine
explicitly
(a) the sequence {Wµ,n}∞n=0 of left-definite spaces associated with the pair(
L2
(
R, |t|2µ exp(−t2)),Aµ),
(b) the sequence of left-definite self-adjoint operators {Aµ,n}∞n=0 and their domains
{D(Aµ,n)}∞n=0, associated with (L2(R, |t|2µ exp(−t2)),Aµ), and
(c) the domain {D(Anµ)}∞n=0 of each integral power Anµ of Aµ.
These results culminate in Theorem 4.5. An application of this theorem yields a new
result (see Corollary 4.7) concerning the characterization of functions in the domain of the
right definite operator Aµ.
2. Left-definite Hilbert spaces and left-definite operators
Let X denote a vector space (over the complex field C) and suppose that (. , .) is an inner
product with norm ‖.‖ generated from (. , .) such that H = (X, (. , .)) is a Hilbert space.
suppose Xr (the subscripts will be made clear shortly) is a linear manifold of the vector
space X and let (. , .)r and ‖.‖r denote an inner product (quite possibly different from (. , .))
and associated norm, respectively, over Xr . We denote the resulting inner product space by
Wr = (Xr, (. , .)r).
Throughout this paper, we assume that A :D(A) ⊂ H → H is a self-adjoint operator
that is bounded below by kI , for some k > 0; that is,
(Ax,x) k(x, x)
(
x ∈D(A)).
It follows that Ar , for each r > 0, is a self-adjoint operator that is bounded below in H
by krI .
We now make the definitions of left-definite spaces and left definite operators.
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(H, (. , .)) and (. , .)r is an inner product on Xr . Let Wr = (Xr, (. , .)r), we say that Wr is an
rth left-definite space associated with the pair (H,A) if each of the following conditions
hold:
(1) Wr is a Hilbert space,
(2) D(Ar) is a linear manifold of Xr ,
(3) D(Ar) is dense in Wr ,
(4) (x, x)r  kr(x, x) (x ∈ Xr ), and
(5) (x, y)r = (Arx, y) (x ∈D(Ar), y ∈ Xr ).
It is not clear, from the definition, if such a self-adjoint operator A generates a left-
definite space for a given r > 0. However, in [11], the authors prove the following theorem;
the Hilbert space spectral theorem plays a prominent role in establishing this result.
Theorem 2.2 (See [11, Theorem 3.1]). Suppose A :D(A) ⊂ H → H is a self-adjoint op-
erator that is bounded below by kI , for some k > 0. Let r > 0, define Wr = (Xr, (. , .)r)
by
Xr =D
(
Ar/2
)
, (5)
and
(x, y)r =
(
Ar/2x,Ar/2y
)
(x, y ∈ Xr).
Then Wr is a left-definite space associated with the pair (H,Ar). Moreover, suppose Wr :=
(Xr, (. , .)r) and W ′r := (X′r , (. , .)′r ) are rth left-definite spaces associated with the pair
(H,Ar). Then Xr = X′r and (x, y)r = (x, y)′r for all x, y ∈ Xr = X′r ; i.e., Wr = W ′r . That
is to say, Wr = (Xr, (. , .)r) is the unique left-definite space associated with (H,A).
Definition 2.3. For r > 0, let Wr = (Xr, (. , .)r) denote the rth left-definite space associ-
ated with (H,A). If there exists a self-adjoint operator Ar :D(Ar) ⊂ Wr → Wr that is a
restriction of A; that is to say,
Arf = Af
(
f ∈D(Ar) ⊂D(A)
)
,
we call such an operator a rth left-definite operator associated with (H,A).
Again, it is not immediately clear that such an Ar exists; in fact, however, Ar exists and
is unique.
Theorem 2.4 (See [11, Theorem 3.2]). Suppose A is a self-adjoint operator in a Hilbert
space H that is bounded below by kI , for some k > 0. For any r > 0, let Wr = (Xr, (. , .)r)
be the rth left-definite space associated with (H,A). Then there exists a unique left-definite
operator Ar in Wr associated with (H,A). Moreover,
D(Ar) = Xr+2.
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spectrum, and resolvent set of a self-adjoint operator A and each of its associated left-
definite operator Ar (r > 0) are identical. We recall (see [10, Chapter 7]) that:
(i) the point spectrum σp(A) of A consists of all λ ∈ C such that Rλ(A) := (A − λI)−1
does not exist.
(ii) The continuous spectrum σc(A) of A consists of all λ ∈ C such that Rλ(A) exists with
a dense domain but is an unbounded operator.
(iii) The resolvent set ρ(A) of A consists of all λ ∈ C such that Rλ(A) exists with a dense
domain and is a bounded operator.
Moreover, for a self-adjoint operator A, we remark that C is the disjoint union of σp(A),
σc(A), and ρ(A).
Theorem 2.5 (See [11, Theorem 3.6]). For each r > 0, let Ar denote the rth left-definite
operator associated with the self-adjoint operator A that is bounded below by kI , where
k > 0. Then
(a) The point spectra of A and Ar coincide; i.e., σp(Ar) = σp(A).
(b) The continuous spectra of A and Ar coincide; i.e., σc(Ar) = σc(A).
(c) The resolvent sets of A and Ar are equal; i.e., ρ(Ar) = ρ(A).
We refer the reader to [11] for other results established on left-definite theory for self-
adjoint operators A that are bounded below.
3. Preliminary results on the Hermite differential-difference equation
When λ = 2m+ k, where k > 4µ and m ∈ N0, N0 = N∪ {0}; the Dunkl–Hermite equa-
tion µ[y](t) = λy(t), where µ is defined in (3) has a polynomial solution denoted by Hµm ,
called the generalized Hermite polynomial of degree m and index µ, µ  0. In his PhD
thesis Chihara [2] normalized these polynomials so that the coefficient of xn in Hµn is 2n.
Others studying these polynomials, in general with varying normalization, are Dickinson
and Warski [5] and Dutta, Chatterjea, More [8]. M. Rösler in [14] has introduced and
studied the generalized Hermite polynomials in the multi-dimensional case in the Dunkl
setting. In this work we consider the family of generalized Hermite polynomials intro-
duced by M. Rosenbloom in [13]. These polynomials form a complete orthogonal set in
the Hilbert space L2(R, |t|2µ exp(−t2)) of Lebesgue measurable functions f :R → C sat-
isfying ‖f ‖µ < ∞, where ‖.‖µ is the norm generated from the inner product (. , .)µ defined
by
(f, g)µ :=
+∞∫
−∞
f (t)g(t)|t|2µ exp(−t2)dt. (6)
In fact, with the nth-generalized Hermite polynomial defined by
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µ
2m(x) = (−1)m
(2m)!
m!
m∑
k=0
(−1)k
(
m
k
)
Γ (µ + 1/2)
Γ (k +µ + 1/2)x
2k, if n = 2m,
H
µ
2m+1(x) = (−1)m
(2m+ 1)!
m!
m∑
k=0
(−1)k
(
m
k
)
Γ (µ + 1/2)
Γ (k + µ + 3/2)x
2k+1,
if n = 2m + 1,
and with norms
∥∥Hµ2m∥∥2µ = [(2m)!]2m! (Γ (µ + 1/2))
2
Γ (m + µ + 1/2) ,∥∥Hµ2m+1∥∥2µ = [(2m+ 1)!]2m! (Γ (µ + 1/2))
2
Γ (m + µ + 3/2) .
We refer the reader to [13] for various properties of these polynomials. For m,j ∈ N0
and x ∈ R we have the following identity:
T jµ
(
Hµn
)
(x) = 2jP (n, j)Hµn−j (x), (7)
where P(n, j) := n(n − 1) . . . (n− j + 1) (n, j ∈ N0, j  n).
From the orthogonality of the generalized Hermite polynomials and the identity (7), we
deduce that
+∞∫
−∞
T jµ
(
Hµm
)
(t)T jµ
(
Hµr
)
(t)|t|2µ exp(−t2)dt
= 22j(P(m, j))2∥∥Hµm−j∥∥2µδm,r (m, r, j ∈ N0), (8)
where δm,r is the Kronecker delta function.
Let a > 0, for every differentiable functions f1 and f2, by integration by parts we can
see that
a∫
−a
Tµf1(t)f2(t)|t|2µ dt = f1(t)f2(t)|t|2µ|a−a −
a∫
−a
f1(t)Tµf2(t)|t|2µ dt. (9)
Let A′µbe the operator defined by
A′µ : L2
(
R, |t|2µ exp(−t2))→ L2(R, |t|2µ exp(−t2)), (10)
with (
A′µf
)
(t) = µ[f ](t)
(
f ∈ S(R)), (11)
where S(R) is the usual Schwarz space.
Lemma 3.1. The operator (A′µ,S(R)) is essentially self-adjoint; the spectra of its closure
is discrete and given by
σ
(
A′µ
)= {2m+ k,m ∈ N}.
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two functions in S(R), we deduce that
a∫
−a
Tµ
(
exp
(−t2)f (t))g(t)|t|2µ dt = exp(−t2)f (t)g(t)|t|2µ|a−a
−
a∫
−a
exp
(−t2)f (t)Tµg(t)|t|2µ dt.
Using the expression (3), we deduce for f,g ∈ S(R), that
a∫
−a
A′µ(f )(t)g(t)|t|2µ exp
(−t2)dt
= −|t|2µ exp(−t2)Tµf (t)g(t)|a−a +
a∫
−a
[
Tµf (t)Tµg(t)
]|t|2µ exp(−t2)dt
+
a∫
−a
[
(−4µ)fo(t)go(t) + kf (t)g(t)
]|t|2µ exp(−t2)dt.
It is easy to see that when f ∈ S(R) also Tµf ∈ S(R), so we have
lim
t→±∞|t|
2µ exp
(−t2)Tµ(f )(t)g(t) = 0 (f,g ∈ S(R)).
Consequently, we have
(
A′µ(f ), g
)
µ
=
∫
R
[
Tµ(f )(t)Tµ(g)(t) − 4µfo(t)go(t) + kf (t)g(t)
]|t|2µ
× exp(−t2)dt, (12)
hence,(
A′µ(f ), g
)
µ
= (f,A′µ(g))µ, f,g ∈ S(R),
and this means that (A′µ,S(R)) is a symmetric operator on L2(R, |t|2µ exp(−t2)). Since
the family {Hµm}m=∞m=1 form a complete set of orthogonal eigenfunctions of the operator µ,
the lemma follows from a well-known criterion for self-adjointness of symmetric operators
on a Hilbert space which have a complete set of orthogonal eigenfunctions within their
domains (see [3, Lemma 1.2.2]). 
Proposition 3.2. The operator Aµ defined as
Aµ :L
2(
R, |t|2µ exp(−t2))→ L2(R, |t|2µ exp(−t2)), (13)
by
(Aµf )(t) = µ[f ](t)
(
f ∈ D(Aµ), a.e. t ∈ R
)
, (14)
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D(Aµ) =
{
f ∈ L2(R, |t|2µ exp(−t2)), f, Tµf ∈ ACloc(R),
µ(f ) ∈ L2
(
R, |t|2µ exp(−t2))},
is a self-adjoint extension of the operator A′µ.
We call the operator (Aµ,D(Aµ)) the right-definite operator associated with Dunkl–
Hermite operator µ.
Proof. According to Lemma 3.1, it is sufficient to prove that the operator (Aµ,D(Aµ)) is
closed.
Let Aµ,0 be the restriction of the operator Aµ to D0, where
D0 =
{
f ∈ D(Aµ)/f (x) = 0, ∀x ∈ R\
[
α(f ),β(f )
]}
,
and α(f ),β(f ) ∈ R. Let Aµ,0 be the closure of Aµ,0, then Aµ,0 is a closed symmetric
operator and we show like in [12, p. 68], that
Aµ = (Aµ,0)∗ = (Aµ,0)∗,
which finishes the proof, since the adjoint of an operator is always closed. 
Remark 3.3. For all f ∈ D(Aµ), from the formula (12) and using the fact that
(fe, fo)µ = 0, where fe and fo are respectively the even and the odd parts of the func-
tion f , it follows that
(Aµf,f )µ =
+∞∫
−∞
[∣∣Tµ(f )(t)∣∣2 − 4µ∣∣fo(t)∣∣2 + k∣∣f (t)∣∣2]|t|2µ exp(−t2)dt
 (k − 4µ)‖f ‖2µ
(
f ∈ D(Aµ)
);
that is, Aµ is bounded below in L2(R, |t|2µ exp(−t2)) by (k − 4µ)I . It is this inequality
that explains the importance of the term ky(t) in (3).
Consequently we can apply Theorems 2.2, 2.4, and 2.5. Notice that (. , .)µ,1, defined by
(f, g)µ,1 =
+∞∫
−∞
[
Tµ(f )(t)Tµ(g)(t) − 4µfo(t)go(t) + kf (t)g(t)
]|t|2µ
× exp(−t2)dt (f, g ∈ D(Aµ)),
is an inner product; in fact, it is the inner product for the first left-definite space associated
with the pair (L2(R, |t|2µ exp(−t2)),Aµ). Moreover, the closure of D(Aµ) in the topology
generated from this inner product is the first left-definite space Wµ1 associated with the pair
(L2(R, |t|2µ exp(−t2)),Aµ).
We now turn our attention to the explicit construction of the sequence of the left-definite
inner products (. , .)µ,n (n ∈ N) associated with (L2(R, |t|2µ exp(−t2)),Aµ). As we shall
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expression µ[.], inductively given by
1µ[y] = µ[y], 2µ[y] = µ
(
µ[y]
)
, . . . , nµ[y] = µ
(
n−1µ [y]
)
(n ∈ N).
Like in the case of the classical Hermite operator H [.], we try to establish the La-
grangian symmetric form associated with the operator exp(−t2)nµ[.]. For example, an
easy computation gives that for a quite smooth function f we have
exp
(−t2)µ[f ](t) = −Tµ(exp(−t2)Tµ(f ))(t)
+ [(k − 4µ)fo(t) + kfe(t)] exp(−t2),
exp
(−t2)2µ[f ](t) = T 2µ(exp(−t2)T 2µ(f ))(t)
− 2(k + 1 − 2µ)Tµ
(
exp
(−t2)Tµ(f ))(t)
+ [(k − 4µ)2fo(t) + k2fe(t)] exp(−t2),
exp
(−t2)3µ[f ](t) = −T 3µ(exp(−t2)T 3µ(f ))(t)
+ (6 + 3k − 4µ)T 2µ
(
exp
(−t2)T 2µ(f ))(t)
− 4µT 2µ
(
exp
(−t2)T 2µ(fo))(t)
− (3k2 + 6k + 4 + 16µ2 − 16µ− 12kµ)
× Tµ
(
exp
(−t2)Tµ(f ))(t) − 8µTµ(exp(−t2)Tµ(fo))(t)
+ [(k − 4µ)3fo(t) + k3fe(t)] exp(−t2).
In the classical case, the authors in [9] have expressed the coefficient of the Lagrangian
symmetric form for the operator exp(−t2)nH [.] (n ∈ N), in terms of the Stirling’s numbers,
this is still an open problem for the moment in our case since the quantity which depends
on the parameter µ has an unknown form, that is why we will prove the existence of the
Lagrangian symmetric form for the operator exp(−t2)nµ[.] (n ∈ N), by induction. For this
end, we will treat only the case where f is an even function, (the calculus are the same
in the case where f is an odd function), and this suffices to establish the result for every
function f because of the linearity of the Dunkl–Hermite operator.
Lemma 3.4. If f is an even function, then for every j ∈ N0 and t ∈ R, we have
T jµ
(
tf (t)
)=
{
jT
j−1
µ f (t) + tT jµf (t), if j is even,
(j + 2µ)T j−1µ f (t) + tT jµf (t), if j is odd.
Proof. We remark that Tµ transforms even functions to odd functions and odd functions
to even functions and for all t ∈ R, we have
Tµ(tg(t)) =
{
(1 + 2µ)g(t) + tTµg(t), if g is even function,
(1 − 2µ)g(t) + tTµg(t), if g is odd function.
Using these remarks, we prove the lemma by induction on j ∈ N0. 
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0 j  n, such that for every even function f ,
exp
(−t2)nµ(f )(t) =
n∑
j=0
(−1)jdj (n, k,µ)T jµ
(
exp
(−t2)T jµ (f )(t)), t ∈ R.
Proof. We will prove this result by induction on n ∈ N. As we have seen in the examples
before, the result is true for the case n = 1, 2, and 3. Now, we assume that the formula is
true for the rank n and we show it for the rank n + 1:
exp
(−t2)n+1µ (f )(t) = exp(−t2)nµ(µ(f ))(t)
=
n∑
j=0
(−1)jdj (n, k,µ)T jµ
(
exp
(−t2)T jµ (µ(f ))(t))
=
n∑
j=0
(−1)j+1dj (n, k,µ)T jµ
(
exp
(−t2)T j+2µ (f )(t))
+ 2
n∑
j=0
(−1)jdj (n, k,µ)T jµ
(
exp
(−t2)T jµ (tTµ(f ))(t))
+ k
n∑
j=0
(−1)j dj (n, k,µ)T jµ
(
exp
(−t2)T jµ (f )(t)).
An easy computation using Lemma 3.4 leads to the following results:
T jµ
(
tTµf (t)
)= T j+1µ (tf (t))− (1 + 2µ)T jµ(f )(t),
and
T jµ
[
exp
(−t2)T j+1µ (tf (t))− t exp(−t2)T j+1µ (f )(t)]
=
{
T
j
µ [exp(−t2)(j + 1 + 2µ)T jµ(f (t))], if j is even,
T
j
µ [exp(−t2)(j + 1)T jµ (f (t))], if j is odd.
Hence, we deduce that
exp
(−t2)n+1µ (f )(t) =
n+1∑
j=1
(−1)jdj−1(n, k,µ)T jµ
(
exp
(−t2)T jµ(f )(t))
+
n∑
j=0
(−1)j (k + 2j − 4µ)dj (n, k,µ)T jµ
× (exp(−t2)T jµ(f )(t))
+ 4µ
[n/2]∑
d2j (n, k,µ)T
2j
µ
(
exp
(−t2)T 2jµ (f )(t)).
j=0
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
dn+1(n + 1, k,µ) = dn(n, k,µ),
dj (n + 1, k,µ) = dj−1(n, k,µ) + (k + 2j)dj (n, k,µ), if j is even,
dj (n + 1, k,µ) = dj−1(n, k,µ) + (k + 2j − 4µ)dj(n, k,µ), if j is odd,
d0(n + 1, k,µ) = kd0(n, k,µ).
When k > 4µ this system shows the existence of a family of positive constants dj (n+1,
k,µ), 0  j  n + 1, that verifies the Lagrangian symmetric form for the Dunkl–Hermit
operator.
For the case where f is an odd function, we show that for k > 4µ and n ∈ N, there
exists a family of positive constants ej (n, k,µ), 0 j  n, such that
exp
(−t2)nµ(f )(t) =
n∑
j=0
(−1)jej (n, k,µ)T jµ
(
exp
(−t2)T jµ (f )(t)), t ∈ R,
and 

en+1(n + 1, k,µ) = en(n, k,µ),
ej (n + 1, k,µ) = ej−1(n, k,µ) + (k + 2j − 4µ)ej (n, k,µ), if j is even,
ej (n + 1, k,µ) = ej−1(n, k,µ) + (k + 2j)ej (n, k,µ), if j is odd,
e0(n + 1, k,µ) = (k − 4µ)e0(n, k,µ).
The linearity of the Dunkl–Hermite operator leads to the following:
exp
(−t2)nµ(f )(t) =
n∑
j=0
(−1)jdj (n, k,µ)T jµ
(
exp
(−t2)T jµ (fe)(t))
+
n∑
j=0
(−1)jej (n, k,µ)T jµ
(
exp
(−t2)T jµ (fo)(t)), t ∈ R, (15)
where fe and fo are respectively the even and the odd part of the function f . 
Remark 3.6. One can easily see that for all n ∈ N,
d0(n, k,µ) = kn and e0(n, k,µ) = (k − 4µ)n.
For p,q ∈ P and [−a, a] ⊂ R, a > 0, using the relations (15) and (9), we obtain
a∫
−a
nµ[p](t)q(t)|t|2µ exp
(−t2)dt
=
n∑
j=0
(−1)jdj (n, k,µ)
j∑
r=1
(−1)r+1T j−rµ
[|t|2µ exp(−t2)T jµ (pe(t))]
× T r−1µ (qe)(t)|a−a
+
n∑
j=0
(−1)jej (n, k,µ)
j∑
r=1
(−1)r+1T j−rµ
[|t|2µ exp(−t2)T jµ (po(t))]
× T r−1µ (qo)(t)|a−a
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n∑
j=0
dj (n, k,µ)
a∫
−a
T jµ(pe)(t)T
j
µ (qe)(t)|t|2µ exp
(−t2)dt
+
n∑
j=0
ej (n, k,µ)
a∫
−a
T jµ (po)(t)T
j
µ (qo)(t)|t|2µ exp
(−t2)dt.
For every p ∈Pn we have Tµp ∈Pn−1, then it is easy to see that for 1 r  j ,
lim
t→±∞T
j−r
µ
[|t|2µ exp(−t2)T jµ (pe(t))]T r−1µ (qe)(t) = 0,
and
lim
t→±∞T
j−r
µ
[|t|2µ exp(−t2)T jµ (po(t))]T r−1µ (qo)(t) = 0.
Consequently, as a → ∞, we deduce that
∞∫
−∞
nµ[p](t)q(t)|t|2µ exp
(−t2)dt
=
n∑
j=0
dj (n, k,µ)
∞∫
−∞
T jµ (pe)(t)T
j
µ (qe)(t)|t|2µ exp
(−t2)dt
+
n∑
j=0
ej (n, k,µ)
∞∫
−∞
T jµ (po)(t)T
j
µ (qo)(t)|t|2µ exp
(−t2)dt. (16)
Corollary 3.7. Let n ∈ N, then
(a) The bilinear form (. , .)µ,n defined on P ×P by
(p, q)µ,n =
n∑
j=0
dj (n, k,µ)
∞∫
−∞
T jµ(pe)(t)T
j
µ (qe)(t)|t|2µ exp
(−t2)dt
+
n∑
j=0
ej (n, k,µ)
∞∫
−∞
T jµ (po)(t)T
j
µ (qo)(t)|t|2µ exp
(−t2)dt, (17)
is an inner product when k > 4µ and satisfies(
nµ[p], q
)
µ
= (p, q)µ,n (p, q ∈ P). (18)
(b) The generalized Hermite polynomials {Hµm}m0 are orthogonal with respect to the
inner product (. , .)µ,n, in fact(
Hµm,H
µ
r
)
µ,n
= (nµHµm,Hµr )µ = (2m + k)nδm,r∥∥Hµm∥∥2µ. (19)
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are positive when k > 4µ. The identity in (18) follows from (16). (b) is a consequence
from (18). 
4. The left definite theory for the Dunkl–Hermite equation
For results that follow in this section, it is convenient to use the following notation. For
n ∈ N, let
AC(n−1)µ, loc (R) =
{
f :R → C/f, Tµf, . . . , T n−1µ f ∈ ACloc(R)
}
.
Definition 4.1. For each n ∈ N, define
Xµn : =
{
f :R → C/f ∈ AC(n−1)µ, loc (R), T jµf ∈ L2
(
R, |t|2µ exp(−t2))
(j = 0,1, . . . , n)},
and let (. , .)µ,n and ‖.‖µ,n denote respectively the inner product
(f, g)µ,n :=
n∑
j=0
dj (n, k,µ)
∞∫
−∞
T jµ (fe)(t)T
j
µ (ge)(t)|t|2µ exp
(−t2)dt
+
n∑
j=0
ej (n, k,µ)
∞∫
−∞
T jµ (fo)(t)T
j
µ (go)(t)|t|2µ exp
(−t2)dt,
(f, g ∈ Xµn ); (see (17)) and the norm ‖f ‖2µ,n = (f,f )µ,n.
We remark that for each r > 0, the rth-left-definite inner product (. , .)µ,r is abstractly
given by
(f, g)µ,r =
∫
R
λrdE
µ
f,g
(
f,g ∈ Xµr := D
(
Ar/2µ
))
,
where Eµ is the spectral resolution of the identity for Aµ; see [11]. However, we are able
to determine this inner product in terms of the differential-difference expression rµ[.] only
when r ∈ N.
Now, we aim to show that
Wµn :=
(
Xµn , (. , .)µ,n
)
is the nth-left-definite space associated with the pair (L2(R, |t|2µ exp(−t2)),Aµ). For this
end, we need the following lemma.
Lemma 4.2. For every differentiable function f on R and t ∈ R, we have
f (t) =
t∫
0
(Tµf )o(y) dy + 1|t|2µ
t∫
0
(Tµf )e(y)|y|2µ dy + f (0).
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f is an odd function, then for every µ 0,
Tµ(f )(x) = f ′(x)+ 2µf (x)
x
.
An integration by parts leads to
t∫
0
Tµ(f )(x)x
2µ dx = t2µf (t). (20)
Now, let f be any differentiable function, we have
f (t) − f (0) =
t∫
0
(fe)
′(x) dx +
t∫
0
(fo)
′(x) dx =
t∫
0
(Tµf )o(x) dx + fo(t).
Using the relation (20), we obtain for t > 0,
f (t) − f (0) =
t∫
0
(Tµf )o(x) dx + 1
t2µ
t∫
0
(Tµfo)(x)x
2µ dx
=
t∫
0
(Tµf )o(x) dx + 1
t2µ
t∫
0
(Tµf )e(x)x
2µ dx.
Remark 4.3. We remark that if j is an even integer and {fm}∞m=1 is a sequence of even
functions, then {T jµfm}∞m=1 is a sequence of even functions which converges to an even
function gj+1 in L2(R, |t|2µ exp(−t2)).
In the case where j is an odd integer, {T jµfm}∞m=1 is a sequence of odd functions and
gj+1 is also an odd function. (These remarks are also available for the sequence of func-
tions {T jµfm}∞m=1 where {fm}∞m=1 is a sequence of odd functions.)
Theorem 4.4. For each n ∈ N, Wµn is a complete inner product space.
Proof. Let n ∈ N, suppose {fm}∞m=1 is Cauchy in Wµn . Since each of the numbers
dj (n, k,µ) and ej (n, k,µ) is positive, we see that {T nµ(fm,e)}∞m=1 and {T nµ(fm,o)}∞m=1 are
Cauchy in L2(R, |t|2µ exp(−t2)), hence there exists gn+1, hn+1 ∈ L2(R, |t|2µ exp(−t2))
such that
T nµ(fm,e) → gn+1 in L2
(
R, |t|2µ exp(−t2)),
and
T nµ(fm,o) → hn+1 in L2
(
R, |t|2µ exp(−t2)).
Suppose that n is an even integer. According to Remark 4.3, the sequence {T nµ(fm,e)}∞m=1
is a sequence of even functions. Fix t, t0 ∈ R (t0 will be chosen shortly), and assume t0  t .
Hölder’s inequality gives that
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0
∣∣T nµ(fm,e)(x)− gn+1(x)∣∣|x|2µ dx
=
t∫
0
∣∣T nµ (fm,e)(x) − gn+1(x)∣∣|x|µ exp(−x2/2)|x|µ exp(x2/2)dx

( t∫
0
∣∣T nµ(fm,e)(x) − gn+1(x)∣∣2|x|2µ exp(−x2)dx
)1/2
×
( t∫
0
|x|2µ exp(x2)dx
)1/2
M(0, t)
( t∫
0
∣∣T nµ(fm,e)(x) − gn+1(x)∣∣2|x|2µ exp(−x2)dx
)1/2
→ 0
as m → ∞.
Moreover, since T n−1µ (fm,e) ∈ ACloc(R) according to Lemma 4.2, we have
T n−1µ (fm,e)(t) − T n−1µ (fm,e)(t0)
= 1|t|2µ
t∫
0
T nµ (fm,e)(x)|x|2µ dx −
1
|t0|2µ
t0∫
0
T nµ(fm,e)(x)|x|2µdx
→ 1|t|2µ
t∫
0
gn+1(x)|x|2µ dx − 1|t0|2µ
t0∫
0
gn+1(x)|x|2µ dx as m → ∞, (21)
and in particular, |x|2µgn+1 ∈ L1loc(R). Furthermore, from the definition of (. , .)µ,n, we
see that {T n−1µ (fm,e)}∞m=1 is Cauchy in L2(R, |t|2µ exp(−t2)), hence there exists gn ∈
L2(R, |t|2µ exp(−t2)) such that
T n−1µ (fm,e) → gn in L2
(
R, |t|2µ exp(−t2)).
(n−1) is an odd integer, then Remark 4.3 assures that T n−1µ (fm,e) (m ∈ N) and gn are odd
functions. Now, fix t1, t ∈ R such that t1  t , according to Lemma 4.2 we have
T n−2µ (fm,e)(t) − T n−2µ (fm,e)(t1) =
t∫
t1
T n−1µ (fm,e)(x) dx;
here, we can consider both of the variables t1, t positive or negative; since, if 0 ∈ (t1, t),
there exists a > 0 such that [−a, a] ∈ (t1, t), we obtain
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=
−a∫
t1
T n−1µ (fm,e)(x) dx +
a∫
−a
T n−1µ (fm,e)(x) dx +
t∫
a
T n−1µ (fm,e)(x) dx,
or T n−1µ (fm,e) is an odd function then the second integral in the last equality vanish.
So, we can suppose 0 < t1  t , then applying Hölder’s inequality we obtain
t∫
t1
∣∣T n−1µ (fm,e)(x)− gn(x)∣∣dx
=
t∫
t1
∣∣T n−1µ (fm,e)(x) − gn(x)∣∣|x|µ exp(−x2/2)|x|−µ exp(x2/2)dx

( t∫
t1
∣∣T n−1µ (fm,e)(x) − gn(x)∣∣|x|2µ exp(−x2)dx
)1/2
×
( t∫
t1
|x|−2µ exp(−x2)dx
)1/2
M ′(t1, t)
( t∫
t1
∣∣T n−1µ (fm,e)(x) − gn(x)∣∣|x|2µ exp(−x2)dx
)1/2
→ 0
as m → ∞.
Then
T n−2µ (fm,e)(t) − T n−2µ (fm,e)(t1) →
t∫
t1
gn(x) dx, (22)
in particular, gn ∈ L1loc(R).
From [15, Theorem 3.12], there exists a subsequence {T n−1µ (fϕ(m),e)}∞m=1 of
{T n−1µ (fm,e)}∞m=1 such that
T n−1µ (fϕ(m),e)(t) → gn(t) a.e. t ∈ R.
Choose t0 ∈ R in (21) such that T n−1µ (fϕ(m),e)(t0) → gn(t0) and then pass through the
subsequence in (21) to obtain
gn(t) − gn(t0) = 1|t|2µ
t∫
0
gn+1(x)|x|2µdx + 1|t0|2µ
t0∫
0
gn+1(x)|x|2µ dx.
Hence, gn ∈ ACloc(R) and Tµgn(t) = gn+1(t) a.e. t ∈ R.
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L2(R, |t|2µ exp(−t2)); consequently, there exists gn−1 ∈ L2(R, |t|2µ exp(−t2)) such that
T n−2µ (fm,e) → gn−1 in L2
(
R, |t|2µ exp(−t2)).
As above, we find that gn−1 ∈ L1loc(R); moreover, for any t, t2 ∈ R we have
T n−3µ (fm,e)(t) − T n−3µ (fm,e)(t2)
= 1|t|2µ
t∫
0
T n−2µ (fm,e)(x)|x|2µ dx −
1
|t2|2µ
t2∫
0
T n−2µ (fm,e)(x)|x|2µ dx
→ 1|t|2µ
t∫
0
gn−1(x)|x|2µ dx − 1|t2|2µ
t2∫
0
gn−1(x)|x|2µ dx as m → ∞, (23)
and there exists a subsequence {T n−2µ (fϕ(m),e)}∞m=1 of {T n−2µ (fm,e)}∞m=1 such that
T n−2µ (fϕ(m),e)(t) → gn−1(t) a.e. t ∈ R.
Consequently, gn−1 ∈ AC(1)loc,µ(R) and T 2µ(gn−1)(t) = Tµ(gn)(t) = gn+1(t) a.e. t ∈ R.
Continuing in this fashion, we obtain (n+1) functions gn−j+1 ∈ L2(R, |t|2µ exp(−t2))∩
L1loc(R) (j = 0,1, . . . , n) such that
(i) T n−jµ (fm,e) → gn−j+1 ∈ L2(R, |t|2µ exp(−t2)) (j = 0,1, . . . , n),
(ii) g1 ∈ AC(n−1)µ,loc (R), g2 ∈ AC(n−2)µ,loc (R), . . . , gn ∈ ACloc(R),
(iii) Tµgn−j (t) = gn−j+1(t) a.e. t ∈ R (j = 0,1, . . . , n),
(iv) T jµ (g1) = gj+1 (j = 0,1, . . . , n).
In particular, we have T jµ (fm,e) → T jµg1 ∈ L2(R, |t|2µ exp(−t2)) for j = 0,1, . . . , n and
we see that g1 ∈ Xµn . Hence
‖fm,e − g1‖2µ,n =
n∑
j=0
dj (n, k,µ)
+∞∫
−∞
∣∣T jµ (fm,e)(t) − T jµ (g1)(t)∣∣2|t|2µ
× exp(−t2)dt → 0 as m → ∞.
We treat the case of the sequence of odd functions {fm,o}∞m=1 in the same way and we
prove the existence of a function h1 ∈ Xµn such that
‖fm,o − h1‖2µ,n =
n∑
j=0
ej (n, k,µ)
+∞∫
−∞
∣∣T jµ (fm,o)(t) − T jµ (h1)(t)∣∣2|t|2µ
× exp(−t2)dt → 0 as m → ∞.
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and Wµn is complete. 
We now show that P is dense in Wµn ; consequently, {Hµm}∞m=0 is complete orthogonal
set in Wµn .
Theorem 4.5. The generalized Hermite polynomials {Hµm(t)}∞m=0 is a complete orthogonal
set in Wµn . In particular, the space P of polynomials is dense in Wµn .
Proof. Let f ∈ Wµn ; in particular, we deduce that T nµf ∈ L2(R, |t|2µ exp(−t2)). Conse-
quently, from the completeness and orthogonality of {Hµm(t)}∞m=0 in L2(R, |t|2µ exp(−t2)),
it follows that
r∑
m=0
cm,nH
µ
m → T nµf as r → ∞ in L2
(
R, |t|2µ exp(−t2)),
where the sequence {cm,n}∞m=0 ⊂ 2 is defined by
cm,n = 1‖Hµm‖2µ
+∞∫
−∞
T nµ(f )(t)H
µ
m(t)|t|2µ exp
(−t2)dt (m ∈ N0).
For r  n, define the polynomials
pr(t) =
r∑
m=n
cm−n,n
2nP (m,n)
Hµm(t). (24)
Then using formula (7), we see that
T jµpr(t) =
r∑
m=n
cm−n,n2jP (m, j)
2nP (m,n)
H
µ
m−j (t) (j ∈ N), (25)
and in particular, as r → ∞,
T nµpr =
r∑
m=n
cm−n,nHµm−n → T nµf as r → ∞ in L2
(
R, |t|2µ exp(−t2)).
Furthermore, from [15, Theorem 3.12], there exists a subsequence {T nµprj } of {T nµpr } such
that
T nµprj (t) → T nµ(f )(t) a.e. t ∈ R.
Returning to (25), since (2jP (m, j))/(2nP (m,n)) → 0 as m → ∞ for j = 0,1, . . . , n−1,
we see that{
cm−n,n2jP (m, j)
n
}∞
2 P(m,n) m=n
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polynomials {Hµm(t)}∞m=0 in L2(R, |t|2µ exp(−t2)) and Riesz–Fisher theorem (see [15,
Chapter 4, Theorem 4.17]), there exists gj ∈ L2(R, |t|2µ exp(−t2)) such that
T jµpr → gj in L2
(
R, |t|2µ exp(−t2)) as r → ∞ (j = 0,1,2, . . . , n − 1). (26)
Lemma 4.2 gives that for every t ∈ R and a such that T n−1µ prj (a) → gn−1(a), as j → ∞,
T n−1µ prj (t) − T n−1µ prj (a)
= [T n−1µ prj (t) − T n−1µ prj (0)]− [T n−1µ prj (a)− T n−1µ prj (0)]
=
[ t∫
0
(
T nµprj
)
o
(y) dy + 1|t|2µ
t∫
0
(
T nµprj
)
e
(y)|y|2µ dy
]
−
[ a∫
0
(
T nµprj
)
o
(y) dy + 1|a|2µ
a∫
0
(
T nµprj
)
e
(y)|y|2µ dy
]
.
Hence, as j → ∞,
T n−1µ prj (t) − T n−1µ prj (a) →
[ t∫
0
(
T nµf
)
o
(y) dy + 1|t|2µ
t∫
0
(
T nµf
)
e
(y)|y|2µ dy
]
−
[ a∫
0
(
T nµf
)
o
(y) dy + 1|a|2µ
a∫
0
(
T nµf
)
e
(y)|y|2µ dy
]
= T n−1µ f (t) − T n−1µ f (a),
we see that as j → ∞,
T n−1µ prj (t) → T n−1µ f (t) + c1 (a.e. t ∈ R), (27)
where c1 is some constant. From (26), with j = n − 1, we deduce that
gn−1(t) = T n−1µ f (t) + c1 (a.e. t ∈ R).
Next, from (27) and in the same way as above, we obtain
T n−2µ prj (t) → T n−2µ f (t) + c1t + c2 (j → ∞),
for some constant c2 and hence, from (26)
gn−2(t) = T n−2µ f (t) + c1t + c2 (a.e. t ∈ R).
We continue this process to see that, for j = 0,1, . . . , n − 1,
gj (t) = T jµf (t) + qn−j−1(t) (a.e. t ∈ R),
where qn−j−1 is a polynomial of degree n − j − 1 satisfying
Tµqn−j−1(t) = qn−j−2(t).
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T jµpr → T jµf + qn−j−1 in L2
(
R, |t|2µ exp(−t2)) (j = 1,2, . . . , n).
For each r  n, define the polynomials
πr(t) := pr(t) − qn−1(t),
and observe that
T jµπr = T jµpr − T jµqn−1 = T jµpr − qn−j−1 → T jµf in L2
(
R, |t|2µ exp(−t2)).
Hence, as r → ∞,
‖f − πr‖2µ,n =
n∑
j=0
dj (n, k,µ)
+∞∫
−∞
∣∣T jµfe(t) − T jµπr, e(t)∣∣2|t|2µ exp(−t2)dt
+
n∑
j=0
ej (n, k,µ)
+∞∫
−∞
∣∣T jµfo(t) − T jµπr,o(t)∣∣2|t|2µ exp(−t2)dt
→ 0.
The next result, which gives a simpler characterization of the function space Xµn , follows
from ideas in the above proof of Theorem 4.4. We sketch the proof of this theorem; specific
details are given in Theorem 4.4.
Theorem 4.6. For each n ∈ N,
Xµn =
{
f :R → C/f ∈ AC(n−1)µ, loc (R), T nµf ∈ L2
(
R, |t|2µ exp(−t2))}.
Proof. Let n ∈ N and recall the definition of Xµn in Definition 4.1. Define
E := {f :R → C/f ∈ AC(n−1)µ, loc (R), T nµf ∈ L2(R, |t|2µ exp(−t2))}.
It is clear that Xµn ⊂ E. Conversely, suppose f ∈ E, so T nµf ∈ L2(R, |t|2µ exp(−t2)) and
f ∈ AC(n−1)µ, loc (R). As shown in Theorem 4.4, as r → ∞,
r∑
m=0
cm,nH
µ
m → T nµf in L2
(
R, |t|2µ exp(−t2)),
where
cm,n = 1‖Hµm‖2µ
+∞∫
−∞
T nµf (t)H
µ
m(t)|t|2µ exp
(−t2)dt (m ∈ N0).
For r  n, let pr(t) be the polynomial that is defined in (24). Then for any j ∈ N0, T jµpr
is given by (25) and as in Theorem 4.4,
T nµpr → T nµf as r → ∞ in L2
(
R, |t|2µ exp(−t2)),
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q ′n−j−1(t) = qn−j−2(t), such that
T jµpr → T jµf + qn−j−1 as r → ∞ in L2
(
R, |t|2µ exp(−t2)),
= T jµf + T jµqn−1.
Consequently, for each j = 0,1, . . . , n − 1, {T jµpr − T jµqn−1}∞r=n converges in
L2(R, |t|2µ exp(−t2)) to T jµf . From the completeness of L2(R, |t|2µ exp(−t2)), we con-
clude that T jµf ∈ L2(R, |t|2µ exp(−t2)) for j = 0,1, . . . , n − 1. That is to say, f ∈ Xµn .
This completes the proof. 
We are now in position to prove the main result of this section. For k > 4µ, let
Aµ :D(Aµ) ⊂ L2
(
R, |t|2µ exp(−t2))→ L2(R, |t|2µ exp(−t2))
denote the self-adjoint operator, defined in (13) and (3), having the generalized Hermite
polynomials {Hµm(t)}∞m=0 as eigenfunctions. For each n ∈ N, let Xµn be given as in Defini-
tion 4.1 or Theorem 4.5 and let (. , .)µ,n denote the inner product defined in (17).
Theorem 4.7. Wµn = (Xµn , (., .)µ,n) is the nth-left definite space for the pair (L2(R, |t|2µ ×
exp(−t2)),Aµ). Moreover, the generalized Hermite polynomials {Hµm(t)}∞m=0 form a com-
plete orthogonal set in Wµn satisfying the orthogonality relation (19). Furthermore, define
Aµ,n :D(Aµ,n) ⊂ Wµn → Wµn
by
Aµ,nf = µ[f ]
(
f ∈ D(Aµ,n) := Xµn+2
)
,
where µ[.] is the Dunkl–Hermite expression defined in (3). Then Aµ,n is a self-adjoint
differential operator in Wµn ; more specifically, Aµ,n is the nth left-definite operator asso-
ciated with the pair ((L2(R, |t|2µ exp(−t2)),Aµ). Furthermore, the generalized Hermite
polynomials {Hµm(t)}∞m=0 are eigenfunctions of Aµ,n and the spectrum of Aµ,n is given by
σ(Aµ,n) = {2m + k,m ∈ N0}.
Proof. To prove that Wµn is the nth left-definite space for the pair (L2(R, |t|2µ exp(−t2)),
Aµ), we must show that the five conditions in Definition 2.1 are satisfied.
(i) Wµn is complete.
The proof of (i) is given in Theorem 4.2.
(ii) D(Aµ,n) ⊂ Wµn ⊂ L2(R, |t|2µ exp(−t2)).
Let f ∈ D(Aµ,n). Since the generalized Hermite polynomials {Hµm(t)}∞m=0 form a com-
plete orthogonal set in L2(R, |t|2µ exp(−t2)), we see that
pj → f in L2
(
R, |t|2µ exp(−t2)) (j → ∞), (28)
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pj (t) =
j∑
m=0
cmH
µ
m(t),
and {cm}∞m=0 are defined by
cm = 1‖Hµm‖2µ
(f,Hµm)µ =
1
‖Hµm‖2µ
+∞∫
−∞
f (t)Hµm(t)|t|2µ exp
(−t2)dt (m ∈ N0).
Since Aµ,n(f ) ∈ L2(R, |t|2µ exp(−t2)), we see that
j∑
m=0
αmH
µ
m → Aµ,n(f )inL2
(
R, |t|2µ exp(−t2)) (j → ∞),
where
αm = 1‖Hµm‖2µ
(
Anµf,H
µ
m
)
µ
= 1‖Hµm‖2µ
(
f,AnµH
µ
m
)
µ
= (2m + k)
n
‖Hµm‖2µ
(
f,Hµm
)
µ
= (2m + k)ncm;
that is to say
Aµ,n(pj ) → Aµ,n(f ) in L2
(
R, |t|2µ exp(−t2)) (j → ∞).
Moreover, from (18) we see that
‖pj − pr‖2µ,n =
(
Anµ(pj − pr),pj − pr
)
µ
→ 0 as j, r → ∞;
that is to say, {pj }∞j=0 is Cauchy in Wµn . From Theorem 4.2, we see that there exists g ∈
W
µ
n ⊂ L2(R, |t|2µ exp(−t2)) such that
pj → g in Wµn (j → ∞).
Furthermore, by definition of (. , .)µ,n and the fact that d0(n, k,µ) = kn and e0(n, k,µ) =
(k − 4µ)n for k > 4µ, we see that
(pj − g,pj − g)µ,n  (k − 4µ)n(pj − g,pj − g)µ
hence,
pj → g in L2
(
R, |t|2µ exp(−t2)). (29)
Comparing (28) and (29), we see that f = g ∈ Wµn ; this completes the proof of (ii).
(iii) D(Anµ) is dense in Wµn .
Since polynomials are contained in D(Anµ) and are dense in W
µ
n (see Theorem 4.4), it
is clear that (iii) is valid. Furthermore, from Theorem 4.4, we see that {Hµm(t)}∞m=0 forms
a complete orthogonal set in Wµn ; see also (19).
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),(iv) (f,f )µ,n  (k − 4µ)n(f,f )µ for all f ∈ Xµn .
This is clear from the definition of (. , .)µ,n, the positivity of the coefficients dj (n, k,µ)
and ej (n, k,µ), and the fact that d0(n, k,µ) = kn and e0(n, k,µ) = (k − 4µ)n.
(v) (f, g)µ,n = (Anµf,g)µ for f ∈ D(Anµ) and g ∈ Xµn .
Observe that this identity is true for any f,g ∈ P ; indeed, this is seen in (18).
Let f ∈ D(Anµ) ⊂ Wµn and g ∈ Wµn ; since polynomials are dense in both Wµn and
L2(R, |t|2µ exp(−t2)) and convergence in Wµn implies convergence in L2(R, |t|2µ exp(−t2)
there exists sequences of polynomials {pj }∞j=0 and {qj }∞j=0 such that, as j → ∞,
pj → f in Wµn ; Anµpj → Anµf in L2
(
R, |t|2µ exp(−t2))
(see the proof of part (ii)),
and
qj → g in Wµn and L2
(
R, |t|2µ exp(−t2)).
Hence, from (18),(
Anµ[f ], g
)
µ
= lim
j→∞
(
Anµ[pj ], qj
)
µ
= lim
j→∞(pj , qj )µ,n = (f, g)µ,n.
This proves (v). The rest of the proof follows immediately from Theorems 2.2 and 2.3. 
The following corollary follows immediately from Theorems 4.6 and 4.7, as well as (5).
Remarkably, it characterizes the domain of each of the integral powers of Aµ. In particular,
the characterization given below of the domain D(Aµ) of the Dunkl–Hermite differential
operator Aµ having the generalized Hermite polynomials as eigenfunctions seems to be
new.
Corollary 4.8. For each n ∈ N, the domain D(Anµ) of the nth power Anµ of the Dunkl–
Hermite self-adjoint operator Aµ, is given by
D
(
Anµ
)= Xµ2n = {f :R → C/f ∈ AC(2n−1)µ, loc (R), T 2nµ f ∈ L2(R, |t|2µ exp(−t2))}.
In particular,
D(Aµ) = Xµ2 =
{
f :R → C/f ∈ AC(1)µ, loc(R), T 2µf ∈ L2
(
R, |t|2µ exp(−t2))}.
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