In this paper we propose two methods for minimizing objective functions of discrete functions with continuous value domain. Many practical problems in the area of computer vision are continuous-valued, and discrete optimization methods of graph-cut type cannot be applied directly. This is different with the proposed methods. The first method is an add-on for multiple-label graph-cut. In the second one, binary graph-cut is firstly used to generate regions of support within different ranges of the signal. Secondly, a robust error minimization is approximated based on the previously determined regions. The advantages and properties of the new approaches are explained and visualized using synthetic test data. The methods are compared to ordinary multi-label graph-cut and robust smoothing for the application of disparity estimation. They show better quality of results compared to the other approaches and the second algorithm is significantly faster than multi-label graph-cut.
Introduction
In this paper we address the issue of non-linear optimization of discrete functions with continuous value domain. The wide-spread and popular graph-cut method originally addresses only binary labeling problems and various algorithms from the literature use graph-cut to find local minima of multiple-label problems. To find the global minimum of a multiple-label non-convex objective function is NP-hard and hence not tractable. The continuous problem is therefore not solvable in polynomial time either, but we propose a good approximation.
We adapt to the mathematical notation from [1] . Although we only show examples with 1D value domain, i.e., we remove noise, results generalize to higher dimensions and a more general clustering method is obtained, see also [7] .
Problem Formulation
Consider the general minimization problem f = arg min E(f ) = arg min E smooth (f ) + E data (f ) ,
(1) where f is a discrete function from a set P into the continuous vector space R n . The operators E smooth and E data measure the deviation of f from a smoothness assumption and from the measured data, respectively.
In practice and due to finite machine accuracy, continuous vector spaces on a computer become bounded and quantized, e.g., for color images we consider functions f : P → {0, . . . , 255}
3 . In many computer vision problems we face however much more quantization levels than 256, e.g. in depth or disparity estimation. 1 Hence, our problem formulation is changed to find pseudo-continuous f with machine accuracy.
Concerning the data term, we consider a point-wise nonlinear penalty for deviation from the measurements (cf. [1] ):
For the smoothness term, we consider pairwise interactions between pixels (in contrast to e.g. [12] , where even triplets of pixels are considered):
where N denotes the set of interacting pixels -typically the neighborhood structure. 
Graph Cut Methods
According to [12] , binary problems of type (1), i.e., f : P → {0, 1}, can be solved exactly by graph cut methods. The global minimum of (1) for binary f is obtained by the minimum cut of an appropriate graph. The method to construct the appropriate graph for (1) is explained in [12] and will not be repeated here. A typical fast implementation for finding the minimum cut is given by maximum flow algorithms using the push-relabel technique [3] . In the experiments described further below we use the meximplementation from [4] .
A generalization of the non-convex binary problem to multiple labels is NP hard and only approximative solutions can be obtained by algorithms with tractable computational effort, e.g. the swap and the expansion algorithm [1] . The approximation character of these algorithms is no problem in practice as the solutions are typically 'good' [1] . However, having discrete labels is a strong limitation per se.
Assume that the function f to be estimated is linearly increasing. This could be, for instance, a linearly increasing disparity or the velocity of a quadratically moving point, i.e., we assume a model and the parameter within the model changes linearly. Similarly to computing a histogram with rectangular bins, using discrete labels leads to quantization errors, since we lose the accuracy within the bin / label range, see Fig. 1 .
In many practical problems of computer vision, as for instance disparity estimation, we would like to have machine accuracy representation for the estimate. Therefore, graph cut has to be extended to work on a continuous domain. Exactly this is the purpose of this paper: to propose a continuous extension for graph cut. Note that such a method can only be of approximative character as the NP hardness of the non-convex multiple label problem implies NP hardness of the non-convex continuous problem.
Methods
The proposed method is based on three concepts from the literature: binary graph cut (see above), channel smoothing [6] , and normalized convolution [11] . Whereas the latter is a well known concept which is explained elsewhere in great detail, channel smoothing is a not so well known technique which is reviewed below.
Channel Representations
The channel representation is a high-dimensional, biologically motivated information and signal representation [10, 15] . It is based on the idea of placing local functions, the channels, in the (co-)domain 2 and to project the data onto the channels. It resembles somehow vector quantization of the co-domain, but without the drawback of losing accuracy, as sub-quantization information is compensated in the channel representation by knowledge about the algebraic relation between the channels.
The projections onto the channels result in tuples of numbers which -although often written as vectors -do not form a vector space in the strict sense. In particular the value zero (in each component) has a special meaning, no information, and need not be stored in the memory.
Formally, the channel representation is obtained from a finite set of channel projection operators F n . These are applied to the function f in a point-wise way to calculate the channel values c n :
Each function value f p is mapped to a vector c = (c 1,p , . . . , c N,p ), the channel vector. This process is called channel encoding. For instance, if f is a grey-value image, channel encoding leads to a stack of images, c.f. Fig. 2 , left. The projection operators can be of various form, e.g., cos 2 functions, B-splines, or Gaussian functions [8] . In what follows, we will apply quadratic B-spline basis functions B 2 . The B-spline of order k is a piece-wise defined polynomial of order k, defined as
where Π(f ) is the rectangle function [2] , pg. 52. Assuming that f is scaled such that f ∈ [1.5; N − 0.5],(4) becomes
averaging channel encoding residual error channel decoding Decoding of channel representations is discussed in detail in [8] . A channel decoding can be considered as a functional inverse to the encoding (4). Different decoding methods show different behavior in terms of computational complexity and quantization errors. In what follows, we will apply the approximately quantization-free decoding scheme proposed in [6] , which performs an implicit B-spline interpolation resulting in an efficient semi-analytic decoding method. The method is based on the local linear decodinĝ
for n 0 being the closest integer to f . The index n 0 is chosen by minimizing the residual error of the reconstruction, see [6] . For the case of grey-value images, channel decoding condenses a stack of images to a reconstruction image and a residual image, c.f. Fig. 2 , right.
Channel Smoothing and Robust Smoothing
It has been shown that summing B-spline channel vectors of samples from a stochastic variable ξ results in a sampled kernel density estimate of the underlying distribution d(ξ) [6] :
where · ξ denotes the expectation value with respect to variable ξ and * denotes the convolution operator. The global maximum of d is the most probable value for ξ and for locally symmetric distributions, it is equivalent to the maximum of B 2 * d. The latter is approximately extracted from the channel vector c using channel decoding. In [6] it has been shown that smoothing of B-spline channels approximates the minimization of the robust error norm
such thatf
for a particular pixel position p and the stochastic variable F p . The reconstruction error (see e.g. Fig. 2, right) is the residual of this robust minimization. Typically we do not have several instances of the same data (e.g. image). Hence, we have to replace the expectation value in (9), (11) with a local spatial averaging, for instance with a gaussian kernel g σ . This results in the channel smoothing algorithm, see Alg. 1. 
c n ⇐ g σ * c n 4: end for
Channel smoothing works well if we process data that follows a spatially constant distribution, see Fig. 2 and at straight edges. In the latter case the distribution changes, but the maximum remains the same due to the balanced support on both sides of the edge (although the predicted error increases). This is different at the corner, where the inner part has smaller support. At some point, the maximum changes to the background, and thus the corner becomes rounded, cf. Fig. 2 , center image.
Channel Decoding using Graph-Cut
The rounding of corners can only be avoided if the ergodicity assumption is restricted to the domain where the respective channels are active. This means in practice: channel values should be averaged on bounded domains. Before looking into the issue of determining the active region of a channel, we have to modify the averaging in order to apply it to a bounded domain. Filtering of (uncertain) data f from a bounded domain is well modeled in terms of normalized convolution [11] of 0th order (normalized averaging):
where a denotes the applicability function, i.e., a suitable averaging kernel (typically a Gaussian function) and b p is the certainty function, which describes the bounded domain Ω:
The co-domain of normalized convolution is however unbounded, and therefore, we cannot apply it directly to the case of channels c n that are active in a bounded region. To remain within the active region of each channel, we mask the result from normalized convolution to the same bounded domain of each channel by means of the certainty function b n,p :
Note that the same kind of bounded domain averaging can be used to modify the multi-label graph-cut results: b n is replaced with the label function l : P → {1, . . . , L} and c n with the signal f . Artifacts caused by the quantization to the discrete label set are reduced in this way, but not entirely removed. This method is referred to as modified multi-label graph-cut below and is summarized in Alg. 2.
Algorithm 2 Modified multi-label graph-cut algorithm.
gσ * m
5: end for
What remains to be considered is the estimation of the active region, or equivalently, the certainty function for each channel. We have to find those regions where the image was sufficiently stationary in order to produce similar channel vectors c p . Similar channel vectors have the same active components, where we classify the activity by a simple theshold θ. As stationarity does not make sense without spatial context, we require the active region to be as connected as possible. This is where graph-cut comes in.
For each channel n we formulate the following objective function:
where we use the following parameters throughout the remainder of this paper:
• N is the four-neighborhood
• λ = 0.3 is the penalty for discontinuities in b n • θ = 1 16 is the threshold for active channels. All parameters were chosen ad-hoc (as is the width of the Gaussian filter σ = 10 and the number of channels N = 10), but remain constant throughout the paper. The more systematic choice of parameters based on signal statics is out of the scope of this paper. The interested reader is referred to [5, 9] for estimation of the channel averaging filter and the number of channels. The threshold θ can be derived from classical decision theory (see e.g. [16] , Chapt. 3) and depends also on the number of channels. The meta parameter λ depends on the neighborhood structure and the signal statistics. It should be at least one third of the maximum channel value (minus θ) to fill in one-pixel gaps in a contour with four-neighborhood. Too large values will remove structural details from the active region. For quadratic B-spline channels and θ = We summarize the graph-cut channel smoothing in Alg. 3. The synthetic example from Fig. 1 shows that graphcut channel smoothing does not suffer from the drawback of multi-label graph-cut (coarse quantization), nor does it suffer from rounding of corners as pure channel smoothing does, see Fig. 3 . The computational complexity of the proposed method is somewhat higher than that of pure channel smoothing and it is dominated by the N binary graph-cut computations. However, it is by at least two orders of magnitude lower than the complexity for multi-label graph-cut (original variant and gcm), as no iterations are required and as no pair-wise cuts have to be computed.
Algorithm 3 Graph-cut channel smoothing algorithm.
c n ⇐ b n gσ * (bncn) gσ * bn 5: end for
The Combined Objective Function
Apparently, the whole process of graph-cut channel smoothing presented in the previous section contains two objective functions: one point-wise robust error minimization (11) and one channel-wise region labeling (15) . In order to show that the proposed method as a whole solves approximately a continuous labeling problem according to (1) , one has to reformulate the whole algorithm as a single objective function.
At first glance, the smoothness constraint in (15) corresponds to a Potts model [1] by interpreting the channel indices as labels. This is however not correct for two reasons: a) We do not choose a single index out of N , but several of them, where the cardinality is determined by the distribution of the data. b) We are interested in estimating a value in the original continuous value domain of f , i.e., we have to consider the smoothness term in terms of deviations in f .
The issue a) is not crucial as we later select the index with the minimum robust residual, see below. Hence, we can equivalently consider only the one with minimum data error. b) As f is channel encoded using a continuous function (B-spline) that is monotonically increasing with increasing deviation in f , the smoothness term is a piece-wise constant function of differences in f :
The relation between θ in (15) and θ f above is given by the channel basis function, i.e., the quadratic B-spline in this case. We hence obtain θ f = s The data term which corresponds to channel smoothing with bounded support normalized convolution is given by
where A(f p ) is the set of all pixels q where E smooth (f q − f p ) = 0. The applicability function a q is a normalized Gaussian function used for channel averaging. If we accept the assumption that the image generating process is ergodic in the region A(f p ), we can replace the weighted averaging over this region with the expectation value for the stochastic variable F p , and hence
Finally, we formulate the following conjecture 3 : Graphcut channel smoothing as described in the previous sections establishes an algorithm for finding an approximation to a minimum of the objective function
The approximation of the minimum is in a sense of approximating the expectation value. The minimum approximation of the first term is global, i.e., under mild assumption the method approximates the global minimum [6] . However, since we do the minimization in two steps based on quantized representations, we cannot guarantee that we exclude the global solution during the first step due to quantization errors.
Experiment
In the experiment we used the ground truth data from the disparity evaluation described in [13, 14] , added Gaussian noise (σ = 10% of total range) and salt & pepper (5% of all pixels) to the disparity maps. We applied multi-label (10 labels) graph-cut (gcut), modified multi-label graph-cut (gcm), pure channel smoothing (bscs), and graph-cut channel smoothing (gccs) to the disparity maps. The resulting maps were then evaluated through the web-site, the results are collected in Tab. 1. For comparison, we even included the noisy disparity maps in the table (noise). Fig. 4 shows the different results for the cases of the 'Cones' and 'Teddy' experiments.
The results clearly show that graph-cut channel smoothing improves results compared to multi-label graph-cut and pure channel smoothing. Only modified multi-label graphcut is a few times superior to graph-cut channel smoothing, in particular near to discontinuities and occlusions. All experiments were performed with the parameters reported earlier. 3 We call this a conjecture as we do not prove it formally by computing approximation error bounds. 
Cones Teddy

Conclusion
We have presented two algorithms to find approximative solutions to minimization problems that are typically addressed by multiple-label graph-cut, but which avoid a hard quantization of the value domain and thus has a much broader spectrum of possible applications. One algorithm is a modified multi-label graph-cut method, the other one is based on channel smoothing. We have explained the effects of the algorithms in detail, we have illustrated them with a synthetic experiment, and formulated a combined energy function for the channel-based method. We have also evaluated the algorithms quantitatively against ordinary multiple-label graph-cut and pure channels smoothing. The proposed methods show results superior to ordinary channel smoothing and multi-label graph-cut for a mild increase of complexity compared to the ordinary algorithms. We consider graph-cut channel smoothing as the best approach as it is two orders of magnitude faster than multi-label graphcut and slightly superior to modified multi-label graph-cut. What remains to do in future work is to formalize the proof of the stated conjecture concerning the combined objective function.
