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Given an integral “stamp” basis A, with 1 = a, < a2 < < akr and a positive 
integer h, we define the h-range n,(Ak) as 
i 
k k 
n,(A,)=max NENln<N*n=~x,a,,~x,<h , 
1 I i 
with non-negative integers n and xi. It is often of interest to consider parameter 
bases A, = A,(h), where the basis elements ai are given as functions of h, and 
examine the asymptotic value of n,, (Ak) for increasing h. Considering parameter 
bases of a suitable “normal” form, it is shown that such bases can be grouped into 
associate pairs {Ak, A,} with the same asymptotic h-ranges, n,,(A,)-n,(a,) as 
h-a. 0 1992 Academic Press, Inc. 
I. BACKGROUND 
Given an integral basis 
A,= {a,, ~2, . . . . G}, 1 =a, <u2< ... <Uk. 
For a positive integer h, we form all the combinations 
~~20, t xi<h, 
i=l 
and ask for the smallest integer N, (Ak) which is not represented by such 
a combination. The number n,, (Ak) = N,, (Ak) - 1 is called the h-range 
(German: h-Reichweite) of A,. In this connection, A, is often denoted as 
an h-basis. 
A popular interpretation arises if we consider the integers ui as stump 
denominations, and h as the “size of the envelope.” More information 
about the postage stamp problem can be found in the author’s comprehen- 
sive research monograph [ 111. 
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In the beginning, the main interest was centered around the global 
aspect: Given h and k, find an extremal basis AZ to obtain the largest 
possible extremal h-range 
nh(k)=n,(A,*)=maxn,(A,). 
4 
In later years, the “local” aspect has come more into focus: Determine 
n,(A,) when h, k, and a particular basis Ak are given. 
In the global case, a convenient approach is to keep k fixed and let h 
increase, asking for asymptotic values of the extremal h-range n,,(k). We can 
also ask for asymptotic values of “local” h-ranges nh (Ak) = nh(Ak(h)), 
when the basis elements ai are given functions of h. We shall denote such 
bases Ak (h) as parameter bases. 
Both the local and the global problems are trivial for k= 2, cf. 
Stijhr [13]. In particular, n,(2) - (h/2)2 as h + 00. 
The extremal bases A: were determined by Hofmeister [3, 5-J. They are 
unique for h > 23, and given by 
a:=Zh+. 3 9 a:=(;h+fi)a:-($h+y), (1.1) 
where the constants c(, j3, and y depend on the residue class of h (mod 9). 
In particular, 
For k > 4, our knowledge is much more limited. For k = 4, the strongest 
published results are 
2.008 t 4+ U(h3)<nh(4) ~2.35 ; 4+ @(h3). 
0 0 
(1.3) 
The upper bound is due to Kirfel [7], the lower one to Mossige [S]. Quite 
recently, however (May 1991, unpublished), Kirfel and Mossige have 
shown that the lower bound 2.008 (more decimals in (3.8)) is really sharp. 
For k = 5, Kolsdorf [6] has given a parameter basis with asymptotic 
h-range 3.06(h/5)5. 
It was shown by Kirfel [6,7] that the limit 
ck = )Frn nk (k)/(h/k)k (1.4) 
really exists for all k > 2. We have seen above that c2 = 1, c3 = $, and 
c4 = 2.008. 
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We shall consider parameter bases A, (h) for which 
nh (Ak (h)) has order of magnitude hk. (1.5) 
For the basis elements, this implies that a,(h) has order of magnitude h’- ‘, 
i = 2, 3, ..I, k. 
Instead of letting h -+ co through all integers, it proves useful to choose 
a natural number H> 1, put h = Ht, and let t  + co. In other words, we 
only consider values h -0 (mod H). As pointed out by Mrose [9], the 
asymptotic results thus obtained (for instance the limit ck in (1.4)) then 
hold for all h, when we restrict ourselves to bases satisfying (1.5). 
The simplest way to represent a natural number n by a basis Ak is first 
to use the largest basis element uk as often as possible, say ek times, then 
to use ak- 1 as often as possible for n - ekuk, and so on. The result is called 
the regular representation of n by A,, and we write it as n = 1: eiai. The 
construction is equivalent to the set of conditions 
e,+e,a,+ ... +ejUj<aj+l, j= 1, 2, . . . . k- 1. (1.6) 
A more detailed treatment of associate bases can be found in the author’s 
report [12]. There, however, the term “dual” was used instead of 
“associate.” The change to the latter term was suggested by the referee, to 
avoid confusion with the “dual bases” introduced in Hofmeister [Z]. 
II. NORMAL FORM AND TRANSFERS 
We write the elements of A, = (1, a*, a3} as 
a1 = a; a3=baz-c, O<c<a. (2.1) 
For given A,, the integers a, b, c are uniquely determined, and clearly a, 
ba2. 
We express a given n E N regularly by A3 as n = C: ei a,. From (1.6) and 
(2.1), we see that eI<a-1, e,<b-1. Every n<n,(A,) must have a 
representation n = C xiui, C xi< h. If C e, < h, we can use the regular 
representation. If not, we may try to reduce the coefficient sum by using 
one +-transfer (substitution) a3 = ba, - c, giving n = e, - c + (e2 + b) a2 + 
(+-1)4. This is “legal” (non-negative coefficients) if e, > c, e3 > 1, and 
then gives a gain (reduction of the coefficient sum) g = -b + c + 1. This is 
positive if b G c. 
Still departing from the regular representation, we can use several 
a,-transfers, in number s3. To restore a non-negative constant term, it may 
be necessary to transfer a number s2 of elements a2 =a to this term. We 
then say that we have an (sz, s,)-transfer. 
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In analogy with (2.1), we write the basis A4 in the form 
a, = a; a3=ba2-c, O<c<a; 
a4 = da3 - eaz -f, Obf<a, O<ea,+f<a,. 
(2.2) 
For given Ad, the non-negative integers a, b, . . . . f are uniquely determined, 
and clearly a, b, d 2 2. 
For a regular representation n = 1: e,ai, we must have 
e, <a- 1, e2 < b - 1, e,<d-1. (2.3) 
To reduce a coefficient sum C ei > h, we now try to combine a number 
s4 of a,-transfers a4 = da, --a, -f with a number sJ of a,-transfers 
a3 = ba, - c. Again to maintain a non-negative constant term, it may be 
necessary to transfer a number s2 of elements a2 = a to this term. The result 
of such an (Q, s3, s,)-transfer and the corresponding gain are given in 
(4.1~(4.2) below. 
For a given basis A,, we may (in many ways) define “altransfers” by 
substitutions of the form 
i-2 
a,=ui-laiP1 - C ujiJaj; uiPl 22, u(“>O, (2.4) 
j= 1 
for i = 2, 3, . . . . k. The substitutions are unique if we claim that for all i, 
i-2 
1 vji’aj regular by Aipz. (2.5) 
J=l 
As usual, (x) denotes the smallest integer ax. This means that (2.4) then 
represents a division a,/a,- r with non-positive remainder. 
Hofmeister [4] calls (2.4k(2.5) the normalform of the basis A,. It is this 
form we used for k = 3 in (2.1) and for k = 4 in (2.2). As before, we now 
specify that we want to apply a “transfer” or substitution to the regular 
representation IZ = C eiai of a given integer n. If we replace a number si > 0 
of the basis elements ai by (2.4) for i = 2, 3, . . . . k, we say that we have 
performed an (sz, s3, .,., s&transfer. 
The usefulness of such transfers stems from the following result of 
Hofmeister [4,6] : Every “legal” representation n = C x,ai (xi 2 0) can be 
obtained from the regular representation by a suitable (s2, s3, . . . . s,)-transfer 
with all si> 0. This holds whether the form (2.4) is normal or not. 
However, we shall always assume the normal form in what follows. 
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III. PARAMETER BASES 
We shall look at parameter bases Ak = A,(h) where the basis elements a, 
are given functions of h. We want asymptotic results when h --) cci. As 
mentioned in Section 1, it then suffices to put h = Ht and let t + co. 
As an example, consider Hofmeister’s extremal bases A: of (1.1 ), where 
it is natural to use H = 9. Asymptotically, we can delete the constants ~1, B, 
y, and consider a basis A, with 
h = 9t; a2 = 6t, a, = 2ta, - 4t. (3.1) 
By the methods of [lo], it can be shown that here n,(A,) has the 
asymptotic value (1.2) (but A: gives a larger h*-term). 
With the letters of (2.1), we will generally consider a parameter basis 
A, = A,(h) of the form 
h=Ht; a*= At, a, = Bta, - Ct, (3.2) 
with integers H, A, B, and C. 
If the regular representation of n,(A,) is given by Ci siai, we shall later 
determine an integer E3 such that s3 -E, t as t --f co. Then clearly 
n,(A,)-&,a,-ABE,t’=-j-- (3.3) 
For a parameter basis A4 = A,(h), we extend (3.2) using the letters of 
(2.2), 
h=Ht; a2 = At, a3 = Bta, - Ct, a4 = Dta, - Eta, -Ft. (3.4) 
Here H,’ A, B, . . . . F are integers. With n,(A,) = C;’ eiai (regular), we shall 
later determine an integer E4 such that sq - E, t. Then 
h 4 0 @ABDE, n,(A,)-cp. i , cp= H4 . (3.5) 
We reserve the letter cp for the prefactor when k = 4. 
The object of the present paper is to group parameter bases of the above 
form into associate pairs (Ak, A,}, with the same prefactors and hence the 
same asymptotic h-ranges, n,(A,) -,,(a,) as h + 00. Our general result is 
given at the end of the paper. As a service to the reader, we shall already 
now state the result in the case k = 4, which also yields the most interesting 
examples. 
We use the parameter form (3.4), satisfying the “normality conditions” 
(4.7) below. Then (6.5)-(6.6) can be formulated as 
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PROPOSITION 3.1. Let the parameter basis + of (3.4) satisfy the 
conditions C < A, F < A, E < B. Determine & and F by 
C+&B, F+fi=D-E (modA); O<~,~E<A. 
Let A4 be the parameter basis obtainedfrom (3.4) through replacing C by c 
and F by f, keeping H, A, B, D, and E. Then @ = cp, hence 
n,b&) - nh(A4) as h-co. 
Our examples are related to the search for extremal bases A,. The best 
we can hope for (by our methods) is to make the prefactor cp as large as 
possible. For a long time, the “record” cp = 2 was held by the parameter 
basis discovered by Hofmeister and Schell [4, 51 
h = 12t; a2 = 9t, a3 = 3ta, - 5t, a4 = 2ta, - ta, - 6t (3.6) 
(originally including some constant terms like At + A,i, etc.). They found 
e4 = 3, hence rp = 2 in (3.5). For the associate basis A,, we get c = 7 and 
F= 4, hence 
h = 12t; a2 = 9t, a3 = 3ta, - 7t, a4 = 2ta, - ta, - 4t, (3.7) 
with the same prefactor cp = 2. 
As a matter of fact, this basis was already discovered by Braunschadel 
[ 1 ]-without the use of associate bases. He examined (on a computer) 
all bases A, of the form (3.4) allowing only (sz, sj, s,)-transfers with 
s2, s3, sq < 2. He then always found cp < 2, and cp = 2 just in the cases 
(3.6)-(3.7). 
Some years ago, Mossige [S] found bases A, with cp > 2: 
cp = 2.0080397... . (3.8) 
In spite of the very small improvement of cp = 2, his result caused quite a 
sensation. 
In fact, here cp and the ratios A/H, B/H, . . . . FfH are cubic irrationalities, 
and can only be approximated by a “rational” basis (3.4). It was pointed 
out by Mossige that a very good approximation is obtained if we put 
everything on a common denominator H = 2472: 
(H; A, B, . . . . F) = (2472; 1869, 603, 1031, 392, 193, 1242), 
giving E4 = 663 and cp of (3.8) with all seven decimals correct. The 
associate basis a4 then has c= 1441, P= 826. As Mossige’s result really 
represents (asymptotically) an extremal basis A$, it is very interesting that 
we get an “associate twin” a: with the same asymptotic extremal h-range. 
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Mossige’s idea was to make small variations of the coefficients in (3.6). 
I actually discovered the principle of associate bases by treating 
Braunschidel’s basis (3.7) similarly. A detailed discussion is found in the 
report [ 121. 
Proposition 3.1 also applies to the parameter bases of (3.2), with C < A, 
C+ C= B (mod A). We may for instance consider the A,-parts of 
(3.6)-(3.7): 
h = 12t; A,=(1,9t,3ta,-5t), /&=(1,9t,3ta,-7t). (3.9) 
From (5.4) below, we find E, = 2 and the common prefactor 27/32 of (3.3). 
Applying the same principle to Hofmeister’s (asymptotically) optimal 
bases (3.1), we now find E, = 3 and the prefactor 4/3 of (1.2). But we 
also have C = C = 4, hence a “self-associate” basis A3 = a3. This is not 
surprising, since the optimal bases A: are unique. 
In his treatment of extremal A,, Mossige [S] wrote the basis (3.6), 
including constant terms in the “regular” form 
h = 12t + I, Obr<ll 
a,=9t+d,, a,=4t+dz+(3t+d,)a, 
a4 = 7t + d4 + (2t + d,) a2 + (2t + d&z,. 
(3.10) 
For the associate basis (3.7), the regular form is 
as (3.10) except for 2t + d2 in a3. (3.11) 
Very recently, M. F. Challis (“Two new techniques for computing 
extremal h-bases A, ,” to appear) has determined the extremal A, for all 
h < 156. It turns out that the great majority of these bases, for h > 55, are 
of the form (3.10). On the other hand, and quite surprisingly, very few of 
his extremal bases have the form (3.11). 
We cannot explain why the Hofmeister-Schell bases in most cases seem 
to yield larger h-ranges than the (asymptotically equivalent) Braunschldel 
bases. 
IV. INEQUALITIES FOR m sj 
We illustrate everything for k =4, but our results are immediately 
generalized to arbitrary k. 
By (2.2), the result of a transfer (sz, s3, sq) applied to the regular 
representation is given by 
n = e, -I e2a2 + e)a3 + eqaq = x, + x2az + xga3 + xqu4, 
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where 
x1 = e, + us2 - cs3 -fig, x2.=e2-s2+bs3--esqr 
x3=e3-s3+ds4, x4=e4-s4. 
The gain (reduction of coefficient sum) must be >O: 
(4.1) 
g=(--a+l)s,+(-b+c+l)s,+(-d+e+f+l)s,>l. (4.2) 
The coefficients xi of (4.1) must be 30, giving lower bounds for the ei. 
Combining these with the upper bounds (2.3), we get the following 
inequalities: 
-us,+cs,+fs,<e,<a-1 
s2 - bs3 + es4 6 e2 < b - 1 
s3 - ds, < e3 < d - 1 
s4<e4. 
(4.3) 
We will apply this to the basis (3.4), where we let h + cc and thus t + co. 
Substituting a= At, etc., and dividing out by t, we get the following 
“asymptotic” inequalities from (4.2) and (4.3): 
-As,+Cs,+Fs,<A (4.4) 
- Bs3 + Es, < B. 
We have used the following result of Hofmeister [4, 61: If a parameter 
basis A,(h) satisfies (1.5) and is expressed in normal form (2.4)-(2.5), then 
the si of any possible (sz, s3, . . . . s,)-transfer are bounded as h + co. 
Note that we get the same system (4.4) if we replace At by At + A,, 
etc., in (3.4). Similarly, h = Ht + H, makes no difference for the prefactor cp 
of (3.5). 
By additions in (4.4), we get 
Bs,+(D-E)sq<A, Ds, <A + B. 
Working backwards, we see that (4.4) is equivalent to the system 
O<Dsq<A+B 
-B+Esq<Bs3<A+(E-D)sq (4.5) 
-A+Cs3+Fs,<Aszd(C-B)s,+(E+F-D)s,. 
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This system is easily solved for (sz, sX, sq), giving only a finite number of 
combinations. Many a priori possible solutions are excluded because the 
intervals given for Bs, and As, contain no integer multiple of B and A, 
respectively. 
Now comes a critical argument. In the first line of (4.4) equality means 
that the gain g - 0 when t + co. But this does not guarantee that g > 0. 
Further, we shall see below that asymptotically, all gains come out as 
multiples of t. We must then assume (asymptotically) that g > t, meaning 
that 0 should be replaced by - 1 in the right hand side of the first 
inequality (4.4) (whose left hand side represents -g/t). 
The first inequality (4.3) contains the necessary condition e, 6 a2 - 1. 
But the - 1 disappeared asymptotically on the right hand side of the 
second inequality (4.4) giving only an asymptotic upper bound At for e,. 
But At = a2 (or -a2 in the more general case), so we may risk to get 
e, > u2. The only way to avoid this is to operate with an asymptotic upper 
bound (A - 1) t for e,, thus replacing A by A - 1 on the right hand side of 
the second inequality (4.4). Similarly, B must be replaced by B- 1 in the 
third inequality. 
A reader who is not quite convinced by the above argument may consult 
Remark 5.1 for further evidence. 
With the described modifications of (4.4) the system (4.5) is replaced by 
O<Ds,<A+B-3 
-B+l+Es,<Bs,<A-2+(E-D)s, (4.6) 
The inequalities are “narrower” than in (4.5), meaning that we frequently 
find fewer possible transfers (sz, s3, sq). 
While dealing with asymptotic inequalities, we shall also mention some 
other conventions. In the normal form (2.2), we must have c, f< a - 1, and 
clearly also e 6 b - 1. Again to avoid asymptotic problems, we will assume 
that 
C<A, F< A, E<B. (4.7) 
In particular, E < B ensures that the normality condition eu2 +f< a3 of 
(2.2) is satisfied by (3.4) for sufficiently large t. 
To get an asymptotically positive gain of an a,-transfer, it is often 
convenient to assume that 
B< C. (4.8 1 
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We shall also specialize (4.6) to the partial basis A, of (3.2). With 
D=E=F=s,=O, we get 
O<Bs,QA-2 (4.9) 
-A+l+Cs,<As,<-l+(C-B)s,. 
We must assume s3 > 0 if we shall have a transfer at all. Relation (4.9) 
has solutions only if (4.8) holds, and then always (sZ, s3)= (0, l), 
corresponding to one a,-transfer. 
Still considering A,, let (s2 , (l’ sy)) be a solution of (4.9). With d= e =f= 0 
in (4.2)-(4.3), we get the following asymptotic values of the gain and the 
lower bound for e, : 
g,={-As:“+(C-B)sl;“} t:=G,t 
e, > { -As:” + Csy)} t := Lit. 
(4.10) 
From (4.9), we see that 
O<Gi<A, O<L,<A. (4.11) 
For Ad, we similarly get 
Gi= -Asy’+(C-B)s:“+(E+F-D)@ 
e, > ( -As!’ + Cs:‘) + F$) t := Iit (4.12) 
e, 2 { - Bsy’ + Es$‘} t := fii t. 
From (4.6), we see that 
Gi> 1, &A-l, @<B-l. (4.13) 
We may, however, find zi and/or ai<O, and operate instead with the 
lower bounds 
e,/t > Li = max (0, Z,}, e,/t~Mi=max(O,JIi}. (4.14) 
V. DETERMINATION OF THE PREFACTOR 
For a given basis A,(h) of the rational form (3.4), we shall now use the 
results of Section 4 to determine E4 and hence the prefactor q of (3.5). To 
illustrate the method in a simpler case, we will first determine the E, of 
(3.3). 
For given A, B, and C, we solve the system (4.9) for the possible trans- 
fers ~(3 = (sW (0 Z , s3 ), and determine the corresponding Gj and Li of (4.10). 
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If for i #j we find Gi> Gj, Li < Lj (simultaneous equalities impossible), 
then T(‘) gives a larger gain than T(j), under less restrictive conditions on 
e,. We shall say that T(j) is “superseded” by T”), and it is clear that we 
can leave out T(j) from further consideration. In particular, if Gi = Gi or 
Li = Lj, T(j) is always superseded. 
We are then left with pairs (L, G), say in number r, which we can order 
in the following way: 
O=L,<L,<L,< ... <L,<L,+,=A 
O=G,<G,<G,< ‘.. <Cr. 
(5.1) 
The numbers Lo, Go, and L,, i are added “artificially,” cf. (4.11). Here 
L, = G, = 0 corresponds to using the regular representation itself, hence no 
transfer. 
Assume now that e, is chosen in the interval 
Lit 6 e, 5 Li+ 1 t, iE (0, 1, . . . . r}. (5.2) 
Here 5 means “smaller than, but asymptotically equal to.” In this interval, 
we can then use a transfer with gain gi- Cit. 
The only restriction on e2 is e2 Q b - 1, hence e2 5 Bt. We must always 
have e, + e, + e3 - gi d h = Ht. In the “worst” case e, - Li+ 1 t, e, - Bt, we 
see that we must choose e3 5 (H - Li+ 1 -B + Gi) t in each of the intervals 
(5.2). The minimal bound over all intervals gives the E, of sj - E, t: 
E,=H-B- max {L,+,-G,}. 
O<iSr 
(5.3) 
We have used that the upper bound for e3 gives the .sj of n,(A,) = C: ciai. 
Before turning to Ad, we shall illustrate (5.3) by an example. In 
connection with (4.9), we noted that the transfer (s2, s3) = (0, 1) is always 
possible if B < C < A. If this is the only (not superseded) solution of (4.9), 
we have r= 1, L1 = C, Gi = C-B by (4.10), and (5.3) gives 
E,=H-B-max{C,A+B-C}. 
We used this for the bases (3.9) and (3.1) above. 
(5.4) 
Remark 5.1. In the transition from the inequalities (4.5) to (4.6), one 
crucial point was assumptions like e, < (A - 1) t instead of e, < At. Let us 
examine the influence of the latter assumption on E3 of (5.3). We could 
then get a “legal” L, = A, so that (5.1) would end with 
..’ <L,-l<L,=A=L,+, 
... CC,-, <G,. 
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The two last differences Li+ 1 - Gj of (5.3) are then 
L,-G,-,=A-G,-,>L,+,-G,=A-G,. 
The last one will not be a candidate for the maximum of (5.3). 
Consequently, the inclusion of L, = A has no effect on the determination 
of E3. 
We next turn to A4, hence the determination of E4 in (3.5). For a given 
basis, we find the possible transfers T(‘) = (.$), sy’, s?‘) from (4.6), and the 
corresponding gains G, and bounds Li and Mi from (4.12) and (4.14). 
There may be repetitions among the Li or the Mi. We sort them first 
without repetitions: 
O=L,<L,<L,< ... <L,<L,,,=A 
O=M,<M,<M,< ..‘<M,<M,,,=B. 
Again, L, + , and Mb + 1 are added “artificially” (cf. (4.13)), but L, and/or 
M, = 0 may be among the ordinary Li or M,. 
Then we sort all the gains Gi, 
G(” > Gc2) > . . . > (-$cd) > 0, 
without registering possible equalities. This gives a sequence of triples (Cc”, 
L(“, MC’)), i = 1, 2, . . . . d, to which we add (0, 0, 0), corresponding to no 
transfer. 
In analogy with (5.2), we consider all possible combinations of 
L,tGe, i5Lp+lf, M,t<e25M,+,t. (5.5) 
We then scan the triples (G”‘, L(‘), MC”), i = 1, 2, . . . . and register the first 
time (largest gain) such that L(‘) < L, + 1, MC’) < M,+ 1. The corresponding 
gain G(j)= GP,g is then the largest one which can be used in the case (5.5). 
The only restriction on e3 is e3 ,<d- 1 of (2.3), so e3 5 Dt in our case. 
The arguments leading to (5.3) now give 
G=H-D- max {L,+l+M,+l-Gp,g}. 
oozing 
(5.6) 
The prime indicates that we have disregarded the possibility e3 =O, in 
which case no transfer (s2, s3, 0) applies. On the other hand, the 
subtrahend D of (5.6) must then be deleted, since it results from the bound 
e, 5 Dt. For e3 = 0, we must use 
El=H--max (L,+,+M,+,-G,,) 
s4 2.0 (5.7) 
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(of course with (G”‘, L(‘), M”‘) = (0, 0, 0) still included), and the final 
result becomes 
E,=min{Ei,El}. (5.8) 
VI. ASSOCIATE BASES 
We shall now prove Proposition 3.1, and begin with the simpler case 
k = 3. So far, we assume (4.8), hence B < C < A, and replace C by 
C=A+B-C (6.1) 
(clearly with B < d < A). For the resulting A,, we must show that & 
equals the E, of (5.3). 
For given s3, the inequalities (4.9) yield a unique (possibly non-existing) 
s2, since the interval for As, has length <A. With (6.1), the inequalities 
become 
O<Bs^,<A-2 
-A+l+(A+B-C)s^,,<A&d -1 +(A-C)s^,, 
(6.2) 
so s^j = s3 remains unchanged. To determine s^*, we note that the original 
last inequality of (4.9) may be written as 
-A+~+(A+B-C)~,<A(S~-S~-~)<-~+(A-C)S~. 
A comparison with (6.2) shows that 
i2 = s3 - s2 - 1 (6.3) 
(uniquely determined, as we have observed). Note that s^, > 0, since s3 < s2 
would give a negative gain in (4.10). 
We then substitute (6.1) and (6.3) in (4.10). A simple calculation shows 
that 
e=A-L, L=A-G (6.4) 
(dropping the indices). Using (4.1 l), the sequences (5.1) for A3 then 
become 
~:~<A-G,<A-G,_,<...<A-G,<A 
~:O<A-L,<A-L,~,<...<A-L,. 
By (5.3), we need the differences 
L+ 1 -c?~=(A-G,-~)-(A-L,+~~~)=L,+~~~-G,_~ 
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With i = 0, 1, . . . . r, we see that we get the differences Li+ 1 - Gi of (5.3) in 
reversed order, hence & = E3 as claimed. 
We now turn to A,=&(h) of (3.4), and first note that (6.1) may be 
written as c= A - G(0, 1). By (4.10), G(0, 1) = C-B corresponds to the 
gain of one +-transfer (sz, s3) = (0, 1). To construct the associate basis A4, 
we now replace F by 
&A-G(O,O, l)=A+D-E-F (mod A 1, 
cf. (4.12). To get a4 in normal form, we must have 0 < fi< A. There is then 
a unique integer q4 such that 
O&=q,A+D-E-F<A. (6.5) 
At the same time, we drop the condition B < C for A,, and similarly 
replace (6.1) by 
O&=q,A+B-C<A. (6.6) 
For the resulting ad, we must show that $ = E4. 
We now apply the inequalities (4.6) to &. Since the two first inequalities 
are unchanged, we get the same possibilities s3, s, as for A,. The last 
inequality now takes the form 
-A+l+(q,A+B-C)s3+(q,A+D-E-F)s, 
<As?,< -l+(q,A-C)s,+(q,A-F)s,. 
With s2 from A,, this has the solution 
s^, = 9494 + q3s3 - s2 - 1, (6.7) 
since substitution just gives the last inequality of (4.6). We easily see that 
G 6 A(j2 + 1 ), hence Jz 2 0. 
We then substitute (6.5~(6.7) in (4.12), and find 
e=A-L, 2=~-G, (6.8) 
in analogy with (6.4). 
We calculate E4 and 8, by (5.8), hence from (5.6) and (5.7). To prove 
that 6, = E4, it suffices to show that the maximum 
(6.9) 
is the same for A4 and a4. 
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The Li and Mi are defined by the intervals (5.5). From (4.12) and (4.14) 
we see that 8, and thus Mi are the same for A, and A4, since only B, E, 
s3, and sq are involved. Writing (4.9) as 
it thus suffices to compare the value of 
max {L,+1 -G,,1 OCPGO 
within each of the intervals (common to A, and J4) for e2. For fixed but 
arbitrary q, we can now show that the maximum of (6.10) has the same 
value for A, and ,&, which of course implies & = Eq. 
With M,t<ezSM,+, t of (5.5), it is clear that all transfers with 
M2Mq.l are excluded when determining G,, of (6.10). On the other 
hand, the remaining transfers, with M< M,, can be used with no further 
restrictions on e2. In other words, the choice of the maximal G,, will 
depend only on the choice of interval for e,. The situation for the gains G 
versus the e,-bounds L is then exactly as described in the deduction of 
(5.1). Using this and (6.4), we proved above that max {Li+ 1 - Gi} was the 
same for A, and A3. Using (6.8) instead of (6.4), the same argument can 
now be applied to (6.10). 
There is, however, one difference between (6.4) and (6.8), namely L 
versus E. For k = 3, we saw in (4.11) that l= L > 0, but for k = 4, we may 
have O> E # L =0 by (4.14). Similarly it follows from (4.9~(4.10) that 
always G < A for k = 3, while cases with G > A and thus J! < 0 are possible 
for k= 4. Even in such cases, it can be shown that i?, = E4. The rather 
technical proof is found in the author’s report [ 121. Proposition 3.1 is then 
established. 
The concept of associate bases can be generalized to arbitrary A,. For 
k= 5, this is illustrated in [12]. The only slight complication is the 
extension of the alternatives Ei versus EJ in (5.6k(5.7). For each i = 3, 
4 , . . . . k - 1, we must distinguish between the possibilities ei > 0 and ei = 0, 
leading to 2k- 3 possible alternative formulas for Ek, of which the minimal 
value should be chosen. 
Using the indexing of the normal form (2.4k(2.5), we can now formulate 
our main result: 
THEOREM OF ASSOCIATE BASES. Let the parameter basis A, = A,(h), 
k 2 3, be given by h = Ht, HE N, and 
i-2 
ai= Ui-, ta,-, - 1 Vji)taj; Uihl > 1, V!“>O 
J 
integers, (6.11) 
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for i = 2, 3, . . . . k. To ensure normality Cfor suf$ciently large t), assume that 
vy < u,, j = 1, 2, . . . . k - 2, i = j + 2, . . . . k. 
Determine integers qi, i = 3,4, . . . . k, such that 
i-2 
o<‘p(,‘LqiU1+ui-l- c v+u,. 
]=I 
Replacing Vc,i’ by Pii’, i = 3, 4, . . . . k, we get the associate basis ak = A,(h). 
Then 
nh(Ak(h))-nh(&(h)) as h-+oo. 
The “rational” parameter bases (3.2) and (3.4) are generalized to 
arbitrary Ak in (6.11). It may seem that this representation of A, is a rather 
special one. However, Kirfel [6,7] has shown that for an extremal basis 
AZ, we can always find a basis (6.11) which either yields the extremal 
prefactor, or yields an arbitrarily close approximation to the prefactor. This 
gives a strong indication that representations (6.11) are “natural” for 
parameter bases in general. 
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