.Abstract --"In-place" Huffman coding of a file can cause the file to t e m p o r a r i l y expand. In this paper we investigate t h i s phenomenon,
I. INTRODUCTION
Huffman codes are widely used for data compression. In a typical application, a file consisting of N m-bit symbols is compressed by an adaptive version of Huffman's algorithm, in which the required symbol probabilities are determined by the relative frequencies of the symbols in the file. Each mbit symbol in the file is then replaced by the corresponding Huffnian codeword. It is clear that if such a strategy is used, the file cannot expand, since the "worst case" is when all the Huffman codewords have length m bits, and in all other cases the file will indeed be strictly compressed.
However, if the compression is done sequentially and "in place," that is, if the first symbol in the file is encoded, then the second, etc., the file may temporarily expand if many lowprobability symbols occur at or near the beginning of the file. In space-critical implementations of Huffman's algorithm, it will then be important to know the amount of extra storage space that must be allocated to allow for this temporary expansion.
'The general problem we address in this paper, then, is this. 
