We present a framework for incorporating pruning strategies in the MTiling constructive neural network leaming algorithm. Pruning involves elimination of redundant elements (connection weights or neurons) from a network a d is nf considerable practical interest. We describe three elementary sensitivity based strategies for pruning neurons. Experimental results demonstrate a inoderate to significant reduction in the network size without compromising the network's generalization p e t f o m n c e .
Introduction
Constiictive neural network learning algorithms offer an interesting paxadigm for incremental construction of nzar minimal architectures for pattern classification problems [4, 5, 6, 71. Traditional algorithms for multi-layer feed forward neural network training (such as the backpmpagation [14] ) search for an appropriate weight setting using a gradient descent based error minimization in an a-priori fixed network architecture. Constructive algorithms grow the network incrementally by training one or more threshold logic units (TLUs or neurons) and integrating these trained neurons into the existing network architecture. These algorithms offer several benefits over the traditional gradient descent based training mechanisms: They obviate the need for an a-priori (often ad-hoc) choice of network topology; do not require the expensive error backpropagation; and are gilaranieed to converge to zero classification errors (under certain assumptions). Several constructive learning algorithms have been proposed in the literature -Tower, Pyramid [4], Tiling [9], Upstart [2] , Perceptmn Cascade [l] , and Sequential Learning [8] . These algorithms differ from *This research was partially supported by the National Science Foundation grants to Vasant Honavar. each other in the design choices viz. representation of input patterns (binaryhipolar valued or real-valued); when and where to add a new TLU (or a group of TLUs); connectivity of the newly added neuron(s); training the TLUs; and training the sub-network affected by the modification of the network topology. These differences in design choices result in constructive learning algorithms with different representational and inductive biases. Provably correct and practical extensions of these algorithms to handle real-valued pattern attributes and multiple output categories are studied in [lo, 11, 151.
The success of the constructive learning algorithms depends partly on the algorithm used to train the individual TLUs because the convergence to zero classification errors is based on the fact that the TLU training algorithm can find a suitable weight setting such that the total number of misclassifications is reduced by at least one each time a new neuron (or a group of neurons) is added and trained and the network outputs are recomputed. Algorithms such as the Pocket algorithm with ratchet modiJication [4], the T h e m 1 perceptron algorithm [3], and the Barycentric correction procedure [ 121 are commonly used for training individual TLUs (or groups of TLUs) in constructive algorithms. We denote such a suitable TLU training algorithm by A.
An exhaustive search through the space of neural network architectures is computationally infeasible. Constructive learning algorithm adopt a greedy strategy by incrementally adding TLUs during ths network training phase. Tne training of individual TLUs is based on local information in the sense that during training the weights of the remainder of the network are frozen and the training set for these neurons is constructed with the objective of reducing the residual classification error. Owing to the design biazes and the locnlic of rraining it is possible that the incrementally grown networks are larger than necessary for the given classification task. Other things being equal, smaller (more compact) networks are desirable because of lower classification cost; potentially superior generalization per-0-7803-4 122-8/97 $10.000 1997 IEEE formance; and transparency of the acquired knowledge in applications which involve extraction of rules from trained networks. These reasons motivate the study of pruning techniques in constructive learning algorithms.
Network pruning involves elimination of connection elements (i.e., weights or neurons) that are deemed unnecessary in that their elimination does not degrade the network's performance. Pruning can be performed either after the entire network is trained or can be integrated into the training process itself. In this paper we study the application of pruning techniques to MTiling , an extension of the E h g algorithm to handle real-valued pattern attributes and multiple output classes [ 10, 1 1, 151. The rem~nder of this paper is organized as follows: Section 2 outlines the MTiling constructive neural network learning algorithm. Section 3 describes pruning strategies for eliminating unwanted neurons from a MTiling network. Section 4 presents the results of experiments. Finally, section 5 concludes with an analysis of the experiments with pruning and suggestions for future research.
The MTiling Algorithm
The 2-category ?Zing algorithm [9] constructs a strictly layered network of TLUs. The bottom-most layer receives inputs from each of the N input neurons. The neurons in each subsequent layer receive inputs from the neurons in the layer immediately below itself. All. TLUs within the network are trained using the chosen TZU training algorithm (A). Each layer maintains a master neuron that acts as the output neuron for that layer. If she master neuron cannot correctly classify all training patterns then ancillary neurons may be added to the layer and trained to ensure a faithful representation of the training patterns. The fuithfuZness criterion states that no two training examples belonging to different target classes should produce identical outputs at any given layer. Faithfulness is a necessary condition for convergence in strictly layered networks [9]. The Eling algorithm is guaranteed to conveirge to zero classification errors (under certain assumptions) for finite, noncontradictory datasets where the pattern attributes are bipolar valued (i.e., 1 or -1 only).
The proposed extension to multiple output classes involves constructing layers with M master newons (one for each of the output classes). Groups of one or more ancillary neurons are trained at a time in an attempt to make the current layer faithful. 3. Otherwise, if the current layer is not faithful, add ancillrrrj. aeurms to the current 13yer to make it faithfz! as follows, else go to step 4.
(a) Among all the unfaithful outputs at the current laiyer, identify the one that the largest number of iniput patterns map to. (Note that eayh output is a vector of M + k elements where k is the total number of ancillary neurons added to the layer so far).
(b) "'he set of patterns that generate the output identified in step 3(a) will form the training set for ancillary neurons.
(c) Add a group of k (1 5 k 5 M) ancillary neurons where IC is the number of target classes represented in the set of patterns identified in step 3(b) and train them.
(d) Repeat these last three steps (of adding and training ancillary neurons) till the representation of the patterns in the current layer is faithful.
4.
Train a new layer of M master neurons that are connected to each neuron in the previous layer and go to step 2.
Converg;ence Proof

Algorithm
1. Train a layer of M master neurons each of which is connected to the N inputs.
The convergence of the MTiling algorithm to zero classification errors is proved in two parts. First, it is proved that a faithful representation can be attained for any finite, non-contradictory dataset (possibly having real-valued attributes) using only a finite number of ancillary neurons.
I: is then demmstrated that with each additional !; ye: the number of classification errors is reduced by at least one. Since the number of training patterns is finite, the total number of classification errors made by the MTiling network will eventually become zero. The reader is referred to [ 1 11 for the detailed convergence proof.
Pruning Strategies
An excellent survey of neural network pruning strategies appears in [13] . Reed outlines two types of pruning techniques -sensitivity calculations and penalty t e m for feed-forward neural networks trained using the backpropagation algorithm. The former investigates the sensitivity of the error function to the removal of a network element. Elements with the least sensitivity are pruned. The second group of techniques involves incorporating a penalty term in the error function which causes the irrelevant connection weights to be driven toward zero during the minimization of the error function. The group of constructive algorithms mentioned in section 1 does not explicitiy define a cost (error) function for minimization during training. Thus, it is not clear whether penalty term based pruning techniques can be directly applied to these constructive learning algorithms.
The sensitivity of a neuron is defined as the error introduced in the network upon the removal of the neuron. The error can be defined in a manner that is most suited to the context. Thus, for a neuron i in layer L (that has been made faithful by addition of ancillary neurons), the sensitivity S [ i ) is defined as: or exactly opposite output for each pattern in the training set (i.e., the product of the outputs of the two units is either 1 for all patterns or -1 for all patterns) are said to be correlated.
As seen in Fig. 3 , one of these neurons can be safely pruned without affecting the faithfulness of the current layer. Ancillary neurons are taken two at a time and their outputs (for each pattern) are compared to determine if the neurons are correlated. One neuron from the correlated pair is dropped as soon as it is identified and is not considered any further in the search for correlated neuron pairs.
We assign a sensitivity of 1 to all master neurons since the ing network, pruning is combined with the training process and is invoked after each layer is trained and made faithful.
master neurons cannot be pruned. In the case of the MTil-
Three simple techniques for identifying neurons with sensitivity S(i) = 0 are described below. These neurons are pnned and training is continued with the addition of a new layer of M master neurons.
Dead Neurons:
Ancillary neurons with exactly the same output (i.e., 1 or -1) for all patterns in the training set are called dead neurons. As seen in Fig. 2 , pruning dead neurons does not affect the faithfulness of the current layer. Thus, dead neurons are assigned a sensitivity of 0.
Correlated Neurons:
Pairs of ancillary neurons that give either exactly the same Determination of redundant neurons involves dropping ancillary neurons one at a time and comparing the remaining outputs for faiihfuiness. If the outputs are not faithful, the dropped neuron is restored. Otherwise the dropped neuron is redundant and is assigned a sensitivity S(i) = 0 (see Fig. 4 for each pattern. It should be noted that these outputs are computed while checking for faithfulness during training and hence are readily available to the pruning step. Thus, the only cost incurred by the pruning step is that of determining the neurons with S(i) = 0.
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Experimental Results
We have conducted several experiments with pruning using a variety of art@cial and real-world datasets. Table 1 snm.xizes the pq?erties of the datasets where Ik, Te, N, M, and A denote the size of the training set, the size of the test set, the number of inputs, the number of output neurons, and the attribute type ( r -real and i -integer), respectively. The 3 concentric circles dataset 3c considers points belonging to three concentric circles centered at the origin and having radii 2, 4, and 6 respectively. Points were generated at random and were assigned to one of three output classes depending on the distance (d(z, 0) ) of the point 10 runs of the MTiling algorithm were conducted for each dataset with and without pruning. Individual TLUs were trained using the T h e m 1 perceptron algorithm for 500epochs withrandominitial weights in therange [-1..1]. The winner-take-all (WTA) strategy was used to compute the outputs for datasets involving more than two pattern classes. For Iuns with network pruning the number of neurons pruned by each of the three pruning strategies, the total time for pruning (in seconds), the network size (number of hidden and output units), the total training time (in seconds), and the generalization performance (classification accuracy on the test set) over the 10 runs were recorded. For runs without ,network pruning the network size, the training time, and the generalization performance over the 10 runs were recorcieti. A few runs for the wabc ana the wine failed to converge to zero classification errors even after the addition of 100 ancillary neurons. These runs were considered as failures and not included in results reported below. be attributed to the fact that the pruning methods we stud-4.8 I 14.8 I 8.45 142.31 ied simply eliminate the redundancy in the network. Other 27.25 Note that the results of pruning on the other datasets were comparable to those obtained when the Thermal perceptron algorithm was used for training TLUs in the MTiling network. 
Dataset
Discussion
Owing to the inherent biases and the locality of training, network growing algorithms do not necessarily construct a minimal network to learn a given pattern classification task. Network pruning can be employed to eliminate unnecessary network elements. We have described three simple methods for pruning neurons in the MTiling algorithm. The experimental results demonstrate a moderate to significant reduction in ihe network size. Si.ilal:er iieiworks simp1iFj the task of knowledge extraction from neural networks since the extracted rules are easier to interpret if the networks are smaller. It must be noted that these improvements come at the additional cost of identifying the neurons that can be pruned. Our experiments demonstrate that this additional time spent in pruning is a small fraction of the total training time of the MTiling network. This approach presents a natural tradeoff between training time and network size.
The generalization performance of the networks remained nearly the same with or without pruning. This might We repeated the above experiments using the Barycentric correction procedure instead of the Thermal perceptron algorithm for training the individual TLUs. The results for wdbc and wine were significantly different from those reported above (see Table 3 ). We see that training using the Barycentric correction procedure resulted in MTiling networks with practically no redundancy as opposed to the case of the Thermal perceptron algorithm where a significant reduciion in network size was attained as a result of pruniiig. Table 3 describes the total number of neurons pruned by the three pruning strategies combined (TP), the network size (Size), the time for pruning (mime), the total training time (Time), and the generalization accuracy (%) for the two datasets. The results are averaged over 10 runs of the MTiling algorithm using the Burycentric correction procedure.
The redundancy introduced in a MTiling network while learning to classify a particular dataset might actually depend on the choice of the TLU training algorithm (as seen in the results described in section 4). It is not clear whether there exists a single TLU training algorithm which when used for training TLUs in the MTiling network results in the construction of superior networks (in terms of network size and generalizatiori ability) on all datasets.
Sensitivity based pruning of individual weights requires compuihg the lletWGik eliGi d e r removing each weight independently. This is computationally infeasible even for moderately large networks. A strategy that computes or approximates the sensitivity of the weight during the training itself merits investigation. The characteristics of the MTiling algorithm can be used to identify dominant connection weights as follows. Since the MTiling network is strictly layered and uses bipolar TLUs (with outputs either 1 or -1) in the hidden and output layers;, the inputs for the TLUs in all the layers starting at the second hidden layer are guaranteed to be bipolar valued (i.e., the inputs values can oniy be either 1 or -1). Consider We are currently exploring additional., possibly more informed pruning strategies for the MTiiiing algorithm and studying appropriate pruning strategies for other constructive neural network learning algorithms.
