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ON THE GEOMETRIC SIDE OF THE ARTHUR
TRACE FORMULA FOR THE SYMPLECTIC GROUP
OF RANK 2
WERNER HOFFMANN AND SATOSHI WAKATSUKI
Abstract. We study the non-semisimple terms in the geometric
side of the Arthur trace formula for the split symplectic similitude
group or the split symplectic group of rank 2 over any algebraic
number field. In particular, we show that the coefficients of unipo-
tent orbital integrals are expressed by the Dedekind zeta function,
Hecke L-functions, and the Shintani zeta function for the space of
binary quadratic forms.
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1. Introduction
The Arthur-Selberg trace formula is one of the main tools in the
study of automorphic representations of a reductive group G defined
over an algebraic number field F (or rather, of the group G(A) of the
points of G over the adele ring A of F ). This formula is an identity be-
tween two expansions of a distribution JT (f) on G(A), which depends
on a test function f and a truncation parameter T . The spectral side
2010 Mathematics Subject Classification. Primary 11F72, 11S90; Secondary
11R42, 11E45, 22E30, 22E35.
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of the trace formula, which will not be discussed in this paper, is an
expansion in terms of automorphic representations of G and its Levi
subgroups M . The geometric side is, roughly speaking, an expansion
in terms of conjugacy classes of elements γ of G(F ) and its Levi sub-
groups [Ar4]. It is a linear combination of weighted orbital integrals
JM(γ, f) with coefficients a
M(γ), which in general depend on the choice
of a sufficiently large finite set S of places of F .
Those coefficients have been determined only in special cases, viz.
for semisimple elements γ (see [Ar4, Theorem 8.2]), for M of F -rank
one (see [Ho1]) and for M = GL(3) (see [Fli], [M]). The general lack of
knowledge has not prevented applications to the Langlands correspon-
dence, where the above distributions for two different groups had to be
compared. However, this problem constrains the study of the asymp-
totic distribution of automorphic representations of a single group.
In the current paper we determine the coefficients aM(S, γ) when
G is one of the groups GSp(2) or Sp(2) over F . The coefficients will
be expressed in terms of certain zeta functions. We will encounter
the Dedekind zeta function and Hecke L-functions familiar from the
analogous results for the groups GL(2) and GL(3). The subregular
unipotent class is more interesting, because the Shintani zeta function
for the space of binary quadratic forms enters the stage. Along the
way, we also compute the weight factors of unipotent weighted orbital
integrals. The contribution of semisimple elements to the trace formula
is well known, and we leave it aside.
By comparing the coefficients for the two groups considered, we find
that the differences can be interpreted by coefficients of stable unipo-
tent orbital integrals of elliptic endoscopic groups of Sp(2). Our expla-
nation agrees with Assem’s results on local unipotent orbital integrals
of Sp(2) (cf. [As]). This means that our results provide part of the
stabilization of the unipotent terms for Sp(2). One more point is that
the difference of subregular unipotent terms is a sum of special values
of Shintani zeta functions with non-trivial quadratic characters. From
[Sa1] and [Sa2] we will derive a formula expressing such Shintani zeta
functions as products of the Dedekind zeta function and special values
of Hecke L-functions. The formula looks like a stabilization of Shintani
zeta functions and is a generalization of [IS, Theorem 1].
The aim of this paper is not just the computation of certain coef-
ficients. Groups of rank two are a test field for a program to rewrite
the geometric side of the trace formula in terms of zeta integrals [Ho3].
This approach replaces the invariance argument of [Ar3] and removes
the restriction on S. It also gives a new interpretation of the weight
factors appearing in singular weighted orbital integrals.
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Using the methods of [FL] and [M], it should be possible to extend
the results to functions f in an L1-Sobolev space. This would allow ma-
trix coefficients of integrable discrete series as test functions and make
Godement’s dimension formula a special case of the trace formula (cf.
[Go]). Godement’s formula has been used to obtain explicit formulas
for multiplicities of integrable holomorphic discrete series of Sp(2,R)
(see, e.g., [Wa]). In the present paper, however, we are content with
compactly supported test functions. Applying our current result to the
invariant trace formula and using an argument similar to [Ar7], we can
perhaps obtain multiplicity formulas for individual discrete series and
extend such explicit formulas to non-integrable cases.
1.1. Basic objects. Let us recall the pertinent definitions. For any
connected linear algebraic F -group G, we denote by X(G)F the group
of F -rational characters of G and by AG the F -split part of the center
of G. We have the vector space aG = HomZ(X(G)F ,R) and the homo-
morphism HG : G(A) → aG characterized by 〈HG(g), χ〉 = log |χ(g)|.
There is a linear function ρG on aG such that the character det ◦Ad is
mapped to 2ρG under the natural embedding of X(G)F into the dual
space a∗G. The kernel of HG will be denoted by G(A)
1. Here, the lo-
cally compact F -algebra A may be replaced by any closed subalgebra,
e. g. by FS =
∏
v∈S Fv, where S is a finite subset of the set Σ of places
of F . We have A = FSAS, where AS is the restricted product of the
completions Fv over all places v /∈ S. If S equals the set Σ∞ of all
infinite places of F , we write this decomposition as A = F∞Afin.
Now let G be reductive (in which case ρG = 0). For any parabolic
subgroup P of G with unipotent radical NP and Levi component MP ,
all defined over F , we have a unitary representation RP of G(A)1 on
L2(NP (A)MP (F )\G(A)1). It can be integrated to a representation of
the Banach algebra L1(G(A)1), and for an element f of the latter,
RP (f) is an integral operator with kernel
KP (g, h) =
∑
γ∈MP (F )
∫
NP (A)
f(g−1γnh) dn.
We fix a maximal compact subgroup K =
∏
v∈ΣKv of G(A) such that
Kfin =
∏
v<∞Kv is open in G(Afin) and that G(A) = P (A)K for all
parabolic F -subgroups P . We extend the maps HP to G(A) by setting
HP (pk) = HP (p) for p ∈ P (A) and k ∈ K. For a parabolic subgroup P ′
containing P , the natural projection aP → aP ′ maps HP (g) to HP ′(g),
and we denote its kernel by aP
′
P . We denote by τˆP the characteristic
function of the set of all X ∈ aP such that ρP ′(X) > 0 for all such P ′
different from G.
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We also fix a minimal parabolic subgroup P0 and a truncation pa-
rameter T ∈ aP0 . Then we have its projections TP ∈ aP for the stan-
dard parabolic subgroups P (i. e. those containing P0). Arthur’s trace
distribution is defined for f ∈ C∞c (G(A)1) as
(1.1) JT (f) =
∫
G(F )\G(A)1
∑
P⊃P0
(−1)dim aGP
∑
δ∈P (F )\G(F )
KP (δg, δg) τ̂P (HP (δg)− TP ) d1g,
where d1g is a Haar measure on G(A)1. Its convergence was proved
in [Ar2] under some regularity condition on T , which was shown to be
unnecessary in [Ho2].
We can define instances TP ∈ aP = Hom(X(P ),R) of the truncation
parameter T for nonstandard parabolic subgroups P , too, so that the
identity
HδPδ−1(δg)− TδPδ−1 = Ad(δ)(HP (g)− TP )
holds for all δ ∈ G(F ) and g ∈ G(A). In view of HδPδ−1(δg) =
Ad(δ)(HP (g)−HP (δ−1)), it suffices to set TδPδ−1 = Ad(δ)(TP−HP (δ−1))
for all standard parabolic subgroups P and all δ ∈ G(F ). In the for-
mula for JT (f), we may omit the sum over δ if we extend the other sum
over all parabolic subgroups P . Thus, the choice of P0 is unimportant.
In [Ar5, Section 2], a version J(f) = JT0(f) was defined, where T0 is
determined by the choice of K and a minimal Levi subgroup M0. We
will, however, retain the dependence on T . When expanding JT (f) in
terms of weighted orbital integrals, it is useful to make those depend
on T as well.
This entails a minor modification of the weight factors introduced
in [Ar5]. Let M be a Levi subgroup of G. This means that M is a
Levi component of a parabolic subgroup P , in which case there is a
canonical isomorphism aM → aP . The set P(M) of such parabolic
subgroups is in bijection with the set of chambers in aM . We consider
the Fourier-Laplace transform
θP (λ)
−1 =
∫
aM
τ̂P (X) e
λ(X) dX
of τ̂P defined for λ ∈ a∗M,C with Re(λ) negative on the chamber a+P
corresponding to P . Its inverse θP (λ) is a homogeneous polynomial
and extends to all of a∗M,C. For any g ∈ G(A) and any truncation
parameter T , the family of functions
vP (λ, g, T ) = e
λ(TP−HP (g))
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on ia∗M , indexed by P ∈ P(M), is a (G,M)-family. Hence
vM(λ, g, T ) =
∑
P∈P(M)
vP (λ, g, T )
θP (λ)
extends to a smooth function on ia∗M . We put
vM(g, T ) = lim
λ→0
vM(λ, g, T ).
Then vδMδ−1(δg, T ) = vM(g, T ) for all δ ∈ G(F ).
Next we recall from [Ar6] the definition of weighted orbital integrals
JTM(γ, f) for γ ∈M(F ) and f ∈ C∞c (G(FS)), where S is a finite subset
of Σ containing Σ∞. We denote by Gγ,+ the centralizer of γ in G, by
Gγ the Zariski-connected component of 1 in Gγ,+ and by gγ its Lie
algebra. We fix a G(FS)-invariant measure on Gγ(FS)\G(FS) and set
D(γ) = det(1− Ad(σ))g/gσ ∈ F,
where σ is the semisimple part of γ. In the case Gγ ⊂M , the function
vM is left Gγ(FS)-invariant, and one defines
(1.2) JTM(γ, f) =
∣∣D(γ)∣∣1/2
S
∫
Gγ(FS)\G(FS)
f(g−1γg) vM(g, T ) dg.
In the case Gγ 6⊂M , one uses the weighted orbital integrals JTL (aγ, f)
with Levi subgroups L containing M and a ∈ AM(F ) such that Gaγ ⊂
L. Note that the set of such aγ has γ as a limit point. Arthur has
introduced a (G,M)-family {rP (λ, γ, a) | P ∈ P(M)} such that, with
the aid of the corresponding function
rGM(γ, a) = lim
λ→0
∑
P∈P(M)
rP (λ, γ, a)
θP (λ)
and its analogues with L in place of G, one can define
(1.3) JTM(γ, f) = lim
a→1
∑
L∈L(M)
rLM(γ, a) J
T
L (aγ, f).
We will recall the definition of rP in Section 2.4 below, where we in-
troduce a minor modification in order to simplify the explicit formulas.
One recovers the traditional T -independent distribution JM(γ, f) by
replacing all points TP by zero. However, one then loses the property
JTδMδ−1(δγδ
−1, f) = JTM(γ, f) (δ ∈ G(F ))
and has to stick to the set L of standard Levi subgroups, i. e., those
containing M0.
Finally, we can state the fine geometric expansion of the trace dis-
tribution. Suppose that γ, γ′ ∈ G(F ) and let σ (resp. σ′) be the
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semi-simple part of the Jordan decomposition of γ (resp. γ′). We
say that γ′ is (G, S)-equivalent to γ if there exists an element δ ∈
G(F ) such that σ = δ−1σ′δ and the unipotent elements σ−1γ and
σ′ −1δ−1γ′δ are Gσ(FS)-conjugate. We denote by (M(F ))M,S the set
of (M,S)-equivalence classes in M(F ). Then, for every compact sub-
set ∆ of G(A)1, there is a finite subset S∆ ⊃ Σ∞ of Σ such that, for
every finite subset S of Σ containing S∆, every M ∈ L and γ ∈M(F )
there are numbers aM(S, γ) such that
JT (f) =
∑
M∈L
|WM0 | |WG0 |−1
∑
γ∈(M(F ))M,S
aM(S, γ) JTM(γ, f)
for any f ∈ C∞c (G(FS)1) with supp f ⊂ ∆ (cf. [Ar4, Theorem 9.2]
for the case T = T0). On the left-hand side, f is extended to G(A)1
by setting f(gSg
S) = f(gS)φKS(g
S) for gS ∈ G(FS) and gS ∈ G(AS),
where φKS is the characteristic function of K
S =
∏
v/∈SKv. Due to the
conjugacy invariance, we may replace the sum over L by a sum over
the set of G(F )-conjugacy classes of Levi subgroups M , in which case
the factor |WM0 | |WG0 |−1 disappears.
1.2. Summary of results on coefficients. We are going to summa-
rize known results as well as our new results on the coefficients ap-
pearing on the geometric side of the Arthur trace formula. For groups
of F -rank one, the coefficients can be expressed by prehomogeneous
zeta functions (cf. [Ho1] for the non-adelic situation). In the present
paper, however, we work entirely in the adelic situation. The coef-
ficients aM(S, γ) for arbitrary elements γ can be expressed in terms
of the coefficients aGσ(S, u), where σ and u are the semisimple and
unipotent parts of γ, resp. (cf. [Ar4, (8.1)]). Therefore it is enough to
consider unipotent elements of groups G which can occur as centraliz-
ers of semisimple elements. For unipotent elements, (G, S)-equivalence
coincides with G(FS)-conjugacy. Thus, we consider the set (UG(F ))G,S
of unipotent G(FS)-conjugacy classes which meet G(F ).
We need the following additional notation related to the number field
F and its adele ring A. We denote by | | the idele norm on A× and set
A1 = {x ∈ A× ∣∣ |x| = 1}. For each finite place v, let πv denote a prime
element of Fv and let qv denote the cardinality of the residue field of
Fv. If χ =
∏
v χv is a character of A
1/F× ∼= A×/F×(R×)0, where χv is
a character of F×v , we set
(1.4)
Lv(s, χv) =
{
(1− χv(πv)q−sv )−1 if v <∞ and χv is unramified,
1 if v <∞ and χv is ramified,
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LS(s, χ) =
∏
v 6∈S
Lv(s, χv), and L(s, χ) =
∏
v<∞
Lv(s, χv),
where S always denotes a finite set of places of F which contains all
Archimedean places. It is well known that LS(s, χ) is absolutely con-
vergent and holomorphic for Re(s) > 1 and can be meromorphically
continued to the whole complex s-plane. We set
(1.5) ζSF (s) = L
S(s, 1F ) and ζF (s) = L(s, 1F ),
where 1F denotes the trivial character of A1/F×. It is known that
ζSF (s) has a simple pole at s = 1. If χ 6= 1F , LS(s, χ) is holomorphic at
s = 1.
For general conventions concerning measures on Levi subgroups,
unipotent radicals, and maximal compact subgroups see Section 2.3
below. The volume of G(F )\G(A)1 will be denoted by volG. Since
aG(S, 1) = volG (cf. [Ar3]), it is enough to consider the case u 6= 1.
We must choose measures for aGM and JG(u, f). For the choices in the
following cases, we refer to Sections 3.4, 5.2, 6.1, and 7 and Appendices
A and B.
First, we review known results for GL(2), SL(2), GL(3), and SL(3).
For convenience, we set
(1.6) uα =
(
1 α
0 1
)
∈ SL(2).
If G = GL(n) or SL(n), then M0 denotes the minimal Levi subgroup
which consists of diagonal matrices in G. In the case G = GL(2), we
have (UG(F ))G,S = {1, u1}, where we identify each G(FS)-conjugacy
class with its representative element. We denote by cF the residue of
ζF (s) at s = 1 and by cF (S) the constant term in the Laurent expansion
of ζSF (s) at s = 1. We know from [FL, JL, GJ] that
aGL(2)(S, u1) =
volM0
2 cF
cF (S).
In the case G = SL(2), we have (UG(F ))G,S = {1, uα |α ∈ F×/(F× ∩
(F×S )
2)}. We set χS =
∏
v∈S χv and |x|S =
∏
v∈S |x|v. The stabilization
of unipotent terms in [LL, (5.11)] provides
aSL(2)(S, uα) =
volM0
2 cF
{
cF (S) +
∑
χ 6=1F
χS(α)L
S(1, χ)
}
for α ∈ F×/(F× ∩ (F×S )2), where χ runs over all nontrivial quadratic
characters of A1/F× unramified outside S (cf. Section 3). Note that
the right hand side is a finite sum.
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For G = GL(3) or SL(3), let M ′ be a maximal Levi subgroup con-
taining M0 and the elements
u′ =
1 0 00 1 1
0 0 1
 and u′′α =
1 1 00 1 α
0 0 1
 .
In the case G = GL(3), we have (UG(F ))G,S = { 1 , u′ , u′′1}. Let cSF
denote the residue of ζSF (s) at s = 1 and let c
′
F (S) denote the coefficient
of (s− 1) in the Laurent expansion of ζSF (s) at s = 1. We deduce from
[Fli] (cf. also [M]) that
aGL(3)(S, u′) = volM ′
d
ds
ζSF (s)|s=2
ζSF (2)
,
aGL(3)(S, u′′1) =
volM0
3 c2F
{
cF (S)
2 + c′F (S) c
S
F
}
.
If G = SL(3), then (UG(F ))G,S = { 1 , u′ , u′′α |α ∈ F×/(F× ∩ (F×S )3)}.
Using the arguments for SL(2) and GL(3) we have
aSL(3)(S, u′) = volM ′
d
ds
ζSF (s)|s=2
ζSF (2)
,
aSL(3)(S, u′′α) =
volM0
3 c2F
{
cF (S)
2 + c′F (S) c
S
F
+
∑
χ 6=1F
χS(α)L
S(1, χ)LS(1, χ−1)
}
where χ runs over all nontrivial cubic characters on A1/F× unramified
outside S (cf. Appendix B).
In order to explain our formulas for GSp(2) and Sp(2), we recall the
Shintani zeta function for the space of binary quadratic forms. For
the sake of simple statements, we assume that S contains all places
dividing two. We denote the equivalence class of an element d ∈ F×
in F×/(F×)2 by dˇ. For each dˇ, we have the quadratic character χd =∏
v χd,v on A
1/F× by class field theory. We set
Q(F ) = {dˇ ∈ F×/(F×)2 | d ∈ F× − (F×)2}
and, for dS ∈ F×S ,
Q(F, S, dS) = {dˇ ∈ Q(F ) | d ∈ dS(F×S )2}.
The Shintani zeta function is given by
ξS(s; dS) =
ζSF (2s− 1) ζSF (2s)
ζSF (2)
∑
dˇ∈Q(F,S,dS)
LS(1, χd)
LS(2s, χd)N(f
S
d )
s− 1
2
,
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where N(fSd ) equals the product of the numbers qv over all v /∈ S for
which χd,v is ramified. This zeta function is essentially the same as the
series ξxS(s) of [D]. However, his formulation and argument are not
suitable for the trace formula. We will reproduce them using Saito’s
results [Sa1, Sa2, Sa3] in order to simplify some arguments and clear
up relations for rational and adelic orbits as well as local and global
measures. Additionally, we need his results to study explicit forms
of Shintani zeta functions with non-trivial quadratic characters. The
original Shintani zeta functions in [Si1, Sh] can be related to the zeta
functions ξS(s; dS) via zeta integrals (cf. [Sa2, Section 2]).
The groups GSp(2) and Sp(2) have four classes of unipotent ele-
ments, which are (1) unit, (2) minimal, (3) subregular, and (4) regular.
For α 6= 0 and det(x) 6= 0 we set
nmin(α) =

1 0 α 0
0 1 0 0
0 0 1 0
0 0 0 1
 , nreg(α) =

1 1 0 α
0 1 0 α
0 0 1 0
0 0 −1 1
 ,(1.7)
nsub(x) =
(
I2 x
O2 I2
)
where I2 (resp. O2) is the unit (resp. zero) matrix of degree two. Note
that nsub(x) ∈ Sp(2) if and only if x is symmetric. Denote by V ss(F )
the set of non-degenerate 2× 2 symmetric matrices over F and by ∼S
the equivalence relation on V ss(F ) such that x ∼S y if and only if
det(x−1y) ∈ (F×S )2. Then, we have
(UGSp(2)(F ))GSp(2),S = {1, nmin(1), nsub(x), nreg(1) | x ∈ V ss(F )/∼S }.
When G = GSp(2) or Sp(2), then M0 denotes the minimal Levi sub-
group consisting of diagonal matrices in G, and non-conjugate maximal
Levi subgroupsM1 andM2 containingM0 will be chosen in Section 5.1.
We will see in Section 6.1 that
aGSp(2)(S, nmin(1)) =
volM2
2 cF
ζSF (2),
aGSp(2)(S, nsub(x)) =
volM1
2 cF
CF (S,− det(x))
+
volM1
2 cF
{
ζSF (3)
−1 d
ds
ζSF (s)|s=3 if x ∼S x1,
0 if x 6∼S x1,
aGSp(2)(S, nreg(1)) =
volM0
2 c2F
(cF (S))
2 +
3 volM0
4 c2F
c′F (S) c
S
F ,
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where x1 =
(
1 0
0 −1
)
and CF (S, α) is the constant term in the Laurent
expansion of ξS(s;α) at s = 3/2.
Next, we treat Sp(2). We denote the Hasse invariant of an element
x of V ss(F ) over Fv by εv(x) and define an equivalence relation ∼′S
on V ss(F ) by setting x ∼′S y if and only if det(x−1y) ∈ (F×S )2 and
εv(x) = εv(y) for all v ∈ S. We easily see that
(USp(2)(F ))Sp(2),S = {1, nmin(α), nsub(x), nreg(α)
|α ∈ F×/(F× ∩ (F×S )2), x ∈ V ss(F )/∼′S}.
We will see in Section 7 that
aSp(2)(S, nmin(α)) =
volM2
2 cF
∑
χ
χS(α)L
S(2, χ),
where χ runs over all quadratic characters of A1/F× unramified out-
side S, and also that
aSp(2)(S, nsub(x)) =
volM1
2 cF
CF (S,− det(x))
+
volM1
2 cF
{
ζSF (3)
−1 d
ds
ζSF (s)|s=3 if x ∼′S x1,
0 if x 6∼′S x1
+
volM1
2 cF
(∏
v∈S
εv(x)
) ∑
dˇ∈Qur(F,S,−det(x))
LS(1, χd)
where
Qur(F, S, dS) = {dˇ ∈ Q(F, S, dS) | χd,v is unramified for every v 6∈ S },
and
aSp(2)(S, nreg(α)) =
volM0
2 c2F
cF (S)
{
cF (S) +
∑
χ 6=1F
χS(α)L
S(1, χ)
}
+
3 volM0
4 c2F
c′F (S) c
S
F +
volM0
4 c2F
cSF
∑
χ 6=1F
χS(α)
d
ds
LS(s, χ)
∣∣∣
s=1
,
where χ runs over all nontrivial quadratic characters on A1/F× unram-
ified outside S.
Consulting the results on local unipotent orbital integrals in [As],
we can find relations between the above coefficients and elliptic endo-
scopic groups of Sp(2). Assume that the value of volMk (k = 0, 1, 2)
is the same for GSp(2) and Sp(2). Theorem 4.2 (ii) of [As] sug-
gests that the difference aSp(2)(S, nmin(α)) − aGSp(2)(S, nmin(1)) comes
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from the central contributions of the quasi-split groups SO(4, χd). The
value LS(2, χd) in the coefficient a
Sp(2)(S, nmin(α)) should stand for the
volume volSO(4,χd). Similarly, the value L
S(1, χd) in a
Sp(2)(S, nsub(x))
should stand for volSO(2,χd). This is compatible with [As, Theorem 4.3
(ii)] implying that the difference aSp(2)(S, nsub(x))− aGSp(2)(S, nsub(x))
comes from the central contributions of SL(2) × SO(2, χd). Further-
more, we see that the difference aSp(2)(S, nreg(α)) − aGSp(2)(S, nreg(1))
equals a linear combination of the coefficients of the regular stable
unipotent orbital integrals of SO(4, χd) and SL(2) × SO(2, χd). Such
coefficients for SO(4, χd) can be studied by the method of Labesse and
Langlands (cf. the proof of Theorem 3.1). This agrees with Theorems
4.2 (i) and 4.3 (i) of [As].
2. Preliminaries
2.1. Further notation. The cardinality of a finite set X is denoted
by |X| and the subset of invertible elements of any ring R by R×. We
set (R×)0 = {x ∈ R | x > 0} and denote by i ∈ C the imaginary unit.
If K is a finite extension of a field k of characteristic zero, we denote by
NK/k(x) (resp. TrK/k(x)) the norm (resp. trace) of an element x ∈ K.
Let F be an algebraic number field. In situations involving more than
one field, we distinguish the objects introduced above by an additional
subscript F . Let O be the ring of integers of F . We denote by Σ∞
(resp. Σfin) the set of all the infinite (resp. finite) places of F . For
any v ∈ Σ = Σ∞ ∪ Σfin, we denote by Fv the completion of F at
v. We set ΣC = {v ∈ Σ∞ |Fv ∼= C}, ΣR = {v ∈ Σ∞ |Fv ∼= R},
and Σ2 = {v ∈ ΣF
∣∣ v|2}. For each v ∈ Σfin, we denote by Ov the
ring of integers of Fv. We choose a prime element πv of Ov and set
qv = |Ov/πvOv|.
Let A be the adele ring of F , Afin = {(xv) ∈ A | xv = 0 for any v ∈
Σ∞}, and F∞ =
∏
v∈Σ∞
Fv. Then we have A = F∞×Afin and similarly
A× = F×∞ × A×fin for the idele group. For a vector space V over F , we
denote by S(V (Fv)), S(V (A)), S(V (F∞)), and S(V (Afin)) the space
of Schwartz-Bruhat functions on V (Fv), V (A), V (A∞), and V (Afin)
respectively.
Let dx denote the Haar measure on A normalized by
∫
A/F dx = 1.
We fix a non-trivial additive character ψQ on AQ/Q and set ψF =
ψQ ◦TrF/Q. Then, dx is the self-dual Haar measure with respect to ψF ,
i.e., if we set
φˆ(y) =
∫
A
φ(x)ψF (xy) dx
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for φ ∈ S(A) and y ∈ A, then
φ(x) =
∫
A
φˆ(y)ψF (−xy) dy.
Moreover, the Poisson summation formula then reads∑
x∈F
φ(x) =
∑
y∈F
φˆ(y).
For each v ∈ Σ, let dxv denote a Haar measure on Fv. We assume that
dx =
∏
v∈Σ
dxv and
∫
Ov
dxv = 1 (v ∈ Σfin).
In this setting, for ψF =
∏
v∈Σ ψFv , we note that dxv is not the self-
dual measure with respect to ψFv in general. We denote by | |v the
normal valuation of Fv and by | | = | |A the idele norm on A×, i. e.,
d(avxv) = |av|vdxv for av ∈ F×v and d(ax) = |a| dx for a ∈ A×. Then
|x| = ∏v∈Σ |xv|v, and we have |πv|v = q−1v if v ∈ Σfin, |xv|v = |xv| if
v ∈ ΣR, and |z|v = |z|2 if v ∈ ΣC.
Let d×xv denote a Haar measure on F
×
v for each v ∈ Σ. We normalize
d×xv for v ∈ Σfin by the condition
∫
O×v
d×xv = 1. We also normalize
d×xv for v ∈ Σ∞ by the condition d×xv = dxv/|x|v. The idele norm
induces an isomorphism A×/A1 → (R×)0. We choose the Haar measure
d×x =
∏
v∈Σ d
×xv on A× and normalize the Haar measure d1x on A1
in such a way that the quotient measure on (R×)0 is dt/t, where dt is
the Lebesgue measure on R.
For (x1, x2, . . . , xn) ∈ F nv , we define
‖(x1, x2, . . . , xn)‖v =

|x1|2 + |x2|2 + · · ·+ |xn|2 if v ∈ ΣC,
(|x1|2 + |x2|2 + · · ·+ |xn|2)1/2 if v ∈ ΣR,
max(|x1|v, |x2|v, . . . , |xn|v) if v ∈ Σfin.
Let x = (xv) ∈ An. If ‖xv‖v = 1 for almost all v, then the height of x
is defined by ‖x‖ =∏v∈Σ ‖xv‖v.
Let S be a finite subset of Σ. We set FS =
∏
v∈S Fv. We define the
norm | |S on FS by |x|S =
∏
v∈S |xv|v where x = (xv) ∈ FS. We also
define ‖ ‖S on F nS by ‖x‖S =
∏
v∈S ‖xv‖v where x = (xv) ∈ F nS . A
measure dxS (resp. d
×xS) on FS (resp. F
×
S ) is defined by
dxS =
∏
v∈S
dxv (resp. d
×xS =
∏
v∈S
d×xv).
For a commutative unital ring R, we denote the ring of matrices
of degree n over R by M(n,R), the unit matrix by In and the zero
matrix by On. We write
tx for the transpose of x ∈ M(n,R) and
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diag(a1, a2, . . . , an) for the diagonal matrix with entries a1, a2, . . . , an.
For an algebraic group G defined over F and a commutative unital
F -algebra R, we denote by G(R) the group of R-rational points of G.
Let Gm denote the multiplicative group and let RE/F (H) denote the
group obtained from an algebraic group H over E by restricting scalars
from E to F . If G ⊂ GL(n), we set G(O) = G(F ) ∩ GL(n,O) and
G(Ov) = G(Fv) ∩GL(n,Ov) for each v ∈ Σfin. We set
GSp(2) =
{
g ∈ GL(4)
∣∣∣∃µ(g) ∈ GL(1) s.t.
tg
(
O2 I2
−I2 O2
)
g = µ(g)
(
O2 I2
−I2 O2
)}
and Sp(2) = {g ∈ GSp(2) |µ(g) = 1}.
Let C∞c (G(F∞)) denote the space of compactly supported smooth
functions on G(F∞) and let C
∞
c (G(Afin)) denote the space of compactly
supported locally constant functions on G(Afin). We set C∞c (G(A)) =
C∞c (G(F∞))⊗ C∞c (G(Afin)).
2.2. Tate integral. Let χ be a character of A1/F×. Since A1/F× is
identified with A×/F×(R×)0, we may put χ =
∏
v∈Σ χv where χv is a
character of F×v for each v ∈ Σ. For φ ∈ S(A), we set
ζ(φ, s, χ) =
∫
A×
|x|s χ(x)φ(x) d×x =
∫
A×/F×
|x|sχ(x)
∑
y∈F×
φ(yx) d×x.
The Tate integral ζ(φ, s, χ) is absolutely convergent and holomorphic
for Re(s) > 1. If we put ζ+(φ, s, χ) =
∫
A×/F× , |x|>1 |x|s χ(x)φ(x) d×x,
then ζ+(φ, s, χ) converges absolutely for any s ∈ C and is entire on C.
By the Poisson summation formula we have
(2.1)
ζ(φ, s, χ) = ζ+(φ, s, χ)+ζ+(φˆ, 1−s, χ−1)+δχ
∫
F×\A1
d1x
( φˆ(0)
s− 1−
φ(0)
s
)
where δχ = 1 if χ is the trivial character 1F of A1/F×, and δχ = 0 if
χ 6= 1F . Hence, ζ(φ, s, χ) is meromorphically continued to the whole
complex s-plane and satisfies the functional equation
ζ(φ, s, χ) = ζ(φˆ, 1− s, χ−1).
Let S be a finite subset of Σ containing Σ∞ and χS =
∏
v∈S χv. In
(1.4) and (1.5), we introduced the functions LS(s, χ), ζSF (s), and ζF (s).
We set
ζS(φS, s, χS) =
∫
F×
S
φS(xS) |xS|sS χS(xS) d×xS (φS ∈ S(AS)).
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It is well known that ζS(φS, s, χS) is absolutely convergent and holo-
morphic for Re(s) > 0, and ζS(φS, s, χS) can be meromorphically
continued to the whole complex s-plane. Let φ0,v denote the char-
acteristic function of Ov for each v ∈ Σfin. For φS ∈ S(FS), we set
φ = φS ×
∏
v 6∈S φ0,v ∈ S(A). If we assume that χ is unramified out-
side S (i. e., that χv is unramified for every v 6∈ S), then we have
ζ(φ, s, χ) = ζS(φS, s, χS)× LS(s, χ).
Some of the main properties of LS(s, χ) are deduced from this equality
and (2.1). For example, it follows that the residue cF of ζF (s) at s = 1
satisfies cF =
∫
F×\A1 d
1x. We will use the Poisson summation formula
to study several integrals and zeta functions.
Note that cS dxS = |xS|S d×xS , where
cS =
∏
v∈S
cv, cv =
{
(1− q−1v )−1 if v ∈ Σfin,
1 if v ∈ Σ∞.
It is clear that the residue of LS(s, 1F ) at s = 1 is c
S
F = cF/cS. We also
need the constants
cF (S, χ) = lim
s→+1
d
ds
(s− 1)LS(s, χ),
c′F (S, χ) =
1
2
lim
s→+1
d2
ds2
(s− 1)LS(s, χ).
If χ 6= 1F , then cF (S, χ) = LS(1, χ) and c′F (S, χ) = ddsLS(s, χ)|s=1.
With the notation cF (S) = cF (S, 1F ) and c
′
F (S) = c
′
F (S, 1F ), the Lau-
rent expansion of ζSF (s) at s = 1 reads
ζSF (s) =
cSF
s− 1 + cF (S) + c
′
F (S) (s− 1) + · · · .
2.3. Algebraic groups. Let G be a connected reductive algebraic
group over F . For the notationX(G)F , AG, aG, a
∗
G, HG, and G(A)
1, we
refer to the first paragraph of Section 1.1. We have a∗G = X(G)F ⊗ZR,
and X(G)F is identified with a subset of a
∗
G. Due to the duality be-
tween split tori and free abelian groups, every F -split torus is obtained
from a Q-split torus by base change. Thus considering AG as a Q-
split torus, we set A+G = AG(R)
0 and imbed it into AG(F∞) using the
diagonal homomorphism R→ F∞.
Fix a Haar measure dg (resp. dH) on G(A) (resp. aG). The homo-
morphism HG restricts to an isomorphism A
+
G → aG, which transports
dH to a Haar measure on A+G. Hence, a Haar measure d
1g on G(A)1
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is deduced from dg and dH by the isomorphism A+G → G(A)/G(A)1.
We set
volG =
∫
G(F )\G(A)1
d1g.
Let dgv denote a Haar measure on G(Fv) for each v ∈ Σ. We may
assume dg =
∏
v∈Σ dgv. For a finite subset S of Σ, a Haar measure dgS
on G(FS) is defined by dgS =
∏
v∈S dgv.
Let M be a Levi subgroup of G over F . We denote by L(M) =
LG(M) (resp. F(M) = FG(M)) the set of Levi subgroups (resp. para-
bolic subgroups) of G over F that containM . For each P ∈ F(M), the
Levi decomposition of P is denoted by P =MPNP where MP ∈ L(M)
and NP is the unipotent radical of P . We set P(M) = PG(M) = {P ∈
F(M) |MP = M}.
From now on, we fix a minimal Levi subgroup M0. We set L =
LG = L(M0), F = FG = F(M0), and P = PG = P(M0). For each
v ∈ Σ, we take a maximal compact subgroup Kv of G(Fv) which is
admissible relative to M0 (cf. [Ar5, Section 1]). We set K =
∏
v∈ΣKv.
The group K is a maximal compact subgroup of G(A) and called ad-
missible relative to M0. Then, we have G(A) = P (A)K for any P ∈ P.
Furthermore, K ∩M(A) is admissible relative to M0 for any M ∈ L.
We set AP = AMP and aP = aMP for each P ∈ F . A surjection
HP : G(A)→ aP is defined by
HP (nmk) = HMP (m), n ∈ NP (A), m ∈MP (A), k ∈ K.
Let M ∈ L. By the restriction X(M)F → X(AM)F , we have a
bijection a∗M → a∗AM , by which we identify both vector spaces. Let
M1 ∈ L, M2 ∈ L, and M1 ⊂ M2. Then, we have AM2 ⊂ AM1 ⊂ M1 ⊂
M2 over F . Since the restriction X(M2)F → X(M1)F is injective, we
obtain a linear injection a∗M2 → a∗M1 and a linear surjection aM1 → aM2.
Since the restriction X(AM1)F → X(AM2)F is surjective, we have a
linear surjection a∗M1 → a∗M2 and a linear injection aM2 → aM1. We set
aM2M1 = {a1 ∈ aM1 | 〈a1, a∗2〉 = 0, ∀a∗2 ∈ a∗M2}
and
(aM2M1)
∗ = {a∗1 ∈ a∗M1 | 〈a2, a∗1〉 = 0, ∀a2 ∈ aM2}.
Then, we have
aM1 = aM2 ⊕ aM2M1 and a∗M1 = a∗M2 ⊕ (aM2M1)∗.
For P ∈ F , we set a∗P = a∗MP , aP2P1 = a
MP2
MP1
, and (aP2P1)
∗ = (a
MP2
MP1
)∗. We
denote by ΦP ⊂ X(AP )F the set of roots of AP in the Lie algebra nP
of NP and by ∆P the subset of primitive roots.
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We fix a minimal parabolic subgroup P0 ∈ P. Set a0 = aM0, a∗0 =
a∗M0, a
P
0 = a
MP
0 = a
MP
M0
, (aP0 )
∗ = (aMP0 )
∗ = (aMPM0 )
∗, and Φ0 = ΦP0 . Now,
Φ0∪(−Φ0) is a root system in (aG0 )∗ and Φ0 is a system of positive roots.
Let W0 = W
G
0 denote the Weyl group of the root system Φ0 ∪ (−Φ0)
in (aG0 )
∗. We set ∆0 = ∆P0 , i.e., ∆0 is the set of simple roots attached
to Φ0. Let ∆̂0 denote the set of simple weights corresponding to ∆0.
Let P ∈ F . Assume that P ⊃ P0. A subset ∆P0 of ∆0 is defined by
aP = {a ∈ a0 | 〈a, α〉 = 0, ∀α ∈ ∆P0 }.
We set
∆̂P = {̟α ∈ (aGP )∗ | α ∈ ∆0 −∆P0 },
where ̟α is the fundamental weight corresponding to α. Assume that
P1, P2 ∈ F and P0 ⊂ P1 ⊂ P2. We set
∆P2P1 = {α|aP2
P1
∈ (aP2P1)∗ | α ∈ ∆P20 −∆P10 },
∆̂P2P1 = {̟|aP2
P1
∈ (aP2P1)∗ | ̟ ∈ ∆̂P1 − ∆̂P2}.
Note that ∆P1∩MP2 = ∆
P2
P1
and ∆̂P1∩MP2 = ∆̂
P2
P1
.
Let P ∈ F . Recall the element ρP ∈ (aGP )∗ defined in Section 1.1.
The element ρP satisfies
ρP =
1
2
∑
α∈ΦP
(dim nα)α,
and δP (x) = e
2ρP (HP (x)) (x ∈ P (A)) is the modular character of P . Fix
a Haar measure dg on G(A) and a Haar measure dH on aP . We denote
by dn the Haar measure on NP (A) normalized by
∫
NP (F )\NP (A)
dn = 1.
Let dk denote the Haar measure on K normalized by
∫
K
dk = 1 and
let da denote the Haar measure on A+MP induced from dH . Then, there
exists an unique Haar measure d1m on MP (A)1 such that∫
G(A)
f(g)dg =∫
NP (A)
∫
MP (A)1
∫
A+
MP
∫
K
f(nmak)e−2ρP (HP (a)) dk d1m da dn
for any f ∈ C∞c (G(A)). A Haar measure dm on MP (A) is determined
by dm = d1m da. For each v ∈ Σ, let dgv denote a Haar measure on
G(Fv) and let dnv, dmv, and dkv denote Haar measures on NP (Fv),
MP (Fv) and Kv respectively. We may assume that dg =
∏
v∈Σ dgv,
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dk =
∏
v∈Σ dkv, dn =
∏
v∈Σ dnv, and dm =
∏
v∈Σ dmv. Furthermore,
we may also assume that∫
Kv
dkv = 1 (v ∈ Σ),
∫
NP (Fv)∩Kv
dnv = 1 (v ∈ Σfin)
and∫
G(Fv)
fv(gv)dgv =∫
NP (Fv)
∫
MP (Fv)
∫
Kv
fv(nvmvkv)e
−2ρP (HP (mv)) dkv dmv dnv
for any v ∈ Σ and any fv ∈ C∞c (G(Fv)). We also have the Haar
measures dnS =
∏
v∈S dnv, dmS =
∏
v∈S dmv, and dkS =
∏
v∈S dkv on
N(FS), M(FS), and KS =
∏
v∈SKv respectively.
2.4. Weighted orbital integrals. We revisit the definition (1.3) of
weighted orbital integrals JTM(γ, f), where M is a Levi subgroup, γ ∈
G(F ) and f ∈ C∞c (G(FS)1) for some finite subset S of Σ containing Σ∞.
There is an alternative description depending on the choice of a para-
bolic subgroup P1 ∈ P(M). We decompose the integral (1.2) defining
JM(aγ, f) in the case Gaγ ⊂M by writing g = nmk with n ∈ NP1(FS),
m ∈ Mγ(FS)\M(FS) and k ∈ KS =
∏
v∈SKv. Then µ = m
−1γm runs
through the M(FS)-orbit Oγ(M(FS)) of γ, and a further substitution
n−1aµn = aµν yields the formula
JTM(aγ, f) = |DM(aγ)|1/2S δP1(aγ)1/2∫
KS
∫
Oγ(M(FS))
∫
NP1 (FS)
f(k−1aµνk) vM(n, T ) dν dµ dk,
where n is to be regarded as a function of ν and aµ. Recall that
the weight factor was obtained from the (G,M)-family of functions
vP (λ, n, T ). A modified (G,M)-family is given by
wP (λ, a, µν, T ) = vP (λ, n, T )
∏
β
rβ(λ, γ, a),
where β runs through the reduced roots of (NP/(NP ∩NP1), AM) and
rβ(λ, γ, a) = |aβ|λ(β
∨
γ )/2
S |1− a−β|
λ(β∨γ )
S = |(aβ − 1)(1− a−β)|λ(β
∨
γ )/2.
Here β∨γ ∈ aM is a coroot scaled by a nonnegative factor in such a way
that the limits wP (λ, 1, µν) (and their analogues for Levi subgroups
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L ∈ L(M) in place of G) exist and are nonzero for generic λ and ν.
With the corresponding function
(2.2) wM(1, µν, T ) = lim
λ→0
∑
P∈P(M)
wP (λ, 1, µν, T )
θP (λ)
one now has
(2.3) JTM(γ, f) = |DM(γ)|1/2S δP1(γ)1/2∫
KS
∫
Oγ(M(FS))
∫
NP1 (FS)
f(k−1µνk)wM(1, µν, T ) dν dµ dk.
Arthur actually defines rβ differently, namely as |aβ−a−β|λ(β
∨
γ )
S . Since
this produces additional constants in explicit formulas, we have adopted
the present modified definition. It also has the property [Ar6, (3.5)].
Thus, if we define a (G,M)-family as in [Ar6, (5.1)] by
rP (λ, γ, a) =
∏
β
rβ(λ/2, γ, a),
where β ranges over the reduced roots of (P,AM), then the proof
of [Ar6, Lemma 5.3] applies (slightly generalized by the inclusion of
the truncation parameter T ) and shows that the formulas (1.3) and
(2.3) agree.
The version of formula (2.3) given on top of [Ar6, p. 256] looks more
complicated because it is intermingled with descent to the unipotent
case. This descent is based on the following fact. If γ has semisimple
part σ and unipotent part u ∈ Gσ(F ), then rP (λ, γ, a) = rPσ(λσ, u, a)
for a ∈ AM(F ), where λσ ∈ a∗Mσ ,C is the image of λ ∈ a∗M,C under the
natural map induced by the embedding AMσ → M (cf. [Ar6, (5.1)]).
There is also a global version of this descent introduced in [Ar4]. Before
stating it, we have to recall another form of the geometric side of the
trace formula.
2.5. The coarse geometric expansion. Two elements of G(F ) are
called O-equivalent if their semisimple parts are G(F )-conjugate. Let
O = OG denote the set of O-equivalence classes in G(F ). For any
parabolic subgroup P , any o ∈ O and f ∈ C∞c (G(A)1), we define the
partial kernel function
KP,o(g, h) =
∑
γ∈MP (F )∩o
∫
NP (A)
f(g−1γnh)dn.
Since P (F )∩ o = (M(F ) ∩ o)NP (F ), it does not depend on the choice
of MP . If we replace KP by KP,o in the definition (1.1) of J
T (f), we
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obtain a distribution JTo (f), and the coarse geometric expansion is
JT (f) =
∑
o∈O
JTo (f).
It was proved in [Ar2] that the sum over O together with the inte-
gral over G(F )\G(A)1 implicit in JTo (f) is absolutely convergent. The
unipotent elements of G(F ) make up an O-equivalence class, and the
corresponding term is denoted by JTunip(f).
2.6. Descent to the unipotent case. Let σ ∈ G(F ) be semisimple
and assume that σ is F -elliptic in M , i. e., AM = AMσ . Let Kσ be
a maximal compact subgroup of Gσ(A) with the analogous properties
as K. As always, we consider distributions that depend on a trunca-
tion parameter. In [Ar6, Cor. 8.7] and [Ar4, p. 197], the components of
T resp. Tσ corresponding to nonstandard parabolics are treated incor-
rectly. In fact, the truncation parameters T for G and Tσ for Gσ are
independent of each other. For R ∈ Fσ(Mσ) (the analogue of F(M)
with G replaced by Gσ), g ∈ Gσ(A) and h ∈ G(A), we define
ΓR(g, h, Tσ, T )
=
∑
S∈Fσ(Mσ)
S⊃R
τSR(HR(g)− Tσ,R)
∑
Q∈F(M)
Qσ=S
(−1)dim aGQ τˆ(HQ(gh)− TQ).
Then∑
P∈F(M)
Pσ=R
(−1)dim aGP τˆ(HP (gh)− TP )
=
∑
S∈Fσ(R)
S⊃R
(−1)dim aSR τˆSR(HR(g)− Tσ,R)ΓS(g, h, Tσ, T ).
This follows from the equivalence of (4.1)∗ and (4.2)∗ in [Ar4] applied
to the (G,M)-orthogonal set that is given for P ∈ P(M) by
Y Tσ ,TP (g, h) = (HPσ(g)− TPσ)− (HP (gh)− TP ).
Thus, if we denote the integral of ΓR(a, h, Tσ, T ) over a ∈ (R(A) ∩
Gσ(A)1)/R(A)1 by v′R(h, Tσ, T ) and set
fTσ,TR,h (m) = δR(m)
1/2
∫
Kσ
∫
NR(FS)
f(h−1σk−1mnkh)v′R(kh, Tσ, T ) dn dk,
then Lemma 6.2 in [Ar4] takes the following form. If o is an O-
equivalence class in G(F ) containing the semisimple element σ and
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ιG(σ) = Gσ,+(F )/Gσ(F ), then for f ∈ C∞c (G(A)1) we have
JTo (f) = |ιG(σ)|−1
∫
Gσ(A)\G(A)
∑
R∈Fσ(M)
|WMR0 ||WGσ0 |−1JMR,T
R
σ
unip
(
fTσ ,TR,h
)
dh
where TR is a truncation parameter for MR derived from T in the
obvious way.
Now we fix γ ∈ G(F ) with Jordan decomposition γ = σu and return
to the local situation. Let again S be a finite subset of Σ containing Σ∞
and set Kσ,S = Kσ ∩ Gσ(FS). For a parabolic subgroup R of Gσ, let
KR(g) denote the second component of g ∈ Gσ(FS) in the decomposi-
tion Gσ(FS) = R(FS)Kσ,S. Then, for P ∈ P(M) and h ∈ G(FS), we
have
Y Tσ ,TP (g, h) = TP −HP (KPσ(g)h)− TPσ .
These points form a (G,M)-orthogonal set that can replace
{−HP (KPσ(g)h) | P ∈ P(M)}
in the formulas in [Ar6, p. 250/251]. The resulting version of [Ar6,
Cor. 8.4] then reads
vL(gh, T ) =
∑
R∈Fσ(Mσ)
vR,TσLσ (g)v
′
R(KR(g)h, Tσ, T ),
and [Ar6, Cor. 8.7] becomes
JTM(γ, f) = |D(γ)|1/2
∫
Gσ(FS)\G(FS )
∑
R∈Fσ(Mσ)
JMR,TσMσ
(
u, fTσ,TR,h
)
dh
for f ∈ C∞c (G(FS)1).
Now the proof of [Ar4, Lemma 7.1] is correct and applies to general
truncation parameters. The dependence on Tσ drops out, as the left-
hand side does not depend on it. If we set
εG(σ) =
{
1 if AGσ = AG,
0 otherwise,
we have the descent formula for coefficients
aG(S, γ) = εG(σ) |ιG(σ)|−1
∑
{u | σu∼γ}
aGσ(S, u),
where the sum is taken over all u ∈ (UGσ(F ))Gσ ,S such that σu is
(G, S)-equivalent to γ (cf. [Ar4, Theorem 8.1]).
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2.7. Mean value formula for SL(n). Assume that n is a natural
number larger than 1. Let G denote the algebraic group SL(n) over F
and let V denote the vector space of 1× n matrices. Let dg be a Haar
measure on G(A). We denote by dxj (1 ≤ j ≤ n) the Haar measure
on A defined in Section 2.1. Then, dx = dx1 dx2 · · · dxn is a Haar
measure on V (A) as x =
(
x1 x2 · · · xn
)
. We define a right action
of G on V by the matrix multiplication (x, g) 7→ xg (x ∈ V, g ∈ G).
We set V 0 equal to the scheme-theoretic complement of 0 in V . For
any F -algebra B, a point x ∈ V (B) belongs to V 0(B) if and only if
there exists an F -linear function l on V such that l(x) = 1. It is known
that
(2.4)
∫
G(F )\G(A)
∑
x∈V 0(F )
f(x · g) dg = volG
∫
V (A)
f(x) dx
where f ∈ C∞c (V (A)) (cf. [Si2, We, O]), and that the complement of
V 0(A) in V (A) has measure zero. This formula is called a mean value
formula and will be applied to the proof of Theorem 6.3.
3. A formula of Labesse and Langlands
In this section, we generalize the formula [LL, (5.11)] and discuss its
application to the trace formula. It can be regarded as a generaliza-
tion of the non-adelic formula [HH, Theorem 1.2], which was applied
to dimension formulas for spaces of Hilbert cusp forms. A further gen-
eralization was given by Wright [Wr, Theorem I.1] in the study of pre-
homogeneous zeta functions. However, the original method of Labesse
and Langlands gives not only an alternative proof for [Wr, Theorem
I.1] but also of more general formulas.
3.1. A formula of Labesse and Langlands. Let F be an algebraic
number field and E a finite algebraic extension of F . For each w ∈ ΣE ,
we denote by | |w the normal valuation of Ew. For v ∈ ΣF and w ∈ ΣE ,
the notation w|v means that Fv is the completion of F via w. In this
case, |x|w = |NEw/Fv(x)|v for x ∈ Ew.
We fix a natural number n and consider the n-fold direct sum A = En
of algebras and the n-fold direct product M = RE/F (Gm)n of algebraic
groups. Hence, A× = M(F ). A Haar measure dm on M(A) is defined
by dm =
∏n
j=1 dmj , where dmj is the Haar measure on A
×
E given in
Section 2.1. We identify t ∈ (R×)0 with (yw) ∈ A×E , yw = t1/[E:Q]
(∀w ∈ ΣE,∞), yw = 1 (∀w ∈ ΣE,fin). For each k, we denote by d×tk
the Haar measure on (R0)× ⊂ A×E of Section 2.1. We define the Haar
measure d×t on A+M = ((R
×)0)n by d×t =
∏n
k=1 d
×tk. From this we
have a normalization of d1m. Let V denote the vector space with
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the F -structure V (F ) = A. For s = (s1, s2, . . . , sn) ∈ Cn and m =
(m1, m2, . . . , mn) ∈M(A), we set
|m|sA =
n∏
j=1
|mj |sjAE and |m|A =
n∏
j=1
|mj |AE .
A zeta integral ζA(φ, s, χ) for A is defined by
ζA(φ, s, χ) =
∫
M(A)
φ(m) |m|sA χ(m) dm,
where s ∈ Cn, φ ∈ S(V (A)), and χ is a character of M(A)1/M(F ).
We easily see that ζA(φ, s, χ) converges absolutely for Re(sk) > 1 (k =
1, 2, . . . , n) and can be meromorphically continued to all s ∈ Cn.
Let H be a connected reductive algebraic group over F . Fix a Haar
measure dh on H(A) and let d1h be the Haar measure on H(A)1 ac-
cording to Section 2.3. Suppose that we are given an F -rational homo-
morphism ι : H → M , which will be denoted by
hι = (h1, h2, . . . , hn)
for h ∈ H . We also consider the F -rational homomorphism κ : M →
M defined by
mκ = (mκ11 , m
κ2
2 , . . . , m
κn
n ),
where κj ∈ N (1 ≤ j ≤ n) are given numbers. The algebraic group
G = M ×H
over F acts on V by
(m, h) · x = mκhιx = (mκ11 h1x1, mκ22 h2x2, . . . , mκnn hnxn),
where m = (m1, m2, . . . , mn) ∈ M , h ∈ H and x = (x1, x2, . . . , xn) ∈
V . The pair (G, V ) is a prehomogeneous vector space over F . We
define a zeta integral by
ζκ,ιA (φ, s) =
∫
M(A)/M(F )
∫
H(A)1/H(F )
|mκ|sA
∑
x∈A×
φ(mκhιx) d1h dm,
where s ∈ Cn and φ ∈ S(V (A)). If Re(sk) > 1 (k = 1, 2, . . . , n), then
ζκ,ιA (φ, s) is absolutely convergent. The following is a generalization of
the formula [LL, (5.11)].
Theorem 3.1. Let φ ∈ S(V (A)). The zeta integral ζκ,ιA (φ, s) can be
meromorphically continued to the whole of Cn. It satisfies the formula
ζκ,ιA (φ, s) =
( n∏
j=1
κ−1j
)
volH
∑
χ
ζA(φ, s, χ),
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where χ runs over all characters of M(A)1/M(F ) which are trivial on
κ(M(A)1) and ι(H(A)1).
Proof. We will mimick the proof of [LL, (5.11)]. Assume Re(sk) > 1
(k = 1, 2, . . . , n). Then we have
ζκ,ιA (φ, s) =∑
x∈M(F )/κ(M(F ))ι(H(F ))
∫
(M(A)×H(A)1)/I(F )
φ((m, h) · x) |mκ|sA d×m d1h,
where I(F ) = {(m, h) ∈ G(F ) |mκhι = 1}. By the Poisson summation
formula for M(F )/κ(M(F ))ι(H(F )) and M(A)/κ(M(F ))ι(H(F )), we
have
ζκ,ιA (φ, s) = vol
−1
M
∑
χ∈(M(F )/κ(M(F ))ι(H(F )))⊥
∫
M(A)1/κ(M(F ))ι(H(F ))
d1m′
∫
(M(A)×H(A)1)/I(F )
d×m d1h φ(mκhιm′) |mκ|sA χ(m′).
By change of variable we get
ζκ,ιA (φ, s) =
( n∏
j=1
κ−1j
)
vol−1M
∑
χ∈(M(F )/κ(M(F ))ι(H(F )))⊥∫
M(A)/κ(M(F ))ι(H(F ))
dm′
∫
(M(A)1×H(A)1)/I(F )
d1m d1h
φ(mκhιm′) |m′|sA χ(m′).
Since the map G(F )/I(F ) → κ(M(F ))ι(H(F )) ((m, h) 7→ mκhι) is
bijective, we find
ζκ,ιA (φ, s) =
( n∏
j=1
κ−1j
)
vol−1M
∑
χ∈(M(F )/κ(M(F ))ι(H(F )))⊥
ζA(φ, s, χ)∫
H(A)1/H(F )
χ(hι)−1d1h
∫
M(A)1/M(F )
χ(mκ)−1d1m
by change of variable. This implies the formula in the theorem for
Re(sk) > 1, k = 1, 2, . . . , n. For a fixed test function φ, the right hand
side is a finite sum and can therefore be meromorphically continued to
the whole s-space. 
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3.2. Modified zeta integral. We identify aM with Rn such that
HM((m1, . . . , mn)) = (log |m1|AE , . . . , log |m1|AE)
for mi ∈ A×E. We denote the set of subsets of {1, 2, . . . , n} by Yn. Let
T = (T1, T2, . . . , Tn) ∈ aM and Y ∈ Yn. We set Y = {1, 2, . . . , n} − Y .
Let τT,Y (t1, t2, . . . , tn) denote the characteristic function of
{(t1, t2, . . . , tn) ∈ Rn | tk < −Tk (∀k ∈ Y )}.
Let dv denote the Haar measure on AE normalized by
∫
AE/E
dv = 1.
We set
dvY =
∏
k∈Y
dvk for v = (v1, v2, . . . , vn) ∈ V (A),
AY = {(x1, x2, . . . , xn) ∈ A | xk = 0 (∀k ∈ Y )}},
and
VY (A) = {(x1, x2, . . . , xn) ∈ V (A) | xk = 0 (∀k ∈ Y )}.
For vY = (v1, v2, . . . , vn) ∈ VY (A), we set dvY =
∏
j∈Y dvj . We define
a modified zeta integral ζκ,ιA (φ, s, T ) by
ζκ,ιA (φ, s, T ) =
∫
M(A)/M(F )
dm
∫
H(A)1/H(F )
d1h |mκ|sA∑
Y ∈Yn
(−1)|Y |
∑
x
Y
∈A×
Y
∫
VY (A)
φ(mκhι(xY + vY )) dvY τT,Y (HM(m)).
An additive character ψY on VY (A) is defined similarly to Section 2.1.
For φ ∈ S(V (A)) and Y ∈ Yn, we set
φˆY (xY + xY ) =
∫
VY (A)
φ(xY + yY )ψY (xY yY ) dyY
where xY ∈ VY (A) and xY ∈ VY (A). Let 1n denote the element
(1, 1, . . . , 1) of Cn. Then, the Poisson summation formula reads∑
xY ∈AY
φ(a(xY + xY )) =
∑
xY ∈AY
φˆY (axY + a
−1xY ) |aY |−1nA ,
where a ∈M(A). From this formula we obtain
(3.1)
∑
xY ∈A
×
Y
φ(axY ) =
∑
Y ′′⊂Y ′⊂Y
(−1)|Y−Y ′|
∑
xY ′′∈A
×
Y ′′
φˆY
′
(0Y−Y ′′ + a
−1xY ′′) |aY ′ |−1nA .
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We set
D+Y,T = {(t1, . . . , tn) ∈ ((R×)0)n | tk > e−Tk (∀k ∈ Y ) , tk = 1 (∀k ∈ Y )},
D−Y,T = {(t1, . . . , tn) ∈ ((R×)0)n | tk < e−Tk (∀k ∈ Y ) , tk = 1 (∀k ∈ Y )},
and d×tY =
∏
k∈Y d
×tk. By using (3.1), we have
ζκ,ιA (φ, s, T ) =
∫
G(A)1/G(F )
d1m d1h
∑
Y ∈Yn
(−1)|Y |
∑
Z⊂Y
∫
D+
Y ,T
∪D−
Z,T
d×tY ∪Z∑
x
Y
∈A×
Y
, xZ∈A
×
Z
|tκ
Y ∪Z
|sA
∑
Z⊂Y
φˆZ(mκhιtκxY +(m
−1)κ(h−1)ι(t−1)κxZ+0Y−Z)
× (−1)|Z| |tκZ|−1nA
∏
k∈Y−Z
e−κkskTk
κksk
.
Thus, we find that ζκ,ιA (φ, s, T ) converges absolutely for Re(sk) > 0
(k = 1, 2, . . . , n). We also have
ζκ,ιA (φ, s) =
∫
G(A)1/G(F )
d1m d1h∑
Y ∈Yn
(−1)|Y |
∑
Z⊂Y
∫
D+
Y ,T
∪D−
Z,T
d×tY ∪Z
∑
x
Y
∈A×
Y
, xZ∈A
×
Z
|tκ
Y ∪Z
|sA
∑
Z⊂U⊂Y
φˆU(mκhιtκxY + (m
−1)κ(h−1)ι(t−1)κxZ + 0Y−Z)
× (−1)|U | |tκZ|−1nA
∏
k∈Y−U
e−κkskTk
κksk
×
∏
j∈U−Z
e−(κksk−κk)Tk
κjsj − κj .
By the above two equalities we easily find that
lim
s→1n
n∏
k=1
∂
∂sk
n∏
j=1
(sj − 1) ζκ,ιA (φ, s)
=
∑
Y ∈Yn
(−1)|Y |
(∏
l∈Y
Tl
)
ζκY ,ιYAY (φY , 1|Y |, TY )
where κY = (κk)k∈Y , ιY (h) = (hk)k∈Y , φY (xY ) =
∫
V
Y
(A) φ(xY+xY ) dxY ,
and TY = (Tk)k∈Y . Hence, we obtain
(3.2)
ζκ,ιA (φ, 1n, T ) =
∑
Y ∈Yn
(∏
l∈Y
Tl
)
lim
sY→1|Y |
∏
k∈Y
∂
∂sk
n∏
j∈Y
(sj−1) ζκY ,ιYAY (φY , sY ),
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where sY = (sk)k∈Y . In particular, if we substitute T0 = (0, 0, . . . , 0) ∈
aM for T , we get
(3.3) ζκ,ιA (φ, 1n, T0) = lims→1n
n∏
k=1
∂
∂sk
n∏
j=1
(sj − 1) ζκ,ιA (φ, s).
3.3. Orbits and Decompositions. Let S be a finite subset of ΣF , χ
a character of M(A)1/M(F ), and φ ∈ S(V (A)). We set
SE =
⋃
v∈S
{w ∈ ΣE
∣∣w|v }.
There exist characters χ1, χ2, . . . , χn on A1E/E
× such that χ =
∏n
k=1 χk.
We set
χk =
∏
w∈ΣE
χk,w, χv =
n∏
k=1
∏
w|v
χk,w, χS =
n∏
k=1
∏
w∈SE
χk,w,
and
LSA(s, χ) =
n∏
k=1
LSEE (sk, χk)
where LSEE (s, χ) means L
SE(s, χ) defined over E (cf. (1.4)). Let φ0,v
denote the characteristic function of V (Ov). We may assume the fol-
lowing condition on S.
Condition 3.2. The finite set S satisfies S ⊃ Σ∞, there exists a
function φS ∈ S(V (FS)) such that φ = φS
∏
v 6∈S φ0,v, and V (OF,v) =⊕
w|v(OE,w)
⊕n for any v 6∈ S.
This is clearly satisfied for S large enough. In this case,∫
V (Ov)
|mv|sA χv(mv) dmv
=
{∏n
k=1
∏
w|v LE,w(sk, χk,w) if χv is unramified,
0 otherwise
for any v 6∈ S, where LE,w(s, χw) stands for Lw(s, χw) defined over Ew
(cf. (1.4)). If χ is unramified outside S, then we get
ζA(φ, s, χ) =
∫
M(FS)
φS(mS)|mS|sA χS(mS) dmS × LSA(s, χ).
For Y ∈ Yn, we set
χYS =
∏
k∈Y
∏
w∈SE
χk,w, |m|Y,S =
∏
k∈Y
|mk|SE , cYE(S, χ) =
∏
k∈Y
cE(SE , χk),
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KY,S =
χ =
n∏
k=1
χk
∣∣∣ χ|κ(M(A)1) = 1, χ|ι(H(A)1) = 1,χk = 1E (∀k ∈ Y ),
χk,w is unramified for every w 6∈ SE
and every k = 1, 2, . . . , n
 .
Note that |KY,S| is a finite set. The following theorem is derived from
Theorem 3.1 and (3.3).
Theorem 3.3. Fix a test function φ ∈ S(V (A)). Assume that S sat-
isfies Condition 3.2. If we substitute T0 = (0, 0, . . . , 0) ∈ aM into (3.2)
as a polynomial of T , then we have
ζκ,ιA (φ, 1n, T0) =
volH∏n
j=1 κj
∑
Y ∈Yn
(cSE)
|Y |
∑
χ∈KY,S
cYE(S, χ)
×
∫
M(FS)
φS(mS) |mS|A χYS (mS)
(∏
k∈Y
log |mk|SE
)
dmS .
For Y ∈ Yn, we set
MY = {m = (m1, m2, . . . , mn) ∈M |mj = 1 (∀j ∈ Y )},
and
O
Y
F,S = MY (F )/{MY (F ) ∩ (κ(M(FS)) ι(H(FS)))}.
Since OYF,S = MY (FS)/{MY (FS) ∩ (κ(M(FS)) ι(H(FS)))}, we deduce
the following theorem from Theorem 3.3.
Theorem 3.4. Fix a test function φ ∈ S(V (A)). Assume that S sat-
isfies Condition 3.2. If we substitute T0 = (0, 0, . . . , 0) ∈ aM into (3.2)
as a polynomial of T , then we have
ζκ,ιA (φ, 1n, T0) =
volH∏n
j=1 κj
∑
Y ∈Yn
∑
γ∈OY
F,S
(cSE)
|Y |
∑
χ∈KY,S
χYS (γ) c
Y
E(S, χ)
×
∫
MY (FS){γ κ(MY (FS)) ι(H(FS))}
φS(mS) |mS|A
(∏
k∈Y
log |mk|SE
)
dmS.
The contribution of regular unipotent elements of SL(n, F ) to the
trace formula for n ≥ 3 seems to be related to ζκ,ιA (φ, 1n, T0) with A =
F n−1, H = GL(1)n−2,
κ(m1, m2, . . . , mn−1) = (m
n
1 , m
n
2 , . . . , m
n
n−1),
ι(h1, h2, . . . , hn−2) = (h1, h2, . . . , hn−2, h1h
2
2 . . . h
n−2
n−2).
Hence, the value LS(1, χ)LS(1, χ2) . . . LS(1, χn−1) should appear in
such coefficients for any character χ on A1/F× satisfying that χn = 1F
and χv unramified (∀v 6∈ S). In Appendix B, we will apply Theorem
3.4 to the case SL(3).
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3.4. Application. We use Theorem 3.4 to express some of the co-
efficients of unipotent orbital integrals in terms of cF (S, χ) and χS.
In Propositions 5.6, 5.7, and 5.8, we will give a classification for O-
equivalence classes containing non-semisimple elements in GSp(2, F ).
A similar classification for Sp(2, F ) can be obtained from Lemma 5.5.
The group G in each of the following examples appears as the group
Gσ, where G = GSp(2) or Sp(2) and where σ is a semi-simple element
of such an O-equivalence class. We do not mention all possibilities for
such centralizers Gσ because the other ones can be treated similarly.
In each case, K denotes a suitable maximal compact subgroup of G(A)
and M0 denotes a minimal Levi subgroup of G. Let T0 denote the
point in a0 defined in [Ar5, Section 2]. Fix a finite set S ⊃ Σ∞ and
assume that f ∈ C∞c (G(FS)).
Example 3.5. Let G = GL(2) and K the group K2 from Section
4.9. It is clear that (UG(F ))G,S = {1, u1} in the notation of (1.6).
Let M0 = {diag(a, b) ∈ G}. We choose the Haar measures t−1dt
on {diag(t−1, t) ∈ A+M0/A+G } where dt is the Lebesgue measure on R.
Normalizing a measure on Ou1(G(FS)), the orbital integral JG(u1, f) is
given by
JG(u1, f) = cS
∫
KS
∫
FS
f(k−1S uxSkS) dxS dkS
where dxS (resp. dkS) is the Haar measure on FS (resp. KS) defined
in Section 2.1 (resp. 2.3). We set φ(x) =
∫
K
f(k−1uxk) dk. Then, we
have
JT0unip(f) = volGf(1) +
volM0
c2F
ζκ,ιA (φ, 1, T0)
where A = F , H = Gm, ι = Id, and κ1 = 2. Here, Id denotes the
identity map. Thus, we have
aG(S, u1) =
volM0
2cF
cF (S).
In the following examples, the test function φ is defined as in Exam-
ple 3.5.
Example 3.6. Let G = SL(2), M0 = {diag(a, a−1) ∈ G}, and K
be the same group as K in Section 2.7. We take the Haar measure
dt/t on {diag(t−1, t) ∈ A+M0}. We have (UG(F ))G,S = {1, uα |α ∈
F×/(F× ∩ (F×S )2)}. The distribution JT0unip(f) is equal to volGf(1) +
c−1F volM0 ζ
κ,ι
A (φ, 1, T0) where A = F , H = {1}, and κ1 = 2. Now, we
set
JG(uα, f) = cS
∫
KS
∫
α(F×
S
)2
f(k−1S uxSkS) dxS dkS (α ∈ F×).
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Hence, we have
aG(S, uα) =
volM0
2 cF
∑
χ
χS(α)cF (S, χ) (α ∈ F×)
where χ runs over all quadratic characters of A1/F× unramified out-
side S.
In the following examples, for u ∈ (UG(F ))G,S, measures dµ on
Ou(G(FS)) are determined by dkS and dmS similarly to Examples 3.5
and 3.6.
Example 3.7. Let E be a quadratic extension of F and σ be the
non-trivial element in Gal(E/F ). We set
G = UE/F (1, 1) =
{
g ∈ RE/F (GL(2))
∣∣∣ g(0 1
1 0
)
σ(tg) =
(
0 1
1 0
)}
and
M0 = {diag(a−1, σ(a)) | a ∈ RE/F (Gm)} ⊂ G.
We choose a suitable maximal compact subgroup K such that T0 = 0
and the Haar measure t−1dt on {diag(t−1, t) ∈ A+M0}. In this case, we
have
(UG(F ))G,S = {1, uα |α ∈ F×/(F× ∩NE/F (E×SE))}
and JT0unip(f) = volGf(1) + c
−1
F c
−1
E volM0 ζ
κ,ι
A (φ, 1, T0) where A = F ,
H = RE/F (Gm), ι = NE/F , and κ1 = 2. Let P0 =
{(∗ ∗
0 ∗
)
∈ G
}
.
Assume that E = F (ω) and NP0(Fv)∩Kv = {uxω | x ∈ OF,v} (∀v 6∈ S).
It follows from Theorem 3.4 that
aG(S, uα) =
volM0
2 cF
{cF (S) + χE,S(α)cF (S, χE) δE,S},
where χE is the character of A1/F× corresponding to E, δE,S = 1 if
χE,v is unramified for every v 6∈ S, and δE,S = 0 if there exists a place
v 6∈ S such that χE,v is ramified.
Example 3.8. Set
G = {g ∈ RE/F (GL(2)) | det(g) ∈ Gm}
and
M0 = {diag(a−1, ab) | a ∈ RE/F (Gm) , b ∈ Gm}.
It is possible to choose a suitable maximal compact subgroup K such
that T0 = 0. We choose the Haar measure t
−1dt on {diag(t−1, t) ∈
A+M0/A
+
G }. Then, we have
(UG(F ))G,S = {1, uα |α ∈ E×/(E× ∩ ((E×SE)2F×S ))}
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and JT0unip(f) = volGf(1) + c
−1
F c
−1
E volM0 ζ
κ,ι
A (φ, 1, T0) where A = E,
H = Gm, ι = Id, and κ1 = 2. Let P0 =
{(∗ ∗
0 ∗
)
∈ G
}
. If we assume
NP0(Fv) ∩Kv = {ux | x ∈ ⊕w|vOE,w} (∀v 6∈ S), then we find that
aG(S, uα) =
volM0
2 cE
∑
χ
cE(SE, χ)
where χ runs over all quadratic characters on A1E/E
× unramified out-
side S and such that χ|A1
F
= 1.
Example 3.9. We set
G = {(g1, g2) ∈ GL(2)×GL(2) | det(g1) = det(g2)},
M1 = {(diag(a−1, ab), h) | a, b ∈ Gm, h ∈ GL(2), b = det(h)},
M2 = {(h, diag(a−1, ab)) | a, b ∈ Gm, h ∈ GL(2), b = det(h)},
and
M0 = {(diag(a−1, ac), diag(b−1, bc)) | a, b, c ∈ Gm}.
A maximal compact subgroup K is defined by G(A) ∩ (K2 × K2),
where K2 is given in Section 4.9. We fix the Haar measure t
−1dt
on the groups {(diag(t−1, t), I2) ∈ A+M1/A+G } and {(I2, diag(t−1, t)) ∈
A+M2/A
+
G } and we also fix the Haar measure t−11 t−12 dt1 dt2 on the group
{(diag(t−11 , t1), diag(t−12 , t2)) ∈ A+M0/A+G }. We set uα,β = (uα, uβ). Test
functions φ1, φ2, and φ3 are defined as φ1(x) =
∫
K
f(k−1ux,0k)dk,
φ2(x) =
∫
K
f(k−1u0,xk)dk, and φ3(x, y) =
∫
K
f(k−1ux,yk)dk. We put
A′ = F , H ′ = Gm, ι′ = Id, and κ′(m) = m2. We also put A = F ⊕ F ,
H = Gm, ι(a) = (a, a), and κ(m1, m2) = (m21, m
2
2). Then, we get
(UG(F ))G,S = {1, u1,0, u0,1, uα,1 |α ∈ F×/(F× ∩ (F×S )2)}
and
JT0unip(f) = volGf(1) +
volM1
c2F
ζκ
′,ι′,H′
A′ (φ1, 1, T0)
+
volM2
c2F
ζκ
′,ι′,H′
A′ (φ2, 1, T0) +
volM0
c3F
ζκ,ιA (φ3, (1, 1), T0).
Thus, we see that
aG(S, u1,0) =
volM1
2 cF
cF (S), a
G(S, u0,1) =
volM2
2 cF
cF (S),
and
aG(S, uα,1) =
volM0
4 c2F
∑
χ
χS(α) cF (S, χ)
2
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where χ runs over all quadratic characters on A1/F× unramified out-
side S.
4. Shintani zeta function for the space of binary
quadratic forms
4.1. Zeta integral. Let F be an algebraic number field. We define
algebraic groups over F by
H ′ = GL(2), G′ = GL(1)×H ′,
H = H ′/AH′ (= PGL(2)), G = GL(1)×H.
We set
V = {x ∈ M(2) | x = tx}
Note that AG = GL(1) and G = AG×H . We will consider the following
right actions of G′ and G on V :
(4.1)
x · g′ = a th′xh′ , x ∈ V , g′ = (a, h′) ∈ G′ , a ∈ GL(1) , h′ ∈ H ′
and
(4.2)
x · g = a
det(h)
thxh , x ∈ V , g = (a, h) ∈ G , a ∈ GL(1) , h ∈ H.
A homomorphism G′ → G is defined by
̺(a, h′) = (a det(h′), h′AH′).
Then, ̺ is compatible with the actions (4.1) and (4.2), i.e.,
x · g′ = x · ̺(g′) (x ∈ V , g′ ∈ G′).
The pairs (G′, V ) and (G, V ) are prehomogeneous vector spaces. Their
prehomogeneous zeta integrals are essentially the same since we can
relate them by the homomorphism ̺. In Section 5.1, we introduce a
parabolic subgroup P1 of GSp(2) and its Levi subgroup M1. The group
M1 is identified with G
′ by the isomorphism
(4.3) M1 ∋
(
th′−1 O2
O2 ah
′
)
7→ (a, h′) ∈ G′.
The action (4.1) is also identified with the adjoint action of M1 on
NP1. Hence, a zeta integral defined by (4.1) naturally appears in the
subregular unipotent contribution of GSp(2). On the other hand, the
action (4.2) is faithful and stabilizers of generic points satisfy certain
conditions (cf. Lemmas 4.2 and 4.4) which are required in Saito’s
formulation [Sa2]. This will enable us to apply the results of [Sa1, Sa2,
Sa3] directly to the zeta integral corresponding to the action (4.2).
After that, we will relate it to the zeta integrals associated to the
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action (4.1) which arise naturally in the subregular contributions of
GSp(2) and Sp(2).
We introduce a zeta integral defined by the action (4.2). Let da
denote a Haar measure on AG(A) and let dh denote a Haar measure on
H(A). Then, dg = da dh is a Haar measure on G(A). We can identify
aG with R such that HG((a, h)) = log |a| for (a, h) ∈ G(A). We choose
the Haar measure on aG induced from the Lebesgue measure on R by
the identification. Furthermore, a Haar measure d1a (resp. d1g) on
AG(A)1 (resp. G(A)1) is induced from da (resp. dg) and the Lebesgue
measure. We have d1g = d1a dh. We set
V ss = {x ∈ V | det(x) 6= 0}
(ss stands for “semi-stable”) and
V st(F ) = {x ∈ V ss(F ) | − det(x) 6∈ (F×)2}
(st stands for “strictly semi-stable”). Let χ be a quadratic character
of A1/F×. We set χ(g) = χ(a det(h−1)) and ω(g) = a2 for g = (a, h) ∈
G(A). We define a zeta integral by
Z(Φ, s, χ) =
∫
G(F )\G(A)
|ω(g)|s χ(g)
∑
x∈V st(F )
Φ(x · g) dg
for s ∈ C and Φ ∈ S(V (A)).
Lemma 4.1. The prehomogeneous zeta integral Z(Φ, s, χ) converges
absolutely for Re(s) > 3/2 and defines a holomorphic function in this
range.
Proof. It follows from [Sa3, Theorem 1.1] and Lemma 4.4 that Z(Φ, s, χ)
is absolutely convergent if Re(s) is sufficiently large. Thus, we can eas-
ily prove this lemma using the proof of Theorem 6.2 below. 
4.2. Orbits and Stabilizers. We need some lemmas in order to apply
Saito’s formula [Sa2, Sa3] to Z(Φ, s, χ). Lemma 4.6 appears in [Sa2,
p.597]. Note that the Hasse principle, which is required for Saito’s
formula, holds for G (cf. [PR]).
Let dˇ denote the element of F×/(F×)2 represented by d ∈ F×. For
α ∈ Gm, we set
(4.4) xα =
(
1 0
0 −α
)
∈ V ss .
For each x ∈ V (F ), we put Gx,+ = {g ∈ G | x · g = x}. Let Gx denote
the connected component of 1 in Gx,+. Let H
1(F,G) denote the first
Galois cohomology set for an algebraic group G over F (see, e.g., [PR,
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Section 1.3]). We set Πd = Gxd\Gxd,+ for any d ∈ F×. The following
two lemmas can be proved by direct calculation.
Lemma 4.2. Let d be an element of F×. Then, we have
Gxd,+ =
{
((−1)k ,
(
(−1)k 0
0 1
)(
α dβ
β α
)
) ∈ G
∣∣∣ k = 0 or 1,
α2 − dβ2 6= 0
}
.
If d ∈ (F×)2, then Gxd ∼= Gm over F . Assume d 6∈ (F×)2 and let
L = F (
√
d). Then Gxd
∼= Gm\RL/F (Gm) over F . Note that Gxd ∼=
R
(1)
L/F (Gm) = {y ∈ RL/F (Gm) |NL/F (y) = 1} over F (cf. [PR, p.76]).
For any field k ⊃ F and any d ∈ F×, we have |Πd(k)| = 2.
Lemma 4.3. There is a one-to-one correspondence between F×/(F×)2
and the set of G(F )-orbits in V ss(F ), which is given by
dˇ ∈ F×/(F×)2 −→ xd ·G(F ) ∈ V ss(F )/G(F ) .
For d, d1 ∈ F× and σ ∈ Gal(F¯ /F ), let
zd,d1(σ) =
(√
d/d1
)σ√
d/d1
.
Here,
√
d/d1 is identified with g = (
√
d/d1, diag(1,
√
d/d1)) ∈ G.
Then the 1-cocycle zd,d1 is trivial in H
1(F,Πd) if and only if dˇ1 = dˇ.
Hence, we have a bijection F×/(F×)2 → H1(F,Πd), dˇ1 7→ [zd,d1 ].
For an algebraic group G, we denote by X(G) the group of the char-
acters of G.
Lemma 4.4. Let d ∈ F× and L = F (√d). The group X(Gxd) is the
free Z-module Z〈ω〉, where ω is defined by
ω : Gm
(
α dβ
β α
)
−→ α + β
√
d
α− β√d .
If d ∈ (F×)2, then ω is defined over F and X(Gxd)F 6= {1}. If d 6∈
(F×)2, then ω is defined over L and X(Gxd)F = {1}.
Proof. This follows from Lemma 4.2. 
We set X∗(G) = Hom(Gm,G) for an algebraic group G.
Lemma 4.5. Let d ∈ F×. The group X∗(Gxd) is the free Z-module
Z〈ω∗〉, where ω∗ is defined by
ω∗ : α −→ Gm
(
(α + 1)/2 d(α− 1)/(2√d)
(α− 1)/(2√d) (α + 1)/2
)
.
Proof. We can prove this by direct calculation. 
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Let A(G) denote the torsion group of G as defined in [B].
Lemma 4.6. Let d ∈ F×. If d ∈ (F×)2, then A(Gxd) = {1}, and if
d 6∈ (F×)2, then A(Gxd) = Z/2Z. The canonical map from A(Gxd) to
A(G) = Z/2Z is injective.
Proof. This follows from Lemma 4.5. 
4.3. Quadratic characters. We denote by ( , )v the Hilbert symbol
on F×v × F×v for each v ∈ Σ. For d, x ∈ F×v we set χd,v(x) = (d, x)v,
that is,
χd,v(x) =
{
1 if dα2 + xβ2 = γ2 has a non-trivial solution in Fv,
−1 otherwise.
Let d ∈ F× − (F×)2 and L = F (√d). Let χd denote the quadratic
character of A1/F× corresponding to L via class field theory. We know
that χd is an isomorphism A
×
F/F
×NL/F (A
×
L) → {±1} and satisfies
χd =
∏
v∈Σ χd,v. For any non-trivial quadratic character χ on A
1/F×,
there is a unique nontrivial class dˇ ∈ F×/(F×)2 such that χ = χd.
4.4. Local zeta functions. Fix a place v ∈ Σ. For dv ∈ F×v we set
dˇv = d(F
×
v )
2 ∈ F×v /(F×v )2. The following lemma is trivial.
Lemma 4.7. There is a one-to-one correspondence between F×v /(F
×
v )
2
and the set of G(Fv)-orbits in V
ss(Fv), which is given by
dˇv ∈ F×v /(F×v )2 −→ xdv ·G(Fv) ∈ V ss(Fv)/G(Fv) .
In particular, |F×v /(F×v )2| is finite.
Recall that H ′ = GL(2) acts on V as (4.1). The Hasse invariant of
xv ∈ V ss(Fv) is defined by
εv(xv) = (α, α)v(α, β)v(β, β)v
if th′xvh
′ = diag(α, β) for some h′ ∈ H ′(2, Fv). We set
E(Fv) =
{
(dˇv, ǫ) ∈ F×v /(F×v )2 × {±1}∣∣ dv ∈ F×v , ǫ = 1 or −1,∃xv ∈ V ss(Fv) s.t. − det(xv) = dv and ǫ = εv(xv) }.
The following lemma is well-known.
Lemma 4.8. There is a one-to-one correspondence between the set of
H ′(Fv)-orbits in V
ss(Fv) and E(Fv), which is given by
xv ·H ′(Fv) ∈ V ss(Fv)/H ′(Fv) −→ (dˇv, εv(xv)) ∈ E(Fv)
where dv = − det(xv).
34
Let χv be a quadratic character of F
×
v . The trivial representation of
F×v is denoted by 1Fv . Fix an element dv ∈ F×v . Assume that χv is 1Fv
or χdv,v. A function χv on V (Fv) is defined by
χv(xv) =
{
1 if χv = 1Fv ,
εv(xv) εv(xdv) if χv = χdv,v.
If χv = χdv ,v, then we have
χv(xdv · (av, hv)) = χv(av det(h−1v )) ((av, hv) ∈ G(Fv)).
Note that εv(xdv) = 1 if v 6∈ Σ∞ ∪ Σ2 and χdv,v is unramified.
We define the measure dxv on V (Fv) by
dxv = dx1,v dx12,v dx2,v for xv =
(
x1,v x12,v
x12,v x2,v
)
∈ V (Fv)
where dx∗,v is the measure on Fv defined in Section 2.1. Set
V ss(Fv, dv) = xdv ·G(Fv).
We define a local zeta function by
Zv(Φv, s, χv; dv) =
∫
V ss(Fv,dv)
| det(xv)|s−
3
2
v χv(xv) Φv(xv) dxv,
where s ∈ C and Φv ∈ S(V (Fv)).
From now on, εv is 1 or −1. Let V ss(Fv, dv, εv) denote the preimage
of (dˇv, εv) ∈ E(Fv) via the map of Lemma 4.8. A partial local zeta
function is defined by
Z˜v(Φv, s; dv, εv) =
∫
V ss(Fv,dv,εv)
| det(xv)|s−
3
2
v Φv(xv) dxv,
where s ∈ C and Φv ∈ S(V (Fv)). We set E(Fv, tv) = {(tˇv, εv) ∈ E(Fv)}
for each tv ∈ F×v . Clearly, |E(Fv, tv)| = 1 or 2. Since χv is a constant
on each H ′(Fv)-orbit, we have
(4.5) Zv(Φv, s, χv; dv) =
∑
(dˇv ,εv)∈E(Fv ,dv)
εv
εv(xdv)
Z˜v(Φv, s; dv, εv)
if χv = χdv ,v.
Lemma 4.9. If v ∈ Σfin, then Zv(Φv, s, χv; dv) and Z˜v(Φv, s; dv, εv)
are absolutely convergent for Re(s) > 3/2 and can be meromorphically
continued to the whole complex s-plane. Their poles are contained in
{ 0 , 1/2 }.
Proof. This statement follows from [I1, Theorems 1 and 2], Lemmas
4.7 and 4.8, and (4.5). 
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Lemma 4.10. If v ∈ Σ∞, then Zv(Φv, s, χv; dv) and Z˜v(Φv, s, ; dv, εv)
are absolutely convergent for Re(s) > 3/2 and can be meromorphically
continued to the whole complex s-plane. Their poles are contained in
Z≤0 ∪ (12 + Z≤0).
Proof. See [SS] or [I2]. 
Let S be a finite set of places,
dS = (dv)v∈S ∈ F×S , εS = (εv)v∈S ∈ {±1}|S|, ΦS ∈ S(V (FS)).
Assume that χv = 1Fv or χdv ,v. We set
χS =
∏
v∈S
χv, dxS =
∏
v∈S
dxv, V
ss(FS, dS) =
∏
v∈S
V ss(Fv, dv),
and V ss(FS, dS, εS) =
∏
v∈S
V ss(Fv, dv, εv).
We also set
ZS(ΦS, s, χS; dS) =
∫
V ss(FS ,dS)
| det(xS)|s−
3
2
S χS(xS) ΦS(xS) dxS
and
Z˜S(ΦS, s; dS, εS) =
∫
V ss(FS ,dS ,εS)
| det(xS)|s−
3
2
S ΦS(xS) dxS.
We set E(FS, dS) =
∏
v∈S E(Fv, dv). By (4.5) we have
(4.6) ZS(Φv, s, χS; dS) =
∑
(dS ,εS)∈E(FS ,dS)
(∏
v∈S
ev
)
Z˜S(ΦS, s; dS, εS).
where ev = 1 if χv = 1Fv and ev = εv × εv(xdv) if χv = χdv,v.
Lemma 4.11. The integrals ZS(ΦS, s, χS; dS) and Z˜S(ΦS, s; dS, εS) are
absolutely convergent for Re(s) > 3/2 and can be meromorphically con-
tinued to the whole complex s-plane. Moreover, they are holomorphic
for Re(s) > 1/2.
Proof. We may identify the pair (G(F∞), V (F∞)) with a prehomoge-
neous vector space over R. Hence, this lemma follows from [SS], [I2],
and Lemma 4.9. 
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4.5. Explicit formulas. Let Φ ∈ S(V (A)) and χ = ∏v∈Σ χv be a
quadratic character. We set
(4.7) Q(F ) = {dˇ ∈ F×/(F×)2 | d ∈ F× − (F×)2}
and
Z(Φ, s, χ; d) =
∫
G(F )\G(A)
|ω(g)|s χ(g)
∑
x∈xd·G(F )
Φ(x · g) dg ,
where d ∈ F× − (F×)2. By Lemma 4.3 we have
Z(Φ, s, χ) =
∑
dˇ∈Q(F )
Z(Φ, s, χ; d).
Let Φ0,v denote the characteristic function of V (Ov). We will assume
the following condition for S.
Condition 4.12. The finite set S satisfies S ⊃ Σ∞ ∪ Σ2 and there
exists a function ΦS ∈ S(V (FS)) such that Φ = ΦS ×
∏
v 6∈S Φ0,v.
For d ∈ F× − (F×)2, we set
N(fSd ) =
∏
v 6∈S , χd,v is ramified
qv
for S ⊃ Σ∞. If S contains Σ∞ ∪ Σ2, then fSd means the conductor of∏
v 6∈S χd,v since χd is quadratic. Let 1S denote the trivial character of
F×S . We set χd,S =
∏
v∈S χd,v.
Theorem 4.13. Fix d ∈ F× − (F×)2, a quadratic character χ on
A1/F×, and a test function Φ ∈ S(V (A)). Assume that Re(s) > 3/2.
We have
Z(Φ, s, χ; d) = 0
unless χ = 1F or χd. Assume that S satisfies Condition 4.12. If
χ = 1F , then we have
Z(Φ, s, 1F ; d)
=
volG 2
|S|LS(1, χd)
2 cSF ζ
S
F (2)
× ζ
S
F (2s− 1)ζSF (2s)
LS(2s, χd)N(fSd )
s− 1
2
× ZS(ΦS, s, 1S; d).
If χ = χd and χd,v is unramified for each v 6∈ S, then we have
Z(Φ, s, χd; d) =
volG 2
|S|LS(1, χd)
2 cSF ζ
S
F (2)
× ζSF (2s− 1)× ZS(ΦS, s, χd,S; d).
If χ = χd and there exists a place v 6∈ S such that χd,v is ramified, then
we have
Z(Φ, s, χ; d) = 0.
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Proof. We easily see that
Z(Φ, s, χ; d) =
1
2
∫
Gxd(A)\G(A)
χ
(
a
det(h1)
)
|a|2s Φ(xd · (a, h1))
×
∫
Gxd (F )\Gxd(A)
χ(det(h2)) dh2 dh1 d
×a
where h1 ∈ Gxd(A)\H(A), h2 ∈ Gxd(F )\Gxd(A), and dh = dh1 dh2. By
Lemma 4.2 and the orthogonality of characters, Z(Φ, s, χ; d) = 0 unless
χ = 1F or χd. From now on we assume that χ = 1F or χd. By Lemmas
4.2, 4.3, 4.4, 4.6, and [Sa2, Proof of Theorem 2.1], we obtain
Z(Φ, s, χ; d) =
volG
2
× L(1, χd)
cF
× ZS(ΦS, s, χS; d)
×
∏
v∈S
(2 cv)×
∏
v∈S∩Σfin
Lv(1, χd,v)
−1
×
∏
v 6∈S
{2 cv Lv(1, χd,v)−1Zv(Φ0,v, s, χv; d)} ,
where χS = 1S (resp. χd,S) and χv = 1Fv (resp. χd,v) if χ = 1F (resp.
χd). Note that Tamagawa measures are required for his formulation
(cf. [Sa2, p.599]) and the Tamagawa number of PGL(2) is 2 (see e.g.,
[PR, Section 5.3]). The factor volG/2 came from them.
Assume v 6∈ S. From [Sa1, Theorem 2.2] we see that
2 cv Lv(1, χd,v)
−1Zv(Φ0,v, s, 1Fv ; d)
=
(1− q−2s+1v )−1(1− q−2sv )−1
(1− q−2v )−1 Lv(2s, χd,v)
×
{
1 if χd,v is unramified,
q
−s+ 1
2
v if χd,v is ramified.
If χd,v is unramified, we also find
2 cv Lv(1, χd,v)
−1 Zv(Φ0,v, s, χd,v; d) =
(1− q−2s+1v )−1
(1− q−2v )−1
from [Sa1, Theorem 2.2]. If χd,v is ramified, it is trivial that
Zv(Φ0,v, s, χd,v; d) = 0.
Thus, we have proved the theorem. 
The assumption S ⊃ Σ2 in Theorem 4.13 is made for the sake
of simplicity. It could be removed if we used the explicit form of
Zv(Φ0,v, s, χv, d) computed in [Sa1, Theorem 2.2] for any v ∈ Σ2.
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4.6. Zeta function. Let dS ∈ F×S and S be a finite set of Σ satisfying
S ⊃ Σ∞ ∪ Σ2. We set
Q(F, S, dS) = {dˇ ∈ Q(F ) | d ∈ dS(F×S )2}
We define the zeta function ξS(s; dS) by
ξS(s; dS) =
ζSF (2s− 1) ζSF (2s)
ζSF (2)
∑
dˇ∈Q(F,S,dS)
LS(1, χd)
LS(2s, χd)N(fSd )
s− 1
2
.
Lemma 4.14. The zeta function ξS(s; dS) is absolutely convergent and
holomorphic for Re(s) > 3/2.
Proof. For v 6∈ S, we set Φv = Φ0,v. For v ∈ S ∩ Σfin, we assume that
Φv is the characteristic function of xdv + π
nv
v V (Ov) for an integer nv
large enough. The support of Φv is contained in xdv · G(Fv) because
− det(xdv + πnvv V (Ov)) ⊂ dv(F×v )2. For v ∈ Σ∞, it is trivial that there
exists a test function Φv ∈ S(V (Fv)) such that the support of Φv is
contained in xdv ·G(Fv). If we set ΦS =
∏
v∈S Φv for such Φv, then we
get
Z(Φ, s, 1F )
=
volG 2
|S|
2 cSF ζ
S
F (2)
× ξS(s; dS)×
∏
v∈S
∫
V ss(Fv,dv)
| det(xv)|s−
3
2
v Φv(xv) dxv
by Theorem 4.13. Hence, we deduce this lemma from Lemmas 4.1, 4.9,
and 4.10. 
We obtain the following from Theorem 4.13 and Lemma 4.14.
Theorem 4.15. Fix a quadratic character χ on A1/F× and a test
function Φ ∈ S(V (A)). Assume that Re(s) > 3/2 and S satisfies
Condition 4.12. If χ = 1F , we have
Z(Φ, s, 1F ) =
volG 2
|S|
2 cSF
∑
dS∈F
×
S
/(F×
S
)2
ZS(ΦS, s, 1S; dS) ξ
S(s; dS).
Let d ∈ F× − (F×)2. If χ = χd and χd,v is unramified for each v 6∈ S,
then we have
Z(Φ, s, χd) =
volG 2
|S|
2 cSF
× ZS(ΦS, s, χd,S; d)LS(1, χd) ζ
S
F (2s− 1)
ζSF (2)
.
If χ = χd and there exists a place v 6∈ S such that χd,v is ramified, then
we have
Z(Φ, s, χd) = 0.
The formula for χ = χd is a generalization of [IS, Theorem 1].
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4.7. Meromorphic continuation.
Proposition 4.16. Let χ be a non-trivial quadratic character of A1/F×.
The zeta integral Z(Φ, s, χ) is holomorphic for Re(s) > 1/2 and can be
meromorphically continued to the whole complex s-plane.
Proof. This follows from Lemma 4.11 and Theorem 4.15. 
We set dx =
∏
v∈Σ dxv, where dxv was defined in Section 4.4. For
Φ ∈ S(X(A)), the Fourier transform Φˆ of Φ is defined by
Φˆ(y) =
∫
V (A)
Φ(x)ψF (Tr(xy))dx.
Proposition 4.17. The zeta integral Z(Φ, s, 1F ) is holomorphic for
Re(s) > 3/2 and can be meromorphically continued to the whole com-
plex s-plane. If Φˆ(0) 6= 0, it has a simple pole at 3/2 and with residue
Φˆ(0) volG/2, otherwise it is holomorphic at 3/2.
Proof. This follows from [Y, Theorem 4.2]. 
Proposition 4.18. Assume that S ⊃ Σ∞ ∪ Σ2. The zeta function
ξS(s; dS) is holomorphic for Re(s) > 3/2 and can be meromorphically
continued to the whole complex s-plane. It has a simple pole at 3/2
with residue 2−|S|cSF (which does not depend on dS ∈ F×S ).
Proof. This is deduced from Lemma 4.11, Theorem 4.15, Proposition
4.17, and the proof of Lemma 4.14. 
4.8. Modified zeta integral. Let T1 ∈ R. The function τT1(t) on R
is defined by τT1(t) = 1 if t < −T1, and τT1(t) = 0 if t ≥ −T1. We
define a modified zeta integral Z(Φ, s, 1F , T1) by
Z(Φ, s, 1F , T1) =∫
G(F )\G(A)
|ω(g)|s
{ ∑
x∈V st(F )
Φ(x · g)− |ω(g)|−3/2Φˆ(0) τT1(HG(g))
}
dg.
Lemma 4.19. The zeta integral Z(Φ, s, 1F , T1) is absolutely conver-
gent for Re(s) > 5/4. Furthermore, Z(Φ, s, 1F , T1) is holomorphic for
Re(s) > 1.
Proof. The first assertion follows from (4.8) and the proof of Theorem
6.2. The second assertion follows from the argument of [Y, p.369–
p.373], because it is enough to replace Φˆ(0) by Φˆ(0){1− τT1(HG(g))}.
If we replace the condition Re(s) > 1 by Re(s) > 5/4, it also follows
from (4.8) and the proof of Theorem 6.2. The condition Re(s) > 5/4
is enough for our purpose. 
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Lemma 4.20. If T1 > 0, then we have
Z(Φ, 3/2, 1F , T1) = lim
s→3/2
d
ds
(
s− 3
2
)
Z(Φ, s, 1F ) + volG Φˆ(0) T1 .
Proof. This lemma follows from Lemma 4.19, [Y, Theorem 4.2], and
[Y, p.373]. We can also deduce this lemma from Lemma 4.19, (4.8),
and the proof of Theorem 6.2, because our argument for Theorem 6.2
can be applied to Z(Φ, s, 1F ) and Z(Φ, s, 1F , T1). 
For a finite subset S ⊃ Σ∞ and an element dS ∈ F×S /(F×S )2, we
define the constant CF (S, dS) by
CF (S, dS) = lim
s→3/2
d
ds
(
s− 3
2
)
ξS(s; dS).
Lemma 4.21. Fix a test function Φ ∈ C∞c (V (A)). If S satisfies Con-
dition 4.12, then we have
lim
s→3/2
d
ds
(
s− 3
2
)
Z(Φ, s, 1F )
=
volG
2
∫
V (FS)
ΦS(xS) log | det(xS)|S dxS
+
2|S| volG
2 cSF
∑
dS∈F
×
S
/(F×
S
)2
CF (S, dS)ZS(ΦS, 3/2, 1S; dS) .
Proof. We can easily show this by using Theorem 4.15 and Proposition
4.18. Note that the local integrals converge absolutely at s = 3/2 since
Φ ∈ C∞c (V (A)). 
In application to the trace formula, V will appear as the unipotent
radical of the parabolic subgroups P1 ⊂ GSp(2) and P1 ∩ Sp(2) (cf.
Section 5). We will encounter the modified zeta integrals
ZGSp(2)(Φ, s, T1) =
∫
AG(F )\AG(A)1
∫
H′(F )\H′(A)
| det(h′)2|s
×
{ ∑
x∈V st(F )
Φ(a th′xh′)− | det(h′)2|−3/2Φˆ(0) τT1(HH′(h′))
}
dh′d1a
and
ZSp(2)(Φ, s, T1) =
∫
H′(F )\H′(A)
| det(h′)2|s
×
{ ∑
x∈V st(F )
Φ( th′xh′)− | det(h′)2|−3/2Φˆ(0) τT1(HH′(h′))
}
dh′,
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where Φ ∈ S(V (A)). We identify aAH′ with R such that
HAH′ (diag(b, b)) = log |b| (b ∈ A×),
and we choose the Haar measure d1z on AH′(A)1 induced from dz and
the Lebesgue measure on R by the identification. Then, we have
(4.8) ZGSp(2)(Φ, s, T1) =
volAH′
2
Z(Φ, s, 1F , T1).
By the proof of Theorem 6.2, ZSp(2)(Φ, s, T1) is absolutely convergent
and holomorphic for Re(s) > 5/4. Applying the method of [LL, (5.11)]
to ZSp(2)(Φ, s, T1) (cf. the proof of Theorem 3.1), we obtain
(4.9) ZSp(2)(Φ, s, T1) =
volAH′
2 volAG
{
Z(Φ, s, 1F , T1) +
∑
χ
Z(Φ, s, χ)
}
,
where χ runs over all non-trivial quadratic characters on A1/F×. We
set
Qur(F, S) = {dˇ ∈ Q(F ) |χd,v is unramified for each v 6∈ S}.
We fix a measure on aH′ by the identification (4.3) and Condition 5.1.
Note that this measure equals to the product of 1/2 and the chosen
measure on aAH′ (= aH′). These normalizations were implicitly used in
the proof of Theorem 4.13 and are in line with the rule of Tamagawa
measures.
Theorem 4.22. Fix a test function Φ ∈ C∞c (V (A)). Assume that S
satisfies Condition 4.12. If T1 > 0, then we have
ZGSp(2)(Φ, 3/2, T1)
=
volG′
2
∫
V (FS)
ΦS(xS) log | det(xS)|S dxS + volG′ Φˆ(0) T1
+
2|S| volG′
2 cSF
∑
α∈F×/(F×∩(F×
S
)2)
CF (S, α)ZS(ΦS, 3/2, 1S;α)
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and
ZSp(2)(Φ, 3/2, T1)
=
volH′
2
∫
V (FS)
ΦS(xS) log | det(xS)|S dxS + volH′ Φˆ(0) T1
+
2|S| volH′
2 cSF
∑
α∈F×/(F×∩(F×
S
)2)
CF (S, α)ZS(ΦS, 3/2, 1F ;α)
+
2|S| volH′
2 cSF
∑
dˇ∈Qur(F,S)
LS(1, χd)ZS(ΦS, 3/2, χd,S; d).
Proof. This lemma follows from Theorem 4.15, Lemmas 4.20 and 4.21,
(4.8), and (4.9). 
For dS ∈ F×S , we set
Qur(F, S, dS) = {dˇ ∈ Qur(F, S) | d ∈ dS(F×S )2}.
We also set
E(F, S) =
{
(α, εS) ∈
∏
v∈S
E(Fv)
∣∣∣α ∈ F×/(F× ∩ (F×S )2)}.
The following is deduced from (4.6) and Theorem 4.22. Note that∏
v∈S εv(xd) = 1 for dˇ ∈ Qur(F, S) under Condition 4.12.
Theorem 4.23. Fix a test function Φ ∈ C∞c (V (A)). Assume that S
satisfies Condition 4.12. If T1 > 0, then we have
ZSp(2)(Φ, 3/2, T1)
=
volH′
2
∫
V (FS)
ΦS(xS) log | det(xS)|S dxS + volH′ Φˆ(0) T1
+
2|S| volH′
2 cSF
∑
(α,εS)∈E(F,S)
Z˜S(ΦS, 3/2;α, εS)
×
{
CF (S, α) +
(∏
v∈S
εv
) ∑
dˇ∈Qur(F,S,α)
LS(1, χd)
}
where εS = (εv)v∈S.
4.9. Functional equation. In order to state the functional equation,
we have to include the contribution from split quadratic forms in the
zeta integral.
Let K be the maximal compact subgroup of G′ which is given by
the identification (4.3) and the intersection of M1(A) and K of Section
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5.1. For Φ ∈ S(V (A)), we set
ΦK(x) =
∫
K
Φ(x · k)dk.
Note that Z(Φ, s, 1F ) = Z(ΦK, s, 1F ). We also set
R0ΦK(α, β) = ΦK(
(
β α/2
α/2 0
)
) ∈ S(A2).
Let du (resp. d×y) denote the Haar measure on A (resp. A×) defined
in Section 2.1. Yukie defined the functions
T(R0ΦK, s, s1) =
∫
A
∫
A×
R0ΦK(y, yu) |y2|s ‖(1, u)‖−s1 d×y du
and
T(R0ΦK, s) = − d
ds1
T(R0ΦK, s, s1)
∣∣∣
s1=0
.
By [Y, Proposition 2.12] and its proof, the function T(R0ΦK, s) is ab-
solutely convergent and holomorphic for Re(s) > 1 and satisfies
T(R0ΦK, s) =
∫
A×
∫
A
R0ΦK(y, yu) |y2|s log ‖(1, u)‖ du d×y.
Let M denote the minimal Levi subgroup of H ′ which consists of di-
agonal matrices. Then, M is the preimage of M0 of Sp(2) by (4.3). A
Haar measure on aM is fixed by Condition 5.1 and the identification.
An adjusted zeta integral Zad(Φ, s) is defined by
Zad(Φ, s) = Z(Φ, s, 1F ) +
volM volAG
cF volAH′
T(R0ΦK, s).
Theorem 4.24. [Y, Theorem 4.2]. The adjusted zeta integral Zad(Φ, s)
is holomorphic for Re(s) > 3/2 and can be meromorphically continued
to the whole complex s-plane. It satisfies the functional equation
Zad(Φ, s) = Zad
(
Φˆ,
3
2
− s
)
.
If Φˆ(0) 6= 0 (resp. Φ(0) 6= 0), then Zad(Φ, s) has a simple pole at s =
3/2 (resp. s = 0) and the residue is Φˆ(0)volG/2 (resp. −Φ(0)volG/2).
If Φˆ(0) = 0 (resp. Φ(0) = 0), then Zad(Φ, s) has no pole at s = 3/2
(resp. s = 0).
44
We want to restate this result, for application to the trace formula,
in terms of the adjusted zeta integrals
Z
GSp(2)
ad (Φ, s)
=
∫
AG(F )\AG(A)1
∫
H′(F )\H′(A)
| det(h′)2|s
∑
x∈V st(F )
Φ(a th′xh′) dh′d1a
+
volM volAG
2 cF
T(R0ΦK, s)
and
Z
Sp(2)
ad (Φ, s) =
∫
H′(F )\H′(A)
| det(h′)2|s
∑
x∈V st(F )
Φ( th′xh′)dh′
+
volM
2 cF
T(R0ΦK, s).
In order to allow for truncation, we need the functions
T0(R0ΦK, s) =
∫
A×
∫
A
R0ΦK(a, au) |a|2s log |a| du d×a
and
T1(R0ΦK, s) =
∫
A×
∫
A
R0ΦK(a, au) |a|2s du d×a.
It is clear that they are absolutely convergent and holomorphic for
Re(s) > 1. We also easily see that these functions can be meromorphi-
cally continued to the whole complex s-plane and satisfy the functional
equations
T0(R0ΦK, s) = −T0
(
R˜0ΦK,
3
2
− s
)
, T1(R0ΦK, s) = T1
(
R˜0ΦK,
3
2
− s
)
,
where
R˜0ΦK(z, y) =
∫
A
R0ΦK(x, y)ψF (xz)dx.
The function T0(R0ΦK, s) (resp. T1(R0ΦK, s)) has only double (resp.
simple) poles at s = 1/2 and 1.
Proposition 4.25. Let Tj ∈ R and Tj > 0 (j = 1, 2). Set
T2(R0ΦK, s, T2) = T(R0ΦK, s) + T0(R0ΦK, s) + 2T2 T1(R0ΦK, s)
and
T3(R0ΦK, s, T2) = −T0(R0ΦK, s) + 2T2 T1(R0ΦK, s).
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If we assume Φˆ(0) = 0, then we have
ZGSp(2)(Φ, 3/2, T1) +
volM volAG
2 cF
T2(R0ΦK, 3/2, T2)
= Z
GSp(2)
ad (Φˆ, 0) +
volM volAG
2 cF
T3(R˜0ΦK, 0, T2)
and
ZSp(2)(Φ, 3/2, T1) +
volM
2 cF
T2(R0ΦK, 3/2, T2)
= Z
Sp(2)
ad (Φˆ, 0) +
volM
2 cF
T3(R˜0ΦK, 0, T2).
Proof. The first formula is derived from Lemma 4.20, (4.8), (4.9),
and Theorem 4.24. By [Y, Theorem 4.2] we know that Z(Φ, s, χ) =
Z(Φˆ, 3
2
− s, χ) if χ is a non-trivial quadratic character. Hence, the
second formula follows. 
5. Structure of GSp(2)
Throughout this section, we denote
G = GSp(2).
Most arguments and results can be easily transferred to Sp(2).
5.1. Setup. For each v ∈ Σ∞ we set
Kv =
{(
A cB
−B cA
)
∈ G(Fv)
∣∣∣ A tB = B tA,
A tA+B tB = I2, c ∈ C1
}
.
We see that Kv is isomorphic to the semi-direct product of U(1) and
the compact real form of Sp(2) if v ∈ ΣC, and Kv ∼= {±1} ⋉ U(2) if
v ∈ ΣR. For each v ∈ Σfin we set
Kv = GSp(2,Ov).
The group Kv is a maximal compact subgroup of G(Fv) for any v ∈ Σ.
We set
K =
∏
v∈Σ
Kv.
The group K is a maximal compact subgroup of G(A). We fix the
minimal Levi subgroupM0 consisting of all diagonal matrices contained
in G. Note that K is admissible relative to M0 in the sense of [Ar5,
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Section 1]. We fix the minimal Levi subgroup M0 and the minimal
parabolic subgroup P0 as
M0 =


∗ 0 0 0
0 ∗ 0 0
0 0 ∗ 0
0 0 0 ∗
 ∈ G
 and P0 =


∗ ∗ ∗ ∗
0 ∗ ∗ ∗
0 0 ∗ 0
0 0 ∗ ∗
 ∈ G
 .
A homomorphism µ : G→ Gm over F is defined by
g
(
O2 I2
−I2 O2
)
tg = µ(g)
(
O2 I2
−I2 O2
)
.
A homomorphism χj (j = 1 or 2) over F is defined by
χj(diag(a1, a2, a
−1
1 a0, a
−1
2 a0)) = aj .
Then, {µ, χ1, χ2} is a basis of X(M0)F . We define e0, e1, e2 ∈ a0 by
e0(µ
j0χj11 χ
j2
2 ) = j0, e1(µ
j0χj11 χ
j2
2 ) = j1, and e2(µ
j0χj11 χ
j2
2 ) = j2.
It is clear that
a0 = Re0 ⊕ Re1 ⊕ Re2 and a∗0 = Rµ⊕ Rχ1 ⊕ Rχ2.
We set
P1 =


∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
0 0 ∗ ∗
0 0 ∗ ∗
 ∈ G
 and P2 =


∗ ∗ ∗ ∗
0 ∗ ∗ ∗
0 0 ∗ 0
0 ∗ ∗ ∗
 ∈ G
 .
Then, we easily see {P ∈ P | P ⊃ P0} = {P0, P1, P2, G}. Put
M1 =MP1 and M2 = MP2.
Let α1 (resp. α2) denote the long (resp. short) root in ∆0 corresponding
to P0, i.e.,
∆0 = {α1, α2} (α1 = 2χ2, α2 = χ1 − χ2).
The symmetry with α is denoted by sα. We set
s0 = sα2 , s1 = sα1+2α2 , s2 = sα1 .
The Weyl group W0 is generated by s0 and s2. We see that
W0 = {1, s0, s1, s2, s0s1, s0s2, s1s2, s0s1s2}.
The elements satisfy the relations
s20 = 1, s
2
1 = 1, s
2
2 = 1,
s0s1 = s2s0, s0s2 = s1s0, s1s2 = s2s1.
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We choose the representatives
w0 =

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 , w1 =

0 0 1 0
0 1 0 0
−1 0 0 0
0 0 0 1
 , w2 =

1 0 0 0
0 0 0 1
0 0 1 0
0 −1 0 0
 .
There is an injection W0 → G(F ) ∩K mapping si to wi for 0 ≤ i ≤ 2.
Let ws denote the image of s ∈ W0 under this injection. For s ∈ W0
and G ⊂ G, we set
sG = wsGw−1s .
Then, we have
L = {M0, M1, s1M1, M2, s0M2, G},
L(M1) = {M1, G}, L(M2) = {M2, G}.
Furthermore, we obtain
P = {sP0 | s ∈ W0}, P(M1) = {P1, s1s2P1}, P(M2) = {P2, s1P2}
P(s1M1) = {s1P1, s2P1}, P(s0M2) = {s0P2, s0s1P2}.
5.2. Weight factors for unipotent elements. Now we compute the
weight factors wM(1, uv, T ) for GSp(2, FS) as defined in Section 2.4.
The weight factors for Sp(2, FS) are then obtained by restriction.
From now on, we fix Haar measures on aG0 , a
G
M1
, and aGM2 .
Condition 5.1. We choose the Haar measure dH on aG0 such that
dH = dr1 dr2 for H = r1e1 + r2e2 ∈ aG0
where dr1 and dr2 are the Lebesgue measure on R. A Haar measure on
aGM1 (resp. a
G
M2
) is fixed by the Lebesgue measure dr on R for r(e1 +
e2)/2 ∈ aGM1 (resp. re1 ∈ aGM2).
Under this condition and with our choice of coroots, we have
vol(aG0 /Z(∆
∨
0 )) = vol(a
G
M1/Z(∆
∨
P1)) = vol(a
G
M2/Z(∆
∨
P2)) = 1
where ∆∨P is the basis of a
G
P dual to ∆̂P . Now, for each M = M0, M1,
and M2, we have fixed the Haar measure on A
+
M/A
+
G by the map HM
and the Haar measure on aGM .
We set
α∨1 = e2, α
∨
2 = e1 − e2 ∈ aG0 .
Then, ∆∨0 = {α∨1 , α∨2 } is the set of simple coroots corresponding to
∆0. We also put
̟1 = α1 + α2 = χ1 + χ2, ̟2 =
1
2
α1 + α2 = χ1.
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Then, ∆̂0 = {̟1 , ̟2} is the set of simple weight corresponding to ∆0.
We set
T = T1α
∨
1 + T2α
∨
2 ∈ a+0 ,
where T1, T2 ∈ R, and
(5.1) ν(n12, n13, n14, n24) =

1 n12 n13 n14
0 1 n14 − n12n24 n24
0 0 1 0
0 0 −n12 1
 ∈ NP0 .
Lemma 5.2. If n = ν(n12, n13, n14, n24) and n23 = n14 − n12n24, then
vsP0(λ, n, T ) =
eλ1T1+λ2T2 if s = 1,
‖(1, n12)‖−λ2 eλ1T1+λ2(T1−T2) if s = s0,
‖(1, n24)‖−λ1 e−λ1(T1−2T2)+λ2T2 if s = s2,
‖(1, n24)‖λ1+λ2‖(1, n23, n24)‖−2λ1−λ2
×eλ1(T1−2T2)+λ2(T1−T2) if s = s0s1,
‖(1, n12, n12, n212, n13 + n12n14)‖−λ1−λ2‖(1, n12)‖2λ1
×e−λ1(T1−2T2)−λ2(T1−T2) if s = s0s2,
‖(1, n12, n12, n212, n13 + n12n14)‖λ1
×‖(1, n12, n13, n14)‖−2λ1−λ2eλ1(T1−2T2)−λ2T2 if s = s1,
‖(1, n23, n23, n24, n13 − n12n23, n13n24 − n14n23)‖−λ1−λ2
×‖(1, n23, n24)‖λ2 e−λ1T1−λ2(T1−T2) if s = s0s1s2,
‖(1, n23, n23, n24, n13 − n12n23, n13n24 − n14n23)‖−λ1
×‖(1, n12, n13, n14)‖−λ2 e−λ1T1−λ2T2 if s = s1s2
where λ = λ1̟1 + λ2̟2 ∈ a∗0,C.
Proof. We use the tautological right action of G(FS) on the space F
4
S
of row vectors endowed with the K ∩G(FS)-invariant height function.
Since e3 = (0, 0, 1, 0) is an eigenvector of the elements of P2, we get
vP2(χ1 − µ, g) = ‖e3g‖ = ‖(g31, g32, g33, g34)‖.
Moreover, we use the right action of G on the exterior square of the
space of row vectors. If e4 = (0, 0, 0, 1), then e3 ∧ e4 is an eigenvector
of the elements of P1, and
vP1(χ1 + χ2 − 2µ, g) = ‖(e3 ∧ e4)g‖ =∥∥∥∥(∣∣∣∣g31 g32g41 g42
∣∣∣∣ , ∣∣∣∣g31 g33g41 g43
∣∣∣∣ , ∣∣∣∣g31 g34g41 g44
∣∣∣∣ , ∣∣∣∣g32 g33g42 g43
∣∣∣∣ , ∣∣∣∣g32 g34g42 g44
∣∣∣∣ , ∣∣∣∣g33 g34g43 g44
∣∣∣∣)∥∥∥∥ .
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We need only the case g ∈ G(FS)1, in which µ can be omitted. For
general λ = λi̟i ∈ a∗Mi,C, where i = 1 or 2, we have
vPi(λ, g) = vPi(̟i, g)
λi.
Moreover, HP0(g) is determined by its projections HP1(g) and HP2(g),
hence
vP0(λ, g) = vP1(̟1, g)
λ1vP2(̟2, g)
λ2.
Finally, for s ∈ WMi , we have vsP (sλ, wsg) = vP (λ, g). 
The proof yields formulas for the case of maximal parabolics as in-
termediate results. We can also read them off from the lemma if we
set n12 = 0 resp. n24 = 0. Namely, if λ = λ1̟1 ∈ a∗M1,C, then
vP1(λ, n, T ) = e
λ1T1 ,
vs1s2P1(λ, n, T ) = ‖(1, n13, n14, n23, n24, n13n24 − n23n14)‖−λ1 e−λ1T1 ,
while for λ = λ2̟2 ∈ a∗M2,C we get
vP2(λ, n, T ) = e
λ2T2 , vs1P1(λ, n, T ) = ‖(1, n12, n13, n14)‖−λ2 e−λ2T2 .
Proposition 5.3. Assume Condition 5.1 and T = T1α
∨
1 + T2α
∨
2 ∈ a+0 .
For ν = ν(ν12, ν13, ν14, ν24) ∈ NP0(FS) we have
wM0(1, ν, T ) = 2(log |ν12|S)2 + (log |ν24|S)2 + 4(log |ν12|S)(log |ν24|S)
+ 4T1 log |ν12|S + 4T2 log |ν24|S + 8T1T2 − 2T 21 − 4T 22 .
Proof. Set ν23 = ν14 − ν12ν24, n = ν(n12, n13, n14, n24), and n23 = n14 −
n12n24. If aν = n
−1an, then we can express n in terms of ν as
n12 =
(
1− a2
a1
)−1
ν12, n24 =
(
1− a0
a22
)−1
ν24,
n23 =
(
1− a0
a22
)−1(
1− a0
a1a2
)−1(
ν23 − a0
a22
ν14
)
,
n14 =
(
1− a2
a1
)−1(
1− a0
a1a2
)−1(
ν14 − a2
a1
ν23
)
,
n13 =
(
1− a0
a21
)−1
×
(
ν13 +
(
1− a2
a1
)−1(
1− a0
a1a2
)−1
ν12
(
a2
a1
ν23 − a0
a1a2
ν14
))
.
This also implies that
n13 + n12n14 =
(
1− a0
a21
)−1(
ν13 +
(
1− a2
a1
)−2
ν12
(
ν14 − a
2
2
a21
ν23
))
,
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n13 − n12n23 =
(
1− a0
a21
)−1
×
(
ν13 −
(
1− a0
a22
)−1(
1− a0
a1a2
)−1(
1 +
a0
a1a2
)
ν12
(
ν23 − a0
a22
ν14
))
,
n13n24 − n14n23 =
(
1− a0
a21
)−1(
1− a0
a22
)−1
×
(
ν13ν24 +
(
1− a0
a1a2
)−2(
a0
a21
ν223 +
a0
a22
ν214 −
(
1 +
a20
a21a
2
2
)
ν23ν14
))
.
Let λ = λ1̟1+λ2̟2 ∈ a∗0,C. According to the definition of wP (λ, a, ν, T )
given in Section 2.4, we have to multiply the functions vsP0(λ, n, T )
computed in Lemma 5.2 with suitable factors rβ(λ, 1, a). Taking the
limit as a→ 1, we obtain
wsP0(λ, 1, ν, T ) =
eλ1T1+λ2T2 if s = 1,
|ν12|−λ2S eλ1T1+λ2(T1−T2) if s = s0,
|ν24|−λ1S e−λ1(T1−2T2)+λ2T2 if s = s2,
|ν212ν24|−λ1S |ν12|−λ2S eλ1(T1−2T2)+λ2(T1−T2) if s = s0s1,
|ν24|−λ1S |ν12ν24|−λ2S e−λ1(T1−2T2)−λ2(T1−T2) if s = s0s2,
|ν212ν24|−λ1S |ν212ν24|−λ2S eλ1(T1−2T2)−λ2T2 if s = s1,
|ν212ν224|−λ1S |ν12ν24|−λ2S e−λ1T1−λ2(T1−T2) if s = s0s1s2
|ν212ν224|−λ1S |ν212ν24|−λ2S e−λ1T1−λ2T2 if s = s1s2.
By the definition, we have
θsP0(λ) =

λ1λ2 if s = 1,
(λ1 + λ2)(−λ2) if s = s0,
(−λ1)(2λ1 + λ2) if s = s2,
(λ1 + λ2)(−2λ1 − λ1) if s = s0s1,
(−λ1 − λ2)(2λ1 + λ2) if s = s0s2,
λ1(−2λ1 − λ2) if s = s1,
(−λ1 − λ2)λ2 if s = s0s1s2,
(−λ1)(−λ2) if s = s1s2.
The explicit formula for wM0(1, ν, T ) can now be computed using [Ar1,
Lemma 3.4]. 
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Proposition 5.4. We assume Condition 5.1 and T = T1α
∨
1 + T2α
∨
2 ∈
a+0 . For u = ν(u12, 0, 0, 0) ∈ M1(FS) and ν = ν(0, ν13, ν14, ν24) ∈
NP1(FS), we have
wM1(1, ν, T ) = log | det(Y )|S + 2T1,
wM1(1, uν, T ) = log |u212ν224|S + 2T1 = 2 log |u12|S + 2 log |ν24|S + 2T1.
For u = ν(0, 0, 0, u24) ∈ M2(FS) and ν = ν(ν12, ν13, ν14, 0) ∈ NP2(FS),
we have
wM2(1, ν, T ) = log ‖(ν12, ν13/2, ν14)‖S + 2T2,
wM2(1, uν, T ) = log |ν212u24/2|S + 2T2
=2 log |ν12|S + log |u24|S − log |2|S + 2T2.
Proof. This follows in a similar way from (2.2) and Lemma 5.2. 
5.3. O-equivalence classes. We determine the O-equivalence classes
(cf. Section 2.5) containing non-semisimple elements of G(F ).
Lemma 5.5. Let G be a connected reductive algebraic group over F .
Fix a minimal Levi subgroupM0. Assume that o ∈ OG contains a non-
semisimple element of G(F ). Then, there exists a semisimple element
γ ∈ o such that γ ∈M(F ) for a certain M ∈ L(M0) (M 6= G).
Proof. Let δ be a non-semisimple element of o. Let δs (resp. δu) denote
the semisimple (resp. unipotent) part of the Jordan decomposition
of δ. Then, we have δ = δsδu and δu 6= 1. A Jacobson-Morozov
parabolic subgroup Q 6= G of δu over F is uniquely determined. For
g ∈ Gδu(F ), we have δu = g−1δug. By using the uniqueness of Q we
find that Q = g−1Qg. This means that Q(F ) contains Gδu(F ). Hence,
δs ∈ Q(F ). Thus, δs is contained in a Levi subgroup of Q over F
because δs is semisimple. This lemma follows from the fact that any
Levi subgroup of Q over F is Q(F )-conjugate to M ⊃M0. 
Let o ∈ OG. If o contains only semisimple elements, then o is just a
G(F )-conjugacy class. Hence, we do not consider such O-equivalence
classes. Let z ∈ Z(F ) and x ∈ F×. For x 6= 1, we set
σ1,z = z diag(−1, 1,−1, 1) and σ2,z,x = z diag(x, x, 1, 1).
For x2 6= 1, we put
σ3,z,x = z diag(x, 1, x
−1, 1).
For α ∈ F× − (F×)2, we set
hα =
(
0 1
α 0
)
and σ4,z,α = z
(
hα O2
O2
thα
)
.
52
If (x, y) ∈ F ⊕ F satisfies x2 − αy2 6= 0 (resp. x2 − αy2 = 1), then we
set
σ5,α,x,y =
(
xI2 + yhα O2
O2 xI2 − αyhα−1
)
(resp. σ6,z,α,x,y = z

1 0 0 0
0 x 0 y
0 0 1 0
0 αy 0 x
).
TheO-equivalence class containing z inG(F ) is denoted by oz. Let o1,z,
o2,z,x, o3,z,x, o4,z,α, o5,α,x,y, and o6,z,α,x,y denote the O-equivalence class
containing σ1,z, σ2,z,x, σ3,z,x, σ4,z,α, σ5,α,x,y, and σ6,z,α,x,y respectively.
We can easily prove the following propositions by Lemma 5.5 and direct
calculation.
Proposition 5.6. Assume that o contains a non-semisimple element of
G(F ) and a semisimple element of M0(F ). Then, there exist z ∈ Z(F )
and x ∈ F× such that o = oz, o1,z, o2,z,x (x 6= 1), or o3,z,x (x2 6= 1).
Moreover, we have
Gz = Gz,+ = G,
Gσ1,z = Gσ1,z ,+
∼= {(g1, g2) ∈ GL(2)×GL(2) | det(g1) = det(g2)},
Gσ2,z,x = Gσ2,z,x,+
∼= GL(1)×GL(2),
Gσ3,z,x = Gσ3,z,x,+
∼= GL(1)×GL(2).
Proposition 5.7. Assume that o contains a non-semisimple element of
G(F ) and a semisimple element of M1(F ). We also assume that o does
not have any element ofM0(F ). There exist z ∈ Z(F ), α ∈ F×−(F×)2,
and (x, y) ∈ F ⊕ F (x2 − αy2 6= 0) such that o = o4,z,α or o5,z,α,x,y. Let
E = F (hα). Then
Gσ4,z,α = Gσ4,z,α,+
=
{(
A B
C D
)
∈ G
∣∣∣A,B(0 1
1 0
)
,
(
0 1
1 0
)
C,D ∈ E
}
∼= {g ∈ RE/F (GL(2)) | det(g) ∈ Gm}
and
Gσ5,z,α,x,y = Gσ5,z,α,x,y,+ =
{(
A O2
O2
tA−1
)(
aI2 bD
cD′ dI2
)
∈ G
∣∣∣A ∈ E}
∼= GU(1, 1, E/F )
where D =
(−1 0
0 α
)
and D′ =
(−α 0
0 1
)
.
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Proposition 5.8. Assume that o contains a non-semisimple element
of G(F ) and a semisimple element of M2(F ). We also assume that o
does not have any element of M0(F ). Then, there exist z ∈ Z(F ), α ∈
F×− (F×)2, and (x, y) ∈ F ⊕F (x2−αy2 = 1) such that o = o6,z,α,x,y.
Let E = F (hα). Then we have
Gσ6,z,α,x,y = Gσ6,z,α,x,y,+
∼= {(x, g) ∈ RE/F (Gm)×GL(2) |NE/F (x) = det(g)} .
6. The geometric side of the trace formula for GSp(2)
Throughout this section, we set G = GSp(2) and we keep the no-
tations and the assumptions of Section 5. In particular, we assume
Condition 5.1 which fixes Haar measures on aG0 , a
G
M1
, and aGM2 .
Let G be a connected reductive algebraic group over F . For g ∈ G(F ),
we denote by {g}G the G(F )-conjugacy class of g.
6.1. Unipotent contribution. We use the notations uα (cf. (1.6)),
nmin(α), nsub(x), nreg(α) (cf. (1.7)), xd = diag(1,−d) (cf. (4.4)), and
Q(F ) (cf. (4.7)). Let Z denote the center of G. For z ∈ Z(F ), oz
denotes the O-equivalence class containing z in G(F ). The set oz is
divided into the five classes
oz = Otri,z ∪ Omin,z ∪Osub,z ∪ O′sub,z ∪ Oreg,z
where we set
Otri,z = {z}, Omin,z = {z nmin(1)}G, Osub,z =
⋃
dˇ∈Q(F )
{z nsub(xd)}G,
O′sub,z = {z nsub(x1)}G, Oreg,z = {z nreg(1)}G.
Let P ∈ F , P ⊃ P0, and f ∈ C∞c (G(A)1). For a subset O in MP (F )
we set
(6.1) KP,O(g, h) =
∫
NP (A)
∑
γ∈O
f(g−1γnh)dn.
For T ∈ a+0 , integrals JTOreg,z(f), JTOsub,z(f), JTO′sub,z(f), J
T
Omin,z
(f), and
JTOtri,z(f) are defined as follows:
JTOtri,z(f) =
∫
G(F )\G(A)1
KG,Otri,z(g, g) d
1g,
JTOmin,z(f) =
∫
G(F )\G(A)1
KG,Omin,z(g, g) d
1g,
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JTOsub,z(f) =
∫
G(F )\G(A)1
{
KG,Osub,z(g, g)
−
∑
δ∈P1(F )\G(F )
KP1,{z}(δg, δg) τ̂P1(HP1(δg)− T )
}
d1g,
JTO′
sub,z
(f) =
∫
G(F )\G(A)1
{
KG,O′
sub,z
(g, g)
−
∑
δ∈P2(F )\G(F )
KP2,{z}(δg, δg) τ̂P2(HP2(δg)− T )
}
d1g,
and
JTOreg,z(f) =
∫
G(F )\G(A)1
{
KG,Oreg,z(g, g)
−
∑
δ∈P1(F )\G(F )
KP1,{zu1}M1 (δg, δg) τ̂P1(HP1(δg)− T )
−
∑
δ∈P2(F )\G(F )
KP2,{zu1}M2 (δg, δg) τ̂P2(HP2(δg)− T )
+
∑
δ∈P0(F )\G(F )
KP0,{z}(δg, δg) τ̂P0(HP0(δg)− T )
}
d1g.
We will show that these integrals converge absolutely for any T ∈ a+0
(cf. Theorems 6.1, 6.2, 6.3, and 6.4). Hence, the integral JToz(f) satisfies
the equality
JToz(f) = J
T
Otri,z
(f) + JTOmin,z(f) + J
T
Osub,z
(f) + JTO′
sub,z
(f) + JTOreg,z(f).
Clearly, we see that JTOtri,z(f) = volG f(z). We set
fK(g) =
∫
K
f(k−1gk) dk (f ∈ C∞c (G(A)1), g ∈ G(A)1)
and
fKS(gS) =
∫
KS
f(k−1S gSkS) dkS (f ∈ C∞c (G(FS)1), gS ∈ G(FS)1).
The orbital integral over the G(FS)-conjugacy class of nmin(1) endowed
with a suitable measure is
JG(z nmin(1), f) = cS
∫
FS
fKS(z nmin(x)) |x|S dx
where dx is the Haar measure on FS defined in Section 2.1 and the
constant cS was defined in Section 2.2.
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Theorem 6.1. Assume that S contains Σ∞ and z ∈ Z(Ov) (∀v 6∈ S).
Let f ∈ C∞c (G(FS)1). The integral JTOmin,z(f) converges absolutely and
satisfies
JTOmin,z(f) =
volM2
2 cF
∫
A×
fK(z nmin(x)) |x|2d×x
=
volM2 ζ
S
F (2)
2 cF
JG(z nmin(1), f),
where d×x is the Haar measure on A× which was defined in Section
2.1.
Proof. This theorem is easily proved if we consider the centralizer of
nmin(1). 
If S contains Σ∞, then we have
JTM1(z, f) =
∫
NP1(FS)
fKS(z n)wM1(1, n, T ) dn
(cf. Proposition 5.4). The spaces V and V ss were defined in Section 4.1.
For dS ∈ F×, we set V ss(FS, dS) = {x ∈ V ss(FS) | −det(x) ∈ dS(F×S )2}
(cf. Section 4.4). Let dx be the Haar measure on V (FS) defined in
Section 4.4. For any y ∈ V ss(FS, dS) and a suitably chosen measure on
the G(FS)-conjugacy class of nsub(y), we have
JG(z nsub(y), f) = 2
|S|cS
∫
V ss(FS ,dS)
fKS(z nsub(x)) dx,
where the constant cS was defined in Section 2.2. Let ∼S denote
the equivalence relation on V ss(FS) such that x ∼S y if and only if
det(x−1y) ∈ (F×S )2. Then, V ss(FS, dS) is an equivalence class in V ss(FS)
with respect to ∼S. Since any equivalence class contains an element in
V ss(F ), we have V ss(FS)/∼S = V ss(F )/∼S. Note that there exists a
bijection between V ss(F )/∼S and F×/(F× ∩ (F×S )2).
Theorem 6.2. Assume that S contains Σ∞∪Σ2 and z ∈ Z(Ov) (∀v 6∈
S). Let f ∈ C∞c (G(FS)1). The integral JTOsub,z(f) converges absolutely.
If we identifyM1 with G
′ = GL(1)×GL(2) by (4.3) and we set Φz(x) =
fK(z nsub(x)), then we have
JTOsub,z(f) =Z
GSp(2)(Φz, 3/2, T1)
=
volM1
2
JTM1(z, f)
+
volM1
2 cF
∑
x∈V ss(F )/∼S
CF (S,− det(x)) JG(z nsub(x), f)
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where ZGSp(2)(Φ, s, T1) and CF (S, α) were defined in Section 4.8.
Proof. The notation V st(F ) was defined in Section 4.1. For s ∈ C, we
set
λ = (2s− 3)̟1 ∈ a∗M1,C
throughout this proof. We consider the zeta integral
JTOsub,z(f, λ) =
∫
P1(F )\G(A)1
( ∑
x∈V st(F )
f(g−1znsub(x)g)
−
∫
NP1 (A)
f(g−1zng) dn τˆP1(HP1(g)− T )
)
e−λ(HP1 (g)) d1g.
For x ∈ V st(F ) and δ ∈ G(F ), we see that δ ∈ P1(F ) if and only if
δ−1nsub(x)δ ∈ P1(F ). Hence, it follows that
KG,Osub,z(g, g) =
∑
δ∈P1(F )\G(F )
∑
x∈V st(F )
f(g−1δ−1z nsub(x) δg).
Therefore, we formally have
JTOsub,z(f) = J
T
Osub,z
(f, 0).
Of course, we need only the absolute convergence of JTOsub,z(f, λ) at
λ = 0 (i.e., s = 3/2) for this theorem. However, it is better to consider
JTOsub,z(f, λ) for any s with a view to the general formulation (cf. [Ho3]
and the proof of Theorem 6.4). Furthermore, our proof gives absolute
convergence and holomorphy of JTOsub,z(f, λ). By direct calculation we
easily see
e−λ(HP1 ((a,h
′))) = e−(2s−3)̟1(HP1 ((a,h
′))) = | det(h′)|2s−3
and
τ̂P1(HP1((a, h
′))− T ) =
{
1 if − log | det(h′)| − T1 > 0,
0 if − log | det(h′)| − T1 < 0,
where (a, h′) ∈ GL(1,A)1×GL(2,A) ∼= M1(A)∩G(A)1 by (4.3). Hence,
we also get absolute convergence and holomorphy of ZGSp(2)(Φz, s, T1)
and ZSp(2)(Φz, s, T1) for Re(s) > 5/4. They were already used in the
argument of Section 4.8.
We will show that
(6.2)
∫
P1(F )\G(A)1
∣∣∣ ∑
x∈V st(F )
f(g−1δ−1znsub(x)δg)
−
∫
NP1 (A)
f(g−1zng) dn τˆP1(HP1(g)− T )
∣∣∣ |e−(2s−3)̟1(HP1 (g))| d1g
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converges for Re(s) > 5/4. From this we have the absolute convergence
of JTOsub,z(f) and the equality
JTOsub,z(f) = J
T
Osub,z
(f, 0) = ZGSp(2)(Φz, 3/2, T1).
Moreover, the formula follows from (4.8) and Theorem 4.22.
We now give a proof for the convergence of (6.2) for Re(s) > 5/4 by
an argument similar to the other cases, which is inspired by Shintani’s
argument in [Sh, Section 2 in Chapter 1]. We are studying the pre-
homogeneous vector space (H, V ), where the group H = GL(2) acts
by x · h 7→ thxh (h ∈ H , x ∈ V ). For x ∈ V , let Hx be the con-
nected component of 1 in the stabilizer of x in H . Since X(Hx1)F is
not trivial (cf. Lemma 4.2) and x1 is a regular point, it is difficult to
deal directly with zeta functions for (H, V ). The idea is to deduce their
properties from those of zeta functions for the prehomogeneous vector
space (B, V ), where B is the subgroup of lower triangular matrices.
Indeed, X(Bx)F is trivial for any regular point x in V . In addition, we
do not use the smoothed Eisenstein series. This is completely different
from [Sh] and [Y]. It seems difficult to prove the convergence of (6.2)
using the smoothed Eisenstein series, because such argument requires
a cancellation (cf. [D, Section 3.8] and [Y, p.373]).
We will bound (6.2) by (6.3) + (6.5) + (6.6). This means that we
reduce the problem of the convergence of (6.2) to that of (6.6), which
is identified with the absolute value of a part of a modified zeta integral
for (B, V ). First, we have
(6.2) ≤ (6.3) + (6.4),
(6.3)
∫
P1(F )\G(A)1
∣∣∣ ∑
x∈V st(F )
f(g−1znsub(x)g)
∣∣∣
{1− τˆP1(HP1(g)− T )} |e−(2s−3)̟1(HP1 (g))| d1g,
(6.4)
∫
P1(F )\G(A)1
∣∣∣ ∑
x∈V st(F )
f(g−1znsub(x)g)−
∫
NP1 (A)
f(g−1zng) dn
∣∣∣
τˆP1(HP1(g)− T ) |e−(2s−3)̟1(HP1 (g))| d1g.
It is clear that (6.3) converges absolutely for any s. Hence, we will show
the absolute convergence of (6.4). We use the same notation F P (x, T )
as [Ar8, p.37] and [Ar2, §6]. Let τQP denote the characteristic function
of {a ∈ aQP | 〈a, α〉 > 0 (∀α ∈ ∆QP )}. Then, we have
(6.4) ≤ (6.5) + (6.6),
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(6.5)
∫
P1(F )\G(A)1
∣∣∣ ∑
x∈V st(F )
f(g−1znsub(x)g)−
∫
NP1 (A)
f(g−1zng) dn
∣∣∣
|e−(2s−3)̟1(HP1 (g))|F P1(g, T ) τˆP1(HP1(g)− T ) d1g,
(6.6)
∫
P0(F )\G(A)1
∣∣∣ ∑
x∈V st(F )
f(g−1znsub(x)g)−
∫
NP1 (A)
f(g−1zng) dn
∣∣∣
|e−(2s−3)̟1(HP1 (g))| τP1P0 (HP0(g)− T ) τˆP1(HP1(g)− T ) d1g.
Now, there are T ′ ∈ R and a compact subset ω of P0(A)1 such that
F P1(g, T ) is the characteristic function in g of the projection of the set
SP1(T ′, T ) =
{
g = pak
∣∣∣ p ∈ ω, k ∈ K, eT ′ < t−11 t2 ≤ e2T2−T1 ,
a = diag(t−11 , t
−2
2 , t1, t2) ∈ A+M0
}
onto P1(F )\G(A)1. We use a decomposition of g ∈ G(A)1 as
(6.7)
g =
(
I2 ∗
O2 I2
)
1 −b 0 0
0 1 0 0
0 0 1 0
0 0 b 1


a−11 0 0 0
0 a−12 0 0
0 0 a1c 0
0 0 0 a2c
 k ∈ G(A)1
where k ∈ K. By P1(F ) = P0(F ) ∪ P0(F )w0NP0(F ), for any g ∈
G(F )SP1(T ′, T ), there exists δ ∈ M0(F ) ∪ P0(F )w0 such that δg ∈
N0(F )S
P1(T ′, T ). Hence, using
T ′ < α2(HP0(g)) ≤ 2T2 − T1 (g ∈ N0(F )SP1(T ′, T ))
and
α2(HP0(w0g)) = − log |a−11 a2| − 2 log ||(1, a1a−12 b)|| (g ∈ G(A)1),
we easily deduce
(6.8) − 2T2 + T1 − 2 log ‖(1, a1a−12 b)‖ < α2(HP0(g)) ≤ 2T2 − T1
for any g ∈ G(F )SP1(T ′, T ). Let τ 1T,sub(r1, r2) denote the characteristic
function of
{(r1, r2) ∈ R2 | r1 + r2 < −T1 and r2 − r1 ≤ 2T2 − T1}.
Using (6.8) and the Poisson summation formula on V (F ), we have
(6.5) < (constant)×{(6.9)+ (6.10)+ (6.11)+ (6.12)+ (6.13)+ (6.14)},
where the summands are as follows:
(6.9)
∫
M1(F )\M1(A)1
F P1(m, T ) d1m
∫ e−T1
0
t2sd×t
∣∣∣Φz((0 00 0
)
)
∣∣∣,
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(6.10)
∫
F×\A1
d1c
∫
F×\A×
d×a1
∫
F×\A×
d×a2 |a1|2s+1|a2|2s−1
τ 1T,sub(log |a1|, log |a2|)
∑
x∈F×
∣∣∣Φz((a21cx 00 0
)
)
∣∣∣,
(6.11)
∫
F×\A1
d1c
∫
A
db
∫
F×\A×, |a2|<e−T1
d×a2 |a2|2s {1 + log ‖(1, b)‖}∑
x∈F×
∣∣∣Φz(c(2a2b a2xa2x 0
)
)
∣∣∣,
(6.12)
∫
F×\A1
d1c
∫
GL(2,A), | det(h′)|<e−T1
dh′ | det(h′)|2s−3∑
x∈V st(F )
∣∣Φˆz(c−1h′−1x th′−1)∣∣,
(6.13)
∫
F×\A1
d1c
∫
A
db
∫
F×\A×, |a1|<e−T1
d×a1
|a1|2s−3 {1 + log ‖(1, b)‖}
∑
x∈F×
∣∣∣Φˆz(c( 0 a−11 xa−11 x −2a−11 b
)
)
∣∣∣,
(6.14)
∫
F×\A1
d1c
∫
F×\A×
d×a1
∫
F×\A×
d×a2
|a1|2s−2|a2|2s−4 τ 1T,sub(log |a1|, log |a2|)
∑
x∈F×
∣∣∣Φˆz((0 00 a−22 c−1x
)
)
∣∣∣.
The function τ 1T,sub(log |a1|, log |a2|) means that the domain of the in-
tegration for (a1, a2) is{
(a1, a2) ∈ F×\A××F×\A×
∣∣∣ (|a1| > e−T2 and |a2| < |a1|−1e−T1) or
(|a1| < e−T2 and |a2| < |a1|e2T2−T1)
}
.
Hence, (6.10) converges for Re(s) > 1/2. We can similarly see that
(6.14) converges for Re(s) > 1/2. The terms (6.11) and (6.13) con-
verge for Re(s) > 1 by [Y, Proposition 2.12] (cf. Section 4.9). The
convergence of (6.9) and (6.12) is trivial. Thus, (6.5) converges for
Re(s) > 1.
In order to simplify notation, we use the characteristic function
τ 2T,sub(r1, r2) (resp. τ
3
T,sub(r1, r2)) of
{(r1, r2) ∈ R2 | r2 > −T1 + T2 and r1 < −r2 − T1}
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(resp. {(r1, r2) ∈ R2 | r2 < −T1 + T2 and r1 < r2 + T1 − 2T2} ).
By the decomposition (6.7) we have
τP1P0 (HP0(g)− T ) τˆP1(HP1(g)− T ) ={
1 if log |a1a2| < −T1 and log |a1a−12 | < T1 − 2T2,
0 otherwise.
Hence,
(6.6) = (6.15) + (6.16),
(6.15)
∫
P0(F )\G(A)1
∣∣∣ ∑
x∈V st(F )
f(g−1znsub(x)g)−
∫
NP1 (A)
f(g−1zng) dn
∣∣∣
|e−(2s−3)̟1(HP1 (g))| τ 2T,sub(log |a1|, log |a2|) d1g,
and
(6.16)
∫
P0(F )\G(A)1
∣∣∣ ∑
x∈V st(F )
f(g−1znsub(x)g)−
∫
NP1 (A)
f(g−1zng) dn
∣∣∣
|e−(2s−3)̟1(HP1 (g))| τ 3T,sub(log |a1|, log |a2|) d1g
where a1 and a2 are determined by (6.7). The set{
xm1,m12,m2 =
(
1 m12
0 1
)(
m1 0
0 m2
)(
1 0
m12 1
)
∈ V (F )∣∣∣m2 ∈ F× , m1, m12 ∈ F}
is decomposed into
V st(F ) ∪ {xm1,m12,m2 |m2 ∈ F×, m12 ∈ F , m1 = 0}(6.17)
∪ {xm1,m12,m2 |m2 ∈ F×, m12 ∈ F , m1 = −m2(F×)2}
(disjoint union), since V st(F ) can be expressed by
V st(F ) =
{
xm1,m12,m2 ∈ V (F )∣∣∣m2 ∈ F× , m12 ∈ F , m1 ∈ F× − (−m2)(F×)2}.
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It is clear that (6.15) is bounded by (6.18) + (6.19), where we set
(6.18)
∫
A
db
∫
F×\A1
d1c
∫
F×\A×
d×a1
∫
F×\A×
d×a2
|a1|2s |a2|2s−2 τ 2T,sub(log |a1|, log |a2|)∑
m2∈F×
∑
m1∈F×−(−m2)(F×)2
∣∣∣Φz(c(a21m1 +m−12 a−22 b2 bb a22m2
)
)
∣∣∣,
and
(6.19)
cF
2s− 2
∫
F×\A1
d1c
∫
F×\A×, |a2|>e−T1+T2
d×a2 |a2|−2
∣∣∣Φˆz((0 00 0
)
)
∣∣∣
if Re(s) > 1. There exist functions φ1, φ2 ∈ C∞c (A) such that∑
m1∈F×−(−m2)(F×)2
|Φz(∗)| < |a1|−2 × φ1(cb)× φ2(ca22m2).
Therefore, it follows that (6.18) and (6.19) are convergent for Re(s) > 1.
So, we get the absolute convergence of (6.15) for Re(s) > 1. By the
decompositions (6.7) and (6.17) and repeated application of the Poisson
summation formula we have
(6.16) < (constant)×{(6.20)+(6.21)+(6.22)+(6.23)+(6.24)+(6.25)},
where the summands are as follows:
(6.20)
∫
A
db
∫
F×\A1
d1c
∫
F×\A×
d×a1
∫
F×\A×
d×a2
|a1|2s |a2|2s−2 τ 3T,sub(log |a1|, log |a2|)
∑
m2∈F×
∣∣∣Φz(c(m−12 a−22 b2 bb a22m2
)
)
∣∣∣,
(6.21)
∫
A
db
∫
F×\A1
d1c
∫
F×\A×
d×a1
∫
F×\A×
d×a2
|a1|2s|a2|2s−2 τ 3T,sub(log |a1|, log |a2|)∑
m2∈F×
∑
α1∈F×
∣∣∣Φz(c(−m2(a1α1)2 +m−12 a−22 b2 bb a22m2
)
)
∣∣∣,
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(6.22)
∫
A
db
∫
F×\A1
d1c
∫
F×\A×
d×a1
∫
F×\A×
d×a2
|a1|2s−2|a2|2s−2 τ 3T,sub(log |a1|, log |a2|)∑
m1∈F×
∑
m2∈F×
∣∣∣Φˆ1z((c−1a−21 m1 cbcb ca22m2
)
)
∣∣∣,
(6.23)
∫
F\A
db
∫
F×\A1
d1c
∫
F×\A×
d×a1
∫
F×\A×
d×a2
|a1|2s−2|a2|2s−2τ 3T,sub(log |a1|, log |a2|)∑
m12∈F×
∑
m2∈F×
∣∣∣Φˆ1,12z (( 0 c−1a−11 a−12 m12c−1a−11 a−12 m12 ca22m2
)
)
∣∣∣,
(6.24)
cF
2s− 2
∫
F×\A1
d1c
∫
F×\A×, |a2|<e−T1+T2
d×a2 |a2|4s−4
∣∣∣Φˆ1,12z ((0 00 0
)
)
∣∣∣,
(6.25)
cF
2s− 2
∫
F×\A1
d1c
∫
F×\A×, |a2|<e−T1+T2
d×a2 |a2|4s−6∑
m2∈F×
∣∣∣Φˆz((0 00 c−1a−22 m2
)
)
∣∣∣.
In the above equations, we assume Re(s) > 1 and we set
Φˆ1z(
(
x1 x12
x12 x2
)
) =
∫
A
Φz(
(
y1 x12
x12 x2
)
)ψF (x1y1) dy1
and
Φˆ1,12z (
(
x1 x12
x12 x2
)
) =
∫
A
∫
A
Φz(
(
y1 y12
y12 x2
)
)ψF (x1y1+2x12y12) dy1 dy12.
It is trivial that (6.20), (6.24), and (6.25) converge for Re(s) > 1. We
also see that (6.22) and (6.23) converge for any s. For (6.21), there
exist functions φ3, φ4 ∈ C∞c (A) such that∑
α1∈F×
|Φz(∗)| < |a1|−1 × φ3(cb)× φ4(ca22m2).
Therefore, (6.21) converges for Re(s) > 5/4. Hence, we have proved
that (6.16) and (6.6) converge for Re(s) > 5/4. Thus, we obtain the
convergence of (6.2) for Re(s) > 5/4. 
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For S ⊃ Σ∞ we have
JTM2(z, f) =
∫
NP2(FS)
fKS(z n)wM2(1, n, T ) dn
by the definition (cf. Proposition 5.4).
Theorem 6.3. Assume that S contains Σ∞∪Σ2 and z ∈ Z(Ov) (∀v 6∈
S). Let f ∈ C∞c (G(FS)1). The integral JTO′
sub,z
(f) converges absolutely.
We also have
JTO′
sub,z
(f) =
volM2
2
JTM2(z, f) +
volM1
2 cF
d
ds
ζSF (s)|s=3
ζSF (3)
JG(z nsub(x1), f).
Proof. Throughout this proof, we set uz = z nsub(
(
0 1
1 0
)
). Then
we have O′sub,z = {uz}G, Guz = {diag(a, b, b, a) | a, b ∈ Gm}NP1, and
Guz ,+ = Guz ∪ w0Guz .
Let d×x (resp. dn13) denote the Haar measure on A× (resp. A)
which was defined in Section 2.1. First, we will show
(6.26) JTO′
sub,z
(f) =
volM0
2 cF
∫
A×
∫
A
fK(z ν2(0, n13, x))
|x|2 {log ‖(x, n13/2)‖+ 2T2} dn13 d×x.
It is clear that the integral converges absolutely (cf. [Y, Section 2] and
Section 4.9). We consider the integral
(6.27)
∫
G(F )\G(A)1
{ ∑
δ∈Guz,+\G(F )
f(g−1δ−1uzδg)
−
∑
δ1∈Guz\G(F )
f(g−1δ−11 uzδ1g)τ̂P2(HP2(δ1g)− T )
}
d1g.
Since ∑
δ∈Guz ,+\G(F )
f(g−1δ−1 uz δg)
−
∑
δ1∈Guz\G(F )
f(g−1δ−11 uz δ1g)τ̂P2(HP2(δ1g)− T ) =
1
2
∑
δ∈Guz\G(F )
f(g−1δ−1 uz δg){1−τ̂P2(HP2(g)−T )−τ̂P2(HP2(w0g)−T )},
we easily prove the absolute convergence of (6.27) by using Lemma 5.2
and the absolute convergence of (6.26). Formally we have
JTO′
sub,z
(f) = (6.27) + (6.28)
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where
(6.28)
∫
G(F )\G(A)1
∑
δ1∈P2(F )\G(F )
{ ∑
δ∈Guz \P2(F )
f(g−1δ−11 δ
−1 uz δδ1g)
−
∫
NP2(A)
f(g−1δ−11 znδ1g) dn
}
τ̂P2(HP2(δ1g)− T ) d1g.
If we show that the integral (6.28) converges absolutely, then the ab-
solute convergence of JTO′
sub,z
(f) follows. We easily see∫
P2(F )\G(A)1
∣∣∣ ∑
δ∈Guz\P2(F )
f(g−1δ−1 uz δg)−
∫
NP2 (A)
f(g−1zng) dn
∣∣∣
τ̂P2(HP2(g)− T ) d1g < (6.29) + (6.30)
where
(6.29)∫
P2(F )\G(A)1
∣∣∣ ∑
δ∈Guz\P2(F )
f(g−1δ−1 uz δg)−
∫
NP2 (A)
f(g−1zng) dn
∣∣∣
F P2(g, T ) τ̂P2(HP2(g)− T ) d1g
and
(6.30)∫
P0(F )\G(A)1
∣∣∣ ∑
δ∈Guz\P2(F )
f(g−1δ−1 uz δg)−
∫
NP2 (A)
f(g−1zng) dn
∣∣∣
τP2P0 (HP0(g)− T ) τ̂P2(HP2(g)− T ) d1g.
Note that
{δ−1 uz δ | δ ∈ Guz\P2(F )} = (z NP2(F )) ∩O′sub,z.
Since Theorem 6.1 is already proved, it suffices to show convergence of
the integral with O′sub,z replaced by
O¯′sub,z = O
′
sub,z ∪Omin,z ∪Otri,z.
However, the intersection of the latter union with P2(F ) isNP2-invariant,
and we can apply Poisson summation as in [Ar2, p.945–947] to prove
the convergence of (6.29). Therefore, we have only to prove the con-
vergence of (6.30).
For this purpose, we use the notation
ν2(n12, n13, n14) = ν(n12, n13, n14, 0) ∈ NP2.
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where ν(n12, n13, n14, n24) was defined in (5.1). Let dn∗ denote the Haar
measure on A defined in Section 2.1. We set
fz,13(x12, x14) =
∫
A
f(z ν2(x12, n13, x14)) dn13,
fˆz,13(x12, x14) =
∫
A
∫
A
fz,13(n12, n14)ψF (x12n12)ψF (x14n14) dn12 dn14.
Put
(6.31)
g =
(
I2 ∗
O2 I2
)
1 −n13/2 0 0
0 1 0 0
0 0 1 0
0 0 n13/2 1


a−11 0 0 0
0 a−12 0 0
0 0 a1c 0
0 0 0 a2c
 k
∈ G(A)1
where k ∈ K. Then, we have
τP2P0 (HP0(g)− T ) τˆP2(HP2(g)− T ) ={
1 if log |a1| < −T2 and log |a2| < −2T1 + 2T2,
0 otherwise.
We denote by τ ′T,sub(t12, t14) the characteristic function of
{(t12, t14) ∈ R2 | t12 + t14 < −2T2 and − t12 + t14 < −4T1 + 4T2},
to simplify the description of τP2P0 (HP0(g) − T ) τˆP2(HP2(g) − T ) for
|a1| = e(t12+t14)/2 and |a2| = e(−t12+t14)/2. By using the decomposi-
tion (6.31), change of variable ((a12, a14, a2) = (a1a
−1
2 , a1a2c, a2) on
A1 × A1 × A1, (|a12|, |a14|) = (|a1a−12 |, |a1a2|) on (R×)0 × (R×)0), and
the Poisson summation formula, we have
(6.30) < (constant)× {(6.32) + (6.33) + (6.34) + (6.35) + (6.36)},
where the summands are as follows:
(6.32)∫
A×/F×
d×a12
∫
A×/F×
d×a14 |a14|2 τ ′T,sub(log |a12|, log |a14|) |fz,13(0, 0)|,
(6.33)
∫
A×/F×
d×a12
∫
A×/F×
d×a14 |a12|−1 |a14|
τ ′T,sub(log |a12|, log |a14|)
∑
α12∈F×
∑
α14∈F×
|fˆz,13(a−112 α12, a−114 α14)|,
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(6.34)
∫
A×/F× , |a12|−1<e−2T1+3T2
d×a12 |a12|−2
∑
α12∈F×
|fˆz,13(a−112 α12, 0)|,
(6.35)
∫
A×/F× , |a12|−1>e−2T1+3T2
d×a12
∑
α12∈F×
|fˆz,13(a−112 α12, 0)|,
(6.36)∫
A×/F× , |a14|−1>e−2T1+T2
d×a14 (1 + |a14|2)
∑
α14∈F×
|fˆz,13(0, a−114 α14)|.
The function τ ′T,sub(log |a12|, log |a14|) means that the domain of the
integration for (a12, a14) is{
(a12, a14) ∈ F×\A× × F×\A×∣∣∣ (|a12| > e−2T1+3T2 and |a14| < |a12|−1e−2T2) or
(|a12| < e−2T1+3T2 and |a14| < |a12|e−4T1+4T2)
}
.
Hence, the convergence of (6.32) and (6.33) follows. The convergence
of (6.34), (6.35), and (6.36) is trivial. Therefore, the integral (6.30)
converges absolutely. Furthermore, we have proved that the integrals
(6.28) and JTO′
sub,z
(f) are absolutely convergent.
Let d1p denote the Haar measure on P2(A)1 induced from d1g. We
deduce from the mean-value formula (2.4) that∫
P2(F )\P2(A)1
∑
δ∈Guz\P2(F )
fK(a
−1p−1δ−1 uz δpa) d
1p
= volM2
∫
NP2 (A)
fK(za
−1na) dn
=
∫
P2(F )\P2(A)1
∫
NP2 (A)
fK(a
−1p−1 zn pa) dn d1p
where a ∈ (AGM2)+. Therefore, (6.28) vanishes and we have proved
(6.26).
If we consider the Iwasawa decomposition of SL(2,A) in the right
hand side of (2.4), then (6.26) is equal to
JTO′
sub,z
(f) =
volM2
2
∫
A
∫
A
∫
A
fK(z ν2(n12, n13, n14))
{log ‖(n12, n13/2, n14)‖+ 2T2} dn12 dn13 dn14.
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Let dn∗,v denote the Haar measure on Fv defined in Section 2.1. For
each v 6∈ S, we can show that∫
NP2 (Ov)
log ‖(n12,v, n13,v, n14,v)‖v dn12,v dn13,v dn14,v = q
−3
v log(q
−1
v )
1− q−3v
.
by direct calculation. Using (2.4) and the same argument as the proof
of Theorem 4.13, we have
volM2
2
∫
NP2(FS)
fKS(z n) dn =
volM2
2
∫
NP2 (A)
fK(z n) dn
=
1
2
∫
N1(A)M2,uz (A)\N2(A)M2(A)
fK(m
−1n−1uznm) e
−ρP2 (HP2 (m)) dn dm
=
1
2
∫
N1(A)M1,uz (A)\N1(A)M1(A)
fK(m
−1n−1uznm) e
−ρP1 (HP1 (m)) dn dm
=
volM1
2 cF
JG(z nsub(x1), f).
Hence, the proof is completed. 
For S ⊃ Σ∞, we have
JTM0(z, f) =
∫
NP0(FS)
fKS(z n)wM0(1, n, T ) dn
by definition (cf. Proposition 5.3). Again, we use the notation
ν(n12, n13, n14, n24)
defined in (5.1). Choosing Haar measures on unipotent conjugacy
classes over FS, the weighted orbital integrals J
T
M1
(zν(1, 0, 0, 0), f),
JTM2(zν(0, 0, 0, 1), f), and JG(zν(1, 0, 1, 1), f) are given by
JTM1(zν(1, 0, 0, 0), f) = cS
∫
NP0 (FS)
fKS(z n)wM1(1, n, T ) dn,
JTM2(zν(0, 0, 0, 1), f) = cS
∫
NP0 (FS)
fKS(z n)wM2(1, n, T ) dn,
and
JG(zν(1, 0, 1, 1), f) = c
2
S
∫
NP0(FS)
fKS(z n) dn
(cf. Proposition 5.4).
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Theorem 6.4. Assume that S contains Σ∞∪Σ2 and z ∈ Z(Ov) (∀v 6∈
S). Let f ∈ C∞c (G(FS)1). The integral JTOreg,z(f) converges absolutely.
Furthermore, we obtain
JTOreg,z(f) =
volM0
8
JTM0(z, f) +
volM0
4 cF
cF (S) J
T
M1
(zν(1, 0, 0, 0), f)
+
volM0
4 cF
cF (S) J
T
M2
(zν(0, 0, 0, 1), f)
+
volM0
4 c2F
{
2(cF (S))
2 + 3c′F (S) c
S
F
}
JG(zν(1, 0, 1, 1), f).
Proof. By [Ar2], the integral defining JToz(f) is absolutely convergent.
Subtracting the integrals defining JTOtri,z(f), J
T
Omin,z
(f), JTOsub,z(f) and
JTO′
sub,z
(f), which are absolutely convergent by the preceding theorems,
we obtain the absolute convergence of JTOreg,z(f). We will also get an
alternative proof for the absolute convergence in the process of our
proof of the above formula. A change of variables shows that JTOreg,z(f)
is the value at λ = 0 of
JTOreg,z(f, λ) =
∫
P0(F )\G(A)1
( ∑
ν∈NP0 (F )
ν /∈NP1 (F )∪NP2 (F )
f(g−1zνg)
−
∑
ν∈NP0 (F )/NP1 (F )
ν /∈NP1 (F )
∫
NP1 (A)
f(g−1zνng) dn τˆP1(HP1(g)− T )
−
∑
ν∈NP0 (F )/NP2 (F )
ν /∈NP2 (F )
∫
NP2 (A)
f(g−1zνng) dn τˆP2(HP2(g)− T )
+
∫
NP0(A)
f(g−1zng) dn τˆP0(HP0(g)− T )
)
e−λ(HP0 (g)) d1g.
We will show that JTOreg,z(f, λ) converges absolutely for a range con-
taining λ = 0. Now, the absolute integral of JTOreg,z(f, λ) is bounded by
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(6.37) + (6.38) + (6.39) where
(6.37)
∫
P0(F )\G(A)1
∣∣∣ e−λ(HP0 (g)){ ∑
n12,n24∈F×
∑
n13,n14∈F
f(g−1ν(n12, n13, n14, n24)g)
−
∑
n12∈F×
∫
NP1 (A)
f(g−1ν(n12, 0, 0, 0)ng) dn τ
P2
P0
(HP0(g)− T )
−
∑
n24∈F×
∫
NP2 (A)
f(g−1ν(0, 0, 0, n24)ng) dn τ
P1
P0
(HP0(g)− T )
+
∫
NP0(A)
f(g−1ng) dn τGP0(HP0(g)− T )
}∣∣∣d1g,
(6.38)∫
P0(F )\G(A)1
∣∣∣e−λ(HP0 (g)){ ∑
n12∈F×
∫
NP1 (A)
f(g−1ν(n12, 0, 0, 0)ng) dn
−
∫
NP0 (A)
f(g−1ng) dn τP1P0 (HP0(g)− T )
}
{τP2P0 (HP0(g)− T )− τ̂P1(HP0(g)− T )}
∣∣∣d1g,
and
(6.39)∫
P0(F )\G(A)1
∣∣∣e−λ(HP0 (g)) { ∑
n24∈F×
∫
NP2(A)
f(g−1ν(0, 0, 0, n24)ng) dn
−
∫
NP0 (A)
f(g−1ng) dn τP2P0 (HP0(g)− T )
}
{τP1P0 (HP0(g)− T )− τ̂P2(HP0(g)− T )}
∣∣∣d1g.
We set
f˜z,g(n12, n13, n14, n24) =∫
A⊕2
f(g−1z ν(n12, u13, u14, n24)g)ψF (n13u13 + n14u14) du13 du14
and
g = ν(u12, u13, u14, u24) diag(a
−1
1 , a
−1
2 , ca1, ca2) k ∈ P0(F )\G(A)1
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where k ∈ K. Then, using the Poisson summation formula, we have
(6.40)
∑
ν∈NP0(F ), ν /∈NP1 (F )∪NP2 (F )
f(g−1zνg) =
∑
n12,n24∈F×
∑
n13,n14∈F
f˜z,k(a1a
−1
2 n12, a
−2
1 c
−1n13, a
−1
1 a
−1
2 c
−1n14, a
2
2cn24)
× |a1|−3|a2|−1 ψF (−a−21 c−1n13♦)ψF (−a−11 a−12 c−1n14♥)
where ♦ and ♥ are polynomials of a1, a2, c, u∗, and n∗. Let
λ = λ1̟1 + λ2̟2 ∈ a∗0,C.
Then, we have
e−λ(HP0 (g)) = |a1a2|λ1 |a1|λ2 = |a1a−12 |λ1+λ2 |a22|λ1+λ2/2.
We will show that (6.37) converges if Re(λ1+ λ2+1) > 0 and Re(λ1+
λ2/2 + 1) > 0. We consider the domain
Di,j = {(a1, a2) ∈ A× × A× | (−1)i log |a1a−12 | > 0 , (−1)j log |a22| > 0}
where (i, j) = (0, 0), (1, 0), (0, 1), or (1, 1). By (6.40) and the argument
of Section 3, it is sufficient to prove that the integral
(6.41)
∫
Di,j
d×a1 d
×a2
∫
A1
d×c
|a1a−12 |Re(λ1+λ2+1)|a22|Re(λ1+λ2/2+1)
∑
n12,n24∈F×∑
(n13,n14)∈F⊕F−{(0,0)}
|φ(a1a−12 n12, a−21 c−1n13, a−11 a−12 c−1n14, a22cn24)|
converges for any φ ∈ C∞c (A⊕4) and any (i, j). If (i, j) = (1, 0), then
we have
|a−21 ||a22| = |a1a−12 |−2 > 1, |a−11 a−12 ||a22| = |a1a−12 |−1 > 1.
If (i, j) = (0, 1), then
|a−21 ||a1a−12 |2 = |a22|−1 > 1, |a−11 a−12 ||a1a−12 | = |a22|−1 > 1.
If (i, j) = (1, 1), then
|a1a−12 ||a−11 a−12 | = |a−22 | > 1, |a−21 ||a22| = |a1a−12 |−2 > 1.
Hence, by using the argument on the convergence of the Tate integrals,
we can see that (6.41) is convergent for any (i, j) . Hence, the conver-
gence of (6.37) follows. By change of variable a1a
−1
2 = a
′
1, we see that
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|a1|λ1+λ2 |a2|λ1 7→ |a′1|λ1+λ2 |a2|2λ1+λ2,∫
A×
|a2|2λ1+λ2{τP2P0 (HP0(g)− T )− τ̂P1(HP0(g)− T )}d×a2
= cF

(e(−T1+T2)(2λ1+λ2) − |a′1|−(λ1+λ2/2)e−T1(λ1+λ2/2))
×(2λ1 + λ2)−1 if 2λ1 + λ2 6= 0,
−T1
2
+ T2 +
1
2
log |a′1| if 2λ1 + λ2 = 0,
and the integral (6.38) converges if Re(λ2/2+1) > 0 and Re(λ1+λ2+
1) > 0. We also find that∫
A×
|a1|λ1+λ2{τP1P0 (HP0(g)− T )− τ̂P2(HP0(g)− T )}d×a1
= cF

(|a2|λ1+λ2e(T1−2T2)(λ1+λ2) − e−T2(λ1+λ2))
×(λ1 + λ2)−1 if λ1 + λ2 6= 0,
T1 − T2 + log |a2| if λ1 + λ2 = 0,
and the integral (6.39) converges if Re(λ1/2+1) > 0 and Re(λ1+λ2/2+
1) > 0. Thus, we have proved that JTOreg,z(f, λ) converges absolutely
for the rangeλ = λ1̟1 + λ2̟2 ∈ a∗0,C ∣∣∣ Re(λ1 + λ2 + 1) > 0,Re(λ1 + λ2/2 + 1) > 0,Re(λ1/2 + 1) > 0, Re(λ2/2 + 1) > 0
 .
Hence, the convergence assertion follows. Furthermore, it follows from
the above-mentioned argument that JTOreg,z(f, λ) uniformly converges
on a neighborhood at λ = 0. Therefore, we have
JTOreg,z(f) = limλ→0
JTOreg,z(f, λ).
Assume that λ belongs to the above range and λ 6= 0. Let U =
NP1 ∩ NP2 , the commutator subgroup of NP0 . For each ν in the first
sum, we have a bijection NP0,ν\NP0 → νU given by η 7→ η−1νη. When
we apply the Iwasawa decomposition to the integral over g, the in-
tegral over NP0(F )\NP0(A) can be combined with the sum over η.
Then we can apply the adelic version of that bijection to the inte-
gral over NP0,ν(A)\NP0(A), while the integral over NP0,ν(F )\NP0,ν(A)
disappears. We consider V = NP0/U as a two-dimensional vector space
with subspaces V1 = NP2U/U and V2 = NP1U/U . If we denote
f˜K,z(v) =
∫
U(A)
fK(zvu) du
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for v ∈ V (A), we obtain
JTOreg,z(f, λ) =
∫
M0(F )\M0(A)∩G(A)1
( ∑
ν∈V (F )
ν /∈V1(F )∪V2(F )
f˜K,z(m
−1νm)
−
∑
ν∈V1(F )
ν 6=0
∫
V2(A)
f˜K,z(m
−1νnm) dn τˆP1(HM0(m)− T )
−
∑
ν∈V2(F )
ν 6=0
∫
V1(A)
f˜K,z(m
−1νnm) dn τˆP2(HM0(m)− T )
+
∫
V (A)
f˜K,z(m
−1nm) dn τˆP0(HM0(m)− T )
)
e−λ(HM0 (m)) δV (m)
−1dm,
where δV is the modular character of the action of M0(A) on V (A). To
simplify notation, we write
(λ1+λ2+1, λ1+λ2/2+1) = (s1, s2), (−T1+2T2, 2T1−2T2) = (T ′1, T ′2).
If we replace τˆP1 , τˆP2 and τˆP0 in this expression by τ
P2
P0
, τP1P0 and τP0 ,
respectively, (as (6.37)), we obtain the zeta integral
(6.42)
volM0
2 c2F
ζ
(1,1)
F⊕F (f˜K,z, (s1, s2), (T
′
1, T
′
2))
in the notation of Section 3, where H = {1} and therefore ι is omitted.
We have identified V1(F ) and V2(F ) with F via the coordinates n12
resp. n24. If we denote
f˜K,i,z(vi) =
∫
NPi(A)
fK(zvin) dn
for vi ∈ Vi(A), we get
JTOreg,z(f, λ) = (6.42) + (6.43) + (6.44)
where
(6.43)
volM0
2 cF
× e
−(s2−1)T ′2ζ1F (f˜K,1,z, s1, T
′
1)− e−(s2−1)T1ζ1F (f˜K,1,z, s1 − (s2 − 1), T ′1)
s2 − 1
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and
(6.44)
volM0
2 cF
× e
−(s1−1)T ′1ζ1F (f˜K,2,z, s2 + (s1 − 1)/2, T ′2)− e−(s1−1)T2ζ1F (f˜K,2,z, s2, T ′2)
s1 − 1
where (6.43) (resp. (6.44)) corresponds to (6.38) (resp. (6.39)). We set
F(l1, l2) =
∫
F⊕4
S
fKS(z ν0(n12, n13, n14, n24))
(log |n12|S)l1 (log |n24|S)l2 dn12 dn13 dn14 dn24
where l1, l2 ∈ Z≥0. It follows from (3.2) and Theorem 3.4 that
lim
(s1,s2)→(1,1)
(6.42)
=
volM0
2 c2F
ζ
(1,1)
F⊕F (f˜K,z, (1, 1), (T
′
1, T
′
2))
=
volM0
2
F(1, 1) +
volM0
2 cF
cF (S) cS {F(1, 0) + F(0, 1)}
+
volM0
2 c2F
(cF (S))
2 (cS)
2 F(0, 0)
+ (−T1 + 2T2) volM0
2 cF
{
cF F(0, 1) + cF (S) cS F(0, 0)
}
+ (2T1 − 2T2) volM0
2 cF
{
cF F(1, 0) + cF (S) cS F(0, 0)
}
+ (−T1 + 2T2)(T1 − T2) volM0 F(0, 0).
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Furthermore, using the argument of Section 3, we obtain
lim
(s1,s2)→(1,1)
(6.43)
=
volM0
2 cF
d
ds
ζ1F (f˜K,1,z, s, T
′
1)
∣∣∣
s=1
+
volM0
2 cF
(−T1 + 2T2)ζ1F (f˜K,1,z, 1, T ′1)
=
volM0
4 cF
lim
s→1
d2
ds2
(s− 1)2ζ1F (f˜K,1,z, s, T ′1)− (T ′1)2
volM0
4
F(0, 0)
+
volM0
2 cF
(−T1 + 2T2)ζ1F (f˜K,1,z, 1, T ′1)
=
volM0
4
F(2, 0) +
volM0
2 cF
cF (S) cS F(1, 0) +
volM0
2 cF
c′F (S) cS F(0, 0)
+ (−T1 + 2T2)volM0
2 cF
{
cF F(1, 0) + cF (S) cS F(0, 0)
}
+ (−T1 + 2T2)2volM0
4
F(0, 0).
It similarly follows that
lim
(s1,s2)→(1,1)
(6.44)
=
volM0
4 cF
d
ds
ζ1F (f˜K,2,z, s, T
′
2)
∣∣∣
s=1
+
volM0
2 cF
(T1 − T2)ζ1F (f˜K,2,z, 1, T ′2)
=
volM0
8
F(0, 2) +
volM0
4 cF
cF (S) cS F(0, 1) +
volM0
4 cF
c′F (S) cS F(0, 0)
+ (T1 − T2)volM0
2 cF
{
cF F(0, 1) + cF (S) cS F(0, 0)
}
+ (T1 − T2)2volM0
2
F(0, 0).
Therefore, the proof is completed. 
Theorems 6.1, 6.2, 6.3, and 6.4 are summarized as follows.
Theorem 6.5. Assume that S contains Σ∞ ∪ Σ2 and z ∈ Z(Ov)
(∀v 6∈ S). Let f ∈ C∞c (G(FS)1). The integrals JTOmin,z(f), JTOsub,z(f),
JTO′
sub,z
(f), and JTOreg,z(f) converge absolutely for any T ∈ a+0 . Now, we
see that
(UG(F ))G,S = {1, nmin(1), nsub(x), nreg(1) | x ∈ V ss(F )/∼S }.
For the coefficients in the fine expansion of Joz(f) (cf. Section 1.1),
we have
aG(S, z nmin(1)) =
volM2
2 cF
ζSF (2),
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aG(S, z nsub(x)) =
volM1
2 cF
CF (S, α)
+
volM1
2 cF
{
ζSF (3)
−1 d
ds
ζSF (s)|s=3 if x ∼S x1,
0 otherwise,
and
aG(S, z nreg(1)) =
volM0
2 c2F
(cF (S))
2 +
3 volM0
4 c2F
c′F (S) c
S
F .
The contribution of subregular unipotent elements can be expressed
by special values of zeta integrals at s = 0.
Theorem 6.6. Fix a test function f ∈ C∞c (G(A)1). We set Φz(x) =
fK(z nsub(x)) and we recall the identificationM1 ∼= G′ = GL(1)×GL(2)
of (4.3). If we assume Φˆz(0) = 0, then we have
JTOsub,z(f) + J
T
O′
sub,z
(f) = Z
GSp(2)
ad (Φˆz , 0) +
volM0
2 cF
T3(R˜0Φz,K, 0, T2)
where the notations were defined in Section 4.9.
Proof. The formula follows from Proposition 4.25, Theorems 6.2 and
6.3, and (6.26). 
This formula is essentially the same as Shintani’s formula [Sh, Propo-
sition 8]. It is suitable for explicit calculations (cf. [Sh, Section 3] and
[Wa, Section 5]). Actually, by Saito’s calculation [Sa1, Theorem 2.2 and
Corollary 2.3], we can see that an explicit form of Zv(Φˆ0,v, s, χv; dv) is
much simpler than that of Zv(Φ0,v, s, χv; dv) for v ∈ Σ2. This means
that the functional equation makes zeta functions simpler. It would be
interesting to find the reason for this phenomenon.
6.2. Contribution of mixed elements. We use the same notations
as in Section 5.3. Set
u1(α, β) =
(
I2 diag(α, β)
O2 I2
)
where diag(α, β) =
(
α 0
0 β
)
.
Since
o1,z =
⋃
α,β∈F
{σ1,z u1(α, β)}G,
the O-equivalence class o1,z is decomposed into four classes
o1,z = O
1,z
tri ∪ O1,zmin,1 ∪ O1,zmin,2 ∪ O1,zreg
where
O1,ztri = {σ1,z}G, O1,zmin,1 = {σ1,zu1(1, 0)}G, O1,zmin,2 = {σ1,zu1(0, 1)}G,
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O1,zreg =
⋃
α∈F×/(F×)2
{σ1,zu1(1, α)}G.
According to this decomposition we formally have
JTo1,z(f) = J
T
O1,ztri
(f) + JT
O1,zmin,1
(f) + JT
O1,zmin,2
(f) + JT
O1,zreg
(f)
where
JT
O1,ztri
(f) = volGσ1,z JG(σ1,z, f),
JT
O1,z
min,1
(f) =
∫
P2(F )\G(A)1{ ∑
δ∈(P2(F )∩Gσ1,z (F ))\P2(F )
∑
α∈F×
f(g−1δ−1σ1,zu1(α, 0) δg)
−
∫
NP2(A)
f(g−1σ1,zng) dn τ̂P2(HP2(g)− T )
}
d1g,
JT
O1,z
min,2
(f) =
∫
s0P2(F )\G(A)1{ ∑
δ∈(s0P2(F )∩Gσ1,z (F ))\s0P2(F )
∑
β∈F×
f(g−1δ−1σ1,zu1(0, β) δg)
−
∫
Ns0P2(A)
f(g−1σ1,zng) dn τ̂s0P2(Hs0P2(g)− s0T )
}
d1g,
and
JT
O1,zreg
(f) =∫
G(F )\G(A)1
{ ∑
δ∈(P0(F )∩Gσ1,z (F ))\G(F )
∑
α, β∈F×
f(g−1δ−1σ1,zu1(α, β)δg)
−
∑
δ∈P0(F )\G(F )
∑
γ=±σ1,z
∑
β∈F×∫
NP2 (A)
f(g−1δ−1γu1(0, β)nδg) dn τ̂P2(HP2(δg)− T )
−
∑
δ∈M0(F )NP1 (F )\G(F )
∫
NP1 (A)
f(g−1δ−1σ1,znδg) dn τ̂P1(HP1(δg)− T )
+
∑
δ∈P0(F )\G(F )
∑
γ=±σ1,z
∫
NP0 (A)
f(g−1δ−1γnδg) dn τ̂P0(HP0(δg)− T )
}
d1g.
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Proposition 6.7. Assume that S contains Σ∞ and z ∈ Z(Ov) (∀v 6∈
S). Let f ∈ C∞c (G(FS)1). The integrals JTO1,z
min,1
(f), JT
O1,z
min,2
(f), and
JT
O1,zreg
(f) converge absolutely. Furthermore, we have
JT
O1,zmin,1
(f) =volM2∩Gσ1,zJ
T
M2
(σ1,z, f)
+ aGσ1,z (S, u1(1, 0)) JG(σ1,zu1(1, 0), f),
JT
O1,z
min,2
(f) =vols0M2∩Gσ1,zJ
T
s0M2
(σ1,z, f)
+ aGσ1,z (S, u1(0, 1)) JG(σ1,zu1(0, 1), f),
and
JT
O1,zreg
(f) =volM0∩Gσ1,zJ
T
M0
(σ1,z, f)
+ aM2∩Gσ1,z (S, u1(0, 1)) J
T
M2(σ1,zu1(0, 1), f)
+ as0M2∩Gσ1,z (S, u1(1, 0)) J
T
s0M2
(σ1,zu1(1, 0), f)
+
∑
α∈F×/(F×∩(F×
S
)2)
aGσ1,z (S, u1(α, 1)) JG(σ1,zu1(α, 1), f).
For formulas of the coefficients, we refer to Examples 3.5 and 3.9.
Proof. It is clear that the integrals JT
O1,z
min,1
(f) and JT
O1,z
min,2
(f) converge
absolutely, since
τ̂P2(HP2(a)− T ) =
{
1 if log t13 < −2T2,
0 if log t13 ≥ −2T2,
τ̂s0P2(Hs0P2(a)− s0T ) =
{
1 if log t24 < −2T2,
0 if log t24 ≥ −2T2
where a = (t
−1/2
13 , t
−1/2
24 , t
1/2
13 , t
1/2
24 ) ∈ (AGM0)+. Hence, the integral JTO1,zreg(f)
also converges absolutely, because the integral JTo1,z(f) is absolutely
convergent. The second assertion follows from the T -dependent ver-
sion of [Ar4, Theorem 8.1] given in Section 2.6. 
For the other mixed elements of GSp(2, F ) and Sp(2, F ) (cf. Section
5.3), we can easily get results similar to Proposition 6.7 by the same
argument as in the proof of Proposition 6.7 and the results in Section
3. We omit the details.
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7. The geometric side of the trace formula for Sp(2)
Throughout this section, we set G = Sp(2). We use the same nota-
tion and assumptions as those in Sections 5 and 6 by restricting from
GSp(2) to G. Especially, we assume Condition 5.1 which gives nor-
malizations of Haar measures on aM0, aM1, and aM2 . We note that
aG = {0} and G(A)1 = G(A).
For z ∈ Z(F ) = {±I4}, the O-equivalence class oz containing z is
divided into the five classes
oz = Otri,z ∪Omin,z ∪ Osub,z ∪O′sub,z ∪Oreg,z,
where Otri,z = {z},
Omin,z =
⋃
α∈F×/(F×)2
{z nmin(α)}G, Osub,z =
⋃
x∈V st(F )
{z nsub(x)}G,
O′sub,z = {z nsub(x1)}G, Oreg,z =
⋃
α∈F×/(F×)2
{z nreg(α)}G,
where nmin(α), nsub(x), nreg(α) were defined in (1.7), V
st(F ) was de-
fined in Section 4.1, and xd = diag(1,−d) (cf. (4.4)). Let T ∈ a+0 and
f ∈ C∞c (G(A)). The definitions of JTOreg,z(f), JTOsub,z(f), JTO′sub,z(f),
JTOmin,z(f), and J
T
Otri,z
(f) are the same as in Section 6. Obviously,
JTOtri,z(f) = volG f(z) and
JTunip(f) = J
T
Otri,z
(f) + JTOmin,z(f) + J
T
Osub,z
(f) + JTO′
sub,z
(f) + JTOreg,z(f).
Choosing Haar measures on minimal unipotent conjugacy classes
over FS, we have
JG(z nmin(α), f) = cS
∫
α(F×
S
)2
fKS(z nmin(x)) |x|S dx
where α ∈ F×S , dx is the Haar measure on FS defined in Section 2.1,
and the constant cS was defined in Section 2.2.
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Theorem 7.1. Assume that S contains Σ∞. Let f ∈ C∞c (G(FS)). The
integral JTOmin,z(f) converges absolutely and satisfies
JTOmin,z(f)
=
volM2
cF
∫
A×/F×
∑
y∈F×
fK(z nmin(x
2y)) |x2|2d×x
=
volM2
2 cF
∑
χ
∫
A×
fK(znmin(x)) |x|2 χ(x) d×x
=
volM2
2 cF
∑
α∈F×/(F×∩(F×
S
)2)
{∑
χ
χS(α)L
S(2, χ)
}
JG(z nmin(α), f),
where d×x is the Haar measure on A× which was defined in Section 2.1
and χ runs over all quadratic characters on A1/F unramified outside S.
Proof. This theorem follows from the arguments in Section 3. 
Let T = T1α
∨
1 + T2α
∨
2 ∈ a+0 . If S contains Σ∞, then we have the
form of JTM1(z, f) as in Section 6.1. Let d ∈ F× and dS ∈ F×S . Recall
that the notations V , V ss, V ss(FS, dS), εS, χd,S(x), and V
ss(FS, dS, εS)
were defined in Sections 4.1 and 4.4. For any y ∈ V ss(FS, dS, εS), by
choosing a measure on the unipotent conjugacy class, we have
JG(z nsub(y), f) = 2
|S|cS
∫
V ss(FS ,dS ,εS)
fKS(z nsub(x)) dx
where dx is the Haar measure on V (FS) defined in Section 4.4. We
denote the group GSp(2) by G∗, because the next result can also be
stated in terms of the distribution JG∗(z nsub(y), f
∗) from Theorem 6.2
and its twisted version
JG∗,χd(z nsub(xd), f
′) = 2|S|cS
∫
V ss(FS ,d)
f ∗
KS
(z nsub(x))χd,S(x) dx
for d ∈ F× − (F×)2 and f ∗ ∈ C∞c (G∗(FS)1), where xd = diag(1,−d)
(cf. (4.5)). We denote by εv(xv) the Hasse invariant of xv ∈ V ss(Fv)
over Fv. For x = (xv)v∈S ∈ V ss(FS), we put εv(x) = εv(xv). Let
∼′S denote an equivalence relation in V ss(FS) such that x ∼′S y if and
only if det(x−1y) ∈ (F×S )2 and εv(x) = εv(y) (∀v ∈ S). Note that every
equivalence class has a representative in V ss(F ), so that V ss(FS)/∼′S =
V ss(F )/∼′S.
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Theorem 7.2. Assume that S contains Σ∞∪Σ2. Let f ∈ C∞c (G(FS)).
The integral JTOsub,z(f) converges absolutely, and
JTOsub,z(f) =
volM1
2
JTM1(z, f) +
volM1
2 cF
∑
x∈V ss(F )/∼′
S
JG(z nsub(x), f)
×
{
CF (S,− det(x)) +
(∏
v∈S
εv(x)
) ∑
dˇ∈Qur(F,S,−det(x))
LS(1, χd),
}
where CF (S, α) and Q
ur(F, S, α) were defined in Section 4.8. We iden-
tify M1 with H
′ = GL(2) by (4.3). If f is the restriction of a function
f ∗ ∈ C∞c (G∗(FS)1) and Φz(x) = fK(z nsub(x)), then we have
JTOsub,z(f) =Z
Sp(2)(Φz, 3/2, T1)
=
volM1
2
JTM1(z, f)
+
volM1
2 cF
∑
x∈V ss(F )/∼S
CF (S,− det(x)) JG∗(z nsub(x), f ∗)
+
volM1
2 cF
∑
dˇ∈Qur(F,S)
LS(1, χd) JG∗,χd(z nsub(xd), f
∗)
where ZSp(2)(Φ, s, T1), and Q
ur(F, S) were defined in Section 4.8 and
∼S was defined in Section 6.1.
Proof. This theorem is deduced from Theorems 4.22 and 4.23 and the
proof of Theorem 6.2. 
For S ⊃ Σ∞, the definition of JTM2(z, f) is the same as in Section 6.1.
Theorem 7.3. Assume that S contains Σ∞∪Σ2. Let f ∈ C∞c (G(FS)).
The integral JTO′
sub,z
(f) converges absolutely and we have
JTO′
sub,z
(f) =
volM2
2
JTM2(z, f) +
volM1
2 cF
d
ds
ζSF (s)|s=3
ζSF (3)
JG(z nsub(x1), f).
Proof. The proof is completely the same as Theorem 6.3. 
We use the notation ν(n12, n13, n14, n24) defined in (5.1). We have
the forms of JTM0(z, f) and J
T
M1
(zν(1, 0, 0, 0), f) as in Section 6.1. Let
dn∗ denote the Haar measure on FS which was defined in Section 2.1.
For α ∈ F×S , by choosing measures on unipotent conjugacy classes, we
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have
JTM2(zν(0, 0, 0, α), f) = cS
∫
F⊕3
S
dn12 dn13 dn14
∫
α(F×
S
)2
dn24
fKS(z ν(n12, n13, n14, n24))wM2(1, ν(n12, n13, n14, n24), T )
and
JG(zν(1, 0, α, α), f) =
c2S
∫
F⊕3
S
dn12 dn13 dn14
∫
α(F×
S
)2
dn24fKS(z ν(n12, n13, n14, n24)).
As in Theorem 7.2 we denote the group GSp(2) by G∗ and its Levi
subgroup corresponding to M2 by M
∗
2 . For a quadratic character
χ =
∏
v∈Σ χv on A
1/F× and f ∗ ∈ C∞c (G∗(FS)1), we define the twisted
versions
JTM∗2 ,χ(zν(0, 0, 0, 1), f
∗) = cS
∫
F⊕3
S
dn12 dn13 dn14
∫
F×
S
dn24
χS(n24) f
∗
KS
(z ν(n12, n13, n14, n24))wM2(1, ν(n12, n13, n14, n24), T )
and
JG∗,χ(zν(1, 0, 1, 1), f
∗) = c2S
∫
F⊕3
S
dn12 dn13 dn14
∫
F×
S
dn24
χS(n24) f
∗
KS
(z ν(n12, n13, n14, n24))
of the distributions occurring in Theorem 6.4.
Theorem 7.4. Assume that S contains Σ∞∪Σ2. Let f ∈ C∞c (G(FS)).
The integral JTOreg,z(f) converges absolutely, and we have
JTOreg,z(f) =
volM0
8
JTM0(z, f) +
volM0
4 cF
cF (S) J
T
M1(zν(1, 0, 0, 0), f)
+
volM0
4 cF
∑
α∈F×/(F×∩(F×
S
)2)
{∑
χ
cF (S, χ)χS(α)
}
JTM2(zν(0, 0, 0, α), f)
+
volM0
4 c2F
∑
α∈F×/(F×∩(F×
S
)2)
JG(zν(1, 0, α, α), f)
×
∑
χ
{
2 cF (S, χ) cF (S) + w(χ) c
′
F (S, χ) c
S
F
}
χS(α)
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where χ runs over all quadratic characters on A1/F× unramified out-
side S, we set w(χ) =
{
3 if χ = 1F ,
1 if χ 6= 1F ,
and the notations cF (S), cF (S, χ),
and c′F (S, χ) were defined in Section 2.2. If f is the restriction of a
function f ∗ ∈ C∞c (G∗(FS)1), we also have
JTOreg,z(f) =
volM0
8
JTM0(z, f) +
volM0
4 cF
cF (S) J
T
M1
(zν(1, 0, 0, 0), f)
+
volM0
4 cF
∑
χ
cF (S, χ) J
T
M∗2 ,χ
(zν(0, 0, 0, 1), f ∗)
+
volM0
4 c2F
∑
χ
{
2 cF (S, χ) cF (S) + w(χ) c
′
F (S, χ) c
S
F
}
× JG∗,χ(zν(1, 0, 1, 1), f ∗)
where χ runs over all quadratic characters on A1/F× unramified out-
side S.
Proof. This theorem follows from Theorems 3.3 and 3.4 and the proof
of Theorem 6.4. 
Theorems 7.1, 7.2, 7.3, and 7.4 are summarized as follows.
Theorem 7.5. Assume that S contains Σ∞∪Σ2. Let f ∈ C∞c (G(FS)).
The integrals JTOmin,z(f), J
T
Osub,z
(f), JTO′
sub,z
(f), and JTOreg,z(f) converge
absolutely for any T ∈ a+0 . We have
(UG(F ))G,S =
{
1, nmin(α), nsub(x), nreg(α)
∣∣∣ α ∈ F×/F× ∩ (F×S )2,
x ∈ V ss(F )/∼′S
}
.
For the coefficients in the fine expansion of Joz(f) (cf. Section 1.1),
we have
aG(S, z nmin(α)) =
volM2
2 cF
∑
χ
χS(α)L
S(2, χ),
where χ runs over all quadratic characters on A1/F× unramified out-
side S,
aG(S, z nsub(x)) =
volM1
2 cF
CF (S,− det(x))
+
volM1
2 cF
(∏
v∈S
εv(x)
) ∑
dˇ∈Qur(F,S,−det(x))
LS(1, χd)
+
volM1
2 cF
{
ζSF (3)
−1 d
ds
ζSF (s)|s=3 if x ∼′S x1,
0 otherwise,
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and
aG(S, z nreg(α)) =
volM0
4 c2F
∑
χ
{
2 cF (S, χ) cF (S) + w(χ) c
′
F (S, χ) c
S
F
}
χS(α)
where w(χ) was defined in Theorem 7.4 and χ runs over all quadratic
characters on A1/F× unramified outside S.
As an analogue of Theorem 6.6, we also see that the contribution
of subregular unipotent elements is expressed by special values of zeta
integrals at s = 0.
Theorem 7.6. Fix a test function f ∈ C∞c (G(A)). We set Φz(x) =
fK(z nsub(x)) and we identify M1 with H
′ = GL(2) by (4.3). If we
assume Φˆz(0) = 0, then we have
JTOsub,z(f) + J
T
O′
sub,z
(f) = Z
Sp(2)
ad (Φˆz, 0) +
volM0
2 cF
T3(R˜0Φz,K, 0, T2)
in the notation defined in Section 4.9.
Proof. The formula follows from Proposition 4.25, Theorem 7.2, and
the proof of Theorem 6.3. 
In a way analogous to Theorem 6.6, this theorem is also suitable for
explicit calculations of traces of Hecke operators (cf. [Ara, IS, Sh, Wa]).
Appendix A. The group GL(3)
A.1. Setup. Throughout this appendix, we set G = GL(3). We fix
the maximal compact subgroup
K =
∏
v∈Σ
Kv where Kv =

U(3) if v ∈ ΣC,
O(3) if v ∈ ΣR,
GL(3,Ov) if v ∈ Σfin,
and choose the minimal Levi subgroup M0 and the minimal parabolic
subgroup P0 as
M0 =

∗ 0 00 ∗ 0
0 0 ∗
 ∈ G
 and P0 =

∗ ∗ ∗0 ∗ ∗
0 0 ∗
 ∈ G
 .
The rational homomorphism χj : M0 → GL(1) is defined by
χj(diag(a1, a2, a3)) = aj , 1 ≤ j ≤ 3.
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Then {χ1, χ2, χ3} is a basis of the free abelian group X(M0)F . An
element ej ∈ a0 is defined by ej(χk11 χk22 χk33 ) = kj. Then, we see that
a∗0 = Rχ1 ⊕ Rχ2 ⊕ Rχ3 and a0 = Re1 ⊕ Re2 ⊕ Re3
and we have
∆0 = {α1 , α2} (α1 = χ1 − χ2 , α2 = χ2 − χ3).
We set
P1 =

∗ ∗ ∗∗ ∗ ∗
0 0 ∗
 ∈ G
 and P2 =

∗ ∗ ∗0 ∗ ∗
0 ∗ ∗
 ∈ G
 .
Then, we have {P ∈ P |P ⊃ P0} = {P0, P1, P2, G}. Let W0 denote
the symmetric group of degree three. The group W0 acts on a0 as
sej = es(j) for s ∈ W0. Let ws denote the matrix representing the action
of s ∈ W0. For s ∈ W0 and a subgroup H of G, we set sH = wsHw−1s .
Using this action, we have
L = {M0, M ′, (13)M ′, (23)M ′, G}, L(M ′) = {M ′, G}
where we set M ′ = MP1 . Note that MP2 = (13)M
′. Furthermore, we
have
P = {sP0 | s ∈ W0}, P(M ′) = {P1, (13)P2},
P((13)M ′) = {P2, (13)P1}, P((23)M ′) = {(23)P1, (12)P2}.
A.2. Weight factors. From now on, we fix Haar measures on aG0 and
aGM ′.
Condition A.1. We choose a Haar measure on aG0
∼= A+M0/A+G as
dr1 dr2 for r1(e1 − e2) + r2(e1 − e2) ∈ aG0 , where dr1 and dr2 are the
Lebesgue measure on R. A Haar measure on aGM ′
∼= A+M ′/A+G is fixed by
the Lebesgue measure dr on R for r( e1+e2
2
− e3) ∈ aGM ′.
Under Condition A.1, we have
vol(aGM0/Z(∆
∨
P0)) = vol(a
G
M ′/Z(∆
∨
P1)) = 1,
where ∆∨P is the basis of a
G
P dual to ∆̂P .
We set
α∨1 = e1 − e2, α∨2 = e2 − e3 ∈ aG0 ,
̟1 =
2
3
α1 +
1
3
α2, ̟1 =
1
3
α1 +
2
3
α2 ∈ (aG0 )∗.
Then, we have ∆∨0 = {α∨1 , α∨2 } and ∆̂0 = {̟1 , ̟2}. We set
T = T1α
∨
1 + T2α
∨
2 ∈ a0,
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where T1, T2 ∈ R, and
u(x12, x13, x23) =
1 x12 x130 1 x23
0 0 1
 .
Lemma A.2. For the element n = u(n12, n13, n23) ∈ NP0(A) we have
vsP0(λ, n, T ) =
eλ1T1+λ2T2 if s = 1,
‖(1, n12)‖−λ1 eλ1(T2−T1)+λ2T2 if s = (12),
‖(1, n23)‖−λ2 eλ1T1+λ2(T1−T2) if s = (23),
‖(1, n12)‖λ2 ‖(1, n12, n13)‖−λ1−λ2 e−λ1T2+λ2(T1−T2) if s = (123),
‖(1, n23)‖λ1 ‖(1, n13 − n12n23, n23)‖−λ1−λ2
×eλ1(T2−T1)−λ2T1 if s = (132),
‖(1, n12, n13)‖−λ1 ‖(1, n13 − n12n23, n23)‖−λ2
×e−λ1T2−λ2T1 if s = (13)
where λ = λ1̟1 + λ2̟2.
Proof. This follows from an argument similar to the proof of Lemma
5.2. 
Proposition A.3. Assume Condition A.1. For ν = u(ν12, ν13, ν23) ∈
NP0(FS) we have
wM0(1, ν, T ) =
1
2
{(log |ν12|S)2 + (log |ν23|S)2 + 4(log |ν12|S)(log |ν23|S)}
+ 3T2 log |ν12|S + 3T1 log |ν23|S − 3
2
T 21 −
3
2
T 22 + 6T1T2.
Proof. It follows from Lemma A.2 that
wsP0(λ, 1, ν, T ) =

eλ1T1+λ2T2 if s = 1,
|ν12|−λ1S eλ1(T2−T1)+λ2T2 if s = (12),
|ν23|−λ2S eλ1T1+λ2(T1−T2) if s = (23),
|ν12ν23|−λ1S |ν23|−λ2S e−λ1T2+λ2(T1−T2) if s = (123),
|ν12|−λ1S |ν12ν23|−λ2S eλ1(T2−T1)−λ2T1 if s = (132),
|ν12ν23|−λ1S |ν12ν23|−λ2S e−λ1T2−λ2T1 if s = (13)
where λ = λ1̟1 + λ2̟2. Hence, this proposition follows. 
Using Lemma A.2 we can easily compute the following.
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Proposition A.4. Assume Condition A.1. For u = u(u12, 0, 0) and
ν = u(0, ν13, ν23) ∈ NP1(FS) we have
wM ′(1, ν, T ) = log ‖(ν13, ν23)‖S + T1 + T2 ,
wM ′(1, uν, T ) = log |ν23u12|S + T1 + T2.
A.3. Unipotent contribution. Throughout this subsection, we as-
sume Condition A.1 and S ⊃ Σ∞. Let Z denote the center of G. For
each z ∈ Z(F ), we denote by oz the O-equivalence class containing
z in G(F ). The notation {x}G means the G(F )-conjugacy class of
x ∈ G(F ). The set oz is divided into the three classes
oz = Otri,z ∪ Omin,z ∪ Oreg,z
where Otri,z = {z}, Omin,z = {z u(0, 1, 0)}G, andOreg,z = {z u(1, 0, 1)}G.
Let P ∈ F , P ⊃ P0, and f ∈ C∞c (G(A)1). The function KP,O(g, h) is
defined by (6.1) for each subset O in MP (F ). For T ∈ a+0 , we have the
terms on the geometric side
JTOtri,z(f) =
∫
G(F )\G(A)1
KG,Otri,z(g, g) d
1g,
JTOmin,z(f) =
∫
G(F )\G(A)1
{
KG,Omin,z(g, g)
−
∑
δ∈P1(F )\G(F )
KP1,{z}(δg, δg) τ̂P1(HP1(δg)− T )
−
∑
δ∈P2(F )\G(F )
KP2,{z}(δg, δg) τ̂P2(HP2(δg)− T )
}
d1g,
and
JTOreg,z(f) =
∫
G(F )\G(A)1
{
KG,Oreg,z(g, g)
−
∑
δ∈P1(F )\G(F )
KP1,{zu(1,0,0)}MP1
(δg, δg) τ̂P1(HP1(δg)− T )
−
∑
δ∈P2(F )\G(F )
KP2,{zu(0,0,1)}MP2
(δg, δg) τ̂P2(HP2(δg)− T )
+
∑
δ∈P0(F )\G(F )
KP0,{z}(δg, δg) τ̂P0(HP0(δg)− T )
}
d1g.
It is clear that JTOtri,z(f) = volG f(z). The function fKS(g) is defined
as
fKS(g) =
∫
KS
f(k−1S gkS) dkS.
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Now, the weighted orbital integrals JTM ′(z, f) is
JTM ′(z, f) =
∫
NP1(FS)
fKS(z n)wM ′(1, n, T ) dn
(cf. Proposition A.4). Choosing a Haar measure on theG(FS)-conjugacy
class of u(0, 1, 0) we have
JG(z u(0, 1, 0), f) =
∫
NP1 (FS)
fKS(z n) dn.
Theorem A.5. Assume z ∈ Z(Ov) (∀v 6∈ S). Let f ∈ C∞c (G(FS)1).
The integral JTOmin,z(f) converges absolutely and satisfies
JTOmin,z(f) = volM ′ J
T
M ′(z, f) + volM ′
d
ds
ζSF (s)|s=2
ζSF (2)
JG(z u(0, 1, 0), f).
Proof. This theorem can be proved by an argument similar to the proof
of Theorem 6.3. 
The weighted orbital integrals JM0(z, f) is
JTM0(z, f) =
∫
NP0(FS)
fKS(z n)wM0(1, n, T ) dn
(cf. Proposition A.3). Choosing Haar measures on unipotent con-
jugacy classes the weighted orbital integrals JM ′(z u(1, 0, 0), f) and
JG(z u(1, 0, 1), f) are
JTM ′(z u(1, 0, 0), f) = cS
∫
NP0 (FS)
fKS(z n)wM ′(1, n, T ) dn
and
JG(z u(0, 1, 0), f) = c
2
S
∫
NP0 (FS)
fKS(z n) dn
where the constant cS was given in Section 2.2.
Theorem A.6. Assume z ∈ Z(Ov) (∀v 6∈ S). Let f ∈ C∞c (G(FS)1).
The integral JTOreg,z(f) converges absolutely and satisfies
JTOreg,z(f) =
volM0
6
JTM0(z, f) +
volM0
2cF
cF (S) J
T
M ′(z u(1, 0, 0), f)
+
volM0
3 c2F
{
(cF (S))
2 + c′F (S) c
S
F
}
JG(z u(1, 0, 1), f).
Proof. This theorem follows from an argument similar to the proof of
Theorem 6.4. 
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It is clear that (UG(F ))G,S = { I3 , u(0, 1, 0) , u(1, 0, 1)}. Hence, it
follows that
aGL(3)(S, z u(0, 1, 0)) = volM ′
d
ds
ζSF (s)|s=2
ζSF (2)
and
aGL(3)(S, z u(1, 0, 1)) =
volM0
3 c2F
{
(cF (S))
2 + c′F (S) c
S
F
}
if z ∈ Z(Ov) (∀v 6∈ S).
Appendix B. The group SL(3)
Throughout this section, we set G = SL(3). We will use the same
notation as in Appendix A by restricting from GL(3) to G. We also
assume Condition A.1 and S ⊃ Σ∞. Let z ∈ Z(F ) = {±I3}. The set
oz is divided into the three classes
oz = Otri,z ∪Omin,z ∪Oreg,z,
where Otri,z = {z},
Omin,z = {z u(0, 1, 0)}G, and Oreg,z =
⋃
α∈F×/(F×)3
{z u(1, 0, α)}G.
Now, the contribution JToz(f) is the sum of J
T
Otri,z
(f), JTOmin,z(f), and
JTOreg,z(f).
It is clear that JTOtri,z(f) = volG f(z). The weighted orbital integrals
JTM ′(z, f) and JG(z u(0, 1, 0), f) are the same as those of Appendix A.3.
Theorem B.1. Let f ∈ C∞c (G(FS)). The integral JTOmin,z(f) converges
absolutely and satisfies
JTOmin,z(f) = volM ′ J
T
M ′(z, f) + volM ′
d
ds
ζSF (s)|s=2
ζSF (2)
JG(z u(0, 1, 0), f).
Proof. We can prove this by an argument similar to the proof of The-
orem 6.3. 
The weighted orbital integrals JTM0(z, f) and J
T
M ′(z u(1, 0, 0), f) are
the same as Appendix A.3. Let dx∗ denote the Haar measure on FS
defined in Section 2.1. For an element α ∈ FS we set
JG(z u(1, 0, α), f) =
c2S
∫
(x12,x13,x23)∈DS
fKS(z u(x12, x13, x23)) dx12 dx13 dx23,
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where DS = {(x12, x13, x23) ∈ FS ⊕ FS ⊕ FS | x23 ∈ x12α(F×S )3}. We
denote the group GL(3) by G∗, and for a cubic character χ =
∏
v χv
on A1/F× we set
JG∗,χ(z u(1, 0, 1), f
∗) =
c2S
∫
F⊕3
S
f ∗
KS
(z u(x12, x13, x23))χS(x
2
12x23) dx12 dx13 dx23,
where χS =
∏
v∈S χv.
Theorem B.2. Let f ∈ C∞c (G(FS)). The integral JTOreg,z(f) converges
absolutely and satisfies
JTOreg,z(f) =
volM0
6
JTM0(z, f) +
volM0
2cF
cF (S) J
T
M ′(z u(1, 0, 0), f)
+
volM0
3 c2F
∑
α∈F×/(F×∩(F×
S
)3)
JG(z u(1, 0, α), f)
×
{
c′F (S) c
S
F +
∑
χ
χS(α) cF (S, χ) cF (S, χ
−1)
}
where χ runs over all non-trivial cubic characters on A1/F× unramified
outside S. If f is the restriction of a function f ∗ ∈ C∞c (G∗(FS)1), then
JTOreg,z(f) =
volM0
6
JTM0(z, f) +
volM0
2cF
cF (S) J
T
M ′(z u(1, 0, 0), f)
+
volM0
3 c2F
{
(cF (S))
2 + c′F (S) c
S
F
}
JG∗(z u(1, 0, 1), f
∗)
+
volM0
3 c2F
∑
χ 6=1F
cF (S, χ) cF (S, χ
−1) JG∗,χ(z u(1, 0, 1), f
∗),
where χ runs over all cubic characters on A1/F× unramified outside S.
Proof. This theorem follows from Theorems 3.3 and 3.4 and an argu-
ment similar to the proof of Theorem 6.4. 
It is clear that
(UG(F ))G,S = { I3 , u(0, 1, 0) , u(1, 0, α) |α ∈ F×/(F× ∩ (F×S )3)}.
It follows from Theorems B.1 and B.2 that
aSL(3)(S, z u(0, 1, 0)) = volM ′
d
ds
ζSF (s)|s=2
ζSF (2)
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and
aSL(3)(S, z u(1, 0, α)) =
volM0
3 c2F
{
c′F (S) c
S
F +
∑
χ
χS(α) cF (S, χ) cF (S, χ
−1)
}
(α ∈ F×)
where χ runs over all cubic characters on A1/F× unramified outside S.
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