Introduction
Nowadays, many neuroimaging methods are available to assess the functioning brain, such as functional Magnetic Resonance Imaging (fMRI), Positron Emission Tomography (PET), Electroencephalography (EEG) and Magneto-Encephalography (MEG) . A recording with one of these imaging modalities provides a measurement of brain activity as a function of time and 68 5.1 Introduction position. A more recent innovation is connectivity analysis, in which the anatomical or functional relation between different (underlying) brain areas is calculated [62] . Of particular interest is the comparison of functional brain networks under different experimental conditions, or comparison of such networks between groups of subjects. In the last decade a multitude of topological network measures has been developed [135, 156, 174] in an attempt to characterize and compare brain networks. However, such topological measures are calculated by thresholding, binarizing and symmetrizing the connectivity matrix of the weighted and directed brain network. Thus, spatial information is lost and only global network information is retained. For interpretation and diagnosis it is essential that local differences can be visualized in the original network representation [56, 163] . This asks for the development of mathematical methods, algorithms and visualization tools for the local comparison of complex networks -not necessarily of the same size -obtained under different conditions (time, frequency, scale) or pertaining to different (groups of) subjects.
In this paper, we propose a basis for a local network comparison method for the case of EEG coherence networks. EEG is the oldest noninvasive functional neuroimaging technique. Electrodes, positioned on the scalp, record electrical activity of the brain. Synchronous electrical activity recorded in different brain regions is assumed to imply functional relations between those regions. A measure for this synchrony is EEG coherence, which is computed between pairs of electrode signals as a function of frequency [73, 124] . Visualization aids the interpretation of the experimental results by transforming large quantities of data into visual representations. A typical visualization of an EEG coherence dataset is a two dimensional graph layout (the EEG coherence graph) where vertices represent electrodes and edges represent significant coherences between electrode signals. For multichannel EEG (at least 64 electrodes) [95, 175] this layout suffers from a large number of overlapping edges and results in a cluttered layout. Reorganizing the edges or varying the attributes of the edges without reducing their number can lead to less cluttered visualizations [75, 207] . Also, the positions of the vertices in the layout can be reorganized [65] , but in the case of EEG this is not appropriate, because the electrodes have meaningful positions as they relate to brain activity in specific areas.
Another approach to simplify the EEG graph is based on the selection of a small number of electrodes as representative for all other electrodes in a certain region of interest (ROI), which are assumed to record similar signals because of volume conduction effects [67, 95, 159] . Several researchers have employed a hypothesis-driven selection of markers; this, however, neglects individual variations and does not make optimal use of the available information. An alternative is a data-driven approach where electrodes are grouped into functional units (FUs), which are defined as spatially connected cliques in the EEG graph, i.e., sets of electrodes that are spatially close and record pairwise significantly coherent signals [179] . A representation of the FUs in an EEG recording is called a FU-map; see Figure 5 .3 for a simple example. FU-maps can be used as a preprocessing step for conventional analysis.
In EEG research, several datasets are usually compared in a group analysis, for which several methods exist. Obviously, multiple FU-maps can be compared visually when displayed next to each other, but this method is limited as humans are notoriously weak in spotting visual differences in images. In this paper we propose a method for comparing several FU-maps which is more quantitative, although it still involves visual assessment to a certain degree. Our method is Graph averaging as a means to compare multichannel EEG coherence networks and its application to the study of mental fatigue and neurodegenerative disease 69 based on inexact graph matching for attributed relational graphs [30] and graph averaging [32] . In our work we introduce a modification of the algorithm proposed in [32] to obtain a mean FU-map, given a set of FU-maps corresponding to different subjects or different experimental conditions. The basic assumption underlying our work is that the position of the electrodes on the scalp is fixed for all the subjects and that the same projection is used to create the twodimensional FU representations. Our approach gives the possibility to quantitatively compare individual FU maps by computing their distance to the mean FU-map. Although our method was specifically designed for EEG coherence network comparison, we believe it to be of sufficient generality to be extended to other types of networks as well. A preliminary version of this paper appeared in [43] . Here we expand on this by studying the robustness of the method for changes in parameters and by applying the method in two case studies, one on mental fatigue and one on patients with corticobasal ganglionic degeneration (CBGD). These case studies show the potential of our method for large data sets, and also reveal a number of limitations of the current method, which we discuss in Section 5.5.
The main contributions of this paper are:
• The definition of a graph dissimilarity measure for EEG functional unit maps, which takes into account both node positions and node or edge attributes; • A definition of the mean of two attributed graphs representing FUs, following [32] , and its extension to an arbitrary number of such graphs; • An algorithm for computing the mean of a set of FU-maps, with a quantitative measure of dissimilarity between this mean FU-map and each of the input FU-maps; • Visualization of the mean FU-map employing a visual representation of the frequency of occurrence of nodes and the average coherence between nodes in the input FUs.
• The applicability of the method is demonstrated in two case studies.
Related Work
The principal concept in our approach is that of graph matching, that is, the problem to find a one-to-one mapping among the vertices of two graphs (graph isomorphism). This is a very challenging problem and several solutions are available in the literature. Graph matching is an NP-complete problem and thus exponential time is required to find an optimal solution. Approximate methods, with polynomial time requirements, are often used to find suboptimal solutions.
In many cases, exact graph matching is not possible, and one has to resort to inexact graph matching. Bunke and Allerman [30] proposed such a method for structural pattern recognition, where one has to find which of a set of prototype graphs most closely resembles an input graph. This requires some notion of graph similarity. They considered attributed relational graphs [181] , where nodes and edges carry labels of the form (s, x) where s is the syntactic component and x = (x 1 , . . . , x n ) is a semantic vector consisting of attribute values associated with s. Their similarity notion was defined in terms of graph edit operations (deletion, insertion, and substitution of nodes and edges) by which one graph can be (approximately) transformed to another one. The costs apply both to the syntactic and semantic part. The optimal inexact match was then defined 
, where d(·, ·) is the graph edit distance and 0 ≤ γ ≤ 1. It was shown how to compute the weighted mean graph based on the algorithms for graph edit distance computation. Bunke & Günter [31] also introduced median graphs, which were further studied in [87] . Building upon this, Jain and Obermayer [80] proposed the sample mean of graphs.
Another area in which graph comparison plays a role is that of graph animation. For example, Diehl et al. [51] consider drawing of dynamic graphs where nodes can be added or removed in the course of time. This problem is simpler than ours since in graph animation a significant fraction of nodes and edges in different time frames do not change and can be identified a priori. So the graph matching problem does not arise here.
A different approach for comparing multiple FU-maps for EEG coherence was proposed in [179] . First a mean EEG coherence graph was computed, i.e., the graph containing the mean coherence for every electrode pair computed across a group. Then a FU-map was created for this mean EEG coherence graph just as for a single EEG graph. Such a mean-coherence FU-map is meant to preserve dominant features from a collection of individual EEG graphs. Nevertheless, this approach has some drawbacks. Most importantly, individual variations are lost in such a map. Hence one still would have to visually compare individual FU-maps to the mean-coherence FU-map, and so the need for a quantitative method for comparing FU-maps remains.
Methods
Given an EEG coherence graph, a functional unit (FU) represents a spatially connected set of electrodes recording pairwise significantly coherent signals (for the definition of significance, see [73] ). The intra-node coherence of a FU is defined as the average of the coherences between the electrodes in the FU. Given two FUs, the inter-node coherence is the average of the coherences between all electrodes of the first FU and all electrodes of the second FU. FUs are displayed in a so-called FU-map. This is a derived graph, in which the nodes, representing FUs, are located at the barycenter of the electrodes in the FU, while edges connect FUs if the corresponding inter-FU coherence exceeds a threshold based on the significance of the coherence. To determine spatial relationships between electrodes, a Voronoi diagram is employed with one electrode in each Voronoi cell. Note that the FU-map preserves electrode locations. The choice of the threshold on the coherence is the only source of variability in the computation of the FU-map. We refer to [179] for a detailed description of the computation of coherence and its significance. An example of a FU-map is given in Figure 5 .3, where two FUs are connected by a link if the average coherence between them exceeds a threshold, which was set to 0.22, corresponding to a confidence level of 0.99 [179] .
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Matching of two attributed graphs
A FU-map A can be represented as an attributed graph G A , that is, a graph where nodes and edges are equipped with attributes. The nodes in this graph G A correspond to FUs of A, and two nodes of G A are connected by a link if the average coherence between the corresponding FUs exceeds the significance threshold. Each node m of G A is equipped with the following information: (i) the set of electrodes of the FU corresponding to m; (ii) the position of the barycentre of these electrodes; (iii) the intra-node coherence of the FU corresponding to m. The weights of the edges between two nodes m and n of G A represent the inter-node coherence between the two FUs of A corresponding to m and n. When m is a node in the graph G A , the FU corresponding to m is denoted by F U m,A , and an electrode i in this FU is referred to as F U m,A (i). Also, by the "position" of a node m we mean the position of the barycentre of the electrodes in F U m,A . The problem of comparison among FU-maps is thus reduced to the comparison of attributed graphs. From now on, we will tacitly identify FUs of a FU-map A and nodes of the attributed graph G A representing these FUs. Therefore, instead of "graph G A " we will simply write "graph A", and when m is a node of G A , instead of "electrodes of the FU corresponding to m" we will say "electrodes of m". Also, by "graph" we will always mean "attributed graph".
Let A and B be two FU-maps we intend to match. In general, the number of FUs in A will be different from that in B and also their positions could differ. Furthermore, the number of edges in A and in B, and their weights, are generally expected to be different. To be able to quantify the difference between A and B, our first goal is to find the best possible match between the nodes of A and those of B, i.e., to determine which nodes of A correspond to which nodes of B. Secondly, given this match we quantify the difference between the two graphs by a dissimilarity measure, which is based on the matching of the two attributed graphs.
Definition 1 (Matching of two graphs). Given a graph A with M nodes and a graph B with N nodes, where M ≤ N , we callÃ the extension of A obtained by adding N − M nodes to A. A matching between A and B is a bijective function match : VÃ → V B which assigns any node of A to a node of B and vice-versa.
With a finite sequence of addition and shifting of nodes we can transform any attributed graph A to any other graph B via its extensionÃ. Assigning a cost to each of these operations allows us to quantify the total cost of the transition from A to B. Intuitively, in the case of a FU-map comparison both the spatial position of nodes and the number of common electrodes between nodes in two different FU-maps determine the costs. Therefore we use the following criteria for assigning costs.
Given a node m in graph A and a node n in graph B, we define their spatial distance D(m, n) as the 2D Euclidean distance between their positions. Next, this distance is normalized to the interval [0, 1] by scaling it to the maximum possible distance in a FU-map. Note that the position of the electrodes in an EEG is fixed between successive recordings, so measuring Euclidean distances of two points in two different FU-maps is justified. We also define an overlapping distance, the Jaccard distance [79] , that describes dissimilarity of two FUs m and n according to the number of common electrodes. We recall here that for any two sets, their Jaccard distance is where the weight factor λ satisfies λ ∈ [0, 1]. The cost of adding a nodem to A is set to the maximum cost of 1. The total cost of the matching of A to B is defined as the sum of the costs of the single operations applied to A.
Note that 0 ≤ C S m,n ≤ 1. Unless stated otherwise, λ was set to 0.5 in our experiments. It is easy to see that there is more than one sequence of operations that maps A to B. Since the solution is not unique, we define the optimal matching between A and B as the cheapest matching (lowest total cost) from the nodes of A to the nodes of B. If there exists more than one optimal matching one of the cheapest solutions is chosen arbitrarily. We verified that the multiplicity of the solutions is generally caused by the multiplicity of the matchings of FUs that are inÃ (and not in A) to FUs in B. Thus, all the cheapest solutions yield the same matching of the FUs in A and the FUs in B.
Definition 3 (Dissimilarity measure between two graphs.) Given two graphs A and B, let A be the graph with the smallest number of nodes. The dissimilarity δ(A, B) between A and B is defined as the total cost of their optimal matching. Given an optimal matching between A and B we can now define their mean graph C.
Mean of two attributed graphs
We start from two FU-maps represented by attributed graphs A and B with M and N nodes respectively, where we assume without loss of generality that M ≤ N , and an optimal matching between the two. To make the definition general we allow that either A or B is already the result of an earlier graph averaging operation (we need this in Section 5.3.3 below). Each electrode e in a graph A has an attribute multiplicity, denoted by mult A (e), which indicates how often the electrode occurs in the graph A. If A represents a single FU-map then mult A (e) = 1. If mult A (e) > 1 this means that the same electrode e occurs in more than one of the graphs of which A is the average. Similarly, an additional node attribute occurrence is introduced, indicating how many times a node m occurs in a (possibly averaged) graph A; we write occ A (m) for this occurrence. If m is a node in a graph A corresponding to an individual FU-map, we set occ A (m) = 1. Now we define the mean graph C, denoted by C = [A, B], as follows. for all electrodes e of m do 13:
for all electrodes e � of n do 14: else {let h be the node of C to which e � is already assigned} 24: if h � = k and intra coh k > intra coh h then 25: reassign e � to node k 26: for each pair of nodes k, h in C, k � = h do 27: weight of edge (k, h) ← 1 2 (coherence between the electrodes of k and h which correspond to A + coherence between the electrodes of k and h which correspond to B) 28: return C 1. If a node m in A matches a node n in B, the occurrence of the corresponding node k in C is computed by occ C (k) = occ A (m) + occ B (n), and the position of k is the average of the positions of m and n. 2. If a nodem was added to A to match a node n in B, we set occ A (m) = 0, so that the occurrence of the corresponding node k in C equals occ B (n), and we let the position of k be the position of n. 3. The intra-node coherence of a node k in C, corresponding to a node m in A matched to a node n in B, is defined as the average coherence between the electrodes in m and the electrodes in n (excluding electrodes which are common to m and n, i.e., self-coherences are not taken 74 5.3 Methods into account). 4. A node k in the graph C, corresponding to a node m in A matched to a node n in B, has as attribute the electrodes of m and the electrodes of n. The multiplicity of an electrode e is the sum of the multiplicities of e in A and in B: mult C (e) = mult A (e) + mult B (e). However, if an electrode e of m or n was already assigned to another node h of C in a previous step of the algorithm, then this conflict is resolved by (re)assigning electrode e to the node with the highest intra-node coherence (i.e., k or h). 5. The weight of an edge between nodes k and h of C is the average of the coherence between the electrodes of k and h which correspond to A, and the coherence between the electrodes of k and h which correspond to B.
The pseudo-code for the creation of the mean graph C is given in Algorithm 5.1. Note that the graph average is a commutative operation, i.e.,
The graph C is visualized in the same way as for the input FU-maps A and B. That is, the nodes and edges are superimposed on the Voronoi diagram associated to electrode positions (which are common to A and B). Electrodes which do not belong to one of the input graphs A and B will be drawn as empty Voronoi cells. The result, when drawn in the plane in this way, will be referred to as the "mean FU-map".
To illustrate how the average of two FU-maps is computed, we show two synthetic FU-maps A and B and their average C in Figure 5 .1. In this example each synthetic FU-map contains only 9 electrodes (note that the cells in which the electrodes are located are only drawn schematically, i.e., they are no real Voronoi cells). Only three FUs are present in each FU-map: A1, A2 and A3 in A, and B1, B2 and B3 in B. Each FU has a different colour. Its barycenter is represented by a coloured circle, and its cells are coloured with a less saturated version of the same colour. Note that the circles representing the barycenters can be located outside the FU in case this has a concave shape. In C, we assume that the optimal matching matched A1 with B1, A2 with B2, and A3 with B3. We also see that because A1 and B1 have two electrodes in common, those are coloured with a more saturated red. The same holds for A3 and B3. The central electrode, belonging to A3 and to B1, was eventually assigned to C1 instead of to C3 because the intranode coherence of C1 was higher than the intra-node coherence of C3.
Generalized mean graph
When more than two subjects are involved in an EEG experiment the need of defining an average among several FU-maps arises. Such an average can be defined as a direct extension of the average of two graphs previously defined.
First we extend the definition of the average of two attributed graphs A and B by including a weighting factor µ; we write C = [A, B] µ for the weighted average graph. Item 1 and 5 in Section 5.3.2 are adapted as follows. The position of a node k in C, resulting from the matching of a node m in A with a node n in B, is obtained by weighting the position of m by 1 − µ and the position of n by µ (line 10 of Algorithm 5.1). Accordingly, when computing the edge weights in line 27 of Algorithm 5.1, the FUs in A are weighted by 1 − µ and the FUs in B by µ. Definition 4 (Average of multiple attributed graphs.) Let A 1 , A 2 , ..., A n be n attributed graphs. The averageÂ n of these n graphs is recursively defined by:
This definition entails that for two graphs the weighting factor is 1 2 , i.e., equal weighting. But when the average graph is computed betweenÂ n−1 , which itself is an average of n − 1 graphs, and the last graph A n , the former is weighted by 1 − 1/n and the latter by 1/n. Definingĉ 1 , ...,ĉ n as the costs of the matching corresponding to the computations ofÂ 1 , ...,Â n , the dissimilarity δ(A 1 , A 2 , ..., A n ) among the n graphs is defined as the mean of the costsĉ i .
Note that the result of the graph averaging operation defined in equation (5.2) depends on the order of the input graphs, i.e., it is not associative. This is due to the following. When the FUs corresponding to two nodes in different FU-maps overlap, their common electrodes are assigned to the node with the highest intra-node coherence. Thus, when computing the graph average, nodes with low intra-node coherence could be reduced in size, or even disappear, depending on the order of processing. Therefore, we consider all possible permutations of the n input graphs. Actually, we need only to consider half of all n! permutations, since averaging two graphs is a commutative operation. A permutation P for which the dissimilarity δ(A P (1) , A P (2) , ..., A P (n) ) is minimal is an optimal permutation and is used to compute the average graph.
Robustness
Robustness of the algorithm was assessed by studying the effect of the variation of the parameter λ (see Eq. 5.1) in the computation of the mean FU-map, as shown in Figure 5 .4 are shown in Figure 5 .2. We observe that values of λ in the range (0.45, 0.6] do not influence the relative dissimilarity between the input FU-maps and the mean FU-map. E.g., the FU-map with smallest dissimilarity to the mean FU-map for λ = 0.5 also has the smallest dissimilarity for λ ∈ (0.45, 0.6]. We conclude that the results are not very sensitive to the exact choice of λ when restricted to the indicated interval. 
Results
Five EEG data sets, recorded using 128 electrodes, were selected from a P300 experiment in which the participants had to count target tones of 2000 Hz, that were alternated with tones of 1000 Hz. The alpha frequency band (8-12 Hz) was considered for the computation of the FU-maps; please refer to [179] for details. Figure 5 .3 shows the FU-maps of two subjects A and B (out of the five), their mean FU-map C, and the dissimilarities between A and C and between B and C. Figure 5 .4 shows the FU-maps of all five subjects. FU-maps A and B of Figure 5 .4 are the same as in Figure 5 .3. Figure 5 .5 shows the average of the FU-maps shown in Figure 5 .4, and Table 5 .1 shows the dissimilarities between the FU-maps in Figure 5 .4 and their mean FU-map.
The visualization of the average graphs contains two types of information: the graph nodes and edges, and the Voronoi cells corresponding to the electrodes. Nodes are represented as circles and edges as line segments. The colours of the circles are based on a four-colouration of the graph. Cells are drawn in the same colour as the node they belong to, but in a less saturated version. The saturation is proportional to the multiplicity of a cell. White cells do not belong to any node. The size of a circle is proportional to the occurrence of that node in the input graphs. That is, when computing the mean among several graphs this size will indicate how many of the input graphs the node belongs to. The edges of the graph represent the statistically significant [73] coherences between pairs of nodes; the coherence value is mapped to the colour of the edges. Note that the mean FU-map differs from an ordinary FU-map by the visual enrichments related to node occurrence and cell multiplicity, which represent variations of the input FUs. Given the usually small number of nodes in the input graphs, computing the optimal matching can be achieved using brute force. The computational time requirements of the exploration of all the possible matchings are O(N !) with N the maximum number of nodes in A and B, and for N = 10 it can be performed in roughly 10 s on a modern PC. The determination of the generalized average graph is achieved by evaluating all possible permutations of the graphs. The total time complexity is thus O(n!N !) with n the number of graphs. Computing the average of the 5 graphs in Figure 5 .4 took roughly 3 min.
Case studies
As mentioned in the introduction, the method presented here is expected to be of particular relevance for comparison of functional brain networks under different experimental conditions or for comparison of such networks between groups of subjects. To test this expectation we have submitted the data of two previously recorded EEG datasets to the analysis proposed in this paper. Electrical brain activity measured by EEG is rhythmical. Several frequency bands are recog- 
Study on Mental Fatigue
Brain activity was recorded from a group of five healthy participants between 19 and 24 years old, using an EEG cap with 59 scalp electrodes. The subjects participated in an experiment in which a task switching paradigm was used to study the effects of mental fatigue on cognitive control processes [117, 118, 178] . 1 The aim of the current analysis is to indicate ROIs and coherences of interest between these ROIs when no strong hypothesis can be formulated based on existing evidence.
During the experiment, coloured letters (vowels and consonants) were displayed at different positions of a screen, and the participants were requested to make a left or right button press depending on the position, colour and identity of the displayed letters, as quickly and accurately as possible. The task switched from colour to letter identity every second trial. The task was performed continuously for 120 minutes. Six blocks of 20 minutes each were used for the analysis. Because effects of mental fatigue are supposed to be more pronounced in conditions where relatively high demands are placed on cognitive control processes [118] , analysis was further restricted to switch trials. To examine the effects of mental fatigue, brain responses during the first block and brain responses during the last block of 20 minutes were compared. For a detailed description of the experiment, please refer to [117, 178] . In the second dataset we used somatosensory evoked potential (SEP) data to investigate the cortical response to electrical stimulation of the median nerve at the wrist, obtained in patients with corticobasal ganglionic degeneration (CBGD) and healthy age-matched controls. CBGD is a progressive neurodegenerative disease involving the cerebral cortex and the basal ganglia, and patients are characterized by marked disorders in movement and cognitive dysfunction.
Five subjects (two males, mean age: 66, std. dev. 6.5 years) were chosen from a population of patients suspected to have CBGD. The subjects were recruited from the Movement Disorder Clinic of the University of Groningen and diagnosis of possible CBGD was based on the criteria proposed by Mahapatra et al. [121] and on a FDG PET scan [52] . Subjects were sitting in a comfortable chair and were instructed to relax and to keep their eyes open. Stimulation of the median nerve at the left wrist was applied 500 times per session for a total of 2 sessions. The stimulus intensity was slightly above motor threshold and produced a small thumb twitch and multichannel EEG was recorded using a 128-electrode cap. Five elderly subjects (three males, mean age: 63, std. dev. 3.2 years) [186] without history of head injury or other neurological conditions were used as controls. For a detailed description of the experiment, please refer to [186] .
Experimental Results
Figures 5.6 and 5.7 show FU-maps for each of the participants in the study on mental fatigue, and the average FU map for each frequency band, for the non-fatigued and fatigued condition, respectively. For the SEP study, the results are shown in Figures 5.8 and 5.9, for the control group and the CBGD patients, respectively. In each of the figures, data of the single participants are displayed in rows 1 to 5; each column represents a different frequency band. The bottom row shows the average FU-map for each frequency band. The numbers above each FU-map indicate the dissimilarity between the FU-map and the average FU-map. Visually it can be confirmed that the individual FU-maps with the smallest dissimilarities are indeed most similar to the average FU-map, for both the fatigue and the SEP study. The maximal dissimilarity equals the difference in the number of nodes between the two networks, plus the number of nodes that needed to be shifted. This explains why the dissimilarities in the fatigue study are generally lower than in the SEP study, as there are fewer nodes in the fatigue study networks. In row 6, colours identify different FUs and colour saturation identifies the multiplicity of a cell (electrode) in a FU. Colours are again assigned by applying four-colouration. Note that colouration is random: there is no relation between FUs with the same colours or between the colourings of FUs in different FU-maps. The size of a node reflects its occurrence in the input FU-maps. As in rows 1 to 5, lines identify statistically significant inter-FU coherences. As described in Section 5.3.2, edges in the mean FU-map are computed by averaging the edges of the input FU-maps. If the averaging produces edges that are not statistically significant, these are not drawn. Table 5 .2 shows the dissimilarity (mean and standard deviation) between individual FU-maps and the average FU-map for both the fatigue and the SEP study.
For the fatigue study, in the lower frequency bands where the five participants have similar
Graph averaging as a means to compare multichannel EEG coherence networks and its application to the study of mental fatigue and neurodegenerative disease 81 FU-maps, the average dissimilarity is smaller than in the higher frequency bands where intersubject variability is more outspoken. Notice that in Table 5 .2, for all frequency bands except theta, the mean dissimilarity with the average FU map is smaller in the fatigued condition than in the non-fatigued condition. In addition, the standard deviation is smaller for the fatigued than for the non-fatigued condition, indicating that the dissimilarities between individual FUmaps and the mean FU-map are more comparable in the fatigued condition. A smaller standard deviation does not mean that the individual maps are more alike, a smaller mean dissimilarity does. These results are in agreement with previous findings indicating that people rely more on automatic task performance when they are fatigued, so that less variability is expected under those circumstances.
In the SEP study, the mean FU-maps show more significant coherences for the CBGD patients than for the healthy controls. The individual FU-maps show coherences for subjects in each of the groups, but the coherence networks seem to be more extended in the CBGD group. The smaller standard deviations in the CBGD group indicate that the dissimilarities between individual FU maps and the mean FU-map are more comparable in the CBGD group. A possible explanation is that the disease process in CBGD, which particularly affects the part of the cortex processing sensory stimulation, is causing the coherence networks to be more extended and more homogeneous in CBGD. In addition, visual inspection shows that the FU-maps are more similar between frequency bands for the CBGD patients than for the controls. These observations suggest that a more focused analysis of the original data concentrating on specific frequency bands could be useful. 
Conclusions
We proposed a method based on inexact graph matching for quantifying differences between multichannel EEG coherence networks represented by functional unit maps. We defined a class of cost functions to compute the mean of two attributed graphs representing FU-maps of two subjects and extended the notion of mean graph to the case with multiple subjects. A visualization of the mean FU-map was used with a visual representation of the frequency of occurrence of nodes and edges in the input FUs. A feature of our method is the possibility to locate FUs which are common among all subjects. This may reflect which brain areas are mostly involved in certain tasks. The applications showed that the method can help identify dissimilarities between EEG networks that are obtained under varying conditions or in different groups of subjects.
Currently, our method has a number of limitations. First, the method is proposed as a preliminary step towards a complete quantitative comparison, and its real benefits, including the statistical significance of the network comparisons, still have to be assessed. Second, some of the algorithms in our method perform exhaustive search and have time requirements which are exponential in the number of FUs in the input graphs. This becomes problematic when the number of FU-maps increases. In such cases, a heuristic search approach with polynomial time requirements would be in order. Another issue concerns the four-colouration scheme we use: there is no relation between different FUs with the same colours or between the colours of FUs in different FU-maps. This makes visual comparison in visualizations with many FU-maps less intuitive, but there does not seem to be an easy way to amend this. Some further limitations were revealed by the two case studies we performed. First, when the number of images becomes large, colour saturation is difficult to distinguish between different FU-maps. Also, FU-maps with identical dissimilarity values are not necessarily the same, so visual inspection is still required. Furthermore, the magnitude of the dissimilarity value depends on network size, but this could be addressed by introducing a normalization operation. Finally, and most importantly, it is currently not obvious which parts of the individual maps are responsible for the differences with the average FU-map. It would be very useful if this information could be added to the visualization of the individual maps.
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