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We study amorphous systems with completely random sites and find that, through constructing and exploring
a concrete model Hamiltonian, such a system can host an exotic phase of topological amorphous metal in three
dimensions. In contrast to the traditional Weyl semimetals, topological amorphous metals break translational
symmetry, and thus cannot be characterized by the first Chern number defined based on the momentum space
band structures. Instead, their topological properties will manifest in the Bott index and the Hall conductivity as
well as the surface states. By studying the energy band and quantum transport properties, we find that topological
amorphous metals exhibit a diffusive metal behavior. We further introduce a practical experimental proposal
with electric circuits where the predicted phenomena can be observed using state-of-the-art technologies. Our
results open a door for exploring topological gapless phenomena in amorphous systems.
Weyl semimetals, three-dimensional (3D) materials with
Weyl points in band structures [1–4], have attracted consid-
erable interest [5–23] in recent years owing to their funda-
mental importance in mimicking Weyl fermions in particle
physics and their exotic topological properties. In the con-
text of solid-state materials, the linear energy band dispersion
around a Weyl point determines the semimetal property with
a zero density of states (DOS) at zero energy. In addition, the
Weyl point is protected by the first Chern number defined by
the integral of Berry curvatures over a closed surface in mo-
mentum space enclosing the point [24], leading to a Fermi arc
consisting of surface states. This topological feature gives rise
to the topological anomalous Hall effect [6, 7]. Beyond Weyl
fermions that exist in particle physics, new fermions, such as
type II Weyl fermions [25–27] (also called structured Weyl
fermions [28]) and high spin fermions [29, 30], can appear in
topological gapless materials.
All these topological gapless materials feature the existence
of gapless structures in momentum space so that the topo-
logical invariants can be further defined there. Yet, this can
only be guaranteed in a crystalline material with translational
symmetry. Here, we ask whether a topological semimetal or
metal can exist in an amorphous system with completely ran-
dom sites, such as glass materials, where the desired transla-
tional symmetry is absent. Recent development of technolo-
gies in engineering in quantum systems such as arbitrary po-
sitioning of atoms [31, 32] and in mechanical systems such as
constructing interacting gyroscopes [33] have paved the way
for fabricating amorphous materials. However, the study of
topological phenomena in amorphous systems is still in its in-
fancy stage and only a few works demonstrating the existence
of topological insulators in amorphous systems has been re-
ported [33–40]. Whether topological semimetals or metals
exist in amorphous systems have not been explored hitherto.
In this paper, we demonstrate, by constructing and explor-
ing a model Hamiltonian, the existence of a topological metal
phase in a 3D amorphous system. The system is generated by
randomly sampling sites in a box (see Fig. 1 for one sample
configuration) and the results are obtained by averaging over
many sample configurations. We find three distinct phases,
FIG. 1. (Color online) Schematic of a 3D random site configuration
with the allowed hopping inside the light red sphere for a typical site
at the center.
namely, the topological amorphous metal (TAM), the amor-
phous Anderson insulator (AAI), and the amorphous insulator
(AI) phases. In contrast to Weyl semimetals with translational
symmetry where their topology can be characterized by the
first Chern number, the topological feature of our amorphous
system is identified using the Bott index, the Hall conduc-
tivity and the surface states. To determine whether a phase
in the amorphous system is a metal, a semimetal or an insu-
lator, we compute the band properties including the energy
gap, the DOS, the level statistics and the inverse participation
ratio, and the transport properties including the longitudinal
conductivity and the Fano factor. We find that, in the most
part of the parameter region where the Bott index and the Hall
conductivity are nonzero, the system is gapless, exhibiting a
diffusive metal behavior. The other regions correspond to the
insulating phase where the longitudinal conductivity drops to
zero and the Fano factor suddenly rises to one. The insula-
tor can be further divided into the AAI with a nonzero DOS
and the AI with a zero DOS. Finally, we introduce a practical
scheme to realize such a Hamiltonian and observe its related
exotic phenomena in electric circuits.
Model Hamiltonian.— We start by constructing the follow-
ing model Hamiltonian
H =
∑
x
[
∑
R
t(R)cˆ†xH0(θ, φ)cˆx+R(θ,φ) +mz cˆ
†
xσz cˆx], (1)
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2where cˆ†x = (cˆ
†
x,↑, cˆ
†
x,↓) with cˆ
†
x,σ creating a fermion with spin
σ at the position x, which is a random vector uniformly dis-
tributed in the box, xν ∈ (0, Lν) with ν = x, y, z,R(θ, φ) de-
notes the neighboring sites as shown in Fig. 1, σν (ν = x, y, z)
are the Pauli matrices and mz is the mass term. H0(θ, φ) =
σz + i sin θ cosφσx + i sin θ sinφσy describes the hopping
matrix for the neighboring sites as shown in Fig. 1. We are
inspired to construct such a Hamiltonian by the fact that it re-
duces to a well-studied Weyl semimetal model [3] when only
the nearest-neighbor hopping is considered. In light of irregu-
lar sites, we consider a case where the hopping strength decays
exponentially t(R) = −eλ(1−R)/2, with R being the spatial
distance between two sites, where we have chosen the units
of energy and length to be one for simplicity. Here, we take
λ = 3, the cutoff distance Rc = 2.5 so that the hopping is ne-
glected whenR > Rc [41], and the site density ρ = N/V = 1
where N is the number of sites and V = LxLyLz is the vol-
ume of the system. For randomly distributed sets of x, the
system does not respect translational, time-reversal or inver-
sion symmetries. Due to the random character, for numerical
calculation, all our results are averaged over 180-600 sample
configurations.
In Fig. 2(a), we map out the phase diagram with respect
to the mass mz incorporating three distinct phases (assuming
that the Fermi surface lies at zero energy): the TAM, the AAI
and the AI phases, according to the Bott index (or Hall con-
ductivity) and the band and transport properties, which will be
discussed in detail in the following. For a topological phase,
the Bott index is nonzero. For a diffusive metal, the energy
gap is zero, the DOS and conductivity are nonzero, and the
Fano factor is 1/3. For an insulator, the conductivity is zero
and the Fano factor is 1. In our system, there are two types
of insulators: the Anderson insulator with a nonzero DOS and
the band insulator with a zero DOS. Our results are summa-
rized in Table I.
TABLE I. Topological, band and transport properties of three distinct
phases. Note that, in the AI phase, the states around the zero energy
are localized with LSR ∼ 0.39 and IPR > 0.
Phase |Bott|(|σxy|) ρ(0) gap |σzz| Fano factor LSR IPR
TAM > 0 > 0 ∼ 0 > 0 ∼ 1/3 ∼ 0.6 ∼ 0
AAI ∼ 0 > 0 ∼ 0 ∼ 0 ∼ 1 ∼ 0.39 > 0
AI ∼ 0 ∼ 0 > 0 ∼ 0 ∼ 1 — —
Bott index and Hall conductivity.— In order to characterize
the topology of the 3D amorphous system, we generalize the
Bott index originally defined in 2D [45] by defining it as
Bott =
1
2piLz
ImTr log(U˜yU˜xU˜†y U˜
†
x), (2)
where U˜x and U˜y are the reduced matrices for Ux =
Pˆ e2piixˆ/Lx Pˆ and Uy = Pˆ e2piiyˆ/Ly Pˆ in the occupied space,
respectively. Here, xˆ and yˆ are the position operators and Pˆ
is the projection operator for the occupied space. As we are
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FIG. 2. (Color online) (a) The Bott index and the Hall conductivity
in unit of e2/(2h) as a function of mz for distinct system sizes. The
black line denotes the Bott index for a cubic lattice configuration.
Three different phases are identified: amorphous Anderson insulator
(AAI), topological amorphous metal (TAM) and amorphous insula-
tor (AI). (b) Schematic of a four terminal setup used to compute the
Hall conductivity, where we consider the cubic geometry for all leads
(see the dotted part for V2 = V ). (c-d) The local density of states for
mz = 2 and mz = 6, respectively.
interested in the case that the Fermi energy lies at zero energy,
we consider the states with negative energy as the occupied
space for calculating the Bott index. We prove that this gen-
eralized Bott index is equivalent to the topological anomalous
Hall conductivity for a Weyl semimetal (which is not neces-
sary to be quantized) in Ref.[41].
In Fig. 2(a), we plot the Bott index as a function of mz
for different system sizes. Remarkably, the amorphous sys-
tem exhibits nonzero values for the Bott index when −2.8 .
mz . 9.6, suggesting the topological feature of the system.
Compared with the cubic lattice configuration, there appears
a topologically nontrivial region for the amorphous system,
which is topologically trivial in a crystalline one. We can also
observe that the absolute value of the Bott index is no longer
symmetric with respect to mz [46] when the long-range hop-
ping is involved; this explains why there only exists a very
small region with the positive Bott index. In addition, the
Bott index in the TAM region exhibits several plateaus, whose
location changes with respect to the system size, reflecting
the finite size effect, similar to the case of a crystalline Weyl
semimetal.
To show that the Bott index reflects the Hall conductivity
in a randomized system, we numerically calculate the Hall
conductivity using the Landauer-Büttiker formula in a meso-
scopic system. We consider four ideal leads connected to the
amorphous system in the x and y directions as schematically
shown in Fig. 2(b), as we expect that a surface state appears
on the surfaces vertical to these directions. Under the voltage
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FIG. 3. (Color online) (a) The gap versus mz for different system
sizes calculated via the Lanczos method with the inset plotting the
same thing in the logarithmic scale. The arrows show the univer-
sal dips. (b) The density of states (DOS) at zero energy ρ(0) as a
function of mz (with the logarithmic scale figure shown in the inset)
calculated by the kernel polynomial method (KPM) for L = 55 and
Nc = 2
11. (c) The DOS ρ(E) versus E for various mz in different
phases for L = 55 and Nc = 211. The inset plots ρ(E) versus E
when mz = 6 for L = 55, Nc = 211 (red line), L = 60, Nc = 211
(green line), and L = 60, Nc = 213 (blue line). (d) The level spac-
ing ratio (LSR) r(E = 0) (left vertical axis) and inverse participation
ratio (IPR) I(E = 0) (right vertical axis) for L = 24 for the states
around zero energy (only the states with negative energy are con-
sidered) computed via the Lanczos algorithm. In all above figures,
samples in a cubic box are considered.
V1 = V3 = V/2, V2 = V and V4 = 0, the Hall conductivity
is given by [47]
σxy =
e2
2hLz
(T32 − T34), (3)
where Tmn is the total transmission probability from lead n
to m, which is computed using the nonequilibrium Green’s
function method [47, 48]. As T32 − T34 accounts for the con-
tribution from chiral edge modes, for a Weyl semimetal, σxy
is equivalent to the Bott index multiplied by e2/(2h) and we
expect that this equivalence also holds in an amorphous sys-
tem.
In Fig. 2(a), we show the Hall conductivity in comparison
to the Bott index. We notice the clear consistence between
them in a wide range of mz in an amorphous system as we
expected. For the slight discrepancy, we estimate that it is
caused by finite size effects of the Bott index, which exhibits
conspicuous variations for distinct system sizes; the Hall con-
ductivity does not show clear finite size effects when L = 24
as their difference from L = 22 is small (we consider a cubic
case, Lx = Ly = Lz = L). Further, the Hall conductivity
does not exhibit clear plateaus from finite size effects proba-
bly due to the smearing out around the gap closing region as
in Weyl semimetals. The nonzero Hall conductivity and Bott
index suggest the existence of a topological amorphous phase
in a wide range of parameters.
To further identify the topological feature of the system,
we calculate the local DOS defined as ρ(E,x) = [
∑
i δ(E −
Ei)(|ΨEi,↑x|2 + |ΨEi,↓x|2)], where Ei is the ith eigenvalue,
ΨEi,σx with σ =↑, ↓ are the corresponding components of the
eigenstate of the system, and [· · · ] denotes the average over
samples. The DOS is defined as ρ(E) =
∑
x ρ(E,x)/(2N),
which is normalized to one, i.e.,
∫
dEρ(E) = 1. In
Fig. 2(c) and (d), we illustrate the local DOS summed over
xz:
∑
xz
ρ(E,x) for a system Lx = Ly = 20 and Lz = 10
for two typical values of mz , clearly showing the presence of
the surface states localized on the boundaries [41].
Band properties.— To discriminate the metal or semimetal
phase from the insulator phase with respect to mz , we com-
pute the gap, twice of the lowest positive energy, using the
Lanczos algorithm, and the DOS for large systems using the
kernel polynomial method (KPM), which expands the DOS in
Chebyshev polynomials to the order Nc [49].
Figure 3(a) and (b) illustrate the gap and the DOS at zero
energy ρ(E = 0) with respect to the mass mz for distinct sys-
tem sizes. Clearly, we see that the region with nonzero Bott
index from −2.8 . mz . 9 corresponds to the gapless re-
gion: The gap for −3.2 < mz < 2 is very small even for
a small system size (see the red line for L = 16) associated
with a relative large DOS. ρ(E = 0) reaches the maximum
at mz = −1.6, where ρ(E) versus E exhibits a steep peak
at zero energy as shown in Fig. 3(c), and it decreases sharply
as mz moves away from this point associated with a devel-
oped minimum around zero energy for ρ(E) (see Fig. 3(c)).
When 2 . mz . 9, while the energy gap strongly depends
on the system size, its overall decline with increasing the sys-
tem size can be observed, suggesting that this phase may be a
semimetal or metal. Figure 3(b) further shows that ρ(E = 0)
does not vanish in this region despite being small, implying
that they correspond to a metal phase instead of a semimetal
one. Specifically, for mz = 6, ρ(E) shows a sudden drop
around zero energy (see Fig. 3(c)), but this minimum does not
vanish. To exclude the finite size effect, we calculate ρ(E)
using larger system size and Nc and do not find conspicuous
decline of ρ(E = 0) as shown in the inset of Fig. 3(c) [41],
in stark contrast to a dramatic drop in a Weyl semimetal with
quasiperiodic disorder [22].
Viewing Fig. 3(a) in the logarithmic system (see the inset),
we clearly see that there appears a universal dip of the energy
gap for different system sizes at mz = 9 and mz = −2.8.
For the former, ρ(E = 0) exhibits a rapid decline to zero as
mz increases from this point (see the inset in Fig. 3(b)), sug-
gesting a phase transition to a band insulator [see ρ(E) versus
E for mz = 10, 14 in Fig. 3(c)]. More interestingly, for the
latter, the DOS does not vanish and does not show clear non-
analytic behavior with respect to mz . This phase is actually
the Anderson localized insulator (dubbed amorphous Ander-
son insulator), which will be identified by the level-spacing
statistics, the inverse participation ratio (IPR), the conductiv-
ity and the Fano factor. We note that with the further decline
of mz , the system develops into a band insulator [see ρ(E)
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FIG. 4. (Color online) Conductivity σzz (a) in unit of e2/h and Fano
factor (b) versus mz for L = 25 in a cubic box. The inset plots the
conductivity in the logarithmic scale, showing its steep drops across
the phase transitions. The dashed lines correspond to F = 1/3 and
F = 1/3 + 1/(6 ln 2), respectively.
versus E for mz = −7 in Fig. 3(c)], but we cannot identify
the transition point since the DOS becomes very small.
For level statistics, we calculate the ad-
jacent level-spacing ratio (LSR): r(E) =
[ 1NE−2
∑
i min(δi, δi+1)/max(δi, δi+1)], where δi =
Ei − Ei−1 with Ei being the ith eigenenergy sorted in an
ascending order and
∑
i is the sum over an energy bin around
the energy E with NE being the energy levels counted.
It is well known that for localized states, r ≈ 0.39 [50]
associated with the Poisson statistics and for extended states,
r ≈ 0.6 corresponding to the Gaussian unitary ensemble
(GUE) [51]. Another signature we use is the real space
IPR: I(E) = [ 1NE
∑
i
∑
x(|ΨEi,↑x|2 + |ΨEi,↓x|2)2], which
measures how much a state around energy E is spatially
localized. For a completely extended state in an infinitely
large system, it is zero; for a state localized in a single site, it
is one.
Figure 3(d) shows that, in the topological metal regime,
r(E = 0) is around 0.6 and I(E = 0) is almost zero; when
mz decreases from −2.8, r(E = 0) drops to around 0.39 and
I(E = 0) increases sharply, indicating the phase transition
from the extended phase to the localized one. Interestingly,
we also see a similar change of the LSR and the IPR around
mz ∼ 9, implying that the states around zero energy are lo-
calized even though the DOS becomes very small [41].
Conductivity and Fano factor.— To study the quantum
transport properties of the amorphous system, we numeri-
cally calculate the transmission matrix tt† at zero energy by
the nonequilibrium Green’s function method [47, 48] and de-
termine the zero-temperature conductance by the Landauer
formula G = (e2/h)Tr(tt†) [47] and the Fano factor F =
Tr[tt†(1− tt†)]/Tr(tt†) [9, 52], for a system connected to two
ideal terminals for z < 0 and z > Lz .
Figure 4(a) shows the conductivity σzz = LG/W 2 versus
mz with W and L being the width and length of the system
(we here consider a cubic box geometry, i.e., W = L ). The
conductivity is nonzero in the region with nonzero Bott index
from −2.8 . mz . 9, showing a diffusive metal behavior as
for a pseudoballistic semimetal the conductivity vanishes [9].
The conductivity drops to zero at around mz ∼ −2.8 and at
around mz ∼ 9 when mz moves away to the left and right
region, respectively. The former corresponds to the transition
into the Anderson insulator phase, while the latter the band
insulator phase with vanishing DOS. The diffusive metal be-
havior is also reflected in the Fano factor that takes the value
around F = 1/3 [52] (see Fig. 4(b)). The transition into the
insulator phase is signalled by the steep rise of the Fano fac-
tor to one due to the Poisson process. We do not find any
discernible region where the Fano factor takes the value of
F0 = 1/3 + 1/(6 ln 2) for Weyl semimetals without disor-
der [9], further suggesting the absence of the semimetal phase
[41].
Experimental realization.— Topological amorphous met-
als may be realized in classical systems, artificial quantum
systems and solid-state glass materials. Here, we propose
an experimental scheme to engineer a Laplacian (acting as a
Hamiltonian) with electric circuits, which takes the form of
our Hamiltonian [41]. The surface states can be observed by
measuring the two-point impedance. Recently, a number of
topological phases, such as the SSH model [2], Weyl semimet-
als [3] and higher topological insulators [4] have been exper-
imentally observed with electric circuits. In addition, recent
development of technology has allowed us to place Rydberg
atoms in arbitrary geometry using optical tweezers [31, 32],
which makes it possible to realize our model in this system.
In summary, we have discovered a topological amorphous
metal phase in 3D amorphous systems. We identify its topo-
logical feature by calculating the Bott index, the Hall con-
ductivity and the surface states. Through further studying its
band properties including the energy gap, DOS, LSR and IPR
and the quantum transport properties, we find that the topo-
logical phase exhibits a diffusive metal behavior. We further
predict the phase transition from the topological metal phase
to the Anderson insulator phase and the band insulator phase
with respect to a system parameter. Our results open a new
avenue for studying topological gapless phenomena in amor-
phous systems. These new phenomena might be observed in
various amorphous materials, such as engineered classical or
atomic systems and glass materials.
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6SUPPLEMENTAL MATERIAL
In the supplementary material, we will prove the equivalence between the generalized Bott index and the Hall conductivity in
3D Weyl semimetals in Section 1, show the Griffiths effects in Section 2 and the density profiles of the surface states in Section
3, give more discussion on the semimetal phase in Section 4, illustrate the mobility edge in distinct phases in Section 5 and the
effects of Rc and the on-site disorder in Section 6, and finally introduce an experimental scheme with electric circuits in Section
7.
S-1. PROOF FOR THE EQUIVALENCE BETWEEN THE BOTT INDEX AND THE HALL CONDUCTIVITY
In this section, we will prove the equivalence between the Bott index defined in the main text and the Hall conductivity in 3D
Weyl semimetals with translational symmetry, following the method used to prove its equivalence to the Chern number in 2D
systems [S1]. For a Weyl semimetal, let us define the Bott index as
Bott3 =
1
2piL3
ImTr log(U), (S1)
where U = U˜2U˜1U˜
†
2 U˜
†
1 , Ui = Pe
2piirˆ·ai/(Liai)P =
(
0 0
0 U˜i
)
with the position operator rˆ =
∑
i=1,2,3 xˆiai, ai being the
lattice vectors and Li being the size of the system along the ai direction; U˜i is the reduced matrix in the occupied space and
P is the projection operator that projects states into the occupied space. In a system with translational symmetry, P can be
expressed as P =
∑
nk |nk〉〈nk| where |nk〉 denotes the occupied Bloch state in the nth band with the quasimomentum
k =
∑
i=1,2,3 kiGi/(2pi), where Gi is the reciprocal lattice vector. In the coordinate representation, the Bloch state takes the
form of 〈r|n,k〉 = eik·run,k(r) = eik·r〈r|un,k〉 where un,k(r+ ai) = un,k(r). In this basis, we can expand U in terms of δki
with δki = 2piai/Li (i = 1, 2),
U =
∑
n1,n2,...,n5
∑
k
|n1,k〉〈un1,k|un2,k1,k2−δk2,k3〉〈un2,k1,k2−δk2,k3 |un3,k1−δk1,k2−δk2,k3〉
〈un3,k1−δk1,k2−δk2,k3 |un4,k1−δk1,k2,k3〉〈un4,k1−δk1,k2,k3 |un5,k〉〈n5,k| (S2)
=U0 + U2 +O(δk
3), (S3)
where
U0 =
∑
n
∑
k
|n〉〈n|, (S4)
U2 =
∑
n1,n2
∑
k
|n1〉〈n2|
[
δk1δk2
(
(∂k2〈un1 |)(∂k1 |un2〉)− k1 ↔ k2
)
+
1
2
∑
i=1,2
δk2i (〈un1 |∂2kiun2〉+ 〈∂2kiun1 |un2〉)
]
+
∑
n1,n2,n3
∑
k
|n1〉〈n3|
[ ∑
i=1,2
δk2i 〈un1 |∂kiun2〉〈∂kiun2 |un3〉
+δk1δk2〈un1 |∂k1un2〉〈∂k2un2 |un3〉+ δk1δk2〈∂k2un1 |un2〉〈∂k1un2 |un3〉
]
, (S5)
where ni denotes the occupied bands, and, for briefness, we have skipped the index for k. Let us further decompose U into
U = 1 +UD¯ +UO where UD¯ + 1 denotes the diagonal part and UO the off-diagonal one. Using this decomposition, we obtain
Tr logU = TrUD¯ −
1
2
Tr(UD¯ + UO)
2 +O((UD¯ + UO)
3). (S6)
Since UD¯ + UO is at least the second order of δk, the second term contributes a fourth order term and hence we neglect it. To
the second order, we only need to evaluate the diagonal part, which is
TrUD¯ = TrU2 =
∑
n
∑
k
[
δk1δk2
(〈∂k2un|∂k1un〉 − k1 ↔ k2)+ 12(∑
i=1,2
δk2i 〈un|∂2ki |un〉+ c.c.)
]
+
∑
n
∑
k
∑
n′
∑
i=1,2
δk2i |〈un|∂kiun′〉|2, (S7)
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FIG. S1. (Color online) The absolute value of the averaged Bott index (a) and the Bott index for 181 samples for L = 20 (b) with respect to
mz in the logarithmic scale.
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FIG. S2. (Color online) Top view of the surface states for two typical states for mz = 2 (a) and mz = 6 (b). Here, the color and the size of
circles depict the profile of the surface states, which are clearly localized around the boundaries.
where only the first term contributes to the Bott index as all other terms are purely real. Therefore, to the second order, we have
Bott3 =
1
2piL3
∑
n
∑
k
δk1δk2Ω3(k) (S8)
=
1
2pi
∑
n
∫ 2pi
0
dk3Cn(k3), (S9)
where Ω3(k) = i(〈∂k1un|∂k2un〉 − k1 ↔ k2) is the Berry curvature along the G3 direction and Cn is the Chern number for a
fixed k3 in the nth occupied band. Evidently, this is the Hall conductivity σ12 in unit of e2/h and hence we prove the equivalence
between the Bott index and the Hall conductivity in a Weyl semimetal.
S-2. GRIFFITHS REGION
In Fig. S1, we plot the absolute value of the Bott index in the logarithmic scale, which clearly shows that the Bott index drops
to zero across the phase boundaries. We have also noticed that, in the region 9 < mz < 9.6, while the system transitions into an
insulating phase, the Bott index does not vanish despite being small. To interpret such phenomena, we plot the absolute value
of the Bott index for all 181 samples in Fig. S1(b), illustrating that, in this region, some samples have nonzero Bott index while
others have zero, suggesting that this region corresponds to a Griffiths region.
S-3. SURFACE STATES
In the main text, we show the local DOS in a flat-box like geometry with the height much shorter than the other two dimensions
(here we take Lx = Ly = 20 and Lz = 10). Here, we use the same geometry so that the system is gapped under periodic
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FIG. S3. (Color online) (a) g versus Lz for Lx = Ly = 25 and (b) the Fano factor versus Lz for Lx = Ly = 40.
boundary conditions. This enables us to pick up the surface states that are located inside the gap under open boundary conditions
along the x and y directions. We illustrate the top view of the surface states in Fig. S2(a) and (b), clearly showing their localization
on the boundaries. The IPR of the two states are 0.0027 and 0.0066, respectively, which are in the same order of 1/(4LxLz) =
0.0013, the IPR for a state uniformly distributed on the surfaces.
S-4. DISCUSSION ON SEMIMETAL PHASES
To further verify the absence of the semimetal phase, let us study the intrinsic conductivity and the Fano factor in a flat-box
geometry. By defining a dimensionless parameter
g = G
h
e2
L2z
W 2
, (S10)
we write the intrinsic conductivity (eliminating the contact resistance contribution) as
σI =
1
W 2∂R/∂Lz
=
e2
h
1
∂(L2z/g)/∂Lz
, (S11)
where R = 1/G = L
2
z
W 2g
h
e2 is the resistance. For a diffusive metal, g ∝ Lz as Lz → ∞ so that σI is finite, while in a pseudo-
ballistic regime corresponding to a semimetal, g has an upper bound as Lz →∞ so that σI goes zero. In Fig. S3(a), we see that
for both mz = 0 and mz = 7, g increases with Lz with a linear scaling, suggesting that the σI do not vanish in both cases, while
the slope is much smaller for mz = 7. In Fig. S3(b), we further plot the Fano factor using a flat-box like geometry with W = 40
as a function of Lz , illustrating that the Fano factor is slightly below 1/3 for mz = 0 and increases slowly with increasing Lz ,
while for mz = 7, the value stays around 0.43, which is between the value (0.5738) for a semimetal and 1/3 for a metal. As the
geometry becomes a cubic, the Fano factor for mz = 0 goes to 1/3 while for mz = 7 goes below 1/3 (see Fig. 4(b) in the main
text).
S-5. MOBILITY EDGES
In this section, we study the mobility edge in our system where the system transitions into the extended phase from the
localized one as the Fermi surface is tuned. For clarity, let us first consider the limit that mz → −∞. Based on the perturbation
theory to the first order, we obtain the following effective Hamiltonian
Heff =
∑
x
[∑
R
t(R)cˆ†x,↑cˆx+R,↑ +mz cˆ
†
x,↑cˆx,↑
]
, (S12)
which describes a spinless particle in a 3D amorphous system. In Fig. S4(a), we plot the DOS of this system without including
the constant term mz . The DOS is asymmetric with respect to E. For a cubic lattice configuration, it shares the asymmetric
characteristic due to the presence of the long-range hopping, in stark contrast to the case with only the nearest-neighbor hopping.
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FIG. S4. (Color online) The typical DOS, the DOS and their ratio versus E for different values of mz . In (a) and (f) where |mz| → ∞, the
constant energy mz is not included and only the lower band information is plotted. The dashed black lines denote the mobility edge. Here, the
DOS and the typical DOS are numerically calculated with L = 55, Nc = 211, and L = 55, Nc = 212 in a cubic box, respectively.
To determine the mobility edge, we calculate the typical DOS defined as
ρtyp(E) = e
[ 1N
∑
x logρ(E,x)], (S13)
where [· · · ] indicates the average over distinct samples. The typical DOS is numerically calculated by the KPM. When the DOS
is finite, the vanishing of the typical DOS reflects the appearance of localized states. In Fig. S4, we display both the DOS and
typical DOS in different phases. For mz = ±∞, it is evident to see that there exist regions around the band edges where the
typical DOS vanishes while the DOS is still finite, showing the localized characteristic in these regions; Yet, in other regions,
both the typical DOS and the DOS are finite, showing their extended feature. This demonstrates the existence of the mobility
edge where ρtyp/ρ vanishes. We also observe that the localized phase is more conspicuous for the positive E than the negative
one, where the DOS is very small. This explains the clear presence of the AAI for the negative mz , but not for the positive one.
Now let us raise mz to −4, we observe that there still exists a small region around zero and a region around other band edges
which correspond to a localized phase. As we increase mz further, the localized phase for the former disappears while that for
the latter persists. When mz → ∞, both the DOS and the typical DOS are antisymmetric to the case when mz → −∞. As we
decrease mz to 11.2 and further to 10, both the DOS and typical DOS are very small. While the phase corresponds to a band
insulator, the states around zero energy are localized (which is also reflected by the LSR and IPR) despite the region being very
small.
S-6. EFFECTS OF Rc AND STABILITY AGAINST THE ON-SITE DISORDER
In this section, we discuss the effects of Rc and the on-site disorder on our results. In Fig. S5, we plot the Bott index, the DOS
at zero energy, the LSR and the IPR, the longitudinal conductivity σzz and the Fano factor for Rc = 2, 2.5, 3. It clearly shows
that Rc has only quantitative effects on our results: increasing Rc from 2 to 3 only slightly shifts the phase boundary on the right
side, while has vanishing effects on the phase boundary on the left side. We note that the shift between Rc = 2.5 and 3 is very
small.
To verify that our results are stable against the on-site disorder, we calculate the Hall conductivity and the DOS at zero energy
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FIG. S5. (Color online) The Bott index for L = 16 (a), the DOS at zero energy for L = 55 and Nc = 211 (b), the LSR and the IPR for
L = 24 (c), the longitudinal conductivity (d) and the Fano factor (e) with respect to mz for three distinct Rc. In (a), the red stars, green circles
and yellow diamonds show the Hall conductivity for the disorder strength W1 = W2 = 0, W1 = 0.2,W2 = 0, and W1 = 0,W2 = 0.2
respectively. In (b), the green circles and yellow diamonds show the DOS at zero energy for W1 = 0.2,W2 = 0 and W1 = 0,W2 = 0.2,
respectively, and the inset shows the zoomed-in view of the DOS. In (d) and (e), the light and dark blue lines correspond to L = 24 while the
other one L = 25. Here, all samples are considered in a cubic box.
in the presence of the following term
HD =
∑
x
cˆ†x[W1V1(x) +W2V2(x)σz]cˆx, (S14)
where V1(x) and V2(x) are uniformly random variables chosen from [−1, 1]. Fig. S5(a-b) illustrates that the presence of a weak
disorder only has a very slight modification of the Hall conductivity and the DOS, suggesting stability of our results against the
on-site disorder.
S-7. EXPERIMENTAL REALIZATION IN ELECTRIC CIRCUITS
In this section, we introduce a scheme (shown in Fig. S6) to implement our Hamiltonian in electric circuits. Let us consider
an electrical network where the current flowing from node m to node n is denoted by Imn and the electric potential at each node
m is denoted by Vm. According to Kirchhoff’s law,
Im =
∑
n
Imn =
∑
n
Ymn(Vm − Vn) + YmVm, (S15)
where Ymn = 1/Zmn is the admittance between node m and n with Zmn being the corresponding impedance and Ym = 1/Zm
is the admittance between node m and the ground as shown in Fig. S6(a). We can write this equation in a matrix form
I = JV, (S16)
where I = ( I1 I2 · · · IM )T and V = ( V1 V2 · · · VM )T with M labelling the total number of nodes. Here, J is the
Laplacian acting as the Hamiltonian that can be used to simulate our system. We note that such methods have been used to probe
the SSH model [S2], Weyl semimetals [S3] and higher topological insulators [S4].
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FIG. S6. (Color online) (a) Schematics of a simple electrical network. Electric circuits (c) between four nodes (with spins) located at x and
x+R as shown in (b). C0, Cxσ , L0, and Lxσ denote the corresponding capacitances and inductances. The labeled circles represent electrical
elements which depend on the geometry between two nodes. For the circle labelled by B, it represents a negative impedance converter with
current inversion (INIC) [S5, S6], the sign of the resistance depends on how the INIC is connected. For instance, if sin θ cosφ > 0, we
require that the direction of the INIC is from point 1 to point 2, so that I12 = −(V1 − V2)/|RB | corresponding to the negative resistance
while I21 = (V2 − V1)/|RB | corresponding to the positive resistance. The electric element labelled by E also depicts the INIC with the
corresponding resistance Rxσ , the sign of which is dependent of the orientation of the INIC. (d) The averaged two-node impedance versus the
coordinate of each divided layer for mz = 2. For the blue (green) line, we divide the system into 40 layers perpendicular to the x (y) direction
and each pair of nodes are chosen randomly in each layer. The unit of the impedance is ωL¯0.
To implement our Hamiltonian, let us write the Hamiltonian as
H =
∑
(x,x+R)
H(x,x+R) +
∑
x
H(x), (S17)
where H(x,x+R) depicts the hopping between two neighbor sites x and x+R and H(x) the on-site term. We only need to
construct the hopping between two sites and the on-site term and all other connections can be built in a similar way. We propose
an electric circuit shown in Fig. S6(c) which can be described by
J = iω[J (x,x+R) + J0(x,R) + J (x)], (S18)
where
J (x,x+R) =−C0(R) [|pix,↑〉〈pix+R,↑| − |pix,↓〉〈pix+R,↓|+ (i sin θ cosφ+ sin θ sinφ)|pix↑〉〈pix+R,↓|
+(i sin θ cosφ− sin θ sinφ)|pix,↓〉〈pix+R,↑|+H.c.] (S19)
J0(x,R) =−C0(R)(1− sin θ sinφ− i sin θ cosφ)|pix,↑〉〈pix,↑|
−C0(R)(−1 + sin θ sinφ− i sin θ cosφ)|pix,↓〉〈pix,↓| (S20)
J (x) =
∑
σ=↑,↓
(Cx,σ − 1
ω2Lx,σ
− i 1
ωRx,σ
)|pix,σ〉〈pix,σ|, (S21)
and |pix,↑〉 depicts a row vector with an entry corresponding to the node ξ = (x, σ) being one and all other entries being zero,
and C0(R) = 1/(ω2L0) = eλ(1−R)/(2ω2L¯0) with ω being the frequency of the alternating current. For the whole system, the
contribution from J0(x,R) should be summed over R. By appropriately tuning the circuit elements so that Rx,↑ = Rx,↓ =
1/(ω
∑
R C0(R) sin θ cosφ), Cx↑ = 1/(ω
2Lx↓), Cx↓ = 1/(ω2Lx↑) and Cx,↑ − Cx,↓ = mz/(ω2L¯0) +
∑
R C0(R)(1 −
sin θ sinφ), we achieve the expected Laplacian J = iH/(ωL¯0). To measure the surface states, we divide the system into a
number of layers and measure the impedance between two nodes in each layer. The averaged impedance is given by
|Zab| = [|
∑
n
|ΨEn,ξa −ΨEn,ξb |2
jn
|], (S22)
12
where [· · · ] indicates the average over different pairs of two nodes and different samples and ΨEn,ξa is the ξa component of
the eigenvector of J corresponding to the eigenvalue jn. Figure S6 plots the impedance in different layers, showing that the
impedance exhibits peaks around the boundaries, suggesting the presence of the surface states.
∗ yongxuphy@tsinghua.edu.cn
[S1] Y. Ge and M. Rigo, Phys. Rev. A 96, 023610 (2017).
[S2] C. H. Lee, S. Imhof, C. Berger, F. Bayer, J. Brehm, L. W. Molenkamp, T. Kiessling, and R. Thomale, Commun. Phys. 1, 39 (2018).
[S3] Y. Lu, N. Jia, L. Su, C. Owens, G. Juzeliunas, D. I. Schuster, and J. Simon, Phys. Rev. B 99, 020302(R) (2019).
[S4] S. Imhof, C. Berger, F. Bayer, J. Brehm, L. W. Molenkamp, T. Kiessling, F. Schindler, C. H. Lee, M. Greiter,T. Neupert, and R. Thomale,
Nat. Phys. 14, 925 (2018).
[S5] T. Hofmann, T. Helbig, C. H. Lee, M. Greiter, and R. Thomale, arXiv:1809.08687 (2018).
[S6] W.-K. Chen, The Circuits and Filters Handbook, 3rd ed. (CRC Press, Inc., Boca Raton, FL, USA, 2009).
