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図 1.2 は熱問圧延システム ( 2 ) の全体構成で，液状の鋼を冷却して鋼材(スラプ)
を生成する連続鋳造機，加工に先立って鋼材を 1000度 -1200度に昇温させる加熱炉，
幅出しを行うサイジングプレス ， 鋼材を大まかに圧延する粗圧延， 前後を切り取るク
ロップシャー， 最終的な厚みまで板厚を滅少させる仕上げ圧延，圧延材を水冷するス



























業システムの随所に顕在している 。 これらを自動化し，省力化， 高信頼化を図るとと
もに ， 高度な制御動作や判断， 認識，運転ノウハウを，将来にわたって蓄積すること
の必要性が高 ま っている。
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第 1.2 節 ニューラルネットへの期待
前節で述べた問題点を解決するアプローチは多岐に渡っているが，対象そのものや
これと信号の授受を行う制御・認識装置のインテリジェンスを向上させ，介在する人





連続な非線形関数は 3 層のニューラルネットで近似できることが証明されおり (4) ，ま























な対象であってもニューラルネ ッ トは対処可能であることが示されている 。 したがっ
て制御や認識のアルゴリズムが複雑であっても，問題の性質をそれほど吟味すること
なくこれらを梢築できる 。 以上が，制御・認識アルゴリズムを構築，保守する手法と
してニューラルネットが注目されている所以であり，前節で述べた要因 (1) (2) 
を解決する有力な手段として期待できる 。
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これを極力小さく必要がある 。 まず前者を説明する 。 複数のニューロンを層状に結合












ラルネットの豆み行列の固有値に若目して最適数を導く手法 (5 ) や，学習中に中間層の











習パラメータを学習中に適応修正し ， 収れん特性を向上させる試み ( 7 ) が，また後者に






次に ( 2 )の問題点を説明する 。 ニュ ー ラルネ ッ トを用 い て自動システムを構築す





しているわけではない 。 学習方法について，収れんの高速化 ( 9 ) や学習の収れん誤差最








差を O にすることはできない。 したがって特定の入力に対する誤差の値がネットワー
クの性能を決定づける用途では，これを低減することがニューラルネットの能力向上
のために大きな問題となる。このような用途として代表的なのは制御モデルのパラメ



















































































































ニューラルネット構築支援システムのソフトウェア構成を示し，第 2---第 4 章で開発
した技術の実際のシステムにおける実現方式を明らかにする。
第 8 章で本論文の成果を整理し これをまとめて結言とする。
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第 2 章 ニューラルネットの最適中間層決定方法














る 。 これは S V D (Singular Value Dccomposition)法を用いて縮約した直交行列が有する
固有値の数を必要なニューロン数とする手法である。しかし中間層ニューロン数の最
大値が，入力層ニユーロン数と出力層ニューロン数の小さい方の値となるため，中間
層で情報圧縮される用途に適用が限定される問題がある。たとえば y=x 2 を O~X










定方法も提案されている (3 ) (4 ) ロ文献 3 は. A I C(Akaike Infonnation Criterion) と




を前提に Cross Validation を使つで情報量規準を推定する手法を提案している。情報量規
準により算出した最適モデルを中間層ニューロン数に換算し，最適数に対応づけるこ
との問題点はすでに指摘されている (5 )が， ニューラルネットをクラスタリング問題へ
適用する場合には さらに，入力と出力の関係を最大尤度で同定することが，汎化能
























時間オーダで実行可能となったこともあって， 1 9 8 0 年代の後半から今日にかけて
再び大きなブームとなっている。
ニューロンは多入力-1 出力の非線形素子である。図 2.1 に神経系におけるニュー
ロンと，これをモデル化した形式ニューロンモデルを示す。あるニューロンの入力の
数を N，各入力の信号の強さを SI' ら， ..., Sn，各シナプスの荷重を W1 • W2' ...，同とする。
このときニューロンの出力 x は，
N 
x (t+ 1)= 1 { 1: Wi .Si (t ) -h } (2.1) 
ただし 1 {u } = 0 u < 0 
1 (u ) = 1 u 孟 O



























図 2.2 3 層ニューリネ ットワ ーク
図 2.1 形式ニューロンモデル
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y i(1) =X i(l) =X i 
(2.2) 
n(エp -1) 
X q (p ) = ~ W rq (p -1) Y r (p-1) +8 q (P) 
(2.3) 
r =1
Y q (p) = f {X q (p )} = 1/[ 1 +exp {-X q (p )}] 
(2.4) 
ここで~ : 入力ニューロン i の入力
Xip): p層のニューロン qの入力和
Yq(同 :p層のニューロン qの出力
~q(p- 1) : p-1 層のニューロン r と p層のニューロン qの問の重みの値
n (Jフ~: p層のニューロン数
IJq (Jフ~: p層のニューロン qのしきい値
である 。 各層は入力信号を受信する入力層，中間層(隠れ層) ，信号を出力する出力






力したときの k番目の出力ニューロンの値 yk(3)に対応した教師信号を T k とする。こ
のとき各出力ニューロンの誤差E は，
n (3) 
E = (1/2). I { T k -Y k (3) }乙 (2.5) 
となり，学習は E を小さくする方向に進められる。すなわち (2.5) 式で算出された誤
-22-
差E を用いて，重み係数及びしきい値は (2.6 ) -- (2.9 ) 式に従って更新される 。 n は
重みの更新回数を表し， σ は学習係数である 。
(中間層と出力層間の重み係数)
{Wjk(2)}n+1={Wjk(2)}n +α. {? /?jk (2) h 
(入力層と中間層間の重み係数)
{W ij(1)}n+1={W ij(1)}n + α. {? /ðWij田 (1)}j 
(中間層と出力層間のしきい値)
{8 k (3)}n+1={8 k(3)}n +α. ( ?E /?e k (3) } k
(入力層と中間層間のしきい値)
( e j (2)} n +) = { e j・ (2)} n +α( ?E /?e j(2) } j
ここで
(? /?jk (2)} k = (σNN )k'Yj(2) 
{? /?ij (1 )}j・ = (伊 NN )j"Y i (1) 
{ ?E /?e k(3) h = (σNN )k 
( ?E /CJe j(2) } j= (ψWN )j 
(σNN )k = -;k . Y k (3). ( 1-Y k (3) } 



















第 2.3 節 中間層ニューロン数決定方法
第 2.3.1 項 最適ニューロン数の定義と算定方法の考え方





るのに十分な個数が備えられていれば依存関係は少ないという指摘 ( 8 ) が多いが，汎




































引くことが必要である 。 以下，線形回帰分析 ( 1 0) を用いた統計的手法により，この処
理を行うことを検討する 。







第 2.3.2 項 最適ニューロン数の算出方法
図 2.2 の多層ニューラルネットにおいて，学習を終えたネットワークに教師入力信
号を再入力したときの，各中間層ニユーロンの出力値を y 1 (2)"-Y n ( 2)(2) とする。これ
らのーっとして Y j (2) を抽出し，他の I n (2) -1 !個の中間層ニユーロンの出力の存宗
汗長手口として，
図 2.3 中間層の仕事量模式図
Y j (2) =α 0+ a lY 1(2)+ a 2Y 2(2)+・… +a n (2)Y n (2)(2) (2.17) 
(ただし司叱(2) を除く)
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で近似することを考える。係数 a 0""'" a n(2) は Y j(2) と Y j(2)の 2 乗誤差
N 
5 e = エ [{Y j (2)}1 -(Yj(2)}t] (2.18) 
N: 教師信号数
{ Y j (2)} / : 1 番目の教師入力信号に対応した j 番目の中間層ニューロンの
出力




Y j(2) は実際の Yj(2) を良い精度で近似できるが，そうでない場合近似の精度は悪くな
る。 Y j (2)が他のニユーロンの出力 Y 1 (2)~ Y n(2)(2) (Y j(2) を除く)による線形式で表
現できる割合は，寄与率 R j 2 により統計的に定量化できる。寄与率R j2 は，
R J =1 -(5 e /5 yy) (2.19) 
ただし N 
5 yy = ヱ[{Y j (2) } 1 - 可否J2 (2.20) 
N 
Se= ヱ [(Yj(2)}1 -{叱 (2)} tJ 2 (2.21) 
N 
可(2)= (1/N )ヱ {Yj(2)}1 (2.22) 
1 = 1 
で与えられる O
R J2 は 0-1 である。 R 12 が l のとき Y j(2) と Y j(2)はすべての教師信号に対して
一致しており， Y j(2)が他のニユーロンの出力の線形和で誤差なく記述できたことを示
している。逆に R J2 が O のとき Y j(2) と Y j(2)は無相関であり ， Y j(2)は他の中間層の
-28 -
出力と完全に独立な関係にあることを示している 。 例えば中間層ニューロン l を例に
し R 12 の値を用いて ， Y 1 (2)が ， Y 2 (2) - Y 4 (2) の線形和で記述できた割合(以下，
Y 1(2)の線形成分)と，記述できなかった割合(以下， Y 1 (2)の非線形成分)は，図





に説明する 。 まずれ (2) を Y2 (2)"'" Y 4(2)の線形和で表し，寄与率 R l 2 を求める。 l
-R 1 2 により Y 1 (2)の非線形成分を求めることができ，これは図 2.5 の A部の面積で
模式的に表される 。 次に Y 1 (2) を統計m析の対象から除き，残りの y2 (2) ~ Y 4 (2) につ
いて同様の操作を繰り返す。 すなわち y2(2)が y3 (2) , Y 4 (2)の線形和で記述される割
合 R 2 2 を求める 。 このとき 1 -R 2 2 は図 2 .5 の B 部の面積に相当している。さらに
Y 3(2) を y4 (2)の線形式で記述し，このときの 1 -R 3 2 として C 部の面積を求める。最
後に残った y 4 (2) に関しては R 42 = 0 となり，独立分は D部の面積，すなわち l とな
る 。 最後に A-D の面積を加えることによ り ，線形成分を排除した中間層ニューロン
数(太線内の而和) を求めることができる 。 すなわち，この場合の最適ニユーロン数
は
最適ニューロン数
=( 1 ・ R 12)+( 1 ・ R/)+( 1 ・ R 3 2)+ 1 






































|1 -> j I 
ー+守













数は，最初に中間層 に備えられていたニューロン数 n (2)から線形成分の総和
エ Rj を差し引いた値，
n (2) -L R J 
(2.24) 





第 2.4 節 実験結果および考察
第 2.4.1 項実験システム
立案した手法の有効性を確認するため，本研究では 2 つのシステムを対象にしたニュ
ーラルネットで評価を行った 。 図 2.7 に構成を示す。 図 2 . 7 (a)は車呑認識システムに
適用したもので，印刷文字ではあるが汚れや光沢条件により変形を受ける数字を対象
に，これらを認識するネットワークである。システムの詳細は 7 章に譲るが，画像か
ら抽出した 12の特徴量を入力とし， 0'""9 の数字を識別するために各数字に対応した
10のニューロンを出力層に持つ， 3 層構造のニューラルネットである。教師信号には
実システムから抽出した各数字について20づっ計2∞個の代表的なサンプルを用いた。
教師出力信号の値は，正月干の数字を 0.99，他を 0.01 と し， ニューラルネットの出力がこ




図 2 . 7 (b)はニューラルネットを非線形関数の近似問題に適用した例で，浄水プラン
トにおいて熟練オペレータが行う凝集剤の注入操作を，ニューラルネットで自動化し




層にはさらに l つづっのしきい値ニューロンを設けている 。
第 2.4.2 項 中間層ニユーロンの統計挙動
まず中間層において，ニユーロン数が大きくなるとニューロン問の線形関係が大き
くなることを示す。 図 2.8 は図 2 . 7 (a)のシステムにおいて，学習済みのネットワーク
に教師入力信号を再入力したときの，中間層ニューロンの出力を統計解析した結果で


































島 34 - -35 ・
ニューロン数が大きくなるとそれらの動作図 2.8 よりいずれの統計量においても，
n (2) 
その平均値である {1/n (2) } ヱ (uj)
(但し U j は j 番目の中間層ニユーロンの出力値を従属変数，他のニューロンの出力値
異なるネットワークで評価した。
に大きな線形関係が生じている 。 すなわちニユーロン数の冗長度が線形関係の大きさ図 2 . 8 (a)は統計量として不偏分散に着目し，
で評価できる可能性を示している。
中間層のニューロン数にをを独立変数にした線形近似式から求めた不偏分散の値)
車番認識システムにおける最適中間層ニューロン数第 2.4.3 項対してプロットしたグラフである。不偏分散〔/j は残差平方和 Seと自由度戸を用い
ーユまず図 2. 7 (a) のシステムにおける中間層ニユーロン数と認識能力の関係を示す。(2.25)式で表せ，値が大きいことはニューロン聞の線形相関が低いことを示している。
同様に 3 つづっの異なるネットワーク12の 5 通りとし，? ??? ?8 , 6 ,ーロン数は 4 ，
ニューロン数が少ないとき認識率はやや低い値となるが，で評価した。図 2.9 より，(2.25) UJZ=Se/ 戸
6 個以上のとき 97--98 %で飽和した値となる。また各ニューロン数に対応した 3 つの(2.26) 戸 =N-n(2) 一 2ただし
これはネットワークで，初期値を変えたことによる認識率への影響はほとんどない。N: 教師信号数
で定義したクラスタリン教師信号をシグモイド関数の飽和領域( 0 および l の近傍)
出力層のニューロンだけでなく中間層ニューロンの大半も飽和領域で動グ問題では，それらの出力の重相関係数を総図 2 . 8 (b)は中間層ニユーロンから 2 つを取り出し，
作する ( 11 ) ためで，初期値が変化しでも一定の収れん基準のもとで学習を終えたネッY j(2) と Yj' (2) (j I j ,= ての中間層ニユーロンの組合せについて平均した値である。
“最小ニュトワークに性能面でのばらつきはほとんどない。以上より本問題の場合，の重相関係数A j j ・は-・・・・ ，n (2) , j 宇 j ,) 
一口ン数で最大汎化(認識)能力"を与えるニューロン数は 6 であることが分かる。
2 . 3 節のアルゴリズムで最適ニューロン数を評価した結果を示す。横軸図 2 .10 に，(2.27) A jf=S jj ‘ /v5jj5j 'j 
縦軸はこれを用いて評価した最適中間層ニユは初期設定した中間層ニューロン数，ただし
ニユーロン数が小さいとき評価ーロン数で，切り上げによる整数化は行っていない。N N N 
5 j' = ヱ {Yj(2)}I( Y j'(川 -(L {Y j(川ヱ {Yj ,(2)} ,J/n (2) 
8 以上のとき飽和した値となる。飽和値値はニューロン数に依存して大きくなるが，(2.28) 


















図 2.3 で示ることについてさらに定量的な裏付けを必要とするが，図 2.10の結果は，(2.29) 
した入出力関係のマッピングに必要な全体の仕事量がネットワークサイズに対して普
遍的であることと対応しており 本評価手法で全体の仕事量に対応した中間層ニューN N 


























a 3 ・・・1/〆 . 
• 
第 2.4.4 項 浄水プラント凝集剤注入システムにおける最適中間層ニューロン数
前節で示した車番認識システムは，入力を 0---9 の 10カテゴリに分類するクラスタ
リング問題であったため，出力ニューロンは飽和領域( 1 または O の近傍)で動作し，






























4 6 8 
中間層ニューロン数
ハU??


















それぞれ中間層ニューロン数を 6 佃， 2 佃とすると，汎化能力を低下させることのな
い最小ニユーロン数が得られることを示した 。












考えられる。 一方，特殊な入出力関係を学習する場合には 4 層ニューラルネットが適





4 6 8 10 
中間層ニューロン数
図 2 .1 2 初期ニューロン数と最適ニューロン数の関係
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第 3 章 汎化能力向上を目的とした
ニューラルネットの学習方式
正一 -ー一一ー-ーー 一一一 一一一一 [
























































用いて汎化能力を最大化する 学習方法 を検討す る 。 ま ず通常のパッ ク プ ロ パゲーショ
ンで学習する 限 り， 一定の出力誤差に到達した後さらに学習 を 進めて誤差 を減少させ










第 3.2.1 項 クラスタの境界とネットワークの汎化能力
本章で対象とするニューラルネットは，図 2.2 と同様の 3 層ニューラルネットであ
る。まずクラスタの境界とニューラルネットの汎化能力の関係について簡単に述べる。
一般に，汎化能力を最大化する上で理想的な境界は，それが特定のクラスタに偏たら
ず，各クラスタのほぼ中間に存在する場合である (7)。図 3.1 に，クラスタを点，境
界を直線で表し， 2 クラスタの簡単な場合を例に、良い境界と悪い境界の例を示す。
( a )ではクラスタ A ， B のほぼ中間が境界となっているのに対し， (b )では直線
はクラスタ A に近づいている。
ここで学習終了後に，入力 Xのクラスタを判定する場合を考える。 x は教師信号で
定義された領域外のため，本来どちらのクラスタに属するか判断しかねるが、空間距
離からはクラスタ A に属するデータにノイズが乗った可能性が高い。図 3.1 で， ( a ) 





2 つのクラスタを 1 次元上の点A ， B で代表し，同一の頻度で入力される各クラス
タの信号を汎化する場合を例に，境界位置が汎化能力に及ぼす影響を定量的に示す。
クラスタ問の距離を 2 p とし，汎化すべき入力には A ， B に対し標準偏差 q のガウシ
アンノイズが重畳している場合を考える 。 x は A ， B を結ぶ線分上の座標で，さらに
A に対応する座標を 0 ， B に対応する座標を 2 p とする。クラスタ A に対応した入力
の確率密度関数 f (x)は，
f (x)={ 1/(泥Jr .q)).{exp (-x 2/2q 2) }/2 (3.1) 












g (x )={ l/(m・ q) }・ [exp {ー (2p -x )2/2q 2) ]/2 
である。 x に対応した認識率は，
(クラスタ Aが正解の場合)
R A (x)= f (X)/ ! f(x)+ g(x)l 
一一
{ 1/(泥77・ q )}.{exp (-x2/2q 2)) 
(3.2) 
{ 1/(泥Jr . q )}.{exp (-x 2/2q 2)}+{1/(位Jr・ q )}・ [exp {ー (2p -x )2/2q 2} ] 
(クラスタ B が正解の場合)
R B(X) = g(X)/ ! f(x)+ g(x)l 
一
(1/(YIii'q )}. [exp {-(2p -x 2/2q 2)] 
(3.3) 
{ 1/(吃n.q )}.{exp (-X 2/2q 2)}+{ 1/(位n ・ q )} . [exp {-(2p -x )2/2q 2)] 
(3.4) 
となる 。 ここで境界がA ， B の中点である p に存在した場合の，線分上の入力に対応
したトータルの認識率 Rp は，
(3.5) 




jop{RA い )f(χ 川 n (x ).g (χ 
となる。ここで，
ト (x )f (x )dx ト (x ). g (X )dx 
Rn-Ry ,,= 
・ h fp{RA(X)J(X)+RB(X)g(X 
fP 
I {R A (X ) f (X ) -R n (X ). g (X ) } dx 
J x 0 




(なぜならば， x 豆 x ぎ p において ， R A(X) > R B(X) , f (x)> g(x) ) 


















(X 1 , X i , X n (1) ) 
の教師入力信号に対して，実際にネットワークに入力する値はその都度発生させた振
幅R の乱数を重畳し，
(XJ + r J , ・・・ ， X1+ r i , ・・・ ， Xn ( J ) +rn ( J ) )
但し I r i I 亘 R
となる。たとえば乱数を一様に発生させる場合を考える。従来の同一入力信号を繰り
返し教える方法に対し，ネットワークに入力される信号は，教師入力信号を重心とし















図 3.2 R と pがクラスタ境界に及ぼす影響
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いか，確定に多大な学習の繰り返しを必要とする。また R<'p の場合図 3.2 (b) に
示すように，境界は教師信号によって定義されていない空間に高い自由度で存在でき
るため，理想、位置から遠ざかる可能性が高くなる。以上より R キ p に設定するのが適
当と推察される。一方，クラスタの数が 3 以上の場合，クラスタ同士の 2 p はさまざ











図 3.3 はこの効果を表す模式図である 。 図は 2 クラスタの例で，入出力関係を仮想
的に 2 次元で表しており，縦軸はネットワークの出力誤差である。前述したように境
界は両クラスタ問の中間に存在することが望ましい。教師信号のみで学習した場合，




ろに存在するため，それが両クラスタの中間付近である保証はない。図 3.3 (a) の
ように一方のクラスタに近接する可能性があり，汎化能力低下の原因となる。
本手法では，図 3.3 (b) に示すように，学習中は乱数の振幅に対応した領域でE
を最小化させる。すなわちネットワークの出力を同ーの教師出力信号に一致させる。
したがって学習結果では，この領域における oE/ a Xi (i 番目の入力に対する出
力誤差の変化率) , したがって o Y k (3) / 0 X i ( i 番目の入力に対する k番目の出力
































第 3.3 節 実験結果および考察
第 3.3.1 項実験システム
図 3.4 に実験に用いたニューラルネットの構成を示す。( a )は 5 x 5 ピット平面
に展開された A--Z のアルファベットを認識するネットワークで，画像の各ピクセル
に対応した 2 5 個の入力ニューロン， A--Z に対応した 2 6 佃の出力ニューロン，適
当数の中間層ニューロンからなる。入力層と中間層にはさらに l 個づつのしきい値ニュ
ーロンを設けた。学習は 2 6 個の教師データを，各文字 2 0 回ずつネットワークに提
示する操作を繰り返して行った。 汎化能力(認識率)は，図 3 . 5 のように教師入力パ
ターンのピットを適当数反転して作った評価データを各文字あたり 5 0 個，計1300デ
ータ作り評価した 。 反転したピット数を以下ハミング距離という。また(b )は図
2.7 (a) と同様の車番認識を行うニューラルネットである。


























ただし T k : k番目の出力ニューロンに対応した教師出力
y J3) : k番目の出力ニユーロンの出力値
n (3) :出力ニューロン数
で計算する。
図 3.6 に図 3.4 (a) のニューラルネットで評価した，学習完了時のニューラルネッ
トの出力誤差と認識率の関係を示す。各振幅に対して初期値を変えた 3 つのネットワ
ークを作り認識率を評価した。評価データのハミング距離(反転させるピットの数)








(a) 教師入力信号 (b) 評価用入力信号
図 3.5 評価データ




















8 ここに至る学習がネットワークの認識率が 0.05 程度の時点ですでに構築されており，




4 乱数重畳学習法第 3.3.3 項
0.25 0.5 0.75 
乱数の振幅値
一定振幅の乱数を一貫して重畳( a )のネ y トワークを用い，学習中，まず図 3.4
した教師入力信号で学習を行った結果を示す。同様に，各振幅に対して初期値を変え
た 3 つのネットワークを作り評価に供した。図 3.7 は乱数の振幅と認識率の関係であ
図 3.7 認識率と乱数振幅の関係
(中間層ニューロン数 9 個)




















( a )乱数振幅値 ==0.25
(中間層ニューロン数 9 ，ハミング距離 2 ) 
6 の場合0.75が最良であった。こ
これに相当する大れより評価データの教師入力信号からの空間距離が大きくなると，
とき 0.25---0.50であるのに対し、ハミング距離が 4 ，
Total 195 
???????????????????A B C 
8 36 50 
N 0 P 
3 12 7 
きな乱数を加えて学習した方が良いことが分かる 。
次に振幅値の効果を明らかにするために，詳細に認識結果を分析する。図 3.8 に評
価データのハミング距離が 2 ，学習時に教師入力信号に加算した乱数の値が0.25 ， 0.75 
のときの，各文字に対する認識結果の一例を示す。図より振幅0.75 の結果で認識率が
O のような特定文字の認識率が著しく低下するたB 低下する原因は、明らかに C ，
( b )乱数振幅値==0.75 
(中間層ニユ』ロン数 9 ，ハミング距離 2 ) 
めである。特定文字に共通しているのは，入力空間で比較的近接した地点に，他のク
B ラスタが存在することである 。 c からハミング距離を l 隔てた地点にO が存在し，


















をスタティック BP (SBP) ，提案手法をダイナミック BP (DBP) と呼ぶ。
図 3.9 に漸減方法を変えて学習したニューラルネットの認識率を，図 3.7 と対応さ
せて示す。いずれも学習回数260，000回の結果で， A は振幅を1.0から学習回数に比例し
て一様に減少させたもの， B は学習回数の平方根に，また C は 2 乗に比例した値で振
幅を漸減したものである。 B ， C の比較から，振幅の大きい乱数の効果を小さくした
とき (B の場合) ，ニューラルネットはハミング距離の大きな評価データを認識する
能力が乏しくなり，逆に振幅の大きい乱数の効果を大きくしたとき (C の場合) ，ハ
ミング距離の小さな評価データを認識する能力がやや劣る結果となっているが， 本解
析に関する限り，特定の乱数減少方法が認識率に著しく好影響を及ぼす様子は観察さ
れない。総合的には A ， C の結果が秀れており，評価データのハミング距離にかかわ
らず，図 3.7 の最大認識率の水準を確保している。したがってDBP 法により前節の
問題は解消され，評価データのノイズ値に関係なく汎化能力が最大化される。
次に図 3 . 1 0 に乱数を一様減少させた場合を例に，学習回数が認識率に及ぼす影響
を評価する。図より 26 ，∞0-----260，0∞回程度のかなり広い範囲で学習回数が変化しでも，
@ 
ハ ミ ンゲ険 o 2 
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図 3 . 1 1 は SBP で学習したネットワーク(収れん条件は Eく 0.01) における中間層
ニューロン数と認識率の関係，図 3 .1 2 は DBP で学習した結果で，学習回数は
260，000回，乱数の振幅を1.0から学習回数に比例して一様に減少させて学習したネット
ワークで解析した。図よりニューロン数が広範囲で変化しても，学習方法の改善はネッ
トワークの認識率を 15 ---20%程度向上させる 。
第 3.3.5 項 実機認識システムにおける学習方法改善の効果




一方， 一般のアプリケーションでは l つのクラスタは複数の教師信号で代表される
ため，ある程度クラスタの形状が明確になっているのが普通である。またクラスタの
• 
26 52 104 260 520 1040 2600 520D 
学習回数 (x 1,000) 
図 3 . 1 0 認識率と学習回数の関係
形状やクラスタ問の相対位置関係が複雑になると，各クラスタを複数の分離超平面の
重ね合わせでしか分離できない場合が生じる。これらより実機における乱数加算の効
果は，前節までと多少異なることが予想される。本節では車番認識を行う図 3.4 (b) 
のネットワークを例に，開発手法を実システムに適用した場合の評価を行う。
図 3.1 3 に教師信号の数と 認識率の関係を示す。すべての結果は，重みの初期値を












18 22 26 30 35 40 
中間層ニューロン数
図 3.12 DBP 法で学習したわトワサにおける
中間層ニューロン数と認識率の関係
18 22 26 30 35 
中間層ニューロン数













変えた 15個の異なるネットワークで評価した値を平均したものである。第 2.3 節で述
べたように，教師信号は各数字について20個，計2∞個用意されている。教師信号2∞
はこれらをすべて用いてネットワークを学習した結果である。また教師信号数1∞， 50 
は， 2∞個の教師信号から各数字について 10， 5 個を抽出し，これらを教師信号とした
結果で，信号の組み合わせは 15個のネットワークで異なっている。さらに 10は同様の
方法によるものと， 20個の教師信号を平均して各数字毎の代表入力信号をっくり，こ
れを用いて学習した結果の 2 通りを示した。中間層ニューロン数は 10個，乱数の振幅
は0.25からの一様減少とした。学習回数は各数字について20回の学習を l セットとし
てこれを5∞セット 計5∞ X20X10= 100.000回の後打ち切った。比較に用いた従来B
P 法の結果は， E <0.01で収れんしたネットワークを用いた。












図 3.1 4 に中間層ニューロン数が変化した場合の結果を示す。教師信号は2∞個全





10 50 100 
教師信号数
200 
図 3 .1 3 認識率と教師信号数の関係
(中間層ニューロン数 1 0 個)
-66 - -67 -
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収れんするの逆に妨げることになる 。 本手法を適用する場合には中間層ニユ ー ロン数
にやや余裕を持たせることが必要である 。
. --・。~ 。 • 。
• ハU??6 8 
中間層ニューロン数
図 3 .1 4 認識率と中間層ニューロン数の関係
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第 4 章 クラスタリング問題における
汎化能力の中間層ニューロン数依存性



































第 4.2 節 中間層ニューロン数と汎化能力
まずクラスタリング問題における，中間層ニューロン数と汎化能力の関係を検討す
る。問題を簡単にするために，以下の仮定をおく。
[仮定 1 ] 入力空間(入力ニューロンの創るベクトル空間)において各クラスタは特




2 つのクラスタは単一の起平而で分蹴可能であり，このような場合，仮定 l で問題の
一般性が失われることはない 。 ここで超平而は入力空間において，中間層ニュ ー ロン
数と対応した n (2)佃存在し， X(2)，・・・・， X; (2)，・・ ，え(幻(2) を O とおくことにより，
次式で定義できる (7)。
I Wil(1)Xi(l)+81(2)=O 











































2 つの超球の中間位置に存在するとき この超平面は 2 つの超球を理想的に分離して
いると言う口このとき仮定 1 ， 2 の基で，空間内に単述結の n個のクラスタが存在す
るとき，これらの理想状態を得るのに必要な超平面の数に関して，次の定理が導ける。
[定理 1 ] クラスタ数が n のとき，高々 n(n - 1 )/2 の超平面により，クラスタ境界
を理想状態にできるロ
[証明] (4.1) 式より各超平而は，入力空間において任意の位置に存在できる D
一方，唯一の超平面で任意の 2 つの超球を理想的に分離でき，このような超球のペア







存ることが導.ける。すなわち r が大きいとき，誤認識を避けるためには図 4 . 3 (a) に示
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① 
(a) r が大きい場合 (b) r が小さい場合
図 4.3 境界位置に及ぼす汎化対象領域の大きさの影響
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ーロンは必要ないことを示している 。 これより rが小さいとき，汎化能力を飽和させる
中間層ニューロン数は小さくなる 。
以上の検討結果から，仮定 1 ， 2 の基で，汎化能力と中間層ニューロン数の関係は
図 4.4 のモデルで一般化できる。モデルには 2 つの特徴的な挙動が存在し，
( 1 )汎化能力は中間層ニューロンの増加とともに増大し，やがて飽和する。
( 2 )汎化能力が飽和するニューロン数は，汎化の対象となるデータの r の値とと
もに大きくなる 。
このモデルの示す挙動は第 4.4 節で行なったシミュレーションにより実験的に裏付
けられる 。 また問題が仮定 1 ， 2 を満足しない場合でも定性的にこれらは成立し，と
りわけ(1)の挙動は，多くの研究者によりこれまで報告されている実験結果によっても
確認される ( 9 ) () 0) 。 最適ニューロン数を“最小ニューロン数で最大汎化能力を実現
する値"と定義した場合，図 4.4 より ， r の値に依存しで汎化能力が飽和するニュー
ロン数 Nopt (りが対応する 。 以下，この値を評価するためのアルゴリズムを検討する。
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図 4.4 中間層ニュー ロン数と汎化能力の関係模式図























X il ,Xi2, .、 、，Xin ( l )
Yil ,Yi2, .、一'，Yin(2)
第 4.4.1 項 中間層ニューロン数と認識率の関係
シミュレーションに用いたネットワークの構成は，第 3 章の図 3.4 で示した，アル
ファベット認識ネットワークと車番認識ネットワークである。まず中間層ニューロン
数と認識率の関係が，図 4.4 のモデルと一致することを確認する。図 4.6 に，アルファ
ベット認識ネットワークで評価した 中間層ニューロン数と認識率の関係を示す。同
一の中間層ニューロン数で，重みの初期値を変えた 3 つのネットワークを構築し，評
価した。評価データのハミング距離は 2 ， 4 , 6 の 3 通りである。図より認識率は中
間層ニューロン数とともに向上し，やがて飽和する 。 さらに図中の飽和曲線から明ら
かなように，認識率が飽和するニューロン数は，評価データのハミング距離が大きく
なるほど大きくなる。以上の挙動は図 4 . 4 のモデルと符合する。図 4.6 より本報の定
義にしたがった最適中間層ニューロン数は，評価データのハミング距離 2 ， 4 ， 6 に
対して，それぞれ約 14 ， 18 , 20である。
車番認識ネットワークについては第 2 章より，認識率はニューロン数が 4 のときや
や低い値となり， 6 以上のとき 97~98 %の飽和した値となるため，最適ニューロン数
















































YII ,YI2,' ..、Yln (2)
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第 4 . 4.2 項 最適中間層ニューロン数の評価
図 3 .4 (a)のアルファベット認識問題では，第 4 . 2 節の仮定 1 ， 2 を満足しているた
め，まずこの問題について検討する。学習を終えたネットワークに 教師信号に加え
て汎化対象領域に属する信号を適当数ネットワークに入力してデータベースを構築す
る 。 汎化対象領域の大きさを半径ハミング距離 2 ，中間層ニューロン数の初期値を30
とし，追加する入力信号は乱数を用いて決定したピットを該当数反転して生成した。
図 4 . 7 に汎化対象領域のハミング半径距離が 2 の場合を例に，追加した入力信号数と
最適ニューロン数の関係を示す。図より，教師信号のみで評価したとき最適ニューロ
ン数は約10であるが，ネットワークに入力する信号数を増やすとこの値は増大し， 14 



























~7 個追加して評価用のデータベースを構築すれば十分なことが分かる 。 以下，追加
する信号の数をアルファベットあたり 10佃として，最適中間層ニューロン数の評価を
行なう。
図 4.8 は，図 2.6 のアルゴリズムで評価した最適中間層ニューロン数を，初期ニュ
ーロン数に対してプロットしたグラフである 。 初期ニューロン数が小さいとき，最適
ニューロン数は初期ニューロン数とともに増加し，やがて飽和する D 値を飽和させる
初期ニューロン数は汎化対象領域の大きさに依存して異なり，ハミング距離 2 ， 4 , 




2.6 のア jレゴリズムが有効に動作することも確かめられる 。




の存花領域で近似的に定義できる 。 (めは第 2 章で示した結果で， 2∞個の教師入力信号
をネットワークに再入力し，対応した中間層ニューロンの挙動から最適中間層ニュー
ロン数を評価した 。 (b)は 1430個の評価信号から任意抽出した2∞個を加えた，計4∞個















































て統計解析を行った 。 このとき，汎化対象領域に対応した最適ニューロン数， 14 , 18 , 
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第 5 章 制御モデルのチューニングを高速・高精度
に行二うアジャステイングニューラルネット
の構成と学習方式




ニューラルネットを制御に応用する (1 ) 場合，適用先の多くは，非線形な制御対象の






































第 5.2 節 アジャステイングニューラルネットの構成





制御する加熱炉制御システムの栴成を示す。加熱炉は通常，複数の炉帯(図 5 .1 では








れることが知られている ( 4 )。
熱稲射方程式
Q = 4.88φ cg [{(T +273)1l00}4 -{(e s + 273)ハ OO}4]
熱伝達方程式
(c sP jk )(ae jat )ニ (ële/鍮x 2)+(?2e j?y 2)+(?2e j?z 2)
但し， Q: 雰囲気中から鋼材が吸収する熱量


















図 5 . 1 加熱炉制御システムの構成
8: 銅材の内部温度
C 5 • 比熱
ρ: 密度
k: 熱伝達係数
加熱炉における鋼材の昇掘が (5 . 1) ， (5.2)式で示した熱方程式に従って行なわれる と仮
定すると，鋼材モデルの誤差は総括熱吸収係数 φc g ， 熱伝達係数 k ， 比熱 C 5 が実際
とどの程度隔たっているかに集約される 。 これらのうち k および C 5 は，さまざまな
満度において繰り返し実験された実測値がデータベース化 (り されており，このテープ
ルを逐次参照して値を決定しているため， 一定の精度が保証されている 。 したがって
本論文では， 鋼材モデルの誤差 を φc gの誤差が代表していると仮定して以下の検討を
進める 。 φc {l は炉の構造特性や，操業状態により変化する炉温に依存して変化するた
め，あらかじめ精度良く算出することは困難である。このためパラメータ修正部で，
実際の加熱炉から得た鋼材の抽出温度をモデルを用いて算出した値と比較し，この偏
差から φC {l を修正する 。
本チューニングを 囚旅に し て い る要因 は， jR度誤差 ( ò tJ O U [ ) とパラメータ修正量





数近似の手法はいくつかあるが，チューニングの結果蓄えられる ò tJ OU [ と望ましい
3φ c gの関係を追加的に用いて，近似式を高精度化したり，プラントの特性変化に伴
う ò 80 U [と dφ cgの関係の変化に近似式を追従させる目的で，ニューラルネットの
自己組織化機能に着目した 。 以下ではチューニング問題との対応から，ニューラ Jレネッ
トの出力を -1---1 で正規化して考える 。 すなわち Ô tJ OU [ が O で φc g に修正の必要




NNou[ (08 0u [ , x ぃ X 2 , •• , X n) 
ただし， X 1 ~ X n は o [) 0 u t と♂ φC Rの関係に影響を及ぼすプラントの状態変数
加熱炉プラントでは鋼材の板厚や各炉帯の炉沼等に対応する
とすると， 2dou r が O のとき φc gの修正量は O であることから，近似された非線形
関数は明らかに
NN out (0 , X 1, X 2 ，・ "， Xn)=O (5.3) 
ただし， X1--X n は任意
を恒等的にに満足する必要がある 。 すなわちニューラルネ ットの入出力超曲面は，入
出力ベクトル空間の 2 つの超附而である，
Ô{}out ニ G (5.4) 
NN o υ [ (ﾔ {}ou[ , X ぃ X 2' ・， X n) = 0 (5.5) 
の重ね合わせによる梢成される，次式の超 rll!而を包含しなければならない。










ニューラルネット (A J N N) と呼ぶ。
第 5.2.2 項 アジャステイングニューラルネットの構成と入出力曲面
図 5.2 に AJNNの構成を示す。 AJNN は通常のニューラルネット(通常NN)
に，これと同ーの構成，重みを有した誤差算出用 NN を並列に設けたことが特徴であ
る。 AJNN は， φc gの真の値に対応したニューラルネットの出力誤差が，プラント
の状態変数が既知であればその都度正確に算出できることに着目して開発した。すな
わち 08 0u [=0 に対応したニューラルネットの出力誤差は NNou [ (0 , X" X 2 • ・
X n) で与えられる。したがって X ， --X nが分かっていれば，誤差の値を正確に計算す
ることができる。 AJNNでは ， NNou[ (O[)OU[ , X"X 2,". Xn) (プリミテイ
ブなのニューラルネットの出力)に対して，図 5.2 のように NN 0 u [ (0 , X" X 2' ・
X n) (誤差算出用ニューラルネットの出力)を並列に設け ， NNou[ (0 80u" X" 
X2 ， ・・・， X n) から NN o υ [ (0 ， X 1 ， X2'''''X n ) を減じた値を最終的な出力とする。
すなわち AJNNの出力 A ] N N 0 u[ (0 8 0 u [, X " X 2, . " X n) は，
AJNN Oul ( δ e oul , X 1 , X 2 , ''', X n ) = NN out ( δ e oul , X 1 , X 2 , "', X n ) 
-NN OUI (0 , X 1, X 2 , "', X n ) (5.η 
で与えられる。第 1 項は通常 NN の出力，第 2 項は誤差算出用 NN の出力で，
AJNN からは両者の差分が出力される。 AJNN を用いることにより，チュー














AJNN oul (0 , X 1 , X 2 ，・." X n ) = N N oul (0 , X 1 , X 2 ，・"， X n) 
-NN oul (0 , X 1, X 2 , " ', X n ) 
=0 
(5.8) 
であることから， AJ NN の入出力関数は (5.3) 式を恒等的に満足する。したがってチュ
ーニング終了時の定常誤差を O にできる。図 5.3 に AJNN の学習曲面の模式図を，
プリミテイプなニューラルネットの学習曲面と比較して示し， A J NN の利点を説明
する。簡単のため X l""'__ X n を一村!で表した。 ò 0 0 u ( と状態変数が入力されたときの
プリミティブなニューラルネットおよびAJNNの出力が，縦~jlh で表わされている。





第 5.2.3m アジャスティングニューラ jレネットの学習方法
前節で述べたように，通常NN と誤差算出用 NN は同ーの梢成，重みを有している。
このため AJNN は，ニューラルネットの学習方法として広く用いられるパックプロ
パゲーション法(以下， B P 法)を用いて通常NN を学習し，これを 2 つ用意して並
列に組み合わせれば\簡単に椛築できる。しかしチューニング回数を低減した高速な
チューニングを行うためには，さらに学習方法を改普する必要がある。 AJNN は，
構造上の特徴から ò fJ ou ， 二 O 近傍において高村皮なパラメータ修正量を算出できる
ものの ， òOou ， =O から隔たった入力伯では誤差鉾山用 NN の出力が通常NN の出力











これを解決するために， A J NNの学習では教師信号抽出後，まず ô fJ 0υt の値を検
出し，これに依存した以下の 2 つの学習則を繰り返すことにより行なう。
[1J ô fJ out 宇 O のとき
通常NN には ô fJ out及び状態変数を，誤差算出用 NN には Ô fJ out の代わりに




[2J ô fJ out=O のとき
















[ 1 J では，通常の NN の出力値から誤差算出用 NNの出力値を減じた AJNNの
最終出力値を教師信号と比較し，これらを一致させることにより ô fJ out の全領域で
AJNNの出力精度を高精度化する。このため後述するように，通常のNN と誤差算
出用 NNからなる並列ネットワーク用に BP 法を拡張する。
[ 2 J では，通常の BP 法を用いて誤差算出用 NNの出力を小さくする学習を行な
い，誤差算出用 NNが大きな出力値を持つ場合に生じる，以下の問題を回避する。
図 5.4 に， A J NNの出力空間と学習曲線の様子を，入出力空間が 2 次元の場合を例
に示す。横軸は Ô fJ out ， 縦軸は 3φc gの修正量にそれぞれ対応している。 AJNN
が O を出力するときの誤差算出用 NNの出力値を σ とすると，このとき AJNNの出
力空間の中立点は -a に設定される。したがって，図 5.4(a)に示すように，
AJNN の出力空間全体も σだけ負側にシフトされる。この結果， (b)に示すように，
教師信号で定義される出力空間 (-1----1) と AJNNの出力空間(- 1 -σ~ 
1 - a) の問に不一致が生じるため，正負いずれかの空間が σ に対応した(Ô fJ ouJth
以上の領域でクリップされてしまい，この領域で教師信号との誤差が大きくなる。こ





-98 - -99 -
?f) out 
0 から隔たると， A J NNの出力空間がいずれか一方の符号で縮退し， A J NNが教
師信号を学習できない場合が生じる。[ 2 J の学習は，誤差算出用 NN の出力値を O
に近づけることで空間の縮退を回避することに寄与する。
上記 [lJ ， [2J の学習則のプロック図をそれぞれ，図 5 . 5 ( a), (b) に示す。
[ 1 ]の操作により， 2d o u t 二 O 以外の教師信号に対して， A J NN の最終出力値と
教師信号が一致する方向に学習され， (5.3)式の超曲面近傍のみならず，教師信号で与
えた領域全体で良好な出力精度が期待できる。また[ 2 ]により，誤差算出用 NNの
出力が O に近づくため，出力空間の縮退を最小化したネットワークが実現できる。
拡張BP 法に用いる誤差関数及ぴ各重み係数更新方法を以下に示す。通常NN の出
力を NNout (?tJ out , x ぃ X 2. ・ ， X n) ， 誤差算出用 NNの出力を EN No u t (0, 
修正量
~H 卜・一本一一一一一一一平1 ・ α­
" I t;コ安ト討
に::> r-ー・一予





芭令一一一一一一一一一一1・ 1 . ------t-/・--





? I E;' I I I 
将 |.Z し_.J_--. ---L 1 
<( I / I 
修正量






め，誤差関数を以下のように修正する。 Tは，入力値 (ô fJ out • X ぃ X 2 ， ・. '. X n) に
対応した教師信号(望ましい φ c 11 の修正量)であり，以下ではAJNNが l 出力の場
図 5.4 AJNNの出力空間と学習曲線 E = (l/2} {T -(NN out -ENNout)) 2 (5.9) 
合について示す。
(5 .9) 式で算出された誤差E を用いて，重み係数及びしきい値は (5.10)~ (5.13) 式にした
がい更新される 。 n は重みの更新回数を表し . a は学習係数である。
(中間層と出力層間の重み係数)
{W j }(2))n+l={W j 1(2)}n +α. ( d E /dW j 1 (2) } (5.10) 
(入力層と中間層間の重み係数)
{W ij (1) } n +1 = {W ij (1 ) } n+α ・{d E /d W lj(1 ) } j (5.11) 
(中間層と出力層間のしきい値)





?e out 1 
教師信号









(== 0 ) 
( b) ? 80ut二 O のときの学習
図 5.5 AJNN の学習法
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{8 1(3)}n+l={8 1(3)}n +α. {aE /a8 1 (3)} (5.12) 
(入力層と中間層間のしきい値)
{8j(2)}n+l={8j・ (2)}n +α ・ {aE /a8 j (2)}j (5.13) 
ここで
aE /aw j 1(2) =σNN.Y j (2) -σ ENN . YE j (2) (5.14) 
{ a E/aW j(1 ) } j= (ψ NN )j.Y j(l) -(伊 ENN )j" Y i (1) ( j 宇 1 ) 
= (伊 NN)j" Y i (1) (j=l) (5.15) 
aE /a8 1(3) =σNN - σ ENN (5.16) 
{aE /èJ θ j (2)}j = (伊 NN )j -(ψ ENN )j (5.17) 
σ NN = ?. N N ou! (1・NN OU!) (5.18) 
σ ENN = ?.ENN 。ω (1・ENN out) (5.19) 
(伊 NN)j = σ NN .W j 1 (2) ・ Y パ2).{1-Yj(2)} (5.20) 
(伊 ENN )j目 =σ ENN . W j 1 (2). Y E j (2). { 1-Y E j (2)} (5.21 ) 
?= T -(NN OU! -ENN ou! ) (5.22) 
である 。 また YE j ο) は誤差算出用 NN の j 番目の中問層ニューロンの出力値である。
図 5.6 に拡張BP の学習アルゴリズムの詳利1 を示す 。 州出した教師信号のペアに対
ー 103 -
A 一一._



















図 5.6 AJNN の学習アルゴリズム
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第 5.3 節実験結果および考察
第 5.3.1 項実験条件
シミュレーションに用いた AJNN には，温度誤差 ô {} 0 IJ [の他に，状態変数として
各炉帯の温度 T j ----T 4 ， 鋼材の厚み H， 鋼材の挿入漏度 8 J n' モデルに設定されてい
る φ C Ilが入力され，これらから算出した φC gの修正率 σ を出力する。したがって一回




は O および正側，負側の 1 0 通りづっの計 2 1 通り，状態変数に関しては表 5.2 に示
す，目標抽出温度，目標内外温度差(鋼材の表面と内部の許容温度差) ，鋼材の厚み，
銅材の挿入温度，加熱炉の φ c g について，操業上の上限と下限値の 2 つづっに対応し
た値を教師信号とした。教師信号の総計は 21X2 5 =672 個である。実機に適用す
る場合には，チューニングの度に獲得される入力と適切な φ c g修正畳の関係を教師信
号として蓄え，これを用いてAJNN を椛築したり，逐次的に再椛成することになる。
学習は教師信号の総てについて，下式が満足された時点で打ち切った。
?(J 0 IJ t 宇 O のとき
(1/2) ・ {T-(NN oul -ENN oul ) } 2 く 0.0001 (5.23) 
ô fJ out=O のとき
O/2).(ENN oul )2 く 0.0001 (5.24) 
第 5.3.2 項実験結果
まずA J NN，通常のニューラルネット，および現行のプラントで φ c gのチューニ
ングに広く用いられている線形式について，チューニング結果の一例を示し，精度お




予熱帯在炉時間 1.0 h 
第 1 加熱帯在炉時間 0.5 h 
第 2 加熱帯在炉時間 0.5 h 
均熱帯在炉時間 0.5 h 




目標抽出温度 12000C 10000C 
目標内外温度差 500C 300C 
鋼材の厚み 0.2m 0.1 m 
鋼材の挿入温度 5000C 300C 
加熱炉の φcg 0.8 0.5 
-] 07 -
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0.7 とし，線形式はチューニングが発散しないことに配慮した，
α= 0.005 ・ 58 0ω (5.25) 
を用いてチューニングを行った結果を一例として示した。表 5.3 中の φC U 2d ou t 
は，それぞれ修正された φC fl' およびこれを用いて算出された温度誤差である。チュ
ーニングが収れんしたかどうかの判定は次式に従った。
I{φ cg } n -{φ cg } n _11 壬 0.01 (5.26) 
η は試行回数であり，上式を満たす n が存在したとき，チューニングは n 回目で収れ
んしたと定義する。表より，線形式によるチューニングでは何度か振動した後， 6 回
のチューニングで真の φC iに収れんしている。通常のニューラルネットでは 2 回のチュ
ーニングで収れんしているが， φ c gの値は0.56であり，約 14"cの定常温度誤差が残つ
ている。これに対して， A J NN によるチューニングでは， 2 回のチューニングで真
の φc g に収れんしている。
次に評価結果の一般性を確認するため，状態変数の組合わやモデルの φ C 11 の設定値
を変えた 3 0 通りについてシミュレーションを行った結果を示すロ表 5.4 に線形式，
通常NN ，さらにAJNNのそれぞれについて，チューニングの収れん率，回数，精
度の比較を行なった結果を示す。表中の収れん率はチューニング精度を考慮にいれな
い成功率であり，チューニング精度は収れん状態における真の φ C il に対する誤差の割
り合いである。 AJNNによるチューニングは，線形式よりも収れん率が向上し，チュ
ーニング回数も低減されている。また，通常のニューラルネットに比べ，チューニン
グ精度が向上し， 1 "c以下の温度誤差を実現している。以上より， A J NN では線形
式より少ない回数で また通常のニューラルネットよりも高杓度にチューニングが行
なえることが分かる。





チューニンク.回数 o e out o e out o e out 
。 -32.939 0.70 -32.939 0.70 恒32.939 0.70 
25.027 0.53 9.314 0.57 -9.597 0.63 
2 -9.041 0.63 14.688 0.56 ー1.932 0.60 
3 5.678 0.58 14.864 0.56 ー0.685 0.60 
4 -2.975 0.61 14.710 0.56 -0.090 0.60 
5 1.664 0.59 14.726 0.56 -0.012 0.60 
6 -0.826 0.60 12.346 0.56 ー0.029 0.60 
7 0.463 0.60 19.557 0.56 -0.004 0.60 
チューニング回数 6 2 2 
チューニンク.精度 0.0% 6.70/0 0.00/0 
表 5.4 チューニング結果の比較
収れん率 子ユ}ニンゲ 温度誤差 平均チューニ精度 ング回数
線形式 70.0% 0.46% 0.640C 4.14 回
通常ニューラルネット 100% 10.78% 17.990C 2.40 回
AJNN 100% 0.44% 0.81
0C 2.20 回
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した AJNN について，重み係数の初期値を変えた 5 つのネットワークでチューニン
グ回数の比較を行なった結果である。いずれも，状態変数を変えた 3 0 通りのネット
ワークで評価した平均値である。従来学習法による AJNNでは，チューニング回数
がネットワークに依存してばらついており とりわけネットワーク 2 ではチューニン








2 3.90 2.27 
3 2.77 2.20 
4 2.70 2.47 
5 2.83 2.80 
平均 2.95 2.44 
第 5.4 節まとめ
制御モデルのパラメータチューニングを高速・高精度に行うことを目的に，従来の
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第 6 章 ニューラルネットを搭載した
汎用コントローラの高速制御方式





























子と， トークンの移行によって表現されるペトリネット (2 ) の状態遷移との親和性の良
さが指摘されており，これを実システムの設計 (3 ) やシミュレーション (4 ) へ適用する
試みが報告されている 。 また，ペトリネットの解析性の高さを利用した診断シ












第 6.2 節 シーケンス処理の高速演算法
第 6.2. 1 項 ペトリネットとこれを利用したシーケンスシステムのモデリング
ペトリネットは 1962年に Petri により提案されて以来，離散システムのモデリング手
法として，計算機システムを始めさまざまなシステムのモデリングに適用が検討され
ている。ペトリネット構造はプレースの集合 P ， トランジションの集合T，入力関数
1 ，出力関数O からなり，さらに Pt はマーキングベクトルと呼ばれ， トークンの存在
するプレースの集合を表す。これらは等価なペトリネットグラフで表される。図 6.1
( a )にペトリネット梢造およびマーキングベクトルの一例を示す。また図 6.1(b)にこ
れと対応したペトリネットグラフを示す。 図で 1 (ti) はトランジション Ti から見た入
力プレースを， 0 (ti) は同様にトランジション Ti から見た出力プレースを特定してお








てアークにより接続する 。 図 6.2 では， B 1 でインタロックが解除された後，ロポッ








「 ー-一一一 j.... ーーーーーーーーー
c== (P , T , 1 , 0) 
P = {Pl , P2 , ・・・・・， P8 , P9} 
T = {Tl , T2 , ・・・・・， T5 , T6} 
1 = (1(tl) , l(t2) ，・・・・・， l(t5) , l(t2)} 
o = (O(tl) , 0(t2) , '・・・・， 0(t5) , 0(t2)} 
I(tl)={Pl} 
l(t2)= {P8} 
1(13)= {P2, P5} 
l(t4)= {P3} 
l(t5)= {P6, P7} 
l(t6)= {P4 , P9} 
o (t])= { P2 , P3} 










Pt = {O, 1, 0, 2, 1, 0, 1, 0, 1 } 
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第 6.2.3 項 トークン管理演算の簡単化手法
図 6.2 のモデルにしたがって制御を行うためには，まずこのモデルを制御実行に適
した形で，データ化する必要がある。一般にボックスとゲートの接続関係は，それと
等価な接続マトリクスで表される。これを利用するとたとえば図 6.2 の内容は，図 6.
4(aXb)に示す接続マトリクスと，各ボックスの作業内容を示す情報とに分離してデ
ータイじすることができる。ここで接続行列の -1 はゲートから見て入力のボックスを，
また 1 は出力のボックスを示している。さらに O は未接続であることを示している 。
トークンのマーキングは一般に，図 6.5 に示すような接続マトリクスに基づいた演算
を実行することで求めることができる。発火ゲート列において， 1 はゲート条件が真




無駄が多い。このため本方式では，図 6.4 のように接続マトリクスをし -1 の部分
のみを川出することで締約してデータ化した。すなわち各ボックスの出力ゲートと
各ゲートの入出力ボックスを特定し，図 6. 4 (c) のような接続テープルとして編集した。
コントローラは図 6 . 4 (b)(c) をプログラム実行のためのデータとして制御を実行する。












Bl :イ ン タロ リ解除待ち
B2: サー ホ'X 軌を A 点へ
B3 : サ - ìp Y!同を B 点へ
B4: ニューう んネット でワー外食知










































B2 I 1 
B3 I 1 
B4 I 1 
B5 L. 0 






ボックス 出力 ゲート 入力ゲート ボックス ボックス
Bl Gl Gl Bl B2.B3 
B2 G2 G2 B2 , B3 B4 




























第 6.3 節 プログラム実行方式とトークン管理機能の拡張方法




る方が操作性が良い。そこで図 6 . 4 (b)のボックスの作業内容を汎用化した命令コード


































競合ゲートの調停演算を行なうボックスを，図 6.9(a)の中間話で表現し ， 命令 コ




ートの決定条件は，交互，優先等，いろ い ろ考えられるが，図 6.9(b)のアルゴリス
ムの内容に組み込むことにより図 6.8 の基本アルゴリズムに影響を及ぼすことなく対
処できる 。 条件分岐命令や繰返し命令についても，図 6.9(b)のアルゴリズムの“移
行先ゲート決定"の条件として， 論理演告~の結果やループカウンタの値を用いること
により同様の形で実行でき，多様なトークン符-理を実現することができる 。
ミー 処理7 };コ. 1) J..'ム l トーー
トークン管理 - 処理7)レコ.リス.ム 2アルゴリズム 司‘、 . . . . 
、よ)駆動データ
接続テ- 1' Jレ 中間語群 ダ)
L担炉 Bl:on , Ol 』ー
B2: mov, 
01 , 20 
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実験結果および考察第 6.4 節
開発手法を定量的に評価する目的で， 16 ピットの汎用 C P U ( i 80186, 8 ~任fz)とシス
6. 
査が完了することになる 。 以上より想定した生産システムでは，木方式は全スキャン





















ちスタックに登録されているボックス i つについて必要な演算時間は，最大2∞μs と
コントローラを作成した 。 図 6.10 に試作コントローラの概観を示す。また図 6 .11 , 
図 6.6 のトークン管理アルゴリズムにおいてクリテイカルパスに相当するのは，
ス数は制御の対象となっている加工物が並列，多重にいくつ存在するかに依存し，






































図 6 .10 試作コントローラ概観
Gl ; '{ " crヨ 1. , tJ.!J 1..! 1 ・ 1 ・) t) I 吋匂 E
図 6 .12 1/0 インタフェースボード
ヨ 川 区ヨ ' 川 区3 I I ‘ E 
図 6.11 CPU ボード
-131 - -132 -
口作業を行うボックス
囚インタロックボックス






二 20 40 
スタック中のボックス数
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第 7 章 開発技術の実システムへの適用





































第 7.2.1 項 システム構成
開発した車番認識システムでニューラルネットが認識の対象とするのは数字の部分
のみであるため，以下，数字認識に限定して説明する。車番認識システムが行う処理







図 7.1 にシステム構成図を示す。車番認識システムは，カメラと接続され， i農淡処
理による 2 値化や後述する特徴量の抽出，およびこれを入力とし数字の認識を行う画












































学習フェーズ:破線(…-…-11-) 処理の流れ ' 運用フェーズ:実線( ) 
~---- / 
画像認識装置 I I I ワーク













































ある 6 を中間層ニューロン数にして再学習を行う 。 以上の処理が完了するのに約 8 時
問かかった 。 またこのときの認言及率は99.8% であった。ワークステーションとして用




hnum==O hnum= 1 hnum=2 
/ ¥ l-c-dep / I "トc-dep 'l-c-dep く 0.1 〆o i>\\トぱep
く 0.2 ミ 02/l-c-dep ミ 0.2
ldw-2 





表 7.1 ニューラルネ ットと従来手法の性能比較
ァシンヨン
ニューラル手法 ツリー ネット(従来手法)
入力データ 1 2 種類の特徴量
アルゴリズム
開発期間 7 ~ 1 4 0.3 3 
(人・日)
-・口e心'}・J 壬ーロ一ほ千令ん1 子、 一〆~十-一7 9 8. 6 % 9 9. 8 % 













てニューラルネ ッ トを用いた場合，各ニューロンの入出力演ti を順に演算するため



















まず想定した加熱炉と加熱炉制御システムを説明する 。 図 7.4 に加熱炉と加熱炉温

















Q = 4.88ゆ cg [{(T +273)/lOQ}4 -{(8s +273)/100}4] (7.1) 
但し， Q: 雰囲気中から鋼材が吸収する熱量




















(c s P jk )(d θ jdt) = (d2e jdX 2)+(d2e jdy 2)+(d2e jdZ2) (7.2) 
但し， C 5 比熱
ρ: 密度
k: 熱伝達係数
次に炉内の熱収支と，各炉帯のパーナの燃料流量の算出方法を示す。図 7.5 に I番
目の炉帯における熱の流入出の様子を示す。 炉帯 I の熱収支はエネルギ保存の法則か
ら次式で与えられる 。
Q f(I)+ Q A(J)+ Q g(l +1) -Q g(J) -L1 Q s(J) -Q L(I) = 0 (7.3) 
但し I Q ((l) :燃料発熱量
Q A (l) :燃料とともに炉帯に投入される空気の熱量
Qg(I +1): 水蒸気，排ガスの形で、炉帯(I +1)から流入する熱量
Q g(I) : 水蒸気，排ガスの形で、炉有(J -1)へ流出する熱量
L1 Qs (l): 炉帯 I でスラブが吸収した熱量
Q L(J) :炉壁，扉，スキッド等から漏れる損失熱量
であり，それぞれ以下のように定式化される 。
Q f(I)= V ((l)' H L 
QA(I)= Vr(I)'Ar'( t pre-t room)' CA 
(7.4) 
(7.5) 
Q g(I)ニ Vg (J) ・ (t r t room)' Cg+ Vw(I)'( t 1 -t room)' Cw (7.6) 
LJ QS(J)={O 1 -f} I-l}CS ，j\イ σ)
Q L(J)= ク L ・ t 1 ートヂ L
(7.η 
(7.8) 
Qf (I) QA (I) 
バーナ
Qg(1) 三 三 Qg(1+ 1) 
図 7.5 炉帯 I における熱収支
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ここで ， H L 単位熱量発熱量
A r :空然比
V g(I) : 炉帯から流出する排ガスの体積
V w(J) :炉帯から流出する水蒸気の体積





ク L • 炉帯熱損失係数
f L : 排ガス j昆度係数
また単位燃料あたりの燃焼によって新たに生じる気休の体積を G o. 水蒸気の体積を
Wo ， 燃焼に伴って消費される空気体積を Ao とすると，流入ガス中の排ガスの体積，
水蒸気の体積は次の様になる 。
Vg(J)= V/J+l)+ V f (T) ・ (G 0 -A 0 + A r) (7.9) 
V w(l)= V w(l + 1)+ V r(J)' W。 (7.10) 
ここで右辺第 1 項は流入してきた排ガスおよび、水蒸気の体積，右辺第 2 項は炉帯 I で
新たに発生したこれらの休積である 。 加熱炉が 4 帯の炉で構成されている場合であれ
ば， V，lJ)および Vw(J)が O になることを考慮して (7.4) "'- (7.10) 式を( 7 . 3) 
式に代入すると，パーナで消費される全燃料流量 j は次式で与えられる 。
ヱ L1Qs (J)+ エ QL(!) 
J= ツ ν ， A=1 I =1(711) 
I-lH L+A r (fpre-f r仰7〆 A -Cgw (t 1-t room) 
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すなわち非線形関数である (7.11 )式を評価関数とし 以下を制約条件として解くこ
とができる。
(T1) min 孟 T 1 豆 (TJ maJC 
(T2) min 豆 T 2 5:. (T2) m8x 
(T3) min 三五 T 3 豆 (T3) m2r 
(TJ m i n 三三 T 4 亘 (TJ m2r 
( IJ ・ OUl) min 三五 0*0 U [三三 (8*ou[) max 
LJ 8 ou [ 豆 (LJ fJOU() max 
I T 1 - T [.) I 豆(/
0::;玉 V [(1)豆 (V[(1)) m2X 
0 三三 V [(2) 孟 ( V [(2) m a r 
0 豆 V [(3)豆( V [(3)) m a r 
O 三三 V [(4) 豆 ( V [(4)) m a x 
ここで ， (T[) min ' 炉帯 I の温度下限値














LJ IJ OU [ 内外温度差
(LJ lJ o υ [) m a JC : 内外温度差の許容値
( J : 炉帯 I と炉帯(I ・ 1)の温度差の上限値
(V[(J)) maJC: 炉帯 I の燃料流量の上限値
このような制約付き非線形最適化問題の解法はいくつかあるが，本システムではコ
ンプレックス法で解を求めた。コンプレックス法は以下の手順で計算が進められる。






第 7.3 . 3 項 鋼材モデルのパラメータチューニングシステム




ステムでは第 5 章で述べた理由で，モデル誤差を φ C K に集約し，抽出温度誤差が減少




























高める。このため，プラントの立ち上げ初期は σ を l にし，シミュレーションペース












高精度な，またプラントが稼働 した後は，チュー ニングの実績を反映した φc gの修正
量が算出でき，信頼性の高いモデルチ ューニングを行うことができる 。
第 7.4 節 ニューラルネット構築支援システムの構成











































































































第 7.4.3 項 ニューラルネット構築支援システムを組み込んだ制御システムの構成
図 7.8 に，ニューラルネット構築支援システムが制御システムに組み込まれた場合
のシステム構成の一例を示す。制御システムは，上位の基幹制御 LAN と下位の制御
LAN を筏として構成される 。 支援システムは，制御対象のシミュレーションやこの
結果を基に圧延材の形状や温度情報をトラッキングするプロセスコンピュータや，コ






Console) とともに，基幹制御 LAN に接続される。一方，下位の制御 LAN には，制





( 1 )基幹制御 LANへの接続機能:学習したネットワークの情報(構造，重み)
をコントローラへ転送したり， 1/0 から得た制御対象の操業データを前述した操業
データ記憶ファイルに格納することを，容易でしかも高速に行うことを目的として，
基幹制御 LANへの接続を可能とした。したがってこれらの処理を LAN を介して高
速に実行できる 。
図 7.7 支援システムのソフトウェア構成














E -- Z 
習結果を図 7.7 の実行エンジンで C ソース化する機能と対応しており ニューラルネッ
ト演算を POC で作成する制御プログラムに埋め込み，他の制御処理と関連づけて実



























for (i=l:i<=n:i++) ( 
n[i)++ : 
JtJt [n,i)=y[i ).w[i) : 












に威力を発悔する 。 第 2 章，第 4 章で開発した技術を適用すれば中間層ニューロン数
の決定が迅速化されるため，ネットワーク構築の試行錯誤を軽減でき，システム立ち








( 1) M.Kayama. et. al., "Constructing Optima1 Neura1 Networks by Linear Regression 
Analysis" , Neuro Nimes'90, pp.363 ----376 (1990) 
( 2 )武長・阿部・高藤・鹿山・北村 ・ 奥山， I感度解析を用いたニューラルネットの入力


































来のニューラルネットを拡張したアジャステイングニューラルネット (A J N N) を
提案した 。 AJNN は，通常のニューラルネットに，これと同一の構成および重みを
有した誤差算出用ニューラルネットを並列に結合したアーキテクチャを備えており，
通常のニューラルネットの出力から誤差算出用ニューラルネットの出力を減じた値を，
最終的に出力する D 誤差算出用ニューラルネッ ト の出力は制御モデルが正しいときの
通常ニューラルネットの出力誤差に対応しており，通常ニューラ Jレネットの出力から
この値を減じる処理によりチューニンク.の定常偏差 を O にできる 。 さらに，バックプ
ロパゲーションに用いる誤差関数を並列ネットワーク向けに修正した誤差関数を新た
に定義し，これを用いた並列ネットワークの学習と 誤差算出用ニューラルネットの







速化し， しかも各処理の切 り 換えを効率化することを検討- した 。 具休的には，ペトリ
ネットのトークン遷移を模擬した手法でタスクのわ11出を行い，現在実行すべき処理の
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