Today, many Web sites dynamically generate responses "on the fly" when user requests are received. In this paper, we experimentally evaluate the impact of three different dynamic content technologies (Perl, PHP, and Java) on Web server performance. We quantify achievable performance first for static content serving, and then for dynamic content generation, considering cases both with and without database access. The results show that the overheads of dynamic content generation reduce the peak request rate supported by a Web server up to a factor of 8, depending on the workload characteristics and the technologies used. In general, our results show that Java server technologies typically outperform both Perl and PHP for dynamic content generation, though performance under overload conditions can be erratic for some implementations.
Introduction
On the World-Wide Web today, many sites dynamically create responses to user requests. Dynamic "on-the-fly" content creation provides Web site operators with several advantages: access to information stored in databases; the ability to personalize Web pages according to individual user preferences; and the opportunity to deliver a much more interactive user experience than possible with static Web pages alone.
Along with the advantages of dynamic content come several disadvantages. Dynamically generating Web content can significantly impact Web server performance, reducing the scalability of the Web site. Other disadvantages include security and availability concerns. Dynamically generated content can create security vulnerabilities or Denial-of-Service (DOS) opportunities, beyond those of static content Web sites.
In this paper, we examine the impacts on Web server performance from three different popular dynamic Web content technologies: Perl, PHP, and Java. The security and availability issues are beyond the scope of this paper.
Our experimental measurement results quantify the impacts of dynamic content generation on Web server performance. In particular, the overheads of database access and the pro-1A 4 page version of this paper appears in [14] . 2The authors are with the University of Calgary, Calgary, AB. 3Contact Author: arlitt@cpsc .ucalgary. ca cessing required for dynamic content generation each take their toll. Combined, these effects reduce the peak request rate supported by a server up to a factor of 8, depending on the workload characteristics and the technologies used. In general, our results indicate that Java server technologies outperform both HIP and Perl, but there are many performance tradeoffs among these technologies. In particular, we find that Web server performance under overload can be quite erratic.
The remainder of the paper is organized as follows. Section 2 discusses related work. Section 3 describes the test environment used in this study. Section 4 presents our methodology and experimental design, while Section 5 presents the results of our study. Section 6 concludes the paper with a summary of our work and a discussion of future directions.
Related Work
There have been numerous studies evaluating Web server performance. Many of these studies focus on Web server performance in LAN environments [5, 6, 9] . Several more recent studies consider Web server performance in WAN environments [2, 10, 18] . To the best of our knowledge, all of these studies only consider static Web content.
In 1995, Yeager and McGrath [19] studied the effects of dynamic content workloads on Web server performance. These results indicated that the Common Gateway Interface (CGI), which enables the dynamic generation of Web content, is much slower than directly retrieving a static file of the same size. Since this study, Web server architectures have improved significantly, and new technologies are now widely used for dynamic Web content generation. Thus our work can be compared to Yeager and McGrath's to determine how the performance of dynamic Web page generation has changed relative to static content serving in the past decade.
Cecchet et al. examine more recent dynamic Web content generation technologies, using two distinct benchmarks [3] . Our work is complementary to theirs. Based on the benchmarks they used, their results are of particular interest to online bookstore and auction sites. Our work, with simpler workloads, identifies more general performance tradeoffs relevant to any site using dynamic Web content generation.
There have also been many commercial Web server benchmarking studies. For example, many server companies use standard benchmarks such as SPECWeb to measure the performance of their products relative to those of their competitors. The current version of the SPECWeb benchmark, SPECWeb991, measures the performance of a Web server using requests for both static and dynamic content.
A second commercial benchmark of interest is TPC-W 2. TPC-W is a transactional Web benchmark developed by the Transaction Processing Performance Council. The workload generated by TPC-W is intended to represent the activities of a business oriented transactional Web server. A detailed evaluation of TPC-W is provided in [4] .
Developing realistic benchmarks requires detailed knowledge of the system workloads. One challenge for benchmark designers has been the scarcity of characterization studies for dynamic Web workloads. Studies to date include [1] , [13] , and [17] . As the understanding of dynamic Web workloads improves, so too will the realism of the benchmarks.
Experimental Environment
Our testbed consists of four IBM x335 servers: two for the clients, one for the Web server, and one for the database server. These machines are interconnected via a 1 Gbps fullduplex switched Ethernet LAN. The remainder of this section provides a detailed description of this test environment.
Hardware Configuration
3.1.1 Client Configuration: The two client machines in our testbed are rack-mounted IBM x335 servers running RedHat Linux 8.0. Each machine has a single Intel 2.4 GHz Intel Xeon processor, 1 GB of RAM, and a 36 GB 15K U320 SCSI disk. Each client used 124 MB of RAM as a "RAMdisk" (a virtual disk in memory [11] ) for collecting statistics on the client's behaviour during testing. Each client machine has two 1 Gbps Ethernet NICs, although only one NIC on each machine is used in the experiments.
Several changes were made to the Linux kernel configuration on the clients. First, the number of available file descriptors was increased from 1,024 to 32,768. Second, we enabled TCP TIME_WAIT recycling. Both of these changes were necessary to allow the client to generate and sustain high request rates. Finally, all non-essential processes on the client machines were disabled, to minimize the consumption of resources by processes unrelated to workload generation.
Server Configuration:
The server machines in our test environment are rack-mounted IBM x335 servers running RedHat Linux 7.3. The server hardware configuration is identical to that of the clients. The Web server also uses 124 MB of memory as a RAMdisk for storing statistics collected during tests. As with the client machines, all non-essential processes on the servers were disabled prior to conducting any tests, and available file descriptors were increased to 32,768. • Tux Tux 4 is a kernel-based, multi-threaded, highperformance Web server available for Linux systems [15] . We use Tux version 2.1 to demonstrate that our client workload generators are not the bottleneck in any of our tests.
• Apache
Many of our experiments involve the Apache 5 Web server. We use Apache server versions 1.3.27 and 2.0.45 in our work. Apache 1.3.27 is a process-based server that uses a separate process to handle each outstanding request. Apache 2.0.45 uses a hybrid thread and process model in an attempt to improve the server's performance. We include Apache in our tests because it is the most popular Web server on the Internet, used by more than 60% of all Web sites 6.
• PHP PHP (Hypertext Preprocessor) 7 is a scripting language specifically designed for use on the Web. It is the most popular dynamic Web content technology for use with Apache servers. According to an ongoing, automated survey, HIP is used by half of all Web sites running Apache [12] . PHP's popularity is due to its low cost (free) and its ease of use. Our tests use PHP version 4.3.1 compiled as a module for both Apache 1.3.27 and Apache 2.0.45.
• Perl
Perl s is a popular general purpose scripting language developed by Larry Wall in 1987. Perl was not designed to be a Web scripting language, but has been extended to include functionality useful for Web development. Perl is available under the GNU General Public License and an Artistic License, and thus is free to use. In early usage, the performance of Perl for dynamic content creation was quite slow, since a new Perl interpreter was spawned for each incoming Web request. To avoid this process creation overhead, an Apache module (mod_perl 9) was created. This module embeds a persistent Perl interpreter into Apache itself. Approximately 20% of all Apache Web sites use mod_perl [12] .
Our Perl tests use Perl version 5.6.1 on Apache 1.3.27 with mod_perl version 1.27. We could not test Perl with Apache 2.0.45, since we were unable to install mod_perl 2.0 successfully on our server.
•

Server-Side Java
Server-side Java is a relatively new technology that uses a pool of Java virtual machines to respond to Web requests. It is a subset of Sun's Java 2 Enterprise Edition (J2EE) 1° technology. The servers, which run Java, are known as servlet containers or Java servers. We examine three servlet containers in this paper: Tomcat, Jetty, and Resin. Sun's Java Development Kit version 1.41.1_02 was used for all three of the tested servlet containers. We run the servlet containers in stand-alone mode, rather than integrating them into Apache.
-
Tomcat
Tomcat n is a servlet container that provides the official reference implementation for both Java Servlets and Java Server Pages. For our work, we use Tomcat version 4.1.24.
-Jetty Jetty 12 is a Web server and Java servlet container written entirely in Java.
It is an open source project, but the majority of the development is done by Mort Bay Consulting. Jetty is advertised as one of the fastest servlet servers, which motivated us to include it in our testing. For our work, we use Jetty version 4.2.9.
-Resin
Resin 13 is a commercial Web server and Java servlet container that is freely available to individuals for non-commercial use. The Resin Web site claims that Resin's performance matches or 8http : //www. perl. com/ 9http : //perl. apache, org/ 10ht tp : / / java. sun. com/j 2ee/ llht tp : / / j akar ta. apache, org/tomcat / 12http://jetty.mortbay.org/jetty/ 13http : //www. caucho, com/resin/ exceeds that of Apache for static files. After evaluating several versions of the Resin server, we decided to use version 2.1.9 in our tests.
•
MySQL
MySQL is open source 14 database software, known for its high performance and reliability. We use MySQL version 4.0.12 in the experiments with database access.
We tuned each of the servers to provide as fair a comparison as possible. On all of the servers, the default per-request access log was disabled, though error logs were still used. In addition, the following changes were made, after evaluating the effects of different configuration parameters on the performance of each server. On Apache 1.3.27, the MaxClients parameter was set to 256 and the MaxRequest sPerChi ld was set to 0. On Apache 2.0.45, MaxCl ients was set to 250 (a multiple of the ThreadsPerChild parameter). With Tomcat, enableLookups (DNS) was disabled, and maxProcessors was set to 100. No additional changes were made to the configurations of the Tux, Jetty and Resin servers.
Monitoring Software:
We use several sources of performance data to quantify the results of our experiments and to help identify bottlenecks. We use the sar (system activity report) utility 15 to monitor system resource utilization (e.g., CPU usage, I/O transactions, network utilization), n e g s t a t provides information on network-related errors such as the number of dropped TCP connections. The output of htgperf includes numerous statistics on TCP and HTTP-level behaviour, including the average TCP connection rate, the HTTP request rate, and the HTTP reply rate. The Web server error logs indicate when problems occur with the server application (e.g., too many concurrent connections).
Controlling the Test Environment
We define an experiment as a number of tests, each of which examines a different level of a particular factor. All other factors are fixed throughout the experiment, although they can vary between experiments.
Each experiment is controlled from one of the client machines. Each experiment is specified as a shell script that is executed on the control machine. Controlling the experiments in this way ensures that the tests are conducted consistently. Archiving the scripts aids in repeating the results as well.
Prior to the start of each experiment, the control mechanism communicates (via ssh) with each machine involved in the experiment, and collects information on the current state of each machine. The control machine then starts the monitoring software on all systems. The control machine is also used to start each test, and to collect data after each of the tests completes. At the completion of each experiment, all of the collected data is archived to disk for off-line analysis. 
Performance Evaluation Methodology
We examine four factors in our experiments, using a onefactor-at-a-time experimental design [7] . Table 1 summarizes the factors and levels used in our experiments.
The first three factors listed in Table 1 describe the client workload. Since few characterization studies of dynamic Web workloads exist, we use a simple workload for our experiments. First, we issue requests for either a small file (2 KB) or a large file (64 KB). Second, we vary the request rate so that we can saturate the system and identify the bottleneck. The third factor is the response type, for which we examine three cases. Initially, we test the system using requests for static files. This "traditional" Web workload indicates the expected "best case" performance of the system. For the second level, the Web server dynamically generates a response of the requested size, using CPU resources but no I/O to the database. In the third case, the dynamic request results in a database access. Each HTTP request causes an SQL INSERT command that writes a small amount of data to the database. Then, 2 KB or 64 KB of text is generated, containing some data from an SQL SELECT command.
The final factor listed in Table 1 is the server software. These servers and modules were described in Section 3.2.2.
In this study we focus on evaluating server performance for several generic situations: requests for small or large static files, and requests requiring small or large dynamic responses, both with and without database access. We do not model individual user behaviour. Each client simply generates requests at the specified rate. Each TCP connection transfers at most one HTTP request and one HTTP response. A timeout value of 4 seconds is used to terminate TCP connections when the server is slow to respond. This enables us to generate and sustain overload conditions. Although the workload is simple, it still provides valuable insights into the performance of dynamic content generation. Using more realistic workloads to evaluate each of the servers remains as future work.
The run length for experiments was chosen subject to two constraints. First, the test duration must be long enough to assess accurately the server's ability to support the target request rate. Second, the duration of each test should be as short as possible, in order to test many request rates, and accurately identify the peak performance of each server.
We used a duration of 120 seconds for each test. As illustrated in Figure 1, server performance when the target response rate is below the server's peak rate. For example, the horizontal lines show that the tested server (Apache 2.0.45) exactly matches the target rates from 500 to 4,000 responses per second. Since the workload has only one unique file per test, the server's caching mechanism warms almost immediately, and performance is stable throughout the test. When more realistic workloads are used, such as in [3] , longer durations are needed warm the server's caching mechanism and reach steady state.
When the targeted response rate puts the server in an overload condition, it takes the server longer to reach "steady state". For example, Figure 1 shows that the server was not able to achieve the target rate of 4,500 responses per second.
For the first few seconds of this test, the server comes close to achieving the target rate. However, shortly afterward the server performance degrades. After approximately 15 seconds, the server's performance fluctuates between 2,300 and 3,900 responses per second. While 120 seconds may not be long enough to determine the server's exact behaviour under overload, it is sufficient to know that the server is overloaded.
Validation of the Test Environment
In this section, we provide a basic "sanity check" of our experimental environment, in order to demonstrate its capacity. We conducted two experiments, one with a workload of 2 KB static files, the other with a workload of 64 KB static files.
Both validation experiments use the Tux Web server. The results in Figure 2 (a) show that the two clients can generate and sustain a combined workload of 6,000 requests per second for a static 2 KB file. This figure also shows that with Tux, the server platform and the network are capable of supporting 6,000 responses per second for a static 2 KB file.
Figure 2(b) shows the results with 64 KB static responses for the Tux server. In this case, the system is limited to about 1,700 responses per second. While TCP connections are still established beyond that point, the server is unable to accept requests at a higher rate. The bottleneck in this case is the network between the server and the switch: on average, the server is transmitting approximately 900 Mbps of data, with peaks near 1 Gbps (1,000 Mbps), as shown in Figure 2 (c). While we could have alleviated this bottleneck by using both network interfaces on the server, we decided not to do this since the achieved response rate already exceeds the expected range for any of the dynamic content servers. The results in Section 5 confirm this observation.
To summarize, our experimental infrastructure is capable of generating and sustaining request and response rates of (at least) 6,000 per second for 2 KB static files, and 1,700 per second for 64 KB static files. Achieved response rates lower than these in the main experiments indicate a bottleneck related to the particular server software being tested.
Experimental Results
Static Workloads
In this section, we examine the performance of the different Web servers for static Web content.
2 KB Static
Workload: First, we examine the results for the 2 KB static files. Figure 3(a) shows the achieved response rates for the different Web servers in our experiments. The solid diagonal line represents the performance of the Tux server. As we discussed in Section 4.1, we use Tux to demonstrate the capacity of our testbed. Since the achieved response rate (y-axis) for Tux matches the target response rate (x-axis) for all tested rates, we know that our experimental infrastructure is capable of generating and sustaining (at least) 6,000 responses per second for 2 KB static files. Results lower than this indicate a bottleneck related to the particular server software being tested.
After Tux, Apache is the server with the best performance. Figure 3(a) shows that both Apache servers attain similar peak performance, supporting approximately 4,000 responses per second. Surprisingly, the Apache 2.0.45 server exhibits poorer performance than Apache 1.3.27 under overload (i.e., when the achieved rate is less than the target rate). That is, the performance drops off more sharply for Apache 2.0.45 than for Apache 1.3.27. Figure 3(b) shows the CPU utilization of each server by target response rate. Prior to overload, Apache 2.0.45 has a slightly higher CPU utilization than Apache 1.3.27 for equivalent response rates. Once the servers become overloaded, the CPU utilization of Apache 2.0.45 is lower than that of Apache 1.3.27. Under overload, Apache 2.0.45 is unable to accept TCP connections (and hence requests) as quickly as Apache 1.3.27. Figure 3(c) shows the number of failed TCP connection establishment attempts 16, a side effect from queues filling up when requests are not accepted quickly enough. Apache 2.0.45 has more failed TCP connections than Apache 1.3.27. Since Apache 2.0.45 accepts fewer connections when overloaded, it processes fewer requests than Apache 1.3.27, and has lower CPU utilization. Figure 3 (a) also shows the achieved response rates for the three Java-based Web servers, which all achieve significantly lower peak response rates than the Apache servers. Among the Java-based servers tested, Resin had the highest performance, peaking at 2,200 responses per second, followed by Tomcat (1,550 responses per second) and Jetty (1,150 responses per second). Since the Java-based servers are optimized for handling dynamic responses, they do not perform as well as the Apache servers for this static content workload.
16Attempts can exceed the target rate because of TCP retransmissions. Figure 3(b) shows that the Jetty and Tomcat servers both reach 100% CPU utilization. The Resin server, however, reaches a peak CPU utilization of only 75%. The bottleneck in this case is the Java platform (version 1.4.1). In preliminary experiments with the next version (1.4.2), the Resin server achieves higher response rates, at a peak CPU utilization of 100%.
A final observation regarding the Java-based Web servers is that Tomcat and Jetty have much more predictable performance under overload than Resin. Figure 3(d) explains why. Figure 3(d) shows that as Jetty nears overload, it gradually increases the number of threads available for processing requests, until the maximum number of threads is reached. Jetty retains these threads for the rest of the experiment, providing relatively predictable performance under overload. Resin, on the other hand, behaves quite differently. It also spawns additional threads until the maximum number of threads is reached. However, unlike Jetty, Resin periodically terminates old threads and creates new ones. This overhead affects the performance of the Resin server under overload, making it less predictable than Jetty. Tomcat (not shown) behaves similarly to Jetty under overload, though Tomcat spawns new threads occasionally, which impacts performance somewhat. Figure 4(a) shows the achieved response rates for the 64 KB static workload. As was discussed in Section 4.1, Tux achieves a maximum response rate near 1,700 responses per second. Beyond this rate, the network is the bottleneck. Apache 1.3.27 achieves a peak rate of 1,400 responses per second; the achieved rate then decreases slowly under overload. Apache 2.0.45 peaks near 1,300 responses per second. With this workload, Apache 2.0.45 behaves better under overload than it did for smaller files. The three Java-based servers again have much lower peak performance than the Apache servers. Jetty peaks near 700 responses per second, and degrades gracefully under overload. Resin supports a similar response rate, but performs more erratically under overload. For this workload, Tomcat has the poorest performance of all the servers evaluated, supporting only 450 responses per second. Tomcat's performance under overload is also somewhat erratic. Figure 4(b) shows the CPU utilization of each server for the 64 KB static workload. All servers have a peak CPU utilization of 100%. The CPU utilizations during overload vary, for the same reasons that were discussed in Section 5.1.1.
64 KB Static Workload:
Dynamic Workloads (without database access)
In this section, we analyze the performance of different dynamic content generation technologies, for small and large dynamic pages. In both cases, the content generation process does not involve database access. Figure 5(a) shows the achieved response rates for six different methods of dynamic content generation, for 2 KB responses. First, we examine the results that involve the Apache Web servers. The results in Figure 5(a) show that the peak performance of PHP on Apache 1.3.27 is 1,400 responses per second. This rate is about 35% of the performance of the Apache server for static content of the same size. PHP on Apache 2.0.45 has even poorer performance, peaking at 1,000 responses per second, or 25% of its peak performance for static 2 KB workloads. In other words, dynamic page generation alone can reduce the server's peak response rate by a factor of 3 to 4. Both PHP server configurations are stable under overload. The performance of Perl is similar to that of PHP on Apache 2.0.45. Figure 5(b) reveals that the PHP and Perl servers on Apache are all CPU-bound.
2 KB Dynamic Workload (without database access):
When generating content dynamically, the three Java-based servers all perform reasonably well compared to the PHP and Perl configured servers. Peak response rates of 1,300, 2,200 and 1,500 per second are achieved by Jetty, Resin, and Tomcat, respectively. These are comparable to HIP on Apache 1.3.27, and significantly better than PHP on Apache 2.0.45 or Perl on Apache 1.3.27. Surprisingly, the performance of the Java-based servers when generating 2 KB dynamic responses is almost identical to their performance when serving static files. This supports our observation that the Java-based servers are optimized for handling dynamic Web workloads. However, the Java-based servers behave more erratically under overload conditions than the PHP and Perl server configurations, for this particular workload. Cecchet et al. observed that Java servlets were less efficient than PHP, due to inter-process communication overheads [3] . In our experiments, the Java servers operate in standalone mode, avoiding this overhead.
64 KB Dynamic Workload (without database access):
The results of the experiments with 64 KB dynamic responses (without database access) are shown in Figure 6(a) . Once again, the PHP-enabled servers have the lowest performance, supporting only 250 and 200 responses per second, respectively. These rates are less than 20% of the Apache server performance results for static files of the same size. Perl does significantly better than PHP, achieving a peak rate of 650 responses per second.
The Jetty and Tomcat servers achieve 450 and 400 responses per second, respectively, which is significantly lower than their performance when serving 64 KB static files. The Resin server achieves slightly higher performance, reaching a peak of 600 responses per second. 
Dynamic Workloads (with database access)
In this section, we analyze the performance of the different dynamic content generation strategies for small and large dy- Figure 7(a) shows the results for the 2 KB dynamic responses requiring database access. Two observations are evident from this graph. First, the three Java-based servers outperform the servers that are using PHP or Perl. Second, accessing the database significantly reduces the performance of all servers. The peak performance of the servers in these experiments is 50% to 64% of that when no database access is required for dynamic content generation. In other words, database access can reduce the server response rate by another factor of 2.
Among the three Java-based servers, Resin has the highest peak performance at 1,400 responses per second, followed by Tomcat at 950 responses per second, and Jetty at 750 responses per second. All of these servers perform erratically under overload.
For the Apache-based servers, PHP on Apache 1.3.27 outperforms the others, with a peak performance of 850 responses per second. Next is PHP on Apache 2.0.45, which achieves 600 responses per second. Perl on Apache 1.3.27 has the lowest peak performance for this workload, supporting only 500 responses per second. This is 8 times fewer responses per second than is supported by Apache 1.3.27 for the 2 KB static workload. All of the Apache-based servers have relatively stable performance under overload. Figure 7 (b) suggests that the bottleneck in these experiments is not the Web server CPU. The actual bottleneck is the Web server threads/processes synchronizing over the single persistent connection to the database. This bottleneck could be alleviated with multiple persistent connections. However, a tradeoff exists between synchronizing requests on one or more persistent connections and lock contention at the database. Identifying the optimal number of persistent connections to use with each Web server is beyond the scope of this paper. Figure 8 . As was the case with 2 KB responses, the Java-based servers performed at least as well as, and usually better than, the servers configured with PHP. Jetty and Tomcat peak around 350 responses per second, and behave well under overload. Resin again achieves the highest peak performance (approximately 550 responses per second), but is slightly more erratic under overload. Perl on Apache 1.3.27 achieves the second highest response rate of all the tested server configurations, supporting 400 responses per second. The PHP servers on Apache 1.3.27 and 2.0.45 had the worst peak performance, at 250 and 150 responses per second, respectively. Figure 8(b) shows that all of the Web servers are CPU-bound, as was the case for the other 64 KB experiments.
Summary and Conclusions
This paper presents a benchmarking study of dynamic content generation techniques. The experimental study is conducted using clients and servers in a dedicated Gigabit Ethernet LAN environment. To the best of our knowledge, this is the first study to evaluate such a broad range of dynamic content technologies using a variety of Web server software. While our study is far from comprehensive, we believe that it provides a state-of-the-art look at the performance tradeoffs between different technologies for dynamic Web content generation.
There are three main conclusions from this work. First, the ongoing trend toward personalization of Web content comes at a price. There is often a dual impact on Web server performance, from the overhead for database access, and from the processing required for dynamic content generation itself. Our experiments have quantified each of these effects. Combined, these effects reduce up to a factor of 8 the peak request rate supported by a server. Second, today's technologies for dynamic Web content generation exhibit distinct tradeoffs in terms of Web server performance. PHP handles small dynamic content requests well, but struggles with large dynamic content requests. Jetty, Resin, and Tomcat are ill-suited for serving static content, but perform better for their intended purpose of dynamic content generation. In general, our results indicate that Java server technologies outperform both PHP and Perl. Finally, Web server performance under overload can be quite unpredictable. Some dynamic content generation technologies are quite robust under overload (PHP, Perl, Jetty), while some are not (Resin). Consideration of overload behaviour may be just as important as the peak request rate when Web site administrators are choosing dynamic Web content generation technologies.
The results in this paper provide Internet practitioners and Web content developers with an indication of the performance tradeoffs associated with current technologies for dynamic content generation. Our benchmarking methodology is also useful for the evaluation of emerging Web technologies, and the performance tuning of existing implementations.
Our future work is focusing on characterizing dynamic content usage in academic and commercial Web sites, and on benchmarking Web server performance for more realistic dynamic content workloads. The performance impact of operating system and Java platform enhancements, as well as the synchronization and lock contention issues, also require further examination. 
