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Abstract
The double exponential formula was introduced for calculating def-
inite integrals with singular point oscillation functions and Fourier in-
tegral. The double exponential transformation is not only useful for
numerical computations but it is also used in different methods of Sinc
theory. In this paper we give an upper bound estimate for the error of
double exponential transformation. By improving integral estimates
having singular final points, in theorem 1 we prove that the method
is convergent and the rate of convergence is O(h2) where h is a step
size. Our main tool in the proof is DE formula in Sinc theory. The
advantage of our method is that the time and space complexity is dras-
tically reduced. Furthermore, we discovered upper bound error in DE
formula independent of N truncated number, as a matter of fact we
proved stability. Numerical tests are presented to verify the theoretical
predictions and confirm the convergence of the numerical solution.
MSC: 65D30, 65D32.
Keyword: numerical integral, double exponential transformation, Sinc
theory, quadrature formula.
1 Introduction
The double exponential transformations (DE) is used for evaluation of inte-
grals of an analytic function has end point singularity. Our innovation has
∗Omid Khatibi, correspond email: md_khn@yahoo.com,a1449933@unet.univie.ac.at,
Faculty of Mathematics, University of Vienna, Oskar Morgenstern platz 1 1090, Vienna
Austria.
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discovered the upper bound error in DE formula independent of N truncated
number, therefore we proved stability. First we introduce double exponen-
tial transformation method. The main idea in this method change the vari-
able by a function φ which transforms the interval of integration change to
(−∞,+∞). In section 1 we had provided background introduced the results
of reference [1] and in section 3 we presents our main results in theorem 1
and provide numerical test to verify our result. Tanaka and Sugihara make
full study of function classes for successful DE-Sinc approximations [2]. In
[3] Ooura expanded a double exponential formula for the Fourier transform.
Ooura studied animt-type quadrature formula with the same asymptotic
performance as the DE-formula [4]. Several scientist studied DE-formula
[5-10]. Stenger used DE Formula in Sinc approximations [9].
2 Double Exponential Transformation
Consider the following integral ∫ b
a
f(x) dx, (1)
where the interval (a, b) is infinite or half infinite and the function under
integral is analytic on (a, b) and perhaps has singular point in x = a or
x = b or both, now consider the change of variables below [11]:
x = φ(t), a = φ(−∞), b = φ(+∞), (2)
where φ is analytic on (−∞,+∞) and
I =
∫ b
a
f(φ(t))φ′(t) dt. (3)
Such that after the change of variable the integrand decays double exponen-
tial:
| f(φ(t))φ′(t) |≈ e−ce|t| , | t |→ ∞, c > 0. (4)
By using the trapezoidal formula with mesh size h on (3) we have
Ih = h
+∞∑
k=−∞
f(φ(kh))φ′(kh). (5)
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The above infinite summation is truncated from k = − N− to k = N+ in
computing (5) therefore we conclude,
I
(N)
h = h
N+∑
k=−N−
f(φ(kh))φ′(kh), N = N+ +N− + 1 (6)
Here the N+ 1 relates to zero point, for example, N = 50 we have
N− = 24, N+ = 25 finally 50=25+24+1. What gives us the authority to
truncate n numbers from the infinite summation? Indeed e(−ce|t|) quickly
approaches zero. An analysis of the graph e(−ce|t|) for small values of t and
(4) with c=2 is as follows Graph A shows the double exponential function.
(a) Graph A (b) Graph B
Graph B clearly shows the expansions from both side close to axis x and
error growth is slow and arrives at zero as we use the double exponential
formula and abbreviate it as DE. For the integral over (-1, 1).∫ 1
−1
f(x) dx, (7)
let
φ(t) = tanh(
pi
2
sinh(t)), (8)
the transformation x = φ(t) = tanh(pi/2 sinh(t)) satisfied and substitute in
(5) we have
φ(t)′ = tanh ′(pi/2 sinh(t))pi/2 cosh(t) =
(
1
cosh2(pi/2 sinh(t))
)
pi/2 cosh(t).
(9)
After using double exponential formula we will obtain
I
(N)
h = h
N+∑
k=−N−
f(tanh(pi/2 sinh(kh))
pi/2 cosh(kh)
cosh2(pi sinh(kh)2 )
.[11] (10)
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In the next section, we compute the error in (5) with trapezoidal rule and
mesh size h.
3 Upper Bound Error, Convergence Rate and Sta-
bility of D.E Function
Theorem 1. ∀h > 0, h is step size, c > 0 and c is constant, let
I =
∫ ∞
−∞
f(φ(t))φ′(t) dt, (11)
class function of f is valid for analytic function has a singularity in first
point or end point or both, φ provided by
φ(t) = tanh(
pi
2
sinh(t)), (12)
such that
|F (t)| = |f(φ(t))φ′(t))| ≈ e(−ce|t|), (13)
let
I
(N)
h = h
N+∑
k=−N−
f(tanh(pi/2 sinh(kh))
pi/2 cosh(kh)
cosh2(pi sinh(kh)2 )
, (14)
then the error estimate
|I − I(N)h | ≤ h2(
e−4(1 + c)
3
e
−c
2
1
12
(c+ c2)), (15)
holds true.
Proof. The absolute error in kth open interval [kh,(k+1)h] using trapezoidal
rule is,
Ek =
1
12
h3Mk, (16)
Mk = sup | F ′′(X) |, kh ≤ x ≤ (k + 1)h. (17)
In the next relations, the function decreases, therefore Mk = F
′′(kh) ,
F (t) = f(φ(t))φ′(t)), (18)
thus,
|F (t)| ≈ e(−ce|t|), (19)
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F´ (t) ≈ −ce|t|e(−ce|t|), (20)
such that,
|F´ (t)| ≈ ce|t|e(−ce|t|), (21)
we obtain
|F ′′(t)| ≈ ce|t|e(−ce|t|) + c2e2|t|e−ce|t|). (22)
On the other hand, we know that e|t| ≤ e2|t| and by using the triangle
inequality |a+ b| ≤ |a|+ |b| we have:
|F ′′(t)| ≤ ce2|t|e(−ce|t|) + c2e2|t|e−ce|t| , (23)
≤ (c+ c2)e2|t|e−Ce|t| . (24)
We know that if x → ∞ then ex → +∞ and if x → −∞ then ex → 0; if
x→ ±∞ then |x| → ∞ if c > 0 then e−c|x| → 0. Note that in (24), 2t− cet
decreases because ddt(2t − cet) = 2 − cet and for t > ln2c the derivation is
negative and kh ≤ x ≤ (k+ 1)h, therefore, sup | F ′′(X) |≤ (c+ c2)e2kh−cekh ,
the function is also decreasing. By using (24) we have (25). We truncate
the infinite summation from −N− to N+:
|I − I(N)h | ≤
N+∑
k=−N−
Ek ≤ 1
12
h3
N+∑
k=−N−
Mk ≤ 1
12
h3(c+ c2)
N+∑
k=−N−
e2kh−ce
kh
.
(25)
Lemma (3.1): There exists k0 such that if k > k0 then,
e2kh−ce
kh
< e−
c
2
ekh . (26)
Proof. Multiplying e(ce
kh)
in both sides of (26) we obtain
e2kh < e
c
2
ekh . (27)
This is enough to show that,
2kh <
c
2
ekh or
4
c
kh < ekh, (28)
so, we need the following lemma with t= kh and which means a =4/c
can be used in next lemma .
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Lemma (3.2): For a > 0 and for t > 2a such we have et > at.
Proof.
et = 1 +
t
1!
+
t2
2!
+
t3
3!
+ · · · > 1 + t+ t
2
2
, t > 0, (29)
for this we prove that
1 + t+
t2
2
> at, (30)
1 + (1− a)t+ t
2
2
> 0, (31)
this yields
t >
a− 1 +√(a− 1)2 − 2
1
, (32)
also
t >
a− 1−√(a− 1)2 − 2
1
, (33)
the discriminant of the quadratic equation
1 + (1− a)t+ t
2
2
= 0, (34)
is
∆ = (1− a)2 − 2 = a2 − 2a− 1 = 0, (35)
if ∆ ≥ 0 we put t. equal to the max root in quadratic equation (34),
t. = a− 1 +
√
(a− 1)2 − 2. (36)
Then the statement is satisfied. And note that,
t. < a+
√
a2 = 2a. (37)
If ∆ < 0 that is the roots are complex and the coefficient of t2 is positive
then for all of t inequality is true . Hence we can set t. = 0 and the proof is
complete. If ∆ ≥ 0 we obtain:
t > 2a, a =
4
c
, t = kh⇒ kh > 8
c
. (38)
t < 2a, a =
4
c
, t = kh⇒ kh < 8
c
. (39)
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In (25) we get:
Global Error ≤ 1
12
h3(c+ c2)
 N+∑
k=[ 8
ch
]
e2kh−ce
kh
+
[ 8
ch
]∑
k=−N−
e2kh−ce
kh
 (40)
Now we consider both sums separately.
Case 1:
1
12
h3(c+ c2)
∑
kh> 8
c
e2kh−ce
kh
. (41)
Proof. Put (28) in case1 and use lemma (3.2) to set,
≤ 1
12
h3(c+ c2)
N+∑
k=[ 8
ch
]
e−
c
2
ekh, (42)
On the other hand we know that for t > 0 we have,
et > 1 + t, (43)
therefore,
e|kh| > 1 + |kh|, (44)
N+∑
[ 8
ch
]
e−
c
2
ekh ≤
N+∑
k=[ 8
ch
]
e−
c
2
− c|kh|
2 ≤ e− c2
N+∑
k=[ 8
ch
]
e−
c
2
|kh| ≤ e− c2
N+∑
k=[ 8
ch
]
e−
ch
2
|k|, (45)
by using the geometric series we obtain:
n∑
k=k.
ak. − an+1
1− a <
ak.
1− a, (46)
such that
a = e−
ch
2 , k. = [
8
ch
], (47)
≤ e− c2 (e
− ch
2 )
8
ch
1− e− ch2
, (48)
moreover,
≤ e−c2 e
−4
1− e− ch2
, (49)
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therefore (35) gives the following inequality:
Error ≤ c+ c
2
12
e
−c
2
h3e−4
1− e−ch2
. (50)
Lemma (3.3) : There exists h0 such that if h < h0 : e
−ch
2 ≤ 1− ch
4
. (51)
Proof.
f(h) = e
−ch
2 − (1− ch
4
), (52)
we have f(0) = 1− 1 = 0, and
f ′(h) =
−c
2
e
−ch
2 +
c
4
, (53)
because limh→0 e
−ch
2 = 1 then
lim
h→0
f ′(h) =
−c
2
+
c
4
=
−c
4
, (54)
there exists h0 > 0 so that if h < h0 then f
′(h) < 0 and f decreases because
f(0) = 0 and for h < h0, f(h) ≤ 0; hence e−ch2 ≤ 1− ch/4.
1− e−ch2 ≥ ch
4
, (55)
we infer that
1
1− e−ch2
≤ 1
ch
4
≤ 4
ch
, (56)
and
≤ c+ c
2
12
e
−c
2
h3
1− (1− ch4 )
, (57)
thus,
≤ c+ c
2
12
e
−c
2
h3 × 4
ch
(e−4), (58)
clearly
≤ (1 + c)
3
e
−c
2 (e−4)h2, (59)
indeed
≤ e
−4(1 + c)
3
e
−c
2 h2, (60)
hence the case 1 is completed.
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Case 2:
1
12
h3(c+ c2)
∑
kh< 8
c
e2kh−ce
kh
. (61)
Proof.
2kh− cekh < 2kh, (62)
∑
kh< 8
c
e2kh−ce
kh
<
[ 8
ch
]∑
k=−N−
e2kh <
−∞∑
k=[ 8
ch
]
(e2h)k =
∞∑
k=−[ 8
ch
]
(e−2h)k, (63)
we know ∞∑
k=k.
ak =
ak.
1− a, (64)
then ∞∑
k=−[ 8
ch
]
(e−2h)k =
(e−2h)−[
8
ch
]
1− e−2h , (65)
so that
[
8
ch
] ≤ 8
ch
,−[ 8
ch
] ≥ − 8
ch
, e−2h < 1, (66)
therefore,
≤ (e
−2h)
−8
ch
1− e−2h , (67)
in (40) we obtain:
|I − I(N)h | ≤
e−4(1 + c)
3
e
−c
2 h2 +
1
12
h3(c+ c2)
(e−2h)
−8
ch
1− e−2h , (68)
in (51) consider,
ch
4
= h⇒ e−2h ≤ 1− h. (69)
This yildes
|I − I(N)h | ≤
e−4(1 + c)
3
e
−c
2 h2 +
1
12
h3(c+ c2)
e
16
c
1− (1− h) , (70)
|I − I(N)h | ≤ (h2
e−4(1 + c)
3
e
−c
2 +
1
12
(c+ c2)). (71)
Now let −N−, N+ → +∞. So we have now proved theorem 1.
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Remark: Note that the upper bound error of theorem 1 is independent
of N truncated number that means we proved stability. If h → 0 error
approaches zero and integrand method is convergence and accuracy is
O(h2).
By using this method we improve the space complexity and time complexity
and we also increase the rate of convergence . In fact, we have found upper
bound for global error (u.b.g.e).
4 Numerical Result
In the next example, utilising numerical computation and Maple software
to show the result. Assume
I1 =
∫ 1
0
exp(20(x− 1)) sin(256x)dx. (72)
The absolute error tolerance is 10−8 where N is the number of function
evaluations and abs. error is the actual absolute error of the result and it
gives an approximate value which is correct up to 16 significant digits.
clc
clear all
tic
h = 1/129; c = 2;
GError=h2/3 ∗ (1 + c) ∗ (exp(−4− c/2) + 1/4 ∗ c)
toc
Results:
GError = 3.0451e− 005
Elapsed time is 0.000106 seconds.
TABLE 1 comparison Comparison of the efficiency of DEFINT and
ubge. The absolute error tolerance is 10−8 where N is the number of func-
tion evaluations and abs. error is the actual absolute error of the result and
it gives an approximate value which is correct up to 16 significant digits .
DEFINT
INTEGRAL N abs. error[1] ubge
I1 259 4.8× 10−12 3× 10−5
Considering the performance of convergence rate of quadrature rules by us-
ing D.E function, the present formula is suitable for automatic integrator,
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sinc method, Fourier integral and increases the rate of convergence. It Im-
proves the space complexity and the time complexity and has an important
role in numerical analysis.
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