This paper extends joint work with R. Friedman to show that the closure of the locus of intermediate Jacobians of smooth cubic threefolds, in the moduli space of principally polarized abelian varieties (ppav's) of dimension five, is an irreducible component of the locus of ppav's whose theta divisor has a point of multiplicity three or more. This paper also gives a sharp bound on the multiplicity of a point on the theta divisor of an irreducible ppav of dimension less than or equal
Introduction
The classical Schottky problem is to find explicit equations for the closure of the locus J g of Jacobians in the Siegel upper-half plane H g in terms of the theta function. A related problem, the geometric Schottky problem, is to identify Jacobian varieties among all principally polarized abelian varieties (ppav's) via geometric conditions on the polarization. The literature on the subject is extensive, going back to Schottky and Jung's original papers [25] , [26] , and complete solutions have been provided by Arbarello-De Concini [2] , [3] , Mulase [20] and Shiota [27] .
One can consider the analogous problems for the locus of intermediate Jacobians of smooth cubic threefolds in P 4 ; i.e. the "classical Schottky problem for cubic threefolds," that of finding explicit equations for the closure of the locus I of intermediate Jacobians of smooth cubic threefolds in P 4 in the Siegel upper-half plane H 5 in terms of the theta function, and the "geometric Schottky problem for cubic threefolds," that of identifying intermediate Jacobians of smooth cubic threefolds in P 4 among all ppav's of dimension five via geometric conditions on the polarization. A solution to the latter problem was given by Friedman and the author in [7] , where it was shown that an irreducible ppav of dimension five whose theta divisor has a unique singular point of multiplicity three, and no other singular points, is the intermediate Jacobian of a smooth cubic threefold in P 4 .
By extending the work in [7] , this paper will provide a partial solution to the "classical Schottky problem for cubic threefolds." The approach will be similar to that of Andreotti and Mayer in [1] , and Beauville in [4] . Recall that Andreotti and Mayer used theta functions and the heat equation to prove that if N g−4 ⊆ A g is the locus of ppav's of dimension g whose theta divisor has a singular locus of dimension at least g − 4, then the closureJ g is the unique irreducible component of N g−4 containing J g ; Beauville showed using Prym varieties that for g ≥ 4, N g−4 =J g . In this paper, rather than considering the dimension of the singular locus of the theta divisor, we will focus on the multiplicity of the singularities. In particular, in Section 4.5 we will establish that the locus of ppav's of dimension five whose theta divisor has a point of multiplicity three or more can be cut out in H 5 using the theta function and its derivatives. Consequently, the following theorem provides a partial solution to the "classical Schottky problem for cubic threefolds": A more detailed statement is given in Theorem 4.5.1, which provides a complete description of the locus S 3 . Due to a result of Beauville's [4] on ppav's of dimension four, this essentially comes down to proving the following theorem:
Theorem 2 An irreducible ppav of dimension five whose theta divisor has a triple point is either the intermediate Jacobian of a smooth cubic threefold in P 4 , or the Jacobian of a hyperelliptic curve.
In [7] the same statement was proven for ppav's of dimension five with a unique triple point. Removing this assumption introduces a number of technical difficulties which are dealt with in Section 2.
The techniques of this paper can also be used to give a sharp bound on the multiplicity of a point on the theta divisor of an irreducible ppav of dimension at most five; for dimensions four and five, this improves the bound due to Kollár [17] , Smith-Varley [29] , and Ein-Lazarsfeld [14] . To be precise, let Sing k Θ = {x ∈ Θ : mult x Θ ≥ k}. A result of Kollár's [17] shows that if (A, Θ) ∈ A d , then dim(Sing k Θ) ≤ d − k; generalizing a result of Smith and Varley [29] , Ein and Lazarsfeld [14] showed that dim(Sing k Θ) = d − k only if (A, Θ) splits as a k-fold product. It follows that if (A, Θ) is irreducible then dim(
As a special case we see that if x ∈ Θ, then mult x Θ ≤ d − 1. For d ≤ 3 it is easy to see that these bounds are sharp; this paper shows that these bounds are not sharp for d = 4, 5.
Motivation for this result comes from the case of Jacobians and Pryms. For the Jacobian (JC, Θ C ) of a smooth curve C of genus g, applying the Riemann singularity theorem and Martens' theorem [18] , it follows that dim(Sing k Θ C ) ≤ g − 2k + 1, with equality holding only if C is hyperelliptic. Similarly, in the case of an irreducible Prym variety (P, Ξ) associated to a connectedétale double cover of a smooth curve C of genus g, the results of [8] show that dim(Sing k Ξ) ≤ (g − 1) − 2k + 1.
The following theorem extends these results to all ppav's of dimension less than or equal to five. 
This theorem is obtained from the following: The techniques used in this paper are similar to those used in [7] and [8] : we use the fact due to Beauville [4] that a ppav of dimension five or less is the Prym variety associated to an admissible double cover of a stable curve, and then, by studying deformations of line bundles on curves, describe the possible singularities of the theta divisor of a Prym variety. Section 1 recalls the basic setup in [7] and [8] ; a more general situation is considered in this paper, and the technical difficulties this introduces are dealt with in Section 2, culminating in Propositions 2.3.4 and 2.3.6. Due to its length, the proof of Proposition 2.3.6 is contained in its own section, Section 3. In Section 4 we apply the results of Section 2 to the Prym theta divisor, and to the "classical Schottky problem for cubic threefolds." The main theorems are proven in Sections 4.4 and 4.5.
Jacobians of nodal curves
Let C be a nodal curve having µ irreducible components, and δ nodes, and let ν : N →C be the normalization. The Jacobian of C is a smooth commutative algebraic group, whose points can be naturally identified with the isomorphism classes of line bundles whose first Chern class is trivial. The normalization induces the following exact sequence:
It follows that JC is compact if and only if JC ∼ = JN . In this case, JC has a canonical principal polarization, namely Θ N . In the case that JC is not compact, we will still want to have the notion of a theta divisor. For the remainder of the paper, if JC is not compact, then we will assume that for each irreducible component
is even. Let JC * be the variety of line bundles L on C such that 2c 1 (L) = c 1 (ω C ). Let Θ * ⊆ JC * be the set of line bundles L ∈ JC * such that h 0 (L) ≥ 1. Once and for all we will pick an identification of JC with JC * , and Θ ⊆ JC will be the subset of the Jacobian identified with Θ * . Beauville has shown that Θ is a theta divisor in the sense of [7] , Section 1.
We now recall the technique used in [7] and [8] to study the multiplicity of points on the theta divisor. Let L be a line bundle over C × JC of multidegree 1 2 c 1 (ω C ) with the property that for all x ∈ JC, L| C×x ∼ = M , the line bundle in JC * corresponding to x. The existence of such a line bundle is established in Beauville [4] , Lemma 1.3. With this notation, we have the following basic lemma:
, and there exists a curve S and a map f as above such that equality holds.
As in the lemma, let S be a smooth curve with s 0 ∈ S. Let t be a local coordinate for S centered at s 0 which only vanishes there, and let
Let W k be the image of the map H 0 (L k )→H 0 (L) induced from this exact sequence, and let
The following is proven in [7] .
Using an argument similar to that in [7] for the case of smooth curves, it is easy to give a proof of the Riemann singularity theorem for nodal curves:
This can be used to give a bound on the multiplicity of the singular point of a Jacobian theta divisor.
Proof . JC is compact if and only if JC ∼ = JN . Since we are assuming that JC is irreducible, it follows that N is irreducible, and the corollary follows from the Riemann Singularity Theorem, and Clifford's theorem.
There is a version of Clifford's theorem for nodal curves proven in [7] which will be used extensively in Section 2; for convenience, it is stated below. Proposition 1.1.5 (Clifford's Theorem [7] ) Let C be a nodal curve, and L an line bundle on C of degree d. Suppose that for each irreducible component C i of C there exist sections of L and also of ω C ⊗ L −1 which do not vanish identically on C i , and hence 0 ≤ deg
If C does not have a separating node, then equality holds if and only if
Finally, if C does not have a separating node, and L has a base point which is a singular point of
Prym varieties of nodal curves
In this section, following Beauville [4] , we recall the definition of the Prym variety of a nodal curve, and some basic results about their theta divisors. Throughout the paper, when discussing Pryms, C will be a connected curve with at worst ordinary double points. C will be equipped with an involution τ : C→ C, satisfying Beauville's condition ( * ): ( * ) the fixed points of τ are exactly the singular points of C, and at a singular point, the two branches are not exchanged under τ .
It is easy to show that C = C/(τ ) has only ordinary double points ( [4] , Lemma 3.1), and we will define π : C→C to be the induced morphism. Observe as well that under these conditions on C, deg(ω C | C i ) is even for each irreducible component C i ⊆ C, so that there is well defined theta divisor for J C. Let ν : N → C, and ν : N →C be the the normalizations, and let N m : Pic( C)→Pic(C) be the usual norm for line bundles ([EGA II.6.5]). In analogy with the smooth case, the Prym variety P ⊆ ker(Nm) ⊆ J C is defined to be the connected component of the identity. Beauville has shown that P can be identified with the set
A principal polarization is given on P by a divisor Ξ, which can be identified with the set Ξ * = {L ∈ P * | h 0 (L) ≥ 2}, and Θ| P = 2 · Ξ, where Θ is the canonical polarization of J C. Thus, if x ∈ P corresponds to a line bundle
Our starting point for studying Ξ will be the following consequence of Lemma 1.1.1, and Theorem 1.1.3.
Moreover, there exist S and f as above such that
Recall from [7] and [8] that given a line bundle L ∈ P * with a trivialization, smooth points
, and a vector a = (a 1 , . . . , a n ) ∈ C n , there is a deformation L D;a of L which lies in the Prym variety. After a suitable choice of trivialization of L D;a , the following Lemmas were proven in [7] :
induced from the exact sequence
and let
Line bundles on double covers
In this section the results of [8] Section 2 will be extended to the case of nodal curves. In particular, in this section, we will consider the case that the double cover π : C→C is a finite degree two morphism of stable curves, induced by an involution τ : C→ C, such that:
( §) the singular points are fixed points, and at the singular points, the two branches are not exchanged under τ . This is a slightly weaker condition than ( * ), which required that the fixed points be exactly the singular points; we will need to consider this more general context for the computations in Section 3.
Points imposing independent conditions
We will begin by studying how points p, τ (p) ∈ C impose conditions on global sections of line bundles on C. The difficulty here is due to the fact that C may be reducible, and hence nonzero sections may vanish identically on irreducible components. We will fix the following notation: let ν : N → C and ν : N →C be the normalizations, let C = µ i=1 C i , where the C i are the irreducible components of C, let Sing C = {x 1 , . . . , x δ }, let ν −1 (x i ) = {r i , r ′ i }, and letR = δ i=1 (r i + r ′ i ). Recall that we are allowing the covering to be ramified at some smooth points, say {t 1 , . . . , t a } of C; letT = a i=1 t i .
The following definition generalizes the notation used in [7] and [8] to this setting:
where M is a line bundle on N such that h 0 (N, M ) > 0, B ≥ 0 is an effective divisor on N such that B ∩ τ * B = ∅, 0 ≤ R ≤R is an effective divisor on N such that r i ∈ supp(R) if and only if r ′ i ∈ supp(R), and 0 ≤ T ≤T is an effective divisor on N .
Given a decomposition of
as a linear subspace; a priori, the sections of
to be the maximal subspace with the property that π * M·r·t·b ⊆ H 0 (L). We say that the decomposition satisfies (
is not necessarily the case that L is τ -invariant (c.f. [7] Section 3). In particular, there is an action of τ on H 0 (ν * L), which may or may not preserve the subspace H 0 (L). Nevertheless, in the notation of the proposition,
, and in the computations that follow, we will be working with
If E is a line bundle on a curve, and V ⊆ H 0 (E) is a subspace, then for a point p on the curve, we will use the notation V (−p) to denote the subspace {s ∈ V | s(p) = 0}.
Since s is a section of L on C, and hence s(r i ) = 0 if and only if s(r ′ i ) = 0, the line bundle O N ((s) 0 ) has the desired form. By definition, s ∈ π * H 0 (M )·r ·t·b∩H 0 (L) = π * M·r ·t·b, and so dim(M| C i ) = 0 for all i, and thus L has a decomposition satisfying ( †).
(
Indeed, if it were, then it could not have poles along B since it has none along τ (B), and so ( v b ) would be a regular section; i.e.
by the previous proposition. This would imply v ∈ π * M·r ·t·b, which is a contradiction, establishing the claim. Now, on any component where v is identically zero, v/b is τ -invariant. Therefore, there is a component C j where v is not identically zero, and v/b is not τ -invariant. It follows that for a general point
where s is the section that was used to define the decomposition of L. By assumption s| C j = 0, so for p ∈ C j general, one can find
(b) Let p be a general point of C, and
The converse follows from part (a).
The argument above shows that if π * M V and V are identically zero on the same irreducible components, and 0
The following notation will be used in what follows: for a line bundle L on C, let b(L) be the largest integer k such that there exists smooth points
If the points p 1 , . . . , p k are general, and 
A simple consequence is the following:
Then one or both of the following holds:
Remark 2.1.7 One of the principal goals of the next sections will be to remove (b) from the statement above. Although in general this does not seem possible, it will turn out (c.f. Proposition 2.3.6) that (b) is unnecessary in the special cases addressed this paper.
For irreducible curves, there are the following two stronger results, which closely reflect those in [8] for smooth curves.
Proof . The proof of this corollary is identical to that of Corollary 2.1.3 [8] , after making adjustments similar to those made in the proof of Lemma 2.1.3.
The partial normalization of C
The line bundle M is a priori a line bundle on N , not on C. In this section we will define a partial normalization of C, and a line bundle on this partial normalization whose sections will include the sections of M.
To begin, we make the following trivial observation:
, where M is a line bundle on C, D is an effective Cartier divisor on C, and p / ∈ supp(D). Then with respect to the inclusion φ :
Given a decomposition of L satisfying ( †), define ν ′ : N ′ →C to be the partial normalization of C at the points lying below the support of R. Let
, and thus we can define induced isomorphisms ϕ x i : M π(r i ) →M π(r ′ i ) . Let M ′ be the line bundle on N ′ obtained from M using these identifications. The sections of π * M · r · t · b are sections of L on C. Since r, t, b do not vanish on the support of R c , it follows that the sections of M define sections of
Moreover, if there exists a section of M ′ (−E) which does not vanish identically on any component of N ′ , then there also exists a section of ω
Thus the first statements of the lemma are clear. For the last statement, if a section f ∈ H 0 (M ′ (−E)) does not vanish identically on any component of 2.3 Curves of low genus, c.f. [7] In this section, we will restrict to the case that the p a (C) ≤ 6, τ satisfies ( * ), and
Since the components and double points of C are identified with those of C, a similar statement holds for C. Moreover, we will require that Nm(L) = ω C .
The proofs of the following statement's are almost identical to the proofs of the similar statements in [7] Section 3.4.
where the C k are connected curves, and suppose
In particular, since δ i ≥ 4, deg(L| C i ) ≥ 2, and equality holds only if C i ∼ = P 1 , and δ i = 4. 
The proof is straight forward in light of the results of this section, but it is nonetheless lengthy and tedious, and so is presented in the following section.
3 Proof of Proposition 2.3.6
Preliminary lemmas
Observe that if C is irreducible, then the proposition is a special case of Corollary 2.1.9. Also, under the assumptions of the proposition, it follows from Lemma 2.1.3 (b) and Proposition 2.3.4 that b(L) > 0. As a consequence, in this section we will take p ∈ C to be a general smooth point such that h 0 (L(−p − τ (p))) = 2. The main difficulty in the proof will be keeping track of the components of C and C on which sections of certain line bundles vanish identically; the components described in the paragraph below will be referred to repeatedly in the following lemmas.
Let C v be the union of the irreducible components of C on which the restriction of H 0 (L(−p−τ (p))) vanishes, let C n be the union of the remaining components, and let C n (resp. C v ) be the curve lying below C n (resp. C v ). The key observation is that due to Corollary 2.1.6 (b), if M(−π(p)) is nonzero on every irreducible component of C n , then b(L) = 2. Because of this, we will be interested in the locus where M(−π(p)) vanishes. Given a decomposition of L satisfying ( †), let D v (p) be the union of the irreducible components of C on which M(−π(p)) is zero, let D n (p) be the union of the remaining components, and let D v (p) (resp. D n (p)) be the curve lying over D v (p) (resp. D n (p)). The point p will be omitted unless it is needed for clarity.
Lemma 3.1.1 Under the assumptions of Proposition 2.3.6, if
Proof . Suppose L is a line bundle on C satisfying the conditions of the proposition. We will assume further that b(L) = 2, and eventually arrive at a contradiction. 
Since p is general, it follows that dim(M(−π(p))) = 1, and so by defini- 
i.e. with respect to this new decomposition, M ∼ = π * O N (π(p)), and R = We will now investigate the case that H 0 (L(−p−τ (p))) vanishes on some component.
Lemma 3.1.2 Under the assumptions of the proposition, if b(L) < 2, and
) which does not vanish identically on any component of C n . Since s defines a section of L n , s induces an isomorphism φ n :
By assumption, there do not exist points imposing independent conditions on H 0 (L(−p − τ (p))); thus π * M n · r n · t n · b n = H 0 (L(−p − τ (p))), and dim(M n ) = 2.
Since the sections of M n give sections of M ′ n on N ′ n , the partial normalization of C n with respect to φ n , it follows that H 0 (N ′ n , M ′ n ) ≥ 2, and that deg(M ′ n ) ≥ 0 on every irreducible component of C n . If N ′ n has µ connected components, it is easy to check that deg(M ′ n ) ≤ 4 − 2µ, and thus N ′ n has at most two connected components. The claim is that p, τ (p) lie on C v , and that p a ( C v ) = 0. Indeed one checks that deg(L(−p − τ (p)))| Cn )) = 8, which is only possible if p, τ (p) lie on C v , and deg(L| Cv ) = 2. Lemma 2.3.1 implies that p a (C v ) = 0, and δ = #( C n ∩ C v ) = 4.
With this result, it is straight forward to prove the following lemma: 
satisfying ( †). In particular, R n and B n are trivial, and
then it consists of two connected components, N ′
n;1 and N ′ n;2 . Let N n;i be the corresponding curves in C, and let I i be the reduced divisor on N ′ n;i with support equal the points of intersection of N n;i with the remaining curves in C. Then there is an isomorphism
satisfying ( †). In this case M n and B n are trivial,
and R n consists of the points of intersection of the two components.

In both cases, if
We are now in a position to prove the following lemma:
Lemma 3.1.4 Under the assumptions of Proposition 2.3.6, suppose that b(L) < 2, C v is nonempty, and there does not exist a decomposition of L satisfying ( †) such that dim(M) = 3. Then there is a point
Proof . By the previous lemma, there exists a general point
n be the union of the remaining components of C n , and let D ′ v be the curve lying above
) is nonzero on every irreducible component of C n , then Lemma 3.1.1 implies that b(L) = 2, so we may assume there is some component
v has one irreducible component, then we are done. So assume that D ′ v has more than one irreducible component. A straight forward argument shows that
The case that N ′ has one connected component can now be ruled out as follows: the form of L| Cn given in Lemma 3.1.3 shows that N ′ n = C n , and hence sections of M L (−π(p ′ )) must vanish at the points of intersection of D ′ v and D ′ n . This is impossible since there are at least two points of intersection, and deg(M n (−π(p ′ ))) = 1.
So we may assume that N ′ n is disconnected. In this case D ′ v must be one of the connected components, since M n is trivial, and hence sections of The remaining case to examine is #(
) would either be nonzero on all irreducible components, in which case Lemma 3.1.1 would imply that b(L) = 2, a contradiction, or it would vanish on A 2 . Using p ′′ instead of p ′ , and relabeling, we would be in the case #(A 1 ∩C v ) = 2, which we have already ruled out. So we may assume there do not exist such points p ′′ , τ (p ′′ ). Then there are two possibilities, the first being the case that dim(
, and the second being that dim(H 0 (L))| A 2 = 1. In both cases, degree considerations similar to those above lead to contradictions. Thus if there is an irreducible component
Proof of Proposition 2.3.6
Proof of Proposition 2.3.6. Let L ∈ P * be a line bundle satisfying the conditions of the Proposition. If C v is empty for some general choice of smooth point p such that h 0 (L(−p − τ (p))) = 2, then Lemma 3.1.1 implies that b(L) = 2. So we may assume that for all choices of points, C v is nonempty. I claim that b(L) = 2 in this case as well. For if b(L) = 2, then L would satisfy the conditions of Lemma 3.1.4. Hence there would exist a decomposition of L| Cn satisfying ( †) and points p ′ , τ (p ′ ) ∈ C n , such that in the above notation, for each irreducible component
It would then follow from Corollary 2.1.6 that b(L) = 2, contradicting our assumption.
Prym theta divisors
The results of Section 2 will allow us to determine the multiplicity of a point on the Prym theta divisor in certain cases. In Section 4.1 we will state the basic results which hold for all Prym varieties, and all points of the theta divisor. In Section 4.2 we will prove a complete statement for points such that h 0 (L) = 2. In Section 4.3 we will state a complete result for Prym varieties of irreducible curves, which covers the case of a double cover of a smooth curve ramified at two points. In Section 4.4 we give an upper bound on the multiplicity of a point on the theta divisor of an irreducible Prym variety of dimension at most five, and classify those irreducible Prym varieties which have a point of maximal multiplicity on their theta divisor. Theorem 2 and Theorem 4 are direct consequences of the results in this section. Finally, in Section 4.5 we address the "classical Schottky problem for cubic threefolds."
General statements
The following result was proven in [7] : Proposition 4.1.1 ( [7] , Lemma 2.1) Suppose x ∈ P corresponds to a line bundle L ∈ P * such that h 0 (L) = 2n, and there exist 2n distinct points
The next proposition rephrases a result from [7] in the notation used in Section 2:
, Theorem 2.3) Let x ∈ P correspond to a line bundle L ∈ P * which has a decomposition satisfying ( †). Then mult x Ξ ≥ dim(M).
Proof . The proof follows directly from [7] Theorem 2.3, and Lemma 2.1.1. 
The case h 0 (L) = 2
Our goal is to prove the following theorem.
Theorem 4.2.1 Suppose x is a point of Ξ, corresponding to a line bundle
The first statement is a special case of Proposition 4.1.1. The second statement is a consequence of the following:
The proof of the proposition will be broken down into several lemmas. The basic idea is to show that for any deformation of L lying in the Prym, all sections lift to first order; we then show that for a particular deformation, there are no nontrivial sections lifting to second order.
Lemma 4.2.3 For any deformation L which lies in P , all sections of L lift to first order; i.e. dim(im(H
Proof . Recall the pairing from the proof of [7] Theorem 2.3:
given by s, t = (st)∪ξ. Since τ acts trivially on H 1 (ω C ), we must have τ (t), τ (s) = − s, t . In particular, s, τ (s) = 0. On the other hand, if s and t are linearly independent, then st = 0, since by the last observation, we may assume they are supported on different components. Thus the pairing is identically zero, and hence by Serre duality, the map H 0 (L)→H 1 (L) given by · ∪ ξ is zero. Thus all sections lift to first order.
As in [7] and [8] , we will now assume that L is the deformation associated to a divisor D = n i=1 (p i + τ (p i )), where p i ∈ C i is a general point.
Proof . By induction on k. The case k = 0 is trivial, so assume we have proven the statement for k − 1 > 0. Consider
With this notation, the previous lemma implies that s lifts to second order as a section of L 2 only if
Lemma 4.2.5 In the notation above,
Proof . Recall from [7] the exact sequence for computing first order lifts:
and the map A 1 given by
is nonzero, and p 1 is general, then A 1 (s) = 0. Since we know that a section must lift, it follows that
only the trivial section of L ′ lifts to second order.
Proof . Recall the exact sequence for computing second order lifts:
and the map A 2 given by
, and in particular, s(τ (p 1 )) = 0. But if p 1 is general, and s = 0, then s(τ (p 1 )) will be nonzero, and hence only the trivial section lifts to second order.
Proof of Proposition 4.2.2.
Consider the deformation discussed above. Let s ∈ H 0 (L) be such that s| C 1 = 0. Then s lifts to order two only if s| C 1 lifts to order two as a section of L ′ 2 . We have seen that only the trivial section lifts to second order as a section of L ′ 2 . By symmetry, only the zero section of L lifts to order two. Thus mult
Proof of Theorem 4.2.1. If there exist smooth points p, τ (p) imposing independent conditions on H 0 (L), then mult x Ξ = 1, by Proposition 4.1.1. So suppose that there do not exist such points. In the case that there is no component C j ⊆ C such that H 0 (L)| C j = 2, the theorem follows from Proposition 4.2.2. In the case that there is a component C j ⊆ C such that H 0 (L)| C j = 2, then the theorem follows from Remark 4.1.3, since it is clear that by picking the point p to lie on C j , the numerical conditions of [8] Lemma 4.1.1 hold.
Irreducible curves
The following theorem extends a theorem of Smith and Varley's to the case of an irreducible curve with nodes. We continue to use the notation of Section 1.
Theorem 4.3.1 (Smith-Varley [30] ) Suppose C is irreducible. In the notation above, if x ∈ Ξ corresponds to a line bundle L ∈ P * , and C x Θ is the tangent cone to Θ at x, then the following are equivalent:
Proof . The proof follows directly from Corollary 2.1.9, and Proposition 4.1.2. Theorem 4.3.2 In the above notation, suppose x is a singular point of Ξ corresponding to a line bundle L ∈ P * which has a decomposition satisfying 
Proof of Theorem 2, Theorem 3, and Theorem 4
Since in this section we are only concerned with irreducible ppav's, we will always assume that the double cover satisfies (♯); otherwise, by [4] , Theorem 5.4, and Lemma 4.11, (P, Ξ) is either reducible or a Jacobian. Proof . Suppose x corresponds to the line bundle L ∈ P * , and mult x Ξ ≥ 3. By Lemma 2. Theorem 3 will follow easily from these results, together with the lemma below, which is essentially proven in Ein and Lazarsfeld [14] . The statement in the lemma regarding the adjoint ideal of Θ will not be needed elsewhere in this paper, and is made only for reference. We refer the reader to [14] for the definition, and further discussion. 
Moreover, if equality holds then
Proof . (a) implies (b). We will prove this by induction following [14] .
there is nothing to prove. So we may assume k −j > 1, in which case dim(Sing k Θ) = d − k − j > d − 2k + 1, and it follows from our assumption that (A, Θ) is reducible. Suppose
is a decomposition into irreducible components. Given any irreducible subset S ⊆ Sing k Θ, there exist integers k 1 , . . . , k r ≥ 0, with
Suppose codim A S = k + j. Then by induction,
Therefore, r ≥ k − j, and we have proved (2) . Θ) is a hyperelliptic Jacobian. Thus at least in dimension five or less, any irreducible ppav whose theta divisor has double points in codimension three is a hyperelliptic Jacobian. In regards to these results, it was asked in [8] to what extent k-fold points in codimension 2k − 1 on an irreducible ppav characterize hyperelliptic Jacobians. Theorem 4.4.1 implies that in dimension less than or equal to five, k-fold points in codimension 2k − 1 imply that (A, Θ) is either a hyperelliptic Jacobian, or the intermediate Jacobian of a smooth cubic threefold.
(b) implies (c). For readers unfamiliar with adjoint ideals, this proof also shows that (b) implies (a). Suppose dim(Sing
Remark 4.4.6 It would be interesting to know if the bound given in Theorem 3 held for d > 5. Since the Prym map is not dominant in dimensions greater than five, the techniques used in this paper no longer apply. As suggested by Lemma 4.4.4, an alternative approach would be to determine whether the existence of an irreducible component of Sing k Θ of codimension less than 2k − 1 implies that the adjoint ideal of Θ is non-trivial.
The Schottky problem for cubic threefolds
Recall the definition of the loci N k introduced by Andreotti and Mayer in [1] : Let H g be the Siegel upper halfspace, and let X g be the universal family of abelian varieties defined as the quotient of C g × H g by the action of Z 2g given by γ · (u, Z) = (u + (I, Z)γ, Z), for γ ∈ Z 2g , and (u, Z) ∈ C × H g . We then have a commutative diagram
where µ is the quotient map, p is projection onto the second factor, and π is a proper map with the property that π −1 (Z) = C g /Λ Z , where Λ Z is the lattice generated by the columns of (I, Z).
Let θ : C g × H g →C be Riemann's theta function. Set A −1 = C g × H g , and define inductively
∂ n θ ∂u J (u, Z) = 0, for all |J| = n}.
Using p also to denote the map p| An , and setting
then we define N k = p(B k ), and S k = p(A k ). Both N k and S k are closed; N k is the sublocus of H g consisting of the points that correspond to ppav's whose theta divisor has a singular locus of dimension at least k, whereas S k consists of those points that correspond to ppav's whose theta divisor has a singular point of multiplicity at least k. The loci N k , S k induce closed sets in A g , which we will denote with the same symbols. Recall the main result of Andreotti and Mayer, that J g is the unique irreducible component of N g−4 that contains J g . In [4] , Beauville showed that N 0 ⊆ A 4 consists of two irreducible components of dimension nine; to be exact, N 0 =J 4 ∪ θ null , where θ null is the closure of the locus of ppav's with a vanishing theta null. Thus even in this case, N g−4 is strictly larger thanJ g . In this paper, we will prove a similar statement for intermediate Jacobians of a smooth cubic threefolds in P 4 .
Let I ⊆ A 5 denote the locus of intermediate Jacobians of smooth cubic threefolds in P 4 , and let J h g 1 ,...,gn ⊆ A i g i be the locus of ppav's which are the product of n Jacobians of hyperelliptic curves of genera g 1 , . . . , g n . For a sublocus V ⊆ A g , let A g ′ V ⊆ A g ′ +g be the locus of ppav's which are the product of a ppav of dimension g ′ with a ppav in V . Proof . Let (A, Θ) ∈ S 3 , and suppose first that (A, Θ) = (
We may as well assume that dim(A 1 ) < dim(A 2 ). If dim(A 1 ) = 1, then Θ 2 must have a double point, and so by Beauville's result on N 0 , (A, Θ) ∈ A 1J4 ∪ A 1 θ null . If dim(A 1 ) = 2, then we may assume that (A 1 , Θ 1 ) and (A 2 , Θ 2 ) are irreducible, since otherwise we would be in the previous case. It follows that Θ 2 has a double point, and so (A 2 , Θ 2 ) is the Jacobian of a hyperelliptic curve. Thus, (A, Θ) ∈ J h 2,3 . A result of Collino's [11] (c.f. Proposition 4.5.6) states that J h 5 ∪ J h 1,4 ∪ J h 2,3 ⊆ ∂I; thus (A, Θ) ∈Ī. Finally, if (A, Θ) is irreducible, then it follows from Theorem 2 that either (A, Θ) is the intermediate Jacobian of a smooth cubic threefold, or it is the Jacobian of a hyperelliptic curve. Again, Collino's result implies that (A, Θ) ∈Ī. The fact that A 1 θ null is irreducible and of dimension ten follows from the fact (c.f. Beauville [4] ) that θ null is irreducible of dimension nine. Proof . Theorems 4.4.3 and 4.5.1 imply that the ppav's in S 3 which are not in I are either reducible, or are the Jacobian of a hyperelliptic curve, and therefore the dimension of the singular locus of their theta divisor must be at least one.
For a closed locus V ⊆ A g , let I(V ) be the associated ideal. Also, given a ring R, and ideals I, J, let (I : J) be the ideal quotient: (I : J) = {f ∈ R|f J ⊆ I}. We can then reinterpret Theorem 1 in the language of ideals: [19] , [24] , and for k = 2 by a result of Ran's [24] . For dimension five this this conjecture would give another partial solution to the Schottky problem for cubic thr eefolds.
In another direction, Pareschi and Popa [23] have considered a notion of regularity for subvarieties of abelian varieties which may also give a criterion for a ppav of dimension five to be the intermediate Jacobian of a cubic threefold (c.f. Paresch i and Popa [23] Conjecture 2.2).
Remark 4.5.5 The fact that J h 5 ∪ J h 1,4 ∪ J h 2,3 ⊆ ∂I was proven by Collino in [11] by considering the secant variety to the rational normal quartic. It is interesting to point out that this result can be obtained as well by combining some arguments used in Beauville [5] , Section 2.9, with a result of Griffin's [15] on degenerations of plane quintics, and a result of Mumford's [21] on Prym varieties of hyperelliptic curves. Proof . Suppose (A, Θ) ∈ J h 5 ∪ J h 1,4 ∪ J h 2,3 . Mumford has shown in [21] that any hyperelliptic Jacobian, or product of two hyperelliptic Jacobians can be realized as the Prym variety of a connectedétale double covering of a smooth hyperelliptic curve. Let C→C be this double cover, and let η be the associated two torsion line bundle. It is easy to see that η ∼ = O C (kg 1 2 − 2k i=1 z i ), where 0 < k < 4, and the z i are distinct Wierstraß points of C. A result of Griffin [15] Theorem 1, (c.f. also Chang [9] ) implies that for any Wierstraß point p on C, there exists a flat family L→C→∆ such that (L 0 , C 0 ) = (2g 1 2 + p, C), where the general curve is a smooth plane quintic, and L t = O Ct (1). Since we are working with smooth curves, and R 6 →M 6 is a finite covering, there is a unique lifting of C→∆, say E→C→∆, to R 6 such that (E 0 , C 0 ) = (η, C). Consider L ⊗ E→C→∆. Mumford's results on theta characteristics [22] implies that the parity of h 0 (L t ⊗ E t ) is constant; it follows that (C, η) is the limit of a family of odd double covers of plane quintics if and only if h 0 (C, O C (η + 2g 1 2 + p)) is odd. The parity of h 0 (O C ((k + 2)g 1 2 + p − 2k i=1 z i )), 0 < k < 4, depends on whether p is among the z i , and thus every hyperelliptic Jacobian, and every product of hyperelliptic Jacobians is the limit of both an odd and even family of double covers of plane quintics. Due to a result of Beauville's [5] , [6] (c.f. [7] Theorem 4.1), the flat family of odd double covers of plane quintics E→C→∆ induces a flat family of cubic threefolds X →∆ such that P(E t , C t ) = JX t . Thus (A, Θ) ∈ ∂I. Θ 1 ) is the Jacobian of a non-hyperelliptic curve of genus three or four, or a ppav of dimension four with a vanishing theta null. One can also consider the boundary of I in the Satake compactification, and certain special cases are known; e.g. in [10] , Clemens and Griffiths show that the intermediate Jacobian of a Lefschetz hypersurface is the Jacobian of a curve of genus 4. Other treatments and examples are considered in Collino [12] and Gwena [16] .
