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We study the long-range spatial correlations in the nonequilibrium steady state of a randomly
driven granular fluid with the emphasis on obtaining the explicit form of the static structure factors.
The presence of immobile particles immersed in such a fluidized bed of fine particles leads to the
confinement of the fluctuation spectrum of the hydrodynamic fields, which results in effective long-
range interactions between the intruders. The analytical predictions are in agreement with the
results of discrete element method simulations. By changing the shape and orientation of the
intruders, we address how the effective force is affected by small changes in the boundary conditions.
PACS numbers: 45.70.Mg, 05.40.-a
I. INTRODUCTION
A freely evolving gas of inelastically colliding particles
behaves differently from a regular gas due to the dis-
sipative nature of collisions. Starting with a uniformly
distributed granular gas, the system first enters a homo-
geneous cooling state, where the kinetic energy decays as
t−2, known as Haff’s law [1]. However, this regime is un-
stable against spatial fluctuations of collision frequency,
leading to a crossover to a regime where the energy de-
creases as t−d/2 in d dimensions and eventually dense
clusters appear [2–5]. In order to maintain the dynamics,
energy must be pumped into the system from an external
driving source e.g. by shaking, vibrating, or shearing. As
a result, the energy input competes against the energy
dissipation due to inelastic collisions, and the system is
driven into a steady state. Since the energy insertion is
spatially inhomogeneous in the above mentioned bound-
ary heating methods, a uniformly heating approach had
been proposed as a paradigm allowing to study a homo-
geneous stationary state [6–8]; The system is supposed
to be in contact with a thermal bath which supplies en-
ergy by means of instantaneous random forces acting on
all particles. The resulting dynamics, in two dimensions,
is reminiscent of the motion of thin disks on an air ta-
ble in quasi-2D experiments [9]. The uniformly driven
granular fluid reaches a nonequilibrium steady state due
to the random nature of energy gain and loss, and ex-
hibits long-range hydrodynamic correlations. These spa-
tial correlations decay with distance as r−1 and ln(1/r)
in three and two dimensions, respectively [8]. Similar
long-range spatial correlations emerge in freely cooling
[10] or sheared [11] systems of slightly inelastic granu-
lar fluids, even though the anisotropic couplings between
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the number density and momentum density fluctuations
influences the behavior in the sheared case, leading to a
different power-law asymptotic form at large r [11].
In a thermally fluctuating medium with long-range
spatial correlations, one expects that the presence of big
intruder particles modifies the boundary conditions and,
hence, leads to the modification of the hydrodynamic
fluctuations spectrum. As a result, effective interactions
between intruders appear which are long-range, in spite
of the short-range nature of hard-core interparticle forces.
Such interactions are often considered as classical vari-
ants of the Casimir force [12, 13]. Recent experiments
[14–18] and numerical simulations [18–22] confirm that
the confinement of fluctuations in fluidized granular me-
dia produces spatial hydrodynamic inhomogeneities that
are practically strong enough to induce substantial effec-
tive interactions between the intruders. Depending on
the choice of parameter values, these forces can be ei-
ther attractive or repulsive and may lead to a variety
of collective behaviors [14, 17, 18]. Even a single asym-
metric object may experience a self-force in a nonequilib-
rium state [23]. The interactions emerging in equilibrium
state had also been studied by considering two bodies im-
mersed in a solution of macromolecules [24]. Note that
we deal with the regime where the interparticle forces are
mainly binary collisions. Investigation of the underlying
mechanisms when durable frictional contacts dominate
the behavior is beyond the scope of the present study.
In this paper we first recall how the fluctuations of
the hydrodynamic fields are spatially correlated in a ran-
domly driven granular fluid. We derive the explicit form
of the static structure factors, which reflect the spa-
tial correlations of the medium. These quantities are
then used to calculate the effective long-range interac-
tion between two immobile big particles immersed in the
medium. The method had been used in Ref.[22] to study
the sign change and nonadditivity of the effective force,
and to obtain the phase diagram of the transition be-
tween repulsive and attractive forces. Here, the main
goal is to provide a detailed methodology for obtaining
the structure factors and the fluctuation-induced force, as
2a recipe for further applications and extensions. We also
investigate the effect of small changes in the boundary
conditions on the effective force, by considering elongated
intruders and changing their shape or orientation. The
elongated particles are frequent and play important role
in nature and industry. The interesting question arises
whether fluctuation-induced forces may lead to orienta-
tional ordering and alignment of such particles. We in-
vestigate this question in a simple case of two elliptical
intruders (with fixed centers) by varying their eccentric-
ity and orientations to find the configuration where the
intruders experience the maximum possible force.
The paper is organized as follows: In Sec. II we review
the theory of randomly driven granular fluids and derive
the structure factors, which are used in Sec. III to calcu-
late the effective force between the intruders with circular
shapes. This part is the full exposition and expansion of
the mode coupling calculations presented in [22]. The
validity of the analytical method is established by means
of discrete element method simulations in Sec. IV. Sec-
tion V is devoted to the investigation of the influence of
intruder shape on the effective force, by considering el-
liptical particles. Finally, Sec. VI contains the discussion
of the results and concluding remarks.
II. THEORY OF A RANDOMLY DRIVEN
GRANULAR SYSTEM
In this section, we review the nonequilibrium steady
state properties of a randomly driven granular system,
and present the explicit form of the structure factors. A
detailed description of the theory can be found, e.g., in
Refs. [8, 10, 25]. Consider a system of N hard spheres (or
disks in two dimensions) of mass m and radius R with a
Langevin-type equation of motion:
m
d2ri(t)
dt2
= Fi(t) + ξi(t), (1)
where Fi is the total force acting on particle i due to bi-
nary inelastic collisions, and ξi is a random force arising
from the coupling to an external heat bath. We assume
that the random force is drawn from a distribution with
zero mean, and with Cartesian components α and β sat-
isfying
〈ξiα(t)ξjβ(t′)〉 = 2Γδαβδijδ(t−t′). (2)
Here, 〈· · ·〉 denotes averaging over the uncorrelated noise
source, and Γ reflects the noise strength. For the mean
rate of energy gain of a single particle in D dimensions
one finds the following expression〈
∂E
∂t
〉
gain
= D Γ/m. (3)
On the other hand, the mean-field rate of energy loss of
a single particle by means of inelastic collisions is given
by [10, 26] 〈
∂E
∂t
〉
loss
= −γ (1−α2) f (n) T 3/2, (4)
where γ is a constant (which depends on D, m, and R),
α is the normal restitution coefficient, and f is a function
of the number density n, given in two dimensions by [27]
f (n)=n
(
1−7φ/16)/(1−φ)2, (5)
with φ being the volume fraction. It can be seen from
Eqs. (3) and (4) that the rate of temperature change
is given by ∂T/∂t=DΓ/m−γ(1−α2)f (n)T 3/2, thus, the
time dependence of temperature can be obtained by the
following integration∫ T
T
0
dT
1−mγ
DΓ
(
1−α2)f (n)T 3/2 =
∫ t
0
DΓ
m
dt. (6)
We introduce the scaled temperature T˜≡T/T
MF
(with
T
MF
=[DΓ/mγ(1−α2)f (n)]2/3 being the mean-field
steady state temperature), and integrate Eq. (6) to
arrive at the following implicit expression for the time
evolution of the temperature
ln
( 1+√T˜+T˜
1−2
√
T˜+T˜
)
−2
√
3 arctan
(2√T˜+1√
3
)
=
3DΓ
mT
MF
t−A,
(7)
where A is a constant which depends on the initial tem-
perature. The system eventually reaches a nonequi-
librium steady state, where the hydrodynamic fields
(T (r, t), n(r, t),v(r, t)) fluctuate around their stationary
values (Ts, ns(=N/V ), 0), due to the stochastic nature
of energy gain and loss (V is the volume of the D-
dimensional system). It has been proven [8] that the
fluctuations in two dimensions are logarithmically diver-
gent in the system size L, which results in a steady tem-
perature higher than T
MF
(Ts−TMF∼Ln L). The goal of
the next subsection is to investigate the spatial fluctu-
ations of the hydrodynamic fields, and their long-range
correlations.
A. Hydrodynamic fluctuations
Assuming continuous (coarse-grained) hydrodynamic
fields for a weakly inelastic fluid of hard particles, one can
describe the system via standard hydrodynamic equa-
tions [8, 28]
∂n(r, t)
∂t
= −∇·(n(t)v(t)),
∂v(r, t)
∂t
= −v·∇v − 1
ρ
∇·Π,
∂T (r, t)
∂t
= −v·∇T − 2
Dn
(∇·J +Π:∇v)
+
〈
∂E
∂t
〉
gain
−
〈
∂E
∂t
〉
loss
,
(8)
3where ρ, Π, and J refer to the density, the pressure ten-
sor, and the heat flux, respectively. The last equation is
generalized by adding source and sink terms to account
for the energy gain from the heat bath and the energy
loss due to inelastic collisions. One can linearize Eqs. (8)
around the steady state homogeneous values (Ts, ns, 0) to
get the following equations [8]
∂
∂t
δn(r, t)=− n∇·v,
∂
∂t
δv(r, t)=− 1
ρ
∇p+η∇2v+(η−η
ℓ
)∇∇·v+ζ1(r, t),
∂
∂t
δT (r, t)=
2c
Dn
∇2δT− 2p
Dn
∇·v−δ
〈
∂E
∂t
〉
loss
+ζ2(r, t),
(9)
with p, c, η, and η
ℓ
being the pressure, the heat conduc-
tivity, and the kinetic and longitudinal viscosities, respec-
tively. Since the theory is valid for small inelasticities, c,
η, and η
ℓ
can be approximated by the corresponding val-
ues in an elastic hard particle system, obtained from the
Enskog theory [26]. The noise terms ζ1(r, t) and ζ2(r, t)
arise from (i) the external noise originating from the ran-
dom force ξ(t) in Eq. (1) [8], and (ii) the internal fluc-
tuations around thermal equilibrium, obtained from the
fluctuation-dissipation theorem [10, 29].
Next, using Fourier transforms, one replaces the hy-
drodynamic fluctuating fields δF (r, t) (including n, T ,
longitudinal velocity v
ℓ
, and transverse velocity vt) with
δF (r, t)=
∫
δF (k, t)eik·rdk to get
∂
∂tδn(k, t)
∂
∂tδT (k, t)
∂
∂tδvℓ(k, t)
∂
∂tδvt(k, t)

=−M(k)
δn(k, t)δT (k, t)δv
ℓ
(k, t)
δvt(k, t)
+
ζn(k, t)ζT (k, t)ζvℓ(k, t)
ζvt(k, t)
 ,
(10)
with
M(k)=

0 0 ikn 0
(1−α2)ωT
D f (n)
df (n)
dn
2ck2
Dn
+
3ω(1−α)2
2D
2ikp
Dn
0
ik
n
(
∂p
∂ρ
)
T
ikp
ρT
η
ℓ
k2 0
0 0 0 ηk2

.
(11)
Here, ω∼f (n)
√
T is the collision frequency obtained from
the Enskog theory. The component ζ
n
(k, t) of the white
noise vector ζ(k, t) in Eq. (10) is indeed zero, and the rest
of the components (i.e. ζ
T
(k, t), ζvℓ(k, t), and ζvt(k, t))
are Gaussian with correlations
〈ζi(k, t)ζj(−k, t′)〉 = V Cij(k)δ(t−t′). (12)
By taking Fourier transforms of ζ1(r, t) and ζ2(r, t), the
nonzero elements of the matrix C(k) are determined as
follows [8]
C
22
(k)=
8TΓ
Dρ
+
8cT 2
D2n2
k2,
C
33
(k)=
2nΓ
ρ2
+
2η
ℓ
T
ρ
k2,
C
44
(k)=
2nΓ
ρ2
+
2ηT
ρ
k2.
(13)
Once the hydrodynamic fluctuations are determined,
one can calculate the structure factors S
ab
(k), which are
indeed the Fourier transforms of the spatial correlation
functions. The structure factors in the nonequilibrium
steady state are given by
S
ab
(k)= lim
t→∞
1
V
〈δa(k, t) δb(−k, t)〉. (14)
Let us denote S(k) as a 4×4 matrix with elements labeled
by n, T , v
ℓ
, and vt:
S(k)=

Snn(k) SnT (k) Snv
ℓ
(k) Snv
t
(k)
STn(k) STT (k) STv
ℓ
(k) STv
t
(k)
Sv
ℓ
n(k) Sv
ℓ
T (k) Sv
ℓ
v
ℓ
(k) Sv
ℓ
v
t
(k)
Sv
t
n(k) Sv
t
T (k) Sv
t
v
ℓ
(k) Sv
t
v
t
(k)

. (15)
By integrating Eqs. (10) and using Eq. (12) one arrives
at the following equation for the time evolution of S(k)
∂
∂t
S(k) = −M(k)S(k)− S(k)MT (−k) +C(k), (16)
where MT is the transpose of M . Setting the left-hand
side to zero, the steady state values of the structure fac-
tors can be calculated. Among the elements of S(k), we
are interested in Snn(k) and SnT (k) obtained as
Snn(k) =
M
13
(
M
22
M2
32
C
22
+M2
32
M
33
C
22
−M3
22
C
33
+M
13
M
22
M
31
C
33
−M
13
M
21
M
32
C
33
−M2
22
M
33
C
33
)
2
(
M
22
M
31
−M
21
M
32
)((
M
22
+M
33
)(
M
23
M
32
−M
22
M
33
)
+M
13
(
M
21
M
32
+M
31
M
33
)) , (17)
4and
SnT (k) =
M
13
(
M
31
(−M
32
M
33
C
22
+M
22
M
23
C
33
)
+M
21
(−M2
32
C
22
−M
23
M
32
C
33
+M
22
(
M
22
+M
33
)
C
33
))
2
(
M
22
M
31
−M
21
M
32
)((
M
22
+M
33
)(
M
23
M
32
−M
22
M
33
)
+M
13
(
M
21
M
32
+M
31
M
33
)) . (18)
Because of the dominant contribution of small wave numbers k, one can approximate Snn(k) and SnT (k) by their
leading terms (O(1/k2)) which leads to
Snn(k) ≃ −27ω
2T 2n3ρ(1−α2)2
4D
[(
2np
f (n)
df (n)
dn
− 3ρ(∂p
∂ρ
)
T
)(
6p2 +
2Dn2pT
f (n)
df (n)
dn
+
9(1−α2)nη
ℓ
ωρT
2
)] 1
k2
, (19)
and
SnT (k) ≃
9ω2T 3n3ρ(1−α2)2 df (n)
dn
2Df (n)
[(
2np
f (n)
df (n)
dn
− 3ρ(∂p
∂ρ
)
T
)(
6p2 +
2Dn2pT
f (n)
df (n)
dn
+
9(1−α2)nη
ℓ
ωρT
2
)] 1
k2
. (20)
Note that the validity of the mode coupling theory pre-
sented in this section is restricted to the long wavelength
range, where kmax<min[2π/l
∗, π/R] (with l∗ being the
mean free path and R the particle radius). The wave
numbers are limited also by the system size, so that
2π/L≤kmin. It is also notable that the approximate value
of Snn(k) [Eq. (19)] is indeed independent of the noise
strength, while SnT (k) [Eq. (20)] is proportional to Γ
2/3.
III. LONG RANGE INTERACTIONS
BETWEEN INTRUDER PARTICLES
The fluctuating hydrodynamic fields in the nonequilib-
rium steady state of a uniformly driven medium are spa-
tially homogeneous, as discussed in Sec. II. However, in
the presence of large immobile particles immersed in the
granular fluid, the fluctuation spectrum would be modi-
fied according to the new boundary conditions, resulting
in inhomogeneous fields. In the following, we analyse
the pressure fluctuations δp(r, t) (in two dimensions for
simplicity) and show how geometric constraints lead to
average pressure difference around the intruder particles.
Let us start with the Verlet-Levesque equation of state
for a hard disk system [27]
p(n, T ) = g(n)T, (21)
with g(n)=n(1 + φ2/8)/(1 − φ)2, where φ=πR2n is the
volume fraction. We expand p(n, T ) up to second order
around the steady state values (ns, Ts)
δp(r, t)=p(r, t)−p(ns, Ts) ≃ 1
2
Ts
d2g
dn2
∣∣
n=ns
(
δn(r, t)
)2
+
g(ns)δT (r, t)+Ts
dg
dn
∣∣
n=ns
δn(r, t)+
dg
dn
∣∣
n=ns
δn(r, t)δT (r, t).
(22)
The statistical average of δp(r, t) over the random noise
source is then given by
〈δp(r, t)〉=
dg
dn
∣∣
n=ns
〈δn(r, t)δT (r, t)〉+1
2
Ts
d2g
dn2
∣∣
n=ns
〈(δn(r, t))2〉,
(23)
and finally, by employing the Fourier transforms of the
fluctuations, one obtains the local pressure fluctuations
as a function of the static structure factors
δp(k)∼
∫ (
dg
dn
∣∣
n=ns
SnT (k)+
1
2
Ts
d2g
dn2
∣∣
n=ns
Snn(k)
)
dk.
(24)
The upper bound of integration is kmax=2π/max[l
∗, 2R]
(as discussed in the previous section) to ensure that the
hydrodynamic description is valid. The lower bound of
the allowed wave numbers is restricted by the geomet-
ric constraints. Hence, the presence of intruder particles
would change the local pressure fluctuations, leading to
a net pressure difference around each intruder. As a re-
sult, the immersed particles receive forces which can be
interpreted as effective long-range interactions between
them.
As an illustrating example, we consider a system with
two fixed intruders A and B with the same radius R
I
(see Fig. 1) and compare the pressure fluctuations at two
points 1 and 2 which have the same y coordinates and
located on opposite sides of particle B. While the spec-
trum along y direction at both points is restricted to the
same limits, the allowed wave vectors in x direction are
confined to the horizontal distances D
in
and D
out
given
5by
D
in
(y)=D
AB
−2
√
R2
I
−y2,
D
out
(y)=L−D
AB
−2
√
R2
I
−y2.
(25)
Therefore, the local fluctuation of pressure is different at
these two points, which gives rise to an average pressure
difference
∆p(y)=
(∫ kmax
2pi/D
in
(y)
dk
x
−
∫ kmax
2pi/D
out
(y)
dk
x
)∫ kmax
k
min
(y)
dk
y
g(k
x
, k
y
), (26)
where g(k
x
, k
y
) is the integrand in Eq. (24). The total
effective force F acting on particle B can be obtained by
integrating the pressure difference over the surface of the
particle
F =
∫ R
I
−R
I
∆p(y)dy. (27)
The magnitude and sign of the resulting force depends
on ∆p(y). In general, one should solve ∆p=0 to get the
crossover point between attractive and repulsive forces.
However, using the approximate values of the structure
factors Snn(k) and SnT(k) [Eqs. (19) and (20)], i.e. only
the leading terms (O(1/k2)), the integrand in Eq. (26)
can be written as g(k)∼f(n,α)k2 . Therefore, the function
f(n, α) can be taken out from the integral, and the tran-
sition point is approximately obtained by setting f(n, α)
to zero, which leads e.g. to φc∼0.57 for α=0.8. The tran-
sition point in general is determined by the restitution
coefficient, the density, and the distance between the in-
truders [22], thus, one should use the full expressions of
the structure factors [Eqs. (17) and (18)]. In the next
section, we compare the mode coupling predictions with
the results obtained from the simulations.
IV. SIMULATION DETAILS
A. The model
We consider a two-dimensional granular gas by means
of discrete element method simulations. The system con-
sists ofN=3000 identical rigid disks of radius R and mass
1 2
in out
A B
AB
I
x
y
FIG. 1: Sketch of the two dimensional system.
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FIG. 2: (a) Time evolution of temperature T (scaled by T
MF
)
starting from a random initial state. The dashed line indi-
cates the final stationary level. (b) A typical sequence of the
fluctuation-induced forces F scaled by TMF/R. (c) The prob-
ability distribution of F collected over 108 time steps. The
dashed line shows the best fit with a Gaussian distribution
centered on 0.015T
MF
/R.
m interacting via inelastic collisions with the normal co-
efficient of restitution α=0.8 for all collisions. In order
to provide a spatially homogeneous state and exclude the
undesired effects of side walls, periodic boundary condi-
tions are applied in both directions of the square-shaped
system of length L=200R. Two immobile rigid intruder
particles of radius R
I
=10R and infinite mass and mo-
ment of inertia are immersed in the granular gas bed,
separated by a distance D
AB
=30R (see Fig. 1). The in-
teraction with the heat bath is modeled in a similar way
as in Refs. [7, 8, 21, 22], where the momentum of each
particle is perturbed instantaneously at each time step
∆t by a random amount taken from a Gaussian distri-
bution with zero mean and a given variance σ. We note
that the assumption of the Gaussian white noise is satis-
fied in the limit σ→0, and providing that the mean free
time τ∗ of the granular gas remains much larger than ∆t.
Another point is that the total linear momentum of the
system is not necessarily conserved in our simulations,
since we do not set the sum of noise vectors to zero at
each time step. However, the deviation decreases as 1/N
and vanishes in the limit of large N .
B. Results
Starting from a random initial state, the driven gas
finally converges to a nonequilibrium steady state, as
shown in Fig. 2(a). Then after the system relaxes, we in-
60.0
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D /
F
/ 
F
0
F
/ 
F
0
R
AB
(a) (b)
0.1
30 50 70 90
1
0.3 0.5 0.7
φ
1.0
0.0
0.5
FIG. 3: The effective force F scales by F0 in terms of (a)
the distance D
AB
between the intruders, and (b) the volume
fraction φ. The solid lines correspond to the mode coupling
results discussed in Sec. III. Inset: Same plot as in (a) but on
a log-log scale. The dashed line ∼D−2
AB
is a guide to the eye.
vestigate the effective interaction between the two fixed
intruders. The total force exerted by the small beads
on each intruder during the time interval τ (τ∼250 col-
lisions per particle) is measured. Figure 2(b) displays
the fluctuating nature of the resulting consecutive forces,
therefore, this quantity is averaged over more than 104
time intervals τ to suppress the observed large fluctua-
tions. The probability distribution of the data measured
along the x axis, shown in Fig. 2(c), can be well fitted by
a Gaussian [30] with the average value 0.015T
MF
/R≡F
0
and the standard deviation σ=0.612T
MF
/R. The fluctu-
ations are about two orders of magnitude larger than the
average value, indicating that very long simulations are
required to measure the forces with relatively small nu-
merical errors. Repeating a similar procedure along the y
axis leads to almost zero force within the accuracy of our
measurements. F
0
can be considered as the magnitude
of the effective long-range force acting between intruders
A and B, which is repulsive in this case.
Next we compare the simulation results with the mode
coupling predictions obtained from Eqs. (24)-(27) using
the full expressions of the structure factors [Eqs. (17)
and (18)]. In Fig. 3(a), the force is shown as a function
of the distance between the intruders. The interaction is
weakened with increasing the distance, and vanishes at
D
AB
=L/2 as expected from the symmetry. By varying
the density of the small grains, it is shown in Fig. 3(b)
that the sign of the force changes as the volume frac-
tion exceeds a threshold value φ
c
∼ 0.57. The analytical
results are also shown in Fig. 3 (solid lines). The agree-
ment is satisfactory, however, the mode coupling method
slightly overestimates the force. The deviation can be
attributed to the fact that the fluctuations on the oppo-
site sides of the intruder are indeed correlated, which is
not taken into account in the mode coupling calculations
[21, 22]. We also point out that using the approximate
values of the structure factors with leading terms of order
1/k2 [Eqs. (19) and (20)] would lead to qualitatively simi-
lar results but with more than 10% errors compared with
the full expressions [Eqs. (17) and (18)]. A more detailed
study of the transition behavior, and further comparison
between theoretical and simulation results can be found
in [22].
V. INFLUENCE OF SHAPE
As demonstrated in the previous sections, the
fluctuation-induced force originates from the confinement
of the fluctuation spectrum due to geometric constraints
imposed by intruders. Two questions arise: How sen-
sitive is the force to the tiny changes in the boundary
conditions induced by changing the shape of the intrud-
ers? and is the fluctuation-induced interaction able to
align elongated particles or create patterns of orienta-
tional order? In this section we modify the intruders
shape and use the mode coupling method to analytically
calculate the corresponding effective forces between two
elongated intruders. Numerical simulations to study this
effect would be extremely time consuming and are be-
yond the scope of the present investigation. Instead of
circular intruders, here we choose elliptical particles with
radii a and b (b<a), as shown in Fig. 4. By defining
c
1
=(b2cos2θ
A
+a2sin2θ
A
)/a2b2,
c
2
=(b2sin2θ
A
+a2cos2θ
A
)/a2b2,
c
3
=(b2−a2)sinθ
A
cosθ
A
/a2b2,
c
4
=(b2cos2θ
B
+a2sin2θ
B
)/a2b2,
c
5
=(b2sin2θ
B
+a2cos2θ
B
)/a2b2,
c
6
=(b2−a2)sinθ
B
cosθ
B
/a2b2,
(28)
one finds the distances D
in
and D
out
at a given y coordi-
nate as
D
in
(y)=x
3
−x
2
,
D
out
(y)=L−x
4
+x
1
,
(29)
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FIG. 4: Schematic picture depicting the two elliptical intrud-
ers and their orientations.
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FIG. 5: The effective force between two ellipses in terms of
(a) the eccentricity ǫ, and (b) the small radius of the ellipses
b. The distance between the centers of the intruders is fixed
at D
AB
=30R, and the forces are scaled by the force between
two circles.
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(30)
Thus, similar to Eq. (26), the average pressure difference
reads
∆p(y)=
∫ 2pi/(L−x
4
(y)+x
1
(y)
)
2pi
/(
x
3
(y)−x
2
(y)
) dkx∫ kmax
k
min
(y)
dk
y
g(k
x
, k
y
). (31)
Let us first fix the orientation of the ellipses at
θ
A
=θ
B
=π/2 and the distance between their centers at
D
AB
=30R. We modify the shape of intruders by chang-
ing the ratio between the ellipse radii, a/b, while its area
is constant, i.e. πab=100πR2(=πR2
I
). The deviation of
the shape from being circular can be characterized with
the eccentricity parameter defined as
ǫ =
√
1− b
2
a2
. (32)
Using the same procedure as in Sec. III we calculate the
effective force between two ellipses as F=
∫ a
−a
∆p(y)dy.
Figure 5 shows that the force considerably increases as
the shape further deviates from being circular. The be-
havior of F results from two competing effects: first,
increasing ǫ causes lower pressure difference because
D
out
/D
in
decreases on average; second, it also increases
the integration interval [−a, a], which increases the force.
The latter effect seems to be more important so that the
force monotonically increases with ǫ.
Next we investigate the influence of the orientations of
the ellipses on the fluctuation-induced force. One expects
that the eccentricity of the elliptical intruders also influ-
ences the force behavior when the orientation changes.
Only in the limit of circular shapes the orientation plays
no role anymore. Therefore, we fix the shape by choosing
a=2b=10R and vary the angles θ
A
and θ
B
. Let us first
consider two cases θ
A
=θ
B
and θ
A
=π−θ
B
for simplicity,
thus, there remains only one rotational degree of free-
dom. The force is given by
F=
∫ ymax
−ymax
∆p(y)dy, (33)
where the interval [−y
max
, y
max
] is the range of y coordi-
nate covered by both intruders. In the case of θA 6=θB,
each intruder covers a different range of y coordinate,
leading to a different value of y
max
. Thus, in general, we
choose the smaller value of y
max
to calculate the integral,
i.e. only the area where two elliptical intruders face each
other is taken into account
y
max
= min
( c
1√
c2
1
c
2
− c2
3
c
1
,
c
4√
c2
4
c
5
− c2
6
c
4
)
. (34)
With increasing the angle θ
A
, on the one hand the aver-
age ratio D
out
/D
in
decreases which weakens the pressure
difference between the gap and outside regions. On the
other hand, the integration interval [−y
max
, y
max
] is ex-
tended which increases the force. Figure 6 shows that
the intruders exert stronger forces on each other in the
case θ
A
=θ
B
=π/2 (maximum area, minimum ∆p) com-
pared with θ
A
=θ
B
=0 (minimum area, maximum ∆p).
One can also see that the interaction in the case of
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FIG. 6: The effective force between the ellipses vs. the angle
θA . The forces are scaled by the force at θA=0.
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FIG. 7: (color online) The force between two ellipses in terms
of the angles θA and θB . The color intensity reflects the mag-
nitude of F .
θ
A
=π−θ
B
is slightly stronger than the case θ
A
=θ
B
(except
at θ
A
=0, π/2). The results of the general case of θ
A
6=θ
B
are shown in Fig. 7. The configuration with θ
A
=θ
B
=π/2
produces the strongest interaction, while the lowest force
is obtained if |θ
A
−θ
B
|=π/2 and θ
A
=π/2 (or θ
B
=π/2).
Therefore, the maximum fluctuation-induced force is ob-
tained when the two ellipses are aligned along the y axis.
This result, however, can not be trivially extended to
more complicated situations, and a comprehensive study
is required to elucidate the role of key parameters such
as gas density and restitution coefficient, as well as the
number, position, and orientation of the intruders in a
multi-body configuration.
VI. DISCUSSION AND CONCLUSION
We reviewed the detailed calculations of the mode cou-
pling method to describe the nonequilibrium steady state
of a randomly driven granular system. When the ex-
istence of arising long-range hydrodynamic correlations
(reflected in the structure factors) is accompanied by ge-
ometric constraints, effective long-range forces appear.
Using the pair correlation functions in the mode cou-
pling calculations leads to a reasonable estimation of the
force between two intruders. It is notable that the hydro-
dynamic correlations become stronger in multi-intruder
configurations or binary mixtures, which necessitates the
usage of triplet or higher order structure factors [22, 31].
The validity of the hydrodynamic description is also lim-
ited to large restitution coefficients. The steady state
of an inelastic granular fluid is inhomogeneous, resulting
in a length scale li on which the macroscopic hydrody-
namic fields vary. Decreasing the restitution coefficient
would increase the gradient of the inhomogeneities, i.e.
decreases the length scale li. The hydrodynamic descrip-
tion of the system holds only when li is well separated
from the mean-free path l∗ of the granular gas, and this
happens only for large restitution coefficients.
Another point is that the analytical results presented
in this work are restricted to two dimensions but the
procedure can be extended to three dimensions e.g. by
considering a suitable equation of state for hard sphere
systems, and calculating the force exerted on the surface
of three-dimensional obstacles. Nevertheless, the behav-
ior of pressure fluctuations is different in two and three
dimensions (it behaves as 1/r in 3D while diverges loga-
rithmically as ln(L/r) in 2D). Thus, the force is indepen-
dent of (logarithmically dependent on) the system size
in three (two) dimensions [22]. Indeed, the long-range
behavior of the correlations and the dimensional depen-
dence of the effective force originate from the behavior of
the inverse of the Laplacian in the hydrodynamic equa-
tions [8].
Finally, we have shown that changing the shape or
orientation of the intruders influences the effective force
in two different ways: (i) by modifying the gap length
(along the x-direction), which affects the pressure dif-
ference around the intruders, (ii) by modifying the gap
width (along the y-direction) which changes the force in-
tegration interval. The spatial correlations decay rather
slowly, meaning that tiny changes in the boundary con-
ditions can not dramatically influence the pressure differ-
ence and, thus, the force. Still, there might be a visible
impact on the effective force, since varying the particle
elongation in the y-direction strongly changes the area
on which the force is applied.
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