Abstract-A preliminary result on the construction of norm estimators for general nonlinear systems that do not necessarily admit a input output to state stable (IOSS)-Lyapunov characterization is given. Furthermore, an output feedback stabilization scheme is presented that makes use of norm estimators. This construction extends some previous results allowing for more general nonlinearities. Two examples complete the work.
I. INTRODUCTION
It has been clear for years now that, for nonlinear systems, global uniform observability alone does not imply the existence of a convergent observer, or even more so, the existence of a (globally) stabilizing (dynamic) output feedback control law. On the contrary, it has been shown in [5] that globally observable systems that do not however possess the unboundedness observability property cannot be stabilized by any dynamic output feedback scheme.
It is now a growing trend to use high-gain observers as part of an output feedback stabilization architecture for a variety of nonlinear systems that exhibit a triangular structure [1] . In [6] , a high-gain technique was introduced where the gain was time varying, i.e., tuned on line. Motivated by the above reference the authors of [4] considered an output feedback made of the combination of high, variable-gain observer and controller. Both the previous output feedbacks are inherently nonlinear, while in [8] a linear observer/controller (again with varying high gain) proves to be sufficient for the output feedback stabilization for a class of nonlinear systems.
On the other hand, for nonlinear systems written in observability canonical form and that are input output to state stable (IOSS) globally convergent observers can be designed via the idea of norm estimators (see [3] for this and other related definitions), as shown in [7] , where again a "high-gain" idea is used, but the gain is this time tuned via the norm estimator.
Motivated by [7] in this note we provide an approach toward the design of norm estimators for systems that are not necessarily IOSS. As applications, we examine a nonlinear system that-in open loop-exhibits finite escape time and nonlinear systems that are linear in the unmeasured state.
Finally, we extend the result of [8] . Namely, under the assumption of existence of a norm estimator, it is shown that the restrictions on the growth of the system nonlinearities can be relaxed, allowing, thus, for a larger class of nonlinear systems to be stabilized with this approach. 
where x 2 n is the state, u 2 is the input, and y 2 is the output, respectively. In [3] it is explained how the assumption that system (1) is input output to state stable (IOSS) can be used for the design of a first order dynamical system _ ! = (!; u; y) such that a function of !(t) serves asymptotically as an upper limit of the norm of x. In this design it is instrumental to assume the existence of a IOSS-Lyapunov function V (x) that satisfies the dynamic estimate _ V (x; u) = @V @x (x)f(x; u) 0V (x) + 1(jh(x)j) + 2(juj) (2) for class K functions 1(jyj) and 2(juj). 
and:
Let be a locally Lipschitz function, upperbounded in its first argument and c1 to c3 be strictly positive real numbers satisfying (0; u; y) 0 8(u; y) (5) (W; u; y) (!; u; y) 8W ! 8(u;y) (6) ((1 + c 1 )! + c 2 ; u; y) + c 3 [1 + c 1 ](!; u; y) 8(!;u; y): (7) Consider the augmented system
Then the following fact holds.
Lemma 1:
For any locally essentially bounded input function u, the right maximal interval of definition [0; T) of any corresponding solution (x(t); !(t)) of (8) is not larger than the one of the corresponding solution x(t) of (1) and there exists T 3 such that jx(t)j ([1 + c 1 ]!(t) + c 2 + jy(t)j;y(t)) 8t 2 [T 3 ; T): (9) Proof: Since the _ x equation is the same in (1) and (8), the x(t) solution of (1) is necessarily defined at least on the right maximal interval of definition [0; T) of the corresponding solution (x(t); !(t)) of (8) . Also, remark that (5) implies
1 This case encompasses, among others, Unboundedness Observability (UO), integral input output to state stability (iIOSS) and input output to state stability (IOSS).
Then, (3) and (6) give
Hence W (x(t)) !(t)+maxfW(x(0))0!(0);0g 8t 2 [0; T): (10) Note now that, as is upperbounded in its first argument ! can become unbounded in finite time only if u and/or y become unbounded, and this is in turn possible only if x is unbounded. Now, if T is finite, by maximality, we have
By (10) and (4), where is nondecreasing in its first argument, this
The function being continuous, !(t) and/or jy(t)j must go to infinity.
We deduce lim t!T c 1 !(t) + jy(t)j = +1: (11) So there exists a real number T 3 in [0; T) such that:
With (4) and (10), (9) follows.
If T is infinite, with (6) and (7) (13) So again (9) follows.
III. EXAMPLES
Example 1: Consider the third-order system
where 2 satisfies, for some real number
The first equation of (14) represents the inverse dynamics, and it is clear that these are ISS with respect to their input x1. Nonetheless, this system possesses solutions escaping to infinity in (positive) finite time. However, system (14) is iIOSS. To see this, consider the partial coordinates and feedback transformation (17) with ( 1 ) = o (0log(1+ 1 )).As the linear part of the -subsystem of system (17) (17) we obtain _ V 0kV () + v v 2 + y y 2 + pj1 + 1 jj 2 (z)jjj (18) for some positive real number p. Consider now the positive-definite and radially unbounded function
with a positive real number to be defined. This yields
Since the quantity (j1 + 1jjj)=(1 + V ()) is bounded for all , with So, Lemma 1 applies again.
IV. GLOBAL OUTPUT FEEDBACK STABILIZATION
In this section, we show how the existence of a norm estimator can be used in an output feedback stabilization scheme.
Specifically, the property to be exploited is that, knowing how to get a bound for the norm of the system state after a finite time, we can also evaluate any bounding functions.
Consider nonlinear systems in the form _z = q(z; y) _x 1 = x 2 + 1 (z; x 1 )
. . . 
where y 2 is the available output, and the z-subsystem represents the inverse dynamics. It is useful to rewrite this system in the compact form
with X = (x; z).
Complementing the work of [8] we present a result that relaxes the assumptions made in this reference. In particular, we use the following set of assumptions.
A1) The subsystem _z = q(z; y) is ISS with respect to y, i.e., 
2) There exists a real number in (0;1) and a positive real number q satisfying u (s) q + s 8s 0:
Remark 1: The set of assumptions given here are a generalization of the assumptions given in [8] , where it is assumed that the nonlinearities i(1 11) are linearly bounded-in growth-with a rate which is output dependent. This situation can be recovered in the present set up by letting u (s) = 0. Assumptions A1 and A2 describe a class of systems which is significantly enlarged. This is made possible by the existence of the bounding function estimator, described in Assumption A3. The cost of this generalization is having to satisfy conditions (30).
It will be shown that, even with this set of relaxed assumptions, boundedness of solutions as well as convergence to the desired equilibrium can be achieved by means of a linear dynamic output feedback, with a dynamic high gain, following the ideas in [8] . and recall the following lemma from [8] , which is instrumental in the design of the control scheme (31)-(33). 
By constraining the initial condition of the varying gain r to be larger than one, i.e., r(0) 1, we guarantee that for each solution and all t where it makes sense, r(t) 1. The choice of the real number b will be dictated later. Next, let P be the matrix given by Lemma 2. We consider the positive-definite and radially unbounded function V " = " 0 P": 
However, inequality (48) proves that U (t) and, therefore, x(t); "(t) and z(t) are actually bounded on [0; T ). Since (25) is ISS, boundedness of the overall solution as well as T = +1 will be established if we prove that r(t) is also bounded on [0; T ). So consider the dynamic equation for r, written here in a simplified form which can be obtained using Assumption A5.1 ; n 1 0 then r(t) is bounded on [0; T ). So, as mentioned before, the closed-loop solution is defined and bounded on [0; +1). Then, from the inequality (48) we have that U (t) converges to zero. This implies that both z(t) and x(t) converge to the origin as t tends to +1.
V. CONCLUSION
In this note, two issues have been addressed. First, it is shown that globally convergent norm estimators can be designed also for systems for which an exponentially decaying IOSS-Lyapunov function may not exist. In addition, the problem of output feedback stabilization for a class of nonlinear systems with ISS inverse dynamics has been addressed and solved by means of linear dynamic output feedback, with dynamic high gain. This result generalizes existing results by allowing for more general forms of nonlinearities.
