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Abstract
Anthropomorphic service robots are on the rise. The
more capable they become and the more regular they are
applied in real-world settings, the more critical becomes
the responsible design of human-robot interaction (HRI)
with special attention to human dignity, transparency,
privacy, and robot compliance. In this paper we review
the interdisciplinary state of the art relevant for the
responsible design of HRI. Furthermore, directions for
future research on the responsible design of HRI with
anthropomorphic service robots are suggested.
1. Introduction
In the last decade, anthropomorphic service robots
with extremities such as arms, legs or a head
[1], autonomous behavior and the use of artificial
intelligence (AI) in service provision have offered useful
perspectives (see [2, 3] for overviews). Automatic teller
machines, self-checkout machines, and touchscreen
ordering of fast food are well-established technologies
and are precursors to service robots. Although
robotic technology is still emerging, “human–humanoid
encounters in the marketplace are not as futuristic as
they might seem, and they represent a primary arena
for innovation in services” [4, p. 535]. Service robots
will support humans by providing various services, e.g.,
information and advice in several areas, such as banking,
retail, hospitality, health, and education [5, 6].
In contrast to digital or other robotic systems,
anthropomorphic robots can express emotion-like
signals through gestures, facial expressions, and haptics
(i.e., hand contacts, touch). This allows human
users to interact with anthropomorphic robots, also,
through nonverbal communication [3] and even build
connections [7]. Physical presence is a key success
factor for the goals of human-robot interaction (HRI)
and unleashing the potential of anthropomorphic service
robots [8]. In this paper, HRI is defined as “the study of
the humans, robots, and the ways they influence each
other” [9, p. 256]. To integrate these unique robots
in our lives, it is important to address ethical issues
now in a responsible design of HRI, its mechanisms of
action, and its control. “If we do not address futuristic
ethical issues now, it may be too late once technological
innovations force them upon us” [10, p. 2].
Our interdisciplinary research project “RoboTrust”
pursues the scientific guiding idea of responsible design
of anthropomorphic service robots. To this end, we
elaborated the following premises for our research on
anthropomorphic service robots. Hence, these robots (a)
support (and do not replace) the human in areas that
the human cannot perceive due to resource constraints
(see Section 2.1); (b) consider human dignity and act in
an, e.g. emotionally, responsive manner (see Sections
2.1 and 2.5); (c) are transparent and predictable in their
interaction behavior (see Section 2.4); (d) transparently
collect and process data in accordance with applicable
data protection laws (see Section 2.3); and (e) fall under
a clearly established liability regime.
Thus, we define the term responsible design as
the design of HRI between anthropomorphic service
robots and users with special attention to human
dignity, emotional needs, privacy & data protection,
transparency, and safety & security. This basic
notion of “RoboTrust” allows the development of





anthropomorphic service robots in a way that enables
HRI that is authentic and acceptable to humans. This
leads, among others, to the necessity of applying
adequate measures in order to evaluate the psychological
needs of participants of HRI experiments (see [11] for
an overview).
Various disciplines contribute to HRI leading to
the interdisciplinary character of this research area,
notably ethics, law, psychology, and technology [12].
However, to the best of the authors’ knowledge the state
of the art regarding HRI involving anthropomorphic
service robots is incomplete, as it remains on an abstract
level, covers the requirements only partially or does
not provide a comprehensive approach [13–17]. This
is especially true, if the interdisciplinarity of designing
HRI responsibly is taken into account. Therefore,
we identified the need for a state of the art review
concerning the interdisciplinary research, relevant for
the responsible design of HRI with anthropomorphic
service robots covered by “RoboTrust” (see Section
2). Additionally, the interdependencies of the research
disciplines involved are considered (i.e., ethics, law,
psychology, and technology, see Section 3). Finally,
areas for future research are identified and suggested
based on the gained knowledge (see Section 3).
2. State of the Art on Responsible HRI
2.1. Ethics in HRI
Extant literature has discussed several ethical
concerns [10]: ubiquitous surveillance, such as
monitoring and storage of personal and behavioral
digital data [18]. Interfaces, such as Apple’s Siri,
Amazon’s Alexa, Microsoft’s Cortana, and Google
Home “not only listen to what we say, they also record
it and send it back to Amazon, Apple, or Google”
[10, p. 3]. This brings up issues of compliance
(see Section 2.2) and privacy (see Section 2.3) but
also aspects of human dignity in that users have been
shown to feel disgust towards such conversational
digital agents [7, 19]. Against this background, ethical
considerations related to HRI have entered academic
and philosophical discussions in various disciplines,
such as machine ethics [20], computer ethics [21], and
robot ethics [22]. In 2019 a complementary “Ethical
Aligned Design” has been proposed for autonomous
and intelligent systems [23]. Until today, there is an
ongoing discussion as to whether ethical robots are
possible or even desirable. This section will provide a
brief overview on the definitions of robotic ethics, its
theoretical foundations, and the current state of the art
related to anthropomorphic service robots.
The term robotic ethics (often termed as
“RoboEthics” [22]) has at least three different
meanings [24]: (a) the professional ethics of robotics,
(b) the moral code programmed into the robots
themselves, and (c) “the self-conscious ability to
do ethical reasoning by robots–to a robot’s own,
self-chosen moral code” [24, p. 35]. The project
“RoboTrust” focuses on the responsible design of HRI
with anthropomorphic service robots. We therefore
define robotic ethics as the moral code programmed into
the robots themselves with a special attention to protect
human dignity, transparency, privacy, and security.
Three branches of ethics are important to structure
existing research in RoboEthics [25]: meta-ethics,
applied ethics, and normative ethics. Meta-ethics
is rather abstract and theoretical and focuses on the
question whether a robot can act in a good or bad manner
[26, 27] or could be held responsible for its actions
[28]. Applied ethics focuses on moral guides to specific
domains and examine which specific moral dilemmas
may arise from the application of robots [29]. An
important question here is: How should humans design,
deploy, and treat robots in a particular situation [30]?
Finally, normative ethics reflects aspects of the robot
application that are obligatory, allowed, or forbidden.
From this perspective, moral mediation theory of
technology [31, 32] argues that due to the increased
closeness between humans, humans’ moral perceptions
and decisions are increasingly technologically mediated.
Furthermore, research on the service dominant logic
(S-D logic; [33]) identifies several general ethical
principals that AI technologies should follow, such as
transparency, reliability, and fairness (e.g., [34]). These
theoretical insights advocate for a mindful integration of
ethical values and principles into technologies [35–37].
Moral philosophy is different from moral
psychology in that psychology attempts to understand
the interplay between emotions (see Section 2.5)
and reason as cause for individual moral decisions,
the philosophical perspective focuses on the “ought”
rather than on the “is” [38]. This paper has a largely
comprehensive approach on applied robotic ethics. It
attempts to integrate perspectives from RoboEthics and
robotic psychology [12,39] for the sake of a responsible
design of anthropomorphic service robots.
2.2. RoboCompliance - Safety and Security in
HRI
Inherent with the improvement of the service robots
usability through the use of AI, their capability to cause
harm is potentially increased [17, 40]. To reduce this
hazard of anthropomorphic robots to a minimum is the
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focus of Robot Compliance (from here on termed as
RoboCompliance, see also Section 2.3).
By RoboCompliance we refer to a robot - based on
the generally accepted definition of product compliance
as “a product conforming to rules, such as specifications,
policies, standards, or laws” [41, p. 3] - that acts in
a privacy-compliant manner [42] with the necessarily
collected data and at the same time does give rise
to fears of harm to third parties when AI is used
[43]. Consequently, we define RoboCompliance as
compliance with all regulations specifically relevant
to intelligent anthropomorphic social robots, including
those in data protection and liability law.
Comprehensible and fair liability rules for damage
caused by robots play a central role in the establishment
of this new technology: By means of transparency,
they create predictability in dealing with worst-case
scenarios that the user may fear and thus create
the prerequisites for acceptance of the technology.
Therefore, it is crucial to deal with worst-case scenarios
of liability cases caused by robots already during their
development process. This ensures that autonomy and
safety can sensibly be weighed against each other [40].
How comprehensible and fair liability rules are to
be designed in concrete terms must be developed in
conjunction with several other disciplines, including
above all robotic ethics (see Section 2.1). Their
input is indispensable for the implementation of a
generally accepted distribution of liability. Also crucial
is technological transparency (see Section 2.4), which
forms the basis for causality proofs. Data collection
and processing (see Section 2.3) ensure safe movement
and interaction with humans. Infringements of the
General Data Protection Regulation (GDPR) through
the use of a robot may lead to substantial penalties for
robot users. Thus, finding a balance between innovation
promotion, regulation and consumer protection by
means of liability is a challenging task to be considered
in an interdisciplinary way [44].
The increased damage potential of advanced robots
is particularly due to the use of AI. This results in
behavior that is not always predictable (see Section 2.4),
which, in addition to the uncertainty in the actions of the
robot itself, also leads to problems in proving causality
ex post in the case of liability [17, 45].
Within the framework of the existing regulations,
strict liability, i.e., liability independent of responsibility
for misconduct, would be the best option. However,
besides some problems in the application, which also
result from the low predictability, e.g., of complex
software [46], a strict liability would run the risk
of considerably inhibiting the development of AI.
Therefore, from this perspective, a negligence-based
liability would be more purposeful [47].
Finally, for all the recognized risks in establishing
service robots, the big picture should not be lost
from view: Even if individual risks and claims may
not be ignored, the use of AI and robots, in sum,
arguably brings a “net safety gain”. It can be assumed
that automation prevents more accidents than it causes
[47, 48]. Therefore, solutions that do not inhibit
innovation must be sought. For example, a fund [46]
or insurance solution [49] could be beneficial. The
European Union (EU) Commission currently proposes
a risk-based regulatory approach for the regulation
of AI [50]: Particularly risky AI systems will be
banned or strictly regulated as “high-risk”. In addition
to documentation and transparency obligations, risk
management systems must also be used. AI must
also be robust, secure and accurate. This establishes
conditions that also facilitate the proof of causality. We
agree with the risk-based regulatory approach. However,
it also requires interdisciplinary cooperation as aimed
by “RoboTrust”, to be able to realistically assess the
specific risk in the use of AI.
2.3. Privacy and Data Protection in HRI
The increasing diffusion of robots in all different
kinds of social situations has raised questions with
regards to how these machines may endanger human
development and social dynamics through the use of
personal information [51], e.g., from camera images,
which may be necessary for their correct function or full
performance. For the responsible design of HRI, the
implementation of appropriate safeguards for privacy
and data protection is thus indispensable.
In legal sciences, the concept of privacy has been the
subject of scholarly debates for a considerable amount
of time. Especially the concept in the EU and the United
States (US) varies despite equal terminology. In the
US, privacy is closely connected to trespassing, physical
intrusion and that, in essence, no direct constitutional
right to privacy exists. Privacy is mainly seen as “the
claim of individuals . . . when, how, and to what extent
information about them is communicated to others” [52,
p. 7].
In the EU, the regulation of privacy is closely
connected with the notion of data protection [53], i.e.,
a close connection of control over personal data due
to its effect on personality rights [54]. The EU’s 2018
GDPR [55] so far constitutes the obvious benchmark for
a privacy-compliant robot. The US and the EU approach
may grow closer in the future as the GDPR has served
as a blueprint for regulation in several other countries,
such as Brazil and Japan, but foremost the Californian
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Consumer Privacy Act [56]. For the purposes of this
paper, a robot which complies with the GDPR will be
considered as privacy-compliant as the provisions are
more demanding than the US notion [57].
Despite its significance, the requirements of
GDPR-compliant robotics formulated in the literature
are surprisingly few. The existing works neither reflect
the new legal framework introduced by the GDPR [58]
nor focus on other areas of robot use, e.g., health [59] or
delivery [60] services. Others delve into the specifics of
certain platforms, such as robots using cloud computing
[59, 61]. Some analyze at least some GDPR principles,
e.g., transparency, in certain contexts [62].
Central research to rely on is the privacy-related
evaluation of using sensory data, which cause concerns
[63] on their own. These concerns arise in particular
with anthropomorphic service robots, which interact
with humans, and less so with mechanical, non-social
robots [63]. Respondents worried most about their
informational privacy, when manufacturers or operators
of social robots used their data [64]. Hacking and
stalking may also evoke considerable concerns, whereas
physical privacy concerns may be less prevalent [64]. In
this regard, groundwork has been done on responsible,
GDPR-compliant video data processing, which includes
analyses of potential technical solutions [65, 66].
While legal and political proponents argue for
strong privacy protection, several studies indicate that
individuals often mindlessly deal with privacy-related
issues. Despite having privacy concerns when using
technologies, they often still disclose personal data, also
referred to as privacy paradox [67, 68]. Initial studies
indicate that this privacy paradox may also occur in
real HRI, and is even more pronounced towards android
robots than towards humanoid robots [69].
2.4. Transparency in HRI
With the ongoing technological evolution of robots,
especially social and service robots, the number of
possible applications for these intelligent or autonomous
systems continues to grow. In situations where
interaction with humans is a key factor for completing
a task successfully and effectively, the development
of these robots is faced with special challenges. The
concept of transparency aims to support overcoming
these challenges. In literature, transparency is described,
amongst others, as offering explanations of actions [70],
as the amount of information provided by the system
to the user about internal operations [71], or as a
design requirement to not exploit vulnerable users in a
deceptive way [72]. In addition, transparency can be
a means to enable trust in automated systems or robots
[73,74], but furthermore, its positive influence on human
performance can be affected by the reliability of the
specific robot [75].
Two prominent transparency models have
been proposed: (1) for autonomous agents (e.g.,
robots) and (2) regarding HRI [76, 77]. The
situation awareness-based agent transparency (SAT)
model [76] consists of three levels representing
different transparency aspects (i.e., task parameters,
logic, and predicted outcomes), based on [78, 79]
and [80]. It aims to provide a foundation for
transparent interfaces that allow the operator to
make informed decisions for interventions. The second
model [77] distinguishes between robot-to-human and
robot-of -human transparency. These transparency
aspects group the factors into information concerning
the robot (i.e., intention, task, analytics, environment)
and the robot’s awareness of the human (i.e., teamwork,
human state), that needs to be provided. The SAT
model and the robot-to-human transparency show some
similarities regarding the contents conveyed.
Reviews on empirical studies that examine the
effect of transparency [81, 82] show that the literature
mainly focused on the SAT model but the findings are
incomplete or inconsistent, e.g., on the desirable level
of transparency. Further, they argue that future research
should investigate the appropriate transparency levels in
relation to the context, why transparency supports the
operator, and to use findings from cognitive psychology.
In the referenced literature the research focused
primarily on the effects of transparency regarding an
operator or teammate. Although many topics are still
open here, the ethical and societal aspects are usually
not considered. In [62] the transparency expectations
for different stakeholders based on the work of [83]
are shown and it is emphasized that legal transparency
requires interdisciplinary collaboration among legal,
social science, and technology. Further, they proposed
a checklist to guide robot developers in implementing
the GDPR’s transparency requirements, which is, in
particular, relevant to service robots processing personal
data (see Section 2.3).
In order to establish measurable levels of
transparency, the IEEE Standards Association is
preparing a new standard “P7001 - Transparency of
Autonomous Systems” [84]. It also considers different
stakeholders to objectively determine the levels of
compliance of an autonomous system, which goes
conform with [62]. It also demands for technical
solutions to investigate the causes, which may have
led to malfunctions or incidents, and also to efficiently
store with high integrity the data required for post
mortem analysis [85]. Such a black box recorder for
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autonomous and AI driven robot behavior would help
to track down causes of failure to the responsibility of
hardware, software or user.
Transparency plays an important role in HRI and the
research efforts on it form a solid basis but still show
partly inconsistent findings and open issues. Further,
an evidence-based interdisciplinary guideline of how to
realize transparency in specific contexts is still missing.
This also includes the case where transparency is
potentially not desirable, e.g., for social robots [86].
2.5. Evaluation of Responsible HRI
Evaluation is “[t]he process of determining the merit
or worth or value of something” [87, p. 53]. With
respect to HRI, it provides a systematic approach to
assess to which extent the goal of responsible HRI is
achieved. Extant research on the measurement of HRI
can be organized in three categories: (1) (subjective)
perceptual measures (i.e., self-perceptions, observer
perceptions), (2) (objective) performance measures, and
(3) sensor-based measures (e.g., psycho-physiological
measures, face recognition measures) (see [88–91] for
an overview).
Subjective perceptual measures can be
conducted from a self- and observer perspective,
using self-reported and behavioral indicators.
Self-perceptions are based on subjective observations
or feelings from a person. Often, they are not directly
observable, but measurable through indicators, or
identifiable via self-reports of human participants
interacting with robots [91, 92]. Psychometric scales,
surveys, and questionnaires [88, 93] are suitable
to assess trust [94, 95], acceptance [92, 95], and
several participants’ characteristics [90]. Contrarily,
observer-perceptions investigate how observers
understand behavioral aspects of parties directly
involved in HRI [94, 96]. To assess emotional and/or
behavioral responses of candidates, audio and video
observations are recorded and evaluated afterwards [89].
Objective performance measures quantify the output
of HRI [97, 98]. Related measures indicate how well an
anthropomorphic robot supported the task completion
by a human [89]. Sample task performance indicators
include the efficiency and the speed of a performed task
or the amount of errors occurred [97, 98].
Sensor data can be observational or analytical in
nature. Some examples of observational sensors include
microphones and cameras, which capture observations
of the human partner during an interaction [99].
Additionally, perceiving a human’s motion in order
to react accordingly is an important aspect of HRI
[100, 101]. Such observational sensors can be used to
understand the emotional state of the participant either
from audio [102], video [3, 103] or both [104, 105].
Emotions are “an episode of interrelated synchronized
changes in the states of all or most of the five organismic
subsystems in response to the evaluation of an external
or internal stimulus event as relevant to major concerns
of the organism” [106, p. 697] and are a major
indicator for humans’ well-being during HRI (see [12]
for an overview). Besides their implication on human
well-being during the HRI, robotic psychology has
even shown that humans can catch artificial emotions
from anthropomorphic robots [2] within an emotional
contagion process (see [39] for an overview). Despite
emotional expressions by robots, human emotions can
be detected by sensors and inferred to the emotion of
the person by trained models.
This “ability to encode an ensemble of sensory
stimuli providing information about the emotional state
of another individual” [107, p. 1] is referred to as
emotion recognition. A major source of emotional
recognition relies on humans’ facial expression that has
attracted considerable research interest for several years
[108, 109]. Recently, deep learning algorithms have
become popular. The pre-processed image is directly
fed into deep networks to predict an output (see [3] for
an overview), mainly relating to six universally known
emotions (i.e., happy, sad, disgust, angry, fear, surprise)
and sometimes including a neutral expression [109].
Another important means to gather
information about human emotions during HRI is
psycho-physiological data, such as electrodermal
activity (EDA), electroencephalography (EEG),
electrocardiogram (ECG), electromyography (EMG),
and respiration (RESP) [88]. Among these signals,
EDA, EEG and ECG are the most commonly applied
indicators [110]. For example, in a stressful
situation, the perspiration increases, affecting the
conductivity of the skin and making the EDA
signal rise. Emotions are related to the autonomic
nervous system, which is accompanied by changes
in physiological signals [111, 112]. Consequently,
physiological responses of participants can be used as
indicators of human’s arousal [90]. Wristbands, for
instance, can conduct physiological data like Heart
Rates, allowing assumptions regarding participant’s
stress level [113]. Physiological signals are difficult
if not impossible to be controlled and therefore
deceived [114]. Hence, using analytical sensor data
leads to an objectification of data, since human
participants generally are not able to manipulate
their physiological reactions [88]. Observations and
analytical sensors can be used to measure the emotions
of an individual using audio [115], physiological [116]
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or visual signals [3, 117].
A literature review on the use of physiological
signals in HRI to detect emotions points out that the
baseline of the physiological signals should be gathered
before recognizing the influence of the emotions [118,
119]. [120] indicates that the first encounter with a robot
should take place before the experiment starts. That is
certainly true if the impact of different behaviors of the
robot is to be considered as emotional triggers rather
than the first encounter. In the studies considered [118,
121–127] the experimental setup is divided into small
subsections during HRI. These represent individual
movements of the robot or tasks of the subject in the
interaction with the robot. Within these sections, a
certain emotional response of the subject is expected and
later evaluated.
From a conceptual perspective research on emotions
in HRI employs emotion models that abstract the
subject’s emotion to varying degrees (see [12] for
an overview). The most popular model is Russels
circumplex model [128]. The ground truth describing
the subject’s emotion in the individual sections
is ensured by classifying the physiological signals,
questionnaires, or adding further emotion recognition
methods (such as facial recognition).
While extant research provides valuable insights on
rather general evaluation criteria for human responses to
robotic design, specific criteria for a responsible design
of HRI are scarce. Specifically, criteria that capture
ethical and legal aspects, such as human privacy, safety,
and the transparency of the robotic design are scarce.
3. Implications and Suggestions
This paper addresses the state of the art from
different disciplines (i.e., ethics, legal sciences,
psychology, technology), relevant for the responsible
design of HRI with anthropomorphic service robots
which is pursued by “RoboTrust”. Despite considerable
progress achieved by research on responsible design
of HRI, this review also reveals several limitations
of previous empirical research through the lens of
the particular disciplines. This Section therefore
outlines four suggestions for continued research on the
responsible design of HRI.
Extend the interdisciplinary perspective on
responsible HRI. This overview has demonstrated
the importance of an interdisciplinary approach, which
is essential for the development and programming of
responsible HRI with anthropomorphic service robots
and for conducting and evaluating responsible HRI
experiments. More research is needed that integrates
different disciplines for a design of HRI which pays
particular attention to human dignity, privacy, safety,
and transparency.
Develop uniform standards to evaluate the
responsible design of HRI. Most of the studies in
this review have evaluated human responses to HRI
based on self perceptions, third-rater perceptions or
sensor data on emotional and/or behavioral measures
(see Section 2.5). Future research should pay more
attention to criteria that capture transparency, privacy,
and security or human responses to these design
parameters, such as trust and confidence.
Analyze longitudinal effects of responsible HRI.
Instead of examining a single human experience in
an HRI, future research should examine longitudinal
effects of responsible robot design over time. This in
turn might help to understand human responses to HRI
beyond a first impression effect.
Use real–world environments to test the effects of
responsible design of HRI. To date, still most studies
on HRI have been conducted in laboratory settings (see
Section 2.5). Design implications for responsible HRI
would contribute to a deeper understanding of real-life
and kind of “authentic” HRI.
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[105] E. Avots, T. Sapiński, M. Bachmann, and D. Kamińska,
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