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Abstract
We live in an era of “data deluge,” with pervasive sensors collecting massive amounts of
information on every bit of our lives, churning out enormous streams of raw data in a wide
variety of formats. While big data may bring “big blessings,” there are formidable challenges
in dealing with large-scale datasets. The sheer volume of data makes it often impossible
to run analytics using central processors and storage units. Network data are also often
geographically spread, and collecting the data might be infeasible due to communication
costs or privacy concerns. Disparate origin of data also makes the datasets often incomplete,
and thus a sizable portion of entries are missing. Moreover, large-scale data are prone to
contain corrupted measurements, communication errors, and even suffer from anomalies
due to cyberattacks. Moreover, as many sources continuously generate data in real time,
analytics must often be performed online as well as without an opportunity to revisit past
data. Last but not least, due to variety, data is typically indexed by multiple dimensions.
Towards our vision to facilitate learning, this thesis contributes to cope with these
challenges via leveraging the low intrinsic-dimensionality of data by means of sparsity and
low rank. To build a versatile model capturing various data irregularities, the present thesis
focuses first on a low-rank plus compressed-sparse matrix model, which proves successful in
unveiling traffic anomalies in backbone networks. Leveraging the nuclear and `1-norm, exact
reconstruction guarantees are established for a convex estimator of the unknowns. Inspired
by the crucial task of network traffic monitoring, the scope of this model and recovery task
is broaden to a tomographic task of jointly mapping out nominal and anomalous traffic
from undersampled linear measurements.
Despite the success of nuclear-norm minimization in capturing the data low-
dimensionality, it scales very poorly with the data size mainly due to its entangled nature.
This indeed hinders decentralized and streaming analytics. To mitigate this computa-
tional challenge, this thesis puts forth a neat framework which permeates benefits from a
bilinear characterization of nuclear-norm to bring separability at the expense of noncon-
vexity. Notwithstanding, it is proven that under certain conditions stationary points of
nonconvex program coincide with the optimum of the convex counterpart. Using this idea
along with theory of alternating minimization we develop lightweight algorithms with low
communication-overhead for in-network processing; and provably convergent online ones
suitable for streaming analytics. All in all, the major innovative claim is that even with
the budget of distributed computation and sequential acquisition one can hope to achieve
accurate reconstruction guarantees offered by the batch nuclear-norm minimization.
Finally, inspired by the k-space data interpolation task appearing in dynamic magnetic
resonance imaging, a novel tensor subspace learning framework is introduced to handle
streaming multidimensional data. It capitalizes on the PARAFAC decomposition and effects
low tensor rank by means of the Tykhonov regularization, that enjoys separability and offers
real-time MRI reconstruction tailoring e.g., image-guided radiation therapy applications.
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1Chapter 1
Learning from ‘Big Data’
1.1 Motivation and Context
We live in an era of data deluge. Pervasive sensors collect massive amounts of information on
every bit of our lives, churning out enormous streams of raw data in a wide variety of formats.
A large volume of this data attributes to network data, which can represent a wide range of
physical, biological, and social phenomena. For instance, we as the users of the Facebook
social network happily feed 10 billion messages per day, click the “like” button 4.5 billion
times and upload 350 million new pictures each and every day. Learning from these large
volumes of data is expected to bring significant science and engineering advances along with
consequent improvements in quality of life. For instance, federal information technology
officials have reported that real-time analytics of healthcare data can help the government
cut at least 10% annually from the federal budget, or about $1, 200 per American, by simply
detecting improper payments before they occur [1].
While big data may bring “big blessings,” there are formidable challenges in dealing with
large-scale datasets. The sheer volume of data makes it often impossible to run analytics
using central processors and storage units. Network data are also geographically spread, and
collecting the data might be infeasible due to communication costs or privacy concerns. In
addition, disparate origin of the data makes the datasets often incomplete, and thus a sizable
portion of entries are missing. Moreover, large-scale data are prone to contain corrupted
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measurements, communication errors, and even suffer from anomalies such as cyberattacks.
Furthermore, as many sources continuously generate data in real time, analytics must often
be performed online as well as without an opportunity to revisit past data.
1.1.1 Our vision
In order to draw inference from ‘Big Data’ with the aforementioned challenges we lever-
age the groundbreaking advances in machine learning, signal processing, and optimization
theory to exploit the wealth of the encoded structures in data. In fact, the low intrinsic-
dimensionality or the so-termed parsimonious nature of data plays a pivotal role towards
inference. This parsimony typically emanates from the spatiotemporal correlations present
in practical signals. In large-scale networks, the complex network structures including so-
cial, temporal, and spatial dimensions, render the network data highly correlated. For
instance, the origin-to-destination (OD) traffic flows in the backbone of Internet Protocol
(IP) networks exhibit dependencies mainly due to traffic generation patterns [74], which
can facilitate network monitoring tasks such as identifying the anomalies occurred due to
cyberattacks. Another instance appears in the context magnetic resonance imaging (MRI),
where the cardiac snapshots besides spatial smoothness, share a big portion of the heart
organ that renders them temporally correlated.
In this context, our “vision” is to leverage the data parsimony to provide tangible
answers, both theoretical and practical, to the following intriguing questions:
• What is an encompassing generative model capturing the spatiotemporal correlations
present in data, that is useful e.g., to create a holistic map of network traffic in
the backbone of IP networks, as a pivotal input for proactive security and network
management tasks?
• What are the enabling technologies for the scalable execution of inference tasks with
sheer volume of streaming data which are possibly distributed?
• How to handle multidimensional streaming data-arrays appearing for instance in high-
resolution imaging via MRI to accelerate the acquisition process?
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Toward these goals, this dissertation capitalizes on the sparsity and low rank as key
means for developing effective and low-complexity data analytics.
1.1.2 Sparsity and low lank
Leveraging sparsity by means of convex optimization has been widely accepted as a com-
putationally efficient technique for model selection and parameter estimation [29, 30]. The
premise is that practical signals typically (under certain transformations) exhibit a few
dominant components. For instance, MRI images are known to consist of only a few domi-
nant Fourier coefficients that render them sparse in the Fourier domain. The prior sparsity
information about the unknown is then imposed through the convex `1-nrom reqularizer
‖x‖1 :=
∑
i |xi|, a tight surrogate for the nonconvex `0-norm, namely ‖x‖0 := |supp(x)|.
The `1-norm regularizer has been proven successful attaining exact/stable reconstruction
guarantees in various recovery tasks including sparse linear regression (a.k.a. compressive
sampling) and dictionary learning; see e.g., [29, 30, 44]. Considering a sparse x ∈ RN with
the sparsity level ‖x‖0 = s, compressive sampling (CS) asserts that one can accurately
reconstruct x from only a small m = O(s log(N/s)) proper linear measurements y = Ax
upon solving the convex program
xˆ = arg min
x∈RN
‖x‖1 s. to y = Ax, (1.1)
that is known as least absolute shrinkage and selection operator (LASSO) [138].
Another way to effect the inherent data low-dimensionality is through matrix rank. The
spatiotemporal correlation of data collected in a matrix render the resulting matrix exhibit
low rank. For the matrix X ∈ RN×N , nuclear norm ‖X‖∗ :=
∑
i σi(X), (σi(·) signifies i-th
singular value), is adopted as a convex surrogate for the nonconvex and combinatorial matrix
rank. In essence, nuclear-norm can be envisioned as the `1-norm of the matrix singular
values that promotes sparsity in the spectrum domain. Similar to `1-norm, the nuclear
norm is known to attain stable/exact reconstruction guarantees in numerous recovery tasks
such as matrix completion [26,27], and low-rank-plus-sparse matrix decomposition [25,33].
Matrix completion is particularly inspired by the NetFlix movie recommendation system,
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where each user rates a small fraction of possibly random collection of movies, and the
common trends among movies as well as users can be utilized to predict/recommend movies
of possible interest to users. More precisely, given a low rank matrix X with only a small
subset of its entries indexed by Ω (|Ω|  N2) accessible, one can impute the missing entries
via solving the convex program
Xˆ = arg min
X∈RN×N
‖X‖∗ s. to [X]m,n = [M]m,n, (m,n) ∈ Ω (1.2)
It is shown that if the energy of X is sufficiently spread out, which can be fulfilled for
instance when the singular vectors are non-spiky, then with only O(Nr log2(N)) uniformly
chosen matrix entries, one can accurately recover the misses [26,27].
More recently, the problem of decomposing a matrix into low-rank and sparse compo-
nents has become popular with numerous applications ranging from computer vision to
graphical models [25, 33]. This is a useful model since many practical signals naturally
are superposition of background and foreground components, that can be well represented
by low-rank and sparse matrices, respectively. Formally speaking, for the data matrix
M = X + A, the underlying low-rank X and sparse A can be estimated as
{Xˆ, Aˆ} = arg min
X,A∈RN×N
‖X‖∗ + λ‖A‖1 s. to M = X + A, (1.3)
where the tunning parameter λ > 0 controls the trade-off between rank and sparsity level.
The key to success is the uncertainty principal [33] asserting that as long as the energy of
X is sufficiently spread out across the entires (satisfied for matrices with non-spiky singu-
lar vectors), and the support of A is sufficiently sporadic, accurate reconstruction becomes
possible [25, 33]. Of course, on top of these assumptions A and X should be sufficiently
sparse and low rank. The literature contains various recovery results under both determin-
istic and random modeling assumptions. For example, the results in [25] adopt a random
orthonormal model for X when the support of A is uniformly random, and consequently it
asserts that even with ‖A‖0 = O(N2) and r = O(N(log(N))−2), one can hope for accurate
estimation.
Before moving on, it is useful to introdue a neat property of the nuclear-norm that
proves instrumental throughput this dissertation. Being appealing as a convex surrogate
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of rank, nuclear-norm lacks separability across rows and columns of the matrix, thus chal-
lenging streaming and decentralized data analytics. To mitigate this challenge, we adopt a
charactrization of the nuclear-norm which builds on a bilinear factorization X = LQ′ with
the factor matrices L ∈ RM×ρ and Q ∈ RN×ρ. The value of ρ is chosen sufficiently large to
overestimate rank(X). It should be noted that such factors always exist e.g., via singular
value decomposition (SVD). Nuclear-norm can then be alternatively expressed as [117,134]
‖X‖∗ := min{L,Q}
1
2
{‖L‖2F + ‖Q‖2F} , s. to X = LQ′. (1.4)
Adopting this characterization typically comes at the expense of nonconvexity for the corre-
sponding recovery task. However, as it will be seen in the ensuing chapters for the considered
recovery tasks, under certain conditions this adoption comes with no loss of optimality.
1.2 Motivating Application Domains
While the “Big Data” analytics put forth in this dissertation cover a wide range of applica-
tions, this dissertation predominantly focuses on the important tasks of network traffic mon-
itoring and accelerating the acquisition process in MRI. The former is critical for network
management and proactive security purposes to provide seamless and secure communication
over IP networks. Needless to say, the latter is also crucial to reduce the breath-holding
times for patients and to provide physicians with artifact-free images of organs for diseases
diagnosis.
1.2.1 Network traffic monitoring
Consider a backbone Internet protocol (IP) network naturally modeled as a directed graph
G(N ,L), where N and L denote the sets of nodes (routers) and physical links of cardinality
|N | = N and |L| = L, respectively. The operational goal of the network is to transport a
set of OD flows F (with |F| = F ) associated with specific origin-destination (OD) pairs.
For backbone networks, the number of network layer flows is much larger than the number
of physical links (F  L). Single-path routing is adopted here, that is, a given flow’s traffic
is carried through multiple links connecting the corresponding OD pair along a single path.
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Let rl,f , l ∈ L, f ∈ F , denote the flow to link assignments (routing), which take the value
one whenever flow f is carried over link l, and zero otherwise. Unless otherwise stated, the
routing matrix R := [rl,f ] ∈ {0, 1}L×F is assumed fixed and given. Likewise, let zf,t denote
the unknown traffic rate of flow f at time t, measured in e.g., Mbps. At any given time
instant t, the traffic carried over link l is then the superposition of the flow rates routed
through link l, i.e.,
∑
f∈F rl,fzf,t.
It is not uncommon for some of the flow rates to experience unusual abrupt changes.
These so-termed traffic volume anomalies are typically due to unexpected network failures,
or cyberattacks (e.g., denial of service attacks) which aim at compromising the services
offered by the network [137]. Let af,t denote the unknown traffic volume anomaly of flow f
at time t. In the presence of anomalous flows, the measured traffic carried by link l over a
time horizon t ∈ [1, T ], is then given by
yl,t =
∑
f∈F
rl,f (xf,t + af,t) + vl,t, t = 1, ..., T (1.5)
where the noise variables vl,t account for measurement errors and unmodeled dynamics.
In IP networks, yl,t is readily measured via SNMP, supported by most routers. Missing
entries in the link-level measurements yl,t may however skew the network operator’s per-
spective. SNMP packets may be dropped for instance, if some links become congested,
rendering link count information for those links more important, as well as less avail-
able [119]. To model missing link measurements, collect the tuples (l, t) associated with
the available observations yl,t in the set Ω ∈ [1, 2, ..., L] × [1, 2, ..., T ]. Introducing the ma-
trices Y := [yl,t],V := [vl,t] ∈ RL×T , and X := [xf,t],A := [af,t] ∈ RF×T , the (possibly
incomplete) set of measurements in (1.5) can be expressed in compact matrix form as
PΩ(Y) = PΩ(R (X + A) + V) (1.6)
where the sampling operator PΩ(·) sets the entries of its matrix argument not in Ω to zero,
and keeps the rest unchanged.
In addition to link counts that are expressed as in (1.6), the traffic-related inference
tasks may possibly exploit other data sources to enhance estimation accuracy. A useful
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Figure 1.1: Internet-2 backbone network across USA.
such source is the direct flow-level measurements expressed per flow f as
uf,t = xf,t + af,t + wf,t, t = 1, ..., T (1.7)
where wf,t accounts for measurement and modeling errors. The flow traffic (1.7) is sampled
via NetFlow [74] at each origin node. However, due to the high cost of deploying NetFlow
one can acquire only a limited number of {uf,t} samples [74]. Similar to link counts, to
account for missing flow-level data, collect the available pairs (f, t) in the set Π ∈ [F ]× [T ],
and introduce the noise matrix W := [wf,t] ∈ RF×T . The flow counts in (1.7) can then be
compactly written as
PΠ(U) = PΠ (X + A + W) . (1.8)
Matrix X contains the nominal traffic flows over the time horizon of interest. Common
temporal traffic flow patterns in addition to their periodic behavior, render most rows
(respectively columns) of X linearly dependent, and thus X typically has low rank. This
intuitive property has been extensively validated with real network data; see e.g., [74].
Anomalies in A are expected to occur sporadically over time, and last for a small fraction
of the (possibly long) interval [1, T ]. In addition, only a small fraction of the flows is
supposed to be anomalous at a any given time instant. This renders the anomaly traffic
matrix A sparse across both rows (flows) and columns (time).
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Figure 1.2: Volumes of representative (out of 121 total) OD flows, taken from the operation of
Internet-2. Temporal periodicities and correlations across flows are apparent.
Given the full link count matrix Y and knowledge of the routing matrix R, many
inference techniques have been developed over the years to identify the network anomalies
in A; see e.g., [67, 72, 74, 158] and references therein. More recently, principal component
analysis (PCA)-based methods, exploiting the low intrinsic-dimensionality of the nominal
traffic, have been proven very successful [72, 158]. The accuracy of this estimator depends
on knowing or estimating accurately rank of the underlying nominal traffic subspace, which
in most networks, where link-load measurements are available for sequential time instants,
the rank to be retained by PCA is unknown.
When it comes to estimating the nominal traffic matrix X inference from link counts
alone becomes seriously ill-posed. Typically, certain prior information about the flow-level
traffic X are assumed to render the sought traffic estimation well-posed. In this direction,
ample research has been carried out in different contexts including transportation science
and traffic analysis of computer networks [32, 67, 162], which are mainly derived from the
principles of least-squares and Gaussian models [32, 162], Poisson models [146], and en-
tropy minimization [166]. However, existing techniques either lack robustness to potential
anomalies or ignore the temporal correlations. Furthermore, they typically assume that full
link and flow counts are available.
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1.2.2 Dynamic magnetic resonance imaging
MRI nowadays serves as a major imaging modality for noninvasive diagnosis of diseases
in clinical practice [52]. However, the slow acquisition speeds introduce motions causing
image artifacts, that hinder imaging of moving objects such as the heart, and the contrast-
changing objects such as the flowing blood in difussion MRI for angiography. Dynamic
MRI aspires to cope with these challenges by acquiring a low-spatial yet high-temporal
resolution sequence of images [52]. This renders a possibly sizable portion of k-space data
per snapshot inaccurate or missing, but the high spatiotemporal correlation of images can
be leveraged to interpolate misses; see e.g., [81,84,112] as a few noteworthy representative.
To be more precise, consider a temporal ground-truth sequence {Lt}Tt=1 of M×N images
of possible interest. The undersampled k-space data acquired by the MR machine at t-th
snapshot, say {y(`)t }Lt`=1, then adhere to
y
(`)
t = [F(Lt)]i`,j` + v(`)t , (i`, j`) ∈ Ωt (1.9)
where F(·) denotes the two-dimensional discrete Fourier transform (DFT) operator, and
the set Ωt ⊂ [M ] × [N ] indexes the acquired k-space data. The sampling trajectory Ωt
cannot take arbitrary shapes due to physical and physiological constraints. Various types of
trajectories including rectilinear (also called Cartesian), radial, spiral, and zig-zag scanning
constitute the most popular ones in clinical practice [78]. Non-cartesian sampling is an
emerging area with great potential in a variety of applications. Many desired sampling
trajectories can be implemented by appropriately designing spin-echo excitation sequence
for the gradient coils. Note that in the present tensor model the sampling set Ωt permits
any arbitrary trajectory. The observations are complex-valued, meaning y
(`)
t = R{y(`)t } +
jI{y(`)t } counts for two real-valued observations. The acquisition time is clearly proportional
to the sample count
∑t
τ=1 |Ωτ |, and it is desired to be as small as possible.
While the plain MRI has been widely used in clinical practice, relative to other medical
imaging techniques such as computerized tomography (CT) it suffers from long acquisition
times to collect the data needed for creating artifact-free images. Certain types of scans may
take several minutes to acquire the necessary data. Parallel imaging has recently emerged
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Figure 1.3: Temporal sequence of cardiac snapshots acquired via cine MRI.
as a robust means to accelerate the MRI acquisition process. Parallel MRI uses a phased
array of coils, each one sensitive to signals returned from a limited spatial region of the
imaged object [41]. The receiver coils are arranged in a way that their sensitivity profiles
cover the desired field of view. Parallel imaging techniques are adapted to properly combine
the images acquired across various coils. GRAPPA [41] and SENSE [41] are two commonly
used techniques to combine MR images in the clinical practice.
1.3 Thesis Outline and Contributions
The research in this thesis contributes to the advancement of statistical learning theory from
“Big Data.” In accordance with our vision, outlined in Section 1.1.1, in order to cope with
the “Big Data” challenges we put forth an encompassing low-rank plus compressed-sparse
matrix model that nicely fits the network anomaly identification task, and puts the existing
CS as well matrix imputation and decomposition tasks under the same umbrella. In light of
spread nature of data, and the need for parallel processing, a novel algorithmic framework
is put forth for decentralized nuclear-norm minimization under sparsity regularization, that
is the first of its type to date. Along the same line, for streaming and large volume of data,
a framework is introduced for online nuclear-norm minimization that results in lightweight
data processing algorithms. Last but not least, to handle the multidimensional data struc-
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tures, a novel framework is introduced for tensor subspace learning that is again the first of
its type in the literature, and proves successful for acclerating the MRI acquisition process.
In this direction, the contributions of this thesis is centered around the following five major
intertwined thrusts:
[T1] Low-rank plus compressed-sparse matrix recovery
[T2] Tomographic low-rank and sparse matrix recovery: Applications to net-
work traffic monitoring
[T3] Decentralized rank minimization and sparsity regularization
[T4] Online sparsity-regularized rank minimization: Applications to tracking
network anomalies
[T5] Big data tensor subspace learning: Applications to Dynamic MRI
To gauge the effectiveness of the novel methods, extensive examinations with computer
generated data are reported throughout the thesis. These are important since they provide
a ground truth, against which performance can be assessed by evaluating suitable figures
of merit. Nevertheless, no effort of this kind can have impact without thorough testing,
experimentation, and validation with real data. To this end, various tests on real Internet
traffic traces, and clinically-acquired MRI images are included to compile a comprehensive
validation package. Elaborate discussion of [T1]-[T5] follows next along with a succinct
literature review per thrust. Moreover, contributions of this thesis in each case are pointed
out.
1.3.1 Low-rank plus compressed-sparse matrix recovery.
This research thrust was motivated by the important task of unveiling network traffic
anomalies. Consider the Internet backbone network (see e.g., Fig. 1.1), where OD traffic
flows, e.g., the information flow delivered from Chicago to Loss Angles, experience unusual
changes which can result in congestion, and limit quality of service provisioning of the end
users. These so-termed traffic-volume anomalies could be due to e.g., unexpected failures in
networking equipment or cyberattacks [11,72,137]. Unveiling such anomalies in a promptly
manner is a crucial monitoring task toward engineering network traffic. This is challenging
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however, since the available data are usually high-dimensional, noisy and possibly incom-
plete link traffic Y (cf. (1.5)), which are the superposition of unobservant OD flows. More
precisely, upon defining XR := RX, based on (1.5) the link counts admits the compact
matrix form Y = XR + RA + V, where the fat matrix R corresponds to the routing infor-
mation. As discussed in Section 1.2, the spatiotemporal correlations of nominal traffic and
sporadic nature of anomalies render matrices X and A low rank and sparse, respectively.
As a result, the anomaly detection task boils down to the low-rank plus compressed-sparse
matrix decomposition
(XˆR, Aˆ) = arg min
XR,A
1
2
‖Y −XR −RA‖2F + λ∗‖XR‖∗ + λ1‖A‖1 (1.10)
where the parameters λ∗ and λ1 control the rank and sparsity levels. It is worth noting
that the scope of low-rank plus compressed-sparse matrix recovery goes beyond the anomaly
detection, and, in general, it can be applied to any inference task dealing with decomposi-
tion of a signal into background and foreground components. A few pertinent application
domains are outlined in Chapter 2. It is also important to recognize that the low-rank
plus sparse decomposition or the so-termed robust PCA task in [25,33] assume a uniformly
sparse foreground, that can be easily violated in practical settings where the foreground is
typically structured. In contrast with [25, 33], we however model the foreground as being
sparse across a proper dictionary, which offers more flexibility to account for the structures.
In general, the dictionary can be learned from training data, and for certain scenarios deal-
ing with e.g., computer vision and imaging one can appeal to known sparsifying dictionaries
such as Wavelet or DCT. In this respect, our main contributions, reported in Chapter 2,
include: (i) establishing exact recovery conditions for the true low-rank and sparse matrices
(XR,A) in the absence of noise (‖V‖F = 0); (ii) developing batch iterative solvers based
upon alternating-direction method-of-multipliers (ADMM) and approximate proximal gra-
dient (APG) to procure the estimates; and (iii) evaluations on real Internet-2 traffic traces
to identify anomaly maps across time instants and flows.
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1.3.2 Tomographic low-rank and sparse matrix recovery: Applications to
network traffic monitoring
This research thrust is also motivated by the important task of monitoring network traffic
over operational IP networks. While the previous thrust primarily focuses on discovering
anomaly maps, summarized in the matrix A, a more ambitious objective is to identify
the underlying nominal OD traffic flows as well, i.e., (X,A). This provides an atlas of
the network traffic state, based on which the network operator can e.g., trigger proactive
network security tasks upon observing any abnormal behaviors. This in turn necessitates
additional information about OD flows besides the link counts available in the previous
thrust. However, there are a huge number of OD flows in large-scale networks, and they
are potentially subject to anomalies due to e.g., cyberattacks. To overcome this hurdle,
we have proposed a novel approach which exploits the low dimensionality of the nominal
traffic, and uses only a small fraction of OD flows together with the link counts to create
an atlas of network traffic state across time and flows.
More formally, our input data consists of the link counts Y and the partial flow counts
ZΠ, which relate to the underlying nominal and anomalous traffic through Y = R(X +
A) + V, and ZΠ = PΠ(X + A + W), elaborated in Section 1.2. A natural estimate of the
unknowns can be obtained via the following convex formalism
(Xˆ, Aˆ) = arg min
X,A
1
2
‖Y −R(X + A)‖2F +
1
2
‖PΠ(Z−X−A)‖2F + λ∗‖X‖∗ + λ1‖A‖1,
(1.11)
where λ∗ and λ1 control the trade-off between traffic correlations and the sparsity of anoma-
lies. In this respect, the major novelties of this dissertation, as reported in Chapter 3, in-
clude: (i) establishing exact recovery guarantees for the low-rank and sparse matrices (X,A)
for the noise-free setting from (1.11); (ii) developing batch solvers for (1.11) via ADMM and
alternating minimization; (iii) incorporating structural patterns of traffic and anomalies by
means of a bilinear characterization of nuclear norm as detailed in Section 1.1.2; and (iv)
evaluations with real Internet-2 traffic data traces.
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1.3.3 Decentralized rank minimization and sparsity regularization.
Decentralized algorithms are clearly attractive for alleviating the computational and com-
munication overhead associated with the collection of measurements at a central processing
unit. Moreover, distributed algorithms are also desirable because of their scalability with
regards to power requirements, network size, and robustness to isolated points of failure. For
instance, a simple decentralized solution to the anomaly identification problem formulated
in Section 1.2, is to adopt consensus-based iterations similar to those studied in e.g., [127].
However, this approach would still incur high computational cost for singular value de-
composition (SVD) computations of the high-dimensional matrices during primal variable
updates. The idea here is to exploit the fact that minimizing the nuclear-norm ‖X‖∗ is
tantamount to minimizing 12
{‖L‖2F + ‖Q‖2F}, where X = LQ′ is a suitable decomposition
of the clean traffic matrix X. Leveraging this observation, our contributions in Chapter 4
are as follows: (i) we will formulate the distributed anomalography task as
min
{L,Q,A}
‖Y − LQ′ −RA‖2F +
λ∗
2
{‖L‖2F + ‖Q‖2F}+ λ1‖A‖1 (1.12)
and seek a low-complexity distributed solution via ADMM after introducing auxiliary vari-
ables that act as local copies of variables associated with the neighbors at each node; see
also [126,127,164]. We will further investigate conditions under which (P1) and (1.12) can
be rendered equivalent. Due to nonconvexity of (1.12), it may exhibit stationary points
which are not necessarily global optima. (ii) We will seek conditions on the low rank com-
ponent and the noise variance under which every stationary point of (1.12) achieves the
globally optimal solution of (1.10). (iii) As a means of offering additional engineering de-
sign insights, we delineate different performance tradeoffs that emerge as the network size
increases, with emphasis on comparisons in terms of robustness and the required commu-
nication cost with respect to centralized processing alternatives. (iv) Finally, tests with
real-world datasets confirm the efficacy of the novel decentralized algorithms toward iden-
tifying anomalies and estimating end-to-end packet delays in Internet-2 backbone network.
Once more, the proposed framework is applicable to other inference tasks concerned with
distributed rank minimization under sparsity regularization.
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1.3.4 Online sparsity-regularized rank minimization: Applications to
tracking network anomalies
Monitoring of large-scale networks necessitates massive collection of data which far outweigh
the ability of modern computers to store and analyze them in real time. In addition,
nonstationarities due to routing changes and missing data further challenge identification
of anomalies. In dynamic networks; routing tables are constantly adjusted to effect traffic
load balancing and avoid congestion caused by e.g., traffic anomalies. To account for slowly
time-varing routing tables, let Rt ∈ RL×F denote the routing matrix at time t. In this
dynamic setting, the partially observed link counts at time t adhere to PΩt(yt) = PΩt(xt +
Rtat + vt, t = 1, 2, . . ., where the link-level traffic xt := Rtzt lies in a low-dimensional
subspace.
On top of the previous arguments, in practice link measurements are acquired sequen-
tially in time, which motivates updating previously obtained estimates rather than re-
computing new ones from scratch each time a new datum becomes available. The goal is
then to recursively estimate {xˆt, aˆt} at time t from historical observations {PΩτ (yτ )}tτ=1,
naturally placing more importance on recent measurements and exploiting the spatiotem-
poral correlations of the observations to identify the anomalies in real-time. An adaptive
counterpart of (1.12) is the exponentially-weighted LS estimator found by minimizing the
empirical cost
min
{L,Q,A}
t∑
τ=1
βt−τ
[
‖PΩτ (yτ − Lqτ −Rτaτ )‖22 +
λ∗
2
∑t
u=1 β
t−u ‖L‖
2
F +
λ∗
2
‖qτ‖22 + λ1‖aτ‖1
]
(1.13)
in which 0 < β ≤ 1 is the so-termed forgetting factor. For β < 1, data in the distant
past are exponentially downweighted, which facilitates tracking network anomalies in non-
stationary environments. In this regards, our main contributions in Chapter 3 are: (i) an
online algorithm for dynamic anomalography can be obtained by resorting to alternating
minimization of (1.13). Each time a new datum is acquired, anomaly estimates are formed
via the Lasso [138], and the low-rank nominal traffic subspace L is refined using recursive
LS. For situations were reducing computational complexity is critical, we will develop an
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Figure 1.4: Tensor PARAFAC decomposition.
online stochastic gradient algorithm based on Nesterov’s acceleration technique as well. (ii)
convergence and optimality of the aforementioned algorithm is established be resorting to
the theory of martingale sequences. Last but not least, (iii) simulated tests are exam-
ined that demonstrate the efficacy of the novel schemes in real-time detection of Internet-2
network anomalies.
It is worth noting that the envisioned algorithms to tackle (1.13) are closely related to
robust subspace tracking algorithms [65, 70, 107, 152]. Different from existing works, the
estimation problem (1.13) is more challenging due to the presence of the (compression)
routing matrix Rt, which challenges identifiability of the anomalies.
1.3.5 Big data tensor subspace learning: Applications to dynamic MRI
Although the matrix models considered in the previous research thrusts are quite versatile
and can subsume a variety of important frameworks as special cases, the particular planar
arrangement of data poses limitations in capturing available structures that can be crucial
for effective interpolation. Imagine for instance the MRI image associated with different
heart snapshots, where the matrix models can be readily used by ‘unfolding’ the two-
dimensional image pixels. However, such an unfolding destroys the structure that one
looks for. Such structure can be explicitly account for by arranging the pixels in a three-
dimensional array (x, y, t) or tensor. A rank-one three-way array is the outer product of
three vectors, namely a ◦ b ◦ c, with the (m,n, t)-th element ambnct, where am, bn, and ct
capture variation across x-coordinate, y-coordinate, and time, respectively, in the previous
example.
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The rank of a tensor is the smallest number of rank-one tensors that sum up to generate
the given tensor, as illustrated in Fig. 1.4. Notwithstanding, this is not an incremental
extension from low-rank matrices to low-rank tensors, since even computing the tensor
rank is an NP-hard problem in itself. Defining a convex surrogate for the rank penalty
such as the nuclear norm for matrices is not obvious either, since singular values when
applicable, e.g., in the Tucker model, are not related to the rank [15, 68]. Low-rank tensor
approximation is relatively mature in linear algebra and factor analysis, where it is usually
called parallel factor analysis (PARAFAC) or canonical decomposition (CANDECOMP).
It expresses a three-way tensor as X =
∑R
r=1 ar ◦ br ◦ cr, where the tensor rank is the
minimum value for R for which the identity holds. PARAFAC essentially asserts one can
summarize the tensor X with three factor matrices A ∈ RM×R, B ∈ RN×R, and C ∈ RT×R.
Unlike the matrix case, low-rank tensor decomposition can be unique. There is deep theory
behind this result [69], and algorithms recovering the rank-one factors [69]. However, various
computational and big data-related challenges remain. Missing data have been handled in
rather ad hoc ways [5,50,82,129]. Parallel and decentralized implementations have not also
been thoroughly addressed.
In this context, our fresh idea in this dissertation is to capitalize on the low rank of tensor
to solve ill-posed inverse problems appearing in various inference tasks such as missing data
interpolation. To this end, we build on the Tykhonov rank regularization introduced in [13]
which is a natural extension of the decomposable rank regularizer (1.4). In particular, for
the tensor interpolation task, given the available features {ym,n,t}(m,n,t)∈Ω, adoption of the
rank regularizer yields the formalism
Xˆ := arg min
{X,A,B,C}
‖PΩ(Y −X)‖2F +
λ
2
(‖A‖2F + ‖B‖2F + ‖C‖2F )
s. to Xt = Adiag
(
e
′
tC
)
B
′
, t = 1, . . . , T (1.14)
Different from the matrix case, it is unclear whether the regularization in (1.14) bears any
relation with the tensor rank. Interestingly, the analysis in [13] reveals that (1.14) provably
yields a low-rank Xˆ for sufficiently large λ.
In parallel to the matrix case motivated in Chapter 5, processing large-scale tensors
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arising from Big Data applications such as high-resolution brain MRI [84] requires low-
complexity algorithms implementable with compact storage. A viable approach to this
end is to develop recursive inference algorithms for big data tensors, which has not been
addressed to date when the tensor slices are only partially available. With the batch formu-
lation (1.14) in mind, and building on the separable structure of the tensor rank regularizer,
we can end up with the following exponentially weighted least-squares formulation
min
{A,B,C}
t∑
τ=1
βt−τ
[
‖PΩt(Yt −Adiag
(
e
′
tC
)
B
′
)‖2F +
µ
2
∑t
τ=1 β
t−τ (‖A‖
2
F + ‖B‖2F ) + µ‖e
′
tC‖2
]
.
(1.15)
With this is mind, our main contributions in Chapter 5 are listed as follows: (i) an encom-
passing generative tensor model is adopted where the observations are linear projections of
a low-rank plus sparse tensor. For this model, light-weight first-order algorithms based on
stochastic gradient-descent methods are devised to estimate the unknowns. (ii) Applications
of the considered model in dynamic and parallel MRI is also throughly investigated, where
recursive solvers are developed to reconstruct the MRI images from highly-undersampled
k-space data. Finally, (iii) simulated tests with real cardiac MRI are examined to show the
merits of the novel real-time MR reconstruction schemes.
1.4 Published Results
The present Ph.D. work in Chapters 2-5 has resulted in the publication of 5 journals papers
in the Association for Computing Machinery (ACM) and the Institute of Electrical and
Electronic Engineers (IEEE) Transactions on Information Theory [97], Networking [93], and
Signal Processing [95,98] as well as the Journal of Selected topics in Signal Processing [96].
More recent results in Chapter 6 are intended for submission to the Journal of Magnetic
Resonance in Medicine, and IEEE Transactions on Medical Imaging. The work has also
been disseminated at pertinent conferences, where a total of 15 articles have been either
presented, or, accepted for presentation [9, 47,47,85,86,91,92,99–104,153].
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1.5 Notational Convenience
The following notational conventions will be adopted throughout the subsequent chap-
ters. Bold uppercase letters will denote matrices, whereas bold lowercase letters will stand
for column vectors. Multidimensional arrays (tensors) are denoted by underscored bold
uppercase letters, and caligraphic letters will be used for sets. Whenever the context
makes it sufficiently clear, [.]ij will be used for a matrix to denote block matrix parti-
tioning. Operators ⊗, ⊕, , ◦, (·)′, (·)†, λmax(·), λmin(·), σmax(·), σmin(·), exp(·), tr(·),
E [·], vec [·], med(·) will denote Kronecker product, direct sum, Hadamard product, outer
product, transposition, matrix pseudo-inverse, spectral radius, minimum eigenvalue, max-
imum singular values, minimum singular value, exponential function, matrix trace, ex-
pectation, matrix vectorization, and median, respectively. Vector diag(M) collects the
diagonal entries of M, whereas the diagonal matrix diag(v) has the entries of v on its
diagonal. The `q-(pseudo) norm of vector x ∈ Rp is ‖x‖q := (
∑p
i=1 |xi|q)1/q for q > 0.
Also, | · | will be used for the cardinality of a set and a magnitude of a scalar. For
matrices A,B ∈ Rm×n define the trace inner product 〈A,B〉 := tr(A′B). Also, recall
that ‖A‖F :=
√
tr (AA′) is the Frobenious norm, ‖A‖1 :=
∑
i,j |aij | is the `1-norm,
‖A‖∞ := maxi,j |aij | is the `∞-norm, and ‖A‖∗ :=
∑
i σi(A) is the nuclear norm. In
addition, ‖A‖1,1 := max‖x‖1=1 ‖Ax‖1 = maxi ‖e′iA‖1 denotes the induced `1-norm, and
likewise for the induced `∞-norm ‖A‖∞,∞ := max‖x‖∞=1 ‖Ax‖∞ = maxi ‖Aei‖1. For the
linear operator A, define the operator norm ‖A‖ := max‖X‖F=1 ‖A(X)‖F , which subsumes
the spectral norm ‖A‖ := max‖x‖=1 ‖Ax‖. Positive-definite matrices will be denoted by
A  0. The m × m identity matrix will be represented by Im, while 0m will denote the
m× 1 vector of all zeros, and 0m×n := 0m0′n. Similar notation will be adopted for vectors
(matrices) of all ones. The i-th vector of the canonical basis in Rn will be denoted by en,i,
i = 1, . . . , n. Define also the support set supp(A) := {(i, j) : aij 6= 0}; the indicator function
1{a=b} that equals one when a = b, and zero otherwise; and [n] := {1, 2, . . . , n}.
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Chapter 2
Low-Rank Plus Compressed-Sparse
Matrix Recovery
2.1 Introduction
Let X0 ∈ RL×T be a low-rank matrix [r := rank(X0) min(L, T )], and let A0 ∈ RF×T be
sparse (s := ‖A0‖0  FT , ‖ · ‖0 counts the nonzero entries of its matrix argument). Given
a compression matrix R ∈ RL×F with L ≤ F , and observations
Y = X0 + RA0 (2.1)
the present paper deals with the recovery of {X0,A0}. This task is of interest e.g., to unveil
anomalous flows in backbone networks [72, 94, 158], to reduce the data acquisition time in
cardiac magnetic resonance imaging (MRI) [52, 53], or, to separate singing voice from its
music accompaniment [59,132]; see also Section 2.2 on motivating applications. In addition,
this fundamental problem is met at the crossroads of compressive sampling (CS), and the
timely low-rank-plus-sparse matrix decompositions.
In the absence of the low-rank component (X0 = 0L×T ), one is left with an under-
determined sparse signal recovery problem; see e.g., [29, 114] and the tutorial account [30].
When Y = X0 + A0, the formulation boils down to principal component pursuit (PCP),
also referred to as robust principal component analysis (PCA) [25, 33, 34, 43]. For this
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idealized noise-free setting, sufficient conditions for exact recovery are available for both of
the aforementioned special cases; see also [34] for state-of-the-art PCP recovery guarantees,
even valid when only a subset of Y’s entries are observed. However, the superposition
of a low-rank and a compressed sparse matrix in (2.1) further challenges identifiability of
{X0,A0}. Along these lines, the compressive PCP formulation in [148] aims at recovering
a target matrix that is a superposition of low-rank and sparse components, from a (small)
set of linear measurements; see also [7] for a related approach. In the presence of ‘dense’
noise, stable reconstruction of the low-rank and sparse matrix components is possible via
PCP [151, 163]. Earlier efforts dealing with the recovery of sparse vectors in noise led
to similar performance guarantees; see e.g., [19] and references therein. Even when X0
is nonzero, one could envision a CS variant where the measurements are corrupted with
correlated (low-rank) noise [36]. Last but not least, when A0 = 0F×T and Y is noisy,
the recovery of X0 subject to a rank constraint is nothing else than PCA – arguably, the
workhorse of high-dimensional data analysis [64].
In this respect, our main contribution is to establish that given Y and R in (2.1), for
small enough r and s one can exactly recover {X0,A0} by solving the nonsmooth convex
optimization problem
(P1) min
{X,A}
‖X‖∗ + λ‖A‖1, s. to Y = X + RA
where λ ≥ 0 is a tuning parameter; ‖X‖∗ :=
∑
i σi(X) is the nuclear norm of X (σi
stands for the i-th singular value); and, ‖X‖1 :=
∑
i,j |xij | denotes the `1-norm. The
aforementioned norms are convex surrogates to the rank and `0-norm, respectively, which
albeit natural as criteria they are NP-hard to optimize [37,109]. Recently, a greedy algorithm
for recovering low-rank and sparse matrices from compressive measurements was put forth
in [147]. However, convergence of the algorithm and its error performance are only assessed
via numerical simulations. A recursive online algorithm can be found in [36], which attains
good performance in practice but does not offer theoretical guarantees; see also [96].
A deterministic approach along the lines of [33] is adopted first to derive conditions
under which (2.1) is locally identifiable (Section 2.3). Introducing a notion of incoherence
between the additive components X0 and RA0, and resorting to the restricted isometry
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constants of R [29], sufficient conditions are obtained to ensure that (P1) succeeds in ex-
actly recovering the unknowns (Section 2.4.1). Intuitively, the results here assert that if r
and s are sufficiently small, the nonzero entries of A0 are sufficiently spread out, and subsets
of columns of R behave as isometries, then (P1) exactly recovers {X0,A0}. As a byproduct,
recovery results for PCP and CS are also obtained by specializing the aforesaid conditions
accordingly (Section However, these induced recovery guarantees are weaker than those re-
cently obtained for PCP and CS by relying on state-of-the-art analysis techniques tailored
to these specific problems; see e.g., [34,114], and references therein. The proof of the main
result builds on Lagrangian duality theory [17, 22], to first derive conditions under which
{X0,A0} is the unique optimal solution of (P1) (Section 2.5.1). In a nutshell, satisfac-
tion of the optimality conditions is tantamount to the existence of a valid dual certificate.
Stemming from the unique challenges introduced by R, the dual certificate construction
procedure of Section 2.5.2 is markedly distinct from the direct sum approach in [33], and
the (random) golfing scheme of [25]. Section 2.6 shows that low-rank, sparse, and com-
pression matrices drawn from certain random ensembles satisfy the sufficient conditions for
exact recovery with high probability.
Two batch iterative algorithms for solving (P1) are developed in Section 2.7, based on
the accelerated proximal grandient (APG) method [14, 80, 110, 111], and the alternating-
direction method of multipliers (AD-MoM) [18, 22]. Decentralized and online algorithms
were put forth in the companion papers [95] and [96]. These are useful when rows of Y are
distributed over a network, and for real-time processing of streaming data (columns of Y),
respectively. Numerical tests corroborate the exact recovery claims, and the effectiveness of
(P1) in unveiling traffic volume anomalies from real network data (Section 2.8). While the
obtained sufficient conditions for exact recovery may be violated in the anomaly detection
context of Section 2.8.2, the encouraging results obtained in Section 2.8.2 suggest that there
is room for improving these conditions. Section 2.9 concludes the paper with a summary and
a discussion of limitations, possible extensions, and interesting future directions. Technical
details are deferred to the Appendix.
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2.2 Applications
This section outlines several application domains that involve decomposing a data matrix
as in (2.1).
2.2.1 Unveiling network anomalies via sparsity and low rank
In the backbone of large-scale networks, origin-to-destination (OD) traffic flows experience
abrupt changes which can result in congestion, and limit the quality of service provision-
ing of the end users. These so-termed traffic volume anomalies can be due to external
sources such as network failures, denial of service attacks, or, intruders hijacking the net-
work services [137], [72], [158]. Unveiling such anomalies is a crucial task towards engi-
neering network traffic. This is a challenging task however, since the available data are
usually high-dimensional noisy link-load measurements, which comprise the superposition
of unobservable OD flows as explained next.
Consider a backbone network with topology represented by the directed graph G(N ,L),
where L and N denote the set of links and nodes (routers) of cardinality |L| = L and
|N | = N , respectively. The network transports F end-to-end flows associated with specific
OD pairs. For backbone networks, the number of network layer flows is typically much
larger than the number of physical links (F  L). Single-path routing is considered here to
send the traffic flow from a source to its intended destination. Accordingly, for a particular
flow multiple links connecting the corresponding OD pair are chosen to carry the traffic.
Sparing details that can be found in [94], the traffic Y := [yl,t] ∈ RL×T carried over links
l ∈ L and measured at time instants t ∈ [1, T ], can be compactly expressed as
Y = R (Z + A) + E (2.2)
where the fat routing matrix R := [r`,f ] ∈ {0, 1}L×F is fixed and given, Z := [zf,t] denotes
the unknown ‘clean’ traffic flows over the time horizon of interest, A := [af,t] collects the
traffic volume anomalies across flows and time, and E := [el,t] captures measurement errors.
Common temporal patterns among the traffic flows in addition to their periodic behav-
ior, render most rows (respectively columns) of Z linearly dependent, and thus Z typically
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has low rank [72, 120]. Anomalies are expected to occur sporadically over time, and only
last for short periods relative to the (possibly long) measurement interval [1, T ]. In addi-
tion, only a small fraction of the flows are supposed to be anomalous at any given time
instant. This renders the anomaly matrix A sparse across rows and columns. Given link
measurements Y and the routing matrix R, the goal is to estimate A by capitalizing on
the sparsity of A and the low-rank property of Z. Since the primary goal is to recover A,
define X := RZ which inherits the low-rank property from Z, and consider
Y = X + RA + E (2.3)
which is identical to (2.1) modulo small measurement errors in E ∈ RL×T . If E = 0L×T ,
then (P1) can be used to unveil network anomalies, whereas the algorithm outlined in
Section 2.7.1 is more suitable for the noisy setting.
By adopting the model (2.3), one is neglecting the structure X := RZ. However, it
is otherwise not clear how could one efficiently estimate Z and A from measurements as
in (2.2), which is a more difficult problem. The compressive PCP approach [148] deals
with recovery of {Z,A} from measurements Y˜ = PQ(Z + A) ∈ RF×T , where PQ(·) denotes
orthogonal projection onto a linear subspace Q ⊆ RF×T . Note that compressive PCP cannot
be adopted here since it requires {Z,A} to be sufficiently incoherent with the orthogonal
subspace Q⊥, a condition which is violated in (2.2) since Q⊥ is the nullspace of the fat
compression matrix R.
2.2.2 Dynamic magnetic resonance imagery
As a result of the existing limitations in magnetic resonance imaging (MRI) data-acquisition
time, respiratory motions can severely degrade the quality of MRI. Consequently, this can
result in e.g., dose-delivery errors for patients subjected to radiation therapy [150]. Dynamic
MRI aims at resolving the variations of the imaged object by reconstructing a temporal
series of ‘ground truth’ images [87]. As an illustrative example, consider cardiac MRI which
nowadays serves as a major imaging modality for noninvasive diagnosis of heart diseases in
clinic practice [49]. A critical specification of cardiac MRI is the simultaneous realization
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of higher spatial and temporal resolution. This in turn necessitates longer data-acquisition
periods, which are however limited by the patient’s breath-holding time. Inspired by the
low intrinsic-dimensionality of (cardiac) MRI images [52], devising efficient techniques to
reduce the acquisition time for a prescribed image quality becomes an important issue.
Consider each ‘ground truth’ cardiac snapshot as a piecewise-constantly discretized im-
age of P pixels. Each image can be modeled as a superposition of a background component
and a motion component [52, 53]. The background component refers to the temporally
stationary or slowly-varying part of the acquired images. Moreover, the motion component
captures the rapidly-changing pixels due to heart beating. The spatial structure of the
heart has motivated the adoption of models involving a (possibly learnt and overcomplete)
dictionary, under which the motion component admits a sparse representation based on few
atoms (columns) of this dictionary [52, 53]. Let xt ∈ RP denote the background compo-
nent of the dynamic MRI frame acquired at time t, and let Dat ∈ RP denote the motion
component, where D ∈ RP×F is a given overcomplete dictionary, and at a sparse vector
of coefficients. The MRI acquisition procedure entails measuring Fourier coefficients of the
image, and only a subset of size L ≤ P of Fourier coefficients is sampled to reduce the data
acquisition time. Accordingly, the partial FFT matrix Ψ ∈ RL×P containing a row-subset
of cardinality L of the full FFT P × P matrix, maps the image to a subset of its Fourier
coefficients. The scanned temporal sequence of images in the frequency domain can thus
be modeled as
yt = Ψ(zt + Dat) + vt, t = 1, . . . , T (2.4)
where vt accounts for modeling and measurement errors. Collect the components {xt :=
Ψzt}Tt=1 and {at}Tt=1 as columns of the matrices X and A, respectively; and recognize that
(2.4) boils down to (2.1) upon defining R := ΨD. Notice that it suffices to estimate X
(rather that Z) since in cardiac MRI the main objective is to reconstruct the motion com-
ponent DA, which offers valuable information to physicians about possible heart diseases.
By the very definition of background component, the sought matrix X is low rank. Also,
A is sparse by construction of the dictionary D. All in all, adopting (P1) to recover A and
subsequently the motion component DA is well motivated.
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2.2.3 Face recognition
Accurately estimating the low-dimensional subspace of a human’s facial images is an im-
portant task in computer vision, with application to face recognition [12]. In this context,
a robust approach is needed since facial images in the training set tend to be exposed to
different illuminations, and typically suffer from specularities as well as self-shadowing (e.g.,
around the nose and eyes’ areas). Similar to the dynamic MRI setup, a reasonable model
represents each image as the superposition of a background (shadow-free face) component
X which has low rank, and the error (shadow) component which is highly structured and
localized. Model (2.1) is naturally aligned with this decomposition, upon learning a (pos-
sibly overcomplete) dictionary D := R under which the error component A is sparsely
represented. While PCP has been adopted in [25] to remove shadows and specularities
from face images, (2.1) offers a more general alternative. This is because PCP presumes the
sparse errors are independently scattered across the face image. However, this assumption
neglects the fact that shadows and specularities usually contain certain spatial structure,
which can be better modeled via a suitably learned dictionary of atoms.
2.2.4 Separation of singing voice from its music accompaniment
Separation of singing voice from its music accompaniment has wide applicability in areas
such as automatic lyrics recognition and alignment, singer identification, and music infor-
mation retrieval [76]. Even though this is an effortless task for the human auditory system,
it is difficult for machines [59]. Let Y denote the spectrogram of a given song, which can be
naturally modeled as the superposition of music plus singing-voice components. Due to the
repetitious nature of music accompaniment, the music component X has low rank [59,132].
In contrast, the singing voice exhibits higher variability, but as it is customary for speech
signals [61], it can be reasonably assumed sparsely expressible over a proper dictionary
D := R of sounds. In a nutshell, (P1) can be adopted to carry out this decomposition
task, while incorporating non-negativity constraints on the matrix components is a natural
extension since the spectrogram is inherently non-negative [132].
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2.3 Local Identifiability
The first issue to address is model identifiability, meaning that there are unique low-rank
and sparse matrices satisfying (2.1). If there exist multiple decompositions of Y into X+RA
with low-rank X and sparse A, there is no hope of recovering {X0,A0} from the data. For
instance, if the null space of the fat matrix R contains sparse matrices, there may exist a
sparse perturbation H such that A0 + H is still sparse and {X0,A0 + H} is a legitimate
solution. Another problematic case arises when there is a sparse perturbation H such that
RH is spanned by the row or column spaces of X0. Then, X0 + RH has the same rank
as X0 and A0 −H may still be sparse. As a result, one may pick {X0 + RH,A0 −H} as
another valid solution. Dealing with such identifiability issues is the subject of this section.
Let UΣV′ denote the singular value decomposition (SVD) of X0, and consider the
subspaces: s1) Φ(X0) := {Z ∈ RL×T : Z = UW′1 + W2V′, W1 ∈ RT×r, W2 ∈ RL×r}
of the span of all matrices with either the same column space or row space as X0; s2)
Ω(A0) := {H ∈ RF×T : supp(H) ⊆ supp(A0)} of matrices in RF×T with support contained
in the support of A0; and s3) ΩR(A0) := {Z ∈ RL×T : Z = RH, H ∈ Ω(A0)}. For
notational brevity, s1)-s3) will be henceforth denoted as {Φ,Ω,ΩR}. Noteworthy properties
of these subspaces are: i) both Φ and ΩR ⊂ RL×T , hence it is possible to directly compare
elements from them; ii) X0 ∈ Φ and RA0 ∈ ΩR; and iii) if Z ∈ Φ⊥ is added to X0, then
rank(Z + X0) > r.
For now, assume that the subspaces ΩR and Φ are also known. This extra information
helps identifiability of (2.1), because potentially troublesome solutions {X0 +RH,A0−H}
are limited to a restricted class. If X0 + RH /∈ Φ or A0−H /∈ Ω, that candidate solution is
not admissible since it is known a priori that A0 ∈ Ω and X0 ∈ Φ. Under these assumptions,
the following lemma puts forth the necessary and sufficient conditions guaranteeing the
existence of a unique pair of matrices {X0 ∈ Φ,A0 ∈ ΩR}, such that Y can be decomposed
according to (2.1) – a notion known as local identifiability [25, 33].
Lemma 2.1 Given subspaces {Φ,Ω,ΩR} and matrices {Y,R}, there is a unique pair
{X0 ∈ Φ,A0 ∈ ΩR} such that Y = X0 + RA0 if and only if Φ ∩ ΩR = {0L×T }, and
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RH 6= 0L×T , ∀H ∈ Ω\{0F×T }.
Proof: Since by definition X0 ∈ Φ and A0 ∈ Ω, one can represent every element in the
subspaces Φ and ΩR as X0 + Z1 and RA0 + Z2, respectively, where Z1 ∈ Φ and Z2 ∈ ΩR.
Assume that Φ ∩ ΩR = {0L×T }, and suppose by contradiction that there exist nonzero
perturbations {Z1,Z2} such that Y = X0+Z1+RA0+Z2. Then, Z1+Z2 = 0L×T , meaning
that Z1 and Z2 belong to the same subspace, which contradicts the assumption. Conversely,
suppose there exists a non-zero Z ∈ ΩR∩Φ. Clearly, {X0+Z,RA0−Z} is a feasible solution
where X0 + Z ∈ Φ and RA0 − Z ∈ ΩR. This contradicts the uniqueness assumption. In
addition, the condition RH 6= 0,H ∈ Ω\{0L×T } ensures that Z = 0L×T ∈ Φ ∩ ΩR only
when Z = RH = 0L×T for H = 0F×T .
In words, (2.1) is locally identifiable if and only if the subspaces Φ and ΩR intersect
transversally, and the sparse matrices in Ω are not annihilated by R. This last condition is
unique to the setting here, and is not present in [25] or [33].
Remark 2.1 (Orthogonal projection operators) Operator PΩ(X) (PΩ⊥(X)) denotes
the orthogonal projection of X onto the subspace Ω (orthogonal complement Ω⊥). It simply
sets those elements of X not in supp(A0) to zero. Likewise, PΦ(X) (PΦ⊥(X)) denotes
the orthogonal projection of X onto the subspace Φ (orthogonal complement Φ⊥). Let
PU := UU
′ and PV := VV′ denote, respectively, projection onto the column and row
spaces of X0. It can be shown that PΦ(X) = PUX + XPV −PUXPV , while the projection
onto the complement subspace is PΦ⊥(X) = (I−PU )X(I−PV ). In addition, the following
identities
〈PΦ(X),PΦ(Y)〉 = 〈PΦ(X),Y〉 = 〈X,PΦ(Y)〉 (2.5)
of orthogonal projection operators such as PΦ(·), will be invoked throughout the paper.
2.3.1 Incoherence measures
Building on Lemma 2.1, alternative sufficient conditions are derived here to ensure local
identifiability. To quantify the overlap between Φ and ΩR, consider the incoherence param-
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eter
µ(ΩR,Φ) = max
Z∈ΩR\{0}
‖PΦ(Z)‖F
‖Z‖F . (2.6)
for which it holds that µ(ΩR,Φ) ∈ [0, 1]. The lower bound is achieved when Φ and ΩR are
orthogonal, while the upper bound is attained when Φ ∩ ΩR contains a nonzero element.
Assuming Φ∩ΩR = {0L×T }, then µ(ΩR,Φ) < 1 represents the cosine of the angle between Φ
and ΩR [42]. From Lemma 2.1, it appears that µ(ΩR,Φ) < 1 guarantees Φ∩ΩR = {0L×T }.
As it will become clear later on, tighter conditions on µ(ΩR,Φ) will prove instrumental to
guarantee exact recovery of {X0,A0} by solving (P1).
To measure the incoherence among subsets of columns of R, which is tightly related
to the second condition in Lemma 2.1, the restricted isometry constants (RICs) come
handy [29]. The constant δk(R) measures the extent to which a k-subset of columns of
R behaves like an isometry. It is defined as the smallest value satisfying
c(1− δk(R)) ≤ ‖Ru‖
2
‖u‖2 ≤ c(1 + δk(R)) (2.7)
for every u ∈ RF with ‖u‖0 ≤ k and for some positive normalization constant c < 1 [29]. For
later use, introduce θs1,s2(R) which measures ‘how orthogonal’ are the subspaces generated
by two disjoint column subsets of R, with cardinality s1 and s2. Formally, θs1,s2(R) is the
smallest value that satisfies
|〈Ru1,Ru2〉| ≤ cθs1,s2(R)‖u1‖‖u2‖ (2.8)
for every u1,u2 ∈ RF , where supp(u1) ∩ supp(u2) = ∅ and ‖u1‖0 ≤ s1, ‖u2‖0 ≤ s2. The
normalization constant c plays the same role as in δk(R). A wide family of matrices with
small RICs have been introduced in e.g., [29].
All the elements are now in place to state this section’s main result.
Proposition 2.1 Assume that each column of A0 contains at most k nonzero elements. If
µ(ΩR,Φ) < 1 and δk(R) < 1, then ΩR ∩ Φ = {0L×T } and RH 6= 0L×T ,H ∈ Ω\{0F×T }.
Proof: Suppose the intersection in nontrivial, meaning that there exists nonzero matrices
H ∈ Ω and UW′1 + W2V′ ∈ Φ satisfying RH = UW′1 + W2V′. Vectorizing the last
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equation and relying on the identity vec(AXB) = (B′ ⊗ A)vec(X), one obtains a linear
system of equations
[IT ⊗R − IT ⊗U −V ⊗ IL]w = 0LT (2.9)
where w := [vec(H)′ vec(W′1) vec(W′2)]′. Define an LT × FT matrix C1 := IT ⊗R and
the LT × (L+ T )r matrix C2 := [−IT ⊗U −V ⊗ IL]. The corresponding coefficients are
w1 := vec(H) and w2 := [vec(W
′
1)
′ vec(W′2)]′. Then, (2.9) implies there exists a w1 6= 0FT
such that C1w1 + C2w2 = 0LT .
Consider two cases: i) w2 = 0r(L+T ), and ii) w2 6= 0r(L+T ). Under i) C1w1 = 0LT ,
and thus Rw
(i)
1 = 0 for some nonzero w
(i)
1 with i ∈ {1, 2, ..., T} where w1 = [w(1)1 ...w(T )1 ].
Therefore, if ‖w(i)1 ‖0 ≤ k, δk(R) < 1 implies that w(i)1 = 0LT , which is a contradiction.
For ii) µ(ΩR,Φ) < 1 implies that there is no w1 with supp(w1) ⊆ supp(vec(A0)) and w2 ∈
R(L+T )r such that C1w1+C2w2 = 0FT , since otherwise |〈C1w1,C2w2〉| = ‖C1w1‖‖C2w2‖
which leads to µ(ΩR,Φ) = 1.
2.4 Exact Recovery via Convex Optimization
In addition to µ(ΩR,Φ), there are other incoherence measures which play an important
role in the conditions for exact recovery. Consider a feasible solution {X0 + aijReie′j ,A0−
aijeie
′
j}, where (i, j) /∈ supp(A0) and thus aijeie′j /∈ Ω. It may then happen that aijReie′j ∈
Φ and rank(X0 +aijReie
′
j) = rank(X0)−1, while ‖A0−aijeie′j‖0 = ‖A0‖0 +1, challenging
identifiability when Φ and ΩR are unknown. Similar complications will arise if X0 has a
sparse row space that could be confused with the row space of A0. These issues motivate
defining (recall X0 = UΣV
′)
γR(U) := max
i,j
‖PUReie′j‖F
‖Reie′j‖F
, γ(V) := max
i
‖PV ei‖F
where γR(U), γ(V) ≤ 1. The maximum of γR(U) [γ(V)] is attained when Reie′j [ei] is
in the column [row] space of X0 for some (i, j). Small values of γR(U) and γ(V) imply
that the column and row spaces of X0 do not contain the columns of R and sparse vectors,
respectively.
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Another identifiability issue arises when X0 = RH for some sparse matrix H ∈ Ω. In
this case, each column of X0 is spanned by a few columns of R. Consider the parameter
ξR(U,V) := ‖R′UV′‖∞ = max
i,j
|ei′R′UVej |.
A small value of ξR(U,V) implies that each column of X0 is spanned by sufficiently many
columns of R. To understand this property, consider the SVD X0 = UΣV
′ =
∑r
i=1 σiuiv
′
i.
The k-th column of X0 is then
∑r
i=1 σiuivi,k, and its projection onto the l-th column of R
is ∣∣∣〈Rel, r∑
i=1
σiuivi,k〉
∣∣∣ = ∣∣∣ r∑
i=1
〈Rel,ui〉σivi,k
∣∣∣ ≤ σmaxξR(U,V)
where σmax is the largest singular value of X0. Since the energy of
∑r
i=1 σiuivi,k is somehow
allocated along the directions Rel, if all the aforementioned projections can be made arbi-
trarily small, then sufficiently many nonzero terms in the expansion are needed to account
for all this energy.
2.4.1 Main result
Theorem 2.1 Consider given matrices Y ∈ RL×T and R ∈ RL×F obeying Y = X0 +
RA0 = UΣV
′ + RA0, with r := rank(X0) and s := ‖A0‖0. Assume that every row and
column of A0 has at most k nonzero elements, and that R has orthonormal rows. If the
following conditions
I) χ := ω[(1− µ(Φ,ΩR))2(1− δk(R))]−1 < 1/2; and
II) λmax :=
√
s−1
[
α−1 − µ(Φ,ΩR)
√
rc(1 + δk(R))
]
> λmin := βξR(U,V)
hold, where
ω := θ1,1(R)[
√
2k + sγ2(V)]
+ (1 + δ1(R))
[√
2kγ2R(U) + kγ
2(V) + sγ2R(U)γ
2(V)
]
α := 1 +
(
c−1ω−1χ− 1)1/2 , β := (1− 2χ)−1
then there exists λ ∈ (λmin, λmax) for which the convex program (P1) exactly recovers
{X0,A0}.
2.4 Exact Recovery via Convex Optimization 32
Note that I) alone is already more stringent than the pair of conditions µ(ΩR,Φ) <
1 and δk(R) < 1 needed for local identifiability (cf. Proposition 2.1). Satisfaction
of the conditions in Theorem 2.1 hinges upon the values of the incoherence parame-
ters µ(ΩR,Φ), γR(U), γ(V), ξR(U,V), and the RICs δk(R) and θ1,1(R). In particular,
{ω, α, β, χ} are increasing functions of these parameters, and it is readily observed from I)
and II) that the smaller {ω, α, β} are, the more likely the conditions are met. Furthermore,
the incoherence parameters are increasing functions of the rank r and sparsity level s. The
RIC δk(R) is also an increasing function of k, the maximum number of nonzero elements
per row/column of A0. Therefore, for sufficiently small values of {r, s, k}, the sufficient
conditions of Theorem 2.1 can be indeed satisfied.
It is worth noting that not only s, but also the position of the nonzero entries in A0
plays an important role in satisfying I) and II). This is manifested through k, for which
a small value indicates the entries of A0 are sufficiently spread out, i.e., most entries do
not cluster along a few rows or columns of A0. Moreover, no restriction is placed on the
magnitude of these entries, since as seen later on it is only the positions that affect optimal
recovery via (P1).
Remark 2.2 (Row orthonormality of R) Assuming RR′ = IL is equivalent to sup-
posing that R is full-rank. This is because for a full row-rank R = URΣRVR
′, one can
pre-multiply both sides of (2.1) with Σ−1R UR
′ to obtain R˜ := VR′ with orthonormal rows.
2.4.2 Induced recovery results for principal components pursuit and com-
pressed sensing
Before delving into the proof of the main result, it is instructive to examine how the sufficient
conditions in Theorem 2.1 simplify for the subsumed PCP and CS problems. In PCP one
has R = IL, which implies ΩR = Ω and δk(R) = θ1,1(R) = 0 so that one readily arrives at
the following result.
Corollary 2.1 Consider given Y ∈ RL×T obeying Y = X0 + A0 = UΣV′ + A0, with
r := rank(X0) and s := ‖A0‖0. If the following conditions
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I) µ(Φ,Ω) + 2√k(γ2(U) + γ2(V)) < 1; and
II) λmax :=
√
s−1(α−1 − µ(Φ,Ω)√r) > λmin := βξ(U,V)
hold, where
α := 1 + [(1− µ(Φ,Ω))−2 − 1]1/2,
β :=
[
1− 4k(γ2(U) + γ2(V))(1− µ(Φ,Ω))−2]−1
then there exists λ ∈ (λmin, λmax) for which the convex program (P1) with R = IL exactly
recovers {X0,A0}.
In Section 2.6, random matrices {X0,A0,R} drawn from natural ensembles are shown to
satisfy I) and II) with high probability. In this case, it is possible to arrive at simpler
conditions (depending only on r, s, and the matrix dimensions) for exact recovery in the
context of PCP; see Remark 2.6 which compares Corollary 2.1 with the existing results for
PCP. Corollary 2.1, on the other hand, offers general conditions stemming from a purely
deterministic approach. The best deterministic recovery results for PCP appear to be those
reported in [34].
In the CS setting one has X0 = 0L×T , which implies µ(Φ,ΩR) = ξR(U,V) = γR(U) =
γ(V) = 0. As a result, Theorem 2.1 simply boils down to a RIC-dependent sufficient
condition for the exact recovery of A0 as stated next.
Corollary 2.2 Consider given matrices Y ∈ RL×T and R ∈ RL×F obeying Y = RA0.
Assume that the number of nonzero elements per column of A0 does not exceed k. If
δk(R) + kθ1,1(R) < 1 (2.10)
holds, then (P1) with X = 0L×T exactly recovers A0.
To place (2.10) in context, consider normalizing the rows of R. For such a compression
matrix it is known that δk(R) ≤ (k − 1)θ1,1(R), see e.g., [114]. Using this bound together
with (2.10), one arrives at the stricter condition k < 12
(
1 + θ−11,1(R)
)
. This last condition is
identical to the one reported in [44], which guarantees the success of `1-norm minimization in
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recovering sparse solutions to under-determined systems of linear equations. The conditions
have been improved in recent works; see e.g., [114] and references therein.
2.5 Proof of the Main Result
In what follows, conditions are first derived under which {X0,A0} is the unique optimal so-
lution of (P1). In essence, these conditions are expressed in terms of certain dual certificates.
Then, Section 2.5.2 deals with the construction of a valid dual certificate.
2.5.1 Unique optimality conditions
Recall the nonsmooth optimization problem (P1), and its Lagrangian
L(X,A,M) = ‖X‖∗ + λ‖A‖1 + 〈M,Y −X−RA〉 (2.11)
where M ∈ RL×T is the matrix of dual variables (multipliers) associated with the constraint
in (P1). From the characterization of the subdifferential for nuclear- and `1-norm (see
e.g., [22]), the subdifferential of the Lagrangian at {X0,A0} is given by (recall that X0 =
UΣV′)
∂XL(X0,A0,M) =
{
UV′ + W −M : ‖W‖ ≤ 1, PΦ(W) = 0L×T
}
(2.12)
∂AL(X0,A0,M) =
{
λsign(A0) + λF−R′M : ‖F‖∞ ≤ 1, PΩ(F) = 0F×T
}
. (2.13)
The optimality conditions for (P1) assert that {X0,A0} is an optimal (not necessarily
unique) solution if and only if
0F×T ∈ ∂AL(X0,A0,M) and 0L×T ∈ ∂XL(X0,A0,M).
This can be shown equivalent to finding the pair {W,F} that satisfies: i) ‖W‖ ≤
1, PΦ(W) = 0L×T ; ii) ‖F‖∞ ≤ 1, PΩ(F) = 0F×T ; and iii) λsign(A0)+λF = R′(UV′+W).
In general, i)-iii) may hold for multiple solution pairs. However, the next lemma asserts
that a slight tightening of the optimality conditions i)-iii) leads to a unique optimal solution
for (P1). See Appendix for a proof.
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Lemma 2.2 Assume that each column of A0 contains at most k nonzero elements, as well
as µ(ΩR,Φ) < 1 and δk(R) < 1. If there exists a dual certificate Γ ∈ RL×T satisfying
C1) PΦ(Γ) = UV′
C2) PΩ(R′Γ) = λsgn(A0)
C3) ‖PΦ⊥(Γ)‖ < 1
C4) ‖PΩ⊥(R′Γ)‖∞ < λ
then {X0,A0} is the unique optimal solution of (P1).
The remainder of the proof deals with the construction of a dual certificate Γ that meets
C1)-C4). To this end, tighter conditions [I) and II) in Theorem 2.1] for the existence of
Γ are derived in terms of the incoherence parameters and the RICs. For the special case
R = IL, the conditions in Lemma 2.2 boil down to those in [33, Prop. 2] for PCP. However,
the dual certificate construction techniques used in [33] do not carry over to the setting
considered here, where a compression matrix R is present.
2.5.2 Dual certificate construction
Condition C1) in Lemma 2.2 implies that Γ = UV′ + (I − PU )X(I − PV ), for arbitrary
X ∈ RL×T (cf. Remark 2.1). Upon defining Z := R′(I − PU )X(I − PU ) and BΩ :=
λsign(A0)− PΩ(R′UV′), C1) and C2) are equivalent to PΩ(Z) = BΩ.
To express PΩ(Z) = BΩ in terms of the unrestricted matrix X, first vectorize Z to
obtain vec(Z) = [(I−PV )⊗R′(I−PU )] vec(X). Define A := (I − PV ) ⊗ R′(I − PU )
and an s × LT matrix AΩ formed with those s rows of A associated with those elements
in supp(A0). Likewise, define AΩ⊥ which collects the remaining rows from A such that
A = Π[A′Ω,A
′
Ω⊥ ]
′ for a suitable row permutation matrix Π. Finally, let bΩ be the vector of
length s containing those elements of BΩ with indices in supp(A0). With these definitions,
C1) and C2) can be expressed as AΩvec(X) = bΩ.
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To upper-bound the left-hand side of C3) in terms of X, use the assumption RR′ = IL
to arrive at
‖PΦ⊥(Γ)‖ = ‖R′(I−PU )X(I−PV )‖
≤ ‖R′(I−PU )X(I−PV )‖F = ‖Avec(X)‖.
Similarly, the left-hand side of C4) can be bounded as
‖PΩ⊥(R′Γ)‖∞ = ‖PΩ⊥(Z) + PΩ⊥(R′UV′)‖∞
≤ ‖PΩ⊥(Z)‖∞ + ‖PΩ⊥(R′UV′)‖∞
= ‖AΩ⊥vec(X)‖∞ + ‖PΩ⊥(R′UV′)‖∞.
In a nutshell, if one can find X ∈ RL×T such that
c1) AΩvec(X) = bΩ
c2) ‖Avec(X)‖ < 1
c3) ‖AΩ⊥vec(X)‖∞ + ‖PΩ⊥(R′UV′)‖∞ < λ
hold for some positive λ, then C1)-C4) would be satisfied as well.
The final steps of the proof entail: i) finding an appropriate candidate solution Xˆ such
that c1) holds; and ii) deriving conditions in terms of the incoherence parameters and RICs
that guarantee Xˆ meets the required bounds in c2) and c3) for a range of λ values. The
following lemma is instrumental to accomplishing i), and its proof can be found in Appendix.
Lemma 2.3 Assume that each column of A0 contains at most k nonzero elements, as well
as µ(ΩR,Φ) < 1 and δk(R) < 1. Then matrix AΩ has full row rank, and its minimum
singular value is bounded below as
σmin(A
′
Ω) ≥ c1/2(1− δk(R))1/2(1− µ(Φ,ΩR)).
According to Lemma 2.3, the least-norm (LN) solution XˆLN := arg minX
{‖X‖2F : AΩvec(X) = bΩ}
exists, and is given by
vec(XˆLN) = A
′
Ω
(
AΩA
′
Ω
)−1
bΩ. (2.14)
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Remark 2.3 (Candidate dual certificate) From the arguments at the beginning of this
section, the candidate dual certificate is Γˆ := UV′ + (I−PU )XˆLN(I−PV ).
The LN solution is an attractive choice, since it facilitates satisfying c2) and c3) which
require norms of vec(X) to be small. Substituting the LN solution (2.14) into the left hand
side of c2) yields (define Q := AΩ⊥A
′
Ω (AΩA
′
Ω)
−1 for notational brevity)
‖Avec(XˆLN)‖ =
∥∥∥∥∥∥
 AΩ
AΩ⊥
A′Ω (AΩA′Ω)−1 bΩ
∥∥∥∥∥∥
=
∥∥∥∥∥∥
 I
Q
bΩ
∥∥∥∥∥∥ ≤ (1 + ‖Q‖) ‖bΩ‖. (2.15)
Moreover, substituting (2.14) in the left hand side of c3) results in
‖QbΩ‖∞ + ‖PΩ⊥(R′UV′)‖∞ ≤ ‖Q‖∞,∞‖bΩ‖∞ + ‖PΩ⊥(R′UV′)‖∞. (2.16)
Next, upper-bounds are obtained for ‖Q‖ and ‖Q‖∞,∞; see Appendix for a proof.
Lemma 2.4 Assume that each column and row of A0 contains at most k nonzero elements.
If µ(ΩR,Φ) < 1 and δk(R) < 1 hold, then
‖Q‖ ≤ ν1 :=
[
1
c(1− δk(R))(1− µ(ΩR,Φ))2 − 1
]1/2
.
If the tighter condition I) holds instead, then
‖Q‖∞,∞ ≤ ν2 := ω
(1− µ(ΩR,Φ))2(1− δk(R))− ω .
Going back to (2.15)-(2.16), note that ‖BΩ‖∞ = ‖bΩ‖∞ and ‖BΩ‖F = ‖bΩ‖, which can be
respectively upper-bounded as
‖BΩ‖∞ = ‖λsign(A0)− PΩ(R′UV′)‖∞
≤ λ+ ‖PΩ(R′UV′)‖∞ (2.17)
‖BΩ‖F = ‖λsign(A0)− PΩ(R′UV′)‖F
≤ λ√s+ ‖PΩ(R′UV′)‖F . (2.18)
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Finally, ‖PΩ(R′UV′)‖F itself can be bounded above as
‖PΩ(R′UV′)‖2F = |〈PΩ(R′UV′),PΩ(R′UV′)〉|
(a)
= |〈R′UV′,PΩ(R′UV′)〉|
= |〈UV′,RPΩ(R′UV′)〉|
(b)
= |〈PΦ(UV′),PΦ(RPΩ(R′UV′))〉|
(c)
≤ ‖PΦ(UV′)‖F ‖PΦ(RPΩ(R′UV′))‖F
(d)
≤ ‖UV′‖Fµ(Φ,Ωr)‖RPΩ(R′UV′)‖F
(e)
≤ √rµ(Φ,Ωr)c1/2(1 + δk(R))1/2
× ‖PΩ(R′UV′)‖F (2.19)
where (a) is due to (2.5), (b) follows because UV′ ∈ Φ (thus PΦ(UV′) = UV′) and from
the property in (2.5). Moreover, (c) is a direct result of the Cauchy-Schwarz inequality,
while (d) and (e) come from (2.6) and (2.7), respectively, and the assumption that number
of nonzero elements per column of A0 does not exceed k. All in all, ‖PΩ(R′UV′)‖F ≤
√
rµ(Φ,ΩR)c
1/2(1 + δk(R))
1/2 and (2.18) becomes
‖BΩ‖F ≤ λ
√
s+
√
rµ(Φ,Ωr)c
1/2(1 + δk(R))
1/2. (2.20)
Upon substituting (2.17), (2.20) and the bounds in Lemma 2.4 into (2.15) and (2.16), one
finds that c2) and c3) hold if there exists λ > 0 such that
(1 + ν1)
[
λ
√
s+
√
rµ(ΩR,Φ)c
1/2(1 + δk(R))
1/2
]
< 1 (2.21a)
ν2
(
λ+ ‖PΩ(R′UV′)‖∞
)
+ ‖PΩ⊥(R′UV′)‖∞ < λ (2.21b)
hold. Recognizing that ξR(U,V) = max{‖PΩ(R′UV′)‖∞, ‖PΩ⊥(R′UV′)‖∞}, the left-hand
side of (2.21b) can be further bounded. After straightforward manipulations, one deduces
that conditions (2.21a) and (2.21b) are satisfied for λ ∈ (λmin, λmax) if ν2 < 1, where
λmin :=
(
1 + ν2
1− ν2
)
ξR(U,V)
λmax :=
1√
s
[
(1 + ν1)
−1 −√rµ(ΩR,Φ)c1/2(1 + δk(R))1/2
]
.
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Clearly, it is still necessary to ensure λmax > λmin so that the LN solution (2.14) meets
the requirements c1)-c3) [equivalently, Γˆ in Remark 2.3 satisfies C1)-C4) from Lemma 2.2].
Condition λmax > λmin is equivalent to II) in Theorem 2.1, and the proof is now complete.
Remark 2.4 (Satisfiability) From a high-level vantage point, Theorem 2.1 asserts that
(P1) recovers {X0,A0} when the components X0 and RA0 are sufficiently incoherent, and
the compression matrix R has good restricted isometry properties. It should be noted
though, that given a triplet {X0,A0,R} in general one cannot directly check whether the
sufficient conditions I) and II) hold, since e.g., δk(R) is NP-hard to compute [29]. This
motivates finding a class of (possibly random) matrices {X0,A0,R} satisfying I) and II),
the subject dealt with next.
2.6 Matrices Satisfying the Conditions for Exact Recovery
This section investigates triplets {X0,A0,R} satisfying the conditions of Theorem 2.1,
henceforth termed admissible matrices. Specifically, it will be shown that low-rank, sparse,
and compression matrices drawn from certain random ensembles satisfy the sufficient con-
ditions of Theorem 2.1 with high probability.
2.6.1 Uniform sparsity model
Matrix A0 is said to be generated according to the uniform sparsity model, when drawn
uniformly at random from the collection of all matrices with support size s. There is no
restriction on the amplitude of the nonzero entries. An attractive property of this model
is that it guarantees (with high probability) that no single row or column will monopolize
most nonzero entries of A0, for sufficiently large A0 and appropriate scaling of the sparsity
level. This property is formalized in the following lemma (for simplicity in exposition it is
henceforth assumed that that A0 is a square matrix, i.e., F = T ).
Lemma 2.5 [33] If A0 ∈ RF×F is generated according to the uniform sparsity model with
‖A0‖0 = s, then the maximum number k of nonzero elements per column or row of A0 is
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bounded as
k ≤ s
F
log(F )
with probability higher than 1−O(F−ζ), for s = O(ζF ).
In practice, it is simpler to work with the Bernoulli model that specifies supp(A0) =
{(i, j) : bi,j = 1}, where {bi,j} are independent and identically distributed (i.i.d.) Bernoulli
random variables taking value one with probability pi := s/F 2, and zero with probability 1−
pi. There are three important observations regarding the Bernoulli model. First, |supp(A0)|
is a random variable, whose expected value is s and matches the uniform sparsity model.
Second, arguing as in [25, Lemma 2.2] one can claim that if (P1) exactly recovers {X0,A0}
from data Y = X0 + RA0, it will also exactly recover {X0, Aˇ0} from Yˇ = X0 + RAˇ0
when supp(Aˇ0) ⊆ supp(A0) and the nonzero entries coincide. Third, following the logic
of [28, Section II.C] one can prove that the failure rate1 for the uniform sparsity model is
bounded by twice the failure rate corresponding to the Bernoulli model. As a result, any
recovery guarantee established for the Bernoulli model holds for the uniform sparsity model
as well.
In addition to the bound for k in Lemma 2.5, the Bernoulli model can be used to bound
µ(Φ,ΩR) in terms of the incoherence parameters {γR(U), γ(V)} and the RIC δk(R). For a
proof, see Appendix.
Lemma 2.6 Let Λ :=
√
c(1 + δ1(R))
[
γ2R(U) + γ
2(V)
]1/2
and n := max{L,F}. Suppose
A0 ∈ RF×F is generated according to the Bernoulli model with Pr(bi,j = 1) = pi, and
RR′ = IL. Then, there exist positive constants C and τ such that
µ(Φ,ΩR) ≤
√
c−1(1− δk(R))−1pi
[
CΛ
√
log(LF )/pi + τΛ log(n) + 1
]1/2
(2.22)
holds with probability at least 1− n−CpiΛτ if δk(R) and the right-hand side of (2.22) do not
exceed one.2
1The failure rate is defined as Pr(Aˆ 6= A0), where Aˆ is the solution of (P1).
2Even though one has n = F and pi = s/F 2 in the problem studied here, Lemma 2.6 is stated using n
and pi to retain generality.
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Consider (2.22) when Λ is small enough so that the quantity inside the square brackets
is close to one. One obtains µ(Φ,ΩR) ≤
√
c−1(1− δk(R))−1pi, which reduces to the bound
µ(Φ,Ω) ≤ √pi derived in [25, Section 2.5] for the special case R = IL. Hence, the price
paid in terms of coherence increase due to R is roughly
√
c−1(1− δk(R))−1 > 1. As
expected, (2.22) also shows that for R with small RICs the incoherence between subspaces
Φ and ΩR becomes smaller, and identifiability is more likely.
The result in Lemma 2.6 allows one to ‘eliminate’ µ(Φ,ΩR) from the sufficient conditions
in Theorem 2.1, which can thus be expressed only in terms of {γR(U), γ(V), ξR(U,V)} and
the RICs of R. In the following sections, random low-rank and compression matrices giving
rise to small incoherence parameters and RICs are described.
2.6.2 Random orthogonal model
Among other implications, matrices X0 and R with small γR(U) and ξR(U,V) are such
that the columns of R (approximately) fall outside the column space of X0. From a design
perspective, this suggests that the choice of an admissible X0 (or in general an ensemble of
low-rank matrices) should take into account the structure of R, and vice versa. However,
in the interest of simplicity one could seek conditions dealing with X0 and R separately,
that still ensure γR(U) and ξR(U,V) are small. This way one can benefit from the existing
theory on incoherent low-rank matrices developed in the context of matrix completion [27],
and matrices with small RICs useful for CS [28,114]. Admittedly, the price paid is in terms
of stricter conditions that will reduce the set of admissible matrices.
In this direction, the next lemma bounds γR(U) and ξR(U,V) in terms of γ(U) :=
maxi ‖PUei‖, γ(V) and δk(R).
Lemma 2.7 If η(R) := maxi ‖Rei‖1/‖Rei‖, it then holds that
γR(U) ≤ η(R)γ(U) (2.23)
ξR(U,V) ≤
√
c(1 + δ1(R))η(R)γ(U)γ(V). (2.24)
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Proof: Starting from the definition
γR(U) = max
i
‖PURei‖
‖Rei‖ = maxi
‖PU
∑
` e`e
′
`Rei‖
‖Rei‖
(a)
≤ max
i
∑
` ‖PUe`‖|e′`Rei|
‖Rei‖
(b)
≤ γ(U) max
i
‖Rei‖1
‖Rei‖ (2.25)
where (a) follows from the Cauchy-Schwarz inequality, and (b) from the definition of γ(U).
Likewise, applying the definition of ξR(U,V) one obtains
ξR(U,V) = max
i,j
|e′iR′UV′ej |
(c)
≤ max
i
‖U′Re′i‖max
i
‖V′ej‖
≤
√
c(1 + δ1(R))γR(U)γ(V)
(d)
≤
√
c(1 + δ1(R))η(R)γ(U)γ(V) (2.26)
where (c) follows from the Cauchy-Schwarz inequality, and (d) is due to (2.25).
The bounds (2.23) and (2.24) are proportional to γ(U) and γ(V). This prompts one
to consider incoherent rank-r matrices X0 = UΣV
′ generated from the random orthogonal
model, which is specified as follows. The singular vectors forming the columns of U and
V are drawn uniformly at random from the collection of rank-r partial isometries in RL×r
and RF×r, respectively. There is no need for U and V to be statistically independent,
and no restriction in placed on the singular values in the diagonal of Σ. The adequacy of
the random orthogonal model in generating incoherent low-rank matrices is justified by the
following lemma (recall T = F ≥ L).
Lemma 2.8 [33] If X0 = UΣV
′ ∈ RL×F is generated according to the random orthogonal
model with rank(X0) = r, then
max{γ(U), γ(V)} ≤
√
max{r, log(F )}
F
with probability exceeding 1−O(F−3 log(F )).
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2.6.3 Random compressive matrices
With reference to Lemma 2.7 [cf. (2.23) and (2.24)], it is clear that an incoherent X0 alone
may not suffice to yield small γR(U) and ξR(U,V). In addition, η(R) ∈ [1,
√
L] should be
as close as possible to one. This can be achieved e.g., when R is sparse across each column.
Note that the lower bound of unity is attained when R has at most a single nonzero element
per column, as it is the case when R = IL.
The aforementioned observations motivate considering block-diagonal compression ma-
trices R ∈ RL×F , consisting of blocks {Ri ∈ R`×f} where ` ≤ f . The number of blocks is
nb := F/f assuming that f divides F . The i-th block is generated according to the bounded
orthonormal model as follows; see e.g., [114]. For some positive constant K, (deterministi-
cally) choose a unitary matrix Ψ ∈ Rf×f with bounded entries
max
(t,k)∈F×F
|Ψt,k| ≤ K (2.27)
where F := {1, ..., f}. For each i = 1, . . . , nb form Ri := ΘT (i)Ψ, where ΘT (i) :=
[e
t
(i)
1
, . . . , e
t
(i)
`
]′ ∈ R`×f is a random row subsampling matrix that selects the rows of Ψ
indexed by T (i) := {t(i)1 , ..., t(i)` } ⊂ F . In words, ΘT (i) is formed by those ` rows of If
indexed by T (i). The row indices in T (i) are selected independently at random, with uni-
form probability 1/f from F . By construction, RiR′i = I`, i = 1, . . . , nb, which ensures
RR′ = IL as required by Theorem 2.1. Most importantly, the next lemma states that such
a construction of Ri leads to small RICs with high probability; see e.g., [114] for the proof.
Lemma 2.9 [114] Let Ri ∈ R`×f be generated according to the bounded orthonormal model.
If for some ki ∈ [1, f ],  ∈ (0, 1) and µ ∈ (0, 1/2] the following condition
`
log(10`)
≥ DK2µ−2s log2(100ki) log(4f) log(7−1) (2.28)
holds where the constant D ≤ 243, 150, then δki(Ri) ≤ µ with probability greater than 1− .
Lemma 2.9 asserts that for large enough `, the RIC δki(Ri) = O(log(100ki) log(10`) log(4f)1/2√
ki/`) with overwhelming probability.
Let ki denote the maximum number of nonzero elements per ‘trimmed’ column of A0,
the trimming being defined by the block of rows of A0 that are multiplied by Ri when
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carrying out the product RA0. With these definitions, the RIC of R is bounded as δk(R) ≤
maxi{δki(Ri)}. For δk(R) to be small as required by Theorem 2.1, the ki should be much
smaller than `. Since A0 is generated according to the uniform sparsity model outlined
in Section 2.6.1, its nonzero elements are uniformly spread across rows and columns as
per Lemma 2.5. Formally, it holds that ki ≤ κ := (s/Fnb) log(Fnb) with probability
1−O([Fnb]−ζ), where s = ‖A0‖0 = ζFnb; see e.g., [20]. Accordingly, from Lemma 2.9 one
can infer that δk(R) = O(log(100κ) log(10`) log(4f)1/2
√
κ/`) with high probability. Note
that the bound for δk(R) depends on k through the variable s in κ, and the relationship
between s and k in Lemma 2.5. Regarding the RIC θ1,1(R), it is bounded as θ1,1(R) ≤
δ2(R) [29]. The normalization constant c in (2.7) and (2.8) also equals L/F  1. Recalling
η(R) (cf. Lemma 2.7) which was subject of the initial discussion in this section, it turns
out that for such a construction of R one obtains η(R) ≤ √` √L.
Remark 2.5 (Row and column permutations) The class of admissible compression
matrices can be extended to matrices which are block diagonal up to row and column
permutations. Let Πr (Πc) denote, respectively, the row (column) permutation matrices
that render R block diagonal. Instead of (2.1) consider ΠrY = ΠrX0 + ΠrRΠcΠ
′
cA0 and
note that ΠrX0 has the same coherence parameters as X0, while ΠrRΠc has the same
RICs as R, and Π′cA0 is still uniformly sparse. Thus, one can feed the transformed data
to (P1) and since Πr and Πc are invertible, {X0,A0} can be readily obtained from the
recovered {ΠrX0,Π′cA0}.
2.6.4 Closing the loop
According to Lemmata 2.6 and 2.7, the incoherence parameters µ(Φ,ΩR), γR(U) and
ξR(U,V) which play a critcal role toward exact decomposability in Theorem 2.1, can
be upper-bounded in terms of γ(U) and γ(V). For random matrices {X0,A0,R} drawn
from specific ensembles, Lemmata 2.5, 2.8 and 2.9 assert that the incoherence parameters
γ(U) and γ(V) as well as the RICs δk(R) and θ1,1(R), are bounded above in terms of
r = rank(X0), the degree of sparsity s = ‖A0‖0, and the underlying matrix dimensions
L,F, `, f . Alternative sufficient conditions for exact recovery, expressible only in terms of
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the aforementioned basic parameters, can be obtained by combining the bounds of this
section along with I) and II) in Theorem 2.1. Hence, in order to guarantee that (P1) re-
covers {X0,A0} with high probability and for given matrix dimensions, it suffices to check
feasibility of a set of inequalities in r and s.
To this end, focus on the asymptotic case where L and F are large enough, while F = T
for simplicity in exposition. Recall the conditions of Theorem 2.1 and suppose δk(R) = o(1)
and µ(Φ,ΩR) = o(1). This results in α ≈
√
F/L and χ ≈ ω when L  F . Satisfaction
of I) and II) then requires O(1) summands in both sides of II) when multiplied with α√s,
which gives rise to ξR(U,V) = O(
√
L/Fs), µ(Φ,ΩR) = O(1/
√
r), and ω = O(1) < 1.
The latter which is indeed the bottleneck constraint can be satisfied if θ1,1(R) = O(1/k),
θ1,1(R)γ
2(V) = O(1/s), γ2R(U) = O(1/k), γ2(V) = O(1/k), and γ2R(U)γ2R(V) = O(1/s).
Utilizing the bounds in Lemmata 2.6–2.9 establishes the next corollary.
Corollary 2.3 Consider given matrices Y ∈ RL×F and R ∈ RL×F obeying Y = X0+RA0,
where r := rank(X0) and s := ‖A0‖0. Suppose that: (i) X0 is generated according to the
random orthogonal model; (ii) A0 is generated according to the uniform sparsity model;
and (ii) R = bdiag(R1, . . . ,Rnb) with blocks Ri ∈ R`×f generated according to the bounded
orthogonal model. Define r˜ := max{r, log(F )}. If r and s satisfy
i) r˜ - F`
ii) s - min
{
F 2
` log(F )r˜ ,
F 2
r˜2
, F
√
`
log(10`) log1/2(4f)r˜
}
iii)
√
s log
(
100 sf
F 2
log
(
F 2
f
))
≺
[
F 2`
f log(F 2/f) log2(f)
]1/2
there is a positive λ for which (P1) recovers {X0,A0} with high probability.
Remark 2.6 (Results for principal component pursuit) For an ensemble of random
matrices {X0,A0}, the induced recovery results for PCP in Corollary 2.1 are simplified and
compared here with those obtained in [25], [33], and [34]. To be aligned with [25] and [34],
the ρ-incoherent low-rank matrix model in [25] is adopted for X0, where γ(U) = γ(V) =√
ρr/L, and ξ(U,V) =
√
ρr/L for some constant ρ > 0. Matrix A0 is also drawn from
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the uniform sparsity model outlined in Section 2.6.1. From Corollary 2.1 and the results
in Lemmata 2.5-2.6, it follows that s - L2log(L) min{1r , Lr3 } suffices for exact recovery with
high probability. In particular, if r ≤ √L, the pair (r, s) should only satisfy sr - L2log(L) .
In contrast, results in [33] only offer recovery guarantees for rank and sparsity levels up
to s
√
r - L3/2log(L) , which are weaker than those derived from Corollary 2.1 as r ≤ L. The
results in [33] have been improved in [34, Theorem 3], which allows rank and sparsity levels
up to sr - L2log(L) as obtained from Corollary 2.1. Note that Corollary 2.1, [33], and [34]
offer deterministic reconstruction guarantees, where [34] yields the best results. Still in
the aforementioned random setting, the condition induced from Corollary 2.1 is comparable
with [34] thanks to the existing tight probabilistic bounds for µ(Φ,Ω). The results in [25]
however, build on the uniform sparsity model for A0, and provide superior probabilistic
guarantees up to s - L2 and r - L.
It is worth noting that in the presence of the compression matrix R more stringent
conditions are imposed on the rank and sparsity level, as stated in Corollary 2.3. This is
mainly because of the dominant summand θ1,1(R)[
√
2k + sγ2(V )] in ω (cf. Theorem 2.1),
which limits the extent to which r and s can be increased. If the correlation between any two
columns of R is small, then higher rank and less sparse matrices can be exactly recovered.
2.7 Algorithms
This section deals with iterative algorithms to solve the non-smooth convex optimization
problem (P1).
2.7.1 Accelerated proximal gradient (APG) algorithm
The class of accelerated proximal gradient algorithms were originally studied in [110, 111],
and they have been popularized for `1-norm regularized regression; mostly due to the suc-
cess of the fast iterative shrinkage-thresholding algorithm (FISTA) [14]. Recently, APG
algorithms have been applied to matrix-valued problems such as those arising with nuclear-
norm regularized estimators for matrix completion [139], and for (stable) PCP [80, 163].
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APG algorithms offer several attractive features, most notably a convergence rate guaran-
tee of O(1/√) iterations to return an −optimal solution. In addition, APG algorithms
are first-order methods that scale nicely to high-dimensional problems arising with large
networks.
The algorithm developed here builds on the APG iterations in [80], proposed to solve
the stable PCP problem. One can relax the equality constraint in (P1) and instead solve
(P2) min
S
{
ν‖X‖∗ + νλ‖A‖1 + 1
2
‖Y −X−RA‖2F
}
with S := [X′,A′]′, where the least-square term penalizes violations of the equality con-
straint, and ν > 0 is a penalty coefficient. When ν approaches zero, (P2) achieves
the optimal solution of (P1) [17]. The gradient of f(S) := 12‖Y − X − RA‖2F is Lip-
schitz continuous with a (minimum) Lipschitz constant Lf = λmax([IL R]
′[IL R]), i.e.,
‖∇f(S1)−∇f(S2)‖ ≤ Lf‖S1 − S2‖, ∀ S1,S2 in the domain of f .
Instead of directly optimizing the cost in (P2), APG algorithms minimize a sequence of
overestimators, obtained at judiciously chosen points T. Define g(S) := ν‖X‖∗ + νλ‖A‖1
and form the quadratic approximation
Q(S,T) := f(T) + 〈∇f(T),S−T〉+ Lf
2
‖S−T‖2F + g(S)
=
Lf
2
‖S−G‖2F + g(S) + f(T)−
1
2Lf
‖∇f(T)‖2F (2.29)
where G := T − (1/Lf )∇f(T). With k = 1, 2, . . . denoting iterations, APG algorithms
generate the sequence of iterates
S[k] := arg min
S
Q(S,T[k − 1])
= arg min
S
{
Lf
2
‖S−G[k]‖2F + g(S)
}
(2.30)
where the second equality follows from the fact that the last two summands in (2.29)
do not depend on S. There are two key aspects to the success of APG algorithms.
First, is the selection of the points T[k] where the sequence of approximations Q(S,T[k])
are formed, since these strongly determine the algorithm’s convergence rate. The choice
T[k] = S[k] + t[k−1]−1t[k] (S[k]− S[k − 1]), where t[k] =
[
1 +
√
4t2[k − 1] + 1
]
/2, has been
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shown to significantly accelerate the algorithm resulting in convergence rate no worse than
O(1/k2) [14]. The second key element stems from the possibility of efficiently solving the se-
quence of subproblems (2.30). For the particular case of (P2), note that (2.30) decomposes
into
X[k + 1] := arg min
X
{
Lf
2
‖X−GX [k]‖2F + ν‖X‖∗
}
(2.31)
A[k + 1] := arg min
A
{
Lf
2
‖A−GA[k]‖2F + νλ‖A‖1
}
(2.32)
where G[k] = [G′X [k] G
′
A[k]]
′. Letting Sτ (M) with (i, j)-th entry given by
sign(mi,j) max{|mi,j |−τ, 0} denote the soft-thresholding operator, and UΣV′ = svd(GX [k])
the singular value decomposition of matrix GX [k], it follows that (see, e.g. [80])
X[k + 1] = US ν
Lf
[Σ]V′, A[k + 1] = S λν
Lf
[GA[k]]. (2.33)
A continuation technique is employed to speed-up convergence of the APG algorithm. The
penalty parameter ν is initialized with a large value ν0, and is decreased geometrically until
it reaches the target value of ν¯. The APG algorithm is tabulated as Algorithm 1. Similar
to [80] and [139], the iterations terminate whenever the norm of Z[k + 1] in
Z[k + 1] :=
 Lf (TX [k]−X[k + 1]) + (X[k + 1] + RA[k + 1]−TX [k]−RTA[k])
Lf (TA[k]−A[k + 1]) + R′(X[k + 1] + RA[k + 1]−TX [k]−RTA[k])

drops below some prescribed tolerance, i.e., ‖Z[k + 1]‖F ≤ tol × max(1, Lf‖X[k]‖F ). As
detailed in [139], the quantity ‖Z[k + 1]‖F upper bounds the distance between the origin
and the set of subgradients of the cost in (P2), evaluated at S[k + 1].
Before concluding this section, it is worth noting that Algorithm 1 has good convergence
performance, and quantifiable iteration complexity as asserted in the following proposition
adapted from [14,80].
Proposition 2.2 [80] Let h(.) and {A¯, X¯} denote, respectively, the cost and an optimal
solution of (P2) when ν := ν¯. For k > k0 :=
log(ν0/ν¯)
log(1/υ) , the iterates {A[k],X[k]} generated
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Algorithm 1 : APG solver for (P1)
input Y,R, λ, υ, ν0, ν¯Lf = λmax([IL R]
′[IL R])
initialize X[0] = X[−1] = 0L×T , A[0] = A[−1] = 0F×T , t[0] = t[−1] = 1, and set k = 0.
while not converged do
TX [k] = X[k] +
t[k−1]−1
t[k] (X[k]−X[k − 1]).
TA[k] = A[k] +
t[k−1]−1
t[k] (A[k]−A[k − 1]).
GX [k] = TX [k] +
1
Lf
(Y −TX [k]−RTA[k]).
GA[k] = TA[k] +
1
Lf
R′ (Y −TX [k]−RTA[k]).
UΣV′ = svd(GX [k]), X[k + 1] = USν[k]/Lf (Σ)V′.
A[k + 1] = Sλν[k]/Lf (GA[k]).
t[k + 1] =
[
1 +
√
4t2[k] + 1
]
/2
ν[k + 1] = max{υν[k], ν¯}
k ← k + 1
end while
return X[k], A[k]
by Algorithm 1 satisfy
|h(A[k],X[k])− h(A¯, X¯)| ≤ 4‖A[k0]− A¯‖
2
F
(k − k0 + 1)2
+
4‖X[k0]− X¯‖2F
(k − k0 + 1)2 .
2.7.2 Alternating-direction method-of-multipliers (ADMM) algorithm
The alternating-direction method of multipliers (AD-MoM) is an iterative augmented La-
grangian method especially well-suited for parallel processing [18], which has been proven
successful to tackle the optimization tasks encountered e.g., in statistical learning prob-
lems [105], [21]. While the AD-MoM could be directly applied to (P1), R couples the
entries of A and it turns out this yields more difficult `1-norm minimization subproblems
per iteration. To overcome this challenge, a common technique is to introduce an auxiliary
2.7 Algorithms 50
(decoupling) variable B, and formulate the following optimization problem
(P3) min
{X,A,B}
‖X‖∗ + λ‖A‖1
s. to Y = X + RB (2.34)
B = A (2.35)
which is equivalent to (P1). To tackle (P3), associate Lagrange multipliers M˜ and M¯ with
the constraints (2.34) and (2.35), respectively. Next, introduce the quadratically augmented
Lagrangian function
L(X,A,B, M˜, M¯) = ‖X‖∗ + λ‖A‖1
+ 〈M˜,B−A〉+ 〈M¯,Y −X−RB〉
+
c
2
‖Y −X−RB‖2F +
c
2
‖A−B‖2F (2.36)
where c is a positive penalty coefficient. Splitting the primal variables into two groups
{X,A} and {B}, the AD-MoM solver entails an iterative procedure comprising three steps
per iteration k = 1, 2, . . .
[S1] Update dual variables:
M˜[k] = M˜[k − 1] + c(B[k]−A[k]) (2.37)
M¯[k] = M¯[k − 1] + c(Y −X[k]−RB[k]) (2.38)
[S2] Update first group of primal variables:
X[k + 1] = arg min
X
{ c
2
‖Y −X−RB[k]‖2F − 〈M¯[k],X〉+ ‖X‖∗
}
. (2.39)
A[k + 1] = arg min
A
{ c
2
‖A−B[k]‖2F − 〈M˜[k],A〉+ λ‖A‖1
}
. (2.40)
[S3] Update second group of primal variables:
B[k + 1] = arg min
B
{ c
2
‖Y −X[k + 1]−RB‖2F +
c
2
‖A[k + 1]−B‖2F − 〈R′M¯[k]− M˜[k],B〉
}
(2.41)
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This three-step procedure implements a block-coordinate descent on the augmented La-
grangian, with dual variable updates. The minimization (2.39) can be recast as (2.31), hence
X[k+ 1] is iteratively updated through singular value thresholding. Likewise, (2.40) can be
put in the form (2.32) and the entries of A[k+ 1] are updated via parallel soft-thresholding
operations. Finally, (2.41) is a strictly convex unconstrained quadratic program, whose
closed-form solution is obtained as the root of the linear equation corresponding to the
first-order condition for optimality. The AD-MoM solver is tabulated under Algorithm 2.
Suitable termination criteria are suggested in [21, p. 18].
Conceivably, F can be quite large, thus inverting the F ×F matrix R′R + IF to update
B[k + 1] could be complex computationally. Fortunately, the inversion needs to be carried
out once, and can be performed and cached off-line. In addition, to reduce the inversion cost,
the SVD of the compression matrix R = URΣRV
′
R can be obtained first, and the matrix
inversion lemma can be subsequently employed to obtain [R′R + IF ]−1 = [IL −VRCV′R],
where C := diag
(
σ21
1+σ21
, ...,
σ2L
1+σ2p
)
and p = rank(R)  F . Finally, note that the AD-MoM
algorithm converges to the global optimum of the convex program (P1) as stated in the
next proposition.
Proposition 2.3 [18] For any value of the penalty coefficient c > 0, the iterates
{X[k],A[k]} converge to the optimal solution of (P1) as k →∞.
Before moving on to performance evaluation, a couple of remarks are in order.
Remark 2.7 (Trade-off between stability and convergence rate) The APG algo-
rithm exhibits a convergence rate guarantee of O(1/k2) [110], while AD-MoM only attains
O(1/k) [57]. For the problem considered here, APG needs an appropriate continuation
technique to achieve the predicted performance [80]. Extensive numerical tests with Algo-
rithm 1 suggest that the convergence rate can vary considerably for different choices e.g.,
of the matrix R. The AD-MoM algorithm on the other hand exhibits less variability in
terms of performance, and only requires tuning c. It is also better suited for the constrained
formulation (P1), since it does not need to resort to a relaxation.
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Algorithm 2 : AD-MoM solver for (P1)
input Y,R, λ, c
initialize X[0] = M¯[−1] = 0L×T , A[0] = B[0] = M˜[−1] = 0F×T , and set k = 0.
while not converged do
[S1] Update dual variables:
M˜[k] = M˜[k − 1] + c(B[k]−A[k])
M¯[k] = M¯[k − 1] + c(Y −X[k]−RB[k])
[S2] Update first group of primal variables:
UΣV′ = svd(Y −RB[k] + c−1M¯[k]), X[k + 1] = US1/c(Σ)V′.
A[k + 1] = c−1Sλ(M˜[k] + cB[k]).
[S3] Update second group of primal variables:
B[k + 1] = A[k + 1] + (R′R + IF )−1
[
R′(Y −X[k + 1]−RA[k + 1])− c−1(M˜[k]−R′M¯[k])
]
k ← k + 1
end while
return A[k],X[k]
Remark 2.8 (Distributed algorithms) In the anomaly detection context outlined in
Section 2.8.2, implementing Algorithms 1 and 2 presumes that network nodes communi-
cate their local link traffic measurements to a central monitoring station, which uses their
aggregation in Y to unveil anomalies. While for the most part this is the prevailing op-
erational paradigm adopted in current networks, there are limitations associated with this
architecture. For instance, fusing all this information may entail excessive communication
overhead. Moreover, minimizing the exchanges of raw measurements may be desirable to
reduce unavoidable communication errors that translate to noise and missing data. Per-
forming the optimization in a centralized fashion also raises robustness concerns, since the
central monitoring station represents an isolated point of failure. These reasons motivate de-
vising fully-distributed algorithms for unveiling anomalies in large scale networks, whereby
each node carries out simple computational tasks locally, relying only on its local measure-
ments and messages exchanged with its directly connected neighbors. This is the subject
dealt with in an algorithmic companion paper [95], which puts forth a general framework for
in-network sparsity-regularized rank minimization.
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2.8 Performance Evaluation
The performance of (P1) is assessed in this section via computer simulations.
Selection of tuning parameters. Theorem 2.1 provides a range of parameters λ ∈
(λmin, λmax) such that (P1) exactly recovers {X0,A0} in (2.1). However, it may be in-
feasible to compute {λmin, λmax}, since they depend on e.g., δk(R) which is NP-hard to
evaluate [29]. Besides, in practice the observations (2.1) are typically contaminated with
noise E ∈ RL×T [cf. (2.3)]. To account for the noise, the optimization problem (P2) is con-
sidered, where for convenience the sparsity and rank-controlling parameters are redefined
here as λ1 := νλ and λ∗ := ν, respectively. To tune {λ1, λ∗}, a simple strategy is to opti-
mize the relative error ‖Aˆ−A0‖F /‖A0‖F , with A0 and Aˆ denoting the true and estimated
sparse matrices, respectively. In particular, one needs to perform a grid search over the
bounded two-dimensional region R := {(λ1, λ∗) : λ1 ∈ (0, ‖R′Y‖∞], λ∗ ∈ (0, ‖Y‖]}. The
corresponding bounds are derived from the optimality conditions for (P2), which indicate
that for (λ1, λ∗) ∈ Rc the optimal solution is {0L×T ,0F×T }.
Practical rules that do not require knowledge of A0 can be devised along the lines of [7]
and [26]. Supposing that the true values are zero, choosing λ1 > ‖R′E‖∞ and λ∗ > ‖E‖ the
estimator (P2) outputs {Xˆ = 0L×T , Aˆ = 0F×T }. In general this choice mitigates noise, but
it may overshrink the true values. To avoid overshrinking, these parameters can be chosen
close to their corresponding lower bounds, e.g., pick λ∗ = ‖E‖ and λ1 = ‖R′E‖∞. One can
further simplify the candidate parameters by making the following reasonable assumptions:
i) Gaussian noise el,t ∼ N (0, σ2), and ii) large dimensions F, T →∞. It is then known that
(
√
F+
√
T )−1‖E‖ → σ, almost surely, see e.g., [26], and thus one can pick λ∗ = (
√
F+
√
T )σ.
Also, large deviation tail bounding implies that ‖R′E‖∞ ≤ 4σmaxi ‖Rei‖2 log (FT ) with
high probability, which suggests selecting λ1 = σmaxi ‖Rei‖2 log (FT ). Notice that in the
noiseless case (σ = 0) one can pick λ = λ1/λ∗ = maxi ‖Rei‖ log(FT )/(
√
F +
√
T ).
2.8.1 Exact recovery
Data matrices are generated according to Y = X0 + V
′
RA0. The low-rank component X0
is generated from the bilinear factorization model X0 = V
′
RWZ
′, where W and Z are L×r
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Figure 2.1: Relative error er := ‖A0−Aˆ‖F /‖A0‖F for various values of r and s where L = 105, F =
210, and T = 420. White represents exact recovery (er ≈ 0), while black represents er ≈ 1.
and T × r matrices with i.i.d. entries drawn from Gaussian distributions N (0, 1/L) and
N (0, 1/T ), respectively. Every entry of A0 is randomly drawn from the set {−1, 0, 1} with
Pr(ai,j = −1) = Pr(ai,j = 1) = pi/2. The columns of VR ∈ RF×L comprise the right singular
vectors of the random matrix R = URΣRV
′
R, with i.i.d. Bernoulli entries with parameter
1/2 (cf. Remark 2.2). The dimensions are L = 105, F = 210, and T = 420. To demonstrate
that (P1) is capable of recovering the exact values of {X0,A0}, the optimization problem
is solved for a wide range of values of r and s using the APG algorithm (cf. Algorithm 1).
Let Aˆ denote the solution of (P1) for a suitable value of λ. Fig. 2.1 depicts the relative
error in recovering A0, namely ‖Aˆ−A0‖F /‖A0‖F for various values of r and s. It is apparent
that (P1) succeeds in recovering A0 for sufficiently sparse A0 and low-rank X0 from the
observed data Y. Interestingly, in cases such as s = 0.1×FT or r = 0.3×min(L, T ) there is
hope for recovery. In this example, one can exactly recover {X0,A0} when s = 0.0127×FT
and r = 0.2381 × min(L, T ). A similar trend is observed for the recovery of X0, and
the corresponding plot is omitted to avoid unnecessary repetition. For different sizes of
the matrix R, performance results averaged over ten realizations of the experiment are
listed in Table 2.1. The smaller the compression ratio L/F becomes, less observations
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Table 2.1: Recovery performance by varying the size of R when r = 10 and pi = 0.05.
L rank(X0) ‖A0‖0 rank(Xˆ) ‖Aˆ‖0 ‖Aˆ−A0‖F /‖A0‖F
F 10 4410 10 4419 2.0809× 10−6
F/2 10 4410 10 4407 6.4085× 10−5
F/3 10 4410 10 9365 7.76× 10−2
F/5 10 4410 14 14690 6.331× 10−1
Table 2.2: Performance comparison of LS-PCP and Algorithm 1 averaged over ten random realiza-
tions
.
Algorithm r = 5, pi = 0.01 r = 5, pi = 0.05 r = 10, pi = 0.01 r = 10, pi = 0.05
LS-PCP 0.6901 0.6975 0.7001 0.7023
Algorithm 1 7.81× 10−6 3.037× 10−5 1.69× 10−5 6.4× 10−5
are available and performance degrades accordingly. In particular, the error performance
degrades significantly for a challenging instance where L/F = 0.2 and r = 0.4×min(L,F )
(cf. the last row of Table 2.1).
The results of [25] and [33] assert that exact recovery of {X0,A0} from the observations
Y = X0 + A0 is possible under some technical conditions. Even though the algorithms
therein are not directly applicable here due to the presence of R, one may still consider
applying PCP after suitable pre-processing of Y. One possible approach is to find the LS
estimate of the superposition X0 + A0 as Yˆ = R
†Y, and then feed a PCP algorithm with
Yˆ to obtain {X0,A0}. Comparisons between (P1) and the aforesaid two-step procedure
are summarized in Table 2.2. It is apparent that the heuristic performs very poorly, which
is mainly due to the null space of matrix R (when F = 2L) that renders LS estimation
inaccurate.
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Figure 2.2: Network topology graph.
2.8.2 Unveiling network anomalies
Synthetic network data. A network of N = 20 agents is considered as a realization
of the random geometric graph model, that is, agents are randomly placed on the unit
square and two agents communicate with each other if their Euclidean distance is less than
a prescribed communication range of 0.35; see Fig. 2.2. The network graph is bidirectional
and comprises L = 106 links, and F = N(N − 1) = 380 OD flows. For each candidate OD
pair, minimum hop count routing is considered to form the routing matrix R. With r = 10,
matrices {X0,A0} are generated as explained in Section 2.8.1. With reference to (2.2), the
entries of E are i.i.d., zero-mean, Gaussian with variance σ2, i.e., el,t ∼ N (0, σ2).
Real network data. Real data including OD flow traffic levels are collected from the
operation of the Internet2 network (Internet backbone network across USA) [2]. OD flow
traffic levels are recorded for a three-week operation of Internet2 during Dec. 8–28, 2003 [72].
Internet2 comprises N = 11 nodes, L = 41 links, and F = 121 flows. Given the OD flow
traffic measurements, the link loads in Y are obtained through multiplication with the
Internet2 routing matrix [2]. Even though Y is ‘constructed’ here from flow measurements,
link loads can be typically acquired from simple network management protocol (SNMP)
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traces [137]. The available OD flows are a superposition of ‘clean’ and anomalous traffic,
i.e., the sum of unknown ‘ground-truth’ low-rank and sparse matrices X0 + A0 adhering to
(2.2) when R = IL. Therefore, PCP is applied first to obtain an estimate of the ‘ground-
truth’ {X0,A0}. The estimated X0 exhibits three dominant singular values, confirming the
low-rank property of X0.
Comparison with the PCA-based method. To highlight the merits of the proposed
anomaly detection algorithm, its performance is compared with the workhorse PCA-based
approach of [72]. The crux of this method is that the anomaly-free data is expected to be
low-rank, whereas the presence of anomalies considerably increases the rank of Y. PCA
requires a priori knowledge of the rank of the anomaly-free traffic matrix, and is unable to
identify anomalous flows, i.e., the scope of [72] is limited to a single anomalous flow per
time slot. Different from [72], the developed framework here enables identifying multiple
anomalous flows per time instant. To assess performance, the detection rate will be used
as figure of merit, which measures the algorithm’s success in identifying anomalies across
both flows and time.
For the synthetic data case, ROC curves are depicted in Fig. 2.3 (top), for different
values of the rank required to run the PCA-based method. It is apparent that the proposed
scheme detects accurately the anomalies, even at low false alarm rates. For the particular
case of PF = 10
−4 and PD = 0.97, Fig. 2.3 (bottom) illustrates the magnitude of the
true and estimated anomalies across flows and time. Similar results are depicted for the
Internet2 data in Fig. 2.4, where it is also apparent that the proposed method markedly
outperforms PCA in terms of detection performance. For an instance of PF = 0.04 and
PD = 0.93, Fig. 2.4 (bottom) shows the effectiveness of the proposed algorithm in terms of
unveiling the anomalous flows and time instants.
Remark 2.9 (Incoherence conditions) For the matrices involved in the anomaly detec-
tion problem, some of the incoherence conditions required by Theorem 2.1 may not hold. For
instance, with X0 = RZ0 [cf. (2.2)] quantity γR(U) may not be small enough. In addition,
it is challenging to find binary {0, 1} routing matrices with desirable RICs. Still, the condi-
tions in Theorem 2.1 are only sufficient and the numerical tests in this section demonstrate
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that the proposed algorithm performs well in practice. This observation naturally motivates
follow-up research aimed at closing this gap between theory and practice.
2.9 Closing Comments
This paper deals with recovery of low-rank plus compressed sparse matrices via convex op-
timization. The corresponding task arises with network traffic monitoring, dynamic MRI,
and singing voice separation from music accompaniment, while it encompasses compressive
sampling and principal components pursuit. To estimate the unknowns, a convex optimiza-
tion program is formulated that mininimizes a trade-off between the nuclear and `1-norm
of the low-rank and sparse components, respectively, subject to a data modeling constraint.
A deterministic approach is adopted to characterize local identifiability and sufficient con-
ditions for exact recovery via the aforementioned convex program. Intuitively, the obtained
conditions require: i) incoherent, sufficiently low-rank and sparse components; and ii) a
compression matrix that behaves like an isometry when operating on sparse vectors. Be-
cause these conditions are in general NP-hard to check, it is shown that matrices drawn
from certain random ensembles can be recovered with high probability. First-order iterative
algorithms are developed to solve the nonsmooth optimization problem, which converge to
the globally optimal solution with quantifiable complexity. Numerical tests with synthetic
and real network data corroborate the effectiveness of the novel approach in unveiling traffic
anomalies across flows and time.
One can envision several extensions to this work, which provide new and challenging
directions for future research. For instance, it seems that the requirement of an orthonormal
compression matrix is only a restriction imposed by the method of proof utilized here. There
should be room for tightening the bounds used in the process of constructing the dual
certificate, and hence obtain milder conditions for exact recovery. Building on [34, 163], it
would also be interesting to study stability of the proposed estimator in the presence of
noise and missing data. In addition, one is naturally tempted to search for a broader class
of matrices satisfying the exact recovery conditions, including e.g., non block-diagonal and
binary routing (compression) matrices arising with the network anomaly detection task.
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Figure 2.3: Performance for synthetic data. (Top) ROC curves of the proposed versus the PCA-
based method with pi = 0.001, r = 10 and σ = 0.1. (Bottom) Amplitude of the true and estimated
anomalies for PF = 10
−4 and PD = 0.97. Lines with open and filled circle markers denote the true
and estimated anomalies, respectively.
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Figure 2.4: Performance for Internet2 network data. (Top) ROC curves of the proposed versus the
PCA-based method. (Bottom) Amplitude of the true and estimated anomalies for PF = 0.04 and
PD = 0.93. Lines with open and filled circle markers denote the true and estimated anomalies,
respectively.
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Chapter 3
Tomographic Low-Rank and
Sparse Recovery: Applications to
Network Traffic Monitoring
3.1 Introduction
Emergence of multimedia services and Internet-friendly portable devices is multiplying net-
work traffic volume day by day [149]. Moreover, the advent of diverse networks of intelligent
devices including those deployed to monitor the smart power grid, transportation networks,
medical information networks, and cognitive radio networks, will transform the commu-
nication infrastructure to an even more complex and heterogeneous one. Thus, ensuring
compliance to service-level agreements necessitates ground-breaking management and mon-
itoring tools providing operators with informative depictions of the network state. One such
atlas (set of maps) can offer a flow-time depiction of the network origin-destination (OD)
flow traffic. Situational awareness provided by such maps will be the key enabler for ef-
fective routing and congestion control, network health management, risk analysis, security
assurance, and proactive network failure prevention. Acquiring such diagnosis/prognosis
maps for large networks however is an arduous task. This is mainly because the number
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of OD pairs grows promptly as the network size grows, while probing exhaustively all OD
pairs becomes impractical even for moderate-size networks [128]. In addition, OD flows
potentially undergo anomalies arising due to e.g., cyberattacks and network failures [74],
and the acquired measurements typically encounter misses, outliers, and errors.
Towards creating traffic maps, one typically has access to: (D1) link counts comprising
the superposition of OD flows per link; these counts can be readily obtained using the single
network management protocol (SNMP) [74]; and (D2) partial OD-flow counts recorded
using e.g., the NetFlow protocol [74]. Extensive studies of backbone Internet Protocol (IP)
networks reveals that the nominal OD-flow traffic is spatiotemporally correlated mainly
due to common temporal patterns across OD flows, and exhibits periodic trends (e.g.,
daily or weekly) across time [74]. This renders the nominal traffic having a small intrinsic
dimensionality. Moreover, traffic volume anomalies rarely occur across flows and time [11,
74, 113]. Given the observations (D1) and/or (D2), ample research has been carried out
over the years to tackle the ill-posed traffic inference task relying on various techniques that
leverage the traffic features as prior knowledge; see e.g., [32, 67, 97, 120, 146, 158, 162, 166]
and references therein.
To date, the main body of work on traffic inference relies on least-squares (LS) and
Gaussian [32,162] or Poisson models [146], and entropy regularization [166]. None of these
methods however takes spatiotemporal dependencies of the traffic into account. To enhance
estimation accuracy by exploiting the spatiotemporal dependencies of traffic, attempts have
been made in [120] and [97]. Using the prior spatial and temporal structures of traffic, [120]
applies rank regularization along with matrix factorization to discover the global low-rank
traffic matrix from the link and/or flow counts. The model in [120] is however devoid
of anomalies, which can severely deteriorate traffic estimation quality. In the context of
anomaly detection, our companion work [97] capitalizes on the low-rank of traffic and spar-
sity of anomalies to unveil the traffic volume anomalies from the link loads (D1). Without
OD-flow counts however, the nominal flow-level traffic cannot be identified using the ap-
proach of [97].
The present work addresses these limitations by introducing a novel framework that
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efficiently and scalably constructs network traffic maps. Leveraging recent advances in
compressive sensing and rank minimization, first, a novel estimator is put forth, to effect
sparsity and low rank attributes for the anomalous and nominal traffic components through
`1- and nuclear-norm, respectively. The recovery performance of the sought estimator is then
analyzed in the noise-free setting following a deterministic approach along the lines of [33].
Sufficient incoherence conditions are derived based on the angle between certain subspaces
to ensure the retrieved traffic and anomaly matrices coincide with the true ones. The
recovery conditions yield valuable insights about the network structures and data acquisition
strategies giving rise to accurate traffic estimation. Intuitively, one can expect accurate
traffic estimation if: (a) NetFlow measures sufficiently many randomly selected OD flows;
(b) the OD paths are sufficiently “spread out” so as the routes form a column-incoherent
routing matrix; (c) the nominal traffic is sufficiently low dimensional; and, (d) anomalies
are sporadic enough.
Albeit insightful, the accurate-recovery conditions in practical networks may not hold.
For instance, it may happen that a specific flow undergoes a bursty anomaly lasting for a
long time [11], or certain OD flows may be inaccessible for the entire time horizon of interest
with no NetFlow samples at hand. With the network practical challenges however come op-
portunities to exploit certain structures, and thus cope with the aforementioned challenges.
This work bridges this “theory-practice” gap by incorporating the spatiotemporal patterns
of the nominal and anomalous traffic, both of which can be learned from historical data.
Adopting a Bayesian approach, a novel estimator is introduced for the traffic following a
bilinear characterization of the nuclear- and `1-norms. The resultant nonconvex problem
entails quadratic regularizers loaded with inverse correlation matrices to effect structured
sparsity and low rank for anomalous and nominal traffic matrices, respectively. A system-
atic approach for learning traffic correlations from historical data is also devised taking
advantage of the (cyclo)stationary nature of traffic. Alternating majorization-minimization
algorithms are also developed to obtain iterative estimates, which are provably convergent.
Simulated tests with synthetic network and real Internet-data corroborate the effective-
ness of the novel schemes, especially in reducing the number of acquired NetFlow samples
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needed to attain a prescribed estimation accuracy. In addition, the proposed optimization-
based approach opens the door for efficient in-network and online processing along the lines
of our companion works in [95] and [96]. The novel ideas can also be applicable to various
other inference tasks dealing with recovery of structured low-rank and sparse matrices.
The rest of this paper starts with preliminaries and problem statement in Section 3.2.
The novel estimator to map out the nominal and anomalous traffic is discussed in Sec-
tion 3.3, and pertinent reconstruction claims are established in Section 3.4. Sections 3.5
and 3.6 deal with incorporating the spatiotemporal patterns of traffic to improve estimation
quality. Certain practical issues are addressed in Section 3.8. Simulated tests are reported
in Section 3.9, and finally Section 3.10 draws the conclusions.
3.2 Preliminaries and Problem Statement
Consider a backbone IP network described by the directed graph G(N ,L), where L and N
denote the set of links and nodes (routers) of cardinality |L| = L and |N | = N , respectively.
A set of end-to-end flows F with |F| = F traverse different OD pairs. In backbone networks,
the number of OD flows far exceeds the number of physical links (F  L). Per OD-flow,
multipath routing is considered where each flow traverses multiple possibly overlapping
paths to reach its intended destination. Letting xf,t denote the unknown traffic level of flow
f ∈ F at time t, link ` ∈ L carries the fraction r`,f ∈ [0, 1] of this flow; clearly, r`,f = 0 if
flow f is not routed through link `. The total traffic carried by link ` is then the weighted
superposition of flows routed through link `, that is,
∑
f∈F r`,fxf,t. The weights {r`,f} form
the routing matrix R ∈ [0, 1]L×F , which is assumed fixed and given. These weights are not
arbitrary but must respect the flow conservation law
∑
`∈Lin(n) r`,f =
∑
`∈Lout(n) r`,f , ∀f ∈
F , where Lin(n) and Lout(n) denote the sets of incoming and outgoing links to node n ∈ N ,
respectively.
It is not uncommon for some of flow rates to experience sudden changes, which are
termed traffic volume anomalies that are typically due to the network failures, or cyberat-
tacks [74]. With af,t denoting the unknown traffic volume anomaly of flow f at time t, the
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traffic carried by link ` at time t is
y`,t =
∑
f∈F
r`,f (xf,t + af,t) + v`,t, t ∈ T (3.1)
where the time horizon T comprises T slots, and v`,t accounts for the measurement errors. In
IP networks, link loads can be readily measured via SNMP supported by most routers [74].
Introducing the matrices Y := [y`,t],V := [v`,t] ∈ RL×T , X := [xf,t], and A := [af,t] ∈
RF×T , link counts in (3.1) can be expressed in a compact matrix form as
Y = R (X + A) + V. (3.2)
Here, matrices X and A contain, respectively, the nominal and anomalous traffic flows
over the time horizon T . Inferring (X,A) from the compressed measurements Y is a
severely underdetermined task (recall that L F ), necessitating additional data to ensure
identifiability and improve estimation accuracy. A useful such source is the direct flow-level
measurements
zf,t = xf,t + af,t + wf,t, t ∈ T , f ∈ F (3.3)
where wf,t accounts for measurement errors. The flow traffic in (3.3) is sampled via Net-
Flow [74] at each origin node. This however incurs high cost which means that one can
have measurements (3.3) only for few (f, t) pairs [74]. To account for missing flow-level
data, collect the available pairs (f, t) in the set Π ∈ [F ] × [T ]; introduce also the matrices
ZΠ := [zf,t],WΠ := [wf,t] ∈ RF×T , where zf,t = wf,t = 0 for (f, t) /∈ Π, and associate the
sampling operator PΠ with the set Π, which assigns entries of its matrix argument not in
Π equal to zero, and keeps the rest unchanged. As with X, it holds that PΠ(X) ∈ RF×T .
The flow counts in (3.3) can then be compactly written as
ZΠ = PΠ (X + A) + WΠ. (3.4)
Besides periodicity, temporal patterns common to traffic flows render rows (correspondingly
columns) of X correlated, and thus X exhibits a few dominant singular values which make
it (approximately) low rank [74]. Anomalies on the other hand are expected to occur
occasionally, as only a small fraction of flows are supposed to be anomalous at any given
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time instant, which means A is sparse. Anomalies may exhibit certain patterns e.g., failure
at a part of the network may simultaneously render a subset of flows anomalous; or certain
flows may be subject to bursty malicious attacks over time.
Given the link counts Y obeying (3.2) along with the partial flow-counts ZΠ adhering
to (3.4), and with {R,Π} known, this paper aims at accurately estimating the unknown
low-rank nominal and sparse anomalous traffic pair (X,A).
3.3 Maps of Nominal and Anomalous Traffic
In order to estimate the unknowns of interest, a natural estimator accounting for the low
rank of X and the sparsity of A will be sought to minimize the rank of X, and the number
of nonzero entries of A measured by its `0-(pseudo) norm. Unfortunately, both rank and
`0-norm minimization problems are in general NP-hard [29, 109, 117]. The nuclear-norm
‖X‖∗ :=
∑
k σk(X), where σk(X) signifies the k-th singular value of X, and the `1-norm
‖A‖1 :=
∑
f,t |af,t| are typically adopted as convex surrogates [29, 117]. Accordingly, one
solves
(P1) (Xˆ, Aˆ) = arg min
(X,A)
1
2
‖Y −R(X + A)‖2F
+
1
2
‖PΠ(Z−X−A)‖2F + λ∗‖X‖∗ + λ1‖A‖1
where λ1, λ∗ ≥ 0 are the sparsity- and rank-controlling parameters. From a network oper-
ation perspective, the estimate Aˆ maps out the network health-state across both time and
flows. A large value |aˆf,t| indicates that at time instant t flow f exhibits a sever anomaly,
and therefore appropriate traffic engineering and security tasks need to be run to mitigate
the consequences. The estimated map of nominal traffic Xˆ is also a viable input for network
planning tasks.
From the recovery standpoint, (P1) subsumes several important special cases, which
deal with recovery of Xˆ and/or Aˆ. In the absence of flow counts, i.e., Π = ∅, exact re-
covery of the sparse anomaly matrix Aˆ from link loads is established in [97]. The key to
this is the sparsity present, which enables recovery from compressed linear-measurements.
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However, the (possibly huge) nullspace of R challenges identifiability of the nominal traffic
matrix X, as will be delineated later. Moreover, with only flow counts partially available,
(P1) boils down to the so-termed robust principal component pursuit (PCP), for which
exact reconstruction of the low-rank nominal traffic component is established in [33]. In-
strumental role in this case is played by the dependencies among entries of the low-rank
component, reflected in the observations. Indeed, the matrix of anomalies is not recover-
able since observed entries do not convey any information about the unobserved anomalies.
Furthermore, without the sparse matrix, i.e., A = 0, and only with flow counts partially
available, (P1) boils down to the celebrated matrix completion problem studied e.g., in [26],
which can be applied to interpolate the traffic of unreachable OD flows from the observed
ones at the edge routers.
The aforementioned considerations regarding recovery in these special cases make one
hopeful to retrieve X and A via (P1). Before delving into the analysis of (P1), it is worth
noting that [51] has recently studied recovery of compressed low-rank-plus-sparse matrices,
also known as compressive PCP, where the compression is performed by an orthogonal pro-
jection onto a low-dimensional subspace, and the support of the sparse matrix is presumed
uniformly random. The results require certain subspace incoherence conditions to hold,
which in the considered traffic estimation task impose strong restrictions on the routing
matrix R and the sampling operator PΠ(·). Furthermore, it is unclear how to relate the
subspace incoherence conditions to the well-established incoherence measures adopted in
the context of matrix completion and compressive sampling, which are satisfied by various
classes of random matrices; see e.g., [29, 31].
Before closing this section, it is important to recognize that albeit few the NetFlow
measurement ZΠ, they play an important role in estimating X. In principle, if one merely
knows the link counts Y, it is impossible to accurately identify X when the only prior
information about X and A is that they are sufficiently low-rank and sparse, respectively.
This identifiability issue is formalized in the next lemma.
Lemma 3.1 With NR denoting the nullspace of R, and X0 = U0Σ0V′0, if NR 6= ∅, and
one only knows {Y,R}, then for any W ∈ NR the matrix pair {X1 := X0 + WV′0,A0}:
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(i) is feasible, and (ii) it satisfies rank(X1) ≤ rank(X0) =: r.
Proof: Clearly (i) holds true since RW = 0, and subsequently R(A0 + X1) = R(A0 +
X0) + RWV
′
0 = Y. Also, (ii) readily follows from Sylvester’s inequality [58] which implies
that rank(U0Σ0V
′
0 + WV
′
0) ≤ min{rank(X0 + WV
′
0), rank(V0)} ≤ rank(V0) = r.
3.4 Reconstruction Guarantees
This section studies the exact reconstruction performance of (P1) in the absence of noise,
namely V = 0 and WΠ = 0. The corresponding formulation can be expressed as
(P2) (Xˆ, Aˆ) = arg min
(X,A)
‖X‖∗ + λ‖A‖1
s.to Y = R (X + A) , ZΠ = PΠ (X + A) .
In the sequel, identifiability of (X,A) from the linear measurements {Y,ZΠ} is pursued
first, followed by technical conditions based on certain incoherence measures, to guarantee
(Xˆ = X0, Aˆ = A0), where X0 and A0 are the true low-rank and sparse matrices of interest.
3.4.1 Local identifiability
Let r := rank(X0) and s := ‖A0‖0 denote the rank and sparsity level of the true matrices
of interest. The first issue to address is identifiability, asserting that there is a unique pair
(X0,A0) fulfilling the data constraints: (d1) Y = R(X0 +A0) and (d2) ZΠ = PΠ(X0 +A0).
Apparently, if multiple solutions exist, one cannot hope finding (X0,A0). Before examining
this issue, introduce the subspaces: (s1) NR := {H : RH = 0L×T } as the nullspace of
the linear operator R, and (s2) NΠ := {H ∈ RF×T : supp(H) ⊆ Π⊥} as the nullspace of
the linear operator PΠ(.) [Π⊥ is the complement of Π]. If there exists a perturbation pair
(H1,H2) with H1 + H2 ∈ NR ∩ NΠ so that X0 + H1 and A0 + H2 are still low-rank and
sparse, one may pick the pair (X0 + H1,A0 + H2) as another legitimate solution. This
section aims at resolving such identifiability issues.
Let U0Σ0V
′
0 denote the singular value decomposition (SVD) of X0, and consider the
subspaces: (s3) ΦX0 := {Z ∈ RF×T : Z = U0W′1 + W2V′0, W1 ∈ RT×r, W2 ∈ RF×r} of
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matrices in either the column or row space of X0; (s4) ΩA0 := {H ∈ RF×T : supp(H) ⊆
supp(A0)} of matrices whose support is contained in that of A0. Noteworthy properties
of these subspaces are: (i) since ΦX0 and ΩA0 ⊂ RF×T , it is possible to directly compare
elements from them; (ii) X0 ∈ ΦX0 and A0 ∈ ΩA0 ; and (iii) if Z ∈ Φ⊥X is added to X0, then
rank(Z + X0) > r, and likewise Z ∈ NΩ, for any Z ∈ Ω⊥A0 .
Suppose temporarily that the subspaces ΦX0 and ΩA0 are also known. This extra
piece of information helps identifiability based on data (d1) and (d2) since the potentially
troublesome solutions
Υ1 := {(X0 + H1,A0 + H2) : H1 + H2 ∈ NR ∩NΠ} (3.5)
are restricted to a smaller set. If (X0 + H1,A0 + H2) /∈ Υ2, where
Υ2 := {(X0 + H1,A0 + H2) : H1 ∈ ΦX0 , H2 ∈ ΩA0} (3.6)
that candidate solution is not admissible since it is known a priori that X0 ∈ ΦX0 and A0 ∈
ΩA0 . This notion of exploiting additional knowledge to assure uniqueness is known as local
identifiability [33]. Global identifiability from (d1) and (d2) is not guaranteed. However,
local identifiability will become essential later on to establish the main result. With these
preliminaries, the following lemma puts forth the necessary and sufficient conditions for
local identifiability.
Lemma 3.2 Matrices (X0,A0) satisfy (d1) and (d2) uniquely if and only if (c1) ΦX0 ∩
ΩA0 = {0}; and, (c2) Υ1 ∩Υ2 = {0}.
Condition (c1) implies that for the solutions in Υ2 to be admissible, H1 + H2 must
belong to the subspace ΦX0 ⊕ ΩA0 . Accordingly, (c2) holds true if
NR ∩NΠ ∩ (ΦX0 ⊕ ΩA0) = {0}. (3.7)
Notice that (c1) appears also in the context of low-rank-plus-sparse recovery results in [25,
33]. However, (c2) is unique to the setting here. It captures the impact of the overlap
between the nullspace of R and the operator PΠ(·). Finding simpler sufficient conditions
to assure (c1) and (c2) is dealt with next.
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3.4.2 Incoherence measures
The overlap between any pair of subspaces {ΦX0 ,ΩA0 ,NR,NΠ} plays a crucial role in iden-
tifiability and exact recovery as seen e.g., from Lemma 3.1. To quantify the overlap of the
subspaces e.g., ΦX0 and ΩA0 , consider the incoherence parameter
µ(ΦX0 ,ΩA0) := max
X∈ΩA0
‖X‖F=1
‖PΦX0 (X)‖F , (3.8)
which clearly satisfies µ(ΦX0 ,ΩA0) ∈ [0, 1]. The lower bound is achieved when ΦX0 and ΩA0
are orthogonal, whereas the upperbound is attained when ΦX0 ∩ ΩA0 contains a nonzero
element. To gain further geometric intuition, µ(ΦX0 ,ΩA0) represents the cosine of the angle
between subspaces when they have trivial intersection, namely ΦX0 ∩ΩA0 = {0} [42]. Small
values of µ(ΦX0 ,ΩA0) indicate sufficient separation between ΦX0 and ΩA0 , and thus less
chance of ambiguity when discerning X0 from A0.
It will be seen later that (c1) requires µ(ΦX0 ,ΩA0) < 1. In addition, to ensure (c2) one
needs the incoherence parameter µ(NR∩NΠ,ΦX0⊕ΩA0) < 1. In fact, µ(NR∩NΠ,ΦX0⊕ΩA0)
captures the ambiguity inherent to the nullspace of the compression and sampling operators.
It depends on all subspaces (s1)–(s4), and it is desirable to express it in terms of the
incoherence of different subspace pairs, namely µ(NR,ΩA0), µ(NR,ΦX0), µ(NΠ,ΩA0), and
µ(NΠ,ΦX0). This is formalized in the next claim.
Proposition 3.1 Assume that µ(ΩA0 ,ΦX0) < 1. If either dim(NR∩NΠ) = 0; or, dim(NR∩
NΠ) ≥ 1 and
χ :=
[µ(NΠ,ΦX0) + µ(NR,ΩA0)µ(NΠ,ΩA0)
1− µ(ΩA0 ,ΦX0)
]1/2
< 1
hold, then ΦX0 ∩ ΩA0 = {0} and NR ∩NΠ ∩ (ΦX0 ⊕ ΩA0) = {0}.
Proof: Since µ(ΩA0 ,ΦX0) < 1 and dim(ΦX0⊕ΩA0⊕(NR∩NΠ)) = dim(ΦX0)+dim(ΩA0)+
dim(NR ∩NΩ), [51, Lemma 11] implies that
µ2(ΦX0 ⊕ ΩA0 ,NR ∩NΠ) ≤
[
1− µ(ΦX0 ,ΩA0)
]−1
×[µ2(ΦX0 ,NR ∩NΠ) + µ2(ΩA0 ,NR ∩NΠ)]. (3.9)
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The result then follows by bounding µ2(ΦX0 ,NR∩NΠ) ≤ µ(ΦX0 ,NR)µ(ΦX0 ,NΠ) using the
fact that NR ∩NΠ ∈ NR,NΠ [likewise for µ(ΩA0 ,NR ∩NΠ)], and NR ∩NΦX0 6= {0}.
Apparently, small values of µ(NR,ΩA0) and µ(NΠ,ΦX0) gives rise to a small χ. In
fact, µ(NR,ΩA0) measures whether NR contains sparse elements, and it is tightly related to
the incoherence among the sparse column-subsets of R. For row-orthonormal compression
matrices in particular, where RR′ = I, the incoherence reduces to the restricted isometry
constant of R, see e.g., [29]. Moreover, µ(NΠ,ΦX0) measures whether the low-rank matrices
fall into the nullspace of the subsampling operator PΠ(·), that is tightly linked to the
incoherence metrics introduced in the context of matrix completion; see e.g., [27]. It is
worth mentioning that a wide class of matrices resulting in small incoherence µ(NR,ΩA0),
µ(NΠ,ΦX0) and µ(ΩA0 ,ΦX0) are provided in [29], [27], [25], which give rise to a sufficiently
small value of χ.
3.4.3 Exact recovery via convex optimization
Besides µ(ΩA0 ,ΦX0) and χ, there are other incoherence measures which play an important
role in the conditions for exact recovery. These measures are introduced to avoid ambiguity
when the (feasible) perturbations H1 and H2 do not necessarily belong to the subspaces ΦX0
and ΩA0 , respectively. Before moving on, it is worth noting that these measures resemble
the ones for matrix completion and decomposition problems; see e.g., [25,27]. For instance,
consider a feasible solution {X0 +ai,jeie′j ,A0 +ai,jeie′j}, where (i, j) /∈ supp(A0), and thus
ai,jeie
′
j /∈ ΩA0 . It may happen that ai,jeie′j ∈ ΦX0 and rank(X0 +ai,jeie′j) = rank(X0)− 1,
while ‖A0 − ai,jeie′j‖0 = ‖A0‖0 + 1, thus challenging identifiability when ΦX0 and ΩA0 are
unknown. Similar complications arise if X0 has a sparse row space that can be confused
with the row space of A0. These issues motivate defining
γ(U0) := max
i
‖PUei‖, γ(V0) := max
i
‖PV ei‖ (3.10)
where PU := U0U
′
0 (resp. PV := V0V
′
0) are the projectors onto the column (row) space of
X0. Notice that γ(U0), γ(V0) ∈ [0, 1]. The maximum of γ(U0) (resp. γ(V0)) is attained
when ei is in the column (row) space of X0 for some i. Small values of γ(U0) (resp. γ(V0))
imply that the column (row) spaces of X0 do not contain sparse vectors, respectively.
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Another identifiability instance arises when X0 is sparse, in which case each column of
X0 is spanned by a few canonical basis vectors. Consider the parameter
γ(U0,V0) := ‖U0V′0‖∞ = max
i,j
|ei′U0V0ej |. (3.11)
A small value of γ(U0,V0) indicates that each column of X0 is spanned by sufficiently
many canonical basis vectors. It is worth noting that γ(U0,V0) can be bounded in terms
of γ(U0) and γ(V0), but it is kept here for the sake of generality.
From (c2) in Lemma 3.1 it is evident that the dimension of the nullspace NR ∩ NΠ is
critical for identifiability. In essence, the lower dim(NR ∩ NΠ) is, the higher is the chance
for exact reconstruction. In order to quantify the size of the nullspace, define
τ(NR,NΠ) := max
X∈NR∩NΠ
‖X‖=1
‖X‖∞ (3.12)
which will appear later in the exact recovery conditions. All elements are now in place to
state the main result.
3.4.4 Main result
Theorem 3.1 Let (X0,A0) denote the true low-rank and sparse matrix pair of interest,
and define X0 := U0Σ0V
′
0, r := rank(X0), and s := ‖A0‖0. Assume that A0 has at most
k nonzero elements per column, and define the incoherence parameters α := µ(ΩA0 ,ΦX0),
β := µ(ΩA0 ,NR), ξ := µ(NΠ,ΦX0), ν := µ(NR,ΩA0 ∩ NΠ), η := γ(U0) + γ(V0), τ :=
τ(NR,NΠ), γ := γ(U0,V0). Given Y and ZΠ adhering to (d1) and (d2), respectively, with
known R and Π, if χ < 1, and
(I) λmax := (
1
k
)
1− α− α3(1− α2)− ge/f
1 + α2(1− α2) + he/f
> λmin :=
γ + qg/f
1− ηαk − kqh/f ≥ 0
(II) f := 1− νβ − (ξ + αν)(1− α2)(ξ + αβ) > 0
hold, where
g := ξ + α(ξ + αν)(1− α2)α, h := ν + α(1− α2)(ξ + αν)
q := τ + ηα+ ηξ, e := α(1− α2)(ξ + αβ) + 1 + ν
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then for any λmin ≤ λ ≤ λmax the convex program (P1) yields (Xˆ = X0, Aˆ = A0).
The identifiability claim of Theorem 1 under certain conditions, holds deterministically.
In addition, Theorem 1 guarantees reconstruction for several important special cases such
as PCP and matrix completion as discussed in Section 3.3. Its proof given in the Appendix
is inspired by [33], which deals with PCP (meaning recovery of low-rank plus compressed
sparse matrices). The proof technique first derives conditions in terms of certain dual
variables, thus ensuring that the true (X0,A0) provide the unique optimal solution of
(P2). Subsequently, under conditions (I) and (II) the proof constructs dual certificates.
Relative to [33] however, the model here introduces new challenges due to the nullspace
of compression and sampling operators that necessitate in part a proof strategy distinct
from [33].
3.4.5 Satisfiability
Satisfaction of the conditions in Theorem 3.1 hinges upon the incoherence parameters
{α, γ, η, ξ, τ} whose sufficiently small values fulfill (I) and (II). In fact, these parameters are
increasing functions of the rank r and the sparsity level s. In particular, {α, γ, η} capture
the ambiguity of the additive components X0 and A0, and are known to be small enough
for small values of {r, s, k}; see e.g., [27, 33]. Regarding χ, recall that it is an increasing
function of β and ξ, where ξ takes a small value when NetFlow samples an adequately large
subset of OD flows uniformly at random. Moreover, in large-scale networks with distant OD
node pairs, and routing paths that are sufficiently “spread out”, the sparse column-subsets
of R tend to be incoherent, and thus β takes a small value. Likewise, for sufficiently many
NetFlow samples and column-incoherent routing matrices, τ takes a small value.
Finding a proper class of matrices satisfying (I) and (II) and simplifying the conditions
in terms of more interpretable quantities such as r, s, k is a daunting task, and goes beyond
the scope of this paper. However, to gain insight about possible admissible matrices and
the roadblocks involved, as it is customary in the context of low rank and sparse recovery
(see e.g., [26,33,97]), focus on a class of random matrices generated as follows: “random or-
thogonal” low-rank matrices X0 = UΣV
′, where the orthonormal singular vector matrices
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U ∈ RF×r and V ∈ RT×r are uniformly drawn from the collection of rank-r partial isome-
tries; sparse matrix A0 with a uniform support ΩA0 ; the uniformly sampled set Π; and the
“bounded orthonormal” compression matrix R with RR′ = IL. According to [26, 33, 97]
it then follows that η = O(√r/F ) and γ = O(log(F )√r/F ). Moreover, it holds that
α = O(s/(FT )), and ξ = O(|Π⊥|/(FT )). Parameter β also coincides with the restricted
isometry constant of R that is O(√k/L). What is left to specify is τ – a challenging task
because it involves intersection of the null spaces NR and NΠ. In fact, simplifying τ is the
major roadblock toward finding simple recovery conditions, and it is left for future research.
Nonetheless, for sufficiently low-rank X0 and “sparse enough” A0, namely r, s, and with
large ambient dimensions L,F, T , the aforementioned coherence quantities can be ren-
dered arbitrarily small, and consequently the conditions of Theorem 3.1 can be met with
high probability.
3.4.6 ADMM algorithm
This section introduces an iterative solver for the convex program (P2) using the alternating
direction method of multipliers (ADMM) method. ADMM is an iterative augmented La-
grangian method especially well-suited for parallel processing [18], and has been proven suc-
cessful to tackle the optimization tasks encountered e.g., in statistical learning; see e.g., [21].
While ADMM could be directly applied to (P2), R couples the entries of A and X leading
to computationally demanding nuclear- and `1-norm minimization subtasks per iteration.
To overcome this hurdle, a common trick is to introduce auxiliary (decoupling) variables
{B,O}, and formulate the following optimization problem
(P3) min
{A,X,O,B}
‖X‖∗ + λ‖A‖1
s. to Y = R(O + B), ZΠ = PΠ (O + B)
B = A, O = X,
which is equivalent to (P2). To tackle (P3), associate the Lagrange multipliers
{My,Mz,Ma,Mx} with the constraints, and then introduce the quadratically augmented
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Lagrangian function
L(X,A,B,O; My,Mz,Ma,Mx) :=‖X‖∗ + λ‖A‖1 + 〈My,Y −R(O + B)〉+ 〈Ma,B−A〉
+ 〈Mz,ZΠ − PΠ (O + B)〉+ 〈Mx,O−X〉
+
c
2
‖Y −R(O + B)‖2F +
c
2
‖ZΠ − PΠ (O + B) ‖2F
+
c
2
‖B−A‖2F +
c
2
‖O−X‖2F (3.13)
where c > 0 is a penalty coefficient. Splitting the primal variables into two groups {X,B}
and {A,O}, the ADMM solver entails an iterative procedure comprising three steps per
iteration k = 1, 2, . . .
[S1] Update dual variables:
My[k] = My[k − 1] + c(Y −R(O[k] + B[k])) (3.14)
Mz[k] = Mz[k − 1] + c(ZΠ − PΠ (O + B)) (3.15)
Ma[k] = Ma[k − 1] + c(B[k]−A[k]) (3.16)
Mx[k] = Mx[k − 1] + c(O[k]−X[k]) (3.17)
[S2] Update first group of primal variables:
A[k + 1] = arg min
A∈RF×T
{ c
2
‖A−B[k]‖2F − 〈Ma[k],A〉+ λ‖A‖1
}
.
O[k + 1] = arg min
O∈RF×T
{ c
2
‖O−X[k]‖2F +
c
2
‖Y −R(O + B[k])‖2F
+
c
2
‖ZΠ − PΠ (O + B[k]) ‖2F
+〈Mx[k]−R′My[k]− PΠ(Mz[k]),O〉
}
.
[S3] Update second group of primal variables:
X[k + 1] = arg min
X∈RF×T
{ c
2
‖X−O[k]‖2F − 〈Mx[k],X〉+ ‖X‖∗
}
B[k + 1] = arg min
B∈RF×T
{ c
2
‖A[k]−B‖2F +
c
2
‖Y −R(O[k] + B)‖2F
+
c
2
‖ZΠ − PΠ (O[k] + B) ‖2F
+ 〈Ma[k]−R′My[k]− PΠ(Mz[k]),B〉}
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The resulting iterative solver is tabulated under Algorithm 3. Here, [Sτ (X)]i,j :=
sgn(xi,j) max{|xi,j |−τ, 0} refers to the soft-thresholding operator; the vectors {yt,ot,at,bt, zt}
and {xt,mzt ,mat ,mxt ,myt } denote the t-th column of their corresponding matrix arguments,
and the diagonal matrix Πt ∈ {0, 1}P×P is unity at (i, i)-th entry if (i, t) ∈ Π, and zero
otherwise. Algorithm 3 reveals that the update for the anomaly matrix entails a soft-
thresholding operator to promote sparsity, while the nominal traffic is updated via singular
value thresholding to effect low rank. The updates for B and O are also parallelized across
the rows. Due to convexity of (P3), Algorithm 3 with two Gauss-Seidel block updates is
convergent to the global optimum of (P2) as stated next.
Proposition 3.2 [18] For any value of the penalty coefficient c > 0, the iterates
{X[k],A[k]} converge to the optimal solution of (P2) as k →∞.
3.5 Incorporating Spatiotemporal Correlation Information
Being convex (P1) is appealing, and as Theorem 3.1 asserts for the noiseless case it re-
constructs reliably the underlying traffic when: (c1) the anomalous traffic is sufficiently
“sporadic” across time and flows; (c2) the nominal traffic matrix is sufficiently low-rank
with non-spiky singular vectors; (c3) NetFlow uniformly samples OD flows; and, (c4) the
routing paths are sufficiently “spread out.” In practical networks however, these conditions
may be violated, and as a consequence (P1) may perform poorly. For instance, if a bursty
anomaly occurs, (c1) does not hold. A particular OD flow may also be inaccessible to sample
via NetFlow, that violates (c3). Apparently, in the latter case, knowing the cross-correlation
of a missing OD flow with other flows enables accurate interpolation of misses.
Inherent patterns of the nominal traffic matrix X and the anomalous traffic matrix A can
be learned from historical/training data {xt,at}t∈H, where xt and at denote the network-
wide nominal and anomalous traffic vectors at time t. Given the training data {xt,at}t∈H,
link counts Y obeying (3.2) as well as the partial flow-counts ZΠ adhering to (3.4), and
with {R,Π} known, the rest of this paper deals with estimating the matrix pair (X,A).
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Algorithm 3 : ADMM solver for (P2)
input Y,ZΠ,Π,R, λ, c, {Ht := (IF + Πt + R′R)−1}Tt=1
initialize My[−1] = 0L×T , X[0] = O[0] = A[0] = B[0] = Mz[−1] = Ma[−1] = Mx[−1] = 0F×T ,
and set k = 0.
while not converged do
[S1] Update dual variables:
My[k] = My[k − 1] + c(Y −R(O[k] + B[k]))
Mz[k] = Mz[k − 1] + c(ZΠ − PΠ (O[k] + B[k]))
Ma[k] = Ma[k − 1] + c(B[k]−A[k])
Mx[k] = Mx[k − 1] + c(O[k]−X[k])
[S2] Update first group of primal variables:
A[k + 1] = Sλ
c
(c−1Ma[k] + B[k]).
Update in parallel (t = 1, . . . , T )
ot[k + 1] = Ht
(
cxt[k] + cΠtzt + cR
′yt − c[Πt + R′R]bt[k] + R′myt [k] + Πtmzt [k]−mxt [k]
)
[S3] Update second group of primal variables:
UΣV′ = svd(O[k + 1] + c−1Mx[k]), X[k + 1] = US1/c(Σ)V′
Update in parallel (t = 1, . . . , T )
bt[k+1] = Ht
(
cat[k+1]+cΠtzt+cR
′yt−c[Πt+R′R]ot[k+1]+R′myt [k]+Πtmzt [k]−mat [k]
)
k ← k + 1
end while
return (A[k],X[k])
3.5.1 Bilinear factorization
The first step toward incorporating correlation information is to use the bilinear charac-
terization of the nuclear norm. Using singular value decomposition [58], one can always
factorize the low-rank component as X = LQ′, where L ∈ RF×ρ, Q ∈ RT×ρ, for some
ρ ≥ rank(X). The nuclear-norm can then be redefined as (see e.g., [134])
‖X‖∗ := min
X=LQ′
1
2
{‖L‖2F + ‖Q‖2F }. (3.18)
3.6 Bayesian Traffic and Anomaly Estimates 78
For the scalar case, (3.18) leads to the identity |a| = mina=bc 12(|b|2+|c|2). The latter implies
that the `1-norm of A can be alternatively defined as
‖A‖1 := min
A=BC
1
2
{‖B‖2F + ‖C‖2F } (3.19)
where B,C ∈ RF×T . For notational convenience, let U := [Y′, Z′Π] and the corresponding
linear operator P(X) := [(RX)′, PΩ(X)′]. Leveraging (3.18) and (3.19), one is prompted
to recast (P1) as
(P4) min
{L,Q,B,C}
1
2
‖U− P(LQ′ + BC)‖2F
+
λ∗
2
{‖L‖2F + ‖Q‖2F}+ λ12 {‖B‖2F + ‖C‖2F}.
This Frobenius-norm regularization doubles the number of optimization variables for the
sparse component A (2FT ), but reduces the variable count for the low-rank component X
to ρ(F + T ). Regarding performance, the bilinear factorization incurs no loss of optimality
as stated in the next lemma.
Lemma 3.3 If Xˆ denotes the optimal low-rank solution of (P1) and ρ ≥ rank(Xˆ), then
(P4) is equivalent to (P1).
Proof: It readily follows from (3.18) and (3.19) along with the commutative property of
minimization which allows taking minimization first with respect to (w.r.t.) {L,Q} and
then w.r.t. {B,C}.
3.6 Bayesian Traffic and Anomaly Estimates
This section recasts (P4) in a Bayesian framework by adopting the AWGN model
U = P(X + A) + E,
where E contains independent identically distributed (i.i.d.) entries drawn from N (0, σ2).
As in (3.18) X is also factorized as LQ′ with the independent factors L := [l1, . . . , lρ] and
Q := [q1, . . . ,qρ]. Matrices L and Q are formed by i.i.d. columns obeying li ∼ N (0,RL)
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and qi ∼ N (0,RQ), respectively, for positive-definite correlation matrices RL ∈ RF×F and
RQ ∈ RT×T . Without loss of generality (w.l.o.g.), in order to avoid the scalar ambiguity in
X = LQ′ set tr(RL) = tr(RQ). Likewise, the anomaly matrix is factored as A = B  C
with the independent factors b := vec(B) ∈ RFT and c := vec(C) ∈ RFT drawn from
b ∼ N (0,RB) and c ∼ N (0,RC), with positive-definite correlation matrices RB,RC ∈
RFT×FT , respectively.
For the considered AWGN model with priors, the maximum a posteriori (MAP) esti-
mator of (X,A) is given by the solution of
(P5) min
{L,Q,B,C}
1
2
‖U− P(LQ′ + BC)‖2F
+
λ1
2
[
b′R−1B b + c
′R−1C c
]
+
λ∗
2
[
tr(L′R−1L L) + tr(Q
′R−1Q Q)
]
for λ1 = λ∗ = σ2, where different weights λ1 and λ∗ are considered here for generality.
Observe that (P5) specializes to (P4) upon choosing RL = IF , RQ = IT , and RB =
RC = IFT . Lemma 3.3 then implies that the convex program (P1) yields the MAP optimal
estimator for the considered statistical model so long as the factors contain i.i.d. Gaussian
entries. With respect to the statistical model for the low-rank and sparse components, as
it will become clear later on, RL (RQ) captures the correlation among columns (rows) of
X; likewise, RB and RC capture the correlation among entries of A.
Albeit clear in this section statistical formulation, the adopted model X = LQ′ promotes
low rank as a result of rank(X) ≤ ρ, but it is not obvious whether A = B  C effects
sparsity. The latter will rely on the fact that the product of two independent Gaussian
random variables is heavy tailed. To recognize this, consider the independent scalar random
variables b ∼ N (0, 1) and c ∼ N (0, 1). The product random variable a = bc can then be
expressed as bc = 14(b+ c)
2− 14(b− c)2, where S1 := 14(b+ c)2 and S2 := 14(b− c)2 are central
χ2-distributed random variables. Since E[(a− b)(a+ b)] = 0, the random variables S1 and
S2 are independent, and consequently the characteristic function of a admits the simple
form Φa(ω) = ΦS1(ω)ΦS2(ω) = 1/(
√
1 + 4ω2). Applying the inverse Fourier transform to
Φa(ω), yields the probability density function pa(x) = (1/
√
2pi)k0(x/2), where k0(x) :=∫∞
0 [cos(ωx)]/(
√
1 + 4ω2) dω denotes the modified Bessel function of second-kind, which
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Figure 3.1: Sparsity promoting priors with zero mean and unity variance.
is tightly approximated with
√
pi/(2x)e−x for x > 1 [123, p. 20]. One can then readily
deduce that pa(x) =
√
pi/(2x)e−|x| behaves similar to the Laplacian distribution, which is
well known to promote sparsity. In contrast with the Laplacian distribution however, the
product of Gaussian random variables incurs a slightly lighter tail as depicted in Fig. 3.1. It
is worth commenting that the correlated multivariate Laplacian distribution is an alternative
prior distribution to postulate for the sparse component. However, its complicated form [46]
renders the optimization for the MAP estimator intractable.
Remark 3.1 (nonzero mean) In general, one can allow nonzero mean for the factors in
the adopted statistical model, and subsequently replaces correlations with covariances. This
can be useful e.g., to estimate the nominal traffic which is inherently positive valued. The
mean values are assumed zero here for simplicity.
3.6.1 Learning the correlation matrices
Implementing (P5) requires first obtaining the correlation matrices {RL,RQ,RB,RC} from
the second-order statistics of (X,A), or their estimates based on training data. Given
second-order statistics of the unknown nominal-traffic matrix X, matrices {RL,RQ} can
be readily found as explained in the next lemma. The proof is along the lines of [13], hence
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it is omitted for brevity.
Lemma 3.4 Under the Gaussian bilinear model for X, and with tr(RL) = tr(RQ), it holds
that
RQ = ρE[X′X]/(E[‖X‖2F ])1/2,
RL = ρE[XX′]/(E[‖X‖2F ])1/2.
It is evident that RL captures temporal correlation of the network traffic (columns of X),
while RQ captures the spatial correlation across OD flows (rows of X).
For real data where the distribution of unknowns is not available, {RL,RQ} are typ-
ically estimated from the training data, which can be e.g., past estimates of nominal and
anomalous traffic. For instance, consider {RL,RQ} estimates as input to (P5) for estimat-
ing the traffic at day K + 1 (corresponding to time horizon T ) with T time instants, from
the training data {xt}KTt=1 collected during the past K days. Apparently, reliable correla-
tion estimates cannot be formed for general nonstationary processes. Empirical analysis
of Internet traffic suggests adopting the following assumptions [74]: (a1) Process {xt} is
cyclostationary with a day-long period due to large-scale periodic trends in the nominal
traffic; and (a2) OD flows are uncorrelated as their origins are mutually unrelated. One can
also take into account weekly or monthly periodicity of traffic usage to further improve the
accuracy of the correlation estimates.
Let rt denote the remainder of dividing t by T . For time slots t1, t2 ∈ T , (a1) as-
serts that the vector subprocesses {xkT+rt1}K−1k=0 and {xkT+rt2}K−1k=0 are stationary, and
thus one can consistently estimate E[x′rt1 xrt2 ], to obtain RQ via the sample correlation
1
K
∑K−1
k=0 xkT+rt1 x
′
kT+rt2
[54]. Likewise, the normalization term E[‖X‖2F ] is estimated rely-
ing on (a1) as 1K
∑T
t=1
∑K−1
k=0 ‖xkT+t‖2. Estimating RL on the other hand relies on (a2).
Let ξ
′
f ∈ RT denote the time-series of traffic associated with OD flow f , namely the f -th
row of X. It then follows from (a2) that E[ξf1ξf2 ] = (E[ξf1 ])′(E[ξf2 ]) for f1 6= f2 ∈ F ,
where due to (a1), E[ξf,t] (ξf,t signifies the t-th entry of ξf ) is estimated via the sam-
ple mean 1K
∑K−1
k=0 xf,kT+rt . Moreover, for f1 = f2 = f , the estimate for E[ξ′fξf ] is
1
K
∑K−1
k=0
∑T
t=1 ξ
2
f,kT+rt
.
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Given the second-order statistics of A, the correlation matrices RB and RC are obtained
next.
Lemma 3.5 Under the Gaussian bilinear model for a = vec(A′), it holds that E[aa′] =
RB RC .
In order to avoid the scalar ambiguity present in RB and RC , assume equal-magnitude
entries |[RB]i,j | = |[RC ]i,j | = |
[
E[aa′]
]
i,j
|1/2, ∀(i, j). Apparently, for a diagonal correlation
matrix E[aa′], the factors are uniquely determined as [RB]i,i = [RC ]i,i =
[
E[aa′]
]1/2
i,i
, ∀i.
However, when nonzero off-diagonals are present, there may exist a sign ambiguity, and the
signs should be assigned appropriately to guarantee that RB and RC are positive definite.
Correlation matrices {RB,RC} required to run (P5) over the time horizon T (|T | = T )
are estimated from the training data {at}KTt=1 collected e.g., over the past K days. Due to
the diverse nature of anomalies, developing a universal methodology to learn RB and RC
is an ambitious objective. Depending on the nature of anomalies, the learning process is
possible under certain assumptions. One such reasonable assumption is that anomalies of
different flows are uncorrelated, but for each OD flow, the anomalous traffic is stationary
and possibly correlated over time. This model is appropriate e.g., when different flows are
subject to bursty anomalies arising from unrelated external sources.
For the stationary anomaly process of flow f , namely {af,t}t, let R(f)a (τ) := E[af,t−τaf,t]
denote the time-invariant cross-correlation. Let also α
′
f denote the f -th row of A, and
introduce the correlation matrix R
(f)
a := E[αfα
′
f ] ∈ RT , which is Toeplitz with entries
[R
(f)
a ]i,i+τ = R
(f)
a (τ), i ∈ [T ], τ = 0, . . . , T − 1. Accordingly, E[aa′] is a block-diagonal
matrix with blocks R
(f)
a , and subsequently Lemma 3.5 implies that RB and RC are block
diagonal with Toeplitz blocks R
(f)
b and R
(f)
c , respectively. Under the equal-magnitude
assumption for the entries of RB and Rc, the entries of R
(f)
b and R
(f)
c are readily obtained
as
[
R
(f)
b
]
i,i+τ
=
∣∣R(f)a (τ)∣∣1/2,[
R(f)c
]
i,i+τ
=
∣∣R(f)a (τ)∣∣1/2sgn(R(f)a (τ)). (3.20)
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Notice that if |R(f)a (τ)| decays sufficiently fast as τ grows, RB and RC become positive
definite [131]. Finally, thanks to the stationarity of {af,t}t, Ra(τ) can be consistently
estimated using 1KT−τ
∑KT
t=τ+1 af,t−τaf,t. It is worth noting that the considered model
renders the sparsity regularizer in (P5) separable across rows of A, which in turn induces
row-wise sparsity.
3.7 Alternating Majorization-Minimization Algorithm
In order to efficiently solve (P5), an alternating minimization (AM) scheme is developed here
by alternating among four matrix variables {L,Q,B,C}. The algorithm entails iterations
updating one matrix variable at a time, while keeping the rest are kept fixed at their
up-to-date values. In particular, iteration k comprises orderly updates of four matrices
L[k] → Q[k] → B[k] → C[k]. For instance, L[k] is updated given the latest updates
{Q[k − 1],B[k − 1],C[k − 1]} as L[k] = arg minL g(k)L (L), where
g
(k)
L (L) :=
1
2
‖U− P(LQ′[k − 1] + B[k − 1]C[k − 1])‖2F
+
λ∗
2
tr
(
L′R−1L L
)
(3.21)
Likewise, Q[k], B[k], and C[k] are updated by respectively minimizing g
(k)
Q , g
(k)
B , and g
(k)
C ,
which are given similar to g
(k)
L based on latest updates of the corresponding variables.
Functions {g(k)L , g(k)Q , g(k)B , g(k)C } are strongly convex quadratic programs due to regular-
ization with positive definite correlations in the regularizer, and thus their solutions admits
closed form after inverting certain possibly large-size matrices. For instance, updating L[k]
requires inverting an Fρ×Fρ matrix. This however may not be affordable since in practice
the number of flows F is typically O(N2), which can be too large. To cope with this curse
of dimensionality, instead of {g(k)L , g(k)Q , g(k)B , g(k)C } judicious surrogates {g˜(k)L , g˜(k)Q , g˜(k)B , g˜(k)C },
chosen based on the second-order Taylor-expansion around the previous updates, are min-
imized. As will be clear later, adopting these surrogates avoids inversion, and parallelizes
3.7 Alternating Majorization-Minimization Algorithm 84
the computations. The aforementioned surrogate for g
(k)
L around L[k − 1] is given as
g˜
(k)
L (L) :=g
(k)
L (L[k − 1]) + tr
(
(L− L[k − 1])′∇g(k)L (L[k − 1])
)
+
µL[k]
2
‖L− L[k − 1]‖2F (3.22)
for some µL[k] ≥ σmax
[∇2g(k)L (L[k − 1])] (likewise for g˜(k)Q , g˜(k)B , and g˜(k)C ). It is useful to
recognize that each surrogate, say g˜
(k)
L , has the following properties: (i) it majorizes g
(k)
L ,
namely g
(k)
L (L) ≤ g˜(k)L (L), ∀L; and it is locally tight, which means that (ii) g(k)L (L[k− 1]) =
g˜
(k)
L (L[k − 1]); and, (iii) ∇g(k)L (L[k − 1]) = ∇g˜(k)L (L[k − 1]).
The sought approximation leads to an iterative procedure, where iteration k entails or-
derly updating {L[k],Q[k],B[k],C[k]} by minimizing g˜(k)L , g˜(k)Q , g˜(k)B , g˜(k)C , respectively; e.g.,
the update for L[k] is
L[k] = arg min
L∈RF×ρ
g˜
(k)
L (L) =L[k − 1]− (µL[k])−1∇g(k)L (L[k − 1])
which is a nothing but a single step of gradient descent on g
(k)
L . Upon defining the residual
matrices Φy(L,Q,B,C) := R(LQ
′ + B  C) −Y and Φz(L,Q,B,C) := PΠ(LQ′ + B 
C)− ZΠ, the overall algorithm is listed in Table 4.
All in all, Algorithm 4 amounts to an iterative block-coordinate-descent scheme with
four block updates per iteration, each minimizing a tight surrogate of (P5). Since each
subproblem is smooth and strongly convex, the convergence follows from [116] as stated
next.
Proposition 3.3 [116] Upon choosing {c′L ≥ µL[k] ≥ σmax
[∇2g(k)L (L[k−1])]}∞k=1 for some
c
′
L > 0 (likewise for µQ[k], µB[k], µC [k]), the iterates {L[k],Q[k],B[k],C[k]} generated by
Algorithm 4 converge to a stationary point of (P5).
Remark 3.2 (Fast algorithms) In order to speed up the gradient descent iterations per
block of Algorithm 4, Nesterov-type acceleration techniques along the lines of those introduced
in e.g., [110] can be deployed, which can improve the O(1/k) convergence rate of the standard
gradient descent to O(1/k2).
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Algorithm 4 : Alternating majorization-minimization solver for (P5)
input Y,ZΠ,Π,R,RL,RQ,RB ,RC , λ∗, λ1,
and {µL[k], µQ[k], µB [k], µC [k]}∞k=1.
initialize L[0],Q[0],B[0],C[0] at random, and set k = 0.
while not converged do
[S1] Update L
F[k] = R′Φy(L[k],Q[k],B[k],C[k]) + Φz(L[k],Q[k],B[k],C[k])
L[k + 1] = L[k]− 1µL[k]
(
F[k]Q[k] + λ∗R−1L L[k]
)
[S2] Update Q
G[k] = Φ′y(L[k + 1],Q[k],B[k],C[k])R + Φ
′
z(L[k + 1],Q[k],B[k],C[k])
Q[k + 1] = Q[k]− 1µQ[k]
[
G[k]L[k + 1] + λ∗R−1Q Q[k]
]
[S3] Update B
H[k] = R′Φy(L[k + 1],Q[k + 1],B[k],C[k]) + Φz(L[k + 1],Q[k + 1],B[k],C[k])
B[k + 1] = B[k]− 1µB [k]
[
C[k]H[k] + λ1unvec
(
R−1B vec(B[k])
)]
[S4] Update C
E[k] = R′Φy(L[k + 1],Q[k + 1],B[k + 1],C[k]) + Φy(L[k + 1],Q[k + 1],B[k + 1],C[k])
C[k + 1] = C[k]− 1µC [k]
[
B[k]E[k] + λ1unvec
(
R−1C vec(C[k])
)]
k ← k + 1
end while
return (A[k] = B[k]C[k],X[k] = L[k]Q′[k])
3.8 Practical Considerations
Before assessing their relevance to large-scale networks, the proposed algorithms must ad-
dress additional practical issues. Those relate to the fact that network data are typically
decentralized, streaming, subject to outliers as well as misses, and the routing matrix may
be either unknown or dynamically changing over time. This section sheds light on solutions
to cope with such practical challenges.
3.8.1 Inconsistent partial measurements
Certain network links may not be easily accessible to collect measurements, or, their mea-
surements might be lost during the communication process due to e.g., packet drops. Let
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Πy collect the available link measurements during the time horizon T . In addition, certain
link or flow counts may not be consistent with the adopted model in (3.2) and (3.4). To ac-
count for possible presence of outliers introduce the matrices Oy ∈ RL×T and Oz ∈ RF×T ,
which are nonzero at the positions associated with the outlying measurements, and zero
elsewhere. The link-count model (3.2) should then be modified to
YΠy = PΠy(R(X + A) + Oy + V),
and the flow counts to
ZΠ = PΠ(X + A + Oz + W)
Typically the outliers constitute a small fraction of measurements, thus rendering {Oy,Oz}
sparse. The optimization task (P1) can then be modified to take into account the misses
and outliers as follows
(P6) (Xˆ, Aˆ) = arg min
{X,A,Oy ,Oz}
1
2
‖PΠy(Y −R(X + A)−Oy)‖2F +
1
2
‖PΠ(Z−X−A−Oz)‖2F
+ λ∗‖X‖∗ + λ1‖A‖1 + λy‖Oy‖1 + λz‖Oz‖1
where λy and λz control the density of link- and flow-level outliers, respectively. Again, one
can employ ADMM-type algorithms to solve (P6).
Routing information may not also be revealed in certain applications due to e.g., privacy
reasons. In this case, each network link can potentially carry an unknown fraction of every
OD flow. Let Lin(n) and Lout(n) denote the set of incoming and outgoing links to node
n ∈ N . The routing variables then must respect the flow conservation constraints, that is
formally R ∈ R := {R ∈ [0, 1]L×F : ∑`∈Lin(n) r`,f = ∑`∈Lout(n) r`,f , ∀f ∈ F , n ∈ N}.
Taking the unknown routing variables into account, the optimization task to estimate the
traffic is formulated as
(P7) (Xˆ, Aˆ) = arg min
{X,A,R∈R}
1
2
‖Y −R(X + A)‖2F
+
1
2
‖PΠ(Z−X−A)‖2F + λ∗‖X‖∗ + λ1‖A‖1
which is nonconvex due to the presence of bilinear terms in the LS cost.
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3.8.2 Real-time operation
Monitoring of large-scale IP networks necessitates collecting massive amounts of data which
far outweigh the ability of modern computers to store and analyze them in real time. In
addition, nonstationarities due to routing changes and missing data further challenges esti-
mating traffic and anomalies. In dynamic networks routing tables are constantly readjusted
to effect traffic load balancing and avoid congestion caused by e.g., traffic congestion anoma-
lies or network infrastructure failures. On top of the previous arguments, in practice the
measurements are acquired sequentially across time, which motivates updating previously
obtained estimates rather than recomputing new ones from scratch each time a new datum
becomes available.
To account for routing changes, let Rt ∈ RL×F denote the routing matrix at time t. The
observed link counts at time instant t then adhere to yt = Rt(xt + at) + vt, t = 1, 2, . . .,
where yt ∈ RL, and the partial flow counts at time t obey
zΠt = PΠt(xt + at + wt), t = 1, 2, . . . ,
where zΠt ∈ RF , and Πt indexes the OD flows measured at time t. In order to estimate the
nominal and anomalous traffic components (xt,at) at time instant t in real time, given only
the past observations {yτ , zΠτ }tτ=1, the framework developed in our companion paper [96]
can be adopted. Building on the fact that the traffic traces {xt}∞t=1 lie in a low-dimensional
linear subspace, say L, one can postulate xt = Lqt for L ∈ RF×ρ with ρ F , where L spans
the subspace L. Pursuing the ideas in [96], the nuclear-norm characterization in (3.18),
which enjoys separability across time, can be applied to formulate exponentially-weighted
LS estimators. The corresponding optimization task can then be solved via alternating
minimization algorithms [96].
It is worth commenting that the companion work [96] aims primarily at identifying the
anomalies at from link counts, which requires slow variations of the routing matrix to ensure
{Rtxt}∞t=1 lie in a low-dimensional subspace. However, the tomography task considered in
the present paper imposes no restriction on the routing matrix. Indeed, routing variability
helps estimation of the nominal traffic xt. More precisely, suppose that {Rt} are sufficiently
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distinct so as the intersection of the nullspaces
⋂
tNRt has a small dimension. Consequently,
it is less likely to find an alternative feasible solution X1 := X0 + H with H := [h1, . . . ,hF ]
and ht ∈ NRt such that H ∈ ΦX0 (cf. Section 3.4); see also Lemma 3.1. Further analysis of
this intriguing phenomenon goes beyond the scope of the present paper, and will be pursued
as future research.
3.8.3 Decentralized implementation
Algorithms 3 and 4 demand each network node (router) n ∈ N continuously communicate
the local measurements of its incident links as well as the OD-flow counts originating at
node n, to a central monitoring station. While this is typically the prevailing operational
paradigm adopted in current network technologies, there are limitations associated with
this architecture. Collecting all these data at the routers may lead to excessive protocol
overhead, especially for large-scale networks with high acquisition rate. In addition, with
the exchange of raw measurements missing data due to communication errors are inevitable.
Performing the optimization in a centralized fashion raises robustness concerns as well, since
the central monitoring station represents an isolated point of failure.
The aforementioned reasons motivate devising fully distributed iterative algorithms in
large-scale networks, which allocate the network tomography functionality to the routers.
In a nutshell, per iteration, nodes carry out simple computational tasks locally, relying on
their own local measurements. Subsequently, local estimates are refined after exchanging
messages only with directly connected neighbors, which facilitates percolation of informa-
tion to the entire network. The ultimate goal is for the network nodes to consent on the
global map of network-traffic-state (Xˆ, Aˆ), which remains close to the one obtained via the
centralized counterpart with the entire network data available at once. Building on the
separable characterization of the nuclear norm in (3.18), and adopting ADMM method as
a basic tool to carry out distributed optimization, a generic framework for decentralized
sparsity-regularized rank minimization was put forth in our companion paper [95]. In the
context of network anomaly detection, the results there are encouraging and the proposed
ideas can be applied to solve also (P1) in a distributed fashion.
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3.9 Performance Evaluation
Performance of the novel schemes is assessed in this section via computer simulations with
both synthetic and real network data as described below.
Synthetic network data. The network topology is generated according to a random
geometric graph model, where the nodes are randomly placed in a unit square, and two nodes
are connected with an edge if their distance is less than a prescribed threshold dc. In general,
to form the routing matrix each OD pair takes K nonoverlapping paths, each determined
according to the minimum hop-count algorithm. After finding the routes, links carrying no
traffic are discarded. Clearly, the number of links varies according to dc. The underlying
traffic matrix X0 follows the bilinear model X0 = LQ
′, with the factors L ∈ RF×ρ and
Q ∈ RT×ρ having i.i.d. Gaussian entries N (0, 1/F ) and N (0, 1/T ), respectively. Entries of
the anomaly matrix A0 are also randomly drawn from the set {−1, 0, 1} with probability
(w.p.) Pr(af,t = −1) = Pr(af,t = 1) = p/2, and Pr(af,t = 0) = 1 − p. The link loads
are then formed as Y = R(X0 + A0). A subset of OD flows is also sampled uniformly at
random to form the partial OD flow-level measurements ZΠ = Π (X0 + A0), where each
entry of Π ∈ {0, 1}F×T is i.i.d. Bernoulli distributed taking value one w.p. pi, and zero w.p.
1− pi.
Real network data. Real data including OD flow traffic levels are collected from the
operation of the Internet-2 network (Internet backbone network across USA) [2], shown in
Fig. 3.2 (a). Internet-2 comprises N = 11 nodes, L = 41 links, and F = 121 OD flows.
Flow traffic levels are recorded every five-minute interval, for a three-week operational period
during December 8-28, 2003 [2,73]. The collected flow levels are the aggregation of clean and
anomalous traffic components, that is sum of unknown “ground-truth” low-rank and sparse
matrices X0 +A0. The “ground truth” components are then discerned from their aggregate
after applying robust PCP algorithms developed e.g., in [25]. The recovered X0 exhibits
three dominant singular values, confirming the low-rank property of the nominal traffic
matrix. Also, after retaining only the significant spikes with magnitude larger than the
threshold 50‖Y‖F /LT , the formed anomaly matrix A0 has 1.10% nonzero entries. The link
loads in Y are obtained through multiplication of the aggregate traffic with the Internet-2
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Figure 3.2: Network topology graphs. (a) Internet-2. (b) Random synthetic network with N = 30
and dc = 0.35.
routing matrix. Even though Y is “constructed” here from flow measurements, link loads
are acquired from SNMP traces [137]. Moreover, the aggregate flow traffic matrix X0 + A0
is sampled uniformly at random with probability pi to form ZΠ. In practice, these samples
are acquired via NetFlow protocol [162].
3.9.1 Exact recovery validation
To demonstrate the merits of (P2) in accurately recovering the true values (X0,A0), it is
solved for a wide range of rank r and (average) sparsity levels s = pFT using the ADMM
solver in Algorithm 3. Synthetic data is generated as described before for a random network
with N = 30, dc = 0.35, and F = T = N(N−1)/3; see Fig. 3.2(b). For F randomly selected
OD pairs, K nonoverlapping paths are chosen to carry the traffic. Each path is created based
on the minimum-hop count routing algorithm to form the routing matrix. A random fraction
of the origin’s traffic is also assigned to each path. The gray-scale plots in Fig. 3.3 show
phase transition for the relative estimation error ex+a = ex + ea, including both nominal
ex := ‖Xˆ−X0‖F /‖X0‖F , and anomalous traffic estimation error ea := ‖Aˆ−A0‖F /‖A0‖F
under various percentage of misses. Top figure is associated with K = 1, while for the
bottom figure K = 3. The parameter λ in (P2) is also tuned to optimize the performance.
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Figure 3.3: Relative estimation error ex+a for various values of rank (r) and sparsity level (s = pFT )
where F = T = 290 and pi = 0.25. (a) Single-path routing versus (b) multipath routing (K = 3).
White represents exact recovery (ex+a ≈ 0), while black represents ex+a ≈ 1.
When single-path routing is used, the network entails L = 159 physical links. In this
case, the routing matrix R ∈ {0, 1}159×290 has a huge nullspace with dim(NR) = 127, and
as a result Fig. 3.3 (top) indicates that accurate recovery is possible only for relatively
small values of r and s. However, when multipath routing (K = 3) is used, there are
more L = 227 physical links involved in carrying the traffic of OD flows. This shrinks the
nullspace of R ∈ [0, 1]227×290 to dim(R) = 68, and improves the isometry property of R
for sparse vectors. As a result, under traffic of higher dimensionality and denser anomalies
accurate traffic estimation is possible; see Fig. 3.3 (bottom).
3.9.2 Traffic and anomaly maps
Real Internet-2 data is considered to portray the traffic based on (P1) every 42-hour interval,
which amounts to time horizon of T = 504 time bins.
Convergence of Algorithm 3. The iterative ADMM solver is run with various percent-
ages of NetFlow data sampled uniformly at random when c = 1 and with a fixed value of λ.
Evolution of the cost in (P3) is depicted in Fig. 3.4 across iterations and runtime. Note the
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Figure 3.4: Cost of (P2) versus the iteration index (solid) and run-time (dashed) for various NetFlow
sampling rates.
Matlab codes for this purpose are by no means optimized and the updates for [S2] and [S3]
are not implemented in parallel; doing so can lead to a significant runtime advantage. It
is apparent that Algorithm 3 as claimed by Proposition 3.1 converges after about a dozen
hundreds of iterations. In addition, convergence becomes faster for larger values of pi since
it improves the conditioning of the augmented Lagrangian (3.13); that is, the quadratic
subproblems w.r.t. B and O admit a larger minimum-eigenvalue for the Hessian matrix.
Impact of NetFlow data. The role of NetFlow measurements on the traffic estimation
performance is depicted in Fig. 3.5 plotting the relative error ex+a for various percentages
of NetFlow samples (pi). Normally, the estimation accuracy improves as pi grows, where the
improvement seems more pronounced for the nominal traffic. When only the link loads are
available, adding 10% NetFlow samples enhances the nominal-traffic estimation accuracy
by 45%, while the one for the anomalous traffic is improved by 18%. This observation
corroborates the effectiveness of exploiting partial NetFlow samples toward mapping out
the network traffic.
Traffic profiles. For pi = 0.1, the true and estimated traffic time-series are illustrated in
Fig. 3.6 for three representative OD flows originating from the CHIN autonomous system
located at Chicago. The depicted time-series correspond to three different rows of Xˆ and Aˆ
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Figure 3.5: Relative Estimation error versus percentage of NetFlow samples.
returned by (P1). It is apparent that the traffic variations are closely tracked and significant
spikes are correctly picked by (P1). It pinpoints confidently a significant anomaly occurring
within 9:20 P.M.–9:25 P.M., December 11, 2003, in the flow CHIN–LOSA, which traverses
several physical links. High false alarm declared for the CHIN–IPLS flow is also because it
visits only a single link, and thus not revealing enough information.
Unveiling anomalies. Identifying anomalous patterns is pivotal towards proactive net-
work security tasks. The resultant estimated map Aˆ returned by (P1) offers a depiction of
the network health-state across both time and flows. Our previous work in [97] and [96]
deals with creating such a map with only the link loads Y at hand (i.e., Π = ∅), and the
primary goal is to recover Aˆ. The purported results in [96, 97] are promising and could
markedly outperform state-of-art workhorse PCA-based approaches in e.g., [72,158]. Rela-
tive to [96,97], the current work however allows additional partial flow-level measurements.
This naturally raises the question how effective this additional information is toward identi-
fying the anomalies. As seen in Fig. 3.5, taking more NetFlow samples is useful, but beyond
a certain threshold it does not offer any extra appeal.
Schemes for comparison. Despite its importance, a fair and comprehensive comparison
with the existing alternatives in e.g., [67,120,159,162] is subtle mainly because they either
adopt different assumptions, or, utilize different data sources. It is also important to stress
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Figure 3.6: Nominal (a) and anomalous (b) traffic portrays for three representative OD flows when
pi = 0.1. True traffic is dashed blue and the estimated one is solid red.
once more that past works are either devoid of anomalies and/or spatiotemporal traffic
correlations, that are unique to the present paper. Nonetheless, to highlight the merits
of the novel schemes we compare them with the tomogravity-based scheme of [162] that
leverages the same SNMP and partial NetFlow data. The crux of [162] is to simply model
SNMP link counts acquired per time instant t as yt = Rxt + vt, with vt ∼ N (0, σ2I); and
likewise the NetFlow counts of the observed OD flows as zf,t = xf,t + wf,t, f ∈ Πt, with
wf,t ∼ N (0, σ2). For the unobservable OD flows, the gravity model [67,159] is employed to
postulate the prior xf,t = z
(g)
f,t + nf,t, f ∈ Π⊥t , where z(g)f,t is output of the simple gravity
method fed with the link loads. Noise nf,t is Gaussian N (0, σ2/κ2) with the scalar κ
capturing the reliability of gravity model relative to NetFlow measurements. Putting data
together, the OD-flow traffic is estimated by solving the LS program
min
x
‖yt −Rx‖2 + ‖zΠt − xΠt‖2 + κ‖z(g)Π⊥t − xΠ⊥t ‖
2 (3.23)
Fig. 3.5 compares the relative error of (3.23) against our novel scheme with various percent-
ages of NetFlow data used to estimate the nominal traffic. Note the value of κ is optimized
to achieve the best performance for (3.23). The large error gap is due to the over-simplified
model in [162] that ignores the anomalies and the spatiotemporal traffic correlations.
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3.9.3 Estimation with spatiotemporal correlation information
This section evaluates the effectiveness of (P5) and demonstrates the usefulness of traffic
correlation information. Training data from the week December 8-15, 2003 are used to
estimate the Internet-2 traffic on the next day, December 16, 2003. The nominal “ground
truth” traffic matrix X0 described earlier is considered, and for validation purposes bursty
anomalies are synthetically injected to form the aggregate traffic X0 + A0, which is then
used to generate Y and ZΠ. To simulate the NetFlow samples, suppose 10% of randomly
selected OD flows are inaccessible for the entire time horizon, and the rest are sampled only
10% of time, resulting in 9% flow-level measurements available.
Bursty anomalies. To generate anomalies X0, envision a scenario where a subset of
OD flows undergo bursty anomalies while the rest are clean. Per flow f bursty anomalies
are generated according to the random multiplicative process {af,t = γfbf,tcf,t}t, with
mutually independent stationary processes {cf,t} and {bf,t}. The former is a correlated
Gaussian process, and the latter is a correlated {0, 1}-Bernoulli process to model the bursts.
The Gaussian process obeys the first-order auto-regressive model cf,t = θcf,t−1 + σnnf,t,
with cf,0 = 0 and nf,t ∼ N (0, 1) for some θ < 1. The Bernoulli process also adheres to
bf,t = df,tbf,t−1 + (1− df,t)ef,t, where the independent random variables df,t and ef,t obey
df,t ∼ Ber(α) and ef,t ∼ Ber(ν), respectively. Initial variable bf,0 is also generated as
Ber(ν).
Learning correlations. Owing to the stationarity of processes {bf,t} and {cf,t}, process
{af,t} is stationary, and as a result R(f)a (τ) = γ2fR(f)b (τ)R(f)c (τ), with the corresponding
correlations given as R
(f)
c (τ) = θτσ2n/(1 − θ2) and R(f)b (τ) = ν(1 − ν)ατ + ν. Set γf = 50,
θ = 0.999, σn = 0.005, α = 0.98, and ν = 0.03. The correlation matrices {RB,RC} with
Toeplitz blocks are then obtained from (3.20). Moreover, to account for the cyclostation-
arity of traffic with a day-long periodicity, the correlation matrices {RL,RQ} are learned
as elaborated in Section 3.6.1. The resulting temporal correlation matrices RB and RQ,
learned based on the traffic data December 8-15, 2003, are displayed in Fig. 3.7, where 288
data points in each axis correspond to 24 hours. The sharp transition noticed in Fig. 3.7
(b) happens at 3 : 45 p.m. that signifies a sudden increase in the traffic usage for the rest
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Figure 3.7: Sample correlations RB (a) and RQ (b) learned based on historical traffic data during
December 8-15, 2003.
of the day.
Traffic maps. Fig. 3.9 depicts the time series of estimated and true nominal traffic for the
IPLS–CHIN OD flow (see Fig. 3.2). For this flow, no direct NetFlow sample is collected. It
is apparent that (P5) which uses the knowledge of traffic spatiotemporal correlation tracks
fairly well the underlying traffic, whereas (P1) cannot even track the large-scale variations
of traffic. This demonstrates the nonidentifiability of (P1) when only a small fraction 9%
of OD flows are nonuniformly sampled, and notably around 10% of rows of X0 are not
directly observable. (P5) however interpolates the traffic associated with unobserved OD
flows with the observed ones through the correlation matrices {RL,RQ}. The resulting
relative estimation error for (P5) is ex = 0.19, which is well below ex = 0.62 for (P1).
The correlation knowledge also helps discovering the anomalous traffic patterns as seen
from Fig. 3.8, where in particular (P5) attains ea = 0.27, while (P1) does ea = 0.73.
Interestingly, the anomaly map revealed by (P1) tends to spot the anomalies intermittently
since the `1-norm regularizer weighs all flows and time-instants equally.
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Figure 3.8: Estimated and “ground truth” (c) anomaly maps across time and flows without using
correlation (a), and after using correlation information (b).
3.10 Conclusions and Future Work
This paper taps on recent advances in low-rank and sparse recovery to create maps of
nonminal and anomalous traffic as a valuable input for network management and proac-
tive security tasks. A novel tomographic framework is put forth which subsumes critical
network monitoring tasks including traffic estimation, anomaly identification, and traffic
interpolation. Leveraging low intrinsic-dimensionality of nominal traffic as well as the spar-
sity of anomalies, a convex program is formulated with `1- and nuclear-norm regularizers,
with the link loads and a small subsets of flow counts as the available data. Under certain
circumstances on the true traffic and anomalies in addition to the routing and OD-flow
sampling strategies, sufficient conditions are derived, which guarantee accurate estimation
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Figure 3.9: True and estimated traffic of IPLS-CHIN flow.
of the traffic.
For practical networks where the said conditions are possibly violated, additional knowl-
edge about inherent traffic patterns are incorporated through correlations by adopting a
Bayesian approach and taking advantage of the bilinear characterization of the `1- and
nuclear-norm. A systematic approach is also devised to learn the correlations using (cy-
clo)stationary historical traffic data. Simulated tests with synthetic and real Internet data
confirm the efficacy of the novel estimators. There are yet intriguing unanswered questions
that go beyond the scope of the current paper, but worth pursuing as future research. One
such question pertains to comparing performance of novel schemes against existing alter-
natives over different datasets and under fair conditions. It is also important to quantify
a minimal count of sampled OD flows for a realistic network scenario with a given routing
matrix, which assures accurate traffic estimation. Another avenue to explore involves adop-
tion of tensor models along the lines of [13,66,98] to further exploit the network topological
information toward improving the traffic estimation accuracy.
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Chapter 4
Decentralized Rank Minimization
and Sparsity Regularization
4.1 Introduction
Let X := [xl,t] ∈ RL×T be a low-rank matrix [rank(X)  min(L, T )], and A := [af,t] ∈
RF×T be a sparse matrix with support size considerably smaller than FT . Consider also a
matrix R := [rl,f ] ∈ RL×F and a set Ω ⊆ {1, . . . , L} × {1, . . . , T} of index pairs (l, t) that
define a sampling of the entries of X. Given R and a number of (possibly) noise corrupted
measurements1
yl,t = xl,t +
F∑
f=1
rl,faf,t + vl,t, (l, t) ∈ Ω (4.1)
the goal is to estimate low-rank X and sparse A, by denoising the observed entries and
imputing the missing ones. Introducing the sampling operator PΩ(·) which sets the entries
of its matrix argument not in Ω to zero and leaves the rest unchanged, the data model can
be compactly written in matrix form as
PΩ(Y) = PΩ(X + RA + V). (4.2)
1The notation adopted here is motivated by the anomaly detection problem outlined in in the previous
chapters, where R denotes the routing matrix, F stands for flows, L for links and T for time steps, while A
is a matrix of anomalies.
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A natural estimator accounting for the low rank of X and the sparsity of A will be sought
to fit the data PΩ(Y) in the least-squares (LS) error sense, as well as minimize the rank
of X, and the number of nonzero entries of A measured by its `0-(pseudo) norm; see
e.g. [26], [97], [25], [33] for related problems subsumed by the one described here. Unfor-
tunately, both rank and `0-norm minimization are in general NP-hard problems [37, 109].
The nuclear norm ‖X‖∗ :=
∑
k σk(X), where σk(X) denotes the k-th singular value of X,
and the `1-norm ‖A‖1 :=
∑
f,t |af,t|, are typically adopted as surrogates to rank(X) and
‖A‖0, respectively [29,48]. Accordingly, one solves
(P1) min
{X,A}
1
2
‖PΩ(Y −X−RA)‖2F + λ∗‖X‖∗ + λ1‖A‖1
where λ∗, λ1 ≥ 0 are rank- and sparsity-controlling parameters. Being convex (P1) is ap-
pealing, and some of its special instances are known to attain good performance in theory
and practice. For instance, when no data are missing (P1) can be used to unveil traffic
anomalies in networks [97]. Identifiability results in [97] establish that X and A can be ex-
actly recovered in the absence of noise, even when R is a fat (compression) operator. When
R equals the identity matrix, (P1) reduces to the so-termed robust principal component
analysis (PCA), for which exact recovery results are available in [25] and [33]. Moreover,
for the special case R ≡ 0L×F , (P1) offers a low-rank matrix completion alternative with
well-documented merits; see e.g., [27] and [26]. Stable recovery results in the presence of
noise are also available for matrix completion and robust PCA [26, 163]. Earlier efforts
dealing with the recovery of sparse vectors in noise led to similar performance guarantees;
see e.g., [19].
In all these works, the samples PΩ(Y) and matrix R are assumed centrally available,
so that they can be jointly processed to estimate X and A by e.g., solving (P1). Collecting
all this information can be challenging in various applications of interest, or it may be even
impossible in e.g., wireless sensor networks (WSNs) operating under stringent power budget
constraints. In other cases such as the Internet or collaborative marketing studies, agents
providing private data for e.g., fitting a low-rank preference model, may not be willing to
share their training data but only the learning results. Performing the optimization in a
centralized fashion raises robustness concerns as well, since the central processor represents
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an isolated point of failure. Several customized iterative algorithms have been proposed to
solve instances of (P1), and have been shown effective in tackling low- to medium-size prob-
lems; see e.g., [97], [27], [117]. However, most algorithms require computation of singular
values per iteration and become prohibitively expensive when dealing with high-dimensional
data [118]. All in all, the aforementioned reasons motivate the reduced-complexity decen-
tralized algorithm for nuclear and `1-norm minimization developed in this paper.
In a similar vein, stochastic gradient algorithms were recently developed for large-scale
problems entailing regularization with the nuclear norm [96, 118]. Even though iterations
in [118] are highly paralellizable, they are not applicable to networks of arbitrary topology.
There are also several studies on decentralized estimation of sparse signals via `1-norm
regularized regression; see e.g., [38, 63, 105]. Different from the treatment here, the data
model of [105] is devoid of a low-rank component and all the observations Y are assumed
available (but decentralized across several interconnected agents). Formally, the model
therein is a special case of (4.2) with T = 1, X = 0L×T , and Ω = {1, . . . , L} × {1, . . . , T},
in which case (P1) boils down to finding the least-absolute shrinkage and selection operator
(Lasso) [19].
Building on the general model (4.2) and the centralized estimator (P1), this paper devel-
ops decentralized algorithms to estimate low-rank and sparse matrices, based on in-network
processing of a small subset of noise-corrupted and spatially-decentralized measurements
(Section 4.3). This is a challenging task however, since the non-separable nuclear-norm
present in (P1) is not amenable to decentralized minimization. To overcome this limitation,
results from [23] and [134] on alternative characterizations of the nuclear norm are lever-
aged in Section 4.3.1, to obtain for the first time a separable yet non-convex cost that can
be minimized in a decentralized fashion via the alternating-direction method of multipliers
(ADMM) [18]. The resultant iterations entail reduced-complexity optimization subtasks per
agent, and affordable message passing only between single-hop neighbors (Section 4.3.3).
Interestingly, the decentralized (non-convex) estimator provably attains the global optimum
of its centralized counterpart (P1), provided it converges and a qualification condition is
satisfied; see also [4, 23, 117] for related results in the context of centralized smooth opti-
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mization.
In a nutshell, this work connects the exact and stable recovery in e.g., [25, 26, 33, 97]
to in-network minimization, so that one can recover (in a stable manner) the unknown
low-rank and sparse matrices only through local computations and message exchanges. To
demonstrate the generality of the proposed estimator and its algorithmic framework, three
networking-related application domains are outlined in Section 4.4, namely: i) unveiling
traffic volume anomalies for large-scale networks [72, 97]; ii) robust PCA [25, 33], and iii)
low-rank matrix completion for network-wide path latency prediction [79]. Numerical tests
with synthetic and real network data drawn from these application domains corroborate
the effectiveness and convergence of the novel decentralized algorithms, as well as their
centralized performance benchmarks (Section 4.5).
Section 4.6 concludes the paper, while several technical details are deferred to the Ap-
pendix.
4.2 Preliminaries and Problem Statement
Consider N networked agents capable of performing some local computations, as well as
exchanging messages among directly connected neighbors. An agent should be understood
as an abstract entity, e.g., a sensor in a WSN, or a router monitoring Internet traffic. The
network is modeled as an undirected graph G(N ,L), where the set of nodesN := {1, . . . , N}
corresponds to the network agents, and the edges (links) in L := {1, . . . , L} represent pairs of
agents that can communicate. Agent n ∈ N communicates with its single-hop neighboring
peers in Jn, and the size of the neighborhood will be henceforth denoted by |Jn|. To ensure
that the data from an arbitrary agent can eventually percolate through the entire network,
it is assumed that:
(a1) Graph G is connected; i.e., there exists a (possibly) multi-hop path connecting any two
agents.
With reference to the low-rank and sparse matrix recovery problem outlined in Sec-
tion 4.1, in the network setting envisioned here each agent n ∈ N acquires a few in-
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complete and noise-corrupted rows of matrix Y ∈ RL×T . Specifically, the local data
available to agent n is matrix PΩn(Yn), where Yn ∈ RLn×T ,
∑N
n=1 Ln = L, and
Y := [Y′1, . . . ,Y′N ]
′ = X+RA+V. The index pairs in Ωn are those in Ω for which the row
index matches the rows of Y observed by agent n. Additionally, suppose that agent n has
available the local matrix Rn ∈ RLn×F , containing a row subset of R associated with the ob-
served rows in Yn, i.e, R := [R
′
1, . . . ,R
′
N ]
′. With regards to the decision variables, partition
also X := [X′1, . . . ,X′N ]
′ ∈ RL×T similar to R and Y, where Xn ∈ RLn×T , n = 1, . . . , N .
Agents collaborate to form the wanted estimator (P1) in a decentralized fashion, which can
be equivalently rewritten as (define gn(Xn,A) :=
1
2‖PΩn(Yn −Xn −RnA)‖2F )
min
{X,A}
N∑
n=1
[
gn(Xn,A) +
λ∗
N
‖X‖∗ + λ1
N
‖A‖1
]
.
The objective of this paper is to develop a decentralized algorithm for sparsity-regularized
rank minimization via (P1), based on in-network processing of the locally available data.
The described setup naturally suggests three characteristics that the algorithm should ex-
hibit: c1) agent n ∈ N should obtain an estimate of Xn and A, which coincides with the
corresponding solution of the centralized estimator (P1) that uses the entire data PΩ(Y);
c2) processing per agent should be kept as simple as possible; and c3) the overhead for
inter-agent communications should be affordable and confined to single-hop neighborhoods.
4.3 Distributed Algorithm for In-Network Operation
To facilitate reducing the computational complexity and memory storage requirements of
the decentralized algorithm sought, it is henceforth assumed that:
(a2) The decision variable X in (P1) has rank at most ρ.
Analysis with real Internet traffic data reveals that origin-to-destination flow traffic matrices
have rank[X] ∈ [5, 8]; hence, one can safely choose ρ = 10 [72]. In addition, recall that the
rank of the solution Xˆ in (P1) is controlled by the choice of λ∗, and can be made small
enough for sufficiently large λ∗. As argued next, the smaller the value of ρ, the more efficient
the algorithm becomes.
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Because rank(Xˆ) ≤ ρ, (P1)’s search space is effectively reduced and one can factorize
the decision variable as X = LQ′, where L and Q are L×ρ and T ×ρ matrices, respectively.
Adopting this reparametrization of X in (P1), and defining rn(Ln,Q,A) :=
1
2‖PΩn(Yn −
LnQ
′ −RnA)‖2F , one obtains the following equivalent optimization problem
(P2) min
{L,Q,A}
N∑
n=1
[
rn(Ln,Q,A) +
λ∗
N
‖LQ′‖∗ + λ1
N
‖A‖1
]
which is non-convex due to the bilinear terms LnQ
′, and L := [L′1, . . . ,L′N ]
′. The number
of variables is reduced from LT + FT in (P1), to ρ(L+ T ) + FT in (P2). The savings can
be significant when ρ is in the order of a few dozens, and both L and T are large. The
dominant FT -term in the variable count of (P2) is due to A, which is sparse and can be
efficiently handled even when both F and T are large. Problem (P2) is still not amenable
to decentralized implementation due to: (i) the non-separable nuclear norm present in the
cost function; and (ii) the global variables Q and A coupling the per-agent summands.
4.3.1 A separable nuclear norm regularization
To address (i), consider the following neat characterization of the nuclear norm [117,134]
‖X‖∗ := min{L,Q}
1
2
{‖L‖2F + ‖Q‖2F} , s. to X = LQ′. (4.3)
For an arbitrary matrix X with SVD X = UXΣXV
′
X , the minimum in (4.3) is attained
for L = UXΣ
1/2
X and Q = VXΣ
1/2
X . The optimization (4.3) is over all possible bilinear
factorizations of X, so that the number of columns of L and Q is also a variable. Lever-
aging (4.3), the following reformulation of (P2) provides an important first step towards
obtaining a decentralized estimator:
(P3) min
{L,Q,A}
N∑
n=1
[
rn(Ln,Q,A) +
λ∗
2N
{
N‖Ln‖2F + ‖Q‖2F
}
+
λ1
N
‖A‖1
]
.
Under (a2) and building on (4.3), it readily follows that the separable Frobenius-norm
regularization in (P3) comes with no loss of optimality, meaning that (P1) and (P3) admit
identical solutions. This equivalence ensures that by finding the global minimum of (P3)
[which can have significantly fewer variables than (P1)], one can recover the optimal solution
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of (P1). However, since (P3) is non-convex, it may have stationary points which need not
be globally optimal. Interestingly, the next proposition offers a global optimality certificate
for the stationary points of (P3). For a proof, see the Appendix.
Proposition 4.1 Let {L¯, Q¯, A¯} be a stationary point of (P3). If ‖PΩ(Y− L¯Q¯′−RA¯)‖ ≤
λ∗ (no subscript in ‖.‖ signifies spectral norm), then {Xˆ = L¯Q¯′, Aˆ = A¯} is the globally
optimal solution of (P1).
Note that the noise variance certainly affects the value of ‖PΩ(Y− L¯Q¯′ −RA¯)‖, and thus
satisfaction of the qualification inequality in Proposition 1.
Remark 4.1 (Proposition 1 in context) The ideas leading to Proposition 1 were
sparked by the results of [23], which introduced the bilinear factorization X = LQ′ as a
viable alternative for rank relaxation in semidefinite programming. Noteworthy extensions
include learning operators with spectral regularization [4], and rank minimization with the
nuclear-norm [117]. However, relative to [4,23,117] Proposition 1 has differences and makes
distinct contributions. Unlike [4] and [117] which deal with smooth cost functions, the `1-
norm regularization promoting sparsity in A renders the cost of (P3) non-smooth. Different
from [23], Proposition 1 links the stationary points of the non-convex (P3) with the global
optima of (P1). (Instead, [23] relates local minima of a related non-convex problem with
global optima of its convex counterpart.) This difference bears practical importance since
most iterative solvers of nonconvex problems such as (P3), can at most guarantee solutions
that are stationary points.
4.3.2 Local variables and consensus constraints
To decompose the cost function in (P3), in which summands are coupled through the global
variables Q and A [cf. (ii) at the beginning of this section], introduce auxiliary variables
{Qn,An}Nn=1 representing local estimates of {Q,A} per agent n. These local estimates are
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utilized to form the separable constrained minimization problem
(P4) min
{Ln,Qn,An,Bn}
N∑
n=1
[
rn(Ln,Qn,Bn) +
λ∗
2
‖Ln‖2F +
λ∗
2N
‖Qn‖2F +
λ1
N
‖An‖1
]
s. t. Bn = An, n ∈ N
Qn = Qm, An = Am, m ∈ Jn, n ∈ N .
For reasons that will become clear later on, additional variables {Bn}Nn=1 were introduced to
split the `2−norm fitting-error part of the cost of (P4), from the `1−norm regularization on
the {An}Nn=1 (cf. Remark 4.4). These extra variables are not needed if R′R = IF . The set
of additional constraints Bn = An ensures that, in this sense, nothing changes in going from
(P3) to (P4). Most importantly, (P3) and (P4) are equivalent optimization problems under
(a1). The equivalence should be understood in the sense that Qˆ1 = Qˆ2 = . . . = QˆN = Qˆ and
likewise for A, where {Qˆn, Aˆn}n∈N and {Qˆ, Aˆ} are the optimal solutions of (P4) and (P3),
respectively. Of course, the corresponding estimates of L will coincide as well. Even though
consensus is a fortiori imposed within neighborhoods, it extends to the whole (connected)
network and local estimates agree on the global solution of (P3). To arrive at the desired
decentralized algorithm, it is convenient to reparametrize the consensus constraints in (P4)
as
Qn = F¯
m
n , Qm = F˜
m
n , and F¯
m
n = F˜
m
n , m ∈ Jn, n ∈ N (4.4)
An = G¯
m
n , Am = G˜
m
n , and G¯
m
n = G˜
m
n , m ∈ Jn, n ∈ N (4.5)
where {F¯mn , F˜mn , G¯mn , G˜mn }m∈Jnn∈N are auxiliary optimization variables that will be eventually
eliminated.
4.3.3 The alternating-direction method of multipliers
To tackle the constrained minimization problem (P4), associate Lagrange multipliers Mn
with the splitting constraints Bn = An, n ∈ N . Likewise, associate additional dual variables
C¯mn and C˜
m
n (D¯
m
n and D˜
m
n ) with the first pair of consensus constraints in (4.4) [respectively
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(4.5)]. Next introduce the quadratically augmented Lagrangian function
Lc (V1,V2,V3,M) =
N∑
n=1
[
rn(Ln,Qn,Bn) +
λ∗
2N
{N‖Ln‖2F + ‖Qn‖2F }+
λ1
N
‖An‖1
]
+
N∑
n=1
〈Mn,Bn −An〉+ c
2
N∑
n=1
‖Bn −An‖2F
+
N∑
n=1
∑
m∈Jn
{
〈C¯mn ,Qn − F¯mn 〉+ 〈C˜mn ,Qm − F˜mn 〉+ 〈D¯mn ,An − G¯mn 〉+ 〈D˜mn ,Am − G˜mn 〉
}
+
c
2
N∑
n=1
∑
m∈Jn
{
‖Qn − F¯mn ‖2F + ‖Qm − F˜mn ‖2F + ‖An − G¯mn ‖2F + ‖Am − G˜mn ‖2F
}
(4.6)
where c is a positive penalty coefficient, and the primal variables are split into three groups
V1 := {Qn,An}Nn=1, V2 := {Ln}Nn=1, and V3 := {Bn, F¯mn , F˜mn , G¯mn , G˜mn }m∈Jnn∈N . For nota-
tional convenience, collect all multipliers inM := {Mn, C¯mn , C˜mn , D¯mn , D˜mn }m∈Jnn∈N . Note that
the remaining constraints in (4.4) and (4.5), namely CV := {F¯mn = F˜mn , G¯mn = G˜mn , m ∈
Jn, n ∈ N}, have not been dualized.
To minimize (P4) in a decentralized fashion, a variation of the alternating-direction
method of multipliers (ADMM) will be adopted here. The ADMM is an iterative augmented
Lagrangian method especially well-suited for parallel processing [18], which has been proven
successful to tackle the optimization tasks encountered e.g., with decentralized estimation
problems [105, 125]. The proposed solver entails an iterative procedure comprising four
steps per iteration k = 1, 2, . . .
[S1] Update dual variables for all n ∈ N , m ∈ Jn:
Mn[k] = Mn[k − 1] + µ(Bn[k]−An[k]) (4.7)
C¯mn [k] = C¯
m
n [k − 1] + µ(Qn[k]− F¯mn [k]) (4.8)
C˜mn [k] = C˜
m
n [k − 1] + µ(Qm[k]− F˜mn [k]) (4.9)
D¯mn [k] = D¯
m
n [k − 1] + µ(An[k]− G¯mn [k]) (4.10)
D˜mn [k] = D˜
m
n [k − 1] + µ(Am[k]− G˜mn [k]). (4.11)
[S2] Update first group of primal variables:
V1[k + 1] = arg minV1 Lc (V1,V2[k],V3[k],M[k]) . (4.12)
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[S3] Update second group of primal variables:
V2[k + 1] = arg minV2 Lc (V1[k + 1],V2,V3[k],M[k]) . (4.13)
[S4] Update auxiliary primal variables:
V3[k + 1] = arg minV3∈CV Lc (V1[k + 1],V2[k + 1],V3,M[k]) . (4.14)
This four-step procedure implements a block-coordinate descent method with dual variable
updates. At each step of minimizing the augmented Lagrangian, the variables not being
updated are treated as fixed and are substituted with their most up-to-date values. Different
from ADMM, the alternating-minimization step here generally cycles over three groups of
primal variables V1-V3 (cf. two groups in ADMM [17]). In some special instances detailed
in Section 4.4.3, cycling over two groups of variables only is sufficient. In [S1], µ > 0
is the step size of the subgradient ascent iterations (4.7)-(4.11). While it is common in
ADMM implementations to select µ = c, a distinction between the step size and the penalty
parameter is made explicit here in the interest of generality.
Reformulating the estimator (P1) to its equivalent form (P4) renders the augmented
Lagrangian in (4.6) highly decomposable. The separability comes in two flavors, both
with respect to the variable groups V1, V2, and V3, as well as across the network agents
n ∈ N . This in turn leads to highly parallelized, simplified recursions corresponding to the
aforementioned four steps. Specifically, it is shown in Appendix that if the multipliers are
initialized to zero, [S1]-[S4] constitute the decentralized algorithm tabulated under Algo-
rithm 5. In addition, define the soft-thresholding matrix Sτ (M) with (i, j)-th entry given
by sign(mi,j) max{|mi,j | − τ, 0}, where mi,j denotes the (i, j)-th entry of M.
Remark 4.2 (Simplification of redundant variables) Careful inspection of Algorithm
5 reveals that the inherently redundant auxiliary variables and multipliers {F¯mn , F˜mn , G¯mn , G˜mn }
and {C˜mn , D˜mn } have been eliminated. Agent n does not need to separately keep track of all
its non-redundant multipliers {C¯mn , D¯mn }m∈Jn, but only to update their respective (scaled)
sums On[k] := 2
∑
m∈Jn C¯
m
n [k] and Pn[k] := 2
∑
m∈Jn D¯
m
n [k].
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Algorithm 5 : ADMM solver per agent n ∈ N
input Yn,Ωn,Rn, λ∗, λ1, c, µ
initialize Mn[0] = Pn[0] = An[1] = Bn[1] = 0F×T , O[0] = 0T×ρ, and Ln[1], Qn[1] at random
for k = 1, 2,. . . do
Receive {Qm[k],Am[k]} from neighbors m ∈ Jn
[S1] Update local dual variables:
Mn[k] = Mn[k − 1] + µ(Bn[k]−An[k])
On[k] = On[k − 1] + µ
∑
m∈Jn(Qn[k]−Qm[k])
Pn[k] = Pn[k − 1] + µ
∑
m∈Jn(An[k]−Am[k])
[S2] Update first group of local primal variables:
Qn[k + 1] = arg minQ
{
rn(Ln[k],Q,Bn[k]) +
λ∗
2N ‖Q‖2F + 〈On[k],Q〉 +
c
∑
m∈Jn
∥∥∥Q− Qn[k]+Qm[k]2 ∥∥∥2
F
}
Hn[k + 1] := Mn[k] + cBn[k]−Pn[k] + c
∑
m∈Jm(An[k] + Am[k])
An[k + 1] = [c(1 + 2|Jn|)]−1Sλ1/N (Hn[k + 1])
[S3] Update second group of local primal variables:
Ln[k + 1] = arg minL
{
rn(L,Qn[k + 1],Bn[k]) +
λ∗
2 ‖L‖2F
}
[S4] Update auxiliary local primal variables:
Bn[k + 1] = arg minB
{
rn(Ln[k + 1],Qn[k + 1],B) + 〈Mn[k],B〉+ c2‖B−An[k + 1]‖2F
}
Broadcast {Qn[k + 1],An[k + 1]} to neighbors m ∈ Jn
end for
return An,Qn,Ln
Remark 4.3 (Computational and communication cost) The main computational bur-
den of the algorithm stems from solving unconstrained quadratic programs locally to update
{Qn,Ln,Bn}, and to carry out simple soft-thresholding operations to update An. On a per-
iteration basis, network agents communicate their updated local estimates {Qn[k],An[k]}
with their neighbors, to carry out the updates of the primal and dual variables during the
next iteration. Regarding communication cost, Qn[k] is a T ×ρ matrix and its transmission
does not incur significant overhead when ρ is small. In addition, the F×T matrix An[k] can
be communicated efficiently after few iterations required to consent on the common support
(especially when the local estimates are initialized to zero). Observe that the dual variables
need not be exchanged.
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Remark 4.4 (General sparsity-promoting regularization) Even though λ1‖A‖1 was
adopted in (P1) to encourage sparsity in the entries of A, the algorithmic framework here
can accommodate more general structured sparsity-promoting penalties ψ(A). To maintain
the per-agent computational complexity at affordable levels, the minimum requirement on
the admissible penalties is that the proximal operator
proxψ(Y˜) := arg min
A
[
1
2
‖Y˜ −A‖2F + ψ(A)
]
(4.15)
is given in terms of vector or (and) scalar soft-thresholding operators. In addition to
the `1-norm (Lasso penalty), this holds for the sum of row-wise `2-norms (group Lasso
penalty [156]), or, a linear combination of the aforementioned two – the so-termed hierar-
chical Lasso penalty that encourages sparsity across and within the rows of A [133]. All
this is possible since by introducing the cost-splitting variables Bn, the local sparse matrix
updates are An[k + 1] = proxψ(Y˜n[k]) for suitable Y˜n[k] (see Appendix). Relying on sim-
ilar ideas, proximal-splitting algorithms have been successfully adopted for various signal
processing tasks [40], and for parallel optimization [39].
When employed to solve non-convex problems such as (P4), ADMM (or its variant used
here) offers no convergence guarantees. However, there is ample experimental evidence
in the literature that supports empirical convergence of ADMM, especially when the non-
convex problem at hand exhibits “favorable” structure. For instance, (P4) is bi-convex and
gives rise to the strictly convex optimization subproblems (4.12)-(4.14), which admit unique
closed-form solutions per iteration. This observation and the linearity of the constraints
endow Algorithm 5 with good convergence properties – extensive numerical tests including
those presented in Section 4.5 demonstrate that this is indeed the case. While a formal
convergence proof goes beyond the scope of this paper, the following proposition proved in
Appendix asserts that upon convergence, Algorithm 5 attains consensus and global opti-
mality.
Proposition 4.2 If the sequence of iterates {Qn[k],Ln[k],An[k]}n∈N generated by Al-
gorithm 5 converge to {Q¯n, L¯n, A¯n}n∈N , and (a1) holds, then: i) Q¯n = Q¯m, A¯n =
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A¯m, n,m ∈ N ; and ii) if ‖PΩ(Y− L¯Q¯′1−RA¯1)‖ ≤ λ∗, then Xˆ = L¯Q¯′1 and Aˆ = A¯1, where
{Aˆ, Xˆ} is the global optimum of (P1).
4.4 Applications
This section outlines a few applications that could benefit from the decentralized sparsity-
regularized rank minimization framework described so far. In each case, the problem state-
ment calls for estimating low-rank X and (or) sparse A, given decentralized data adhering
to an application-dependent model subsumed by (4.2). Customized algorithms are thus
obtained as special cases of the general iterations in Algorithm 5.
4.4.1 Unveiling traffic anomalies in backbone networks
In the backbone of large-scale networks, origin-to-destination (OD) traffic flows experience
abrupt changes which can result in congestion, and limit the quality of service provisioning
of the end users. These so-termed traffic volume anomalies could be due to external sources
such as network failures, denial of service attacks, or, intruders which hijack the network
services [72]. Unveiling such anomalies is a crucial task in engineering network traffic. This
is a challenging task however, since the available data are usually high-dimensional noisy
link-load measurements, which comprise the superposition of unobservable OD flows as
explained next.
The network is modeled as in Section 4.2 (as also discussed in the previous chapters),
and transports a set of end-to-end flows F (with |F| := F ) associated with specific OD
pairs. For backbone networks, the number of network layer flows is typically much larger
than the number of physical links (F  L). Single-path routing is considered here to send
the traffic flow from an origin to its intended destination. Accordingly, for a particular flow
multiple links connecting the corresponding OD pair are chosen to carry the traffic. Sparing
details that can be found in [97], the traffic Y := [yl,t] ∈ RL×T carried over links l ∈ L and
measured at time instants t ∈ [1, T ] can be compactly expressed as
Y = R (Z + A) + V (4.16)
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where the fat routing matrix R := [r`,f ] ∈ {0, 1}L×F is fixed and given, Z := [zf,t] denotes
the unknown “clean” traffic flows over the time horizon of interest, and A := [af,t] collects
the traffic volume anomalies. These data are decentralized. Agent n acquires a few rows of
Y corresponding to the link-load traffic measurements Yn ∈ RLn×T from its outgoing links,
and has available its local routing table Rn which indicates the OD flows routed through
n. Assuming a suitable ordering of links, the per-agent quantities relate to their global
counterparts in (4.16) through Y := [Y′1, . . . ,Y′N ]
′ and R := [R′1, . . . ,R′N ]
′.
Common temporal patterns among the traffic flows in addition to their periodic behav-
ior, render most rows (respectively columns) of Z linearly dependent, and thus Z typically
has low rank [72]. Anomalies are expected to occur sporadically over time, and only last for
short periods relative to the (possibly long) measurement interval [1, T ]. In addition, only
a small fraction of the flows are supposed to be anomalous at any given time instant. This
renders the anomaly matrix A sparse across rows and columns. Given local measurements
{Yn}n∈N and the routing tables {Rn}n∈N , the goal is to estimate A in a decentralized
fashion, by capitalizing on the sparsity of A and the low-rank property of Z. Since the
primary goal is to recover A, define X := RZ which inherits the low-rank property from Z,
and consider [cf. (4.16)]
Y = X + RA + V. (4.17)
Model (4.17) is a special case of (4.2), when all the entries of Y are observed, i.e., Ω =
{1, . . . , L} × {1, . . . , T}. Note that RA is not sparse even though A is itself sparse, hence
principal components pursuit is not applicable here [163]. Instead, the following estimator
is adopted to unveil network anomalies [97]
{Xˆ, Aˆ} = arg min
{X,A}
N∑
n=1
[
1
2
‖Yn −Xn −RnA‖2F +
λ∗
N
‖X‖∗ + λ1
N
‖A‖1
]
which is subsumed by (P1). Accordingly, a decentralized algorithm can be readily obtained
by simplifying the general iterations under Algorithm 5, the subject dealt with next.
Distributed Algorithm for Unveiling Network Anomalies (DUNA). For the specific
case here in which Ω = {1, . . . , L} × {1, . . . , T}, the residuals in Algorithm 5 reduce to
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Algorithm 6 : DUNA per agent n ∈ N
input Yn,Rn, λ∗, λ1, c, µ
initialize Mn[0] = Pn[0] = An[1] = Bn[1] = 0F×T , O[0] = 0T×ρ, and Ln[1], Qn[1] at random
for k = 1, 2,. . . do
Receive {Qm[k],Am[k]} from neighbors m ∈ Jn
[S1] Update local dual variables:
Mn[k] = Mn[k − 1] + µ(Bn[k]−An[k])
On[k] = On[k − 1] + µ
∑
m∈Jn(Qn[k]−Qm[k])
Pn[k] = Pn[k − 1] + µ
∑
m∈Jn(An[k]−Am[k])
[S2] Update first group of local primal variables:
Gn[k + 1] := (Yn−RnBn[k])′Ln[k]−On[k]+c
∑
m∈Jn(Qn[k]+Qm[k])
Qn[k + 1] = Gn[k + 1]
[
L′n[k]Ln[k] + (λ∗/N + 2c|Jn|)I¯ρ
]−1
Hn[k + 1] := Mn[k] + cBn[k]−Pn[k] + c
∑
m∈Jm(An[k] + Am[k])
An[k + 1] = [c(1 + 2|Jn|)]−1Sλ1/N (Hn[k + 1])
[S3] Update second group of local primal variables:
Ln[k + 1] = (Yn −RnBn[k]) Qn[k + 1]× [Q′n[k + 1]Qn[k + 1] + λ∗Iρ]−1
[S4] Update auxiliary local primal variables:
Sn[k + 1] := R
′
n(Yn − Ln[k + 1]Q′n[k + 1])−Mn[k] + cAn[k + 1]
Bn[k + 1] = [R
′
nRn + cIF ]
−1Sn[k + 1]
Broadcast {Qn[k + 1],An[k + 1]} to neighbors m ∈ Jn
end for
return An,Qn,Ln
rn(Ln,Qn,Bn) :=
1
2‖Yn − LnQ′n −RnBn‖2F . Accordingly, to update the primal variables
Qn[k + 1], Ln[k + 1] and Bn[k + 1] as per Algorithm 5, one needs to solve respective
unconstrained strictly convex quadratic optimization problems. These admit closed-form
solutions detailed under Algorithm 6. The DUNA updates of the local anomaly matrices
An[k + 1] are given in terms of soft-thresholding operations, as in Algorithm 5.
Conceivably, the number of flows F can be quite large, thus inverting the F ×F matrix
R′nRn + cIF to update Bn[k + 1] could be complex computationally. Fortunately, the
inversion needs to be carried out once, and can be performed and cached off-line. In addition,
to reduce the inversion cost, the SVD of the local routing matrices Rn = URnΣRnV
′
Rn
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can be obtained first, and the matrix inversion lemma can be subsequently employed to
obtain [R′nRn + cIF ]−1 = (1/c)
[
Ip −VRnCV′Rn
]
, where C := diag
(
σ21
c+σ21
, ...,
σ2p
c+σ2p
)
and
p = rank(Rn)  F . This computational shortcut is commonly adopted in statistical
learning algorithms when ridge regression estimates are sought, and the number of variables
is much larger than the number of elements in the training set [56, Ch. 18]. During the
operational phase of the algorithm, the main computational burden of DUNA comes from
repeated inversions of (small) ρ×ρ matrices, and parallel soft-thresholding operations. The
communication overhead is identical to the one incurred by Algorithm 5 (cf. Remark 4.3).
Remark 4.5 (Incomplete link traffic measurements) In general, one can allow for
missing traffic data and the DUNA updates are still expressible in closed form.
4.4.2 In-network robust principal component analysis
Principal component analysis (PCA) is the workhorse of high-dimensional data analysis
and dimensionality reduction, with numerous applications in statistics, networking, engi-
neering, and the biobehavioral sciences; see, e.g., [64]. Nowadays ubiquitous e-commerce
sites, complex networks such as the Web, and urban traffic surveillance systems generate
massive volumes of data. As a result, extracting the most informative, yet low-dimensional
structure from high-dimensional datasets is of paramount importance [56].
Data obeying postulated low-rank models include also outliers, which are samples not ad-
hering to those nominal models. Unfortunately, similar to LS estimates PCA is very sensitive
to the outliers [64]. While robust approaches to PCA are available, recently polynomial-time
algorithms with remarkable performance guarantees have emerged for low-rank matrix re-
covery in the presence of sparse – but otherwise arbitrarily large – errors [25,33,163]. Robust
PCA is of great interest in networking-related applications. One can think of decentralized
estimation using reduced-dimensionality sensor observations [125], and unveiling anomalous
flows in backbone networks from Netflow data [3]; see also Section 4.5.2.
In the network setting of Section 4.2, each agent n ∈ N acquires Fn outlier-plus-noise
corrupted rows of matrix Y := [Y′1, . . . ,Y′N ]
′, where
∑N
n=1 Fn = F . Local data can thus
be modeled as Yn = Xn + An + Vn, where X := [X
′
1, . . . ,X
′
N ]
′ has low rank. Agents
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want to estimate Xn (and the outliers An) in a decentralized fashion by forming the global
estimator [163]
{Xˆ, Aˆ} = arg min
{X,A}
N∑
n=1
[
1
2
‖Yn −Xn −An‖2F +
λ∗
N
‖X‖∗ + λ1‖An‖1
]
(4.18)
which is once more a special case of (P1) when R = IF .
Distributed Robust Principal Component Analysis (DRPCA) Algorithm. Re-
garding the general decentralized formulation in (P4), the first constraint is no longer
needed since R = IF [cf. the discussion after (P4)]. As agent n is interested in esti-
mating An and ‖A‖1 is separable over the rows of A, the only required constraints are
Qn = Qm, m ∈ Jn, n ∈ N . These are associated with the dual variables On per agent,
and are updated according to Algorithm 7. All in all, each agent stores and recursively
updates the primal variables {Qn,Ln}, along with the Fn × T matrix An.
Mimicking the procedure that led to Algorithm 5, one finds that primal variable updates
in DRPCA are expressible in closed form. In particular, the local outlier matrix An[k + 1]
minimizes the Lasso cost
An[k + 1] = arg min{An}
{
1
2
‖Yn − Ln[k + 1]Q′n[k + 1]−An‖2F + λ1‖An‖1
}
and is given in terms of soft-thresholding operations as seen in Algorithm 7 [observe that
An[k + 1] = prox‖·‖1(Yn − Ln[k + 1]Q′n[k + 1]), where proxψ(·) is defined in (4.15)].
DRPCA iterations are simple with small ρ×ρ matrices inverted per iteration to update
Ln and Qn (see Algorithm 7). Regarding communication cost, each agent only broadcasts
a T × ρ matrix Qn to its neighbors.
4.4.3 Distributed low-rank matrix completion
The ability to recover a low-rank matrix from a subset of its entries is the leitmotif of recent
advances for localization of wireless sensors [108], Internet traffic analysis [79], [160], and
preference modeling for recommender systems [6]. In the low-rank matrix completion prob-
lem, given a limited number of (possibly) noise corrupted entries of a low-rank matrix X,
the goal is to recover the entire matrix while denoising the observed entries, and accurately
imputing the missing ones.
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Algorithm 7 : DRPCA algorithm per agent n ∈ N
input Yn, λ∗, λ1, c, µ
initialize An[1] = 0Fn×T , O[0] = 0T×ρ, and Ln[1], Qn[1] at random.
for k = 1, 2,. . . do
Receive {Qm[k]} from neighbors m ∈ Jn
[S1] Update local dual variables:
On[k] = On[k − 1] + µ
∑
m∈Jn(Qn[k]−Qm[k])
[S2] Update first group of local primal variables:
Gn[k + 1] := (Yn−An[k])′Ln[k]−On[k]+c
∑
m∈Jn(Qn[k]+Qm[k])
Qn[k + 1] = Gn[k + 1] [L
′
n[k]Ln[k] + (λ∗/N + 2c|Jn|)Iρ]−1
[S2] Update second group of local primal variables:
Ln[k + 1] = (Yn −An[k]) Qn[k + 1]× [Q′n[k + 1]Qn[k + 1] + λ∗Iρ]−1
[S3] Update third group of local primal variables:
An[k + 1] = Sλ1 (Yn − Ln[k + 1]Q′n[k + 1])
Broadcast {Qn[k + 1]} to neighbors m ∈ Jn
end for
return An,Qn,Ln
In the network setting envisioned here, agent n ∈ N has available Ln incomplete and
noise-corrupted rows of Y := [Y′1, . . . ,Y′N ]
′. Local data can thus be modeled as PΩn(Yn) =
PΩn(Xn+Vn). Relying on in-network processing, agents aim at completing their own rows
by forming the global estimator
Xˆ = arg min
X
N∑
n=1
[
1
2
‖PΩn(Yn −Xn)‖2F +
λ∗
N
‖X‖∗
]
(4.19)
which exploits the low-rank property of X through nuclear-norm regularization. Estimator
(4.19) was proposed in [26], and solved centrally whereby all data PΩn(Yn) is available to
feed e.g., an off-the-shelf semidefinite programming (SDP) solver. The general estimator in
(P1) reduces to (4.19) upon setting R = 0L×F and λ1 = 0. Hence, it is possible to derive a
decentralized algorithm for low-rank matrix completion by specializing Algorithm 5 to the
setting here.
Before discussing the algorithmic details, a brief parenthesis is in order to touch upon
properties of local sampling operators. Operator PΩn is a linear orthogonal projector, since
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it projects its matrix argument onto the subspace Ψn := {Z ∈ RLn×T : supp(Z) ∈ Ωn}
of matrices with support contained in Ωn. Linearity of PΩn implies that vec(PΩn(Z)) =
AΩnvec(Z), where AΩn ∈ RLn×T is a symmetric and idempotent projection matrix that will
prove handy later on. To characterize AΩn , introduce an Ln×T masking matrix Ωn whose
(l, t)-th entry equals one when (l, t) ∈ Ωn, and zero otherwise. Since PΩn(Z) = Ωn  Z,
from standard properties of the vec(·) operator it follows that AΩn = diag(vec(Ωn)).
Distributed Matrix Completion (DMC) Algorithm. Going back to the general de-
centralized formulation in (P4), since there is no sparse component A in the matrix comple-
tion problem (4.19), the only constraints that remain are Qn = Qm, m ∈ Jn, n ∈ N . These
correspond to the dual variables On[k] per agent, and are updated as shown in Algorithm 8.
In the absence of {An}n∈N and the auxiliary variables {Bn}n∈N , it suffices to cycle
over two groups of primal variables to arrive at the DMC iterations. The primal variable
updates can be readily obtained by capitalizing on the properties of the vec(·) operator. In
particular, Algorithm 5 indicates that the recursions for Qn are given by [let q := vec(Q
′)]
qn[k + 1] = arg min
q
{
1
2
‖AΩn(vec(Yn)− (I⊗ Ln[k])q‖2) +
λ∗
2N
‖q‖2 + 〈vec(On′[k]),q〉
+ c
∑
m∈Jn
∥∥∥∥q− vec(Qn′[k] + Qm′[k])2
∥∥∥∥2}. (4.20)
Likewise, Ln is updated by solving the following subproblem per iteration (let l := vec(L))
ln[k + 1]=arg min
l
{
1
2
‖AΩn(vec(Yn)−(Qn[k + 1]⊗ ILn)l) ‖2 +
λ∗
2
‖l‖2
}
. (4.21)
Both (4.20) and (4.21) are unconstrained convex quadratic problems, which admit the
closed-form solutions tabulated under Algorithm 8.
The per-agent computational complexity of the DMC algorithm is dominated by re-
peated inversions of ρ × ρ and ρLn × ρLn matrices to obtain En[k + 1] and Dn[k + 1],
respectively, and matrix multiplications to update Qn[k + 1] and Ln[k + 1] (cf. Algorithm
8). Notice that En[k + 1] ∈ RρT×ρT has block-diagonal structure with blocks of size ρ× ρ.
Overall, the per-iteration complexity across the network is upper bounded by O(ρ3NT ),
which grows linearly with the network size. This is affordable since in practice ρ is typically
small for a number of applications of interest (cf. the low-rank assumption). In addition,
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Algorithm 8 : DMC algorithm per agent n ∈ N
Input Yn,Ωn,AΩn , λ∗, c, µ
Initialize O[0] = 0T×ρ, and Ln[1], Qn[1] at random
for k = 1, 2,. . . do
Receive {Qm[k]} from neighbors m ∈ Jn
[S1] Update local dual variables:
On[k] = On[k − 1] + µ
∑
m∈Jn(Qn[k]−Qm[k])
[S2] Update first group of local primal variables:
En[k + 1] = {(IT ⊗ L′n[k])AΩn(IT ⊗ Ln[k]) + (λ∗/N + 2c|Jn|)IρT }−1
Gn[k + 1] := (IT ⊗ L′n[k])AΩnvec(Yn)− vec(O′n[k]) + cvec(
∑
m∈Jn(Q
′
n[k] + Q
′
m[k]))
Q′n[k + 1] = unvec
(
En[k + 1]Gn[k + 1]
)
[S3] Update second group of local primal variables:
Dn[k+ 1]:= {(Q′n[k + 1]⊗ ILn)AΩn(Qn[k+ 1]⊗ ILn)+λ∗IρLn}−1
Ln[k + 1] = unvec (Dn[k + 1] (Q
′
n[k + 1]⊗ ILn)AΩnvec(Yn))
Broadcast {Qn[k + 1]} to neighbors m ∈ Jn
end for
Return Qn,Ln
Ln, the number of row vectors acquired per agent, and T , the number of time instants for
data collection, can be controlled by the designer to accommodate a prescribed maximum
computational complexity. One can also benefit from the decomposability of (4.21) and
(4.20) across rows of L and Q, respectively, and parallelize the row updates. This way, one
only needs to invert ρ× ρ matrices. On a per-iteration basis, network agents communicate
their updated local estimates Qn[k] only with their neighbors, in order to carry out the
updates of primal and dual variables during the next iteration. In terms of communication
cost, Qn[k] is a T × ρ matrix and its transmission does not incur significant overhead for
small values of ρ. Observe that the dual variables On[k] need not be exchanged, and the
overall communication cost does not depend on the network size N .
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Figure 4.1: A network of N = 20 agents.
4.5 Numerical Tests
This section corroborates convergence and gauges performance of the proposed algorithms,
when tested on the applications of Section 4.4 using synthetic and real network data.
Synthetic network data. A network of N = 20 agents is considered as a realization of the
random geometric graph model, that is, agents are randomly placed on the unit square and
two agents communicate with each other if their Euclidean distance is less than a prescribed
communication range of dc = 0.35; see Fig. 4.1. The network graph is bidirectional and
comprises L = 106 links, and F = N(N − 1) = 380 OD flows. The entries of V are
independent and identically distributed (i.i.d.), zero-mean, Gaussian with variance σ2; i.e.,
vl,t ∼ N(0, σ2). Low-rank matrices with rank r are generated from the bilinear factorization
model X0 = WZ
′, where W and Z are L× r and T × r matrices with i.i.d. entries drawn
from Gaussian distributions N(0, 100/F ) and N(0, 100/T ), respectively. Every entry of A0
is randomly drawn from the set {−1, 0, 1} with Pr(ai,j = −1) = Pr(ai,j = 1) = pi/2. Unless
otherwise stated, r = 3, ρ = 3 and T = F = 380 are used throughout. Different values of
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σ, and pi are examined.
Internet2 network data. Real data including OD flow traffic levels and end-to-end laten-
cies are collected from the operation of the Internet2 network (Internet backbone network
across USA) [2]. Both versions of the Internet2 network, referred as v1 and v2, are consid-
ered. OD flow traffic levels are recorded for a three-week operation of Internet2-v1 during
Dec. 8–28, 2008 [72], and are used to assess performance of DUNA and DRPCA (see
Sections 4.5.1 and 4.5.2 next). Internet2-v1 contains N = 11 agents, L = 41 links, and
F = 121 flows. To test the DMC algorithm, end-to-end flow latencies are collected from the
operation of Internet2-v2 during Aug. 18–22, 2011 [2]. The Internet2-v2 network comprises
N = 9 agents, L = 26 links, and F = 81 flows.
Selection of tuning parameters. The sparsity- and rank-controlling parameters λ1 and
λ∗ are tuned to optimize performance. The optimality conditions for (P1) indicate that for
λ1 > ‖R′Y‖∞ and λ∗ > ‖Y‖, {X0 = 0L×T ,A0 = 0F×T } is the unique optimal solution.
This in turn confines the search space for λ1 and λ∗ to the intervals (0, ‖R′Y‖∞] and
(0, ‖Y‖], respectively. In addition, for the case of matrix completion and robust PCA one
can use the heuristic rules proposed in e.g., [26] and [25].
4.5.1 Unveiling network anomalies
Data is generated from Y = R(X0 + A0) + V, where the routing matrix R is obtained
after determining shortest-path routes of the OD flows. For µ = c = 0.1, DUNA is run
until convergence is attained. These values were experimentally chosen to obtain the fastest
convergence rate. The time evolution of consensus among agents is depicted in Fig. 4.2 (left),
for representative agents in the network. The metric of interest here is the relative error
‖Qn[k] − Q¯[k]‖F /‖Q¯[k]‖F per agent n, which compares the corresponding local estimate
with the network-wide average Q¯[k] := 1N
∑N
n=1 Qn[k]; and likewise for the An[k]. Fig. 4.2
(left) shows that DUNA converges and agents consent on the global matrices {Q,A} as
k →∞.
To corroborate that DUNA attains the centralized performance, the accelerated proxi-
mal gradient algorithm of [97] is employed to solve (P1) after collecting all the per-agent data
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Figure 4.2: Performance of DUNA. (left) Relative consensus error for representative network agents
with σ = 0.01 and pi = 0.01. (right) Relative estimation error for decentralized and centralized
algorithms under various sparsity levels.
in a central processing unit. For both the decentralized and centralized schemes, Fig. 4.2
(right) depicts the evolution of the relative error ‖Aˆ[k] − A0‖F /‖A0‖F for various spar-
sity levels, where Aˆ[k] := A¯[k] for DUNA. It is apparent that the decentralized estimator
approaches the performance of its centralized counterpart, thus corroborating convergence
and global optimality as per Proposition 4.2.
Unveiling Internet2-v1 network anomalies from SNMP measurements. Given the
OD flow traffic measurements discussed at the beginning of Section 4.5, the link loads in Y
are obtained through multiplication with the Internet2-v1 routing matrix [2]. Even though
Y is “constructed” here from flow measurements, link loads can be typically acquired from
simple network management protocol (SNMP) traces [74]. The available OD flows are a
superposition of “clean” and anomalous traffic, i.e., the sum of unknown “ground-truth”
low-rank and a sparse matrices X0 + A0 adhering to (4.16) when R = IF . Therefore, the
proposed algorithms are applied first to obtain a reasonably precise estimate of the “ground-
truth” {X0,A0}. The estimated X0 exhibits three dominant singular values, confirming
the low-rank property of X0.
The receiver operation characteristic (ROC) curves in Fig. 4.3 (left) highlight the merits
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Figure 4.3: Unveiling anomalies from Internet2-v1 SNMP data. (left) ROC curves of the proposed
versus the PCA-based method. (right) Amplitude of the true and estimated anomalies for ρ = 5,
PFA = 0.04 and PD = 0.93.
of (P1) when used to identify Internet2-v1 network anomalies. Even at low false alarm rates
of e.g., PFA = 0.04, the anomalies are accurately detected (PD = 0.93). In addition, DUNA
consistently outperforms the landmark PCA-based method of [72], and can identify multi-
ple anomalous flows. Fig. 4.3 (right) illustrates the magnitude of the true and estimated
anomalies across flows and time.
4.5.2 Robust PCA
Next, the convergence and effectiveness of the proposed DRPCA algorithm is corroborated
with the aid of computer simulations. An F × T data matrix is generated as Y = X0 +
A0+V, and the centralized estimator (4.18) is obtained using the ADMM method proposed
in [25]. In the network setting, each agent has available Ln = 19 rows of Y. Fig. 4.2 (right)
is replicated as Fig. 4.4 (left) for the robust PCA problem dealt with here, and for different
values of ρ [the assumed upper bound on rank(X0)]. It is again apparent that DRPCA
converges and approaches the performance of (4.18) as k →∞.
Unveiling Internet2-v1 network anomalies from Netflow measurements. Suppose
a router n ∈ N monitors the traffic volume of OD flows to unveil anomalies using e.g., the
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Figure 4.4: Performance of DRPCA. (left) Relative estimation error for decentralized and centralized
algorithms under different ρ. (right) Amplitude of true and estimated anomalies using Internet2-v1
network data when ρ = 5, PFA = 10
−3 and PD = 0.98.
Netflow protocol [3]. Collect the time-series of all OD flows as the rows of the F ×T matrix
Y = X0 + A0 + V, where A0 and V account for anomalies and noise, respectively. As
elaborated in Section 4.4.1, the common temporal patterns across flows renders the traffic
matrix X0 low-rank. Owing to the difficulties of measuring the large number of OD flows, in
practice only a few entries of Y are typically available [74], or, link traffic measurements are
utilized as in Section 4.5.1 (recall that L F ). In this example, because the Internet2-v1
network data comprises only F = 121 flows, it is assumed that Ω = {1, ..., F} × {1, ..., T}.
To better assess performance, large spikes are injected into 1% randomly selected entries
of the ground truth-traffic matrix X0 estimated in Section 4.5.1. The DRPCA algorithm is
run on this Internet2-v1 Netflow data to identify the anomalies. The results are depicted
in Fig. 4.4 (right). DRPCA accurately identifies the anomalies, achieving PD = 0.98 when
PFA = 10
−3.
4.5.3 Low-rank matrix completion
In addition to the synthetic data specifications outlined at the beginning of this section,
the sampling set Ω is picked uniformly at random, where each entry of the matrix Ω is a
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Figure 4.5: Performance of DMC. (left) Relative estimation error for decentralized and centralized
algorithms under various noise strengths and percentage of available entries. (right) Predicted and
true end-to-end delays of Internet2-v2 network for p = 0.2.
Bernoulli random variable taking the value one with probability 1− p. Data for the matrix
completion problem is thus generated as PΩ(Y) = PΩ(X0 + V) = Ω (X0 + V), where Y
is an L × T matrix with L = T = 106. The data available to agent n is PΩn(Yn), which
corresponds to a row subset of PΩ(Y).
As with the previous test cases, it is shown first that the DMC algorithm converges to
the (centralized) solution of (4.19). To this end, the centralized singular value thresholding
algorithm is used to solve (4.19) [27], when all data PΩ(Y) is available for processing. For
both the decentralized and centralized schemes, Fig. 4.5 (left) depicts the evolution of the
relative error ‖Xˆ[k]−X0‖F /‖X0‖F for different values of σ (noise strength), and percentage
of missing entries (controlled by p). Regardless of the values of σ and p, the error trends
clearly show the convergent behavior of the DMC algorithm and corroborate Proposition
4.2. Interestingly, for small noise levels where the estimation error approaches zero, the
decentralized estimator recovers X0 almost exactly.
Internet2-v2 network latency prediction. End-to-end network latency information is
critical towards enforcing quality-of-service constraints in many Internet applications. How-
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ever, probing all pairwise delays becomes infeasible in large-scale networks. If one collects
the end-to-end latencies of source-sink pairs (i, j) in a delay matrix X := [xi,j ] ∈ RN×N ,
strong dependencies among path delays render X low-rank [79]. This is mainly because
the paths with nearby end nodes often overlap and share common bottleneck links. This
property of X along with the decentralized-processing requirements of large-scale networks,
motivates well the adoption of the DMC algorithm for networkwide path latency prediction.
Given the n-th row of X is partially available to agent n, the goal is to impute the missing
delays through agent collaboration.
The DMC algorithm is tested here using the real path latency data collected from the
operation of Internet2-v2. Spectral analysis of X0 reveals that the first four singular values
are markedly dominant, demonstrating that X0 is low rank. A fraction of the entries in
X0 are purposely dropped to yield an incomplete delay matrix PΩ(X0). After running the
DMC algorithm, the true and predicted latencies are depicted in Fig. 4.5 (right) (for 20%
missing data). The relative prediction error is around 10%.
4.5.4 Comparison with centralized processing
As a means of offering additional design insights, this section presents performance tradeoffs
that become relevant as the network size increases. Specifically, comparisons in terms of
running time are carried out with respect to the centralized processing benchmark (P1).
Throughout, a network modeled as a square grid (uniform lattice) with K agents per
row/column (i.e., N = K2 total agents) is adopted. The lattice exhibits a more uni-
form degree distribution than the random geometric graph, since the only possible degree
values are {2, 3, 4}, regardless of N . The DRPCA algorithm is tested with data generated
as outlined in Section 4.5.2. Relevant parameter choices are r = 3, ρ = 5, pi = 0.01.
To gauge running times as the network grows, consider a fixed size data matrix Y ∈
RL×T with L = T = 2, 500. The rows of Y are split among agents so that each agent has
available L/K2 rows. This way comparisons can be carried out on equal footing because
even when network sizes differ, the same network-wide problem is solved.
The evolution of the relative estimation error for the DRPCA algorithm under various
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Figure 4.6: Relative DRPCA estimation error versus iteration index and CPU time, under different
network sizes when ρ = 5, σ = 0.01, and pi = 0.01.
network sizes (N = K2) is depicted in Fig. 4.6. The error is plotted both against iteration
index k and CPU time. The centralized benchmark offered by the ADMM-based algorithm
in [25], is adopted to solve (P1) for the robust PCA special case. Convergence time of
the decentralized algorithm is competitive with its centralized counterpart for small-size
networks (N ≤ 100 agents). It is apparent that as the network size increases, convergence
becomes slower as local data need to percolate the entire (larger) network, under the con-
straint of single-hop message exchanges. It is worth noting that the results in Fig. 4.6 were
obtained using simple (by no means performance-optimized) Matlab scripts for Algorithm 7.
Naturally, there is considerable room for improvement in terms of software implementation.
Remark 4.6 (In-network versus centralized) Albeit a fusion center (FC)-based solver
may incur less run time, there are well-documented advantages favoring decentralized algo-
rithms when it comes to signal and information processing over large-scale networks; see
e.g., [16]. Three design considerations advocating decentralized in-network over FC-based
implementations are: i) robustness against single-agent (FC) failure; ii) reduction of noise
affecting inter-agent exchanges is more effective when communicating local estimates rather
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than raw data with the FC [106]; and iii) higher communication overhead is incurred by FC-
based schemes when agents implement time-adaptive (online) signal processing algorithms.
Of course, all these factors are application dependent and it is up to the network operator
to adopt the algorithm that best suits the given specifications and resource constraints.
4.6 Concluding Summary
A framework for decentralized sparsity-regularized rank minimization is developed in this
paper, that is suitable for (un)supervised inference tasks carried over networks. By re-
sorting to the ADMM and an alternative characterization of the nuclear norm (originally
proposed to relax matrix rank constraints in semidefinite programs), the novel decentralized
algorithm, if convergent, provably attains the performance of the centralized benchmark.
Fundamental problems such as in-network compressed sensing, matrix completion, and
principal component pursuit, are all captured under the same umbrella.
With regards to applications, focus is placed on key network health monitoring tasks
geared to obtaining full yet succinct representation of network metrics, such as end-to-end
path delays, as well as prompt and accurate identification of network anomalies from possi-
bly partial and corrupted measurements. Numerical tests with synthetic and real network
data drawn from these application domains corroborate the effectiveness and convergence of
the novel decentralized algorithm, and its centralized performance guarantees. Regarding
network anomaly identification, the formulation here jointly exploits the spatiotemporal
correlations in the link traffic as well as the sparsity of the anomalies, through an optimal
single-shot estimation-detection procedure that markedly outperforms the sparsity-agnostic
workhorse PCA-based method of [72].
An interesting future direction is to devise and analyze the performance of decentralized
online algorithms for sparsity-regularized rank minimization, capable of processing network
data in real time. In this context, exciting possibilities emerge by bringing together recent
advances in online rank-minimization [96, 118], and decentralized adaptive algorithms de-
veloped for estimation and tracking over networks [106,126]. In addition, it is of interest to
rigorously establish convergence of Algorithm 5. Such results could markedly broaden the
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applicability of ADMM for large-scale optimization over networks, even in the presence of
non-convex but highly structured and separable cost functions.
129
Chapter 5
Online Sparsity-Regularized Rank
Minimization: Applications to
Tracking Network Anomalies
5.1 Introduction
In the backbone of large-scale networks, origin-to-destination (OD) traffic flows experience
abrupt unusual changes which can result in congestion, and limit QoS provisioning of the
end users. These so-termed traffic volume anomalies could be due to unexpected failures
in networking equipment, cyberattacks (e.g., denial of service (DoS) attacks), or, intruders
which hijack the network services [137]. Unveiling such anomalies in a promptly manner
is a crucial monitoring task towards engineering network traffic. This is a challenging
task however, since the available data are usually high-dimensional, noisy and possibly
incomplete link-load measurements, which are the superposition of unobservable OD flows.
Several studies have experimentally demonstrated the low intrinsic dimensionality of the
nominal traffic subspace, that is, the intuitive low-rank property of the traffic matrix in
the absence of anomalies, which is mainly due to common temporal patterns across OD
flows, and periodic behavior across time [74, 160]. Exploiting the low-rank structure of
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the anomaly-free traffic matrix, a landmark principal component analysis (PCA)-based
method was put forth in [72] to identify network anomalies; see also [8] for a distributed
implementation. A limitation of the algorithm in [72] is that it cannot identify multiple
anomalous flows. Most importantly, [72] has not exploited the sparsity of anomalies across
flows and time – anomalous traffic spikes are rare, and tend to last for short periods of time
relative to the measurement horizon.
Capitalizing on the low-rank property of the traffic matrix and the sparsity of the anoma-
lies, the fresh look advocated here permeates benefits from rank minimization [25–27], and
compressive sampling [29,30], to perform dynamic anomalography. The aim is to construct
a map of network anomalies in real time, that offers a succinct depiction of the network
‘health state’ across both the flow and time dimensions (Section 5.2). Different from the
batch centralized and distributed anomalography algorithms in [97] and [95], the focus here
is on devising online (adaptive) algorithms that are capable of efficiently processing link
measurements and track network anomalies ‘on the fly’; see also [135] for a ‘model-free’
approach that relies on the kernel recursive LS (RLS) algorithm. Online monitoring algo-
rithms are attractive for operation in dynamic network environments, since they can cope
with traffic nonstationarities arising due to routing changes and missing data. Accord-
ingly, the novel online estimator entails an exponentially-weighted least-squares (LS) cost
regularized with the sparsity-promoting `1-norm of the anomalies, and the nuclear norm
of the nominal traffic matrix. After recasting the non-separable nuclear norm into a form
amenable to online optimization (Section 5.3.1), a real-time algorithm for dynamic anoma-
lography is developed in Section 5.4 based on alternating minimization. Each time a new
datum is acquired, anomaly estimates are formed via the least-absolute shrinkage and selec-
tion operator (Lasso), e.g, [56, p. 68], and the low-rank nominal traffic subspace is refined
using RLS [131]. Convergence analysis is provided under simplifying technical assumptions
in Section 5.4.2. For situations where reducing computational complexity is critical, an
online stochastic gradient algorithm based on Nesterov’s accelaration technique [14, 110] is
developed as well (Section 5.5.1). The possibility of implementing the anomaly trackers in
a distributed fashion is further outlined in Section 5.5.2, where several directions for future
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research are also delineated.
Extensive numerical tests involving both synthetic and real network data corroborate
the effectiveness of the proposed algorithms in unveiling network anomalies, as well as
their tracking capabilities when traffic routes are slowly time-varying, and the network
monitoring station acquires incomplete link traffic measurements (Section 5.6). Different
from [158] which employs a two-step batch procedure to learn the nominal traffic subspace
first, and then unveil anomalies via `1-norm minimization, the approach here estimates both
quantities jointly and attains better performance as illustrated in Section 5.6.2. Concluding
remarks are given in Section 5.7, while most technical details relevant to the convergence
proof in Section 5.4.3 are deferred to the Appendix.
5.2 Modeling Preliminaries and Problem Statement
Consider a backbone Internet protocol (IP) network naturally modeled as a directed graph
G(N ,L), where N and L denote the sets of nodes (routers) and physical links of cardinality
|N | = N and |L| = L, respectively. The operational goal of the network is to transport a set
of OD traffic flows F (with |F| = F ) associated with specific source-destination pairs. For
backbone networks, the number of network layer flows is much larger than the number of
physical links (F  L). Single-path routing is adopted here, that is, a given flow’s traffic is
carried through multiple links connecting the corresponding source-destination pair along a
single path. Let rl,f , l ∈ L, f ∈ F , denote the flow to link assignments (routing), which take
the value one whenever flow f is carried over link l, and zero otherwise. Unless otherwise
stated, the routing matrix R := [rl,f ] ∈ {0, 1}L×F is assumed fixed and given. Likewise, let
zf,t denote the unknown traffic rate of flow f at time t, measured in e.g., Mbps. At any
given time instant t, the traffic carried over link l is then the superposition of the flow rates
routed through link l, i.e.,
∑
f∈F rl,fzf,t.
It is not uncommon for some of the flow rates to experience unusual abrupt changes.
These so-termed traffic volume anomalies are typically due to unexpected network failures,
or cyberattacks (e.g., DoS attacks) which aim at compromising the services offered by the
network [137]. Let af,t denote the unknown traffic volume anomaly of flow f at time t. In
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the presence of anomalous flows, the measured traffic carried by link l over a time horizon
t ∈ [1, T ] is then given by
yl,t =
∑
f∈F
rl,f (zf,t + af,t) + vl,t, t = 1, ..., T (5.1)
where the noise variables vl,t account for measurement errors and unmodeled dynamics.
In IP networks, traffic volume can be readily measured on a per-link basis using off-the-
shelf tools such as the simple network management protocol (SNMP) supported by most
routers. Missing entries in the link-level measurements yl,t may however skew the network
operator’s perspective. SNMP packets may be dropped for instance, if some links become
congested, rendering link count information for those links more important, as well as less
available [119]. To model missing link measurements, collect the tuples (l, t) associated
with the available observations yl,t in the set Ω ∈ [1, 2, ..., L]× [1, 2, ..., T ]. Introducing the
matrices Y := [yl,t],V := [vl,t] ∈ RL×T , and Z := [zf,t],A := [af,t] ∈ RF×T , the (possibly
incomplete) set of measurements in (5.1) can be expressed in compact matrix form as
PΩ(Y) = PΩ(R (Z + A) + V) (5.2)
where the sampling operator PΩ(.) sets the entries of its matrix argument not in Ω to
zero, and keeps the rest unchanged. Matrix Z contains the nominal traffic flows over the
time horizon of interest. Common temporal patterns among the traffic flows in addition to
their periodic behavior, render most rows (respectively columns) of Z linearly dependent,
and thus Z typically has low rank. This intuitive property has been extensively validated
with real network data; see e.g, [74]. Anomalies in A are expected to occur sporadically
over time, and last shortly relative to the (possibly long) measurement interval [1, T ]. In
addition, only a small fraction of the flows is supposed to be anomalous at a any given time
instant. This renders the anomaly traffic matrix A sparse across both rows (flows) and
columns (time).
Given measurements PΩ(Y) adhering to (5.2) and the binary-valued routing matrix R,
the main goal of this paper is to accurately estimate the anomaly matrix A, by capitaliz-
ing on the sparsity of A and the low-rank property of Z. Special focus will be placed on
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devising online (adaptive) algorithms that are capable of efficiently processing link mea-
surements and tracking network anomalies in real time. This critical monitoring task is
termed dynamic anomalography, and the resultant estimated map Aˆ offers a depiction of
the network’s ‘health state’ along both the flow and time dimensions. If |aˆf,t| > 0, the f -th
flow at time t is deemed anomalous, otherwise it is healthy. By examining R the network
operator can immediately determine the links carrying the anomalous flows. Subsequently,
planned contingency measures involving traffic-engineering algorithms can be implemented
to address network congestion.
5.3 Unveiling Anomalies via Sparsity and Low Rank
Consider the nominal link-count traffic matrix X := RZ, which inherits the low-rank prop-
erty from Z. Since the primary goal is to recover A, the following observation model
PΩ(Y) = PΩ(X + RA + V) (5.3)
can be adopted instead of (5.2). A natural estimator leveraging the low rank property of X
and the sparsity of A will be sought next. The idea is to fit the incomplete data PΩ(Y) to
the model X + RA in the least-squares (LS) error sense, as well as minimize the rank of X,
and the number of nonzero entries of A measured by its `0-(pseudo) norm. Unfortunately,
albeit natural both rank and `0-norm criteria are in general NP-hard to optimize [37, 109].
Typically, the nuclear norm ‖X‖∗ and the `1-norm ‖A‖1 are adopted as surrogates, since
they are the closest convex approximants to rank(X) and ‖A‖0, respectively [29, 117, 141].
Accordingly, one solves
(P1) min
{X,A}
1
2
‖PΩ(Y −X−RA)‖2F + λ∗‖X‖∗ + λ1‖A‖1 (5.4)
where λ∗, λ1 ≥ 0 are rank- and sparsity-controlling parameters. When an estimate σˆ2v of the
noise variance is available, guidelines for selecting λ∗ and λ1 have been proposed in [163].
Being convex (P1) is appealing, and it yields reliable performance when full data are
available, i.e., Ω = ∅ [97]. In the presence of missing data, one has to ensure that the sampled
subset of links provides sufficient information to identify anomalous flows. Intuitively, for
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high estimation accuracy each flow must traverse sufficiently many links, whereas network
links should not be overloaded by too many flows. These properties typically hold for
large-scale networks with distant OD node pairs, and routing paths that are sufficiently
‘spread-out.’ Developing identifiability conditions when link measurements are incomplete
is an open problem, and constitutes an interesting future research direction.
Model (5.3) and its estimator (P1) are quite general, as discussed in the ensuing remark.
Remark 5.1 (Subsumed paradigms) When there is no missing data and X = 0L×T ,
one is left with an under-determined sparse signal recovery problem typically encountered
with compressive sampling (CS); see e.g., [29] and the tutorial account [30]. The decompo-
sition Y = X + A corresponds to principal component pursuit (PCP), also referred to as
robust principal component analysis (PCA) [25,33]. PCP was adopted for network anomaly
detection using flow (not link traffic) measurements in [3]. For the idealized noise-free
setting (V = 0L×T ), sufficient conditions for exact recovery are available for both of the
aforementioned special cases [25, 29, 33]. However, the superposition of a low-rank plus a
compressed sparse matrix in (5.3) further challenges identifiability of {X,A}; see [97] for
early results. Going back to the CS paradigm, even when X is nonzero one could envision
a variant where the measurements are corrupted with correlated (low-rank) noise [36]. Last
but not least, when A = 0F×T and Y is noisy, the recovery of X subject to a rank con-
straint is nothing but PCA – arguably, the workhorse of high-dimensional data analytics.
This same formulation is adopted for low-rank matrix completion, to impute the missing
entries of a low-rank matrix observed in noise, i.e., PΩ(Y) = PΩ(X + V) [26].
Albeit convex, (P1) is a non-smooth optimization problem (both the nuclear and `1-
norms are not differentiable at the origin). In addition, scalable algorithms to unveil anoma-
lies in large-scale networks should effectively overcome the following challenges: (c1) the
problem size can easily become quite large, since the number of optimization variables is
(L+F )T ; (c2) existing iterative solvers for (P1) typically rely on costly SVD computations
per iteration; see e.g., [97]; and (c3) different from the Frobenius and `1-norms, (column-
wise) nonseparability of the nuclear-norm challenges online processing when new columns of
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PΩ(Y) arrive sequentially in time. In the remainder of this section, the ‘big data’ challenges
(c1) and (c2) are dealt with to arrive at an efficient batch algorithm for anomalography.
Tracking network anomalies is the main subject of Section 5.4.
To address (c1) and reduce the computational complexity and memory storage require-
ments of the algorithms sought, it is henceforth assumed that an upper bound ρ ≥ rank(Xˆ)
is a priori available [Xˆ is the estimate obtained via (P1)]. As argued next, the smaller
the value of ρ, the more efficient the algorithm becomes. Small values of ρ are well moti-
vated due to the low intrinsic dimensionality of network flows. For instance, experiments
with Internet-2 network data [2] show that ρ = 5 suffices [72]; see also [74]. Because
rank(Xˆ) ≤ ρ, (P1)’s search space is effectively reduced and one can factorize the decision
variable as X = LQ′, where L and Q are L×ρ and T×ρ matrices, respectively. It is possible
to interpret the columns of X (viewed as points in RL) as belonging to a low-rank ‘nominal
traffic subspace’, spanned by the columns of L. The rows of Q are thus the projections of
the columns of X onto the traffic subspace.
Adopting this reparametrization of X in (P1), and defining r(L,Q,A) := 12‖PΩ(Y −
LQ−RA)‖2F , one arrives at an equivalent optimization problem
(P2) min
{L,Q,A}
r(L,Q,A) + λ∗‖LQ′‖∗ + λ1‖A‖1
which is non-convex due to the bilinear terms LQ′. The number of variables is reduced
from (L+F )T in (P1), to ρ(L+T ) +FT in (P2). The savings can be significant when ρ is
small, and both L and T are large. Note that the dominant FT -term in the variable count
of (P2) is due to A, which is sparse and can be efficiently handled even when both F and
T are large.
5.3.1 A separable low-rank regularization
To address (c2) [along with (c3) as it will become clear in Section 5.4], consider the following
alternative characterization of the nuclear norm [117,118]
‖X‖∗ := min{L,Q}
1
2
{‖L‖2F + ‖Q‖2F} , s. t. X = LQ′. (5.5)
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The optimization (5.5) is over all possible bilinear factorizations of X, so that the number
of columns ρ of L and Q is also a variable. Leveraging (5.5), the following reformulation of
(P2) provides an important first step towards obtaining an online algorithm:
(P3) min
{L,Q,A}
r(L,Q,A) +
λ∗
2
{‖L‖2F + ‖Q‖2F}+ λ1‖A‖1.
As asserted in [95, Lemma 1], adopting the separable Frobenius-norm regularization in
(P3) comes with no loss of optimality relative to (P1), provided ρ ≥ rank(Xˆ). By finding
the global minimum of (P3) [which could have considerably less variables than (P1)], one
can recover the optimal solution of (P1). However, since (P3) is non-convex, it may have
stationary points which need not be globally optimum. Interestingly, the next proposition
shows that under relatively mild assumptions on rank(Xˆ) and the noise variance, every
stationary point of (P3) is globally optimum for (P1). For a proof, see [95, Appendix].
Proposition 5.1 Let {L¯, Q¯, A¯} be a stationary point of (P3). If ‖PΩ(Y− L¯Q¯′−RA¯)‖ ≤
λ∗, then {Xˆ := L¯Q¯′, Aˆ = A¯} is the globally optimal solution of (P1).
The qualification condition ‖PΩ(Y − L¯Q¯′ −RA¯)‖ ≤ λ∗ captures tacitly the role of ρ. In
particular, for sufficiently small ρ the residual ‖PΩ(Y − L¯Q¯′ − RA¯)‖ becomes large and
consequently the condition is violated [unless λ∗ is large enough, in which case a sufficiently
low-rank solution to (P1) is expected]. The condition on the residual also implicitly enforces
rank(Xˆ) ≤ ρ, which is necessary for the equivalence between (P1) and (P3). Note also that
selecting a large value of ρ does not ensure satisfaction of the condition in Proposition 5.1.
In fact, other factors such as the noise variance and routing matrix structure are critical as
well.
5.3.2 Batch block coordinate-descent algorithm
The block coordinate-descent (BCD) algorithm is adopted here to solve the batch non-
convex optimization problem (P3). BCD is an iterative method which has been shown
efficient in tackling large-scale optimization problems encountered with various statistical
inference tasks, see e.g., [17]. The proposed solver entails an iterative procedure comprising
three steps per iteration k = 1, 2, . . .
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[S1] Update the anomaly map:
A[k + 1] = arg min
A
[r(L[k],Q[k],A) + λ1‖A‖1] .
[S2] Update the nominal traffic subspace:
L[k + 1] = arg min
L
[
r(L,Q[k],A[k + 1]) +
λ∗
2
‖L‖2F
]
.
[S3] Update the projection coefficients:
Q[k + 1] = arg min
Q
[
r(L[k + 1],Q,A[k + 1]) +
λ∗
2
‖Q‖2F
]
.
To update each of the variable groups, the cost of (P3) is minimized while fixing the rest
of the variables to their most up-to-date values. The minimization in [S1] decomposes over
the columns of A := [a1, . . . ,aT ]. At iteration k, these columns are updated in parallel via
Lasso
at[k + 1] = arg min
a
[
1
2
‖Ωt(yt − L[k]qt[k]−Ra)‖22 + λ1‖a‖1
]
, t = 1, . . . , T (5.6)
where yt and qt[k] respectively denote the t-th column of Y and Q
′[k], while the diagonal
matrix Ωt ∈ RL×L contains a one on its l-th diagonal entry if yl,t is observed, and a zero
otherwise. To keep computational complexity at a minimum, in practice each iteration of
the proposed algorithm minimizes (5.6) inexactly. This is achieved for each t = 1, . . . , T , by
performing a single pass of the cyclic coordinate-descent algorithm in [56, p. 92] over each
one of the F scalar entries in at[k + 1]; see Algorithm 9 for the resulting iterations, and
Appendix for further details. As shown at the end of this section, this inexact minimization
suffices to claim convergence to a stationary point of (P3).
Similarly, in [S2] and [S3] the minimizations that give rise to L[k + 1] and Q[k + 1] are
separable over their respective rows. For instance, the l-th row l′l of the traffic subspace
matrix L := [l1, . . . , lL]
′ is updated as the solution of the following ridge-regression problem
ll[k + 1] = arg min
l
[
1
2
‖((yrl )′ − l′Q′[k]− (rrl )′A[k + 1])Ωrl ‖22 +
λ∗
2
‖l‖22
]
(5.7)
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Algorithm 9 : Batch BCD algorithm for unveiling network anomalies
input PΩ(Y),Ω,R, λ∗, and λ1.
initialize L[1] and Q[1] at random.
for k = 1, 2,. . . do
[S1] Update the anomaly map:
for f = 1, . . . , F do
y˜
(−f)
t [k+1] = Ωt(yt−L[k]qt[k]−
∑f−1
f ′=1 rf ′af ′,t[k+1]−
∑F
f ′=f+1 rf ′af ′,t[k]), t = 1, . . . , T .
af,t[k + 1] = sign(r
′
f y˜
(−f)
t [k + 1])
[|r′f y˜(−f)t [k + 1]| − λ1]+/‖Ωtrf‖2, t = 1, . . . , T .
end for
A[k + 1] =
[
[a1,1[k + 1], . . . , aF,1[k + 1]]
′, . . . , [a1,T [k + 1], . . . , aF,T [k + 1]]′
]
.
[S2] Update the nominal traffic subspace:
ll[k + 1] = (λ∗Iρ + Q′[k]ΩrlQ[k])
−1
Q′[k]Ωrl (y
r
l −A′[k + 1]rrl ), l = 1, . . . , L.
L[k + 1] = [l1[k + 1], . . . , lL[k + 1]]
′.
[S3] Update the projection coefficients:
qt[k + 1] = (λ∗Iρ + L′[k + 1]ΩtL[k + 1])
−1
L′[k + 1]Ωt(yt −Rat[k + 1]), t = 1, . . . , T .
Q[k + 1] = [q1[k + 1], . . . ,qT [k + 1]]
′.
end for
return Aˆ := A[∞] and Xˆ := L[∞]Q′[∞].
where (yrl )
′ and (rrl )
′ represent the l-th row of Y and R, respectively. The t-th diagonal entry
of the diagonal matrix Ωrl ∈ RT×T is an indicator variable testing whether measurement
yl,t is available. Because (5.7) is an unconstrained convex quadratic program, the first-
order optimality condition yields the closed-form solution tabulated under Algorithm 9. A
similar regularized LS problem yields qt[k+ 1], t = 1, . . . , T ; see Algorithm 9 for the details
and a description of the overall BCD solver. The novel batch scheme for unveiling network
anomalies is less complex computationally than the accelerated proximal gradient algorithm
in [97], since Algorithm 9’s iterations are devoid of SVD computations. Different from [97],
Algorithm 9 can also accommodate missing link measurements.
Despite being non-convex and non-differentiable, (P3) has favorable structure which
facilitates convergence of the iterates generated by Algorithm 9. Specifically, the resulting
cost is convex in each block variable when the rest are fixed. The non-smooth `1-norm
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is also separable over the entries of its matrix argument. Accordingly, [144, Theorem 5.1]
guarantees convergence of the BCD algorithm to a stationary point of (P3). This result
together with Proposition 5.1 establishes the next claim.
Proposition 5.2 If a subsequence {X[k] := L[k]Q′[k],A[k]} of iterates generated by Algo-
rithm 9 satisfies ‖PΩ(Y −X[k] −RA[k])‖ ≤ λ∗, then it converges to the optimal solution
set of (P1) as k →∞.
In practice, it is desirable to monitor anomalies in real time and accomodate time-varying
traffic routes. These reasons motivate devising algorithms for dynamic anomalography, the
subject dealt with next.
5.4 Dynamic Anomalography
Monitoring of large-scale IP networks necessitates collecting massive amounts of data which
far outweigh the ability of modern computers to store and analyze them in real time.
In addition, nonstationarities due to routing changes and missing data further challenge
identification of anomalies. In dynamic networks routing tables are constantly readjusted to
effect traffic load balancing and avoid congestion caused by e.g., traffic anomalies or network
infrastructure failures. To account for slowly time-varing routing tables, let Rt ∈ RL×F
denote the routing matrix at time t1. In this dynamic setting, the partially observed link
counts at time t adhere to [cf. (5.3)]
PΩt(yt) = PΩt(xt + Rtat + vt), t = 1, 2, . . . (5.8)
where the link-level traffic xt := Rtzt, for zt from the (low-dimensional) traffic subspace. In
general, routing changes may alter a link load considerably by e.g., routing traffic completely
away from a specific link. Therefore, even though the network-level traffic vectors {zt} live
1Fixed size routing matrices Rt are considered here for convenience, where L and F correspond to upper
bounds on the number of physical links and flows transported by the network, respectively. If at time t some
links are not used at all, or, less than F flows are present, the corresponding rows and columns of Rt will
be identically zero.
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in a low-dimensional subspace, the same may not be true for the link-level traffic {xt} when
the routing updates are major and frequent. In backbone networks however, routing changes
are sporadic relative to the time-scale of data acquisition used for network monitoring tasks.
For instance, data collected from the operation of Internet-2 network reveals that only a
few rows of Rt change per week [2]. It is thus safe to assume that {xt} still lies in a low-
dimensional subspace, and exploit the temporal correlations of the observations to identify
the anomalies.
On top of the previous arguments, in practice link measurements are acquired sequen-
tially in time, which motivates updating previously obtained estimates rather than re-
computing new ones from scratch each time a new datum becomes available. The goal is
then to recursively estimate {xˆt, aˆt} at time t from historical observations {PΩτ (yτ ),Ωτ}tτ=1,
naturally placing more importance to recent measurements. To this end, one possible adap-
tive counterpart to (P3) is the exponentially-weighted LS estimator found by minimizing
the empirical cost
min
{L,Q,A}
t∑
τ=1
βt−τ
[
1
2
‖PΩτ (yτ − Lqτ −Rτaτ )‖22 +
λ∗
2
∑t
u=1 β
t−u ‖L‖
2
F +
λ∗
2
‖qτ‖22 + λ1‖aτ‖1
]
(5.9)
in which 0 < β ≤ 1 is the so-termed forgetting factor. When β < 1 data in the distant
past are exponentially downweighted, which facilitates tracking network anomalies in non-
stationary environments. In the case of static routing (Rt = R, t = 1, 2, . . .) and infinite
memory (β = 1), the formulation (5.9) coincides with the batch estimator (P3). This is the
reason for the time-varying factor weighting ‖L‖2F .
5.4.1 Tracking network anomalies
Towards deriving a real-time, computationally efficient, and recursive solver of (5.9), an
alternating minimization method is adopted in which iteration k coincides with the time
scale t of data acquisition. A justification in terms of minimizing a suitable approximate
cost function is discussed in detail in Section 5.4.2. Per time instant t, a new datum
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{PΩt(yt),Ωt} is drawn and {qt,at} are jointly estimated via
{q[t],a[t]} = arg min
{q,a}
[
1
2
‖PΩt(yt − L[t− 1]q−Rta)‖22 +
λ∗
2
‖q‖22 + λ1‖a‖1
]
. (5.10)
It turns out that (5.10) can be efficiently solved. Fixing a to carry out the minimization
with respect to q first, one is left with an `2-norm regularized LS (ridge-regression) problem
q[t] = arg min
q
[
1
2
‖PΩt(yt − L[t− 1]q−Rta)‖22 +
λ∗
2
‖q‖2
]
=
(
λ∗Iρ + L′[t− 1]ΩtL[t− 1]
)−1
L′[t− 1]PΩt(yt −Rta). (5.11)
Note that q[t] is an affine function of a, and the update rule for q[t] is not well defined
until a is replaced with a[t]. Towards obtaining an expression for a[t], define D[t] :=
(λ∗Iρ + L[t− 1]ΩtL′[t− 1])−1 L′[t − 1] for notational convenience, and substitute (5.11)
back into (5.10) to arrive at the Lasso estimator
a[t] = arg min
a
[
1
2
‖F[t](yt −Rta)‖22 + λ1‖a‖1
]
(5.12)
where F[t] :=
[
Ωt −ΩtL[t− 1]D[t]Ωt,
√
λ∗ΩtD′[t]
]′
. The diagonal matrix Ωt was defined
in Section 5.3.2, see the discussion after (5.6).
In the second step of the alternating-minimization scheme, the updated subspace matrix
L[t] is obtained by minimizing (5.9) with respect to L, while the optimization variables
{qτ ,aτ}tτ=1 are fixed and take the values {q[τ ],a[τ ]}tτ=1. This yields
L[t] = arg min
L
[
λ∗
2
‖L‖2F +
t∑
τ=1
βt−τ
1
2
‖PΩτ (yτ − Lq[τ ]−Rτa[τ ])‖22
]
. (5.13)
Similar to the batch case, (5.13) decouples over the rows of L which are obtained in parallel
via
ll[t] = arg min
l
[
λ∗
2
‖l‖2 +
t∑
τ=1
βt−τωl,τ (yl,τ − l′q[τ ]− (rrl,τ )′a[τ ])2
]
, l = 1, . . . , L (5.14)
where ωl,τ denotes the l-th diagonal entry of Ωτ . For β = 1, subproblems (5.14) can be
efficiently solved using the RLS algorithm [131]. Upon defining sl[t] :=
∑t
τ=1 β
t−τωl,τ (yl,τ−
r′l,τa[τ ])q[τ ], Hl[t] :=
∑t
τ=1 β
t−τωl,τq[τ ]q′[τ ] + λ∗Iρ, and Ml[t] := H−1l [t], with β = 1 one
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Algorithm 10 : Online algorithm for tracking network anomalies
input {PΩt(yt),Ωt,Rt}∞t=1, β, λ∗, and λ1.
initialize Gl[0] = 0ρ×ρ, sl[0] = 0ρ, l = 1, ..., L, and L[0] at random.
for t = 1, 2,. . . do
D[t] = (λ∗Iρ + L′[t− 1]ΩtL[t− 1])−1 L′[t− 1].
F[t] =
[
Ωt −ΩtL[t− 1]D[t]Ωt,
√
λ∗ΩtD′[t]
]′
.
a[t] = arg mina
[
1
2‖F[t](yt −Rta)‖2 + λ1‖a‖1
]
.
q[t] = D[t]Ωt(yt −Rta[t]).
Gl[t] = βGl[t− 1] + ωl,tq[t]q[t]′, l = 1, . . . , L.
sl[t] = βsl[t− 1] + ωl,t(yl,t − r′l,ta[t])q[t], l = 1, . . . , L.
ll[t] = (Gl[t] + λ∗Iρ)
−1
sl[t], l = 1, ..., L.
return aˆt := a[t] and xˆt := L[t]q[t].
end for
simply updates
sl[t] = sl[t− 1] + ωl,t(yl,t − r′l,ta[t])q[t]
Ml[t] = Ml[t− 1]− ωl,tMl[t− 1]q[t]q
′[t]Ml[t− 1]
1 + q′[t]Ml[t− 1]q[t]
and forms ll[t] = Ml[t]sl[t], for l = 1, . . . , L.
However, for 0 < β < 1 the regularization term (λ∗/2)‖l‖2 in (5.14) makes it impossible
to express Hl[t] in terms of Hl[t− 1] plus a rank-one correction. Hence, one cannot resort
to the matrix inversion lemma and update Ml[t] with quadratic complexity only. Based on
direct inversion of Hl[t], l = 1, . . . , L, the overall recursive algorithm for tracking network
anomalies is tabulated under Algorithm 10. The per iteration cost of the L inversions
(each O(ρ3), which could be further reduced if one leverages also the symmetry of Hl[t])
is affordable for moderate number of links, because ρ is small when estimating low-rank
traffic matrices. Still, for those settings where computational complexity reductions are at
a premium, an online stochastic gradient descent algorithm is described in Section 5.5.1.
Remark 5.2 (Robust subspace trackers) Algorithm 10 is closely related to timely ro-
bust subspace trackers, which aim at estimating a low-rank subspace L from grossly corrupted
and possibly incomplete data, namely PΩt(yt) = PΩt(Lqt + at + vt), t = 1, 2, . . .. In the
5.4 Dynamic Anomalography 143
absence of sparse ‘outliers’ {at}∞t=1, an online algorithm based on incremental gradient de-
scent on the Grassmannian manifold of subspaces was put forth in [70]. The second-order
RLS-type algorithm in [152] extends the seminal projection approximation subspace tracking
algorithm [154] to handle missing data. When outliers are present, robust counterparts can
be found in [36,65,107]. Relative to all aforementioned works, the estimation problem here
is more challenging due to the presence of the fat (compression) matrix Rt; see [97] for
fundamental identifiability issues related to the model (5.3).
5.4.2 Convergence Analysis
This section studies the convergence of the iterates generated by Algorithm 10, for the
infinite memory special case i.e., when β = 1. Upon defining the function
gt(L,q,a) :=
1
2
‖PΩt(yt − Lq−Rta)‖22 +
λ∗
2
‖q‖22 + λ1‖a‖1 (5.15)
in addition to `t(L) := min{q,a} gt(L,q,a), when β = 1 Algorithm 10 aims at minimizing
the following average cost function at time t
Ct(L) :=
1
t
t∑
τ=1
`τ (L) +
λ∗
2t
‖L‖2F . (5.16)
Normalization (by t) ensures that the cost function does not grow unbounded as time
evolves. For fixed routing {Rτ = R}tτ=1, (5.16) it is essentially identical to the batch
estimator in (P3) up to a scaling, which does not affect the value of the minimizers. Note
that as time evolves, minimization of Ct becomes increasingly complex computationally.
Even evaluating Ct is challenging for large t, since it entails solving t Lasso problems to
minimize all gτ and defining the functions `τ , τ = 1, . . . , T . Hence, at time t the subspace
estimate L[t] is obtained by minimizing the approximate cost function [cf. (5.13) when
β = 1]
Cˆt(L) =
1
t
t∑
τ=1
gτ (L,q[τ ],a[τ ]) +
λ∗
2t
‖L‖2F (5.17)
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in which {q[t],a[t]} are obtained based on the prior subspace estimate L[t− 1] after solving
[cf. (5.10)]
{q[t],a[t]} = arg min
{q,a}
gt(L[t− 1],q,a). (5.18)
Obtaining q[t] this way resembles the projection approximation adopted in [154], and can
only be evaluated after a[t] is obtained [cf. (5.11)]. Since Cˆt(L) is a smooth convex function,
the minimizer L[t] = arg minL Cˆt(L) is the solution of the quadratic equation ∇Cˆt(L[t]) =
0L×ρ.
So far, it is apparent that the approximate cost function Cˆt(L[t]) overestimates the
target cost Ct(L[t]), for t = 1, 2, . . .. However, it is not clear whether the dictionary iter-
ates {L[t]}∞t=1 converge, and most importantly, how well can they optimize the target cost
function Ct. The good news is that Cˆt(L[t]) asymptotically approaches Ct(L[t]), and the
subspace iterates null ∇Ct(L[t]) as well, both as t → ∞. The latter result is summarized
in the next proposition, which is proved in the next section.
Proposition 5.3 Assume that: a1) {Ωt}∞t=1 and {yt}∞t=1 are independent and identically
distributed (i.i.d.) random processes; a2) ‖PΩt(yt)‖∞ is uniformly bounded; a3) iter-
ates {L[t]}∞t=1 are in a compact set L ⊂ RL×ρ; a4) Cˆt(L) is positive definite, namely
λmin
[
∇2Cˆt(L)
]
≥ c for some c > 0; and a5) σmin(S[t]) ≥ c0, where the matrix S[t] ∈
R(L+ρ)×|supp(a[t])| contains the columns of F[t]Rt associated with the elements in supp(a[t]),
and c0 is a positive constant. Then limt→∞∇Ct(L[t]) = 0L×ρ almost surely (a.s.), which
implies that the subspace iterates {L[t]}∞t=1 asymptotically coincide with the stationary points
of (P3) when the routing remains invariant, i.e., when Rt = R, t = 1, 2, . . ..
To clearly delineate the scope of the analysis, it is worth commenting on the assump-
tions a1)-a5) and the factors that influence their satisfaction. Regarding a1), the acquired
data is assumed statistically independent across time as it is customary when studying the
stability and performance of online (adaptive) algorithms [124, 131]. While independence
is required for tractability, a1) may be grossly violated because OD flows are correlated
across time (cf. the low-rank property of Z and X). Still, in accordance with the adap-
tive filtering folklore e.g., [124, p. 321], as β → 1 the upshot of the analysis based on
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i.i.d. data extends accurately to the pragmatic setting whereby the link-counts and miss-
ing data patterns exhibit spatiotemporal correlations. Uniform boundedness of PΩt(yt) [cf.
a2)] is satisfied in practice, since the traffic is always limited by the (finite) capacity of
the physical links. The bounded subspace requirement in a3) is a technical assumption
that simplifies the arguments of the ensuing proof, and has been corroborated via exten-
sive computer simulations including those in Section 5.6. It is apparent that the sampling
set Ωt plays a key role towards ensuring that a4) and a5) are satisfied. Intuitively, if the
missing entries tend to be only few and somehow uniformly distributed across links and
time, they will not markedly increase coherence of the regression matrices F[t]Rt, and thus
compromise the uniqueness of the Lasso solutions. This also increases the likelihood that
∇2Cˆt(L) = λ∗t ILρ + 1t
∑t
τ=1(q[τ ]q
′[τ ])⊗Ωτ  cILρ holds. As argued in [60], if needed one
could incorporate additional regularization terms in the cost function to enforce a4) and
a5). Before moving on to the proof, a remark is in order.
Remark 5.3 (Performance guarantees) In line with Proposition 5.2, one may be
prompted to ponder whether the online estimator offers the performance guarantees of
the nuclear-norm regularized estimator (P1), for which stable/exact recovery have been
well documented e.g., in [25, 97, 163]. Specifically, given the learned traffic subspace L¯
and the corresponding Q¯ and A¯ [obtained via (5.10)] over a time window of size T , is
{Xˆ := L¯Q¯′, Aˆ := A¯} an optimal solution of (P1) when T → ∞? This in turn requires
asymptotic analysis of the optimality conditions for (P1), and is left for future research.
Nevertheless, empirically the online estimator attains the performance of (P1), as evidenced
by the numerical tests in Section 5.6.
5.4.3 Proof of Proposition 5.3
The main steps of the proof are inspired by [60], which studies convergence of an online
dictionary learning algorithm using the theory of martingale sequences; see e.g., [71]. How-
ever, relative to [60] the problem here introduces several distinct elements including: i)
missing data with a time-varying pattern Ωt; ii) a non-convex bilinear term where the tall
subspace matrix L plays a role similar to the fat dictionary in [60], but the multiplica-
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tive projection coefficients here are not sparse; and iii) the additional bilinear terms Rtat
which entail sparse coding of at as in [60], but with a known regression (routing) matrix.
Hence, convergence analysis becomes more challenging and demands, in part, for a new
treatment. Accordingly, in the sequel emphasis will be placed on the novel aspects specific
to the problem at hand.
The basic structure of the proof consists of three preliminary lemmata, which are sub-
sequently used to establish that limt→∞∇Ct(L[t]) = 0L×ρ a.s. through a simple argument.
The first lemma deals with regularity properties of functions Cˆt and Ct, which will come
handy later on; see Appendix for a proof.
Lemma 5.1 If a2) and a5) hold, then the functions: i) {at(L),qt(L)} = arg min{q,a} gt(L,q,a),
ii) gt(L,q[t],a[t]), iii) `t(L), and iv) ∇`t(L) are Lipschitz continuous for L ∈ L (L is a
compact set), with constants independent of t.
The next lemma (proved in Appendix) asserts that the distance between two subsequent
traffic subspace estimates vanishes as t→∞, a property that will be instrumental later on
when establishing that Cˆt(L[t])− Ct(L[t])→ 0 a.s.
Lemma 5.2 If a2)-a5) hold, then ‖L[t+ 1]− L[t]‖F = O(1/t).
The previous lemma by no means implies that the subspace iterates converge, which is a
much more ambitious objective that may not even hold under the current assumptions. The
final lemma however, asserts that the cost sequence indeed converges with probability one;
see Appendix for a proof.
Lemma 5.3 If a1)-a5) hold, then Cˆt(L[t]) converges a.s. Moreover, Cˆt(L[t])−Ct(L[t])→ 0
a.s.
Putting the pieces together, in the sequel it is shown that the sequence {∇Cˆt(L[t]) −
∇Ct(L[t])}∞t=1 converges a.s. to zero, and since ∇Cˆt(L[t]) = 0L×ρ by algorithmic construc-
tion, the subspace iterates {L[t]}∞t=1 coincide with the stationary points of the target cost
function Ct. To this end, it suffices to prove that every convergent subsequence nulls the
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gradient ∇Ct asymptotically, which in turn implies that the entire sequence converges to
the set of stationary points of the batch problem (P3).
Since L is compact by virtue of a3), one can always pick a convergent subsequence
{L[t]}∞t=1 whose limit point is L∗, say2. Consider the positive-valued decreasing sequence
{αt}∞t=1 that converges to zero slower than Cˆt(L[t])−Ct(L[t]) does, and recall that Cˆt(L[t]+
αtU) ≥ Ct(L[t] +αtU) for any U ∈ RL×ρ. From the mean-value theorem and for arbitrary
U, expanding both sides of the inequality around the point L[t] one arrives at
Cˆt(L[t]) + αttr{U′∇Cˆt(L[t])}+ αttr{U′(∇Cˆt(Θ1[t])−∇Cˆt(P[t]))} ≥
Ct(L[t]) + αttr{U′∇Ct(L[t])}+ αttr{U′(∇Ct(Θ2[t])−∇Ct(P[t]))}
for some Θ1[t],Θ2[t] ∈ RL×ρ on the line segment connecting L[t] and L[t] + αtU. Taking
limit as t→∞ and applying Lemma 5.3 it follows that
lim
t→∞ tr{U
′(∇Cˆt(L[t])−∇Ct(L[t]))}+ lim
t→∞ tr{U
′(∇Cˆt(Θ1[t])−∇Cˆt(P[t]))}
+ lim
t→∞ tr{U
′(∇Ct(P[t])−∇Ct(Θ2[t]))} ≥ 0, a.s. (5.19)
For the quadratic function Cˆt, uniform boundedness of the Hessian ∇2Cˆt(L) = λ∗t ILρ +
1
t
∑t
τ=1(q[τ ]q
′[τ ])⊗Ωτ implies that ∇Cˆt is Lipschitz. Furthermore, since ∇`τ is Lipschitz
as per Lemma 5.1, ∇Ct is Lipschitz as well. Consequently, according to the Cauchy-Schwarz
inequality∣∣tr{U′(∇Ct(P[t])−∇Ct(Θ2[t]))}∣∣ ≤ ‖U‖F ‖∇Ct(P[t])−∇Ct(Θ2[t])‖F
≤ c ‖U‖F ‖P[t]−Θ2[t]‖F
(a)
≤ c αt‖U‖2F (5.20)
for some constant c > 0, where (a) holds since Θ2[t] is a convex combination of L[t] and
L[t] + αtU. Likewise, one can bound the second term on the left-hand-side of (5.19).
Accordingly, it holds that
lim
t→∞ tr{U
′(∇Ct(P[t])−∇Ct(Θ2[t]))} = lim
t→∞ tr{U
′(∇Cˆt(P[t])−∇Cˆt(Θ1[t]))} = 0.
2Formally, the subsequence should be denoted as {L[t(i)]}∞i=1, but a slight abuse of notation is allowed
for simplicity.
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All in all, the second and third terms in (5.19) vanish and one is left with
lim
t→∞ tr{U
′(∇Cˆt(Lt)−∇Ct(Lt))} ≥ 0. (5.21)
Because U ∈ RL×ρ is arbitrary, (5.21) can only hold if limt→∞(∇Cˆt(L[t]) − ∇Ct(L[t])) =
0L×ρ a.s., which completes the proof. 
5.5 Further Algorithmic Issues
For completeness, this section outlines a couple of additional algorithmic aspects relevant
to anomaly detection in large-scale networks. Firstly, a lightweight first-order algorithm is
developed as an alternative to Algorithm 10, which relies on fast Nesterov-type gradient up-
dates for the traffic subspace. Secondly, the possibility of developing distributed algorithms
for dynamic anomalography is discussed.
5.5.1 Fast stochastic-gradient algorithm
Reduction of the computational complexity in updating the traffic subspace L is the subject
of this section. The basic alternating minimization framework in Section 5.4.1 will be
retained, and the updates for {q[t],a[t]} will be identical to those tabulated under Algorithm
10. However, instead of solving an unconstrained quadratic program per iteration to obtain
L[t] [cf. (5.13)], the refinements to the subspace estimate will be given by a (stochastic)
gradient algorithm.
As discussed in Section 5.4.2, in Algorithm 10 the subspace estimate L[t] is obtained by
minimizing the empirical cost function Cˆt(L) = (1/t)
∑t
τ=1 fτ (L), where
ft(L) :=
1
2
‖Ωt(yt−Lq[t]−Rta[t])‖22+
λ∗
2t
‖L‖2F +
λ∗
2
‖q[t]‖22+λ1‖a[t]‖1, t = 1, 2, . . . (5.22)
By the law of large numbers, if data {PΩt(yt)}∞t=1 are stationary, solving minL limt→∞ Cˆt(L)
yields the desired minimizer of the expected cost E[Ct(L)], where the expectation is taken
with respect to the unknown probability distribution of the data. A standard approach to
achieve this same goal – typically with reduced computational complexity – is to drop the
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expectation (or the sample averaging operator for that matter), and update the nominal
traffic subspace via a stochastic gradient iteration [131]
L[t] = arg min
L
Q(1/µ˜[t]),t(L,L[t− 1])
= L[t− 1]− µ˜[t]∇ft(L[t− 1]) (5.23)
where µ˜[t] is a stepsize, Qµ,t(L1,L2) := ft(L2) + 〈L1 − L2,∇ft(L2)〉 + µ2‖L1 − L2‖2f , and
∇ft(L) = −Ωt(yt − Lq[t] − Rta[t])q′[t] + (λ∗/t)L. In the context of adaptive filtering,
stochastic gradient algorithms such as (5.22) are known to converge typically slower than
RLS. This is expected since RLS can be shown to be an instance of Newton’s (second-order)
optimization method [131].
Building on the increasingly popular accelerated gradient methods for (batch) smooth
optimization [14, 110], the idea here is to speed-up the learning rate of the estimated traf-
fic subspace (5.23), without paying a penalty in terms of computational complexity per
iteration. The critical difference between standard gradient algorithms and the so-termed
Nesterov’s variant, is that the accelerated updates take the form L[t] = L˜[t]− µ˜[t]∇ft(L˜[t]),
which relies on a judicious linear combination L˜[t − 1] of the previous pair of iterates
{L[t − 1],L[t − 2]}. Specifically, the choice L˜[t] = L[t − 1] + k[t−1]−1k[t] (L[t− 1]− L[t− 2]),
where k[t] =
[
1 +
√
4k2[t− 1] + 1
]
/2, has been shown to significantly accelerate batch gra-
dient algorithms resulting in convergence rate no worse than O(1/k2); see e.g., [14] and
references therein. Using this acceleration technique in conjunction with a backtracking
stepsize rule [17], a fast online stochastic gradient algorithm for unveiling network anoma-
lies is tabulated under Algorithm 11. Different from Algorithm 10, no matrix inversions
are involved in the update of the traffic subspace L[t]. Clearly, a standard (non acceler-
ated) stochastic gradient descent algorithm with backtracking stepsize rule is subsumed as
a special case, when k[t] = 1, t = 0, 1, 2, . . .
Convergence analysis of Algorithm 11 is beyond the scope of this paper, and will only be
corroborated using computer simulations in Section 5.6. It is worth pointing out that since
a non-diminishing stepsize is adopted, asymptotically the iterates generated by Algorithm
11 will hover inside a ball centered at the minimizer of the expected cost, with radius
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Algorithm 11 : Online stochastic gradient algorithm for unveiling network anomalies
input {yt,Rt,Ωt}∞t=1, ρ, λ∗, λ1, η > 1.
initialize L[0] at random, µ[0] > 0, L˜[1] := L[0], and k[1] := 1.
for t = 1, 2,. . . do
D[t] = (λ∗Iρ + L′[t− 1]ΩtL[t− 1])−1 L′[t− 1]
F′[t] :=
[
Ωt −ΩtL[t− 1]D[t]Ωt,
√
λ∗ΩtD′[t]
]
a[t] = arg mina
[
1
2‖F[t](yt −Rta)‖2 + λ1‖a‖1
]
q[t] = D[t]Ωt(yt −Rtat)
Find the smallest nonnegative integer i[t] such that with µ¯ := ηi[t]µ[t− 1]
ft(L˜[t]− (1/µ¯)∇ft(L˜[t])) ≤ Qµ¯,t(L˜[t]− (1/µ¯)∇ft(L˜[t]), L˜[t])
holds, and set µ[t] = ηi[t]µ[t− 1].
L[t] = L˜[t]− (1/µ[t])∇ft(L˜[t]).
k[t+ 1] =
1+
√
1+4k2[t]
2 .
L˜[t+ 1] = L[t] +
(
k[t]−1
k[t+1]
)
(L[t]− L[t− 1]).
end for
return xˆ[t] := L[t]q[t], aˆ[t] := a[t].
proportional to the noise variance.
5.5.2 In-network anomaly trackers
Implementing Algorithms 9-11 presumes that network nodes continuously communicate
their local link traffic measurements to a central monitoring station, which uses their ag-
gregation in {PΩt(yt)}∞t=1 to unveil network anomalies. While for the most part this is
the prevailing operational paradigm adopted in current network technologies, it is fair to
say there are limitations associated with this architecture. For instance, collecting all this
information centrally may lead to excessive protocol overhead, especially when the rate of
data acquisition is high at the routers. Moreover, minimizing the exchanges of raw mea-
surements may be desirable to reduce unavoidable communication errors that translate to
missing data. Performing the optimization in a centralized fashion raises robustness con-
cerns as well, since the central monitoring station represents an isolated point of failure.
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These reasons motivate devising fully-distributed iterative algorithms for dynamic
anomalography in large-scale networks, embedding the network anomaly detection func-
tionality to the routers. In a nutshell, per iteration nodes carry out simple computational
tasks locally, relying on their own link count measurements (a few entries of the network-
wide vector yt corresponding to the router links). Subsequently, local estimates are refined
after exchanging messages only with directly connected neighbors, which facilitates percola-
tion of local information to the whole network. The end goal is for network nodes to consent
on a global map of network anomalies, and attain (or at least come close to) the estimation
performance of the centralized counterpart which has all data {PΩt(yt)}∞t=1 available.
Relying on the alternating-directions method of multipliers (AD-MoM) as the basic
tool to carry out distributed optimization, a general framework for in-network sparsity-
regularized rank minimization was put forth in a companion paper [95]. In the context
of network anomaly detection, results therein are encouraging yet there is ample room
for improvement and immediate venues for future research open up. For instance, the
distributed algorithms of [95] can only tackle the batch formulation (P3), so extensions to
a dynamic network setting, e.g., building on the ideas here to devise distributed anomaly
trackers seems natural. To obtain desirable tradeoffs in terms of computational complexity
and speed of convergence, developing and studying algorithms for distributed optimization
based on Nesterov’s acceleration techniques emerges as an exciting and rather pristine
research direction; see [62] for early work dealing with separable batch optimization.
5.6 Performance Tests
Performance of the proposed batch and online estimators is assessed in this section via
computer simulations using both synthetic and real network data.
Selection of tuning parameters. In the batch case, λ1 and λ∗ are tuned to optimize the
relative error ‖Aˆ−A0‖F /‖A0‖F , with A0 and Aˆ denoting the true and estimated anomaly
matrices, respectively. In particular, one needs to perform a grid search over the bounded
two-dimensional region R := {(λ1, λ∗) : λ1 ∈ (0, ‖R′PΩ(Y)‖∞], λ∗ ∈ (0, ‖PΩ(Y)‖]}. The
corresponding bounds are derived from the optimality conditions for (P1), which indi-
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Figure 5.1: Synthetic network topology graph, and the paths used for routing three flows.
cate that for (λ1, λ∗) ∈ Rc the optimal solution is {0L×T ,0F×T }. Practical rules that
do not require knowledge of A0 can be devised along the lines of [7] and [26]. Sup-
posing that the true values are zero, choosing λ1 > ‖R′PΩ(V)‖∞ and λ∗ > ‖PΩ(V)‖
the estimator (P1) outputs {Xˆ = 0L×T , Aˆ = 0F×T }. This mitigates noise, but it may
overshrink the true values. To avoid overshrinking, these parameters can be chosen close
to their corresponding lower bounds, e.g., pick λ∗ = ‖PΩ(V)‖ and λ1 = ‖R′PΩ(V)‖∞.
One can further simplify the candidate parameters by making the following reasonable
assumptions: i) Gaussian noise vl,t ∼ N (0, σ2), ii) uniform sampling with each entry of
Ω chosen independently with probability pi, and iii) large dimensions F, T → ∞. It is
then known that (
√
F +
√
T )−1‖PΩ(V)‖ →
√
piσ, almost surely, see e.g., [26], and thus
one can pick λ∗ = (
√
F +
√
T )
√
piσ. Also, large-deviation tail bounding implies that
‖R′PΩ(V)‖∞ ≤ 4σmaxi ‖Rei‖2 log (FT ) with high probability, which suggests selecting
λ1 = σmaxi ‖Rei‖2 log (FT ). The said regularization parameters can also be used for
online processing (upon setting T = t) , where they naturally increase as time evolves.
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Figure 5.2: Performance of the batch estimator (P3) for p = 0.005 and different amounts of missing
data. (a) Cost of the estimators (P1) and (P3) versus iteration index when σ = 10−2. (b) ROC
curves when σ = 10−1.
5.6.1 Synthetic-network data tests
Synthetic network example. A network of N = 15 nodes is considered as a realization
of the random geometric graph model with agents randomly placed on the unit square, and
two agents link if their Euclidean distance is less than a prescribed communication range
of dc = 0.35; see Fig. 5.1. The network graph is bidirectional and comprises L = 52 links,
and F = N(N − 1) = 210 OD flows. For each candidate OD pair, minimum hop count
routing is considered to form the routing matrix R. Entries of vt are i.i.d., zero-mean,
Gaussian with variance σ2; i.e., vl,t ∼ N (0, σ2). Flow-traffic vectors zt are generated from
the low-dimensional subspace U ∈ RF×r with i.i.d. entries uf,i ∼ N (0, 1/F ), and projection
coefficients wi,t ∼ N(0, 1) such that zt = Uwt. Every entry of at is randomly drawn from
the set {−1, 0, 1}, with Pr(af,t = −1) = Pr(af,t = 1) = p/2. Entries of Y are sampled
uniformly at random with probability pi to form the diagonal sampling matrix Ωt. The
observations at time instant t are generated according to PΩt(yt) = Ωt(Rzt + Rat + vt).
Unless otherwise stated, r = 2, ρ = 5, and β = 0.99 are used throughout. Different values
of σ, p and pi are tested.
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Figure 5.3: Amplitude of the true (blue) and estimated (red) anomalies for σ = 10−1. (a) pi = 1 (no
missing data), PFA = 0.021 and PD = 0.96. (b) pi = 0.75, PFA = 0.016 and PD = 0.69.
Performance of the batch estimator. To demonstrate the merits of the batch BCD
algorithm for unveiling network anomalies (Algorithm 9), simulated data are generated for
a time interval of size T = 100. For validation purposes, the benchmark estimator (P1) is
iteratively solved by alternating minimization over A (which corresponds to Lasso) and X.
The minimizations with respect to X can be carried out using the iterative singular-value
thresholding (SVT) algorithm [24]. Note that with full data, SVT requires only a single
SVD computation. In the presence of missing data however, the SVT algorithm may require
several SVD computations until convergence, rendering the said algorithm prohibitively
complex for large-scale problems. In contrast, Algorithm 9 only requires simple ρ × ρ
inversions. Fig. 5.2 (a) depicts the convergence of the respective algorithms used to solve
(P1) and (P3), for different amounts of missing data (controlled by pi). It is apparent
that both estimators attain identical performance after a few tens of iterations, as asserted
by Proposition 5.1. To corroborate the effectiveness of Algorithm 9 in unveiling network
anomalies across flows and time, the ROC curves are plotted for various percentages of
missing link observations in Fig. 5.2 (b) when σ = 10−1. To discard spurious estimates, the
hypothesis test aˆf,t RH1H0 0.1 is considered, with anomalous and anomaly-free hypotheses
H1 and H0, respectively. Apparently, an inferior detection performance is expected as the
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Figure 5.4: Performance of the online estimator for σ = 10−2, p = 0.005, λ1 = 0.11, and λ∗ = 0.36.
(a) Evolution of the average cost Ct(L[t]) of the online algorithms versus the batch counterpart (P3).
(b) Amplitude of true (solid) and estimated (circle markers) anomalies via the online Algorithm 10,
for three representative flows when pi = 1 (no missing data).
percentage of missing data increases. Note that when link observations are missing (pi < 1),
some flows may not be identifiable because they may traverse none of the observed links.
For such flows, the anomalous traffic is assumed zero. Hence, as it is seen in Fig. 5.2 (b), the
maximum achievable detection probability equals the fraction of (partially) observed flows.
For the instances of (PFA = 0.021, PD = 0.96) and (PFA = 0.016, PD = 0.69) corresponding
to pi = 1 and pi = 0.75, respectively, Fig. 5.3 depicts the magnitude of the true and estimated
anomalies.
Performance of the online algorithms. To confirm the convergence and effectiveness
of the online Algorithms 10 and 11, simulation tests are carried out for infinite memory
β = 1 and invariant routing matrix R. Fig. 5.4 (a) depicts the evolutions of the average
cost Ct(Lt) in (5.16) for different amounts of missing data pi = 0.75, 1 when the noise
level is σ = 10−2. It is evident that for both online algorithms the average cost converges
(possibly within a ball) to its batch counterpart in (P3) normalized by the window size
T = t. Impressively, this observation together with the one in Fig. 5.2 (a) corroborate
that the online estimators can attain the performance of the benchmark estimator, whose
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stable/exact recovery performance is well documented e.g., in [27, 97, 163]. It is further
observed that the more data are missing, the more time it takes to learn the low-rank
nominal traffic subspace, which in turn slows down convergence.
To examine the tracking capability of the online estimators, Fig. 5.4 (b) depicts the
estimated versus true anomalies over time as Algorithm 10 evolves for three representative
flows indicated on Fig. 5.1, namely f2, f6, f9 corresponding to the f = 2, 6, 9-th rows of A0.
Setting the detection threshold to the value 0.1 as before, for the flows f2, f6, f9 Algorithm
10 attains detection rate PD = 0.83, 1, 1 at false alarm rate PFA = 0.0171, 0.0040, 0.0081,
respectively. The quantification error per flow is also around PQ = 0.7606, 0.5863, 0.4028,
respectively. As expected, more false alarms are declared at early iterations as the low-
rank subspace has not been learnt accurately. Upon learning the subspace performance
improves and almost all anomalies are identified. Careful inspection of Fig. 5.4 (b) reveals
that the anomalies for f9 are better identified visually than those for f2. As shown in
Fig. 5.1, f2 is carried over links (1, 2), (2, 4), (4, 14), (14, 3) each one carrying 33, 31, 35, 22
additional flows, respectively, whereas f9 is aggregated over link (1, 3) with only 2 addi-
tional flows. Hence, identifying f2’s anomalies from the highly-superimposed load of links
(1, 2), (2, 4), (4, 14), (14, 3) is a more challenging task relative to link (1, 3). This simple ex-
ample manifests the fact that the detection performance strongly depends on the network
topology and the routing policy implemented, which determine the routing matrix. In ac-
cordance with [97], the coherence of sparse column subsets of the routing matrix plays an
important role in identifying the anomalies. In essence, the more incoherent the column
subsets of R are, the better recovery performance one can attain. An intriguing question
left here to address in future research pertains to desirable network topologies giving rise
to incoherent routing matrices.
Tracking routing changes. The measurement model in (5.8) has two time-varying at-
tributes which challenge the identification of anomalies. The first one is missing measure-
ment data arising from e.g., packet losses during the data collection process, and the second
one pertains to routing changes due to e.g., network congestion or link failures. It is thus
important to test whether the proposed online algorithm succeeds in tracking these changes.
5.6 Performance Tests 157
As discussed earlier, missing data are sampled uniformly at random. To assess the impact of
routing changes on the recovery performance, a simple probabilistic model is adopted where
each time instant a single link fails, or, returns to the operational state. Let Φ denote the
adjacency matrix of the network graph G, where [Φ]i,j = 1 if there exists a physical link
joining nodes i and j, and zero otherwise. Similarly, the active links involved in routing the
data at time t are represented by the effective adjacency matrix Φefft . At time instant t+1, a
biased coin is tossed with small success probability α, and one of the links, say (i, j) ∈ Φefft ,
is chosen uniformly at random and removed from G while ensuring that the network re-
mains connected. Likewise, an edge (`, k) ∈ Φ\Φefft is added with the same probability α.
The resulting adjacency matrix is then Φefft+1 = Φ
eff
t + 1{b1,t}e`e
′
k − 1{b1,t}eie′j , where the
indicator function 1{x∈X} equals one when x ∈ X , and zero otherwise; and b1,t, b2,t ∼ Ber(α)
are i.i.d. Bernoulli random variables. The minimum hop-count algorithm is then applied to
Φefft+1, to update the routing matrix Rt+1. Note that Rt+1 = Rt with probability (1− α)2.
The performance is tested here for fast and slowly varying routing corresponding to
α = 0.1 and α = 0.01, respectively, when β = 0.9. A metric of interest is the average square
error in estimating the anomalies, namely eat :=
1
t
∑t
i=1 ‖aˆi − ai‖22, and the link traffic,
namely ext :=
1
t
∑t
i=1 ‖xˆi − xi‖22. Fig. 5.5 (a) plots the average estimation error for various
noise variances and amounts of missing data. The estimation error decreases quickly and
after learning the subspace it becomes almost invariant. To evaluate the support recovery
performance of the online estimator, define the average detection and false alarm rate
PD :=
∑t
τ=1
∑F
f=1 1{aˆf,τ≥0.1,af,τ≥0.1}∑t
τ=1
∑F
f=1 1{af,τ≥0.1}
, PFA :=
∑t
τ=1
∑F
f=1 1{aˆf,τ≥0.1,af,τ≤0.1}∑t
τ=1
∑F
f=1 1{af,τ≤0.1}
.
(5.24)
Inspecting Fig. 5.5 (b) one observes that for α = 0.01 and pi = 0.8, increasing the noise
variance from 10−5 to 10−2 lowers the detection probability by 10%. Moreover, when
σ = 10−5 and α = 0.01, dropping 20% of the observations renders the estimator misdetect
11% more anomalies. The routing changes from α = 0.01 to α = 0.1 when σ = 10−5
and pi = 0.8 comes with an adverse effect of about 6% detection-rate decrease. For a few
representative network links and flows Fig. 5.5 (c) and (d) illustrate how Algorithm 10
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tracks the anomalies and link-level traffic. Note that in Fig. 5.5 (c) link 12 is dropped for
the time period t ∈ [220, 420], and thus the traffic level becomes zero. The flows being
carried over link 31 are also varying due to routing changes, which occur at time instants
t = 220, 940 when the traffic is not tracked accurately.
5.6.2 Real-network data tests
Internet-2 network example. Real data including OD flow traffic levels are collected
from the operation of the Internet-2 network (Internet backbone network across USA) [2],
shown in Fig. 5.6. Flow traffic levels are recorded every 5-minute intervals, for a three-week
operational period of Internet-2 during Dec. 8–28, 2008 [2]. Internet-2 comprises N = 11
nodes, L = 41 links, and F = 121 flows. Given the OD flow traffic measurements, the link
loads in Y are obtained through multiplication with the Internet-2 routing matrix, which
in this case remains invariant during the three weeks of data acquisition [2]. Even though
Y is “constructed” here from flow measurements, link loads can be typically acquired from
SNMP traces [137].
The available OD flows are incomplete due to problems in the data collection process.
In addition, flows can be modeled as the superposition of “clean” plus anomalous traffic,
i.e., the sum of some unknown “ground-truth” low-rank and sparse matrices PΩ(X0 + A0).
Therefore, setting R = IF in (P1) one can first run the batch Algorithm 9 to estimate the
“ground-truth” components {X0,A0}. The estimated X0 exhibits three dominant singu-
lar values, confirming the low-rank property of the nominal traffic matrix. To be on the
conservative side, only important spikes with magnitude greater than the threshold level
50‖Y‖F /LT are retained as benchmark anomalies (nonzero entries in A0).
Comparison with PCA-based batch estimators [72], [158]. To highlight the merits of
the batch estimator (P3), its performance is compared with the spatial PCA-based schemes
reported in [72] and [158]. These methods capitalize on the fact that the anomaly-free
traffic matrix has low-rank, while the presence of anomalies considerably increases the rank
of Y. Both algorithms rely on a two-step estimation procedure: (s1) perform PCA on
the data Y to extract the (low-rank) anomaly-free link traffic matrix X˜; and (s2) declare
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anomalies based on the residual traffic Y˜ := Y− X˜. The algorithms in [158] and [72] differ
in the way (s2) is performed. On its operational phase, the algorithm in [72] declares the
presence of an anomaly at time t, when the projection of yt onto the anomalous subspace
exceeds a prescribed threshold. It is clear that the aforementioned method is unable to
identify anomalous flows. On the other hand, the network anomography approach of [158]
capitalizes on the sparsity of anomalies, and recovers the anomaly matrix by minimizing
‖A˜‖1, subject to the linear constraints Y˜ = RA˜.
The aforementioned methods require a priori knowledge on the rank of the anomaly-free
traffic matrix, and assume there is no missing data. To carry out performance comparisons,
the detection rate will be adopted as figure of merit, which measures the algorithm’s success
in identifying anomalies across both flows and time instants. ROC curves are depicted in
Fig. 5.7 (a), for different values of the rank required to run the PCA-based methods. It
is apparent that the estimator (P3) obtained via Algorithm 9 markedly outperforms both
PCA-based methods in terms of detection performance. This is somehow expected, since
(P3) advocates joint estimation of the anomalies and the nominal traffic matrix. For an
instance of PFA = 0.04 and PD = 0.93, Fig. 5.7 (b) illustrates the effectiveness of the
proposed algorithm in terms of unveiling the anomalous flows and time instants.
Online operation. Algorithm 10 is tested here with the Internet-2 network data under two
scenarios: with and without missing data. For the incomplete data case, a randomly chosen
subset of link counts with cardinality 0.15 × LT is discarded. The penalty parameters
are tuned as λ1 = 0.7 and λ∗ = 1.4. The evolution of the average anomaly and traffic
estimation errors, and average detection and false alarm rates are depicted in Fig. 5.8 (a),
(b), respectively. Note how in the case of full-data, after about a week the traffic subspace
is accurately learned and the detection (false alarm) rates approach the values 0.72 (0.011).
It is further observed that even with 15% missing data, the detection performance degrades
gracefully. Finally, Fig. 5.8(c)[(d)] depicts how three representative link traffic levels [OD
flow anomalies] are accurately tracked over time.
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5.7 Concluding remarks
An online algorithm is developed in this paper to perform a critical network monitoring task
termed dynamic anomalography, meaning to unveil traffic volume anomalies in backbone
networks adaptively. Given link-level traffic measurements (noisy superpositions of OD
flows) acquired sequentially in time, the goal is to construct a map of anomalies in real time,
that summarizes the network ‘health state’ along both the flow and time dimensions. Online
algorithms enable tracking of anomalies in nonstationary environments, typically arising
due to to e.g., routing changes and missing data. The resultant online schemes offer an
attractive alternative to batch algorithms, since they scale gracefully as the number of flows
in the network grows, or, the time window of data acquisition increases. Comprehensive
numerical tests with both synthetic and real network data corroborate the effectiveness of
the proposed algorithms and their tracking capabilities, and show that they outperform
existing workhorse approaches for network anomaly detection.
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Figure 5.5: Tracking routing changes for p = 0.005. (a) Evolution of average anomaly (dotted) and
traffic (solid) estimation errors. (b) Evolution of average detection (solid) and false alarm (dotted)
rates. (c) Estimated (red) versus true (blue) link traffic for three representative links. (d) Estimated
(circle markers) versus true (solid) anomalies for three representative flows when pi = 0.8, σ = 10−5,
and α = 0.01.
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Figure 5.6: Internet-2 network topology graph.
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Figure 5.7: Performance of the batch estimator for Internet-2 network data. (a) ROC curves of the
proposed versus the PCA-based methods. (b) Amplitude of the true (blue) and estimated (red)
anomalies for PFA = 0.04 and PD = 0.93.
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Figure 5.8: Performance of the online estimator for Internet-2 network data. (a) Evolution of average
anomaly (dotted) and traffic (solid) estimation errors. (b) Evolution of average detection (solid) and
false alarm (dotted) rates. (c) Estimated (red) versus true (blue) link traffic for thee representative
links. (d) Estimated (circle markers) versus true (solid) anomalies for three representative flows
when pi = 0.85.
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Chapter 6
Big Data Tensor Subspace
Learning: Applications to Dynamic
MRI
6.1 Introduction
With sensors continuously collecting massive amounts of information, this is undoubtedly
an era of ‘data deluge.’ Learning from large volumes of data is expected to bring ground-
breaking advances in science and engineering along with consequent improvements in quality
of life. Magnetic resonance imaging (MRI) is among the principal technologies in this sci-
entific revolution. Since its inception in the 70s [75,90], MRI has emerged as a premier tool
for biomedical imaging, allowing visualization of not only the structural and functional, but
also of the physiological information of living subjects at both macroscopic and microscopic
levels unreachable by human vision [78]. In recent years, MRI has also shown tremendous
potential for dynamic processing. Through different protocols, dynamic MRI is able to
provide images of tissues, perfusion, diffusion, spectroscopy, and susceptibility, both quali-
tatively as well as quantitatively in 3D high resolution and in real time for every patient.
The abundance of such disparate big MRI data across time offers unprecedented opportuni-
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ties to understand, diagnose, and treat diseases. Nevertheless, with such big blessings come
big challenges. Dynamic MRI data are acquired in the spatial-frequency domain across
time (called k-t space). Acquisition is often slow, allowing only a limited amount of data
to be collected per time slot to ensure that motion is frozen. Data contain also corrupted
measurements due to noise and system imperfections. Consequently, only low-resolution
dynamic images can be acquired by state-of-the-art MRI scanners as dictated by Nyquist’s
sampling theory.
A great deal of research has been carried out over the last decades to accelerate the MRI
scanning process. In essence, any piece of work to reconstruct the ground-truth images from
undersampled data in one way or another exploits the spatial and/or temporal correlations
of MR images. The advent of compressive sampling (CS) moved attention towards lever-
aging the parsimonious nature of MR images by means of sparsity. The celebrated work
of [84] leverages the fact that MR images are well represented with only a small fraction of
Fourier or Wavelet coefficients, and hence it is sparse across certain Fourier or Wavelet dic-
tionaries. The image can then be simply reconstructed from undersampled k-space data via
`1-norm minimization, where in certain cases attains order-three accelerations relative to
the Nyquist sampling; see also [115] which further accelerates [84] by learning a sparsifying
dictionary adaptive to data, that is able to take the local image features into account; and
also [165] for a Bayesian approach developed to cope with dynamics by using approximate
message passing. Low-rank models have also recently gained popularity; a few notewor-
thy representatives more relevant to the present study include [55,77,81,112,140,142,157].
For a series of dynamic MR images, treated as columns of a matrix, [112] and [140] mod-
els the background as a low-rank matrix, and the moving part as a sparse weight vector
over a proper dictionary. Nuclear and `1-norm regularization are deployed along the lines
of [97,163] to procure the reconstruction.
To the best of our knowledge past work on dynamic MRI treats every image as a vector,
whereas here images are modeled as multidimensional arrays with a matrix or tensor struc-
ture. In general, one can benefit from the tensor representation of an image sequence because
it preserves spatial structure, and allows other dimensions such as those corresponding to
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patients and coils in parallel MRI apart from the x-y coordinates and time. The present
study envisions the dynamic MR images as a tensor factorized into multiple matrices based
on the CP/PARAFAC decomposition; see e.g., [68]. The advocated model further builds
on the fact that MR images are typically a superposition of a slowly-varying or stationary
background and a foreground or innovation that pertains to nonstationarities arising due
to motion or contrast variations. The underlying tensor is then well approximated with a
low-rank plus a sparse tensor, with the low rank accounting for background and the sparsity
for the foreground. Bearing this in mind, the present study brings forth novel reconstruc-
tion schemes to infer the low rank and sparse tensor components from highly undersampled
k-space data. The sought schemes are systematically formulated as optimization programs
leveraging the sparsity and low rank effected by the tensor rank and `1-norm regularization.
Stochastic alternating minimization is then adopted to develop online solvers of the
sought programs, where the updates occur per acquisition of a new datum. In essence,
in each update, the solver recursively learns the latent tensor subspace pertaining to the
low-rank component, and subsequently projects the new acquired image onto the subspace
to infer the sparse foreground as the residual. The corresponding iterates are provably
convergent. The resultant algorithms are also highly parallelizable, and thus attractive for
MRI scans with high temporal and spatial resolution. For the parallel dynamic MRI task,
reconstruction schemes are introduced that either interpolate the misses in the k-space or
in the image domain pursuing a tomographic approach. The proposed schemes offer real-
time reconstruction of MR images ‘on the fly.’ Furthermore, the intermediate subspace
estimates, returned by the online updates, can be utilized to devise adaptive sketching
strategies that can further accelerate the acquisition process by ranking the k-space data
according to their importance level. Preliminary numerical tests on cardiac cine MRI of
a human dataset show ten-fold acceleration relative to Nyquist sampling, with only a few
passes over the data. Last but not least, the scope of the proposed framework goes beyond
the dynamic MRI task, and can indeed cater to other ‘Big Data’ inference tasks.
The rest of this paper is organized as follows. Section II introduces preliminaries on
tensor PARAFAC and rank regularization and advocates a model to arrive at a generic
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optimization formalism for reconstruction. Section III then develops recursive solvers to
learn the tensor subspace. Adaptive sketching strategies to further accelerate the MR
acquisition process are proposed in Section IV. Subsequently, Section V focuses on the
dynamic parallel MRI application, where two reconstruction schemes are proposed to either
interpolate misses in the k-space or in the image domain in a tomographic manner. Finally,
real-data tests are reported in Section VI, while conclusions are drawn in Section VII.
6.2 Preliminaries and Problem Statement
As modern and massive datasets become increasingly complex and heterogeneous, in many
application setups one encounters data structures indexed by three or more variables giving
rise to a tensor, instead of just two variables as in the matrix settings. A few examples of
time-indexed, tensor data include [5]: (i) images acquired in parallel MRI across various
coils, as well as snapshots across time and patients, collected in a five-dimensional array
with (phase encoding, frequency encoding, coil, time, patient); and (ii) Electroencephalo-
grams (EEGs), where the signal of each electrode is a time-frequency matrix; thus, data
from multiple channels is three-dimensional (temporal, spectral, and spatial) and may be
incomplete if electrodes become loose or disconnected for a period of time.
6.2.1 PARAFAC decomposition and low-rank tensors
For multiple, say M ≥ 2, vectors ai ∈ RNi×1, the outer product a1◦. . .◦aM is a N1×. . .×NM
rank-one M -way array with (n1, . . . , nM )-th entry given by Π
M
i=1ai(ni). Note that this
comprises a generalization of the matrix case with M = 2, where a1 ◦ a2 = a1a′2 is a rank-
one matrix. The rank of a tensor X is defined as the minimum number of outer products
required to synthesize X. The PARAFAC model is arguably the most basic tensor model
because of its direct relationship to tensor rank. Specifically, it is natural to form a low-rank
approximation of tensor X ∈ RN1×...×NM as
X ≈
R∑
r=1
a(1)r ◦ . . . ◦ a(M)r . (6.1)
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Figure 6.1: A rank-R PARAFAC decomposition of the three-way tensor X.
When the approximation is exact, (6.1) is the PARAFAC decomposition of X. Accordingly,
the minimum value R for which the exact decomposition is possible is (by definition) the
rank of X. Different from the matrix case, there is no straightforward algorithm to determine
the rank of a given tensor, a problem that has been shown to be NP-hard [68]. For a survey
of algorithmic approaches to obtain approximate PARAFAC decompositions, the reader is
referred to [68].
With reference to (6.1), introduce the factor matrices Ai := [a
(i)
1 , . . . ,a
(i)
R ] ∈ RNi×R, i ∈
[M ]. Let X
(k)
` , ` ∈ [Nk] denote the `-th ‘slab’ of X along its k-th mode, such that
X
(k)
` (n1, . . . , nk−1, nk+1, . . . , nM ) = X(n1, . . . , `, . . . , nM ). The `-th slice can then be ex-
pressed as
X
(k)
` =
R∑
r=1
γ
(k)
`,r a
(1)
r ◦ . . . ◦ a(k−1)r ◦ a(k+1)r ◦ . . . ◦ a(M)r , ` = 1, . . . , Nk (6.2)
where γ` ∈ RR denotes the `-th row of Ak (recall that a(k)r instead represents the r-th
column of Ak). To gain intuition, imagine a data cube with M = 3, where the slices
form matrices, and for instance the `-th slice across the tube dimension is expressed as
X` =
∑R
r=1 γ
(3)
`,r a
(1)
r a
(2)
r
′
. It is apparent that a slice X` can be represented as a linear
combination of R rank-one matrices {a(1)r a(2)r
′
}Rr=1, which constitute the bases for the tensor
fiber subspace. In the same manner, one can argue that for a general M -order tensor the
rank-one tensors {a(1)r ◦ . . . ◦ a(k−1)r ◦ a(k+1)r ◦ . . . ◦ a(M)r }Rr=1 form the bases for the tensor
subspace along the k-th mode.
This study primarily aims at discovering this latent subspace that can be equivalently
expressed in compact form by the matrices {Ai}Mi=1,i 6=k. This will be handy later. Given X,
under some mild technical conditions, matrices {Ai}Mi=1 are unique up to a common column
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permutation and scaling (meaning PARAFAC is identifiable for M ≥ 3); see e.g. [15,69]. It
is worth commenting that a factor matrix Ai, i ∈ [M ], is not necessarily orthogonal, and it
may even consist of linearly dependent columns. With these attractive features, PARAFAC
has become the model of choice when one is primarily interested in revealing latent structure
in multiway data arrays. Considering the analysis of a dynamic social network for instance,
each of the rank-one factors could correspond to communities that e.g., persist or form and
dissolve dynamically across time.
PARAFAC due to its connection to tensor rank can be used to postulate low-rank tensor
models. However, as mentioned earlier even finding the tensor rank is an NP-hard problem.
Parallel to the matrix nuclear-norm, tractable surrogates can be adopted for the tensor
CP-rank that approximates the rank through the norm of factors. One such surrogate for
M = 3 is proposed in our companion work [13]. One can readily generalize the results
of [13] to M -way arrays to arrive at
Q(X) := min
{Ai∈RNi×R}Mi=1
1
M
M∑
i=1
‖Ai‖2F rms.to X =
R∑
r=1
a(1)r ◦ . . . ◦ a(M)r (6.3)
Moreover, broadening the scope of [13] it can be shown that using Q(X) as regularizer
induces low rank as formalized next.
Lemma 6.1 If σr = Π
M
m=1‖a(m)r ‖, r ∈ [R], denotes r-th tensor singular value of X, it holds
that
Q(X) =
( R∑
r=1
|σr|2/M
)2/M
.
It is apparent that the surrogate Q(X) resembles the nonconvex `2/M -norm that effects
sparsity across singular values with even higher rate than the traditional `1-norm. Moreover,
as expected for the matrix case withM = 2, the rank regularizerQ coincides with the convex
nuclear norm of the matrix.
6.2.2 Low-rank plus sparse tensor
In various application domains, the physical process of interest represented by a tensor can
be viewed as the superposition of background and foreground components. The background
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accounts for slowly varying or stationary behaviors, and the foreground captures the inno-
vations or nonstationary variations of the process. Supposing that innovations occur rarely,
one can model the process at time t as Xt = Lt + St, where the stationary process {Lt}
lives in a low-dimensional subspace of tensors, call it L, and the foreground component St
contains only a few nonzero elements. With this model in mind, finding the latent compo-
nents {Lt,St} is an arduous task mainly because (i) only a limited number of observations
are available relative to the ambient signal dimension, and (ii) the observations are typically
streaming over time. Let {yt ∈ RLt} denotes the vector data stream that relates to the
process of interest through the data per entry linear model
y
(`)
t = 〈Lt + St,W(`)t 〉+ v(`)t , ` = 1, . . . , Lt (6.4)
where, the projection tensor W
(`)
t ∈ RN1×...×NM−1 sketches the signal features, and the
noise term v
(`)
t represents the errors and unmodeled dynamics. This is the model of choice
in several modern big data applications such as dynamic MRI, where the ground-truth
sequence of images forms a three-way data cube, and per time instant t a small subset
of k-space data, denoted by [F(Xt)]i`,j` , (i`, j`) ∈ Ωt are acquired (F here is the Fourier
transform operator that is special choice of the projection tensor W
(`)
t in (6.4)); see also
Section 6.4 for further details.
Assume temporarily that one has only access to a batch of observations (6.4) over the
time horizon t ∈ [1, T ] with T time slots. Collect the (M − 1)-way signals {Lt}Tt=1 into
a larger M -way tensor L with the M -th mode representing time; and form S likewise.
Low dimensionality of L implies L is of low CP-rank. The innovation tensor S is also
sparse. All in all, we wish to identify {Lt,St}Tt=1 given the observations {yt}Tt=1 and the
corresponding sketching weights {W(`)t }Tt=1, assuming L and S are low-rank and sparse
tensors, respectively. Upon defining γt ∈ RR as the t-th row of AM [t], a natural estimator
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for (Lˆ, Sˆ) is
(P1) (Lˆ, Sˆ) = arg min
{{Am}Mm=1,{γt}Tt=1,S}
1
2
T∑
t=1
Lt∑
`=1
(
y
(`)
t − 〈Lt + St,W(`)t 〉
)2
+
λ∗
2
M∑
m=1
‖Am‖2F + λ1‖S‖1
s. to Lt =
R∑
r=1
γt,ra
(1)
r ◦ . . . ◦ a(M−1)r , t = 1, . . . , T
which fits the data to the postulated model (6.4) in the least-squares (LS) sense, and
promotes low rank through the regularizer
∑M
m=1 ‖Am‖2F , and sparsity via the `1-norm
regularizer ‖S‖1 =
∑
n1,...,nM
|sn1,...,n2 |. Here, λ1 and λ∗ tune the desired rank and sparsity
levels. Note all the data and optimization variables in (P1) are assumed real-valued.
In the setup of interest to big data applications, the ambient dimensions {Nm}M−1m=1 are
quite large, and the tensor slices are streaming over time, i.e., NM → ∞. Before delving
into the analysis to devise online solvers of (P1) for streaming observations, a couple of
noteworthy properties of (P1) will be useful. First, the rank regularization avoids the
scaling ambiguity associated with the multilinear terms as formalized next.
Lemma 6.2 Every stationary point of (P1) gives rise to a tensor subspace having basis
vectors with common norm; that is, ‖a(m)r ‖ = ‖a(m
′)
r ‖, ∀m,m′ ∈ [M − 1], and ∀r ∈ [R].
Equal norm basis vectors fix the scaling ambiguity inherent to the PARAFAC model.
Proof: It readily follows after equating the gradient of (P1)’s objective w.r.t. a
(m)
r (see
also (6.8)) to zero, and taking the inner product of both sides with a
(m)
r . 
Lemma 6.2 implies that the locally minimum factor matrices {Am}M−1m=1 associated with
different tensor modes have identical Frobenius norms.
For large-scale datasets with a huge number of features
∏M−1
m=1 Nm solving (P1) incurs
prohibitive complexity and storage to run batch solvers. In addition, certain applications
demand real-time processing upon acquisition of a new datum based on the past and current
data, namely {y(`)τ , ` ∈ [Lt]}tτ=1. In essence, (P1) involves R(N1 + . . .+NM−1 + t) variables
associated with the low-rank components plus t
∏M−1
i=1 Ni coming from the sparse terms.
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Apparently, growth of t can easily burden the storage and computational units. These
obstacles press the need for recursive online solvers that can acquire the data sequentially
and perform simple update tasks. The ensuing section introduces machinery to cope with
the aforementioned hurdles to arrive at efficient online solvers.
6.3 Tensor Subspace Learning
As elaborated in Section 6.2.2 the low-rank component Lt lies in a low-dimensional subspace
L ⊂ RN1×...×Nm−1 . With reference to CP rank, L is characterized by a small number of
R rank-one (M − 1)-way arrays {a(1)r ◦ . . . ◦ a(M−1)r }Rr=1, expressed in the compact matrix
form {Am}M−1m=1 . Learning these time-invariant factor matrices is the first step towards
reconstructing the low-rank and sparse tensors of interest. With the streaming observations
in mind, at t-th acquisition time one is given T = t data snapshots, and accordingly with a
slight abuse of notation one is motivated to recast (P1) in the separable form
(P2) min
{Am}M−1m=1
1
2t
t∑
τ=1
min
γτ ,Sτ
{
Lt∑
`=1
(
y(`)τ −
R∑
r=1
γτ,r〈a(1)r ◦ . . . ◦ a(M−1)r ,W(`)t 〉 − 〈Sτ ,W(`)t 〉
)2
+
λ∗
2
‖γτ‖2 + λ1‖Sτ‖1
}
+
λ∗
2t
M−1∑
m=1
‖Am‖2F .
Apparently, finding the optimal solutions of the nonconvex program (P2) becomes compu-
tationally challenging especially for large values of M . Hence, one needs to devise valid
approximations that can afford simple iterative updates while approaching the optimal
solution. One such approximation for online rank minimization leveraging the separable
nuclear-norm regularization (6.3) was introduced in [96] for the matrix case (M = 2), in
the context of unveiling network anomalies, and in [98] for imputation of three-way tensors.
Along these lines, online solvers are developed next for general M ≥ 3 case.
6.3.1 Stochastic alternating minimization
Towards deriving a real-time, computationally efficient, and recursive solver of (P2), an
alternating-minimization (AM) method is adopted in which iterations coincide with the
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time-scale t of data acquisition. In accordance with (P2), consider the instantaneous regu-
larized LS loss
ft({Ai}M−1i=1 ; St,γt) :=
1
2
Lt∑
`=1
(
y
(`)
t −
R∑
r=1
γt,r〈a(1)r ◦ . . . ◦ a(M−1)r ,W(`)t 〉 − 〈St,W(`)t 〉
)2
+ (λ∗/2t)
M−1∑
m=1
‖Am‖2F . (6.5)
The iterative procedure adopted here consists of two major steps. The first step (S1) relies
on recently updated subspace, namely {Aˆm[t − 1]}M−1m=1 to solve the inner optimization
which yields St and γt through (Sˆt, γˆt) = arg min f({Ai}M−1i=1 ; St,γt). In the second step
(S2) the tensor subspace Lˆt is updated by moving {Aˆm}M−1m=1 along the opposite direction
of the gradient, namely −∇ft({Ai}M−1i=1 ; Sˆt, γˆt).
Towards (S1), introduce z
(`)
t := y
(`)
t − 〈St,W(`)t 〉, and correspondingly the vector zt ∈
RLt ; define also the matrix Φt := [φ
(1)
t , . . . ,φ
(Lt)
t ]
′ ∈ RLt×R, where [φ(`)t ]r := 〈a(1)r ◦ . . . ◦
a
(M−1)
r ,W
(`)
t 〉. The projection of zt onto the low-dimensional subspace Lˆt is then obtained
via solving the LS ridge-regression problem
γˆt = arg min
γ∈RR
1
2
‖zt −Φtγ‖2 + λ∗
2
‖γ‖2
which admits the closed-form γˆt = (Φ
′
tΦt+λ∗IR)−1Φ
′
tzt, that linearly depends on the sparse
component. To avoid R × R inversion, consider the SVD Φt = UtΣtVt to end up with
γˆt = VtΣ
−1
t DtU
′
tzt, where Dt ∈ RR×R is a diagonal matrix with [Dt]i,i = σ2i /(σ2i +λ∗). To
obtain the sparse component one needs to first find Gt from the factorization G
′
tGt := ILt−
UtDtU
′
t. Upon defining the matrix Ωt := [vec(W
(1)
t ), . . . , vec(W
(Lt)
t )]
′ ∈ RLt×
∏M−1
m=1 Nm , the
sparse tensor St is the solution of the LASSO problem (see e.g., [138])
Sˆt = arg min
s∈RΠM−1m=1Nm
1
2
‖Gtyt −GtΩts‖2 + λ1‖s‖1.
The second step (S2) deals with updating the factor matrices given the available pro-
jection coefficients {(Sτ ,γτ )}tτ=1 via solving
{Am[t]}M−1m=1 = arg min{Am}M−1m=1
Ct({Am}M−1m=1 ) :=
1
t
t∑
τ=1
fτ ({Am}M−1m=1 ; Sˆτ , γˆτ ). (6.6)
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Apparently, this gives rise to a nonconvex program for M ≥ 3 due to the multilinear terms
in the LS cost, and it is challenging to solve optimally. To mitigate this computational
challenge, a proper quadratic approximant of ft is
f˜t({Am}M−1m=1 ; Sˆt, γˆt) = ft({Am[t− 1]}M−1m=1 ; Sˆt, γˆt)
+
M−1∑
m=1
〈∇Amft({Am[t− 1]}M−1m=1 ; Sˆt, γˆt),Am −Am[t− 1]〉+
αt
2
M−1∑
m=1
‖Am −Am[t− 1]‖2F
where αt ≥ maxm
{
σmax
[∇2Amft({Am[t − 1]}M−1m=1 ; Sˆt, γˆt)]}. With regards to the sur-
rogate f˜t, it is useful to recognize that it is locally tight, meaning that (i) ft({Am[t −
1]}M−1m=1 ; Sˆt, γˆt) = f˜t({Am[t − 1]}M−1m=1 ; Sˆt, γˆt), and similarly ∇ft({Am[t − 1]}M−1m=1 ; Sˆt, γˆt) =
∇f˜t({Am[t − 1]}M−1m=1 ; Sˆt, γˆt); and (ii) it upper bounds ft, that is ft({Am}M−1m=1 ; Sˆt, γˆt) ≤
f˜t({Am}M−1m=1 ; Sˆt, γˆt), for all Am ∈ RNm×R, and m ∈ [M − 1].
Apart from tightness, separability across factors is another nice feature of f˜t because it
enables parallel implementation. Plugging in the approximation f˜t into the cost Ct, yields
C˜t := (1/t)
∑t
τ=1 f˜τ , the minimizer of which is obtained (after equating the gradient to
zero) as
Am[t] =
1
α¯t
t∑
τ=1
ατ
{
Am[τ − 1]− ατ∇Amfτ ({Am[τ − 1]}M−1m=1 ; Sˆτ , γˆτ )
}
where α¯t :=
∑t
τ=1 ατ . After rearranging one arrives at the recursion
Am[t] =
( 1
α¯t
) t−1∑
τ=1
ατ
{
Am[τ − 1]− α−1τ ∇Amfτ ({Am[τ − 1]}M−1m=1 ; Sˆτ , γˆτ )
}
︸ ︷︷ ︸
:=α¯t−1Am[t−1]
+
(αt
α¯t
){
Am[t− 1]− αt∇Amft({Am[t− 1]}M−1m=1 ; Sˆt, γˆt)
}
= Am[t− 1]− (α¯t)−1∇Amft({Am[t− 1]}M−1m=1 ; Sˆt, γˆt) m ∈ [M − 1]. (6.7)
Interestingly, (6.7) is nothing but a single stochastic gradient-descent step.
The gradient is separable across columns of Am. Considering it w.r.t. each basis vector
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Algorithm 12 Online sparsity-regularized tensor subspace learning
input {y(`)t ,W(`)t , ` ∈ [Lt]}∞t=1, {µt}∞t=1, λ∗, λ1, R,M .
initialize {Am[1]}Mm=1 at random.
for t = 1, 2,. . . do
Projection coefficients update
[Φt]`,r = 〈a(1)r ◦ . . . ◦ a(M−1)r ,W(`)t 〉, Φt = UtΣtV
′
t
Dt = diag
[
σ1(σ
2
1 + λ∗)
−1, . . . , σR(σ2R + λ∗)
−1], Ωt := [vec(W(1)t ), . . . , vec(W(Lt)t )]′
Cholesky factorization ILt −UtDtU
′
t = G
′
tGt
Sˆt = arg mins∈RΠM−1m=1Nm
1
2‖Gtyt −GtΩts‖2 + λ1‖s‖1
zt := yt −Ωtst
γt = VtΣ
−1
t DtU
′
tzt
e
(`)
t := z
(`)
t − 〈φ(`)t ,γt〉
Parallel subspace update
[
(m, r) ∈ [M ]× [R]]
a
(m)
r [t] = (1− µtλ∗/t)a(m)r [t− 1] + µtγˆt,r
(∑Lt
`=1 e
(`)
t W
(`)
t
)
×M−1i=1,i6=m a(i)r
return
(
{Am[t]}M−1m=1 , Sˆt, γˆt
)
end for
a
(m)
r leads to the closed-form expression
∇
a
(m)
r
ft(A1, . . . ,AM−1) = (λ∗/t)a(m)r
−
L∑
`=1
γˆt,r
(
z
(`)
t −
R∑
r=1
γˆt,r〈a(1)r ◦ . . . ◦ a(M−1)r ,W(`)t 〉
)
W
(`)
t ×M−1i=1,i 6=m a(i)r . (6.8)
All in all, the gradient iterations for learning the tensor subspace proceed in parallel as
follows
a(m)r [t] = a
(m)
r [t− 1]− µt∇a(m)r ft({Am[t− 1]}
M−1
m=1 ; St,γt), r ∈ [R], m ∈ [M − 1] (6.9)
where µt = α¯t
−1 is the shorthand notation for the step size. The resulting algorithm is listed
under Table 12. Following the proof techniques in [96], Algorithm 12 can be convergent.
The formal statement will be reported in the next version of the paper.
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6.3.2 Implementation issues
Implementing Algorithm 12 per time instant t involves updating the projection coefficients
as well as the tensor subspace. The latter is nicely parallelizable across the basis index r
and the factor index m, and hence MR updates can be carried out simultaneously. The
former however mainly entails SVD computation of Φt ∈ RLt×R, Cholesky factorization
of an Lt × Lt matrix and running LASSO, that turns out to be the most cumbersome
task. Fast off-the-shelf solvers such as LARS [45] can efficiently serve this purpose. One
can also leverage the recent advances in online optimization [130] to linearize the LASSO
cost and augment a proximal term that leads to a simple soft thresholding operation. The
exact operation count of the algorithm will be specified for the applications outlined in the
ensuing sections.
The ensuing section focuses on an important application of tensor subspace learning
that tailor the sought model and reconstruction schemes to MRI.
6.4 Dynamic and Parallel MRI
MRI nowadays serves as a major imaging modality for noninvasive diagnosis of diseases
in clinical practice [52]. However, the slow acquisition speeds introduce motions causing
image artifacts, that hinder imaging of moving objects such as the heart, and the contrast-
changing objects such as the flowing blood in difussion MRI for angiography. Dynamic
MRI aspires to cope with these challenges by acquiring a low-spatial yet high-temporal
resolution sequence of images [52]. This renders a possibly sizable portion of k-space data
per snapshot inaccurate or missing, but the high temporal correlation of images can be
leveraged to interpolate misses.
While (dynamic) MRI has been widely used in clinical practice, relative to other medical
imaging techniques such as computerized tomography (CT) it suffers from long acquisition
times to collect the data needed for creating artifact-free images. Certain types of scans may
take several minutes to acquire the necessary data. Parallel imaging has recently emerged
as a robust means to accelerate the MRI acquisition process. Parallel MRI uses a phased
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array of coils, each one sensitive to signals returned from a limited spatial region of the
imaged object. The receiver coils are arranged in a way that their sensitivity profiles cover
the desired field of view. Parallel imaging techniques are adapted to properly combine the
images acquired across various coils.
The aforementioned parallel imaging techniques however can accommodate only rec-
tilinear sampling patterns. On the other hand, allowing arbitrary and possibly adaptive
sampling trajectories can lead to significant acceleration. This section advocates an ap-
proach that leverages the spatiotemporal correlation of an MRI sequence captured through
a low tensor rank, which enables tracking of the dynamics from the subsampled data. The
collected data per time instant t form a fourth-order tensor with (kx, ky, c, t)th entry refer-
ring respectively to phase encoding, frequency encoding, coil index, and time. For simplicity
in exposition, we will start with the plain MRI sequence acquired with a single coil, post-
poning the general multicoil case to a later section.
Recall that MRI reconstructs the ground-truth sequence of images, denote it by {Lt},
from the (possibly undersampled) k-space data given by
y
(`)
t = [F(Lt)]i`,j` + v(`)t , (i`, j`) ∈ Ωt (6.10)
where F(·) denotes the two-dimensional discrete Fourier transform (DFT) operator, and
the set Ωt ⊂ [N1]× [N2] indexes the acquired k-space data. The observations are complex-
valued, meaning y
(`)
t = R{y(`)t } + jI{y(`)t } consists of two real-valued observations. The
acquisition time is clearly proportional to the sample count
∑t
τ=1 |Ωτ |, and it is desired to
be as small as possible.
In what follows, first a tomographic approach is put forth that relies on image-domain
correlations to reconstruct images from their undersampled projections onto Fourier bases.
An alternative interpolation-based scheme will be introduced later that exploits correlations
in the k-space to impute the missing k-space data, and subsequently reconstruct the image.
To set up notation, the two-dimensional DFT operator F(·) can be written in compact
matrix form as F(Xt) = F`XtFr, with the left and right matrices F` ∈ RN1×N1 and
Fr ∈ RN2×N2 , respectively, denoting orthonormal symmetric DFT matrices. The sketching
matrix in (6.4) is then W
(`)
t = F`ei`e
′
j`
Fr, and subsequently the projection 〈Xt,W(`)t 〉 =
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[F(Xt)]i`,j` corresponding to the (i`, j`)-th DFT coefficient.
6.4.1 Tomographic MRI
With reference to (6.10), our goal is to benefit from the low-CP rank of the underlying tensor
sequence {Lt} to draw inference from undersampled k-space data. Medical images besides
being spatially correlated, typically pertain to the same organ perhaps under different poses
or states. Hence, MRI snapshots are considerably correlated. Upon decomposing the Fourier
operator as F = FR + jFI , the real and imaginary parts are given by
R{y(`)t } = [FR(Lt)]i`,j` +R{v(`)t }, I{y(`)t } = [FI(Lt)]i`,j` + I{v(`)t }
where the real operator FR can be written as FR(X) = F(R)` XF(R)r − F(I)` XF(I)r , and
subsequently the corresponding projection yields W
(`)
t = F
(R)
` ei`e
′
j`
F
(R)
r − F(I)` ei`e
′
j`
F
(I)
r .
Similarly, the operator FI admits the matrix form FI(X) = F(I)` XF(R)r + F(R)` XF(I)r , with
the corresponding projection given by W
(`)
t = F
(I)
` ei`e
′
j`
F
(R)
r + F
(R)
` ei`e
′
j`
F
(I)
r .
Per snapshot t collect the complex k-space data in y˜t, and group the real and imag-
inary parts, respectively, in R{y˜t} and I{y˜t} to form the real measurement vector
y
′
t := [R{y˜t}
′
, I{y˜t}′ ]. Vector yt is now the input to our subspace learning Algorithm 12.
For ease of exposition, suppose next that the innovations per image are inconsequential, and
correspondingly ignore the sparse components (zt = yt). Consider now the complex ma-
trix [Φ˜t]`,r := [F(a(1)r [t] ◦ a(2)r [t])]i`,j` , where (i`, j`) corresponds to the `-th k-space datum,
and use it to form the real matrix Φ
′
t := [R{Φ˜t}
′ I{Φ˜t}′ ] ∈ R2|Ωt|×R. For the estimates
({Ai[t− 1]}2i=1, γˆt), the fitting residual becomes e(`)t := y(`)t − 〈Ψ(`)t , γˆt〉. Consequently, the
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gradient in (6.8) admits the simple form
∇
a
(1)
r
ft(A1,A2) = (λ∗/t)a(1)r − γt,r
∑
(i`,j`)∈Ωt
R{e(`)t }
(
[FR(a(2)r )]j`FR(ei`)− [FI(a(2)r )]j`FI(ei`)
)
− γt,r
∑
(i`,j`)∈Ωt
I{e(`)t }
(
[FR(a(2)r )]j`FI(ei`) + [FI(a(2)r )]j`FR(ei`)
)
∇
a
(2)
r
ft(A1,A2) = (λ∗/t)a(2)r − γt,r
∑
(i`,j`)∈Ωt
R{e(`)t }
(
[FR(a(1)r )]i`FR(ej`)− [FI(a(1)r )]i`FI(ej`)
)
− γt,r
∑
(i`,j`)∈Ωt
I{e(`)t }
(
[FR(a(1)r )]i`FI(ej`) + [FI(a(1)r )]i`FR(ej`)
)
(6.11)
for r ∈ [R]; and likewise for ∇
a
(2)
r
ft(A1,A2). Note the gradient is real-valued and mainly
involves DFT operations. The resultant iterates are listed under Algorithm 13 after defin-
ing p(m,n)(x) := [FR(x)]nFR(em) − [FI(x)]nFI(em), and q(m,n)(x) := [FR(x)]nFI(em) +
[FI(x)]nFR(em).
Before moving onto parallel MRI, a few remarks are in order. First, the estimator (P2)
takes advantage of spatiotemporal image correlations through low rank that is a global
metric. One can further leverage the local features of the image by either patching or using
cross-correlation of image pixels. Algorithm 13 can be easily modified to do so as will be
elaborated in Chapter 7. Further, it is important to recognize that Algorithm 13 imposes
no restriction on Ωt. Thus, one can sample along arbitrary trajectories by appropriately
designing an excitation sequence for the gradient coils [41]. In essence, one can adaptively
choose Ωt per snapshot to reduce the acquisition time. Further discussion of adaptive
k-space sampling is deferred to the next section.
6.4.2 Tomographic parallel MRI
In order to accelerate the acquisition process, parallel MRI utilizes multiple coils each one
sensitive to a specific region of the image. Consider the N1 × N2 ground-truth image Lt
acquired by C coils. The c-th coil’s sensitivity to the image pixels is described by matrix
T
(t)
t ∈ R+N1×N2 . A large value [T(c)t ]i,j indicates a “good view” of (i, j)-th pixel. Ideally,
the sensitivity matrices {T(t)t }Cc=1 are expected non-overlapping and cover the entire image,
that is T
(t)
t  T(t)c′ = 0, and
∑C
c=1 T
(t)
t = 11
′
. Let L
(c)
t := T
(t)
t  Lt denote the true
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Algorithm 13 Online tomographic dynamic MRI
input {Ωt; y(`)t , (i`, j`) ∈ Ωt}∞t=1, {µt}∞t=1, λ∗, R.
initialize {a(1)r [1],a(2)r [1]}Rr=1 at random.
for t = 1, 2,. . . do
[Φ˜t]`,r = [F(a(1)r [t] ◦ a(2)r [t])]i`,j` , Φt =
[ R{Φ˜t}
I{Φ˜t}
]
= UtΣtV
′
t
Bt = diag
[
σ1(σ
2
1 + λ∗)
−1, . . . , σR(σ2R + λ∗)
−1]
γt = VtBtU
′
tyt
e
(`)
t := y
(t)
i`,j`
− 〈φ˜(`)t ,γt〉
Parallel subspace updates (r ∈ [R])
a
(1)
r [t+ 1] = (1− λ∗µt/t)a(1)r [t]
+γt,r
∑
(i`,j`)∈ΩtR{e
(`)
t }
(
[FR(a(2)r [t])]j`FR(ei`)− [FI(a(2)r [t])]j`FI(ei`)
)
+γt,r
∑
(i`,j`)∈ΩtI{e
(`)
t }
(
[FR(a(2)r [t])]j`FI(ei`) + [FI(a(2)r [t])]j`FR(ei`)
)
a
(2)
r [t+ 1] = (1− λ∗µt/t)a(2)r [t]
+γt,r
∑
(i`,j`)∈ΩtR{e
(`)
t }
(
[FR(a(1)r [t])]i`FR(ej`)− [FI(a(1)r [t])]i`FI(ej`)
)
+γt,r
∑
(i`,j`)∈ΩtI{e
(`)
t }
(
[FR(a(1)r [t])]i`FI(ej`) + [FI(a(1)r [t])]i`FR(ej`)
)
return {a(1)r [t+ 1],a(2)r [t+ 1]}Rr=1
end for
image from the viewpoint of the c-th coil. Various techniques in parallel imaging have been
introduced to appropriately combine the acquired images across coils to reconstruct the
true one. Among others, SENSE and GRAPPA are commonly used in practice [41].
Each coil in the SENSE method, reconstructs an aliased image based on the subsampled
k-space data (usually a fraction of phase encoding rows is selected). Then, the aliased images
(or pixels) at various coils, each a linear combination of different pixels, are used to jointly
reconstruct the ground-truth image. Clearly, SENSE leverages the spatial diversity across
coils. However, it requires knowledge of the coil sensitivity maps, namely {T(t)t }Cc=1. On
the other hand, the GRAPPA technique works with the raw undersampled k-space data,
and interpolates the missing ones to reconstruct the image. The crux of this method is
that the acquired k-space data per coil pertains to the ground-truth object weighted by
the coil sensitivities, and thus the k-space of the object is convolved with the k-space of
coil sensitivities smearing the k-space information. Hence, knowledge of missing k-space
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samples is present in the acquired data.
Our fresh idea here is to build a four-way tensor by collecting the k-space measurements
across coils and time, and then leverage the tensor low rank to identify Lt from limited
measurements. Let y
(`c)
t represent an acquired k-space data by the c-th coil at time instant
t, that adheres to
y
(`c)
t = [F(L(c)t )]ic,jc + v(`c)t , (ic, jc) ∈ Ω(c)t , t ∈ [T ] (6.12)
where `c corresponds to the (ic, jc)-th k-space datum. Here, Ω
(c)
t indexes the available
k-space data at coil c. To reduce acquisition time, the sample count |Ω(c)t | is desired to
be as small as possible. The observations y
(`c)
t then form a four-way incomplete tensor
Y ∈ RN1×N2×C×T .
Collect the matrix slices L
(c)
t across various coils in the three-way tensor Lt ∈ RN1×N2×C .
Assuming the underlying tensor sequence {Lt} belongs to a low-dimensional subspace, our
tensor subspace tracking schemes can be employed to learn the factor matrices {Aˆi}3i=1,
and as a byproduct return
Lˆ
(c)
t ≈
R∑
r=1
γˆt,r
(
a(3)r [t]
)
c
a(1)r [t] ◦ a(2)r [t] (6.13)
‘on the fly.’ In the ideal case where Lˆ
(c)
t = L
(c)
t and the sensitivities are non-overlapping,
namely T
(c)
t T(t)c′ = 0, the image is simply obtained via Lt =
∑C
c=1 L
(c)
t . Notwithstanding,
no knowledge of coil sensitivities {T(c)t }Cc=1 is needed here. This simple approach yields a
reasonable estimate of the underlying image by using Lˆt =
∑C
c=1 Lˆ
(c)
t .
To detail our reconstruction scheme as before for parallel MRI, let y˜t collect the complex-
valued observations, and form as before the measurement vector y
′
t := [R{yt}
′
, I{yt}′ ] ∈
R2C
∑C
c=1 |Ω(t)t |. Likewise, define the complex-valued matrix [Φ˜t]`,r := [a
(3)
r ]c[F(a(1)r ◦
a
(2)
r )]ic,jc , and correspondingly Φ
′
t := [R{Φ˜t}
′I{Φ˜t}′ ]. Recall that F = FR + jFI .
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Recalling that the gradient is readily obtained as (cf. (6.8))
∇
a
(1)
r
ft(A1,A2,A3) = (λ∗/t)a(1)r
− γt,r
C∑
c=1
∑
(ic,jc)∈Ω(c)t
[a(3)r ]c
{
R{e(`c)t }
(
[FR(a(2)r )]jcFR(eic)− [FI(a(2)r )]jcFI(eic)
)
+ I{e(`c)t }
(
[FR(a(2)r )]jcFI(eic) + [FI(a(2)r )]jcFR(eic)
)}
and likewise w.r.t. a
(2)
r . For the coil dimension basis vector [a
(3)
r ] one can easily arrive at
∇
a
(3)
r
ft(A1,A2,A3) = (λ∗/t)a(3)r
− γt,r
C∑
c=1
∑
(ic,jc)∈Ω(c)t
{
R{e(`c)t }
(
[FR(a(1)r )]ic [FR(a(2)r )]jc − [FI(a(1)r )]ic [FI(a(2)r )]jc
)
+ I{e(`c)t }
(
[FI(a(1)r )]ic [FR(a(2)r )]jc + [FR(a(1)r )]ic [FI(a(2)r )]jc
)}
ec.
The resulting iterates are tabulated under Algorithm 14, where the following scalar quan-
tities are introduced for notational brevity:
pi(i,j) := [FR(a(1)r [t])]i[FR(a(2)r [t])]j − [FI(a(1)r [t])]i[FI(a(2)r [t])]j
κ(i,j) := [FR(a(1)r [t])]i[FI(a(2)r [t])]j + [FI(a(1)r [t])]i[FR(a(2)r [t])]j
Remark 1 [Coil sensitivity information]: Once again, Algorithm 14 does not require
knowledge of coil sensitivities that can be challenging infeasible to estimate accurately. How-
ever, if one additionally knows the coil sensitivities {T(t)t }Cc=1, more accurate reconstruction
can be accomplished by incorporating them into the tensor model. One idea is to stack the
acquired images across different coils and time instants as the slices of a three-way tensor,
and learn a subspace with two factor matrices as in the standard MRI but with a linear
transformation tensor W
(`)
t that depends on the coil sensitivities.
Remark 2 [Implementation]: Algorithm 14 admits simple updates mainly involving two-
dimensional DFT computations that are amenable to efficient implementation via modern
fast Fourier algorithms (FFT).
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Algorithm 14 Online tomographic, dynamic, and parallel MRI
input {Ωt; y(`c)t , (ic, jc) ∈ Ω(c)t }∞t=1, {µt}∞t=1, λ∗, R, C.
initialize {a(1)r [1],a(2)r [1],a(3)r [1]}Rr=1 at random.
for t = 1, 2,. . . do
[φ˜
(c,r)
t ]`c = [a
(3)
r ]c[F(a(1)r [t] ◦ a(2)r [t])]ic,jc , φ˜(r)t := [φ˜(1,r)t , . . . , φ˜(C,r)t ]
Φt =
[ R{φ˜(r)t }
I{φ˜(r)t }
]
= UtΣtV
′
t
Bt = diag
[
σ1(σ
2
1 + λ∗)
−1, . . . , σR(σ2R + λ∗)
−1]
γt = VtBtU
′
tyt
e
(`c)
t := y
(`c)
t − 〈φ˜(`c)t ,γt〉
Parallel subspace update (∀r ∈ [R])
a
(1)
r [t+ 1] = (1− λ∗µt/t)a(1)r [t]
+γt,r
∑C
c=1
∑
(ic,jc)∈Ω(c)t (a
(3)
r [t])c
{
R{e(`c)t }pi`,j`(a(2)r [t]) + I{e(`c)t }qi`,j`(a(2)r [t])
}
a
(2)
r [t+ 1] = (1− λ∗µt/t)a(2)r [t]
+γt,r
∑C
c=1
∑
(ic,jc)∈Ω(c)t (a
(3)
r [t])c
{
R{e(`c)t }pj`,i`(a(1)r [t]) + I{e(`c)t }qj`,i`(a(1)r [t])
}
a
(3)
r [t+ 1] = (1− λ∗µt/t)a(3)r [t]
+γt,r
∑C
c=1
∑
(ic,jc)∈Ω(c)t
{
R{e(`c)t }pi(t)ic,jc + I{e
(`c)
t }κ(t)ic,jc
}
ec
return {a(1)r [t+ 1],a(2)r [t+ 1],a(3)r [t+ 1]}Rr=1
end for
6.4.3 Interpolation-based MRI
While the tomographic approach of the previous subsection seeks the spatial domain image
directly from the incomplete k-space data, one can alternatively first interpolate the missing
k-space data, and subsequently reconstruct the spatial domain image. Dealing with this
two-step approach, the present section focuses on the standard MRI with M = 3, but
extension to higher-order arrays, and in particular parallel MRI, is readily possible. Recall
that {Lt} is the underlying image sequence of interest that lies in a low-dimensional subspace
L. Being linear, the Fourier operator preserves dimensionality, meaning that {Xt = F(Lt)}
lies in a linear subspace, say LF ⊂ CN1×N2 with dim(LF ) ≤ dim(L). Specifically, for the
complex matrix Xt = X
(R)
t + jX
(I)
t of k-space data, the real and imaginary parts each lie
in low-dimensional subspaces of smaller or equal dimension than L.
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Accordingly, one can build on the low rank of tensors X
(R)
t and X
(I)
t to interpolate
the misses from the known k-space entries. In this direction, given the partial k-space
measurements
y
(`)
t = x
(i`,j`)
t + v
(`)
t , (i`, j`) ∈ Ωt
one can postulate a trilinear model R{x(i`,j`)t } = 〈αi` ,βj` ,γt〉 (likewise for the imagi-
nary part I{xt(i`, j`)}) with αi` ,βj` ,γt being rows of A1,A2,A3, respectively. Choos-
ing the sketching operator W
(`)
t = ei`e
′
j`
, one can solve (P2) to form an interpolation
Xˆ
(R)
t := Aˆtdiag(γˆt)Bˆ
′
t (and likewise for Xˆ
(I)
t ). Forming Xˆt = Xˆ
(R)
t + jXˆ
(I)
t , the ground-
truth image can then be reconstructed based on the magnitude of F−1(Xˆt), namely
[Lˆt]i,j =
∣∣[F−1(Xˆt)]i,j∣∣.
This approach amounts to imputation of missing tensor entries and was the focus of
our work in [98] dealing with imputation of low-rank matrices and three-way tensors. The
corresponding algorithm specialized to the MRI task is listed under Table 15 for the sake
of completeness. It is indeed a special case of the general Algorithm 12 after dropping the
sparse component, and fixing [Φt]`,r = [a
(1)
r [t]]i` [b
(1)
r [t]]j` . The iterations admit a simple and
interpretable form where the i` and j` rows of A1[t] and A2[t], respectively, are updated
once the k-space datum (i`, j`) ∈ Ωt arrives.
The sought interpolation-based approach proves successful when one can split each k-
space N1 × N2 image into K1 × K2 (non)overlapping patches of size n1 × n2, with K1 =
N1/n1 and K2 = N2/n2. Patch sizes must be sufficient to preserve the spatiotemporal
correlations, and form a tensor with low rank ρ. This idea reduces the variable count
associated with the subspace from (N1 +N2)R to (n1 + n2)ρ which can lead to significant
computational savings. In addition, the large number of frames facilitates learning the
tensor subspace, especially for MRI scans with low temporal resolution. Moreover, adaptive
sampling strategies, discussed in the next section, are immediately applicable to reduce the
acquisition time. With reference to the matrix completion context, this approach needs the
k-space data are picked uniformly, and as a result may not be as robust as the tomographic
approach to various sampling patterns.
Consider the (m,n)-th patch of the t-th tensor slice that is linearly related to the under-
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Algorithm 15 Online interpolation-based MRI
input {Ωt, y(`)t , (i`, j`) ∈ Ωt}∞t=1, {µt}∞t=1, λ,R.
initialize (A1[1],A2[1]).
for t = 1, 2,. . . do
Projection coefficients update
[Φt]`,r = [a
(1)
r [t]]i`,r[a
(2)
r [t]]j`,r , Φt = UtΣtV
′
t
Dt = diag
[
σ1(σ
2
1 + λ)
−1, . . . , σR(σ2R + λ)
−1],
γˆt = VtΣ
−1
t DtU
′
tyt
e
(`)
t := y
(`)
t − 〈φ(`)t ,γt〉
Parallel subspace update [r ∈ [R]]
a
(1)
r [t] = (1− µtλ/t)a(1)r [t− 1] + µtγˆt,r
∑
(i`,j`)∈Ωt e
(`)
t [a
(2)
r ]j`ei`
a
(2)
r [t] = (1− µtλ/t)a(2)r [t− 1] + µtγˆt,r
∑
(i`,j`)∈Ωt e
(`)
t [a
(1)
r ]i`ej`
return (A1[t],A2[t])
end for
lying image Xt ≈ Fm,n(Lt), that can be written in matrix form as Fm,n(Lt) = F(m)` LtF(n)r .
Every two nonoverlapping patches Xt and Xt′ indexed by (m,n) and (m
′, n′) are orthogonal
due to orthogonality of their corresponding operators Fm,n and Fm′,n′ . Hence, either the
paches should be overlapping or they should be chosen large enough so that sufficiently
correlated samples can be used for imputation.
6.5 Numerical Tests
The performance of the proposed tensor model and online reconstruction schemes is assessed
in this section via tests on real cardiac MRI data.
6.5.1 Cardiac MRI
To systematically evaluate the performance of the proposed method, free breathing human
cardiac MR data was first simulated with quasi-periodic heartbeats. Dynamic cardiac cine
images of size 200 × 256 across 256 frames were thus formed. Per k-space frame with 200
phase encodes and 256 frequency readouts, data were randomly undersampled with different
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(a) (b) (c) (d) (e)
Figure 6.2: Results of applying tomoghraphic MRI to in vivo MRI dataset with uniform random
sampling. (a) (top) Ground truth frame 200, (bottom) acquired k-space data undersampled ran-
domly by a factor of 10; (b) (top) reconstructed image frame for Rˆ = 100 and pi = 0.1, (bottom)
error magnitude; (c) (top) reconstructed image frame for Rˆ = 150 and pi = 0.1, and (bottom) error
magnitude; (d) (top) reconstructed image frame for Rˆ = 100 and pi = 0.25, and (bottom) error
magnitude; (e) (top) reconstructed image frame for Rˆ = 150 and pi = 0.25, and (bottom) error
magnitude.
patterns across frames to form Ωt. A number of undersampling trajectories were considered.
Apparently, with only 256 frames available, random initialization with a single pass over
data cannot yield satisfactory accuracy. Instead, several passes over the data were tested,
where the outcome of the first pass with random initialization forms the initial subspace
for the second pass, and so on. It was empirically observed that this procedure after a few
passes over data converges, and leads to a relatively accurate reconstruction.
Subspace learning performance: Performance of the novel tomographic MRI scheme in
Algorithm 13 is tested on k-space data sampled uniformly at random. Every element (i, j) ∈
6.5 Numerical Tests 187
Ωt is collected from the set [200] × [256] according to a Bernoulli distribution that selects
an entry w.p. pi, and skips it w.p. 1− pi. Hence, on average a fraction pi of k-space data are
acquired. With λ = 10−1 and step-size µt = 0.1, ∀t, Fig. 6.2 depicts a reconstructed frame
against the trademark (full acquistion) under various adopted rank levels Rˆ ∈ {100, 150},
and undersampling rates pi ∈ {0.1, 0.25}. Setting Rˆ = 150 and pi = 0.1, with 90% of k-space
data missing, the reconstructed image in Fig. 6.2(c) suffers from blurring artifacts but most
of the image details are revealed. Increasing the sampling rate to pi = 0.25 improves the
image contrast, and identifies almost all image details. To quantify the reconstruction error,
as a figure of merit, we evaluate −20 log10(e¯t) in decibels (dB), where e¯t := 1t
∑t
τ=1 eτ is
the running-average error for the frame error et := ‖Xt − Xˆt‖F /‖Xt‖F . With a few passes
over the data, the tomographic interpolation scheme attains 27.95(dB) quality with ten fold
acceleration (pi = 0.1) when Rˆ = 150. With four fold acceleration (pi = 0.25) however it
yields 30.45(dB) accuracy for Rˆ = 150.
Nonuniform Cartesian sampling: Uniform undersampling used in the previous test
may not be a prudent choice as it gives equal importance to all data. For real images
typically most of the energy concentrates around the origin of the k-space [84]. In addi-
tion, due to physical and physiological constraints smoother sampling strategies are more
appealing in practice. Grid Cartesian sampling that acquires a fraction of phase encoding
lines constitutes the most popular sampling strategy in clinical practice. In order to put
more importance on the lower frequencies carrying higher energy, the rows of the k-space
data matrix are randomly picked following a nonuniform variable-density distribution [143].
To do so, for the 200 phase encoding rows associate the sets Ω+ := {101, . . . , 200} and
Ω− := {100, . . . , 1} with positive and negative frequencies, respectively. Keep the low fre-
quency rows {100, 101}, and draw P/2 − 2 rows 101 + i, i = 1, . . . , 99 according to the
polynomial probability distribution iα/
∑99
i=1 i
α for some α ∈ [−1,−5] to form Ω+. The set
Ω− then mirrors Ω+. Draw sufficient trials to collect P distinct rows from Ω− ∪ Ω+. The
results are depicted in Fig. 6.3 for variable fractions of misses and rank levels. In particular,
upon choosing Rˆ = 100, for 10% sampling rate we obtain 32.64dB error, while increasing
the sampling rate to 25% improves the error to 36.11dB.
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Real-time reconstruction: The interpolation-based scheme in Algorithm 15 is tested for
the setting described in the previous test. Patching is however used to facilitate real-time
learning. Each 2-D k-space image is partitioned into 20 rectangular patches each of size
40×64, where altogether form a large complex-valued tensor X = XR+jXI ∈ C40×64×5,120.
The singular values for the real and imaginary unfolded tensors (columns correspond to
vec(Xt) ∈ R2560) are plotted in Fig. 6.4. Clearly, the unfolded k-space data exhibits only
five dominant singular values indicating high spatiotemporal correlation that can result in
a low tensor rank for XR and XI .
Partial k-space data are acquired in real-time according to a random uniform pattern.
Algorithm 15 with random initialization is then separately run on tensors XR,XI , and
image Lt is reconstructed as elaborated in Section 6.4.3. The retrieved frame 146 in real-
time is compared against the benchmark in Fig. 6.6 for different ranks and undersampling
factors. It is apparent that upon choosing pi = 0.25 and R = 100 the reconstruction complies
well with the ground-truth image at 18.2dB accuracy. Notice that this test considers only
a single pass over the data, with the 146th frame reconstructed according to the subspace
learned from the accumulated knowledge of past frames. To further quantify real-time
performance, the evolution of the running average error e¯t is plotted over iteration index
t that here coincides with the acquisition time. After acquiring about 100 frames, the
subspace is learned, and all the subsequent images are accurately recovered.
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(a) (b) (c)
Figure 6.3: Results of applying tomoghraphic MRI to in vivo MRI dataset with variable-density
Cartesian sampling (α = −1). (a) (top) Ground truth frame 200, (bottom) acquired k-space data
undersampled randomly by a factor of 10; (b) (top) reconstructed image frame for Rˆ = 100 and
pi = 0.1, (bottom) error magnitude; (c) (top) reconstructed image frame for Rˆ = 150 and pi = 0.25,
and (bottom) error magnitude.
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Figure 6.4: Singular values of the real and imaginary unfolded tensors.
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Figure 6.5: Frame reconstruction error, averaged over 10 random realizations, versus run-time for
variable percentages of misses and rank levels.
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(a) (b)
(c) (d)
(e) (f)
Figure 6.6: Real-time reconstruction of in vivo MRI dataset based on Algorithm 15. (a) Ground-
truth frame 146; (b) acquired k-space data undersampled randomly by a factor of 4, reconstructed
image frame for Rˆ = 50 with (c) 25% and (d) 40% available data; reconstructed image frame for
Rˆ = 100 with (e) 25% and (f) 40% available data.
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Chapter 7
Future Work
This dissertation dealt with learning from large-scale data that are typically streaming,
subject to misses and anomalies, geographically spread, and has a multidimensional nature.
To cope with these challenges, the intrinsic data low-dimensionality is exploited by means
of sparsity and low-rank. Leveraging the `1- and nuclear-norm, this dissertation brings
forth various low-complexity and effective data analytics that can be implemented in the
online and decentralized fashion, and can handle multidimensional data structures. The
efficacy of novel data analytics is corroborated on the important tasks of network traffic
monitoring, and dynamic magnetic resonance imaging. There are still intriguing directions
worth pursuing as future research. A few possible directions are pointed out in this final
chapter.
7.1 Further Acceleration in Dynamic MRI
The adopted tensor model in Chapter 6 leverages the spatiotemporal correlations of the
images by effecting low tensor rank approximations. Low rank however is a global property
not necessarily capturing local spatial and temporal structure. In order to explicitly account
for local structure, image patching and incorporation of correlation information learned from
historical data are explored in this section. To ease exposition, these ideas are presented for
the standard three-way MRI (M = 3) model, but generalizations to arbitrary order tensors
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is straightforward.
7.1.1 Patching
Patching in k-space was discussed in Section 6.4.3 as a means of facilitating the interpolation
process. The patched k-space data however, do not necessarily inherit the local structures
present in the image domain. Alternatively, patching can be directly applied in the image
domain to exploit local features. Patching is more popular for denoising purposes [115],
that is generally different from the tomography task studied in this paper. For static
MRI, [115] adopts image domain patching to train a sparsifying dictionary for overlapping
patches. The premise is that overlapping patches create an averaging effect that can remove
undersampling artifacts, thus accelerating the acquisition process.
The same idea can be adopted here to divide the underlying 2-D images into multiple
possibly overlapping patches and learn a subspace for the resulting patch-based tensor.
Specifically for our tomographic interpolation model (6.10), split each N1×N2 image Lt into
PQ patches, each of size n1×n2 indexed by (p, q) ∈ [P ]×[Q]. Let Pp,q(·) : RN1×N2 → Rn1×n2
denote the operator that extracts the (p, q)-th patch, namely L
(p,q)
t = Pp,q(Lt). Collecting
patches {L(p,q)t }p,q,t for T time instants into a tensor, the resulting n1 × n2 × PQT tensor
exhibits a low tensor rank thanks to the possibly high temporal correlation of overlapping
patches. With this in mind, one can postulate a low-rank patch-based model L
(p,q)
t ≈
A1diag(γ
(p,q)
t )A
′
2, and learn the subspace matrices A1 ∈ Rn1×R and A2 ∈ Rn2×R.
All in all,our idea here amounts to fitting the patches to the low-rank model L
(p,q)
t ≈
A1diag(γ
(p,q)
t )A
′
2, (p, q) ∈ [P ] × [Q], ∀t, and denoising the available k-space data y(`)t ≈
[F(Lt)]i`,j` . This objective can be accomplished by solving the following program [cf. (P1)]
(P3) min
{A1,A2}
1
2t
t∑
τ=1
min
Lτ ,{γ(p,q)τ }
{
P,Q∑
p,q=1
(
‖Pp,q(Lτ )−A1diag(γ(p,q)τ )A
′
2‖2F +
λ∗
2
‖γ(p,q)τ ‖2
)
+
Lt∑
`=1
(
y(`)τ − [F(Lτ )]i`,j`
)2}
+
λ∗
2t
(
‖A1‖2F + ‖A2‖2F
)
.
Pursuing iterations similar to these stochastic alternating minimization ones employed by
Algorithm 13 one can develop online solvers for (P3) ‘on the fly.’ The algorithmic details
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are omitted due to space limitation. Note that the subspace now involves R(n1 + n2)
variables associated with (A1,A2), thus lowering the subspace update cost relative to the
non-patching used by Algorithm 13. This comes at the expense of solving for the projection
coefficients {γ(p,q)t }P,Qp,q=1 plus auxiliary variables in Lt, that together sum up to PQR+N1N2
variables.
7.1.2 Incorporating correlation information
As an alternative to patching, the inherent image spatial patterns can be taken into account
by using the cross-correlation among pixels. For medical imaging applications such knowl-
edge can be learned from a complementary prescan or historical data. In order to leverage
such a prior, a Bayesian approach along the lines of [13] can be pursued based on the multi-
linear nature of PARAFAC decomposition as well as the separable form of the tensor rank
regularizer (6.3). Towards this end, consider the AWGN model y
(`)
t = [F(Lt)]i`,j` + v(`)t ,
where the noise term obeys v
(`)
t ∼ N (0, σ2), and it is i.i.d. across time and space. Likewise,
Lt is factorized as Lt =
∑R
r=1 γt,ra
(1)
r ◦ a(2)r , where each basis vector a(i)r , i = 1, 2, is Gaus-
sian distributed with zero mean and covariance matrix Ci ∈ RNi×Ni . Assume also that the
bases associated with the same i are i.i.d., and mutually independent across different i’s.
Similarly, assume γt,r’s are i.i.d. according to N (0, 1). With regards to the covariances C1
and C2, they capture cross-correlation among the rows and columns of the ground-truth
images, respectively; see [13] for further details.
For the considered AWGN model with priors, the maximum a posteriori (MAP) esti-
mator is given as
(P1) min
{A1,A2}
1
2t
t∑
τ=1
min
γτ
{
Lt∑
`=1
(
y(`)τ − [F(A1diag(γτ )A
′
2)]i`,j`
)2
+
λ∗
2
‖γτ‖2
}
+
λ∗
2t
(
tr{A′1C1A1}+ tr{A
′
2C2A2}
)
for λ∗ = σ2. Again, (P1) can be solved in an online fashion along the lines of Algorithm 13
with identity covariances. The update step for the projection coefficients remain the same
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as before, and the covariance matrices only modify the subspace update as follows
a(1)r [t+ 1] = (IN1 −
λ∗µt
t
C1)a
(1)
r [t] + γt,r
∑
(i`,j`)∈Ωt
{
R{e(`)t }pi`,j`(a(2)r [t]) + I{e(`)t }qi`,j`(a(2)r [t])
}
a(2)r [t+ 1] = (IN1 −
λ∗µt
t
C2)a
(2)
r [t] + γt,r
∑
(i`,j`)∈Ωt
{
R{e(`)t }pi`,j`(a(1)r [t]) + I{e(`)t }qi`,j`(a(1)r [t])
}
.
(7.1)
Implementing (7.1) requires first estimating the correlation matrices C1 and C2 from train-
ing MRI datasets {Lt}t∈H, obtained for instance from the past MRI examinations. The
connection is made in the companion paper [13] that nicely characterizes C1 and C2 in
terms of the image column- and row-wise correlations. Last but not least, (P4) trades off
the correlation knowledge for a reduced number of samples Lt per time; thus it can further
accelerate the MRI acquisition process.
7.2 Adaptive Sketching for Big Data Subspace Learning
While the missing data paradigm pertains to lack of information-bearing measurements,
one can purposely skip data to either facilitate the acquisition process, or, to lower the
computational burden of data processing algorithms. The former is well motivated by
recent efforts towards accelerating long MRI scans creating artifacts especially for imaging
moving objects. Suppose for instance the MR scanner is a priori aware of the best minimal
subset of k-space data to acquire per cardiac snapshot. This would allow sampling the
important data on time before the heart moves to another state.
Finding optimal sampling trajectory however poses formidable challenges especially dur-
ing online acquisition. Typical subsampling strategies for instance in the context of ran-
domized linear algebra assume the full data available oﬄine to score their “importance”
and accordingly select a subset of “most informative” features; see e.g., [88]. However, in
real-time applications, take dynamic MRI as an instance, the acquisition is indeed the main
challenge. With reference to the observation model (6.10), and considering the streaming
nature of MR scanning, the goal is to adaptively design at time instant t the sketching
operator {Wt`}Lt`=1 giving rise to a minimal sample count Lt, while attaining a prescribed
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reconstruction quality.
Although the streaming nature of data adds challenges to the sketching operation, online
learning offers intermediate estimates of the latent low-dimensional subspace, namely Lˆt,
that can be leveraged to devise adaptive sampling strategies. Focus on the selection operator
W(t) = en1 ◦ . . . ◦ enM−1 , that picks the feature (n1, . . . , nM−1) ∈ Ωt, with Ωt ∈ [N1] ×
. . . × [NM−1] and |Ωt| = Lt. In order to select Ωt, the basic idea here is to score the
features according to their level of importance measured by a certain statistical leverage
score along the lines of [35, 88]. Note that [88], and [35] deal with batch processing of
vector observations (M = 1). To maintain simplicity in exposing our tensor generalizations,
consider three-way arrays (M = 3), where at time instant t one is given the subspace
estimate (A[t − 1],B[t − 1]) and wishes to acquire a small subset of the k-space data Yt.
Supposing slow temporal variations of the latent tensor subspace, namely A[t−1] ≈ B[t] and
B[t−1] ≈ B[t], the (m,n)-th feature can be well approximated with the m-th row of A[t−1]
and the n-th row of B[t− 1], respectively, as [Yt]m,n ≈
∑R
r=1 γ
(t)
r [A[t− 1]]m,r[B[t− 1]]n,r.
In essence, the columns of A and B span the column and row space of the tensor
slice Yt. Matrix A and B are not necessarily orthonormal, but play the same role as the
orthonormal matrices U and V forming the singular value decomposition Yt = UΣV
′
.
In accordance with the matrix completion context [26, 35], for row and column spaces,
introduce the incoherence measures µi := ‖U′ei‖2 and νj := ‖V′ej‖2, respectively, where
µi is nothing but the projection of canonical basis ei onto the column-space; and likewise
for νj and the row space. It is well understood that the (i, j)-th entry of a low-rank matrix
with high degree of coherence (µi, νj) is susceptible to “misidentification” if skipped because
it is more aligned with the column and row space of the true matrix, and as a result it can
be erroneously estimated without increasing the rank [26,35].
Along this line of thought, (A,B) can play the same role as the orthonormal matrices
(U,V). To this end, normalize the columns of A and B to end up with unity column-norm
matrices A˜ and B˜, respectively. At time instant t with the estimates (A˜[t − 1], B˜[t − 1])
available, one can associate the score ρt(m,n) :=
1
2R(‖e
′
mA˜[t − 1]‖2 + ‖e
′
nB˜[t − 1]‖2) to
the (m,n)th sampling point. The scores {ρt(m,n)}(m,n)∈[M ]×[N ] are nonnegative-valued
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and sum up to one; thus, they can be interpreted as a probability distribution. One can
then draw K random trials without replacement to collect important features from Ωt. The
number of sampled features Lt = |Ωt| is a random variable Lt ∈ {1, . . . ,K} when K ≤MN .
Following the same logic, one can utilize the factor matrices offered by the PARAFAC
decomposition to form a probability distribution and perform random sampling for a general
K-order tensor. Upon defining the column-normalized factor matrices {A˜k[t− 1]}K−1k=1 , the
leverage score for (n1, . . . , nK−1)-th entry is defined as
ρt(n1, . . . , nK−1) :=
1
(K − 1)R
K−1∑
i=1
‖e′niA˜i[t− 1]‖2. (7.2)
The resulting random sampling policy can be used in conjunction with the iterates of
Algorithm 12 to arrive at randomized tensor subspace learning schemes. Of course, the
effectiveness of such iterations strongly depends on the choice of initialization.
7.3 Dynamic Tensor Spectral Clustering
In large-scale networks, nodes typically form clusters (communities) with higher interactions
among the cluster members than between members and the rest of the network. These
communities can be envisioned as organizational network units e.g., the scientific disciplines
in citation and collaboration networks [10]. Identifying and tracking communities is an
important yet challenging task across science and engineering. The challenges emanate from:
c1) large number of nodes, c2) dynamic evolution of networks, and c3) lack of knowledge
about (possible) interactions of each node. Imagine for instance the Facebook with more
than one billion users developing new friendships every minute, where users may not reveal
their friends. To be more precise, consider a network of N nodes, with similarity (e.g.,
adjacency) only between each node and a few of its neighbors, namely s
(t)
n,m, (n,m) ∈
Ωt. Given dynamic data {{s(τ)m,n}(m,n)∈Ωτ }tτ=1 with misses and noise, the goal is to track
communities over time. The state-of-art community trackers rely on non-negative matrix
factorization [89, 155, 161], that face scalability issues (c1), and need the entire possible
pair-wise similarities (c3). In addition, heterogeneous environments with multiple network
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views (e.g., interactions from both Facebook and Twitter) press the need for high-order
arrays [83].
In the presence of c1-c3, our idea builds upon the first-order tensor subspace tracking
schemes elaborated in Chapter 6. Upon defining [ΩtYt]m,n := s(t)m,n, the matrix ΩtYt ∈
RN×N forms a tensor slice, which can be used to learn the factor matrices (Aˆt, Bˆt), and
subsequently impute the misses ‘on the fly.’ Fixing the tensor rank to the number of
clusters K, using (Aˆt, Bˆt), the similarity vector associated with node n can be estimated as
yˆn =
∑K
k=1 γ
(t)
k bˆn,k‖aˆ(t)k ‖
(
aˆ
(t)
k /‖aˆ(t)k ‖
)
, where aˆ
(t)
k is the kth column of Aˆt, and b
(t)
n,k is the
(n, k)th entry of Bˆt. The coefficient γ
(t)
k bˆn,k‖aˆ(t)k ‖ can be interpreted as the membership
strength of node n to kth cluster, characterized by the vector aˆ
(t)
k /‖aˆ(t)k ‖. Toward this end,
there are several important avenues to explore. One pertains to extension from three-way
to higher-way tensors that can capture additional dimensions e.g, multiple network views.
One can also leverage inherent network structures to enhance the tracking performance by
incorporating state space models for the subspace factors. Moreover, unveiling anomalous
events based on evolution of communities is another intriguing path to pursue.
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Appendix
Proof of Lemma 2.2
Suppose {X0,A0} is an optimal solution of (P1). For the nuclear norm and the `1-norm at
point {X0,A0} pick the subgradients UV′+W0 and sign(A0)+F0, respectively, satisfying
the optimality condition
λsign(A0) + λF = R
′(UV′ + W). (7.3)
Consider a feasible solution {X0 + RH,A0−H} for arbitrary nonzero H. The subgradient
inequality yields
‖X0 + RH‖∗ + λ‖A0 −H‖ ≥ ‖X0‖∗ + λ‖A0‖1
+ 〈UV′ + W0,RH〉 − λ〈sgn(A0) + F0,H〉︸ ︷︷ ︸
:=ϕ(H)
.
To guarantee uniqueness, ϕ(H) must be positive. Rearranging terms one obtains
ϕ(H) = 〈W0,RH〉 − λ〈F0,H〉+ 〈R′UV′ − λsign(A0),H〉. (7.4)
The value of W0 can be chosen such that 〈W0,RH〉 = ‖PΦ⊥(RH)‖∗. This is be-
cause, ‖PΦ⊥(RH)‖∗ = sup‖W¯‖≤1 |〈W¯,PΦ⊥(RH)〉|, thus there exists a W¯ such that
〈PΦ⊥(W¯),RH〉 = ‖PΦ⊥(RH)‖∗. One can then choose W0 := PΦ⊥(W¯) since ‖PΦ⊥(W¯)‖ ≤
‖W¯‖ ≤ 1 and PΦ(W0) = 0L×T . Similarly, if one selects F0 := −PΩ⊥(sign(H)), which
satisfies PΩ(F0) = 0F×T and ‖F0‖∞ = 1, then 〈F0,H〉 = −‖PΩ⊥(H)‖1. Now, using (7.3),
equation (7.4) is expressed as
ϕ(H) = ‖PΦ⊥(RH)‖+ λ‖PΩ⊥(H)‖+ 〈λF−R′W,H〉.
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From the triangle inequality |〈λF − R′W,H〉| ≤ λ|〈F,H〉| + |〈R′W,H〉|, it thus follows
that
ϕ(H) ≥ (‖PΦ⊥(RH)||∗ − |〈R′W,H〉|)+ λ (‖PΩ⊥(H)‖1 − |〈F,H〉|) . (7.5)
Since PΦ⊥(W) = W, it is deduced that |〈W,RH〉| = |〈W,PΦ⊥(RH)〉| ≤
‖W‖‖PΦ⊥(RH)‖∗. Likewise, PΩ⊥(F) = F yields |〈F,H〉| = |〈F,PΩ⊥(H)〉| ≤
‖F‖∞‖PΩ⊥(H)‖1. As a result
ϕ(H) ≥ (1− ‖W‖)‖PΦ(RH)‖∗ + λ(1− ‖F‖∞)‖PΩ⊥(H)‖1
≥ (1−max{‖W‖, ‖F‖∞}){‖PΦ⊥(RH)‖∗ + λ‖PΩ⊥(H)‖1}. (7.6)
Now, if ‖W‖ < 1 and ‖F‖∞ < 1, since Φ ∩ ΩR = {0L×T } and RH 6= 0L×T , ∀H ∈
Ω\{0F×T }, there is no H ∈ Ω for which RH ∈ Φ, and therefore, ϕ(H) > 0.
Since W and F are related through (7.3), upon defining Γ := R′(UV′ + W), which is
indeed the dual variable for (P1), one can arrive at conditions C1)-C4). 
Proof of Lemma 2.3
To establish that the rows of AΩ are linearly independent, it suffices to show that
‖A′vec(H)‖ > 0, for all nonzero H ∈ Ω. It is then possible to
‖A′vec(H)‖ = ‖(I−PV )⊗ (I−PU )Rvec(H)‖
= ‖(I−PU )RH(I−PV )‖F
= ‖PΦ⊥(RH)‖F = ‖RH− PΦ(RH)‖F
(a)
≥ ‖RH‖F − ‖PΦ(RH)‖F
(b)
≥ ‖RH‖F (1− µ(ΩR,Φ)) (7.7)
where (a) follows from the triangle inequality, and (b) from (2.6). The assumption δk(R) < 1
along with the fact that no column of H has more than k nonzero elements, imply that
RH 6= 0L×T . Since µ(Ωr,Φ) < 1 by assumption, the claim follows from (7.7).
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To arrive at the desired bound on σmin(A
′
Ω), recall the definition of the minimum singular
value [58]
σmin(A
′
Ω) = min
H∈Ω\{0F×T }
‖A′vec(H)‖
‖vec(H)‖
= min
H∈Ω\{0F×T }
‖(I−PU )RH(I−PV )‖F
‖H‖F
(c)
= min
H∈Ω\{0F×T }
‖RH‖F
‖H‖F ×
‖PΦ⊥(RH)‖F
‖RH‖F
(d)
≥ c1/2(1− δk(R))1/2 min
Z∈ΩR\{0L×T }
‖PΦ⊥(Z)‖F
‖Z‖F
= c1/2(1− δk(R))1/2 min
Z∈ΩR\{0}
‖Z− PΦ(Z)‖F
‖Z‖F
(e)
≥ c1/2(1− δk(R))1/2
(
1− max
Z∈ΩR\{0}
‖PΦ(Z)‖F
‖Z‖F
)
(f)
= c1/2(1− δk(R))1/2(1− µ(Φ,ΩR)).
In obtaining (c), the assumption δk(R) < 1 along with the fact that no column of H has
more than k nonzero elements was used to ensure that RH 6= 0L×T . In addition, (d) and (f)
follow from the definitions (2.7) and (2.6), respectively, while (e) follows from the triangle
inequality. 
Proof of Lemma 2.4
Towards establishing the first bound, from the submultiplicative property of the spectral
norm one obtains
‖Q‖ = ‖AΩ⊥A′Ω
(
AΩA
′
Ω
)−1 ‖ ≤ ‖AΩ⊥‖‖A′Ω (AΩA′Ω)−1 ‖. (7.8)
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5 Next, upper bounds are derived for both factors on the right-hand side of (7.8). First,
using the fact that A′A = A′ΩAΩ + A
′
Ω⊥AΩ⊥ one arrives at
‖AΩ⊥‖2 = max
x 6=0
x′A′
Ω⊥AΩ⊥x
‖x‖2
= max
x 6=0
x′(A′A−A′ΩAΩ)x
‖x‖2
≤ max
x 6=0
x′A′Ax
‖x‖2 −minx 6=0
x′A′ΩAΩx
‖x‖2
= ‖A‖2 − σ2min(A′Ω). (7.9)
Note that A′Ω (AΩA
′
Ω)
−1 is the pseudo-inverse of the full row rank matrix AΩ (cf. Lemma
2.3), and thus ‖A′Ω (AΩA′Ω)−1 ‖ = σ−1min(A′Ω) [58]. Substituting these two bounds into (7.8)
yields
‖AΩ⊥A′Ω
(
AΩA
′
Ω
)−1 ‖ ≤ {( ‖A‖
σmin(A′Ω)
)2
− 1
}1/2
. (7.10)
In addition, it holds that
‖A‖2 = λmax
{
(I−PV )⊗R′(I−PU )R
}
= λmax{(I−PV )} × λmax
{
R′(I−PU )R
}
(a)
= ‖R′(I−PU )‖2 (b)= 1. (7.11)
where in (a) and (b) it was used that the rows of R are orthonormal, and the maximum
singular value of a projection matrix is one. Substituting (7.11) and the bound of Lemma 2.3
into (7.10), leads to (2.4).
In order to prove the second bound, first suppose that ‖I−AΩA′Ω‖∞,∞ < 1. Then, one
can write
‖AΩ⊥A′Ω
(
AΩA
′
Ω
)−1 ‖∞,∞ ≤ ‖AΩ⊥A′Ω‖∞,∞‖ (I− (I−AΩA′Ω))−1 ‖∞,∞
≤ ‖AΩ⊥A
′
Ω‖∞,∞
1− ‖I−AΩA′Ω‖∞,∞
. (7.12)
In what follows, separate upper bounds are derived for ‖AΩ⊥A′Ω‖∞,∞ and ‖I−AΩA′Ω‖∞,∞.
For notational convenience introduce S := supp(A0) (resp. S¯ denotes the set complement).
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Starting with the numerator in the right-hand side of (7.12)
‖AΩ⊥A′Ω‖∞,∞ = max
i
‖e′iAΩ⊥A′Ω‖1
= max
i
∑
k
|〈e′iAΩ⊥ , e′kAΩ〉|
= max
j
∑
`
|〈e′jA, e′`A〉|
= max
(j1,j2)∈S¯
∑
(`1,`2)∈S
g(j1, j2, `1, `2) (7.13)
where g(j1, j2, `1, `2) := |〈Rej1e′j2(I − PV ), (I − PU )Re`1e′`2〉|. Following some manipula-
tions, the summands in (7.13) can be expressed as
g(j1, j2, `1, `2) = |〈Rej1e′j2 , (I−PU )Re`1e′`2〉
− 〈Rej1e′j2PV , (I−PU )Re`1e′`2〉|
= |〈e′j2e`2 , e′j1R′(I−PU )Re`1〉
− 〈e′j2PV e`2 , e′j1R′(I−PU )Re`1〉|
= |e′j1R′(I−PU )Re`11{j2=`2}
− (e′j2PV e`2)(e′j1R′(I−PU )Re`1)|. (7.14)
Upon defining xj1,`1 := e
′
j1
R′(I − PU )Re`1 and yj2,`2 := (e′j2PV e`2), squaring g gives rise
to
g2(j1, j2, `1, `2) = x
2
j1,`11{j2=`2} + y
2
j2,`2x
2
j1,`1 − 2yj2,`2x2j1,`11{j2=`2}. (7.15)
Since yj2,`21{j2=`2} = ‖PV ej2‖21{j2=`2} ≥ 0, one can ignore the third summand in (7.15) to
arrive at
g(j1, j2, `1, `2) ≤ xj1,`1 [1{j2=`2} + y2j2,`2 ]1/2. (7.16)
Towards bounding the scalars xj1,`1 and yj2,`2 , rewrite xj1,`1 := e
′
j1
R′Re`1 − e′j1R′PURe`1 .
If j1 = `1, it holds that xj1,`1 ≤ ‖Re`1‖2 ≤ c(1 + δ1(R)); otherwise,
xj1,`1 ≤ |e′j1R′Re`1 |+ |e′j1R′PURe`1 |
≤ cθ1,1(R) + c(1 + δ1(R))γ2R(U).
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Moreover, yj2,`2 ≤ ‖PV ej2‖‖PV e`2‖ ≤ γ2(V). Plugging the bounds into (7.16) yields
g(j1, j2, `1, `2) ≤
[
c(1 + δ1(R))1{j1=`1} + c(θ1,1(R)
+c(1 + δ1(R))γ
2
R(U))1{j1 6=`1}
]
[1{j2=`2} + γ
4(V)]1/2. (7.17)
Plugging (7.17) into (7.13) one arrives at
‖AΩ⊥A′Ω‖∞,∞ ≤ c[
√
2k + sγ2(V)]θ1,1(R)
+ c(1 + δ1(R))
[
kγ2(V) +
√
2kγ2R(U)sγ
2
R(U)γ
2(V)
]
:= cω (7.18)
after using: i) S ∩ S¯ = ∅ and consequently j2 6= `2 when j1 = `1; and ii) γ(V) ≤ 1.
Moving on, consider bounding ‖I−AΩA′Ω‖∞,∞ that can be rewritten as
‖I−AΩAΩ′‖∞,∞ = max
i
‖ei′(I−AΩAΩ′)‖1
= max
i
{
|1− ‖ei′AΩ‖2|+
∑
k 6=i
|〈ei′AΩ, ek ′AΩ〉|
}
= max
j=j1+j2
(j1,j2)∈S
{
|1− ‖A′ej‖2|+
∑
`6=j
|〈A′ej ,A′e`〉|
}
. (7.19)
In the sequel, an upper bound is derived for (7.19). Let (j1, j2) denote the element of
S associated with j in (7.19). For the first summand inside the curly brackets in (7.19),
consider lower bounding the norm of the j-th row of A as
‖A′ej‖ = ‖(I−PU )Rej1e′j2(I−PV )‖F
= ‖PΦ⊥(Rej1e′j2)‖F
= ‖Rej1e′j2 − PΦ(Rej1e′j2)‖F
≥ ‖Rej1e′j2‖ − ‖PΦ(Rej1e′j2)‖F
≥ ‖Rej1e′j2‖(1− µ(Φ,ΩR))
≥ c1/2(1− δ1(R))1/2(1− µ(Φ,ΩR)).
Since δ1(R) < 1 and µ(Φ,ΩR) < 1, one obtains |1 − ‖A′ej‖2| ≤ 1 − c(1 − δ1(R))(1 −
µ(Φ,ΩR))
2.
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For the second summand inside the curly brackets in (7.19), a procedure similar to the
one used for bounding ‖AΩ⊥AΩ′‖∞,∞ is pursued. First, observe that∑
` 6=j
|〈AA′ej , e`〉| =
∑
`6=j
|〈(I−PV )⊗R′(I−PU )Rej , e`〉|
=
∑
(`1,`2)∈S\{(j1,j2)}
g(j1, j2, `1, `2) (7.20)
to deduce that, up to a summand corresponding to the index pair (j1, j2), (7.20) is identical
to the summation in (7.13). Following similar arguments to those leading to (7.17), one
arrives at
max
j=j1+j2
(j1,j2)∈S
∑
`6=j
|〈A′ej ,A′e`〉| ≤ cω.
Putting all the pieces together, (7.19) is bounded as
‖I−AΩA′Ω‖∞,∞ ≤1− c(1− δ1(R))(1− µ(Φ,ΩR))2 + cω. (7.21)
Note that because of the assumption ω < (1− δ1(R))(1−µ(Φ,ΩR))2, ‖I−AΩA′Ω‖∞,∞ < 1
as supposed at the beginning of the proof. Substituting (7.18) and (7.21) into (7.12) yields
the desired bound. 
Proof of Lemma 2.6
The proof bears some resemblance with those available for the matrix completion prob-
lem [27], and PCP [25]. However, presence of the compression matrix R gives rise to unique
challenges in some stages of the proof, which necessitate special treatment. In what follows,
emphasis is placed on the distinct arguments required by the setting here.
The main idea is to obtain first an upper bound on the norm of the linear operator
pi−1PΦRPΩR′PΦ −PΦ, which is then utilized to upper bound µ(Φ,ΩR) = ‖PΦRPΩ‖. The
former is established in the next lemma; see Appendix E for a proof.
Lemma 7.1 Suppose S := supp(A0) is drawn according to the Bernoulli model with pa-
rameter pi. Let Λ :=
√
c(1 + δ1(R))[γ2R(U) + γ
2(V)], and n := max{L,F}. Then, there
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are positive numerical constants C and τ such that
pi−1‖PΦRPΩR′PΦ − piPΦ‖ ≤ C
√
log(LF )
pi
+ τΛ log(n) (7.22)
holds with probability higher than 1−O (n−CpiΛτ), provided that the right-hand side is less
than one.
Building on (7.22), it follows that
‖PΦRPΩR′PΦ‖ − pi
(a)
≤ ‖PΦRPΩR′PΦ‖ − pi‖PΦ‖
(b)
≤ ‖PΦRPΩR′PΦ − piPΦ‖
≤ C
√
pi log(LF ) + τpiΛ log(n) (7.23)
where (a) and (b) come from ‖PΦ‖ ≤ 1 and the triangle inequality, respectively. In addition,
‖PΩ(R′PΦ(X))‖2F = |〈PΩ(R′PΦ(X)),PΩ(R′PΦ(X))〉|
= |〈PΦ(R(PΩ(R′PΦ(X)))),X〉|
≤ ‖PΦ(R(PΩ(R′PΦ(X))))‖F ‖X‖F (7.24)
for all X ∈ RL×F . Recalling the definition of the operator norm, it follows from (7.24) that
µ(Φ,ΩR) ≤
√
c−1(1− δk(R))−1‖PΦRPΩR′PΦ‖1/2. Plugging the bound (7.23), the result
follows readily. 
Proof of Lemma 7.1
Start by noting that
R′PΦ(X) =
∑
i,j
〈R′PΦ(X), eie′j〉eie′j
=
∑
i,j
〈X,PΦ(Reie′j)〉eie′j
and apply the sampling operator to obtain
PΩ(R′PΦ(X)) =
∑
i,j
bi,j〈X,PΦ(Reie′j)〉eie′j
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where {bi,j} are Bernoulli-distributed i.i.d. random variables with Pr(bi,j = 1) = pi. Then,
PΩ(RPΩ(R′PΦ(X))) =
∑
i,j
bi,j〈X,PΦ(Reie′j)〉PΦ(Reie′j). (7.25)
Moreover, since RR′ = IL one finally arrives at
PΦ(X) = PΦ(RR′PΦ(X))
=
∑
i,j
bi,j〈X,PΦ(Reie′j)〉PΦ(Reie′j). (7.26)
The next bound will also be useful later on
‖PΦ(Reiej ′)‖2F = 〈PΦ(Reiej ′),Reiej ′〉
= 〈PUReiej ′ + Reiej ′PV −PUReiej ′PV ,Reiej ′〉
(a)
= ‖PUReiej ′‖2F + ‖Reiej ′PV ‖2F − ‖PUReiej ′‖2F ‖PV ej‖2F
≤ c(1 + δ1(R))γ2R(U) + c(1 + δ1(R))γ2(V) = Λ2 (7.27)
where (a) holds because 〈PUReiej ′PV ,Reiej ′〉 = 〈e′iRPURei, e′jPV ej〉 and PU = P2U
(likewise PV ).
Defining the random variable Ξ := pi−1‖PΦRPΩR′PΦ−piPΦ‖ and using (7.26), one can
write
Ξ = pi−1 sup
‖X‖F=1
∥∥∥∑
i,j
(bi,j − pi)〈X,PΦ(Reie′j)〉PΦ(Reie′j)
∥∥∥
F
= pi−1 sup
‖vec(X)‖=1
∥∥∥∑
i,j
(bi,j − pi)vec(X)′vec[PΦ(Reie′j)]⊗ vec[PΦ(Reie′j)]
∥∥∥
= pi−1
∥∥∥∑
i,j
(bi,j − pi)vec[PΦ(Reie′j)]⊗ vec[PΦ(Reie′j)]
∥∥∥. (7.28)
Random variables {bi,j − pi} are i.i.d. with zero mean, and thus one can utilize the spectral
concentration inequality in [121, Lemma 3.5] to find
E[Ξ] ≤ C
√
log(LF )
pi
max
i,j
‖PΦ(Reie′j)‖F
(b)
≤ C
√
log(LF )
pi
Λ (7.29)
for some constant C > 0, where (b) is due to (7.27). Now, applying Talagrand’s concentra-
tion tail bound [136] to the random variable Ξ yields
Pr(|Ξ− E[Ξ]| ≥ t) ≤ 3 exp
(
− t log(2)
K
pimin{1, t}
)
(7.30)
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for some constant K > 0, where t := τΛ log(n) and n := max{L,F}. The arguments leading
to (7.29) and (7.30) are similar those used in [27, Theorem 4.2] for the matrix completion
problem, and details are omitted here. Putting (7.29) and (7.30) together it is possible to
infer
Ξ ≤ E[Ξ] + t ≤ C
√
log(LF )
pi
+ τΛ log(n) (7.31)
with probability higher than 1−O(n−CpiΛτ ), which completes the proof of the lemma. 
Proof of the Main Result
In what follows, conditions are first derived under which the pair (X0,A0) is the unique opti-
mal solution of (P2). The sought conditions pertain to existence of certain dual certificates,
which are then constructed in the later section.
Unique optimality conditions
Recall the nonsmooth optimization problem (P2), and its Lagrangian formed as
L(X,A; My,Mz) =‖X‖∗ + λ‖A‖1 + 〈My,Y −R(X + A)〉
+ 〈Mz,ZΠ − PΠ(X + A)〉 (7.32)
where My ∈ RL×T and Mz ∈ RF×T are the matrices of dual variables (multipliers) associ-
ated with the link and flow level constraints in (P2), respectively. From the characterization
of the subdifferential for the nuclear- and the `1-norm (see e.g., [22]), the subdifferential of
the Lagrangian at (X0,A0) is given by (recall that X0 = U0Σ0V
′
0)
∂XL(X0,A0; My,Mz) =
{
U0V
′
0 + W −R′My
−PΠ(Mz) : ‖W‖ ≤ 1, PΦX0 (W) = 0F×T
}
(7.33)
∂AL(X0,A0; My,Mz) =
{
λsign(A0) + λF−R′My
−PΠ(Mz) : ‖F‖∞ ≤ 1, PΩA0 (F) = 0F×T
}
. (7.34)
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The optimality conditions for (P2) assert that (X0,A0) is an optimal (not necessarily
unique) solution if and only if
0F×T ∈ ∂AL(X0,A0; My,Mz)
0F×T ∈ ∂XL(X0,A0; My,Mz).
This is tantamount to existence of the dual variables {W,F,My,Mz} satisfying: (i) ‖W‖ ≤
1, PΦX0 (W) = 0F×T , (ii) ‖F‖∞ ≤ 1, PΩA0 (F) = 0F×T , and (iii) λsign(A0) + λF =
UV′ + W = R′My − PΠ(Mz).
In essence, to eliminate My,Mz, one can alternatively interpret iii) as finding the dual
variable Γ ∈ N⊥R +N⊥Π = (NR ∩ NΠ)⊥ such that Γ = λsign(A0) + λF = UV′ + W. Since
W = PΦ⊥X (Γ) and F = PΩ⊥A0 (Γ), conditions (i) and (ii) can also be simply recast in terms
of Γ. In general, (i)–(iii) may hold for multiple solution pairs. However, the next lemma
asserts that a slight tightening of the optimality conditions (i)–(iii) leads to a unique optimal
solution for (P2). The proof goes along the lines of [97, Lemma 2], and it is omitted here
for conciseness.
Proposition 7.1 If (X0,A0) is locally identifiable from (c1) and (c2), and there exists a
dual certificate Γ ∈ RF×T satisfying
C1) PΦX0 (Γ) = U0V′0
C2) PΩA0 (Γ) = λsgn(A0)
C3) PNR∩NΠ(Γ) = 0
C4) ‖PΦ⊥X (Γ)‖ < 1
C5) ‖PΩ⊥A(Γ)‖∞ < λ
then (X0,A0) is the unique optimal solution to (P2).
The rest of the proof deals with construction of a valid dual certificate Γ that simultaneously
meets C1–C5.
One should note that condition (iii) is a distinct feature of the recovery task pursued in
this paper. In a similar context, in the robust PCP problem studied in [33], NR = ∅,NΠ = ∅,
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and thus C3 does not appear anymore. Likewise, the low-rank plus compressed sparse
recovery task studied in [97] does not involve the intersection of subspaces as appearing in
C3.
Dual certificate construction
The main steps of the construction are inspired by [33] which studies decomposition of
low-rank plus sparse matrices, that is either Π = ∅ or R = IF . However, relative to [33] the
problem here brings up several new distinct elements including the null space of compression
and sampling operators in C3, which further challenge construction of dual certificates, and
demands, in part, a new treatment. In addition, different incoherence measures are intro-
duced here which facilitate satisfiability for random ensembles. The construction involves
two steps. In the first step, a candidate dual certificate is selected to fulfil C1–C3, whereas
the second step assures the candidate dual certificate satisfies C4–C5 as well under certain
technical conditions in terms of the incoherence parameters in Section 3.4.2.
Toward the first step, condition (II) in Theorem 3.1 implies local identifiability of the
observation model, namely ΩA0 ∩ΦX0 = {0} and (ΩA0⊕ΦX0)∩ (NR∩NΠ) = {0}, and thus
based on a property of direct-sum [58] there exists a unique certificate Γ ∈ ΩA0 ⊕ ΦX0 ⊕
(NR∩NΩ) with projections PΩA0 (Γ) = λsign(A0), PΦX0 (Γ) = U0V′0, and PNR∩NΠ(Γ) = 0.
This dual certificate can be expressed as
Γ = ΓΩA0 + ΓΦX0 + ΓNR∩NΠ
with the components ΓΩA0 ∈ ΩA0 , ΓΦX0 ∈ ΦX0 , and ΓNR∩NΠ ∈ NR ∩ NΠ. As will be seen
later, it is more convenient to represent ΓΩA0 = ΩA0 +λsign(A0) and ΓΦX0 = ΦX0 +U0V
′
0.
From C1–C3, for the projection components {ΩA0 , ΦX0 ,ΓNR∩NΠ} it then holds that
ΦX0 = −PΦX0 (ΩA0 + λsign(A0) + ΓNR∩NΠ) (7.35)
ΩA0 = −PΩA0 (ΦX0 + U0V′0 + ΓNR∩NΠ) (7.36)
ΓNR∩NΠ = −PNR∩NΠ(ΦX0 + U0V′0 + ΩA0 + λsign(A0)). (7.37)
The second step of the proof manages the candidate dual certificate Γ to satisfy C4 and
C5 as well. The main idea is to tighten the conditions for local identifiability, and impose
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additional conditions on the incoherence measures (c.f. Section 3.4.2) to ensure that C4
and C5 hold true. In this direction, one can begin by bounding
‖PΦ⊥X (Γ)‖ ≤ ‖ΓΩA0 + ΓNR∩NΩ‖
= ‖ΩA0 + λsgn(A0) + ΓNR∩NΩ‖
(a)
≤ ‖PΩA0 (ΦX0 + U0V′0 + ΓNR∩NΩ)‖
+ λ‖sgn(A0)‖+ ‖ΓNR∩NΩ‖ (7.38)
and
‖PΩ⊥A(Γ)‖∞ ≤ ‖ΓΦX0 + ΓNR∩NΠ‖∞
= ‖ΦX0 + U0V
′
0 + ΓNR∩NΠ‖∞
(b)
≤ ‖PΦX0 (ΩA0 + λsgn(A0) + ΓNR∩NΠ)‖∞
+ ‖U0V′0‖∞ + ‖ΓNR∩NΠ‖∞ (7.39)
where (a) and (b) come from (7.35) and (7.36) after applying the triangle inequality. In
order to bound the r.h.s. of (7.38) and (7.39), it is instructive first to recognize that
‖U0V′0‖∞ ≤ γ(U0,V0), and
‖sgn(A0)‖ ≤ (‖sgn(A0)‖∞,∞‖sgn(A0)‖1,1)1/2 = k (7.40)
see e.g., [58]. In addition, building on (3.8) and (3.12), the first term in the r.h.s. of (7.38)
is bounded as
‖PΩA0 (ΦX0 + U0V
′
0 + ΓNR∩NΠ)‖
≤ ‖PΩA0PΦX0 (ΦX0 + U0V
′
0)‖+ ‖PΩA0PNΠPNR(ΓNR∩NΠ)‖
(a)
≤ µ(ΦX0 ,ΩA0)
(
‖ΦX0‖+ 1
)
+ µ(NR,ΩA0 ∩NΠ)‖ΓNR∩NΩ‖ (7.41)
where (a) is due to the fact that PΩA0∩NΠ = PΩA0PNΠ .
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Proceeding in a similar manner as for (7.41), upon using (3.11) it follows that
‖PΦX0 (ΩA0 + λsgn(A0) + ΓNR∩NΠ)‖∞
≤ γ(U0,V0) ‖PΦX0 (ΩA0 + λsgn(A0) + ΓNR∩NΠ)‖
≤ γ(U0,V0)
[‖PΦX0 (ΩA0 + λsgn(A0)‖+ ‖PΦX0PNΠ(ΓNR∩NΠ)‖]
≤ γ(U0,V0)
[
µ(ΩA0 ,ΦX0)
(
‖ΩA0‖+ λk
)
+ µ(ΦX0 ,NΠ)‖ΓNR∩NΠ‖
]
. (7.42)
Focusing on (7.42) and (7.41), it is only left to bound ‖ΩA0‖, ‖ΦX0‖, and ‖ΓNR∩NΩ‖.
To this end, (7.36)-(7.37) are utilized to arrive at
‖ΦX0‖ = ‖PΦX0 (ΩA0 + λsign(A0) + ΓNR∩NΠ)‖
≤ µ(ΦX0 ,ΩA0)
(
‖ΩA0‖+ λk
)
+ µ(ΦX0 ,NΠ)‖ΓNR∩NΠ‖ (7.43)
‖ΩA0‖ = ‖PΩA0 (ΦX0 + U0V′0 + ΓNR∩NΠ)‖
≤ µ(ΦX0 ,ΩA0)
(
‖ΦX0‖+ 1
)
+ µ(NR,ΩA0)‖ΓNR∩NΩ‖ (7.44)
and
‖ΓNR∩NΩ‖
= ‖PNR∩NΩ(ΦX0 + U0V′0 + ΩA0 + λsign(A0))‖
≤ µ(ΦX0 ,NΩ)
(‖ΦX0‖+ 1)+ µ(NR,ΩA0 ∩NΩ)(‖ΩA0‖+ λk). (7.45)
For convenience introduce the notations α := µ(ΦX0 ,ΩA0), β := µ(NR,ΩA0), ξ :=
µ(ΦX0 ,NΠ), and ν := µ(NR,ΩA0 ∩ NΠ). Then, after mixing (7.43)–(7.45) and doing some
algebra it follows that
‖ΓNR∩NΩ‖ ≤ θ :=
ξ + λkν + α(ξ + αν)(1− α2)(α+ λk)
1− νβ − (ξ + αν)(1− α2)(ξ + αβ) (7.46)
and
‖ΩA0‖ ≤α+ (1− α2)α2(α+ λk)
+
[
β + α2(1− α2)β + αξ(1− α2)−1]θ (7.47)
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‖ΦX0‖ ≤ (1− α2)
[
α(α+ λk) + (αβ + ξ)θ
]
. (7.48)
At this point, it is important to recognize from (3.12) that ‖ΓNR∩NΠ‖∞ ≤ τ‖ΓNR∩NΠ‖.
Now building on (7.46)-(7.48), one can bound the terms in the r.h.s. of (7.38) and (7.39)
from above in terms of {α, β, ξ, ν, k}. Finally, to fulfill C4 and C5, it suffices to confine their
corresponding upper bounds to the values 1 and λ, respectively. This imposes the conditions
(a) λk + α+ α(1− α2)[α(α+ λk) + (αβ + ξ)θ]+ (1 + ν)θ < 1
(b) γ + ηαλk + (τ + ηα+ ηξ)θ < λ.
The conditions (a) and (b) imply that C1–C5 hold for the dual certificate Γ if there
exists a valid λ ∈ [λmin, λmax], with λmax ≥ λmin ≥ 0. The resulting condition is then
summarized in the assumptions (I) and (II) of Theorem 3.1, and the proof is now complete.
Proof of Proposition 4.1
Recall the cost function of (P3) defined as
f(L,Q,A) :=
1
2
‖PΩ(Y − LQ′ −RA)‖2F +
λ∗
2
(‖L‖2F + ‖Q‖2F )+ λ1‖A‖1. (7.49)
The stationary points {L¯, Q¯, A¯} of (P3) are obtained by setting to zero the (sub)gradients,
and solving [22]
∂Af(L¯, Q¯, A¯)=R
′PΩ(Y−L¯Q¯′−RA¯)−λ1sign(A¯)=0F×T (7.50)
∇Lf(L¯, Q¯, A¯)=PΩ(Y−L¯Q¯′−RA¯)Q¯−λ∗L¯=0L×ρ (7.51)
∇Q′f(L¯, Q¯, A¯)=L¯′PΩ(Y−L¯Q¯′−RA¯)−λ∗Q¯′=0ρ×T . (7.52)
Clearly, every stationary point satisfies∇Lf(L¯, Q¯, A¯)L¯′ = 0L×L and Q¯∇Q′f(L¯, Q¯, A¯) =
0T×T . It follows from the optimality conditions (7.50)-(7.52) that
R′PΩ(Y − L¯Q¯′ −RA¯) = λ1sign(A¯) (7.53)
tr(PΩ(Y−L¯Q¯′−RA¯)Q¯L¯′)=λ∗tr{Q¯Q¯′}=λ∗tr{L¯L¯′}. (7.54)
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Define κ(W1,W2) :=
1
2 {tr{W1}+ tr{W2}}, and consider now the following convex opti-
mization problem
(P5) min
{X,A,W1,W2}
[
1
2
‖PΩ(Y −X−RA)‖2F + λ∗κ(W1,W2) + λ1‖A‖1
]
s. t. W :=
 W1 X
X
′
W2
  0 (7.55)
which is equivalent to (P1). The equivalence can be readily inferred by minimizing (P5)
with respect to {W1,W2} first, and taking advantage of the following alternative charac-
terization of the nuclear norm (see e.g., [117])
‖X‖∗ = min{W1,W2} κ(W1,W2), s. t. W  0.
In what follows, the optimality conditions for the conic program (P5) are explored. To this
end, the Lagrangian is first formed as
L(X,W1,W2,A,M) = 1
2
‖PΩ(Y −X−RA)‖2F + λ∗κ(W1,W2)− 〈M,W〉+ λ1‖A‖1
where M denotes the dual variables associated with the conic constraint (7.55). For nota-
tional convenience, partition M in four blocks M1 := [M]11, M2 := [M]12, M3 := [M]22,
and M4 := [M]21, in accordance with the block structure of W in (7.55), where M1 and M3
are L×L and T×T matrices. The optimal solution to (P5) must: (i) null the (sub)gradients
∇XL(X,W1,W2,A,M) = −PΩ(Y −X−RA)−M2 −M4′ (7.56)
∂AL(X,W1,W2,A,M) = −R′PΩ(Y −X−RA)− λ1sign(A) (7.57)
∇W1L(X,W1,W2,A,M) =
λ∗
2
IL −M1 (7.58)
∇W2L(X,W1,W2,A,M) =
λ∗
2
IT −M3 (7.59)
and satisfy (ii) the complementary slackness condition 〈M,W〉 = 0; (iii) primal feasibility
W  0; and (iv) dual feasibility M  0.
Recall the stationary point of (P3), and introduce candidate primal variables X˜ :=
L¯Q¯′, A˜ := A¯, W˜1 := L¯L¯′ and W˜2 := Q¯Q¯′; and the dual variables M˜1 := λ∗2 IL, M˜3 :=
λ∗
2 IT , M˜2 := −(1/2)PΩ(Y − L¯Q¯′ − RA¯), and M˜4 := M˜′2. Then, (i) holds since after
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plugging the candidate primal and dual variables in (7.56)-(7.59), the subgradients vanish.
Moreover, (ii) holds since
〈M˜,W˜〉 = 〈M˜1,W˜1〉+ 〈M˜2, X˜〉+ 〈M˜′2, X˜′〉+ 〈M˜3,W˜2〉
=
λ∗
2
〈IL, L¯L¯′〉+λ∗
2
〈LT , Q¯Q¯′〉−〈PΩ(Y − L¯Q¯′ −RA¯), L¯Q¯′〉
=
λ∗
2
‖L¯‖2F +
λ∗
2
‖Q¯‖2F − λ∗‖L¯‖2F = 0
where the last two equalities follow from (7.54). Condition (iii) is also met since L¯L¯′ L¯Q¯′
Q¯L¯′ Q¯Q¯′
 =
 L¯
Q¯
 L¯
Q¯
′  0. (7.60)
To satisfy (iv), based on a Schur complement argument [58] it suffices to enforce σmax(M˜2) ≤
λ∗/2. 
Derivation of Algorithm 5
It is shown here that [S1]-[S4] in Section 4.3.3 give rise to the set of recursions tabulated
under Algorithm 5. To this end, recall the augmented Lagrangian function in (4.6) and
focus first on [S4]. From the decomposable structure of Lc, (4.14) decouples into simpler
strictly convex sub-problems for n ∈ N and m ∈ Jn, namely
Bn[k + 1] = arg min
Bn
{
rn(Ln[k + 1],Qn[k + 1],Bn) + 〈Mn[k],Bn〉+ c
2
‖Bn −An[k + 1]‖2F
}
(7.61)
F¯mn [k + 1] = arg min
F¯mn
{
c
2
(‖Qn[k + 1]− F¯mn ‖2F + ‖Qm[k + 1]− F¯mn ‖2F )− 〈C¯mn [k] + C˜mn [k], F¯mn 〉}
(7.62)
G¯mn [k + 1] = arg min
G¯mn
{
c
2
(‖An[k + 1]− G¯mn ‖2F + ‖Am[k + 1]− G¯mn ‖2F )− 〈D¯mn [k] + D˜mn [k], G¯mn 〉}.
(7.63)
Note that in formulating (7.62) and (7.63), the auxiliary variables F˜mn and G˜
m
n were elim-
inated using the constraints F¯mn = F˜
m
n and G¯
m
n = G˜
m
n , respectively. The unconstrained
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quadratic problems (7.62) and (7.63) admit the closed-form solutions
F¯mn [k + 1] = F˜
m
n [k + 1] =
1
2c
(C¯mn [k] + C˜
m
n [k]) +
1
2
(Qn[k + 1] + Qm[k + 1]) (7.64)
G¯mn [k + 1] = G˜
m
n [k + 1] =
1
2c
(D¯mn [k] + D˜
m
n [k]) +
1
2
(An[k + 1] + Am[k + 1]) . (7.65)
Using (7.64) to eliminate F¯mn [k] and F˜
m
n [k] from (4.8) and (4.9) respectively, a simple induc-
tion argument establishes that if the initial Lagrange multipliers obey C¯mn [0] = −C˜mn [0] =
0T×ρ, then C¯mn [k] = −C˜mn [k] for all k ≥ 0, where n ∈ N and m ∈ Jn. Likewise, the same
holds true for D¯mn [k] and D˜
m
n [k]. The collection of multipliers {C˜mn [k], D˜mn [k]}m∈Jnn∈N is thus
redundant, and (7.64)-(7.65) simplify to
F¯mn [k + 1] = F˜
m
n [k + 1] =
1
2
(Qn[k + 1] + Qm[k + 1]) , n ∈ N , m ∈ Jn (7.66)
G¯mn [k + 1] = G˜
m
n [k + 1] =
1
2
(An[k + 1] + Am[k + 1]) , n ∈ N , m ∈ Jn. (7.67)
Observe that F¯mn [k] = F¯
n
m[k] and G¯
m
n [k] = G¯
n
m[k] for all k ≥ 0, identities that will be used
later on. By plugging (7.66) and (7.67) into (4.8) and (4.10) respectively, the non-redundant
multiplier updates become
C¯mn [k] = C¯
m
n [k − 1] +
µ
2
(Qn[k]−Qm[k]) , n ∈ N , m ∈ Jn (7.68)
D¯mn [k] = D¯
m
n [k − 1] +
µ
2
(An[k]−Am[k]) , n ∈ N , m ∈ Jn. (7.69)
If C¯mn [0] = −C¯nm[0] = 0T×ρ, then the structure of (7.68) reveals that C¯mn [k] = −C¯nm[k] for
all k ≥ 0, where n ∈ N and m ∈ Jn. Clearly, the same holds true for D¯mn [k], and these
identities will become handy in the sequel.
Moving on to [S3], (4.13) decouples into |N | unconstrained quadratic sub-problems
Ln[k + 1] = arg min
Ln
{
rn(Ln,Qn[k + 1],Bn[k]) +
λ∗
2
‖Ln‖2F
}
.
The minimization (4.12) in [S2] also decomposes into simpler sub-problems, both across
agents and across the variables {Qn}n∈N and {An}n∈N , which are decoupled in the aug-
mented Lagrangian when all other variables are fixed. Specifically, the per agent updates
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of Qn are given by
Qn[k + 1] = arg min
Qn
{
rn(Ln[k],Qn,Bn[k]) +
λ∗
2N
‖Qn‖2F +
∑
m∈Jn
〈C¯mn [k] + C˜nm[k],Qn〉
+
c
2
∑
m∈Jn
(
‖Qn − F¯mn [k]‖2F + ‖Qn − F˜nm[k]‖2F
)}
(7.70)
where the corresponding update in the Algorithm 5 was obtained after using: i) C¯mn [k] =
C˜nm[k] which follows from the identities C¯
m
n [k] = −C˜mn [k] and C¯mn [k] = −C¯nm[k] established
earlier; ii) the definition On(k) := 2
∑
m∈Jn C¯
m
n [k]; and iii) the identity F¯
m
n [k] = F˜
n
m[k],
which allows to merge the identical quadratic penalty terms and eliminate both F¯mn [k] and
F˜nm[k] using (7.66).
Upon defining Pn(k) := 2
∑
m∈Jn D¯
m
n [k] and following similar steps as the ones that led
to (7.70), one arrives at
An[k + 1]=arg min
An
{
λ1
N
‖An‖1 − 〈Mn[k],An〉+ 〈Pn[k],An〉+ c
2
‖Bn[k]−An‖2F
+ c
∑
m∈Jn
∥∥∥∥An − An[k] + Am[k]2
∥∥∥∥2
F
}
This problem now is a separable instance of the Lasso (also related to the proximal operator
of the `1-norm); hence, its solution is expressible in terms of the soft-thresholding operator
as in Algorithm 5.
Proof of Proposition
4.2 Let Q¯n := limk→∞Qn[k], and likewise for all other convergent sequences in Algorithm
5. Examination of the recursion for On[k] in the limit as k →∞, reveals that
∑
m∈Jn [Q¯n−
Q¯m] = 0T×ρ, ∀ n ∈ N . Upon vectorizing the matrix quantities involved, this system of
equations implies that the supervector q¯ := [vec[Q¯1]
′, . . . , vec[Q¯N ]′]′ belongs to the nullspace
of L ⊗ ITρ, where L is the Laplacian of the network graph G(N ,L). Under (a1), this
guarantees that Q¯1 = Q¯2 = . . . = Q¯N . From the analysis of the limiting behavior of Pn[k],
the same argument leads to A¯1 = A¯2 = . . . = A¯N , which establishes the consensus results
in the statement of Proposition 4.2. Hence, one can go ahead and define Q¯ := Q¯n and
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A¯ := A¯n. Before moving on, note that convergence of Mn[k] implies that B¯n = A¯n = A¯,
n ∈ N . These observations guarantee that the limiting solution is feasible for (P4).
To prove the optimality claim it suffices to show that upon convergence, the fixed point
{L¯, Q¯, A¯, B¯} of the iterations comprising Algorithm 5 satisfies the Karush-Kuhn-Tucker
(KKT) optimality conditions for (P4). Proposition 4.1 asserts that if ‖PΩ(Y − LQ′ −
RA)‖ ≤ λ∗, {L¯, Q¯, A¯} is indeed an optimal solution to (P1). To this end, consider the
updates of the primal variables in Algorithm 5, which satisfy
∇Qnrn(Qn[k + 1],Ln[k],Bn[k]) +
λ∗
N
Qn[k + 1] + On[k + 1]
+ 2c
∑
m∈Jn
(
Qn[k + 1]− Qn[k] + Qm[k]
2
)
= 0T×ρ (7.71)
∇Lnrn(Qn[k + 1],Ln[k + 1],Bn[k]) + λ∗Ln[k + 1] = 0L×ρ (7.72)
∇Bnrn(Qn[k + 1],Ln[k + 1],Bn[k + 1]) + Mn[k] + c(Bn[k + 1]−An[k + 1]) = 0F×T .
(7.73)
Taking the limit from both sides of (7.71)–(7.73), and summing up over all n ∈ N yields
∇Qr(Q¯, L¯, A¯) + λ∗Q¯ = 0T×ρ (7.74)
∇Lr(Q¯, L¯, A¯) + λ∗L¯ = 0L×ρ (7.75)
∇Br(Q¯, L¯, A¯) +
∑
n∈N
M¯n = 0F×T (7.76)
where r(L,Q,B) := 12‖PΩ(Y − LQ′ − RB)‖2F . To arrive at (7.74), the assumption
that C¯mn [1] = 0, ∀m ∈ Jn, n ∈ N is used, and thus C¯mn [k] = −C¯nm[k] which leads to∑
n∈N On[k] =
∑
n∈N
∑
m∈Jn C¯
m
n [k] = 0.
Next, consider the auxiliary matrices Θn := M¯n − P¯n + c(1 + 2|Jn|)A¯, n ∈ N . In
the limit as k → ∞, the update recursion for An[k + 1] in Algorithm 5 can be written as
c(1+2|Jn|)A¯ = S (Θn, λ1/N) . Proceed by defining Ψn := Θn−c(1+2|Jn|)A¯, and observe
that the input-output relationship of the soft-thresholding operator S yields
[Ψn]f,t =

λ1/N, [A¯]f,t > 0,
−λ1/N, [A¯]f,t < 0,
ξ
(n)
f,t : |ξ(n)f,t | ≤ λ1/N, [A¯]f,t = 0.
(7.77)
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Given (7.77), define Γ1 :=
1
2
(
λ11F1
′
T +
∑N
n=1 Ψn
)
and Γ2 :=
1
2
(
λ11F1
′
T −
∑N
n=1 Ψn
)
,
and show that they satisfy the following properties: (i) Γ1,Γ2 ≥ 0 (entrywise); (ii) [Γ1]f,t =
0, if [A¯]f,t < 0; (iii) [Γ2]f,t = 0, if [A¯]f,t > 0; (iv) Γ1 + Γ2 = λ11F1
′
T ; and (v) Γ1 − Γ2 =∑
n∈N M¯n. Properties (i)-(iii) follow after adding up the result in (7.77) for n = 1, 2, . . . , N .
Property (iv) is readily checked from the definitions of Γ1 and Γ2. Finally, (v) follows since
Γ1 − Γ2 =
N∑
n=1
Ψn =
N∑
n=1
(
n − c(1 + 2|Jn|)A¯
)
=
N∑
n=1
M¯n −
N∑
n=1
P¯n =
N∑
n=1
M¯n (7.78)
where
∑N
n=1 P¯n = 0 (from the identity
∑N
n=1 Pn[k] = 0) is used to obtain the last equality.
The proof is concluded by noticing that properties (i)-(v) along with (7.74)-(7.76) com-
prise the KKT conditions for the following optimization problem
min
{L,Q,A,T}
r(L,Q,A) +
λ∗
2
{‖L‖2F + ‖Q‖2F}+ λ11′FT1T
s. to −T ≤ A ≤ T (entrywise)
where {L¯, Q¯, A¯} and {Γ1,Γ2} play the role of the optimal primal and dual variables, re-
spectively. This last problem is clearly equivalent to (P4). 
Update of the anomaly map in Algorithm 9
As argued in Section 5.3.2, the matrix Lasso problem under [S1] decomposes over the
columns of A := [a1, . . . ,aT ]. Hence, it suffices to focus on the update of a single column,
say at := [a1,t, . . . , aF,t]
′, which boils down to solving [cf. (5.6)]
at[k + 1] = arg min
a
1
2
∥∥∥∥∥∥Ωt
yt − L[k]qt[k]− F∑
f=1
rfaf,t
∥∥∥∥∥∥
2
2
+ λ1
F∑
f=1
|af,t|
 (7.79)
where rf denotes the f -th column of R.
Let n = 0, 1, . . . , denote the (inner) iteration index for the cyclic coordinate descent
algorithm adopted to solve (7.79) [56, p. 92]. For the minimization at step k of the
(outer) BCD iterations in Algorithm 9, the sequence of iterates at[k;n] are initialized as
at[k; 0] := at[k]. At each step n, the scalar coordinates af,t of vector at are updated
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cyclically, by solving sequentially for f = 1, 2, . . . , F
af,t[k;n+ 1] = arg min
a
[
1
2
∥∥∥y˜(−f)t [k;n+ 1]−Ωtrfa∥∥∥2
2
+ λ1|a|
]
(7.80)
y˜
(−f)
t [k;n+ 1] := Ωt
yt − L[k]qt[k]− f−1∑
f ′=1
rf ′af ′,t[k;n+ 1]−
F∑
f ′=f+1
rf ′af ′,t[k;n]
 .
(7.81)
Vector y˜
(−f)
t corresponds to the partial residual error without considering the contribution
of the predictor Ωtrf . The usefulness of a coordinate descent approach stems from the fact
that the coordinate updates (7.80) amount to scalar Lasso-type optimizations. Skipping
details that can be found in, e.g., [56, p. 93], the solutions are thus expressible in the closed
form
af,t[k;n+ 1] = sign(r
′
f y˜
(−f)
t [k;n+ 1])
[|r′f y˜(−f)t [k;n+ 1]| − λ1]+/‖Ωtrf‖2 (7.82)
which is oftentimes referred to as soft-thresholding of the partial residual y˜
(−f)
t . Sep-
arability of the nondifferentiable `1-norm term in (7.79) is sufficient to guarantee the
convergence of (7.82) to a minimizer of (7.79), as n → ∞ [144]. Hence, the update
at[k + 1] := limn→∞[a1,t[k;n], . . . , aF,t[k;n]]′ is well defined, and identical to the one in
(7.79).
The rationale behind the actual anomaly map updates in Algorithm 9 hinges upon
the fact that the solution of (7.79) does not need to be super accurate, since it is just an
intermediate step in the outer loop defined by the BCD solver. In the relaxation pursued
here, the inner iteration is halted after a single step (i.e., when n = 1) to yield an inexact
minimizer of (7.79). In this case, the index n can be dropped and (7.81)-(7.82) simplify to
the sequential updates for f = 1, 2, . . . , F
y˜
(−f)
t [k + 1] := Ωt
yt − L[k]qt[k]− f−1∑
f ′=1
rf ′af ′,t[k + 1]−
F∑
f ′=f+1
rf ′af ′,t[k]

af,t[k + 1] = sign(r
′
f y˜
(−f)
t [k + 1])
[|r′f y˜(−f)t [k + 1]| − λ1]+/‖Ωtrf‖2
as tabulated under Algorithm 9.
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Proof of Lemma 5.1
With L1,L2 ∈ L consider the function
ut(a,L1,L2) :=
1
2
‖Ft(L1)(yt −Rta)‖22 −
1
2
‖Ft(L2)(yt −Rta)‖22 (7.83)
where Ft(L) :=
[
Ωt [IL − LDt(L)] Ωt,
√
λ∗ΩtD′t(L)
]′
, and Dt(L) := (λ∗Iρ + L′ΩtL)−1 L′.
From the convexity of the Lasso problem in (5.12) together with the mean-value theorem
and a5), it can be readily inferred that
ut(at(L2),L1,L2)− ut(at(L1),L1,L2) ≥ c0‖at(L2)− at(L1)‖22 (7.84)
for some positive constant c0. The rest of the proof deals with Lipschitz continuity of
ut(.,L1,L2). For a1 and a2 from a compact set A, consider
2|ut(a1,L1,L2)− ut(a2,L1,L2)| = 2〈R′t
[
F′t(L2)Ft(L2)− F′t(L1)Ft(L1)
]
, (a2 − a1)y′t〉
+
(‖Ft(L1)Rta1‖22 − ‖Ft(L1)Rta2‖22)− (‖Ft(L2)Rta1‖22 − ‖Ft(L2)Rta2‖22) .
(7.85)
Introducing the auxiliary variable ∆a := a2 − a1, the last two summands in (7.85) can be
bounded as
‖Ft(L1)Rta1‖22 − ‖Ft(L1)Rta2‖22 − ‖Ft(L2)Rta1‖22 + ‖Ft(L2)Rta2‖22
=
(‖Ft(L1)Rt∆a‖22 − ‖Ft(L2)Rt∆a‖22)+ 2〈R′t [F′t(L2)Ft(L2)− F′t(L1)Ft(L1)] ,a2∆′a 〉
≤ c1‖Ft(L2)− Ft(L1)‖‖∆a‖22 + c2‖F′t(L2)Ft(L2)− F′t(L1)Ft(L1)‖‖∆a‖2
≤ c3‖Ft(L2)− Ft(L1)‖‖∆a‖2 (7.86)
for some constants c1, c2, c3 > 0, since ‖Ft(L)‖ for L ∈ L, ‖∆a‖2, ‖a2‖2 for a1,a2 ∈ A,
and ‖Rt‖ are all uniformly bounded. The first summand on the right-hand side of (7.85)
is similarly bounded (details omitted here). Next, to establish that Ft(L) is Lipschitz one
can derive the following bound (∆P := L2 − L1)
‖Ft(L2)− Ft(L1)‖ ≤ ‖Ωt [L2Dt(L2)− L1Dt(L1)] Ωt‖+
√
λ∗‖Ωt(D′t(L2)−D′t(L1))‖
≤ ‖L1‖(‖L1‖+
√
λ∗)‖(λ∗Iρ + L′2ΩtL2)−1 − (λ∗Iρ + L′1ΩtL1)−1‖
+ ‖∆P ‖(‖L1‖+ ‖L2‖+
√
λ∗)‖(λ∗Iρ + L′2ΩtL2)−1‖. (7.87)
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Define Gt := ∆
′
PΩtL1 + ∆
′
PΩt∆P + L
′
1Ωt∆P and Ht,i := λ∗Iρ + LiΩtL′i, i = 1, 2, and
consider the following identity
H−1t,1 =
(
Ht,1 + Gt
)−1
+ H−1t,1 Gt
(
Ht,1 + Gt
)−1
The first term in the right-hand of (7.87) is then bounded as follows
‖(λ∗Iρ + L′2ΩtL2)−1 − (λ∗Iρ + L′1ΩtL1)−1‖ = ‖
(
Ht,1 + Gt
)−1 −H−1t,1 ‖
≤ ‖H−1t,1 ‖‖Gt‖‖
(
Ht,1 + Gt
)−1‖ ≤ ( 1
λ∗
)2
‖Gt‖ ≤ c4‖∆P ‖. (7.88)
Putting the pieces together Ft(.) is found to be Lipschitz and subsequently (7.85) is bounded
by a constant factor of ‖∆L‖‖∆a‖2. Substituting a1 = at(L1) and a2 = at(L2) along with
the bound in (7.84) yields the desired result ‖at(L2)−at(L1)‖2 ≤ c5‖L2−L1‖. Furthermore,
from the relationship qt = Dt(L)Ωt(yt−Rtat), Lipschitz continuity of qt(L) readily follows.
Moreover, gt(L,q[t],a[t]) is a quadratic function on a compact set, and thus clearly
Lipschitz continuous. To prove Lipschitz continuity of `t(L), recall the definition
{qt(L),at(L)} = arg min{q,a} gt(L,q,a) to obtain after some algebra
`t(L2)− `t(L1) = 1
2
‖PΩt(L2qt(L2) + Rtat(L2))‖22 − ‖PΩt(L1qt(L1) + Rtat(L1))‖22
− 〈PΩt(yt),L2qt(L2) + Rtat(L2)− L1qt(L1)−Rtat(L1)〉
+
λ∗
2
(‖qt(L2)‖22 − ‖qt(L1)‖22)+ λ1(‖at(L2)‖1 − ‖at(L1)‖1). (7.89)
The first term in the right-hand side of (7.89) is bounded as
‖PΩt(L2qt(L2) + Rtat(L2))‖22 − ‖PΩt(L1qt(L1) + Rtat(L1))‖22 ≤(‖PΩt(L2qt(L2)− L1qt(L1))‖2 + ‖PΩt(Rtat(L2)−Rtat(L1))‖2)
× (‖PΩt(L2qt(L2) + Rtat(L2))‖2 + ‖PΩt(L1qt(L1) + Rtat(L1))‖2)
≤ c6
(‖L2 − L1‖‖qt(L2)‖2 + ‖L1‖‖qt(L2)− qt(L1)‖2 + ‖Rt‖‖at(L2)− at(L1)‖2) (7.90)
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for some constant c6 > 0. The second one is bounded as
〈PΩt(yt),L2qt(L2) + Rtat(L2)− L1qt(L1)−Rtat(L1)〉
≤ ‖PΩt(yt)‖2
(‖PΩt(L2qt(L2)− L1qt(L1))‖2 + ‖PΩt(Rtat(L2)−Rtat(L1))‖2)
≤ ‖PΩt(yt)‖2
(‖L2 − L1‖‖qt(L2)‖2 + ‖L1‖‖qt(L2)− qt(L1)‖2 + ‖Rt‖‖at(L2)− at(L1)‖2).
(7.91)
Finally, one can bound the third term in (7.89) as
λ∗
2
(‖qt(L2)‖22 − ‖qt(L1)‖22)+ λ1(‖at(L2)‖1 − ‖at(L1)‖1) ≤
λ∗
2
‖qt(L2)− qt(L1)‖2
(‖qt(L2)‖2 + ‖qt(L1)‖2)+ λ1√F‖at(L2)− at(L1)‖2. (7.92)
Since qt(L) and at(L) are Lipschitz as proved earlier, and L1,L2 ∈ L are uniformly bounded,
the expressions in the right-hand side of (7.90)-(7.92) are upper bounded by a constant factor
of ‖L2 − L1‖, and so is |`t(L2)− `t(L1)| after applying the triangle inequality to (7.89).
Regarding ∇`t(L), notice first that since {qt(L),at(L)} is the unique minimizer of
gt(L,q,a) [cf. a5)], Danskin’s theorem [17, Prop. B.25(a)] implies that ∇`t(L) =
PΩt(yt − Lqt(L) − Rtat(L))q′t(L). In the sequel, the triangle inequality will be used to
split the norm in the right-hand side of
∥∥∇`t(L2)−∇`t(L1)∥∥F = ∥∥PΩt(yt) [qt(L2)− qt(L1)]′ − [PΩt(L2qt(L2))q′t(L2)−
PΩt(L1qt(L1))q′t(L1)]−
[PΩt(Rtat(L2))q′t(L2)− PΩt(Rtat(L1))q′t(L1)] ∥∥F . (7.93)
The first term inside the norm is bounded as
‖PΩt(yt) [qt(L2)− qt(L1)]′ ‖F ≤ ‖PΩt(yt)‖2‖qt(L2)− qt(L1)‖2. (7.94)
After some algebraic manipulations, the second term is also bounded as
‖PΩt(L2qt(L2))q′t(L2)− PΩt(L1qt(L1))q′t(L1)‖F ≤ ‖L2 − L1‖F ‖qt(L2)‖22
+ ‖qt(L2)− qt(L1)‖2
(‖qt(L2)‖2 + ‖qt(L1)‖2)
(7.95)
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and finally one can simply bound the third term as
‖PΩt(Rtat(L2))q′t(L2)− PΩt(Rtat(L1))q′t(L1)‖F ≤ ‖Rt‖
(‖at(L2)− at(L1)‖2‖qt(L1)‖2
+ ‖qt(L2)− qt(L1)‖2‖at(L1)‖2
)
.
(7.96)
Since at(L) and qt(L) are Lipschitz and uniformly bounded, from (7.94)-(7.96) one can
easily deduce that ∇`t(.) is indeed Lipschitz continuous. 
Proof of Lemma 5.2
Exploiting that ∇Cˆt(L[t]) = ∇Cˆt+1(L[t + 1]) = 0L×ρ by algorithmic construction and the
strong convexity assumption on Cˆt [cf. a4)], application of the mean-value theorem readily
yields
Cˆt(L[t+ 1]) ≥ Cˆt(L[t]) + c
2
‖L[t+ 1]− L[t]‖2F
Cˆt+1(L[t]) ≥ Cˆt+1(L[t+ 1]) + c
2
‖L[t+ 1]− L[t]‖2F .
Upon defining the function ht(L) := Cˆt(L)− Cˆt+1(L) one arrives at
c‖L[t+ 1]− L[t]‖2F ≤ ht(L[t+ 1])− ht(L[t]). (7.97)
To complete the proof, it suffices to show that ht is Lipschitz with constant O(1/t), and
upper bound the right-hand side of (7.97) accordingly. Since [cf. (5.17)]
ht(L) =
1
t(t+ 1)
t∑
τ=1
gτ (L,q[τ ],a[τ ])− 1
t+ 1
gt+1(L,q[t+1],a[t+1])+
λ∗
2t(t+ 1)
‖L‖2F (7.98)
and gi(L) is Lipschitz according to Lemma 5.1, it follows that ht is Lipschitz with constant
O(1/t). 
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Proof of Lemma 5.3
The first step of the proof is to show that {Cˆt(L[t])}∞t=1 is a quasi-matringale sequence, and
hence convergent a.s. [71]. Building on the variations of Cˆt(L[t]), one can write
Cˆt+1(L[t+ 1])− Cˆt(L[t]) = Cˆt+1(L[t+ 1])− Cˆt+1(L[t]) + Cˆt+1(L[t])− Cˆt(L[t])
(a)
≤ Cˆt+1(L[t])− Cˆt(L[t])
=
1
t+ 1
[
gt+1(L[t],q[t+ 1],a[t+ 1])− 1
t
t∑
τ=1
gτ (L[τ ],q[τ ],a[τ ])
]
(b)
≤ 1
t+ 1
[
gt+1(L[t],q[t+ 1],a[t+ 1])− 1
t
t∑
τ=1
`τ (L[t])
]
(7.99)
where (a) uses that Cˆt+1(L[t+ 1]) ≤ Cˆt+1(L[t]), and (b) follows from Ct(L[t]) ≤ Cˆt(L[t]).
Collect all past data in Ft = {(Ωτ ,yτ ) : τ ≤ t}, and recall that under a1) the random
processes {Ωt,yt} are i.i.d. over time. Then, the expected variations of the approximate
cost function are bounded as
E
[
Cˆt+1(L[t+ 1])− Cˆt(L[t])|Ft
]
≤ 1
t+ 1
(
E[gt+1(L[t],q[t+ 1],a[t+ 1])|Ft]− 1
t
t∑
τ=1
`τ (L[t])
)
(a)
=
1
t+ 1
(
E[`1(L[t])]− 1
t
t∑
τ=1
`τ (L[t])
)
≤ 1
t+ 1
sup
L[t]∈L
(
E[`1(L[t])]− 1
t
t∑
τ=1
`τ (L[t])
)
(7.100)
where (a) follows from a1). Using the fact that `i(Lt) is Lipschitz from Lemma 5.1, and
uniformly bounded due to a2), Donsker’s Theorem [145, Ch. 19.2] yields
E
[
sup
L[t]
∣∣E[`1(L[t])]− 1
t
t∑
τ=1
`τ (L[t])
∣∣] = O(1/√t). (7.101)
From (7.100) and (7.101) the expected non-negative variations can be readily bounded as
E
[
E
[
Cˆt+1(L[t+ 1])− Cˆt(L[t])|Ft
]
+
]
= O(1/t3/2) (7.102)
and consequently
∞∑
t=1
E
[
E
[
Cˆt+1(L[t+ 1])− Cˆt(L[t])|Ft
]
+
]
<∞ (7.103)
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which indeed proves that {Cˆt(L[t])}∞t=1 is a quasi-martingale sequence.
To prove the second part, define first Ut(L[t]) := Ct(L[t]) − λ∗2t ‖L[t]‖2F and Uˆt(L[t]) :=
Cˆt(L[t]) − λ∗2t ‖L[t]‖2F for which Ut(L[t]) − Uˆt(L[t]) = Ct(L[t]) − Cˆt(L[t]) holds. Following
similar arguments as with Cˆt(L[t]), one can show that (7.103) holds for Uˆt(L[t]) as well. It
is also useful to expand the variations
Uˆt+1(L[t+ 1])− Uˆt(L[t]) = Uˆt+1(L[t+ 1])− Uˆt+1(L[t])
+
`t+1(L[t])− Ut(L[t])
t+ 1
+
Ut(L[t])− Uˆt(L[t])
t+ 1
and bound their expectation conditioned on Ft, to arrive at
Ut(L[t])− Uˆt(L[t])
t+ 1
≤
∣∣∣E [Uˆt+1(L[t+ 1])− Uˆt+1(L[t])|Ft]∣∣∣+ ∣∣∣E [Uˆt+1(L[t+ 1])− Uˆt(L[t])|Ft]∣∣∣
+
1
t+ 1
∣∣∣∣∣E[`1(L[t])]− 1t
t∑
τ=1
`τ (L[t])
∣∣∣∣∣ . (7.104)
Focusing on the right-hand side of (7.104), the second and third terms are both O(1/t3/2)
since counterparts of (7.101) and (7.102) also hold for Uˆt(L[t]). With regards to the first
term, using the fact that Cˆt+1(L[t + 1]) < Cˆt+1(L[t]), from Lemma 5.1 and a4), it follows
that Uˆt+1(L[t+ 1])− Uˆt+1(L[t]) = o(1/t). All in all,
∞∑
t=1
Uˆt(L[t])− Ut(L[t])
t+ 1
<∞ a.s. (7.105)
Defining dt(L[t]) := Uˆt(L[t]) − Ut(L[t]), due to Lipschitz continuity of `t and gt (cf.
Lemma 5.1), and uniform boundedness of {Lt}∞t=1 [cf a3)], invoking Lemma 5.2 one
can establish that dt+1(L[t + 1]) − dt(L[t]) = O(1/t). Hence, Dirichlet’s theorem [122]
applied to the sum (7.105) asserts that limt→∞ dt(L[t]) = 0 a.s., and consequently
limt→∞(Cˆt(L[t])− Ct(L[t])) = 0 a.s. 
