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ON THE DISTRIBUTION OF αpγ + β MODULO ONE
ALEXANDER DUNN
Abstract. Let ‖ · ‖ denote the minimum distance to an integer. For 0 < γ < 1,
θ > 0 and (α, β) ∈ R \ {0} × R we study when
‖αpγ + β‖ < p−θ,
holds for infinitely many primes p of a special type. In particular, we consider
when this inequality holds for primes p such that p + 2 has few prime factors
counted with multiplicity. This is done using an exponential sum estimate of the
author and the linear sieve of Iwaniec with bilinear error term. This is related to
recent work of Tolev, Todorova, Mato¨maki and Cai.
1. Introduction
The distribution of the sequence {αp} modulo one where α is irrational and p runs
through the set of prime numbers has a strong history dating back to Vinogradov.
Let ‖x‖ = minn∈Z |x− n| and {x} denote the fractional part of x. For α irrational,
β ∈ R and 0 < θ < 1/5, Vinogradov in 1947 [18] proved his celebrated result that
there are infinitely many primes p such that
‖αp+ β‖ < p−θ. (1)
This was recently strengthened to the exponent range θ < 1/3 in a landmark paper
of Matoma¨ki in 2009 [14].
Diophantine approximation problems of the above type have been connected to
sieve theory. Recently in 2007, Todorova and Tolev [17] studied the distribution of
{αp} for primes of a special type. Let Pr denote the set of positive integers that
have at most r prime factors counted with multiplicity. For any 0 < θ ≤ 1/100, it
was proved in [17] that (1) holds for infinitely many primes p such that p+ 2 ∈ P4.
Matoma¨ki improved the result to p + 2 ∈ P2 in 2009 for any θ < 1/1000 [13]. This
improvement is in part due to the application of sieve weights similar to those used
in Chen’s famous 1973 paper [7] related to the Goldbach conjecture, and second in
part due to a Bombieri–Vinogradov type estimate for linear exponential sums.
Studying the above distribution problems in the cases where the exponent of the
prime is not an integer are also important. The well-known H-conjecture asserts that
there are infinitely many primes of the form n2 + 1 [9]. This is indeed equivalent to
{√p} < p−1/2, (2)
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for infinitely many primes p. Balog and Harman independently obtained the expo-
nent −1/4 + ε for the right hand side of (2), see [5] and [10] respectively. In the
spirit of [5, 10], Baier subsequently obtained asymptotic formulae for the number of
primes on an interval satisfying
{pγ − β} < δ,
for 0 < γ < 1 and for a range of δ depending on a fractional power of p, see [2, 3, 4].
Similar to the linear case, Cai in [6] has initiated the study of the distribution
{√p} modulo one for primes p such that p + 2 ∈ P4. In particular he proves the
following result using a delicate sieve technique and mean value estimates for the
von Mangoldt function.
Theorem 1. [6] The inequality
{√p} < p−1/15.5
holds for infinitely many primes p such that p+ 2 ∈ P4.
The purpose of this paper is to extend this type of study to the wider range
0 < γ < 1. We prove the following result.
Theorem 2. Suppose α ∈ R \ {0} , β ∈ R and 0 < γ < 1 are fixed. If θ < γ/10,
then there are infinitely many primes p such that
‖αpγ + β‖ < p−θ and p+ 2 ∈ P3. (3)
The main utility of Theorem 2 is the allowance to take r = 3 for all exponents
0 < γ < 1 simultaneously. Despite the uniform control we have over the number of
prime factors of p + 2, we still lament that θ → 0+ as γ → 0+. However, we can
take θ < 1/20 for 1/2 ≤ γ < 1.
2. Preliminaries and auxiliary results
In what follows, let e(x) := exp(2πix), n ∼ N , n ∈ [N, 2N ] ∩ Z and τ(n) be the
divisor function. The proof of Theorem 2 will rely on estimates of the following
weighted exponential sum. For N,K, d, c ∈ N and 0 < γ < 1, let
S
(
N,K,D, γ
)
:=
∑
d≤D
λ(d)
∑
0<|k|≤K
∑
n∼N
n≡c (mod d)
bne
(
αknγ
)
, (4)
where
bn :=
{
1 for n prime
0 otherwise,
and λ is any well-factorable function of level D. The well-factorable hypothesis for λ
will be needed to eventually to access a Theorem of Bombieri–Friendlander–Iwaniec
for primes in arithmetic progressions [1]. This will be crucial for optimising the level
of distribution in the linear sieve we use employ, and ultimately for achieving r = 3
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in Theorem 2. In fact, Lemma 1 which deals with the estimation of (4), will only
use |λ(d)| ≤ 1. Swapping the order of summation in (4) we obtain
S
(
N,K,D, γ
)
:=
∑
0<|k|≤K
∑
n∼N
ane
(
αknγ
)
, (5)
where
an :=


∑
d|(n−c)
d≤D
λ(d) for n prime
0 otherwise.
Note that
|an| ≤
∑
d|(n−c)
λ(d)≪ τ(n− c)≪ε nε. (6)
This good behaviour of (an) in the ℓ
2 sense will also be crucial in optimising the
level of distribution in the sieve we use, and will become apparent in the proof of
Lemma 1.
Lemma 1. Fix α ∈ R \ {0}, 0 < γ < 1 and ε > 0. Then
S(N,K,D, γ)≪ K2N1−γ/5+ε. (7)
Remark. The implied constants in (7) depend on α, γ and ε. The most salient
feature of (7) is that the right hand side is independent of D. Also, the exponent
of K is a non-issue as K = o(N θ+ε), and we can take 0 < θ < γ/10− ε.
The idea behind the proof of Lemma 1 is elementary. The inner sum of S(N,K,D, γ)
in (5) over the interval [N, 2N ] is partitioned into sums over shorter intervals of
length M = o(N). On each short interval, the argument of the exponential is ap-
proximated linearly. On pairwise distinct short intervals we obtain a spacing in the
coefficients in the exponential argument. This leads to a natural application of the
large sieve inequality [15].
Proof of Lemma 1. Let M > 0 be a parameter chosen later. We write the inner
sum S(N,K,D, γ) over the [N/M ] + 1 shorter intervals Ij :=
[
bj , bj+1
)
where
bj := N + (j − 1)M, j = 1, . . . , [N/M ] + 1.
The set ∪jIj \ [N, 2N ] contributes at most an extra O(KM) term to S(N,K,D, γ),
which will be negligible in our final estimate (7). For each j = 1, . . . , [N/M ] + 1
and |k| = 1, . . . , K, we take a linear approximation of fk(n) := αknγ on Ij centred
around bj ∈ Ij . For each j we have the following equality for some 0 < µj < 1,
fk
(
bj + x
)
= gj,k(x) + x
2 f
(2)
k (bj + µjx)
2!
(8)
gj,k(x) := fk(bj) + xf
′
k(bj) = αkb
γ
j +
αkγ
b1−γj
x. (9)
Since 0 ≤ x ≤ M , by (8) and (9)
f ′k(bj + x)− g′j,k(x)≪
|k|M
N2−γ
. (10)
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Via partial summation and (10),∣∣∣∣∑
n∈Ij
ane
(
αknγ
)∣∣∣∣ =
∣∣∣∣
M−1∑
x=0
e
(
fk(bj + x)− gj,k(x)
)(
abj+xe
(
gj,k(x)
))∣∣∣∣
≪
∣∣∣∣
M−1∑
x=0
abj+xe
(
gj,k(x)
)∣∣∣∣+ |k|M3N2−γ−ε
=
∣∣∣∣∑
n∈Ij
ane
(
f ′k(bj)n
)∣∣∣∣ + |k|M3N2−γ−ε
We now sum over j and k. Applying the triangle and Cauchy–Schwarz inequalities
we obtain∣∣S(N,K,D, γ)∣∣≪∑
j
∑
0<|k|≤K
∣∣∣∣∑
n∈Ij
ane
(
f ′k(bj)n
)∣∣∣∣ + K2M2N1−γ−ε
≪ K1/2
(
N
M
)1/2( ∑
0<|k|≤K
∑
j
∣∣∣∣∑
n∈Ij
ane
(
f ′k(bj)n
)∣∣∣∣
2)1/2
+
K2M2
N1−γ−ε
.
(11)
For j 6= l and all sufficiently large N ,
|f ′k(bj)− f ′k(bl)| ≫
|k|M
N2−γ
.
Applying the large sieve inequality [15] and (6) to the middle sum in (11) we obtain
S(N,K,D, γ)≪ K1/2
(
N
M
)1/2( ∑
0<|k|≤K
(
M +
N2−γ
kM
)
MN2ε
)1/2
+
K2M2
N1−γ−ε
≪ε KM1/2N1/2+ε + K
1/2N3/2−γ/2+ε
M1/2
+
K2M2
N1−γ−ε
.
If we choose M ≍ N1−3γ/5, then the bound becomes
S(N,K,D, γ)≪ K2N1−γ/5+ε.

Remark. Summing dyadically over O(logN) intervals in the inner sum and em-
ploying the triangle inequality we obtain∣∣∣∣ ∑
0<|k|≤K
∑
1≤n≤N
ane
(
αknγ
)∣∣∣∣≪ε K2N1−γ/5+ε
for any ε > 0 (larger than the ε used above).
The strategy is to now use the linear sieve of Iwaniec with bilinear error term
to prove Theorem 2, and we follow the approach in [13]. However, we make use
of Lemma 1 in tandem with a Theorem of Bombieri–Friedlander–Iwaniec [1] in
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optimising the level of distribution. First, let χ(t) be a smooth periodic function
with period 1 such that
χ(t) :=
{
∈ (0, 1) if− δ < t < δ
0 δ ≤ t ≤ 1− δ.
We easily see that χ has the Fourier series expansion
χ(t) = δ +
∑
|k|>0
gke
(
kt
)
, (12)
where the Fourier coefficients satisfy
gk ≪ δ and
∑
|k|>K
gk <
1
K
for K ≥ δ−1( log δ)C , (13)
for some C > 0. Let B := (bn)n≤N , where
bn =
{
χ
(
α(n− 2)γ + β) for n− 2 ∈ P
0 otherwise.
For small r we wish to know whether the sequence is supported on infinitely many
elements of Pr. For this we will use sieve methods. Standard sieve notation will be
employed. Let F := (fn) a sequence of non-negative numbers, Fd := (fdn)dn≤N and
|F| :=
∑
n≤N
fn and |Fd| :=
∑
dn≤N
fdn.
Consider the sieving function
S(F , z) :=
∑
n∈F
(n,P (z))=1
fn,
where
P (z) =
∏
p<z
p.
Also let
V (z) :=
∏
p≤z
(
1− g(p)),
where g : N→ R is a multipicative function supported on square free integers, such
that 0 ≤ g(d) < 1 and
|Fd| = g(d)|F|+ rd,
for some remainders rd sufficiently small.
Lemma 2. [11, 9] Let 2 ≤ z ≤ D1/2, s := logD/ log z and 0 < ε < 1/3. Assume
there is an absolute constant K > 1 such that
V (z2)
V (z1)
≤ log z2
log z1
(
1 +
K
log z1
)
,
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for all z2 ≥ z1 ≥ 2. Then for functions F (s) and f(s) defined by
F (s) =
2eγ
s
, 0 < s ≤ 3,
f(s) =
2eγ log(s− 1)
s
, 2 ≤ s ≤ 4,
we have
S(F , z) ≥ XV (z)
(
f(s) +O(ε)
)
−
∑
l<L
∑
d|P (z)
λ−l (d)r(F , d),
S(F , z) ≤ XV (z)
(
F (s) +O(ε)
)
+
∑
l<L
∑
d|P (z)
λ+l (d)r(F , d),
where the λ±l are bounded well-factorable functions of level D and L = Oε(1).
3. Proof of the theorem
Proof of Theorem 2. We follow [13]. Let δ := N−θ. The sum we are ultimately
interested in estimating is
H(N) :=
∑
p≤N
(p+2,P (z))=1
‖αpγ+β‖<δ
1.
Since
χ(t) ≤ 1(‖t‖ ≤ δ),
we obtain
H(N) ≥
∑
p≤N
(p+2,P (z))=1
χ(αpγ + β).
Applying a lower bound sieve to B we obtain
H(N) ≥
∑
p≤N
χ(αpγ + β)
∑
d|(p+2,P (z))
d≤D
λ(d),
where λ is well-factorable. Swapping the order of summation we have
H(N) ≥
∑
d≤D
d|P (z)
λ(d)
∑
p≤N
p≡−2 (mod d)
χ(αpγ + β). (14)
Suppose d is square-free and 2 | d, then Bd = r(B, d) ≤ 1 since nd − 2 /∈ P. When
2 ∤ d we appeal to the Fourier series expansion in (12) to show that the hypotheses
in Lemma 2 hold for some ω and r. Setting K := δ−1(log δ)C with C to be chosen
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later, the right hand side of (14) becomes∑
d≤D
λ(d)|Bd| =
∑
d≤D
λ(d)
∑
p≤N
p≡−2 (mod d)
χ
(
αpγ + β
)
=
∑
d≤D
λ(d)
∑
p≤N
p≡−2 (mod d)
δ
(
1 +
∑
0<|k|≤K
g˜ke
(
αkpγ
))
+O
(
N logD
K
)
=
∑
d≤D
λ(d)δ
(
li(N)
φ(d)
+Rd + Ed +O
(
N logD
(logN)C
))
,
where g˜k ≪ 1 and
Rd :=
∑
p≤N
p≡−2 (mod d)
1− li(N)
φ(d)
Ed :=
∑
p≤N
p≡−2 (mod d)
∑
0<|k|≤K
g˜ke
(
αkpγ
)
. (15)
By Theorem 10 of [1], for any A > 0 we have∑
d≤N4/7−ε
λ(d)Rd ≪A N
(logN)A
.
Applying Lemma 1 with K < Nγ/10−ε we see that∣∣∑
d≤D
λ(d)Ed
∣∣≪ N/(logN)A.
Thus we may apply linear lower bound sieve in Lemma 2 with level D := N4/7−ε,
X = δli(N),
ω(d) =
{
0 if 2 | d
d/φ(d) otherwise
and z2.01 := D. (This corresponds to s = 2.01 in Lemma 2). We can conclude
S(B, z)≫ δN
(logN)2
,
for all sufficiently large N . .
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