A new finite difference scheme based on the method of characteristics is presented for convection-diffusion problems. The scheme is of single-step and second order in time, and the matrix of the derived system of linear equations is symmetric. Since it is a finite difference scheme, we can get rid of numerical integration which may cause some instability in the characteristics finite element method. An optimal error estimate is proved in the framework of the discrete L 2 -theory. Numerical results are shown to recognize the convergence order and advantages of the scheme.
INTRODUCTION
Convection-diffusion equation describes phenomena including both convection and diffusion effects, and appears in various fields of natural sciences, e.g., heat transfer, weather prediction and atmospheric radioactivity propagation. It may also be treated as a simplified model of the system of the Navier-Stokes equations, which are representative equations in fluid dynamics. Although the convection-diffusion equation is linear, numerical difficulty caused by convection effect is still remained. Nowadays, to deal with convectiondominant problems several upwind type ideas have been developed for flow *Corresponding author. tabata@wasda.jp Development and L 2 -Analysis of a Single-Step Characteristics Finite Difference Scheme of Second Order in Time for Convection-Diffusion Problems problems, e.g., upwind methods [2, 8, 9, 19, 23] , characteristics (-based) methods [1, [5] [6] [7] [11] [12] [13] [14] [15] [16] and so on. We focus on the approximation based on the method of characteristics. The idea of the method is to consider the trajectory of the fluid particle and discretize the material derivative term along the trajectory. The method has such a common advantage that the resulting matrix is symmetric, which is especially useful when we employ implicit schemes for the benefit of a good stability. The characteristics finite element method of first order in time has been well studied in [5, 11, 12] . As for the scheme of second order in time, a multi-step scheme has been considered in [6] while a single-step scheme has been developed in [15] , where they have pointed out that the conventional CrankNicolson method is not sufficient and that an additional correction term is indispensable in order to obtain a real second order scheme. In this paper we apply their idea to the finite difference method, and present a new characteristics scheme with a proper additional correction term for convectiondiffusion problems in 2D.
In general, the finite difference method has less flexibility in the shape of domains to be applied than the finite element method. The reason why we consider the finite difference method nevertheless is that it requires no numerical integration in the execution. Every characteristics scheme includes composite function terms. When we employ the finite element method, some numerical integration procedure is often required to compute the integration of the composite functions, since they are not polynomials in each element. In the papers [20, 21] they have remarked that much attention should be paid to the numerical integration, because a rough numerical integration formula may yield oscillating results caused by the non-smoothness of the composite function. In order to overcome such a problem a characteristics finite element scheme without numerical integration has been presented in [14] , where a masslumping technique is used to P1 (piecewise linear) element and L 2 -theory is applied to establish the convergence. For the application to flow problems and higher order elements, L 2 -analysis is preferable. The present scheme naturally requires no numerical integration as it is finite difference one, and it is analyzed by the discrete L 2 -theory.
The scheme has such advantages that this is of second order in time and the resulting matrix is symmetric and positive definite. The extension to 3D problems is straightforward with the expense of a little complicated notation. The stability and convergence theorems are proved in the framework of the discrete L 2 -theory. The convergence order and low computation cost of the scheme are observed by numerical results. The partial derivative ∂φ/∂x i of a function φ is simply denoted by ∂ i φ. We often consider a continuous function in Ω − . as a function defined on lattice points in Ω − . . δ ij (i, j = 1,2) is the Kronecker delta, and » α ϵ {» + α} for α ∈[0, 1]. The abbreviations LHS and RHS mean left-and right-hand sides, respectively.
A CHARACTERISTICS FINITE DIFFERENCE SCHEME OF SECOND ORDER IN TIME
Let Ω ʚ» 2 be a bounded domain, Γ ϵ ∂Ω be the boundary of Ω and T be a positive constant. We consider an initial boundary value problem; find φ:
where ν is a positive constant less than a fixed ν 0 > 0, and u : Ω × (0, T ) → » 2 , f : Ω × (0, T) → » and φ 0 : Ω → » are given functions.
To begin with, we summarize conditions to be imposed on the functions u, φ 0 , f and φ. Each condition is referred to simply by, e.g., [H 0,1 (u)] in place of Hypothesis 1 [H 0,1 (u)].
. For the sake of simplicity we consider a rectangle domain Ω = (0, L 1 ) × (0, L 2 ) for positive numbers L 1 and L 2 . For i = 1 and 2 let N i be a positive integer and h i ϵ L i /N i be the mesh size of x i -direction. We assume h 1 = h 2 ϵ h to simplify the notation. We set lattice points x i,j ϵ (ih, jh) T for i and j ∈ » U » 1/2 , where the superscript "T" means the transposition.
Let ∆t be a time increment and N T ϵ [T/∆t] be a total step number, where [α] is the greatest integer that is less than or equal to α ∈ ». We set t n ϵ n∆t for n ∈» U » 1/2 , and φ n ϵ φ (·, t n ) for any function φ defined in Ω × (0, T). Let and be constants defined by where, for a vector a ∈» 2 ,  a  ∞ ϵ max{  a i  ; i = 1, 2} and . Before the presentation of the scheme we summarize conditions on ∆t.
Hypothesis 5 (∆t)
. Let C 1 be any positive constant independent of h and ∆t. Let X : (0,T) → » 2 be a solution of the ordinary differential equation
Remark 1. (i)
,
(0,0) and V 0h ϵ V 0h (0,0) . The space V h0 includes the essential boundary condition (1b).
For
we define a bilinear interpolation
:
(ii) We note that, for and
A characteristics finite difference scheme of second order in time for (1) is to find such that, for n = 1, … , N T ,
where 
and a seminorm are similarly defined. We define the norm for by
and be given. Let ʚ V h0 be the solution of scheme (6) . Then, there exists a positive constant independent of ν, h and ∆t, such that , independent of ν, h and ∆t, such that c c u T 
Corollary 3. RHS of (9) can be replaced by . (7)- (9) hold uniformly in ν even when ν tends to 0.
Remark 5. Theorems 1 and 2 and Corollary 1 ensure that the estimates

Remark 6. Since the relation [H wCFL (∆t)] is assumed, RHS of (9) can be written as
, and h ↓ 0 in (10) is equivalent to the condition that h and ∆t ↓ 0 under that relation.
Throughout the paper, we use c with or without subscript to denote the generic positive constant independent of h and ∆t, which may take different values at different places, e.g., c(A) means a constant depending on A. We prepare positive constants, and sometimes add " ′ (prime)" to the constants, e.g., c′ 0 .
PROOF OF THEOREM 1
For a vector w ∈» 2 , a mesh size h and a time increment ∆t we define a "proportional weight" of the w-upwind point of a lattice point x i, j with respect to a lattice point x l,m by (11) whose properties are summarized in Lemma A.1 of Appendix A.1. 
LHS of 12a
, Combining (16) with (14), we get (12a) for .
In the next lemma we present discrete formulae of integration by parts. The proofs are omitted, as they are not difficult. Lemma 2 (summation by parts). For ν h and w h ∈V h0 we have
c N U C 
, , .
It is obvious that (20) Combining the inequalities (19) and (20) with (18), we have
Applying the discrete Gronwall inequality (cf. [22] ) to (21) with a proper δ 0 , we get (7). Proof of Corollary 1. Since φ h is nothing but the solution of scheme (6) 
, . We evaluate scheme (4) at a point .
Let φ be the solution of (1), be the solution of (4) and be a function set defined by (22) From (4) and the fact that we have, for n = 1,…,N T , where M f satisfies
, . 
which implies (25a) with the first inequality of (25b).
Now we prove the second inequality of (25b). At first we prepare an estimate more precise than (26). From (A.3c) and the relation we have Since any sequence of Riemann sums converges to there exists a constant such that, for any .
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Proof of Theorem 2. Let be functions defined by (22) , (24a) and (24b), respectively. Then, (23) implies that is the solution of scheme (6) where is a (small) number, φ δ is a mollification of φ [4] , is the solution of scheme (6) with
There exists a δ 1 > 0, independent of h, such that, for δ ≤ δ 1 ,
LHS of 9 2 2 2 2 2 2
Let us consider
Since φ h is the solution of scheme (6) 
from Theorem 2 (error estimate) and [H wCFL (∆t)]. Combining (30) with (29), we obtain which implies (10) . Proof of Corollary 3. Since (28) can be replaced by in virtue of Lemmas 3 and 4 in the proof of Theorem 2, we obtain the result. , , , . ,
NUMERICAL RESULTS
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The initial function φ 0 is given so that the exact solution is , , . while it costs much more to find an element where X 2 n (x) belongs in unstructured meshes.
Here we compare the present scheme with other implicit finite difference (FD) and finite element (FE) schemes. First, we roughly summarize features of the numerical schemes, which are classified into three types, characteristics FD, characteristics FE and others, cf. Table 1 . In general, the convection term causes non-symmetric matrices and a solver for the non-symmetric sparse systems of linear equations is employed. The idea of the method of characteristics, however, makes schemes symmetric. Therefore, matrices of characteristics FD and characteristics FE are symmetric and the advantage reduces the computation cost of solving the system of linear equations. In the case of characteristics FE we need to compute integrals of the composite functions of the form (34) where and ψ h are FE functions. Since the composite function is not smooth enough, it is difficult to exactly compute the integral (34). Hence, for the integration we usually employ a quadrature formula.
Five schemes are picked up from the groups of schemes in Table 1 , characteristics FE (C-FE) [12] , central FD (FD1), P1-Galerkin FE (FE1), upwind FD (FD2) [18] and P1-SUPG-FE (FE2) schemes; [23, eq. (15) ]. For C-FE a quadrature formula of degree two is employed. Example 1 with ν = 10 -3 is solved by the six schemes including the present one. We use square meshes with N 1 = N 2 = 64, 128, 256 and 512, and set ∆t = 10h. For the symmetric and non-symmetric matrices we employ CG (conjugate gradient) and CR (conjugate residual) methods (cf. [3, 17] ), respectively. D-ILU preconditioner (cf. [3] ) is applied for both solvers. The error for FE schemes is defined by where φ h and φ are the P1-FE and the exact solutions, respectively, and Π h P1 is the P1-interpolation operator. The left of Fig. 2 shows a comparison of computation times, where DOF means "degrees of freedom". We can observe that for every scheme each value of h = 1/512, 1/256 and 1/128 is roughly 10 times larger than that of h = 1/256, 1/128 and 1/64, respectively, that the values of FE2 are the largest, and that values of C-FD are the smallest. Since main part of the computation time is spent in solving the system of linear equations, the symmetric positive definite
matrices of C-FE and C-FD reduce considerably the computation cost (memory and time). As the graphs only show the total computation times, we add some detail of the contents. While the computation time of C-FE for solving the system of linear equations is shorter (about 0.6) than that of FE1 and FE2, C-FE requires the additional computation of the integrals (34), which yields computation times nearly equivalent to FE1. On the other hand, C-FD needs few time for the computation of the value This is the reason why the computation time of C-FD is the shortest of the six schemes. The present scheme has not only a property of second order accuracy in time but also a significant advantage of the low computation cost. Finally, we show a comparison of errors in the right of Fig. 2 , which exhibits error versus h in logarithmic scale. Under the relation ∆t = 10h, all schemes are of first order in h. The order h can be observed in the figure. For each fixed h the error of C-FD is the smallest of the six schemes. The error of C-FE is the smallest of the three FE schemes except the case h = 1/64. Since the results of FE1, FE2 and FD1 are approximately same, they are not distinguished in the graph.
The computation was performed on an Intel Xeon processor X5690 (3.46 GHz). 
CONCLUSIONS
We have presented a new characteristics finite difference scheme for convection-diffusion problems, which is of second order in ∆t and symmetric, and have analyzed it in the framework of the discrete L 2 -theory. The finite difference scheme corresponds to the characteristics finite element scheme of second order in time in [15] . In the case of characteristics finite element methods we need to pay attention to numerical integration of composite functions. However, in the case of characteristics finite difference methods we do not need it. For scheme (4) we have proved that the scheme is stable and convergent in the discrete L 2 -norm under the condition U 0 ∆t ≤ ch, and that the convergence order is O(∆t 2 + h). The convergence order and the rather low computation cost have been recognized in the numerical results. It is possible to extend the present scheme to a higher order one with respect to h. It will be shown in a forthcoming paper [10] . Proof. We prove only (A.3c) as proofs of (A.3a) and (A.3b) are easy. From (A.3b) and the Schwarz inequality we have which implies (A.3c).
A.3. Estimates of the Truncation Error
Here we evaluate each term R i (i = 1, … ,8) of the truncation error R Ꮽ in (24c)-(24j). In the following Lemmas A.5-A.12 we prove only inequalities corresponding to the first one of (27b). The remaining proofs are similar to that of Lemma 3. The lemmas are used in Lemma 4. 
