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El presente proyecto de suficiencia profesional tiene como objetivo en implementar una 
infraestructura hiperconvergente, a ocurrido diversos inconvenientes como la numerosa cantidad 
de servidores físicos en el parque informático, el mantenimiento y gastos operativos para el 
centro de datos. 
El proyecto de implementación permite lograr una solución de virtualización hiperconvergente 
con VMware para la alta disponibilidad en una Entidad Pública. 
El método metodológico que se realizo es con la misma marca Dell DTP2M, que es el método 
PMBOK de la 5ta edición, desarrollado en 4 fases que son; inicio, planificación, ejecución y 
control y cierre. 
Para la Entidad Publica con la solución de la infraestructura hiperconvergente con VMware se 
logró reducir el parque informático, alta disponibilidad de los servicios y la reducción de los 
gastos operativos. 
Con la herramienta de virtualización de servidores es una solución escalable en tiempo y 
viabilidad, logrando satisfacer la necesidad de la Entidad Pública. 
 





The present project of professional sufficiency has as objective to implement a hyperconverged 
infrastructure, to occurred diverse inconveniences as the numerous quantity of physical servers 
in the computer park, the maintenance and operative expenses for the data center. 
The implementation project allows to achieve a hyperconverged virtualization solution with 
VMware for high availability in a Public Entity. 
The methodological method that was carried out is with the same Dell DTP2M brand, which is 
the PMBOK method of the 5th edition, developed in 4 phases which are; initiation, planning, 
execution and control and closure. 
For the Public Entity with the solution of the hyperconverged infrastructure with VMware it was 
possible to reduce the computer park, high availability of services and reduction of operating 
expenses. 
With the server virtualization tool, it is a scalable solution in time and viability, meeting the 
needs of the Public Entity. 
 





 El presente proyecto propone la implementación de una solución de virtualización 
hiperconvergente con VMware para una alta disponibilidad en una entidad pública. En esta 
entidad pública presenta problemas de disponibilidad en los servicios informáticos, por la 
diversidad de servidores de diferentes marcas de una estructura tradicional, que a su vez genera 
altos costos de operación y una compleja administración. 
 Se realizará la implementación de virtualización hiperconvergente con VMware que 
permitirá estandarizar con una sola marca en los servidores para administración ágil y flexible 
con la marca Dell.  
 Con la migración de los equipos físicos a máquinas virtuales se logra la reducción de 
costos como el mantenimiento, consumo eléctrico, espacio físico y personal que administre la 
plataforma centralizada. Como consecuencias a estas reducciones se obtendrá ahorros para la 
Entidad Pública que buscan la optimización los recursos, incluso incrementando los niveles de 
los servicios de las tecnologías de la información existentes. 
En el Capítulo 1 se presenta la descripción del problema, formulación del problema, descripción 
de los objetivos y específicos, alcances, limitaciones y justificación. 
En el Capítulo 2 se presenta el Fundamento Teórico, Estado del Arte, Base Teórica, Marco 
Conceptual y Marco Metodológico, definiendo el metodológico por la marca Dell con el 
Desarrollo del PMBOK de la 5ta edición. 
En el Capítulo 3 se desarrolló en cuatro fases abocado al Marco Metodológico que corresponde 
del capítulo 2, punto 2.3.  
En el Capítulo 4 se muestra los resultados de cada uno de los objetivos específicos, en reducción 




1. CAPÍTULO I 
ASPECTOS GENERALES 
1.1. Definición del Problema 
1.1.1. Descripción del Problema 
 En la actualidad el Centro de la Entidad Publica no dispone de una solución tecnológica 
de alta disponibilidad y tolerancia a fallos dentro de su Centro de Datos que garantice la 
continuidad del modelo de negocio que brinda a sus usuarios. Esta situación se viene 
presentando frecuentemente durante los últimos 3 años debido al mal funcionamiento de su 
equipamiento tecnológico provocando interrupciones en el servicio y/o la pérdida de información 
total o parcial.  
 La diversidad de marcas que conforman el equipamiento dentro del Centro de Datos 
superan los nueve años de funcionamiento ininterrumpido, por lo que a la fecha se encuentra en 
un estado de desfase tecnológico que no puede ser coberturado por algún tipo de garantía, ni 
tampoco existe soporte o reemplazo de sus componentes lo cual genera un riesgo inminente de 
perdida de información y tampoco permite garantizar la continuidad del servicio. 
 Dada la antigüedad de la solución que conforma el Centro de Datos, se presentan 
elevados costos de mantenimiento y una mala gestión del Centro de Datos, que finalmente 
impacta directa e indirectamente en consumos elevado de energía eléctrica, frecuentes 
mantenimientos correctivos no programados, consumos de aire acondicionado de precisión 
elevados y contratación de personal con alto grado de especialización debido a la diversidad y 
antigüedad de la solución del centro de datos. 
 El presente proyecto tiene como finalidad proponer un diseño de vanguardia tecnológica 





El árbol de problema 
  
Nota: Las causas, efectos y el problema del proyecto. Fuente: Elaboración Propia. 
 
1.1.2. Formulación del problema 
1.1.2.1. Problema general 
¿De qué manera la virtualización hiperconvergente influye en la gestión de la infraestructura 
tecnológica en la Entidad Pública? 
1.1.2.2. Problemas específicos 
PE1: ¿Cuál es la situación que se encuentra el centro de datos en la Entidad Pública? 
PE2: ¿De qué manera se podrá mejorar la infraestructura de los equipos informáticos del 




PE3: ¿De qué manera se podrá mejorar la alta disponibilidad y la tolerancia a fallos del 
centro de datos en la Entidad Pública? 
PE4: ¿De qué manera mejoraría los gastos operativos con una infraestructura 
hiperconvergente en el centro de datos en la Entidad Pública? 
1.2. Definición de objetivos 
1.2.1. Objetivo general 
Implementar de una solución de virtualización hiperconvergente con VMware para la alta 
disponibilidad en una Entidad Pública. 
1.2.2. Objetivos específicos 
OE1: Analizar el estado actual que se encuentra el centro de datos. 
OE2: Mejorar la infraestructura en una única plataforma hiperconvergente con VMware. 
OE3: Conseguir alta disponibilidad de los servicios migrados de una infraestructura 
tradicional a una infraestructura hiperconvergente. 
OE4: Reducir los costos operativos de los equipos del centro de datos. 
1.3. Alcances y limitaciones 
1.3.1. Alcances 
El presente proyecto tiene como propuesta un diseño de infraestructura que mantenga un 
centro datos homogéneo de una sola marca, sea ágil e interactivo. Los puntos que conlleva el 
proyecto es la migración de toda la infraestructura de los equipos físicos y una infraestructura 
hiperconvergente para que albergara todos los servicios informáticos de una Entidad Pública. 
 El proyecto descartara la infraestructura tradicional (servidores físicos Tower), optando 




 Este proyecto contempla la migración cuenta con 77 servidores físico a la plataforma de 
virtualización VMWare. 
 Este proyecto solo reducirá los costos operativos de una infraestructura hiperconvergente 
que comprende del en horas de mano de trabajo en mantenimiento y espacio físico en el 
Centro de Datos. 
1.3.2. Limitaciones 
Para el diseño de una solución hiperconvergente con VMWare para la alta disponibilidad 
de una Entidad Pública, se presentó las siguientes limitaciones: 
 La diversidad de marcas del parque de servidores y con características que no carecía con 
algunos servicios. 
 No se logró con la documentación de las conexiones del centro de datos. 
 No se logró con la documentación de las configuraciones del equipamiento informático. 
1.4. Justificación 
En la Entidad Publica dentro del marco tecnológico que involucra una mejora continua 
institucional, ha programado dentro de su Plan de Operaciones Institucional - POI, ejecutar un 
proyecto de Tecnologías de Información que permita realizar en la renovación de su 
infraestructura en el Centro de Datos a través de una solución hiperconvergente. 
Los resultados de la presente investigación justificaran la renovación, el fortalecimiento y la 
efectividad en la gestión de la infraestructura, brindando una propuesta de un diseño que 
garantizara la disponibilidad y tolerancia a fallos de todos los componentes del Centro de Datos 
especialmente de sus activos de información. Así mismo es importante esta propuesta por que 
ayudará a reducir los gastos operativos gracias a la reducción en el uso de recursos 




almacenamiento simplificada, hecho que redundará en la efectividad de la gestión de la 
infraestructura tecnológica a nivel institucional y la satisfacción de los usuarios internos y 
externos de la Entidad Pública. 
1.4.1. Teórica 
La implementación de la metodología PMBOK permitiendo beneficiar a la entidad, una 
renovación del parque te servidores, optimizando la infraestructura a hiperconvergente y 
evitando a los altercados que se pueda presentar en la ejecución del proyecto. 
1.4.2. Practica 
El presente proyecto tiene como propósito en implementación de una solución de 
virtualización hiperconvergente con VMware, lo cual, reduciendo en los costos operativos, alto 
disponibilidad de los servicios. 
1.4.3. Metodología 
La implementación del proyecto para mejorar la infraestructura hiperconvergente con 





2. CAPÍTULO II 
MARCO TEÓRICO 
2.1. Fundamento Teórico 
2.1.1. Estado del Arte 
2.1.1.1. Arbulu, Jose (2019) [Tesis de grado] “Diseño de una plataforma de 
virtualización de servidores para soportar las aplicaciones críticas de la ONP en 
la actualidad”. 
Resumen: El trabajo de la tesis está desarrollado a un diseño de una plataforma de virtualización 
de servidores brindado soporte a los aplicativos y servicios críticos de una organización. 
Metodología: Se empleó el PDCA (las siglas están en inglés, Plan Do Check Act). 
Resultados: Mostrar los resultados y validaciones de la virtualización de manera precisa a 
cumplimento de los diseños de virtualización, características técnicas y el redimiento de los 
servicios. 
Conclusión: El diseño de virtualización se segmento en partes para tocar cada punto en diseñar 
el procesamiento, recursos físicos, almacenamiento, el tiempo de respuesta y alta disponibilidad 
del servidor físico. 
2.1.1.2. Cardenas, Luis (2019) [Tesis de grado] “Implementación de una 
infraestructura hiperconvergente en un Hospital Público”. 
Resumen: El proyecto consiste en diseñar e implementar una infraestructura Hiperconvergente 
en la institución Hospitalaria publica, presenta problemas con la disponibilidad de los servicios, 





Metodología: DEPM2 ya que cumple con los requisitos de gestión de proyectos para el 
desarrollo de todas las fases. 
Resultado: Una mejora notable en la disponibilidad de los sistemas informáticos, el rendimiento 
de la infraestructura hiperconvergente y una fácil administración de la plataforma. 
Conclusión: La migración de la infraestructura convergente a hiperconvergentes que permite la 
alta disponibilidad de los servicios, la reducción de equipos informáticos, en plataformas de 
administración en una sola y la mejora de tiempo respuesta. 
2.1.1.3. Gutierrez, Xavier y Baldeón, Junior (2018) [Tesis de grado] “Transformación 
digital del Datacenter para la consolidación y administración de servidores vía 
una infraestructura hiperconvergente para los negocios”.  
Resumen: El rubro de transporte maritmo para resolver el problema actual de una arquitectura 
de servidores tradicional, se propuso por una infraestructura hiperconvergente que permite la 
combinación de procesamiento, configuración de red y almacenamiento de información y 
almacenamiento de información de la organización. 
Metodología: Se desarrolló del proyecto es FODA (Fortalezas, Oportunidad, Debilidades y 
Amenazas). 
Resultados: La administración de servidores para mantener en secuencia, estar siempre 
identificando e analizando de las vulnerabilidades de software y hardware para una renovación 
que se realizó en la organización. 
Conclusión: El proyecto está plasmado para incursionar con la innovación, la combinación de 




2.1.1.4. Romero, Chrisitan (2018) [Tesis de grado] “Virtualización para la alta 
disponibilidad de servicios WAN de la Universidad Nacional de San Agustín”. 
Resumen: El tema de investigación brinda la solución de organizar una infraestructura de 
tecnologías de la información con alta disponibilidad basado en software de código abierto, los 
servicios de red y uno de puntos más importante los servicios Web. 
Metodología: Mediante este método inductivo para identificar el problema hasta llegar a las 
causas generales y método descriptivo y analítico para constatar con la relación causa-efecto. 
Resultados: El diseño de virtualización y alta disponibilidad usando otros productos del 
mercado, se optó por virtualizar con VMware ESXi es un producto económico y robusto. 
Conclusión: Es factible diseñar un entorno virtualizado brindado la alta disponibilidad, 
mejoramiento administración de los servidores, balanceo de cargar en la infraestructura de red 
institucional resulta más flexible y viables al momento de dar servicios de mayor escala. 
2.1.1.5. Salinas, Johann (2017) [Tesis de grado] “Propuesta de un Sistema de 
Información para la virtualización de equipos informáticos en la Empresa 
Panacea Consultores”. 
Resumen: El tema de investigación tiene como finalidad de corregir los problemas de los 
equipos informáticos sobre el tiempo de respuesta, costos elevados y la continuidad y el 
resguardo de la información. 
Metodología: Es del tipo proyectiva e diseño no experimental y utilizando instrumentos 
cuantitativos para tocar los puntos de la problemáticos. 
Resultados: Se logró obtener un entorno virtualizado, amigable, ahorro, buenos tiempos de 
respuesta y la seguridad de los datos con el nuevo diseño de la infraestructura que garantiza una 




Conclusión: La propuesta dada logro cumplir con los objetivos, por las muestras que se realizó 
en el proyecto de investigación. 
2.1.1.6. Melena, Manuel y Morales, Néstor (2020) [Tesis de grado] “Estudio, análisis 
y diseño de una infraestructura virtualizada de un data center alterno para una 
empresa del sector industrial”. 
Resumen: El presente trabajo se basa en el estudio técnico y diseño de un sitio alterno para una 
infraestructura virtualizada, lo que se propone reemplazar la infraestructura actual de 10 años y 
se adquirirán nuevos equipos que entrara en función. 
Metodología: Se utiliza la metodología de investigación de campo, estudio de la información y 
recopilación de datos. Considerando el análisis estadístico en la toma información de los 
trabajadores y el área informática. 
Resultado: La elaboración del diseño de la infraestructura y configuración virtual ahora brinda 
como un sistema secundario que respalda al principal a cualquier caso de fallos. 
Conclusión: El desarrollo del estudio, análisis y diseño de una infraestructura virtualizada 
brindando respaldo al principal servicio virtualizado en una alta disponibilidad a fallos.  
2.1.1.7. Reyes,Andy , Rodriguez, Ciro y Esenarro, Doris (2019) [Publicado en 
IJRTE] “Hyper Converged Systems Applied (HSA) Methodology to Optimize 
the Process of Technological Renewal in Data Centers”. 
Resumen: Este trabajo propone mejorar el proceso de renovación tecnológica en los centros de 
datos con la implementación de sistemas hiperconvergentes, a través de la virtualización de 
equipos físicos, redes, almacenamiento y sistemas, para la reducción de costos en áreas críticas. 
Metodología: La propuesta de la metodología es HSA (Hyperconverged Systems Applied) en 




alternativas tecnologías de un código vierto y pueda proporcionar documentación como diseños 
informáticos, almacenamiento, redes y pueda asociar a la implementación. 
Resultado: Con la aplicación de la Metodología HSA, se puede reducir el costo de 
implementación del centro de datos, la redundancia de los componentes físicos, un análisis del 
costo de implementación de las tecnologías de hiperconvergentes, y que pueda implementar de 
manera transparente en el centro de datos. 
Conclusión: No sólo se debe realizar un análisis del costo de implementación de las tecnologías 
de hiperconvergencia, sino que también se debe hacer la comparación de mantener las 
tecnologías más antiguas ya que en muchos casos el costo de mantener la tecnología antigua es 
mayor que el costo de renovación. 
2.1.1.8. Cabrera, Anthony (2017) [Tesis de grado] “Diseño e implementación de 
virtualización con vSphere sobre servidores Blade, dentro de una zona 
desmilitarizada Linux para ambientes de pruebas de software web en el 
departamento de desarrollo de la empresa transoceánica C. LTDA”. 
Resumen: La virtualización mejora relevadamente la calidad de los servicios de TI a través de 
una arquitectura de alta disponibilidad y la distribución equitativa de los recursos de los 
servidores físicos. 
Metodología: Se desarrolló con la metodología Cisco para el diseño de Red, es definir las 
actividades mínimas requeridas, tecnología y complejidad de red. 
Resultado: La virtualización del ambiente físico, monitoreo de los recursos de las máquinas 
virtuales, creación de una red DMZ con reglas de Firewall y validación del servidor de 




Conclusión: A los resultados de la implementación virtualización con vSphere permite la 
capacidad en funcionar con otros productos o sistemas existentes o futuras implementaciones. 
2.1.2. Base Teórica 
2.1.2.1. Hiperconvergencia 
La hiperconvergencia combina el cálculo, el almacenamiento y la conexión en red en un 
dispositivo basado en software: 
Hiperconvergencia es un marco de TI que combina almacenamiento, computación y 
redes en un único sistema en un esfuerzo por reducir la complejidad del centro de datos y 
aumentar la escalabilidad. Las plataformas hiperconvertidas incluyen un hipervisor para 
la computación virtualizada, almacenamiento definido por software y redes virtualizadas, 
y normalmente se ejecutan en servidores estándar. 
Se pueden agrupar varios nodos para crear agrupaciones de recursos de computación y 
almacenamiento compartidos, diseñados para un consumo conveniente. El uso de 
hardware de productos, soportado por un solo proveedor, produce una infraestructura 
diseñada para ser más flexible y más fácil de administrar que la infraestructura de 
almacenamiento empresarial tradicional. Para los líderes de TI que se están embarcando 
en proyectos de modernización de centros de datos, la hiperconversión puede 
proporcionar la agilidad de la infraestructura de nube pública sin renunciar al control del 
hardware en sus propias instalaciones (Bednarz, 2017). 
 
2.1.2.2. Funciones de una infraestructura hiperconvergente 
Una plataforma hiperconvergente consta de cuatro componentes de software 




 Virtualización del almacenamiento 
 Virtualización de recursos informáticos 
 Virtualización de red 
 Funciones de gestión avanzadas, incluida la automatización  
El software de virtualización desvincula y agrupa los recursos subyacentes y, después, los 
asigna dinámicamente a aplicaciones que se ejecutan en máquinas virtuales o 
contenedores. La configuración basada en políticas adaptadas a las aplicaciones elimina 
la necesidad de utilizar estructuras complejas, como LUN y volúmenes (VMware Inc, 
2021). 
2.1.2.3. Tipos de una Infraestructura Hiperconvergente 
 “Diseñar una nube privada: implemente una infraestructura similar a la nube en las 
instalaciones con menos costes, más control y mayor seguridad. Elija entre las 
distintas posibilidades de hardware de nuestros partners certificados” (VMware Inc, 
2021). 
 “Extender el entorno a la nube pública: escoja una opción como servicio del mayor 
ecosistema de nube para la HCI y dedique menos tiempo a implementar y gestionar la 
infraestructura” (VMware Inc, 2021). 
 “Lograr una nube verdaderamente híbrida: gestione mediante la nube híbrida de 
VMware una combinación de aplicaciones basadas en máquinas virtuales y en 
contenedores que se encuentren implementadas en varios entornos del centro de 







Cuadro Clasificación de soluciones hiperconvergentes y definidas por el software. 
 
Nota: Comparación de software en hiperconvegencia e infraestructura con: Microsoft, Nutanix, Red Hat y 





2.1.2.4. VMware vSAN 
“Proporciona almacenamiento compartido seguro y optimizado para la tecnología de 
disco flash con la simplicidad de la experiencia nativa de VMware vSphere para todas las 
cargas de trabajo virtuales” (JMG Virtual Consulting, 2020). 
Al ejecutar vSan en servidores x86 estándar ayuda en la reducción el costo en total de la 
propiedad a diferencia con el almacenamiento tradicional convergente. 
Y la solución de infraestructura hiperconvergente con la tecnología vSan brinda en ser 
capaz de crear e integrar la infraestructura en la nube. A su vez, las operaciones serán 









2.1.2.5. Centro de datos 
Es importante mencionar que tienen los Centro de datos o Data Center, permite la 
integración de diversas procesamientos y capacidades de los servidores que están instalados en 
los racks, tiene como objetivo de transmitir la información altamente fiable a través de la red con 
los servidores y mostrando la diferencia de infraestructura. 
La infraestructura convergente puede aprovechar el hardware existente. Con una 
arquitectura convergente, los servidores, el almacenamiento, las redes y la administración 
son independientes entre sí. De esa manera, los componentes individuales se pueden usar 
para propósitos específicos y separados, además de que los servidores y el 
almacenamiento se pueden escalar de forma independiente (VMware, Inc, 2021).  
La infraestructura hiperconvergente (HCI) implica más abstracción y ofrece más 
flexibilidad que la infraestructura convergente, ya que sus componentes están definidos 
por software. Los recursos de almacenamiento y computación virtualizados de un sistema 
HCI también facilitan y aceleran el escalado en comparación con la infraestructura 
convergente. La infraestructura hiperconvergente le permite escalar fácilmente agregando 
o reemplazando unidades en servidores existentes, o escalar horizontalmente agregando 
nodos a un clúster. Por lo general, esto significa que incluso si solo necesita 
almacenamiento adicional, el nuevo nodo también vendrá con la computación. Los nodos 
se pueden agregar uno a la vez para un crecimiento incremental, mientras que los arreglos 
de almacenamiento a menudo requieren un nuevo controlador o estante de unidades, que 






Diferencia de infraestructura 
 
Nota: Diferencia de infraestructura tradicional convergente con infraestructura hiperconvergente. Fuente: 
Tech to Base 10, 2017. 
2.1.2.6. Centro de datos definido por software 
Un centro de datos definido por software (SDDC) combina estos tres servicios de 
infraestructura basados en aplicaciones para que los usuarios puedan construir su propio 
centro de datos personalizado. Con la ayuda del software adecuado, pueden alquilarse los 
componentes básicos como los routers, switches, servidores, balanceadores de carga o 
cortafuegos por separado y gestionarse en la red virtual sin necesidad de comprar el 
hardware. Todo esto lo proporciona el proveedor de IaaS, por lo que también es 
responsable del mantenimiento y la seguridad de los dispositivos. Si ciertos componentes 
ya no son necesarios, se pueden eliminar del SDDC en cualquier momento. También 
puedes agregar hardware adicional a un centro de catos definido por software si requieres 





Centros de datos definido por Software 
 
Nota: El centro de datos definido por software es la infraestructura hiperconvergente. Fuente: VMware, 
Inc., 2019. 
Constantemente las organizaciones van evolucionando con la tecnología, sea por 
tendencia o nuevos retos que se presenta la sociedad. Donde un mundo que es versátil a nuevos 
cambios rápidos, en la maquinaría, los empleadores, clientes y socios comerciales para estar a la 
vanguardia. Durante la pandemia de la Covid-19 la flexibilidad del teletrabajo en los hogares se 
procedió en adaptarse a los cambios. 
Revisando los antecedentes de los proveedores de hiperconvergente que se visualiza el 
cuadrante mágico de Gartner. La empresa de consultoría Gartner realiza investigaciones del 





Cuadro Gartner 2020 Soluciones Hiperconvergentes 
 
Nota: Software con soluciones hiperconvergente que lideraron el año 2020. Fuente: Gartner, Inc., 2020. 
2.1.2.7. Virtualización con VMware 
El 10 de febrero de 1998 en la soleada ciudad de Palo Alto, California. Allí, cinco 
tecnólogos con visión de futuro, empeñados en mejorar los sistemas informáticos, se 
reúnen para crear VMware, Inc., con Diane Greene como directora ejecutiva. A finales de 
ese año, la empresa tiene ya 20 empleados. 
En 2002, El hipervisor cambia la tecnología de virtualización para siempre VMware 
lanza ESX Server 1.5, su primer hipervisor. Mediante la consolidación de varios 




rendimiento, optimiza la administración de TI e incluso permite a las organizaciones 
reducir costes. 
vMotion hace posible la primera migración dinámica, que permite a los usuarios migrar 
una carga de trabajo de un servidor a otro, mientras la aplicación continúa ejecutándose. 
En la actualidad, la migración eficaz de máquinas virutales forma parte de casi cualquier 
implementación de tecnología de virtualización (VMware, 2020). 
De acuerdo con IDC MarketScape 2019-2020: “La amplitud y profundidad de las 
tecnologías informáticas de clientes virtuales de VMware está en consonancia con el 
papel de la empresa como líder y proveedor de servicios generales en el mercado. Su 
enfoque en la administración de dispositivos y la virtualización es particularmente 
adecuado para entornos grandes y complejos con una pila de infraestructura híbrida 
moderna que consta de dispositivos dedicados, servicios de nube privada y una variedad 
de nubes públicas ". 
Desde que se publicó el IDC MarketScape para VCC anterior en 2016, hemos trabajado 
arduamente para continuar con la ejecución de nuestra estrategia híbrida y brindar 
capacidades innovadoras en todas las ofertas de VMware Horizon y Horizon 
Cloud. Nuestra estrella del norte es garantizar que nuestros clientes reciban un valor líder 
en el mercado de nuestro enfoque de entrega de aplicaciones y escritorios híbridos y de 
múltiples nubes. Y estar posicionado como líder en el último IDC MarketScape para 
VCC 2019-2020 es un testimonio de nuestro enfoque. Echemos un vistazo a algunos de 
los aspectos más destacados que hemos tenido y en los que continúa trabajando en 
nuestra misión de simplificar la administración de aplicaciones y escritorios, reducir la 




cliente virtual y como parte de un sistema digital aún más grande espacio de trabajo. 
(Kalvar, 2020) 
2.1.2.8. Tipos de virtualización de servidores 
a. Virtualización completa 
La virtualización completa usa un hipervisor, un tipo de software que se comunica 
directamente con el espacio de disco y la CPU de un servidor físico. El hipervisor 
supervisa los recursos del servidor físico y haciendo que cada servidor virtual sea 
independiente y aislado de los demás. A su vez suministra recursos del servidor físico al 
servidor virtual que corresponda cuando se ejecute las aplicaciones. La limitación más 
relevante de una virtualización completa es que un hipervisor tiene sus propias 
necesidades de procesamientos y lo que puede ralentizar las aplicaciones y afectar el 
rendimiento del servidor (VMware, Inc., 2021). 
b. Paravirtualización 
A diferencia de la virtualización completa, la paravirtualización interviene en las 
funciones en conjunto de toda la red que necesita una mayor potencia de procesamiento 
para administrar los sistemas operativos (VMware, Inc., 2021). 
c. Virtualización a nivel del sistema operativo 
A diferencia de los otros 2, la virtualización a nivel del sistema operativo no se usa un 
hipervisor. En cambio, la capacidad de virtualización forma parte del sistema operativo 
del servidor físico y realizando todas las tareas de un hipervisor. Por ende, este método de 






2.2. Marco Conceptual 
2.2.1. Anfitrión (Host) 
En los entornos de virtualización se refiere al servicio principal que corre sobre el 
servidor físico. 
2.2.2. Cloud Hosting 
Servicio de hosting que posibilita una absoluta escalabilidad y aumento al cliente del 
hosting contratado, abstrayendo del hardware que lo sostiene, Además, el cliente tiene ingreso 
remoto desde cualquier sitio e instante, por medio de internet, al servicio ofertado, sin necesidad 
de descargas in instalación de programa. 
2.2.3. SAN 
Procede de la sigla en inglés Storage Access Network, es un sistema de almacenamiento 
en disco, proyectar en la conexión de diversos servidores a un grupo de recursos de 
almacenamiento de discos. 
2.2.4. vSAN 
Solución de hiperconvergencia para el almacenamiento está definido por software en 
siglas en inglés SDS o Storage Defined Software, permite abstraerse del hardware de 
almacenamiento. 
2.2.5. ESX / ESXi 
Es el hipervisor de VMware que posibilita la abstracción de los recursos físicos del 





Monitor de máquinas virtuales, realiza la creación y ejecución de máquinas virtuales. 
Permite un orden host en soportar a varias máquinas virtuales en uso compartido virtual de sus 
recursos, como la memoria y almacenamiento. 
2.2.7. Centro de datos 
Tiene de finalidad de almacenar a las máquinas virtuales que pueden ser, creando una 
nueva máquina virtual, migración de un servidor físico a virtual y por ultimo migrando de un 
vCenter a otro. 
2.2.8. Clúster 
Permite utilizar los discos locales ayudando a incrementar la alta disponibilidad de 
nuestras máquinas virtuales y para la protección de conmutación por error. 
2.2.9. vMotion 
Permite la migración en caliente de una Maquina Virtual desde un host a otro, sin afectar 
a los usuarios finales. 
2.2.10. PMBOK 
El PMBOK 5ª Edición (Project Management Book Of Knowledge) es el estándar para la 
Dirección de Proyectos de PMI (Project Management Institute) que integra el cuerpo de 
conocimiento reconocido como buenas prácticas en Dirección de Proyectos, lo cual significa que 
los conceptos descritos son aplicables a la mayoría de los procesos y que su aplicación puede 





2.3. Marco Metodológico 
2.3.1. Metodología DTPM2 baso a la marca Dell 
La Metodología de gestión de proyectos global de Dell Technologies (DTPM2) es un 
enfoque patentado para entregar compromisos complejos de una manera consultiva, receptiva y 
eficiente. 
El cuerpo de conocimientos de gestión de proyectos (PMBOK) de los institutos de 
Gestión de Proyectos (PMI) en su 5ta edición. 
Una característica única de DTPM2 es que se ha construido con la flexibilidad como 
requisito fundamental. DTPM2 impulsa la necesidad de coherencia para garantizar que se sigan 
las mejores prácticas de Dell Technologies en la gestión de proyectos, junto con las necesidades 
a menudo únicas de nuestros clientes y los proyectos que les ofrecemos (Dell Inc, 2021). 
2.3.1.1. Iniciación:  
La fase de inicio permite que un gerente de proyectos de Dell Technologies se sumerja en 
el proyecto para comprender y validar los fundamentos del proyecto, que incluyen el 
alcance del proyecto, los entregables requeridos y los beneficios esperados para el 
cliente. Las actividades clave de la fase de inicio son (Dell Inc, 2021): 
o Complete una transferencia con el equipo de ventas de Dell Technologies para 
comprender los requisitos (Dell Inc, 2021). 
o Movilizar al equipo de proyectos de Dell Technologies con el equipo de proyectos de 
nuestro cliente (Dell Inc, 2021). 
o Revise las mejores prácticas de Dell Technologies y las lecciones aprendidas aplicables 





Actividades Fase de Inicio. 
Actividad Descripción Tareas Responsables 
WBS 
La estructura que 
subdivide como parte 
de la gestión, control y 
comunicación del 
proyecto. 
Actividades por cada 
fase del proyecto 
 John Franco 
 Edsson Moyano 
Plan de trabajo Diagrama de Gantt. 
Mostrar actividades, 
duración y fechas de 
cada actividades del 
proyecto. 
 John Franco 
 Edsson Moyano 
Project Charter 
Desarrollo del proyecto, 
definiendo las partes 




Renovar el parque 
tecnológico. 
 Jefe UTI 
 John Franco 
 Edsson Moyano 
 Humberto 
Pajares 
 Ruben Ramirez 
 






La Fase de planificación se basa en el trabajo de la Fase inicial para proporcionar y acordar 
los detalles del compromiso. Las actividades clave de la fase de planificación son (Dell 
Inc, 2021): 
o Redactar y validar un cronograma de proyecto (Dell Inc, 2021). 
o Organice una inauguración del cliente con todas las partes interesadas (Dell Inc, 2021). 
o Desarrollar la línea base del proyecto, identificando y validando el alcance del 
proyecto, los requisitos de entrega, los hitos clave y los criterios de aceptación (Dell 
Inc, 2021). 
o Validar que se cumplan los estándares de garantía de calidad (Dell Inc, 2021). 
Tabla 2 
Actividades de Fase de Planificación. 




Análisis del estado 
actual y levantamiento 
de información del 
parque tecnológico 
 Definir el equipo 
tecnológico. 
 Elaboración del 
Project Workbook 
 Verificar la toma de 
información del 
parque informático 
del centro de datos. 
 Edsson Moyano 
Planificación 




 Documentos de 
mantiene un inicio y 
su fin con Proyect 
Workboook. 
 
 Acta Equipo del 
proyecto. 
 Acta del Proyect 
Workbook: 
 Plan de Gestión 
de Proyecto 
 Plan de Calidad 
 Plan de 
Recursos 
Humanos 
 Jefe UTI 
 John Franco 
 Edsson Moyano 






 Plan de 
Comunicaciones 
 Plan de Gestión 
de Riesgos 
 
Nota: Tabla de actividades de la Fase de Planificación. Fuente: Elaboración propia. 
 
2.3.1.3. Ejecución y control 
La fase de ejecución y control cumple con la línea de base acordada con las partes 
interesadas en la fase de planificación. Las actividades clave de la Fase de Ejecución y 
Control son (Dell Inc, 2021): 
o Ejecutar según lo definido y acordado en la línea base del proyecto (Dell Inc, 2021). 
o Revisar, monitorear y controlar regularmente las acciones, los riesgos, los problemas y 
el cronograma del proyecto, comunicando a las partes interesadas del proyecto según 
lo acordado durante la fase de planificación (Dell Inc, 2021). 
o Identifique y revise las solicitudes de cambio del proyecto según sea necesario de 
acuerdo con el proceso de control de cambios de Dell Technologies (Dell Inc, 2021). 
o Obtenga la aprobación de las partes interesadas relevantes a medida que se completan 








Actividades de Fase de Ejecución y Control. 
Actividad Descripción Tareas Responsables 
Previo a la 
migración 




Instalación de los 
servidores Dell. 




 Equipo del 
proyecto 
 Especialista de la 
marca DELL 
Migración 
Desarrollo de la 
migración de los 
equipos físicos a 
máquinas virtuales. 
Seguir con las fechas y 
cantidades de equipos 
para la migración. 
 Acta de Plan 
Migración 
 Edsson Moyano 





Realizar las pruebas de 
la migración de las 
máquinas virtuales. 
 Acta de Prueba de 
Migración 
 Acta de Prueba de 
Alta disponibilidad y 
Tolerancia a Fallos 
 Edsson Moyano 
 John Franco 
 Jefe UTI 
 Equipo del 
proyecto 
 






La fase de cierre valida que todo el trabajo se haya completado a un nivel satisfactorio. Las 
actividades clave de la fase de cierre son (Dell Inc, 2021): 
o Verificar con las partes interesadas del proyecto que el proyecto se entregó según lo 
acordado (Dell Inc, 2021). 
o Identificar las lecciones aprendidas para mejorar los compromisos futuros y celebrar el 
éxito (Dell Inc, 2021). 
Tabla 4 
Actividades de Fase de Cierre. 
Actividad Descripción Tareas Responsables 
Cierre 
Realizar la entrega del 
acta de conformidad 
 Acta de conformidad 
del Proyecto 
 Jefe UTI 
 John Franco 
 
 





Metodología DTPM2 de Dell 
 






Marco Metodología basado en Dell, DTPM2 (Pmbok 5° Edición) 
 








3. Capítulo III 
DESARROLLO DE LA SOLUCIÓN 
3.1. Fase de Inicio 
Permite que un administrador de proyecto en incluir la documentación como entregables 




Definir la lista de elaboración con los aspectos fundamentales del proyecto, presentando como 
Entregables; 
3.1.1.1. WBS 
El diseño robusto de Dell cuenta con la validación, las partes relevantes, los alcances y aspectos 
del proyecto. Se utilizará una estructura que subdivide como parte de la gestión, control y 
comunicación del proyecto, se puede visualizar en la Figura 9. 
3.1.1.2. Plan de trabajo 
Se programará en un diagrama de Gantt, mostrando las actividades, duración, fechas de cada 







WBS Implementación de virtualización hiperconvergente con VMware 
 






Plan de trabajo con Gantt Chart en la Implementación de virtualización hiperconvergente con VMware 
 




3.1.1.3. Project Charter 
Se utiliza para la descripción del desarrollo del proyecto; definiendo las partes relevantes, 
los alcances y aspectos fundamentales del proyecto. Este proceso se presenta en el Anexo 01. 
 
3.2. Fase de Planificación 
En esta fase cuenta con 2 partes, que es: 
3.2.1. Análisis y levantamiento de información 
o Definir el equipo tecnológico para el proyecto que coordinara la documentación y 
verificación del estado actual. 
o Elaboración del Project Workbook para ejecutar el proyecto sin contratiempos. 
o Verificar la toma de información del parque informático del centro de datos. 
3.2.2. Planificación 
Dimensionar por medio de herramientas y pruebas de los controladores de VMware con 
el esquema de la nueva infraestructura hiperconvergente. 
3.2.2.1. Equipo del proyecto 
Registro de partes interesadas que delega la responsabilidad a los miembros involucrados 
en el proyecto. Considerando en comunicar a los interesados del proyecto y garantizar que las 
personas adecuadas culminen la entrega con éxito. Se presentará el acta de la reunión, se 
mostrará en el Anexo 02. 
 Bach. Edsson Eder Moyano Cerna (Encargado del Proyecto) 
 Ing. Ismael Salazar (Jefe de la Unidad Tecnología de la Información) 
 Ing. John Franco A. (Gerente del Proyecto) 




 Ing. Humberto Pajares C. (Seguridad Informático) 
 Bach. Yuben Ulloa T. (Soporte técnico y pruebas) 
 Tec. Carlos Chinchay M. (Soporte técnico y pruebas) 
 
3.2.2.2. Project Workbook 
Se le denomina Plan de gestión del proyecto, donde el documento mantiene un inicio y su 
final. Se realiza una plantilla de mencionando puntos de trabajo, requisitos y los criterios de 
importancia del proyecto, se adjunta las capturas de la información; 
 Plan de gestión de proyecto (Ir al Anexo 03) 
 Plan de calidad (Ir al Anexo 04) 
 Plan de recursos humanos (Ir al Anexo 05) 
 Plan de comunicaciones (Ir al Anexo 06) 
 Plan de gestión de riesgos (Ir al Anexo 07) 
3.2.2.3. Análisis de la situación actual 
El centro de datos de la entidad pública gestiona con una infraestructura tradicional, 
compuestos en su mayoría de equipos físicos de diversas marcas con tecnología antigua y 
algunos virtuales alojados en CPU de escritorio.  
Tabla 5 
Inventario de equipos del centro de datos 







Marca Modelo Gabinete 

































































































































































































































































































































Nota: Parque de servidores. Fuente: Elaboración propia. 
 
La infraestructura tradicional con los servidores físicos se conecta de una red LAN. La 
solución que cuenta ahora es un almacenamiento de citas para resguardar las bases de datos y 
aplicativos esenciales del negocio. 
También se comprobó por la cantidad excesiva de cableado de red UTP en el centro de 
datos. Como parte del desarrollo de renovación y crecimiento, reduciendo el medio de cableado 
aglomerado en las conexiones de los equipos. 
En la siguiente figura 11, del centro de datos en una estructura tradicional con 5 gabinetes 
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KVM TRIPPLITE B020-016 - FRONTAL
 
Nota: Estado actual de los gabinetes. Fuente: Elaboración propia. 
 
La plantilla de los servidores para la migración a la plataforma VMware, es retornar a la 
tabla 1. De los 77 servidores físicos que cuenta el centro de datos. 
 
3.2.2.4. Dimensionamiento de una infraestructura hiperconvergente 
Acceder en el siguiente enlace https://vcenterXX.“institución”.local/ donde ver la 





Portal Web de VMware vSphere 
 
Nota: Portal de ingreso de VMware vSphere. Fuente: Elaboración propia. 
Al ingresar a nuestro portal  
Figura 13 
Portal principal de VM vSphere Client 
 




3.2.2.5. Instalación de un DataStore 
Seleccionar en la acción principal “vcenterXX.intitución.local”,  dar clic derecho y se 
desplegara más opciones donde selecciona “Nuevo centro de datos…”. 
Figura 14 
Instalado un nuevo centro de datos. 
 











Se nos apertura una ventana donde nombra, para este caso “Datacenter01” y dar aceptar. 
Figura 15 
Nombrado el nuevo centro de datos 
 
Nota: Nombre del centro de datos a través del vSphere Client. Fuente: Elaboración propia. 
 
3.2.2.6. Instalación de un Cluster 
Luego de haberse creado el centro de datos nombrado como “Datacenter01”, lo 
seleccionar dando clic derecho y marcar en “Nueva Cluster…”. 
Figura 16 
Instalando un Cluster 
 




Se nos apertura una venta de “nuevo clúster” para nombrar con “Clúster01” y seleccionar 
cualquiera de las 3 opciones, pero considerando si el producto VMware vSphere cuenta con las 
licencias para su activación de los productos. 
Figura 17 
Nombrando un Cluster 
 
Nota: Nombrando al Cluster “Cluster01”. Fuente: Elaboración propia. 
3.2.2.7. Instalación de una máquina virtual 
Seleccionar en el “Clúster01” dar clic derecho en “Nueva máquina virtual…” como se 





Instalando y nombrando una máquina virtual. 
 
Nota: Nombrando al Cluster “Cluster01”. Fuente: Elaboración propia. 
 
Se nos apertura una venta “Nueva máquina virtual”, mostrando un menú de opciones con 
breve explicación en el recuadro de lado derecho. Para este caso le dar en “Crear una nueva 
máquina virtual” y marcar en “Next”. 
Figura 19 
Menú de opciones para una máquina virtual. – Punto 1. 
 




En el siguiente punto 2 de “seleccionar un nombre y una carpeta” nombrar con 
Serv_BD_XXX y marcar en “Next”. 
Figura 20 
Seleccionar un nombre y una carpeta de la máquina virtual – Punto 2. 
 
Nota: Nombrado la máquina virtual y seleccionando la carpeta (DataCenter01). Fuente: Elaboración propia. 
En el siguiente punto 3 de “Seleccionar un recurso informático” es la instancia donde se 
va a crear la máquina virtual seleccionar y marcar en “Next”. 
Figura 21 
Seleccionar un recurso informático – Punto 3. 
 




En el siguiente punto 4 de “Seleccionar almacenamiento” marcar a DataStore01 y le 
luego en “Next”. 
 Figura 22 
Seleccionar almacenamiento – Punto 4. 
 
Nota: Seleccionando la carpeta (DataCenter01). Fuente: Elaboración propia. 
 
En el siguiente punto 5 de “Seleccionar compatibilidad” poder elegir las versiones del 






Seleccionar compatibilidad – Punto 5. 
 
Nota: Seleccionando compatibilidad con la máquina virtual ESXi 6.7 o posterior. Fuente: Elaboración 
propia. 
 
En el siguiente punto 6 de “Seleccionar un sistema operativo invitado” tener 3 tipos; 
Windows, Linux y Otro. Cuenta con diversas versiones de cada Sistema operativo. 
Figura 24 
Seleccionar un sistema operativo invitado – Punto 6. 
 





Tipos de Sistemas Operativos y versiones – Punto 6. 
 
Nota: Seleccionando una versión acorde al Sistema Operativo que se va a implementar. Fuente: 
Elaboración propia. 
 
En el siguiente punto 7 de “Personalizar Hardware” son las especificaciones que tendrá la 
máquina virtual, que son: 
 Procesador (CPU) 
 Memoria RAM 
 Disco Duro 
 Controlador SCSI 
 Conexión de red: DNZ Externo o Interno 
 Tarjeta de video 





Personalizar hardware  – Punto 7. 
 
Nota: Seleccionando una versión acorde al Sistema Operativo que se va a implementar. Fuente: 
Elaboración propia. 
 
En el último punto 8 de “Listo para completae” es la creación nueva máquina virtual para 






Listo para completar  – Punto 7. 
 
Nota: Finalización de configurar para la creación de la nueva máquina virtual. Fuente: Elaboración propia. 
 
3.3. Fase de ejecución y control 
3.3.1. Previo a la migración 
3.3.1.1. Instalación de los servidores físicos Dell 
Se elaboró un diseño de la solución de hardware para la entidad pública para luego seguir 





Diseño de Hardware  – Punto 7. 
 
Nota: Diseño de la solución de hardware de la entidad pública. Fuente: Elaboración propia. 
 
El diseño propuesto para esta solución contempla las siguientes características 
importantes que se detallan a continuación. 
Figura 29 
Configuración Host Bus Adapters (HBAs)– Punto 7. 
 




EL Chasis seleccionado para esta implantación será el modelo  M1000e de la compañía  
Dell , que será el hardware base sobre el cual se soportara toda la infraestructura de 
virtualización, en poder describir este chasis M1000e como un  compendio de los componentes 
más esenciales que forman parte de un centro de datos todos estos están dentro cada componente  
tiene una función específica el cual se  encargara de interconectar los diferentes dispositivos  y 
sistemas operativos que se comunicaran con el exterior. 
Figura 30 
Chasis Dell PowerEdge M1000e 
 
Nota: Chasis Dell PowerEdge  M1000e parte frontal y posterior. Fuente: Dell, Inc., 2020. 
 
Uno de estos dispositivos es el servidor seleccionado como la central administración para 
su despliegue en la entidad pública serán en número de 06 el modelo seleccionado será 
PowerEdge  M620, cabe señalar que esta solución del chasis es escalable hasta 16 servidores de 
cuchilla, para cubrir la demanda actual solo se adquirirán 06 inicialmente, así mismo este chasis 
está compuesto por módulos redundantes de ventilación, switches de fibra canal Brocade M5424 





Componentes del chasis M1000e 
 
Nota: Componentes del Chasis M1000e: Ventilador, Brocade M5424 y PowerConnect M6220. Fuente:  
Dell, Inc., 2020. 
 
Contiene nueve ventiladores que son plug and play, es decir intercambiables en caliente, 
la tecnología utilizada por estos componentes proporciona una refrigeración eficaz con bajo 
consumo de energía.  
En la parte posterior del chasis se encuentra las fuentes de alimentación un total de 06 
con una potencia de 2700 vatios.  
Visto nuestro diseño constará de una caja de arreglo de disco con dos controladoras el 
cual será el storage y chasis con sus 06 cuchillas, este chasis mediante sus switches de fibra canal 
se comunicarán tanto con el storage y el switch de core. 
El switch Brocade M5424 es un conmutador que al utilizar para interconectar el storage y 
el chasis el cual cuenta con redundancia el cual se conectara a dos controladores de discos que 




El Switch PowerConnect M8034k son los conmutadores diseñados para trabajar con el 
chasis M1000e, estos son los que se encargan a través de fibra canal de interconectar el chasis 
M1000e y los switches de core externo y así mismo tiene una serie de puertos internos que 
comunicaran a los blade M620 con la finalidad de conectarse hacia el exterior. 
El diseño de los Conmutadores M8024-K será el siguiente utilizar los cuatro puertos 
externos de fibra canal cada uno de 10 GB como se observa en la gráfica, entonces por un tema 
de HA, se tendrá dos (02) PowerConnect M8024-K (conmutadores) ubicados en la parte 
posterior del chasis M1000e y con la finalidad de mantener y garantizar la no interrupción de los 
servicios en caso uno de los conmutadores falle o el cable de fibra canal se dañe, tendernos dos 
caminos para cada conmutador para que llegue al conmutador externo que sería Core,  entonces 
por cada conmutador PowerConnect serán 20 GB que sumarian un total de 40GB que al final 





Instalación físico de servidores en el gabinete. 
 










3.3.1.2. Configuración Software de Virtualización. 
Diseño software con VMware 
Figura 33 
Diseño de software de virtualización. 
 
Nota: Diseño de la solución de software para virtualización. Fuente: Elaboración propia. 
 
Afinando la base en  capa de hardware en la cual según diseño además cuenta con una 
infraestructura robusta y escalable es una solución que cuenta con alta disponibilidad y tolerancia 
a fallos es decir se ha contemplado la continuidad de los componentes más críticos y sensibles 
que garantice el servicio a nivel de hardware, una vez finalizada esta capa de software, desplegar 
el diseño de software que como se mencionó en capítulos anteriores se realizara con un producto 
propietario de terceros que será la marca VMware  que cuenta con una suite de herramientas que 




Una de las razones por la cual no se optó por desplegar esta solución de virtualización 
con software libre, es que una de sus debilidades es que no cuenta con soporte o un SLA que le 
permitan asignar tiempos de repuestas inmediatas, y la razón principal que es que este tipo de 
soluciones open source no tienen la integración total de todas sus herramientas que le permitan 
informar en forma predictible o monitorear en tiempo real con precisión.   
En esta etapa todos los componentes de hardware están interconectados y con su debida 
contingencia en caso fallos, resumiendo un poco lo ya diseñado, contar con el chasis M1000e 
que a través de sus módulos de comunicación están interconectando internamente y 
externamente con todos los dispositivos que interactúan con él, así mismo a nivel de 
arrancamiento también se tiene mapeado la interacción entre estos componentes. 
Los servidores blade M620 que se han solicitado para esta implementación serán en 
cantidad de seis (06), que según los cálculos realizados deben cubrir todo el parque informático 
(Servidores) del centro de datos, estos servidores serán los equipos donde se desplegará los 
hipervisores (ESXi) de VMware, la instalación será a través de un servidor TFTP. Para este 
proyecto utilizar el método de arranque a través de PXE, por lo que se tendrá en consideración si 
el host de destino está utilizando BIOS heredado o firmware UEFI, y si el proceso de arranque 





Arquitectura de vSphere Auto Deploy. 
 
Nota: Diseño de la instalación vía Auto Deploy de los ESXi. Fuente: WMware, Inc, 2021. 
 
Como observar este esquema el ESXi de destino al arrancar, interactuara con los 
diferentes servidores en el entorno de red para obtener el adaptador, cargador de arranque, de 
almendra, la dirección IP para el núcleo, y, finalmente, el script de instalación. Cuando todos 






Método de despliegue de los hipervisores ESXi. 
 
Nota: Esquema de los hipervisores ESXI. Fuente: WMware, Inc, 2017. 
 
Finalizada la instalación la cual se realizó en forma automática y remota en proceder a 







Despliegue de los hipervisores ESXi en su ámbito de VT 
 
Nota: Esquema de los hipervisores ESXI. Fuente: WMware, Inc, 2017. 
 
La interconexión con el storage se llevará a través de la herramienta del fabricante, 
previamente se han mapeado los multipath con su redundancia para establecer a la comunicación 
entre los hipervisores (ESXi) y el Almacenamiento masivo (Storage). 
Figura 37 
Interconexión con el Storage. 
 






Para realizar la migración es atreves de los hipervisores pueden variar y administrar a la 
vez, determinando con los requisitos específicos, ver en las siguientes Figuras 35 y 37. Se deberá 
en considerar cuando se planifica para una migración; 
 Identificar los servidores físicos y/o virtuales que van ser migrados, se puede 
visualizar en la Tabla 1. 
 Identificación de los Sistemas Operativos de cada Servidor. 
 Considerar la versión de vCenter Server de Origen y destino para una migración, ver 
Anexo 09. 
 Determinar las agrupaciones de los servidores por sus servicios en los Clúster y 
DataStore. 
 Es necesario al cambiar la ubicación de los equipos físicos, puede afectar las 
configuraciones de las redes existentes. 
 Compensación o culminación de servicios de tecnología de terceros, ya que aumenta 
costo en el proyecto. 
 Tener concomimiento y experiencia para la migración para minimizar los impactos en 
el proyecto. 
Abordar los métodos de migración de los servidores físicos a la plataforma de VMware, 
con la ayuda de una herramienta para simplificar el proceso. 
VMware Cconverter es la herramienta de migración para la conversión a máquinas 
virtuales de VMware, con un mecanismo de clonación rápido y confiable, a su vez basándose a 
los snapshots, WMware converter realiza conversiones remotas sin la necesidad de interrumpir el 







Nota: Funcionamiento de la herramienta de Migración VMware Converter. Fuente: WMware, Inc, 2007. 
 
Requisitos previos de migración de las maquinas físicas 
 Considerando que la herramienta VMware Converter se puede usar con otros 
Sistemas Operativos que son Windows, Linus, Mac u otros. 
 Instalar el VMware Converter en la máquina que se va a migrar como recomendación 
o también en un equipo que este en la misma red con una conexión estable. 






3.3.2.1. Migración de una maquina física a virtual. 
Abrir la herramienta VMware vCenter Converter Standalone Client, A continuación, al 
ejecutar y dar clic en “Convert Machine”. 
Figura 39 
Inicio de logeo al VMware Converter 
 





Procediendo con Converter machine 
 
Nota: Accediendo al VMware Converter. Fuente: Elaboración propia. 
 
Se nos apertura una ventana de Conversión, en la opción Select source type seleccionar el 
tipo “Powered-on machine” y en la casilla nos aparece 3 opciones: 
 Remote Windows machine (Maquina remota de Windows) 
 Remote Linux machine (Maquina remota de Linux) 
 This local machine (Esta máquina local) 
Se recomienda instalar VMware Converte en la misma maquina origen para la migración 
para que use todos los recursos del equipo y seleccionar This local machine. Por otra parte, sea 
por maquina remota Windows o Linux se llenan los otros campos; IP address or name, usuario, 
contraseña y el tipo de Sistema Operativo es la máquina que se va a migrar. Seguido dar clic en 





Conversión –Origen del Sistema 
 
Nota: Datos de la maquina origen para la migración. Fuente: Elaboración propia. 
 
En el siguiente paso, destinatario del sistema en campo Select destination type 
seleccionar “VMware Infraestructure virutal machine” y llenar los campos: Servidor del 





Conversión – Destinatario del Sistema 
 
Nota: Datos de la maquina destino del servidor sPhere. Fuente: Elaboración propia. 
 
En el siguiente paso, elegimos el centro de datos del destinatario en el ESXi que esté 





Conversión – Destinatario de la máquina virtual 
 
Nota: Seleccionado el Clúster de la máquina virtual y nombrando. Fuente: Elaboración propia. 
 
Ya por terminar este paso, se abrirá para elegir Host, Cluster y Datastore. También en 





Conversión – Locación del Destinatario  
 
Nota: Seleccionado host, cluster y datastore, A su vez la versión de hardware para la máquina virtual. 
Fuente: Elaboración propia. 
 
En el punto de options será posible en editar la configuración del hardware en cantidad de 





Conversión – Opciones  
 
Nota: Campo donde se puede editar las características de la máquina virtual. Fuente: Elaboración propia. 
 
La ultima paso se visualizará el resumen a detalle de la máquina virtual que se está 





Conversión – Resumen  
 
Nota: Resumen a detalle de todos los pasos configurados. Fuente: Elaboración propia. 
 
En el momento que das clic en “Finish”, se crea una tarea que inicia con la creación de la 





Lista de trabajo activo.  
 
Nota: Inicio de creación de la máquina virtual con los detalles del proceso y tiempo restante. Fuente: 
Elaboración propia. 
 
De este modo se realizará la migración con las 77 máquinas físicas para la migración a 
máquinas virtuales y tenerlo organizado en el VMware vSphere. 
Tomar en cuenta que se puede cancelar el trabajo o agregar otras funciones en 
simultaneo, VMware vCenter Converter es una herramienta muy útil para procesar con la 




3.3.2.2. Configuración de Alta disponibilidad 
Seleccionar el Cluster para configurar alta disponibilidad (HA), marcar en la pestaña 
Configurar, luego a Servicios, seleccionar en vPhere Availability y por último en Editar. 
Figura 48 
Configurar Alta disponibilidad (HA).  
 
Nota: Pasos para la configuración de la alta disponibilidad (HA). Fuente: Elaboración propia. 
 
Habitar vSphere HA 
Figura 49 
Activación de vSphere HA.  
 





En la primera opción Errores y respuesta, se procede a habilitar supervisión de hosts, 
deslizar la pestaña de Respuesta de error de host, y marcar la opción Reiniciar las máquinas 
virtuales y verificar que la siguiente opción Prioridad de reinicio de máquina virtual 
predeterminada este en Mediano. 
Figura 50 
Habilitar Supervisión de host.  
 





Deslizar para la siguiente opción es Respuesta para el aislamiento del host, se refiere a 
que nuestro host ESXi ha perdido la conexión con la red del Administrador, pero las máquinas 
virtuales siguen operando ya que cuenta con acceso a las demás redes del datastore, por lo tanto, 
dejar en deshabilitado. 
Figura 51 
Respuesta para el aislamiento del host. 
 
Nota: La opción queda como predeterminado en Deshabilitado. Fuente: Elaboración propia. 
 
Deslizar para la siguiente opción es Almacén de datos con PDL, en caso falle la conexión 
entre un host ESXi y un datastore, habilitar la opción Apagar y reiniciar las máquinas virtuales, 





Almacén de datos con PDL. 
 
Nota: Seleccionado Apagar y reiniciar las máquinas virtuales en caso un fallo conexión con el datastore. 
Fuente: Elaboración propia. 
 
Deslizar para la siguiente opción es Almacén de datos con APD, en caso falle la conexión 
entre un host ESXi y un datastore, habilitar la opción Apague y reinicie las máquinas virtuales 
(directiva de reinicio conservadora), así las máquinas virtuales iniciaran en otros hosts ESXi que 





Almacén de datos con APD. 
 
Nota: Seleccionado Apague y reinicie las máquinas virtuales (directiva de reinicio conservadora) en caso 
un fallo conexión con el datastore. Fuente: Elaboración propia. 
 
Deslizar para la siguiente opción es Supervisión de máquinas virtuales, si vSphere no 
recibe heartbeat de la máquina virtual a través de las herramientas de VMware, dan indició que 
las maquina no estará dando servicios, en ocasiones pueda ser que se cuelgue por las 
circunstancias que sea, dar en habilitar Solo supervisión de máquinas virtuales, la máquina 





Supervisión de máquinas virtuales. 
 
Nota: Seleccionado Solo supervisión de máquinas virtuales procederá con un reinicio automático en caso 





Sensibilidad de la supervisión de las máquinas virtuales. 
 
Nota: Deslizar la sensibilidad al nivel Bajo. Fuente: Elaboración propia. 
 
En la segunda pestaña Control de admisión, dejar las opciones como predeterminado y 
solo activar Anule la capacidad de conmutación por error calculada y los 2 campos de 
Capacidad reservada de CPU y Memoria debe estar en 15% para garantizar la conmutación por 





Control de admisión. 
 
Nota: Configurado la Capacidad reservada de CPU y Memoria al 15%. Fuente: Elaboración propia. 
 
En la tercera pestaña en Almacenes de datos de latidos, en caso los almacenes de datos 
para la supervisión de hosts y máquinas virtuales cuando no puede conectar a la red de HA, en 
este caso, seleccionar la opción Seleccionar almacenes de datos automáticamente a los que 





Almacenes de datos de latidos. 
 
Nota: Conexión automática a los almacenes desde otros hosts. Fuente: Elaboración propia. 
 
La cuarta pestaña Opciones avanzadas queda como predeterminado y marcar en Aceptar 
para terminar con la configuración de la Alta disponibilidad (HA). 
3.3.3. Control 
El control realizado para la solución hiperconvergente mediante de la herramienta 
VMware vCenter Converter, generando un acta de la prueba de migración de las maquinas 





3.4. Fase de cierre 
En esta fase de cierre del proyecto se procederá con la entrega del acta de conformidad en 





4. Capítulo IV 
RESULTADOS 
 
4.1. Resultado 1 
Los resultados obtenidos luego de la implementación de una solución de virtualización 
hiperconvergente con VMware para la alta disponibilidad en la Entidad Pública. 
El parque de servidores antes de la implementación de una solución de virtualización 
hiperconvergente con VMware  
Tabla 6 
Datos de Servidores por Ambiente. 
Resumen Servidores por Ambiente 
Ambiente Cantidad 
Servidor de Producción 51 
Servidor de Desarrollo 19 
Servidor de Monitoreo 4 
Servidor de Calidad QA 3 
Total 77 
 










Servidores por Ambiente  
 
Nota: Resumen de los servidores por ambiente en el centro de datos. Fuente: Elaboración propia. 
 
Tabla 7 
Datos de Servidores por Marca. 














Servidores por Marca.  
 
Nota: Resumen de los servidores por marca en el centro de datos. Fuente: Elaboración propia. 
 
Tabla 8 
Datos de Servidores por Modelo. 
Resumen Servidores por Modelo 
Modelo Cantidad 
PowerEdgϵ  2850 5 
PowerEdgϵ  2950 - II 1 
PowerEdgϵ  2950 - III 66 
PowerEdgϵ  6850 2 
System X3650 M4 1 
ProLiant DL16 Gen8 2 
Total 77 
 






Servidores por Modelo 
 
Nota: Resumen de los servidores por modelo en el centro de datos. Fuente: Elaboración propia. 
 
Después de la implementación se puede visualizar los servidores migrados a la 
plataforma VMware en el administrador vSphere Cliente. 
Tabla 9 
Datos de Servidores con la nueva solución. 
Resumen Servidores con la nueva 
Solución 
Marca Cantidad 
DELL Blade PowerEdge M630 16 
Total 16 
 






Visualización en el portal de vSphere de los servidores migrados. 
 
Nota: Resumen de los servidores migrados a VM vSphere Client. Fuente: Elaboración propia. 
Figura 62 
Consumo de las máquinas virtuales 
 




4.2. Resultado 2 
Los resultados obtenidos luego de la implementación de una solución de virtualización 
hiperconvergente con VMware para la alta disponibilidad en la Entidad Pública, se logra 
demostrar la alta disponibilidad a nivel de hardware, luego de haber analizado y llevado a cabo 
los estudios respectivos se concluyó que el producto que satisfacía todos los requerimientos para 
esta solución que además contaba con toda una suite de herramientas de gestión amigables de 
VMware que complementar en la infraestructura mediante la característica como; VMware HA: 
que es una de las características que este producto a desarrollado con mucho eficacia que 
permitirá en múltiples hosts ESX (en 16 servidores propuestos) ya configurados en un Cluster 
único que permitirá la alta disponibilidad (HA) y una rápida recuperación (FT) antes fallos, que 
abarcara todas las máquinas virtuales que se encuentra alojados en cada host (ESX), por lo razón 
la alta disponibilidad (HA) y la tolerancia a fallos (TF) permitirá: 
La protección contra las fallas de los servidores M620 de PowerEdge  (16), por lo tanto, 
VMware HA ante una falla se moverá de una forma automática con todas las máquinas virtuales 
del host que tiene fallas a ubicar a otro host dentro del Cluster. 
A su vez, en la protección contra fallos de las aplicaciones dado que VMware tiene una 
suite de herramientas de monitoreo constante a cada máquina virtual que verifica sus estados 
mediante métricas y sensores predictivos, que ante un desbordamiento la reiniciara en caso sea 





Visualización del Estado de vSphere HA – En ejecución (Maestro). 
 





Visualización del Estado de vSphere HA – Conectado (Subordinado). 
 
Nota: Descripción del Estado de vSphere HA Subordinado. Fuente: Elaboración propia. 
 
Supervisar en vSphere HA 





vSphere HA – Resumen. 
 
Nota: Resumen de vSphere HA. Fuente: Elaboración propia. 
Figura 66 
vSphere HA – Latido. 
 





vSphere HA – Problemas de configuración. 
 
Nota: No se ha detectado ningún problema de configuración en vSphere HA. Fuente: Elaboración propia. 
Figura 68 
vSphere HA – Almacenes de datos en APD o PDL. 
 






4.3. Resultado 3 
Los resultados obtenidos luego de la implementación de una solución de virtualización 
hiperconvergente con VMware para la alta disponibilidad en la Entidad Pública, se logra 
evidenciar en la reducción de los costos de energía, ahorro de espacio físico y administración 
centralizada. 
 
4.3.1. Reducción de los costos de energía 
Logrando con la virtualización como su principal objetivo en la virtualización, también 
está impactando en la parte de eléctrica ya que al disminuir la cantidad de servidores activos el 
consumo de energía baja. 
Inicialmente 
Tabla 10 














Convertido kW 0.7 0.75 0.75 0.5 0.5 1.02 
Horas 24 24 24 24 24 24 
Días 365 365 365 365 365 365 
Cantidad de 
Servidores 
5 1 66 2 2 1 
Tarifa S/0.34 S/0.34 S/0.34 S/0.34 S/0.34 S/0.34 
Total Anual S/10,424.4 S/2,233.8 S/14,7430.8 S/2,978.4 S/2,978.4 S/3,037.97 
   Total Anual General S/169,083.77 
 







Con la solución implementada. 
Tabla 11 










Convertido kW 0.75 0.032 0.75 0.55 
Horas 24 24 24 24 
Días 365 365 365 365 
Cantidad de Servidores 6 2 1 1 
Tarifa S/0.34 S/0.34 S/0.34 S/0.34 
Total Anual S/13,402.8 S/190.62 S/2,233.8 S/1,638.12 
  Total Anual General S/17,465.34 
 
Nota: Consumo total anual con la nueva solución con la marca Dell. Fuente: Elaboración propia. 




Reducción de costo de Energía con VT. 
 
Nota: Reducción de costos en los servicios del consumo eléctrico. Fuente: Elaboración propia. 
 
S/0.00 S/50,000.00 S/100,000.00 S/150,000.00 S/200,000.00
Gastos anuales sin VT
Gastos anuales con VT
S/169,083.77
S/17,465.34




4.3.2. Ahorro de espacio físico 
Como se detalló en el capítulo 3 del desarrollo, en análisis de la situación actual, el 
espacio utilizado por el centro de datos era considerablemente grande dado que tenía que 
albergar hasta 06 gabinetes de comunicaciones el cual ahora por dado con la nueva solución de 
virtualización hiperconvergente se ha reducido a 02 gabinetes de 44 RU. 
Figura 70 
Reducción de costo de espacio físico. 
 
Nota: Reducción de espacio físico con los controladores SC8000. Fuente: Elaboración propia. 
 
En este escenario, tener un par de controladores en alta disponibilidad modelo SC8000 
Compellent, que se integra en el chasis Blade Dell M100e. Cada controlador SC8000 tiene 2 
tarjetas de doble puerto de 10 GbE I/O. En otro de los slots se ubicará 4x PowerConnect M8024-
K (10GbE), también presenta un slot para la instalación de interruptores. Los slots que se 
utilizaron las cuchillas del PowerEdge M620, con doble puerto 10 GbE red tarjeta hija (NDC) y 





Conexión de los controladores SC8000. 
 
Nota: Conexión con los equipos: Dell PowerConnect M8024-K, Controladores Dell SC8000 y Blade Dell 
M100e. Fuente: Elaboración propia. 
 
De esta manera con las herramientas de integración y monitoreo de VMware se está en la 
capacidad de gestionar de manera remota a través de la herramienta vSphere Client que nos 





4.3.3. Administración Centralizada 
Tomando en cuenta los siguientes datos de Administrador de servidores que labora en la 
Entidad Publica se obtiene: 
 Sueldo promedio de un Administrador de Servidores S/5,500,00 
 Horas trabajadas mensual     240 horas 
 Costo / hora por Administrador    S/22.92 
 Cantidad de días trabajo en un año de L – V  260 días 
 Horas de Administración por servicio Físico  3 horas 
 Horas de Administración por servicio Virtual  1 horas 
Inicialmente 
Administración de 77 servidores físicos 
3 horas x 365 días x 22.92 soles = S/ 25,097.4 por año. 
Figura 72 
Administración de 77 servidores Fiscos. 
 







Con la solución propuesta 
Administración de 16 servidores físicos 
1 horas x 365 días x 22.92 soles = S/ 8,365.8 por año. 
Figura 73 
Administración de 16 servidores centralizados. 
 
Nota: Administración centralizada los 16 servidores físicos ESX. Fuente: Elaboración propia. 
 
Ahorro Total en costos Horas Hombres al año: S/25,097.4 – S/8,365.8 = S/16,731.6 anual 
 
Gasto operativo del Proyecto 
Tabla 12 
Equipamiento activo del Proyecto. 




Gabinete APC 48 RU 1 S/37,432.18 S/37,432.18 
Servidor Dell Balde M620 16 S/12,110.92 S/193,774.72 
Chasis Dell M100e 1 S/100,952.39 S/100,952.39 
Servidor Rack Dell R420 1 S/29,980.07 S/29,980.07 
Licencia Windows Server 2012 STD 1 S/2,353.47 S/2,353.47 
Storage Dell Compellent 1 S/410,197.58 S/410,197.58 




Mantenimiento Preventivo 3 S/4,298.34 S/12,895.02 
Instalación, Configuración y Capacitación 1 S/137,836.55 S/137,836.55 
Licencia NSX for vSphere 1 S/21,240.00 S/21,240.00 
  Sub-Total S/1,099,885.50 
    
APC UPS RT15KVA 400V, 220V 1 S/52,287.78 S/52,287.78 
Transformador de Aislamiento 1 S/35,450.00 S/35,450.00 
Tablero de paso y otros 1 S/8,852.40 S/8,852.40 
Aire Acondicionado de Precisión 1 S/73,779.44 S/73,779.44 
Instalación, Garantía y Soporte 3 S/7,658.81 S/22,976.43 
  Sub-Total S/193,346.05 
    
  TOTAL S/1,293,231.55 
 
Nota: Gasto del equipamiento activo del proyecto. Fuente: Elaboración propia. 
 
Proyección de costo total de propiedad (TCO) de síes (06) años con la infraestructura 
tradicional y la infraestructura hiperconvergente donde se podrá ver los ahorros de costos. 
Tabla 13 
Proyección de costos total a seis (06) años. 
 Infraestructura Tradicional Infraestructura Hiperconvergente 








Año 2 S/0.00 S/169,083.77 S/572,400.00 S/0.00 S/17,465.34 S/264,000.00 
Año 3 S/0.00 S/169,083.77 S/572,400.00 S/0.00 S/17,465.34 S/264,000.00 
Año 4 S/0.00 S/169,083.77 S/572,400.00 S/0.00 S/17,465.34 S/264,000.00 
Año 5 S/0.00 S/169,083.77 S/572,400.00 S/0.00 S/17,465.34 S/264,000.00 





















Tiene como objetivo la implementación de una solución de virtualización 
hiperconvergente con VMware para la alta disponibilidad con el presupuesto de caja, inversión 
del equipamiento   activo para el emprendimiento del proyecto. 
Tabla 14 







4 S/95.00 S/380.00 
Papel Bond 4 S/25.00 S/100.00 
Accesorios de 
oficina 
1 S/220.00 S/220.00 
   S/700.00 
 
Nota: Insumos generados para los informes. Fuente: Elaboración propia. 
 
4.4.1.1. Equipamiento Activo del Proyecto 
Costo de los equipos para la solución de hiperconvergente con VMware. 
Tabla 15 
Costo de la solución de hiperconvergente con VMware. 
Equipamiento Activo 







VMware y servidores Dell 
1 S/1,293,231.55 S/1,293,231.55 
Total de inversión     S/1,293,231.55 
 






4.4.1.2. Egresos del factor RR.HH. 
El pago del personal que participa en el proyecto por parte de la entidad pública. 
Tabla 16 
Egreso del presupuesto de RR.HH. 
Recursos Humanos  Sueldo 
Sueldo x 
Hora 
1° Mes 2° Mes 
N° horas Días Sueldo mensual N° horas Días Sueldo mensual 
Jefe de Informática S/15,000.00 S/62.50 3 30 S/5,625.00 3 26 S/4,875.00 
Jefe de Proyectos S/8,000.00 S/33.33 8 30 S/8,000.00 8 26 S/6,933.33 
Oficial de Seguridad S/2,500.00 S/10.42 4 30 S/1,250.00 4 26 S/1,083.33 
Jefe de Logística S/6,000.00 S/25.00 2 30 S/1,500.00 4 26 S/2,600.00 
Soporte técnico S/2,800.00 S/11.67 5 30 S/1,750.00 5 26 S/1,516.67 
Especialista en Infraestructura S/5,500.00 S/22.92 8 30 S/5,500.00 8 26 S/4,766.67 
Seguridad Informático I S/7,000.00 S/29.17 4 30 S/3,500.00 4 26 S/3,033.33 
Seguridad Informático II S/7,000.00 S/29.17 4 30 S/3,500.00 4 26 S/3,033.33 
Patrimonio S/3,000.00 S/12.50 2 30 S/750.00 4 26 S/1,300.00 
   Sub-Total Mes 1 S/31,375.00 Sub-Total Mes 2 S/29,141.67 
         
     Total General S/60,516.67 
 




4.4.1.3. Egreso del presupuesto 
Lista de los egresos en el tiempo de duración de los gastos por mes. 
Tabla 17 
Egreso del presupuesto del Proyecto. 
Egreso del presupuesto Mes 1 Mes 2 
Egresos     




S/1,293,231.55   
Gasto Generales     
  Equipos y Materiales    
   S/700   
Recursos Humanos     
  Jefe de Informática S/5,625.00 S/4,875.00 
  Jefe de Proyectos S/8,000.00 S/6,933.33 
  Oficial de Seguridad S/1,250.00 S/1,083.33 
  Jefe de Logística S/1,500.00 S/2,600.00 
  Soporte técnico S/1,750.00 S/1,516.67 
  Especialista en Infraestructura S/5,500.00 S/4,766.67 
  Seguridad Informático I S/3,500.00 S/3,033.33 
  Seguridad Informático II S/3,500.00 S/3,033.33 
  Patrimonio S/750.00 S/1,300.00 
      
Sub Total S/1,325,305.55 S/29,141.67 
Total General S/1,354,448.22 
 






Se ha determinado con la implementación de una virtualización hiperconvergente con 
VMware, de nombre VMware vSphere, la infraestructura tradicional quedo en el pasado 
cumpliendo con los objetivos, desarrollando con la metodología Dell DTPM2 (PMKBOK 5° 
Edición) y con una solución escalable en tiempo y viable. 
CE 1: Se concluye con el levantamiento de información se logró planificar para la 
migración a los servidores que brindan servicios de producción y tomando en cuenta a los 
equipos que eran discontinuos en programar los fines de semanas y para realizar seguimiento. 
CE 2: Se concluye con la herramienta de virtualización hiperconvergente con VMware 
permitiendo la administración a través del VMware vSphere, cumpliendo con todos los 
requerimientos técnicos y de compatibilidad con los servicios de migración a esta plataforma, en 
la reducción de equipo informático, así mismo muestra un ahorro en el espacio de un 87% en el 
centro de datos. 
CE 3: Asimismo, con el dimensionamiento realizado de la migración en la plataforma 
VMware vSphere con las máquinas virtuales migradas que se configuro a la alta disponibilidad 
contando con 2 Hipervisores maestro y subordinado para un funcionamiento de crecimiento a 
futuro garantizando los servicios. 
CE 4: Por último, en hardware el costo de implementación es ve reflejado en el 
desarrollo de la implementación como en mano de obra en mantenimiento de equipos, 
administración de varios servidores físicos, consumo de energía y desde el punto de vista de 
virtualización bajo este contexto ya no se adquirirá un equipo físico para una implementación 






Se recomienda según diseño que luego de la migración de los servidores físicos al nuevo 
chasis blade, duplicar la memoria RAM asignada actualmente en el caso de las interfaces de red 
es implícito instalar la herramienta del VMware de nombre VMWare Tools que permitirá una 
mejor performance en la velocidad de datos y otros dispositivos. 
Se recomienda utilizar la VMware Sphere version Operations Manager que cuenta un 
pool de herramientas que se requieren para el despliegue y monitorización de la solución 
propuesta. 
Para la implementación de la solución es indispensable recomendar que este diseño 
propuesto contemple los requerimientos mínimos recomendables del fabricante para una buena 
performance. 
Se recomienda que según diseño propuesto en la Entidad Pública realice la virtualización 
sobre una infraestructura nueva en vista que la que posee actualmente se encuentra obsoleta por 
tener más de 05 años de uso. 
Durante la migración de los servidores se recomienda tener en cuenta la escalabilidad que 
pueda tener el servidor que se está virtualizando con la finalidad de no hacer cambios con 
respecto al espacio, memoria y CPU, que puedan significar interrupciones en el servicio, por lo 
que es aconsejable tener en consideración el diseño propuesto que contempla el 
dimensionamiento correcto de las características de funcionamiento de las máquinas virtuales. 
Se recomienda realizar pruebas antes de migrar los servidores físicos hacia la nueva 
plataforma virtual, que servirán para elegir la configuración más adecuada, y nos permitirá 
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Implementación hiperconvergente con 
VMware 
Fecha 31/03/2020 
Hora y lugar Av. Arequipa 2637, San Isidro 
 
Introducción 
El programa ha aprobado el reciente proyecto de implementación de una 
solución  hiperconvergente con VMware para alta disponibilidad, reducción 
del parque de servidores y los gastos de operativos del centro de datos. 
 
Antecedentes 
Se identificando problemas en la infraestructura actual que cuenta el centro 
de datos, cuya causa son las caídas aleatorias de los servicios, la falta de 
mantenimiento por la cantidad y antigüedad de los servidores. La 




Renovar el paquete tecnológico, reducir costos,  brindar un servicio de 
vanguardia y proveedor estabilidad y disponibilidad de la infraestructura. 
 
Descripción 
El proyecto se divide en 2 puntos: 
Punto 1: Optimización de la infraestructura del parque de servidores. 
 Instalación y configuración de equipos 
 Configuración e integración de la red con los equipos 
 Migración de los servidores físicos. 
Punto 2: Servicio gestión para la infraestructura 
 Servicios administración para la infraestructura hiperconvergente 
 Servicios de mantenimiento 
 
Supuestos 
 Existencia de inventariado y equipamiento del centro de datos. 
 Contar con procedimientos de configuración y administración de la 
infraestructura. 
 El centro de datos debe contar con el acondicionamiento para la nueva 
infraestructura hiperconvergente con VMware, la solución no contemplan 
en el presupuesto de cableado estructurado, energización, tomas 







de alto nivel 
 La solución viene incluida con las licencias 
 La solución de robusta arquitectura bien distribuida y escalable, con 
crecimiento de recursos de hardware; procesamiento, almacenamiento 
y memoria RAM. 
 Adaptable a futuras tecnologías del equipamiento físico, con crecimiento 
en los recursos de hardware y la plataforma de VMware. 
 La solución permite integrar nodos físicos con diversas características 
formando un cluster mixto. 
 El servicio de mantenimiento permitirá la verificación del correcto 
funcionamiento de toda infraestructura hiperconvergente, mediante una 
gestión continua, realizando pruebas de control para evitar posibles 
fallos de funcionamiento o proponer mejoras en la infraestructura y la 
seguridad, que se debe revisar cada año. 
 El tiempo de la implementación debe culminar en lapso de 50 días 
calendario. 





 Renuncia de alguno de los involucrados del proyecto. 
 Problemas de salud de alguno de los involucrados del proyecto. 
 Cambio de personal involucrado en el proyecto. 
 Demora en levantamiento de información. 
 Demora en toma de decisiones. 
 Declaración de días laborables y no laborales por el programa. 
 Trabajos no programados. 
 Recorte en el presupuesto del proyecto. 

























Hora de Inicio: 9:30 am 
Lugar: 
San Isidro 
Acta No. 001 Hora de Final: 11:20 am 
 
Programa y Grupo de Proyecto Proyecto de Hiperconvergencia con VMware 
Nombre del Proyecto: Implementación de una solución de virtualización hiperconvergente 
con VMware para la alta disponibilidad en una Entidad Pública. 
 
Revisión: Descripción de los compromisos pendientes Fecha 
01   
 
DESARROLLO DE LA REUNIÓN: 
La reunión comenzó a las 9.30 am, los participantes fueron: 
 Edsson Eder Moyano Cerna (Encargado infraestructura del centro de datos) 
 Ismael Salazar (Jefe UTI) 
 John Franco (Gerente del Proyecto) 
 Humberto Pajares (Seguridad Informático) 
 Ruben Ramirez (Seguridad informático) 
Puntos mencionados: 
1. Definición de los alcances del proyecto. 
2. Elaboración del Plan de trabajo que será enviados al grupo del proyecto, consolidando 
las actividades a su cargo, fechas, duración y recursos asignados. 
3. El equipo del proyecto asumirá la responsabilidad de los alcances asignados, 
presentado entregables del compromiso de la elaboración y cumplimento de los 
plazos de entrega. 
4. Los alcances son lo siguiente: 
o Optimización en la infraestructura de los servidores. 
o Servicio de soporte para la infraestructura de los servidores. 
o Funciones: 
 Contrato único de 24 hora (24x7x365), los 365 días durante 1 año para 
las atenciones, reporte de incidencias y requerimiento de soporte de 
las garantías. 
 Cumplimiento de los SLA definidos. 




5. El equipo del proyecto adjuntar en un documento final. 
 
6. El equipo del proyecto realizara seguimiento y control de las actividades del plan de 
trabajo asignado. 
7. El equipo del proyecto debe ejecutar las actividades de acuerdo al plan de trabajo y 
ser reportado al jefe de la Unidad Tecnología de la Información, sobre cualquier 
avance, acontecimientos, etc. 
8. Para el cumplimiento de las asignaciones del equipo es de lunes a viernes de un 
periodo de mínimo de 6 horas diarias y en caso de un requerimiento critico se 
solicitara su apoyo en un fin de semana. 
 
ACTIVIDADES 
Acciones Responsables Fecha 
John Franco enviara el acta de la reunión para la 
validación de Edsson Moyano y Ruben Ramirez 
John Franco 02/04/2020 
John Franco enviara el plan de trabajo para la 
validación de Edsson Moyano y Humberto Pajares 
John Franco 02/04/2020 
Edsson Moyano deberá validar el plan de trabajo 
y enviar la conformidad 
Edsson Moyano 02/04/2020 
 
FIRMA DE APROBACIÓN 
Nombres y Apellidos Cargo Firma 
Ismael Salazar V. Jefe UTI  
John Franco A. Gerente del Proyecto  
Edsson Moyano Cerna. Encargado del Proyecto  
Humberto Pajares C. Seguridad Informático  







Acta - Plan de Gestión del Proyecto 
 
Proyecto Implementación hiperconvergente con VMware 
Fecha 06/04/2020 
Hora y lugar Reserva y confidencialidad de la información 
 
CICLO DE VIDA DEL PROYECTO 








equipo de tecnología 




 Plan de gestión de 
Proyecto 
 Plan de calidad 
 Plan de recursos 
humanos 
 Plan de comunicación 
 Plan de gestión de 
riesgo 
Planificación 




 Plan de gestión de 
Proyecto 
 Plan de calidad 
 Plan de recursos 
humanos 
 Plan de comunicación 




equipo de tecnología 







 Reporte de performance 
 Acta de Plan de 
Migración 
 Acta de prueba de 
Migración 
 Acta de prueba Alta 
disponibilidad y 
tolerancia a fallos 
Responsables el 
equipo de tecnología 






Cierre Conformidad y cierre 
Acta de conformidad y 
cierre 
Responsables el 
equipo de tecnología 




UMBRAL DE VARIABLES 
 Retrasos con las fechas del plan de 
trabajo 
 Variación en el costo S/. 375,000.00 
 No se tolera requerimientos adicionales 
que no está contemplados dentro del 
alcance del proyecto. 
 La solución de proyecto no debe requerir 
el 70% de los recursos de los servidores 
en horario de producción de 8.00 am 
hasta 11  pm. 
 Programar una reunión con el 
proveedor de la marca y con el equipo 
del proyecto para definir las razones 
del retraso y se pueda modificar el 
plan de trabajo. A su vez soluciones 
versátiles. 
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Acta - Plan de Gestión de Calidad 
Proyecto Implementación hiperconvergente con VMware 
Fecha 07/04/2020 
Hora y lugar Reserva y confidencialidad de la información 
 




Responsable de la ejecución final del proyecto, consta en la 
validación de revisar, probar y tomar acciones correctivas 
para mejorar la calidad. 
Gerente del Proyecto 
Gestionar el plan de calidad. 
Revisar los estándares mencionados para los entregables y 
asignar las acciones de correctivas. 
Responsable de calidad 
Encargado de la ejecución final de la calidad. Revisar los 
estándares, aprobar y tomar acciones correctivas. 
Equipo del proyecto 
Entrega de los entregables requeridos según los estándares 






Plan de seguridad y control de la calidad, que la empresa va a emplear. 
 Ejecución acorde a los requerimientos especificados y aprobados. 
 Registro de las pruebas, revisiones, manuales, incidencias y correcciones que puedan 
someter en una auditoria. 
 Verificación de los procedimientos de control de calidad. 
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Acta - Plan de Recursos Humanos 
 
Proyecto Implementación hiperconvergente con VMware 
Fecha 08/04/2020 
Hora y lugar Reserva y confidencialidad de la información 
 
ROLES, AUTORIDAD Y RESPONSABILIDADES 
Roles Autoridad Responsabilidades 
Gerente del Proyecto  Alta 
Gestión de los avances, comunicación, 
cronogramas, riegos del proyecto. 
Planificación, ejecución y control del proyecto. 
 
Responsable de la 
Solución del Proyecto 
Media 
Planificar reuniones relevantes de la situación 
actual y levantamiento de información. 
Instalación y configuración de la solución. 
Realizar pruebas operativas de la solución. 
Migración de los servidores físicos a la nueva 
solución. 
Especialista del proyecto Alta 
Control del avance del proyecto, interactuación 
con el mismo proveedor y gestión con el 
Gerente del proyecto.. 
Responsable de Calidad Baja 
Encargado de la ejecución final de la calidad. 










Adquisición de Colaborador Liberación de Colaborador 
El programa no contratara a colaboradores 
con funciones similares a este proyecto, los 
recursos son brindados por la misma 
institución. 
 
El programa en caso necesite nuevas 
contrataciones durante la ejecución del 
proyecto, el colaborador de cumplir con las 
funciones acorde al proyecto, será evaluado 
y aprobado por el Gerente del Proyecto. 
 
Requisitos: 
 Currículo Vitae 
 Grado Bachiller y/o Titulado Universitario 
 La contratación CAS y/o Orden de 
Servicio mediante publicación. 
 Experiencia 1 a 2 años con las funciones 
del proyecto del sector público o privado. 
 
Selección del colaborador: 
 Recepción de los formularia de 
publicación 
Preselección de los candidatos 
En la incorporación de un nuevo colaborado 
para que forme parte del equipo del 
proyecto, la Unidad Tecnología de la 
Información procederá con la capacitación 
para el alineamiento y pueda asumir una 
actividad en el proyecto. 
Los puntos de la capacitación: 
 Participación de las actividades para un 
previo conocimiento. 





 Evaluación de clasificación 
 Entrevista de selección con UGTH 
 Entrevista con el Jefe UTI 
 El resultado final conlleva a un nuevo 
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Acta - Plan de Comunicaciones 
Proyecto Implementación hiperconvergente con VMware 
Fecha 09/04/2020 




1. Saber los problemas o controversia por 
medio de un observación o conversación 
de algún personal o grupos que lo 
exprese de manera formal. 
 
Se llevará un historial para llegar acabo los 
siguientes pasos: 
 
 Asignar a un responsable, para el previo 
análisis y pueda determinar la solución. 
 Validar que la solución haya sido 
aplicada en el tiempo estimado. 
 Si la solución no fue efectiva se vuelve a 
repetir al punto 1. 
 
2. En caso no se pueda resolver y se torne 
a ser un problema, se procederá de lo 
siguiente: 
 
 En primera línea el Gerente del Proyecto 
y el equipo de proyecto, utilizando 
métodos estándares a la solución del 
problema. 
 En segunda línea se escala al proveedor 
y el equipo del proyecto, utilizando el 
servicio del contrato de soporte. 
Se tocará 2 puntos: 
 
1. Plan de comunicaciones, se dará las 
revisiones, roles y modificaciones para el 
cumplimiento del proyecto: 
 
 Si una solución vaya impactar se 
requerirá la aprobación de los 
involucrados para el plan de trabajo. 
 Informa del colaborar que ingresa o sale 
del proyecto. 
 Informa de los cambios de asignaciones 
y/o roles que tenga el colaborado en el 
proyecto. 
 Solicitar inusuales reportes adicionales. 
 Evidenciar los cambios aprobados o 
dados en el proyecto. 
 
2. Plan de gestión, control de las 
actualizaciones: 
 
 Clasificación y asignación a los 
involucrados. 
 Seleccionar requerimientos de la 
información, en: 
 Modificación a un nuevo plan de gestión.  
 Aprobación para modificación.  






GUÍA DE LAS REUNIONES 





Proveedor, Gerente del 





Una vez Abril 2020 
Proyecto 
Proveedor, Gerente del 




de la información 
Una vez Abril 2020 
Proyecto 
Proveedor, Gerente del 





Reporte de los 
avances del 
proyecto 
Semanal Abril 2020 
Proyecto 
Proveedor, Gerente del 




Calidad, Jefe de UTI 
Reporte de los 
avances de la 
migración 
Semanal Abril 2020 
Proyecto 
Proveedor, Gerente del 




Calidad, Jefe de UTI 
Reporte de los 
avances de la 
migración 
Semanal Mayo 2020 
Proyecto 
Proveedor, Gerente del 




Calidad, Jefe de UTI 









GUÍA DE LOS MENSAJES DE CORREO 
Las siguientes pautas: 
 
 Los mensajes de correo de los avances, reportes o actividades serán enviados al 
equipo del proyecto con copia al Gerente del Proyecto, el proveedor y Jefe de UTI. 
 Los correos internos del equipo de proyecto serán enviados al Gerente del Proyecto. 
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Acta - Plan de Gestión de Riesgos 
Proyecto Implementación hiperconvergente con VMware 
Fecha 10/04/2020 
Hora y lugar Reserva y confidencialidad de la información 
 
DESCRIPCIÓN METODOLOGÍA DE GESTIÓN DEL RIESGO 
Alcance 
 La identificación, priorización y seguimiento de riegos críticos. 
 Las acciones a tomar serán aprobadas y visada al proveedor. 
Herramientas 
 
 Reuniones de planificación, análisis e incidencias. 
 Revisación de las documentaciones 
 Recopilación de información 
 Toma de decisiones por expertos 
 Matriz de probabilidades e impacto 
 Plan estratégico de riesgo: positivas, negativas y de contingencia. 
 Auditorias 
 
Roles y responsabilidades 
 
 El Gerente del Proyecto es responsable del desarrollo del plan de gestión de 
riesgos. 
 El proveedor en validar las acciones propuestas del Gerente del Proyecto y equipo 
de proyecto para mitigar los riegos. 
 
Categorías de Riesgos 
 Técnico: Tecnología y calidad 
 Externos: Clima, proveedores, pandemia, mercado 
 El programa (institución): Recursos, equipos, presupuesto y personal. 



































0.015 0.03 0.06 0.12 0.24 
Posible 
(0.5) 








0.045 0.09 0.18 0.36 0.82 
 
Tipo de Riesgo Probabilidad x Impacto Color 
Critico >= 1.7  
Alto >= 0.7  
Moderado >= 0.35  








DESCRIPCIÓN DEL IMPACTO POR OBJETIVOS 




















aumento < 7% 
Actividad dentro 
del presupuesto. 










aumento 7% - 14% 
Actividad dentro 
del presupuesto. 









del producto sufrió 
un cambio, no es 
aceptable. 
Posible a retraso,  












El impacto es 
incorregible 
Retraso en el 
cronograma, 
Aumento > 25% 
Inversión dentro 
del presupuesto. 













RIESGO DEL CAPITAL 
Costo total del proyecto: S/ 1,422,554.55 
 
Reserva de gestión 3%: S/ 38,796.89 
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Configuración de clonación, migración en frío y vMotion compatibles. 
vCenter Server de 
origen 











vSphere 6,0 GA 
vSphere 6,0 GA Sí Sí Sí 
vSphere 6,0 U1 No No No 
vSphere 6,0 U2 No No No 
vSphere 6,0 U3 No No No 
vSphere 6,5 GA No No No 
vSphere 6,5 U1 No No No 
vSphere 6,5 U2 y 
versiones 
posteriores * 
No No No 
vSphere 6,0 U1 
vSphere 6,0 GA No No No 
vSphere 6,0 U1 Sí Sí Sí 
vSphere 6,0 U2 No No No 
vSphere 6,0 U3 No No No 
vSphere 6,5 GA No No No 
vSphere 6,5 U1 No No No 
vSphere 6,5 U2 y 
versiones 
posteriores * 
No No No 
vSphere 6,0 U2 
vSphere 6,0 GA No No No 
vSphere 6,0 U1 No No No 
vSphere 6,0 U2 Sí Sí Sí 




vSphere 6,5 GA No No No 
vSphere 6,5 U1 No No No 
vSphere 6,5 U2 y 
versiones 
posteriores * 
No No No 
vSphere 6,0 U3 
vSphere 6,0 GA No No No 
vSphere 6,0 U1 No No No 
vSphere 6,0 U2 No No No 
vSphere 6,0 U3 Sí Sí Sí 
vSphere 6,5 GA No Sí Sí 
vSphere 6,5 U1 No Sí  Sí 
vSphere 6,5 U2 y 
versiones 
posteriores * 
No Sí Sí 
vSphere 6,5 GA 
vSphere 6,0 GA No No No 
vSphere 6,0 U1 No No No 
vSphere 6,0 U2 No No No 
vSphere 6,0 U3 No No No 
vSphere 6,5 GA Sí Sí Sí 
vSphere 6,5 U1 Sí Sí Sí 
vSphere 6,5 U2 y 
versiones 
posteriores * 
Sí Sí Sí 
vSphere 6,5 U1 
vSphere 6,0 GA No No No 
vSphere 6,0 U1 No No No 
vSphere 6,0 U2 No No No 
vSphere 6,0 U3 No No No 




vSphere 6,5 U1 Sí Sí Sí 
vSphere 6,5 U2 y 
versiones 
posteriores * 
Sí Sí Sí 
vSphere 6,5 U2 y 
versiones 
posteriores * 
vSphere 6,0 GA No No No 
vSphere 6,0 U1 No No No 
vSphere 6,0 U2 No No No 
vSphere 6,0 U3 No Sí Sí 
vSphere 6,5 GA Sí Sí Sí 
vSphere 6,5 U1 Sí Sí Sí 
vSphere 6,5 U2 y 
versiones 
posteriores * 









Acta - Plan de Migración 
Proyecto Implementación hiperconvergente con VMware 
Fecha 29/04/2020 




El Programa de la Entidad Pública, comprometido a brindar la eficiencia de la tecnología en 
la Unidad de la Tecnología de la Información (UTI), elaborando una estrategia para una 
nueva solución de migración de todos los servidores físicos al ambiente de máquinas 
virtualizadas. 
Contar con un registro a detalle de los avances e intervalo de tiempo. 
La UTI está a cargo de la responsabilidad de la implementación y seguimiento de los 
avances de la migración, en la asignación de cargas de trabajo, roles, seguimiento y 




 Categorizar los servidores por su funcionalidad y servicios en operación. 
 Definir fechas para el despliegue de la migración de los servidores físicos. 
 Designar las actividades al equipo de proyecto. 




Gerente de Proyecto 
 Aprobación del plan de migración de la infraestructura tradicional del centro de 
datos. 
 
Jefe de la Unidad de la Tecnología de la Información (UTI) 
 Coordinación con el equipo del proyecto y Gerente del proyecto referente al Plan de 
Migración de la infraestructura tradicional del centro de datos. 
 Monitoreo y Control de todo el proceso del proyecto 
 
Encargado de la Infraestructura y Seguridad de UTI 
Enlistar los servidores físicos comprometidos en la migración del centro de datos. 
Resolver incidencias durante en la ejecución de la migración del centro de datos. 
Verificación de la ejecución correcta de la migración de todos los servidores comprometidos 




Elaboración de actualización del plan de migración de todos los servidores comprometidos 
del centro de datos. 
 
Riesgos 
 Mal dimensionamiento en el Hardware y Software 
 Inconvenientes de compatibilidad de Sistema Operativo con la migración a las 
máquinas virtuales. 
 Inconvenientes con los drivers en la migración en caliente vMotion. 
 Inconvenientes con la integración de los servidores Blade de Dell. 
 Inconvenientes con la instalación y actualización de los controladores. 
 Inconvenientes al migrarse a una máquina virtual y sea detectado como 
error/dañado.  
Contingencia 
En caso que se presente un incidente en la solución de la migración, se procederá lo 
siguiente: 
 El apagado de los componentes, servicios y controladores de las máquinas virtuales 
de la solución hiperconvertente. 
 El apagado de los servidores de toda la solución hiperconvergente. 
 Encender y/o validar de la infraestructura tradicional de los servidores físico. 
 Encender las máquinas virtuales a través de la plataforma vSphere de VMware y 
estabilidad sincronización con los espacios del almacenamiento virtuales. 
 Verificación con pruebas de funcionamiento de los servicios informáticos. 
  
Ismael Salazar Edsson Eder Moyano Cerna 






Acta – Prueba de Migración 
Proyecto Implementación hiperconvergente con VMware 
Fecha 21/05/2020 
Hora y lugar Reserva y confidencialidad de la información 
 
FORMATO DE PRUEBAS DE OPERATIVIDAD PARA LA MIGRACIÓN DE SERVIDORES 
FÍSICOS 
Firma de aceptación de los servidores físicos pasara a ser migrados a la solución de 
virtualización hiperconvergente con VMware. 
Responsables  
 




Se da por finalizado la migración de los siguientes servidores. 
 
 
Roles TIPO Dirección IP 
1 Servidor AppDesktop PR0DUC... 172.16.252.10 
2 Servidor Copias de Seguridad PR0DUC... 172.16.252.105 
3 Servidor Archivos 1 PR0DUC... 172.16.252.106 
4 Servidor Mesa de Ayuda PR0DUC... 172.16.252.107 
5 Servidor Base Datos Oracle DES4RR0... 172.16.252.30 
6 Servidor AppWeb Tramite Documentario PR0DUC... 172.16.252.11 
7 Servidor Pentaho Desarrollo PR0DUC... 172.16.252.44 
8 Servidor Moodle Intranet PR0DUC... 172.16.252.108 
9 Servidor Pentaho Producción PR0DUC... 172.16.252.45 
10 Servidor Tramite Documentario en prueba ONPE DES4RR0... 172.16.252.46 
11 Servidor Actualizaciones PR0DUC... 172.16.252.109 
12 Servidor Controlador de Dominio Secundario PR0DUC... 172.16.252.6 
13 Servidor Base Datos para Producción MySQL QA 172.16.252.31 
14 Servidor Scrum PR0DUC... 172.16.252.110 




16 Servidor AppWeb TomCat SIGAWeb Producción PR0DUC... 172.16.252.12 
17 Servidor Antispam Perimetral PR0DUC... 172.16.252.111 
18 Servidor Apache WebServer - HA Activo PR0DUC... 172.16.252.20 
19 Servidor Apache WebServer - HA Pasivo PR0DUC... 172.16.252.21 
20 Servidor Correo Zimbra Producción PR0DUC... 172.16.252.120 
21 Servidor Correo Zimbra Producción PR0DUC... 172.16.252.121 
22 Servidor Aplicaciones Web Joomla DES4RR0... 172.16.252.26 
23 Servidor App Desktop PR0DUC... 172.16.252.13 
24 Servidor Aplicaciones Web Wordpress PR0DUC... 172.16.252.27 
25 Servidor Base Datos MySQL PR0DUC... 172.16.252.32 
26 Servidor AYZA PR0DUC... 172.16.252.48 
27 Servidor de Aplicaciones JBOSS PR0DUC... 172.16.252.28 
28 Servidor FTP Producción PR0DUC... 172.16.252.112 
29 Servidor Base de Datos Producción Oracle 11G PR0DUC... 172.16.252.33 
30 Servidor Base Datos SQL 2008 PR0DUC... 172.16.252.34 
31 Servidor Base Datos Desarrollo Oracle DES4RR0... 172.16.252.35 
32 Servidor TOMCAT Pruebas Intranet DESASROLLO 172.16.252.49 
33 Servidor Incidencias de COC MONITOREO 172.16.252.50 
34 Servidor Repositorios [Consultores] DES4RR0... 172.16.252.51 
35 Servidor Inventario Software MONITOREO 172.16.252.127 
36 Servidor Controlador de Dominio Primaria PR0DUC... 172.16.252.4 
37 Servidor App CORDA Producción PR0DUC... 172.16.252.14 
38 Servidor moviles Producción PR0DUC... 172.16.252.52 
39 Servidor App Intranet Desarrollo DESASROLLO 172.16.252.15 
40 Servidor Streaming PR0DUC... 172.16.252.128 
41 Servidor Web para Desarrollo DESASROLLO 172.16.252.53 
42 Servidor Base Datos Oracle 11G PR0DUC... 172.16.252.36 
43 Servidor WINS PR0DUC... 172.16.252.129 
44 Servidor Desarrollo SITC DES4RR0... 172.16.252.54 




46 Servidor Base Datos Orale 11G - Consultores DES4RR0... 172.16.252.38 
47 Servidor Weblogic PR0DUC... 172.16.252.55 
48 Servidor Weblogic PR0DUC... 172.16.252.56 
49 Servidor FTP Producción PR0DUC... 172.16.252.113 
50 Servidor Repositorio Consola Antivirus PR0DUC... 172.16.252.123 
51 Servidor BD MySQL y APP SIPP Web producción PR0DUC... 172.16.252.16 
52 Servidor Web Contigencias Wordpress DES4RR0... 172.16.252.57 




54 Servidor Weblogic PR0DUC... 172.16.252.59 
55 Servidor Base de Datos para producción Moviles DES4RR0... 172.16.252.39 
56 Servidor Wen Apache para Producción PR0DUC... 172.16.252.22 
57 Servidor SIAF para Producción PR0DUC... 172.16.252.60 
58 Servidor Web Apache Frontera Weblogic - QA QA 172.16.252.23 
59 Servidor de impresión PR0DUC... 172.16.252.128 
60 Servidor Impresiones PR0DUC... 172.16.252.129 
61 Servidor SMTP UPS MONITOREO 172.16.252.130 
62 Servidor Repositorio PDF DES4RR0... 172.16.252.131 
63 Servidor AppWeb PR0DUC... 172.16.252.17 
64 Servidor Base Datos SQL 2008 PR0DUC... 172.16.252.40 
65 Servidor Base Datos SQL 2008 PR0DUC... 172.16.252.41 
66 Servidor Inventario Software PR0DUC... 172.16.252.132 
67 Servidor Video Conferencias PR0DUC... 172.16.252.133 
68 Servidor Dell open management Essential MONITOREO 172.16.252.134 
69 Servidor Base Datos - Producción MySQL DES4RR0... 172.16.252.42 
70 Servidor Base Datos - Producción MySQL PR0DUC... 172.16.252.43 
71 Servidor File Server DES4RR0... 172.16.252.135 
72 Servidor Radius DES4RR0... 172.16.252.138 
73 Servidor NTP DES4RR0... 172.16.252.9 
74 Servidor Aplicaciones JBOSS DES4RR0... 172.16.252.29 
75 Servidor Video Vigilancia PR0DUC... 172.16.252.136 
76 Servidor Monitor Switch/ File Server para Backup PR0DUC... 172.16.252.140 
77 Servidor Monitor Switches PR0DUC... 172.16.252.141 
 
Fecha/Hora Inicio Fecha/Hora Fin 
 29 abril 2020 / 8.30 am 19 mayo 2020 / 7 pm 
Observaciones 
Todo conforme. 
Verificación de Migración de los servidores 
Físico a máquinas virtuales 
Si     X      |         NO 
Validación de procesador, memoria ram y 
almacenamiento de cada servidor virtual. 




Prueba de Alta redundancia con los 
servidores virtuales. 
Si     X      |         NO 
Validación de la conexión de cada servidor 
virtual ya migrados con la red LAN y WAN 
Si     X      |         NO 











Acta de prueba de Alta disponibilidad y Tolerancia a fallos 
Proyecto Implementación hiperconvergente con VMware 
Fecha 22/05/2020 
Hora y lugar Reserva y confidencialidad de la información 
Pruebas de Alta Disponibilidad y Tolerancia a Fallos para la solución de la 
infraestructura hiperconvergente con VMware implementado. 
 
RESPONSABLE: 
Edsson Eder Moyano Cerna 
 
DESCRIPCIÓN DE LAS ACTIVIDADES: 
 
Pruebas de Falla de equipos físico 
 Apagar el equipo de forma manual (grafica). 
 Verifica que el equipo este correctamente apagado. 
 Verifica los componentes del equipo, para proceder a encender. 
 Verifica que ningún usuario esté conectado al equipo durante el encendido. 
 
Pruebas de Falla de Máquinas Virtuales 
 Verifica que ningún usuario esté conectado por remoto. 
 Proceder con el apagado/reincido de la máquina virtual. 
 Verifica que los controladores estén funcionando correctamente. 
 Verificar que el encendido de la maquina virtual conmute correctamente con la red y 
los servicios. 
 
Pruebas de Falla de Almacenamiento 
 Verifica que el equipo de almacenamiento este apagado, para proceder a retirar los 
discos duros. 
 Verifica las alertas/logs que indica la unidad de datos de la adversidad presentada. 
 Verifica los errores de la unidad de arranque y validación de los metadatos que 
causaron el problema. 
 Verificación del Cluster que divide los nodos. 
 Durante la conmutación un disco falla envía una alerta del disco esta inoperativo. 
 Verifica que las máquinas virtuales aparecen como “Suspendido o Colgado” hasta 
restaurar la ruta de almacenamiento. 
 Verifica la restauración de un nuevo controlador se insertó para la actualización de 





Pruebas de Falla con el enlace a red 
 Desconexión del cable de red primario que conecta a los nodos. 
 Verifica la desconexión el nodo, todas las máquinas virtuales resguardadas con alta 
disponibilidad reinicie y reanuden de forma automática al otro Cluster. 
 Verifica que los usuarios finales no tengan conexión con las máquinas virtuales 
hasta que el proceso este culminado del reinicio y servicios activos. 
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Acta de Cierre 
Proyecto Implementación hiperconvergente con VMware 
Fecha 25/05/2020 
Hora y lugar Reserva y confidencialidad de la información 
Elaborado por: John Franco A. 
Fecha de cierre de la Implementación: 25 de mayo 2020 
 
PROPÓSITO 




Los colaboradores que realizando con la culminación del proyecto: 
 John Franco A. - Gerente del Proyecto 
 Ismael Salazar – Jefe de UTI 
 Edsson Eder Moyano Cerna – Especialista de Infraestructura 
 Humberto Pajares C. – Seguridad de la Información 




Se realizó la entrega de los siguientes documentos (actas): 
 Plan de trabajo y/o cronograma 
 Presentación del Kick-Off (Reunión) 
 Project Charter 
 Plan de Gestión del Proyecto 
 Plan de Calidad 
 Plan de Recursos Humanos 
 Plan de Comunicaciones 
 Plan de Administración de Riesgos 
 Acta de Cierre del Proyecto 
 
En el desarrollo del proyecto se realizó con la entrega e implementación hiperconvergente 
con los servidores Dell virtualizado con VMware, de acuerdo a lo acordado al contrato de la 





Adquisición de Equipamiento: 
 Servidor DELL Blade M620 (06 unidades) 
 Chasis DELL M100e 
 Servidor Rack DELL R420 
 Gabinete APC 48 RU 
 
Implementación: 
 Instalación y configuración de la plataforma VMware (vSphere) 
 Instalación física de todos los equipamientos DELL 
 Rackero de los servidores DELL en el gabinete. 
 Gestión de agrupamientos de servidores vigentes. 
 Instalación del VMware Converter a los 77 servidores. 
 Configuración del switch core de la institución 
 Migración de los servidores físicos hacía nuevo ambiente de máquinas virtuales en 
la nueva solución. 
 
Mediante el Acta de Cierre, se da por culminado el proyecto o termino de referencia 
“Contratación de un servicio de implementación de una solución de virtualización 
hiperconvergente con VMware para una alta disponibilidad en la Entidad Pública”, el jefe de 
la Unidad Tecnología de la Información da la conformidad sobre la ejecución del proyecto, 
indicando que no hay otra actividad pendiente. 
 
 
Grado de Satisfacción por el cumplimento del proyecto. 
(En una de las casillas marcar con una “X”) 
¿Cuán 
satisfecho 



























Jefe de la Unidad Territorial de la Información 
John Franco 
Gerente de Proyecto 
