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Abstract 
Companies are gradually creating new services such as robo-advisors (RA). However, 
little is known if users actually follow RA advice, how much the fit of RA to task 
requirements influences the utilization, how users perceive RA characteristics and if the 
perceived advisor’s expertise is influenced by the user’s expertise. Drawing on judge-
advisor systems (JAS) and task-technology fit (TTF), we conducted an experimental 
study to measure actual advice-taking behavior in the context of RA. While the 
perceived advisor’s expertise is the most influential factor on task-advisor fit for RA and 
human advisors, integrity is a significant factor only for human advisors. However, for 
RA the user’s perception of the ability to make decisions efficiently is significant. In our 
study, users followed RA more than human advisors. Overall, our study connects JAS 
and TTF to predict advice utilization and supports companies in service promotion. 
Keywords:  Artificial Intelligence; Robo-Advisor; Advice Taking; Judge-Advisor System; Task-
Technology Fit; User's Expertise 
Introduction 
Current advances in artificial intelligence (AI) are driving companies to develop new services for their 
customers. Giving an example, in the light of Industry 4.0, manufacturing firms offer their clients the 
possibility of predictive maintenance or process optimization based on machine data (Rawal 2019). 
Besides these newly offered services, enterprises are also transforming established services by 
empowering them using machine learning and make them scalable by taking the human out of the loop. 
An example of these kinds of changes can be seen in the traditional service sector, such as the legal or 
financial industry. Typically, legal or financial advisory is done by experts who advise you on how you 
should act with regard to your specific needs. In recent years, empowered by AI, companies have 
developed services that give personalized advice using an information system instead of a human expert 
(HSBC 2017). 
In the literature, there is no common definition for AI. Russel and Norvig (2009) define AI based on two 
dimensions. The first dimension addresses the thought process and behavior, while the second one is 
concerned with whether success is measured against human performance or against an ideal (rational) 
performance. The combination of these two dimensions leads to four characteristics which can describe 
and define an AI-based system: thinking humanly, thinking rationally, acting humanly, or acting 
rationally (Russel and Norvig 2009). In our context of AI-based advisory, we define AI as a system, which 
is able to learn, makes rational predictions, and interacts like a human. AI differs significantly from other 
traditional technologies since AI-based systems do not just follow predefined static rules but have the 
ability to learn from data (Burrell 2016). Some advantages of AI-based systems are efficiency and 
scalability (Brundage et al. 2018). In comparison to human advisors, AI-based advisors are not able to 
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explain their recommendation, which is also known as black-box behavior, but due to technological 
advances, AI-based algorithms can process, utilize, and learn from more information than any human 
advisor could do in appropriate time because of cognitive constraints (Simon 1972). 
A much-discussed example of AI-based advisory, in research and practice, is financial robo-advisory 
which causes significant changes in the financial industry (Jung, Dorner, Glaser, et al. 2018; Jung and 
Weinhardt 2018; Sironi 2016). Robo-advisors are automated investment advisory services. Customers are 
guided through a self-assessment process and are then recommended a target-oriented investment 
strategy with regard to possible portfolio compositions or estimated stock performances (Jung, Dorner, 
Glaser, et al. 2018; Sironi 2016; Tertilt and Scholz 2017). If robo-advisors were accepted by users1, 
benefits would arise both for providers as well as for users. Due to the simple scalability of advisory 
services as well as the significant reduction of investment costs, the deployment of robo-advisors is highly 
attractive for financial service companies like banks (Tertilt and Scholz 2017). By using robo-advisors, 
users can also reduce their investment costs and perform real-time portfolio surveillance (Tertilt and 
Scholz 2017). 
Assuming robo-advisors can provide good advice, it is not guaranteed that people will necessarily utilize 
such advice. In the information systems (IS) literature robo-advisors were mostly investigated focusing on 
the design and architecture of these services as well as related business models (Eickhoff et al. 2017; Jung, 
Dorner, Weinhardt, et al. 2018; Jung and Weinhardt 2018; Riasanow et al. 2018). Whereas, the 
exploration of users’ perception of robo-advisors was neglected. In the cognitive sciences, the judge-
advisor system (JAS) paradigm has been used to investigate the advice taking and giving behavior of 
people. Although various factors were examined within this research stream, almost exclusively the 
interaction between human decision makers and human advisors was regarded (Bonaccio and Dalal 
2006). In the IS literature, the task-technology fit (TTF) is used to determine how well a technology is 
suited to assist a person in performing a task (Goodhue and Thompson 1995). However, based on this 
model, we cannot assess if AI-based advice is utilized differently than human advice. By integrating the 
TTF model in the JAS context, we want to generate a holistic view to understand the factors leading to 
advice accepting behavior of AI-based advisory services. Therefore, we examine if users accept a 
substitution of human financial advisors by robo-advisors and if the investment advice will be at least 
similarly utilized. This leads us to the following research questions: 
RQ 1: Are there differences in users’ advice utilization of robo- and human advice? 
RQ 2: Is the users’ advice utilization affected by the fit of task and advisor as well as how this fit is 
affected by the advisor’s characteristics? 
Since the topic of finance and financial planning concerns the general population (Beketov et al. 2018), it 
is natural that both experienced and inexperienced individuals might use robo-advisors. Users’ perceived 
expertise was already discussed within the TTF as well as the JAS literature (Harvey and Fischer 1997; 
Parkes 2013). JAS researchers have shown that experienced decision makers have higher advice 
utilization when making important decisions (Harvey and Fischer 1997). Furthermore, Parkes (2013) 
found that users’ expertise affects the perception of technology characteristics. Therefore, we explore if 
users’ self-perceived expertise has an impact on the perceived expertise of human and robo-advisors. 
Consequently, our third research question is: 
RQ 3: Does the users’ self-perceived expertise affect the perceived advisor’s expertise? 
We are following the call of Rzepka and Berger (2018) to investigate users’ interactions with robo-advisors 
by answering these three research questions. The remainder of this manuscript is structured as follows: 
To begin with, we provide an overview of the theoretical background related to advice taking and the task-
technology fit. Then, we derive hypotheses before describing our online experimental survey study design. 
After introducing our study sample consisting of 197 participants, we present the collected and analyzed 
data using group comparison and partial least square (PLS). Thereby, the discussion of findings illustrates 
contributions to research and practice. Lastly, we conclude the manuscript by summarizing the most 
important findings as well as pointing out the limitations of our research and proposing specific avenues 
for future research. 
                                                             
1 User is defined as user of a robo-advisor and used synonymously to decision maker and judge. 
 How Do Users Utilize Advice of Robo-Advisors? 
 
  
 Fortieth International Conference on Information Systems, Munich 2019 3 
Theoretical Background 
Advice Giving and Taking 
Within the cognitive sciences, the phenomenon of people giving and taking advice is investigated under 
the judge-advisor system (JAS) paradigm (Bonaccio and Dalal 2006). It describes a structured group in 
which one individual (i.e., the judge or decision maker) holds the sole decision power and seeks advice 
from one or more advisors (Van Swol 2011). Within this context, various studies have investigated which 
factors influence the judge’s advice utilization, i.e., the extent to which decision makers follow the advice 
they receive from experts (Bonaccio and Dalal 2006). A robust finding has been egocentric discounting, 
which means that decision makers tend to adjust their initial estimate by just 20% to 30% towards the 
advisor’s suggestion (Harvey and Fischer 1997). In addition, several factors such as trust, competence, 
distance of advice, power or source of advice have been identified as influencing the advice-taking 
behavior of decision makers (Bonaccio and Dalal 2006; Schultze et al. 2015; Sniezek and Buckley 1995; 
Van Swol and Sniezek 2005; White 2005). 
One of the most discussed advisor characteristics influencing advice-taking is trust (Jungermann 1999; 
Van Swol 2011). Trust is “the willingness of a party to be vulnerable to the actions of another party based 
on the expectation that the other will perform a particular action important to the trustor, irrespective of 
the ability to monitor or control that other party” (Mayer et al. 1995, p. 712). Since trust is a rather 
abstract concept, most researchers agree that it has to be studied multi-dimensionally (Komiak and 
Benbasat 2006; Rousseau et al. 1998). Komiak and Benbasat (2006) categorized trust in three 
dimensions: (1) cognitive trust in competence, (2) cognitive trust in integrity, and (3) emotional trust. 
Following their definition, several studies analyzed the impact of an advisor's competence, also called 
expertise, on the decision maker’s advice utilization. Advisor’s competence is defined as the advisor’s 
perceived ability to provide good advice in a specific domain (Mayer et al. 1995). Customers’ main concern 
is whether the advisor has the competence required to provide them with relevant and customized advice 
(Komiak and Benbasat 2006). Studies have shown that decision maker, who perceive their advisor as 
competent are more willing to adjust their initial opinion in favor of the advisor’s opinion. (Kim et al. 
2017; Schultze et al. 2015). Integrity is defined as the honesty of the advisor and describes the decision 
maker’s expectation that the advisor acts in his/her interest (McKnight et al. 2002). Consequently, it 
refers to the extent that the user perceives the advice as objective and unbiased (Komiak and Benbasat 
2006). A robo-advisor can be designed in a way that it only recommends products that are most profitable 
for the service provider who owns the robo-advisor. Such kind of robo-advisor would be considered to 
have a low integrity. Studies show that the higher the perceived integrity of the advisor is, the more likely 
it is that the advice will be used (Van Swol 2011). Lastly, emotional trust describes the decision maker’s 
feelings of security and comfort about relying on an advisor (Komiak and Benbasat 2006). Similar to the 
previous dimensions of trust, the stronger the emotional trust in the advisor is, the more likely the judge 
is to follow the advice (Sniezek and Van Swol 2001). 
Besides the advisor’s expertise, also the decision maker’s expertise was investigated. While generally it is 
assumed, that the decision maker has a lower competence than the advisor, decision makers with less 
expertise had higher trust levels and more variability in their trust rating (Sniezek and Van Swol 2001). It 
has been shown that experienced users tend to follow advice less than inexperienced users (Harvey and 
Fischer 1997). For incompetent decision makers it is difficult to assess whether a particular advice is good 
or bad (Ehrlinger et al. 2008), which is a huge challenge in the judge-advisor relationship. 
Concluding, in the JAS literature, advisor’s and decision maker’s expertise, advisor’s integrity as well as 
emotional trust in the advisor have been identified to influence advice utilization. Based on the task-
technology fit model, we want to combine these factors. Therefore, we will introduce the TTF model in the 
next section. 
Task Technology Fit 
For a technology to be adopted by the user it has to be utilized and it must help the user to achieve his/her 
goal in a specific task. A well-known theory used for this phenomenon is the task-technology fit (TTF) 
(Goodhue 1995; Goodhue and Thompson 1995).  
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The task-technology fit model consists of the components task, technology, the fit, and the utilization of 
the information system. A task describes any action that is carried out to turn inputs into outputs. 
Relevant task characteristics are those that influence individuals to use or not to use a technology (e.g., 
difficulty, significance, routineness). A technology is a tool that an individual uses to carry out a task. The 
fit describes the appropriateness in which a technology helps the individual to succeed in a task. This fit 
should serve as a predictor for the utilization of an information system since individuals are more likely to 
use a technology that they perceive to be suitable to assist in solving the task (Goodhue and Thompson 
1995). Figure 1 depicts the general idea of the model. 
 
Figure 1. Task-Technology Fit Model 
(adapted from Goodhue 1995) 
 
The TTF was already used in various contexts to investigate the success of new technologies including 
answering managerial questions (Goodhue et al. 2000), online shopping (Klopping and Mckinney 2004), 
question-answering systems (Robles-Flores and Roussinov 2012) and group support systems (Zigurs et al. 
1999; Zigurs and Buckland 1998). However, until now it was not used to evaluate the setting of robo-
advisory systems. 
Research Model 
The purpose of this manuscript is to investigate and compare the behavior of individuals when interacting 
with robo-advisors and human experts in a financial planning context using the judge-advisor system. 
Until now, the JAS paradigm was almost exclusively used in a setting where both the judge and the 
advisor were human beings. However, there is one study which investigated how individuals utilize advice 
that is deducted from a statistical model (Önkal et al. 2009). Although the advice was presented in the 
exact same way for the statistical method and the human advisor, the participants discounted the 
statistical advice more than the same advice from a human expert. While robo-advisors are also mostly 
based on statistical methods, they have more capabilities. As some studies have shown, they might be 
perceived differently since human characteristics are perceived in AI-based applications (Rzepka and 
Berger 2018). Furthermore, compared to human experts, AI algorithms are able to process a vast amount 
of information in real-time and can incorporate the resulting insights in their advice (Anthes 2017). This 
implies that robo-advisors must be seen as more than purely statistical tools and this could lead to an 
increased reliance on robo-advisors due to a perceived superiority: 
H1: Advice from robo-advisors is utilized more than advice from human experts. 
The TTF describes the fit between task characteristics and a technology. By adapting this to the JAS 
context, the task-advisor fit (TAF) describes the fit between task characteristics and an advisor. Since TTF 
is a predictor for IS utilization (Goodhue and Thompson 1995), we assumed that TAF would be a predictor 
for advice utilization: 
H2: A higher task-advisor fit is related to higher advice utilization. 
From the JAS literature, we know that trust is identified as one of the most important factors that lead to 
advice utilization. Other characteristics such as age (Feng and MacGeorge 2006) and similarity to the 
decision maker (Gino et al. 2009) were also investigated. Many of these factors are not directly 
transferable to robo-advisors. Therefore, we focused on the advisor characteristics that can be perceived 
in a human advisor as well as in a robo-advisor. 
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To validate the advisor characteristics that were identified through the literature review, we conducted a 
pre-test among 67 persons. We asked the participants (1) what characteristics they see in a human 
advisor, (2) what characteristics they associate with a robo-advisor and (3) what differences between 
those two types of advisors they perceive. The open answers were coded by three IS researchers and as a 
result, we can confirm the literature-based characteristics but also found that efficiency-enhancing was an 
often mentioned characteristic, that describes the extent to which an advisor enables efficient decision-
making. Therefore, we considered four advisor characteristics: expertise, emotional trust, integrity, and 
efficiency-enhancing. 
As mentioned before, studies have shown that decision maker, who perceive their advisor as competent 
are more willing to adjust their initial opinion in favor of the advisor’s opinion. (Kim et al. 2017; Schultze 
et al. 2015). Furthermore, advisors with higher expertise are able to assess the difficulties and challenges 
of a task better and thus, are more suitable to solve a task successfully. Therefore, we hypothesized: 
H3a: For the robo-advisor, a higher perceived advisor expertise is related to higher task-advisor fit. 
H3b: For the human advisor, a higher perceived advisor expertise is related to higher task-advisor fit. 
A great advantage of robo-advisors is their ubiquity since they are available for consultation 24/7 other 
than human financial advisors. Furthermore, they provide advice instantaneously because of their 
superior data processing capabilities. Therefore, robo-advisors enable users to make investment decisions 
more efficiently. In the case of the human advisor, efficiency will not be a decisive factor when it comes to 
whether the advisor is perceived as suitable. Nonetheless, due to the access to the advisor’s additional 
expertise, efficiency in decision-making increases. Thus, leading to the following hypotheses: 
H4a: For the robo-advisor, a higher perceived advisor efficiency-enhancing ability is related to higher 
task-advisor fit. 
H4b: For the human advisor, a higher perceived advisor efficiency-enhancing ability is related to 
higher task-advisor fit. 
From the JAS literature, we know that trust has a major influence on advice utilization (Jungermann 
1999; Van Swol 2011). Emotional trust describes the feeling of security and comfort about relying on the 
advisor (Komiak and Benbasat 2006). Thus, the decision maker perceives the advisor as credible and 
helpful, leading to a positive influence on TAF: 
H5a: For the robo-advisor, a higher emotional trust is related to higher task-advisor fit. 
H5b: For the human advisor, a higher emotional trust is related to higher task-advisor fit. 
When interacting with an advisor, decision makers cannot be sure of the advisor’s intentions. It is not 
necessarily clear, whether the advisor is advising in the best interest of the client or if he/she acts for their 
own personal gains. Especially in the context of financial advice this topic gained some media coverage 
with advisors maximizing their commission fees and kickbacks. Therefore, decision makers will deem the 
advisor suitable for the task if they perceive them to have a higher integrity: 
H6a: For the robo-advisor, a higher perceived advisor integrity is related to a higher task-advisor fit. 
H6b: For the human advisor, a higher perceived advisor integrity is related to a higher task-advisor fit. 
As described before, a main problem of incompetent decision makers is to evaluate whether the received 
advice is correct and useful (Ehrlinger et al. 2008). Therefore, only if a user has a certain task knowledge, 
he/she can assess the expertise of an advisor. Thus, we concluded: 
H7a: For the robo-advisor, a higher self-perceived user expertise is related to higher perceived advisor 
expertise. 
H7b: For the human advisor, a higher self-perceived user expertise is related to higher perceived 
advisor expertise. 
Since the focus of our study lies in the perceptual differences of robo- and human advisors, we assessed 
the model using only one task and did not manipulate any task characteristics. Nonetheless, we measured 
a set of task characteristics such as significance as well as difficulty (Petter et al. 2013) and we did not find 
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any variation in the task characteristics. Finally, Figure 2 shows the final research model, which builds the 
foundation of our study. 
 
 
Figure 2. Research Model 
Research Method 
In order to investigate the differences between the utilization of advice from a robo-advisory system and a 
human expert, we set up an online experimental survey. Our goal was to measure the participants’ actual 
behavior during the interaction with the advisor instead of their self-reported perception as it was called 
upon by Rzepka and Berger (2018). We developed an experiment following the approach of many studies 
in the JAS context (e.g., Gino and Moore 2007). The participants were randomly assigned into two groups 
whereby one group was instructed that their advice comes from a human expert and the other group was 
told that the advice is given by a robo-advisor. In order to motivate the participants to reveal their true 
intentions, they had the chance to win up to 2 Euro during the experiment if they perform well (Camerer 
and Hogarth 1999). 
To acquire a diverse and highly representative (in terms of age, gender, and occupation) sample of 
internet users for our study, we used a market research company (Lowry et al. 2016). The participants 
received an incentive of 0.5 Euro from the agency regardless of their performance during the experiment. 
At the landing page of our study, the participants were instructed that they participate in a scientific 
study, that their data is stored anonymously and, that, besides the experiment task, there are no right or 
wrong answers. This was done to counter common methodological biases (Podsakoff et al. 2003). 
Experiment Description 
To answer the research questions and validate our hypotheses, we decided the context of stock prediction 
to be a good fit for our survey. While this approach does not reflect the typical interaction process of 
clients and robo-advisors, it allowed us to apply a widely recognized measure within the JAS research 
stream (i.e., the weight of advice). Furthermore, this use case deemed to be appropriate for four reasons: 
(1) Users are familiar with stock prices due to daily news coverage. (2) The prediction of stock prices is a 
part of robo-advisory services since it is necessary to recommend a good stock portfolio. (3) The 
prediction of stock prices is not just a knowledge-based task due to the high uncertainty of stock markets 
(Dzielinski 2012). (4) Finally, it is also very important that advice is reliable as it has a long-term negative 
effect in the event of failure for users (Lee 2009). 
The study was structured as followed: At first, we collected the participants’ demographics before having 
them answering some self-assessment constructs. Then, a description of the experiment scenario was 
shown to the participants: „Imagine: You want to invest in company shares and must, therefore, forecast 
the performance of various stocks. Your task is to estimate how a particular stock will perform within a 
year.” Furthermore, they got the information that they will see real historical stock valuation charts from 
the recent past and that the closer their final estimation is to the real stock valuation the higher their 
compensation will be. The experiment roughly consisted of three repeating steps per stock: 
1. Analyzing the provided stock chart and giving an independent initial estimation. 
2. Getting the valuation estimation of an expert, which was either a human or robo-advisor. 
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3. After receiving the expert’s opinion, the participants were free to adjust their initial estimation. 
They were explicitly told that they could but do not need to change their personal estimation. 
After the scenario description, the experiment began and the participants were sequentially shown five 
charts showing a 3-year historical (t to t+3) stock performance of enterprises out of five different 
industries (i.e., aviation, pharmaceutical, automotive, technology, and energy). Additionally, the 
participants received a small description (one sentence) about the enterprise. We withheld the 
information of the exact timeframe and the companies’ names to avoid that individual experiences were 
weigh in that might distort advice utilization (Önkal et al. 2009). After each chart, the participants had to 
guess the stock valuation a year later (t+4). After they had estimated the last stock value, the participants 
were told that they now get professional advice from an expert. The first group was informed that the 
expert is a professional (human) financial advisor, who had a profound education in finance and is 
founding advice on his/her experience, current news, and economic developments. The second group was 
told the advice comes from a robo-advisor, an application based on AI that uses historical stock data, 
analyzes current news as well as economic developments to generate an advice. The provided advice was 
the same for both groups and corresponded to the true stock valuation. Afterward, the participants were 
again shown the charts sequentially with the additional information of their initial estimation as well as 
the advisor’s estimation. The participants were asked to give a final estimation of the expected stock 
valuation. 
Items 
To measure the degree of advice utilization we used the weight of advice (WOA), which has been used in 
several studies (e.g., Gino and Moore 2007; Önkal et al. 2009; Sah et al. 2013; Schultze et al. 2015):  
WOA = (final estimate – initial estimate) / (advice – initial estimate) 
The WOA measures to what extent an individual utilizes an advice in his final estimation by dividing the 
distance of final and initial estimate by the distance of advice and initial estimate (Yaniv 2004). For 
rational decision makers the WOA is supposed to be in the range of 0 and 1. 0 meaning that the 
participant completely ignored the advice and did not adjust his/her initial estimate and 1 implicating that 
the decision maker completely adopted the advice. Values in-between 0 and 1 indicate partial 
incorporation of the advice in the final estimate, whereby a value of 0.5 means that a participant has 
calculated the mean between his/her initial estimate and the advice and weighs his/her opinion just as 
much as the advisor’s. Irrational decision makers can have WOA measure under 0 or over 1, meaning that 
either moved in the opposite direction of the advice or that he/she even over-utilized the advice. However, 
these cases occur rarely (Gino and Moore 2007; Harvey and Fischer 1997). We calculated the mean WOA 
using the five measured WOA values for each participant. 
For the evaluation of the constructs, we have used measurements from the established literature. We used 
the scales of Komiak and Benbasat (2006) to measure emotional trust and cognitive trust in integrity. To 
measure trust in competence we adapted the scale of McKnight et al. (2002). The perceived efficiency-
enhancing ability of the advisor was measured using the construct of Chan et al. (1997), while we used 
Moore and Benbasat’s (1991) scale for the task-advisor fit. Finally, we adopted the item of Radel et al. 
(2011) to measure user’s self-perceived task expertise. All of our items were measured using a 7-point 
Likert scale ranging from ‘strongly disagree’ to ‘strongly agree’ and can be found in the appendix in Table 
4. Additionally to the items of our main constructs, we measured tendency towards fantasizing as marker 
variable to counteract common method bias (Podsakoff et al. 2003) based on the three-item scale of 
Darrat et al. (2016). 
Results 
In our study 247 participants took part. We included several checks – manipulation check and rationality 
check – to guarantee the quality of the study’s results (Meade and Craig 2012). During the rationality 
check, we excluded all participants who had a WOA over 1 or under 0. We excluded 21 participants due to 
failing the manipulation check. After excluding 29 more participants who failed the rationality check, our 
sample consisted of 197 responses, which could be used for further analysis. The demography of our 
sample reflects the typical European internet users quite accurately by age, gender, and employment 
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status (Eurostat 2018). 93 females and 104 males took part in our study with an average age of 38.54 
years ranging from 18 to 68 years. 58.4% of our participants were employees and 11.2% students. From 
our remaining participants, 104 were assigned to the group with the robo-advisor while 93 participants 
were assigned to the group with the human advisor. In order to compare the behavior of both groups, we 
first ensured that the groups had perceived task characteristics equally and that user’s self-perceived 
expertise was not significantly different by using an independent t-test. 
H1 hypothesized that advice from the robo-advisor would be more utilized. To test H1, we ran an 
independent t-test of WOA. The result of the t-test (t(195) = 1.771, p = .039) showed that the advice of the 
robo-advisor was statistically more utilized (M = .44, SD = .253) than those of a human advisor (M = .38, 
SD = .260). Concluding, H1 is supported. 
To evaluate H2 to H7, we analyzed our research model based on a well-establish method (Qureshi and 
Compeau 2009) by comparing the structural equation model of each group through a variance-based 
partial least squares multi-group analysis as implemented in SmartPLS (Ringle et al. 2015). We opted for 
this approach for two main reasons. (1) This approach is well suited for theories in their early stages 
(Fornell and Bookstein 1982). (2) It is possible to test both the research models and the path differences 
simultaneously through multi-group analysis (Brook et al. 1995). 
Table 1. Item Loadings 
Constructs (measured on 7-point scales) Items 
Item 
Loadings 
Robo-Advisor 
Item 
Loadings 
Human Advisor 
Advice Utilization 
(WOA) 
WOA1 1.000 1.000 
Task-Advisor Fit 
(TAF) 
TAF1 .861 .919 
TAF2 .952 .936 
TAF3 .936 .913 
Advisor Expertise 
(AEX) 
AEX1 .928 .944 
AEX2 .961 .960 
AEX3 .930 .957 
AEX4 .872 .927 
Advisor Efficient-Enhancing 
(EFF) 
EFF 1.000 1.000 
Emotional Trust in Advisor 
(EMO) 
EMO1 .961 .970 
EMO2 .977 .971 
EMO3 .973 .977 
Advisor Integrity 
(INT) 
INT1 .906 .881 
INT2 .931 .916 
INT3 .919 .926 
User’s Self-Perceived Expertise 
(UEX) 
UEX1 .941 .937 
UEX2 .975 .961 
UEX3 .959 .959 
UEX4 .938 .929 
 
By determining convergent validity (statistical similarity of construct items) and discriminant validity 
(statistical difference of items that measure different constructs) of our research model we validated our 
measurement model (Hair et al. 2013). We confirmed convergent validity by examining item loadings, 
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Cronbach’s α, and composite reliability (CR) as well as the average variance extracted (AVE) by the 
constructs (Xu et al. 2012). The item loadings are reported in Table 1 and all loadings are above the 
threshold value of 0.7 (Hair et al. 2013). For each construct the Cronbach’s α and composite reliability 
values achieve the threshold of 0.7 and AVE values threshold of 0.5 (Hair et al. 2011) as can be seen in 
Table 2. 
We assessed the cross loadings as well as the square root of the AVE for each construct model and 
therefore, we confirmed discriminant validity (Fornell and Larcker 1981). As reported in Table 2, all 
constructs’ square roots of the AVE are higher than their correlation to another construct. The loading of 
each item is greater to its associated construct than to other constructs, but we do not report the cross 
loadings due to space limitations. 
Table 2. Cronbach’s α (Cr. α), Composite Reliability (CR), Average Variance Extracted 
(AVE) and Construct Correlations 
(First Row: Robo-Advisor; Second Row: Human Advisor) 
Constructs Cr. α CR AVE WOA TAF ACOM EFF EMO INT SCOM 
Advice 
Utilization (WOA) 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
      
Task-Advisor Fit 
(TAF) 
.905 
.913 
.941 
.945 
.841 
.851 
.233 
.300 
.917 
.923 
     
Advisor Expertise 
(AEX) 
.942 
.962 
.958 
.972 
.852 
.897 
.396 
.334 
.789 
.783 
.923 
.947 
    
Advisor Efficiency-
Enhancing (EFF) 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
.173 
.255 
.724 
.737 
.723 
.768 
1.000 
1.000 
   
Emo. Trust in 
Advisor (EMO) 
.969 
.971 
.980 
.981 
.941 
.946 
.421 
.435 
.686 
.663 
.790 
.703 
.724 
.711 
.970 
.973 
  
Advisor Integrity 
(INT) 
.908 
.894 
.942 
.934 
.844 
.824 
.288 
.280 
.583 
.737 
.669 
.672 
.568 
.738 
.647 
.794 
.918 
.908 
 
User’s Expertise 
(UEX) 
.967 
.962 
.976 
.972 
.909 
.896 
-.146 
.015 
.167 
.130 
.181 
.172 
.220 
.102 
.100 
.187 
.171 
.145 
.953 
.947 
 
Before we test our research model through the multi group analysis, we depict the results of the research 
model for the full sample by running a bootstrapping with 5,000 re-samples (Davison and Hinkley 1997). 
As we postulated in H2 higher task-advisor fit relates significantly to a higher advice utilization (ß = .273, 
p = .000). H2 is supported. We can also find a significant impact of each advisor characteristic on task-
advisor fit – for advisor expertise (ß = .480, p = .000), for advisor efficiency-enhancing ability (ß = .253, 
p = .004) and for advisor integrity (ß = .141, p = .050) – except for emotional trust (ß = .036, p = .732). 
User’s self-perceived expertise has a significant impact on perceived advisor expertise (ß = .175, p = .026). 
None of our control variables – age, gender, IT background, marker variable for common method bias – 
changes the significances of our research model or are significant predictors of our dependent variable. 
At the beginning of the multi-group analysis, we looked at the model fit of both groups. The model fit 
SRMR is .056 for the robo-advisor sample and for the human advisor sample .052, which refers to a good 
model fit since it is under the cut-off value of .08 (Hu and Bentler 1999). Based on our model we are able 
to explain 5.4% of the variance of the advice utilization and 67.4% of the variance in task-advisor fit in the 
robo-advisor sample and 9.0% of the variance of the advice utilization and 70.4% of the variance in task-
advisor fit in the human advisor sample. The path coefficients, their significance as well as their effect 
sizes are reported in Table 3. 
Likewise to the full sample research model, H2 is supported in the multi-group analysis. As postulated in 
H3a and H3b, advisor expertise has a significant impact on task-advisor fit. The advisor’s efficiency-
enhancing ability has a positive significant influence on task-advisor fit for robo-advisors, as assumed in 
H4a. However, we have to reject H4b since there was no significant influence of the efficiency-enhancing 
ability on task-advisor fit for human advisors. Contrary to our assumption of H5a and H5b, emotional 
trust has no significant influence on task-advisor fit for either group. Although advisor’s integrity has a 
significant positive influence on task-advisor fit in the group with the human advisors as postulated in 
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H6b, it has no significant influence on task-advisor fit in the robo-advisor group against our suggestion of 
H6a. Finally, we have not observed a significant effect of the user’s self-perceived task expertise on 
advisor expertise. Summarizing the results, we were able to support H2, H3a, H3b, H4a andH6b. All 
other hypotheses had to be rejected. These findings of our multi-group analysis are visualized in Figure 3. 
Table 3. Results of Structural Model Testing and Effect Sizes 
(*** p<0.001; ** p<0.01; * p<0.05; RA=Robo-Advisor, HU=Human Advisor) 
Constructs 
Path Coefficients and p-Values Multi-Group Testing f² values 
RA p HU p Diff. p RA HU 
Task-Advisor Fit  
 Advice Utilization 
.233* .017 .300* .011 .067 .673 .057 .099 
Advisor Expertise  
 Task-Advisor Fit 
.516*** .000 .461*** .000 .055 .376 .244 .258 
Advisor Efficiency-Enhancing 
 Task-Advisor Fit 
.304** .006 .165 .228 .140 .211 .117 .029 
Emotional Trust in Advisor 
 Task-Advisor Fit 
.028 .825 -.057 .726 .085 .343 .001 .003 
Advisor Integrity 
 Task-Advisor Fit 
.047 .562 .351** .002 .305* .017 .003 .128 
User’s Expertise 
 Advisor Expertise 
.181 .079 .172 .191 .009 .487 .034 .030 
 
 
Figure 3. Summary of Structural Model Testing 
(Robo-Advisor in Red and Human Advisors in Blue) 
Discussion and Contribution 
The goal of our research was to investigate (1) whether users utilize advice differently depending on the 
source of advice (i.e., robo-advisor vs. human expert), (2) if the task-advisor fit affects advice utilization as 
well as how advisor characteristics influence the task-advisor fit and (3) the influence of users’ self-
perceived expertise on the perception of the advisor’s expertise. To address our research questions, we 
conducted an experimental study with 197 participants and thereby contributed to the IS advice-taking 
literature. 
Previous studies have shown that the origin of advice can have a significant influence on the user’s 
utilization of advice. It has been shown that advice that is derived from statistical models is discounted 
more than advice from human experts in a financial setting (Önkal et al. 2009). Other studies that have 
investigated the perception of ‘traditional’ computer-generated advice have also found that human advice 
is trusted more (Wærn and Ramberg 1996). Our experiment’s findings showed that the advice of robo-
advisors was utilized more than the advice of human experts for the specific setting of stock price 
predictions. To understand the differences of the findings in our study, we argue that while robo-advisors 
base their advice mostly on statistical and mathematical calculations one can interact with robo-advisors 
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more naturally due to natural language processing and speech synthesis abilities. Therefore, the 
advantages of both advisor types are combined. However, this result needs to be validated in further 
studies and causalities have to be derived. 
With regard to the advisor characteristics, we found that in our context different characteristics affect the 
task-advisor fit for the different advisors. For the robo-advisor, we can see that expertise and efficiency-
enhancement are the significant antecedents while for the human advisor, expertise and integrity are 
contributing to the task-advisor fit. Even though we had to reject H6a (i.e., a positive influence of integrity 
on TAF) when calculating an independent t-test, we noticed that for robo-advisors a significantly higher 
integrity is perceived than for human advisors (mAI = 5.12, mHU = 4.09, t(195) = 5.74, p = .000). This 
could be an indication that users suspect the dishonesty of humans but do not believe that robo-advisory 
services give malicious advice. Nonetheless, by comparing the f² values it can be seen that for both cases 
expertise was the most influential antecedent. Concluding, human and robo-advisors are perceived with 
different strengths that are influencing the task-advisor fit. Furthermore, it can be seen that the TAF is a 
predictor for advice utilization and the integration of the TTF model in the JAS paradigm was successful.  
Another finding of our study is the influence of the decision maker’s self-perceived expertise on the 
perception of the advisor’s expertise. Even though we hypothesized a positive relationship between these 
two constructs, we do not find a significant effect. This is quite surprising because the decision makers’ 
knowledge in the area of interest should allow them to assess the quality of the given advice better 
(Ehrlinger et al. 2008). Since our advisor always gave the true estimation, we expected that the competent 
users would rate the advisor’s expertise higher. However, they did not have much information about the 
advisor and the interaction was different in comparison to a real consultation. Therefore, it might have 
been difficult to evaluate the advisor’s expertise. Additionally, we did not measure the participants’ real 
expertise but rather the self-perceived expertise. This perception could be overestimated. The Dunning-
Kruger effect describes that incompetent individuals often do not know that they are incompetent (Kruger 
and Dunning 1999). So this effect could lead to a false self-assessment of our participants and 
consequently an overestimation of their expertise.  
Besides the theoretical contributions, we also identified various practical implications for professional 
entities: we found first evidence that AI-based financial advice could be utilized more than human advice 
by users. This indicates that enterprises can deploy robo-advisors without generally having to fear that 
customers will reject the suggestions. Furthermore, since the task-advisor fit might be a predictor for the 
actual advice utilization, organizations can conduct market research surveys to assess the suitability of 
potential robo-advisory services. Enterprises can leverage our findings about robo-advisor characteristics 
to adjust service development. They could increase the perceived robo-advisor’s expertise, for example, by 
providing more transparency about the used data or the algorithm so that the assessment of the workflow 
and performance would be easier. Another option is providing key performance indicators, which enable 
simpler evaluation of the (historical) performance. Lastly, organizations could emphasize the efficiency of 
robo-advisors for personal financial planning. 
Limitations and Future Research 
Naturally, the findings of our study are subject to various limitations. First of all, we selected the setting of 
robo-advisors as context and used a stock valuation experiment to measure advice utilization. While 
scenario-based experiments are a common method in IS research (e.g., Önkal et al. 2009; Wang and 
Benbasat 2007; Ye and Johnson 1995), the findings need to be validated in other robo-advisor tasks such 
as portfolio composition, especially since stock evaluation is not a typical task during the interaction of 
financial advisors with customers. Furthermore, since robo-advisors can be used in a variety of domains 
such as in the legal or insurance industry, one could select a different experimental setting. The 
investigation of tasks that have different task characteristics (e.g., difficulty, significance, locus of control, 
(non-)routines) could be very interesting. To give an example, task difficulty has been found to have an 
impact on advice utilization as well as self-perceived expertise (Ehrlinger et al. 2008; Gino and Moore 
2007). If it is possible to predict the perfect advisor characteristics based on the task, promising use cases 
for AI-based advisors could easily be identified. 
Furthermore, we compared the perception of robo-advisors and human ones based on an online 
experiment. We assumed that participants could put themselves in the situation of a real consultation 
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with a human financial advisor by describing the scenario. It would certainly be useful to validate the 
findings of our study in a more realistic laboratory experiment where participants would interact with a 
real human advisor and robo-advisor. The authentic interaction with a human and robo-advisor could 
lead to different perceptions of advisor characteristics like emotional trust, expertise, or integrity.  
There are various other different experimental designs that could also be considered in future works: For 
example, we did not offer the option to choose between two advisors. It could be interesting to investigate 
the behavior of users when they have a choice between different advisors. Additionally, our experiment 
required the advisor to provide a numerical estimation, but there are plenty of other types of advice (e.g., 
advice for sth., advice against sth., binary advice) that can be studied. Furthermore, user expertise was the 
sole individual’s characteristic that was within the scope of our study. Certainly, various other personality 
traits may influence the perception of advisor characteristics (e.g., confidence, introversion).  
To summarize this section, our task-advisor fit model is a first approach to integrate the TTF model in the 
JAS to understand users’ perceptions of robo-advisors and to evaluate the resulting advice utilization. 
Conclusion 
Due to current technological developments and advancements in the area of artificial intelligence, AI-
based agents are gaining importance in enterprise services rapidly. Such agents can be implemented in a 
wide variety of fields such as in the healthcare, legal or as in our case the financial industry. The use of 
robo-advisors is currently gaining momentum, but market shares of such services are still relatively low 
(Jung and Weinhardt 2018). Therefore, the goal of this manuscript was to investigate users’ utilization of 
advice from robo-advisors. In addition, we wanted to explore if the users’ advice utilization is affected by 
the fit of task and advisor as well as how this fit is affected by the advisor’s characteristics. Furthermore, 
the influence of the user’s self-perceived task expertise on the perception of the advisor’s expertise was 
addressed. 
By conducting a scenario-based experimental study with 197 participants in a European country, placed in 
the context of financial advisory, and using performance-based incentives, we were able to measure actual 
advice utilization. Thus, we were able to show that: (1) Users utilize advice from a robo-advisor differently 
than advice from a human expert. In our setting the users utilized the advice from robo-advisors more 
than the advice from human advisors. (2) Users perceive different advisor characteristics for robo- and 
human advisors. In our experimental setting for the robo-advisor, competence and efficiency were 
perceived as characteristics that influence the task-advisor fit and for human experts, the significant 
factors were competence and integrity. (3) The user’s self-perceived task expertise has no influence on the 
perception of the advisor’s expertise. Our results help to understand the factors influencing how robo-
advisor services are perceived by users and what drives them to utilize the advice from these services. 
Based on our findings, companies can focus on relevant factors when designing and implementing a robo-
advisory service. 
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Appendix 
Table 4. Survey Items 
Construct Item Adapted from… 
Task-
Advisor Fit 
TAF1 
The expert’s2 advisory service is compatible with all 
aspects of this task. 
(Moore and 
Benbasat 1991) 
TAF2 
The expert's advisory service fits very well with my needs 
in the task. 
TAF3 
The expert's advisory service fits into my way of decision-
making. 
Advisor 
Expertise 
AEX1 
The expert is competent and effective in estimating the 
stock price. 
(McKnight et al. 
2002) 
AEX2 
The expert performs its role of estimation the stock price 
very well. 
AEX3 
Overall, the expert is a capable and proficient advisor for 
estimating the stock price. 
AEX4 
In general, the expert is very knowledgeable about the 
stock price prediction. 
Efficiency-
Enhancing 
EFF The expert increases the efficiency of my decision making. (Chan et al. 1997) 
Emotional 
Trust in 
Advisor 
EMO1 I feel secure about relying on the expert for my decision. 
(Komiak and 
Benbasat 2006) 
EMO2 
I feel comfortable about relying on the expert for my 
decision.  
EMO3 I feel content about relying on the expert for my decision. 
Advisor 
Integrity 
INT1 The expert provides unbiased recommendations. 
(Komiak and 
Benbasat 2006) 
INT2 The expert is honest. 
INT3 I consider the expert to be of integrity. 
User’s 
Expertise 
UEX1 I feel very competent in the above explained task. 
(Radel et al. 2011) 
UEX2 
I feel able to meet the challenge of performing well in this 
task. 
UEX3 I am able to master this task. 
UEX4 I am good at doing this task. 
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