Research on streaming data classification has been mostly based on the assumption that data can be fully labelled. However, 
Introduction
Current research trends on data stream classification are mostly focused on classification measures for fully labelled data streams. However, it is not practical in real life applications, as it is generally too expensive to obtain fully labelled data stream for the limited resources of human power.
Suppose a customer service section of a large enterprise receives thousands of user feedback emails everyday. Everyday, the manager of a section only wants to pay a few An ensemble of one-class classifiers is proposed to meet the challenges described above. In the experiments, we compare our ensemble-based algorithm with other corresponding window-based approaches, such as, single window, fixed window, and full memory approaches. Various scenarios are simulated in our experiments, and the results demonstrate that the ensemble-based algorithm outperforms all others.
This paper is organized as following. Section 2 reviews the related work. Section 3 shows our framework for oneclass text stream classification. The algorithms for learning concept drift are presented in section 4. Section 5 gives our experiment results, and section 6 concludes this paper.
Related Work
To the best of our knowledge, there is no work so far on one-class classification under data stream scenario. While a few works found have discussed classification of partially labelled data streams. In [22] , Wu et al. proposed a semisupervised classifier, which uses a small number of both positive and negative samples to train an initial classifier, without any further user feedback or training samples. This means that their algorithms cannot cope with concept drift in data streams. Text classifiers using positive and unlabelled example are also discussed in [14] [13] [15] , where the problem of concept drift is not considered as an issue.
Active learning of data streams is proposed in [4] [5] [7] and [26] , which trains initial classifier on partially labelled data stream, and requires the true label of some certain unlabelled samples for enhancing the classifier. The algorithms in [4] [5] [7] estimate the error of the model on new data without knowing the true class labels. As it is known that concept drift could be caused by changing of user interests, changing of data distribution, or both, the algorithms proposed in [4] [5] [7] cannot cope with concept drift caused by sudden shift of user interests. Their system cannot detect this kind of concept drift without knowing the true class labels. Moreover, in real-life applications, the system is always fed with overwhelming volume of incoming data, which makes it not applicable to require human investigation for the true class label of some unlabelled samples.
Learning concept drift from both label and unlabelled text data is proposed in [9] and [21] . The algorithms proposed by Klinkenberg et al. in [9] need more than one scan of the dataset, which makes it not applicable for a data stream scenario. In [21] , Dwi et al. focused on expanding the labelled training samples using relevant unlabelled data, so as to "extend the capability of existing concept drift learning algorithms".
Topic tracking [1] , a sub-task of topic detection and tracking (TDT), tries to retrieval all ontopic news stories from a stream of news stories with a few initial ontopic samples, and this is related to our work. For TDT, the concept drift is caused by the evolving of the news story itself. While for our work, the concept drift is caused by changes in the user interests, and/or changes in data distribution.
The task of information filtering [12] [10] is to classify documents from a stream as either relevant or nonrelevant according to a particular user interest with the objective to reduce information load. In adaptive information filtering [12] , a sub-task for information filtering, it is assumed that there is an incoming stream of documents, and that each user interest is represented by a persistent profile. Each incoming document is matched against each profile, and (well-) matched documents are sent to the user. The user is assumed to provide feedback on each document sent to him/her. While for our work, no user feedback is supplied.
It is generally believed that ensemble classifier could have better classification accuracy than a single classifier [2] . A range of ensemble classifiers has been proposed by research community [17, 20, 11, 24, 25, 19] . The initial papers [17] [20] on classification data streams by ensemble methods use static majority voting [17] and static weighted voting [20] , while the current trends is to use dynamic methods, say, dynamic voting in [11] , [24] , and [19] ; dynamic classifier selection in [25] and [19] . And it is concluded in [19] that dynamic methods perform better than static methods. Here, [17, 20, 11, 24, 25, 19] are all dedicated to fully labelled data streams.
In [23] and [6] , algorithms are proposed to have successfully built text classifiers from positive and unlabelled text documents. We use the same idea discussed in [6] to expand the training data from positive-only to include both positive and negative samples to train base classifiers. And then, ensemble stacking is used to cope with concept drift.
Framework for One-class Text stream Classification
In this paper, we follow the assumption that text stream arrives as batches with variable length [9] :
Here, d i,j represents the j-th document in the i-th batch. Each text in the stream is labelled with a category. In each batch, some of the categories are considered as ontopic, and others are not. We write
n , representing a sample text in the stream; and y i,j ∈ {+1, −1}, representing the document is ontopic (y i,j = +1), or not (y i,j = −1). In each batch, only a small number of ontopic (positive) samples is given as the training data. The task of one-class text stream classification is to find out all the ontopic documents from the text stream.
Algorithm 1 gives a general framework of ensemble learning for one-class text stream classification.
Algorithm 1
Framework of ensemble learning for one-class data stream classification.
Input:
The set of positive samples for current batch, P n ; The set of unlabelled samples for current batch, U n ; Ensemble of classifiers on former batches, E n−1 ; Output:
Ensemble of classifiers on the current batch, E n ; 1: Extracting the set of reliable negative and/or positive samples T n from U n with help of P n ; 2: Training ensemble of classifiers E on T n ∪ P n , with help of data in former batches; 3: E n = E n−1 ∪ E; 4: Classifying samples in U n − T n by E n ; 5: Deleting some weak classifiers in E n so as to keep the capacity of E n ; 6: return E n ;
It is proved in [21] that the learning task will be more difficult if the learner learns on few samples. Currently, most of the state-of-art classifiers require both positive and negative samples for training. Therefore, in step 1 of algorithm 1, we extract T n , a set of reliable negative samples, from U n , the set of unlabelled samples of current batch, so as to create a training dataset, T n ∪ P n . Here, any one-class text classification [23] [6] algorithms could be used as a plug-in in this step for extracting samples. In this paper, we simply use a successful algorithm proposed by Fung, et al. in [6] for extracting reliable negative samples.
In step 3, the newly learned classifiers are added into E n−1 , the ensemble of classifiers built on former batches of data. In step 4, the new ensemble of classifiers, E n , is used to determine the class label of unlabelled samples in U n − T n . And in step 5, some weak classifiers are deleted from the ensemble, so as to keep the population capacity of the ensemble.
Learning Concept Drifting
With concept drifting, one of the challenges of data stream classification systems is that there are no sufficient samples for training a robust classifier for the concept in the current batch of data. Generally, there are 3 ways to cope with this problem.
1. Instance selection, that is to select instances with similar concept of the current batch from former batches, and use these instances for training [8] [3].
2. Instance weighting, this uses the ability of some learning algorithms, such as support vector machines (SVM) to process weighted instances [8] .
3. Ensemble learning, this maintains a collection of concept descriptions, and combines the predictions of them by voting, base classifier selection, etc. [17] - [19] .
In this paper, we propose to use stacking style ensemble learning to cope with concept drift.
Training Base Classifiers
On each batch of data, only a small number of positive training samples are given by the users. The positive samples on the current batch, say, d n , is not sufficient enough to train a good text classifier on d n . Hence, it will be great helpful if we can reuse the positive samples in previous batches d i , (i < n). However, as pointed out in [3] , to use old data blindly is not better than "gambling".
In this paper, for each batch d n , two base classifiers are trained. One base classifier is trained with positive samples in d n exclusively, and the other one is trained on the positive samples in d n and some previous batches. The problem of which base classifier is more helpful for classification is left to ensemble stacking learner to decide.
The algorithm for training base classifiers is given in algorithm 2, which is used in step 2 of algorithm 1.
Algorithm 2 Training base classifiers on batch d n .

Input:
Training dataset of current batch, T n ∪ P n ; Ensemble of classifiers on the former batch, E n−1 ; Parameter, M ; Output:
Ensemble of new generated base classifiers, E; 1: T = T n ∪ P n ; 2: Training base classifier C on T ; 3: for all c such that c ∈ RecentM Batch(E n−1 ) do 4 :
Training base classifier C on T ; 8: E = {C, C }; 9 : return E;
In step 4 of algorithm 2, the function P osSample(c) returns the set of positive samples used to train the base classifier c; the function RecentM Batch(E n−1 ) in step 3, and RecentM Batch(T ) in step 6 returns the base classifiers in the most recent M batches in E n−1 , and training samples in the most recent M batches in T , respectively.
Ensemble Stacking
Various kinds of heuristic approaches have been proposed for ensembling base classifiers to cope with concept drift [17, 20, 25] . Let's write c i for the i-th base classifier in ensemble E n . In the previous researches [17, 20, 25] , the formula to predict the class label of an unlabelled sample d by E n could be summarized as:
Here, α i ∈ R, (1 < i < |E n |), representing the weight (importance) of the i-th base classifier. For majority voting used in [17] , we have α i ∈ {0, +1}. For accuracy weighted voting in [20] , α i represents the accuracy of c i . And for dynamic classifier selection in [25] , we have
In this paper, we propose to learn the importance of a base classifier for classification by the ensemble stacking learner.
Algorithm 3
Ensemble stacking learner for one-class data stream classification.
Input:
Training dataset of current batch, T n ∪ P n ; Ensemble of classifiers on current batch, E n ; Output:
Stacking classifier on the current batch, S n ; 1: Stacking training set T s = φ;
for all c i such that c i ∈ E n do 4: x i = Classif y ci (X); 5: end for; 6: T s = T s ∪ {< x 1 , x 2 , · · · , x |En| , y >}; 7: end for; 8: S n = Learn(T s ); 9: return S n ; Algorithm 3 gives the algorithm for training stacking learner on the ensemble of classifiers, and algorithm 4 shows the ensemble stacking classifier for one-class data streams. These two algorithms are used in step 4 of algorihtm 1.
As
, has good expressive ability, in this paper, we use SVM with RBF kernel for the stacking classifier in step 8 of algorithm 3 and step 4 of algorithm 4.
Base Classifier Selection
With accumulating of new base classifiers, the population capacity of the ensemble is expanding. We should perform base classifier selection to keep the population capacity of the ensemble because of limited memory available.
Algorithm 4 Ensemble stacking classifier for one-class data stream classification.
Input:
Unlabelled sample, d; Ensemble of classifiers on the current batch, E n ; Stacking classifier on the current batch, S n ; Output:
The class label of d; 1: for all c i such that c i ∈ E n do 2: x i = Classif y ci (d); 3: end for; 4: 
As we are more interested in ontopic documents, we measure the importance of a base classifier by its accuracy on positive training samples. Algorithm 5 shows our base classifier selection algorithm.
In this paper, we argue that two common phenomena could be observed from the behavior of a news reader.
• If the reader is very interested in a certain topic today, say, sports, then, there is a high probability that he is also interested in sports tomorrow.
• If the reader is interested in a topic, say, sports, and for some reason his interests change to another topic, say, politics, then after sometime, there is high probability that his interests will change back to sports again. From the above two observations, we make the following two conclusions:
• The ensemble should keep some recent base classifier. This is shown from step 11 to step 16 in algorithm 5.
• The ensemble should keep some base classifiers which represent the reader's interests in the long run. This is shown in step 18 to step 23 in algorithm 5. In algorithm 5, L 1 and L 2 are user defined parameter to control the population capacity of the classifier ensemble. We measure the accuracy of the base classifiers only on positive samples, as under one-class classification scenario, we only have positive training samples. The function P osP redict(c i , n) in step 5 returns the number of correct positive predictions made by c i in batch d n . And the function P osP redictRate(c i ) in step 20, is defined as:
This formula is used to measure the interests of the reader to the concept described by base classifier c i . In step 5, k is the size of positive training set, and MinAcc is the minimum accuracy tolerated, which is simply set to 0.2 in our experiment. This parameter is used to filter out base classifiers with bad performance.
Algorithm 5 Base Classifier Selection.
Input:
Training dataset of current batch of data, T n ∪ P n ; Ensemble of classifiers on current batch, E n ; Parameter, maximum population size of
Parameter, minimum accuracy tolerated, MinAcc; Output:
The Ensemble of classifiers, E n ; 1: // Selection by accuracy on positive samples. 2 
end if 8: end for; 9: E n = E n − D; E n = E n + D; 23: end if 24 : return E n ;
Experiments
In this section, we report our experiment results. The algorithms are implemented in Java with help of WEKA 1 software package. Our experiment is made on a PC with Pentium 4 3.0 GHz CPU and 1G memory. 20NewsGroup 2 dataset is used in our experiment. The documents are messages posted to Usenet newsgroups, and the categories are the newsgroup themselves. There are 20 categories in this dataset, with almost 1000 text documents for each category. We remove the subject header from the text document, as this strongly implies the category of the document. The preprocessing of the text document including stemming and stop words removing. After preprocessing, each document is represented by a vector weighted by TFIDF algorithm. F 1 is widely used for measuring the classification performance of text classifiers [16] . In this paper, we also report our experiment result in F 1 . Suppose there are n batches of text data observed so far, in order to measure the classification performance on the text stream, we define averaged F 1 for the whole text data stream as the averaged F 1 over the batches observed from the stream so far,
Following the experiment setting of [9] [10], which are dedicated to learn concept drift from text stream, in our experiment, we compare our algorithm with another 3 different window management approaches:
• Single Window (SW): The classifier is built on the current batch of data.
• Full Memory (FM): The classifier is built on the current batch of data, together with positive samples dated back to batch 0.
The classifier is built on the samples from a fixed size of windows. Here, we set the window size s to s = 3 (FW3) and s = 4 (FW4).
• Ensemble (EN): The classifier is built by the algorithms proposed in this paper. With the accumulation of positive training data, the memory needed by FM will exceed the maximum memory capacity of the computer, which makes this approach not applicable for data stream scenario. For FW, the choice of "good" window size is a compromise between fast adaptivity (small window) and good generalization in phases without concept change (large window) [8] . However, we use FM and FW here for performance comparison.
We set the parameter L 1 = 6, L 2 = 2, and M = 4. M = 10 does not show significant different experiment result from M = 4. We set γ = 0.5 in all our experiment for RBF kernel. Linear SVM is used as base classifier, as it is reported in the literature [16] that linear SVM performs excellently for text classification task.
Concept Drift Caused by Changing of User Interests
In this group of experiment, following the experiment setting in [9] [10], three scenarios are simulated.
• Scenarios A: The concept is T A in batch 0∼2. It drifts slowly to concept T B in batch 3∼6, and it keeps stable in batch 7∼9.
• Scenarios B: The concept is T A in batch 0∼4. It drifts suddenly to T B in batch 5, and keeps stable from then on.
• Scenarios C: The concept is T A in batch 0∼3. It shifts to T B in batch 4 and 5, and shifts back to T A again in batch 6. Referring to Tab.1., Column 1 lists the batch IDs. Columns 2∼4 give the percentages of training samples used, which come from T A , with the rest of the training samples coming from T B , for scenario A, B, and C, respectively.
Each scenario is made up of ten batches of text data, and in each batch, there are 2000 text documents, with 100 text documents from each of the 20 categories. In each batch, the positive dataset is composed of k text documents that are randomly selected from T A and/or T B , and the rest of the document in the batch is used as unlabelled data.
Five categories, rec.motorcycles, rec.sport.baseball, sci.crypt, sci.space, and talk.politics.mideast are selected randomly from the 20 categories of 20NewsGroup dataset. We randomly select one of them as topic T A , and another one as topic T B . Scenario A∼C are generated simulating the concept drifts from T A to T B . Hence, we have C 2 5 = 10 trails. The averaged classification performance of the 10 trails is reported here as the final result. Fig.1 shows the experiment result with k = 20. In Fig.1 , Single Window, Fixed Window s=3, Fixed Window s=4, Full Memory, and Ensemble represents the classification result for single window (SW), fixed window with window size 3 (FW3), fixed window with window size 4 (FW4), full memory (FM), and ensemble algorithm (EN) proposed in this paper, respectively. In order to make the figures more readable, at the bottom of each figure, there is a curve representing the simulated concept drift, which is labelled as Concept Drift. Fig.1(A) presents the classification result for scenario A. In batch 0, 1, and 2, EN has similar performance as FW3, FW4, and FM. As all of them are accumulating positive training samples, the improvement of F 1 could be observed in these batches. It could be observed that in batch 3∼6, where there is gradual concept drift, EN outperforms all other approaches, which shows the strong ability for EN to cope with concept drift. From batch 7 to 9, the concept is stable again. The improving of F 1 could be observed again from batch 7 to 9 for EN, FW3, and FW4, as they have the ability to accumulating training samples. In batch 9, FW3 is built with training samples only from T B . The classification performance of EN is similar to FW3, which shows the strong ability of EN to forget offtopic training samples.
It should be pointed out that SW, FW3, FW4, FM, and EN should have same F 1 value in batch 0. However, different F 1 value is observed. This tiny difference comes from the randomness of SVM learner. Fig.1(B) presents the classification result for scenario B, in which the concept shifts suddenly from T A to T B at batch 5. An obvious drop in the classification performance of FW3, FW4, and FM could be observed at batch 5. The classification result of EN is only a little bit worse than SW, and is much better than FW3, FW4, and FM. This shows the good ability for EN to detect concept drift as the algorithm is only feed with 20 positive samples in each batch. Fig.1 (C) presents the classification result for scenario C. Again, EN performs better than SW3, SW4 and FM at batch 4 where concept shifts from T A to T B , and EN performs better than SW3, and SW4 at batch 6 where concept shifts from T B to T A again. As linear SVM is an excellent text classifier, the addition positive samples from batch 4 and 5 does not cause big drop to FM at batch 6. It could be observed that at batch 6, the classification performance of EN is better than the performance of SW, and this suggests the ability of EN to borrow positive training samples from batch 0∼4.
We compare average F 1 of different approaches for all of the scenarios simulated in Tab.2. In Tab.2, column 1 gives the scenarios simulated; column 2 gives the sizes of training datasets, columns 3∼7 give the average F 1 of SW, FW3, FW4, FM, and EN, respectively. It is obvious that EN outperforms SW, FW3, FW4, and FM on scenario A∼C.
Heavy Concept Drift vs. Gradual Concept Drift
In this group of experiments, we analyze the ability of our algorithm to cope with heavy concept drift and gradual concept drift. These scenarios can be seen from Tab.3. Scenario D, E, F and G simulates heavy concept drift, with scenario D most heavily; scenario I simulates extremely gradual concept drift; and there is no concept drift in scenario H at all. We report the experiment result for k = 20 in Fig.2 .
The experiment result of scenario D is given in Fig.2(A) , which simulates extreme concept drift, with sudden concept drift in each batch. As EN has a good ability to detect concept drift, there is no obvious drop in experiment result in batch 2 for EN. While for FW3, FW4, and FM, there is a big drop. The performance of EN keeps the best in batch 3∼7. 0  100  100  100  100  100  100  1  0  100  100  100  100  90  2  100  0  100  100  100  80  3  0  0  0  100  100  70  4  100  100  0  0  100  60  5  0  100  0  0  100  50  6  100  0  100  0  100  40  7  0  0  100  0  100  30  8  100  100  100  100  100  20  9  0  100  0  100  100  10 FM performs the best in batch 8 and 9, as it has enough training samples for the topic {T A , T B }. The experiment result of scenario E is given in Fig.2(B) . There is concept shifting in batch 2, 4, 6, and 8, and hence the classification performance of FW3 fluctuates heavily. It obvious that for most of the cases, EN performs the best. Fig.2 (C) and Fig.2(D) gives the experiment result of scenario F and G, respectively. Again, the heavy drop in performance in Fig.2(C) at batch 3, 6, and 9 for FW3, and FW4 is not observed for EN. And EN performs much better than FW3 and FW4 at batch 4, and 8 in Fig.2(D) .
It can be observed from Fig.2(A) , Fig.2(B) , Fig.2(C) , and Fig.2(D) that after accumulated enough training samples, FM always has good classification performance. We believe that this is due to the reason that SVM is very robust against noise, and {T A , T B } is taken as the final category. However, this good performance is got by the sacrifice of classification performance at batch 1 of Fig.2(A) , batch 2 of Fig.2(B) , batch 3 of Fig.2(C) , and batch 4 of Fig.2(D) , where there is a sudden concept drift to a previous unknown concept. While at these batches, EN performs much better than FM. Fig.2(E) gives the classification result for scenario H, in which there is no concept drift at all. The classification performance of FW3, FW4, FM, and EN are very close to each other, with FM outperforms others by a very little bit degree. This experiment shows that under the condition that there is no concept drift, EN also performs excellently. Fig.2(F) gives the classification result for scenario I, in which there is a very gradual concept drift. It is obvious that EN outperforms all other approaches.
It could be concluded from Tab.2 that on the whole view, EN outperforms other approaches on scenario D∼I.
Experiment on Uneven Data Distribution
Here, we study the situation where concept drift is caused by changing of user interests together with changing of data distribution.
Three scenarios are simulated in this group of experiments. There are 20 categories in the 20NewsGroup dataset. We divide these categories into 3 groups. Group G A is made up of the 5 categories described in section 5.1 and another 5 randomly selected categories. The rest 10 categories is randomly divided into 2 groups, say, group G B and G C , with each consisting of 5 categories.
Tab.4 describes the three scenarios simulated in this group of experiment. The first column of Tab.4 lists the batch IDs. Columns 2∼4 show the occurrence/nonoccurrence of each group of categories. Notation "+" means the occurrence, and "-" the non-occurrence. Columns 5∼7 show the three scenarios, J, K, and L, simulated in this group of experiments. The data in each cell gives the percentage of samples used from the training dataset, which belongs to T A . The rest of the training samples comes from T B .
If the sample of a certain category occurs in a certain batch, the number of samples of this category in the batch is simulated by Poisson distribution P oi(λ) = λ l e −λ l! , which is often used to model the number of events occurred within a given time interval. The number of samples for each category in group G A is modeled by P oi(100), and the number of samples for each category in group G B and G C is modeled by P oi (200) .
Here, we show our experiment when the size of training dataset k = 20 in Fig3. Fig.3(A), Fig.3(B) , and Fig.3(C) shows the experiment result for scenario J, K, and L, respectively.
From Fig.3 (A)∼Fig.3(C), we can observe similar behaviors as those of scenario A, B, and C in Fig.1(A)∼Fig.1(C) . EN outperforms other approaches during batch 3∼6 for scenario J; outperforms FW3, FW4, FM at batch 5 for scenario K; and outperforms FW3, FW4, FM at batch 4 for scenario L. The experiment result is summarized in Tab.2. This experiment result shows the good ability for EN to cope 
Conclusion and Future Work
The main contribution of this paper can be summarized as that we firstly tackled the problem of the one-class classification on streaming data. The proposition is that fully labelling streaming data is impractical, expensive, and sometimes unnecessary, especially with text streams. By designing a stacking style ensemble-based classifier, and using a series comparative studies, we have dealt with the problems of concept drift, small number of training examples, no negative examples, noisy data, and limited memory space on streaming data classification. The experiments demonstrate that our ensemble-based algorithm outperforms other window management approaches, such as single window, fixed window, and full memory.
The feature space of text stream may evolve constantly. We need to study the dynamic feature space under the oneclass text stream classification scenario in the future. On the other hand, the further research should also be considered with the one-class classification on streaming data in general.
