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RANDOM WALKS OF INFINITE MOMENT ON FREE
SEMIGROUPS
BEHRANG FORGHANI AND GIULIO TIOZZO
Abstract. We consider random walks on finitely or countably gener-
ated free semigroups, and identify their Poisson boundaries for classes of
measures which fail to meet the classical entropy criteria. In particular,
we introduce the notion of w–logarithmic moment, and we show that if
a random walk on a free semigroup has either finite entropy or finite
w-logarithmic moment for some word w, then the space of infinite words
with the resulting hitting measure is the Poisson boundary.
1. Introduction
The notion of Poisson boundary for Markov chains goes back to the work
of Feller [Fel56] and Blackwell [Bla55], who showed that the Poisson bound-
ary of random walks on an abelian group is always trivial (i.e. a singleton).
Their work did not get much attention, since in all known examples the
boundary was trivial. Then in the 1960’s, Furstenberg showed that the Pois-
son boundary for a random walk on a non-amenable group is non-trivial,
and identified the boundary for certain random walks on lattices in Lie
groups. He then employed the theory of Poisson boundary to prove several
fundamental rigidity results for lattices in Lie groups (see [Fur71]).
In general, given a pair (G,µ), where G is a group (or semigroup) and
µ a probability measure on G, the main question is to identify the Poisson
boundary, which is always defined as an abstract measure space, with a
concrete boundary of the group given e.g. by a topological compactification.
More precisely, in many cases one can prove that the random walk on G with
distribution µ converges almost surely in a suitable topological boundary ∂G,
hence ∂G is equipped with the hitting measure λ of the random walk. Then
the question becomes whether the pair (∂G, λ) is the Poisson boundary of
the random walk (G,µ).
This question has been studied for almost 50 years for a large number of
different groups. One of the first examples of an explicit non-trivial bound-
ary has been established by Dynkin-Maljutov [DM61], who identified the
Poisson boundary of a first neighbor random walk on a free group of rank 2
with the space of reduced infinite words. For hyperbolic groups, the identi-
fication goes back to Ancona [Anc88] when µ is finitely supported.
It is important to point out that the Poisson boundary is an invariant
of the pair (G,µ) and as such it may vary greatly for different measures
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even on the same group. In particular, by the work of Kaimanovich-Vershik
[KV83] and Derriennic [Der80] the triviality of the boundary has been linked
to the vanishing of the asymptotic entropy. This entropy criterion has been
then extended by Kaimanovich, who formulated geometric criteria (the ray
criterion [Kai85] and the strip criterion [Kai00]) to identify the Poisson
boundary. These techniques have been widely applied to many types of
groups, such as e.g. hyperbolic and relatively hyperbolic groups, lattices
in Lie groups, lamplighter groups, and more recently mapping class groups,
or the group of outer automorphisms of the free group (see [Ers10] for a
survey).
However, all these results are based on the classical hypotheses for the
application of the strip criterion, namely that the measure µ has finite en-
tropy and finite logarithmic moment. In this paper, we will go beyond such
restrictions for random walks on the free semigroup.
In fact, even though the free semigroup is arguably the simplest possi-
ble case, it is still an open conjecture that the Poisson boundary for any
generating measure on the free semigroup can be identified with the space of
infinite words.
In recent work, Kaimanovich and the first author [FK17] have proved the
conjecture for the free semigroup in the case when µ has finite logarithmic
moment, without any assumption on the entropy.
In this paper, we will extend these results to a much larger class of mea-
sures µ on a free semigroup Σ of finite or countable rank. One of our main
results is the following.
Theorem 1.1. Let µ be a generating measure on a free semigroup Σ of finite
or countable rank, and let (∂Σ, λ) denote the space of infinite words in the
generators, with the hitting measure for the random walk. If µ has either
finite entropy or finite logarithmic moment, then (∂Σ, λ) is the Poisson
boundary of the random walk (Σ, µ).
As we mentioned, the strip approximation cannot be used in this context,
hence we develop different tools. The main idea is that the distance from
the identity yields a projection Σ→ N, and random walks on N have trivial
boundary. This can be used, by framing the problem in terms of random
walks on equivalence classes, to prove that the relative entropy of the original
walk is zero almost surely.
In order to state the second main result, let us fix a finite word w 6= e in Σ.
We define the w-norm |g|w of an element g ∈ Σ as the number of subwords
of g which are equal to w (see Section 7.1 for the precise definition). We say
that the measure µ has finite logarithmic w-moment if
∫
Σ log |g|w dµ(g) <∞.
The second main result is the following.
Theorem 1.2. Suppose that there exists a word w 6= e in Σ such that µ
has finite logarithmic w-moment. Then, the space (∂Σ, λ) of infinite words
is the Poisson boundary of the random walk (Σ, µ).
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Such a criterion can be quite flexible, as we will show in the next few
examples, which were not available to the older techniques.
Example 1.3. Let Σ = 〈a, b〉 be a free semigroup of rank 2 with generators
a, b, and let us consider the probability measure µ defined as
µ(a2
k
) = c
k2
for k ≥ 1
µ(b) = 12
where c is a constant such that the total measure is 12 +
∑
k=1
c
k2
= 1. This
measure clearly has infinite logarithmic moment, as
∑
k
log(2k)
k2
=
∑
k
log 2
k
=
+∞. However, it has finite entropy, so we can obtain the Poisson boundary
as a Corollary of Theorem 1.1.
However, there are random walks on a free semigroup whose both entropy
and logarithmic moment are not finite, as in the following case.
Example 1.4. Let Σ = 〈a, b〉 be a free semigroup of rank 2 with generators
a, b, and let us consider the probability measure µ defined as
µ(a2
k
) = c
k2
for k ≥ 1
µ(a3
k
) = dk for k ≥ 1
µ(b) = 12 .
We choose dk > 0 such that
∑
k dk log dk = −∞ and
∑
k(dk +
c
k2
) = 12 .
Therefore, both entropy and the logarithmic moment are infinite, hence
Theorem 1.1 cannot be applied. However, if we take b = w, then it is
extremely easy to see that the logarithmic b-norm of µ is finite, hence we
can identify the Poisson boundary by using Theorem 1.2.
Note that one can use this result for many distributions with arbitrarily
“fat” tails, by choosing carefully the word w. For instance:
Example 1.5. Let Σ = 〈a, b〉, and consider any sequences {ck}k≥1, {dk}k≥1
of positive numbers such that
∑
k ck +
∑
k dk = 1. Consider the measure µ
defined as
µ(ak) = ck
µ(bk) = dk.
Then, the Poisson boundary of (Σ, µ) is the same as the Poisson boundary
of (Σ, µ2). Moreover, the word w = ab lies in the support of µ2, and each
element in the support of µ2 contains ab at most once, hence the w-moment
of µ2 is finite. Hence, the Poisson boundary of (Σ, µ) is the space of infinite
words.
1.1. Structure of the paper. In Sections 2, 3, and 4 we will recall the basic
definitions about boundaries of random walks, as well as the definition of
random walks on equivalence classes and the criteria for boundary triviality.
The proof of Theorem 1.1 is contained in section 5. Then in section 6 we will
discuss stopping times, and we will use them in section 7 to prove Theorem
1.2.
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2. Notation and background material
Let W be a finite or countable non-empty set, and Σ be the semigroup
with identity freely generated byW . Thus, every element of Σ can be written
uniquely as g = w1w2 . . . wn where wi ∈W , with the degenerate case of the
identity element e which is represented by the empty word. Each element of
Σ is called a finite word, and the number n is called the word metric (length)
of g and is denoted by |w|. If x = w1 · · ·wn and y = w1 · · ·wm are finite
words and m ≥ n, then we also define x−1y := wn+1 · · ·wm, and e
−1 = e.
Let µ be a probability measure on Σ. We will assume that µ is generating,
i.e. the semigroup with identity generated by the support of µ equals Σ.
Note that this is not a restrictive condition, as if µ is not generating, then
the semigroup Σ+ generated by the support µ is also free, hence one can
just replace Σ by Σ+. Let us denote by µ⋆k the kth fold convolution of µ,
that is for any finite word w,
µ⋆k(w) =
∑
g1···gk=w
µ(g1) · · · µ(gk).
For a finite word w in Σ define the transition probability
p(w,wg) := µ(g).
The Markov process associated with p is called random walk (Σ, µ). Let ΣN
be the set of infinite sequences of elements of Σ, which is equipped with the
product measure µN. The probability space (ΣN, µN) is called the space of
increments for the random walk (Σ, µ). Let Ω = Σ×ΣN and for any g ∈ Σ
define the map
ΣN → Ω
{gn}n≥1 → {xn}n≥0
where x0 := g and xn = x0g1 · · · gn for n ≥ 1. The Σ–valued map xn is
called the position of random walk at time n. The image of the probability
measure µN under the preceding map is denoted by P g. The probability
space (Ω,P g) is called the space of sample paths started from g. Let us also
denote as U : ΣN → ΣN the shift on the space of increments.
2.1. Poisson boundary. Let m be a probability measure supported on Σ,
that is m(g) > 0 for any g in Σ. Let us define
Pm =
∑
g
m(g)P g.
We say two sample paths {xn}n≥0 and {yn}n≥0 are equivalent whenever
they coincide after finite time shifts; more precisely, if there are two integers
i and j such that xn+i = yn+j for n ≥ 0. Consider the σ-algebra A of
all measurable unions of these equivalence classes (mod 0) with respect to
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probability measure Pm. By Rokhlin’s theory of Lebesgue spaces [Roh52],
there exist a unique (up to isomorphism) measurable space Γ = Γ(Σ, µ)
and a measurable map bnd : ΣN → Γ, called the boundary map, such that
the σ-algebra A coincides (mod 0) with the σ-algebra of bnd-preimages of
measurable subsets of Γ.
Definition 2.1. Let P := P e be the probability measure on the sample space
with respect to the random walk (Σ, µ) with initial distribution concentrated
on the identity element e of Σ. The probability space (Γ, ν) is called the
Poisson boundary of the random walk (Σ, µ), where ν = bnd⋆(P ) is the
image of the probability measure P under the measurable map bnd, which
is called the harmonic measure.
2.2. Harmonic functions. Let f : Σ→ R be a bounded real-valued func-
tion. For any finite word g in Σ, let us define the action of µ on f as
µ · f(g) :=
∑
y
µ(y)f(gy).
A bounded function is called µ–harmonic if it is invariant under the action
of µ, that is f = µ · f . Let us denote the space of all bounded µ–harmonic
function as H∞(µ), which is a Banach space when is equipped with the
supremum norm. One can show that the Poisson boundary (Γ, ν) is related
to bounded harmonic functions via the Poisson representation formula (see
e.g. [Fur71]), which establishes an isometric isomorphism between H∞(µ)
and L∞(Γ, ν). More precisely, when fˆ is in L∞(Γ, ν) then f(g) =
∫
fˆ dgλ is
a bounded µ–harmonic function. When f is in H∞(µ), then fˆ(bnd(x)) =
limn f(xn) exists for almost every sample path x = {xn}n≥0 and belongs to
L∞(Γ, ν). These two maps are inverses to each other and preserve norms,
establishing the isomorphism.
Finally, a positive harmonic function f : Σ→ R is minimal if any positive
harmonic function g such that f(x) ≥ g(x) for every x must be a scalar
multiple of f .
3. µ–boundaries and conditional random walks
A probability space (B,λ) obtained by taking the quotient of the Poisson
boundary with respect to a Σ–invariant measurable partition is called a
µ–boundary. Let us denote the corresponding quotient map by
Λ : Γ→ B.
Let (B,λ) be a µ-boundary. For each ξ ∈ B, the conditional random walk
associated with ξ is defined as the Markov process on Σ with transition
probabilities
(1) pξ(x, xg) = µ(g)
dxgλ
dxλ
(ξ).
Denote by P ξ the probability measure on the space of sample paths with
respect to the Markov process associated to pξ. One should think of this
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process as the random walk conditioned to hitting the boundary at ξ. For
each ξ, the relative Poisson boundary is the Poisson boundary of the Markov
process pξ. By disintegration, we can write
(2) P =
∫
B
P ξ dλ(ξ).
We now recall two important lemmas which link minimal harmonic func-
tions, Poisson boundary, and the conditional random walks. They are prob-
ably well-known, but we provide proofs for completeness.
Lemma 3.1. Let (B,λ) be a µ-boundary of the random walk (Σ, µ). Then:
(1) for λ-almost every ξ ∈ B, the function
uξ(g) :=
dgλ
dλ
(ξ)
is harmonic;
(2) the Poisson boundary for the conditional random walk pξ is trivial if
and only if the function uξ is minimal harmonic.
Proof. (1) Since λ is a stationary measure, then
λ =
∑
h∈Σ
µ(h) hλ.
Hence, by acting by g on both sides we get
gλ =
∑
h∈Σ
µ(h) ghλ
hence, taking the Radon-Nykodym derivative with respect to λ we get for
almost every ξ ∈ B
uξ(g) =
dgλ
dλ
(ξ) =
∑
h∈Σ
µ(h)
d(ghλ)
dλ
(ξ) =
∑
h∈Σ
µ(h) uξ(gh)
hence uξ is harmonic.
(2) Recall that a function f is pξ-harmonic if and only if for each g
f(g) =
∑
h
µ(g−1h)
dghλ
dgλ
(ξ)f(gh) =
∑
h
µ(g−1h)
uξ(gh)
uξ(g)
f(gh)
which implies
f(g)uξ(g) =
∑
h
µ(g−1h)f(gh)uξ(gh)
Hence, f is pξ-harmonic if and only if v(g) = f(g)uξ(g) is µ-harmonic.
Thus, let us assume that the Poisson boundary of pξ is trivial, and let v be
a µ-harmonic function such that v ≤ uξ. Then by the above observation
the function f(g) = u
ξ(g)
v(g) is p
ξ-harmonic and bounded, hence it must be
constant. Thus, uξ = cv, so uξ is minimal. Conversely, if uξ is minimal,
then for each function f which is bounded and pξ-harmonic, the function
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v = fuξ is µ-harmonic and bounded above by a multiple of uξ, hence v = cuξ
and f is constant. 
Lemma 3.2. A µ–boundary (B,λ) is the Poisson boundary if and only if
the Poisson boundaries of the conditional random walks are almost surely
trivial.
Proof. Let ξ ∈ B be a boundary point, and define the function
uξ(g) :=
dgλ
dλ
(ξ).
For almost every ξ, the function uξ is harmonic. Moreover, since the Poisson
boundary of the conditional Markov process P ξ is almost surely trivial, then
for almost every ξ the function uξ is minimal.
Now, each minimal harmonic function is a Martin kernel ([Woe09], The-
orem 7.50), and the Poisson boundary can be realized as a full measure
subset of the Martin boundary ([Woe09], Section 7.E); hence, for almost
every ξ ∈ B there exists a point γ ∈ (∂Σ, ν) such that
(3) uξ(g) =
dgν
dν
(γ).
Thus, by definition the Markov processes pξ and pγ coincide, hence the
measures P ξ and P γ on the space of sample paths coincide. Let us now
consider the quotient map Λ : ∂Σ→ B. By definition,
P ξ =
∫
Λ−1(ξ)
P γ dνξ(γ)
where νξ is the induced measure on the fiber Λ
−1(ξ) of the projection. Fi-
nally, let us note that by construction any two measures P γ and P γ
′
for
γ 6= γ′ in ∂Σ are mutually singular. Thus, since P ξ = P γ we have that the
measure νξ must be atomic, hence Λ
−1(ξ) is a singleton. Since this is true for
almost every ξ ∈ B, the map Λ is a Σ-equivariant measurable isomorphism,
which proves the claim. 
4. Shannon entropy and relative entropy
Let ζ = {ζi : i ≥ 1} be a countable partition of the sample space Ω of the
random walk (Σ, µ) into measurable sets. The entropy (Shannon entropy)
of ζ is defined as
HP (ζ) := −
∑
i
P (ζi) logP (ζi),
where we take 0 log 0 := 0. Let αk be the pointwise partition with respect
to the kth position of the random walk (Σ, µ); that is, two sample paths x
and x′ are αk–equivalent if and only if xk = x
′
k; therefore,
HP (αk) = −
∑
g
µ⋆k(g) log µ⋆k(g).
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Note that HP (αk) sometimes is denoted by H(µ
⋆k). Since the sequence
{HP (αk)}k≥1 is subadditive, the limit
1
k
HP (αk) exists and is called the
asymptotic entropy of the random walk (Σ, µ).
Definition 4.1. We say µ has finite entropy if HP (α1) is finite.
The following theorem is a special case of the entropy criterion due to
Kaimanovich-Vershik [KV83] and Derriennic [Der80]: since the Poisson bound-
ary for random walks on abelian groups is trivial, then the asymptotic en-
tropy vanishes.
Theorem 4.2. Let Σ = N, and suppose that HP (α1) is finite. Then
lim
k
1
k
HP (αk) = 0.
For a given µ–boundary (B,λ), two sample paths x and x′ areB–equivalent
if Λ ◦ bnd(x) = Λ ◦ bnd(x′). If ζ is a countable partition of the space of
sample paths, for any ξ in B we set
HP (ζ|ξ) := −
∑
i
P ξ(ζi) logP
ξ(ζi).
We define the conditional entropy as
HP (ζ|B) =
∫
B
H(ζ|ξ) dλ(ξ).
We need the following monotonicity property for the relative entropy,
which goes back to [Roh52].
Lemma 4.3. Let (B,λ) be a µ–boundary. If ζ is a countable partition, then
HP (ζ|B) ≤ HP (ζ).
4.1. Relative entropy. Let ∂Σ be the space of all infinite sequences of
elements of W :
∂Σ =
{
{gn}n≥1 : gn ∈W for n ∈ N
}
.
Each element of ∂Σ corresponds to a geodesic in the Cayley graph of Σ with
the standard generating set. As usual, one defines a topology on Σ∪ ∂Σ by
saying that a sequence {wn}n≥0 ⊆ Σ of finite words converges to an infinite
word g ∈ ∂Σ if any finite prefix of g is also a prefix of wn for all n sufficiently
large. Thus, we will think of ∂Σ as a geometric boundary of Σ.
Let us now pick a measure µ on Σ, and consider the random walk defined
by picking a random sequence {gn}n≥1 of elements of Σ independently with
distribution µ, and consider the product
xn := g1 . . . gn
Since there is no backtracking in the free semigroup, almost every sample
path {xn}n≥0) converges to a point in ∂Σ. This defines a boundary map
Λ : Ω→ ∂Σ
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Λ({gn}n≥1) := lim
n→∞
g1g2 . . . gn
and the pushforward measure λ := Λ⋆P is called the hitting measure for
the random walk. Thus, the space (∂Σ, λ) is a µ-boundary for the random
walk (Σ, µ). Finally, for each g ∈ ∂Σ we denote the conditional measure of
P with respect to g as P g.
In order to study the Poisson boundary of the random walk (Σ, µ), we
will recast the conditional random walk with respect to the µ–boundary
(∂Σ, λ) in the framework of random walks on equivalence relations, which
was introduced in [KS12]. Let us consider the equivalence relation on ∂Σ
given by the orbits for the action of Σ; namely, two infinite words g =
{gn}n≥1 and g
′ = {g′n}n≥1 are equivalent if their tails eventually coincide,
that is there exist natural numbers i and j such that gn+i = g
′
n+j for all
n ≥ 0.
We define a Markov process on ∂Σ, called the leafwise Markov chain, by
setting for each g in ∂Σ and each w ∈ Σ the transition probabilities
π(g, w−1g) := pg(e, w) = µ(w)
dwλ
dλ
(g).
Note that sample paths for this process lie all the time in the same equiva-
lence class, hence the process can be interpreted as a random walk along the
equivalence relation. Note that π defines for each g ∈ ∂Σ a Markov chain
on Σ, by setting for each x, y ∈ Σ
pg(x, y) = π(x−1g, y−1g)
and by construction this precisely equals the conditional random walk de-
fined in eq. (1). Equivalently, this process can also be seen as a special case
of a random walk with random environment ∂Σ (but we will not use this
language): an infinite word g is picked randomly according to the law of λ,
and this determines the Markov process pg.
For each n, one defines the entropy of the kth-step distribution as
Hk(g) = −
∫
Ω
logP g(yk = xk) dP
g(x)
where P g(yk = xk) means P
g({(yn) ∈ Ω : yk = xk}). Moreover, we set
Hk =
∫
∂Σ
Hk(g) dλ(g)
the average entropy of the kth step. In the language of partitions, we have
Hk(g) = HP (αk|g) and Hk = HP (αk|∂Σ).
We will apply the following entropy criterion for random walks along
equivalence classes, due to Kaimanovich-Sobieczky.
Theorem 4.4 ([KS12]). If H1 < ∞, then all entropies Hn are finite, and
there exists the limit
h = lim
k→∞
Hk
k
<∞.
10 B. FORGHANI AND G. TIOZZO
Moreover, h = 0 if and only if for λ-a.e. point g ∈ ∂Σ the Poisson boundary
of the leafwise Markov chain is trivial.
Let us call h the relative asymptotic entropy. By combining the theorem
with the previous observations, we get the following.
Theorem 4.5. If H1 < ∞ and the relative asymptotic entropy h is zero,
then (∂Σ, λ) is a model for the Poisson boundary of (Σ, µ).
Proof. When h = 0, Theorem 4.4 implies that for λ–almost every infinite
word g in the µ–boundary (∂Σ, λ), the Poisson boundary associated with
the conditional random walk P g is trivial. Therefore, by Lemma 3.2, the
µ–boundary (∂Σ, λ) is indeed the Poisson boundary.

5. First criterion: finite entropy of the projection to N
In this section, we will prove our first criterion to identify the Poisson
boundary (Theorem 5.3), which readily implies Theorem 1.1 from the intro-
duction.
Consider the semigroup homomorphism
φ : Σ→ N
w → |w|.
Let µφ be the image of the probability measure µ under φ. Since φ is a
semigroup homomorphism, the n–fold convolution of µ is mapped to the
n–fold convolution of µφ, which means
(4) (µ⋆n)φ = (µφ)
⋆n for any n.
This implies that for any sample path x = {xn}n≥0 with respect to the
random walk (Σ, µ), its image φ(x) := {φ(xn)}n≥0 is a sample path with
respect to the random walk (N, µφ).
We now define for each k a partition on the space of sample paths, by
setting two sample paths x and x′ to be φk–equivalent if |xk| = |x
′
k|, or
equivalently φ(xk) = φ(x
′
k).
Lemma 5.1. If HP (φ1) is finite, then limk
1
k
H(φk) = 0.
Proof. Let φ ◦ P be the probability measure measure on the sample paths
associated to µφ. Equation (4) and the definition of entropy for partitions
implies that
(5) HP (φk) = Hφ◦P (αk).
By Theorem 4.2, we have the desired result. 
Proposition 5.2. If µφ has finite entropy, then the relative entropy h is
zero.
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Proof. We say two sample paths x and x′ are ∂Σ–equivalent if and only if
x and x′ lie on the same infinite word. Note that if two sample paths x and
x′ are ∂Σ–equivalent and at the same time φk–equivalent for some k, then
x = x′. This is due to the lack of cancellations in the random walk (Σ, µ),
therefore if g = {gn}n≥1, we have
P g
{
x : |xk| = n
}
= P g
{
x : xk = g1 · · · gn
}
,
which implies
(6) HP (φk|g) = Hk(g).
Taking the integral with respect to λ on both sides yields
(7) HP (φk|∂Σ) =
∫
∂Σ
H(φk|g) dλ(g) =
∫
∂Σ
Hk(g) dλ(g) = Hk.
Therefore, combining it with Lemma 4.3 implies that
Hk = HP (φk|∂Σ) ≤ HP (φk).
Since HP (φ1) is finite, applying Lemma 5.1 yields
(8) h = lim
k
Hk
k
≤ lim
k
HP (φk)
k
= 0
as claimed. 
By virtue of Theorem 4.5 and the previous proposition we obtain the
main result of this section:
Theorem 5.3. If the measure µφ on N has finite entropy, then (∂Σ, λ) is
the Poisson boundary of the random walk (Σ, µ).
We now see a few corollaries. In particular, it is sufficient to assume that
the original measure µ on Σ has finite entropy.
Corollary 5.4. If µ has finite entropy, then (∂Σ, λ) is the Poisson boundary
of the random walk (Σ, µ).
Proof. Since the partition α1 is a subpartition of the partition φ1, we have
HP (φ1) ≤ HP (α1) <∞.
Therefore, µφ has finite entropy and Theorem 5.3 holds. 
5.1. Logarithmic moment. Let us define the logarithmic moment of µ as
L(µ) :=
∑
g
µ(g) log |g|.
The following elementary calculation shows that on N finite logarithmic
moment implies finite entropy.
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Lemma 5.5 ([Der80]). Let θ be a probability measure on N. If L(θ) =∑
n θ(n) log n is finite, then θ has finite entropy, and
H(θ) ≤ 2L(θ) + c,
where c = 2
∑
n
logn
n2
+ 1.
Proof. Let
A =
{
n :
1
θ(n)
≤ n2
}
.
We can write
H(θ) = −
∑
n∈A
θ(n) log θ(n)−
∑
n∈Ac
θ(n) log θ(n).
The first term is bounded by 2L(θ). We will show that the second term is
bounded too. We know the function −t log t is increasing for t ≤ e−1 and
e−1 = −e−1 log e−1 = max{−t log t : t ∈ [0, 1]}.
If n > 1 and n ∈ Ac, then θ(n) < 1
n2
< e−1. We have −θ(n) log θ(n) ≤
− 1
n2
log 1
n2
. Therefore,
−
∑
n∈Ac
θ(n) log θ(n) ≤ θ(1) log θ(1) + 2
∞∑
n=1
log n
n2
≤ e−1 + 2
∞∑
n=1
log n
n2
.

As another corollary of Theorem 5.3, we recover the following result of
Kaimanovich and the first author [FK17].
Corollary 5.6. If µ has finite logarithmic moment, then (∂Σ, λ) is the
Poisson boundary of the random walk (Σ, µ).
Proof. Since µ has finite logarithmic moment, so does its image under φ,
since
L(µ) =
∑
g
µ(g) log |g| =
∑
n∈N
µφ(n) log n = L(µφ).
By Lemma 5.5, we know H(µφ) is finite. So the condition in Theorem 5.3
holds. 
Combining Corollary 5.4 and 5.6 completes the proof of Theorem 1.1 in
the introduction.
5.2. A remark on measurable partitions. Another way to understand
the previous argument is in term of measurable partitions; this will also
clarify where we need some finite entropy assumption, as it is tempting to
conclude that we do not. Let for any n define the partition ηn on Ω by
saying that x
ηn
∼ x′ if xk = x
′
k for any k ≥ n. Then the tail partition for
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(Σ, µ) is η =
∧∞
n=1 ηn, and the claim that the Poisson boundary is the space
of infinite words is equivalent to
η = ξ
(mod 0), where ξ is the partition given by two sample paths being equal
when their limits in ∂Σ are the same. One can rephrase the earlier proof by
defining the partition ηNn by taking two paths as being in the same class if
they have the same tail when projected to N: namely, x
ηNn∼ x′ if |xk| = |x
′
k|
for any k ≥ n. Now, it is easy to see that ηn = η
N
n ∨ ξ for any n; moreover,
since the Poisson boundary of (N, µφ) is trivial for any measure, then
∞∧
n=1
ηNn = ǫ
where ǫ is the trivial partition where all elements have measure either 0 or
1. Now, the claim we want to prove is that
∞∧
n=1
ηn =
∞∧
n=1
(ηNn ∨ ξ)
?
=
(
∞∧
n=1
ηNn
)
∨ ξ = ǫ ∨ ξ = ξ
It turns out that in general, without any notion of finite entropy, the identity
∞∧
n=1
(αn ∨ β)
?
=
(
∞∧
n=1
αn
)
∨ β
is not true (not even mod 0) for an arbitrary measurable partitions, not
even when {αn}n≥1 is a decreasing sequence such that
∧
αn is the trivial
partition.
In fact, following [Han98], let us consider Ω = {0, 1}N the space of se-
quences x = {xk}k≥0 with product measure (
1
2 ,
1
2 )
N. Let αn be the partition
defined by x
αn∼ x′ if xk = x
′
k for every k ≥ n, and β the partition defined
by x
β
∼ x′ if either x = x′ or x = 1− x′. Then for each n
αn ∨ β = ℵ
the point partition ℵ where each class is a singleton, while αn+1 ≤ αn and∧∞
n=1 αn = ǫ the trivial partition. Thus,
ǫ =
∞∧
n=1
(αn ∨ β) 6=
(
∞∧
n=1
αn
)
∨ β = β
hence the identity does not hold.
6. Stopping times and induced random walks
Let us fix a finite word w 6= e in the support of the probability measure µ,
and let δw be the probability measure concentrated at w. For each sample
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path x with increments {gn}n≥1, define τw as the first time the finite word
w appears as an increment; that is,
τw(x) := min{i > 0 : gi = w}.
Note that since µ(w) > 0, the finite word appears infinitely many times for
µN–almost every sequence of increments. Therefore, τw is an almost surely
finite stopping time. Let us define the first return measure µw on Σ as
µw(g) := P {x : xτ(x) = g}.
The usefulness of this construction comes from the following observation.
Lemma 6.1. The hitting measures of the random walks (Σ, µ) and (Σ, µw)
on ∂Σ are the same.
Proof. Let us fix w ∈ Σ such that µ(w) > 0, and consider the stopping time
τ = τw defined above. Then for each n one defines τ0 = 0 and recursively
for n ≥ 1
τn+1 := τn + τ(U
τnx)
Then, we have the almost everywhere defined map
iw : (Σ
N, µN)→ (ΣN, µNw)
iw({gn}n≥1) := {x
−1
τn−1
xτn}n≥1
which makes the following diagram of measurable maps commute:
(ΣN, µN) ∂Σ
(ΣN, µNw)
iw
Φ
Φ
where Φ({gn}) := limn g1g2 . . . gn. Moreover, by construction (iw)⋆(µ
N) =
µNw. Hence, if λw is the hitting measure for the random walk (Σ, µw) and λ
is the hitting measure for (Σ, µ), then
λw = Φ⋆(µ
N
w) = Φ⋆(iw)⋆(µ
N) = Φ⋆(µ
N) = λ.

For each function f : Ω→ R, let us denote as E(f) :=
∫
Ω f dP the expec-
tation of f . The following simple computation shows that the expectation
of τw is finite.
Lemma 6.2. Let τw = min{n ≥ 1 : gn = w}. If µ(w) > 0, then E(τw) is
finite and is equal to 1
µ(w) .
Proof. We can write P (τ = n+ 1) = (1− µ(w))nµ(w), hence
E(τw) =
∞∑
n=0
(n+ 1)P (τ = n+ 1) = µ(w)
∞∑
n=0
(n+ 1)
(
1− µ(w)
)n
=
1
µ(w)
.

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One of the key facts we will use is that the Poisson boundary for the new
measure induced by the stopping time is equal to the Poisson boundary for
the original measure:
Proposition 6.3 ([FK17]). The Poisson boundary of (Σ, µ) coincides with
the Poisson boundary of (Σ, µw).
Proof. We will show the equivalent claim that the spaces of bounded har-
monic functions for µ and µw coincide. Observe that µw =
∑
k≥0 α
⋆k ⋆ β
where β = µ(w)δw and α = µ−β. Let f be µ-harmonic. Then by definition
f = µ · f = α · f + β · f
By acting with α⋆k on both sides, one gets
α⋆k · f = α⋆(k+1) · f + (α⋆k ⋆ β) · f
hence by summing over k and using the telescoping series (since ‖α⋆k‖ → 0)
∞∑
k=0
(α⋆k ⋆ β) · f =
∞∑
k=0
(α⋆k · f − α⋆(k+1) · f) = f
hence f is µw–harmonic.
Let now f : Σw → R be a bounded µw–harmonic function. We will
extend f to a bounded µ–harmonic function; this extension is similar to
Furstenberg’s proof for the invariance of the Poisson boundary for an induced
random walk to a recurrent subgroup [Fur71]. For any g in Σ, let us define
F (g) :=
∑
y∈Σw
f(y)θg(y)
where
θg(y) = P g{x : xτw(x) = y}.
Note that if g is in Σw, then F (g) =
∑
h f(gh)µw(h) which is equal to f(g)
when f is µw–harmonic, therefore F (g) = f(g). We claim that F is µ–
harmonic. First, observe that τw(g, gh1, · · · , gh1 · · · hn, · · · ) = n > 1 means
that word w appears as an increment for the first time in the nth step,
therefore τw(gh1, · · · , gh1 · · · hn, · · · ) = n− 1. So, we can write
θg(y) =
∑
h
∑
n≥1
P g{x : x1 = gh, τw(x) = n, xn = y} = µ(w)δgw(y)+
∑
h 6=w
µ(h)θgh(y).
Multiplying both sides by f(y) and summing over y yields
F (g) =
∑
h
F (gh)µ(h)
as needed. 
We also need the following Abramov-type formula, which generalizes
Lemma 2.5 of [For17].
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Proposition 6.4. Let µ be a probability measure on a semigroup Σ, and let
F ∈ L1(Σ, µ) be a non-negative function such that
F (gh) ≤ F (g) + F (h) for all g, h ∈ Σ.
Let (Ω,P ) be the space of sample paths for the random walk (Σ, µ), and let
τ : Ω→ N be a stopping time in L1(Ω,P ). Then∑
w
µτ (w)F (w) ≤ E(τ)E(F ).
Proof. Define Mn(x) = nE(F )−F (xn). Let A
n
0 be the σ-algebra generated
by the first n + 1 positions x0, x1, . . . , xn of the random walk (Σ, µ). We
have
E(Mn+1|A
n
0 )(x) = (n+ 1)E(F ) −
∑
h
F (xnh)µ(h).
Since F (xnh) ≤ F (xn) + F (h),
E(Mn+1|A
n
0 )(x) ≥ nE(F )− F (xn) =Mn(x),
which means that the sequence {(Mn,A
n
0 )}n≥1 is a submartingale. Applying
Doob’s optional stopping theorem to the stopping time τ ∧ n = min{τ, n}
implies
0 = E(M1) ≤ E(Mτ∧n)
hence ∫
F (xτ∧n) dP ≤ E(τ ∧ n)E(F ) ≤ E(τ)E(F ).
Note that because τ is almost surely finite, limnP (τ > n) = 0. Hence, for
any finite word h, we have µτ∧n(h)→ µτ (h) as n goes to infinity, therefore,
Fatou’s lemma implies∑
h
µτ (h)F (h) =
∑
h
lim
n
µτ∧n(h)F (h) ≤ lim inf
n
∫
F (xτ∧n) dP ≤ E(τ)E(F ).

Corollary 6.5. Let F and τ satisfy the same conditions as in the previous
theorem. Then
lim
n
F (xτn)
n
= E(τ)E(F )
for P –almost every sample path {xn}n≥0.
7. Random walks with finite logarithmic w-moment
We now get to the proof of the second main result, namely Theorem 1.2
from the introduction.
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7.1. The w–norm. Fix a finite word w in a free semigroup Σ. For each
finite word g in Σ, define the w-norm |g|w as the number of times the word
w appears as a subword of g, plus the length of w; more precisely,
|g|w := card{g
′ ∈ Σ : g = g′wg′′ for some g′′ ∈ Σ}+ |w|.
Lemma 7.1. The w–norm is subadditive, i.e. any two words g1, g2 ∈ Σ
satisfy the inequality
|g1g2|w ≤ |g1|w + |g2|w.
Proof. Let us define Iw(g) := card{g
′ ∈ Σ : g = g′wg′′ for some g′′ ∈ Σ}.
If w is a subword of g1g2, then one has a decomposition g1g2 = g
′wg′′. Now,
if |g′| ≤ |g1|− |w|, then w is also a subword of g1. Similarly, if |g
′| ≥ |g1|+1,
then w appears as a subword of g2. Otherwise, there are at most |w| possible
choices for |g′|, which implies
Iw(g1g2) ≤ Iw(g1) + Iw(g2) + |w|.
Adding |w| to both sides yields the claim. 
Let Lw(µ) be the logarithmic moment with respect to the w–norm, that
is
Lw(µ) :=
∑
g
µ(g) log |g|w.
Observe that for any finite word g in Σ, we have |w| ≤ |g|w ≤ |w| + |g|,
therefore, if L(µ) is finite, then Lw(µ) also is finite.
Recall that a sequence {zn}n≥1 of random variables defined on the same
measure space is stationary if for each k, n the law of the n-tuples (z1, z2, . . . , zn)
and (zk+1, . . . , zk+n) is the same.
Lemma 7.2 ([For15], Lemma 3.6.4). Let {zn}n≥1 be a non-negative sta-
tionary process. If log(1 + z1) has finite expectation, then
lim
k
1
k
log(1 + z1 + · · · + zk) = 0
almost surely and in L1.
Lemma 7.3. If Lw(µ) is finite, then limk
1
k
Lw(µ
⋆k) = 0.
Proof. Let {gn}n≥1 be the increments of {xn}n≥0, so for every k one can
write xk = g1 . . . gk, hence by subadditivity
log |xk|w ≤ log(1 + |g1|w + · · · + |gk|w).
Applying Lemma 7.2 implies the desired result. 
Theorem 7.4. Let w 6= e be a finite word in Σ such that Lw(µ) is finite.
Then, (∂Σ, λ) is the Poisson boundary of the random walk (Σ, µ).
Proof. Since we can replace µ by µ⋆n without changing the Poisson bound-
ary, we may without loss of generality assume that µ(w) > 0. Moreover, by
Proposition 6.3, it is enough to describe the Poisson boundary associated
with the random walk µw induced by the stopping time τw. By Lemma 6.2
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the expected stopping time E(τw) is finite, therefore, applying Proposition
6.4 when F (g) := log(1 + |g|w) implies that the logarithmic w-moment is
also finite and
Lw(µw) ≤ E(τw)(Lw(µ) + log 2).
Let Σw be the free semigroup generated by the support of µw, and let us
denote by Q the probability measure on the space Ω of sample paths with
respect to µw. Let us disintegrateQ with respect to the system of conditional
measures {Qg}g∈∂Σ, so that
(9) Q =
∫
∂Σ
Qg dλ(g).
Since the random walk (Σw, µw) has finite logarithmic moment with respect
to the w–norm,
Lw(µw) =
∑
x∈Σ
µw(x) log |x|w =
∫
Ω
log |x1|w dQ(x) <∞,
which implies that λ–almost every conditional probability measure Qg has
finite logarithmic moment with respect to the w–norm, that is
L1(Q
g) :=
∫
Ω
log |x1|w dQ
g(x) <∞.
Similarly, let us define for any k and and g ∈ ∂Σ
Lk(Q
g) :=
∫
Ω
log |xk|w dQ
g(x)
which by applying (9) satisfies
(10)
∫
∂Σ
Lk(Q
g) dλ(g) =
∫
Ω
∫
∂Σ
log |xk|w dQ
g(x)dλ(g) = Lw(µ
⋆k
w ).
Let us denote by Hk(Q
g) := HQ(αk|g) the entropy of the k
th step with
respect to the conditional probability measure Qg , namely
Hk(Q
g) = −
∑
x∈Σ
Qg(xk = x) logQ
g(xk = x).
Note that if two sample paths x and x′ for the random walk (Σ, µw) lie on
the same infinite word g and satisfy |xk|w = |x
′
k|w = n for some k, then
actually xk = x
′
k; therefore,
Hk(Q
g) = −
∑
n
Qg{x : |xk|w = n} logQ
g{x : |xk|w = n}
Hence, by virtue of Lemma 5.5, we have
Hk(Q
g) ≤ 2Lk(Q
g) + c,
hence, combining it with eq. (10),
Hk =
∫
∂Σ
Hk(Q
g) dλ(g) ≤ 2
∫
∂Σ
Lk(Q
g) dλ(g) + c = 2Lw(µ
⋆k
w ) + c.
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By Lemma 7.3, the relative asymptotic entropy vanishes, since
h = lim
k
Hk
k
≤ lim
k
2Lw(µ
⋆k
w ) + c
k
= 0.
Consequently, Theorem 4.5 implies that (∂Σ, λ) is the Poisson boundary. 
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