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In this paper we consider the Cauchy problems for the Kawahara equation and the
Kaup–Kupershmidt equation. By using the general well-posedness principle introduced by
I. Bejenaru and T. Tao (2006) [1], we prove that the Kawahara equation is ill-posed for the
initial data in Hs(R) with s < − 94 and the Kaup–Kupershmidt equation is ill-posed for the
initial data in Hs(R) with s < − 14 .
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1. Introduction
This paper is devoted to proving the ill-posedness of the Kawahara equation
∂tu + μ∂x
(
u2
)+ α∂5x u + β∂3x u + γ ∂xu = 0, x, t ∈ R, (1.1)
u(x,0) = u0, (1.2)
and the ill-posedness of the Kawahara-type equation
∂tu + μ
2
∂x
(
(∂xu)
2)+ α∂5x u + β∂3x u + γ ∂xu = 0, x, t ∈ R, (1.3)
where α, β and γ are real constants and α = 0, μ is a complex number. (1.1) arises in the study of the water waves with
surface tension, in which the Bond number takes on the critical value, where the Bond number represents a dimension-less
magnitude of surface tension in the shallow water regime, see [2,12,14]. (1.3) is called the Kaup–Kupershmidt equation,
which was ﬁrstly proposed by Kaup and Kupershmidt, see [13,17]. In [10], the author obtained the local well-posedness of
(1.1) for the initial data in Hs(R) with s > − 118 . In [5], the authors proved that
∂tu + α∂5x u + β∂3x u + u∂xu = 0, (1.4)
where α and β are real constants and α = 0, has a local solution for u0 in Hs(R) with s > −1 and a global solution when
u0 ∈ L2. In [20], by using I-method ﬁrstly introduced in [8] and developed in [9], the authors proved that (1.4), (1.2) are
locally solvable for u0 in Hs(R) with s− 75 and globally solvable for u0 in Hs(R) with s > − 12 . In [6], by using the [k; Z ]-
multiplier norm method proposed by [18] and Bourgain spaces introduced in [3] and developed in [15,16], the authors
proved that (1.4) is locally well-posed for the initial data in Hs(R) with s > − 74 . In [11], by using the Fourier restriction
norm method, the authors established the local well-posedness of (1.1), (1.2) for the initial data u0 in Hs(R) with s > − 74
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I-method, the authors proved that (1.1), (1.2) are globally well-posed for the initial data u0 in Hs(R) with s > − 6358 .
In this paper, inspired by [1,4,7,11,19], by considering particular initial data and using the general well-posedness princi-
ple introduced in [1], we prove that (1.1) is ill-posed for the initial data u0 in Hs(R) with s < − 94 and that (1.3) is ill-posed
for the initial data u0 in Hs(R) with s < − 14 .
We give some notations and deﬁnitions before stating the main result. Fxu is the Fourier transform of u with respect
to the space variable x. S ′(R) is the space of tempered distributions in Rx . We deﬁne
Hs(R) =
{
u0 ∈ S ′(R): ‖u0‖2Hs =
∫
R
〈ξ〉2s∣∣Fxu0(ξ)∣∣2 dξ < ∞
}
where s ∈ R. We deﬁne
W (t)u0 = C
∫
R
eixξeitφ(ξ)Fxu0(ξ)dξ
where φ(ξ) = −αξ5 + βξ3 − γ ξ . C is a generic constant which may vary from line to line. We use X ∼ Y to denote
C1|X |  |Y |  C2|X |, where C1, C2 are positive constants. We use X  Y to denote |X | > C3|Y |, where C3 is some large
positive constant.
The main results of this paper are as follows.
Theorem 1.1. Let u0 ∈ Hs(R) with s < − 94 . Then the solution map St of the Cauchy problem for (1.1) is not C3 at zero. More precisely,
for any T > 0, the solution map
St : u0 ∈ Hs(R) −→ u ∈ C
([0, T ]; Hs(R))
is not C3 at zero.
Theorem 1.2. Let u0 ∈ Hs(R) with s < − 14 . Then the solution map St of the Cauchy problem for (1.3) is not C3 at zero. More precisely,
for any T > 0, the solution map
St : u0 ∈ Hs(R) −→ u ∈ C
([0, T ]; Hs(R))
is not C3 at zero.
The rest of this paper is organized as follows. By using the general well-posedness principle proposed in [1], we prove
Theorems 1.1 and 1.2 in Section 2 and Section 3, respectively.
2. Proof of Theorem 1.1
In this section, we prove Theorem 1.1. By contradiction, we assume that the solution map of (1.1), (1.2)
St : u0 ∈ Hs(R) −→ u ∈ C
([0, T ]; Hs(R))
is C3 at zero with s < − 94 . From the general well-posedness principle of [1], we must have
sup
t∈[0,T ]
∥∥B3(u0)∥∥Hs  C‖u0‖3Hs , for all u0 ∈ Hs(R), (2.1)
where
B3(u0)(x, t) =
t∫
0
W (t − τ )∂x
(
B1(u0)B2(u0)
)
(τ )dτ ,
B2(u0)(x, t) =
t∫
0
W (t − τ )∂x
(
B1(u0)B1(u0)
)
(τ )dτ ,
B1(u0)(x, t) = W (t)u0.
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u0(x) = r−1/2N−s
{
e−iNx
( r∫
0
eixξ dξ
)
+ eiNx
( 2r∫
r
eixξ dξ
)}
,
where r2N3 = O (1) and
N  16a = 16max
{
1,
(
2
∣∣∣∣3β5α
∣∣∣∣
)1/2
,
(∣∣∣∣ 3β10α
∣∣∣∣+
∣∣∣∣2γ5α − 12
(
3β
5α
)2∣∣∣∣
1/2)1/2}
,
where a is deﬁned as in [11]. Thus we have
Fxu0(ξ) = Cr−1/2N−s
{
χ[−N, −N+r](ξ) + χ[N+r, N+2r](ξ)
}
,
where χI denotes the characteristic function of a set I ⊂ R. It is easy to check that ‖u0‖Hs ∼ 1. Let I1 = [−N,−N + r] and
I2 = [N + r,N + 2r] and I1 ∪ I2 = Ω1. We have
FxB1(u0)(ξ) = Ceitφ(ξ)Fxu0(ξ)
and thus
B1(u0)(x, t) = Cr−1/2N−s
∫
ξ∈Ω1
eixξeitφ(ξ) dξ,
B2(u0)(x, t) = C( f − g),
where
f = r−1N−2s
∫
ξ1∈Ω1
∫
ξ2∈Ω1
(ξ1 + ξ2)eix(ξ1+ξ2)+it(φ(ξ1)+φ(ξ2))
φ(ξ1) + φ(ξ2) − φ(ξ1 + ξ2) dξ1 dξ2,
g = r−1N−2s
∫
ξ1∈Ω1
∫
ξ2∈Ω1
(ξ1 + ξ2)eix(ξ1+ξ2)+itφ(ξ1+ξ2)
φ(ξ1) + φ(ξ2) − φ(ξ1 + ξ2) dξ1 dξ2.
Thus we have B3(u0) = C(F − G), where
F = r−3/2N−3s
∫
ξ1∈Ω1
∫
ξ2∈Ω1
∫
ξ3∈Ω1
eixξeitφ(ξ)
Q −11 Q
−1
2
dξ1 dξ2 dξ3, (2.2)
G = r−3/2N−3s
∫
ξ1∈Ω1
∫
ξ2∈Ω1
∫
ξ3∈Ω1
eixξeitφ(ξ)
Q −11 Q
−1
3
dξ1 dξ2 dξ3, (2.3)
where
Q 1(ξ1, ξ2, ξ3) = (ξ1 + ξ2 + ξ3)(ξ2 + ξ3)
φ(ξ2) + φ(ξ3) − φ(ξ2 + ξ3) ,
Q 2(ξ1, ξ2, ξ3) = e
it(φ(ξ1)+φ(ξ2)+φ(ξ3)−φ(ξ1+ξ2+ξ3))−1
φ(ξ1) + φ(ξ2) + φ(ξ3) − φ(ξ1 + ξ2 + ξ3) ,
Q 3(ξ1, ξ2, ξ3) = e
it(φ(ξ1)+φ(ξ2+ξ3)−φ(ξ1+ξ2+ξ3))−1
φ(ξ1) + φ(ξ2 + ξ3) − φ(ξ1 + ξ2 + ξ3) ,
ξ = ξ1 + ξ2 + ξ3.
To carry out the further study, we deﬁne
θ1 = φ(ξ2) + φ(ξ3) − φ(ξ2 + ξ3),
θ2 = φ(ξ1) + φ(ξ2) + φ(ξ3) − φ(ξ1 + ξ2 + ξ3),
θ3 = φ(ξ1) + φ(ξ2 + ξ3) − φ(ξ1 + ξ2 + ξ3).
Since φ(ξ) = −αξ5 + βξ3 − γ ξ , we have
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(
ξ22 + ξ2ξ3 + ξ23 −
3β
5α
)
,
θ2 = 5α(ξ1 + ξ2)(ξ1 + ξ3)(ξ2 + ξ3)
(
(ξ2 + ξ3)(ξ1 + ξ3) + ξ21 + ξ22 −
3β
5α
)
,
θ3 = 5αξ1(ξ2 + ξ3)(ξ1 + ξ2 + ξ3)
(
ξ21 + ξ1(ξ2 + ξ3) + (ξ2 + ξ3)2 −
3β
5α
)
.
To estimate ‖F‖Hs , we consider the following three cases.
(1): ξ j( j = 1,2,3) ∈ I1,
(2): ξ j( j = 1,2,3) ∈ I2,
(3): ξ j( j = 1,2) ∈ I1, ξ3 ∈ I2, or ξ1 ∈ I1, ξ j( j = 2,3) ∈ I2, or ξ j( j = 1,2) ∈ I2, ξ3 ∈ I1,
or ξ1 ∈ I2, ξ j( j = 2,3) ∈ I1, or ξ1, ξ3 ∈ I1, ξ2 ∈ I2, or ξ1, ξ3 ∈ I2, ξ2 ∈ I1.
The integral in (2.2) corresponding to cases (1), (2), (3), will be denoted as F1, F2, F3, respectively.
Case (1) ξ j( j = 1,2,3) ∈ I1. In this case θ j( j = 1,2) ∼ N5 and |ξ | = |ξ1 + ξ2 + ξ3| ∼ N . Since r2N3 = O (1), we have
‖F1‖Hs  Cr−3/2N−3sNsr5/2N−8 ∼ N−2s− 192 .
Case (2) ξ j( j = 1,2,3) ∈ I2. In this case θ j( j = 1,2) ∼ N5 and |ξ | = |ξ1 + ξ2 + ξ3| ∼ N . Since r2N3 = O (1), we have
‖F2‖Hs  Cr−3/2N−3sNsr5/2N−8 ∼ N−2s− 192 .
Case (3)
ξ j( j = 1,2) ∈ I1, ξ3 ∈ I2, or ξ1 ∈ I1, ξ j( j = 2,3) ∈ I2, or ξ j( j = 1,2) ∈ I2, ξ3 ∈ I1,
or ξ1 ∈ I2, ξ j( j = 2,3) ∈ I1, or ξ1, ξ3 ∈ I1, ξ2 ∈ I2, or ξ1, ξ3 ∈ I2, ξ2 ∈ I1.
In this case θ2 ∼ r2N3 = O (1), |Q 2| Constant and |ξ | = |ξ1 + ξ2 + ξ3| ∼ N . Since r2N3 = O (1), we have
‖F3‖Hs  Cr−3/2N−3sNsr5/2N−3 ∼ N−2s− 92 .
According to the deﬁnition of θ1 and θ3, we have |Q 1| ∼ N−3 and |Q 3| Cr−1N−4 due to |ξ2 + ξ3| r and |ξ | = |ξ1 + ξ2 +
ξ3| ∼ N . Since r2N3 = O (1), we have
‖G‖Hs  Cr−3/2N−3sNsr5/2N−7r−1 ∼ N−2s−7.
From (2.1), we have
C ∼ C‖u0‖3Hs  ‖F − G‖Hs
 ‖F3‖Hs − ‖F2‖Hs − ‖F1‖Hs − ‖G‖Hs
 C
(
N−2s−
9
2 − N−2s− 192 − N−2s−7)
 C
(
N−2s−
9
2 − 2N−2s−7)
which yields
N−2s−
9
2  C
(
1+ N−2s−7). (2.4)
When s < − 72 , from (2.4), we have N−2s−
9
2  CN−2s−7 that yields N5/2  C , we obtain a contradiction since N  1. When
− 72  s < − 94 , from (2.4), we have N−2s−
9
2  C , we obtain a contradiction since N  1.
Thus we complete the proof of Theorem 1.1.
3. Proof of Theorem 1.2
In this section, we prove Theorem 1.2. In this section, Q j ( j = 2,3) and θ j ( j = 1,2,3) are deﬁned as in Section 2. By
contradiction, we assume that the solution map of (1.3), (1.2)
St : u0 ∈ Hs(R) −→ u ∈ C
([0, T ]; Hs(R))
is C3 at zero with s < − 1 . Following the general well-posedness principle of [1], we have4
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t∈[0,T ]
∥∥D3(u0)∥∥Hs  C‖u0‖3Hs , for all u0 ∈ Hs(R), (3.1)
where
D3(u0)(x, t) =
t∫
0
W (t − τ )∂x
[(
∂xD1(u0)
)(
∂xD2(u0)
)]
(τ )dτ ,
D2(u0)(x, t) =
t∫
0
W (t − τ )∂x
[(
∂xD1(u0)
)2]
(τ )dτ ,
D1(u0)(x, t) = W (t)u0.
We consider the initial data
u0(x) = r−1/2N−s
{
e−iNx
( r∫
0
eixξ dξ
)
+ eiNx
( 2r∫
r
eixξ dξ
)}
,
which can be seen in [19], where r2N3 = O (1) and
N  16a = 16max
{
1,
(
2
∣∣∣∣3β5α
∣∣∣∣
)1/2
,
(∣∣∣∣ 3β10α
∣∣∣∣+
∣∣∣∣2γ5α − 12
(
3β
5α
)2∣∣∣∣
1/2)1/2}
,
where a is deﬁned as in [11]. Thus we have
Fxu0(ξ) = Cr−1/2N−s
{
χ[−N,−N+r](ξ) + χ[N+r,N+2r](ξ)
}
,
where χI denotes the characteristic function of a set I ⊂ R. Clearly, ‖u0‖Hs ∼ 1. Let I3 = [−N,−N + r], I4 = [N + r,N + 2r]
and I3 ∪ I4 = Ω2. Since
FxD1(u0)(ξ) = Ceitφ(ξ)Fxu0(ξ),
we have
D1(u0)(x, t) = Cr−1/2N−s
∫
ξ∈Ω2
eixξeitφ(ξ) dξ.
Thus we have
D2(u0)(x, t) = C(h − l),
where
h = r−1N−2s
∫
ξ1∈Ω2
∫
ξ2∈Ω2
(ξ1 + ξ2)ξ1ξ2eix(ξ1+ξ2)+it(φ(ξ1)+φ(ξ2))
φ(ξ1) + φ(ξ2) − φ(ξ1 + ξ2) dξ1 dξ2,
l = r−1N−2s
∫
ξ1∈Ω2
∫
ξ2∈Ω2
(ξ1 + ξ2)ξ1ξ2eix(ξ1+ξ2)+itφ(ξ1+ξ2)
φ(ξ1) + φ(ξ2) − φ(ξ1 + ξ2) dξ1 dξ2.
Thus we have D3(u0) = C(H − L), where
H = r−3/2N−3s
∫
ξ1∈Ω2
∫
ξ2∈Ω2
∫
ξ3∈Ω2
eixξeitφ(ξ)
Q −14 Q
−1
2
dξ1 dξ2 dξ3,
L = r−3/2N−3s
∫
ξ1∈Ω2
∫
ξ2∈Ω2
∫
ξ3∈Ω2
eixξeitφ(ξ)
Q −14 Q
−1
3
dξ1 dξ2 dξ3, (3.2)
where
Q 4(ξ1, ξ2, ξ3) =
(ξ1 + ξ2 + ξ3)(ξ2 + ξ3)2∏3j=1 ξ j
φ(ξ2) + φ(ξ3) − φ(ξ2 + ξ3) ,
ξ = ξ1 + ξ2 + ξ3.
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Case (1) ξ j( j = 1,2,3) ∈ I1,
Case (2) ξ j( j = 1,2,3) ∈ I2,
Case (3) ξ j( j = 1,2) ∈ I1, ξ3 ∈ I2 or ξ j( j = 1,2) ∈ I2, ξ3 ∈ I1, or ξ1, ξ3 ∈ I1, ξ2 ∈ I2,
or ξ1, ξ3 ∈ I2, ξ2 ∈ I1,
Case (4) ξ1 ∈ I1, ξ j( j = 2,3) ∈ I2, or ξ1 ∈ I2, ξ j( j = 2,3) ∈ I1.
The integral in (3.2) corresponding to cases (1), (2), (3), (4) will be denoted as H1, H2, H3, H4, respectively.
Case (1) ξ j( j = 1,2,3) ∈ I1. In this case θ j( j = 1,2) ∼ N5 and |ξ | = |ξ1 + ξ2 + ξ3| ∼ N . Since r2N3 = O (1), we have
‖H1‖Hs  Cr−3/2N−3sNsr5/2N−4 ∼ N−2s− 112 .
Case (2) ξ j( j = 1,2,3) ∈ I2. In this case θ j( j = 1,2) ∼ N5 and |ξ | = |ξ1 + ξ2 + ξ3| ∼ N . Since r2N3 = O (1), we have
‖H2‖Hs  Cr−3/2N−3sNsr5/2N−4 ∼ N−2s− 112 .
Case (3) ξ j( j = 1,2) ∈ I1, ξ3 ∈ I2 or ξ j( j = 1,2) ∈ I2, ξ3 ∈ I1 or ξ1, ξ3 ∈ I1, ξ2 ∈ I2, or ξ1, ξ3 ∈ I2, ξ2 ∈ I1. In this case
θ2 ∼ r2N3 = O (1) and |ξ2 + ξ3| ∼ r. Since r2N3 = O (1) and |Q 2| ∼ Constant, we have
‖H3‖Hs  Cr−3/2N−3sNsr5/2r ∼ N−2s−3.
Case (4) ξ1 ∈ I1, ξ j( j = 2,3) ∈ I2 or ξ1 ∈ I2, ξ j( j = 2,3) ∈ I1. In this case θ2 ∼ r2N3 = O (1) and |ξ | = |ξ1 + ξ2 + ξ3| ∼ N
and |ξ2 + ξ3| ∼ N . Since r2N3 = O (1) and |Q 2| Constant, we have
‖H4‖Hs  Cr−3/2N−3sNsr5/2N ∼ N−2s− 12 .
According to the deﬁnition of θ1 and θ3, since r2N3 = O (1), we have
‖L‖Hs  Cr−3/2N−3sNsr5/2N−4 ∼ N−2s− 112 .
From (3.1), we have
C ∼ C‖u0‖3Hs  ‖H − L‖Hs
 ‖H4‖Hs −
3∑
j=1
‖H j‖Hs − ‖L‖Hs
 C
(
N−2s−
1
2 − N−2s− 112 − N−2s−3)
 C
(
N−2s−
1
2 − 2N−2s−3)
which yields
N−2s−
1
2  C
(
1+ N−2s−3). (3.3)
When s < − 32 , from (3.3), we have N−2s−
1
2  CN−2s−3 that yields N5/2  C , we derive a contradiction since N  1. When
− 32  s < − 14 , from (3.3), we have N−2s−
1
2  C , we derive a contradiction since N  1. Thus our assumption is invalid.
Consequently, we complete the proof of Theorem 1.2.
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