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SOMMARIO 
 
 
Il lavoro che ho sviluppato tratta le tematiche che riguardano l’evoluzione 
delle metodologie d’indagine statistica.  
Si cerca di descrivere l’importanza che Internet riveste nella società d’oggi e 
di analizzare l’influenza che questo nuovo mezzo di comunicazione ha nella 
diffusione di mezzi più evoluti per la rilevazione dati, quali i sondaggi Web. 
Utilizzando un software nato da poco, Professional Quest 2005, si è proposto 
agli studenti del Corso di Studio in Informatica il questionario di valutazione della 
didattica già distribuito in formato cartaceo adoperando il metodo classico della 
distribuzione manuale. Attraverso il confronto dei tassi di partecipazione dei due tipi 
di sondaggi, e considerando le diverse condizioni d’indagine, si è cercato di valutare 
l’efficacia dei sondaggi Web. 
Poiché l’obiettivo dell’analisi dei dati raccolti non è calcolare semplicemente 
il numero degli studenti che hanno partecipato all’indagine Internet, ma anche 
tracciare un loro profilo, al termine della raccolta dei dati, questi ultimi sono stati 
analizzati sia con metodi statistici che effettuando data mining, ciò al fine di 
evidenziare pregi e difetti delle tecniche e di classificarle per rendimento nel 
raggiungimento degli obiettivi preposti. 
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INTRODUZIONE 
 
 
Nel panorama mondiale delle innovazioni tecnologiche, è nato attorno agli 
anni ‘50 negli Stati Uniti un nuovo mezzo di comunicazione che sta concretizzando il 
cosiddetto “villaggio globale”: Internet [1][2]. Questo nuovo media rappresenta 
l’evoluzione di un fenomeno che fino a qualche anno fa sembrava pura fantascienza: 
l’effettiva realizzazione di una rete telematica che possa collegare, almeno in teoria, 
tutti i computer del mondo. 
Attraverso il cablaggio di speciali linee ad alta velocità fra i continenti e le 
nazioni della Terra e la rete telefonica mondiale è nata la più grande rete 
d’elaboratori mai vista prima d’ora, la cui esatta estensione non è conosciuta da 
nessuno; non si può sapere con precisione quanti, quali e dove siano tutti gli utenti 
collegati. 
Dal momento in cui i computer sono stati collegati in rete il loro utilizzo non 
è più stato lo stesso. Una volta ci si appoggiava a questi prodigi dell’elettronica per 
poter svolgere calcoli complessi in tempi brevi, o per avere a disposizione una 
macchina per scrivere eccezionalmente efficiente. Da quando esistono le reti di 
computer e la loro più straordinaria fonte di sviluppo, Internet, il computer stesso ha 
cambiato ruolo e, da instancabile “lavoratore”, si è trasformato in un mezzo per lo 
scambio d’informazioni duttile, veloce, efficiente ed affidabile. 
Nonostante sia difficile stabilire se l’impatto di Internet sarà superiore a 
quello delle altre innovazioni manifestatesi nel campo della comunicazione, tipo 
stampa e televisione, può sicuramente sostenersi che siamo in presenza di un 
fenomeno che non rappresenta una moda passeggera. Ai nostri giorni sono poche le 
persone che non possiedono una connessione ad Internet. Non è difficile pensare che 
fra un pò di anni questo nuovo mezzo di comunicazione prenderà il posto dei 
telefoni, soprattutto dei telefoni di rete fissa. 
Come gli altri mezzi di comunicazione, posta e telefono in primis, il computer 
in questa sua nuova veste è stato utilizzato, anche, per cercare di indagare il mondo 
che ci circonda. Se ormai è dato per scontato che nella nostra cassetta delle lettere si 
possa trovare un questionario da compilare, o se sembra normale ricevere delle 
telefonate che mirano ad indagare le nostre attitudini e preferenze, l’affermazione su 
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larga scala della comunicazione mediata da computer non può che comportare un 
utilizzo analogo di questo nuovo media. 
In questa tesi si sono esplorate, in un primo momento, le applicazioni delle 
nuove modalità di comunicazione per la proposizione di questionari attraverso le reti 
di computer, e si è cercato di individuare quelli che sono i maggiori benefici e le più 
consistenti limitazioni di queste nuove tecniche di ricerca.  
Successivamente si è condotto un esperimento volto a verificare l’equivalenza 
tra la tradizionale modalità di somministrazione di un questionario in formato 
cartaceo e la nuova modalità di somministrazione attraverso il WWW, al fine di 
attestare la validità di questa ultima come tecnica d’indagine nella società del terzo 
millennio. 
È stata creata un’indagine Internet e sono stati valutati i risultati della stessa e 
le implicazioni derivanti dalla scelta degli strumenti adottati. Il target dell’indagine è 
rappresentato dagli studenti del Corso di Studio in Informatica della facoltà di 
Scienze M.F.N dell’Ateneo di Pisa che, tramite la compilazione del questionario 
stilato, hanno espresso le loro valutazioni sulla qualità del Corso di Studio suddetto, 
con un’attenzione particolare ai singoli insegnamenti. 
Durante l’intero svolgimento del lavoro mi sono avvalsa di un nuovo 
software, Professional Quest 2005, strumento principe delle applicazioni del campo 
d'interesse del presente lavoro. 
Il questionario è stato distribuito agli studenti tramite il Web, in particolare 
avvalendosi della posta elettronica come strumento di diffusione. Le e-mail inviate 
contenevano un link che rimandava al questionario la cui pagina Web è ospitata dal 
sito del dipartimento di Informatica. 
I risultati ottenuti sono stati raccolti, sempre con l’aiuto di Professional Quest 
2005, ed immagazzinati in un database creato con Access, ed in seguito esaminati e 
studiati attraverso opportune analisi statistiche. 
Il primo capitolo di questo lavoro tratta l’importanza di Internet come mezzo 
d'indagine statistica. Costituisce parte del primo capitolo una breve panoramica delle 
diverse metodologie d’indagine, con particolare focalizzazione sui sondaggi web. 
Il secondo capitolo è concepito come un approfondimento teorico di due 
elementi fondamentali dello studio da me svolto sui vari tipi d'indagine: la qualità e 
la tempestività. 
 13 
Il terzo capitolo contiene una raccolta delle valutazioni comunemente 
espresse sui principali pacchetti software per la creazione di sondaggi Internet. 
Mentre il capitolo successivo contiene una dettagliata esposizione delle funzioni e 
delle caratteristiche del pacchetto da me prescelto per lo studio, Professional Quest, 
con una presentazione delle valutazioni sul software ora citato. 
Nel quinto capitolo mi sono soffermata sulla descrizione dei vari passi che 
hanno portato alla creazione del progetto “Il mio Corso di Studio”, attraverso il quale 
si è cercato di dimostrare la validità e la superiorità della tecnica di sondaggio via 
web rispetto ai classici sondaggi telefonici e “faccia a faccia”. Abbiamo, infatti, 
riproposto agli studenti il questionario di valutazione della didattica distribuito 
“manualmente” nel corso del secondo semestre e, dopo la raccolta dei dati, abbiamo 
confrontato i risultati ottenuti con i due metodi d'indagine, tenendo, ovviamente, 
conto di vari aspetti che saranno spiegati nella seguente trattazione.  
Il sesto capitolo tratta le tecniche di raccolta e d'analisi dei dati utilizzate. 
Sono esposte le differenze fra i risultati ottenuti con le due differenti modalità 
d’indagine e vengono tratte le opportune conclusioni. 
Nell’ultimo capitolo viene effettuato un confronto fra la più antica disciplina 
che si occupa dell’analisi dei dati, la statistica, ed una disciplina più moderna, il data 
mining. Infatti, poichè attraverso l’analisi delle risposte ottenute si è voluto stilare il 
profilo degli studenti che hanno deciso di partecipare al sondaggio web, si è deciso di 
eseguire l’analisi dei dati a disposizione anche usando un software di data mining, 
Weka 3.4, e di confrontare i risultati ottenuti con le due metodologie d'analisi. 
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CAPITOLO 1 
L’influenza di Internet sulle metodologie d'indagine: 
dall’intervista “faccia a faccia” alle indagini Internet 
 
 
1.1 Premessa 
 
La Statistica, [3][4], è la scienza che ha per oggetto la raccolta, l’analisi e 
l’interpretazione dei dati empirici riguardanti un determinato fenomeno ed 
esprimibili con un numero. Le fasi caratteristiche di un’indagine statistica sono:  
 
1. Progettazione 
2. Raccolta dei dati: rilevazione, registrazione, revisione 
3. Analisi dei dati: elaborazione, validazione 
4. Comunicazione 
 
Durante la fase di progettazione bisogna definire: gli obiettivi dello studio, la 
popolazione cui si vuol fare riferimento, i costi e i tempi dello studio, la definizione 
del piano di campionamento, le caratteristiche del questionario o dell’indagine che si 
intende utilizzare, ecc.  
Durante il primo passo della raccolta dei dati si specificano le modalità di 
rilevazione dei dati. La presa dei dati può avvenire tramite: questionari, cartacei o 
informatici; intervistatori che agiscono in via diretta attraverso un contatto personale, 
un’inchiesta telefonica, un’inchiesta via e-mail o mediante Internet.  
Il passo seguente è la registrazione che consiste nel trasferimento dei dati 
stessi su un supporto magnetico, in modo che siano elaborabili. 
Successivamente si esegue la revisione ossia: il controllo d'adeguatezza dei 
dati ovvero la validazione dei dati raccolti; la codifica dei dati stessi in modo da 
rilevare la presenza o meno di “errori di registrazione”; la scelta e la messa a punto 
delle procedure d'elaborazione che dipendono fortemente da come i dati stessi sono 
stati codificati.  
Il primo passo dell’analisi dei dati è l’elaborazione statistica. Mediante 
l’utilizzo di “pacchetti statistici” (Excel, SAS,SPSS, Stata...) vengono prodotti tabelle 
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e rapporti statistici che rappresentano l’estrapolazione dei parametri della 
popolazione che si intende esaminare sulla base del campione statistico su cui si è 
effettuata l’analisi. 
In seguito viene eseguita la validazione ossia l’analisi della coerenza dei 
risultati ottenuti dai dati che sono stati raccolti ed elaborati. 
Infine, i risultati elaborati, corredati degli opportuni commenti, vengono 
comunicati al pubblico. 
 
1.2 Evoluzione dell’indagine statistica 
 
Con il passare del tempo si è assistito ad un notevole cambiamento 
nell’ambito delle indagini statistiche e nelle metodologie di raccolta ed analisi dei 
dati. Si è passati dalle cosiddette indagini “faccia a faccia” alle indagini telefoniche 
fino ad arrivare alle più recenti indagini Internet. 
La crescente diffusione di Internet presso le aziende e i privati, come corrente 
mezzo di comunicazione e informazione, è la condizione ideale perchè la rete possa 
essere sempre più usata come strumento di rilevazione dei dati sulle famiglie e le 
imprese. I suoi rilevanti e competitivi vantaggi sul fronte dei costi e della 
tempestività sono un aspetto non secondario nell’economia dell’organizzazione di 
un’indagine. Infatti l’uso del computer: 
 
1. riduce enormemente i tempi e i costi delle indagini. Il programma 
informatico, infatti, mostrando sullo schermo del computer le domande e 
permettendo di digitare direttamente le risposte agli intervistati, unifica in un 
solo passo la stampa dei questionari, la spedizione, la codifica e l’immissione 
dei dati; 
2. riduce notevolmente il tempo e ottimizza il funzionamento della convalida e 
della correzione degli errori o mancate risposte, che avviene in tempo reale. 
Il programma, infatti, può segnalare eventuali valori fuori campo, valori 
contraddittori o mancanti, permettendo così a chi intervista di ripetere la 
domanda per verificare la correttezza della risposta. Così facendo si può 
pensare che, alla fine dell’intervista, gli errori siano molto pochi; 
3. conduce al miglioramento della qualità dei dati nelle indagini e nelle 
ricerche panel. 
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All’inizio del 2000 prese sempre più vigore l’idea che i sondaggi on-line auto-
somministrati sarebbero diventati il prossimo maggiore passo nell’evoluzione del 
CASIC [5], Computer-Assisted Survey Information Collection, termine che indica 
l’insieme delle nuove tecniche d'indagine per condurre rilevazioni statistiche assistite 
da computer e software specializzato. Le principali tecniche d'indagine computer-
assisted sono (figura 1.1): 
 
• CATI [6](Computer Assisted Telephone Interviewing) per l’intervista 
telefonica; 
• CAPI [8](Computer Assisted Personal Interviewing) per l’intervista faccia a 
faccia; 
• CASI [9](Computer Assisted Self-administered Interviewing) per 
l’autocompilazione del questionario direttamente dal rispondente. 
 
Fig 1.1 – Tecniche d’indagine computer-assisted  
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Fig 1.2 – Tecniche d’indagine CASI 
 
Nella categoria CASI [9], come si può osservare in figura 1.2, rientrano tutte 
le tecniche che non prevedono il ricorso a intervistatori, qualunque sia il mezzo per 
raggiungere il rispondente: 
 
• PDE (Prepared Data Entry): il rispondente utilizza personalmente il 
questionario elettronico sul proprio PC. Un tale tipo d’indagine ha due 
requisiti fondamentali: la disponibilità di un PC da parte dell’intervistato e 
una, seppur limitata, capacità di quest’ultimo nell’utilizzarlo; 
• TDE [7](Touch-tone Data Entry): il rispondente telefona a un numero gestito 
da un computer dedicato che lo “intervista” e risponde alle domande 
mediante la tastiera del telefono; 
• VRE (Voice Recognition Entry): è simile alla precedente nell’attivazione del 
processo di somministrazione dei quesiti, ma le risposte sono fornite a voce e 
registrate mediante un sistema di riconoscimento vocale. 
 
La tecnica PDE [9], detta anche CSQA (Computerised Self-Administered 
Questionnaire), prevede diverse opzioni operative, in funzione della modalità di 
invio del programma e di raccolta dei file contenenti le risposte: 
 
• DBM (Disk by Mail): i rispondenti ricevono il programma su floppy disk 
tramite posta, e sempre per posta rispediscono il dischetto con il file delle 
risposte; 
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• EMS (Electronic Mail Survey): il questionario informatizzato e/o il file delle 
risposte sono inviati mediante un mezzo telematico: 
 via modem: il programma viene scaricato tramite una connessione 
telefonica diretta con un computer dell’ente che esegue l’indagine e, a 
intervista ultimata, il file delle risposte viene trasferito per la stessa 
via; 
 via LAN: i rispondenti hanno accesso al questionario tramite la rete 
locale; le risposte possono essere registrate direttamente su un server 
centrale; 
 via Internet: i rispondenti hanno accesso al questionario tramite 
Internet; si possono avere in questo caso diverse forme di utilizzo 
della rete: da semplice canale per la trasmissione di file a supporto per 
condurre interviste on-line; 
 
Internet può essere utilizzato come un canale per inoltrare il questionario, via 
posta elettronica o via FTP, facilitato rispetto alla tradizionale connessione via 
modem. Le possibilità offerte da Internet vanno però ben oltre questo tipo di utilizzo, 
e le nuove tecnologie di programmazione per sviluppare applicazioni su Internet 
permettono di concepire la realizzazione di vere e proprie interviste on-line su Web, 
con interfacce grafiche di facile utilizzo e controlli di coerenza in linea che assistono 
la compilazione del questionario come in un vero e proprio programma PDE. 
La tecnica TDE [7] può essere realizzata mediante il supporto del Televideo 
televisivo, dando origine al cosiddetto Televideo Interattivo (ITVD). In pratica grazie 
al supporto di un provider Televideo, una pagina TVD “dinamica” viene utilizzata 
per visualizzare, una alla volta, le domande del questionario con le relative risposte, 
in alternativa alla somministrazione audio telefonica tipica di TDE. Il video 
dell’apparecchio TV viene quindi utilizzato come terminale del computer remoto che 
gestisce l’intervista, mentre la tastiera telefonica continua ad essere utilizzata per 
digitare le risposte. 
Il questionario può essere definito una volta per tutte ma è anche possibile, 
grazie al collegamento telematico del computer con l’organizzatore dell’indagine, 
che il questionario venga inviato di volta in volta e che la stessa unità statistica sia 
chiamata a collaborare a più indagini. 
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Anche la registrazione dell’informazione può subire cambiamenti di rilievo. Il 
computer può essere collegato ad uno scanner, oppure le domande potrebbero essere 
trasmesse col segnale televisivo, proposte tramite il televisore e le risposte fornite 
mediante un telecomando. 
Il CATI [7] è stato il primo metodo proposto per la rilevazione automatica dei 
dati statistici. Tale metodo è basato su un sistema di intervista interattiva mediata 
dall’uso del telefono. Il computer, grazie ad un apposito software, effettua le 
chiamate, il rilevatore legge le domande, che appaiono sullo schermo, e le registra 
direttamente nella memoria elettronica. 
Le modalità organizzative della rilevazione CATI sono due: 
 
1. un sistema centralizzato, formato da un gran numero di postazioni 
interconnesse e sottoponibili a controllo e supervisione1; 
2. un sistema decentrato, composto da un certo numero di postazioni 
atomistiche collegate via modem con il centro. 
 
I sistemi CAPI [8] consistono nella rilevazione faccia a faccia mediante 
computer di minime dimensioni utilizzati dal rilevatore per leggervi le domande e 
memorizzarvi all’istante le risposte. 
Un sistema di questo tipo richiede l’installazione di un modem presso i gangli 
periferici dai quali i rilevatori possono inviare al centro periodicamente le 
informazioni raccolte.  
 
1.3 Intervista “faccia a faccia” 
 
Attraverso l’intervista “faccia a faccia”, o diretta, l’intervistatore incontra 
direttamente l’intervistato, quindi, rispetto a tutte le altre forme di raccolta dati, 
questo metodo fornisce la certezza che la risposta provenga dalla persona designata. 
Inoltre, stabilendo un contatto diretto con il rispondente, si è in grado di procurare 
maggiore fiducia e interesse per l’oggetto d’indagine, ottenendo così una maggiore 
disponibilità alla risposta. Esiste anche la possibilità di chiedere precisazioni in caso 
                                               
1Il controllo del supervisore si attua nel collegamento con le postazioni del rilevatore e nel seguire le 
interviste senza che i rilevatori siano consapevoli di essere controllati. In alcuni Paesi, tra cui l’Italia, 
il controllo non può avvenire senza che l’operatore ne sia consapevole. 
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di risposte poco chiare o chiarire la domanda se il rispondente non ha capito. 
L’intervistatore può anche osservare il comportamento non verbale dell’intervistato e 
scegliere o controllare il momento e il luogo dove si svolge l’intervista, riuscendo a 
percepire, magari, il luogo o il clima come non adatto e rimandando l’intervista. 
Il metodo dei questionari “faccia a faccia”, rispetto a quello dei questionari 
autocompilati, permette di controllare che l’intervistato risponda alle domande 
seguendo la sequenza prevista, che non torni indietro a controllare precedenti 
risposte e che non dimentichi di rispondere ad alcune domande. Ovviamente tale 
metodo presenta anche alcuni svantaggi. Innanzitutto prevede dei costi abbastanza 
alti, dovuti all’elevato numero di intervistatori che si devono spostare, e dei tempi 
piuttosto lunghi. Inoltre, anche se questo metodo ha dalla sua il vantaggio della 
certezza della provenienza della risposta, di contro offre una minore garanzia di 
anonimato all’intervistato che per questo motivo potrebbe rifiutare di partecipare 
all’indagine o rispondere in maniera non totalmente sincera. 
 
1.4 Indagini telefoniche 
 
Negli ultimi 15 anni si è assistito allo sviluppo e diffusione delle indagini 
telefoniche [10] grazie al numero sempre crescente di famiglie con il telefono e i 
ridotti costi della rilevazione telefonica dei dati, in confronto alla rilevazione tramite 
le interviste “faccia a faccia”. Fino agli anni ottanta i sondaggi telefonici venivano 
visti con sospetto in quanto si riteneva che i campioni contattati non rappresentassero 
la popolazione, data la differente diffusione del telefono nelle regioni italiane. 
Ovviamente oggi la diffusione delle telecomunicazioni nel nostro Paese ha reso 
superate obiezioni del genere.  
Sia per le interviste “faccia a faccia” che per quelle telefoniche è 
fondamentale il ruolo dell’intervistatore. Sono molte le potenziali fonti dell’effetto 
intervistatore: alcune si basano sulle caratteristiche dell’intervistatore, altre sulla 
reazione dei possibili rispondenti a queste caratteristiche. L’esito dell’indagine, 
infatti, può dipendere dal modo in cui l’intervistatore pone le domande del 
questionario, dal suo tono di voce o da altre caratteristiche personali che variano da 
persona a persona. Inoltre la reazione del rispondente può cambiare in funzione del 
sesso, dell’età, del titolo di studio o, in generale, delle caratteristiche 
dell’intervistatore. Questo vuol dire che non solo è possibile che un singolo 
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rispondente risponda diversamente a diversi intervistatori, ma anche che addirittura 
diversi intervistatori possano aver accesso a diversi strati della popolazione. Quindi 
ci può essere variabilità nei tassi di non risposta in relazione a chi effettua 
l’intervista.  
 
1.4.1 Dalla telefonia fissa  alla telefonia mobile  
 
In questi ultimi anni abbiamo assistito ad un incremento della telefonia 
mobile [11]. Nella prima metà degli anni ‘90 il numero di cellulari è aumentato e 
simultaneamente è diminuito il numero di telefoni di rete fissa. La diffusione di 
questo nuovo mezzo di comunicazione ha subito un’accelerazione considerevole 
intorno al 1996, ciò è dovuto soprattutto all’introduzione dei telefonini di seconda 
generazione, cioè dei modelli considerevolmente più piccoli e con una durata della 
batteria molto più lunga. Nel mese di luglio del 1999 si è constatata una maggiore 
diffusione del telefono mobile rispetto a quello fisso, e negli anni futuri questa 
tendenza non ha fatto altro che aumentare e sicuramente continuerà ad aumentare 
fino a quando si arriverà ad avere un numero veramente limitato di famiglie con il 
telefono fisso.  
Questo cambiamento è stato molto veloce, ma non uniforme. Infatti, la 
popolarità dei telefoni mobili, come anche quella dei telefoni fissi, varia 
considerevolmente fra le diverse fasce della popolazione: mentre in alcuni gruppi il 
99% della gente possiede un telefono mobile, in altri questa percentuale arriva 
massimo al 10%.  
Questo cambiamento nella telefonia ha portato sicuramente ad un aumento 
nel numero di interviste effettuate attraverso il cellulare, infatti alla fine del 2002 
circa il 50% delle interviste CATI veniva condotto attraverso il telefono mobile. Tale 
percentuale, con il passare del tempo, è aumentata e, probabilmente, crescerà ancora 
a causa del continuo mutamento strutturale. 
Esistono parecchie differenze tra la telefonia mobile e quella fissa. Forse la 
più importante è che il telefono mobile è un apparecchio personale e può “seguire” il 
proprietario in ogni suo spostamento, mentre il telefono fisso è per la famiglia intera 
e, come suggerisce il nome stesso, si trova sempre nello stesso posto. Un intervistato 
può essere virtualmente dovunque quando risponde al telefonino.  
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Bisogna cercare di capire se la popolarità del telefono mobile ha un effetto 
diretto o indiretto sui sondaggi telefonici, o sui parametri o sui risultati delle indagini, 
così come sui costi, sulla mancanza di risposta, sulla valutazione e anche sulle 
distribuzioni effettive delle variabili di ricerca.  
Bisogna anche cercare di valutare, come i metodi campionamento applicati si 
adattano alla nuova situazione; se i cellulari influenzano le questioni di 
campionamento, se i campioni sono tratti da un indirizzario o da un registro della 
popolazione; cosa succede se le famiglie sono le unità di campionamento ma 
l’insieme di campionamento è dato da un elenco telefonico, o se viene applicato il 
metodo RDD. 
Il numero crescente di interviste effettuate attraverso il telefono mobile ha 
due conseguenze immediate sulle indagini telefoniche: 
 
1. i costi d’indagine aumentano. Infatti una chiamata ad un telefono mobile è 
più costosa rispetto a una chiamata ad un telefono di rete fissa. Di 
conseguenza, un incremento del numero d’interviste al cellulare aumenta le 
spese delle indagini telefoniche; 
2. i metodi d’indagine devono essere riprogettati. Nelle indagini statistiche, di 
solito, i campioni vengono estratti a caso dal registro anagrafico e i numeri 
di telefono vengono ricavati dalla base di dati del centralinista o 
manualmente. Gli intervistatori devono provare sempre a chiamare il 
telefono fisso quando un possibile intervistato ne possiede uno. Tuttavia, 
spesso, è più facile raggiungere gli intervistati su un telefono mobile anche 
quando hanno un telefono fisso. Di conseguenza, gli intervistatori devono 
seguire delle istruzioni speciali per l’intervista al telefono mobile. Per 
esempio, quando viene chiamato un cellulare, l’intervistatore dovrebbe 
chiedere sempre se l’utente è in un posto in cui può parlare liberamente. 
Anche se un intervistato acconsente a partecipare all’indagine, 
l’intervistatore dovrebbe suggerire un appuntamento se il dichiarante è 
all’estero, perchè la metà del costo della chiamata sarà sopportata dal 
rispondente, o se il rispondente sta guidando o è in un ambiente rumoroso o 
in qualsiasi situazione in cui si presuppone non possa concentrarsi 
correttamente. 
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Alcuni anni fa, quando i dispositivi del telefono mobile erano meno diffusi e 
sviluppati rispetto ad oggi, si pensava che i sondaggi effettuati tramite questi nuovi 
mezzi di comunicazione avrebbero introdotto delle differenze anche sulla lunghezza 
delle interviste. Infatti le batterie dei primi modelli di cellulari non duravano molto e, 
quindi, gli intervistati spesso erano costretti a rispondere in maniera frettolosa. 
Inoltre, anche il fatto che i rispondenti si potessero trovare virtualmente ovunque si 
pensava potesse avere un'influenza sulla lunghezza delle interviste. Tuttavia, anche la 
prima analisi nel 1999 non è riuscita a rivelare alcune differenze osservabili sulle 
lunghezze delle interviste fra i due tipi di sondaggi telefonici. 
Inoltre, quando il cellulare ha iniziato a prendere sempre più popolarità, si è 
cominciato a temere che gli intervistati avrebbero rifiutato più frequentemente 
un'intervista al telefono mobile rispetto ad una al telefono fisso. Tuttavia non vi è 
alcuna indicazione di ciò. Anche se il tasso totale di rifiuto sembra rimanere 
praticamente immutato sembra che quando ci si mette in contatto con degli 
intervistati giovani al cellulare il tasso di rifiuto tende ad essere più basso di quello 
ottenuto con il telefono fisso. La situazione è invertita quando ci si mette in contatto 
con gli utenti più anziani. Oltre ai rifiuti, quei rispondenti che precedentemente erano 
difficili da raggiungere (per esempio giovani, gente disoccupata, allievi, ecc.) ora, 
attraverso il cellulare, risultano raggiungibili. Gli alti tassi di mancanza di risposta 
ottenuti durante la stagione di festa, inoltre, sono diminuiti considerevolmente grazie 
al telefono mobile. Fuchs (2000) ha effettuato alcuni studi sperimentali per 
confrontare i tassi di mancanza di risposta con il telefono mobile e nelle interviste 
con il telefono fisso. Ha osservato che il tasso di rifiuto era un po’ più basso nelle 
interviste al telefono mobile, ma erano necessari più tentativi di chiamata per 
raggiungere un tasso di risposta generale sufficiente. 
Uno dei problemi principali in questo tipo di sondaggio è la ricerca dei 
numeri di telefono. Il problema è dove trovare i numeri dei cellulari e, una volta 
trovati, stabilire se questi numeri sono associati alle persone che realmente utilizzano 
l’apparecchio.  
 
1.5 Indagini Internet 
 
Con il concetto “indagini via Internet” [12] ci si riferisce ad un insieme di 
indagini per le quali la rete è sia uno strumento di contatto con il possibile 
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rispondente sia uno strumento di raccolta dati. Quando si parla di questi tipi di 
sondaggi bisogna necessariamente distinguere due tipi di indagini: 
 
1. indagini per le quali è nota l’identità dei possibili rispondenti al momento 
della pianificazione dell’indagine stessa; 
2. indagini per le quali questa identità non è nota. 
 
Sotto la prima categoria rientrano le indagini basate su una lista di utenti 
(famiglie e/o imprese) che possono essere raggiunti per essere invitati all’indagine o 
via posta elettronica o via posta ordinaria. 
In questo caso le modalità di presa di contatto e accesso all’intervista possono 
essere di diversi tipi. Ad esempio, l’indagine può essere condotta con due diverse 
impostazioni: 
 
1. indagine tramite e-mail e compilazione del questionario su una e-mail 
(indagine e-mail); 
2. utilizzo del web per la somministrazione dell’indagine. 
 
Molto comune è una metodologia mista che consiste nella presentazione 
dell’indagine via e-mail e nel rinvio alla compilazione di un questionario web. 
In molti casi, invece, la definizione della popolazione obiettivo dell’indagine è 
possibile, ma non esiste una lista di indirizzi di posta elettronica o ordinaria tramite la 
quale raggiungere i membri della popolazione stessa per invitarli a partecipare. In 
questi casi, quando si decide comunque di procedere all’indagine via Internet, non 
c’è altra soluzione che posizionare il questionario per l’auto-intervista in rete su di un 
portale o in un altro sito e di renderlo disponibile per l’auto-compilazione da parte di 
chiunque navigando passi per il portale e si imbatta nel questionario.  
Ovviamente il posizionamento in Internet è cruciale: è opportuno scegliere dei 
siti che si presuppone siano visitati dai membri della popolazione obiettivo. Però, 
nella maggior parte dei casi, la compilazione non richiede l’identificazione del 
rispondente e quindi non si è in grado di evitare duplicazioni di compilazioni o 
compilazioni da parte di unità che non fanno parte della popolazione obiettivo 
dell’indagine.  
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Anche se la compilazione fosse subordinata alla auto-identificazione del 
compilatore, in assenza di lista, risulterebbe ugualmente difficile accertare on-line 
l’appartenenza del soggetto alla popolazione obiettivo d’interesse. 
Il primo tipo d’indagini, dette “indagini via Internet assistite da lista”, di 
solito, sono condotte con l’ausilio di un sistema CAWI (Computer Assisted Web 
Interviewing) che permette la gestione della spedizione dei messaggi d’invito e di 
sollecito e la memorizzazione dei dati che permettono lo studio dei comportamenti 
dei rispondenti durante la compilazione, per esempio, data e ora di ciascun accesso, 
durata degli accessi, modalità di scorrimento del questionario. 
Di sicuro, dobbiamo tener presente dell’esistenza di inconvenienti nei 
sondaggi web che ostacolano i loro risultati flessibili, validi e attendibili, quali, ad 
esempio, la mancanza di copertura e la mancanza di risposta.  
Alcuni studi hanno dimostrato che nel 2000 circa il 5% di tutte le ricerche di 
mercato condotte in Europa Occidentale e negli Stati Uniti sono state condotte via 
Internet. Questa cifra è aumentata fino all’8% nel 2001 e ha raggiunto il 50% nel 
2004. L’incremento dell’uso dei sondaggi web è stato particolarmente stimolato dai 
loro bassi costi, ma anche dalla velocità e qualità della raccolta dati per mezzo dei 
computer. 
I complessi metodi di campionamento e il sofisticato adattamento post-
sondaggio inoltre migliorano la posizione dei sondaggi web, soprattutto perché i 
problemi legati alla “non-osservazione” stanno diventando particolarmente difficili 
anche con altri metodi di sondaggio.  
Con l’incremento dell’uso del web, gli utenti Internet sono diventati sempre 
più simili alla popolazione generale. Inoltre, con l’incremento del loro numero, è 
diventato più facile contattarli per la loro partecipazione al sondaggio web. In futuro 
potremmo anche aspettarci l’affermazione di un ambiente supervisionato dal 
computer che potrebbe attrarre e ricompensare potenziali rispondenti. La necessità di 
un feedback veloce nel campo del marketing, del management e del governo trarrà 
sicuramente un certo giovamento dalla disinvoltura e convenienza dei sondaggi web. 
Due aspetti sembrano essere particolarmente importanti per quanto riguarda 
lo scopo del questionario di un sondaggio web: la riduzione dell’errore di misura e 
dell’errore di “non-risposta” di cui è affetto il questionario.  
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1.5.1 Errore di misura nei sondaggi Web 
  
Gli errori di misura [13] nei sondaggi sono dovuti alle deviazioni delle 
risposte degli intervistati dal loro reale valore sulla misura. In generale, essi sono il 
risultato delle risposte imprecise che derivano dalla “povertà” di significato delle 
domande o dello scopo del questionario, dall’intervistatore, dal significato del 
sondaggio e da altri aspetti del comportamento degli intervistati. 
In generale, i sondaggi web possono produrre degli errori di misura più 
grandi rispetto agli altri tipi di sondaggi, a causa di diversi fattori. I questionari web 
spesso sono costruiti da persone che non hanno alcuna esperienza nella metodologia 
dei sondaggi. Inoltre, gli utenti di Internet tendono a leggere più rapidamente, sono 
più impazienti e più discriminanti rispetto ai “lettori off-line”. Essi possono 
esaminare il materiale scritto nel sito muovendosi e cliccando semplicemente con il 
mouse. Queste considerazioni che potrebbero essere considerate di minore 
importanza in altri tipi di sondaggi sono veramente significative nei sondaggi web. 
Ci sono due principali fonti di errori di misura nella tecnica delle indagini 
Internet che derivano dallo stesso questionario web. La prima coinvolge il significato 
delle domande o il flusso del questionario, entrambi potrebbero avere un effetto sulla 
qualità delle risposte degli intervistati. L’altra riguarda la “forma” del questionario, o 
delle singole domande, ad esempio la disposizione visuale del questionario, 
particolarmente importante nei sondaggi auto-somministrati. 
In riferimento al significato delle domande, non ci sono raccomandazioni 
specifiche per i questionari web a confronto con altri tipi di questionari, finché 
aderiamo agli standard generali per la corretta formulazione delle domande nelle 
indagini contemplate. Come abbiamo appena notato, l’unico problema, in 
quest’ambito, si potrebbe verificare perché i questionari web sono spesso progettati 
da persone inesperte sulle metodologie dei sondaggi. 
Gräf (2002) elenca diversi esempi dei più comuni errori nel significato del 
questionario web che sono la conseguenza del fatto che i questionari vengano 
implementati da gente inesperta. Per esempio, i riferimenti tematici e cronologici non 
sono chiaramente stabiliti; le domande contengono più di un riferimento tematico; 
vengono usate espressioni e frasi che sono sconosciute agli intervistati; nelle 
domande chiuse, le categorie di risposte non vanno incontro alle domande di 
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classificazione (completezza, esclusività e chiarezza); vengono proposte categorie di 
risposte inappropriate (qualcosa che non esiste o che non è possibile), ecc. 
Il flusso e lo stile del questionario web sono stati oggetto di molte ricerche ed 
è stato osservato il loro impatto sull’errore di misura. È stato proposto che ciascuna 
domanda potrebbe essere presentata in un formato convenzionale simile a quello 
normalmente usato nei questionari cartacei auto-somministrati. D’altronde, anche i 
ricercatori ritengono che il web è un mezzo veramente speciale con tipi di opzioni 
speciali, caratteristiche visuali e corrispondenti azioni richieste, ognuna delle quali 
richiede una gestione speciale del questionario. 
 
1.5.2 Errore di “non risposta” nei sondaggi web 
 
Come visto nelle indagini telefoniche, uno degli aspetti fondamentali di tutti i 
tipi d’indagine, anche quelle via Internet, è lo studio della partecipazione 
all’indagine [14], e quindi lo studio del processo di non partecipazione per mancato 
contatto e non partecipazione per disinteresse verso l’indagine. 
Data una lista di indirizzi e-mail di ampiezza N, possiamo distinguere gli 
indirizzi che hanno dato origine ad un contatto (C) da quelli che, invece, 
corrispondono a un mancato contatto (NC). 
Così come avviene per le indagini telefoniche, nei sondaggi web il contatto 
può essere rilevato tramite l’osservazione di vari eventi la cui realizzazione è 
testimoniata dalla memorizzazione di file nel sistema CAWI. In alcuni casi, la 
ricevuta di ritorno del messaggio di invito (SR) testimonia l’avvenuto ricevimento 
della richiesta di partecipazione all’indagine. Anche una lettera di rifiuto esplicito a 
partecipare al sondaggio conferma che il contatto è avvenuto (RE), così come il fatto 
che la compilazione del questionario sia terminata (AC). Esistono anche delle 
manifestazioni indirette dell’avvenuto contatto che si possono ricavare dalla lettura 
dei file di sistema, log files. In particolare, si può capire se un soggetto, che magari 
non ha reagito esplicitamente in alcun modo, è entrato a visionare il questionario, 
dando un sintomo di avvenuto contatto (AQ). 
A volte, è possibile riconoscere anche i mancati contatti. Ad esempio, 
un’evidenza certa di non contatto nelle indagini Internet è il mancato recapito del 
messaggio d’invito per errore nella formulazione dell’indirizzo e-mail (EE). Gli 
indirizzi sconosciuti o inesistenti sono segnalati al momento dell’avvio della 
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rilevazione dal sistema di gestione della posta elettronica. Questo tipo di errore, in 
linea di principio, potrebbe essere corretto controllando la lista prima dell’indagine. 
In pratica, però, la messa a punto di liste d’indirizzi e-mail e la loro manutenzione e 
aggiornamento sono, allo stato attuale, attività non ancora strutturate. Inoltre, la 
creazione e la distruzione d’indirizzi e-mail è un processo molto dinamico, tale da 
non escludere che i cambiamenti possano intervenire anche durante il periodo 
d’indagine. 
La mancanza di reazione alla lettera di invito (NR) può essere motivata non 
solo dal disinteresse verso l’indagine. Infatti, bisogna osservare che potrebbero 
essere inclusi nel gruppo di coloro che non reagiscono anche: 
 
1. soggetti con indirizzi corrispondenti a caselle postali non consultate; 
2. soggetti che in realtà non sono mai stati contattati a causa di errore, anche se 
non evidente, nell’indirizzo e-mail o a difficoltà tecniche nel recapito della 
lettera non legate a indirizzo sbagliato. 
 
Inoltre, non bisogna trascurare il fatto che nel dominio d’interesse si possano 
verificare degli errori che rendono inaccessibile il server cui il messaggio è 
indirizzato (SI). 
Coloro che partecipano effettivamente all’indagine sono i contattati che 
rispondono e completano l’autointervista, totalmente (CI) o parzialmente (VI). 
Un ruolo fondamentale, in questo campo, viene svolto dai messaggi di 
sollecito che migliorano i tassi di contatto e di risposta. Infatti, alcuni studi hanno 
dimostrato come questi tassi si alzano in corrispondenza di un sollecito inviato via 
posta elettronica da parte degli organizzatori dell’indagine. È anche vero che le 
caratteristiche dei rispondenti reattivi ai solleciti sono in genere diverse da quelle di 
chi partecipa immediatamente dopo l’invio del primo messaggio d’invito. 
Sono stati segnalati degli opportuni indicatori per illustrare la qualità del 
processo produttivo dei dati nel caso d’indagini via Internet assistite da lista. Questi 
indicatori, quindi, sono utili per il calcolo dell’errore che si potrebbe presentare 
durante lo svolgimento dei sondaggi web. 
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1. Tasso di penetrazione di Internet nella popolazione obiettivo studiata. Tale 
indicatore è ottenuto rapportando il numero di utenti Internet (NUI) nella 
popolazione alla dimensione della popolazione obiettivo d’interesse (N). 
 
100×
N
NUI
 
 
Questo tasso non è sempre esattamente calcolabile ma una sua valutazione, 
anche approssimativa, permette di formulare un primo giudizio sulla qualità 
dell’indagine. 
 
2. Tasso di assorbimento degli inviti via e-mail da parte della rete. Questo 
indicatore si riferisce alla qualità della lista degli indirizzi di posta elettronica 
usati dall’organizzazione dell’indagine per raggiungere i possibili 
rispondenti. Ovviamente il tasso è calcolabile nel caso i cui l’invito a 
partecipare è inviato per posta elettronica. Se indichiamo con N il numero 
totale d’indirizzi disponibili, il tasso è pari a: 
 
100×+
N
SIEE
 
 
Al numeratore troviamo il numero totale d’indirizzi non assorbiti dalla rete. 
Alcuni indirizzi sono errati (EE), oppure in certe circostanze per il dominio 
d’interesse si verificano errori che rendono inaccessibile il server cui il 
messaggio è indirizzato (SI). 
 
3. Tasso di non contatto. Se si ipotizza che la “non reazione” sia evidenzia di 
non contatto, il numero totale di mancati contatti è allora pari a: 
 
NRSIEENC ++=  
 
Sotto questa ipotesi, possiamo definire il tasso di non contatto come segue: 
 
100×
+
++
CNC
NRSIEE
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cioè, come somma del tasso di non reazione e del tasso di non copertura. 
 
4. Tasso di contatto. Questo indicatore si può scomporre in tasso di risposta 
globale, corrispondente alla quota di auto-interviste complete e parziali sul 
totale di indirizzi di partenza (N), e tasso di non risposta, corrispondente alla 
quota di indirizzi che corrispondono a utenti che non hanno partecipato 
all’azienda. Possiamo calcolare due tassi: 
 
• tasso lordo di contatto: 
 
100×
+
++++
CNC
REAQSRACIV
 
 
cioè la quota di indirizzi contattati dalla lista iniziale di e-mail; 
 
• tasso netto di contatto: 
 
100×
−−+
++++
SIEECNC
REAQSRACIV
 
 
cioè la percentuale di indirizzi contattati calcolata sugli indirizzi 
iniziali depurati dal numero d’indirizzi e-mail che non sono stati 
assorbiti dalla rete (EE + SI). 
 
Nei sondaggi web l’errore di “non-risposta” potrebbe verificarsi in ogni 
stadio del processo dell’indagine: durante l’invito a partecipare al sondaggio, durante 
l’analisi del sondaggio, la fase di risposta al questionario e/o la trasmissione delle 
risposte. Esso dipende dalle caratteristiche degli intervistati, dall’ambiente sociale e 
tecnologico e dalle caratteristiche del tipo di sondaggio, incluso lo scopo del 
questionario web. 
In quest’ambito risulta utile definire il tasso di risposta. Insieme al tasso di 
risposta globale dobbiamo anche calcolare il tasso di risposta sui soli contatti 
accertati. Infatti, poiché le possibilità di insuccesso del tentativo di contatto non sono 
remote, calcolare solo tassi di risposta globali potrebbe risultare fuorviante per la 
comprensione del processo di partecipazione all’indagine, anche perché bassi tassi di 
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risposta nelle indagini via Internet possono essere in gran parte, dovuti a mancati 
contatti piuttosto che ad atteggiamenti di resistenza dell’intervistato. 
 
• Tasso globale di risposta: 
 
100×
+
+
CNC
ACIV
 
 
cioè il rapporto fra le risposte complete e parziali e il numero totale di 
indirizzi e-mail disponibili.   
 
• Tasso netto di risposta (tassi di risposta dato il contatto): 
 
100×+
C
ACIV
 
 
dove il denominatore comprende i soli contattati.  
 
Quando si parla di errore di “mancata risposta”, bisogna tener presente che 
esistono due tipi di “non-risposta”: la “non-risposta” parziale e la “non-risposta” al 
quesito. 
La “non-risposta” parziale è misurata con la percentuale di coloro che 
rispondono ma che decidono di abbandonare prematuramente il questionario web tra 
quelli che hanno cominciato a rispondere. Le “non-risposte” al quesito sono misurate 
dalla percentuale di domande cui non si è risposto su tutte le domande che 
compongono il questionario web.  
Per questi motivi ci concentriamo soprattutto sulle caratteristiche di quei 
questionari che possono influenzare la partecipazione dei rispondenti durante il 
riempimento del questionario ma hanno un impatto limitato sulla decisione iniziale di 
partecipare al sondaggio web, e sulle variabili che possono essere utili per tracciare il 
profilo dei rispondenti. Per far ciò, nei sondaggi web si possono distinguere tre tipi di 
variabili: 
 
1. variabili a priori: informazioni disponibili prima dell’indagine. Si tratta di 
variabili ausiliarie spesso disponibili nel file in cui è contenuta la lista di 
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indirizzi e-mail, per esempio, denominazione, formato, forma legale, attività 
economica dell’utente; 
2. variabili del processo web: informazioni disponibili durante l’indagine. Si 
tratta di variabili del processo di produzione raccolte automaticamente dal 
sistema CAWI, per esempio, numero di ricevute di ritorno, numero e data 
degli accessi al server, dati e periodo di ogni messaggio e-mail, quali inviti e 
messaggi di sollecito; 
3. variabili a posteriori: informazioni disponibili dopo l’indagine. Ci riferiamo 
ad altre caratteristiche dell’utente raccolte con auto-interviste, per esempio, la 
familiarità con il web e l’uso dell’e-commerce. 
 
È possibile, ed anche assai utile, stimare la probabilità individuale di risposta 
pi in funzione delle variabili a priori. 
Per ogni utente contattato Ri è l’indicatore dell’evento di interesse ( Ri = 1 se 
l’utente chiude l’auto-intervista, 0 altrimenti), la probabilità pi può essere stimata 
ipotizzando un legame di tipo logistico tra la probabilità stessa e le variabili a priori: 
 
( ) α'log ii xpit =  
 
dove 'ix  è il vettore delle covariate individuali per l’utente i. 
 
Per quanto riguarda l’errore di non risposta nei sondaggi web, potrebbe essere 
interessante considerare anche la soddisfazione che, coloro che rispondono, 
ottengono dal questionario web, in quanto essa influenza la decisione di partecipare o 
meno al sondaggio. È perciò importante che la struttura del questionario web fornisca 
ai rispondenti quanto più divertimento e soddisfazione possibile in modo da 
incrementare il loro interesse. Ciò potrebbe essere d’aiuto per convincere la gente a 
rispondere a tutte le domande del questionario e trattenerli fino alla fine del 
questionario, minimizzando quindi le “non-risposte” parziali e di quesito. Inoltre 
potrebbe anche aiutare a convincere le persone a partecipare ad altri sondaggi web, 
minimizzando perciò l’insieme delle “non-risposte”.    
Ci sono diverse misure (pesi) che mirano al mantenimento dell’interesse degli 
utenti di Internet nei sondaggi web, come incentivi, questionari semplici, contatto 
costante con i partecipanti, il senso di aggregazione, l’opportunità di rispondere 
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tramite e-mail ecc. Inoltre, si crede che i rispondenti necessitano di ricevere delle 
soddisfazioni personali in più dalle risposte del questionario Web. Vale a dire che 
alcuni di coloro che partecipano ad un sondaggio Web potrebbero vedere il 
sondaggio come una forma di divertimento o come un’opportunità di acquisire nuove 
conoscenze. Per esempio, in un sondaggio che ha come soggetto i siti Web di cibo e 
bevande, molti rispondenti dedicano più di un’ora al completamento della 
valutazione del sito, pagando una connessione on line per il tempo necessario e 
offrendosi anche di effettuare delle valutazioni aggiuntive. I commenti dei vari 
intervistati hanno suggerito che essi consideravano il sondaggio come un gioco 
divertente. Altri lo descrivono come una “scusa per navigare in rete” o una risorsa 
utile per scoprire nuovi siti Internet per loro interessanti. 
 
1.5.3 L’errore nell’indagine panel 
 
Se l’indagine statistica prevede la reintervista in tempi successivi degli stessi 
individui secondo un disegno campionario di tipo panel [15], le possibilità di errore 
si ampliano. 
Nella categoria delle mancate risposte, oltre alle mancate risposte totali e 
parziali, si deve aggiungere il fenomeno delle mancate risposte panel che si verifica 
quando il rispondente partecipa solo ad alcune delle occasioni d’indagine previste. 
Nel caso delle mancate risposte panel si possono verificare tre situazioni 
differenti: 
 
1. l’intervistato non risponde alla prima onda ma partecipa a tutte quelle 
successive (initial non-response); 
2. l’intervistato partecipa saltuariamente alle varie occasioni d’indagine; 
3. l’intervistato, dopo aver risposto alle prime occasioni d’indagine, esce dal 
panel senza più rientrarvi (fenomeno del logorio o attrition). 
 
Per il trattamento di questi casi si può procedere nei seguenti modi: 
 
1. per le mancate risposte iniziali si può optare per due differenti soluzioni: 
 
• l’unità viene esclusa dall’analisi longitudinale; 
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• vengono ricostruite le informazioni relative alla prima occasione, ma 
solo per le principali variabili strutturali e di contesto; 
 
2. le mancate risposte saltuarie possono essere considerate come mancate 
risposte parziali all’interno di un record longitudinale e le occasioni mancanti 
possono essere ricostruite tramite le informazioni acquisite nelle waves 
adiacenti; 
3. il logorio può essere assimilato a una mancata risposta totale “ritardata” nel 
tempo e trattato secondo le tecniche del caso (ponderazione).  
 
Inoltre, nel corso di un'indagine panel si possono verificare altri tipi di 
errore non campionario riconducibili alle classificazioni precedentemente 
esposte: 
 
• Errori indotti dal rispondente: condizionamento da panel (panel 
conditioning). Il rispondente è condizionato dal fatto di aver 
risposto in tempi precedenti alle stesse domande e fornisce 
risposte che sono in linea con quelle passate. Ridurre l’onere 
statistico sulle unità di rilevazione diventa, allora, un obiettivo 
cruciale, evitando duplicazioni e richieste ridondanti nelle 
occasioni d’indagine successive alla prima; 
• Errori indotti dal rilevatore sul rispondente: condizionamento da 
intervistatore. Il fatto che le interviste successive alla prima siano 
condotte dallo stesso intervistatore o da un altro può indurre dei 
cambiamenti nel modo di rispondere; 
• Errori indotti dalle strategie di rilevazione: cambiamenti delle 
modalità e/o degli strumenti d’indagine da un’onda all’altra per 
cui possono verificarsi incoerenze temporali nelle risposte; 
cambiamenti nelle codifiche; errati abbinamenti dei record 
individuali (linkage) al fine di ricostruire l’informazione 
longitudinale relativa a ciascuna unità. 
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Infine, l’errore di copertura, che si manifesta nell’impossibilità di contattare 
le stesse unità in tempi diversi o, comunque, di seguirle nel tempo, pone problemi 
relativi sia all’adozione di definizioni dinamiche di popolazione sia alla 
specificazione di regole e/o di tecniche per mantenere il contatto e per seguire le 
unità panel mobili. 
 
1.5.4 Progetto ad una pagina contro quello a più pagine 
 
Una delle problematiche centrali dei sondaggi web è se porre le domande su 
una o più pagine [13]. Entrambi i progetti hanno i loro vantaggi e i loro svantaggi e 
non si sono raggiunte delle conclusioni per definire quale struttura è più conveniente.  
Il progetto a una pagina è caratteristico dei sondaggi web statici che usano la 
comune forma HTML. Questi sono stati i primi sondaggi web ad emergere nella 
prima metà del 1990 e vengono spesso usati per i sondaggi semplici e più corti. In 
questo caso le domande del sondaggio sono ordinate una dopo l’altra in una singola 
pagina HTML. I rispondenti sono in grado di vedere l’intero questionario e di solito 
non ci sono alterazioni nel percorso delle domande dipendenti dalle risposte date 
dagli utenti.  
Durante il completamento del questionario non ci sono interazioni con il 
rispondente e il questionario è identico per tutti.  
I dati sono inviati al server che usa i CGI scripts o attraverso la posta 
elettronica. Questi questionari sono in pratica come le versioni elettroniche dei 
questionari cartacei; essi dovrebbero, perciò, essere corti e semplici.   
Tuttavia, in alcuni casi, le verifiche sulle risposte mancanti possono essere 
compiute anche con questa struttura. Uno scripts CGI più esperto può controllare se 
le domande senza risposta compaiono nel dataset inviato al server. In tal caso 
possono rimandare la pagina del questionario al browser del rispondente. Tuttavia, 
questo è gravoso per coloro che rispondono, perché a lei o lui gli si ripresenta l’intero 
questionario e devono individuare le parti che non sono state ancora completate. 
La struttura con più pagine è caratteristica dei sondaggi Web interattivi sul 
lato server che permettono il salto automatico e la divisione condizionale, la 
dichiarazione di validità delle risposte, la randomizzazione della distribuzione del 
questionario ai partecipanti, il controllo delle “non-risposte” totali, i controlli della 
quota per l’accesso al questionario, il tempo di misurazione, ecc.  
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Il questionario Web appare su diverse pagine HTML. Ogni pagina è inviata al 
server che usa i CGI scripts, e viene immediatamente confermata. La successiva 
domanda o insieme di domande dipende dalla risposta data in precedenza. Nel caso 
più estremo, c’è solo una domanda del sondaggio su ciascuna pagina e il questionario 
perciò è formato da tante pagine quante sono le domande del sondaggio. 
Recentemente sono stati introdotti i sondaggi web interattivi sul lato client 
che possono ancora usare la struttura con una pagina.  
Con l’introduzione di Java, ActiveX e Javascript, le caratteristiche della 
raccolta di dati  del sondaggio assistito dal computer possono essere formate dal lato 
client, senza interagire con il web server. Il client (il computer del rispondente) 
scarica ed esegue un programma Java or ActiveX, che può comunque usare il 
formato HTML come shell. Le pagine web sono attive senza interagire con il server. 
Però, in pratica questa soluzione può anche risultare lenta, poiché l’intero 
questionario deve essere scaricato prima che la raccolta dei dati cominci 
effettivamente. Questo è specialmente problematico quando c’è un rallentamento 
dell’accesso a Internet sul lato dei rispondenti.  
L’uso dei sondaggi web statici con la struttura con una pagina, o i sondaggi 
web interattivi, se progettati sul lato server con pagine multiple o sul lato client con 
una pagina, può avere diversi effetti sulla qualità dei dati del sondaggio, includendo 
l’errore di misurazione, la non-risposta totale e parziale. 
Dillman e Bowker argomentano che la presentazione di una domanda per 
pagina risulta in difetto di contesto. Se un rispondente è in grado di vedere solo una 
domanda alla volta, quando la sua concentrazione è interrotta, deve trovare il modo 
di richiamare e riguardare la precedente domanda per rispondere alla corrente. In 
generale, una domanda per pagina fa perdere la visione d’insieme alla gente, un 
effetto dimostrato dagli intervistatori nei sondaggi da loro gestiti. 
Vari esperimenti hanno dimostrato che la “non-risposta” totale può essere più 
grande quando è usata una sola pagina, poiché non può essere implementato alcun 
controllo (a meno che non venga usato un software interattivo sul lato client). Inoltre 
lo “scrolling” è generalmente difficile da usare come uno strumento di navigazione e 
la gente preferisce altre funzioni di pagina, come “PAGE UP” e “PAGE DOWN”. Le 
strutture a più pagine permettono il controllo per mancanza di risposta del quesito; 
perciò, teoricamente, la mancanza di risposta del quesito deve essere più bassa.  
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 Al contrario, il rischio di abbandono del questionario è potenzialmente 
superiore con la struttura a più pagine, soprattutto se viene usata una forma estrema 
che prevede solo una domanda per pagina. Questo si può verificare per diversi 
motivi: 
 
1. il tempo di risposta può essere più lungo, in quanto devono essere scaricate 
parecchie pagine HTML anziché una sola; 
2. se non è previsto alcun indicatore esplicito di progresso, i rispondenti non 
possono valutare quanto manca alla fine del questionario; 
3. la difficoltà del rispondente aumenta, in quanto devono essere intraprese più 
azioni per rispondere ad ogni domanda: click sopra una scelta di risposta, 
scorrimento della pagina per trovare il pulsante di passaggio alla pagina 
successiva e click su di esso per effettuare il passaggio. 
 
Qualche anno fa è stato eseguito un esperimento che aveva come obiettivo la 
misurazione delle differenze nell'effetto del progetto con una pagina contro il 
progetto con più pagine. Un gruppo sperimentale selezionato a caso ha risposto al 
sondaggio posto su una lunga pagina di scorrimento, l’altro ha, invece, risposto ad un 
questionario con ogni domanda o gruppo di domande su una pagina differente, con la 
necessità di concludere la pagina corrente per procedere con la successiva. 
È stato misurato il tempo necessario per completare il questionario nel caso di 
una struttura con una pagina e di una con più pagine. Poiché ogni singola pagina 
deve essere scaricata dal server e le risposte ad ogni quesito del sondaggio devono 
essere separatamente caricate al server, ci aspettiamo che il completamento del 
questionario formato da più pagine necessiti di un tempo più lungo.  
Per questi stessi motivi ci aspettiamo che i rispondenti davanti ad una 
struttura con più pagine abbandonino il questionario molto spesso prima della fine, e 
quindi ci aspettiamo di avere un numero più grande di “non-risposte” parziali.  
Alla fine dell’esperimento si è osservato che il tempo di completamento per 
un questionario con più pagine è stato il 30% più lungo. In media, sono necessari 466 
secondi per completare tale questionario, contro i 368 secondi necessari per 
completare un questionario a pagina singola (la differenza è statisticamente 
significativa a p < 0,0005). Questo risultato è in linea con i risultati di Couper e 
Fuchs.  
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Un risultato differente, al contrario, è stato riportato da Norman e Zukerberg 
che non hanno riscontrato alcuna differenza nel tempo di completamento del 
questionario. Tuttavia, questo può essere dovuto alle condizioni di laboratorio dei 
loro esperimenti.  Possiamo concludere che la pratica indica che la struttura con più 
pagine rallenta il completamento del questionario rispetto a quella con una pagina. 
Per quanto riguarda le ipotesi sulla “non-risposta” parziale, si è notato, a 
differenza di quanto avevamo supposto precedentemente in linea teorica, che non ci 
sono differenze evidenti nei due stili: il 14,6% dei rispondenti abbandona 
prematuramente il questionario quando viene usato la struttura con una pagina e il 
16,5% dei rispondenti non arriva alla parte finale del questionario quando viene usata 
la struttura con più pagine. La differenza non è statisticamente significativa (p = 
0,362). 
Invece, possiamo confermare l’ipotesi fatta sulla mancanza di risposta al 
quesito. La struttura ad una pagina ha riportato risultati più alti di “non-risposta” al 
quesito. Sembra che i rispondenti abbiano più spesso saltato le domande singole se 
posti davanti ad una singola pagina.  
Purtroppo l'esperimento che abbiamo preso in considerazione non ha incluso 
le misure di soddisfazione del rispondente condizionate dallo stile. Un indicatore 
indiretto della soddisfazione degli intervistati può essere la loro disponibilità a 
fornire i loro indirizzi e-mail per i sondaggi web futuri.  
In altri esperimenti eseguiti la percentuale dei rispondenti che rivelano i loro 
indirizzi  e-mail è risultato non differire significativamente per il tipo di stile adottato 
(68% per lo stile ad una pagina e 70% per quello a più pagine, p = 0,300), così non 
possiamo concludere che i rispondenti siano più soddisfatti da uno stile piuttosto che 
da un altro. 
Tuttavia, le osservazioni degli intervistati alla fine di un questionario web in 
cui è stato adottato soltanto lo stile con più pagine e con una domanda per  pagina, 
possono procurare molte informazioni riguardo la soddisfazione dei rispondenti sullo 
stile del questionario. Alla fine del questionario ai rispondenti è stato chiesto di 
commentare l'indagine e i loro commenti sono stati usati per identificare gli eventuali 
problemi che hanno riscontrato durante la compilazione. Il 22% degli intervistati 
hanno commentato l'indagine. Come abbiamo già detto, il completamento del 
questionario richiede in media 22 minuti e alcuni commenti più frequenti sono stati 
quelli riguardanti il download per cui era necessario troppo tempo (7% delle 
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osservazioni), il desiderio di avere più domande per pagina (4%), il fatto di non poter 
valutare quanto del questionario hanno già completato (2%) ed il loro desiderio di 
compilare il questionario off-line (2%). Tutti questi commenti dipendono dal fatto 
che ogni domanda è posta su una pagina separata, e indicano il loro malcontento 
sullo stile. Inoltre, questi commenti sono stati dati solo da quel sottoinsieme di 
rispondenti che hanno raggiunto la fine del questionario (63% di tutti coloro che 
cominciano a rispondere al questionario); ma coloro che hanno abbandonato il 
questionario prematuramente probabilmente avrebbero fatto osservazioni simili. 
Uno studio sperimentale che misura la soddisfazione dei rispondenti quando è 
stato usato lo stile ad una pagina contro quello a più pagine ha fornito delle 
conclusioni in un certo senso differenti. Non sono state trovate alcune differenze 
significative nella soddisfazione generale dell’intervistato che dipendessero dall’uso 
dello stile ad una o a più pagine, anche quando il questionario era più lungo (in 
media erano necessari più di 30 minuti per il suo completamento) e quindi si 
presentava un fattore che avrebbe fatto pensare ad una soddisfazione minore per lo 
stile a più pagine. Questo risultato può essere spiegato dal fatto che in questo 
questionario è stata usata una barra nello stile a più pagine, indicante la posizione del 
rispondente nel questionario. 
 
1.5.5 Grafici Avanzati: uso dei logotypes 
 
Uno dei vantaggi, maggiormente citati, delle indagini web è la possibilità di 
usare la tecnologia dei grafici avanzati [13] supportata dai browsers web correnti. 
Questa tecnica può essere usata per illustrare le domande del sondaggio e, se 
destinata a facilitare la navigazione attraverso il questionario e/o a migliorare la 
motivazione degli intervistati e la loro soddisfazione, può ridurre le difficoltà dei 
rispondenti.  
Tuttavia, a causa delle limitazioni tecnologiche, deve essere considerato che, 
per esempio, l’incompatibilità del browser può impedire ad alcuni rispondenti di 
accedere o di vedere (chiaramente) alcune parti del questionario.  In più, i tempi di 
download sono più lunghi ed i rispondenti possono perdere la pazienza mentre 
aspettano di vedere il questionario, o cominciano a distrarsi. In più, i grafici avanzati 
che usano illustrare le domande del sondaggio possono anche influenzare le risposte 
degli intervistati se non vengono usati correttamente. 
 41 
Si pensa che i logotypes influenzino l’errore di misura e di mancanza di 
risposta. L’effetto positivo dell’uso dei logotypes è stato previsto in termini di più 
piccola mancanza di risposta del quesito. Infatti i logotypes sono stati pensati per 
rendere il questionario visivamente più attraente e interessante. Ciò dovrebbe 
motivare i rispondenti a rispondere a tutte le domande.  
In più, i logotypes sono stati pensati per illustrare le domande del sondaggio, per 
questo ci aspettiamo che i rispondenti diano delle risposte più coerenti alle domande 
del sondaggio quando viene presentato un sussidio visivo. D'altra parte, è stato 
riscontrato anche un effetto negativo dell’uso dei grafici. Infatti, a causa dell'uso dei 
logotypes, il trasferimento di dati risulta più lento e questo comporta che un numero 
più grande di rispondenti, che rispondono alle domande con i logotypes, 
abbandonino il sondaggio (quindi una più grande mancanza di risposta parziale). Si 
pensa che ciò sia ancora più problematico nei casi in cui i rispondenti usino un 
collegamento a Internet più lento.  In più, si è pensato che sia più problematico per 
quei rispondenti che pagano in base alla durata del collegamento a Internet. 
L’abbandono prematuro del questionario è stato misurato attraverso le informazioni 
dei log files che sono mantenute quando i questionari web sono usati. Le 
informazioni di tali log files sono già state usate con successo per studiare la 
partecipazione attraverso le fasi differenti del processo di indagine web. Nel caso in 
esame sono state utilizzate le informazioni dei log files per scoprire il punto del 
questionario in cui i rispondenti hanno abbandonato l’indagine. Poiché il 
questionario è stato separato in diverse pagine HTML, le risposte da ogni pagina 
sono state trasferite separatamente al server.  
Bisogna notare che anche i costi di accesso ad Internet influenzano le reazioni 
dei rispondenti ai grafici avanzati.  Vari esperimenti, infatti, hanno evidenziato che 
esiste una certa differenza tra coloro che devono pagare l’accesso a Internet e coloro 
che hanno libero accesso (o hanno un provider Internet gratis o rispondono al 
questionario dalla scuola, dalla biblioteca o dal lavoro in cui i costi non sono 
addebitati a loro).   
Anche l'apparecchiatura tecnica influenza parzialmente le reazioni ai grafici 
avanzati. È ovvio che coloro che hanno a disposizione una connessione più lenta, 
cioè utilizzano un modem ordinario, preferiscano trovarsi davanti un questionario più 
semplice, senza logitypes, che necessita di un tempo minore per essere scaricato. 
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1.5.6 Soggetto d’indagine 
Un altro concetto fondamentale, non solo per i sondaggi web, ma per tutti i 
tipi di indagine, è, sicuramente, il soggetto d’indagine [13] la cui importanza è 
definita come l’associazione di importanza e/o di attualità con un soggetto specifico. 
Un singolo soggetto può avere importanza differente per le differenti popolazioni del 
campione o per individui differenti presso la stessa popolazione. Secondo i metodi 
tradizionali d’indagine, sembra che la decisione del rispondente di partecipare ad 
un’indagine dipenda per gran parte dal soggetto del sondaggio, dalla relativa 
importanza e dalla conoscenza dell’intervistato. Comley sostiene che alcuni dei tassi 
di risposta più bassi si sono avuti quando le indagini sono state designate ai non-
clienti e/o sono state fatte delle domande su argomenti generali. I tassi di risposta più 
alti, invece, sono stati ottenuti per le indagini dove i rispondenti avevano un forte 
rapporto con la marca o erano favorevoli ad essa e/o quando le indagini ponevano 
delle domande rilevanti, come ad esempio le osservazioni circa il sito web. Alcuni 
esperimenti hanno evidenziato che il soggetto d’indagine influenza la mancanza di 
risposta parziale e la soddisfazione relativa del rispondente. È lecito pensare che gli 
utenti con una forte attitudine nei confronti di Internet parteciperanno più 
probabilmente alle indagini web, particolarmente quelle concernenti l’uso di Internet 
o la tecnologia di informazione-comunicazione in generale. In più, ci si aspetta che la 
mancanza di risposta parziale sarà più piccola per quei soggetti d’indagine che 
promettono divertimento. Come si è già detto, alcuni partecipanti al sondaggio web 
possono vedere un’indagine web come una forma di intrattenimento o come 
occasione per guadagnare della nuova conoscenza. Uno studio recente ha realmente 
trovato che gli intervistati che usano Internet per divertimento sono più propensi a 
rivelare i loro indirizzi e-mail per la ricerca rispetto a coloro che usano Internet per 
lavoro.  
Un altro aspetto che bisogna prendere in considerazione quando si parla di 
sondaggi, oltre all’influenza del soggetto d’indagine, è l'effetto del flusso del 
questionario. Più precisamente, è utile studiare l’effetto sulla soddisfazione 
dell’intervistato quando determinati moduli vengono presentati come obbligatori o 
facoltativi. Ci aspettiamo che i moduli facoltativi aumentino la soddisfazione del 
rispondente in quanto con i moduli facoltativi il movimento degli intervistati 
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attraverso il questionario non viene completamente dettato dal ricercatore. I 
rispondenti stessi possono decidere a quali moduli rispondere. 
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CAPITOLO 2 
Tempestività e qualità nelle indagini Web 
 
 
1.1 Premessa 
 
Il dibattito sul concetto di qualità [16] e sulla sua definizione si protrae da 
diversi anni sia tra gli statisti ufficiali sia in ambito accademico. È infatti noto come 
il termine qualità possa assumere diversi significati e non sia facile da definire. 
In passato il concetto di qualità era limitato alla qualità del prodotto, cioè del 
dato finale, e sostanzialmente si identificava con il requisito di accuratezza delle 
stime. Questo concetto si è andato via via estendendo ed è opinione comune ormai 
che la qualità dell’informazione statistica deriva sia dalla qualità del prodotto finale, i 
dati, sia dalla qualità del processo di produzione, il disegno dell’indagine statistica. 
La complessità e peculiarità dell’attività statistica richiedono la progettazione 
e l’implementazione di un sistema articolato di metodologie e strumenti atti a 
migliorare la qualità dei dati, che si esplicano in diverse fasi del ciclo produttivo 
d’indagine, dalla pianificazione e prevenzione degli errori, al monitoraggio della 
qualità del lavoro sul campo, fino alla valutazione finale dell’impatto degli errori non 
campionari sulle stime d’indagine. 
Con riferimento alla qualità del prodotto, e cioè all’informazione statistica, 
Eurostat ha individuato e definito le seguenti componenti del vettore della qualità: 
rilevanza; accuratezza; tempestività e puntualità; accessibilità e chiarezza; 
comparabilità; coerenza. Tale scomposizione è stata adottata da numerosi Istituti di 
Statistica Europei, tra i quali anche l’Istat, al fine di armonizzare la valutazione e la 
documentazione sulla qualità. 
Bisogna osservare che non è per niente facile misurare la qualità dei dati 
statistici usando le componenti del vettore qualità, né è facile ottimizzare tutti i 
requisiti di qualità. Un esempio tipico è il tasso di mancata risposta totale che 
costituisce senz’altro un indicatore importante per la qualità dell’archivio, 
dell’efficacia della tecnica di rilevazione e del grado di collaborazione dei 
rispondenti, e che pertanto viene generalmente calcolato dalle indagini e, a volte, 
diffuso insieme ai risultati; ma che non fornisce alcuna indicazione sugli effetti delle 
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mancate risposte totali sulle stime dell’indagine esprimibili in termini di distorsione e 
di varianza. 
 
1.2 Tempestività e Funzione di Sopravvivenza 
 
La diffusione della cultura tecnologica e la penetrazione di Internet nella 
popolazione dei possibili rispondenti ha conseguenze su diverse dimensioni della 
qualità del disegno d’indagine. Fra queste la tempestività [17] della raccolta dei dati 
è considerata uno dei vantaggi più competitivi di Internet nei confronti degli altri 
strumenti d’indagine. 
La tempestività è una caratteristica sia del prodotto finale sia del processo di 
produzione. Nel primo caso la tempestività ha a che vedere con la frequenza o la 
periodicità dei dati; nel secondo caso, essa è connessa alle procedure d’indagine, in 
particolare è collegata alla lunghezza del periodo di rilevazione, alla velocità degli 
strumenti di raccolta e memorizzazione dei dati.  
Si deve osservare che l’accuratezza dei dati spesso entra in conflitto con la 
tempestività. Un periodo di rilevazione troppo breve può portare ad un incremento 
nel tasso di non risposta, un’eccessiva velocità nel processo di raccolta e 
memorizzazione può aumentare il rischio di errori e imprecisioni. 
L’uso di Internet, insieme ai sistemi di intervista assistiti dal computer 
(Computer Assisted Web Interviewing, CAWI), apre ampi margini per l’aumento 
della velocità d’indagine. La memorizzazione dei dati raccolti è infatti contestuale 
alla compilazione del questionario Web. Controlli pre-impostati della sequenza 
logica della compilazione e del contenuto dei campi di risposta evitano, inoltre, in 
tempo reale, numerosi errori. In poche parole, la tempestività di comunicazione 
permessa da Internet potrebbe in teoria consentire la compressione della durata del 
periodo di rilevazione tenendo sotto controllo, al tempo stesso, almeno alcune fonti 
di possibili incoerenze ed incompatibilità nei dati raccolti. 
La tempestività nella raccolta dei dati è connessa alla tempestività nel fornire 
le risposte della popolazione target e al processo di partecipazione ad un sondaggio 
web, nel nostro caso specifico, basato su lista. 
Nei sondaggi Web basati su lista la tempestività ha diversi aspetti che bisogna 
prendere in considerazione. Ci si riferisce alla lunghezza del periodo d’indagine, alla 
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velocità di raccolta dei dati, agli strumenti impiegati e alla loro influenza sui tassi di 
contatto e di risposta.  
Internet potrebbe teoricamente accorciare il periodo di raccolta dei dati, ma in 
pratica il tempo di risposta spesso equivale a diversi giorni.  
Il processo di partecipazione di un sondaggio web basato su una lista 
d’indirizzi e-mail inizia con l’invio delle mail d’invito a coloro che sono presenti 
sulla lista e termina con la risposta o non-risposta dei membri della popolazione 
target. 
La tempestività dei dati raccolti dipende dalla distribuzione del numero di 
reazioni individuali e dal numero di abbandoni in ciascuna delle fasi del processo di 
partecipazione.  
Ogni utente può decidere di abbandonare il processo d’indagine in qualsiasi 
tappa dopo l’invito o procedere verso la fase successiva fino alla compilazione 
completa del questionario Web. 
I tempi di reazione individuale variano fra i diversi componenti del campione. 
In teoria, tutti potrebbero collaborare immediatamente, evitando il problema della 
non-risposta. In pratica, però alcuni individui collaborano immediatamente, altri 
rispondono solo dopo molti messaggi d’invito, altri ancora ignorano l’invito o 
limitano la loro reazione a una o più visita alla pagina introduttiva del questionario 
Web senza rispondere alle domande.  
La risposta immediata significa periodi d’indagine brevi e, quindi, tempo di 
sopravvivenza nel processo d’indagine breve e tempestività nella raccolta dei dati. 
Per capire quali condizioni favoriscono un breve tempo di sopravvivenza nel 
processo d’indagine e per incoraggiare la partecipazione al sondaggio, è utile 
modellare il tempo di sopravvivenza nel processo d’indagine specificando la 
dipendenza delle covariate individuali dal tempo di uscita da questo processo. 
Nell’analisi specifica, il tempo di sopravvivenza è il tempo tra la mail d’invito 
e l’abbandono. 
L’abbandono può essere dovuto al pieno completamento del questionario 
web, al suo completamento parziale e ad un semplice accesso senza però rispondere 
ai quesiti. Quest’ultima categoria include coloro che hanno effettuato l’accesso solo 
alla pagina introduttiva del questionario e anche coloro che cliccano sul bottone start 
ma non rispondono alle domande. 
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Indichiamo con iT  una variabile random che denota il tempo di abbandono 
dell’individuo i e con iJ  una variabile che indica il tipo di abbandono (tipo 1: 
completamento totale; tipo 2: completamento parziale; tipo 3: solo accesso). Quindi 
2=iJ  significa che la persona i del campione abbandona il processo d’indagine 
dopo aver risposto solo ad alcuni quesiti.  
Il tipo di rischio specifico di abbandono al tempo t per la persona i del 
campione dovuto al motivo j, indicato con ( )thij , è definito da: 
 
( ) ( )
t
tTjJttTtP
th iiitij ∆
==∆+<<
= →∆
|,lim 0   per j = 1,2,3 
 
La dipendenza delle covariate dal rischio di tipo specifico può essere 
modellata attraverso un modello generale di rischio proporzionale per tutti e tre i tipi 
d’abbandono: 
 
( )( ) ( ) ( )txtth ijjij βα +=log    per j = 1,2,3 
 
Dove ( )txi  è un vettore di covariate, alcune delle quali possono variare con il 
tempo. Il vettore dei coefficienti β  è sottoscritto per indicare che l’effetto delle 
covariate può essere diverso per i differenti tipi di abbandono. Anche la dipendenza 
del rischio dal tempo ( )tα  può variare in base al tipo di abbandono. 
Poiché con una serie di esperimenti si è verificato che la maggior parte delle 
reazioni sono ottenute durante il primo accesso, si è deciso di modellare la funzione 
sopravvivenza dei partecipanti considerando il periodo compreso tra l’invio della 
mail di invito e il primo accesso, distinguendo, in questo modo, l’abbandono al 
primo accesso dall’abbandono più tardi durante il periodo d’indagine. 
Il nostro obiettivo è di testare se l’effetto delle covariate è lo stesso o varia in 
base al tipo di evento che si verifica e di scoprire quali partecipanti rimarranno di più 
nel processo d’indagine Web. 
I modelli includono diverse variabili raccolte durante la fase di pre-
reclutamento dell’indagine, tra cui, ad esempio:  
• tempo trascorso prima dell’auto-intervista, misurato in ore, minuti e 
secondi dall’invio dell’invito a partecipare all’indagine; 
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• luogo da dove si è verificato l’accesso a Internet; 
• scopo dell’uso di Internet; 
• età delle persone contattate; 
• livello di educazione delle persone contattate (ad es. livello 
universitario). 
 
Si possono adottare tre tipi di modelli: 
 
1. modello 1 – Reazione in Ritardo: il modello è rivolto alle persone del 
campione che necessitano di diverse sessioni separate di lavoro per 
iniziare il questionario, o per accedere alla pagina introduttiva, o per 
completare il questionario interamente o parzialmente. Queste sono 
considerate persone del campione che reagiscono all’invito in ritardo 
e il modello riguarda il rischio concorrente di avere una reazione in 
ritardo. 
2. modello 2 – Accesso solamente al questionario: il modello si riferisce 
a coloro che accedono al questionario ma non rispondono ai quesiti. Il 
modello riguarda il rischio concorrente del solo accesso al 
questionario. 
3. modello 3 – Rispondenti Lenti: il modello si riferisce a coloro che non 
completano (interamente o parzialmente) il questionario in una sola 
sessione di lavoro. Questi sono considerati rispondenti lenti e il 
modello riguarda il rischio concorrente di non essere un rispondente 
veloce. 
 
2.3 Qualità di processo 
 
Negli ultimi anni, l’attenzione si è spostata sempre di più sui processi di 
produzione. Infatti è ormai riconosciuto che miglioramenti nella qualità dei prodotti 
possono essere ottenuti migliorando i processi di produzione sottostanti [18]. In 
particolare si stanno introducendo, in ambito statistico, concetti già sperimentati con 
successo in ambito industriale. Un concetto fondamentale è quello introdotto da 
Deming, del miglioramento continuo che si realizza attraverso il ciclo plan, do, 
check, act, consistente nel pianificare gli interventi migliorativi, metterli in atto, 
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verificarne l’efficacia attraverso opportune misurazioni e agire seguendo le 
indicazioni desunte dai risultati della fase di verifica. 
Un modo per migliorare la qualità di processo è quello di favorire 
l’ottimizzazione e la standardizzazione delle modalità produttive, in particolare 
adottando metodologie e procedure standard per la progettazione, l’esecuzione e la 
validazione dell’attività statistica. Così si possono conseguire diversi obiettivi. In 
primo luogo, la standardizzazione delle procedure consente di eliminare la variabilità 
di disturbo, cioè la variabilità che non è dovuta a caratteristiche intrinseche del 
fenomeno oggetto di studio, bensì all’adozione di modalità produttive non omogenee 
e controllate. In secondo luogo, l’adozione e la diffusione di procedure standard 
consente di ottimizzare l’attività produttiva a livello di ente. Per questo motivo è 
importante diffondere e favorire l’uso all’interno dell’Istituto di procedure che si 
siano rivelate efficaci per migliorare la qualità o per ridurre i costi in una determinata 
realtà ad altre indagini.  
A livello di ente, possono essere predisposti diversi strumenti per la 
standardizzazione e l’ottimizzazione dei processi [19]. Il Leg sulla qualità ha 
individuato i seguenti strumenti: 
 
• le Migliori pratiche correnti (o Current best methods –Cbm): descrivono i 
metodi migliori attualmente conosciuti per l’esecuzione di un dato processo; 
• gli Standard minimi: specificano i criteri, generalmente basati su principi 
scientifici, assolutamente necessari che devono essere rispettati per un dato 
processo; 
• le Linee guida: consistono in principi generali cui aderire per assicurare una 
migliore qualità dei processi. Riguardano più il cosa fare, piuttosto che il 
come farlo, e la loro applicazione non è generalmente obbligatoria; 
• le Pratiche raccomandate: sono un insieme di metodi di comprovata qualità 
per l’esecuzione di date operazioni. Tra questi il responsabile d’indagine può 
scegliere quegli che ritiene più adatti alla propria particolare situazione. 
 
I diversi strumenti devono essere scelti in funzione degli obiettivi che si 
intende raggiungere, delle priorità dell’ente e delle risorse disponibili. 
Recentemente l’Istat  ha prodotto un volume, assimilabile ad un Cbm, sulle 
metodologie e le esperienze per l’effettuazione di indagini CATI sulle famiglie. Un 
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problema che non bisogna certo sottovalutare è rappresentato dalla necessità di 
revisionare e aggiornare periodicamente tali manuali.  
Nel formulare raccomandazioni in merito, il Leg sulla qualità ha tenuto conto 
del contesto europeo e delle differenze attualmente esistenti tra i diversi Istituti. Di 
conseguenza, non era attualmente proponibile, data la realtà esistente, la 
formulazione di Cbm che potessero adattarsi a tutti i Paesi dell’Unione Europea. Si è 
pertanto scelto di raccomandare la predisposizione di Cbm a livello di singolo 
Istituto e di predisporre delle Pratiche raccomandate valide a livello europeo 
affiancate da uno studio di fattibilità per la loro attuazione nei vari Paesi. 
Un altro modo per ottenere il miglioramento dei processi è quello di utilizzare 
i principi del Total Quality Management (Tqm) ed i relativi strumenti predisposti 
inizialmente per il controllo statistico dei processi produttivi in ambito industriale.  
In termini generali, l’obiettivo iniziale consiste nel rendere il processo stabile, 
cioè nell’eliminare quelle cause che portano il processo fuori controllo. Per questo 
vengono usati strumenti propri del controllo statistico dei processi. Successivamente, 
gli stessi o altri strumenti vengono implementati su processi resi stabili, o, almeno, 
non eccessivamente instabili al fine di migliorarne la qualità. La loro funzione è 
quella di consentire un’analisi delle caratteristiche del processo e di effettuarne il 
monitoraggio per intervenire in corso d’opera, qualora fosse necessario riportare il 
processo sotto controllo, oppure per migliorarne le prestazioni, riducendo, ad 
esempio, i limiti di variabilità.  
Per il controllo di processo si può agire a due diversi livelli. Il primo è quello 
della standardizzazione dei processi attraverso la definizione, ad esempio, di quality 
guidelines o di current best methods cui si deve aderire.  
Il secondo consiste nell’applicazione di tecniche di monitoraggio che 
permettono di correggere l’andamento del processo in corso d’opera: è infatti 
sorvegliando un processo in essere che si può intervenire su di esso e ottenere 
risultati migliori in tempi più brevi. 
Gli strumenti metodologici essenziali per il controllo statistico di qualità di un 
processo, detti anche quality tools sono: 
 
• i diagrammi di flusso 
• le sedute di brainstorming 
 52 
• il diagramma causa-effetto (detto anche diagramma a lisca di pesce o 
di Ishikawa) 
• il diagramma di Pareto 
• le carte di controllo 
 
Nel porre un processo sotto controllo statistico della qualità, tali strumenti 
dovrebbero essere usati nell’ordine in cui sono stati elencati. 
Il primo passo consisterebbe infatti nel descrivere il processo, stabilendone i 
confini e suddividendolo in fasi. Per ciascuna fase, inoltre, dovrebbero essere 
assegnate le responsabilità. Il diagramma di flusso rappresenta lo strumento più 
adatto per schematizzare tali informazioni. 
Una volta dettagliato il processo, sarebbe necessario approfondire ciascuna 
fase, cercando di evidenziarne tutte le caratteristiche rilevanti. Un metodo utile per 
tale approfondimento è il brainstorming. Esso consiste in una discussione libera a cui 
dovrebbero partecipare tutte le professionalità coinvolte. Regola fondamentale del 
brainstorming è che si deve tenere traccia di tutte le idee che scaturiscono dalla 
discussione. È una tecnica molto diffusa e si può considerare trasversale e di 
supporto a tutela di altre menzionate; ad esempio per costruire un diagramma causa-
effetto molto spesso prima si usa il brainstorming per raccogliere tutte le idee che poi 
si strutturano nel diagramma. 
La costruzione del diagramma causa-effetto rappresenta un’ulteriore passo 
della procedura da seguire per predisporre il monitoraggio di un processo. Tramite 
esso si descrivono graficamente tutti i fattori che influenzano l’andamento del 
processo, partendo dal livello più generale per giungere ai particolari. Lo scopo è di 
individuare le variabili chiave del processo, che permetteranno, una volta poste sotto 
controllo statistico, di accorgersi di eventuali criticità, di agire conseguentemente e di 
verificare l’esito delle azioni intraprese. Tramite il diagramma causa-effetto in genere 
si individua una rosa piuttosto ampia di variabili chiave, che poi viene sfoltita con 
l’applicazione del diagramma di Pareto. 
Attraverso quest’ultimo si riescono infatti ad individuare, tra le altre, le 
variabili che maggiormente influiscono sull’andamento del processo. 
Individuate le variabili chiave del processo, le carte di controllo sono lo 
strumento principale per analizzarle. Attraverso tale analisi è possibile in primo 
luogo determinare la stabilità del processo e verificarne l’aderenza alle specifiche 
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desiderate, e in secondo luogo studiare l’esito di azioni intraprese al fine di 
migliorare il processo stesso e quindi l’output che ne deriva. 
Le tecniche precedentemente descritte sono già molto utilizzate in vari Istituti 
nazionali di Statistica con ottimi risultati. Le carte di controllo, invece, trovano 
ancora poche esperienze di applicazione al campo della produzione d’informazione 
statistica. I motivi della ancora scarsa applicazione delle carte di controllo ai processi 
produttivi statistici sono da ricercarsi in parte nella novità dell’approccio qualità 
totale nell’erogazione dei servizi, in parte nella difficoltà di avere a disposizione 
informazioni sul processo in tempo reale, indispensabili per un monitoraggio 
proficuo. 
 
2.4 Importanza del rilevatore per la qualità dell’indagine 
 
L’importanza riconosciuta al ruolo degli intervistatori nelle rilevazioni 
statistiche è tale da non poter tralasciare l’analisi della sua influenza sui risultati 
dell’indagine stessa [16]. È, infatti, nella relazione tra intervistato e intervistatore che 
si attua quel passaggio di informazioni, quel flusso comunicativo che permette di 
raccogliere le esperienze individuali e tradurle in modalità di risposta. Qualsiasi 
studio che si rivolga all’individuo non è scevro da condizionamenti, e questi sono 
molto diversi a seconda della metodologia usata, che determina il tipo di rapporto 
che si configurerà tra intervistato e intervistatore. 
Infatti, ogni scelta metodologica comporta una diversa flessibilità nei rapporti 
tra i soggetti coinvolti: è massima nelle indagini qualitative, ad esempio nelle 
interviste non direttive e nella raccolta delle storie di vita, e minima nei questionari 
rigidamente codificati. Nelle indagini Istat, in cui si è in presenza di questionari 
strutturati, la possibilità di scelta di intervistatore e intervistato è limitata, o meglio 
delimitata dal questionario stesso. 
Un altro fattore da tenere in considerazione è il tipo di argomento trattato, che 
può essere più o meno delicato e critico, e quindi assumere, nel caso in cui siano 
presenti quesiti sensibili, una maggiore rilevanza sotto il profilo della qualità. 
Quando si svolge un’indagine è importante stimare l’influenza dei rilevatori 
sulle risposte date, individuare eventuali differenze significative per le principali 
variabili rilevate, nel tentativo di individuare anche possibili soluzioni da porre in 
atto nella successiva occasione d’indagine. 
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Nella letteratura che si occupa della valutazione dell’effetto “rilevatore”, si 
possono individuare due differenti strategie di ricerca. La prima consiste 
nell’investigare in quale misura alcune caratteristiche specifiche del rilevatore 
influenzano le risposte. Il secondo approccio concentra l’attenzione sulla stima della 
variabilità delle risposte attribuibile ai rilevatori. 
Un’ulteriore distinzione tra questi due approcci è anche individuabile nelle 
tecniche di analisi utilizzate.  
Nell’ambito del primo approccio frequentemente si costruiscono dei modelli 
in cui alcune caratteristiche dei rilevatori figurano in qualità di variabili esplicative: 
in tal modo si considera l’effetto rilevatore alla stregua di un effetto fisso. Un 
esempio di tali variabili esplicative sono le caratteristiche del rilevatore quali età, 
sesso, numero di anni di esperienza oppure, laddove disponibile, il tipo di training 
seguito dal rilevatore. 
Nel secondo approccio, invece, si considera la struttura gerarchica dei dati 
raccolti: ciò significa tener conto del fatto che le risposte fornite da individui 
intervistati dal medesimo rilevatore tendono ad essere più simili tra loro di quanto 
non lo siano le risposte di individui intervistati da differenti rilevatori. Ne consegue 
che le osservazioni raccolte dal medesimo rilevatore sono tra loro correlate o 
dipendenti, in questo caso si parla di correlazione intra-intervistatore. 
Questo tipo di problema, ovviamente, non è presente nelle indagini Web in 
cui il rispondente si “auto-intervista” e, quindi, le sue risponde non vengono 
condizionate da alcun “effetto rilevatore”. Per questo motivo i sondaggi Internet sono 
preferibili, rispetto agli altri tipi d’indagine, soprattutto nel caso in cui bisogna porre 
al rispondente delle domande più personali, in quanto essendo solo con il computer 
non potrà provare alcuna forma di imbarazzo nel rispondere.  
Anche nel caso specifico del questionario di valutazione del Corso di Studio, 
lo studente si sentirà sicuramente più tranquillo nel giudicare il docente quando si 
trova da solo di fronte al suo computer piuttosto che in un’aula circondato da altri 
studenti e, soprattutto, in presenza del docente su cui deve esprimere la propria 
opinione.    
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2.5 Indagini statistiche e nuove metodologie per la stima 
dell’errore di risposta 
 
Una parte rilevante in un’indagine statistica è rappresentata dal processo di 
misurazione che, nella sua accezione più ampia, comprende la scelta delle 
caratteristiche della popolazione obiettivo da misurare, lo sviluppo di un metodo per 
misurare ogni caratteristica, il completamento di un processo vero e proprio di 
misura e, infine, la valutazione della qualità delle misurazioni [20]. 
I dati d’indagine possono essere rilevati in modo diverso; il modo in cui la 
misurazione è effettuata è parte del metodo di misurazione e determina le fonti e i 
tipi di errori che possono verificarsi. 
Un tipo di errore che bisogna sicuramente prendere in considerazione quando 
si svolge un qualsiasi tipo di indagine è l’errore di risposta. 
Per errore di risposta si intende “…l’insieme degli errori che si originano 
durante la fase di rilevazione”[20], includendo perciò anche errori attribuibili alle 
istruzioni allegate al questionario o alla formulazione dei quesiti nel questionario 
stesso. Tuttavia, è difficile o richiede delle sperimentazioni ad hoc, distinguere 
l’errore di risposta da altri errori che si generano successivamente durante il processo 
di trattamento dei dati. 
Esistono diversi metodi per la stima di questo tipo di errore. 
 
2.5.1 Modello classico 
 
La metodologia classica fa riferimento al modello sviluppato da Hansen 
M.H., Hurwitz W.N. e Bershad M.A.[21] nel 1961 e ripreso poi da vari autori tra cui 
Biemer P.P. e Forsman G. nel 1992.  
Si sottintende un modello di misurazione in cui il valore osservato è funzione 
di un valore vero più una componente di errore. La componente della varianza 
semplice di risposta diventa stimabile se si hanno a disposizione almeno due 
osservazioni e, quindi, la ripetizione dell’indagine almeno su un campione di unità, 
sotto l’ipotesi matematica di indipendenza ed identica distribuzione dell’errore nella 
seconda replicazione rispetto alla prima. 
Da un punto di vista operativo, per stimare la varianza semplice di risposta si 
ricorre a reinterviste su un campione di unità, condotte sotto le medesime condizioni 
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dell’indagine e ad una distanza di tempo che sia sufficientemente lontana per evitare 
un effetto ricordo della risposta fornita alla prima rilevazione, ma non troppo lontana 
nel tempo in modo da garantire comunque il ricordo dell’evento che si sta riportando.  
Il modello classico per la stima della distorsione di risposta richiede la 
disponibilità di una seconda misurazione non affetta da errore. Questa, negli approcci 
utilizzati in passato era usualmente fornita dalla tecnica della riconciliazione delle 
risposte. 
Nel caso di campionamento casuale semplice, e se la reintervista costituisce 
una replicazione indipendente e identicamente distribuita rispetto alla prima, uno 
stimatore non distorto della varianza semplice di risposta (VSR) è dato da: 
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Supponiamo ora che la seconda misurazione sia ottenuta senza errore. Uno 
stimatore non distorto per la distorsione di risposta (RB) è dato: 
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2.5.2 Modello a classi latenti 
 
L’approccio a classi latenti consente di stimare le relazioni tra variabili 
categoriche, in presenza di errori di misurazione [22]. Per la stima dell’errore di 
risposta mediante il modello a classi latenti si introduce la seguente 
parametrizzazione. Se la probabilità che un individuo possieda la caratteristica di 
interesse è una variabile casuale di tipo Bernoulliano di parametro p, allora la 
probabilità che l’individuo dichiari di possedere la caratteristica è una variabile 
casuale di tipo Bernoulliano di parametro q, funzione di p e di due parametri di 
errore: l’errore di falso positivo e l’errore di falso negativo. 
L’errore di falso positivo non è altro che la probabilità di osservare un 
individuo come portatore della caratteristica quando invece non la possiede 
realmente, mentre l’errore di falso negativo è rappresentato dalla probabilità che un 
individuo si dichiari come non portatore della caratteristica quando invece in realtà la 
possiede. 
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Consideriamo Y1 e Y2 come le due misure affette da errore della variabile non 
osservabile X, che rappresenta il valore vero, ossia la variabile latente. Si ipotizza 
che tutte e tre le variabili siano dicotomiche e possano quindi assumere valore 0 e 1 
(rispettivamente assenza e presenza del carattere). Allora la probabilità di possedere 
la caratteristica è esprimibile come P(X=1); l’errore di falso positivo per la prima 
misurazione è dato da P(Y1=1 | X=0) e quello di falso negativo per la prima 
misurazione da P(Y1=0 | X=1). Per alleggerire la notazione nel seguito, questi 
parametri saranno indicati rispettivamente con: p, efp e efn. 
I parametri d’interesse, cioè la varianza semplice e la distorsione di risposta, 
possono essere ricavati in funzione di questi nuovi parametri: la vera proporzione di 
individui con la caratteristica, l’errore di falso positivo e quello di falso negativo. 
Mediante alcuni brevi passaggi, descritti in letteratura2, si ottiene: 
 
( ) ( )( )peepeeRSV fpfpfnfn −−+−= 111ˆ  
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Introducendo l’ipotesi di indipendenza tra Y1 e Y2 condizionatamente a X si 
può scrivere la seguente relazione: 
 
      ( ) === kYhYP 21 , ( ) ( ) ( )+===== 11|1| 21 XPXkYPXhYP  
                    
( ) ( ) ( )00|0| 11 ===== XPXkYPXhYP   
    
per h, k = 0, 1. 
Per rendere stimabili tutti i parametri del modello sono sufficienti due 
misurazioni indipendenti condizionatamente al valore vero e una variabile di 
stratificazione indipendente dalle due misurazioni condizionatamente al valore vero. 
Se indichiamo con Z questa variabile, ipotizzata anch’esse dicotomica, si può 
scrivere la seguente relazione: 
 
                                               
2
 Biermer, Paul P., e G. Forsman. “On the Quality of Reinterview Data with Application to the 
Current Population Survey”. Journal of American Statistical Association, 87, 420, (1992): 915 -923. 
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( ) ==== iZkYhYP ,, 21   
 
( ) ( ) ( ) ( ) +======= 11|1|1| 21 XPXiZPXkYPXhYP  
 ( ) ( ) ( ) ( )00|0|0| 21 =======+ XPXiZPXkYPXhYP                      
 
per h, k, i = 0, 1. 
Il modello è ora identificabile in quanto i sette (2x2x2-1) gradi di libertà 
relativi alla distribuzione congiunta di Y1, Y2 e Z sono sufficienti per stimare i sette 
parametri incogniti. 
Il metodo di stima è basato su un algoritmo iterativo di tipo EM, Expectation-
Maximization [22], appropriatamente modificato per i modelli a classi latenti. Si può 
notare che l’ipotesi di indipendenza tra gli errori introdotta nel modello classico 
viene, nel modello a classi latenti, sostituita da un’ipotesi di indipendenza 
condizionata. 
Prima che fosse formalizzato attraverso le procedure di stima basate sui 
modelli a classi latenti, un approccio equivalente a questo fu introdotto nel 1980 da 
Hui S.L. e Walter S.D. per un’applicazione in campo epidemiologico sulla validità 
dei test diagnostici e ripreso da Sinclair M.D. e Gastwirth J.L. nel 1996 per 
un’applicazione sull’errore di risposta del tasso di disoccupazione nell’indagine sulle 
Forze di lavoro. 
 
2.5.3 Approccio Bayesiano 
 
In questo tipo di approccio, il valore vero è modellato attraverso la variabile 
Bernoulliana di parametro p, mentre lo stato osservato è rappresentato dalla variabile 
casuale Bernoulliana di parametro q, quest’ultimo funzione di p, efn ed efp, i parametri 
che rappresentano la vera proporzione di individui con la caratteristica, l’errore di 
falso negativo e l’errore di falso positivo [23]. 
Come usuale nei modelli di tipo Bayesiano, la funzione di verosimiglianza 
viene moltiplicata per le distribuzioni a priori, procedendo poi alla normalizzazione. 
In questo modello, sviluppato per la stima dell’errore di risposta, la funzione di 
verosimiglianza è data dalla probabilità di osservare un certo numero di individui con 
la caratteristica, mentre le informazioni a priori sono rappresentate da appropriate 
distribuzioni per gli errori di falso positivo e falso negativo e per la frequenza o 
prevalenza del carattere nella popolazione, p. Mentre per i parametri a priori di falso 
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positivo e falso negativo vengono usate distribuzioni di tipo Beta, per il parametro p 
viene usata una distribuzione uniforme. Questo per l’esigenza di assegnare al 
parametro di maggiore interesse nel nostro modello, p, uno stato non informativo, al 
fine di non condizionare troppo i risultati. La funzione di densità a posteriori che si 
ottiene come risultato è una mistura di funzioni di densità della stessa forma delle a 
priori. Distribuzioni marginali a posteriori per i parametri di interesse p, VSR e RB, 
sono ottenute direttamente campionando dalla funzione di densità a posteriori. 
Questo approccio offre naturalmente il vantaggio di ottenere un’intera 
distribuzione per i parametri di interesse e non una sola stima come con gli altri 
metodi. Però non si può non sottolineare il fatto che la validità del metodo è 
fortemente dipendente dalla qualità delle informazioni a priori sui parametri di falso 
positivo e falso negativo. 
 
2.5.4 Le indagini CATI e la stima dell’errore di risposta 
 
Le indagini telefoniche, supportate dalle nuove metodologie, possono essere 
efficacemente ed efficientemente utilizzate nei problemi di stima della varianza 
semplice di risposta e della distorsione di risposta [22]. 
A tale proposito una prima considerazione riguarda l’uso delle indagini 
telefoniche abbinato alla metodologia di stima basata sui modelli a classi latenti. 
Infatti questo approccio offre un duplice vantaggio: in primo luogo, consente di 
ipotizzare livelli diversi di errore variabile di risposta tra intervista originale e 
reintervista, rilassando il vincolo necessario nell’approccio classico per ottenere 
risultati validi. In secondo luogo, richiede solo una seconda misurazione per stimare 
sia l’errore variabile di risposta (varianza semplice di risposta) che la distorsione di 
risposta. In particolare si sa che: 
 
• qualsiasi sia la tecnica di rilevazione utilizzata per un’indagine, è possibile 
usare reinterviste telefoniche per stimare la varianza semplice di risposta; 
• è sufficiente una reintervista telefonica senza riconciliazione per stimare 
entrambe le componenti dell’errore di risposta: varianza e distorsione. 
 
Per quanto riguarda la distorsione di risposta è anche possibile ottenere stime 
utilizzando l’informazione proveniente dalla riconciliazione durante la reintervista 
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telefonica. Non sembrano esservi evidenze sulla maggiore validità dell’uno o 
dell’altro metodo. Sicuramente vi è il sospetto che la riconciliazione effettuata nel 
corso della reintervista telefonica e, quindi, immediatamente dopo aver posto il 
quesito, potrebbe portare ad una sovrastima della distorsione per i dati relativi alla 
prima occasione di rilevazione ed ad una sottostima per quelli relativi alla 
reintervista. È infatti ragionevole ritenere che vi sia da parte dell’intervistato un certo 
imbarazzo a contraddirsi nell’arco di una stessa intervista e, quindi, che vi sia la 
tendenza a confermare, nell’ambito della riconciliazione, l’informazione appena 
fornita. 
Un aspetto che ha sempre limitato l’uso delle reinterviste per la stima 
dell’errore di risposta è rappresentato dai costi connessi alla conduzione di 
un'indagine di controllo, anche se campionaria. Per questo aspetto l’indagine 
telefonica presenta vantaggi in termini economici e organizzativi, derivanti dalla 
possibilità di centralizzazione della fase di rilevazione. È evidente che, in questo tipo 
di applicazione, si ha a che vedere con indagini di controllo e che quindi la qualità 
della fase di intervista dovrebbe essere particolarmente curata. 
Tra le nuove metodologie va ricordato l’approccio Bayesiano, che senza 
dubbio risulta essere di grande interesse, in quanto consente di stimare l’errore di 
risposta in assenza di una seconda misurazione e quindi senza la necessità di 
condurre una reintervista, purché siano disponibili delle informazioni sull’errore di 
falso positivo e falso negativo. È evidente, però, che la validità di questo metodo 
dipende dalla qualità delle informazioni disponibili a priori sull’errore di falso 
positivo e di falso negativo. 
Per conciliare la necessità di informazioni sulla qualità delle statistiche 
prodotte con l’esigenza di contenere i costi legati alla reintervista, gli Istituti 
Nazionali di Statistica potrebbero investire sulla ricerca di disegni appropriati che 
consentono di ottenere le informazioni sull’errore di falso positivo e di falso negativo 
per un sottoinsieme di variabili importanti rilevate in più indagini, per esempio 
attraverso reinterviste di tipo telefonico. 
L’informazione poi dovrebbe essere sfruttata come dato a priori da utilizzare 
con l’approccio Bayesiano, potendo così stimare l’errore di misura in diverse 
indagini.  
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CAPITOLO 3 
Software per la realizzazione dei sondaggi Web 
 
 
3.1 Premessa 
Mensilmente vengono lanciati migliaia di sondaggi web e milioni di utenti 
partecipano giornalmente a questa specifica interazione uomo-computer.  
Sono disponibili numerosi pacchetti software per questi tipi d’indagini e la 
maggior parte delle agenzie di ricerca incorporano già delle modalità di sondaggi 
web nelle loro regolari offerte ai clienti [24].  
Si tratta di pacchetti che illustrano come creare un questionario, metterlo sul 
web, ricevere le risposte e interpretare i dati ricevuti. Sono dei sistemi intelligenti che 
aiutano a valutare il grado di soddisfazione dei clienti nei confronti di un’attività 
qualsiasi, ponendo le domande nel modo giusto e interpretando le risposte.  
I sondaggi web possono essere condotti in modi diversi: si può inviare un’e-
mail contenente il questionario o un link con la pagina web del questionario, o, in 
alternativa, è possibile chiedere ai visitatori del sito se vogliono partecipare ad un 
sondaggio quando sono già dentro la pagina web. 
Generalmente, la scelta dei visitatori dovrà essere casuale affinché i risultati 
non siano viziati da errore e siano utilizzabili per fare proiezioni. Un aspetto 
fondamentale dei sondaggi via web è il modo in cui il questionario è pubblicato sul 
web e il modo in cui i dati vengono raccolti dal sito e consegnati a coloro che li 
devono analizzare.  
Servizi come Zoomerang e WebSurveyor utilizzano la soluzione più 
semplice, raccolgono, cioè, i dati sui loro server. Invece, altri programmi come 
EZSurvey e Survey Select richiedono che alcune istruzioni software apposite, quali 
ad esempio programmi CGI o Perl, vengano inserite sul server web. Poiché questo 
implica interazioni relativamente complesse fra database, server web, programmi 
CGI ed e-mail, spesso possono insorgere molti problemi.  
Dal momento che basare un nuovo sondaggio su uno già esistente può far 
risparmiare molto tempo, risulta ovvio accordare più credito a quei prodotti che 
offrono la possibilità di raccogliere i sondaggi già effettuati in una libreria di modelli. 
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Nella maggior parte dei casi non esistono limiti, se non il buon senso, al 
numero di domande che si possono porre o al numero di risposte per ciascuna 
domanda. Molti di questi software sono dotati di una libreria di domande che 
consente di risparmiare ulteriore tempo. Cerchiamo di analizzare più da vicino alcuni 
dei tanti prodotti che le aziende hanno a disposizione per svolgere le indagini via 
web. 
 
3.2 Ezsurvey 99 per Internet 
 
Questo software possiede gli strumenti e l’interfaccia migliore per sviluppare 
e gestire le inchieste sul web [24]. La sua ampia varietà di tipi di domande, la sua 
abilità di suddividere gli argomenti e di convalidare i dati compensano ampiamente 
le sue capacità leggermente spartane di analisi e reporting.  
È un programma abbastanza semplice che può essere facilmente usato anche 
dai principianti e offre un numero straordinario di potenti funzioni. Il punto di forza 
del programma non è certamente la formattazione del questionario che, infatti, 
permette solo di cambiare le fonti e i colori.  
Questo programma si distingue da tutti gli altri prodotti di questo tipo grazie 
alla sua maggiore capacità di controllo e convalida dei dati raccolti attraverso i 
questionari. La risposta ad alcune domande può essere resa obbligatoria; è possibile 
controllare la lunghezza delle risposte e stabilire maschere di campo per essere sicuri 
di ottenere risposte opportunamente formattate. I dati numerici possono essere 
organizzati in intervalli predefiniti e le risposte possono avere un valore prestabilito. 
Tra le funzioni di controllo più utili bisogna ricordare il supporto per diversi 
tipi di argomenti e la capacità di saltare da una domanda ad un’altra, il cosiddetto 
branching. Se l’utente dà ad una domanda una certa risposta, il sondaggio può 
procedere con un’altra domanda o pagina, tralasciando qualsiasi domanda irrilevante. 
Se l’utente dà una risposta come “altro”, una diramazione successiva propone una 
finestra di dialogo in cui è possibile rispondere liberamente. 
Inoltre, al momento di pubblicare la propria inchiesta sul web, EZSurvey 
include un servizio per gestire siti multipli e fornisce la sicurezza di una password. 
Mentre la maggior parte delle funzioni di questo programma sono abbastanza 
semplici per i principianti, la configurazione del server può richiedere l’intervento di 
un esperto gestore di siti e di una persona dell’assistenza tecnica.  
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La raccolta dei dati è svolta mediante lo scaricamento automatico dal server 
di un file DBF. L’accesso al database avviene attraverso il foglio elettronico di 
EZSurvey, dove è possibile aggiungere o annotare informazioni. 
 
3.3 Market Sight 2.5 
 
Market Sight 2.5 [24] è un buon programma per i sondaggi di vario genere e 
comprende un supporto per i sondaggi telefonici e “faccia a faccia”.  
La forza di questo software sta nel trattamento dei dati e nella loro analisi, ma 
è sprovvisto delle funzioni di disegno della pagina web e di alcune importanti 
funzioni d’indagine. 
MarketSight crea un sondaggio come una serie di blocchi di domande che 
possono essere modificati, ma fornisce una limitata flessibilità per il layout del 
sondaggio nel suo complesso. All’interno di un blocco di domande, le risposte, che 
in questo caso vengono chiamate variabili, sono collegate a variabili di dati. L’uso di 
queste variabili nel corso di tutto il sondaggio, e soprattutto durante i calcoli, dà a 
tale programma uno degli approcci analitici più potenti tra gli altri software del 
genere, sebbene ciò rallenti il processo di apprendimento.  
Mette a disposizione degli utenti una libreria di domande ben organizzata a 
cui è possibile aggiungere le proprie domande. È anche possibile selezionare un tipo 
di domanda e creare una domanda a partire da zero.  
A differenza di EZSurvey, MarketSight non prevede l’esistenza di campi 
obbligatori o il salto automatico da una domanda ad un’altra.  
Per predisporre un’inchiesta sul web, MarketSight richiede l’installazione di 
Perl4 o di una versione successiva che dovrebbe essere fatta da un gestore di siti o da 
un tecnico di un fornitore di servizi Internet.  
Usando questo insieme di comandi software, MarketSight raccoglie i dati del 
sondaggio in un file di testo ASCII sul server. Per creare dei database per sondaggi 
sui loro desktop, gli utenti possono creare un nuovo file di vocabolario di dati che 
corrisponda ad ogni file di testo. Questo non è un lavoro difficile per chiunque abbia 
esperienza nella gestione di database, ma è un compito molto arduo per coloro che 
non ne hanno.  
Una volta che i dati del sondaggio sono disponibili possono essere modificati 
nella finestra Data Window. L’analisi viene effettuata in tabelle di dati , una sorta di 
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foglio elettronico che usa le variabili di MarketSight per eseguire un’ampia gamma 
di calcoli e funzioni statistiche. Nelle mani degli utenti esperti, questo è un modo 
ottimale per analizzare le informazioni che sono state raccolte.  
MarketSight fornisce anche funzioni automatizzate per aiutare i principianti 
ad effettuare le analisi più comuni.  
Sebbene le sue capacità analitiche e di creazione di grafici siano eccellenti, 
MarketSight è sprovvisto di troppe di quelle funzionalità fornite da altri software, 
tanto da non renderlo una buona scelta per effettuare sondaggi via web. 
 
3.4 Survey Select 2.1 
 
Survey Select [24], come MarketSight, originariamente non era un 
programma per condurre sondaggi via web. Era concepito per creare sondaggi 
tramite dischetto floppy, posta elettronica e tramite questionari stampati su carta; il 
modulo e-mail/web è stata un’aggiunta successiva.  
Anche in questo caso i sondaggi basati sul web possono essere difficili da 
condurre, soprattutto se ci si avvale di un server web basato su Windows NT. Inoltre 
Survey Select è uno dei prodotti più costosi in questo campo ma di sicuro non è il più 
potente. Ad esempio EZSurvey può creare, quasi a metà prezzo, sondaggi molto più 
sofisticati.  
Survey Select non è il prodotto più facile da usare. Possiede un’interfaccia 
non standard; i comandi sono una serie di bottoni dall’aspetto insolito “ammassati” 
verticalmente nella finestra principale. Bisogna cliccare su questi bottoni per passare 
da una schermata all’altra e su ogni schermata i comandi cambiano.  
Per giungere alla sezione web del programma, occorre passare attraverso tre 
schermate. Per tornare alla parte di progettazione, occorre indietreggiare cliccando 
ripetutamente sul bottone “Schermate Precedenti”. La parte dedicata all’analisi è 
particolarmente difficile da usare perché bisogna continuare a muoversi avanti e 
indietro tra le schermate e inoltre tutta questa fatica non fa guadagnare neanche 
maggiore potenza.  
Fra gli aspetti positivi del prodotto, bisogna sicuramente ricordare che Survey 
Select propone una libreria di più di 800 domande suddivise in 30 categorie ed è 
anche possibile aggiungerne altre. Ogni domanda di un sondaggio è classificata in 
base all’argomento, funzionalità questa che risulta utile nella fase di analisi. È 
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possibile analizzare separatamente le domande riguardanti ogni argomento e si può 
usare l’azione “Demografic Topic” per creare sottogruppi da analizzare. 
 
3.5 Survey Solutions per il Web 2.0 di Perseus 
 
Questo software presenta un equilibrio eccezionale tra facilità d’uso e 
funzioni più avanzate [24]. Offre tutte le funzionalità base in modo semplice. Quasi 
tutto il processo di creazione del sondaggio è trattato in un ambiente di elaborazione 
testi. L’approccio segue attentamente l’orientamento di Microsoft Office per quanto 
concerne l’aspetto esteriore e la logica interna, il che dovrebbe essere d’aiuto a molti 
utenti e rende Survey Solutions più moderno di altri programmi.  
Un sondaggio può essere sviluppato usando la funzione “Question Wizard”, 
che guida attraverso tutti i passi necessari alla creazione delle domande e delle 
risposte, o impiegando la libreria di domande straordinariamente ben fornita e la 
libreria di scale di valori.  
A questo software mancano la varietà di tipi di domande e la funzionalità 
avanzata di convalida dell’introduzione di risposte che abbiamo evidenziato in 
EZSurvey, ma gli elementi di base sono trattati in maniera esaustiva.  
Possiamo senza dubbio dire che, in termini di layout, Survey Solutions è uno 
dei migliori programmi per la creazione di sondaggi che sembrano essere stati 
progettati per il web.  
Come avviene con EZSurvey, il server di Survey Solutions è usato per 
trasmettere i risultati del sondaggio. Tale trasmissione si basa su un sistema di posta 
elettronica ben sviluppato, che può essere usato per condurre i sondaggi via posta 
elettronica. Sebbene possa sembrare una cosa insolita, è carina l’idea che Survey 
Solutions non costruisca il suo database per i sondaggi finché non  si ottengono i 
primi risultati. Il programma confronta i valori dei risultati con il modulo che è stato 
creato e genera automaticamente la tabella del database. Questo aspetto rende 
l’utilizzo del software abbastanza semplice anche per i principianti.  
Concludendo, quindi, possiamo dire che Survey Solutions possiede una 
buona interfaccia utente, buone funzioni web, capacità grafiche eccellenti e funzioni 
di reporting superiori alla media. Quindi è sicuramente un prodotto di straordinario 
valore. 
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3.6 Web Surveyor 2.0 
 
Questo programma combina un software gratuito per la creazione e l’analisi 
di sondaggi con un servizio Internet dal costo moderato per la pubblicazione del 
questionario e la raccolta di dati [24].  
I suoi punti di forza sono il design intuitivo e la facilità d’uso. Il suo punto 
debole, invece, risiede nella progettazione del sondaggio stesso. Gli stili di domanda 
sono limitati e non è possibile controllare le risposte. Se le domande che bisogna 
porre non sono troppo complesse e se si è preparati a trattare occasionalmente dati 
scorretti, WebSurveyor è sicuramente una buona scelta. 
 
3.7 Zoomerang 
 
Zoomerang [24] è un servizio on line appena lanciato per creare e gestire 
sondaggi. Tra i software di cui abbiamo parlato fino ad ora, Zoomerang è l’unico ad 
essere interamente basato sul web.  
Con questo programma è possibile creare un sondaggio in pochi minuti e 
vedere i risultati cliccando semplicemente un pulsante, però c’è anche una lunga lista 
di cose che non si possono fare.  
Non è possibile impedire agli utenti di rispondere più di una volta; non si 
possono convalidare i dati né esigere che le domande abbiano una risposta. Non si 
possono aggiungere immagini o impostare operazioni di “branching”, cioè saltare da 
una domanda all’altra; trasmettere dati o eseguire qualsiasi tipo di analisi all’infuori 
dell’analisi di frequenza dei dati e non è possibile esportare questi ultimi per 
analizzarli con un altro software.  
Ogni sondaggio appare poi sul sito web dell’azienda e un messaggio via e-
mail con l’Url del sondaggio viene inviato agli utenti che sono obiettivo del 
medesimo. Una volta che il sondaggio è lanciato, non può essere cambiato.  
Gli utenti obiettivo possono essere scelti creando e gestendo liste di e-mail sul 
sito oppure usando il “panel” di Zoomerang contenente interlocutori volontari. A 
questi ultimi viene inviato un messaggio di posta elettronica comprendente una lunga 
avvertenza di Zoomerang scritta con un tono che potrebbe anche non piacere. Dopo 
aver completato il sondaggio, gli interlocutori vedono un annuncio che li invita a 
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sottoscrivere Zoomerang diventando membri del campione analizzato o creatori di 
sondaggi. Le risposte sono accettate fino a quando si chiude il sondaggio.  
Una volta che il pulsante Close è stato premuto, non è più possibile accedere 
al modulo del sondaggio per la consultazione o l’impiego in altri sondaggi.  
Questo software è molto facile da usare ma le sue limitazioni non lo rendono 
ottimale per coloro che vogliono tentare di condurre un sondaggio anche di modesta 
complessità. 
 
3.8 WebResearch 
 
WebResearch [25] è un software che permette di creare e gestire questionari 
on line in totale autonomia, senza cioè dover disporre di competenze specifiche in 
linguaggi di programmazione. 
Con questo software è possibile: 
 
• creare questionari scegliendo la veste grafica, il titolo, sottotitolo e le 
informazioni addizionali; 
• creare un numero illimitato di amministratori e assegnare loro la gestione di 
diversi questionari; 
• inserire un numero illimitato di domande per ciascun questionario. Esistono 
numerose opzioni relative ai vari tipi di domande e alle modalità di 
presentazione della domanda; 
• ordinare, modificare e cancellare le domande inserite; 
• vedere un’anteprima del questionario; 
• pubblicarlo direttamente sul web; 
• vedere i risultati del questionario; 
• produrre alcune analisi preliminari sui risultati della rilevazione: il software 
produce automaticamente delle statistiche (somme e medie); 
• esportare i dati in un formato (*.CSV) compatibile con i fogli elettronici e i 
software per l’elaborazione statistica dei dati. 
 
Per facilitare l’uso di WebResearch è stato creato un pannello di gestione 
personalizzato, sia nella grafica che nei contenuti, suddiviso nelle seguenti aree 
operative: 
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gestione questionario  
In questa sezione è possibile creare, modificare, duplicare e testare un 
questionario. Cambiandone lo status si passa alla fase di test o all’attivazione per la 
pubblicazione on line. Inoltre è possibile decidere se l’accesso al questionario dovrà 
essere pubblico o privato. Nel caso sia pubblico, chiunque potenzialmente potrà 
compilare il questionario; nel caso sia privato, l’accesso sarà riservato ai soli 
intervistati autorizzati e individuati nella sezione gestione degli account dei 
rispondenti. 
 
gestione utenti 
In questa sezione è possibile cambiare la propria password di accesso a 
WebResearch, aggiungere un nuovo utente o modificare le caratteristiche di uno già 
esistente. Inoltre si possono creare gli account, con username e password, dei 
rispondenti che possono accedere a un questionario privato e aggiungere nuovi 
gruppi di lavoro. 
 
analisi dei dati 
In questa sezione è possibile visualizzare le analisi dei dati, sia monovariate 
che bivariate, prodotte automaticamente da WebResearch, nonché verificare la 
congruenza delle informazioni immesse da un singolo intervistato. Inoltre, si può 
ottenere un data list delle variabili utilizzate nel questionario ed esportare una copia 
dei dati raccolti nel formato “*.csv3”.  
 
guide e licenze 
L’ultima sezione contiene le guide d’uso del software e le licenze per il suo 
utilizzo. 
 
Per la fase di creazione delle domande è stata implementata, nella maschera 
di inserimento, una barra di formattazione analoga a quella di Microsoft Word, allo 
scopo di consentire agli utenti inesperti di formattare il testo senza conoscere i tag 
html. Con la barra di formattazione, inoltre, è possibile inserire link ad altri URL, 
tabelle, immagini, suoni, sfondi e linee. 
                                               
3
 Il formato *.csv è compatibile con i fogli elettronici e i software per l’elaborazione statistica dei dati 
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Con WebResearch si possono operare alcune scelte che si potrebbero definire 
di “pragmatica della somministrazione”, relative a come presentare e rappresentare il 
questionario in modo da minimizzare i problemi legati all’assenza del rilevatore nella 
fase di raccolta dei dati. Attraverso un’apposita maschera è possibile scrivere il 
sottotitolo e le informazioni aggiuntive che compariranno all’inizio del questionario. 
Queste informazioni sono estremamente importanti per spiegare chi sta conducendo 
la rilevazione e per quali motivi; condividere gli obiettivi della ricerca con il 
rispondente e ribadire la garanzia di anonimato. 
Il software WebResearch permette la creazione di domande condizionate, 
ovvero offre la possibilità di indirizzare l’intervistato verso un gruppo di item 
anziché un altro, a seconda delle risposte che sceglie durante la compilazione del 
questionario. 
Una volta terminata la fase di creazione del questionario viene assegnata 
l’URL necessaria per la sua pubblicazione. Per pubblicare immediatamente il 
questionario on line bisogna prima attivarlo e poi digitare nel proprio browser 
l’indirizzo assegnato in automatico dal software. 
A partire dall’attivazione del questionario, in ogni momento i dati raccolti 
possono essere esportati in un formato molto comune, “*.csv”, che è compatibile e 
facilmente importabile in qualsiasi software, da Excel a SPSS (Statistical Package for 
Social Sciences). In questo ultimo caso lo svantaggio è che bisogna creare la 
maschera di SPSS una volta importati i dati, ma tale operazione diventa molto 
semplice poiché WebResearch fornisce in automatico il data list delle variabili 
utilizzate. Le informazioni raccolte possono quindi essere elaborate e analizzate con 
il programma di elaborazione statistica scelto. 
Oltre che attraverso l’esportazione dei dati e il loro trattamento con 
programmi dedicati, con WebResearch è possibile avere in tempo reale una 
rappresentazione delle distribuzioni di frequenza delle variabili contenute nel 
questionario. Infatti, il software permette di operare una prima analisi monovariata e 
l’incrocio dei dati di due variabili. 
Attraverso l’analisi monovariata è possibile: 
 
• consentire il cleaning dei dati. Una volta acquisita la matrice dati è possibile 
riscontrare degli errori all’interno delle distribuzioni che possono essere 
causati da sviste nell’acquisizione dei dati, da valori non congrui o missing. 
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• segnalare anomalie nelle distribuzioni. La presenza di valori anomali o troppo 
dispersi deve far riflettere il ricercatore sulla necessità di procedere a 
un’aggregazione dei dati raccolti, allo scopo di poter leggere il fenomeno 
nella sua interezza. 
• suggerire le direzioni d’analisi. Questa prima valutazione critica del lavoro 
può offrire delle indicazioni estremamente utili per le successive analisi che si 
vogliono realizzare. Infatti, l’evidenza empirica può mettere in luce fenomeni 
e ipotesi di lettura su cui non si era precedentemente riflettuto.  
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CAPITOLO 4 
Professional Quest 2005 
 
 
Premessa 
 
Il software che utilizzeremo per la costruzione della nostra indagine è un 
prodotto nuovo su cui non è disponibile una grande letteratura: PROFESSIONAL 
QUEST 2005 [26]. 
Professional Quest è un’applicazione molto potente che può essere utilizzata 
in ogni fase dello sviluppo di un questionario o di un sondaggio, cioè durante tutto il 
“Ciclo di vita” del questionario le cui fasi principali sono descritte in figura 4.1. 
Questo programma permette di creare dei questionari  e di eseguire sondaggi per 
diversi scopi.  
Professional Quest semplifica la struttura del questionario grazie ad un 
designer visuale, a librerie di domande, ai vari temi e stili che mette a disposizione e 
grazie alla possibilità di avere un’anteprima del questionario.  
La distribuzione può avvenire tramite la rete, via posta elettronica o, anche, 
attraverso un questionario cartaceo. Le risposte sono automaticamente caricate dalle 
diverse fonti, ad esempio direttamente dal sistema di posta elettronica, e le statistiche 
del questionario possono essere mostrate usando i potenti grafici di Professional 
Quest e i suoi strumenti di reporting. 
Questo software consiste di due applicazioni: “Professional Quest Designer” 
e “Professional Quest Project Manager”.  
Prima di utilizzare questo pacchetto bisogna, però, condurre un’analisi 
dettagliata per capire che cosa si vuole realmente ottenere dal sondaggio, 
praticamente bisogna effettuare un’analisi dei risultati richiesti (“Analysis of 
Required Business Outcomes”). Una volta completata questa prima fase si può 
passare alla creazione vera e propria del questionario e alla scelta dello stile da 
adottare attraverso il primo modulo del programma. Invece, le fasi successive e cioè 
la distribuzione del questionario all’utenza, la raccolta e l’analisi dei risultati e la 
produzione degli output vengono gestite attraverso il modulo Professional Quest 
Project Manager. 
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Fig 4.1 – Ciclo di vita di un questionario  
 
4.2 Vantaggi dell’uso di Professional Quest 
 
La creazione di questionari, soprattutto di questionari Web, può essere un 
compito che richiede molto tempo soprattutto a causa della necessità di dover usare 
diverse applicazioni, come un pacchetto web-design, strumenti di database e di 
reporting. Inoltre, la creazione di questionari che usano dei programmi generici 
potrebbe richiedere delle forti conoscenze tecniche. 
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Professional Quest riunisce le funzionalità di queste applicazioni in un 
singolo programma che si focalizza su di un unico obiettivo: l’efficiente ed effettivo 
sviluppo dei questionari. 
I benefici chiave del software sono: 
 
• lo sviluppo del questionario è efficiente: si possono evitare le ripetizioni 
attraverso l’uso di modelli, librerie di domande, ecc; 
• si possono creare questionari web senza possedere alcuna conoscenza di 
HTML; 
• tutte le analisi richieste e le funzionalità di reporting sono disponibili “out-of-
the-box”; 
• le diverse funzionalità possono essere aggiunte facilmente al questionario con 
il minimo sforzo.  
 
4.3 Professional Quest Designer 
 
Professional Quest Designer [26] è un’applicazione utilizzata soprattutto per 
creare il contenuto e scegliere il “look” del questionario. Creare un questionario con 
questo programma è veramente molto semplice, grazie alla sua interfaccia 
abbastanza intuitiva e alla grande quantità di sondaggi già svolti che questo software 
offre come esempi nella sua guida. 
Professional Quest Designer può essere usato per progettare sia questionari in 
HTML sia questionari in altri formati. Il formato dipenderà dal metodo di 
distribuzione scelto, in ogni caso è preferibile una versione basata sul Web, in quanto 
facilita la distribuzione e garantisce una migliore qualità di raccolta ed analisi dei 
dati. 
In generale, un questionario può essere visto come insieme di domande aventi 
lo scopo di raccogliere dati utili per poter eseguire una determinata ricerca. 
Alternativamente, potrebbe essere visto come una lista formale per la raccolta di 
informazioni dagli intervistati. 
In Professional Quest, un questionario rappresenta il livello superiore “nella 
struttura gerarchica del questionario”. Un questionario standard può essere 
composto da varie pagine, da gruppi di domanda, da griglie di domanda e da 
semplici quesiti, come mostra la figura 4.2. 
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Fig 4.2 – Componenti di un questionario 
 
Le pagine di un questionario possono essere pensate come le pagine di un 
libro, un intervistato vedrà solo una pagina per volta. Possono essere usate insieme 
con il controllo di flusso (flow control) in modo che un rispondente veda soltanto un 
sottoinsieme di domande a lui riferito. Per esempio, nel questionario che misura il 
grado di soddisfazione degli impiegati di ABC è presente un quesito con il quale si 
chiede all’intervistato se fa parte del reparto amministrativo, e solo a coloro che 
rispondono in maniera negativa viene chiesto di valutare le prestazioni di tale 
reparto.  
Le pagine sono visibili in Structure Window di Professional Quest Designer 
come il primo livello della struttura ad albero mostrata in figura 4.3.  
 
Fig 4.3 – Structure window di Professional Quest Designer 
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Quando un intervistato termina la compilazione di una pagina può passare 
alla successiva semplicemente cliccando sui pulsanti posti nella parte inferiore della 
pagina, come mostrato in figura 4.4.  
 
 
Fig 4.4 – Esempio di una pagina del questionario 
 
I gruppi di domanda forniscono i mezzi per raggruppare le domande relative 
ad un determinato argomento sotto una singola intestazione. È preferibile usare 
gruppi di domanda nel questionario in quanto possono migliorarne la struttura: 
 
• aggiungendo dei titoli ai gruppi per distinguere fra le domande relative alle 
differenti aree; 
• aggiungendo del testo di aiuto per un determinato gruppo di domande; 
• mettendo a disposizione diversi stili per ogni gruppo di domande. 
 
Un esempio è illustrato in figura 4.5. 
 
 
Fig 4.5 – Esempio di gruppo di domanda 
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Le griglie di domanda compaiono come “una griglia” sul questionario, con 
ogni domanda che compare come una nuova “fila” nella griglia ed ogni valore 
possibile che compare come “colonna”. 
Queste griglie sono un “superset” di gruppi di domande, hanno tutte le stesse 
caratteristiche, insieme ad alcune caratteristiche supplementari (per esempio la 
capacità di definire i valori adatti all'interno della griglia). Un esempio è illustrato in 
figura 4.6. 
 
Fig 4.6 – Esempio di griglia di domande 
 
I quesiti sono le parti fondamentali del questionario. Contengono tutte le 
informazioni necessarie per mostrare una domanda su un questionario e per accettare 
le risposte valide alla domanda. Queste informazioni includono il titolo della 
domanda, il testo della domanda e le informazioni di formattazione.  Le informazioni 
richieste per ogni domanda dipendono dal tipo di quesito da porre.  Un esempio base 
di una domanda è indicato in figura 4.7. 
 
 
Fig 4.7 – Esempio di quesito 
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Dall’esempio in figura si può notare che non è presente un’intestazione sopra 
la domanda in quanto non è parte di un gruppo di domanda. È mostrata 
semplicemente subito dopo una griglia di domanda.   
Con Professional Quest 2005 possono essere usati quattro tipi principali di 
domande: testo, data, numerico, range di valori. 
Una volta specificato il tipo di domanda, sono messe a disposizione 
dell’utente varie opzioni di formattazione specifiche per quel tipo di domanda. 
L’applicazione Professional Quest Designer include le seguenti funzionalità: 
 
• vasta gamma di tipi di domande. Fornisce tutti i tipi di domande di cui, 
probabilmente, si ha maggiormente bisogno in un’indagine o questionario; 
• aumento di produttività. La gamma di valori, la libreria di domande e i 
modelli di questionari che questa applicazione mette a disposizione permette 
di creare dei nuovi sondaggi in maniera molto più rapida e semplice; 
• formattazione flessibile. La “forma” del questionario può essere regolata o 
cambiata in qualsiasi momento della fase di progettazione e la possibilità di 
avere in ogni momento un’anteprima del lavoro effettuato permette di 
verificare immediatamente l’effetto dei cambiamenti; 
• caratteristiche avanzate. Le pagine del questionario possono essere usate per 
generare dei flussi nel questionario simili a quello indicato in figura 4.8. 
 
Fig 4.8 – Esempio di controllo del flusso in un questionario 
 
Professional Quest Designer ha due finestre principali: Structure Window e 
Property Sheet Window. La prima contiene tutte le informazioni circa la struttura del 
questionario. La seconda mostra le proprietà dell’oggetto, o per meglio dire del 
quesito, selezionato in Structure Window. In figura 4.9 è illustrato un esempio del 
contenuto delle due finestre. 
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Fig 4.9 – Structure Window e Property Sheet Window 
 
In questa applicazione viene spesso usata anche una terza finestra chiamata 
Layout Window, cui si può accedere in ogni momento cliccando sul pulsante Layout 
sulla barra degli strumenti e che permette di muoversi fra le varie pagine del 
questionario. 
 
4.4 Professional Quest Project Manager 
 
L'applicazione Professional Quest Project Manager [26] permette di creare un 
progetto del questionario e poi di controllare tutti i suoi aspetti, compresa la 
distribuzione del questionario, la segnalazione e l’analisi dei risultati. 
Ogni progetto è creato utilizzando la struttura di un questionario 
precedentemente creato con l’applicazione Professional Quest Designer. 
Tutti i progetti sono generati con un database Access, o, se disponibile, 
attraverso SQL Server.  
L'edizione standard di Access [27] di Professional Quest è sufficiente per 
molta gente che deve creare dei sondaggi. La creazione di indagini con l’uso di 
Access ha i seguenti vantaggi: 
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• costi bassi e semplicità. Non è necessario alcun software supplementare. 
Mentre quando si utilizza SQL Server è necessario acquistare la licenza per 
usare il suo modulo, oltre a dover comprare il modulo SQL Server per 
Professional Quest; 
• maggiore portabilità. Un progetto creato usando Access ha tutto, database 
compreso, immagazzinato in una singola directory. 
 
Una delle fasi più importanti in tutto il ciclo di vita di un questionario è quella 
che riguarda la sua distribuzione. Questa può anche essere una delle fasi più 
confusionarie e incerte, ma ciò viene minimizzato da Professional Quest grazie alle 
seguenti caratteristiche [26]: 
 
• tutti i metodi di distribuzione disponibili sono facilmente accessibili da un 
singolo menù; 
• le combinazioni dei metodi di distribuzione possono essere usate per 
accertarsi che ogni metodo di distribuzione sia abbinato all’hardware di un 
particolare rispondente e al suo livello di conoscenza; 
• le caratteristiche avanzate rendono semplice l’identificazione di quei 
rispondenti che non hanno risposto al questionario. La mancanza di risposta 
potrebbe essere indicativa di un’incapacità di ricevere il questionario con il 
metodo di distribuzione scelto. Per questi rispondenti, quindi, si rende 
necessario un metodo di distribuzione alternativo. 
 
Prima di decidere quale metodo utilizzare, è importante capire come ciascuno di 
essi funziona e considerare i pro ed il contro.   
 
Indagini Web Microsoft-based.  Uno dei vantaggi di questo metodo è la 
capacità di raccogliere le risposte sul proprio web server senza alcuna necessità di 
accedere al sito Dipolar.  
Questo metodo presenta molti altri vantaggi: le indagini presentano un “look” 
professionale; presenta tutti i benefici di formattazione e disposizione delle indagini 
in HTML, compreso le convalide, il controllo di flusso e la possibilità di poter 
progettare un questionario con più pagine; è relativamente facile da configurare. 
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L'unico inconveniente di questo tipo di indagini è che non possono essere 
usate su UNIX o su Linux.  Deve essere fatto girare sui server Web Microsoft 
Windows® NT/2000/2003. 
 
Indagini Web Linux-based. Anche in questo caso le risposte possono essere 
raccolte sul proprio web server senza alcuna necessità di accedere al sito Dipolar. Le 
risposte vengono trasmesse ad un indirizzo e-mail  piuttosto che immagazzinate sul 
web server, comunque gli scripting CGI non hanno così tante opzioni di adattamento 
come le indagini Web Microsoft-based.  
Per esempio, una pagina ASP ha a disposizione alcune caratteristiche 
avanzate compreso la possibilità di progettare un questionario con più pagine ed il 
controllo di flusso e permette di adattare la maggior parte dei messaggi interattivi che 
sono visualizzati quando un questionario è convalidato e presentato. Gli scripting 
CGI  non supportano queste caratteristiche. 
Questo tipo di indagini presentano i seguenti vantaggi: le indagini presentano 
un look professionale; presenta molti dei benefici di un sondaggio in HTML, inclusa 
la validazione; può essere usato su server Web Unix e Linux. 
D’altra parte, però, sono disponibili solo alcune caratteristiche di HTML. I 
questionari che contengono più pagine o che usano il controllo di flusso non possono 
essere generati usando questo metodo.   
 
Computer Kiosks. I questionari computer-based sono inseriti direttamente su 
un computer con un piccolo programma data-entry, a differenza di ciò che accade 
con gli altri metodi visti fino ad ora. In questo caso, infatti, non è richiesto né un 
browser Web né l’accesso ad Internet. Il programma gira localmente ed i dati sono 
memorizzati localmente.  
Un computer kiosk permette di distribuire il questionario su una rete di 
computer. Si può creare un kiosk sulla propria rete, o creare un dischetto di 
installazione kiosk attraverso cui successivamente installare il kiosk su un’altra rete. 
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Fig. 4.10 – Metodo di distribuzione Computer Kiosk 
 
Con questo metodo possono rispondere al questionario gli utenti della rete o i 
rispondenti a distanza senza la necessità di avere una copia di Professional Quest 
installata sul proprio PC. Inoltre sono disponibili tutte le caratteristiche più 
importanti di un questionario, incluso la presenza di più pagine e il controllo del 
flusso. Il kiosk di risposte può essere usato per diverse applicazioni. Per esempio, un 
kiosk di risposta potrebbe essere usato in un’aula per raccogliere delle valutazioni 
sugli insegnanti e sul corso.  
Però, è anche vero che un kiosk non è una soluzione pratica quando ogni 
rispondente è in una posizione differente.  Il kiosk deve anche essere fatto girare su 
computer IBM compatibili (mentre un browser che gira su ogni calcolatore può 
essere usato per rispondere ad un'indagine basata sul web). 
 
Sondaggi Web base. Un’indagine Web può essere disposta dovunque su 
Internet (inclusi i siti liberi della homepage) anche se non presenta una capacità di 
elaborazione sul sito ospite. Il processo d’indagine che usa questo metodo di 
distribuzione è il seguente: 
 
Fig 4.11 – Processo di un’indagine Web base 
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Questa forma del questionario è creata in HTML base. Tutte le elaborazioni 
sono gestite automaticamente dal sito Web Dipolar. Le risposte sono ricevute 
attraverso la posta elettronica agli indirizzi e-mail installati durante il processo di 
creazione. Nessuna messa a punto è richiesta sul sito Web ospite.  
Quindi, con questo metodo è possibile creare delle indagini basate sul Web 
che funzioneranno la prima volta con la messa a punto zero poiché tutta 
l’elaborazione delle risposte è maneggiata automaticamente dal sito Web Dipolar. 
Inoltre, è possibile copiare semplicemente i file sul proprio sito Web. Altri vantaggi 
delle indagini distribuite con questo metodo sono: indagini con un look 
professionale; benefici dei sondaggi in HTML, inclusa la validazione; disponibile in 
tutte le versioni di Professional Quest. 
È anche vero, però, che sono disponibili solo alcune caratteristiche di HTML. 
I questionari che contengono più pagine o che usano il controllo di flusso non 
possono essere trasmessi usando questo metodo, infatti questo metodo è utile solo 
per quelle indagini composte da un’unica pagina. Inoltre un rispondente deve essere 
collegato al Internet per partecipare all’indagine. 
 
Sondaggi email text-based. I sondaggi text-based possono essere trasmessi 
usando tutti i sistemi di posta elettronica standard. Questo perché il questionario 
viene trasmesso come del testo e, quindi, si comporta in maniera analoga a 
qualunque altra parte di testo trasmessa via e-mail. Questo metodo di distribuzione è 
rapido e facile, ma difetta delle caratteristiche di disposizione e di funzionalità di altri 
metodi di distribuzione. 
I sondaggi e-mail text-based sono formati semplicemente da testo e quindi 
non sono “graziosi”.  
Non sono adatti a grandi indagini, a causa della mancanza di struttura e di 
formattazione. È improbabile che i rispondenti si preoccupino di rispondere a delle 
indagini lunghe ed è più probabile che rispondano in maniera errata.  Se i dati sono 
digitati in modo errato, o viene compilata solo una parte dell'indagine, i dati non 
potranno essere importati.  
Il controllo di flusso e le convalide non possono essere usati. È necessaria la 
numerazione delle domanda ed essa deve essere unica, quindi queste indagini non 
sono adatte per questionari in cui non si vogliono numerare le domande. 
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Questionario Printed Paper. La spedizione del questionario e la raccolta 
delle risposte è simile ad un normale questionario scritto. Questi tipi di questionari 
sono facili da installare e non richiedono all’intervistato di essere connesso ad 
Internet o di avere un indirizzo e-mail, non è necessario che disponga neanche di un 
computer. 
Le forme di carta devono essere stampate manualmente e trasportate. I dati 
devono essere decifrati una volta che le risposte sono ricevute. Il controllo del flusso 
e le convalide non possono essere usati. Questo metodo di distribuzione è obsoleto, 
infatti non presenta molti dei benefici tipici di un pacchetto software. 
 
A volte è molto difficile determinare quale sia il metodo di distribuzione più 
adatto per un determinato questionario o per un’indagine particolare. Bisogna 
prendere in considerazione molti elementi prima di poter effettuare la scelta migliore. 
In alcune occasioni si potrebbe desiderare di distribuire un'indagine su scala 
relativamente ridotta molto rapidamente e con il minimo “trambusto”. Per questo 
tipo di indagine può essere usata una forma di questionario base con domande 
standard (ad esempio con un’unica pagina, senza gruppi di domanda o sotto-
domande). In questa situazione il metodo di distribuzione più adatto sarebbe un 
questionario via posta elettronica text-based.  
Non ci sarebbe bisogno di formattare o usare una forma di questionario HTML e si 
potrebbe preparare l’indagine, trasmettere il questionario ai rispondenti e ricevere le 
risposte sul proprio computer. Ogni fase richiederebbe solo pochi minuti. Gli 
intervistati potrebbero partecipare al questionario semplicemente rispondendo al 
messaggio ricevuto attraverso la posta elettronica. La brevità e la semplicità del 
questionario rende le limitazioni di questo metodo alquanto irrilevanti. 
Se, invece, si ha a che fare con delle indagini più grandi, le pagine del 
questionario, il controllo di flusso e la formattazione del questionario cominciamo ad 
assumere una certa importanza.  
Data la maggiore lunghezza dell’indagine, è necessario che le domande poste 
siano di un certo interesse e che lo stile del questionario sia più curato in modo che 
l’intervistato si annoi meno facilmente. Per questo tipo di indagine potrebbe essere 
più adatto il metodo di distribuzione Microsoft-based, o Linux-based, anche se 
quest’ultimo pone delle restrizioni sul numero di pagine e sul controllo di flusso.  
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Un’altra possibilità permette di mettersi in contatto con i rispondenti usando 
un sistema standard di posta elettronica, includendo nell’e-mail un link al sito web su 
cui si trova il sondaggio. In questo modo si è sicuri che al questionario risponderanno 
solo coloro che si ritiene siano importanti per l’esito del sondaggio.  
Se è stata sviluppata un’indagine Web Microsoft-based, è possibile creare un 
Web Administration Portal. Questo portale fornisce delle caratteristiche avanzate 
quali la capacità di aggiungere, pubblicare, cancellare e vedere le risposte on line in 
tempo reale. 
 
Professional Quest può essere utilizzato anche per inviare email per invitare 
la gente a partecipare al sondaggio. Queste email dovrebbero essere inviate via 
SMTP, in quanto è un metodo molto più rapido di altri. 
L’SMTP (Simple Main Transfer Protocol) [28] è il nucleo della posta 
elettronica in Internet. Questo protocollo trasferisce messaggi da un server di posta 
del mittente a quello del destinatario. Praticamente, una volta stabilita la 
connessione, il client e il server eseguono alcuni handshake sullo strato di 
applicazione durante i quali l’SMTP client indica l’indirizzo e-mail del mittente e 
l’indirizzo e-mail del destinatario. Una volta effettuata questa presentazione il client 
spedisce il messaggio. L’SMTP può contare sul servizio di trasferimento affidabile 
dei dati per ottenere il messaggio al server senza errori. Una volta che il client non ha 
più messaggi da spedire, la connessione viene chiusa. 
 
 
Fig 4.12 – Funzionamento dell’SMTP 
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Per il trasferimento dei dati da un host all’altro si può usare anche il 
protocollo HTTP [28]. Mentre l’SMTP trasferisce i file, cioè i messaggi e-mail, da 
un server di posta ad un altro, il protocollo HTTP trasferisce file da un Web server a 
un Web client.  
Inoltre HTTP è un protocollo pull, cioè qualcuno carica le informazioni su un 
server Web e gli utenti usano HTTP per estrarre informazioni dal server a loro 
piacimento. Invece, SMTP è un protocollo push, vale a dire che il server di posta che 
spedisce spinge i file verso quello destinatario.  
Un’altra importante differenza fra i due tipi di protocollo è che l’SMTP 
richiede che ciascun messaggio sia in formato ASCII a sette bit. Se il messaggio 
contiene caratteri che non sono ASCII a sette bit o contiene dati binari, allora deve 
essere codificato in ASCII a sette bit, HTTP, invece, non ha questa restrizione. 
 
Cliccando sul pulsante “Settings” si “entra” nelle impostazioni di SMTP. 
L’amministratore IT dovrebbe essere in grado di fornire i dettagli circa le 
impostazioni SMTP da usare [26]. 
 
 
Fig 4.13 – Invio di un'email di invito a partecipare al sondaggio 
 
Quando iniziamo ad usare Professional Quest ci dobbiamo porre due 
domande principali: 
 
• come vogliamo pubblicare i file creati sul nostro server Web? 
• gli intervistati di solito devono registrarsi al questionario creato? 
 
Esistono tre metodi di pubblicazione. Il metodo più appropriato dipenderà da 
dove si trova il Web server e da quale tipo di accesso abbiamo al server.  
 
• Nessuno. Se intendiamo trasferire i file di distribuzione manualmente al Web 
server, possiamo imporre che Professional Quest non pubblichi i file.  
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• FTP (File Transfer Protocol) [28]. È un protocollo dello strato di 
applicazione utilizzato per il trasferimento dei file. In una tipica sessione 
FTP, l’utente è seduto di fronte a un host, l’host locale, e vuole trasferire file 
a o da un host remoto. Per poter accedere all’account remoto, l’utente deve 
fornire l’identificazione e una password. Dopo aver fornito queste 
informazioni di autorizzazione, l’utente può trasferire file dal file system 
locale al file system remoto e viceversa. L’utente interagisce con FTP 
attraverso un agente dell’utente per FTP. L’utente prima fornisce il nome 
dell’host remoto, per far sì che il processo client dell’FTP nell’host locale 
stabilisca una connessione TCP con il server del processo nell’host remoto. 
L’utente fornisce poi la sua identificazione e la password, che sono inviate 
sulla connessione TCP come parte di comandi FTP. Quando il server ha 
autorizzato l’utente, l’utente copia uno o più file immagazzinati nel sistema di 
file system locale nel file system remoto, o viceversa. Un altro protocollo per 
il trasferimento di file è l’HTTP. Questi due protocolli hanno molte 
caratteristiche in comuni, ad esempio entrambi girano su TCP, ma anche 
molte differenze. La differenza più appariscente è che FTP usa due 
connessioni TCP in parallelo per trasportare un file, una connessione di 
controllo e una connessione dati: la prima è usata per spedire le informazioni 
di controllo tra i due host, mentre la seconda è quella che effettivamente invia 
un file. Poiché FTP usa una connessione di controllo separata, si dice che 
invia le sue informazioni di controllo fuori dalla banda (out-of-band). Invece, 
HTTP invia le linee di intestazione di richiesta e di risposta nella stessa 
connessione TCP che compie anche il trasferimento dei file. Per questa 
ragione, si dice che l’HTTP spedisce le sue informazioni di controllo nella 
banda(in-band). Quando un utente avvia una sessione FTP con un host 
remoto, il lato client dell’FTP prima instaura una connessione TCP di 
controllo con il lato server sulla porta 21 del server. Il lato client dell’FTP 
invia l’identificazione dell’utente e la password su questa connessione di 
controllo. Il lato client invia anche, sulla connessione di controllo, i comandi 
per cambiare la directory remota. Quando il lato server riceve sulla 
connessione di controllo un comando per un file transfer il lato server inizia 
una connessione dati TCP per il lato client. FTP invia esattamente un file 
sulla connessione dati e poi la chiude. Se durante la stessa sessione l’utente 
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trasferire un altro file, FTP apre un’altra connessione dati. Quindi, con FTP, 
la connessione di controllo rimane aperta per tutta la durata della sessione, ma 
viene stabilita una nuova connessione dati per ciascun file trasferito 
all’interno della sessione, vale a dire che la connessione dati non è 
persistente. Durante una sessione, il server FTP deve mantenere lo stato 
dell’utente. In particolare, il server deve associare la connessione di controllo 
con uno specifico account dell’utente, e il server deve tenere traccia 
dell’attuale directory dell’utente mentre esso si muove nell’albero della 
directory remoto. Dovendo tenere traccia di queste informazioni di stato per 
ciascuna delle sessioni dell’utente in corso, si limita significativamente il 
numero totale delle sessioni che FTP può mantenere simultaneamente. 
D’altra parte, l’HTTP è privo di stato: non deve tenere traccia di alcuno stato 
dell’utente. 
 
Professional Quest può disporre automaticamente i file di distribuzione sul 
sito Web se dispone dei dettagli corretti. Per far ciò sono necessarie le seguenti 
informazioni: indirizzo IP del server remoto, username e password. 
• Copy to position. Se il web server è direttamente accessibile dalla nostra rete, 
Professional Quest permette di copiare i file immediatamente da quella 
posizione. 
 
4.4.1 Analisi dei risultati 
 
Professional Quest fornisce tutti gli strumenti necessari per l’analisi dei dati 
raccolti [26]. Di solito viene utilizzato un unico database potente e facilmente 
accessibile con le risposte ottenute. Ciò fornisce una grande libertà nell’analizzare i 
risultati mettendo, se necessario, a disposizione i dati di un prodotto di terzi quale ad 
esempio un’applicazione di foglio elettronico o un pacchetto di analisi statistica.  
Professional Quest viene usato sia nelle statistiche standard che sono 
facilmente accessibili e molto utili nel fornire rapidamente “le fotografie istantanee” 
dei dati sia nelle statistiche che forniscono un’analisi strutturata e più potente dei 
dati. Una miscela dei due tipi di analisi può essere usata per fornire una soluzione 
completa per analizzare i dati del questionario.   
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Ci sono vari modi per osservare le statistiche di osservazione, a cui si può 
accedere attraverso il tasto Content button sulla barra degli strumenti di Professional 
Quest Project Manager. 
 
4.5 Professional Quest MR Edition 
  
Professional Quest MR [26] è una versione di Professional Quest sviluppata 
soprattutto per le ricerche di mercato in campo industriale. 
Le indagini di mercato hanno molto in comune con le indagini normali, la 
differenza principale è che i ricercatori di mercato richiedono più di un’indagine 
rispetto al progettista “normale”. In questo tipo d’indagini ci si preoccupa di ciò che 
viene chiesto e, soprattutto, di come vengono poste le domande.  
Un ricercatore di mercato si preoccupa di quelli che saranno gli effetti 
dell’errore sulle risposte al sondaggio. Ad esempio, cerca di minimizzare l’effetto del 
posizionamento di una domanda sulle risposte date.  
Un’altra differenza significativa fra le indagini di mercato e le indagini 
standard è la tipologia delle persone che risponderanno all’indagine. Alle indagini 
standard, generalmente, partecipa un numero indeterminato di persone 
precedentemente sconosciute (per esempio un'indagine che valuta la soddisfazione 
degli utenti di un sito web è aperta a chiunque visiti quel determinato sito) o un 
gruppo di persone che è conosciuto dall'organizzazione che esegue l'indagine (per 
esempio indagini proposte agli impiegati o ai clienti). Invece, le indagini di mercato 
sono destinate ad un gruppo ben determinato di utenti, selezionato in base a dei 
canoni ben precisi (età, genere,sesso…).  
Professional Quest MR Edition mette a disposizione dell’utente qualcosa di 
simile al controllo di flusso: Progressive Piping, che permette di nascondere o 
mostrare alcune domande in base alle risposte date a domande precedenti. Ciò è 
praticamente simile al controllo di flusso, salvo che fornisce un controllo molto più 
granulare in quanto il controllo di flusso mostra o nasconde un’intera pagina mentre 
le Progressive Piping possono provocare questo effetto all’interno della stessa 
pagina.   
Nei questionari di ricerca di mercato è comune randomizzare l’ordine delle 
domande all’interno di un questionario per cercare di minimizzare l’effetto 
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dell’errore. La randomizzazione può essere applicata all’intera pagine, alla singola 
domanda o al codice.  
Nel primo caso differisce l’ordine con cui vengono presentate le pagine al 
rispondente, mentre nel secondo quello che cambia è l’ordine di esposizione delle 
domande. Invece, nell’ultimo caso la randomizzazione viene applicata 
all’esposizione delle diverse risposte.  
I ricercatori di mercato spesso conducono indagini dove è necessario 
accertarsi che i rispondenti siano rappresentativi della popolazione di un particolare 
mercato che si vuole esaminare. Quindi bisogna controllare il numero ed il tipo di 
intervistati, per esempio potrebbe essere necessario controllare il numero di femmine 
e di maschi di condizioni differenti che completano l'indagine. Questa 
“amministrazione” dei rispondenti è conosciuta come “Quota Management”.   
Il Quota Management pone delle limitazioni sul numero totale di risposte che 
possono essere inserite in un’indagine. Un controllo più avanzato sulla quota, basato 
sui flussi limita il numero di rispondenti sulla base delle loro risposte a determinate 
domande screener. In generale, le domande screener sono domande demografiche, 
come il sesso, l’età, ecc. Se la quota viene raggiunta, il rispondente non dovrà 
rispondere ad ulteriori domande nel sondaggio. Questo processo è mostrato in figura 
4.14.  
 
 
Fig 4.14 – Processo di Quota Management 
 
Limitare il numero di risposte di un’indagine può essere particolarmente utile 
se ad ogni dichiarante che completa un’indagine è associato un costo. Può essere 
difficile valutare il numero di risposte di cui dovrebbe essere composta un’indagine e 
non riuscire a limitare il numero di risposte può comportare dei costi molti elevati. 
Le quote del controllo di flusso permettono che l’indagine rimanga aperta 
fino a che tutti gli obiettivi di quota non sono raggiunti. Queste quote consentono, 
quindi, di raccogliere esattamente il giusto numero di rispondenti e di contenere il 
più possibile i costi. 
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CAPITOLO 5 
Il progetto: Valutazione del Corso di Studio in 
Informatica dell’Ateneo Pisano 
 
 
5.1 Premessa 
 
I questionari riuniscono strumenti che, sebbene in diverse forme, hanno come 
scopo la raccolta delle informazioni in svariati ambiti: i fatti, i comportamenti, gli 
atteggiamenti, le motivazioni, le opinioni, le credenze, le conoscenze, ecc... presso un 
universo di soggetti che rappresenta una popolazione dalle caratteristiche specifiche. 
L’uso di questi questionari favorisce un approccio quantitativo e consente il 
trattamento statistico dei dati raccolti. Il termine “questione” va inteso nel suo 
significato più generale di domanda posta al fine di ottenere un’informazione. 
Somministrare un questionario significa presentare proposizioni che 
rappresentano unità psicologiche e sintattiche, e che possono presentarsi sotto forma 
di frasi o di parole. Un questionario è un insieme di domande standardizzate, che 
possono essere organizzate in testi, oppure apparire nel loro ordine di presentazione. 
Per un valutatore, l’interesse di un questionario di valutazione è permettergli 
di ottenere risposte alle domande che esso pone a un gran numero di persone, sia che 
si tratti di un’intera popolazione, sia che si tratti di un campione rappresentativo della 
popolazione stessa.  
L’interesse del valutatore, in questo caso, non si incentra sulle risposte che un 
singolo ha fornito a tutte le domande del questionario, ma sulle risposte che l’intera 
popolazione interrogata ha fornito a ciascuna domanda del questionario: per ciascuna 
domanda posta, il valutatore conterà il numero globale di risposte fornite 
dall’universo indagato.  
L’interesse del valutato risiede invece nel confronto operato tra le sue risposte 
individuali e le risposte fornite dall’intera popolazione indagata. 
Gli obiettivi generali di un questionario sono di operare una stima delle entità, 
descrivere determinate popolazioni di soggetti rilevando le loro caratteristiche e, 
ovviamente, verificare delle ipotesi. 
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5.2 Questionari di valutazione 
 
Con la legge sulla valutazione del sistema universitario approvata 
nell’autunno del ’99 sono previsti gli studenti come elemento importante per la 
valutazione. Questa legge ha permesso di introdurre in tutti gli atenei, o quasi, i 
questionari di valutazione per la didattica. 
L’importanza dello strumento valutativo risiede soprattutto nel 
coinvolgimento diretto dello studente che fornisce indicazioni di “prima mano” sulla 
percezione che egli ha dell’andamento e dell’efficacia del sistema formativo nel suo 
complesso. 
Le facoltà dell’ateneo Pisano, già da molti anni, propongono ai propri 
studenti dei questionari attraverso cui possono esprimere le loro opinioni riguardo i 
singoli insegnamenti, i docenti e il Corso di Studio in generale.  
Quando si effettua la valutazione della didattica si valutano: 
 
• i contesti in cui avviene la didattica (es. aule, orari); 
• la comprensibilità e la strutturazione dei contenuti (es. integrazione fra 
contenuti, esposizione); 
• il docente (es. esposizione, puntualità, reperibilità, capacità comunicative). 
 
Al fine di garantire la qualità e l’omogeneità delle informazioni raccolte con i 
questionari di valutazione è necessario che la rilevazione venga eseguita rispettando 
precisi criteri metodologici: 
 
• il questionario è rivolto esclusivamente agli studenti frequentanti il Corso di 
Studio in Informatica e riguarda la valutazione dei soli insegnamenti del 
suddetto Corso di Studio; 
• il periodo di riferimento dell’indagine è il secondo semestre dell’anno 
accademico; 
• ogni studente deve compilare un solo questionario, valutando tutti i corsi che 
hanno termine nel periodo di riferimento; 
• la rilevazione deve garantire rigorosamente l’anonimato degli studenti e 
permettere una libera espressione di giudizio agli stessi; 
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• gli studenti devono essere informati dello scopo dell’iniziativa e dei criteri di 
compilazione. 
La gestione di questi questionari è affidata ad una complessa struttura 
organizzativa che coinvolge un elevatissimo numero di attori: coordinatore didattico, 
che deve coordinare e monitorare i tempi e le modalità di distribuzione dei 
questionari, oltre che trovare un accordo sull’orario con i diversi docenti; studenti 
tutori che si occupano della distribuzione e della raccolta dei moduli di valutazione. 
Tutti i questionari raccolti vengono poi esaminati da un lettore ottico che raccoglie le 
risposte e infine questi dati dovranno essere esaminati dal Centro Servizi di Facoltà 
che si occuperà della rilevazione dei dati e dell’elaborazione dei risultati che 
dovranno poi essere resi noti a tutti e quindi pubblicati sul sito del Dipartimento. 
Il numero di questi attori potrebbe essere ridotto adottando un nuovo metodo 
di distribuzione dei questionari: il Web. 
La nostra idea è di costruire un questionario con l’aiuto del software 
Professional Quest 2005 e di pubblicare tale questionario sul sito del Dipartimento di 
Informatica. Gli studenti saranno invitati a partecipare al sondaggio attraverso un’e-
mail in cui si spiegheranno loro gli obiettivi e l’importanza dell’indagine e in cui sarà 
inserito un link che riporterà alla pagina Web dove potranno trovare il questionario. 
L’adozione di questo metodo permette di eliminare: la figura dello studente 
che si occupa della distribuzione e della raccolta dei moduli; l’impiego del lettore 
ottico, in quanto le risposte date verranno inserite direttamente in un database Access 
creato automaticamente dal software sopra citato e, inoltre, non sarà più necessario 
“disturbare” i docenti e “costringerli” ad interrompere le proprie lezione.  
Un altro punto da tenere bene in considerazione è che in questo modo 
potranno partecipare all’indagine anche gli studenti che non frequentano le lezioni 
ma che usufruiscono delle strutture (laboratori, aule studio, biblioteche) che 
l’Università mette a loro disposizione.  
Ovviamente, distribuendo i questionari attraverso Internet si perde ogni 
possibilità di controllo sui rispondenti: non si potrà più essere sicuri se coloro che 
rispondono sono effettivamente studenti di Informatica, poiché l’accesso al sito del 
Dipartimento è libero. Questo problema può essere risolto chiedendo agli studenti di 
immettere username e password, che possono essere comunicati nella e-mail, per 
poter accedere al questionario. È anche vero che la natura del questionario non è 
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talmente tanto attraente da attirare persone che non sono direttamente interessate 
all’argomento. 
Un altro problema che si potrebbe verificare è la presenza di “duplicati”. 
Infatti, alcuni studenti potrebbero, per vari motivi, decidere di rispondere più di una 
volta al questionario. Questo problema sussiste anche nel caso il questionario venga 
distribuito manualmente. In tal caso, infatti, è impossibile, per l’addetto alla 
distribuzione accertarsi che il rispondente non abbia già partecipato all’indagine. 
Mentre in quest’ultimo caso non sembra esserci soluzione a questo problema, 
distribuendo il questionario via web si potrebbe imporre che la password usata per 
accedere al sondaggio possa essere usata per un singolo accesso, eliminando così la 
possibilità di duplicati. 
Distribuendo i questionari manualmente, però, si poteva, in un certo senso, 
costringere gli studenti a partecipare all’indagine, anche se sono stati tanti coloro che 
sono riusciti a evitare la compilazione affermando di aver partecipato già al 
sondaggio.  
Per ovvie ragioni, il problema della “non partecipazione” esiste, e forse è più 
accentuato, anche nel caso in cui si decida di pubblicare il questionario sul web. Si 
può cercare di ridurre questo rischio inviando una serie di e-mail di sollecito, 
cercando di rendere il questionario più “attraente” possibile e inserendo nella pagina 
principale del sito un link  al questionario più particolare che attiri immediatamente 
gli studenti. 
Inoltre, somministrando il questionario via Internet, si dà la possibilità allo 
studente di rispondere alle domande in qualsiasi momento della giornata, sia da casa 
che dai laboratori della Facoltà, tenendo presente che oggigiorno sono veramente in 
pochi i ragazzi, soprattutto gli iscritti ad Informatica, che non possiedono un 
computer e un collegamento a Internet. 
 
5.3 Struttura del questionario di valutazione  
 
L’indagine che si è deciso di sviluppare fa parte dei sondaggi per i quali è 
nota l’identità dei possibili rispondenti al momento della pianificazione dell’indagine 
stessa. Nel momento in cui sono state scelte le domande del questionario, infatti, si 
sapeva che il nostro pubblico sarebbe stato formato dagli studenti del Corso di Studio 
in Informatica di Pisa.  
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Poiché tutti gli studenti possiedono un indirizzo e-mail fornito loro al 
momento dell’iscrizione, e poiché, grazie alla collaborazione dei sistemisti del 
Centro di Calcolo, è stato possibile accedere a questa lista di indirizzi, per la 
divulgazione del questionario si è deciso di adottare una metodologia mista: 
presentazione dell’indagine via e-mail e invito alla compilazione di un questionario 
web. 
Il sondaggio cui è stato dato il nome: “Il mio Corso di Studio”, si compone 
principalmente di tre parti. 
Nella prima si trovano domande di carattere generale che hanno lo scopo di 
fornire un profilo dei partecipanti all’indagine: allo studente viene chiesto di inserire 
alcuni dati anagrafici come ad esempio la sua data di nascita ed il sesso, oltre ad 
alcune informazioni riguardanti la sua carriera scolastica: scuola di provenienza, 
anno di iscrizione e il corso di laurea che frequenta. Queste due ultime informazioni 
sono importanti perché permettono di effettuare una distinzione fra le opinioni 
espresse da studenti delle Lauree Specialistiche, veterani quindi dell’ambiente 
accademico, e quelle degli studenti dei primi anni. 
La seconda parte del sondaggio è rivolta sia agli studenti che frequentano uno 
o più corsi di insegnamento sia a coloro che, per un motivo o per un altro, non 
partecipano alle lezioni ma usufruiscono ugualmente dei servizi offerti 
dall’università. Infatti, in questa sede il giudizio richiesto interessa le condizioni 
organizzative generali del Corso di Studi, con riferimento all’intero anno accademico 
corrente. Le domande poste in questa sezione riguardano l’adeguatezza delle aule 
studio, della biblioteca, dei laboratori, l’efficacia del servizio del Coordinatore 
didattico e della segreteria didattica ecc. 
I quesiti della terza parte, invece, riguardano l’organizzazione dei singoli 
Corsi d’Insegnamento. A questa sezione possono accedere, grazie alla tecnica di 
controllo del flusso messa a disposizione da Professional Quest 2005, solo gli 
studenti che frequentano almeno un corso. In un primo momento viene chiesto loro 
quanti Corsi di Insegnamento hanno seguito. Se la risposta a questa domanda è 
uguale a zero ai rispondenti apparirà l’ultima pagina del questionario in cui gli viene 
chiesto di esprimere una preferenza fra la tecnica di distribuzione “manuale” del 
questionario e quella via web. Altrimenti, se lo studente afferma di seguire almeno 
un corso di insegnamento, verrà rimandato alla sezione successiva in cui gli viene 
chiesto di esprimere un giudizio sui vari corsi che ha frequentato.  
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Per ogni materia dovrà inserire un codice che troverà in una pagina web alla 
quale accederà cliccando sul link “CODICI” e in cui troverà tutti i codici relativi ai 
diversi insegnamenti del secondo semestre. Dopo aver inserito il codice dovrà 
esprimere un giudizio sul docente (puntualità alle lezioni e ai ricevimenti, 
disponibilità, chiarezza ed efficacia), sui locali e le attrezzature didattiche, sul 
materiale didattico (dispense e testi consigliati) e sulle modalità di verifica (prove 
intermedie, esame finale). 
Come illustrato in figura 5.1, il questionario prevede tredici pagine. La prima 
è una pagina introduttiva in cui sono presenti alcune informazioni sul questionario: 
l’obiettivo dell’indagine, i parametri di valutazione, ecc. 
Le pagine successive hanno una struttura piuttosto simile. Sono tutte 
composte da più domande, tranne la quarta e l’ultima in cui all’intervistato ne viene 
posta soltanto una. Per ogni pagina viene presentato un gruppo di domande inerenti il 
medesimo argomento. Le domande relative alla “Organizzazione didattica 
complessiva del Corso di Studio” e alla “Organizzazione dei singoli Corsi di 
Insegnamento” sono riunite in un’unica griglia in quanto per ognuna di esse lo 
studente formula la propria risposta esprimendo semplicemente un giudizio da 1 a 4. 
Dalla figura si può notare che esistono più pagine uguali che contengono le 
domande relative ai singoli corsi di insegnamento. Si è deciso di creare più pagine 
uguali perchè Professional Quest 2005 non dà la possibilità di inserire un’unica 
tabella con più colonne uguali. Per questo motivo è stata creata la pagina “Numeri 
corsi” in cui viene chiesto allo studente di inserire il numero di corsi che ha 
frequentato durante il secondo semestre del corrente anno accademico. In base alla 
risposta data a questa domanda, e supponendo che uno studente durante un semestre 
possa seguire al massimo sei corsi, al rispondente verranno mostrate sei, cinque 
quattro, tre, due o una pagina in cui viene chiesto di valutare i singoli corsi di 
insegnamento e i singoli docenti.  
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Fig 5.1 – Struttura del questionario 
  
5.4 Progetto del questionario di valutazione 
  
Dopo aver creato il questionario bisogna creare il progetto attraverso il 
modulo Professional Quest Project Manager.  
La prima scelta da effettuare riguarda il tipo di database da utilizzare. Il 
software sopra citato ci dà la possibilità di scegliere tra Access e SQL Server.  
Nel caso specifico si è deciso di utilizzare Access in quanto non richiede 
alcuna licenza particolare oltre ad essere sicuramente più semplice da utilizzare. 
Inoltre lo stesso Professional Quest 2005 lo consiglia come scelta tranne nei casi in 
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cui si ha a che fare con una grande azienda e quindi con un database di grandissime 
dimensioni. 
Una volta effettuata questa scelta viene creato automaticamente il database in 
cui verranno raccolte tutte le risposte di coloro che hanno partecipato al sondaggio. 
Access si presenta come uno dei database più utilizzati probabilmente in 
ragione dell’elevata semplicità di integrazione con altri sistemi Microsoft. Consente 
la creazione di query di selezione, di modifica, inserimento e cancellazione, supporta 
la creazione di Indici, chiavi primarie ed esterne. Possiede anche un minimo sistema 
di gestione della multiutenza mediante la creazione di gruppi di lavoro. A questo 
aggiunge anche la secondaria possibilità di proteggere il database con una password 
d’accesso ma che tuttavia si rivela essere una protezione molto debole a causa della 
semplicità con la quale può essere rimossa anche senza conoscerla.  
Sostanzialmente si tratta di un buon prodotto se utilizzato da un unico utente 
su macchina locale, poiché l’intera base di dati è contenuta all’interno di un unico 
file, con poche operazioni di modifica del database. Il database, infatti, soffre molto 
nelle architetture di rete, sono frequenti i danneggiamenti e non sempre è possibile 
effettuare il recupero dei dati. 
Il database Access [27] presenta molti vantaggi: 
 
• gratuito; 
• semplicità d’uso e d’integrazione in ambienti Microsoft; 
• minima gestione delle transazioni; 
• chiavi e integrità referenziale; 
• semplicità di distribuzione; 
• non richiede un server centrale; 
• consente l’uso di fonti dati esterne collegate tramite ODBC; 
• front-end per applicativi Microsoft Access. 
 
Ovviamente bisogna considerare anche gli svantaggi di questo strumento: 
 
• dimensione massima del file 1 GB per Access 97 oppure 2 GB per Access 
2000/XP; 
• fragilità generale ed elevata inaffidabilità in architetture di rete; 
• eccessivo spreco dello spazio e pertanto richiede spesso la ricompattazione; 
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• mancanza di Stored Procedures e Triggers; 
• assenza di un log di registrazione delle attività e ripristino delle operazioni in 
caso di danneggiamento. 
 
La seconda decisione da prendere riguarda il metodo di distribuzione da 
adottare. Nel caso specifico si è deciso di progettare un'indagine Web Microsoft-
based in quanto ci permette di raccogliere le informazioni sul nostro Web senza 
alcuna necessità di accedere al sito Dipolar. Inoltre, usando questo metodo, si è 
potuto progettare un questionario con più pagine che prevede il controllo del flusso. 
Il passo successivo nella creazione del progetto impone la scelta di un 
appropriato metodo di pubblicazione fra quelli che Professional Quest 2005 mette a 
disposizione: nessuno, FTP e copy to position.  
Dato che il risultato del progetto è una pagina in formato ASP e poiché la 
creazione del progetto si è svolta nel laboratorio della Facoltà di Economia in cui non 
era istallato alcun server ASP necessario per la pubblicazione del questionario, si è 
ritenuto necessario non utilizzare nessun metodo di pubblicazione. Infatti, i file di 
distribuzione sono stati trasferiti manualmente al Web server, imponendo che 
Professional Quest non pubblichi i file.  
Una volta creato il progetto, è stato modificato il codice HTML per inserire il 
link alla pagina contenente i codici delle singole materie. Dopodichè l’intera cartella 
è stata copiata su un altro computer in cui era istallato un server ASP e il 
questionario è stato pubblicato sul Web. 
Una volta pubblicato il questionario è stata inviata una mail a tutti gli studenti 
iscritti ad Informatica in cui veniva spiegato nei particolari l’obiettivo del sondaggio 
e in cui era inserito il link alla pagina dove risiedeva il sondaggio. 
Dopo un paio di settimane, il numero di coloro che avevano risposto al 
questionario era circa trecento. A questo punto è stato sufficiente ricopiare la cartella 
contenente il progetto dalla macchina su cui era istallato il server ASP a quella, ad 
Economia, su cui si trovava Professional Quest.  
Aperto il progetto si sono subito avute a disposizione tutte le statistiche e le 
percentuali delle varie risposte con i relativi valori della media, deviazione standard, 
varianza, mediana, ecc, come si può osservare in figura 5.2. 
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Fig 5.2 – Progetto del questionario 
 
Professional Quest 2005 ci dà anche la possibilità di ottenere una 
rappresentazione grafica dei risultati ottenuti. 
Nelle figure seguenti vengono riportati degli esempi di grafici relativi ad 
alcuni quesiti. 
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Fig 5.3 – Distribuzione dei rispondenti per Corso di Laurea frequentato 
 
Dalla figura 5.3 si può facilmente notare che circa il 66% dei rispondenti sono 
iscritti alla Laurea triennale in Informatica, il 19% circa alla laurea in Tecnologie 
Informatiche e delle percentuali minori alle altre due Lauree. 
 
Un risultato più interessante ai fini delle nostra analisi è evidenziato in figura 
5.4, in cui si può osservare che al sondaggio via Internet hanno partecipato anche 
coloro che non frequentavano alcun Corso di Insegnamento (circa il 23%), a 
differenza di quanto è avvenuto nel questionario consegnato manualmente. 
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Fig 5.4 – Distribuzione dei rispondenti per numero di corsi frequentati 
 
In figura 5.5, invece, è stato riportato un esempio di quesito 
sull’organizzazione generale del Corso di Studio. 
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Fig 5.5 – Distribuzione dei rispondenti per giudizio sull’organizzazione di un Insegnamento 
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CAPITOLO 6 
Processo di raccolta dei dati e analisi dei risultati 
 
 
6.1 Premessa 
 
Il sondaggio Web basato su lista che è stato progettato è rivolto agli studenti 
iscritti al Corso di Studio in Informatica. Questa popolazione target è composta da 
1733 utenti. Sono state inviate, quindi, 1733 e-mail di invito. Teoricamente, gli 
indirizzi e-mail dei membri della popolazione target dovrebbero essere tutti 
aggiornati in quanto è un servizio offerto dal Corso di Studio in Informatica a tutti i 
suoi iscritti, quindi le e-mail assorbite dalla rete dovrebbero essere 1733. Non si può 
verificare alcun errore nell’indirizzo di posta elettronica in quanto le mail vengono 
inviate automaticamente dai sistemisti del centro di calcolo, quindi EE = 0; per lo 
stesso motivo non si possono verificare errori che rendono inaccessibile il server a 
cui il messaggio è indirizzato, SI = 0. Si può dire, perciò, che la qualità della lista 
degli indirizzi di posta elettronica che è stata utilizzata è ottima. Per gli stessi motivi 
si può dire che che il tasso di penetrazione di internet nella popolazione obiettivo 
studiata è molto alto. Quindi, almeno in teoria, la qualità dell’indagine che è stata 
eseguita è molto buona.  
La raccolta dei dati è stata effettuata seguendo le seguenti fasi: 
 
• il 22 giugno è stata inviata a tutti gli studenti una prima e-mail di invito, in 
cui veniva presentato in breve il contenuto e gli obiettivi dell’indagine; 
• la procedura di accesso alla compilazione del questionario è semplice. Ogni 
utente nella mail di invito trova il link alla pagina Web su cui risiede 
l’indagine. Quindi, cliccando sull’indirizzo il rispondente può accedere 
direttamente al questionario; 
• durante il periodo d’indagine sono stati inviati due messaggi e-mail di 
sollecito abbastanza distanti, temporalmente, fra di loro, a causa della 
presenza delle vacanze estive. Il primo messaggio di sollecito è stato inviato 
il 12 luglio e il secondo il primo settembre. 
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In totale, coloro che hanno partecipato al sondaggio sono 349, sicuramente un 
numero molto piccolo in confronto ai 1733 studenti invitati a partecipare 
all’indagine. Questa scarsa partecipazione, però, è spiegata dal fatto che lo stesso 
questionario era già stato proposto agli utenti circa un mese prima. 
Dopo la mail di presentazione e d’invito all’indagine e prima dell’invio del 
primo messaggio di sollecito si sono ottenute 297 interviste. 
In seguito al primo sollecito il numero di partecipanti all’indagine è diventato 
pari a 332. Questo incremento così basso del numero di rispondenti è giustificato dal 
tipo di periodo d’indagine, coincidente con il periodo estivo. 
 
6.2 Analisi sostanziale dei risultati dopo il primo invito 
 
Il software utilizzato per la creazione del questionario ha permesso di ottenere 
immediatamente una prima analisi sostanziale dei risultati, come è stato illustrato nel 
capitolo precedente. Non tutti i software di questo tipo, però danno la possibilità di 
farlo. In questi casi, quindi, è necessario realizzare l’elaborazione statistica attraverso 
l’uso del più appropriato “pacchetto statistico”: Excel, SAS, SPSS, Stata, ecc. 
Per l’analisi si è deciso di utilizzare Excel [29], un programma che rientra 
nella categoria dei fogli elettronici e che quindi ha lo scopo di permettere la 
creazione di fogli di calcolo, ad esempio budget aziendali o consuntivi di spese, ma 
soprattutto consente di svolgere funzioni avanzate, quali la creazione di grafici 
relativi ai dati inseriti in un intervallo di celle, oppure la gestione di vere e proprie 
basi di dati. 
L’analisi dei contenuti di un foglio non è sempre un processo immediato se 
effettuato con il solo ausilio dei dati numerici in esso contenuti. La rappresentazione 
grafica di tali dati consente di evidenziare visivamente le loro caratteristiche e 
tendenze semplificando notevolmente il processo di analisi. Excel esemplifica la 
produzione di queste rappresentazioni fornendo una funzione di autocomposizione 
grafico che permette di produrre in maniera rapida diverse tipologie di grafico, 
ognuna adatta ad un certo tipo di circostanza. 
L’analisi dei dati a disposizione è stata eseguita nel seguente modo: 
 
• le risposte al questionario di valutazione del Corso di Studio sono state 
direttamente memorizzate in un database Access. Alla fine del periodo 
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d’indagine i dati presenti in tale database sono stati copiati in un foglio di 
calcolo Excel e sono stati analizzati grazie agli strumenti che tale programma 
mette a disposizione; 
• con l’aiuto del coordinatore didattico è stato possibile ottenere i dati, 
ovviamente anonimi, relativi a tutti gli studenti iscritti a Informatica. Anche 
questi dati sono stati analizzati con Excel in modo da poter identificare la 
tipologia di studente che ha partecipato all’indagine.  
• i dati relativi a tutti gli iscritti al Corso di Studio in Informatica sono stati 
divisi in base al tipo di laurea a cui sono iscritti: Laurea Triennale in 
Informatica, Laurea Specialistica in Informatica, in Tecnologie Informatiche 
e in Informatica per l’Economia e l’Azienda; 
• i dati a disposizione riguardano il sesso, la data di nascita, l’anno di iscrizione 
e la scuola di provenienza, tutti dati questi che gli studenti dovevano inserire 
durante la compilazione del questionario e su cui è stata eseguita un’analisi 
più accurata per cercare di individuare il profilo dei rispondenti; 
 
Qui di seguito vengono illustrati alcuni risultati ottenuti. 
 
Analizzando i dati degli iscritti al Corso di Laurea triennale in Informatica, si 
è potuta notare la prevalenza, ad esempio di studenti di sesso maschile, come 
mostrato in figura 6.1. Tendenza questa che si verifica anche in tutti gli altri Corsi di 
Laurea. Non meraviglia quindi che la stragrande maggioranza di coloro che hanno 
partecipato all’indagine sia di sesso maschile, come si può notare in figura 6.2.  
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   Fig 6.1 – Distribuzione per sesso degli iscritti al Corso di Laurea triennale in Informatica
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      Fig 6.2 – Distribuzione degli invitati a partecipare per sesso 
 
Questo tipo di analisi è stata eseguita anche per l’anno di iscrizione e per la 
scuola di provenienza. 
Dall’analisi delle risposte si è potuto notare che la gran parte dei rispondenti 
sono iscritti al Corso di Laurea Triennale in Informatica. 
Il risultato che ci interessa maggiormente è quello legato alla caratteristica 
“Frequentanti” o “Non Frequentanti”. Bisogna infatti ricordare che al questionario 
cartaceo distribuito manualmente potevano rispondere solo gli studenti che 
frequentavano almeno un Corso di Insegnamento, mentre distribuendo il questionario 
tramite il Web si è voluto dare la possibilità a tutti gli iscritti, anche ai non 
frequentanti, di esprimere la propria opinione.  
Di seguito si riportano i grafici che indicano la percentuale di coloro che 
hanno partecipato all’indagine anche se “Non Frequentanti”. In figura 6.3 è illustrato 
il grafico ottenuto dall’analisi dei dati in seguito alla prima mail d’invito. 
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   Fig 6.3 – Distribuzione degli invitati a partecipare per frequenza ai corsi 
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6.3 Il piano dei solleciti 
 
L’utente che partecipa ad un sondaggio Web può completare il questionario 
dopo pochi giorni l’invio della prima mail d’invito o dopo alcuni messaggi di 
sollecito alla fine del periodo d’indagine. 
Per questo motivo è importante cercare di valutare l’effetto del piano dei 
solleciti sugli utenti delle indagini Web [30]. Infatti, la pianificazione del piano dei 
solleciti è cruciale per aumentare i tassi di risposta nelle indagini faccia a faccia, 
telefoniche e postali, quindi è ragionevole pensare che il suo ruolo sia fondamentale 
anche nel caso d’indagini Web condotte su soggetti identificati tramite una lista di 
indirizzi di posta elettronica. 
È ovvio che la struttura del piano dei solleciti si ripercuote sulla lunghezza del 
periodo di rilevazione, per questo è un aspetto da curare con particolare attenzione 
per ottenere un processo d’indagine tempestivo. Infatti, se tutti reagissero subito 
all’invito di partecipare al sondaggio, in pochi giorni la rilevazione sarebbe 
completata, ma nella pratica non è così, in quanto, anche se il tempo tecnico di 
risposta connesso allo strumento di rilevazione è praticamente nullo, non è detto che 
il soggetto consulti spesso la posta elettronica e sia quindi sempre disponibile a 
ricevere il messaggio d’invito. Avvenuto il contatto, poi, non è detto che si voglia e 
possa collaborare subito all’indagine.  
Generalmente tutte le auto-interviste sono trattate in modo identico, senza 
distinguere se sono avvenute dopo nessun sollecito o dopo diversi solleciti. Però, per 
valutare l’effetto del piano di solleciti è essenziale distinguere le auto-interviste 
avvenute dopo un solo messaggio di sollecito da quelle ottenute dopo due o tre 
solleciti.  
Il rischio concorrente (probabilità) di reagire dopo il primo o gli altri solleciti 
può essere gestito sotto l’ipotesi che l’occorrenza di un tipo di evento rimuove il 
soggetto dal rischio di sperimentare tutti gli altri tipi di evento. I soggetti che 
completano l’auto-intervista dopo il primo messaggio di sollecito non sono più a 
rischio di completare l’auto-intervista dopo il secondo o il terzo messaggio. In altre 
parole, chi completa dopo il primo messaggio di sollecito al tempo t1 avrebbe potuto 
completare più tardi al tempo t2 dopo il secondo messaggio se la compilazione non 
fosse avvenuta in t1. 
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Indichiamo con Ti una variabile casuale che indica il tempo di auto-intervista 
per il soggetto i e con Ji quella che indica il tipo di auto-intervista (tipo1: auto-
intervista dopo un sollecito, tipo2: auto-intervista dopo due solleciti, tipo3: auto-
intervista dopo tre solleciti). Così che Ji = 2 significa che il soggetto completa dopo il 
secondo messaggio di sollecito. La funzione di rischio specifica del tipo di auto-
intervista j al tempo t, è definita da: 
 
( ) ( )
t
tTjJttTtP
th tttttj ∆
==∆+<<
= →∆
|,lim 0      per j = 1, 2, 3. 
 
La dipendenza del rischio da eventuali variabili esplicative può essere 
modellata tramite un modello a rischi proporzionali (General Proportional Hazard 
Model di Cox) per ciascuno dei tre tipi di auto-intervista: 
 
( )( ) ( ) ( )txtth tjjtj βα +=log     per j = 1, 2, 3 
 
dove ( )txt  è un vettore di variabili esplicative, alcune delle quali possono 
variare nel tempo, ed il vettore dei coefficienti β  è indicizzato per segnalare che 
l’effetto delle covariate può essere diverso per i diversi tipi di auto-intervista. Anche 
la dipendenza della funzione di rischio dal tempo ( )tα  può variare tra i tipi di auto-
intervista. 
 
6.4 Analisi sostanziale dei risultati dopo il 1° e il 2°  sollecito 
 
Il processo di raccolta dei dati è stato articolato su fasi ben strutturate. 
Durante il periodo d’indagine, durato tre mesi a causa anche della presenza delle 
vacanze estive, sono stati inviati due messaggi di sollecito. Il primo invito a 
partecipare all’indagine è stato inviato a ciascun studente iscritto al Corso di Studio 
in Informatica all’inizio del periodo di rilevazione. Data la natura del questionario, 
non è stato possibile offrire degli incentivi per promuovere la partecipazione e 
cercare di ridurre il tasso di non risposta. Si è cercato, semplicemente, nella lettera 
d’invito, di spiegare gli obiettivi dell’indagine e il perchè veniva riproposto, a 
distanza di poche settimane, lo stesso questionario di valutazione dei Corsi 
distribuito in formato cartaceo. 
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Inizialmente l’indagine non ha ottenuto un elevato grado di partecipazione, 
infatti dopo una settimana dall’invio della prima mail d’invito, il numero di coloro 
che avevano risposto al questionario ammontava a 297 su 1733. 
Il primo messaggio di sollecito è stato inviato il 12 luglio ed ha procurato un 
incremento nel numero di partecipanti pari a 35 studenti. 
Utilizzando gli stessi strumenti e metodi adoperati per lo studio dei dati 
ottenuti dopo la prima mail d’invito, sono state analizzate le risposte date da questi 
35 studenti. 
Anche in questo caso si può notare, figura 6.4 e 6.5, tra i rispondenti, una 
prevalenza di studenti di sesso maschile iscritti alla Laurea Triennale in Informatica e 
una, anche se piccola (circa il 35%), percentuale di studenti non frequentanti che 
hanno partecipato all’indagine. 
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  Fig 6.4 – Distribuzione dei sollecitati una volta per sesso 
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  Fig 6.5 – Distribuzione dei sollecitati una volta per Corso di Laurea 
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Il secondo, e ultimo, messaggio di sollecito è stato inviato il primo settembre. 
Purtroppo tale messaggio non ha riscosso molto successo, infatti gli studenti che 
hanno partecipato all’indagine dopo il sollecito sono in numero pari a 17. 
I motivi di questo basso tasso di partecipazione possono essere molteplici, 
sicuramente uno può essere legato al fatto che in questo periodo la maggior parte 
degli studenti era impegnata nella preparazione degli esami. Inoltre, bisogna 
ricordare che il questionario a cui si chiedeva di partecipare aveva come soggetto i 
Corsi di Insegnamento del secondo semestre, un argomento che risaliva a circa 
quattro mesi prima e che, probabilmente, non destava più tanto interesse. 
Comunque, dall’analisi di questi dati si è riscontrata la solita tendenza: 
rispondenti in prevalenza di sesso maschile iscritti alla Laurea Triennale in 
Informatica. L’unica differenza rispetto ai risultati ottenuti dalle risposte precedenti è 
la percentuale, fra i partecipanti, di frequentanti e no. 
I rispondenti dopo il secondo messaggio di sollecito, a differenza di quelli 
precedenti, sono in prevalenza, come si può osservare in figura 6.6, studenti che non 
frequentano alcun Corso di Insegnamento. 
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  Fig 6.6 – Distribuzione dei sollecitati due volte per frequenza ai corsi 
 
6.5 Analisi delle risposte totali 
 
Il periodo di rilevazione è terminato il 15 settembre, giorno in cui il numero 
totale degli studenti che avevano partecipato all’indagine è risultato pari a 349. 
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Tutti i dati a nostra disposizione, a questo punto, sono stati analizzati prima 
nella loro totalità ed in seguito suddividendoli per Corso di Laurea. 
Da questa analisi si è evidenziato che coloro che hanno compilato il 
questionario sono soprattutto gli iscritti al Corso di Laurea Triennale in Informatica, 
di sesso maschile e la cui scuola di provenienza è il liceo o l’istituto tecnico. 
Si tratta, per la maggior parte di studenti che frequentano almeno un Corso di 
Insegnamento, per la precisione 251 “Frequentanti” contro 94 “Non Frequentanti” 
come si osserva in figura 6.7, con l’unica eccezione dei rispondenti che risultano 
iscritti alla Laurea Specialistica in Informatica per l’Economia e l’Azienda (WEA), 
la maggioranza dei quali, il 58%, ha dichiarato di non frequentare alcun corso (figura 
6.8). 
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      Fig 6.7 – Distribuzione dei rispondenti per frequenza 
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     Fig 6.8 – Distribuzione degli studenti di WEA per frequenza 
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Lo scopo di questa indagine è la valutazione della qualità del Corso di Studio 
in Informatica, per questo motivo agli studenti sono state rivolte una serie di 
domande relative all’organizzazione didattica complessiva del suddetto corso di 
studio e a quella dei singoli corsi d’insegnamento. 
Il giudizio complessivo è risultato piuttosto positivo, come si evince dalla 
figura 6.9. Opinioni piuttosto simili sono state rilevate sia dopo la prima mail 
d’invito sia dopo i due solleciti. 
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         Fig 6.9 – Distribuzione dei rispondenti per giudizio complessivo espresso sul Corso di Studio 
 
6.6 Tasso di risposta dell’indagine con il questionatio cartaceo 
 
L’obiettivo principale del lavoro è valutare e dimostrare l’efficienza di 
un’indagine Web rispetto a un questionario distribuito manualmente. 
Per questo motivo si è deciso di riproporre agli studenti di Informatica il 
questionario di valutazione della didattica e di eseguire un confronto fra i risultati 
ottenuti con i due metodi di distribuzione, ponendo particolare attenzione alla 
tipologia di rispondenti nei due casi. 
Al questionario in formato cartaceo distribuito manualmente hanno risposto 
in totale 486 studenti, di cui 370 iscritti alla laurea triennale in Informatica, 37 alla 
specialistica in Informatica, 67 alla specialistica in Tecnologie Informatiche e 12 
iscritti al Corso di Laurea Specialistica in Informatica per l’Economia e l’Azienda. Si 
è avuto quindi un tasso globale di risposta pari al 28%. Non è possibile in questo 
caso calcolare il tasso netto di risposta in quanto non si dispone del numero di coloro 
 115 
che non sono stati contattati, cioè degli studenti che non frequentano alcun corso di 
insegnamento, poiché il Corso di Studio in Informatica non prevede la frequenza 
obbligatoria e quindi la presenza di una lista che attesti la presenza degli studenti ai 
corsi. 
I partecipanti all’indagine Web sono stati in numero leggermente inferiore, 
349, di cui 231 della triennale, 42 della specialistica in Informatica, 61 di Tecnologie 
Informatiche e 12 di Informatica per l’Economia e l’Azienda. Il tasso di risposta 
globale è pari, quindi, al 20%, così come il tasso netto di risposta, in quanto, in 
teoria, tutti gli studenti dovrebbero essere stati contattati. 
Questo risultato non deve deludere le aspettative verso i sondaggi Web in 
quanto bisogna sempre tenere presente che gli studenti si sono trovati a dover 
rispondere, a distanza di pochi giorni alle stesse domande e quindi è lecito pensare 
che il loro interesse fosse piuttosto limitato. 
Nelle figure 6.10 e 6.11 vengono riportate le percentuali degli studenti iscritti 
ai singoli corsi di laurea che hanno risposto al questionario cartaceo e a quello 
elettronico. 
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 Fig 6.10 – Distribuzione dei rispondenti per Corso di Laurea (questionario cartaceo) 
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 Fig 6.11 – Distribuzione dei rispondenti per Corso di laurea (questionario elettronico) 
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6.7 L’influenza del piano dei solleciti sui risultati: analisi di 
sopravvivenza  
  
 La procedura di Kaplan-Meier rappresenta un metodo per la stima di funzioni 
di sopravvivenza che permette di rappresentare la probabilità che ogni individuo ha 
di rimanere nella condizione di origine, nel caso in esame di “essere stato 
sollecitato”, dopo t unità di tempo dall’inizio del “periodo a rischio”. È un metodo di 
stima non parametrico: non occorre formulare alcuna ipotesi in merito alla 
distribuzione della variabile oggetto di studio. Tale modello può perciò essere 
considerato un caso particolare di tavola di sopravvivenza, nel quale ogni intervallo 
di tempo contiene una sola osservazione [33]. 
 Per ogni studente che decide di partecipare all’indagine abbiamo la durata in 
giorni trascorsa dall’invio della mail d’invito al momento in cui ha deciso di 
rispondere al questionario. 
Il metodo di calcolo delle tavole di sopravvivenza con cui viene eseguita la 
stima delle probabilità di sopravvivenza e delle relative curve di sopravvivenza 
avviene in ogni punto in cui si verifica un evento e non in base alla suddivisione del 
periodo di osservazione in intervalli di tempo uguali e predefiniti. 
In ciascun punto temporale in cui si è verificato un evento vengono stimate le 
probabilità condizionate e, attraverso il limite di tali probabilità, si arriva alla stima 
del tasso di sopravvivenza in ciascun punto, per questo motivo tale metodo è anche 
denominato product-limit.  
La procedura di Kaplan e Meyer è stata implementata ricorrendo al software 
gratuito R. 
L’evento in esame è la partecipazione al sondaggio dopo nessuno, uno o due 
solleciti. I rispondenti sono osservati dal momento in cui viene inviata la prima mail 
d’invito (22 giugno) al momento in cui vengono raccolte le ultime risposte (14 
settembre). In tutto sono stati sollecitati due volte solo 17 individui 
La funzione di sopravvivenza S(t) misura la probabilità che lo studente ha di 
non dover essere sollecitato una o due volte prima di rispondere. La funzione 
rappresentata è quindi quella che indica la probabilità che al tempo t lo studente non 
abbia ancora ricevuto il sollecito e quindi non abbia ancora risposto (T è il tempo del 
sollecito): 
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Il campione su cui è stata condotta l’analisi consiste di 349 studenti, di cui 
268 uomini (76,79%) e 74 donne (21,2%). Di questi studenti solo 68 uomini e 28 
donne, ovvero il 25,37% degli uomini e il 35,14% delle donne, hanno dichiarato di 
non frequentare alcun corso d’insegnamento mentre i restanti 251 (71,92%) 
frequentano almeno un corso. Inoltre, la maggior parte di loro 298 contro 48 (85,39% 
contro il 13,75%) hanno affermato di preferire il sondaggio web al questionario 
distribuito in formato cartaceo. 
Le curve di sopravvivenza forniscono una descrizione del fenomeno 
separatamente per i due generi. Gli uomini hanno più bisogno di essere sollecitati 
delle donne (le donne hanno una S(t) praticamente costante e pari a circa 0.8), come 
si può osservare in figura 6.12. 
 
Fig. 6.12 – Curva di sopravvivenza per la variabile sesso 
 
Dal grafico riportato in figura 6.13 si può notare che gli studenti che hanno 
dichiarato di non frequentare alcun corso d’insegnamento devono essere 
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maggiormente sollecitati rispetto a coloro che invece ne frequentano almeno uno. 
Questi ultimi, infatti, hanno una S(t) quasi costante pari a circa 0,7. 
 
Fig. 6.13 – Curva di sopravvivenza per la variabile frequenza 
 
L’influenza dei solleciti sulla decisione degli studenti del corso di studio in 
Informatica di partecipare all’indagine Internet si può rilevare in figura 6.14. Si nota 
che la maggior parte degli studenti risponde dopo pochi giorni l’invio della prima 
mail d’invito, in seguito il numero dei partecipanti decresce drasticamente e torna ad 
aumentare leggermente in corrispondenza dell’invio della prima e-mail di sollecito. 
Un altro piccolo incremento si nota dopo pochi giorni l’invio della seconda mail di 
sollecito. 
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 Fig. 6.14 – Distribuzione dei rispondenti in relazione ai giorni 
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CAPITOLO 7 
Data Mining: un metodo di analisi alternativo 
 
 
7.1 Premessa 
 
L’analisi scientifica dei dati ha visto i suoi albori circa cento anni fa e, per la 
maggior parte del secolo, è stata considerata il regno unicamente della statistica, cioè 
della la scienza che studia i dati. Le sue origini possono essere fatte risalire a molto 
lontano. Si può pensare addirittura a Kepler e Gauss che analizzavano i dati 
astronomici, a Nightingale da Firenze che usava i diagrammi per dimostrare che i 
soldati stavano morendo a causa di poco igiene piuttosto che per colpa dei militari, 
ma basta anche solo pensare che la società statistica più anziana del mondo, la Royal 
Statistical Society, è stata fondata nel 1834 [31].  
La statistica, in pratica, ha come obiettivo primario uno dei più importanti 
bisogni umani: la necessità di scoprire quanto più possibile sul mondo e su come 
bisogna operare in situazioni di variazione e incertezza. Per questo motivo è 
diventato sempre più utile e importante capire ed esercitarsi con il pensiero statistico. 
Infatti, come dice H. G. Wells: “Il pensiero statistico un giorno sarà tanto necessario 
per una cittadinanza efficiente quanto la capacità di leggere e scrivere” . 
Intorno alla metà del ventesimo secolo il computer  si è imposto nella società 
e ha avuto inizio una vera e propria rivoluzione. La statistica ha cominciato a 
cambiare velocemente in risposta alle impressionanti possibilità che il computer 
offriva.  
Nel campo dell’analisi dei dati si introduce una nuova disciplina, il data 
mining, il cui ruolo principale era, inizialmente, la memorizzazione e manipolazione 
dei dati [32]. 
 
7.2 Il Data Mining 
 
Il termine data mining, che letteralmente significa “estrarre dati”, è citato in 
letteratura anche come Knowledge Discovery in Databases – KDD (scoperta della 
“conoscenza” dai dati contenuti nei database) [32].  
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Questa nuova tecnica di analisi dei dati ha visto il suo inizio in ciò che ora è 
conosciuto come “amministrazione del rapporto con il cliente” (Customer 
Relationship Management – CRM). È noto che le aziende di tutte le dimensioni per 
migliorare devono cercare di stabilire un rapporto diretto con il proprio cliente. Per 
questo motivo ogni azienda deve cercare di cambiare la propria strategia di 
commercio mettendo al primo posto la necessità di capire il singolo cliente e di 
sfruttare le informazioni che ha a disposizione per accaparrarsi il cliente.  
È abbastanza ovvio che per un’azienda di piccole dimensioni è alquanto facile 
attuare questo tipo di strategia, e cioè stabilire un determinato rapporto con ogni 
singolo cliente, capirne i bisogni, ricordarsi delle varie preferenze e imparare dalle 
relazioni passate per migliorare quelle future.  
Per una grande impresa invece è molto difficile compiere qualche cosa di 
simile in quanto la maggior parte dei clienti non interagisce mai personalmente con 
gli impiegati dell’azienda. Non esiste nulla che possa sostituire l’intuizione creativa 
di un solo proprietario che conosce i clienti per nome, dal viso e dalla voce e si 
ricorda delle loro abitudini e preferenze. Ma attraverso l’applicazione intelligente 
dell’informatica e grazie ai nuovi sistemi di elaborazione delle transazioni on-line 
perfino la più grande azienda può avvicinarsi sorprendentemente a tutto ciò. 
Molte aziende raccolgono centinaia di gigabyte o terabyte di dati da e circa i 
propri clienti, però molto spesso non “imparano” nulla da questi dati, che sono 
raggruppati solo perchè necessari per un certo scopo operativo, per esempio controllo 
del magazzino o fatturazione, e che vengono messi da parte o scartati definitivamente 
una volta raggiunto l’obiettivo. 
Affinché si possa imparare da essi, i dati provenienti da diverse fonti devono 
essere riuniti insieme ed organizzati, bisogna cioè effettuare l’operazione di data 
warehousing (immagazzinamento dei dati). 
Praticamente il data warehousing fornisce all’impresa una memoria, ma la 
memoria è poco utile senza intelligenza. È qui che il data mining fa il suo ingresso. I 
dati, una volta memorizzati, devono essere analizzati, capiti ed essere trasformati in 
informazioni. Quindi, si può dire che il data mining fornisce gli strumenti e le 
tecniche che aggiungono intelligenza al data warehouse: il data mining fornisce 
l’azienda di intelligenza. 
Per tutti questi motivi, il data mining è stato definito come “l’estrazione non 
banale di informazione potenzialmente utile, implicita, sconosciuta in precedenza dai 
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dati” e come “la ricerca di relazioni e modelli globali che esistono nei database 
voluminosi ma sono nascosti dalla vastità del numero dei dati”. 
Praticamente, il data mining viene in soccorso della realtà aziendale con una 
moltitudine di dati archiviati inutilizzati; l’inutilizzazione è dovuta alle 
problematiche inerenti l’archiviazione dei dati, che spesso sono sparsi all’interno di 
diversi sistemi e alla scarsa consapevolezza delle potenzialità degli strumenti 
statistici di elaborazione dei dati; tutto ciò impedisce la produzione di sintesi efficaci 
e rilevanti dei dati stessi. 
Si tratta, quindi, di un processo finalizzato alle esigenze aziendali che viene 
svolto in un ambiente predisposto per l’integrazione di contributi tecnici e 
conoscenze di business, e non di un mero utilizzo di algoritmi per l’elaborazione di 
grandi moli di dati. 
Fare data mining significa seguire una metodologia che va dalla definizione 
della problematica all’implementazione di regole decisionali economicamente 
misurabili. 
È importante notare che nel data mining è il computer che si occupa di 
trovare modelli dei dati, identificandone regole e caratteristiche che li legano. Il 
processo di analisi parte da un insieme limitato di dati e, usando una certa 
metodologia, cerca di sviluppare una rappresentazione ottimale della struttura dei 
dati; durante questa fase il processo acquisisce conoscenza. Una volta che tale 
conoscenza è stata acquisita, questa può essere estesa ad un insieme più vasto di dati 
basandosi sull’assunzione che l’insieme dei dati più grande ha una struttura simile a 
quello più semplice. 
Praticamente il data mining sfrutta tecniche statistiche, di visualizzazione e di 
machine learning per scoprire e presentare “conoscenza” in una forma facilmente 
comprensibile e utilizzabile per scopi gestionali/decisionali. 
Il requisito fondamentale che distingue gli algoritmi e le tecniche di data 
mining da altri sviluppati per problemi simili è la scalabilità, cioè l’efficienza 
computazionale su database di notevoli dimensioni. Quando si decide di applicare 
delle tecniche di data mining per affrontare un problema di analisi dei dati bisogna 
far fronte a diversi problemi correlati non banali, tra cui: 
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• Data integration: le sorgenti dati su cui si vuole fare mining sono spesso in 
formato eterogeneo, ad esempio rappresentano gli stessi dati con schemi 
differenti. È quindi preventivamente necessario “riconciliare” le varie fonti. 
• Data cleaning: in molti casi i dati sono affetti da “rumore”, cioè errori, dati 
non interessanti, ecc., e le prestazioni di molti algoritmi ne possono essere 
fortemente influenzate. Si rende quindi necessario intervenire per “pulire” i 
dati mediante azioni di pre-processing. 
 
Le fasi che portano dall’insieme di dati grezzo all’estrazione della conoscenza 
possono essere riassunte in cinque punti: 
 
1. Selezione: selezione o segmentazione dei dati secondo alcuni criteri; 
2. Preprocessing: “pulizia” dei dati da certe informazioni ritenute inutili e che 
possono rallentare le future interrogazioni. In questa fase, inoltre, i dati 
possono essere trasformati per evitare eventuali inconsistenze dovute al fatto 
che dati simili possono provenire da sorgenti diverse e quindi con metadati 
leggermente diversi; 
3. Trasformazione: i dati non sono semplicemente trasferiti da un archivio ad 
uno nuovo, ma sono trasformati in modo tale che sia possibile anche 
aggiungere informazioni ai quesiti. Quindi i dati vengono resi “usabili e 
navigabili”; 
4. Data Mining: questo stadio si occupa di estrarre dei modelli dai dati; 
5. Interpretazione e valutazione: i modelli identificati dal sistema vengono 
interpretati cosicché la conoscenza che se ne acquisisce può essere di 
supporto alle decisioni.  
 
7.3 Software per data mining 
 
Il mondo dei software offre una vasta scelta di soluzioni per attività di data 
mining, dagli applicativi per una singola metodologia statistica di analisi a dei 
pacchetti software “all in one”, in grado di gestire l’intero processo di data mining 
[32]. 
Le motivazioni nell’utilizzare un prodotto piuttosto che un altro si devono 
cercare nella valutazione di diversi fattori: 
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• Costo: il costo dei prodotti per l’analisi dei dati è in genere molto elevato. 
Nonostante il prezzo sia spesso sinonimo di qualità e garanzia dei risultati, 
esistono dei tools “free” per il data mining molto validi, essendo questi il 
risultato di un lavoro di ricerca a livello universitario. 
• Tipologia algoritmi: la prerogativa fondamentale dei software per data 
mining è di mettere a disposizione una suite completa di algoritmi, sia per la 
fase di preprocessing che per la fase di creazione dei modelli. 
• Interfaccia grafica: la presenza di un’interfaccia grafica intuitiva e curata 
facilita il compito per un utente inesperto, ma non altera la qualità dei risultati 
finali. Ovviamente i software proprietari sono più curati sotto questo aspetto, 
per essere resi più appetibili al pubblico. 
 
Fra i tools open source si possono prendere in considerazione Weka e 
KDDML, mentre due dei software proprietari più utilizzati sono Clementine e 
Knowledge Studio. 
 
7.3.1 Weka 
 
Weka è un completo toolbench per il machine learning e per il data mining; è 
stato realizzato dall’Università di Waikado in Nuova Zelanda, scritto in Java e mette 
a disposizione un’ampia gamma di algoritmi: per il preprocessing, per la 
classificazione, clustering, visualizzazione dei dati, regole associative. L’interfaccia 
grafica è discreta, non curata nei particolari, ma gradevole. Presenta ancora alcuni 
difetti ma è sicuramente il software free più completo. 
In figura 7.1 viene riportato un esempio dell’interfaccia grafica di Weka 
Explorer. 
In questa figura vengono individuate quattro sottoaree. Nella sottoarea “1” si 
trovano tutti i pulsanti che implementano l’insieme di algoritmi messi a disposizione 
da Weka, sia per la fase di preprocessing  che per la creazione dei modelli di analisi. 
Nella zona “2” vengono indicati tutti gli attributi appartenenti al data set; in questa 
zona è possibile selezionare gli attributi o eliminarli se non si intende portarli avanti 
nella fase di analisi. Nella sottoarea “3” si trovano alcuni dati statistici e analisi 
preliminari degli attributi (media, varianza, massimo, minimo). Nella “4” invece 
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vengono rappresentati i grafici di distribuzione degli attributi selezionabili con un 
menù a tendina. 
 
 
Fig 7.1 – Interfaccia grafica di Weka Explorer 
 
7.3.2 KDDML 
 
Il KDDML (KDD Markup Language) è una creazione del laboratorio di KDD 
dell’Università di Pisa, ancora in fase di realizzazione, infatti la versione attualmente 
a disposizione è una versione alfa.  
La particolarità di questo software consiste nel fatto che è basato sul 
linguaggio XML dove i tags XML corrispondono alle operazioni da effettuare sui 
dati o sui modelli, e gli attributi dei tags corrispondono ai parametri degli operatori. 
La struttura di KDDML consente di renderlo facilmente estendibile, sia per quanto 
riguarda le sorgenti dati, che per gli algoritmi di preprocessing e di mining. 
In figura 7.2 viene riportato un esempio dell’interfaccia di KDDML. 
Nella zona “1” viene scritta la query XML; nella “2” si trovano tutte le 
operazioni possibili che si possono fare sui dati, sia operazioni di preprocessing, sia 
algoritmi di mining, che operazioni di caricamento dei dati. Nella sottoarea “3” il 
software indica lo stato di avanzamento del processo di mining o di caricamento dei 
dati, e l’esito delle compilazioni delle query. 
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Fig. 7.2 – Interfaccia grafica di KDDML 
 
7.3.3 Clementine 
 
Clementine costituisce sicuramente la soluzione ideale per il data mining. 
Propone una suite completa di algoritmi sia per il preprocessing che per l’analisi dei 
dati, anche se non a livello di Weka, lavora ottimamente anche con grandi quantità di 
record e attributi.  
L’interfaccia grafica è molto curata e le soluzioni a disposizione per la 
visualizzazione dei dati sono molteplici. Il punto a suo sfavore è il costo, in genere 
molto elevato, soprattutto se acquistato da un privato. 
La figura 7.3 rappresenta l’interfaccia di Clementine come si presenta 
all’apertura del programma.  
Anche in questo caso l’interfaccia può essere suddivisa in quattro sottoaree. 
Nella zona “1” vengono indicati i modelli generati. Cliccando su questi 
modelli è possibile effettuare operazioni di salvataggio, caricamento o di browser. 
La sottoarea “2” è la zona dell’interfaccia dedicata alla rappresentazione del 
flusso dei dati. Ogni nodo del grafico rappresenta un’operazione che si intende fare 
sui dati. Il nodo radice è il nodo di input tramite il quale si importano i dati. I nodi 
foglia sono sempre nodi output, cioè quei nodi che generano i modelli o i grafici di 
rappresentazione dei dati. I nodi intermedi servono per implementare le varie 
operazioni di preprocessing. 
Nelle zone “3” e “4” si trovano tutti gli algoritmi che Clementine mette a 
disposizione per le analisi. Nella “3” vengono indicati i tipi di input accettati dal 
software e le operazioni di preprocessing possibili sia sui record che sui campi. Nella 
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sottoarea “4”, invece, si trovano tutti gli algoritmi di mining disponibili per la 
creazione di modelli (K-means, C5.0, Apriori Regressione Lineare, Reti Neurali, 
ecc...), e tutte le rappresentazioni grafiche dei dati (Plot, grafici di distribuzione, 
istogrammi, ecc...). Infine, si trovano anche i nodi di output che consentono di 
esportare i dati in altri formati o di effettuare delle analisi statistiche preliminari. 
 
 
   Fig. 7.3 – Interfaccia grafica di Clementine 6.5 
 
7.3.4 Knowledge Studio 
 
Knowledge Studio è un software completo e di facile utilizzo. Mette a 
disposizione dell’utente una grande varietà di grafici con la possibilità di un alto 
livello di personalizzazione degli stessi. 
La figura 7.4 mostra l’interfaccia grafica di questo software divisa in due 
sezioni. 
Nella sezione di sinistra vengono memorizzate tutte le operazioni effettuate 
sui dati, o i grafici creati. Mentre Clementine per rappresentare le operazioni 
effettuate sui dati utilizza un diagramma a flussi, come si può osservare in figura 7.3, 
si può dire che Knowledge Studio implementa una metodologia a cascata, in cui in 
sequenza cronologica vengono riportati i modelli o i grafici creati. 
Nella sezione di destra, invece, si riportano i risultati delle analisi, siano essi 
grafici o report di dati. 
 
 129 
 
Fig. 7.4 – Interfaccia grafica di Knowledge Studio 
 
7.4 Data Mining sul Questionario di Valutazione 
 
Quando si decide di analizzare un insieme di dati, per prima cosa, bisogna 
cercare di capire il significato dei dati in possesso. Questa fase nelle analisi di data 
mining è detta “Data Understanding”.  
Durante questa fase bisogna eseguire le prime analisi sui dati, per 
comprendere la loro distribuzione e le loro caratteristiche e per avere una visione più 
completa e accurata su come procedere. 
I dati ritenuti interessanti per la nostra analisi, il cui obiettivo principale è di 
tracciare un profilo degli studenti che hanno partecipato all’indagine, sono: sesso, 
scuola di provenienza e anno d’iscrizione. 
Il passo successivo nel processo di data mining è la fase di “Data 
Preparation”, durante la quale i dati vengono ripuliti da ogni imperfezione e si cerca 
di rimuovere tutte le inconsistenze e le ridondanze presenti nell’insieme dei dati. 
Praticamente in questa fase i dati vengono preparati per il processo di data mining 
vero e proprio. 
Durante la nostra analisi, queste prime due fasi sono risultate molto semplici 
data la natura dei dati che abbiamo studiato e la modalità in cui tali dati sono stati 
raccolti. 
La terza fase del processo è quella di “Modelling”, che è stata svolta con 
l’ausilio di Weka 3.4. Questo software richiede che il formato dei file abbia 
estensione “.ARFF”. Quindi è stato necessario esportare le tabelle Access in file di 
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testo separati e successivamente introdurre gli header necessari per la codifica ARFF. 
Sono state inserite, quindi, le informazioni riguardanti ciascun attributo che non 
possono essere dedotte dai valori, e cioè una lista di tutte le istanze con il tipo dei 
valori che ciascun attributo assume. 
Per la nostra analisi si è utilizzata l’interfaccia Explorer per la sua, relativa, 
facilità di utilizzo. Questa interfaccia fornisce gli strumenti del data mining necessari, 
a partire dal pre-processing fino alla visualizzazione dei risultati. 
Le operazioni che si è deciso di eseguire riguardano il cluster, la 
classificazione e la scoperta di regole associative. 
Gli algoritmi usati sono il “K-means” per il clustering, il “J48” per l’albero di 
decisione e l’algoritmo “aPriori” per ottenere delle regole associative. 
 
7.4.1 Clustering 
 
Dal clustering di “RISPOSTETOT”, la tabella in cui sono raccolte tutte le 
risposte, risulta che: 
• il “cluster 1” è composto da studenti provenienti in prevalenza dai licei, 
mentre il “cluster 2” da coloro che hanno frequentato l’istituto tecnico; 
• vi è una concentrazione molto minore di studenti provenienti da altri tipi di 
scuole superiori; 
• per quanto riguarda il sesso dei partecipanti si può notare che gli studenti di 
sesso maschile sono in quantità superiore rispetto alle donne (figura 7.6); 
 
     Fig 7.5 – Clustering “RISPOSTETOT” (scuolaprov) 
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    Fig 7.6 – Clustering “RISPOSTETOT” (sesso) 
Attraverso questo tipo di analisi otteniamo dei risultati molto simili a quelli 
ricavati dall’analisi sostanziale delle risposte. Tuttavia molto meno agevole risulta la 
lettura e l’interpretazione degli stessi per mezzo della metodologia in esame. 
 
7.4.2 Regole associative e alberi di decisione 
 
Anche l’algoritmo “aPriori”, utilizzato per trovare le regole associative ha 
confermato i risultati ottenuti con l’analisi sostanziale delle risposte.  
Qui di seguito vengono riportate alcune regole che sono state trovate: 
 
 
Ancora una volta si nota la prevalenza di studenti di sesso maschile 
provenienti soprattutto dai licei e dagli istituti tecnici. Inoltre risulta che la maggior 
parte di coloro che hanno partecipato all’indagine è iscritta agli ultimi anni. 
Non deve stupire il fatto di aver ottenuto un così basso numero di regole, il 
motivo è legato alla piccola quantità di dati con cui si è lavorato. Infatti, bisogna 
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ricordare che il processo di data mining viene applicato, di solito, a database formati 
da migliaia di record.  
Per questo stesso motivo i vari alberi di decisione che si sono ricavati non ci 
hanno fornito alcun risultato rilevante, anzi spesso si trattava di alberi formati da un 
solo livello. 
 
7.5 Confronto fra le due tecniche di analisi 
 
L’analisi di data mining sulle risposte al questionario di valutazione della 
didattica non ha fornito dei risultati molto soddisfacenti, soprattutto se confrontati 
con quelli ottenuti con l’analisi sostanziale effettuata sugli stessi dati. Infatti, 
osservando semplicemente i grafici creati con Excel è facile delineare il profilo dei 
rispondenti e il loro giudizio sul Corso di Studio in Informatica, lo stesso non si può 
dire guardando i grafici di figura 7.5 e 7.6 relativi al clustering sulle risposte ottenute. 
Questo risultato è dovuto soprattutto alla dimensione piuttosto piccola dell’insieme 
dei dati. Le tecniche di data mining, infatti, sono più efficaci se applicate a database 
formati da migliaia di record. 
Le regole associative che si sono ricavate sono piuttosto banali, infatti, 
forniscono delle informazioni che si potrebbero ricavare dalla sola osservazione dei 
grafici illustrati nel capitolo 6, senza bisogno di utilizzare alcun programma 
particolare. Conclusioni analoghe si ottengono dagli alberi di decisione: si tratta, 
perlopiù, di alberi formati da pochissimi livelli. 
Queste osservazioni non vogliono screditare le tecniche di data mining, che 
sicuramente svolgono un ruolo principale nell’era dei computer, ma sottolineano 
semplicemente che esistono delle situazioni, come quella che si è esaminata, in cui è 
più opportuno ed efficace utilizzare i metodi statistici “classici”. 
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CONCLUSIONI 
 
 
Gli studi relativi alle diverse metodologie d’indagine e alla continua 
evoluzione di Internet, ci fanno pensare che l’utilizzo della rete per la realizzazione 
di sondaggi permette di indagare grandi collettivi di unità a costi contenuti e che, 
quindi, il web molto presto sostiturà i più antichi mezzi d’indagine quali ad esempio 
il telefono. 
Per valutare l’efficacia dei sondaggi web sono state svolte delle analisi sulle 
risposte fornite dagli studenti al questionario elettronico di valutazione della didattica 
relativo al Corso di Studio in Informatica delle Facoltà di Scienze M.F.N. 
dell’Università di Pisa. Tali analisi sono state poi confrontate con i risultati ottenuti 
proponendo alla medesima popolazione lo stesso questionario in formato cartaceo. 
Il sondaggio che è stato progettato rientra tra le indagini Internet basate su una 
lista di utenti che possono essere raggiunti per essere invitati all’indagine via posta 
elettronica. Nel nostro caso specifico l’indagine è stata presentata via posta 
elettronica attraverso una mail d’invito in cui era presente il link alla pagina che 
ospitava il questionario. 
I risulati ottenuti sono stati abbastanza soddisfacenti. Infatti, nonostante il 
numero di coloro che hanno partecipato all’indagine sia stato veramente irrisorio se 
confrontato al totale degli iscritti al corso di studio in Informatica (349 rispondenti su 
1733 iscritti), la differenza, in quantità, di coloro che hanno risposto al questionario 
cartaceo e coloro che hanno risposto a quello elettronico non è grande (486 al 
cartaceo e 349 a quello elettronico). Inoltre a sfavore dell’indagine Intenet giocava il 
fatto che fosse stata proposta a poche settimane di distanza rispetto al questionario 
cartaceo e che il periodo d’indagine coincidesse con il periodo degli esami e delle 
vacanze estive. 
Tenendo in considerazione questi fattori si può sicuramente affermare che 
Internet è in grado di ottenere un ruolo di primo piano nell’ambito dell’indagini 
statistiche soprattutto se si considera la notevole diminuzione dei costi associati 
all’indagine. 
Per la creazione del questionario è stato utilizzato Professional Quest 2005. 
Si tratta di un software abbastanza semplice da usare e il cui vantaggio principale è di 
creare in automatico un database in cui vengono memorizzate tutte le risposte. 
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Professional Quest permette di eseguire anche un’analisi preliminare dei dati 
che, però, almeno nel caso da noi studiato, non è risultata sufficiente per stilare il 
profilo di coloro che hanno partecipato al sondaggio. Per questo motivo si è ritenuto 
opportuno eseguire un’analisi sostanziale dei dati con Excel, attraverso la quale 
abbiamo potuto confermare i risultati ottenuti dall’analisi delle risposte ricavate per 
mezzo del questionario cartaceo e, quindi, confermare la veridicità dell’indagine 
Internet. 
In questi ultimi anni, grazie all’uso sempre più frequente dei computer, si è 
sviluppata una nuova tecnica d’analisi dei dati: il data mining. 
Poichè attraverso l’analisi sostanziale dei dati raccolti si è cercato di capire la 
tipologia di studente che ha partecipato al sondaggio web, si è deciso di utilizzare 
anche uno dei software di data mining, Weka 3.4, per analizzare, attraverso le 
risposte date al questionario elettronico, le caratteristiche dei rispondenti. Attraverso 
le tecniche di data mining usate, però, si sono ottenuti dei risultati poco soddisfacenti 
data, soprattutto, la piccola mole di dati a nostra disposizione. 
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APPENDICE A 
Conversazione tra un client e un server e script CGI  
 
 
Durante questa trattazione abbiamo più volte fatto riferimento alla 
conversazione fra un client e un server e fatto riferimento ai famosi script CGI 
(Common Gateway Interface). In questa appendice cerchiamo di capire di cosa si 
tratta. 
 
Quando “cliccate” su un link contenuto all’interno di una pagina Web il 
vostro browser inizia a chiaccherare con il server puntato da quel link. Un client è 
qualsiasi programma software che può chiedere qualcosa ad un server, spesso anche 
lo stesso computer dove sta girando il client è considerato client. Perciò il Web 
browser è un client. Un server è qualsiasi programma software che gira su un 
computer collegato ad una rete in grado di rispondere alle richieste fatte da i client, 
spesso anche lo stesso computer dove gira il server è considerato server. Quando 
digitate un URL (Uniform Resource Locator) nel campo location del vostro browser, 
o quando cliccate su un link, state puntando ad una certa pagina Web contenuta 
all’interno di un dato computer. Un server Web è un programma software che gira 
ininterrottamente su una macchina, in attesa di richiesta da soddisfare. Un server è 
chiamato anche demone. Quando il server riceve una richiesta cerca di soddisfarla. In 
altre parole quando cliccate su un link state chiedendo una pagina Web. Il server 
riceve la vostra richiesta e ricerca quella pagina e, quando la trova, la consegna al 
browser Web. I client ed i server parlano usando un particolare linguaggio: HTTP. 
HTTP sta per Hyper Text Transfer Protocol. Ad esempio consideriamo 
l'URL: http://www.anyserver.com/anyderectory/anypage.html. Ci sono quattro parti: 
 
1. il nome del metodo (o servizio); 
2. il nome del server; 
3. un path opzionale; 
4. il nome della pagina Web. 
 
Il nome del metodo può essere HTTP (Web), FTP (FTP), NEWS 
(newsgroups), MAILTO (SMTP, Simple Mail Transfer Protocol, cioè e-mail) e così 
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via. Il nome del server indica il nome del computer dove si trova la pagina. Il path 
opzionale indica la directory dove è contenuta la pagina. Ed infine c’è il nome della 
pagina. 
Quando cliccate su questa URL, prima di tutto, il vostro client (il browser 
Web) attiva una connessione tra il vostro computer ed il server www. anyserver.com, 
richiedendo una pagina Web di nome anypage.html. a questo punto il server riceve la 
richiesta e ricerca la pagina. Se il server la trova, la consegna al client, altrimenti 
invia un messaggio di errore molto noto: “404 not found”. Infine il server chiude la 
connessione. 
Per capire meglio vediamo in dettaglio la “chiacchierata” tra il vostro client 
ed il server www.anyserver.com: 
 
• GET//anydirectory/anypage.html HTTP/1.0 
• User-agent: NCSA Mosaic for the X Window System/2.5 
• Accept: text/plain 
• Accept: text/html 
• Accept: image/gif 
 
Le righe qui sopra sono le informazioni inviate dal client al server. A questo 
punto il server risponde: 
 
• HTTP/1.0 Status 200 Document follows 
• Server: NCSA/1.4 
• Date: Sat, 7 May, 2006 12:12:12 GMT 
• Content-type: text/html 
• Content-length: 5300 
• Last-modified: Fri, 6 May 2006 12:12:00 GMT 
 
Cosa significa il dialogo appena visto? 
• GET//anydirectory/anypage.html/1.0: il client chiede una pagina chiamata 
anypage.html e indica la versione html usata (1.0). 
• User-agent: NCSA Mosaic for the X Window System/2.5: il client comunica 
al server il proprio nome (NCSA Mosaic) ed il sistema operativo sul quale sta 
girando. 
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Con le ultime tre righe il client comunica al server quali formati di file è in 
grado di gestire. 
A questo punto il server risponde. 
• HTTP/1.0 Status 200 Document follows: la versione HTTP (1.0) e ritorna un 
codice di stato. Quando la richiesta ha esito positivo, il server ritorna “200”, 
altrimenti “404”, comunque ci sono parecchi codici di stato. 
• Server: NCSA/1.4: il tipo di server e la versione (1.4). 
• Date: Sat, 7 May, 2006 12:12:12 GMT: data e ora locali. 
• Content-type: text/html: formato del file, in questo caso una pagina HTML. 
• Content-length: 5300: lunghezza della pagina. 
• Last-modified: Fri, 6 May 2006 12:12:00 GMT: la data dell’ultima modifica 
effettuata alla pagina. 
 
L’HTTP è un protocollo stateless, che significa che ogni richiesta fatta dal 
suo client al server, richiede una nuova connessione. Ogni oggetto contenuto 
all’interno di una pagina Web richiede una nuova connessione, a differenza di altri 
protocolli come FTP o Telnet dove il client stabilisce una sola connessione e può 
effettuare parecchie richieste durante quella connessione. Perciò quando scaricate 
una pagina Web che contiene parecchie immagini per esempio, il vostro client deve 
stabilire una connessione per ogni oggetto che trova leggendo la pagina. Durante una 
nuova richiesta il server non è in grado di sapere nulla della precedente richiesta, e, 
infatti, non sa neppure chi ha fatto la precedente richiesta. I nuovo protocollo HTTP, 
HTTP-NG o HTTP Next Generation, permette una connessione per più richieste, 
così, per esempio, potete leggere una pagina Web stabilendo una sola connessione. In 
questo modo una pagina viene scaricata più velocemente. 
Dunque il server Web è solo un programma che gira ininterrottamente 
aspettando delle richieste. Quando una richiesta viene soddisfatta e la connessione 
viene chiusa, il server è nuovamente pronto per nuove richieste. Comunque il vostro 
browser può richiedere documenti HTML, immagini, suoni, video o script. Solo che 
uno script non viene ricevuto ma viene eseguito.  
Uno script è un programma che funge da interfaccia tra un client, un server 
Web, il sistema operativo, le periferiche hardware o anche altri server. Per esempio, 
supponete che vogliate effettuare ricerche all’interno di un database. Supponete di 
volerle fare utilizzando un’interfaccia Web. Il server che offre tale servizio ha 
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bisogno sicuramente di uno script CGI, infatti deve ricevere la vostra richiesta, che di 
solito è scritta usando il linguaggio umano, e tradurla secondo le regole del 
linguaggio di quel database. Pensate ad un motore di ricerca come Altavista per 
esempio. Lo script CGI riceve la vostra interrogazione e la traduce secondo le regole 
del linguaggio del database di Altavista e ricerca il documento che avete richiesto. 
Quando trova qualcosa lo deve confezionare per mostrarlo all’interno di una pagina 
HTML, in altre parole lo script deve costruire una pagina Web “al volo” per mostrare 
i risultati della vostra interrogazione. 
Potete usare qualsiasi linguaggio di programmazione per costruire uno script 
CGI. Ovviamente il linguaggio scelto deve essere supportato dal server. Per esempio 
se il vostro server sta girando su un sistema Unix, potreste usare il linguaggio delle 
shell Bourne, o potreste usare il linguaggio C. Se il vostro server sta girando su un 
Macintosh dovete usare il linguaggio Applescript, e così via. Comunque il linguaggio 
di  programmazione più usato per scrivere degli script CGI è sicuramente il PERL 
(Practical Extraction and Reporting Language). 
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APPENDICE B 
Il questionario di valutazione della didattica 
 
 
Riportiamo il questionario, oggetto del lavoro di tesi, proposto agli studenti 
del Corso di Studio in Informatica, sia in formato cartaceo che elettronico. 
 
Nella prima sezione del questionario, “Il mio profilo”, si trovano domande di 
carattere anagrafico che aiutano a capire la tipologia di studenti che partecipa 
all’indagine. 
 
 
 
La sezione successiva riguarda l’organizzazione didattica complessiva del 
Corso di Studio. 
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Nella terza parte del questionario vengono rivolte delle domande relative ai 
singoli corsi d’insegnamento. 
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amici/che di Aradeo per la gioia che riescono a trasmettermi tutte le volte che “torno 
a casa”.  
Tutti gli amici della Marzotto: Sandra, Mimmo, Dario, Alessio, 
Gabriele.....,chi in un modo chi in un altro, mi hanno aiutato ad arrivare fino a questo 
punto. 
Voglio ringraziare Francesca e la dott.essa Marilisa Carboni, il cui aiuto è 
stato fondamentale per la stesura di questo lavoro. 
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Infine, ma sicuramente non per importanza, ringrazio i miei relatori, la 
Prof.essa Monica Pratesi e il Prof. Antonio Albano per la pazienza e la disponibilità 
dimostrata nei  miei confronti. 
 
