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SOMMAIRE 
Dans ce travail, nous considérons les invariants de Gromov-\Vitten (invariants 
GlV) associés à des appli.cations pseudo-holomorphes ayant pour domaine une 
surface de Riemann de genre 0, et ceci dans le cadre particulier des fibrç,tions 
Hamiltoniennes connexes, fermées, au-dessus d'une base symplectique. 
Pour un choix de structure presque complexe compatible en particulier avec 
la structure de fibration Hamiltonienne, nous obtenons une application entre les 
espaces de modules des applications (pseudo)-holomorphes dans l'espace total et 
dans la base. 
Nous montrons entre autr~s que si l'espace de modules de là base n'admet pas 
de strates réductibles, condition vérifiée par les .classes primitives, et si le nombre 
minimal de Chern de la fibre, NF, satisfajt une condition dite de semi-positivité 
forte: 
1 . 
Np ~ 2dimP - 2, 
alors il existe une relation bien définie entre certajns invariants de l'espace total, 
certains invariants de la base ainsi que certains invariants associés à une fibration 
. au-dessus de la 2-sphère. 
Nous y montrons aussi que sous èertaines co~ditions de transv~rsalité, la struc- . 
ture de fibration Hamiltonienne induit une structure de fibrati?n entre la compac-
tification verticale de l'espace de modules des applications pseudo-holomorphes 
dans l'espace total et la strate supérieure de l'espace de modules des applica-
tions pseudo-holomorphes dans la base. Nous retrouvons alors la relation obtenue 
auparavant par intégration le long des fibres de cette fibration. 
Nous déduisons notamment de cette formule dite produit, certaines propriétés 
telles que le scindement de la cohomologie à coefficients rationnels et l'uniréglage 
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symplectique, pour toute fibration Hamiltonienne au dessus d'une base pour la-
quelle il existe une sphère pseudo-holomorphe passant par au moins deux points. 
l\1ots clés : fibration Hamiltonienne, structure presque complexe, application 
pseudo-holomorphe, système Fredholm, invariant de Gromov-vVitten, recollement, 
application balancée, homologie quantique, c-splitting, uniréglage symplectique. 
v 
SUMMARY 
In this \York, we consider the rational Gromov-Witten invariants, or sim ply 
GlV -invariants, in the context of closed connected Hamiltonian ·fibrations over 
any symplectie base. 
For a choiee of almost complex structure that is in particular compatible with 
the Hamiltonian fibi'ation structure, we obtain a map between the moduli spaees 
of pseudo-holomorphie maps in the total space and in the base space. 
\Ve show that there exists a weU:"defined relation, called product formula, bet-
ween some GlV-invariants of the total space, sorne GvV-invariants of the base 
space and some GvV-invariants a'5sociated to a fibration overS2 . This is proved , 
under a. strong semi-positivity assumption fOf the fiber of the fibration, which 
essentially gives an lower bound for the minimal Chern number of the fiber in 
terrns of the dimension of the total space, and the assumption that the compac-
tification of the moduli space of maps in the base doesn't admit reducib]e strata 
(this latter condition is in pa.rticular realized by primitive classes). 
It. is a]so shown under sorne transversality condition, that the Hamiltonian 
fibration structure induces une structure of fibration on the vertical compactifi.-
cation of the moduli space of pseudo-holomorphie maps in the total space over 
the top stratum of the moduli space of pseudo-holomorphie maps in the base. We 
then recover the product formula mentioned above by me ans of integration over 
the fibers of this fibration. 
Eventually, we give an example of computation, and al80 deduce from the 
formula the rational cohomology splitting and symplectic unirulednes8, for any 
Hamiltonian fibration over a base which admits one pseudo-holomorphic 8phere 
passing through at least two points. 
VI 
Key words : Hamiltonian fibration, almost eomplex structure, pseudo-holomorphie 
map, Fredholm system, Gromov-\Vitten invariant, gluing, balaneed map, quan-
tum homology, e-splitting, symplectie uniruleclness. 
Vil 
, 
TABLE DES MATIERES 
Sonlmaire ....................... '.' ... '. . . . . . . . . . . . • . . . . . . . . . . . . . . . .. III 
Sunllnary : ...................... ~ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . V 
Remercielnents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x 
Introdtiction·... ................. ....... .............. ............ 2 
Le contexte. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . 3 
, 
Structure des espaces de modules ... . . . . . . . .. . . .. . . . .. . . . . . . . . .......... 5 
La formule proçluit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7 
Fibra.tion d'espaces de modules ......................... ,. ........ . . .... 9 
Quelques applica.tions ........................... '.' . . . . . . . . . . . . . . . . . . . . .. 11 
Organisation de la thèse. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 12 
Chapitre 1. Fibrations Hamiltoniennes. . . . ... . . . . .. . . . . . .. . .. . . 15 
1.1. Les groupes Symp et Ham........... ............................. 15 
1.2. Fibrations Hamiltoniennes et leur caractérisation.. . . . . . . . ......... 16 
1.3. Connexions Hamiltoniennes et forme de couplage. . . . . . . . . . . . . . . . .. 19 
1.4. Structures presque complexes compatibles. .. . . . . . . . . . . . . . . . . . . . . .. 24 
1.5. Connexion affine particulière. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 26 
1..5.1. La connexion de Levi-Civita verticale. . . .. . .. . . . ... . . . . . . ...... 27 
1.5.2. Extension de '\7 v . . . . . . . . . . . . • • • • • • . . . • . . . . . . . . • • . . • • • • • . . . . . . .. 28 
Vlll 
1.6. Le cas où B est la 2-sphère .................................. ~ . . .. 31· 
/ 
Chapitre 2. Applications pseudo-holomorphes dans les fibrations 
Hanliltoniennes . . . . ... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35 
2.1. Applications pseudo-holomorphes et problème de 
Fredhohn associé ............................................. ; . . . .. 36 
2.2. Systèmes Fredholm et scinclement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 40 
2.3. Transversalité.... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 47 
2.3.1. Cobordismes ........................ '.' . . . . . . . . . . . . . . . . . . . . . . . .. 62 
Chapitre 3. Théorèmes de Structure. . . . . . . . . . . . . . . . . . . . . . . . . . .. 66 
3.1. COlnpactification. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 66 
3.1.1. Identités d'énergie................ . ... ......................... 67 
3.1.2. Applications stables holomorphes. . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 69 
3.1.3. Applications stables pour une fibration Hamiltonienne ....... , .. 80 
3.2. Transversalité pour toutes les strates.. . . . . . . . . . . . . . . . . . . . . . . . . . . .. 86 
Chapitre 4. La formule produit ................................. 103 
4.1. Pseudo-cycles et fibrations Hamiltoniennes ........................ 103 
4.2. Les applica.tions d'évaluation sont des pseudo-cycles ............... 107 
4.3. La formule produit. ............................................... 112 
4.3.1. Invariants de Gromov-Witten .................................. 112 
4.3.2. Lafonnule ...... ; ....... ~ ...................................... 114· 
Chapitre 5. Théorie .du recollement et Structure de fibration 
d'espaces de modules ....... ~; ...................... 120 
5.0.3. Hypothèses et notations ........................................ 121 
5.1. Recollement des courbes nodales .................................. 122 
lX 
5.2. Pré-recollement d'applications .................................. ,. 127 
5.3. Inverses à droite .................................................. 131 
5.4. Applications de recollement ....................................... 140 
5.4.1. 
5.4.2. 
Applications de recollement dans le cas stable ...... , ........... 141 
Gluing : le cas non stable ..... .' ................................. 149 
5.4.3. Applications holomorphes balancées ............................ 1.50 
.5.4.4. Applications de recollement et applications balancées ........... 1.59 
5.5. Fibration d'espaces de modules ................................... 176 
5.5.1. Les données de carte ........................................... 176 
5.5.2. Applications de recollement· admissible ......................... 178 
5.6. Structure de fibration d'orbifolds topologiques ................ " .... 180 
5.7. La formule produit revisitée ....................................... 188 
Chapitre 6. Applications et exemple ............................ 192 
. 6.1. Exemple de calcul. ................................................ 192 
6.2. L'isomorphisme de Seidel ......................................... 196 
6.3. Scindement cohomologique et variétés uni réglées .................. 199 
Appendice ........................................................ 203 
Bibliographie .. ~ . ~ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 20.5 
x 
REMERCIEMENTS 
Je voudrais avant tout remercier mon directeur, François, pour m'avoir donné 
l'opportunité avec tant de jovialité d'effectuer ce travail avec lui, et de in'avoir 
introduit au monde de la topologie symplectique. Je le remercie pour son sou-
tien et son intérêt constant, même dans les moments les plus délicats, ainsi que 
pour son imagination toujours débordante, ses discussions lumineuses et enrichis-
santes, et ses conseils qui m'auront permis d'avancer plus avant dans le monde 
des mathématiques. Je remercie aussi mon co-directel,-u·,.Shengda, pour ses idées 
toujours florissantes, et d'avoir sû à tout instant et sans jamais perdre patience, 
répondre à toutes mes questions durant de longues heures. Je le remercie encore 
de m'avoir éclairé avec tant de brio et une extrême gentillesse, sur certains points 
qui n'étaient alors que d'obscurs horizons pour moi. 
Je n'oublie pas Octav Cornea qui a été présent dès mes débuts à l'université 
de Montréal, et qui m'a révélé et expliqué tant de choses avec une extrême finesse, 
dans ses cours ou ailleurs; et bien d'autres personnes du département telles Iosif 
Polterovich, Marlène Frigon '(pour ne citer qu'eux) pour avoir été des professeurs 
et conseillers admirables. Enfin je tiens à remercier Frédéric Bourgeois pour avoir 
si volontairement accepre, d'inspecter les moindres recoins' de ma thèse. Bien 
évidemment je remercie plus généralement tous les membres du jury. 
Ces années n'auraient probablement été les mêmes sans mes fidèles compa-
gnons de route avec qui j'ai partagé des discussions si enflammées tant mathématiques 
qu'autr~.Il y a Baptiste l'artiste, celui qui réfléchit plus vite que son ombre et que 
celles des autres, et à qui je souhaite de rencontrer Corto Maltèse et Nietzsche. 
Rémi au coeur d'or, avec qui il est possible de discuter en toute mauvaise foi 
1 
d'esthétisme; et qui sait si bien se faire comprendre des videurs. Eveline sa douce 
moitié, qui 'n'est pas féministe. Gabriel maître presque incontesté, si ce n'est par 
Rémi, en jeu de mots doutelLX, et pour qui le monde sans les Beatles ne serait pas 
le monde. Liam l'enjoué et sa classe vestimentaire naturelle, surtout son T-shirt 
Astroboy. Alex la puce, qui dans ses meilleurs jours trouve que tout est encore plus 
magnifique qu'à la seconcl~ précédente. Enfin Xavier alias Monsieur X, qui est né 
avec un yoyo dans la main, et encore pleins d'autres: Anouk, Etienne, Marie-Eve, 
Catherine, Nadine, Carlos, Phil.. .. et tous mes amis de Belgique évidemment. 
Bien entendu, je remercie énormément ma famille, qui a toujours cru en moi, 
toujours et dans toutes les situations . .le n'oublie pas non plus ma belle-famille 
qui m'ont eux aussi toujours assistéd. Pour finir je ne saurais assez remercier ma 
femme que j'aime tant, Annie, qui est plus dure que le roc et qui a sû me supporter 
moi et mes angoisses pendant mes longues veillées interminables et me redonner 
.-
confiance en tout temps. 
. \ 
INTRODUCTION 
Dans ce travail, nous considérons les invariants de Cromov-\Vit.ten (invariant.s 
GlV) associés' a qes applicat.ions pseudo-holomorphes ayant· pour domaine une 
surface de Riemann de genre 0, et. ceci dans le cadre particulier des fibrations Ha-
miltoniennes connexes, fermées, au-dessus d'une base symplectique notée (B,WB). 
Ce travail ét.end certains aspects présentés dans [29] où le cont.exte est celui des 
fibrations Hanliltoniennes au-dessus de surfaces de Riemann. 
Pour une variété symplectique générale, ces invariants comptent. le nombre 
algébrique de sphères pseudo-holomorphes simples d'aire fixée qui intersectent 
transversaleu"lent. des cycles donnés de la variét.é en l point.s. Dans les meilleurs cas 
possibles, en particulier le cas semi-positif, ces invariants de la structure symplec-
tique, peuvent être vus comme une Il-forme multinéaire sur le l-produit tensoriel 
de l'homologie singulière de la. variété. 
Dans le cas d'un produit. trivial, Ruan et Tian en 1995 [38], ainsi que Kont.-
sevich. et. Manin peu après [17], ont. mont.ré que lorsque la base et la fibre sont 
toutes deux se mi-positives , les invariants GW de l'espace total.sont dOlmés par 
des produits de certains invariants GlY dans la base et dans la fibre. Cette pro-
priété leur permet en l'occurrence de déduire le scindement. du produit quantique 
dans cette situation précise, leq].lel produit est une déformation du produit cup en 
cohomologie. Il est ainsi à priori impossible d'espérer avoir un tel scindement dans 
le cas non-trivial. 'Néanmoins, il est raisonnable de se poser la quest.ion suivante: 
quelles relat.ions algébriques existe-t-il, s'il y a lieu, entre les invariants de la base, 
de la. fibre et. de l'espace total? 
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. Nous établissons une relation, suggérée en particulier dans [19], quiest ana-
logue à celle du cas trivial. 
LE CONTEXTE 
Généralement, une fibration Hamiltonienne est une fibration localement tri-
viale 
avec fibre de référence symplectique (F, w), et dont le groupe de structure se 
réduit au groupe des difféomorphismes Hamiltoniens de la fibre llam(F,w). De 
telles fibrations sont des exemples particuliers de fibrations symplectiques pour 
lesquelles le groupe de structure est contenu dans le groupe des symplectOln'or-
phismes de la fibre Symp(F, w). Ces fibrations sont par définition munies d'une 
famille {wbhEB' de formes symplectiques pour les fibres Fb := 1['-1 (b). 
Bien entendu, le fibré trivial B x F est un exemple de fibration Hamiltonienne. 
Une classe moins triviale et de grand intérêt est celle des fibrations Hamiltoniennes 
au-dessus de 52. qui correspondent à isomorphisme de fibré près aux classes d 'ho-
motopie de lacets de difféomorphismes Hamiltoniens dans (F, w). Ce lien direct 
avec le groupe fondamental de Ham(F,w) el) font donc naturellement des objets 
intéressants à étudier dans le cadre de la topologie symplectique. Citons notam-
ment les travaIL'\: de Seidel [41] menant à l'isomorphisme éponyme en HOlllologie 
de Floer. 
Moins spécifiquement, les fibrations Hamiltoniennes sont caractérisées par les 
deux propriétés suivantes, tel que montré initialement dans [9] (pour une autre 
référence cf. [29]) : 
Théorème. (Guillemin-Lennan-Stemberg) Soit (F,w)'-*P ~ B une fibm.tion 
symplectique, alor's cette fibration est Hamiltonienne si et seulement si : 
i) Pest symplectiquement triviale au-dessus du l~squelette de B; 
ii) il e:ciste une cimnel:i~m H orT C T P SUT' P a.vec holonomie dans H am( F, w), 
qui est induite par· une 2-for·me ferTIlée canonique T E n2(p), appelée forme 
de couplage, qui étend la famille {wbhEB' 
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La deuxième propriété permet en l'occurrence, lorsque B est fermée et sym-
plectique, de munir Vespace total "de ces fibrations particulières de structures sym-
plectiques compatibles avec la famille {wbhEB contrairement au ca.os des fibrations 
symplectiques, et ceci simplement en considéra11t les 2-formes 
Wp,E := T + €Ti*WB, 
oll € > 0 est un réel assez grand pour compenser les dégénerescences occasionnées 
en prenant la somme de T avec Ti*WB. 
En vue d'établir une relation entre les invariants CH! de base avec ceux de 
l'espace total, nous équipons P avec une structure (presque) complexe Jp , qui 
préserve à la fois la distribution horizontale HorT et la projection Ti. Pour être plus 
précis nous demanderons que J p se projette via dTi sur une une structure presque 
complexe J B de la base qui est wB-compatible, qu'elle préserve le sous-espace 
HorT pour T don!lée, et que sa restriction à chaque fibr~ Pb est une structure 
presque complexe wb-comimtible. 
Ces structures sont dites compatibles par rapport à if et T ou plus simplement 
fibrées. Si 
.J(B, WB), .Juert(P, Ti, w) et H, 
désignent respectivement l'ensemble des structures presque complexes wB-compati-
bles dans B, l'ensemble des familles de structures presque complexes wb~compatibles 
dans les fibres, et enfin l'ensemble des déformations exactes de la connexion Ha-
miltonienne, alors l'ensemble des structures fibrées est paramétré par le produit 
Un triplet de cet ensemble, (JB , J, H), sera souvent dénoté Jff pour simplifier. 
L'existence de telles structures est assurée par la contractibilité de chacun des 
ensembles dans le produit ci-dessus ([28]). Nous soulignons enfin que pour une 
connexion fixée (H fLxé) ainsi qu'une structure symplectique Wp,E sur P, l'en-
semble des structures fibrées associées est strictement contenu dans L'ensemble 
des structu~'es complexes maîtrisant Wp,E (wP.€-tame). 
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STRUCTURE DES ESPACES DE MODULES 
Il s'ensuit de notre,choix de structures complexes fibrées que la projection 7r 
induit naturellement une" application, notée encore 7r, entre les espaces de modules 
des applications pseudo-holomorphes avec l points marqués: 
" H 
1. : A10,I(P, a, Jp ) -----t MO,I(B, aB, JB), 
où les 2-classes d'homologie a E H2(P,Z) et aB E H2(B,Z) sont telles que 
7r*a = aB =1= O. 
Remarquons qu'un résultat standéud, notamment démontré dans [30], [29], 
[36], [38], nous donne que les sous-ensembles des éléments irréductibles des es-
paces de modules ci-dessus, sont des variétés ouvertes orientées de dimensions 
finies et ceci pour un choix générique de structures presque complexes maîtrisants 
(et plus particulièrement compatibles) une structure symplectique donnée. Seule-
ment, comme déjà mentionné, ces structures pour l'espace total ne coïncident pas 
avec les structures fibrées et nous voulons préserver l'application 1.. 
Si .io désigne la structure complexe standard sur S2, ces espac~s de modul~s 
correspondent aux solutions des opérateurs de Cauchy-Riemann associés respec-
tivement aux structures presques complexes J f! et J B : 
Ces opérateurs sont en réalité des sections de fibrations de Banach au-dessus 
d'espaces de Banach 
les espaces de base ~tant des complétions appropriées de COO (S2 , P) et COO (S2 , B). 
Les triplets 
sont des systèmes de Fredholm,dans le sens donné entre autres dans [4], mis à 
part pour la compacité des ensembles solutions (zéros des sections). Dans notre 
contexte la projection 1. induit une submsersion cie systèmes Fredholm, telle que 
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décrite dans le deuxième chapitre. La raison en est que, pour D la linéarisation 
de 8J f! et DB celle de 8.JB , nous avons la relation: 
Il en découle que nous avons une suite exacte reliant entres autres noyaux et 
conoyaux des opérateurs Fredholm ci-dessus: 
a ----+ ker D~ ---t ker Du ---t ker D~u) ---t 
----+ coker D~ ---t coker Du ---t coker D~(l1) ----+ 0, 
où D V désigne ici la restriction de D aux champs de vecteurs le long d'éléments 
de coo (S2, P) à valellrs dans le sous-fibré kerd7f c TP, et 1L E COQ (S2, P). En 
faisant usage de cette suite nous obtenonJ3 le résutat essentiel suivant concerriant 
la transversalité : 
Théorème 0.0.1. (Hyvrier' 2008) Supposons aB f= O. Il e:riste un ensemble 
Preg C P de deu:rième catégor'ie BairE de stnlct1tr'es pr'esque complexes fibr'ées 
tel que: 
1) pour' tout J}t = (JB , J, H) E Prcg , les espaces de modules: 
sont des var'iétés orientées ouvertes de dimensions respectives Ind(D) et Ind(D B ) , 
où M~~lP, a, J}t) désigne la r'esl'riction des applications simples qui se pro-
jettent S1/,r' des applica.tions simples. 
2) étant donné un ensemble dénombmble A d'éléments de MôiB, an,JB ), pOUT' 
tout 1t e A la préimage 7f-l (1t) est 'une' variété orientée de dimension l'indice 
de Dt!, 
Nous devons préciser que la restriction aux applications ayant des proJec-
tions irréductibles est essentielle sans quoi la transversalité pourrait ne pas être 
réalisable à priori, du rnoins via des techniques standards, La preuve, soulignons-
le aussi, nécessite de faire varier la coimexion afin d'obtenir le scindement de la 
suite exacte ci-dessus au niveau des espaces de modules univérsels, et généralise la 
preuve donnée par McDuff et Salamon clans le cadre des fibrations Haniiltoniennes 
au-dessus de surfaces de Riemann ([29] chapitre 8), 
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Plus généralement, 1r induit, lorsque composée avec une application dite de 
. stabilisation, une application 
entre la compactification des espaces de modules en jeu. En général cette com-
pactification, est un espace stratifié dont chaque strate peut être représentée par 
une donnée de strate stable tel que montré dans [16]. Une donnée de strate 
stable, S, consiste en un arbre avec ti~es plus une décomposition vectorielle ef-
fective de la 2-claBse d'homologie considèrée au départ, lè tout satisfaisant une 
certaine· condition de stabilité. 
Pour deux telles strates Msp(P) et MSB(B) telles que 
nous pouvons encore relier les systèmes de Fredholm associés, et nous obtenons 
r' 
conséquemment une suite exacte telle que décrite précédemment. Cette suite 
nous pennet en l'occurrence de r:éaliser génériquement la transversalité sur l'en-
semble des éléments irréductibles de Msp(P) si toutefois MsB(B) ne contient 
pas d'élément réductible. 
LA FORMULE PRODUIT 
Lorsque le nombre minimal de Chern de la. fibre, Np, satisfait une condition 
dite de sellli~positivité forte: 
(0.0.1) 
nous montrons qu'une formule produit analogue à celle du ca,> trivial [38], est 
réalisée pour un choix générique de structures presque complexes fibrées sur P. 
Géométriquement, la fonnule se base sur l'observation suivante. Étant donné 
Cf l'image d'une application lit -holomorphe u dans P, sa projection via 1i nous 
donne une application lB-hoiomorphe, notée UB, d'image C. En supposant que 
'UB est simple, de sorte que 
8 
alors C' peut être aussi vue comme une section pseudo-holomorphe Cil de la 
restriction Pic' Ainsi, en oubliant les contraintes géométriques pour le moment, 
compter le nombre algébrique de C' dans P, revient à dénombrer les C If et ceci 
pour chaque image C apparaissant dans B. En l'occurrence, la formule produit 
exprime l'indépendance du nombre de Cil vis-à-vis de C. 
Explicitement, désignons par HO'.(B), HO'.(P) et H.(F) les groupes d'homologie 
singulière modulo torsion des espaces correspondants. Considérons des classes 
cf, ... ,cf E HO'.(B) et des classes cf, ... ,c{ E HO'.(F). Il nous faut considérer des 
classes dans HO'.(P) qui proviennent soit de classes dans H.(B) ou de classes dans 
H.(F). Plus précisément: 
pouri '= 1, ... ,m et 0:::; m :::; l, 
cf = [F] pour i = m + 1, ... , l, où m est tel que ci-dessus, (0.0.2) 
P P( F) Ci, = t p Ci, pour i = 1, ... , rn, 
pour 'i = m+ 1, ... ,l. 
Sous ces notations la formule produit s'énonce comme suit: 
\ . 
, Théorème 0.0.2: (Hyvr'ier' 2008) Soit 7r : P ---> B une fibmtion Hamiltonienne 
dont la fibr'e satisfait la condition (0,0,1). Soit a E H2(P;71) et supposons q'ILC la 
classe aB := 7r * (a) f 0 n'admet q1Le des décompositions effectives in,éd1lctibles. 
Soient cf, cf, cf tels que (0.0.2) est validée. Alor's p07.Lr' un/choi:r; générique de 
str"u.ctur'e pr-esque complexe fibr'ée nous avons : 
GwcC(cf, "', cf; a) = L GWO~IC(I.;lc(cf), ... , t;lc(ç'); aj)GW~(cP, ... , cf; aB), 
j 
où C est l'image d'une application (pseudo) holomorphe comptée dans 
GTXTB(B B ) vrO,1 Cl , ... ,cI iaB, 
t;lc désigne l'inclusion de F dans Pic, et les aj sont toutes les classes d'homo-
logie de Pic qui sont envoyées S1LT a via t-j,lc l'inclusion de Pic dans P. . 
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Il est à souligner que la somme doit être finie par compacité de Gromov. 
Nous devrions aussi ment.ionner que la condit.ion d'irréductibilit.é sur UB est. en 
" 
l'occurrence réalisée par des classes primit.ives. 
Un élément important en vue d'établir cette formule, est de montrer que les 
invariants GvV impliqués sont. effectivement. bien définis. Céla est réalisé en mon-
trant que pour un ensemble générique de structures fibrées Preg , les applications 
d'évaluation en les l-point.s marqués: 
sont. des pseudo-cycles qui reste dans la même classe de bordisme sous changement 
de triplet (JB, J, H) dans Preg. C'est ici que la condition de forte semi-positivité 
est nécessaire, en l'occurrence pour s'assurer que le bord de l'espace de module 
des ~ourbes simples est de codimen~ion au moins 2. La condition d'irréductibilité 
sur UB est, comme nous l'avons déjà mentionné, requise pour des questions de 
transversalité. En part.iculier, elle nOlIs assure que pour tout.e strate apparaissant 
dans la compactification de l'espace de modules d'applications holomorphes dans 
P, nous n'avons pas de composant.e simple se projetant sur un revêtement ramifié 
non-coI1stant dans B. 
U ne fois assuré que ces invariants sont en effet bien définis, la formule est 
obtenue formellement à partir de la trivialité de P au-dessus du l-squelet.te de 
B, des orient.at.ions compatibles des espaces de modules impliqués, ainl3i que de 
l'observation géomét.rique faite au début. de cette section. 
FIBRATION D'ESPACES DE MODULES 
Nous nous intéressons aussi à la nature de l'application 
Si nous supposons que cette application est une fibra.tion (lisse) au-dessus' de 
la st.rate supérieure de l'espace de module d'arrivée, nous mont.rons que nous 
retrouvons la formule produit par intégration le long des fibres cleF1f' 
Que cette application (au-dessus de la strate supérieure) est bien une fibration 
est .en l'occurrence assez délicat à montrer. Le fait est ciue, en supposant les 
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opérateurs linéarisés impliqués dans la suite exacte ci-dessus surjectifs nous avons 
bien que 
est une submersion lisse, cependant cette application n'est pas propre. Pour com-
bler ce manque de compacité not!s considérons la compactification de l'espace 
de module au-dessus de la strate supérieure, La compacité n'est dès lors plus un 
problème mais la structure lisse n'est pas claire. 
Toutefois, dans le contexte où B # Chen et Li définissent clans [3] III 
atlas lisse sur Mo,l (P, (T, J p) dont les cartes sont données par des applications de 
recollement: 
Théorème. (Chen, Li, 2006) S'oit (P, wp) une var'iété symplectique, et soit Jp 
une str'ucture pr'esque complexe maîtT'isante telle que pOUT' tmlte les siT'ates de 
Mo)(P,a,Jp), la transversalité est T'éaUsée. Alor's MO,I(P,(T,Jp) est 'une OT'bi-
vaTiété lisse, 
L'élément crucial est l'utilisation d.'appliCc"ttions dites balancées qui permettent 
de définir une slice naturelle pour l'action du groupe des reparamét:r:isations de 
8 2 , s'il y a lieu, et par là même d'obtenir des applications de recollement bien 
définies après quotient. 
Nous adaptons leur approche dans le contexte plus général qui est le nôtre. 
En partictùier, nous construisons des applications de recollement bien définies, et 
ceci de façon compatible avec la projection 1l', eequî se traduit par 
où GlP et GlB désignent respectivement les gluings dans l'espace total et dans la 
base. Xous en 'dérivons le résultat suiVant: 
Théorème 0.0.3. (Hyurier 2008) 80us dès conditions de tmnsversalité analogues 
au théorème précédent, les espaces de modules M(P, 0', JI!) et M(B, O'B, JB) sont 
des orbi-variétés lisses, et l'application 
- H :Frr : lvf(P,a, Jp ) 
se r-estr'eint à une fibmtion (d'oT'bi-variétés) lisse localement tri'uiale au-dessus de 
chaque strate donnée de A1(B, O'B, JB). Dans ce cas, la formule produit peut êtr-e 
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r·etr-otLVée par' intégrntion le long des jibr'es de F'Ir au-dessus de la stmte supérieuT"e 
de /VfO,I(B, aB, .lB). 
Nous devrions remarquer que la condition de transversalité en question est en 
particulier réalisée par les fibrations projectives au-dessus d'espaces projectifs. 
QUELQUES APPLICATIONS 
En 1997, Seidel définit dans [41], une représentation fidèle 
Il! : CHam(F,w) ---t Aut(QH*(F,w)), 
de l'espace des lacets Hamiltoniens d'une variété symplectique donnée, dans les 
automorphismes de l'homologie quantique de cett.e même variété. 
Dans leur art.icle [20] sur les fibrations Hamiltoniennes au-dessus de S2, La-
londe, McDuff et Polterovich utili'sent. cett.e propriété de fidélité pour entre autres 
montrer que : 
Théoi'ème. (Lalonde, M cDuff, Poltemvich 1999) Soit (F, w),-+ P 'Ir ---t 
jibmtion Hamiltonienne, alor's la cohomologie à. coefficients mtionnels de l'espace 
total se sci'fl;de en tant que rnodule, pTécisérnent : 
H*(P; Q) ~ H*(S2; Q) ® H*(F; Q). 
En reprenant. la nomenclature utilisée dans [20] et aussi dans [19], on dira 
qu'une fibration F'-+P --> B est c-split si nous avons: 
H~(P; Q) ~ H*(B; Q) ® H*(F; Q), 
en tant que modules bien entendu. Dans [HI], les auteurs montrent que pour 
un vaste éventail de fibrations Hamilt.oniennes, cette propriété de scindement est 
vérifiée, entre autres pour les fibrations au-dessus de cpn. La preuve qui en est 
, 
faite peut être vue comme un cas particulier du résultat suivant, dans le cadre 
d'une fibration Hamiltonietme qui vérifient la condition de forte semi-positivité. 
Théorème 0.004. (Hym'ier' 2008) Soit (F,w)'-+P ~ (B, WB) une jibmtion Ha-
miltonienne et aB E H2(B;Z), telles que les hypothèses du théor'ème 0.0.2 sont 
satisfa.ites. Supposons de sur'cmît que 
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pour' des classes cf telles que cp = c!J pt. AI01'S Pest c-split. 
Ce théorème est une simple conséquence de la formule produit et de la fidélité 
de la représentation de' Seidel. On peut entre autres appliquer ce résultat en 
particulier pour montrer que toute fibration Hamiltonienne au-dessus de 8 2 X 8 2 
satisfaisant 0.0.1 est c-split. 
Aussi, nous employons cette formule produit pour dériver la propriété d'unirégl-
age symplectique pour des fibrations Hamiltoniennes au-dessus de certaines variétés 
qui sont déjà unÎréglées.Rappelons que, tel que défuu (entre autres) dans [12], 
une variété symplectique (B, WB), est dite (symplectiquement) uniréglée s'il 
existe un invariant CH! non nul avec a.u moins un poiilt comme contrainte, au-
trement dit s'il e..xiste UB E H2{B, '1.), et des classes' cPhomologie cf E H*(B), ' 
i = 1, ... , l, telles que cp = pt et 
Cela est donc en particulier vrai si nous avons deux points comme contraintes, et 
nous avons: 
Théorème 0.0.5. Soit (F,w)<-+P (B,WB) une fibmtion Hamiltonienne et 
(JB E H 2(B;71), telles que les hypothèses du théor'ème 4.3.2 sont sa.tisjaites. Sup-
posons de surcroît que 
PO?.!'T· des classes cf telles que cp = cf] = pt . . Alo1:S Pest .symlJlectiquement 
uniréglée. 
ORGANISATION DÈ LA THÈSE 
Dans le prenuer chapitre nous rappelons la notion de fibration HamiltOluenne 
et nous y défilussons forme de couplage ainsi que les structures presque com-
plexes fibrées. Nous définiSSOnS aussi cla.ns ce chapitre une connexion affine par-
ticulière sur i'espace total P dont la torsion est donnée par la courbure sym-
plectique de la connexion Hamiltonienne induite par la forme de couplage. Nous 
doml0ns aussi un bref rappel de la correspondance· entre le groupe fondamen-
tal des difféomorphismes Hamiltoniens d'une variété symplectique (F, w) avec les 
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classes d'isomorphisme des fibrations Hamiltoniennes au-dessus de 8 2 de fibre 
(F,w). 
Le chapitre suivant est dévoué à la. linéarisation du problème de Cauchv-
. , -
Rjemann a'3socié aux strtictures complexes fibrées. Il y est montré que le pro-
cessus de linéarisation est compatible avec la projection 11". En particulier, nous 
montrons que l'opérateur de Fredholm obtenu comme linéarisation de l'opérateur 
de Cauchy-Riemimn dans l'espace total, se projette sur l'opérateur de Fredholm 
obtenu comme linéarisation de l'opérateur de Cauchy-Riemann dans la ba5e. Nous 
en dérivons le résultat principal sur la transversalité cité plus haut, et nous e}q)li-
quons pourquoi il est Ünportant de considérer seulement les applicàtions simples 
dans l'espace total qui se projettent sur des applications simples de la base. 
Dans la troisième partie nous décrivons pour commencer la compactifica-
tion des espaces de modules dans le cas fibré. Nous appliquons ensuite de façon 
itérative le résultat de transversalité précédent, de sorte à montrer que la trans-
versalité est réalisée de façon compc'1,tible avec 11" et cela pour toutes les strates 
réduites se projetant sur des strates réduites. 
Ces résultats dits de structure, noUs a'5surent que les invariants de Gromov-
\Vitten que nous voulons considérer sont en effet bien définis dès que l'oh suppose 
la condition de forte semi-postivité, ce que nous expliquons dans le Chapitre 4. 
En particulier, nous y rappelons très brièvement la notion de pseudo-cycles et 
nous y définissons précisément les invariants de Gromov-Witten. Enfin, nous y 
dérivons la formule produit. 
Nous présentons d,ms le Chapitre 5, une version intégrale de la formule pro-
duit. Avant de ce faire, nous exposons comment le recollement d'applications 
holomorphes dans une fibration Hamiltonienne peut être réalisé lui aussi de façon 
compatible avec la projection F1r entre les espaces de modules. Nous montrons 
en l'occurrence que ces recollements définissent des cartes qui nous assurent que 
la restriction de F1r à n'importe quelle strate dans (la compactification de) l'es-
paCe de modules des applications holomorphes de la base, est une fibration lisse 
localement triviale. Cette dernière propriété nous permet de définir sur l'espace 
de modules de l'espace total une notion d'intégration le long des fibres. 
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Quant au dernier chapitre, nous y présentons un exemple particulier de fibra-
tion projective au-dessus de CP2 qui induit une fibration d'espaces de modules 
et pour laquelle nous calculons en guise d'illustration ùn invariant de Gromov-
Witten en faisant usage de la formule produit. Enfin nous y explicitons les appli-
cations concernant le scindemerit cohomologique et l'uniréghtge symplectique. 
Pour. terminer, nou<~ avons mis en appendice un résultat technique que nous 
utilisons lors de la preuve de la transversalité sur toutes les strates. 
Chapitre ·1 
FIBRATIONS HAMILTONIENNES 
Nous commençons par introduire la notion de fibration hamiltonienne, c'est à 
dire un fibré 11 : P ---'; B en fibre symplectique (P, ù.:) dont le groupe de structure 
se réduit au groupe Hmn(P,w) des difféomorphismes hamiltoniens de P. Nous 
énoncerons un résultat caractérisant ces fibrations dû à Guillemin, Lerman et 
Sternberg. Nous inspecterons aussi de plus près le cas où B est la sphère de 
Riemann. 
Avant toute chose nous allons présenter quelques rappels sur le groupe des difféo-
morphismes symplectiques. Cette exposition suit essentielletnent [28]. 
1.1. LES GROUPES SYIVIP ET HAM 
Soit (M, w) une variété symplectique fermée. Soit ,t'CM) l'ensemble des champs 
de vecteurs sur Nf. et n1(A1) les l-formes sur Al. La non dégénérescence de w nous 
fournit un isomorphisme linéaire canonique entre ces deux espaces : 
X(.M) 3 X f------t ~(X)w := w(X,·) E n1(M) 
Définition 1.1.1. XE X(.M) est: 
(i) symplectique sS'i d(~(X)w) = 0, 
(ii) hamiltonien ssi il e:.ciste H E COO(Af,IR) telle que ~(X)w = dH. 
Considérons maintenant le sous-groupe Symp (Al, w) C Diff( 111) des difféo-
morphismes qui préservent la forme symplectique w i.e: 
~ E Symp(NI,w) ssi 1/w = w 
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où 4>* dénote le pull-back par tP. 
Afin d'introduire le groupe Ham( Af, w) nous allons nous intéresser aux champs 
de vecteurs associés à certaines isotopies symplectiques (i.e famille à un paramètre 
de difféomorphismes symplectiques). Soit {4>the[O,11 une famille de symplectomor-
phismes telle que <Po = id. On lui associe la famille~ de champs de vecteurs de A1, 
X t E X(AJ) , satisfaisant: 
d, A-
- d)t = 0 '+'t, 
dt 1.=1 . 
Définition 1.1.2. Soit {<Pthe[o,tl èomme plus hœut. Cette famille est une isotopie 
hamiltonienne si et seulement si X t est hamiltonien pour tOltt t E [0, 1], 
On définit alors Ham ( AI, w) de la façon suivante: 
Ham(AI,w) := {<p E Symp(M,w)j3{6t he[O,l]' <Po = id, rPl 4>}, 
Oll {tPthE[O,lj est une isotopie hamiltoIÙenne. On définit sur cet ensemble l'opération 
suivante: à deux éléments 4) et ~, de Ham(M, (,v') on attribue la composée 4>otiJ telle 
que (</>ow)t := 1>t o'lj)t' Cette isotopie entre id et 90'1/; s'avère être hamiltoIÙemle: 
Théorème 1'.1.1. Ham(Af,iJ.J) est v,n g'f"Oupe connexe par' arc pour la loi de com-
position ci-des.~us, 
1.2. FIBRATIONS HAMILTONIENNES ET LEUR CARACTÉRISATION 
Les fibration.'3 Hamiltoniennes forment une cla'3Se particulière de fibrations 
Symplectiques dont nous donnons à présent la. définition. 
DéfilliÙOll 1.2.1. Une fibmtion symplecliq'lle 11': P ---+ B de fibr'e (F,w) est un 
fibré localement tr'ivial dont le gmupe de stT'UctuT'e est conten'lt dans Symp(F,w). 
Une fibration symplectique est hamiltonie'nne s'i son groupe de stT'Ucture est dans 
Ham(F,w). 
Nous dirons par la suite que B est la base, P l'espace total et F la fibre de la 
fibration 11', 
Remarque 1.2.L • 11' est une submersion . 
• Etant donnée une fibration symplecUque 11' : P --l> B, on peut définir' pour' 
chaqtte b E B une fonne symplectique Wb SUT' H := ,,-l(b) (b E B) induite 
par celle de F, En effet, considér'ons une trivialisation locale de P contenant b. 
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AlO1's on définit "-'b comme étant le pull-bacl.; de w via cette trivialisation, Le fait 
que par' définition les fonctions de transition préser'vent w impliqne que cette 
constr'ucfion est indépendante du choi.l: de carte trivialisante . 
• Dans le langage homotopique, les fibrntions symplectiques et harniltoniennes 
sont classifiées via les espaces classifiants B Symp( F, w) et B Harn( F, w) r'espec-
ti'vement, 
Exemple 1.2.1. -- Toute fibmtion localement t'riviale en snrfacc de Riemann 
est symplectique. 
- Soit TI : E -+ cpn un fibré complexe unitaÏT'e de mng r + 1, alors les 
, , . 
fonctions de tmnsition sont à valeu1's dans le gmupe de Lie Uer + 1), La 
pmjectivisation de ce fibr'é notée IP'( E) est dès I01's une fibmtion en fibr'e cpr 
et les fonctions de tmnsitions son"t à. valettr's dans PU(r + 1), les matr'ices 
unitair'Cs quotientées par' les matr'ices scalair'cs, Si WF8 désigne la for'me 
de Kiilh~r' (compatible avec la stmcttlT'e comple:re standar'd wr' CP) in-
duisant la métrique de Pubini-Study, alors "-'F S est invar'iantc sous l'action 
de PU(r + 1) impliquant par' là même qu,e IP'(E) est une fibration symplec-
tique, De SUT'C1vît, comme H 1(cpr; Z) = 0, le groupe pro,iectif unitair'e agit 
Hamiltoniennement, IVous obtenons donc une fibmtion Hamiltonienne, 
- Soit la fibr'ation de Hopf S1 '---l- S3 -+ ,5'2 de prvjeciion TI. On fonne la 
fibration 
où TI/Cu,O) := TI(u). C'est une fibration en fib7'e 1l'2. Done par' l'exemple 
1 
pr'écédent, cette fibmfion est symplectique. Cependant, elle ne possède pas 
de 2-forme sympleet~que compatible étant donné que Hbll(/~3 X S1) = O. 
L[i, caractérisa.tion suivante des fibrations Hamiltoniennes est due à Guillemin, 
Lerman et Sternberg : 
Théorème 1.2.1. (Guillemin-Lennan-Stember'!J) Soit TI : P -+ (B,"-'B) une fi~ 
bmtion symplectique de fibm (F,w). Alor's, 7i est hamiltonienne si et seu,lement si 
les conditions suivantes sont sati.sfaiies : 
(i) 7i est symplectiquerTwnt tr'iviale au-dessus du I-squelette de B, 
/ 
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(ii) Il existe 'une extension fermée T E n2 (p) de W S'UT p, i.e si il> dénote le 
plongement de H dans P, nous a'vons que ibT Wb pour tout b E B. 
La première condition provient du fait que Ham( F, w) est COnlH!Xe par arc, de 
sorte que BHam(F,w) est simplement'connexe. La deuxième condition implique 
en particqlier que toute fibration Hamiltoniemle au dessus d'.uue base symplec-, 
tique, disons (B,WB), peut être munie d'une structure de variété symplectique en 
, ' 
posant: 
où fi : B ---i' 1R+ est une fonction strictement positive, bornée, choisie de sorte 
que Wp,K soit non-dégénérée, Notons qu'il est possible de choisir fi constante, 
Lemme 1.2.2. Soit 1T : P ----+ B une fibmtion Hamiltonienne de fibre F. Soit 
O'B E H2(B; 71.), et soient ?Li, 1L2 E c oo (52, B) telles que [Ut (52)] [U2(S2)] = O'B. 
AloT-s les fibT'és restr-eints PlUt et PI"2 sont difféomorphes hamiltoniennement. 
Preuve: Tout d'abord, notons f : B ----+ BHam(F,w) une application cla.'5si-
fiante de P, Le P 1* EHam(F, w). Rappelons le fait général suivant d,e la théorie 
d'homotopie qui est que cette construction ne dépend que de la classe d'homo-
topie de f à isomorphisme fi.bré près (ici un isomorphisme de fibré consiste en 
un difféomorphisme qui restreint à chaque fibre est donné par un élément de 
Ham(F,w»). 
Maintenant, si B est simplement connexe, le théorème d'Hure'wicz fournit un 
isomorphisme naturel entre 1T2(B), et H2(B; 71.). Par conséquent, les applications 
U1 et U2 sont homotopes ce qui se traduit par l'existence d'une application conti-
nue: 
G: 52 x [0,1] ---: B, 
telle' que G(z,O) = 1/.1 (z) et G(z, 1) = U2(Z). Ainsi, f 0 G définit une homoto-
pie (Hamiltonienne) entre les applications classifiantes f 0 Ul et f Q 'tû,! associées 
respectivement atLx. fibrés (Hamiltoniens) PI"t et Pltl2' Par conséquent, cette ho-
motopie induit un isomorphisme de fibrés Hamiltonien entre les deux fibrations 
mentionnées. 
Le ca.s où B n'est pas simplement connexe se traite en observant qu'une fibra-
tion Hamiltonienne au-dessus de b peut toujours être obtenue comme pull-back 
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d'une fibration hamiltonienne au-dessus de BIBI, oi:! BI désigne ici le 1-squelette 
de B. En effet, étant donnéque BHam(P,w) est simplement connexe, toute ap-
pliea,tion classifiante f : B ---+ BHa.m( P, w) se factorise à homotopie près, par 
une application l' : BIBl ---+ BHam( P, w). Autrement dit, si on dénote par 
1rB1 la projection de B à BIBl, nous avons f "-' l' 0 1rBl et donc ces deux 
applications classifient la même fibration hamiltonienne P. Pour terminer, soit 
p' := (f')* EHam( F, w) et considérons 
Alors ces deux applications représent.ent la même classe d'homologie 
où BIBl est simplement connexe. Par conséquent, 1t;. "-' u2 et nous obtenons: 
oil les isomorphismes sont entendus comme isomorphismes de fibré.s hamiltoniens. 
o 
Il est possible de donner une interprétation plus géometrique de la condition 
ii) en termè de connexion symplectique. Nous allons nous attarder sur cette notion 
qui se révèlera importante pour la suite. 
1.3. CONNEXIONS HAMILTONIENNES ET FORME DE COUPLAGE 
D'abord, considérons le sous-fibré vertical deVed C TP sur P, dont la fibre 
au-dessus de pEP est donnée par le sous-espace : 
Une connexion r sur P est une distribution lis.'3e de T P complémentaire à Vert. 
Plus précisément, si on désigne par H or cet.te distribution, nous avons que: 
\ 
H 07': P ~ GT2nB (T P), P I-t H 07'p C TpP, 
est une application lisse telle que H OTp Œ Ve1'tp = TpP pour tout pEP. Ainsi, si 
X est un champ de vecteurs sur P, il 'se décompose uniquement en Xh + Xli, où 
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X" et Xv dénotent respectivement la partie hor"izontale et verticale de X. 
Une connexion définit un transport parallèle sur P : si , : [0,1] ---t B est un chemin 
. . \ 
lisse, il admet un unique relevé horizontal .... 1" : [0,1] ---t P au choix près de point 
de départ pour .... /." Dès lors, le transport parallèle désigne le difféomorphisme: 
1/1-y : F-y(o) ---t F"f(l) , P = ,"(0) t-t 'I/J-y(p) = ,"(1). 
Lorsque, est un lacet dans B, le difféomorphisme '!/JAf est appelé holonomie autour 
de '" 
Définition 1.3.1. Une conne:Lion r'T est dite sY'!I'plectique si l'holonomie le long 
de n'importe quel chemin .... ; est un difféomorphisme symplectique. Elle est hamil-
tonienne si pour' tout lacet, de B, l 'holonomie de .... f est hamiltonienne" 
Soit 7 E Ç22(P) une extension fermée de w quelconque. Une telle forme définit 
une connexion r'T de distribution horizontale: 
Remarque 1.3.1. • soient 70 et 71 deu:c eÛensions fermées. Elles déjinissent.la 
même distribution horizontale si et seulement .si le noyau de 7b - 71 contient 
Vert . 
• Toute distr'ibution de sous-espaces horizontam;Hor C TP peut êtr'e r-eprésentée 
par une 2-for'me 7 compatible avec 11" de sorte que H or = V erf'" !vf ais par la 
r'emarqlle pr"écédente, 7 n'est pas for"Cément unique . 
• Dans ce conte:r:te les conditions i) et ii) du. théorème de camctérisation des 
jibr"ations lw.miltonienncs se tr'aduisent par" le fait que toute fibmtion Hamilto-
nienne possède une connc:âon dont l'holonomie autour" de n'importe quel lacet 
est Hamiltonienne [D], [28]. 
Un choix canonique d'extension fermée représentant une connexion Hamilto-
nienne donnée r peut être effectué en requérant que 7 satisfasse: 
(1.3.1) 
Définition 1.3.2. Une e:Gtension fermée 7 de w satisfaisant la normalisation 
(1.3.1) est appelée forme de couplage associée à r'T' 
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À la notion de transport parallèle est aussi associée celle de courbure d'une 
fibration. 
Définition 1.3.3. Soit rune conne:rion sur' P. Soient v. et 10 den:I: champs de 
vecteurs sur' B et dénotons par' vii et wh leurs relevés horizontaux relativement à 
r. Alor's, la Courbure symplectique R associéè à r- est la 240nne sûr B à 
valeurs dans Vert définie par' : 
Exemple 1.3.1. Consùlémns r. : E cpn un jibr'é complexe hermitien de 
rang r. Alor's, comme nous l'avons VlL au débu,t, sa projectivisation lP( E) est une' 
fibration Hamiltonienne de fibre (cpr-l, WFS). Une conne::âon Hermitienne D 
sur' E induit une conne:âon Hamiltonienne sU1'lP(E). En effet, la connexion D 
induit un transport parallèle dont l'holonomie est dans U(r), donnant a,insi une 
holonomie à valeur dans PUer), et donc Hamiltonier:-ne, lor'sque l'on se place dans 
la- projectivisation. La courbure symplectique est alors donnée paT la courbur'e de 
D. 
Pour une connexion r, il est possible de montrer que la valeur prise par la 
forme de couplage sur des paires de champs de vecteurs horizontaux est déterminée 
par la courbure symplect5que de la connexion, Plus précisément,' soit r la forme 
de couplage associée à r, on .peut montrer que pour tout pEP, pour tout 
v, w E Horp, Tp(V, w) est donnée par :' 
-de 'fp(v, w)) := t(R(dr.(p )'0, clr.(p)w)(p))w1r(p)(p). 
Ceci vient du fait que l'holonomie de la connexion autour de n'importe quel 
lacet contractile est hamiltonienne. Par conséquent, .en supposant, sans perte 
de généralité, que v et w représentent des relevés horizontaux de champs de 
vecteurs sur B, nous avons que pour tout b := r.(p) E B il existe une fonction 
Hb E O'O(Fb,lR) satisfaisant: 
22 
Dès lors, T est déterminée en choisissant que HI; E CO'(Fb, IR) i.e l'ensemble des 
fonctions lisses sur Fb de valeur moyenne nulle, autrement dit: 
Cette dernière égalité ~st équivalente à. (1.3.1). 
Remarque 1.3.2. Par abus de notation nous écr'irons R(p)(v, w) à la place de 
T(p)(V,w), où v,w est ici '!me paim de vecteur's horizontav,:c. 
Plus tard nous serons amenés à considérer des familles de connexions induites 
par déformations exactes d'une forme de couplage T. Voici ce que nous entendons 
ici par déformation exacte. Soit H uné 1-forme sur B à valeurs dans le fibré 
'(ectoriel au-dessus de B de fibres CO'(Fo). Autrement dit, pour chaque b E B, 
nous avons une forme linéaire : 
et de surcroît Hb dépend de façOl~ lisse du point b. Un telle forme peut se relever 
en une forme sur P, dénotée H définie par : 
Ol! 11 est un point de P. 
, 1 
Ces familles lisses de 1-formes sur P'peuvent être vues comme le pull-back 
via rr de sections lisses du fibré sur B de fibre Ti,B* ® CO' (Fb) au:"dessus de ~. On 
note par 'ft l'ensemble de ces familles: 
'ft COO (p, rr*(U {Ti,B* ® C(f(Fb)})) . 
bEB 
-Définition 1.3.4. Soit T une forme de couplage. Etant donné H E 'ft, on définit 
la défor'mation e~mcte de T par H comme étant la 2-forme fermée sur P donnée 
Tif :=: T - dH. 
Par définition, Tf1 est une e.xtension fermée de WF, et on peut vérifier que sa 
distribution horizontale associée est donnée a.u point pEP par : 
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où XHp(v) désigne ici (l'unique) champ de vecteurs hamiltonien sur F7r(p) engendré 
par la fonction iiAv). Notons qu'étant dOlmé que nous travaillons avec des fonc-
tions de valeur moyenne nulle, TH n'est autre que la forme de couplage associée à 
H OTTlf' Aussi, observons que le procédé de déformation exacte altère la courbure 
symplectique. Nous désignerons par RH la nouvelle courbure. 
Le lemme suivant sera utile plus tard : 
Lemme 1.3.1. Soientp!,··· ,p",des points distincts de Ptels que 7f'(Pj) = bo E B 
pour' tout j = 1,' .. , k, et soit Ç} C TbB "un sous-espace deux dimensionnel fixé, de 
base {co, el := JBeo}. Alon" POUT" tout k-"uplet (çt. ... ,Çk) E Ve1'tP1 x·· . X Vertpk , 
il existe une foncti011. lisse H : nB --+CO'(Fb) telle que pOUT' tout j = 1,··· ! k 
nous avons: 
Preuve: Soit [ftlO X F une trivialisation locale autour de b E B. Dans cette carle, 
H est de la forme : 
où chaque H,(b, z) de valeur moyenne zéro et Xi dénote des coordonnées dans B. 
Qui plus est, si on restreint cette forme au plan Ç}, H(b, z) peut se réécrire sous 
la forme suivante 
H(b, z) = H~(b, z)eô + H~ (b, z)er, 
où H~(b, z) et H~ (b, z) sont des combinaisons linéaü'es des Hi(b, z) plus haut. Par 
conséquent, il reste à montrer que nous pouvons bien choisir H~(b. z) et H; (b, z) 
de sorte que: 
Mais ceci est toujours réalisable localement, par transitivité du groupe Ham(F, w) 
sur F. Dès lors, en choisissant des fonctions lisses appropriées, {3i,i = 0, l, à" 
SUppOltS compacts dans Ubo X F, nous obtenons des fonctions définies globalement. 
D 
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1.4. STRUCTURES PRESQUE COMPLEXES COMPATIBLES 
Commençons par la définition d'une structure (presque) complexe sur une 
variété F. 
Définition 1.4.1. Un str'ucture pr'esque comple:ce, J, sur une var'iété F est une 
section de End(T F), le fibré des endomorphismes du tangent de F, tèlle que pour 
chaque JJ E F nous avons (J(p))2 = -id. 
On dénotera par .:l(F) l'ensemble de ces structures presque complexes sur F. 
Remarque 1.4.1. Seules les variétés orientables de dimension paires peuvent 
admettr'e de telles stnJ,cb.tr'es, 
"Lorsque F possède une structure symplectique w, nous pouvons restreindre 
l'ensemble des structures complexes considérées en regardant seulement celles qui 
conibinées avec la 2-forme w donnent une métrique Hermitienne, Précisément: 
, Définition 1.4.2. Soit JE .:l(F). J est dite compatible avec la for'me symplec-
tique w si et seulement si 
- w(X,JX) > 0 pour' tout XE rOO(TF), 
- w(J., J.) = w(" .). 
L'ensemble des str'uctuT'CS presque complexes comp(dibles avec west dénoté par 
.:l(F,w) où plus simplement.:lF lor'sque aucune confuS'ion n'est possible. 
Il s'avère que .:l(F, u)) est un espace contractile' et par conséquent non-vide: 
Mainte~ant, retournons a.u cas où P est une fibration hamiltonienne au-dessus 
de (B, WB) de fibre (F, w), et soit T une forme de couplage sur P comme clans la 
section précédente. 
Définition 1.4.3. Soit JB E .:l(B,WB). Alor's J p E .:l(P) est dite compatible 
avec 1ï et T, où simplement fibrée, si et seulement si : 
- d1ï 0 Jp = JB 0 d1ï (i, 1ï est Jp , JB-holomorphe), 
- Jb := Jpl Fb E .:l(Fb, Wb) pour' tout,b E B, 
- J p pT'éser've la distr'ibution h01izontale r T induite par' T. , 
Nous dénoterons par'.:l(P,T,7r,W,WB) l'ensemble de ces str'Uctur'es comple:ces. En-
com une fois nous simplifierons la notation plus haut par' .:l(P, T, 7r), 
Chaque structure complexe fibrée détermine, par définition, une famille {Jb }bEB 
de structures presque complexes compa.tibles avec Wb, 
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Définition 1.4.4. On dénotera par .:JFert.(p, 1f' w) l'ensemble de~ structures presque 
comple:ces du sOlLs-fibré Ved, qui sont Wb compatible pour chaque fibre Po. Lo'T's-
qu'aucune confitsion ne sem possible nous dénote1'Ons cet espace par .:JFcrt,. 
Dans les faits, nous avons que l'espace .:J(P, r, n) est paramétré par les ,paires 
(JB,J) E .:J(B,WB) X .:JFcrt.(P,n). Autrement dit: 
Lemme 1.4.1. Étant donnés J E .:JVert(P,n), et JE E .:J(B,WB), il existe une 
unique structu1'e fib1>ée Jp E .:J(P, r, n) qui étend J et se p1'Ojette SUT' JB. 
Preuve: Afin de démontrer l'existence, nous n'avons qu'à définir Jp sur la dis-
tribution horizontale. Ceci est fait de la façon suivante: pour chaque X E Hal' 
et pEP posons 
Un calcul fa.cile montre que J'j, = -Id et que n est Jp , Jn-holomorphe. Pour 
l'unicité, supposons que Jp soit une structure fihrée, distincte de J p, qui étend 
.l, alors nous pouvons conclure qu'il existe un champ de vecteur horizontal X 
tel que Jp(X) f= J p(X). Mais ceci e<;t impossible par la première condition de 
compatibilité dans la définition 1.4.3. 
o 
Notons que si on déforme la forme de couplage en utilisant H E ?i, l'unique 
extension de J se projetant sur JE et qui préserve la distribution horizontale 
Îilduite par rH est donnée (de façon univoque) en le point pEP par: 
(1.4.1 ) 
où v E TpP.' Nous dénoterons par pen, T, w, WB), ou plus simplement pero, r) ou 
encore P, l'ensemble de ces structures fibrées où l'on s'autorise à faire varier la' 
connexion symplectique (forme de couplage). Par le lemme précédent nous avons 
que: 
Lemme 1.4.2. L'espace P(1r,r) est pamr:"étr'é par lc,pmd1ût.:JB X .:JVeTt X H. 
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Pour terminer, remarquons que les <structures presque complexes J B et J p, et 
la famille J E :JVert ) définissent respectivement des classes de' cohomologie 
cl(TB,JB ) E H2(B;Z), 0t(TP,Jp ) E H2(P;Z), cdVert,J) E H2(P;Z), 
(1.4.2) 
que l'on appelle première classe de Chern. Ces cla:'lses ne dépendent que de 
la classe d 'homotopie des structures presque complexes, et par conséquent. étant 
donné que :JB, :JVert et P sont contractiles, ces cla.'3.'3es ne dépendent pas des 
structures complexes et nous dénoterons ces classes crB, cfP et éfP" 
simplifier. La classe c" est appelée classe de Chern vert.icale. 
1.5.. CONNEXION AFFINE PARTICULIÈRE 
CV pour 
Etant donnée une structure presque complexe fibrée Jf! (JB, J,H) E P 
sur P, on définit gJ:, une métrique hermitienne sur P, comme étant le produit 
directe de la métrique hermitiènne sur B induite par J B 
(1.5.1) 
et de la famille de métriques hermitiennes sur V crt induite par la famille J : 
(1.5.2) 
Ainsi, relativement à la décomposition T P = V crt Et; H orTH , cette métrique est 
donnée par: 
(1.5.3) 
Nous allons par la suite définir une connexion affine sur T P qui étend la connexion 
de Levi-civita (L-C) verticale introdu~te dans le chapitre 8 de [29] et qui a la 
propriété de relever la. conne.xion de L-C sur TB. Cette construction se révèlera 
utile afin de relier la linéarisation de l'opérateur de Cauchy-lliemann associée 
à Jf!, à la linéarisation de l'opérateur de Cauchy-Riemann associée à JB (voir 
Chap.2). Sans perte de généralité nous supposerons dans ce qui suit que H = 0, 
à moins qu'il ne soit autrement spécifié. 
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1.5.1. La connexion de Levi-Civita verticale 
C'est une connexion sur le sous~fibré Vert induite à la fois. par une famille 
de structures complexes verticales J et le transport parallèle sur. P donné par la 
forme de couplage T, 
Définition 1.5.1. La connexion de Levi-Civita verticale est l'unique conne21,on 
, sur' V crt, dénotée pœ,. \7l', qui sa,tisfait .les deux conditions suivantes: 
(1) \711 restr'einte à cha,que fibre (Fb,WIJL b E B, est juste la, connexion de Levi-
Civita pOUT la métrique Wb(., Jb ,), 
(2) SO,it"{ : lR ~ B un chemin lisse et notons par 1/J'Y( t) : F-r(o) ~ F-r(t) le tmnspoT"t 
paT'allèle le long d'Il Televé horizontal ~/h de ~t, Pour' tout E, E Vert on définit 
où le chemin ~/(t) est choisi de sorte que "{II(O) p. 
, Remarque 1.5.1. • Soient w E Hor et ç EVert alo',.s nous avons: 
\7~ç = [w,~T' . 
• Si on déforme la forme de couplage par unepertur'bation hamiltonienne H (i,e 
on remplace T par' T - dH) alors la connexion de Levi-Civita ,ver·ticale \71/,v 
associée à H, est r'eliée à \711 de la façon suivante : 
pour' tDtd w E TP et ç E Vert, Nous n'avons qu'à le vér'ifier pOUT' w E HorH 
étant donné que \71/,v et \7l' coïncident sur Vert. En utilisant la pr'emière Te-
mm'que et le fait que w = w - Xiie,;;) pOUT'W E Ha!', no'us obtenons que: 
\7~,tlç = [w, çT' = [w,E,r + [E"Xii(w)l 
= \7~E, + [E"Xii(w)J. 
- \7~ç 4- \7Xjj (w)ç + [Ç,Xii(w)J 
= \7~ç + \7ëXH(w)' 
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Notolis que cette connexion verticale ne préserve pas forcément la lilétrique 
"verticale" gJ le long des directions horizontales, alors que la nouvelle connexion 
1.5.2. Extension de \7u 
Dans ce qui suit no'Us construisons une connèxion sur T P qui va préserver 
la métrique hermitienne gJp définie par (1.5.3). Comme expliqué plus tôt nous 
voulons définir une connaxion \7 qui étend \7u" de sorte qu'il ne nous reste plus 
qu'à spécifier \7 ~ pour ~ E H or. 
D'abord, soient w E Ve1't et ç E H or, alors pour tout pEP on pose: 
Maintenant, si w et ~ sont horizontalLx nous voudrions pouvoir dire que (\7 wç)p 
est juste le relevé horizontal de (\7~f1w1f*ç).;(p) en p, olt \7'TB dénote la cOlmexion 
de Levi-Civita sur TB associée à la métrique WB(., .JB .). Bien sûr, cette notation 
est complètement abu~ive. Néanmoins, nous pouvons lui donner lm sens. Soit ah 
tE (-f, 1':) le flot de 10 en p, i.e at(p) estl'unique courbe satisfaisant ~ It=s at(p) 
wa.(P), Si Pp (1[' *pwp ) désigne le transport parallèle le long de la courbe projetée 
1[' 0 at(p), on pose: 
Remarque 1.5.2. Si tiJ et ç sont deux champs de vecteurs SUT" B qui étendent 
respecti1Jement 1f* .... ,(p) W ct 1['*o,(,,)~ alors (\7 w~)p est j~Lste' le r'clevé horizontal en p 
de (\7fr:B[}1l"(p). 
Lemme 1.5.1. \7 définie p11ts haut est une conne:rion sur' TP qtii étend \7v et 
dont la torsion est donnee par' : 
T(X, Y) = -R(X, Y) = -[X\ y'']'' (1.5.4) 
pOUT" tout X, Y E X(TP). 
Preuve: \7 étend \7v par construction. Il reste donc à montrer que pour f E 
COO(P) et ç E H or les deux conditions slùvantes sont satisfaites étant donné 
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w E T P quelconque : 
V' wfE, = (w(j))(E,) + fV'",E, , V'lmE, = fV'wE" 
étant donné que la IR-linéarité est déjà satisfaite par linéarité du crochet de Lie 
[., .] ainsi que du transport parallèle sur TB. 
Pour commencer, supposons que w est vertical. Alors, par définition V' mfE, = 
[w, f,;]h = f[w, E,]h + wU)'; ce que nous désirions. De façon analogue, nous avons 
que [fw, E,] = J[w, E,]- E,(j)w, ce qui implique que [fw, E,]h = f[w; E,]h étant donné 
que west vertical. Maintenant, supposons que west horizontal : 
dl B ) h dt t=O (Pt (7r*p wp 7r*a.<p)fE,)p 
~ It':=o (~B(7r*pwp)f(O:t(jJ))1ï .. ".<p)E,); 
:t It=o (j(O:t (p))PtB (7r*pwp)1ï*nt(p)E,); 
dl B h 
= (w(j))(p)E, + f(p) dt t=O (Pt (1ï*p wp)7r*Ot(p)E,)p 
df(p)wE, + f(p)(V'wE,)p, 
oil la. troisième égalité est donnée par linéarité du transport parallèle sur TB et 
la quatrièmè est juste la différentia.tion d'un produit. Nous obtenons de la même 
manière que V' IwE, = fV'wE,. 
Afin de prouyer la dernière affirmation, rappelons que la torsion d'une cOlmexion 
est définie par T(X, Y) = V'xY - V'yX - [X, Y]. Posons X 
Y = yh + yu. Nous avons par définition que: 
X h + Xv et 
de sorte que : 
T(X, Y) (TkC (1ï*x,7r*y))" + T};c(X U , yU) + [Xh, Y"]" + [X", y h ]" 
_[yh,xu],,_ [yu,Xh]" _ [X h , yh]" _ [X", yV]_ [X",yh] 
= -[X", y"]V = -R(X, Y). 
30 
Ici la dernière égalité est obtenue car les connexions de Levi-Civita sont par 
définition sans torsion, nous permettant d'annuler les deux premiers termes du 
membre de droite de l'équation. 
o 
Voici une autre propriété de la connexion \7. 
Lemme 1.5.2. Pou'" tout 'lU, ';1,';2 E r(TP) nous avons qu.e : 
En parliculie'r, la conne:c:ion ~:= \7 - ~Jp(\7Jp) qui pr'éserve Jp,préser1.Je aussi 
la métrique 9Jp' 
Preuve: Rappelons que pour tout w,6,6 dans TF nous avons: 
(1.5.5) 
Dès lors, la première affirmation du lemme est due aux observations suivantes : 
• (\7 wvgJp)((ï, ç2') = 0 car \7 se restreint à la connexion de Levi-Civita verti-
cale sur Vert. Par analogie, (\7 whgJp) (.;?, ç~) 0 cal' dans ce cas \7 whçf' := 
\7TB h1l'",Ç:', pour i = 1,2, où \7TB et la èonnexion de Levi-Civita pour la base. 
~.w , 
• (\7wvgJp)(çi',ç~) doit s'annuler étant donné que la métriq~e gJp restreinte à 
H or est définie par le pull-back de gJB et par là même est constante le long de 
chemins verticaux. 
• Les cas faisant intervenir la partie verticale de l'un des Çi avec la partie horizon-
tale d'un -Ei différent sont traités de façon similaire. fait que la métrique gJp 
et la connexion \7 respectent la décomposition de T P en parties horizontales 
et verticales est la raison pour laquelle ces termes s'anmùent. Faisons le calcul 
explicite dans le ca.'3 où nous avons w1l , ç~ et ç~ : le premier terme de l'équation 
(1.5.5) s'annule de façon évidente, le second le troisième termes disparaissent 
parce que \7 wv ç1 EVert et \7 ,v .. ç~! E H or. 
La detcâème affirmation est donnée pal' le lemme 8.3.6 de [29]. Dans ce lemme, 
McDuff et Salamon montrent que la connexion \7v 1/2J\711 J est Hermitienne 
pour la métrique gJ, ce qui termine la démonstration. 
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o 
Nous allons terminer ce chapitre en détaillant un peu plus le cas des fibrations 
Hamiltoniennes au-dessus de 52. 
1.6.: LE CAS OÙ B EST LA 2-SPHÈRE 
Il existe une correspondance entre les lacets dans Symp( F, w) et les fibrations 
symplectiques de fibre (F,w). La correspondance est donnée comme suit. Soit un 
lacet symplectique rPtE[O,lj dans Sympo(P, u.,'), on lui associe le fibré PtjJ sur S2, de 
fibre (F, w), défini par : 
P:~ ~t X F u D~ X F 
</> ( e2mt , x) '" (e2'/rlt, <Pt (x) ) 
où Dt est le disque unité fermé et orienté du plan et D2 est aussi le disque unité 
mais avec l'orientation inverse. Cette construction revient à coller ensemble les 
copies Dt X F et Di X F en les identifiant le long de leur frontière via le lacet 
<Pt. Par construction P,p est un fibré localement trivial de fibre F dont le groupe 
de structure se trouve dans Sympo(F,w) (car <Pt E Sympo(F,u.,')). Il s'avère que 
cette correspondance est. inversible dans le sens où, étant donnée une fibration 
symplectique sur la 2-sphère orientée avec l'identification d'une des fibres avec P, 
on peut reconstruire la classe d'homotopie de <p. 
Remarque 1.6.1. Une conséquence évidente de cette conespondance est que le 
fibr'é P", est hamiltonien si et seulement si <Pt est un lacet dans Ham(F,w). 
Étant donnés deux lacets hamiltoniens, on peut se demander comment se 
réalise le fibré associé au la~et produit. 
Lemme 1.6.1. Soient <P et 7/1 dew.: lacets hamiltoniens de F et soit <1> 01/) leur' 
pmd7lit. Alor's P</JOt/I' est une fibmtion hamiltonienne réalisée par' la somme fibrée 
P</J#Pt/J. 
P</>#Pt/I est défini comme suit. Soit F,p,o la fibre au-dessus de 0 E Dt dans P,p 
et soit FI/l,oc la fibre au-dessus de 0 E Di dans P,,-,. Soit Vrp un voisinage ouvert 
produit de F,p,o i.e V4> = V X F où V est un voisinage ouvert de 0 dans Dt. On 
définit de façon analogue Vt/J un voisinage ouvert produit de Ft/J,oo. Considérons 
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les espaces P<p \ V.p et PI/> \ VI/>' On peut identifier P,p \ l/,p à. 
Dt X F U a (q"l) S1 X (0,11 X F, 
oit a.p,1(21Tt,X) = (21Tt,1,rPt(x)), De même PI/> \ VIP est identifié à. 
st.x [-1,0] x FÙQ (lP,_l) Di X F, 
où alb,-l (21Tt, -1, x) = (2nt,1Pt(X)), La somme fibrée est donnée en collant ces 
deux espaces trivialement le long de leur frontière : 
L'identification entre P"'OI/1 et P.p#Pt/J est donnée via la rétraction de S1 X [-1,1] 
sur Sl, 
Remarque 1.6.2 .• ~d S2 X 
• En désignant par' '" la ;'elation d'équivalence SUT' l'ensemble des fib'rés Hamil-
toniens au-dessus de S2 qui est donnée paT' les isomorphismes de fibrés d~ns la 
catégorie Hamiltonienne, nous pouvons concluTe d'apT'ès ce qui a été dit que: 
lTl(Ham(F,w)) ~ { fibr~tions Hami~toniennes sur S2 de fibre (F,w)}1 "V, 
en tant que gmupes; la structure de' gmupe du membre de clmite étant donnée 
par la somme connexe fib1'ée, 
• Si ri> est un lacet hamiltonien, on peut associer' à P", la fOT'me de couplage Tq,' 
Cette fonne étant fermée, elle définit un élément de H;JR(P,p) , Une antr'e classe 
irnportante pOUT la suite est la premièT'e classe de Chet'n associée à l'espace 
tangent ver'tical de Pq, : 
On peut VOiT' que ces classes se compoT"tent bien sous composition des lacets 
[20]. 
Nous serons particulièrement intéressés par les classes d'homologie de P", 
représentant possiblement des sections. 
Définition 1.6.1. On dira que 0' E H2(P",; Z) est une classe de section si elle 
satisfait la condition 11' .. (0-) = [S~'l 
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On peut voir aisément, en utilisant la suite exacte en homotopie induite par les 
fibrations, que n'importe quelles deux cla.sses de section non-homologues, diffèrent 
par un élément sphérique B E H2(F; Z). Nous allons rassembler ces classes de sec-
tion dont la différence donne un élément qui est envoyé sur 0 sous les évaluations 
de Tq, ,et c</;. 
Définition 1.6.2. On dit que deux classes de section a et a' sont équivalentes s'i 
et seulement si 
T",(a ~ a') = cq,(a a') O. (1.6.1 ) 
De fait, la même relat.ion d'équivalence peut être définie dans le cadre plus 
général où 1ï : P ~ B est une fibràtioll Hamiltonietme au-dessus d'une base 
quelconque, avec forme de couplage T. En effet, soit aB E H2(B; Z) une classe 
sphérique de B, et considérons l'ensemble: 
Définition 1.6.3. Soient 0'1,0'2 E1ï;l(aB)' On dim que al est équivalent à a2J 
dénoté par' al ""UB 0'2, si et seulement si 
Une telle classe d'éqitivalence sem désignée paT [aJUB' 
À présent, supposons que la classe aB est représentée par une sphère lisse 
d'image C, Alors la restriction Pic est tmefibration Hamiltonienne au-dessus de 
avec cla.sse de Chern verticale et forme de couplage données respectivement 
par les pull-backs via l'inclusion, L~lc : Pic -:-+ P, de CV et T. Remarquons 
que Pic peut être vu comme une fibration Hamiltonienne au-dessus de S2 en 
considérant le pull-back de P par l'application de domaine 52 et d'image C. 
Maintenant, considérons la classe d'équivalence [aJ U 8' Tout élément de (aB) 








C ~ B 
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Nous pouvons dès lors, sans ambiguïté, considérer l'ensemble (L~IJ-l([O'l(TB)' 
Nous avons: 
Lemme 1.6.2. L'ensemble (L~IJ-l([o-lo'B) est une classe d'équivalence de sec-
tions de Pic' 
Preuve: On montre d'abord, que n'importe quels deux éléments de ("~I)-l([O'lO"B) 
sont équivalents. Soient 0'1,0"2 E (L~IJ-l([O"lO"B)' alors pa.r définition: 
étant donné que 
L:~lc(O"l) "'(TB L~lc(o-2). 
Nous montrons à présent que deux classes de section de Pic équivalentes, sont 
envoyées sur la même cla$se d'équivalence dans.P sous l'application 1'~lc' Mais 
comme 0"1 l'V 0"2 : 




DANS LES FIBRATIONS HAMILTONIENNES 
L'objet de ce chapitre est l'étude de la structure de l'espace de modules des 
applicati0I.1s holomorphes paramétrées dans l'espace total d'une fibration Hamil-
tonienne. Les résultats présentés généralisent ceux donnés au chapitre 8 de [29], 
dans lequel les auteurs se restreignent aux fibrations Hamiltoniennes au-dessus 
de surfaces de Riemalln. Par le choix de structures presque complexes fibrées, cet 
espace se projette via 7r sur l'espace de modules des applications holomorphes cor~ 
respondantes dans la base. Ces espaces correspondent en réalité à des ensembles 
de zéros de sections Fredholm de certains fibrés de Banach au-dessus de variétés 
de Banach, qui se projettent l'un sur l'autre via 7r. Si en particulier ces section . , 
sont transverses atL"X sections nulles correspondantes, il est possible de donner aux 
intersections une structure de variété qui est de surcroît l1aturellèment orientée. 
Nous montrons en l'occurrence, par des techniques standards, que cette 'double' 
transversalité est réalisée pour un choix générique de structures complexes fibrées 
à partir du moment où l'on se restreint aux applications holomorphes simples 
dans P qui se projettent sur des applications holomorphes simples dans B, ce qui 
dans le cas où la base est 82 revient à considérer les applications représentant des 
classes de sections. 
Notons que bien que le résultat de transversalité que nous donnons dans ce 
chapitre soit donné pour des applications de genre a uniquement, sa généralisation 
aux genres supérieurs en est toutefois directe. De surcroît, nous aurions très 
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bien pu considérer des structures complexes fibrées dont la projection ne fait 
que maîtriser WB (""B-tame), et dont la restriction aux sous-fibré vertical donne 
une famille de structures presque complexes maîtrisant w. 
. . 
2.1. ApPLIC.t\TIONS PSEUDO-HOLOMORPHES ET PROBLÈME DE 
FREDHOLM ASSOCIÉ 
Nous commençons par donner la définition d'une courbe (pseudo)-holomorphe 
dans une variété F munie d'une structure presque complexe J. Rappelons qu'une 
surface de Riemann de genre 9 est une paire (E, j) où E est une surface lisse de 
genre g et j est une structure conforme sur E. 
Exemple 2.1.1. S2 := Cu {oo} est 1me surface de Riemann de genre 0 qui 
possède ttne unique classe de str'ucture conforme, notée Jo, induite par la nmti-
plication par' i. Ici, 1tniQ1te signifie à biholomorphisme près, qui dans ce cas sont 
donnés par G := PSL2(CC) le groupe des fra.ctions Tntionnelles. 
Définition 2.1.1. Soit (E, j) une surfaCe de Riemann de genre g et soit (F, J) 
une variété pr-esque co mple:ce , Une application u E C"'(E, F) est dite j, J -pseudo 
holomoT'phe ssi elle satisfait en tout point x E F : 
(ht(x) 0] J(x) odu(x). (2.1.1) 
Par abus nous dirons aussi que u est une courbe j, J-holomorphe de.genre g. 
Dans le reste de la thèse nous ne nous intéresserons qu'au cas des courbes de genre 
o à moins que le contraire ne soit spécifié et nous oublierons donc de mentionner 
la structure complexe. 
Soit. JI! = (JB , J, H) une structure holomorphe fibrée relativement à la forme 
de couplage TH' L' ensemble de~ applications JI! -holomorphes peut. être vu comme 
l'ensemble des zéros de l'opérateur différentiel de Cauchy-RiemaIlÎl : 
Cet. opérateur a pour domaine 
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et peut être vu comme une section du fibré vectoriel infini-dimensionnel au-dessus 
deBp: 
&p(J/f):= U C=(A~i~(S2,1L*TP)). 
uEBp 
La fibre au-dessus de u correspond à : 
La préimage de 0 par 8 JH nous donne l'ensemble des sphères Jft -holomorphes 
p 
dans P. Afin d'obtenir un certain contrôle sur cet espace nous nous restreignons 
aux courbes holomorphes représentant une cla.'5se cl 'homologie sphérique donnée 
0' E H2(P,Z). Posons 
A1(P, 0'; J, JB, H) == JVf(P, 0'; Jft) := { 1L E 8~~ (0) 1 [lL(S2)] = O'} . (2.1.2) 
Cet espace est appelé espace de modules des courbes Jft-holomorphes repré-
seiltant 0'. En posant : 
nous avon.<; que M(P, 0'; Jft) est la préimage de 0 par 8Jf! restreinte à Bp(O'). 
De façon similaire, nous avons un opérateur de Cauchy-Riemann, 8Js , as-
socié à la structure presque complexe J B. On définit comme dan.<; le paragraphe 
précédent les espaces: 
OÙ O'B E H2(B; Z) est une classe sphérique· de B. Nous obtenons l'espace de 
modules associé à l'opérateur 8JB et à la classe O'B : 
M(B, O'B, JB) 
Nous observons que le choix de structure complexe fibrée sur P implique que 
la projection Ti induit naturellement une application entre les espaces de modules : 
:FT{: JVf(P,O';J,JB,H) (2.1.3) 
En effet, Ti est par définition Jf1 ,J a-holomorphe et nous avons donc: 
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Le lemme suivant montre comment une déformation Hamiltonienne d'une struc-
ture fibrée Jp induit,une déformation des solutions de l'opérateur 8Jp : 
Lemme 2.1.1. 
Preuve: Soit u E M(P, 0"; Jft), alors 1lB := 'i1'(u) est JB-holomorphe. Ainsi, en 
gardant en tête que 8J j! u = 0, nous avons : 
= ~(d1L+ Jpduoj)+ ~(JXH(d~BOj) -XH(JBduBOj») 
- 1 ' 
8Jp ît + 2 (JXH(duBoj) - XHf-duB») 
- 0.1 8Jp U + X1i(du) , 
ce qui termine la preuve. 
o 
Autrement dit, l'espace de modules A1(P,0'; JJ!) est donné par l'intersection 
de la section nulle de &p(O", Jf!) av~c la section 7!J.rp + X~l. Dans le meilleur 
cas possible, l'intersection est transverse en tout point u E M(P, 0"; JJ!). La 
transversalité en question est réalisée dès que le conoyau de la linéarisation D;; 
en u de 8Jp + X~l s'annule pour tout u. Nous' allons à présent dériver Dtf'. Nous 
supposerons, sans perte de généralité, que H = O. 
Soit XP,u l'espace tangent en 1t de Bp . Par définition nous avons: 
L'opérateur linéarisé est l'opérateur 
(2.1.4) 
défini comme la différentielle de 8Jp en u composée avec la projection sur l'espace 
vertical (la fibre) en u: &p,u(Jp). Pour que cette projection verticale ait un sens 
en dehors de la section nulle, nous avons besoin d'une connexion hermitienne sur 
le fibré vectoriel &p(Jp ), afin d'assurer que le transport parallèle induit, respect.e 
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la structure holomorphe sur'les fibres. Cette dernière connexion sera induite par 
la connexion 'V définie lors du chapitre précédent, comme le montre le lemme 
suivant. 
Lemme 2.1.2. Soient tL E Bp et € E (À'p)u' Alors la linéarisation en 1L de 
, l'opérate1LT DJp est donnée par' : 
où 'V0,1 ~ et R O,l (du", çft) représentent r'espectivement lesopémtettT's J p anti-linéaires 
Preuve: Considérons la connexion sur T P définie par 
pour tout champs de vecteurs X et Y sur p, Cette connexion préserve Jp , et 
, 
nous avons: 
D1Lf. - Ve8Jp (u) 
1~, 
= '2 'Vç (du + Jp(u)duoj) 
1 - -
= 2 ('Vr;d1L + Jp(u,}'Vçduoj) 
1 l ' , 
"2 ('Vr;du + Jp(n)'Vçdu 0 j) - '4(Jp(u)('VçJp(u))dn ('Vr;Jp(u))duo j) 
l ' 
= '2 ('V duÇ - R(ç, du) + Jp(u)'V duojt;, ,- JpCu)R(ç, du 0 j)) 
l ' 
- 2 J p( 1L) ('V eJ p )f:)Jp( u) 
01· 1 n01 
'V ' ç - "2 Jp(u)('VeJp)(f:)Jptt) + .tC' (du,ç), 
L'avant dernière égalité est tmeconséquence du lemme 1.5.1. 
o 
Remarque 2.1.1. • Lor'sque € est à valeurs verticales, le tèrme impliquant la 
c01Lrbur'e dispamit et on retrouve l'opémteur linéarisé vertical de McDuff et Sa-
lamon (.[29], chapitre 8), Par' la suite, nous d~signerons par Dv,H la restr'iction 
de DH a'l1;'[: champs de vecteurs sur' S2 à valeurs dans le sous-fibr'é Vert, 
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• Si H =1= 0 nous obtenons l' eJ;pr'ession suivante 
Ii.: : (...Yp)ù ---'t &p,u(J1!) 
~ I-t ('VH)O,l~ ~J:t (u)('Vr J:t)(âJ:ttt) + (RH)O,l(du, ~). 
Bien que l'accent ait seulement été mis sur la dépendance de D{[ par mppod 
, , ' 
au. pammU,-e H, nous rappelons ici q?.te cetopémteuT' dépend tout autant des 
stTuctun~s complexes JB et J. 
• De façon tout à fait analogue à la preuve 2.1, nous avons l'e:rpress'ion suivante 
pour' l'opémteuT" linéarisé D~ de 8JB en u E BB : 
où 'VTB est, nous le 'rappelons, la conne:r:ion de Lelli-Gilli~a associée à 9JB' et 
Nous allons VOIr dans la. section suivante, comment l'application :F1r relie 
les linéarisations de 8J:t et {j JB • En fait nous allons voir que cette application 
,induit une submersion entre les s:rstèmesFredholm (Bp {O"),fp (O",JJ!),8J:;) et 
(BB( 7r*O") , [B( 7r .,0", JE), (j Jn ). 
2.2. SYSTÈMES FREDHOLM ET SCINDEMENT 
On commence ici par une petite disgression sur la définition de scindement de 
systèmes Fredholm que nous a.ppliquerons ensuite au cas des fibrations Hamilto-
niennes. Rappelons avant toute chose la notion même de système Fredholm (cf 
entres autres [4]). 
Définition2.2.L Un système Fredholm d'indice d est un triplet (8,f,s) tel que 
(Fd [ est l'espace total d'une fibmtion de Banach de projection p, au-dessus . 
. d'une va;,-iété de Banach B, 
(F2) s : B ---'t E est une section propr'e, 
(H) pour' to'u.t xE s-l(O), la linéarisation Lx de s en x, 
est un opérateur' de Fredholm d'indice d. 
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La condition (Fi!) implique en particulier que s-I(O) est un sous-ensemble 
compact de B. On appelle cet ensemble espace de modules du système, 
Exemple 2.2.1. Soit p > 2 un entier. Nous dénoterons par-
les complétions de Sobolev Wl,p et les complétions lJ' des espaces 
Ce sont dès lor's des espaces de Banach dont les espaces linéair'es sous-jacents 
sont par' définition donnés par' les complétions : 
'vLp v 1,p -cP (JH) <:'P (J) 
rLp,u' ""B,u' '-<P,u P , vB,u B· 
Ici, les normes de lVI,p et D' sont considérées relativement am; métriques gJH 1 
P 
gJB' ainsi qu'une forme de volume fi:rée sur S2 compatible avec j. Explicitement, 
étant donné ç E ... t'r:,u et 11 E ep,u(Ji!), on définit les normes: 
_ 1 
11€Ih,p = (12(lçl~JP + l\7çl~J)dVOlS2) Ji , 
et similair-ement en r-emplaçant P par B, Pour ces complétions, les opérateurs 
Du et DI! sont Pr'edholm (ce sont des perturbations compactes de l'opémteuT' de 
Canchy-Riemann usuel dans le cas intégrable, qui lui est elliptique), de sorte que 
les tr'iplets : 
satisfont les conditions (FI) et (F3). La condition (F2 ) ne sera en général pas 
Tespectée, et ne nous en pr'éoccuperons plus, et dimns qu. 'un système est Pr'edholm 
s'il satisfait (FI) et (F3) seu.lement. 
Définition 2.2.2. Une application TI: (B, e, s) --t (B', ê', s') entr-e deù;z: systèmes 
Fredholm est une appliadion de fibmtions au-dessus de variétés de Banach telle 
que si L' dénote la Unéapisation de s' nous avons : 
TI(s) s' et dTIoL=L' 
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Autrement dit, n est donnée par une paire (n,1f) où, n : 8 ~ B', 1f :E ~ E' 
(telles que pour tout x E B, 1f est un endomorphisme linéajre de Ex vers E' 7r(x») , 
telle que le deux cliag;rammes suivants commutent pour tout x E s-i (0) 
'if dïr(x,O) 
)0 t' 1r(x) E·-E' et . Ex 
8 t s' t L~I A L' 1 .. (x) 
7r d1r(x) 
B --> B' TxB > T 7r(x)B' 
Observons que ceci est bien défini étant donné que 1f est linéaire sur chaque fibre 
de E. 
Définition 2.2.3. Une application entre systèmes Fredholm n := (n,1f) èst ap-
pelée submersion si les linéarisées dn et d1f sont sur:iectives. 
Lorsque n est· une submersion, nous obtenons le cliagranmle suivant clont les 
rangées sont exactes·: 
>- ker( d7i'( x)) 0----)00 .> Ex dïf(x) >- E' 7r(X) ---->0 
A L~ 1 ,!, L~ 1 D~(",) 1 
d7r(x) 
)0 ker( dn(x)) >- TxB >- Tr.(x)B' 0----> ----;>- 0 
où L~ désigne l'opérateur Lx restreint à kerdn(x). Ainsi par le "lemme du ser-
pent", nous pouvons extraire de ce diagramme la suite exacte suivante: 
o ------t ke r L~ ------t ker Lx ------t ker L ~ (x) ------t 
------t coker L~ ------t coker Lx ~ coker L~(x) ------t O. (2.2.2) 
Nous observons directement à partir de ce diagramme que si L~ et L~(x) sont 
surjectifs, alors Lx doit aussi être surjectif. On peut alors conclure clans ce cas 
précis que ker Lx est isomorphe à ker L~ EB ker L~(x) (à un choix de section près de 
\ 
ker L~(x) vers ker Lx ) cie sorte que nous avons aussi un scinclen:ien~ au niveau des 
indices. Cependant, ce résultat est vraÏ même lorsqu'une obstruction apparaît: 
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Lemme 2.2.1. Si 11 comme plus haut, est unesubme:rsion alors pOM' chaque 
xE s-l (0), 
Ind(Lx) = Ind([}T(x») + Ind(L~). _ 
Preuve: Par exactitude de (2.2.2). 
o 
Nous donnons à i)fésent la définition de scindement de système Fredholm que 
nous aHon.., par la suite appliquer a.ux fibrations Hamiltoniennes.:" 
Définition 2.2.4. Une submersion 11 entr"e systèmes Fredholm est un scindement 
si la suite (2.2.2) est sans obstmction, i.e 
coker' L~ coker Lx coker' L~(x) 0, 
pour tout x E 8-1 (0). 
Nous allons à présent montrer que l'application 7r et" la connexion T nous 
donnent une submersion entre les systèmes Fredholm (Bp(O"),&p(O", Jp),{}Jp) et 
(BB( O"B), éB(O"B, JB), {} .1rJ, où O"B désigne ici la classe projetée 7r*0". La projection 




Qui plus est, la connexion symplectique sur P nous donne les décompositions 
suivantes de Ep,u(Jp) et XP,ti : 
et 
(2.2.6) 
De surcroît nous avons que les applications 
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sont toutes deux des submersions, étant donné que d1r l'est. Il nous reste à montrer 
la commutativité des diagrammes suivants: 
'if 
êp(à, Jp) -- êB(I.1B, JB) 
dF.(u,O) 
. êp,ll(Jp) ----> êB,1r(u)(JB) 
f)JB i 8Jp i 
1< 
Bp(l.1) -.............-illo> BB(I.1B) 
Du t [)~ 1 
d1r(u) 
Xp,u ------'1>- X B ,1«u) 
La commutativité du diagramme de gauche résulte du fait que J p est une stmc-
ture fibrée au-dessus de JB . Ainsi, l'espace de modules (8Jp )-1(O) est bien envoyé 
sur l'espace de modules (8JB )-1(O). Nous démontrons à présent que le second 
diagramme commute. 
Lemme 2;2.2. Pour' tout'; E "f:(u"TP) nous avons: 
Notons que cet énoncé montre un peu plus que nécessaire. Pour démontrer ce 
lemme nous utiliserons les identités suivantes : 
Lemme 2.2.3. Soient ç et X des champs de vecteur's SUT' P, et soit pEP. Alors 
nous avons: 
(i) 1r*[~V, JpXh] = JB1r*[fl\ X h], 
(ii) 1r*C'V ~Jp )pX = c\r;;*~JB)7r(p)(7r*X), 
(iii) 7r*(\7~;;ç) = (\7!~,JO,l1r ... ç - 7r*[(DJp Cu))h,e]h. 
Preuve: (i) est donné par la définition du crochet de Lie, par holomorphie de 
la projection, et aussi parce que le flot d'un champ de vecteurs vertical partant 
d'un point ]J, doit rester dans la fibre au-dessus de 7r(p), Maintenant, (ii) est une 
simple conséquence de (i). En effet, le premier point revient à dire que 
ce qui par définition de \7 est équivalent à 
Nous concluons donc que 
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ce qui, combiné au fait que la connexion est à valeurs dans 'le sous-fibré vertical 
dès que ses dem,;: entrées sont dans Vert, nous. donne l'équatioll espérée. 
Pour la preuve du troisième point, rappelons que lors du calcul de l'opérateur 
linéarisé nous avions : 
Donc, par défiiùtion de la connexion et étant donné que la courbure symplectique 
est à valeurs verticales, ~ous obtenons que : 
7r* V' çclu + JB ( 'Tt ( u))7r .. V' ((du 0 j) 
V';;.~d(7f 0 u) + 7f .. [Ç'tI , (d1t)h]h+ JB(7r(u))V'~~d(7f 0 u) 0 j 
+JB(7f(u))7f*[e, (dt~ 0 j)h]h 
V'rc~ou)7r .. ç + J B( 7f( 1t))Vrc!ou)Oj7f .. E, + 7f *[f\ (d-lt)h + J p(u )(du 0 j)h]h 
2(V'~!ou»)O,17r*ç' + 7f .. [e, 2 (8Jp (u) )h]h, 
oil la première égalité est due à (i) et au fait que V'TB est sallS torsion. La dernière 
égali té résulte tout simplement du fait que J p préserve la distribùtion horizontale 
et le sous-fibré vertical. 
D 
Remarque 2.2.1. Une simple conséquence de la seconde identité du lemme 2.2.3 
et de la définition de V' est que pmtT' tout r-elevé horizontal, disons X d'un champ 
de vecteurs X dans B nous avons : 
(2.2.7) 
OÙ v.TB désigne la conne:rion heTmitienne V'TB ....:.. ~JB(V'TB JB). Cette égalité. 
résulte du fait que X est invariant le long de champ de vecteurs verticaux, impli-
quant paT' la même que V'{vX = O. 
Preuve: (lemme 2.2.2) Par définition V'~;:e' et RO,l(du, t;) sont des formes à 
valeurs dans Vert. Par conséquent nous n'avons qu'à calculer les projections 
des termes V'~~çh et Jp(u)(V'eJp)(âJp1J,) que nous avons calculés dans le lemme 
précédent. Nous obtenons donc: 
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[( li (u))" C"]h = 0 V E 5,2 J p ,.,. u(z) Z . 
Si (8Jpu)(z)h = 0, c'est évident. Si (8Jp u)(z)" =1= 0 pour un certain z, on 
considère le relevé horizontal X de (8JB (r.(u)))(z), défini sur T(r.-1(-lL(Z))), et qui 
coïncide avec (8Jpu)(z)" en 1L(Z). Nous avons dès lors que: 
étant donné ,que X est constant le long des directions verticales. 
D 
Subséqtiemment au lemme 2.2.2, l'opérateur 
D H . XII. ff\ X" ---t ch ri'. cv 1<' Pu w Pu c-pu w c-pu 
, ! , 1 




où Lu désigne ici l'opérateur linéaire: 
En appliquant au cas présent le diagramme (2.2.2) nous obtenons la suite exacte 
suivante: 
o ---t ker D",H -----Jo 
u 
kerDH 
u ---t ker D~(u) ---t (2.2.9) 
---t coker D",H 
'Il 
. H : B 
---t coker Du -----Jo coker D1r(u) ---t 0; 
où nous remarquons que le connectant (la flèche allant de ker D~u) vers coker D~,H) 
est donné ici par l'application L, restreinte au noyau de D~(u)' Nous allons 
clans la prochaine section, montrer comment pour des paramètres J, JB et, H, 
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génériques, cette suite exacte se scinde au-dessus d'un nombre dénombrable de 
2.3. TRANSVERSALITÉ 
Cette section est consacrée à montrer que l'on peut, pour des choix génériques 
de triplets (J B, J, H), réaliser la transversalité des sections 8 Ji! et8Jn par rapport 
aux sections nulles correspondantes, de façon compatible avec la projection :Frr • 
Ceci revient en l'occurrence à montrer que les opérateurs linéarisésDH et DB sont 
surjectifs simultanément. Pour ce faire, nous devrons toutefois nous restreindre 
au sous-ensemble des applications holomorphes dans P qui sont simples, et qui 
se projettent sur des courbes simples dans B. Rappelons ce que simple signifie: 
Définition 2.3.1. Soit u E coo (S2,p) une appli~ation J/!-holomorphe. On dit 
que u est simple ssi il n'existe pas d'application lisse <p : S2 ---4 S2 de. degr'é 
s'upér'ieur' à 1 ainsi qu'une application u' E Coo (S2 , P) satisfaisant u = u' 0 <p. 
Si u n'est pas simple on dim qu'elle admet un revête1nent multiple, ou plus 
simplement qu'elle est mmifiée. 
Remarque 2.3.1. Il s'avèr-e que les applications simples u sont celles qui sont 
quelque part injectives, i. e telles qu'il e:riste z E S2 pour' lequel u et du sont 
injectives, On peut aussi montrer' que pour' toute com'be simple, l'ensemble des 
points injectifs est o'uvert et dense dans S2, Dans ce qui suit, 'une com'be pseudo-
holomor'phe 'il sem dite simple si elle est non-constante et quelquepaT"t injective, 
ou bien si li est constante, 
Il est reconnu que les courbes ramifiées tendent à être des points critiques de 
. . 
l'opérateur linéarisé, dans le sens où ce dernier n'est pas surjectif en ces points, 
On introduit la notation suivante : 
/vt*(P, a; Jit) := {li E M(P, a; Jit)lli est simple} 
et 
On rappelle que .If! faH référence à un triplet (JB , J, H). 
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Remarque 2.3.2. C'est un fait connu que l'espace .lvt*(P, 0'; Jp ) est une variété 
lisse pour 1tn choix génédqll,ede str'uctUTe presque comple:ce J p compatible avec 
. une for'me symplectique sur P, Wp. Cependant, nmtS nous intéressons ici a'U cas 
par'tiw,lier où les ..,tr·uctures comple:c:es sont fibr'ées, de sode à préser'ver l'appli-
c.ation (2.1 . .'3). 
Supposons à partir de maintenant que O'B = 1['*0'. On observe qUe, à priori, 
l'image de M"'(P, 0'; JJf) par,:F-:r n'est pas incluse.dans .A1*(B,O'B; Jn). Par ex~­
titude de la suite (2.2,9), et étant donné que les courbes simples dansP peuvent 
se projeter sur des courbes ramifiées de B, nous ne pouvons donc espérer réaliser 
la transversalité sur l'ensemble ./vt"(P, 0'; Ji!) tout entier, même génériquement, 
\ . 
En éffet, si c'était le cas, cela signilierait que pour un choix générique cIe 
triplet (JB, J, H), nous aurions coker n;; = 0 pour tout 'iL E M"'(P, 0'; Jf1), ce qui 
par exactitude de (2,2.9) impliquerait directement que coker D!!n s'annule aussi 
génériquement. Voici un exemple: 
, --2 
Exemple 2.3.1. On pr'end B = CP le plan pmjectif complexe eclaté en un 
point' mllni dé la stT"/l,ctur-e comple:r:c Jo héritée de <CJP>2 (Jo est la str-uctur'e com-
plèxe associée à la s'urface de Hir'zebntch JP>(O( -1) EB <C) J, et on considèr'e l'esPace 
-2 
de modules .M(CP ,2E, Jo), où E r'epT'ésente la classe d'homologie du divisem' 
exceptionnel, Cet espace de modules a pour dimension virtuelle 4, donnée par' les 
points de mmific.ation des T"evêtements ramifiés de degré 2 de 82 sur lui-même, 
Toutefois, le divisem' e:cceptionnel est une cour'be rigide qui per'siste dans 'Un voi-
sinage de Jo. 
Malgré tout, nous pouvons, comrrl.e nous allons le montrer, établir la trans-
versalité si nous rious restreignoIl.'! au sous-ensemble : 
Nous rappelons ci-dessous la. notion de paramètres régularisants. 
Définition 2.3.2. Soit O'n E H2(B,Z). La structm'e pr'Csq1l.c comple:r:e JB E 
:7(B, WB) est dite 'régulière pOttr' la classe O'B, si pOtti' tout UB. E M*(B, O'B; JB) 
l'opémteur' D:!n est surjectif. Nous dénotemns par :7reg(B, WB. (1B) l'ensemble de 
ces stntctm'es, ou encor'e plus simplement par' :7B,1'eg(O'n). 
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Simllairement, on définit l'ensemble des triplets régularisants (JB• J,H): 
Définition 2.3.3. Soit a E H2(P, Z). L'ensemble des paramètres réguliers 
est défini de la façon suivante: 
{JJ! := (JB"J,H) E PIVu E A1**(P,a; JJf), coker' Dt! O}, 
Remarque 2.3.3. On remarque ai.sément que si (JB, J,H) EP1'eg(a) alor's JB E 
JB,rcg(O'B). 
Pour une structure presque complexe réguliêre J B fLxée, on définit les paires 
" 
régularisantes de fibres, comme suit: 
Définition 2.3.4. Pixons JB E Jrcg(B,WB, O'B).Soit UB E A1*(B, crB; JB) et 
cr E H2(P; Z) telle que crB' = 1r"cr. Une paiT'C (J, H) E :!vcrt x1i est dite 1'égulièm 
pouT'la fibr'C .1';I(UB}, si pour tout 1lE 1r-1(UB) Fopémfeur' D~,H est surjectif 
L'ensemble de toutes ces paires est dénoté par' :!1ireg(UB' JB, cr), 
Nous allons démontrer l'affirmation suivante: 
Théorème 2.3.1. Soit P ----+ (B, WB) une fibmtion Hamiltonienne comme précé~ 
demment et soient cr E H2(P; Z) et crB := 1r .. (cr). 
(i) Si (JB, J, H) E Prcg(cr), l'espace A1*"(P, cr; Jf!) est 'une va1'iété ouveTte lisse 
et' o1'ientée ayant pOUT' dimension' 
De plus, l'ensemble Preg(cr) est de deuxiè~e catégorie (Bair'e) dans P. 
(ii) Fixons JB E :!B,reg(crB) et soit 1lB E }vt*(B,crB; JB). Si (J,H) est un 
élément de :!'Hreg(UB' JBlcr), l'espace 1r-1(UB) est une 'vadété ouver'te lisse 
et orientée de dimension 
CJui pl'us est, l'ensemble :!'Hrcg(uB,JB,a) est de deua;ième catégorie, 
Remarque 2.3.4. La vaT'iation de lafoTme de couplage est essentielle ici, comme 
le remar'qüe [29]. En effet, il est tout à fait possible que l'on ne puisse T'égulaT'iser 
l'espace A1.*(P,cr; J, JB) en défor'mant seulement lafarnilleJ et la str'uct1J,1'e JB, 
C'est l~ cas, par' exemple, lOl'squ'il existe une application J p~holomorphe 'tt : 
8 2 ----+ P horizontale i.e telle que Im(d1L) C H or, et dont l'indice de l'opér'ateuT' 
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vertical D~ est négatif. Une telle courbe reste holomorphe et horizontale après 
défonnati011 de la paire ( lB, 1) 1 sans toutefois rendre D~ surjectif. Défor"mer la 
connexion permet en l'occltTTence d'éviter ces courbes ho'rizontales non dg'ulièr"es. 
Avant d'entamer la preuve de ce théorème, nous introduisons quelques ingrédi-
ents supplémentaires. Soit r > 0 un entier. On désignera par pr,.JÉ et .JVert,r 
le!? restrictions aux éléments de classe cr de P, .JB et .JVert. respectivement. On 
considèrera aussi les projections sur les prerilier, deuxième et troisième facteurs 
de pr: 
(2.3.1) 
ainsi que les projections: 
P23 : pr -----+ .Jvert,r X ?-l" et P13: pr (2.3.2) 
On définit à présent les systèmes de Fredholm universe,ls associés aux espaces 
de paramètres pr et .JÉ. Posons : 
&~(O'):= U &~(O', 11!) et &~(O'B):= U E~(O'B, .lB). 
Jf! EP" JBE:T'B 
Ce sont des espa~es fibrant au-dessus des espaces de Banach : 
dont les fibres au:.dessus de ( u, lB, l, H) et (1.fB , lB) sont respectivement données 
par les espaces vectoriels de Banach &~t'U(Jf!) et &~t'UB(JB)' 
Lemme 2.3.2. &~(O') et &~(O'B) sont des jibmtions de Banach de classe C r - 1 
q'ue l'on peut localement trivialiser de façon compatible avec la p'T"ojection : 
Preuve: Pour alléger les notations, oublions les classes d'homologie. On veut 
trivialiser Ep autour de(u, lB,l,H) tout en trivialisant EB autour de (rr(u), lB). 
Pour ce faire, on utilise le.., applications exponentielles associées aux cOlmexions 
yH et yTB afin d'identifier des voisinages 
1 
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de u et de r.(u), avec des voisinages de zéro dans X~:~ et ;t~',~(,U) (resp). Etant 
donné que r. est une subniersion" et par définition de 'JH, on peut choisir le~ 
voisinages Ar(u) et A/(r.(u)) de sorte que r.(N(1L)) = N(r.(1L)) et tels que le 
diagramme suivant commute: 
On utilise par la suite les transports parallèles associés aux connexions hermi-
tiennes ~T B et ~ H afin d'identifier les fibres au-dessus des voisinages N (u) et, 
N(r.(1L)). Ceci nous donne une section 
se projetant via r. sur la section: 
On étend ces sections à des voisinages N(JB) X JV(J) x N(H) et JV(JB) de 
(JB, J, H) et JB. Pour ce faire on introduit les identifications suivantes: soit 
Jff' == (J~, JI, H') E N(JB) X N(J) xN(H), on cOI1sidère les isomorphismes 
, 1 , ' 
0,1 Ao,l (5,2 "T' P) \0,1 (5,2 "TP) ( + JH ') Pp : JH"U --+ 1 JH"'U " 7]/--t -2 7J p 077°J , 
p p 
et 
1 p~l : A~~(S2,r.(n)*TB) --+ A~~(S2,r.(u)*TB), 7] /--t 2(77+ J~ 077oj), 
. 1" . fil' dOl 0.1 i C' h' qUI, C 3Jrement, satIs ont a re atlOn r. ° Pp ===; PB 0 ("r.. es lsomorp lsmes 
permettent d'identifier entre eux les espaces 
Finalement, on utilise encore une fois les connexions ~H et ~TB afin d'obtenir, 
les trivialisations de Ep et de EB, au-dessus des ouverts respectifs 
N(1L) X N(JB) X N(J) X N(H) et N(r.(u)) X N(JB)' 
52 
Notons que par construction nous avons la compatibilité évoquée. De surcroît, 
étant donné que H, J et J B sont tous trois de classe cr et parce que nous avons eu 
recours au transport parallèle, les fibrés obtenus [p et [B sont de classe Cr - l . 0 
Ces fibrations de Banach, [p et [B, admettent respectivement les sections 
suivantes (induites par les opérateurs de Cauchy-Riemallli.) : 
La linéarisation de ap en le point (u, Jf!) est donnée par: 
D- Xl.}' fT\ T pr uJH : Pu W JH 
1 P , P 
--+ 
(ç, Y", Y,J) 1 . D~Iç + 2Y " 0 (du)" oj + 
1 (Y.·d ')h,H X O•1 2 0 UB 0) + f(du) , 
où UB == 7r( u), et (Y 0 dUB) 0 j)h.Ii désigne le relevé horizontal de (Y 0 d( UB) 0 j) par 
rapport à la connexion induite par TH. De la même façon on obtient la linéarisation 
de aB en le point (UB, JB) : 
On définit les systèmes universels : 
(2.3.3) 
Définition 2.3.5. Les espace.'3 de modules uri'iversels 
sont les espaces de modules associés au:c systèmes univeT'sels (2.3.3). 
A utrement dit, ces espaces de modules universels sont définis comme étant les 
ensembles: 
5:3 
Dénotons par p l'applièation de fibrés entre e p et e B induite par p et (hr. Nous 
obtenons le diagramme suivant : 
ê p ----.,> eB (2.3.5) 
â p 1 r &B 
]) . 
8 1,]) X 'f')r --l>o 8 1 ,p X /'f'r p r B vB 
Par le lemme 2.2.2 et étant donné que XJ(~U)et yv 0 (du)'''' oj sont à valeurs dans 
Vert, nous tirons de (2.3.5) le diagramme suivant(où UB 7r(u)): 
(2.3.6) 
On remarque que les applications dp et dp héritent de la surjectivité de d7ret de· 
) 
d:P1. Par conséquent, nous dérivons la suite exacte suivante amùogue de la suite 
(2.2.2), au cas présent: 
O k D~v,H ~ er JIf ~ 
u , P 
~H 







coker D1r(U),JB ~ 0" 
où D tl JJl désigne simplement la restriction de D!L.JJl au noyau de dp. 
u, p p 
Nous allons montrer que cette suite se scinde lorsque l'on se restreint aux 
sous-espaces des espaces universels (2.3.4) : 
et 
(2.3.8) 
(M*(B, (1B,'3É)) .. 
(2.3.9) 
Pour ce faire, il suffit de montrer què les obstructions possibles pràvena.nt des 
opérateurs EJt1 et DB s'annulent. 
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Remarque 2.3.5. La surjectivité de l'opér'ateur' DB est bien connue dès que l'on 
se r-estT'eint aux ,coUT'bes simples de B, i.e soit non-constantes et simples, soit. 
constantes ([29]), Cette surjectivité implique en l'occUTTence que M(B,CTB;JÉ) 
est une vaT"iété de Banach et on peut montT'er' que la pT"Ojection 
est un opémteur' de Predholm dont les valeuT"s T"égttlièT"es coïncident avec Jreg(B, WB)' 
Lor'sque la cour'be holomorphe est constante, ce qui s'e:rpr"ime paT" WB(CTB) = 0, 
on montr-e même que Jreg(B,WB) = Jc(B,WB)' En d'autr'es ter'mes, l'opémte1tT' 
D~B est surjectif pou.,. tO'ate cour'be J B-holomorphe UB et ceci pOUT' toute stmctut-e 
pr'esque comple:œ JB, compatible avec "'-"B, En effet, soit liB E /vt(B, (JB; JB) telle 
b B Al l , 't l"" DB "'d l" t d que UB == E ' or's opern. eur' l.neanse UB cm no e avec opern e1/.1' e 
Cauchy-Riemann: 
(2.3.10) 
qui est surjectif p01/.1' tout JB et b, étant donné que.c:J2 est simplement connexe et 
que 
Nous pouvons désormais procéder à la preuve du théorème 2.3.l. 
Preuve: Dans les deux cas, l'affirmation concernant la structure de variété suit du 
théorème des fonctions implicites, ainsi que de la remarque 2,3,3. Le fait que ces 
espaces sont naturellement orientés est obtenu en homotopant les termes d'ordres 
o de DH à ° (voir [27]), Les dimensions, quant à elles, résultent du théorème 
de Riemann-Roch donnant l'indice de l'opérateur de Cauchy-Riemann en termes 
topologiques. 
On prouve maintenant les affirmations concernant la généricité des paramètres 
réguliers. Nous procédons de la même façon que pour le cas de la base (cf remarque 
2.3 .. 5). Nous allons donc démontrer que pour tout entier T > 0, les espaces de 
modules universels sont des variétés de Banach de classe C r - 1 . Pour T > 2 suf-
fisamrnent grand, on applique le théorème de Sard-Sniale, pour les espaces de 
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Banach (séparables), atLX projections: 
dans le cas (i), et 
dans le ca.,> (ii), où (un, JB ) est un élément de M*(B, (J'B; .:lÉ) et où 
(2.3.11) 
est donnée par restriction de p. Le résultat suit pour les paramètres de cla<Jse Cao 
en utilisant l'argtlment de Taubes dont la preuve est donnée dans [29] au chapitre 
3, et que nous omettrons. Afin de rendre l'exposition claire, .on traitera les deux 
points séparément. 
L'affirmation (i). On divise la preuve en deux parties, dépendenllnent si les 
courbes dans P se projettent sur B trivialement ou non . 
• Le cas WB((J'B) cf O. De par la remarque 2.3.5, nous n'avons plus qu'à prouver 
que lx/} est surjectif. Notons que le quadruplet (€, yl\ Y, 1) est dans,kerdp ssi 
y:::::; 0 et ç est verticalement valu~. Nous pouvons donc écrire 
Nous allons montrer que DU JH est surjective même en fixant yu à O. Pour 
-... 'Ut P 
yU:::::; 0, l'opérateur DI) JH ne fait intervenir que la connexion de L-C verticale. 
Ut P . 
McDuff et Salamon ont montré dans [29] que cet opérateur est surjectif lorsque 
la basç est une surface de Riemann. Néanmoins leur argument s'applique encore 
dans le cas plus général où B est quelconque. 
Rappelons que Dt! est Fredholm et par cOrlséquent son image est fermée. Ainsi 
l'image de D~,Jf! est également fermée et nous montrons que cette image est 
dense aussi. Supposons que ce n'est pas le cas. Alors, par le théorème de Hahn-
Banach il existe un élément non nul TI E Lq(AO/'~ (/32, u"'T pu)), où 1+1 1, tel 
. 'p p q 
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que pour tout (ç,1) E xt:~ X 1ir nous avons: 
.. En posant h = 0 ou ç 0 nous obtenons les identités suivantes: 
(2.3.12) 
La première nous donne que T} est de classe Hr1,~, et est dans le noyau de 
l'adjointformel (D![Y' de Dt! ce qui exprime le fait que 11 appartient à coker Dt!. 
Maintenant, supposons que Zo est un point injectif à la fois de u et de UB, tel que 
1](zo) :-:f O. Vensemblede ces points zo est ouvert et dense dans 8 2 étant donné 
que nous restreignons notre attention aux applications dans P se projetant sùr 
des courbes simples de B. Par le lemme 1.3.1, il existe 10 E Co(F7r(1«.,o») tel 
que: 
(X~~~dU'O)'17(ZO) ) > O. 
Soit 1 un élément de 1ir qui ~oïncide avec Jo en r.(u(zo)). Par continuité du 
pairing et comme Zo est un point injectif de tt, il existe un voisinage V de Zo 
et un voisinage U de u(zo), tels que u envoie V sur U de façon difféomorphe et 
tels que la fonction 
est strictement positive pour tout z E V. On remarque que U peut être réalisé 
comme l'intersection 
où UB est un voisinage autour de r.(u(zo)) difféomorphe à V (via r. 0 u). On 
peut choisir une fonction 13 à valeurs dans [0,1] avec support dans UB et telle 
que ,B(r.(u.(zo))) = 1. Ainsi, si on désigne par file pull-back de /3 par 1T, nous 
obtenons que : 
12 (X;(~(Z)f(dU.)' 1](z)) dvols"l > 0, 
ce qui entre en contradiction avec la deuxième équation.de (2.3.12), et pro~vant 
par là même que 77 doit s'annuler dans un voisinage de zo0 Comme ce raison-
nement est valable pour tout point injéctif, nous avons que 1] est nul presque 
partout. :t\,lais, comme lV 1,p se plonge dans les fonctions Gontinues pour P > 2, 
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Tf est continue et nous concluons donc que" == O. L'opérateur Dt> JH est donc 
. u, p 
bien surjectif. 
Par l'exactitude de la suite (2.:3.7), nous obtenons que coker Du JH = 0 pour 
,p 
toute paire (u, .lf!), de sorte que par le théorème des fonctions implicites, 
Jvt(P, 0"; P") est une variété de Banach de classe cr-l, fibrant au-dessus de 
p r via l'application ppr. La linéarisation de cette dernière est une application 
Fredholm ayant pour no}'au : 
qui est isomorphe de façon évidente à ker D;;. Quant à son conoyau, il est donné 
par l'ensemble: 
qui est lui aussi identifiable à coker D;;. Par conséquent, 
ont même indice, et en appliquant le théorème de Sard-Smale, dès r - 2 > 
Ind(ppr), on conclut que l'ensemble des valeurs régulières de ppr est un en-
semble de deuxième catégorie qui s'avère être exactement donné pa,r l'ensemble 
P;Cg(O")' Le cas eX! résulte d'un argument de Taubes . 
• Le caswB(O"B) = O. Cette condition nous assure que toute courbe .lp-holomorphe 
dans P représentant la classe 0" doit se projeter sur mie application constante, 
autrement O"B = O. Remarquons que pour toute classe 0" E H2(Pi Z) satisfaisant 
7r .. 0" = 0, il existe une famille de classes O"b E H2(Fb; Z) indicée par les points de 
B, et telle que "&(O"b) = 0". Ici, i& désigne simplement l'inclusion en homologie 
de la fibre Fb dans P. Par ce qui a été dit, il résulte que: 
où Jvt*(H, O"b; .lb) désigne l'espace de modules des courbes .lb-holomorphes et 
simples dans la fibre FiJ, représentant la classe O"b. Etant donné que Im(dll) C 
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TP::(u) nous tirons que ~(Y 0 dUB 0 j)h,H et XJ{~U) n'apparaissent pas dans 
(2.3.3). Par conséquent: 
pour touts vecteurs Y et f, d'où nous pouvons restreindre notre attention au· 
cas où Y et f sont identiquement nuls. La preuve que la restriction verti-
cale de Du,Ji! est surjective ést presque mot à mot la même que da.n,s le cas 
précédent. En fait, ce n'est qu'une version paramétrique de l'argument de trans-
versalité pour l'espace de modules des applications J-holomorphes dans la fibre 
de référence (F,w). Nous en omettrons donc la ·preuve. 
L'affirmation (ii). De par ce qui a été démontré plus haut, la suite exacte .(2.3.7) 
se réduit à la suit.e courte exacte suivante: 
-B o ~ ker D~JH ~ ker DuJli ~ ker DuB,JB O. 
~ p , p 
Ainsi, pour t.out entier r, l'application 
:FU1"'v . M"*(P a' PT) ~ lA*(B a . 'TT) 1r' , , jVI, B, v B , 
est submersion (lisse). Fixons JB E 3É,re~(aB) et soit 1tB EM*(B,aB; JB)' Nous 
. . . 
avons dolic que (:F;:niv)-l(UB, JB) est une variété de Banach (séparable), de classe 
C r - 1 par le théorème des fonctions implicites. On vérifie que la linéarisation de 
l'application 
est une application de Fredholm dont les noyaux et conoyaux sont respectivement . 
isomorphes à ker D~,H et coker D~,H, au point (u, JB, J, H) E (:F;nivt 1(UB, JB). 
Par Sard-Smale, on conclut, que dès que r - 2 > Ind(pT), l'ensemble des valeurs 
régulières de P23 0 ppr est de deuxième catégorie dans 3 vcrt ,r X 1-{r et coïncide 




Remarque 2.3.6. Pottr·le deuxième point dnthéor'ème, on pent étendr'e le r'ésultat 
à un en;emble dénombmble d'éléments {tLB,o: hl" En effet, pOUT' chaque UB,o: nous 
obtenons que .J'Hrcg( tLB,o:, J B, a) est de deu:L"ième catégor'ie, et par conséquent 
l'ensemble 
0: 
est l1ti aussi de deu:.rième catégorie dans .Jvert X ·H. 
Voici quelques sous-ensembles de Pr:eg(a) et .J'Hrcg{UB, JB, a) que nous réutili-
seroIls plus tard. Fixons JB E .JB et HE 'H, on pose: 
'7vert (J H a) '= {J E Jvcrt 1 coker DH = a Vu E .\ A*"'(P a' JH)} v"eg . B, ,., 1J. .,IVt, , p . 
Pour un JE .Jverl. fixé on pose: 
Vreg(J,a):= {(JB,H) E.JB x'H 1 coker Dt: = 0 Vu E M**(P,a;Jf[)}. 
L'union disjointe de ces ensembles, au-dessus de J E .Jvert , est un sous-ensemble 
de Prcg(a). Soit JB E .JB,rcg(aB), on définit l'ensemble: 
'Hreg( J B, J, a) := {H E 'H 1 coker Dt: = 0 Vu E .M**(P, a; Jft)}. 
Cet ensemble constitue une section dans Vreg(J,a) pour JB fixé. Maintenant, 
étant donné un élément UB E .M*(B, .lB, aB) posons: 
Cet ensemble est un sous-ensemble de '}!-reg(JB, J, a). De légères modifications 
dans la preuve du théorème précédent nous donnent : 
Proposition 2.3.3. Si wB(aB) f=. 0, les ensembles Vreg(J,a), 'Hreg(JB,J,a) et 
'Hrcy(UB, JB, J,a) sont de deuxième catégorie. Si wB(aB) = a, l'ensemble 
.Jr,:-;t (J B, Hi a) est de de1.Kcième catégorie et de plus rie dépend pas de H. 
Preuve: Lorsque wB(aB) f=. 0, il suffit alors de remplacer l'application pP' dans 
la preuve du théorème 2.3.1 par les applications P13 0 p'pr et P3 0 pP' afin d'obtenir 
respectivement que Vreg(J, a) et 'Hrcg(JB, J, a) sont de deuxième catégorie. Pour 
'H,.eg( 1[B, J B, J, a) on relflplace simplement P23 0 ppr par P3 0 ppr. 
Lorsque wB(aB) = a nous avons vu que les seules perturbations nécessaires, 
sont celles provenant de .Jvcrt , donc en fixant .lB et H, d'où le résultat. 
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L'indépendance provient du fait que la surjectivité de DH (lorsque nous avons 
WB(O'B) = 0) est équivalente à la surjectivité de l'opérateur : 
. , 
Du: {ç: E r(2J, u·TP)!rr.:ç: constante} ---+ r(AO,l(2J, ll"TpV )), 
donné par la restriction de Du à {~E r(2J, u"TP)lrr*ç = conbiante}. Or, ce nouvel 
opérateur est Indépendant de la connexion choisie. Pour finir, le fait que nH et· 
P ont mêmes ndya.\lX et conoyaux provient de l'exactitude de la suite (2.2.9), 
o 
Remarque 2.3.7. De par'la proposition ci-dessus, nous pouJlons r'éécr;r'e Prcg(u) 
comme suit : 
u 
(J,JB )E..Jvert x.J B,rcQ «(1 B) 
ou· pm' 
U :Tvert(JB, u) X 11., 
JBEJB 
dépendamment de si wB(aB) n'est pas o.u·est tr·illial. De surcroît, lor'sque WB(UB) f=-
0, l'ensemble des pair'es1'égularis"antes pour'lafibr-e (l.,It-dessusde UB E M*(B, J B, UB) 
pnmd l'expmssion sui'vante : 
U 11.reg(UB, JB, J,O'), 
JE:Jv"rL 
Le théorème de transversalité nous donne donc en l'occurrence, que pour des 
paramètres génériques (JB, J, H), l'application 
est une submersion au-dessus d'un nombre déIlQmbrable de pÇlints. On peut dès 
lors se poser la question naturelle à savoir s'il existe des i)aramètres pour lesquels 
cette application est partout régulière. 
Définition 2.3.6. Pour' JB et J fil:és, on dit que H E 11. est·pciramèt1ique si 
HE 11.reg (J, JB, u). 
La proposition ci-dessolL'3 suit instantanément: 
Proposition 2.3.4. Supposons WB(U) f=- O. Si H est pammétrique a101's:F7r est 
une slLbmer'sion lisse. 
61 
Preuve: Par exactitude de (2,2.9). 
o 
Nous obtenons dOlic immédia~ement le corollaire suivant: 
Corollaire 2.3.5. Soit (P,w)<--tP (B,WB) une fibration Hamiltonienne et 
soit T une forme de couplage sur' P. Supposons que le tr"iplet (J B, J, H) E Preg( T, (J) 
où (J E H2(P; Z) est une classe effective et primitive qui se projette sur' une classe 
effective pr'imitive non t,,.iviale de B. Si H est pammétr'ique alor's Fr. est une fibra-
tion (lisse) localement triviale (après q1~otient par le groupe des repammétTisations 
PSL2(C)). 
Preuve: Comme (J est primitive, l'espace de modules M**(P, (J; )11) est tel que: 
est compact. Dès lors :F1r est propre. Qui plus est, cette application est lisse et ) 
nous obtenons le résultat. 
o 
Bien que les H paramétriques peuvent induire une structure de fibration entre 
espaces de mo~lules, il se peut très bien que l'ensemble de ces familles d'Hamilto-
niens soit vide. En effet, considérons la fibration Hamiltonienne suivante: 
Dénotons par L la classe d'homologie représentant les droites, Désignons par E 
l'espace total de cette fibration et soit Lü E H2(E; Z) la classe associée à la . 
section nulle de 1r. On remarque que L = 7r*(Lo). Qui plus est, si u est une· 
courbe holomorphe dans E représenta.nt Lo, le fibré (holomorphe) u""TE induit, 
est isomorphe à la somme fibrée 
0(2) EB 0(1) EB O( -2). 
Un calcul direct nous donne que l'indice de l'operateur vertical doit de 
sorte que dans cec'a.s il n'existe pas de H paramétrique. 
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2.3.1. Cobordismes 
On s'intéresse à présent, a ce qUI se passe lorsqu'on change de paramètre 
dans Prcg(a). Nous allons voir que étant donné un "bon" chemin de paramètres 
reliant les triplets réguliers, nous obtenons un cobordisme entre espaces de mo-
dules associés. En fait, si Prcg{ a) était connexe par arc nous obtiendrions une 
homotopie (cobordisme trivial). Malheureusement ce n'est pas forcément le cas 
°et nous devons considérer des chemins de paramètres, lisses, au-dessus desquels 
les espaces de modules peuvent avoir des points singuliers. Fixons a et aB comme 
précédemment. Soit 
(2.3.13) 
un chemin lisse dans P. Désignons par Path(P) l'ensemble de ces chemins. On 
o considérera la restriction au chenÙll " de l'espace de modules universel: 
W**(P, a, {J~8}S) := ,* /vt**(P, ai P) = {(s, 'U) 1 s E [0,01], 'U E }vt**(P, a, J~B)}' 
Cet espace correspond aux zéros de l'opérateur : 
- 1 -0: [0,1] X BpP(a) --t [p(a), (s, u) ~ O.lJ!.. u, 
dont la linéarisation en (s, u) est donnée par: 
• 0 ,l,p 0 (0) D(s,u) . IR. os EB..:t P,1l ---t U[~,Il(J~S) (2.3.14) 
sE[O,11 
(v,ç) ~ H 1 OJ~B 0 D(Il • .lJ!..)ç + "2a:;- 0 du 0 J. 
Pourdeu..x éléments fixés J~o, J~l E Preg(a), on peut considérer le sous-
ensemble des chemins de P débutant en J~o, et finissant en J~l : 
Le tangent à cet espace consiste en les [0, l]-familles d'éléments de TP s'annulant 
aux deux bouts. Remarquons aussi qu 'un ~el chemin ~( dans, P se projette sur un 
chemin lisse, ,B := ]Jlh'), dans :JB. De façon similaire à ce qui précède, on définit 
les ensembles : 
! 
Le dernier ensemble est donné par les zéros de l'opérateur : 
dont la linéarisation en (s, UB) est donnée par : 
(v,';) 
U ev (J ) B,UB B,8 
sE[O,l] 
D B c 1 a J d ' (u,Js .• )'" + 2' os' B,s 0 llB 0 J. 
63 
(2.3.15) 
Définition 2.3.7 .• Soient JB,O et JB,l, dcu,:r: éléments de J'8,1'C9(aB) , et soit lB 
un chemin dansJ'B(JB,o,JB,t}. On dit qtte lB est régulier' si ~/B rh rrB. On 
dénoter'a par J'B,1'eg(aB; JB,o, JB,!) l'ensemble de ces chemins régulier's . 
• Soient JJ!,o et JJ!,l' deux éléments de Preg(a) et sozt ~l E P(JJ!,o, JJ!,l)' On dit 
qu,e ~f est réguUtT si 1 rh pP, On dénotera. par' Preg(O'; JI!,o, JI!,d l'ensemble de 
ces chemins T'ég'ulier's. 
Remarque 2.3.8. En d'autres termes, 1 est l'égulier si D(s,u) est surjecl'if pour' 
tout (s, u) E W**(P, a, ((Jlf)sh). Remarquons aussi que si 1 est r'égulier' alo~'s sa 
pmjeclion ~/B est aussi régulièr-e, 
On sait que ([29]) J'B,1'e9(O'B; JB,o, JB,l) est de deuxième catégorie dans l'es-
pace J'B(JB,O, JB,d, et correspond aux chemins dans J'B pour lesquels l'espace 
de modules W*(B, a, {JB.s}s) est une variété à bord, lisse, orientée de dimension 
2nB +.2C1 (aB) + 1- ayant pour frontière : 
Nous obtenons'le même genre de résultat concernant l'espace Preg{a; JI!,o, J#,l)' 
Précisément : 
Proposition 2.3.6. Soient JI!,o, JI!,l E Preg(O') et soit 1 E P(Jff,o. JI!,l) . S'l1,ppo~ 
sons que 1 E Preg(a; Jff,o, J:' l )· Alors l'espace de modu.les W**(P, (T, {Jf!.,,},,) est 
une variété o'rientée de dimension 2n p + 2C1 (0') + 1 dont la frontière est donnée 
par' : 
ôW*(P, 0', {JJ!,Bh) ~ .I\;l**(P, ai Jf!.o) U -M**(P, a; J#,1) , 
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Preuve: Dénotons par JB,o, JB,l E .J~~g les projections respectives de Jf!.o et 
Il . Jp1 sur .JB,rcg(aB). Pour tout entier ,r > 2, considérons les espaces de modules , 
universels suivants: 
qui sont respectivement obtenus comme les zéros des sections: 
. Ces dernières sont des sections des fibrés de Banach de classe Cr - L 
U e~(a, Jf!,.), et U' e~(aB, JB,s),. 
sE[O,l] sE[O,l] 
au-dessus des espaces de Banach 
Y.:>p1'1'(a) X pr(.JpIl,o, JpIl,l) t ",1,1'( ) rrr(J J ) LJ e uB aB X JB B,O, B,l . 
Ces sections commutent avec la projection 
pX Id[o,l] : B~P(a) x pr(JJ!,o, Jf!.l) ---+ B~P(aB) X .JÉ(JB,O, JB,l) 
(s, u, {JJ!,sh) f-4 (s, 1T( 'U), {J B,s }.), 
et nous obtenons ainsi· la suite exacte: 
0--+ - -B 
--+ ker D(s,u,JJ!.) --+ ker D(S,UB,JB .• ) ----Jo 
- -B 
--+ coker D(s u JH } --+ coker D(sIJ J ) --+ O. 
, , PtS ~ 'B, BI' 
--+ coker DV(' (Jff» 
,s,u, p .8 
En argumentant comme dans le théorème 2.:3.1 nous avons que coker Dt(' Jff» 
~ B,U, p.s 
et coker D~,UB,JB.~) s'annulent. Le reste de la preuve est obtenue en imitant la 
démonstration du théorème 2.3.1 et nous l'omettons. 
o 
Dans ce qui suit on considère ce 'qui se passe dès que l'on change de paire 
régularisante pour une fibre dOlinée. Soit JB une structure complexe régulière et 
f 
soit UB E A1*(B, aB; JB)' Désignons par Path(.Ju')t't X 'H) les chemins lisses dans 
\ 
6.5 
J"crt x 'H. Considérons (J, H)o := (Jo, Ho) et (J, Hh := (Jl, Hd des élém'ents de 
J'Hreg(UB, JB, 0"). On définit: 
J'H((J, H)o, (J, H)t) := {Î' E Path(J"ert X 'H) 11'(0) = (J, H)o, ~f(1) = (Ji Hh}. 
Etant donné ~f E J'H (( J, H)o, (J, H) t) on pose 
Définition 2.3.8. Soient (J, H)o et (J, Hh, deux éléments de J1ireg (UB, JB, 0). 
S oit ~f E J'H ( ( J, H) 0, (J, Hh). On dim que ~f est r'égulier si ~f inter'secte tmns-
versalement l'application P23 0 pP r'estr-einte à (F~niv)-l(ltB, JB). L'ensemble de 
ces chemins r'égulier's sem dénoté par J'Hrcg(JB, UB, 0; (J, H)o, (J, H)l). 
La proposition suivante est démontrée de la même façon que la précédente. 
Proposition 2.3.7. Fixons JB régulier' et soit lLB E M*(B, OB; JB). ,Soient 
(J,H)o, (J,Hh E J'Hreg (JB,lLB,O) et considérvns un chemin r'égulier' l' entr-e 
les pair-es (J,H)o et (J, H)t. Supposo'ns l' E Preg(o; (J/f)o, (J/fh). Alors, l'es-
pace de modules W( TI- 1 (lLB) , J B, 0, {( J, H)s}.), est une var'iété à bor'd, orientée, 
dé dimension 2np + 2cî'(0) + 1 dont la fmntièr-e : 
est donnée e:L'plicitement par: 
Qui plus est, l'ensemble J'Hrcg( J B, lLB, 0; (J, H)o, (J, H)l) est de deuxième catégorie 
,dans J1t((J, H)o, (J, Hh), 
Preuve: La même que dans la proposition 2.3.6, en supposant en plus que le 
chemin dans JB est constant. Nous obtenons la même suite exacte dont les trois 
derr~ie~s termes disparaissent. On termine en argumentant comme dans le point 




THEOREMES DE STRUCTURE 
'J 
Nous avons montré dans le chapitre précédent que l'espace de modules 
M**(P, a; Jff) est une variété lisse orientée. On note que le gToupe des bi-holomor-
phismes du domaine 8 2 , plus précisément P8L2(C), agit de faç'on libre sur l'espace 
de modules en question, la raison étant que l'on a exclu les revêtements multiples. 
Nous concluons donc que le quotient M**(P, a; Jff)j PSL2 (C) est encore une 
. variété, cependant, nous ne pouvons pas conclure que cette dern.ière est compacte. 
Toutefois; sa compactification au sens de Gromov ([8], [29], [13] ... ), M(P, a; Jff), 
est bien cornprise, et peut être vue comme un espace stratifié par des applica.tions 
stables à équivalence près ([18]). Lorsque le's strates en questionne possèdent 
pas d'automorphismes, elles sont alors mun.ies d'une structure de variété et ceci 
r 
pour un choix générique de structure complexe fibrée. C'est ce que nous allons 
montrer dans ce chapitre. Nous commençons par donner la description de la 
compactification mentionnée plus haut, puis nous démontrerons la transversalité 
nécessaire afin d'obtenir la structure de variété mentionnée. 
3.1. COMPACTIFICATION 
Nous montrons que le processus de compactification est essentiellement le 
même que dans le cas de la convergence des graphes de courbes pseudo-holomorphes. 
On commence tout d'abord par rappeler la notion çl'énergie qui intervient lors du 
processus de compactification. 
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3.1.1. Identités d'énergie 
Soit JB E J(B,WB)' et J E JVert(p, n} Étant donnée UB E coo (52 , B), son 
énergie EB(UB) est définie comme étant la norme de Dirichlet de UB respective-
ment à la métrique 9JB et une forme de volume fixée sur 52 : 
11 2 EB(UB) := - IldiLBll g dvols2. 2 fP JB (3.1.1) 
Il est facile de voir que lorsque UB est J B-holomorphe, cette fonctionnelle se réduit 
à une quantité purement topologique ([291) : 
EB(UB) ~ r U~WB = WB(UB. [52]). JS'l (3.1.2) 
Maintenant, fixons une forme de couplage T sur P et soit J p la structure fibrée 
par rapport à T, et induite par JB etJ. Considérons 1t E c oo (52 , P), alors son 
énergie }::erticale est la fonctionnelle sur ex; (52, P) définie par : 
(3.1.3) 
Toutefois, cette quantité dépend cie la connexion Hamiltonienne choisie. Explici-
tons cette dépendance : 
Lemme 3.1.1. Soit T et Jp comme plus hmd, et soit R la couT'bure symplectique 
associée à T. POUT' toute cO'UT'be J p-holomoTphe u : 52 ---+ P nous avons: 
(3.1.4) 
Preuve: Ceci dérive cie l'identité: 
o 
Bieri que le terme à droite de l'équation (3.1.4) varie selon la courbe, nous 
. . 
pouvons borner supérieurement cette énergie. Pour cela, il suffit cie considérer la 
norme de Hofer de la courbure: 
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Cette norme est finie par compacité de P et donc pour toute courbe Jp-holomorphe 
u nous avons : 
(3.1.5) 
Pour une application 1/, E COO (S'2, P) on définit l'énergie totale comme étant 
Ainsi, pour toute courbe holomorphe u, l'équation (3.1.5) fournit l'inégalité sui-
vante: 
ECu):::; r U*T + IIRII '+ r tl,~WB. JS2 1S2 (3.1.6) 
Remarque 3.1.1. On mmar'que que changer la connexion par' déformation exacte 
de la forme de couplage laisse le pr-emier terme du membre de droite de l'équation 
(3.1.,+) inchangé. Néanmoins, le second terme se transforme pfntr donn:er : 
Remarquons au.ssi qùe si nous mmplaçons la condition de compatibilité pour' J et 
J B par la condition plus faible de maîtrisation, rien ne change en ce qui concerne 
l'e:r.position ci-(less1ts, 
Le théorème de compacité de Gramov nous assure qu'une suite d'applications 
pseudo-holomorphes ayant énergie bornée doit converger vers une application 
stable (avec 1 points marqués), notion que nous définirons dans les sections sui-
vantes. Ce processus limite pour les applications de genre 0, initialement mis en 
évidence dans le cadre symplectique par Gromov ([8]), est couramment appelé 
convergence de Gromov (Gromov-Uhlenbeck pour l~s courbes de genre plus 
grand [38]) que nous ne définirons pa'5. Une bonne référence estle Chapitre 5 de 
[29]. 
Théorème 3.1.2. (Compacité de Gromov). S'oit P '!Lue variété symplectique com-
pacte et soit Jk une suite de skuctu,res pr'esque complexes tames convergeant 
vers J dans la topologie Coo. Soit Uk : S'2 ---l> P, une suite d'applications Jk -
holomo'rphes dans P telles que sUPkE(tLk) < 00 et soit Xk := (Xl,k, ""Xl,k) une 
suite de points, distincts sur' S2. Alo~s la paire (Uk,Xk) possède une sous-suilequi 
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converge (au sens, de Gmmov) ver's une application stable J -holomorphe avec l 
points mar'qués, 
En particulier, dans notre situation, c'est-à-dire lorsque P est une fibration 
Hamiltonienne comme auparavant, nous déduisons le résultat suivant: 
Lemme 3.1.3. Soit (P, Ù,,')<--+P ~ (B , WB) unefib!ntion Hamiltonienne et soit T 
une forme de couplage sur p, Soit JJf une structure complexe fibr'ée SUT' P donnée 
pa.r' le triplet (JB,J,H) et soit a.ussi 0' E H2 (P;Z), Alor's toute suite de cOUT'bes 
simples JJf -holomorphes r'epr'ésentant 0', possède une sous-suite convergeant ver's 
une cOUT'be sta.ble, 
Preuve: Cela découle directement du théorème 3.1.2 ainsi que de la borne donnée 
par (3,1.6), 
o 
3.1.2. Applications stables holomorphes 
Nous décrivons à présent les applications holomorphes stables, dans le sens de 
Kontsevich [18], qui apparaissent naturellement comme limites géométriques de 
suite d'applications pseudo-holomorphes avec points marqués. Commençons par 
rappeler de façon succinte la définition de l'espace de Deligne-Mumford pour la 
2-sphère, 
L'espace de Deligne-Mumford. L'espace de Deligne-Mumford, où plus juste-
ment Grothendick-Knudsendans ce cas particulier, Mo,! est par définition l'en-
semble des surfaces de Riemann de genre 0 (ou courbes de genre 0), munies de 
l points marqués distincts à difféomorphisme préservant l'orientation près, En 
'd'autres termes, si .](82) désigne l'ensemble des structures conformes sur 8 2, 
alors 
où .6. C (82)1 désigne ici la grosse diagonale clans (82)1. 
La sphère 8 2 ne possède qu'une seule structure conforme, à difféomorphisme 
près, que nous notons .io, et qui coïncide avec la structure complexe standaTd sur 
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Cu {oo}. Le groupe P8L2 (C) axe justement cette structure. Comme de surcroît 
P8L2(C) est 3-transitif, nous obtenons que: 
Mo,l = {(S2,jo, 00,0, l)} X ((82 {O, 1, oo})i-3 - ~), 
si 1 :2: 3, et sinon nous posons: 
Remarque 3.1.2. Désormais, nous omettmns de mentionner' io. Il est aussi à 
noter que cet espaCe correspond à l'espace de Teichmüller' 7o,l, 
Observons dans ces trois derniers espaces, la présence de groupes non finis 
d'automorphismes relativement à l'action de P8L2(C), 
Définition 3.1.1. Une courbe de genre 0 avec 1 points mar'qués, (S2 ,j, Xl, "'"XI) 
est dite stable si 1 :2: 3. 
Pour l :2: 3, la compactification de l'espace de Deligne-Mumford correspond 
aux d'équivalence de surfaces (courbes) nodales de genre (arithmétique) ° 
. avec 1 points marqués, qui sont stables. Nous précisons. 
Définition 3.1.2.( CO'ltTbes nodales de genr-e 0 avec 1 points marqués) Une courbe 
, nodale de ge127'e 0 avec l points mar'qués, est un uplet (I:,j, Xl> ... , Xl) tel que: 
1) (I:,j) est une surface connexe avec des sing'U.lar"ités nOT"TTui,[es désignées par' 
Sing(I:) n'admettant aucune a'U,to-inter'seclion comme singulaT'ité. Chaque com-
posante (I: i ,.7i) de (I:,j) est une c011.T'be de genr'e O. De s11.T'cmît, (I:,j) n'admet 
aucun cycle (aucun collier' de sphèr'es), 
2) x!, .. " Xl désignent l points distincts sur I:, qui ne font pas partie de l'ensemble 
des sing1ûadtés, 
Voici quelques explications sur cette définition, Nous en profiterons pour in-
troduire de nouvelles notatiolL'3, Désignons par I:i la i-ème composante de I:. La 
normalisa.tion de (I:,j) est par définition la réunion disjointe: 
N(I:,j) ;= U(~i,ji)' 
iEI 
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Notons que chaque point nodal y appartient exactemEint à delLx composantes, 
disons 2.:; et 2.: j , et que, étant donnés i et j' tels que leurs composantes correspon-
. clantes s'intersectent, il eXiste un unique élément y E Sing(2.:} tel que: 
Nous dénoterons par Yij E 
normalisation N(z:" j). 
et Yji E 2.: j les points correspondants dans la 
Nous écrirons iEj si les i-ème et j'-ème composantes de 2.: s'intersectént. 
Remarque 3.1.3. Afin de mettre en valeur' les rdations d'incidence, si 1 in-
dice les composantes de 2.:, nous écT'imns parfois (2.:,j,x}, ... ,:id au niveau de sa 
nor'malisation : 
ou plus simplement (2.:, y, x). Il nmts arr'iver'a mu;si d'utiliser' la notation j po1tr 
mettr'e l'accent sur' la structu1'e conforrne, 
Définition 3.1.3. Une cour'be nodale (de genr'e 0 avec l points marqués) j est 
stable ssi toutes ses composantes sont stàbles. 
Nous introduisons une relation d'équivalence entre les courbes nodales. 
Définition 3.1.4. Deux cour'bes nodales: 
j = (2.:,j,Xl' , .. ,xd et j' (2.:',j',x~, ... ,xD 
. sont dites éq'u,ivalentes, ou isomorphes, s'il e:l:Îste un homéonwr'phisme <.p ; 2.: ---t 
2.:' se r'elévant en un j, j'-biholomorphisme 
N(y) : N(2.:,j') ---t N(2.:t ,j'), 
tel que rp(Xi) = x~. On dénotera par' [2.:, j, , ... , Xl, 1 la classe d'isomorphisme de 
(I;,j,xl,,,,,Xl)' 
Désignons par Aut(2.:, j, Xl> ... , Xl) ou encore Aut(j) le sous-groupe d'isotro-
pie de lacourbe nodale en question, sous l'action des isomorphismes de courbes 
nodales, Alors, AutO) "est fini si est seulement si j est stable. 
Remarque 3.1.4. Étant donné que là sphèm ne possède qu'une unique stT'uctum 
conforme à difféomorphisme PT'ès, nous omettT"Ons le j dans la notation. Aussi 
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pour' simplifier', nous écr'imns parfois (en l'occ'urTence dans le chapit're sur' le r'e-
collement) j ou [j] pOUT' désigner' indifféremment [E, Xl, ... , Xl, J. 
Chaque courbe avec l points marqués est représentée pal' un arbre avec tiges 
noté S = (T, D) donné par: 
1) chaque sommet correspond à une composante Ei de (E,j). Nous désigI~erons 
par V ou plus souvent 1, l'ensemble de tous les sOIm;nets. , 
2) pour chaque y E Sing(E) on associe une arête entr-e les sommets satisfaisant 
Ei n Ej = {yJ. Par la suite, E désignera l'ensemble de toutes .les arêtes. De 
surcroît, nous écrirons iEj pour dire que Ei n Ej est non-vide. 
3) considérons l'application D : {l, ... , l} ---+ l assignant à chaque s l'indice de 
la composante sur laquelle le point marqué X s réside.'Dès lors, l'ensemble des 
tiges attachées au sommet 'i E l est donné par D-l ('1) et représente aiIisi tous 
les points marqués reposant sur la i-ème composante de E. 
Définition 3.1.5. On appelle S comme ci-dessus une donnée de st-rate. Si de 
plus S est telle que chaque sommet possède au moins tmis valences, où les tiges 
comptent aussi pour une valence, alor's S'est dite .stable. 
Remarque 3.1.5. Pottr' amplifier' le fait qu'tme certaine donnée de strate n'est 
\ 
pa.s sta.ble nous utiliserons parfois la notation Su. à. la place de S. 
On observe aisément qu'une courbe nodale j avec l-points marqués est stable 
si et seulement la donnée de strate correspondante est stable. 
Définition 3.1.6. Soit S = (T, D) une donnée de str'ate, Supposons que les 
sommets de T sont indicés par' l et désignons par' {'Vil'E! ces sommets. Soient 
{eii}{iEjli,jEI} l'ensemble des ar'êtes de T, tels que eij = eji. Le gmupe Aut(S) 
consiste en les isomorphismes d'ar'br'e "( : T ---+ T préservant les tiges, ~,e 
tels que 
"((D(k)) = D(k), 
où k E {l, ... , i} est l'üulice du k-ième point marqué. 
Pour une donnée de strate stable, Aut( S) est fini et même égale à l'identité 
dans la présente situation (genre arithmétique 0). 
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Pour une donnée de strate fixée S on dénotera par J\;fs l'ensemble des c(lurbes 
nodales représentées par S, à équivalence près. Le résultat suivant est standard 
([29], appendice D.). 
Lemme 3.1.4. Boït S une donnée de stmte stable alors J\;fs est une variété lisse. 
Remarque 3.1.6. Ce r'ésultat est slJécifique aux surfaces de genre O. En genre 
supér'ieur, à cause de la pr'ésence de gT'Oupes d'au,tomorphismes finis, nous obte-
nons une structul'C d'orbi-variété lisse à la place. 
Plus généralement, la compactification de l'espace de Deligne-Mumiord Mo,! 
est stratifiée par les espaces Ms lorsque S est stable, qui sont alors des strates 
de codimension 2 résulta,t provepant de Grothendick et Knudsen ([29]), De plus, 
l'ensemble des strates stables VO,l est fini à cause de la condition de stabilité. 
Nous avons aussi un ordre partiel sur VO,l. Précisément, pour S = (T, D) on peut 
construire S' = (T','D') en enlevant une arête e.j = Cj; de T entre les sommets 
Vi et Vj et en identifiant Vi et Vj à un, nouveau sommet v. Alors D'(k) = v' si 
D(k) = Vi ou D(k) = Vj' On pose alors S < S'. Plus généralement, si S'est 
obtenu de S par plusieurs contra.ctions' de ce genre on dit que S est plus petite 
que S' et on note S < S'. 
Application holomorphes stables. Dans ce qui suit, nous considérons les ap-
plications ayant comme domaine des courbes nodales de genre 0 avec l points 
mar.qués. Le but de cette exposition est essentiellement d'introduire des nota-
tions et sera donc essentiellement descriptive. Nous commençons par le cas où il 
n'y a pa,,> de singularité, c'est à dire nous décrivons à présent l'espace de modules 
des applications pseudo-holomo~phes munies de l points marqués. Le point de vu 
adopté se veut introductif pour le chapitre sur le recollement (gluing). 
Soitj = (82,j,Xl, ... ,Xl) E MO,l' Soient 0' # 0 E H2(P,Z) et Jp une structure 
presque complexe (wp-compatible ou wp-tame). On définit 
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Comme les points marqués sont fixés, et pour être plus précis, la paramétrisation 
du domaine est fixée par j à équivalence près, un élément de l3pJ (O') sera simple-
ment noté' u. Posons alors 
Ici, 2lJj,J := d+.l odojo et donc le j est superflu. Nous l'oublierons dès à présent. 
Remarque 3.1..7. Cette notation est quelque peu ambigiie vis-à-vis du deu:àème 
chapitr'e. En effet, si nous n'avons aucun point ma r'(jué, l'espace de modules 
j\ttj (P, 0', .l p) coïncide avec M (P, A, .If!) défini dans le chapitr'e pr-écédent. Nous 
adopter'ons dès lO1<S la convention de [29], c'est-à-dir'€ que s'il n'y a pas d'indice 
en bas du M alO1's n01tS dénoter'ons l'espace de rnodu,les pamméké sans le tilde. 
Nous avons que Aut(j) agit sur ces espaces de modules et soit l'espace des 
orbites correspondant: 
Remarque 3.1.8. Remar'quons que pOUT' l = 0, on obtient l'espace des applica-
tions .l p holomorphes non pammét1'ées : M (P, 0', .l p) / P S L2 (C). 
Pour un élémentu E j\ttj(P, 0', .lp), le groupe d'isotropie relativement à l'ac-
tion de Aut(j), encore appelé groupe d'automorphisme sera noté Aut(u,j). 
Remarque 3.1.9. Notons que cette action n'est pas forcément libr·e. Par' exemple, 
considémns j\ttjo(S2, [5'2],jO) où jo = (5'2,jO) E j\tto,o et u : Z I--t 'z2. Cependant, 
le g1'Oupe d'isotr'opie est toUjOUT'S fini car' 0' =1- 0, et si l ~ 3 l'action de Aut(j) est 
libre (car' dans ce cas Aut(j) = id), de 'même que si on se restr'eint ~,llX applications 
simples. 
En utilisant les notations définies ci-dessus nous posons: 
MO,I(P, 0', .lp):= U j\ttj(P, 0', .lp). 
jEMo,/ 
1-'laintenant, nous avons une relation d'équiva~ence sur ces applications, analogue 
à celle pour les courbes: (Ul ,jl) '" (U2, j2) s'il existe un isomorphisme <p : jl ---4 j2 
tel que <P*Ul = U2. 
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Remarque 3.1.10. En réalité, en choisissa.ntj E .1\101 nous avons déjà identifié 
• 1 
toute une classe d'équivalence de surfa.ces de Riemann avec l points marqués, Il 
ne reste donc plus ql/.' à quotienter' par A ut(j) , 
Le quotient par cette relation est noté MO,1 (P, cr, J p). On voit pal' construc-
. tion que cet espace coïncide avec .Ivt(P,cr, Jp) XPSL2 (C) (82)/ -~, où l'action de 
P8L2(C) est donnée par: 
et qui est génériquement une variété ouverte lisse si l'on se restreint au.x applica-
tions simples. 
La compactification de cet espace de modules Mo,/ (P, cr, J p ), est, par un 
résultat essentiellement dû ['1. Kontsevich [18], composé des applications holo-
morphes sta.bles non-paramétrées. 
Définition 3.1.7. Une application li/table JJ! -holomorphe (o'u application 
stable, ou encore courbe stable) dans P, de genre 0, et avec l points marqués, est 
ltn nplet, (L.,j,1.t,Xl"",Xl), tel que: 
(i) (L.,j, Xl, ... , Xl) est une 'une surface nodale de genr'e 0, a.vec l points marqués, 
(ii) u est une application Jf! -holomorphe allant de L. veT'S p, 
(iii) (stabilité) Le gmupe 
est fini. 
L'application u dans ii) doit être vue comme une application JJ!-holomorphe, 
de domaine la normalisation de et qui satisfait les identifications nécessaires 
aux points nodaux. Ainsi, u s'écrit comme unuplet {l1.,hEJ tel que: 
{aJ., Jffîti = 0 " p U, (Yij) = Uj (Yji) 
Vi E l (3.1.7) 
{y} ~ 0. 
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Afin de mettre en valeur les relation':> d'incidence nous écrirons parfois l'élément 
(E, j, U, Xl, ..• , Xl) au niveau de sa normalisation: 
Il nous arrivera aussi d'utiliser la notation (u,j) pour entre autre simplifier les 
notations, 
On peut définir une relation d'équivalence sur l'ensemble des applications 
ayant pour domaine des courbes nodales avec points marqués: 
Définition 3.1.8. On clim que (E, j, U,Xl, ••. , xl) estéquivalènte ou isomoT'phe 
à (E', j', u.' , x~ , ... , xi) s'il e:r:iste un isomorphi.sme de cOUT'bes nodales avec points 
. . 
marqués entre (E, j, xl, ... , Xl) et (E', j' , xi , ... , xD, qui satisfait la condition If'* U = 
u'. On dénotera par [E,j,u,xl, ... ,x,] la classe d'isomorphisme de (E,j,u,xJ, ... ,Xl). 
La condition de stabilité signifie que toùtecomposante Ei telle que 1Li est 
constante est équipée d'au moins trois points spéciaux (ici un point spécial réfère 
à soit lm point marqué soit un point nodal). 
Définition 3.1.9. Soit lf! u.ne stmcture pr-esque complc:re SUT' P. On clénotem 
par' /'vto,I(P, a, lf!), l'ensemble de toutes les classes cl 'isomorphisme[E, j, u, Xl, ... , xd 
d'applications stables (mtionnelles) relativement à lIt, ~mmies de 1 points maTqués 
et satisfaisant la condition topologique [u(E)] (J E H2{P; lE), 
. Comme déjà mentionné, la topologie de MO,I{P, a, lIt) est celle de la conver-
gence de GrorilOv-Uhlenbeck ([29],[38]). Autrement dit, cet espace coïncide avec 
la compactification de GTOmovde Mfr,I(P, (J, lIt) et contient toutes les litnites 
géométriques d'applications lIt-holomorphes dans P, avec 1 points marqués, repré-
sentant la classe A. 
Notons qu'il existe une application na.turelle entre .A40,I(P, a, lf!) et MO,1 ap-
pelée application oubli. Cette application est donnée comme suit: 
,- fJ -
:F: MO,I(P, a, lp) ----+ A10,t, [u,j} ~ st(j), 
où st désigne la procédure de stabilisation consistant à contracter toute compo-
sante de j n'étant pas stable après oubli de l'application u. Bien entendu, décrite 
comme telle cette application n'est bien définie que lorsque 1 2: 3. Toutefois, nous 
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avons aussi une appliGation Fnwp définie exactement de la même façon si ce n'e~t 
que l'on ne stabilise pas la courbe nodale résultante, 
Données de strates pour les applications stables. Rappelons que le domaine 
\ 
d'une application stable possède une représentation en terme d'arbre connexe avec 
des tiges. Plus généralement, à toute application stable avec l points marqués 
(~,j,u,Xl, ... ,XI), on'associe un triplet 
S (T,D,a) 
tel que 
1) (T,D) est l'arbre avec tiges qui représente (~,j,xl, ... ,XI), 
2) a = E iE! O'i où O'i := 1.t,d~iJ, et 1 indice les sommets de T, 
3) tout i E 1 tel que ai = 0, le sommet correspondant Vi possède au moins trois' 
valences, 
Remarque 3.1.11. Soutignons que dans ce qiti va suiVT'e nous allons parfois 
omettre la condition de stabilité. Dans ce cas pr'écis, une applic.ation JI! -holomor-
phe T'epr-ésentée par S, sem comme aupamvant une application de domaine une 
surface de Riemann nodale n~ais dont au moins une des composantes est. constante 
avec moins de tmis points spéciau:c. Notons a'u,ssi que pour' S = (T, D, a), la paire 
(T,D) nOttS donne la représentation en terme d'arbre du domaine de l'applic.ation 
nodale qui en générnl n'est pas stable. 
Ci-dessous nous donnons la définition de donnée de strate. Ici, nous ne sup-
poserons pas forcément la condition de stabilité, 
Définition 3.1.10. Soit un triplet S = (T, D, a) comme ci-dessus. On dim que 
S est une donnée de strate. Un donnée de strate est. dite st(Lble si elle satisfait 
la condition de stabilité. 
Une strate de MO,I(P, 0', JI!) consiste en l'ensemble des classes d'isomorphisme 
d'applications stables ayant S comme description, et est désignée par '/v1s(P, JJf). 
On peut voir que le nombre de strates de A1.0,I(P, 0', JJ!) est fini, De plus, nous 
. 
avons, comme dans le cas de Deligne-Mumford, un ordre partiel sur ces données de 
strates obtenu par contraCtion des arêtes, et où la classe d'homologie du nouveau 
sommet obtenu est donnée par la, somme des deux sommets que l'on contracte. 
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Remarque 3.1.12. L'appliœ.tion oubli :FmG;p envoie S (T, D, a) SUT' la donnée 
Fmap(S) ~ (T, D),et nous éCT'ivons 
! 
POUT' une donnée de stmtc stable S et jE .I\i(:Fmap(S) on définit l'espace de modules 
MSJ(P, Jf!) l'espace des appUcations stables holomOT7)hes dont le domaine est 
déterminé paT' j. EncoT'e une fois .MsJ( P, Jf!) est le quotient de l'espace précédent 
. par Aut(j). Cette ,action n'est pas forcément libre mais les groupes d'isotmpies sont 
forcément finis par' stabilité. En posant: 
~ H 
Ms(P,Jp ) := u 
et en quotientant par' la n~lation d'équivalence définie pl1tS haut, nom obtenons 
.I\i(s(P, Jf!). 
Groupe de ,reparamétrisation. Dans ce qui suit, nous fixons la structure 
conforme sur S2 à jo. Dénotons par Ms(P, Jf!) Fensemble de tout,es les appli~ 
cations jo, Jf!~holomorphes a:;rant S comme représentation en terme d'arbre avec 
tiges. Un élément de }vis(p,Jf!) sera noté pa.r (u,y,x) où X désigne l'ensemble 
des points marqués, y l'ensemble des singularités (vue dans la nonnalisation), et 
u l'ensemble des applications. Chaque donnée de strate vient avec un groupe de 
r~paramétr~sations du domaine de l'application. Afin de pouvoir le décrire, nous 
définissons au préalable les automorphismes d'une donnée de strate. 
Définition 3.1.11. Soit S = (T, D, a) une donnée de str'ate. Le gmupe Aut(S) 
est l'ensèmble des automorphismes 'Y E Aut(T, D) tels que O"1'(i) = O"i. 
Dans ce contexte, la notion d'isomorphisme d'applications holomorphes ayant 
pour domaine (S2,jo,xt. .. "Xl)' prend la forme suivant~. Soit S (T,D,a) une 
donnée de st.rate indicée par I, et soient (u, y, x), (u', y', x') E Ms(P, Jft). Alors 
(u,y,x) est isomorphe à (u',y/,x') s'il existe un éléinent 'Y E Aut(S),et une 
famille sur'] de biholomorphismes 
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tels que Vi E I, k = 1, "., l, iEj, z,jE I, nous avons: 
(3.1.8) 
Définition 3.1.12. Le groupe des reparamêtrisations, noté Cs, associé à la 
donnée de strate S = (T. D, if), est l'ensemble des pair'es 
où lEI représente simplement le nombre d'arêtes de 
Le groupe Cs agit sur Ms(P, .Jf!) de la façon décrite par (3,1.8), Lorsque S 
est stable, cette action est propre. 
Définition 3.1.13. Soit (u, y, x) E M~(P? .If!) , On dénotera par 
Aut(u, y, x) C Cs, 
le sous-gr'oupe d'isotrnpie'de (u, y, x), Alter'nativement, on dira que c'est le groupe 
d'autornorphisme de (n, y, x). 
Remarque 3.1.13. Si S est stable, le sous-gr'Oupe d'isotr'opie est for'cément fini. 
L'ensemble des classes d'isomorphisme d'a.pplications stables ayant S comme 
description est donc donné par quotient Ms{P, .JJ!) sous l'action du groupe Cs, 
Le: 
Un élément de Ms(P,JJ!) sera noté [u,y,x]. 
Définition 3.1.14. Une application stable (u,y,x) est dite réduite si elle ne 
possède pas de composante ramifiée, ni deux composantes ayant la même image, 
non-constante, dans P. 
Un application stable réduite est souvent appelée simple. Pour une donnée 
de strate stable fL'(ée, nous désignerons par 
lvf~(P, .If!) c )vfs(P, .1ft), 
le sous-ensemble des applications stables simples paramétrées. Par définition, une 
application stable simple ne possède pas d'automorphisme à part l'identité. Par 
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conséquent, l'action du groupe de reparamétrisation sur l'ensemble de ces appli-
'cations est libre. Nous posons: 
On peut montrer ([29]) que toute application stable possède une application 
réduite sous-jacente. Cependant, le proce.':lSUS de réduction d'une application stable 
ne préserve pas forcément la donnée de strate. En particulier, cela ne préserve 
pas la donnée homologique. Dans les fàits, si Ared = Al + ... + Ac désigne la classe 
que l'application réduite représente, alors il existe des entiers ml, ... , me tels que 
l'application non..:réduite de départ représente cette fois A = mlA1 + ." + mcAc, 
Remarque 3.1.14. Pour' des misons techniques qui appamitront évidentes plus 
tat'd, nous devr'ons considérer' des applications stables non for'cément connexes, 
Dans ce cas, T ne mpr'ésentera plus simplement un ar'br'e, mais plus génémlement 
une for·êt. 
3.1.3. Applications stables pour une fibration Hamiltonienne 
Nous explicitons à présent la description des éléments de MO,I(P, Jj!, Œ), 
Comme lors du chapitre précédent, étant donné que la structure complexe .lIt 
.3 été choisie fibrée, l'application 1r induit, à l'aide de la procédure de stabilisa-
tion, une application entre les applications stables de P (avec l points marqués) 
et les applications stables de B : 
:F1I' : Mo,l(P, Œ; JIt)---+ . MoAB, Îf,,(Œ); JB) 
[E,j,{tt.d,x!,.,.,xl] 1--'1- st[E,j,{UB,d,Xl, ... ,xd, 
(3.1.9) 
OÙ UB,i := 1r(Ui) et st dénote la procédure de stabilisation consistant à contracter 
toute composante constante de [E,j, {UB,i}, Xl, ... , ::q] ayant moins de trois points 
spéciaux, Notol1'3 que cette applica.tion e.'3t bien définie par équivariance de 1r 
vis-à-vis du groupe de .reparamétrisatioris, 
Remarque 3.1.15. Il est in~ér'eSsantde noter que lorsque B est un point seule-
ment, l'application:F1I' coïncide avec l'application oubli usuelle. Par' conséquent, 
,si nous désignons par':Fp et:FB les applications oubli ayant r'espectivement p01tT' 
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domaines ,MO,I(P, 0"; JJ!) et A10,I(B, 'iT*0"; JB ) nous voyons clairement que: 
Supposons que les composantes de [E,j, {Ui}' Xl, H" xL] sont indicées par 1. 
Alors, nous dénoterons par Ih le sous-ensemble de 1 subsIstant après avoir projeté 
le long de :Ftr et par P' le complément de lit dans J, Les éléments indicés pal' 
l'' seront appelés racines ou encore composant.es principales, tandis que les 
composantes indicées par IV seront dénommées composantes de fibre. Cette 
dernière appellation est motivée par le fait que pour tout i E IV, la composante 
correspondante repose entièrement dans une (unique) fibre de 'iT, Remarquons 
aussi que pour tout i E lit la composante correspondante repose cette fois dans 
la restriction de P à l'image de îLB,i. 
Remarque 3.1.16. Les composantes indicées pm' lit peuvent avoir une projection 
constante. En particulié'T, si 0" se pr'ojette sur l'élément nul dans Hf(B), alo',.s 
chaque Ui se projette sur' une application constante dans B, Dans ce cas, Ftr peut 
très bien-ne pas avoir d'image stable (e,g si on a pl'us d'une composante et aUC'1.ffi 
point marqué) et nous poseronsalor's Fr. = 'iT. Notons en plus que, étant donné 
, . 
que E est conne:r:e, toutes les composantes r'eposent dans la. même fibre et nous 
pouvons écrir'e A10,I(P, 0"; JJ!) comme suit: 
où O"b E H2(Fbi Z) est une famille de classes telles que ib(db) = 0". On H?Snarquem 
aussi que dans le cas d'une composante œuec au moins 3 points marqtiés, les 
appl~cations 'iT ct F 7r coïncident enco're. 
Toujours en utilisant les notations de [29], nous dénoterons par li, jl [j, 'il 
(pour i,j El), la chaîne minimale de sommets de T connectant les sommets i 
et j. On défInit alors Tri;;] comme étant le sous-ar,bre de T correspondant. Plus 
généralement, à tout ·sous-ensemble de sommets K c 1 on peut associer une forêt, 
i.e un arbre non nécessairement connexe, que nous désignerons par T(K), Voici 
quelques sous-arbres qui vont nous intéresser par la suite, 
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Branches connectantes. Pour i, j E Ih on définit: 
'si k E [i,j]\{i,j} implique k E JV 
smon 
amSI que 
Ce dernier ensemble décrit les chaînes de composantes se trouvant dans des fibres 
de 1r, qui relient les composantes i et j sans jamais passer par un autre élément de 
I h . Comme nous nous préoccupons seulement du cas où le genre arithmétique T 
est 0, le sous-arbre T(Ct,j) cloit êtr~ connexe et nous pouvons clone conclure que 
son image clans P résicle clans une unique fibre. Nous, dirons qu'un tel sous-arbre 
est une branche connectante.· Chaque branche connectante apparait avec deme 
points nodaux spécifiques, cL et c1,j' qui sont points reliant T(Ci~!) à la i-ème et 
laj-ème composante (resp.). Par conséquent, l'application st[L:, j, {~B,i}, Xl,"" Xl] 
peut s'écrire de la façon suivante (au niveau cie la normalisation) : 
Branches libres. Pouri E Iii on définit: 
Cet ensemble regroupe les composantes de fibre se trouvant dans la restriction 
de P à UB,i(L:i ) qui sont connectées à la i-ème composante via une chaîne de 
comp~santes de fibré non conten~e dan.., une braliche connectante. Le sous-arbre 
T(Bri) n'est pas nécessa.irement connexe. Chacune de ses composantGs connexes 
doivent reposer dans des fibres de 1r différentes et nous les appellerons branche.s 
libres. Remarquons que toute branche libre est reliée à sa, composante principale, 
mettons i, par un unique point nodal noté bi,a. Dès lors, toute branc,he libre est 
donnée comme suit: 
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Etant donné un ordre noté < sur l'ensemble Ill, nous concluons par construction 
que: 
{i.jElh 1 i<j} iElh 
Donnée de Strate. L'application:.Ftr restreinte à une strate donnée de 
Mo,/(P, if!; a) donne: 
pour 5 (T, D, a) une donnée de strate fixée d'applications JJ! -holomorphes, et 
où :.F1I"(S) désigne la donnée de strate correspondante d'applications JB-:holomor-
phes. Par la suite, nous écrirons souvent 5B = (TB! DB, aB) à la place de :F .. (5). 
Nous donnons à présent une description de SB. Supposons que l indice les som-
mets de T. Alors, les sommets de TB sont indicés par lB = Ill, et ses arêtes sont 
données pax les points nodaux existant déjà entre les racines plus un nouveau 
point nodal pour chaque branche connectante. Pour les tiges, oil observe que pax 
défmition il ne peut y avoir de point marqué sur une branche connectante et 
que toute branche libre peut posséder au plus un point marqué (reposant sur la 
dernière composante de la branche !). Nous pouvons donc écrire: 
DB(m) 
si D(m) E I h 
si D(m) E Br; a:vec i E Ih. 
Subséquemment nous obtenons: 
si D(m) E III 
si D(1n} E Br"a avec i E fit, 
Finalement, en écriV'èlllt a comme 
a := I: ai + I: ai 
iElh lE Iv 
nous avons que : 
aB I: aB,i = I: 7r*ai· 
'Ely iElh 
Ajout de points marqués. Il est possible de faire en sorte que la projection 
préserve la. description d'arbre des applications stables en ajoutant le montant 
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minimum de points marqués nécessaires pour s'assurer que chaque composante 
de fibre possède au moins trois points spéciaux. Si S = (T, D, a) est une donnée 
de strate avec l tiges, le fait d'ajouter k nouveaux points marqués, change l'ap-
plication D : {l, ... ,i} ----+ l en D(+k) : {l, ... , l + k} ----+ l et la donnée de.strate 
résultante est notée S(k) = (T, D(+k)' a). Soit SB = (TB, DB, aB) la projection de 
S. Maintenant, pour chaque i E J'Y on ajoute un ou deux points marqués selon si 
la i-ème composante est déjà équipée de zéro ou un point marqué (on suppose ici 
que nous avons plus d'une composante dans l'arbre). Considérons l'assignation 
associéeD(+k)' Nous voyons que: 
Cette procédure d'ajout se révèlera particulièrement utile lorsque nous voudrons 
établir la transversalité pour une strate donnée. 
L'ensemble de toutes les strates. Soit D~,::t, l'ensemble de toutes les données 
, 
de strates stables de A10,I(P, J1t; a). 
Lemme 3.1.5.ID~,/:t 1 < cc. 
, , 
Preuve: Nous savons que le phénomène de "bubbling off" de sphère nécessite un 
minimum d'énergie usuellement dénoté n. Étant donné que l'énergie est bornée 
supérieurement par (3.1.6), il existe un maximum m > 0 tel que mnn'excède pa,> 
la borne (3.1.6). Par conséquent, il ne peut y avoir qu'un nombre fini de com-
posantes non-constantes dans une application stable apparaissant comme limite 
d'une suite de courbes JJf -holoma"rphes. De plus, par la condition de stabilité 
et étant donné que l'on considère seulement un nombre fini de points marqués, 
nous n'avons qu'un nombre fini de composantes triviales apparaissant. Ainsi, le 
nombre de donnée de strate est fini. 
p 
Nous avons encore un ordre partiel sur les strates noté < définI par les contrac-
tions des arêtes. Dans les notations précédèntes, on doit alors avoir en plus que 
la classe d'homologie a,>sociée au nouveau sommet est donnée par la somme des 
classes d'homologie des sommets contractés ensembles. Nous pouvons donc parler 
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de strate plus petite en répétant la discussion d'auparavant dans le cas Deligne-
Mumford. 
Réduction. Noml remarquons ici que :F7r peut tout à fait envoyer une application 
stable réduite de P sur une application stable réductible dans B. En effet, nous 
avons déjà remarqué qu'une courbe simple dans P peut se projeter sur une courbe 
ramifiée non-constante. De même, il est possible d'avoir deux composantes d'une· 
application stable da.ns P qui se projettent sur la même application dans B. Cela 
a des répercussions "dramatiques" sur la transversalité. Par conséquent, pour 
chaq~le donnée de strate S nous restreindrons notre attention à l'ensemble des 
éléments 
./\/1s"(P, JI!) C Ms(P, Jf!), 
qui sont simples et tels que leur projection est simple, i.e sé trouve dans le sous-
ensemble des éléments simples pour la donnée de strate SB' Nous posons encore 
une fois 
JV{S*(P, Jf!) := .Ms"'(P, Jf!)/Gs. 
À un certain point, nous demanderons même que ·la condition suivante soit 
réalisée: 
Définition 3.1.15. Soit JB E :JB fir.é. Une 2-classe d'homologie (TB n'admet 
aucune décomposition effective réductible relativement à J B si toute strate 
JV{sB(B,JB) C JV{(B,O'B;JB) est irréductible. 
On désignera par .Jirr((TB) l'ensemble de toutès les structures presque com-
plexes wB-compatibles pour lesquelles O'B n'admet que des décompositions effec-
tives irréductibles. Cette condition est entre autre réalisée lorsque 0' B est une 
classe primitive, i.e si cette classe minimise l'énergie. 
Exemples 3.1.1. Un exemple concr-et d'une telle classe d'homologie qui n'est 
. pas primitive est celui de la diagonale dans 82 x 8 2 , avec la str'ucttt1'e complexe 
prvduit. Pour· 'un exemple de classe pT'imitive il sttffit de considérer la classe de la 
drvite dans Cpn • 
Lemme 3.1. 6. L'ensemble .Jirr( 0' B) est ouver·t dans .J (B, WB)' 
Preuve: .Jirr(O'B) est comme le complémentaire d'une réunion finie d'en-
sembles fermés, correspondant aux structures complexes pour lesquelles une des 
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composantes est ramifiée ou bien deux composantes ont la même image. Le fait 
qu'il n'y ait qu'un nombre fini de ces ensembles nous est assuré par le lemme 3.1.5 
appliqué à B. 
o 
Remarquons que cet ensemble.peut être vide à priori. 
3.2. TRANSVERSALITÉ POUR TOUTES LES STRATES 
Fixons une donnée de strateS (T, D, a) et soit SB = (TB, DB, aB) sa pro-
jection. Nous allons à présent démontrer que l'espace de modules M'S*(P,JP), est 
une variété orientée lisse, pour 1,m choix générique de structures presque complaxes 
fibrées se projetant sur.l'ensemble régularisant de MSB(B, JB ). 
On commence par l'observation suivante. Considérons une famille finie de 
2-classes d'homologie a dans P indicée par 1 : 
où 10 est le sous-ensemble de 1 correspondant a.ux classes d'llOmologie se projetant 
trivialement, et 1+ désigne le complémentaire de 10 dans 1. Soit aB donné par 
7r",a de sorte que: 
Considérons le produit de.., espaces de modules universels associé à a : 
II j\l{**(P,O'i;P), (3.2.1) 
iEI 
et soit ep la projection de ce produit vers pl. Dénotons par b.'pI C pl la diago-
nale et posons: 
M** (P, a; 'P) 
On définit de la même façon: 





c'est-à-dire comme la préimage de la diagonale Ll(JB)1 C (:lB)l par la projection 
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tr(u). On pose 
B~P(iT, P) := II B~P(O' .• ) X P et Bj{(iiB' JB) := II B~P(O'B,i) X JB. 
~l ~l 
On désignera par t'p(ii), ainsi que par eB(iiB), les fibrés de Banach au-dessus de 
B~P(ii, P) et B~.p(iiB, JB), dont les fibres au-dessus de (li, J{f) et (UB, JB) sont 
données respectivement. par : 
iEi iel 
L'ensemble M*(B, iiB; JB) peut être obtenu comme sous-ensemble. 
la section: 
zéros dè 
Similairement M .... (P, a; P) est obtenu comme sous-ensemble des zéros de : 
Lemme 3.2.1. POlldolltl' 2: 2, lesensemblesM(P,a;"pr) et/Iv1(B,iiB;,lJj) sont 
des sous-variétés de Banach sépar'ables de classe Cr - 1 des ensembles B~p(a, pr) 
et BHP( aB, JÉ) respectivement. De pl1/,s, l'application~. ci-dessus définit une sub-
mersion lisse entre ces espaces. 
Preuve: Dans ce qui suit, nous oublierons l'entier 1'. Dans [29], McDuff et Sa.--
lamon montrent que le résultat s'applique à M*(B, aB; .lB). Ceci est démontré en 
montrant que pour tout élément (UB, JB ) E A1*(B, iiB; JB) l'opérateur différentiel: 
nfu,JB) : EB X~\'~B,' Ef) T.,BJB 
iElh iElh 
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est surjectif. Nous procédons de façon similaire. Pour tout point (u, JJ!) E /vt**(P, ëf; 'P) 
la linéarisation de sp en ce point est donnée par : 
EB [~.u; (JI!) 
i~I 
1 D;: ç + 2(Y 0 d1T(U) 0 j)h,H 
+1yv. (d)V . + v O,l 2" 0 U 0 J .. i\. J(du)' 
Nous montrons à présent que cet opérateur est bien surjectif. Encore une fois, il 
suffit de montrer qu'il est dense. Supposons le contraire. Alors, par Ballli-Banach, 
il existerait un élément non-nul: 
{17;};~I EEBLq(AO,1(S2,u;TP)), 
i~I 
(avec.~ +.~ = 1) tel que 1];, est de classe W 1,p et appartient auc'anoyau de Dt!.. 
En supplément nous devons avoir que: 
o = L {2 / ~(Y 0 d1T( 7[i) 0 j)h.H + ~ yv 0 (dtlit 0 j + XJ(~Ui)' 1];) dvols1 i~I+ 1.5 \ 
+ L ( /~YVO(d7[i)VOj,1]I:)dVOlS1. i~Io .J 52 \ 
Étant donné que i5~(u),Jn) est surjectif et comme nous avons que 
nous pouvons conclure que chaque1]i se trouve dans le sous-espace 
et par conséquent, le terme impliquant l'élément Y E TJn.JB doit disparaitre dans 
la somme ci-dessus. Le reste de la prelive est similaire à celle du théorème 2.3.1 : 
on montre qu'il existe yv et f tels que tous les termes de la somme doivent être 
strictement positifs à moins que les 1]i soient identiquement nuls. Voici comment 
procéder explicitement. Considérons d'abord i E h. Soit Z(U'l) l'ensemble des 




Étant donné que nous ne considérons que les applications simples, le complément 
de cet ensemble est ouvert· et dense dans 8 2 . Soit Xi un point appartenant au 
compl~mentaire de X(Ui). Dès lors, il existe un voisinage V de Xi plongé par 
l'intermédiaire de Ui dans un voisinage Ui de U(Xi) dans P, et qui n'intersecte 
l'image d'aucun autre Uj. Comme dans le théorème 2.3.1, on peut trouver une 
fonction J E THH à support dans Ui, telle que: 
.. !s2 (X~(~lli)' 7]i) dvols2 > O. 
On répète ce procédé pour i E 10' Cette fois-ci, on peut trouver des voisinages U, 
de Ui(X;.) dans P, où a:i désigne un point injectif de Ui étant dans le compléinentaire 
de 
X(Ui) := Z(u;) U UUi1(Uj(82)) U U Ui1 (Uj(82)). 
jEJ + jE Jo ,j;fi 
On trouve par la suite un élément yv E TJJvert à support dans Ui tel que: 
fS2 (~YUO(dUitOj,7]i)dVOlS2 > O. 
Les voisinages lAi peuvent être choisis de telle sorte qu'ils soient disjoints deux à 
deux. Enfin; on pose Yl'I t ,. = 0 dès que i Eh et JI . = 0 lorsque i E 10. Dès lors, 
... • 1 tt ... 
yu et J sont bien définis sur tout P, impliquant par là même que les 7]i sont tous· 
identiquements nuls,puisque nuls presque partout et continus. 
Afin de prouver l'applica.tion concernant la. submersion, il suffit de remarquer 
que nous avons le diagramme commutatif suivant : 
Ep(â) ___ 11"_--» EB(âB) 
Bp i SB t 
B~P(â, P) __ 11"~~ B~P(âB, JB) 
qui induit la suite exacte: 
o ------+ ~ -B 
------+ ker D(u,JJ!) ------+ ker D(1I"(U),JB) ------+ 
~ ~B 
------+ coker D(u,JJ!) ------+ coker D(1I"(U),.JB) ------+ O. coker D(l' ,·H) 
u"p 
Finalement, l'argument précédent nous assure que tous les conoyaux doivent 
s'annuler, ce qui termine la démonstration. o 
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Soit E l'ensemble des a.rêtes du graphe T contenu dans la donnée de strate S. 
À chaque arête oS (correspondant au point nodal Ys) on associe la diagonale .0.11> 
dans P x P. Dénotons par lEI le nombre d'arêtes de T. On pose: 
II .0.y• C (p2)IBI ' pB. 
sEE 
Soit aussi l(T) le sous-ensemble de (S2)2IEI X (S2)1, formé par tous les uplet~ 
((Yij}iEj,Xl, ... ,XI) satisfaisant- Yij =1= Yj', x m =1= Yij Vm,i,j tels que iEj et 
D(m) ';'i ou D(m) = j, ainsi que X.n =1= X m Vn, m tels que D(n) = D(m). 
Nous définissons l'application d'évaluati?ll (en les arêtes) universelle: 
eVB : A1**(P, a, P) x leT) (3.2.4) 
. H (u,Jp,y,x) I-t u(y) 
où X désigne l'ensemble des points marqués, u := {UaiEJ' Y {Yij }iEj et 
Nous désirons montrer que eVE rh .0.E . Si tel est le cas, la strate universelle 
peut être munie d'une structure de variété de Banach (de classe cr- 1 SIOn se 
restreint aux paramètres de classe cr). 
Considérons la projection SB = (TB, DB, (JB) de S. Soit EB l'ensemble des 
arêtes de l'arbre TB, dont les sommets, nous le rappelons, sont indicés par l'en-
semble lh. Soit- .0.EB la diagonale correspondante dans BEB. Nous avons encore 
une fois une application d'évaluation dite universelle: 
(3.2;5) 
\ ' 
Le diagramme suivant est directement obtenu : 
el'E 




Jvt*(B,aB, .:JB) x I(TB) ---
où nlh sert à désigner l'application définie par; 
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(3.2,6) 
Le lemme précédent nous donne en particulier que cette application est une sub-
mersion. De plus, la restriction de n lh à Jvts*(P, P) èst donnée pro: 
(3:2.7) 
Lemme 3.2.2. Supposons que eVE est tmnsven;e à. t::.E pour' la donnée de stmte 
S = (T, D, a), a~ec (T, D) une forêt (é.tiquetée). Alor's l'application (3.2.7) est 
une submer·sion. 
Preuve: Nous prouvons ce résultat dans le cas où la structure d'arbre de S 
est préservée sous :F;r. Cela suffit, étant donné que nous pouvons tout le temps 
nOtL'3 placer dan .. ,:> cette situation, en ajoutant le nombre minimum de points 
marqués nécessaires sur les composantes de,fibre, de sorte que les-dites compo-
santes soient toutes équipées d'au moins trois points spéciaux. On remarque que 
cette procédure n'affecte pas la transversalité de eVE, étant donné que devE ne 
dépend pas du mouvement infinitésimal des points marqués. Supposons à présent 
. '.
que nous avons ajouté k points marqués. Nous avons: 
(3.2.8) 
où :F P,k et :F B,k dénotent ici les applications qui conpistent à oublier les k points 
marqués que nous avons ajoutés tout en stabilisant. On voit tout de suite que 
:F P,kest une submersion. Nous allons désormais montrer dans le diagramme ci-
u,-"oo,""" que :F B,k et la flèche du haut sont des submersions. Notons que si tel est 
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le cas, nous pouvons conclure que la flèche du bas est elle aussi une submersion, 
par commutativité du dia.gramme .. 
FB,k est une submersion. Soit (UB, y, x, JB) un élément de )vts(k)(B, :lB). 
Alors ce dernier s'écrit: 
Soit (un, Yn, x', JB) l'image de cet élément dans MSB(B, ,JB) via FB,k, de sorte 
que: 
(3.2.9) 
satisfait les relations 
D~B,i(Çi) + ~Y(d1ln,i 0 j) = 0 'Vi E lh, 
Çi(Yij) + dUB,i(Yij)(Yi j ) = Ç,j(Yj;) + dUB,j(Yji)(Y}i) pour iEj aveci,j E lh, 
Çi(C~,j) + d'liB,i(cL)(~~j) =çj(cL) + dUB,j(cL)(YjJ po~r i,j E lh a.vec C?,j oF 0. 
On veut relever ce vecteur en un vecteur : 
(3.2.10) 
satisfaisant les relations : 
{ D~B.i(Ç~) + ~Y'(d1lB,i 0 j) = 0 Ç~(Yij) + dUB,i(Yij) (Y,j) =-Çj(Yji) + d'liB,j(Yji) (YJJ 'Vi E l, (3.2.11) lorsque iEj, 
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et dont l'image par dFB,k coïncide avec (3.2.9). Mais, par définition dFB,k. nous 
avons que: 
" y' =y 
Y ' lJ·' ik = J.iJ 
x~=Xs 
Vi E ]h, 
Vi,j E ]1. tels que iEj, 
pour k E Ct,j tel que [i,k] = {i, k}, 
Vs = l, ... ,l. 
Soit i E ]h et soit Bri.a une branche libre au~des.'5us de la racine i connectée au 
point bi,a de cette dernière. Alors, pour tout .i E Bri,cr nous posons {j ç.,(bi,cr) 
ainsi que 1Jk = 0 pour toute paire k,j E Bri,a U {il telle que jEk. Comme pour 
tout jE Bri.a, l'application corresponclanteuBJ est triviale, les relations (3.2.11) 
sont satisfaites. 
Nous traitons désormais le cas des branches connedantes. Soit 1.'(C;,j) une 
branche connectante où nous supposerons bien évidemment qt~e Ci,; est non-vide. 
Pour tout k ECi~j! on pose alors ç~ = çi(cL) + dUBAcL)(~j) et Ykl = 0 pour 
toute paire k, l E C';.j' On voit encore u~e fois que les relations (3.2.11) sont 
satisfaites, la première résultaiü du fait que pour tout k E C:'j' UB,k est constante 
ainsi que tik' 
Enfin, il ne nous reste plus qu'à poser X; 0 dès que s l + 1, ... , l + k. 
F;:niv est une submersion. Sans perte de généralité on peut oublier le k dans 
les notations utilisées précédem~ent. Soit (u, y, x, JJ!) un élément de Ms*(P, P) 
et soit (UB, y, x, J B)' son image clans J'vis B (B, :r B ). Considérons 
Nous souhaitons trouver un élément 
qui est envoyé par d(F-:r X Pt) sur le premier vecteur. Mais étant donné que dans 
la situation présente S et SB ont la même structure d'arbre, no1..1'5 avons: 
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via d(.:F;:niv), de sorte que: yi Y, Y4 
Vs = 1, ... , l, etaussi 
Yij Vi,j E 1 tels que iEj, X~ = X Sl 
(3.2.12) 
Soit ~I' le relevé horizontal de Çi' Alors la relation (3.2.12) est satisfaite avec 
ç~ = çf, et nous obtenons alors directement que 
Cependant, à moins que l'application lLi ne soit constante, il n'est pas , certain .que 
nous ayons 15(,.. JH)€I' 
" P 
0, or tout ce que nous savons jusqu'à présent, est que 
pour tout i, 
15(u.,JJf)çf E LP(A~!t(S2,u;TpU)). 
Néanmoins, le lemme 3.4.7 dans [29] (adapté au cas fibré) nous donne que, étant 
donné un ensemble fini points distincts, {zo, Zl, ... , Zr} E Bi, pour tout E positif, 
l' ensemble V(A~'~(S2, u:TpV )) coïncide avec 
, p 
lorsque i E 10 et avec 
10rsqueiE 1+. Une preuve est fournie dans l'appendice. Maintenant, par hy-
pothèse, les '!Ji sont soit simples soit constants. Par conséqu~nt, pour tout i El, 
tel que U; est 'non constant, il existe un point injectif ZO,I et un voisinage Ui de 
Ui(ZO,i) dans P tels que ces voisinages sont disjoints deux à deux, et n'intersectent 
aucune autre composante. Fi.xons i E 1+ et considérons l'ensemble points 
{ZÜ,i" Yij} dans Iii. Alors, par le résultat énoncé plus haut, en choisissant E assez 
petit, il existe (i E W 1,p(u;TpV) et f E TH'H tels que «(Yij) 0, supp(Xf ) CUi, 
et 
Dv,H ( + X O,l' D- ch 
li.."i f(du;) = (Ui,JJf)'>I'. 
d'où nous tirons: 
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En faisant cela pour tout i E l, où l'on remplace X, par yv lorsque approprié, 
lloUS obtenons des vecteurs f E TH'H. et yv E TJJvcrt bien définis, et il ne nous 
reste plus qu'à poser: 
o 
Proposition 3.2.3. L'application d'évaluation eVE est transverse à f':::..E' 
Preuve: Nous allons en fait démontrer légèrement plus, c'est-à-dire que pour 
toute forêt avec l tiges, la linéarisation devE restreinte à ker dII1h est transverse 
au sous-espace T!:::..EiTFE' Remarquons que si tel est le cas, comme eVEB est trans-
verse à !:::..EB pour toute forêt munie de l tiges (cf chal' 8 de [29]), l'application 
d'évaluation eVE doit elle aussi être transverse à la diagonale des arêtes. Afin 
d'éviter toute difficulté due à l'application oubli, on ajoute autant de points que 
nécessaires afin d'obtenir la stabilité pour toutes les composantes ayant une pro-
jection triviale. Notons encore une fois que ce procédé n'altère en aucune façon 
la transversalité recherchée (cf le début de la preuve du lemme 3.2.2). La preuve 
procède alors par iùductÎon sur le·nombre d'arêtes de forêt avec tiges (T, D). 
Si la fo.rêt ne possède aucune arête, l'affirmation est vide, l'vlaintenant suppo-
sons l'affirmation correcte pour les forêts ayant au plus N arêtes et sOit (T, D) 
une forêt avec N + i arêtes (où D est tel que toute composante avec projection tri-
viale est stable). On choisit une arête quelconque, iEj, de T donnée par la paire 
(Yij, Yji)' On l'enlève puis on la remplace par deux nouveaux points marqués 
Yij et Yji' Nous obtenons ainsi une nouvelle forêt (qui reste stable) (T',D'), 
avec delLx tiges supplémentaires et N arêtes, et telle que les ensembles I(T) 
et I(T') coïncident. Dénotons par E'l'ensemble des arêtes de (T', D') ·et posons 
S' (T', '[j', (1). Alors, l'application d'évaluation universelle correspondante: 
etlE' : M**(P, <1, P) X I(T) --T pE', 
est transverse à !:::..E' de sorte que .A1s~(P, P) = eVË} (!:::..E') est une variété de 
Banach. Considérons l'application 
eVij : Ms~(P, P) ---+ Px P 
(u,y,x,J/!) -4 (tli(Yij),Uj(Yji)). 
(3.2.13) 
96 
Nous montrons à présent que cette application est transverse à la diagonale np 
dans P x P. On ajoute k points marqués, de sorte que :F'If préserve la structure 
. d'arbre de S'(k). Soit 
En adaptant le diagran)me (3.2.6) à notre situation nous obtenons le carré com-
mutatif: 
ev;,; 
Aits~(k) (P, P) ----> P X P 
1 i lrXlr 
duquel nous dérivons le diagramme: 
o -> kerd:F;niv(U) -;-> TuMs~(k)(P, P) -> TUB/vtS's(k)(B, 3B) -:.> 0 
deUij t deUij ~ dculJ ~ 
où U:= (U,Jp,y,x) et U B := :F;niv(u):= (UB,JB,y,x). Nous en dèfivons la 
suite exacte : 
o -----+ ker deVij(U)lkerd.F~niU(U) -----+ ker devü(U) 
-----+ coker dev(j(U)lkerd.r:"iV(U) -----+ coker devi.j(U) 
kerdev8(UB) -----+ 
coker dev8(UB) 
où le dernier terme doit disparaitre (cf chapitre 8 de [29]). Par conséquent, nous 
n'avons plus qu'à montrer que: 
(3.2.14) 
Par la symétrie due au fait que nous quotientons par le tangent à D.F, il suffit 
de vérifier que deVij(U) restreint à kerd:F;niV(U) est surjective sur TU;(Yij) X {a}. 
Notons que : 
0, 
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d'où, par définition de eVij : 
. Maintenant, soit (v, 0) E T~<iCYij) X {O} et supposons que la i-ème composante n'est 
pas fantôme. Choisissons alors n'importe quel Çi E X~:~~!) tel que Çi(Yij) = v. Par 
le même argument que dans le lemme précédent, il existe y" ou f à support dans 
un voisiilage de P assez petit de sorte qu'il n'iI;tersecte l'image d'aucune autre 
composante, ainsi qu'un champ de vecteurs ( E l-yl,p(lltTpV) tel que «(Yij) = 0 
lorsque iEj et (Çi - (,0, yv, 0) ou bien (Çi - (, 0, 0, f) se trouve dans ker DCUi,JJ!)' 
Dès lors, on pose 
Si 'Ui est une composante fantôme, on considère IghP:::i) le sous-ensemble de l 
correspondant au plus grand sous-arbre de T', contenant L:i et étant composé 
uniquement de 'composantes fantômes. Pour tout j E Igh(L: i ) nous devons avoir 
çj = v. Soient à. présent, tous les éléments k E I\fgh(L: i } tels qu'il existe j E 
Igh(L: i ) pour lequel kEj et dénotons cet ensemble par K. Toutes ces composantes 
ont un point en commun dans l'image de la courbe stable, précisément, 'Ui(L: i ) = 
1Li(Yij). On répéte alors l'argument présenté dans le paragraphe précédent pour 
toute les composantes dans K, et on pose: 
D 
Considérons maintenant l'application 
pP : A1~*(P, P) ----+ P. 
Nous avons par définition que: 
Nous allons montrer que cet ensemble est une variété pour un choix générique 
de structure fibrée Jf!. Explicitons d'abord ce que n~us entendons par générique 
dans ce cas précis. 
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Définition 3.2.1. JB E J(B,WB) est dit régulier pOUT' la donnée de strate 
SB = (TB, DB, aB) si les conditions suivantes sont satisfaites: 
i) JB ~ JB,reg(CTB,d pour' tout élément CTB,l E aB, 
ii) l'application d'évaluation eVEB est transverse à Ê!..EB' 
L'ensemble de toutcs ces stn1,cturcs T'égulièr'es scm dénoté paT JB,reg(SB)' 
, 
Un triplet (JB , J, H) E P est dit régulier PM1,T' la donnée de strate S -
(T, D, a) si les conditions sîtivantes sont satisfaites: 
ii) ] E '7vcrt("", CT)' pour' tout CT E H2(P' Z) tel que 7r CT = 0 
. v reg' ' '" * , 
iii) l'application d'évaluation eVE est tmnsverse à Ê!..E. 
L'ensemblc de tout ces tr'iplets T'égulieT's scra dénoté paT' P"cg(S) , 
Remarque 3.2.1. On voit aisément par la r'cmarquc 3,2,14, que 'ces définitions 
sont indépcndantes des points maTt]ués, A îdn~ment dit, elles ne dépendent que de 
la str'uChl1"C d'ar'bre et dc l'information homologiqlte dc la donnée de strate, mais 
pas S11:r les tigcs. 
Observons que si (J B, J, H) est régulier pour S alors J B est régulière pour 
SB := F1I"(S), Fixons maintenant JB E JB,rcg(SB) et soit UB . ...,-- (UB, YB,X) 
dénotant un élément dans ;\/{SB(B,JB)' 
Définition 3.2.2. Unc paim (J, H) esfr'égularisante pouda fibre F;l( UB, YB,X) 
et pour' la donnée de strate S, si pour' tout ' 
on a: 
iii) L'application d'évaluation eVE 1"Cstr'ein~e à F;l(UB) est tranSVe1'.'3e à la dia-
gonale Ê!..E n FE dans FE. L'ensemble de toutes ces pair'es régulières est noté 
J1trc,g(UB, JB,S). 
Nous avons le théorème suivant : 
99 
Théorème 3.2.4. Soit S = (T, D, a) une donnée destmte où (T, D) est ici 11.11. 
ar'br'e avec l-tiges, et soit :F;r(S) = SB sa prvjection, 
1) Si (J, J B, H) E Preg(S) alor's l'espace de modules J\;fs*(P, JJ!) est une variété 
orientée lisse, de dimension 
dim(Ms"'(P, J/!)) = 2np + 2 L Ct(ai) + 2l - 21EI- 6' 
iEJ . 
et l'ensemble Prcg(S) est de deuxième catégorie dans P. 
2) Fù;onsJB E JB,reg(SB) et soit {UB,a := (UB,Q,YB,a,Xa)}Q ttnnombr'edénombr'able 
d'éléments de M'SB (B, JB), alor's pOlIT' tO'at UB,~ l'espace 
est une vaTiété orientée .de dimension : 
iEJ 
De plus, l'ensemble 
est de de1l:.J.:ième caiégor'ie. 
Preuve: 1) Soit E l'ensemble des arêtes de T et l l'ensemble indiçant les sommets 
de T. Que Ms"'(P, JJ!)' soit une variété orientée suit du fait que eVit(b.E) = 
Ms*(P, JJ!) est une variété lisse orientée par le théorème des fonctions implicites 
ainsi que le fait que Cs agit librement et proprement sur .. Ms*(P, JJ!) par des 
difféomorphismes qui préservent l'orientation. Nous calculons sa dimension. Par 
transversalité nous avons : 
dimevsl(b.E) = dim b.E - dimpE + dirnJ\;f'**(P, a, J/!) + dimI(T) 




2np + 2 L cl(ai) + 41EI + 2l - dimGs 
iEI 
2np + 2 L Ct(ai) + ~l - 6 - 21EI. 
iEJ 
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Pour la deuxième partie, soit 7' > 2. Notons pour commencer que l'application 
d'évaluation eVE est transverse à la diagonale, de sorte que M~*(P, pr) est une 
variété de Banach (séparable). Considérons alors l'application: 
On remm·que que c'est une application Fredholm de classe C r - 1 dont les valeurs 
régulières sont données par Preg(S). Le cas C= découle de l'argument de Taubes. 
La première partie de 2) est claire. La dimension est obtenue comme suit: 
dimM~*(P, Jit) - dimM~8(B, JB) 
= 2np +2 I: CfP(l7i) + 21- 6 - 21EI 
lEI 
~ TB 1 (2nB + 2 Cl (I7B,;) + 2l- 6 - 21EB ) 
iEh 
2nF + 2 I: Cj'(17i) - 21EI + 2IEBI· 
iEI 
On note dans ce calcul qu'aucune reparamétrisation n'est effectuée sur les compo-
santes racine étant donné que nous ne considérons dans ce cas que les déformations 
à valeurs verticales. La seconde partie découle de la remarque 3.2.3 et est alors ob-
tenue par une copie de l'argtunent utilisé dans la partie ii) du théorème 2.3.1. 0 
Nous terminerons ce chapitre en discutant très brièvement de l'invariance des 
e"spaces de modules ci-dessus sous changement de structures régulières. 
Définition 3.2.3. Soient S et SB des données de str·ates de cour·bes pSC1ldo-
holomorphes dans P et B r·espectivement. 
(i) Soient JB,o et JB,ll deu:r éléments de JB".cg{È,WB,I7B). Soit lB un chemin 
lisse de JB (J B,Oi J B,d. On dit que ~tB est r·égulier· si 1'B inster·secte tmnsver·-
salement pJB. Ces chemins r·égulier·s semnt désignés par· JB,rcg( SB; J B,O, JB,1). 
(ii) Soient JJ1,o et JJ1,ll deux éléments de Preg(S). Soit Î E P(JJ!,o, JJ1,l). On dira 
que 1 est r·égulier· si ~f inter·secte transversalement pp. Ces chemins r·égulier·s 
semnt dénotés par· Preg(S; Jf!o, Jftl).· 
~ t· 
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(iii) Soit .lB E JB,rcg(SB) et soit 1/,B E MSB(B, .lB). Considérons (J, H)o et 
(J, Hh, deUJ.: éléments dans J'H.rcg( UB.JB, S). Soit 'Y E J'H.( (J, H)o, (J, Hh). 
_ Nous dimns que 'Y est r'égulier si 'Y intersecte tmnsver'salement l'application 
P230pP restreinte à (:F,::nü')-l(UB, .lB)' Ces chemins réguliers semnt dénotés 
par J'H.reg(UB, JB,S; (J,H)o, (J,Hh) . 
. 
On remarque encore une fois que tout chemin régulier dans P pour la stra.te 
S se projette sur un chemin régulier dans JB pour la strate Y.AS). Etant donnés 
''{ E P( Jfl.o, J/!,l) et lB E JB( .1 B,O, .1 B-,1) on pose respectivement: 
Si on fixe .lB E JB,reg(SiJ) et uB E )\;[Ss(B, .lB), et étant donné 1 un élément de 
J'H.((J, H)o, (J, H)t), on pose 
Notons que comme auparavant, le groupe des repaxamétrisations Gs agit sur 
ces nouveaux espaces, De façon similaire aux propositions 2.3.6 et 2.3.7, nous 
avons la proposition suivante dont nous omettrons la preuve: 
Proposition 3.2.5. 1) Soient Jf!,o, JJf,l E Preg(S) et soit "1 un chemin da'l'I.s ,p 
avec e:t:trémités JJf,o et JJ!,1' Supposons que r E Preg(S; Jf!,o, JJ!,l)' Alors l'es-
pace de modules 
est une variété or'ientée à bord de dimension dim(Ms*(P, JJ!o)) + 1 dont la 
- , 
jmntière est donnée par' : 
De plus, l'ensemble Preg(S; Jfl.o, Jfl.l) est dedeu~dèm.e catégorie dans P(JJf,o' Jfl.l)' -
2) Soit .lB E JB,reg(SB) Jb;é et soit UB E MSB(B, .lB). Supposons que 
"f E J'H.reg(S; (J,H)o, (J,H)t). Alors l'espace de m.odules 
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est une variété odentée à bord de dimension dim(F;l(UB)nM**(p, JJ(o)) + 1 
et de frontièr"e : 
Qui plus est, t'ensemble .J'H.reg(UB,JB,S;(J,H)o,(J,H).) est de deuxième 
càtégoT"ie dans .J'H.( (1:, H)o, (J, H)l)' 
·Chapitre 4 
LA FORMULE PRODUIT 
Dans ce chapitre nous allons démontrer que pour une fibration Hamiltonienne, 
certains invariants de Gromov-Witten de l'espace total sont obtenus comme pro-
duit d'invariants (de Gromov~ Witten) de la base avec ceux d'une fibration ha-
miltonienne au~dessul5 de S2. Ces invariants comptent, par définition ([29]), le 
nombre algébrique de courbes holomorphes dans la variété symplectique en ques-
tion, avec points marqués, qui représentent une classe d'homologie donnée, et 
qui intersectent transversalement certains cycles de la variété en les-dits points 
marqués. Dan..<; le contexte des fibrations Hamiltoniennes, tout se déroule essen-
tiellement comme auparavant. La senle difficulté ici, réside en ce que nous devons 
effectuer le dénombrement de façon compatible avec la structure de fibration. En 
particulier, nous devons montrer que les évaluations en les points marqués (des 
courbes holomorphes) dans la base, clans l'espace total ainsi que dans lm cer~ 
tain fibré Hamiltonien au-dessus de S2, sont toutes les trois, génériquement, des 
pseudo~cycles qui sont compatibles avec la projection. Nous rappelons donc pour 
commencer, ce qu'est un pseudo-cycle. 
4.1. PSEUDO-CYCLES ET FIBR"-TIONS HAMILTONIENNES 
Nous rappelons la notion de pseudo-cycle donnée dans [29], et nous mettons 
en valeur certains pseudo-cycles qui apparaltront dans la fonnule produit. 
Définition 4.1.1. Un pseudo-cycle, ou cycle, d-dimensionnel dans P est une 
pair'e (V, g) où V est unetladété orientée de dimension d, et 9 est tlne applic.atiori, 
104 
lisse 
g : V -'----+ P 
telle que la fermeturE de g(V) est compacte, et dontl'oméga-limite 
n g(V\K) 
KeV, K compact 
est de codimension an moins 2 dans P. De plus, on dim que deux psendo-cycles 
d-dimensionnels, (Vi, gl) et (\12, g2) sont b01-dants s'il e:Liste un pseudo-cycle d+ 1-
dimensionnel (W,h), de frontièTe ôW = Vi u - V2, tel que hl v• = gi pOUT' i = 1,2. 
et dim n" ::; d - 1. 
Lorsque le domaine V du pseudo-cycle est compris, nous écrirons simplement 
f à la place de (V, 1). L'ensemble des classes d'équivalence de pseudo-cycles d-
dimensionnels dans P pour la nilation de bordisme peut être donné une structure 
de Z-module. La somme de deu.x telles classes est obtenue en considérant l'union 
disjointe de pseudo-cycles cl-dimensionnels, et l'inverse est donné en renversant 
les orientations. Enfin, l'unité est donnée par le pseudo-cycle vide. 
A présent, supposons que (F, w)<--+P ~ B est une fibration Hamiltonienne 
(en fait nous n'avons besoin que de la structure de fibration dans ce qui va suivre.). 
On voit aisément que tout pseudo-cyèle d-dimensionnel (J, V) dans la fibre de 
référence, F de P, définit d pseudo-cycle de l'espace total simplement en compo-
sant f avec le plongement i: : F -'----+ P. Autrement dit, ce pseudo-cycle est donné 
par (~~ 0 f, V). Remarquons aussi que des cycles bordants dans F sont envoyés 
sur des cycles bordants de P via L~. Observons aussi que tout pseudocycle de 
B induit un pseudoc:ycledans P donné comme suit. Soit (J, V) un pseudo:-cycle 
d-dimensionnel de B, nous avons le diagramme de pull-back : 
ï !*P -> P 
1 7r' 1 7r t f y 
V ---> B 
Lemme 4.1.1. Étant donné (J,V) ci-dessus, la pair'e (7,1*?) est 1tn pse1ldo~ 
cycle de dimension d + dimF. De plus, si (J, V) est bor-dant à (J', V'), alors 
(7,1* P) est b01'dant à (7',1'* P). 
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Preuve: Tout d'abord, notons que la fermeture lU* P) est donnée par la ferme-
ture de ,,-lU(V», et est par là même compacte étant donné que f(V) l'est. De, 
surcroît, tout sous-ensemble compact K C pp est contenu dans ,,/-l(,,/(K)) qui 
est a.ussi compact ca.r 7r' est propre. Par conséquent, l'oméga-limite de 7 se réduit 
à: 
n (K)) 
KeV, K c.ampact 
et nous avons que : 
n ,,0 (K)) 
KeV, K compact 
= n 
K cv, K compact 
= n 
KeV, K campact 
Dès lors, l'oméga-limite de 7 est contenue dans ,,-l(n,) et est donc de dimension 
au plus 
dimn, +dimF::; d+dimF 2, 
Pour la dernière affirmation, supposons que (F, VV) est un bordisme entre U, V) et 
U', V'), Alors, un bordisme entre (7, PP) 'et (J', 1'* P) est obtenu en considérant 
simplement le pull-back (F, FI< P), Nous avons directement que: 
âF"P = pp u -f'*P, 
et un argument similaire à celui utilisé ci-dessus nous donne que l'oméga-limite 
associée est de dimension au pl us d + dim F - l, 
Remarque 4.1.1. Une obser'vation imporlante à fair'e ici, est que toute classe 
d'homologie singulièr'e peut êtr'e r'epr'ésentée pa',. un pseudo-cycle (voir [29}), 
Désignons par H .. (B), H.(P) et H.(F) les homologi'es singulières modulo tor-
sion des espaces correspondants. Nous serons anlenés à considérer des classes dans 
H*(P), provenant soit de classes dans H.(B) soit de classes dans H.(F). Plus 
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précisément, étant donnés des classes cf, ... ,cf E H*(B) et cf, ... ,cr E H*(F) 
telles que: 
pour i:::;; 1, ... ,met 0::; 1.11:::; l, 
(4.1.1) 
pour i = m + 1, ... , l, 011 m est comme plus haut, 
nous considérerons les classes cf, ... , cr E H* (P) satisfaisant : 
{
Cr = ~~(cf) 
cP = 7[-1 (cfJ) 
, " 
pour ~i = 1, ... , m" 
(4.1.2) 
pour i = 111 + 1, ... , l, 
Soient (V;B, fiB), (V/, ff) et (V;P, fn, i = 1, ... , l, des pseudo-cycles représen-
tant respectivement les classes ci-dessus. À cause de la condition (4.1.1), nous 
avons que (vt, fiB) = (pt, fP) pour tout i = 1, ... , m et (vt, ff) = (F, idp) 
lorsque i = m + 1, ... , l. De plus, par (4.1.2), nous voyons que le pseudo-cycle 
(Vt,f!) peut être donné soit par (vt,t;(Jn) dès que i = 1, ... ,;11, soit par 
((JiB )* P, ]~), sinon. !-.hintenant, considérons les cycles produits associés: 
(CB, fB) = rr~=l (V;B, fiB), 
(Cp, fP) = rr~=l (Vt, fn, 
(Cp,fP) = rr~=l(V;p,fn. 
(4.~.3) 
Ceux-ci représentent les classes d'homologie produits cf 0 ... 0 cf E H*(B1), 
cf 0 ' ,,0 cr E H*(F1) et cf 0 ... 0 cr E H .. (PI), Plus tard ces cycles produits 
seront ceux pal' lesquels nous'intersecterons les applications d'évaluation utilisées 
pour définir les invariants de Gromov-\Vitten, Afin d'obtenir des nombres nous 
devrons supposer que ces intersections soient transverses : 
Définition 4.1.2. Soient (Ji, Vi), i = 1,2, des pseudo-cycles dans P. Ces cycles 
sont ,dits fortement trans'Verses si 
i) (ft, 12) rh Ô, où Ô C p2 désigne la diagonale, 
ii) Imfi n ntj = 0 pour' i =1= j. 
Lorsque ft et 12 sont tels, l'ensemble (Jt, 12)-l(Ô) est une sous-variété com-
pacte de lit X \12. Si, de surcroît, les dimensions di satisfont dl + ~ = 2np, alors 
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(Jl, f2)-1(b.) est une ensemble fini dep~ints isolés qui, comptés en utilisant les 
orientations, nous donnent un: nombre qui est un invariant des classes de bordisme 
de (fi, Vi), 'i = 1,2. 
Remarque 4.1.2. Un r'ésultat standar'd ([29]) nous assnr'e que la foTte tmnsveT-
salité est généTiquement Téalisée dans les classes de bor'disme des pseudo-cycles 
considéTés. 
Finalement, nous terminons cette sous-section avec une petite remarque sur 
les orientations des pseudo-cycles produits que nous avons définis ci-dessus. Nous 
avons la suite exacte : 
(LP)I ' 1 
P )F P 71" B 0-> df' (TCF -> df (TCp ) -, -> df (TCB ) ->0 , ( 4.1.4) 
nous donnant l'identification entre les fibrés déterminant associés: 
(4.1.5) 
Ainsi, si les cycles (CB, fB) et (Cp, fF) sont positivement orientés, le cycle (Cp, fP) 
l'est aussi. 
4.2. LES APPLICATIONS D'ÉVALUATION SONT DES PSEUDO-CYCLES 
Nous nous intéressoI1'5 à présent à certains pseudo-cycles induits par les espaces 
de modules de courbes holomorphes munies de l-points marqués. Ces pseudo-
cycles sont donnés par l'évaluation des appllcations holomorphes en question,. 
en les-dits points marqués. Dans [29] il est montré que cette évaluation est 
véritablement un pseudo-cycle sous certaines conditions, en l'occurrence celle de 
semi-positivi té. 
Dans le contexte qui nous intéresse, nous sommes concernés par les applica-
tions d'évaluation suivantes: 
p M**(P ,Il) pl eVl Jll : 0 1 , • P , (J' ----T , , p , 
et' 
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A partir de maintenant (TB sera supposée non nulle. Soit (UB' x) E J"Ciô,I(B, .JB, (TB), 




pl _________ > pl 
où 
1 
U 1-+ (U( Xl), ... , U( Xl)) E II FUB(Xi)' 
i=l 
Nous allons montrer que sous certaines conditions, ces trois évaluations sont des 
pseudo-cycles. Le point essentiel ici est de pouvoir utiliser la transversalité établie 
dans le chapitre précédent, afin de montrer que les espaces de modules sont des es-
paces stratifiés dont les strates inférieures, i.e celles réductibles ou celles contenant 
au moins une arête dans leur description en terme d'arbres, sont de codimension 
au moins deux. Nous devrons pour ce faire imposer certaines conditions quelques 
peuhad hoc, mais qui s'avèrent nécessaires si l'on ne se permet pas de perturber 
davantage l'opérateur de Cauchy-Riemann. 
A vant toute chose voici quelques ensembles de paramètres importants. On 




Etant donné qu'il n'y a qu'un nombre dénombrable de structures d'arbres ainsi 
que de ,données homologiques pour l'ensemble des données de strate, nous avo,ns 
que cet ensemble est de seconde catégorie. Similairement, posons: 
Preg(!.J.,', WB, r) := n Preg(S). 
S 
1 Pour.JB E ,1B,reg(WB) fixé et un certain élément unE ./\1.*(B, (TB, .lB), on définit 
de même: 
,11-{reg(UB' .JB) := n ,11-{reg(UB' .JB,S), 
S . 
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où S se projette VIa :F1r sur les strates n'ayant qu'un unique sommet dans sa 
structure d'arbre avec tiges, Par le théorème 3,2.4 ces deux derniers ensembles 
sont de deuxième catégorie. Nous montrons désormais que evfJB est un pseudo-
cycle. 
Lemme 4.2.1. Soit (TB E H2(B; Il) et supposons qu.e (TB n'admet que des décompo-
sitions effectives in'éductibles pour un cer'tain JB E .JB,reg(WB)' .410r's l'applica-
tion d'évaluation evfJB est un pseudo-cycle. De plus, changer' de stnJ,ctUT"e pr'esque 
complexe r'égulièr'e .JB à l'intér'ieur de .Jirr((TB) via des chemins r'égulier's, induit 
un bordisme entr'e les espaces de mod'ules corTespondants, 
Preuve: Fixons .JB E .JB,rcg(WB). Par le lemme 3.1.5, il existe seulement un 
nombre fini de strates dans .I\!to,!(B, JB, (TB). De surcroît, étant donné que (TB n'ad-
1 
met que des décompositions effectives irréductibles, toutes les strates A1sB(B, JB ) 
, 
possibles, ne sont composées que d'éléments irreductibles. Par cela ainsi que par 
compacité de Gromov, l'oméga-limite de eVI~JB est donnée par: 
0.evfJB = U evf.JBUvi~B(È, JB)) = U evrJnUvisB(B,.JB)), 
SB SB . 
où l'union est prise sur toutes les données de strates avec au moins une arête. 
Mais, si IEBI représente le nombre d'arêtes de la structure d'arbre de SB, nous 
avons IEBI > 0 et par conséquent: 
d'où eV~JB est en effet un pseudo-cycle de dimension, 2nB +2Cl((TB) + 2l- 6, On 
vérifie à: présent l'indépendance de la structure presque complexe régulière via 
les chemins réguliers contenus dans une composante connexe par arc de J;rr((TB). 
Sans perte de généralité, nous pouvons supposer que .hrr ((TB) est connexe par 
arc. Soit .J B,t un chemin régulier entre les structures presque complexes régulières 
J B,O et .J B,l telles que 
Dans ce cas, toute application stable apparaissant comme limite géométrique 
d'une suite d'éléments de 
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doit être irréductible. Dès lors, en argumentant comme ci-dessus, toutes les strates 
de Wo,I(B, aB, {JB,t}) ont codimension au moins 2 par rapport à la strate supérieu-
recomposée des courbes simples. Ainsi l'application d'évaluation paramétrique: 
est un pseudo-cycle de dimension 2nB + 2q(aB) + 2l - 6 + 1, cOI1'3tituant un 
B B· bordisme entre evt,.IB ,o et eVl . .IB,o' o 
Remarque 4.2.1. Notons que si aB est primitive nous pouvons abandonner' la 
r'estriction à .:hrr ( aB) dans la pr·eIwe. 
Nous montrons à présent que les autres applications d'évaluation dans le dia-
gramme (4,2.1) sont elles aussi des pseudo~cycles. Pour ce faire, nous aurons be-
soin d'imposer la condition de positivité suivante, relative à la forme symplectique 
W sur F. Précisément, nous demandons que pour tout A E 7r2(F) nous ayons: 
TF . 
w(A) > 0 ,cl (A) 2:: 3 - np (4.2.2) 
Cette condition est sensiblement plus faible que celle de demander que P soit 
semi-positive. Cela impose toutefois que la fibre est semi-positive quant à elle. Re-
marquons que cette condition est équivalente à demander que le nombre minimal 
de Chern NF associé à (F, w) (pour une famille de structures presque complexes 
compatibles avec w) est tel que NF 2:: np + (nB - 2), ce qui est précisement, la 
condition (0.0.1) de l'introduction. Enfin remarquons encore que cette condition 
est au moins satisfaite par toutes les fibrations Hamiltoniennes dont l'espace total 
, . 
est de dimension 6 et moins. 
Théorème 4.2.2. S1Jpposons que (F,,,,,·) satisfait la. condition (4.2.2). Soit a E 
H2(P; Z) et posons aB := 7r*(iT). Supposons que wB(aB) f a et que .J,rr(aB) est 
non-vide. AloT's : 
i) Pour tout JJf E 'Preg(w, WB,T) se. pr'Ojetant sm' .J,:rr(aB), les applications 
d'évaluation evfJ et'ev/PJH sont des pseudo-cycles. De plus, changer' de stnlc-~ B , P . 
tm-e r'égulièr-e via des chemins r'égulier's induit un bor'disrne entr-e les applica-
tions d'éval1tation au:r eJ.tr·émités, si on suppose au PT'éalable que la stmcture 
presque comple:œ dans B var'ie dans lme com.posante conne:œ de .:h,.,.(aB). 
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ii) Fixons une structur'e régulière JB etsoit (UB'X) E }AÔ,I(B, JB,O"iJ). Alors 
pour tout élément de .J'Hreg(UB, JB), le co'uple (F;1(1iB, x), eV(UB,X)) est un 
pseudo-cycle q'ui reste dans la même classe de bordisme en changeant de paire 
1'égularisante via des chemins réguliers. 
Preuve: Nous allons seulement prouver la première affirmation, la preuve de la 
seconde étant presque mot pour mot la même. Fixons (JB, J, lI) E 'Preg(W, WB, T). 
Donc J B E 3B,rcg(WB) et pàr le lemme précédent nous avons que eVÔB est un 
pseuclo-cycle, Maintenant, par le lemme 3,1.5, il existe seulement une nombre fini 
de données de strate S rep~ésel1tant des limites géométriques de courbes dans 
.A;{ô~(P, 0", Jf!). Donc, par compacité de Gromov : 
où l'union est considérée sur toutes les données de strate réduifes, d~ sorte que 
si if = LiEI O"i désigne ici l'information homologique associée à la réduction S, il 
existe des entiers mi > 0 pour tout i E 10 tels que: 
0" = L O"i + L miO"i· 
iEI+ iEIo ~ 
La condition (4.2.2) implique directement que cHO"i) 
i E 10 et nous pouvons conclure que 
C[F(O"'i) > 0 pour tout 
dimA1~*(P, Jf1) ~ dimAtf**(P, 0", Jf!) 2 
pour toute.,,> les réductions de strates apparaissant clans la compactification de 
.A;{ô~(P, 0", Jf1). D'où eviJH est un pseuclo-cycle. L'indépendance en les paramètres 
, , P 
réguliers est'démontrée comme suit. Supposons que !hrr(O"B) est connexe par arc. 
Soit J1!,t Un chemin de structures presque complexes qui se projette sur un chemin 
de .JB,rcg(JB,o, JB,1) n Jirr(O"B), et tel que 
Alors, toute application stable apparaissant comme limite de Gromovd'une suite 
d'éléments de 
W;,7(P, 0", {Jf!,t,}) , 
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ést telle que ses racines non-triviales sont irréductibles, et a possiblement des com-
posantes de fibre réductibles. Il en découle, en argumentant exactement comme 
auparavant, que toutes les strates de W~~(P, a, {J~t}) ont codimension au moins 
2 dans P, par rapport à la strate supérieure des courbes simples. Encore tlne fois, 
cela résulte de la condition (4.2.2). Ainsi, l'application d'évaluation 
e~r{JJ!.a : W~j(P,a, {J~t}) ---+ pl 
est un 2n p + 2Cl (a) + 2l - 6 + 1 pseudo-cycle ind uisant un bordisme entre eV[JJ!.o 
et evlPJH . 
, P,t 
o 
4.3. LA FORMULE PRODUIT 
Cette section est consacrée à démontrer la formule produit. Nous n'avons 
toutefois pas encore établi la définition précise des invariants de Gromov-Witten, 
ce que nous faisons dès à présent. 
4.3.1. Invariants de Gromov-Witten 
Soit P une variété symplectique de dimension 2np, et soit J P une structure 
presque complexe compatible a~ec la, forme symplectique. Comme déjà mentiOlmé 
auparavant, les invariants de Gromov-vVitten comptent le nombre algébrique de 
courbes simples J p-holomorphes avec points marqués, intersectant transversale-
ment un "cycle" de pl fi.xé au préalable et représentant un classe d'homologie 
sphérique a. Plus précisément, considérons l'espace de modules .A/{O,I(P, a; Jp ) 
dont la strate supérieure MÔ,I(P, ai Jp ) est, rappelons-le, une variété orientée de 
dimension : 
Cet espace de modules est muni d'une application d'évaluation en les points 
marqués: 
qUI, sous certaines conditions, est un pseudo-cycle pour un choix générique de 
structures presque complexes compatibles. Nous supposerons par la suite que J p 
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est régulière. 
Désignons par H*(P) l'homologie de P modulo torsion et soient des éléments 
ct, ... , Cl E H*(P). Ces classes, comme l'indique la section sur les pseudo-cycles, 
sont génériquement représentables par des pseudo-cycles (Vl , ft), .. . , (Vi, fI), de 
dimensions respectives dim.Vi := deg(c;) i = 1, , .. , l, placés en position générale 
et tels que et:{Jp est fortement transverse au pseudo-cycle produit (Vi, fd x ... x 
(VI, fd que nous dénoterons par Vl x ... x VI pour simplifier. Ainsi, lorsque la 
condition suivante est remplie: 
1 
2np(1 -l) + 2cfP(17) + 2l- 6 + L deg(c;) = 0, (4.3,1) 
i=O 
les pseudo-cycles en jeu sont de dimensions complémentaires et la préimage par 
evrJp du cycle produit Vi x .. , x YI est Un nombre fini de points isolés que nous 
pouvons compter avec signes grâce aux orientations. Etant dOlmé ce qui a été dit 
on pose: 
Définition 4.3.1. (Invariant de Gromov- Witten) 
, p , {evrJP.(ft x ... x fI) 
. GWO,I(Cl" " , ez; cr, Jp ) = 0 
si Cl, .. " Ci satisfont 4.3.1 
sinon. 
On remarque ici que ce nombre ne dépend que de la classe de bordisme des 
1 
pseudo-cycles considérés et par conséquent, ne dépend pas de la structure presque 
complexe que nous choisissons générique; autrement dit, c'est un invariant. de la 
structure presque complexe. 
Si on fixe 17, J p et le nombre l de points marqués, ces invariants définissent 
un homomorphisme à valeur dans Z (sous certaines conditions à priori) : 
Il est possible de montrer le résultat sllivant ([29]) : 
Proposition 4.3.1. GW6,/(17, Jp ) est un homomorphisme multilinéaire qui satis-
fait les r-elations de commutativité suivantes : 
G'LV.P ( , J) - ( l)degCi+deg cjGl'V.P ( . J) 7Y 0,1 "',~i, ... ,Cj, ... ,17, P - - 0,1 ... ,Cj, ... ,C;, ... ,17, p. 
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Preuve: La linéarité découle du faitqu 'un pseudo-cycle représentant la classe 
a E8 b, disons, est bordant à la réunion disjointe de pseudo-cycles (génériques) 
représentant a et b respectivement. La commutativité résulte quant à elle des 
relations du même type existant pour le produit "cross" en homologie. 
o 
Enfin, voici une autre propriété- des invariants de Gromov-Witten, qui se 
révélera utile pour la suite et qui est communément connue sous le nom d'axiome 
des diviseurs, introduit par Kontsevic~ et Manin dans leur axiomatique des in~ 
variants de Gromov-vVitten [16J. Soit Af'--->P une sous-variété symplectique de 
codimension 2, et désig-nons par [kl] sa classe fondamentale vue dans H 2np - 2 (P). 
Alors, nous avons l'identité suivante: 
où O".[l\IJ désigne le produit d'intersection entre les deux classes d'homologie. 
4.3.2. La formule 
En voici l'énoncé précis: 
Théorème 4.3.2. (Formule p1YJduit). Soit (F,w),--->P ~ (B,WB) une fibm-
tion Hamiltonienne qui satisfait la condition (4.2.2), Soit 0" E H2(P; Z) et sup-
posons que la classe O"B := -rr .. (0") -=1= 0 n'admet que des décompositions effectives 
i17'éd'U,ctibles et que Ji,.,. (0" B) -=1= 0. Soient les classes cf, cr et cr, i = 1; ... , l, telles 
q'ue (4.1.1) et (4.1.2) sont satisfaites. Alors pour un choi:I: génér'ique de stT'Uctu1'es 
p1'Csq'U,e complexes fibr'ées no'us avons : 
Gl'Vt,,(cf, ... , cr; 0") = L GW~lc(/,;lc(cf), ... , I-;Ic(cf); O"j)Gw~(cf, "') cf; O"B), 
j 
( 4.3.2) 
où C désigne l'image d'un élément compté dans GW ~ (cf, "') cf; 0" B), /, ;Ic désigne 
l'inclusion de F dans Pic, et O"j sont to'utes les 2-classes d'homologie de Pic qui 
sont envoyées sm' 0" via t~lc l'inclusion de Pic dans P. 
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On remarque tout de suite que par compacité de Gromov, la somme ci-dessus 
doit être finie. Aussi, un calcul simple nous montre que les conditions pour les-
quelles, dans l'équation (4.3.2), le membre de gauche ainsi que la partie faisant in-
tervenir B dans le membre de droite ne s'annulent pas forcément, nous dOlment la 
condition sous laquelle la partie faisant intervenir Pic ne s'annule pas forcément. 
Notons enJln que par l'a..xiome des diviseurs, appliqué aux fibres F dans Pic, 
nous pouvons réécrire (4.3.2) de la façori suivante; 
Gw~(cf, ... , cf; 0') L GWo~~(b:lc(cf); ... , ,,;Ic(c;':); O'j)Gwf,I(c;f, ...• cf; aB)' 
j 
En prenant en compte le lemme 1.6.2, nous pouvons simplifier cette formule 
en considérant la classe d'équivalence [O'JaB à la place de 0' : posons (J'c la cla.'sse 
d'équivalence de sections de Pic donnée par (t.'j,lc)-l([O']an) (cf lemme 1.6.2), 
alors nous obtenons : 
Corollaire 4.3.3. Pour [al aB et O'c comme ci-dessus, la formule produit prend 
la form.e suiva.nte : 
! 
GW~(cf, ... , cr, [O']O's) GW:';'c(t.J'C(cf), ... , b;lc(cf) , O'c)GW~(cf, ... ,cf, aB). 
( 4.3.3) 
Preuve: (Théorème 4.3.2) Par hypothèse sur JB, et par le lemme 4.2.1 nous 
savons que ev? est un pseudo-cycle. De surcroît, nous pouvons génériquement 
choisir les cycles (V/,/jB) de sorte que evf rh fB. Par définition, 
Ce nombre ne dépend pas de J B (pour des chemins génériques dans .Jirr( aB)) 
ainsi que des classes de bordisme des cycles(~B, fP). Par ailleurs, ce nombre est 
zéro à moins que les dimensions de ev? et f B soient complémentaires. 
Nous supposerons dès à présent que cette dernière condition est satisfaite. 
Alors (evf)-l(JB) est donné par une ensemble fhù de courbes simples lB-holomor-
phes avec l points marqués. Dénotons par {(UB,coXo)}aEA l'ensemble de toutes 
ces courbes, et par Co. les images correspondantes dans B. Par le théorème 4.2.2, 
les applications d'évaluation eV(UB,,,,X,,,) sont des pseudo-cycles pour tout élément 
116 
de .J1treg( {1LB ,a.} erEA, a, JB ). Rappelons que chaque Ct : 
1 
eV(UB.<>,x<» : F;l(UB,a,Xa ) ----t II FUB.<>(Xi.a)· 
i=1 
Soit t~,,,, le plongement de FI dans I1:=1 FUB.",(Xi.<»' Alors l,t,ofF est un pseudo-
cycle dans I1!=1 FUB.",(Xi,o)' Etant donné que A est fini, nous pouvons génériqueme~t 
choisir les cycles (vt, jf) de sorte que pour tout Ct E A nous avons 
Ceci, plus le fait que evlB est transverse à jB implique que ev{ est transverse au 
. cycle f p. Par définition, nous avons que 
",P = Gl,flP (cP cP /T) '- evP jP 
n, - fOl 1'00" l'v .- /. , 
,. . . 
et posons: 
Désignons par Pc la restriction de P à Cer et soit "Pp, l'inclusion Pc dans P. 
a ~ a 
Désignons par {a"""jh l'ensemble des classes de section de Pc"" i.e les éléments de 
jh(Pc; 71.) se projet~t sur [C], et tels que (i~cJ*aj = a. En dénotant par Jpc", 
la restriction de Jft au fibré PCo ' le nombre n( UB,a, x a ) désigne alors le nombre 
algébrique de courbes Jpco -holomorphes qui intersectent les cycles "~,a 0 ff dans 
les fibres FUB.o (;",0) ame points Xi,a E 52, et qui représenterit les classes a~,j' En, 
effet, remarquons que tPp, induit naturellement une identification: 
Co 
qui restreinte à chaque strate est un difféomorphisme préservant les orientations. 
Aussi, remarquons que par simplicité des UB,a, l'ensemble des l points marqués 
est naturellement identifié à l'espace de modules j\ltô /( Ca, [Ca]) qui est en l'oc-
. , ' 
currence une variété de dimensioil 2l. Nous obtenons le diagramme suivant: 
(4.3.4) 
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où les structures complexes sont omises afin d'alléger les notations. Les flèches 
verticales, quant à elles, sont les évaluations en les points marqués, qu'ils soient 
préalablement fixés, comme à l'extrême gauche, ou non. Par définition nous avons 
que: 
e'}xp,,,C,, Ct' 0 ,P . 
-, = '(UB,.,.,x,,) ~PCn' ( 4.3.5) 
C'est donc un pseudo-cycle pour des paramètres de fibres génériques. Nous conclu-
ons en utilisant le diagramme (4.3.4), et comme A1ô 1 (Ca, [Ca]) ne représente que 
, 
les points marqués, nous concluons que evic est génériquement un pseudo-cycle. 
Encore une fois, on remarque que les conditions pour lesquelle~ n( UB,lX> xa:) et 
n B sont non nécessairement zéro, nous donnent la condition sous laquelle n P est 
possiblement non nul. Nous allons montrer que pour n'importe quel a E A nous 
avons: 
(4.3.6) 
Désignons par Ep, EB, et E~cQ',xn les fonctions sIgnes associées aux courbes 
comptées respectivement dans n P, n B et n(uB,a:, xa:} Afin d'avoir la relation 
souhaitée, nous devons nous assurer que les signes des courbes comptées sont 
compatibles avec l'application 7['1. Autrement dit, nous devons montrer que 
Ep = EB X Epc" ,x,,' 
Notons pour.commencer que l'orientation de JF. est induite par celles de JB et 
J:. Pour tout élément de J'Hrcg( {UB,a:} a:EA, a, .lB), le théorème 2.3.1 nous donne 
la suite exacte : 
T:(L P (.11),x )Jvt~~(P, a; J/f) 
Pen"" Q. 1 
Chaque membre de cette suite est naturellement orienté, ce ciui nous permet de 
conclure que: 
det 1(L~c (U),xn)JvtÔ)(P, a; .If!) ~ det Tu (.1";1 (llB,cn Xa:)) ®det T(UB,,,,xn)MÔ,z(B, aB; .lB). 
n . 
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Par conséquent, la relation Ep = EB X 
obtenons donc : 
,x" est vérifiée pour tout Q:' E A. Nous 
O;EA {uEn(uB . ."x,,)} 
= ,I:>B(UB,Ct)Xo ) I:: Epc",x.,(u) 
aEA c {uEn(uB ... ,x,,)} 
= n(uB,Cfo, Xao)nB 
où la dernière égéiJité est due au fait que 
( ) '"' GIXTiPC" ( Pc" (",) ,PCn (F) ) n UB,a, X a = L.....J 'Y 0,1 ~F Cl' ... , ~F Cl' Uj , (4.3.7) 
j 
ainsi qu'au lemme 1.2.2 qui nous assure que n(uB,O;'Xo )) est indépendant de 
a E A (ici, 0'0 désigne juste un élément quelconque de A). Enfin, l'égalité (4.3.7) 
se montre de la même façon que (4.3.6), où l'on utilise cette fois le diagramme 
(4.3.4) à la place de (4.2.1). Les cycles produits à intersecter respectivement avec 
1 1· t' d" al t' Pc" Cc. t Pcc. t d ' es app Ica lOnsev' ua Ion eVl , eVl e evx" ,son onnes par : 
aInSl que 
En désignant par nPe", nC" et n:::" les nombres d'intersections respectifs, et par 
EPe" ' EC" et EPe",xa les fonctions signes correspond;:U1tes, nous pouvons montrer, 
en procédant comme plus haut, que 
car EC", vaut toujours 1, et que par là même nous obtenons que 
Or, par définition, n Pe" et nC"" nous donnent respectivement: 
I:: G~l'~e" (~~e" (ef), ... , ~;e" (cF), u:,j) et GW~Q (pt, ... ,pt, [CaD, 
j 
Otl ce dernier nombre est constamment égal à 1, et nous obtenons ainsi (4.3.7). 
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fait que cette formule ne dépende pas du choix de triplet régularisant résulte 
du théorème 4.2.2 qui nous assure l'existence d'un bordisme entre les applications 




THEORIE DU RECOLLEMENT ET 
STRUCTURE DE FIBRATION D'ESPACES 
DE MODULES 
Le but de ce chapitre est de donner à l'application :F.,.. une structure de fi-
bration localement triviale lorsque cela a du sens. particulier nous aimerions 
avoir une telle structure au-dessus de la strate supérieure de J\I((B, (TB, JB ) lorsque 
(TB =1= O. 
Pour ce faire nous allons montrer que le recollement des applications holo-
morphes stables dans l'espace total est réalisé de façon compatible avec le re-
collement de la courbe correspondante dans la base. La compatibilité est ici par 
rapport à la projection 'Ir encori; une fois. 
Le recollement, dont l'idée de base est conceptuellement assez simple, peut 
être vu co~me un. processus inverse à. la convergence de Gromov, et apparait 
naturellement en théorie de Floer ajnsi que dans la théorie des invariants cie 
Grom~v-\Vitten. Sa construction, que l'on peut notamment trouver dans [3], [6], 
[29], [23], [22], [24], [38], [42] [43], [44], parmi tant d'autres, est ardue et peu 
naturelle. 
Un point essentiel dans ces constructions, consiste s'il y a lieu, à trouver une 
slice pour l'action des reparamétrisations. Pour ce faire nous suivrons l'approche 
adoptée dans [3], où les auteurs introduisent les espaces de modules des appli-
cations balancées afin de réduire J'action du groupe des reparamétrisations du 
domaine qui peut être non compact, à celle d'un groupe compact (Sl). Nous 
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généralisons cette construction au cas fibré où la base diffère du point et nous en 
déduisons que les espaces de modules compactifiés dans P et dans B possèdent des 
structures d'orbi-variétés lisses, dont les cartes sont données par les applications 
de recollement, et qui sont compatibles avec la projection F.-r. 
Nous ,terminons en retrouvant la formule produit par intégration sur les fibres 
de Frr. 
5.0.3. Hypothèses et notations 
Soit J p une structure complexe fibrée et soient -des 2-classes d 'homologie eT E 
H2(P,Z) et an. E H2(B,Z) telles qüe eTB = 7l"*a, à moins qu'il n'eli soit précisé 
autrement. Nous ferons la supposition suivante sur la 'structure complexe fibrée 
Jp , à moins que mentionné autrement: 
Hypothèses 5.0.4. Soit Sp 'une donnée de strate stable dans P pour la classe 
a. On demande aloTs que poùr' tout 1t E A1sp (P, J p) 
- les opérateur's D~; et D~,,(1L) sont surjectifs; 
- les applications d'évaluation en les ar'êtes e1.}B et eV:F,,(u) sont tmnsver'ses 
am; diagonales c01Tespondantes .. 
Ces deux conditions impliquent en l'occurrence que pour tout 1t E Msp(P, Jp), 
l'opérateur Du est surjectif et que l'application d'évaluation en les arêtes, evP , 
est transverse à la diagonale correspondante (cf chapitre sur les théorè~nes de 
structure). De plus, si on dénote par Sn l'image de Sp viaFrr, la condition (5.004) 
nous assure que Msp(P, Jp ), }ASB(B, J B), et F;l(un) pour 1Ln E MSB(B, JB), 
sont des variétés naturellement orientées, et ceci pour tout UB. 
Nous avons: 
Proposition 5.0.5. SlLpposons que la condition (5.0.4) est Templie et posons 
SB = F.-r(Sp) avec an := 7l"*a =J. O. Alors, les espaces qv.otients }Asp(P, Jp), 
._, ' ~
MSB(B, ,ln), et F;1(UB) héTitent alor's d'une stT"UctttT"C d'or'bifold lisse qui est 
compatible avec la projection F7r' 
Preuve: La preuve est complétement standard, mais précisons que la structure 
d'orbifold est réalisàble car nous ne considérons que des strates stables et que 
par là même les groupes d'automorphismes des applications stables sont tlnis. La 
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condition de compatibilité est quant à elle assurée par le fait que 
o 
Remarque 5.0.1. - Dès à présent, nous omettr'ons souvent les structures 
pr'esque complexes dans les notations qui suivent, car' il est entendu qlte 
nous faisons un choix ici. Nous supposerons aussi que les hypothèses (5.0.4) 
son.t réalisées pour' cette stT"1.lctur'e presque complexe fibr'ée choisie, 
- Dans ce qui va suivre les notations USp et USB r'éfèremnt à des ouverts 
propr"Cs r'espectifs de Msp (P) et MSB (B) tels que 
Nous entamons en définissant la notion de recollement pour les domaines 
nodaux, 
5.1. RECOLLEMENT DES COURBES NODALES 
Le but de cette section est de faire un rappel du processus de recollement 
dans le cas des courbes nodales. Les faits mentionnés ne seront en général pas 
démontrés en toute rigueur. Pour les preuves nous référons le lecteur à [10]. 
Nous allons commencer par décrire la désingularisation Ep d'une courbe no-
dale, rationnelle, j := (E := UiE1Ei,y,x), pour des, paramètres de recollement 
p E (C*)IEI de rayons suffisamment petits (ici lEI dénote le 110mbre de singula-
rités). Ceci es't effectué comme suit. Pour tout i, j E l tels que iEj, considérons les 
points Yij et Yji de la normalisation de j, représentant le point nodal EinEj =: YiJ' 
Soient D ij et Dj; des disques de rayons bien plus petit que 1 autour de Yij et Yji, 
ne conteriant aucun point marqué, que l'on identifie conformément avec le disque 
unité D(1) C C muni de la métrique plate standard, via des difféomorphismes 
'Pij : D ij ----t D(l) Ce. 
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Alors le voisinage de Yi,j := L:i n L: j correspondant peut· être vu comme le sous-
en.'3emble de C X C defini par 
D(l) X D(l) n {ZijZji = a}. 
La désingularisatiori de Yi,} consiste à déformer ce dernier sous-ensemble en : 
D(l) x. D(l) n {ZijZji = Pi,j} CCx C, 
tout en préservaùt le reste de la courbe. Précisément, soit 
de sorte que Ti,j := Ipi,jl « 1 pour tout i,j, et considérons l'anneau (fermé) 
Aij ~,'Pijl(D(l) - D(Ti,j)). On pose alors 
L:p := U L:i - 'Pijl(D(ri,j)) LJgl',i,p L: j - 'Pjil(D(ri,j)), 
{i,jElliEj} 
où gliJ,p est l'application de recollement suivante 
l A A -1 ( Pi.j ) 9 ';,j,p: ij --+ Ji, Zij f--+ Zji = 'Pj; (')' 
'Pij Zij 
Étant donné que gli,j,P sont des difféomorphismes qui préservent l'orientation, la 
surface obtenue est aussi orientée. De surcroît, la structure conforme de cette 
désingularisation ne dépend que du paramètre P, Notons qu'une métrique sur L:p 
est donnée par les métriques sur L:i en dehors des anneaux. olt le processus de 
recollement est effectué, et est donnée par la métrique induite de par celle de ([:2 
sur ces anneaux. En d'autres termes nous interpolons à l'aide d'une fonction de 
découpage (cut-off) les métriques existant sur les deux composantes en jeu. 
Remarque 5.1.1. En su.pposa.nt qu.e nmLS n'ayons que dett:c: composantes L:1 et 
L:2 , le T"ecollemcnt consiste gmssièr'ement à. r'cmplaccr le disque de myon r au-
t01LT du point nodal YI2 par' le disquc L:2 - DY21 (r) que nous avons préalablement 
repa.mmétr'isé en multipliant par le pa.mmètr·e de gl'uing p, de sorte à obtenir' un 
disqtLe de rayonT. 
Notons que les anneaux 'Pij(Aij ) sont conformément équivalents aux cylindres 
de longueur 1 log riJ 1 en utilisant le changement de variable : 
1 '0 qyi : D*(l) --+ (-00,0] X S , z:= rel f--+ (log T, e), 
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où D*(l) désigne ici le disque unité épointé à l'origine. Dans ces coordonnées, 
l'application de recollement prend la forme suivante: 
9zi ,j,p: [log ri,j , 0] xS1 ---t [log1'i,j'0] X S1 
(t-O.5Iogri,j,(J) 1-+ (-t+O.5Iogri,j,OO· 0). 
où 00 désigne l'argument de de p. 
Observons à présent que les paramètres de recollemènt Pi,j définissent naturelle-
ment des éléments des espaces vectoriels 
CV' . := 7',y .. 2:; ® 7',1I .. 2:J· a:: C . • ,J tJ ' ,." 
Posons 
nous obtenons alors une application: 
(5.1.1) 
qui coïncide avec l'identité lorsque P = O. Notons que Aut(j) agit sur Cj via: 
Lemme 5.1.1. glj est injective si et seulement si j est .stable. De s1tT'C'f'Oît, lorsq1te 
la cour'be est stable, glj est équivariante par rapport à l'action du gT'Oupe d ~auto­
morphisme Aut(j). 
Considérons à présent une dOlmée de strate stable S et soit Ms l'espace de 
modules correspondant des classes d'isomorphisme de courbes ayant S comme 
représentation. On peut alors construire un orbi-fibré 
de fibre au-dessus de j E ./1I1.s identifiée à Cj . Ce dernier est induit pa.r le fibré Cs 
sur 
U .V(j) Mo.lt+nl X .,. X MO,I.+n.' 
jE,Vls 
de fibre Cj au-dessus de NO) et dont la. projection sera dénotée Ps aussi. 
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Voici brièvement comment Cs est obtenu. Soit un système uniformisant autour 
d'un point j, (V,Aut(j),1Ts), nous avons le fibré localement trivial 
sur lequel Aut(j) agit naturellement via pull-back, et dont la projeCtion Ps est 
Aut(j) équivariante. Les triplets (lslv,Aut(j),(1Ts)-l) nous donnent alors les 
systèmes uniformisants pour Cs. 
À présent, étant donné un sous-ertsemble ouvert propre U C J'vis, il existe un 
nombre positif E dépendant de U, tel que le recollement défini plus haut, s'étend 
en un difféomorphisme local sur un ouvert U' de A10,1 
gls : Cs,. lu ----> lvio,l, (5.1.2) 
où Cs,. signifie que l'on se restreint uniquement à un E voisinage de la section 
nulle. 
Remarque 5.1. 2. En r'éalité l'application de gluing ci-haut est définie au préalable 
sur des voisinages de la section nulle des Zslv' Puis, par"équivariance de l'appli-
cation de 1'ecollement vis-à-vis de AutO), nous pouvons finalement conclure que 
glS est bien définie sur' CS"E' 
Notons que le processus de recollement décrit ci-dessus fonctionne même 
lorsque S est instable, maisdans ce cas nous considérons les courbes comme étant 
paramétrées. Désignons par J'vis l'ensemble des surfaces nodales paramétrées 
ayant S comme représentation en terme d'arbre. Dans ce cas, le groupe des au-
tomorphismes pour une surfélce nodale dOlmée, agit sur cette surface et ainsi sur 
A1's,'et l'espace des orbites associées ~st encore dénoté par /vi s . Autrement dit, 
nous avons une application : 
de fibre 
FJ~~(j) = AutO) x Auts. 
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Nous oublierons désormais de mentionner la partie Aut(S) pour simplifier les 
notations, Nous avons naturellement au-dessus de J'vts un fibré 
de fibre au-dessus de j E M; donnée par 'Cj comme précédemment, Soit (j, p) un 
élément de ce fibré, alors le groupe AutO) agit dessus via: 
g,O, p) f-+ (g*j, g,p), 
où l'action sur le paramètre de recollement ~st celle décrite auparavant, Le quo-
tient par cette action nous donne un fibré: 
Ps : .cs --+ Ms· 
Pour un ouvert propre V C Ms, que nous supposerons invariant par rapport 
au groupe des automorphismes (donc induisant un voisinage sur M~), nous avons 
une application de recollement : 
Après quotient par les reparamétrisations nous obtenons une application: 
Théorème. gis est difféomorphisme local si et seulement si S est stable. 
Exemple 5.1.1. Soit l'espace j\l10,4 = 52 -' {O, 1, oo}' Chaque point de A10,4 est 
donné par' [52,0,1,00, x] == x qui est d~nc naturellement paramétrisé par'le cr'oss 
ratio de (0, 1,00, x), Cet espace secompactifie en faisant tendm x ver's soit 0, 
soit 1, soit 00. En chaqne point de compactification la. donnée de strate (stable) 
obtenue S, est composée de deux sommets avec une ar'ête entre les dew:,sommets, 
et dcnx tiges pOUT' .chacun des sommets, Supposons que le point en question soit 
o et considérons Ms, Cet espace consiste en un unique point 
. [~ 5.2 U S2 1 1 2 2] Jo = '-" = 1 2,YI.2,Y21'X1,x2 ,x1,x2 ' 
. . l' t t d "l't ' 0 1 1. 52 ou on peu supposer', sans per.e e genem z e, que: Yl2 = ,Y21 = 00, Xl' x2 E 1 
lOt 1 1 t fi "l' t 2 2 E 5'2 2 0 t 2 1 avec .'r1 = e :1:2 = ,e en 11, stmz azremen, x 1,:1:2 2 avec :1:1 = e x  = , 
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Dans ce cas.cs = Cjo = C et chaque p E .cs déter'mine un unique élémentjp E 
.;\/(0,4 via l'application de gluing, qtâ est e:L"plicitement donné par [52 ,0,1,00, pl . 
. En particulier', .cs définit un voisinage tubtdair'e de 0 dans M O,4' 
Si S' < S, i,e S est obtenu en contractant certaines arêtes dans la représentation 
de S', il existe un sous-fibré .cs/,s de .cs/ ayant pour fibres CIEHE'I, où IE'I désigne 
le nombre d'arêtes de S', et des applications de recollement (définie sur des sous-
ensembles ouverts propres) 
.5.2. PRÉ-RECOLLErvIENT D'APPLICATIONS 
Le but de cette sectiori est de construire à partir d'une application stable 
holomorphe, une application lisse qui est approximativement holomorphe. Nous 
désirons aussi réaliser cette approximation de façon compatible avec la projection 
associée à la fibration Hamiltonienne. 
Soit (u,j) := (B, u, y,x) une application Jp-holomorphe stable dans P, représ-
entant la donnée de strate Sp = (T, D, a), et notons SB sa projection par :;:1[, 
Dans ce qui suit, nous considèrerons ces strates fixées. Le pré-recollement up de 
u est une application de la désingularisation Bp vers P définie comme suit : 
Ui(Z) . . ( 1/4 If Z E Bi - D ij 2ri ,j ), 
up(z) := . () () Pi,j :=ll, Yi,} = Uj Yi,j . (1/4)\ (3/4 . 1/4)\ 3/4-If Z E Di)' r.. Di)' r· . ) "-' D)ï(r.... D)ï(r .. ,), l,) 'L,j l,,) 1,,) 
/ 
Afin de définir cette application sur le reste de Bp, considérons une fonction lisse 
;3 : ~ --t [0,1] telle: 
(3(s) ~ { : if s ~ 1, 
if s ~ 2, 
et telle que 1,8' (s) 1 ~ 2. On pose alors : 
(5.2.1) 
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où z appartient au sous-ensemble 
Pour que cette formule ait un sens, nous devons supposer que p est assez petit de 
sorte que les disques Di(4r:,~4) sont envoyés sous Ui dans 'un voisinage normal de 
Pi,j' 
Remarque 5.2.1. On T'emar'(jue que 1tp est lisse et dépend continûment de p. 
Nous démontrons à présent que le pré-recollement de l'application u dans P 
se projette sur le pré-recollement de l'application r.(u) =: UB. 
Lemme 5.2.1. Notl.'> (wons que 
r. 0 1lp = (r. 0 u)p == 'llB,p' 
Preuve: Pour simplifier les notations posons : 
En utilisant les égalités suivantes qui résultent en l'occurr:ence de notre choix de 
conneXIOn: 
nous concluons que r.(up ) est donnée par: 
r.{ Ui) , si z E I;i - D ij (2r:,~\ 
r.{Pi,j) = r.(11i(Yi,j)) = r.{Uj{Yi,j)) 
, , 
eXP7r(/J' ,) (,f3+r.*p€i{Z) + ,f3""r.*p,~j(z)) t..J t.;J t.jJ 
. . 1/4, ( 3/4 
SI Z E D ij (ri,j L- Di) Ti,j ) 
smon. 
(5.2.2) 
Cette dernière expression peut être réécrite de la façon suivante : 




Remarque 5.2.2. Il est à noter que l'on obtient pas le p.,'é-r'ecollement de .rrr(u) 
ici mais bien celui de 7r(u). En particulier, si u ne contient 'que des composantes 
principales, le p'ré-recollement de .r,.Ju) coïncide bien avec .la pr'ojection du pré-
. , 
r-f'-eollement de u. 
Obser-vonsa1Lssi qll,e si toutes les composantes de u r'ésident dans la même 
fibre F.,..(u) de P, alor's le pré-r'ecollement de u doit rester' dans F.,..(u) étant donné 
que Çi, çJ' sont al07's des éléments de T.p . . P", Cependant, si nous supposons en ',) 
particulier' que u ne contient qu'tme se'iLle composante mcine ~Ol et que toutes 
lcsautr'es se tr01LVent dans des bmnches au-dessus de Uo, alor's le pr'é-r'ccollement 
correspondant ne reste pas nécessairement dans PI7r(tto)' Néanmoins n01l.SVerTlms 
par' la suite, q1te son r-ecollement nous renverras vers l'image de 11(71,0)' 
En utilisant la symétrie eXistant dans la définition du pré-recollement, nous 
obtenons les estimés suivant : 
Lemme 5.2.2. Soit p > 2 et des ouverts Us'p et USB tels que dans la remar'que 
5,0.1. Il e:l;iste des constantes positi1JCS CV(Usp,p) et CB(USB,p) indépendantes de 
p, telles que pour' tout élément It E U Sp' nqus avons : 
\ 
Ildu;lIuXl ::; d', 11(8Jpu.p)"lb::; ctl lpll/2p , 
et 
où 1J, B : = 11 (1/,). En particuliel', il existe une constante cP dépendant de c~' et cB 
telle que 
Preuve: Les estimations pour les parties verticales et horizontales procèdent de 
la même manière. Une preuve en est fournie dans [29], [3], [43]. Pour les deux 
dernières estimations, il suffit de remarquer que 
par définition de la métrique gJp' 
o 
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Les estimations impliquant l'opérateur de Cauchy-Riemann montrent que 
pour de petites valeurs de Ipl, la nouvelle courbe IIp est proche d'être holomorphe 
en norme LP. 
Soit N,: la partie non linéaire de l'expansion de Taylor en u associée à l'opérateur 
8Jp . Définissons Nf! de la même façon. En d'autres termes, pour ç E vV1,P(u*T P) : 
et pour ç E W 1,]J( uÊT B) : 
Notons que 
Alors, par le premier estimé de (5.2.2), on peut dériver l'estimation qùadratique 
standard suivante, dont une preuve est donnée dans [29] (Chapitre 3) où encore 
dans [5]. 
Lemme 5.2.3. Soit p > 2 et USp , USB comme précédemment. Il existe des 
constantes cf(Usp , p) et cf (USB,p) indépendantes de p, telles que pour t01d élément 
u E USp , nous avons: 
et 
Preuve: Pour la preuve, on vérifie point par point que ces estimations tiennent 
pour des constantes cf et cf qui dépendent respectivement uniquement de Iiduiloo 
et Il d1r( u) 110<.) grâce au lemme précédent. Lereste suit par compacité des ensembles 
USp et UsB • Les estimations point par point sont standards et une preuve en est 
fournie dans [29] (Chapitre 3) où encore dans [5]. 
o 
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5.3. INVERSES À DROITE 
Nous entamons cette section en décrivant un inverse à droite pour l'opérateur 
Du qui est induit par la donnée d'inverses à droite pour les opérateurs D~ et D:(u)' 
Rappelons que Du peut s'écrire sous forme matricielle de la façon suivante: 
(5.3.1) 
où Lu dénote l'opérateur linéaire: 
Remarque5.!3.1. Il s'ensuit diT'eciement que Lit est bor'né et pl1tS PT'écisément, 
IIL,J ::; Cil, 
où, Cil est ~I,ne constante q11i dépend de IPllct, IldullL= et de la norme de Hofer 
IIRIIII de la c01t1'buT'e symplectique, 
, Par hypothèse, les opérateurs D:(u} et D~ sont surjectifs. Considérons alors 
leurs (uniques) inverses à droite respectifs Q~(1L) et Q~ satisfa.isants : 
1 (QB) (k DB )' J. 2 1 (QV) - (k' DV)J. L2 m . 'Ir(u) = er 'Ir(U) 1_ nl '1 - er u ' (5,3,2) 
où les compléments L2-orthogonaux sont considérés par rappo~'t aux norme.s gh 
et gJ. Posons : 
Q.= ( 
(QB )h 




,( Id 0 ) 
, (5.3.4) 
L 0 (QB )h + D" 0 L' Id 11. 'Ir~) U U 
impliquant pa.r là même que Qu est un lllverse a droite dès que l'opérateur 
L' : ([p)~ ---+ (Xp)~ satisfait 
L 0 (QB )h + Dt> L' - 0 U 'Ir(t1) U 0 'II - • (5.3.5) 
Un choix naturel pour L' est donné par: 
132 
Le lemme suivant est évident : 
Lemme 5.3.1. Soit Qtt un inver'se à dr'oite pour' Du et supposons que Q~(tt) et Q~ 
satisfont la .condition (5.3.2). Alor's L~ est univoquement déterrniné par l'équation 
(5,3,5) et la condition que Qu a pour' image le complémentaire L2.oTthogonal de 
ker Du. Dans ce cas, L'est donné e:t:plicitem'ent par' : 
En parliculier, si 
IIQB Il Ch et IIQtt'.11 < Cv, ".(tt) < . 
pour des constantes positives 0' et Ch dépendant de Il du Il v"',,, .alor·s 
où Cil est la constante de la T'emar-que 5.3,1. 
Preuve: Par hypothèse, l'image de L'est contenue dans le complémentaire L2_ 
orthogonal du noyau de DV. Comme ker DU est fini-dimensionnel, et étant donné 
que D V est surjectif, nous avons que pour 17 E (êp)~: donné, il existe un unique 
élément t; E (ker D')l.. tel que Dl'!:, = '17. On peut dès lors définir L' (1]) comme 
étant l'unique élément de (ker DtJ).l tel que l'équation (5,3.5) est satisfaite, ce qui 
nous donne en l'occurrence que L' _Qv 0 L 0 (QB)h, La deuxième affirmation 
est immédiate, 
D 
Remarque 5.3.2. Observons que le choil: de complémentair-e, L2.orthogonal ci-
dessus est, effectué pOUT' des raisons de commodité, mais' non essentielles. Les 
arguments de la preuve ci·dessus passent en fait tout à fait pour d'autT'es choix, à 
partir du moment que l'on demande que rimage de Q soit donnée paroles images 
de QB et QV, 
Dans ce qui suit, nous présentons la construction d'une famille d'inverses à 
droite QUI' de Dup' qui est uniformément bornée par rapport aux paramètres de 
recollement; et qui est construite à partir de familles uniformément bornées d'in-
verses à droite pour DB et D V • Plus précisément, nous construisons un opérateur 
Rup qui est un quasi-inverse de Dup pour de petites valeurs de Ipl, et tel que: 
133 
i) sa projection via dr. nous donne un quasi-inverse RB() pour DB( ) • 
11" U p 11" li p' 
ii) lorsqu'on le restreint aux 0, I-formes à valeurs ver~icales, nous obtenons un 
qua'3i-inverse R~ pour l'operateur vertical D;; , p . p 
iii)' les operateurs Rup' R~(u)p et R~:p sont uniformément bornes pour de petites 
valeurs de paramètres de recollement. 
Nous explicitons ces trois points dans la proposition suivante qui forme le 
résultat principal de cette section. 
Proposition 5.3.2. Soit]J > 2. Soient USp et USu comme pr·écédemment. POUT' 
tcJ'tl.t (j,UB) E USu il e:riste un opémteuT" 
qui dépend de façon lisse en les paires ((j,'UB),P) et tel qu'il e;riste des constantes 
C B et CB indépendantes de p par mpport auxqudles : 
De pl'us, pOUT tout 1l E Usp il e:âste un opémteur' 
---+ 
(5.3.7) 
qui dépend de façon lisse en les paires ((j, 'U), p) et tel que 
• il e:âste des constantes Cv et Cv indépendantes de ppar mpport aw;q1œlles : 
• il e:âste des constantes cP et cP indépendantes de p par' rapportau:r:quelles : 
Ce fait est une adaptation à la présente situation d'un résultat analogue dans 
le cas non fibré dont la preuve est donnée en l'occurrence dans [29], [43] et [3].-
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Dans la démonstration, nous allons. considérer les courbes suivantes 7ti,Pi,j sur 





si z E 
(5.3.8) 
Pi,j smon. 
Ces applications interpolent u et son pré-recollement.' Par <le lemme 10.4.3 de 
[29], nous avons que ui,p converge vers lt[ en norme vV1 ,p, quand Ipl tend ·vers O. 
Ainsi, nous déduisons qlle les opérateurs D~(u< l' D~< ainsi que D;: , doivent 
'IP ·.P •• P 
nécessairement converger vers nB( ), D~. et D1~ dans la norme opérateur lorsque 
1r u, u>" "''' 
Ipl-+ O. 
Par conséquent, par la condition,(5.0A) ces premiers opérateurs sont surjectifs, 
impliquant par la même que ces derniers le sont aussi. Donc, l'opérateur. résultant 
de la perturbation W 1,p, W p := {ut,phiEI} de u : 




est surjectif, ainsi que les opérateurs D~p et D~(wp) qui sont définis de façon 
similaire. Nous concluons donc que tous ces opérateurs possèdent des inverses à 
droite. Désignons par Q~p et Q~(wp) les uniques inverses li droite, aya.nt po~r image 
le corilplément L2-orthogonal des noyaux correspondant, et parQwp l'inverse à 
droite qui en résulte (cf 5.3.4), où L' est donné par _Qv 0 L 0 (QB)/t, 
Lemme 5.3.3. Fixons 11 > 2. POUl' tout u E USp se pmjetant sur UB E UsB , il 
existe des constantes positives cB et CV indépendantes de p, telles que pOUl' tout 
rJ E I1El t'~,'Li,P nous avons: 
En particulier', paT le lemme 5.3.1 nous avon.'J qu'il existe une constant positive 
cl' indépendante de p, telle que: 
Ce lemme découle directement du lemme 10.6.1 de [29]. Nous passons main-
tenant à la preuve du résulta.t principal de cette section. 
Preuve: (ProposiÙon 5,3.2) 
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Construction des opérateurs: pour iEj, soit Ci,j le cercle dans I;p donné par: 
C· . '- {(z·· z··) E iT"'21(z" z .. ) Ç. 't"' IZ"I -lz"1 - 1'1/ 2 } l,) , IJ, J' IL.- 1J, J1 ~ LJp , IJ - J'I. - i,j , 
Étant donné un ordre partiel sur 1, on pose 
C '= UCi,j, 
{i,jliBj,i<j} 
et on considère par la suite l'application 1fp : ~p\C -----+ ~, qui est définie comme 
étant l'identité·en deh~rs de l'anneau ~i,j := Aij r.J A j ;. et qui sur chaque ensemble 
A,j est donné par : 
Nous remarquons que 7r p est un biholomoq)hisme sur son image 
De surcroît nous avons : 
sur C, 
Subséquemment, on définit l'application 
A: LP(A~;(I;p,u;(TP)) -----+ U(A~~!(I;,w;(TP)) 
{ 
(1f;t117 sur Im(1fp ), . 
Tt 1---+ 
o sinon, 
On définit à présent une application servant à interpoler les champs de vecteurs 
r.: W1,P(w;TP) -----+ W1,P(u;TP) 
E;,(Zij) + ,Bri,j (z;j) (Çj(Zji) - Ei,j) si IZjil S IZiil S 11';.,jI1 /4., 
ç := {çihEI 1---+ çp:= çj(iji) + f3ri )Zj;) (Çi (Zij) - çi,j) si IZijl S IZjil s l1'i,)11/4., 
ç(z) smon 
136, 
(' ) ( log Izl ) (3ri.i z := /3, 1(4' 
, logr, , 
, ,,) 
13 est une fonction saut comme précédemmerit. Finalement posons, : 
Rup := r 0 Qwp 0 A. (.5.3.9) 
Étant donné que les applications r et A préservent le scindement sur T P induit 
par la connexion Hamiltonienne, celles-ci sont données sous forme matricielle par: 
A:= (A Oh 0) AV (5.3.10) 
et nous obtenons à partir de la représentation matricielle de Q10 : 
, p 
~,~ ( rh(QB )hAh 0 ) ( R~ R~ ) 7r(Wp) , ' p -rvQ~'pLlUp (Q:(w))h Ah rVQv AV LR W p ' ' u p U p (5.3.11) 
En posant 
nous obtenons finalement l'expression désirée pour Ru p ' 
Les estimations : À ce point de la démonstration, nous devrions insister sur 
le fait que RB, et R1J correspondent exactement aux opérateurs denotés par T..'R 
dans [29] (Chapitre 10), et par Rr dans [43]. En appliquant donc leurs arguments 
(lemme de la section 3 . .5 dans [43], ou encore proposition 10 . .5.1 dans [29]), nous 
, obtenons les estimations voulues pour RB et R1J . Nous en esquisserons la preuve 
dans le cas de RB clans quelques instants. l'vIais avant de ce faire, nous en dérivons 
les estimés souhaités pour Rup ' 
Posons çp = R"p1} et supposons, sans perte cie généralité, que nous n'avons 
que deux composantes indicées par i = 1;2. Posons aussi 1'1,2 = r. En dehors de 
l'anneau 
nous avons que t,p = ç = QWp1} et u.p = lDp ce qui implique que Dttpçp ='l. Par 
conséquent, l'estimation souhaitée est trivialement réalisée sur cette partie de la 
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courbe, et en vue de la symétrie dans la définition, il ne nous reste plus qu'à 
estimer ce qui se passe dans l'anneau D12{rl/4) - D12(r 1/2). 
Dans cette région nous avons que u p ~t w p sont constantes de valeur Pl,2' 
Il s'ensuit que les opérateurs Dup, DU1,p et DU2 ,p coïncident avec l'opérateur de 
Cauchy-Riemann standard et peut donc s'exprimer ainsi: 
(5.3.12) 
Nous remarquons aussi que dans cette région, L::~ doit s'annuler étant donné 
que Lwp s'annule lui-même point par point. Nous concluons donc que les estima-
tions désirées suivent des estimations pour RB et RU, en particulier le premier 
estimé est obtenu en choisissant cP ~ max(CB , CU), et le second en choisissant 
cP ~max(CB,CD). 
Nous montrons à présent d'où viennent les bornes explicites données dans la 
proposition. Nous ne traiterons que le cas de RB , celui de RD étant tout à fait 
similaire . 
. Commençons pm' la propriété de quasi-inversion. Par symétrie et par ce qui 
a été dit auparavant, la seule partie nécessitant une investigation est l'anneau 
D12(r1/4) - D12(r1/2), où D~B.P' D~B.LP et D~B.2,P coïncident avec l'opérateur de 
Cauchy-Riemann standard. Dans cette région nous obtenons: 
Mais 
D~pçp - D;;p6 + (8JB !3r1/ 4 )({2 - 6,2) + f3rl/~D~p(f.2 - 6,2) 
Il +h+h 
Pour 13, nous avons déjà mentionné que D~Çl,2 = 0, et il s'avère que ceci s'ap-
plique aussi à D;:p(6) étant donné que 1]2(Z21) s'annule dans l'anneau D12(r1/4)-







et nous obtenons le résultat désiré en choisissant C B ~ 4C1CB. Notons que la 
troisième inégalité est due au fait que pour p > 2, tout élé~ent de W 1,p(lR2) 
s'annulant en 0 est en particulier Rülder continu avec coefficient /-L = 1 - 2/p. 
Notons également que la quatrième inégalité suit des estimations uniformes du 
lemme 5.3.3. 
Pour l'estimation de la norme opérateur de RB, notons pour commencer qu'en 
oü cB est la constante du lemme 5.3.3. Par symétrie; il ne reste donc qu'à estimer 
la norme W 1,p de çpdans la région D12(r1/ 4) - D12(r1/2). En l'occurrence, dans ce 
domaine que nous noterons par A pour simplifier, la norme H!l,p de çp est donnée 
par: 
Comme les .deux premiers termes du membre de droite sont bornés grâce à 
l'estimation (5.3.3), le seul terme à. investiguer est celui impliquant le gradient de 
,f3r1 / 4 • Mais en procédant de la même façon que pour la première estimation nous 
avons que: 
et nous pouvons alors conclure. 
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o 
Ainsi pour des para.mètres de recollement assez petit, D'lpR~tp rst inversible et 
on peut poser sans crainte : 
Donc, Q"p est l'unique inverse à droite pour Dup ayant la même image que Rup ' 
On définit similairement les inverses à droite Q~(,,')p pour D~(tt)p et Q:p pour D~p' 





Nous voyons aus.si directement que l'inverse est donné par: 
) (5.3.15) 
Nous avons: 
Lemme 5.3.4. L'opérateur Qup est donnt sous forme matr'icielle par: 
(5.3.16) 
Preuve: Remarquons pour commencer qu'étant donné que tous les opérateurs 
en jeu sont triangulaires inférieurs, nous devons nécessairement avoir que : 
Qu := ( (Q~(U)p.)h 0 ) 
p. L" Q" . 
tip • U p 
(5.3.17) 
Nous identifions à présent L~ . Afin de simplifier les notations nous omettrons de 
/ " 
, mentionner 1Lp et nous poserons (DB)h = Dit. Comme remarqué dans la proposi-
tion précédente, Lw" s'annule dans la région 
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impliquant par la même que l'image de Lwp est dans l'image.de AV, qui est injec-
tive, et nous pouvons donc écrire : 
Posons dès à présent L:= (A"tlLwp(Q~(w)j'Ah. Nous avons par définition que: 
Li' = LR.(Dh Rh)-l+ R,"'L(DR.)-l 
= -;RtlL(DhRh)-l _ QV L DR.(D"Rh)-l 
= (-RtiL _ QU LR" + QV DtlRUL)(DhRIt)-l 
= _Qv LRh(DhRh)-l 
= _QtI L(QB)h. 
o 
Conuue pour des valeurs assez petites de p, l'opérateur DR est inversible, et 
étant donné que 
(DR)-l = L(Id- DR)k, 
k, 
nous déduisons des estimations précédentes que: 
Corollaire 5.3.5. Soit p > 2, USp et USB comme aupamvant. Il e:riste alors des 
constantes cP, 'cB , Ct Cl' ù;,dépendantes de p et telles que pou',. tout élément (j,u) 
de Usp no~s avons: ! 
5.4. ApPLICATIONS DE RECOLLEMENT 
Encore une fois, soit ,sp = (T, D, a) une donnée de strate stable pour des 
applications j p-holomorphes ~vec l points marqués, et soit C = (u,j) un élément 
de .A1sp (P, iF). Soit SB l'image de Sp sous l'application Frr, SB := 1T(Sp), et 
p~sons CB := F 7r (C) = (UB,j). Finalement, soit S l'image de Sp 'via l'application 
oubli Fp et dénotons par Su l'image de S par Fmap , l'application qui consiste à 
oublier la donnée homologique (les applications). 
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Remarque 5.4.1. Remar"quons bien que à pr"ior"i, SE =f:. SB et Su =f:. S. En fait, 
l'indice u vise à. sou1igneT" le fà,it que ces données de st'mte sont à PT"ioT"i instables. 
On voit aisément que si Fp = Fmap alor"s nous devons aussi avoiT" F7r = Tl et ainsi 
SE = SB et Su = S. Toutefois, F7r = Tl n'implique pa,s fOT"Cément que Fp = Fmap . 
Nous allons dans ce qui suit expliciter la procédure de gluing dans le cadre 
fibré .. 
5.4.1. Applications de recollement dans le cas stable. 
Dans ce qui suit nous anons,supposer que Fp, et ainsi :F7r et FE, préservent 
la structure d'arbre, où autrement dit que (.Tl(u),j) et j sont stables. 
Considérons l'orbi-fibré Cs au-dessus de A1s défini 'dans la section sur le recol-
lement des courbes nodales. Les applications F p et F11 induisent respectivement 
un orbi-fibré au-dessus de j'Asp(P, Jp ) et j'AsB(B, JE), qui sont donnés par les 
pull-backs : 
Un élément de Cs p est donné par un triplet (u, j, p) où j E j'As. Similairement, les 
points de CSB sont donnés par des triplets (~11,j, p). Notons enfin que F7r induit 
l'application fibrée slllvante 
F 7r : CSp --+ CsB, (u,j,p) 1-+ (Tl(u),j,p), 
Le but ici est de construire une application Jp-holomorphe à partir d'un 
élément de CSp , ainsi qu'une application J 11.,.holomorphe à partir des éléments 
de CSB , de façon compatible avec la projection Tl. 
Remarque 5.4.2. Pour: plus de simplicité dans l'e:L'position, nous supposerons 
ici que les applica,tions en jeu ne possèdent pas d' automo'f'phisme. Dans le cas 
contrni'f'e, les applications de r"ecollement que nous allons constntir'e sont en réalité 
définies sur' des systèmes un'ifonnisant.s locam: compatibles avec la projection Tl, ' 
~p --11 (Hl ,Aut(u,j),pwp ) et (W ,Aut(iT(u),j),pwB),' 
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pmt'r des voisinages l,V P et VVB , r'espectivement autour des applications holo-
morphes stables (u,j) et (rr(u),j). Ainsi, les domaines des applications de T"e-
collement ClP et GiB ci-dessous sor:t véritablement donnés par 
, 
Toutefois, on voit directement dans laconstr'uction de ces applications de recolle-
'ment que celles-ci sont 'respectivement Aut(u,j) et Aut(7r(u),j) éqttiv(L1'iantes de 
sorte qu'elles sont en fait bien définies su'r les or'bi-fibr'és 
Remarquons enfin que la condition d~ stabilité est justement essentielle dans ce 
ms, afin d'obtenir' cette équiva'riance. 
L'opération de pré-recollement définit applications lisses: 
et 
qui par le lemme 5.2.1 satisfont la propriété: 
Rappelons que les applications pré-recollées sont lisses et approximativement ha-
lomorphes, et qu'elles ont pour domaine la surface de Riemann surface lisse (avec 
points marqués) ~p que nous écrirons parfois jp := gls{j, p) pour mettre l'accent 
sur la structure conforme. Le.'5 recollements holomorphes seront. en particulier des 
applications de (~p) obtenues par p,erturbat.ions du pré-recollement dans des di-
rections transverses aux noyaux des ~pérateurs Dup et D~B.p' En d'autres termes, 
nous cherchons des éléments 
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Op > OB assez petits, solutions des équations de Cauchy-Riemann: 
. et tels que 
L'existence et l'unicité de ces solutions nous sont donnés par la version pa-
ramétrique suivante, du théorème des fonctions implicites donné dans [40], [29J) 
[3], 
Proposition 5.4.1. (Théorème desfonctions implicites pf!'ramétriques) 
Soient X et Y deu:r espaces de Banach fibmn{ au-de.ssus d'une 7Jar"iété lisse B, 
avec des nor'mes dans les fibr-es qui évoluent continûment par' rapp01"t à B, Soit 
f : X ~ Y une application fibrée lisse telle que Vb E B, l'application fb est 
Fredholm et surjective, Soit G : Y X une B -famille lisse d'inverses à droite 
lisse lmifor-rnément bornée, au-dessus de B, par' une constante C2, i,e 
pour' tout b E B, Supposons qu'il existe une constante unifor'me sur B, Cl telle 
que 
désigne ici l'e:l.pansion de fb autour de O. Supposons enfin qu,e 
Ilfb(O)IIY < E, 
pour' tout b E B, où € est une constante telle que ÈCl < < 1. Alor's pour' un nombr-e 
0» € tel que 
1 
OCI < 2' 
et si on désigne par' BJ(O) le voisinage de la section nulle de Y au-dessus de B 
qui r-estr'eint à chaque fibr'e Yb nous donne Bb"s(O), la boule de myon 0 autour de 
0, il e:t;iste 'lme uniqne section 
.-./ : B ---+ B.s(O) c Y, 
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satisfaisant 
pour' tout b E B. 
Preuve: Pour la preuve, on réfèrera au chapitre concernant le gluing dans [3]. 
o 
Nous appliquons le théorème ci-dessus dans la situation suivante. Soient 
Par définition, les fibres de (prglP)*TBp et (prglB)*TBB au-dessus de (u,l p) et 
(UB,j,p) sont respeCtivement données par: 
Les applications de J?redholm (de fibré) qui nous intéressent sont les suivantes: 
. où cp p désigne ici le transport parallèle le long de la connexion Hermitienne induite 
par \JP (exp est l'application exponentielle relative à \JP), et 
où CPB est le transport parallèle le long de la connexion Hermitienne induite cette 
fois par \JB. Soit 
Lorsque-Ç" = 0, cès applications coïncident respectivement avec 
et nous avons donc que: 
D~ ç. B.p 
De la proposition 5.4.1, et des estimations données dans les sections précédentes, 
nous obtenons finalement: 
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Proposition 5.4.2. Soit p :> 2 et soient Usp et USB comme pr'écédemment, Il 
e:I:iste des constantes Ep et EB de telle sorte que pOUT' tout 
nOlfs ayons des constantes unifor"mes, cp et cf donnant les estimations du lemme 
5 2 3 " P B P t B l' II " " , aUIS?, que El' E] ,C2 e C2 pour' esque ,es : 
et 
Par" conséquent, il e:riste des constantes positives 8 P et 8 B, telles que : 
ainsi que des applications lisses : 
où. 
avec 8B » EP et 8B » EP, de telle sorte que fP(u,j,p) ct f B (1LB,j,p) sont les 
uniques solutions au:c équations : 
et satisfont les estimations : 
De surcroît, nous avons la pT'Opriété suivante : 
Preuve: Le résultat sur l'existence et l'unicité des fonctions découle directe-
ment du lemme du théorème des fonctions implicites et du fait qu'il est possible 
en vue des estimations dOlmées dans les sections précédentes de trouver EB et 
Ep. Nous allons maintenant montrer la toute dernière égalité. Rappelons que 
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par le lemme 5.2.1, nous avons 7I(up) = (F1r(u))p =: uBr POSOllJ3 maintenant 
çP = Q~pfP(u,j, p) et fP(u,j, p) E Bop(O) alors par construction 
Donc E,P est l'unique solution à l'équation 
et nous obtenons par holomorphicité de la projection 71 que: 
,Or: 
impliquant que çB est en fait~dans l'image de Q;:B.P' Par ~onstruction nous avons 
que IlçB11 < 2cfEf, d'où le résultat énoncé. 
o 
Remarque 5.4.3. En posant 
no'us obtenons que 
le r-elevé hor'izontal de f JJ • 
Nous définissons à présent les applications de recollement dans B et dans P. 
Définition 5.4.1. Soient USp , Ep, USB et EB comme dans le théor'ème pr'écédent. 
L'application de recollement dans B est l'application lisse donnée par' : 
De façon similair'e, on définit le r-e.collement dans P : 
Nous avons le résultat suivant : 
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Théorème 5.4.3. Soient USP1 ép, USEI et éB comme dans le théorème précédent, 
alors 
Preuve: Rappelons pour commencer que la projection du pré-recollement U p 
par Ti, nous donne le pré-recollement UB,p de l'application UB 
théorème suit de la suite d'égalités suivante: 
. 1r 0 Glsp(u,j,p) - 1r(expu
p 
QupjP(1.t,j, p)) 
= exPtr(up)(1r*Qup jP(u,j,p)) 
B P( .' 
= exP1r(t<)p(Q1r(t<)/rd u,j,p)) 
= . eXPUB.p(Q~B.pjB(UB,j,p)) 
Ti(U). Alors le 
= GlSB (1r(1i),j,p) GlB o.rtr(u,j,p). 
o 
Voici une autre propriété particulièrement importante des applications de re-
collement: 
Proposition 5.4.4. Soient Sp, SB, et S comme au début de cette section, et 
considéTOns Usp et USB comm,e plus haut ainsi que op et OB comme dans la 
pTOpositZon. Alor's il e:fiste des ouverts pT'Opn?s Usp C Usp, USB C USB tels que 
.rtrUSp = USB' et des constantes op < op, oB < OB pour lesquelles les applications 
Glpl u' et GlBl u' sont des difféomorphismes locata. Sp SB . 
Preuve: Nous omettrOlL'3 la preuve, qui est une adaptation directe, au cas fibré 
des arguments dOlmés dans [29] chapitre 10, ou encore [3] théorème 7.6, au vu 
de la forme des inverses à droites. 
o 
On peut appliquer les méthodes ci-dessus afin d'obtenir des application de re-
collement entre deux strates données des espaces de modules considérés. Précisément, 
soient Sp et Sp deux données de strate stables telles que Sp < Sp. Soient SB et 
S~ les projections correspondantes via F:r, et S ainsi que' S' sont les projections 
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via F p . Nous avons donc que S < S' et SB < SB' On supposera que Sil = S de 
sorte que 
(S')U, = S', SB = SB' SB = (SBt. 
Considérons les fibrés 
et soient Up et UB des o~verts propres dans les strates données par Sp et SB 
et tels que FrrUp = UB. Par la construction précédente, il existe des constantes 
positives Ep et EB et des difféomorphismes: 
et 
qui sont compatibles avec TI. Par définition de 'cs P.s'p, un point de ,csp est donné 
par un uplet 
avec (n, j, Pl) E 'csp,S'p et P2 désigne les paramètres de gluing restants. Alors dans, 
ces notations, l'application Glsp,s'p induit l'application suivante: 
On observe la même chose pour GlSB S' et il en découle, comme dans le cas 
'B 
des surfaces nodales, que: 
Lemme 5.4.5. 
Supposons à présent que nous ayons trois strates S'P se projetant sur SB et 
telles que Sp < S'P de projections SB < S'B. Posons 
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Comme les applications Glsp S' et GlSB s' sont des difféomorphismes, nous pou-l P 1 B 
vons définir de nouvelles applications de recollement : 
et 
Gls SI : CS SI 1 --+ Ms' (P .Ip ) P, P . p, p,Ep ~v, P' 
. sp,sp 
données respectivement par 
Gl~, S" := GlsB S" 0 GlS- l S' et Gl~, S" B' B ! B B, B p~ P Glsp S" 0 GlS- l S' , J P p, P 
où l'on vérifie encore une fois que: 
F_ 0 Gis' f S'" 
" PI P 
Ces recollement.s ne correspondent pas à priori aux recollements Gls'a,s'!J et 
Gls'n,s'iI construits comme précédemment. Une telle égalité signifierait que le re-
collement est associatif, ce qui serait envisageable s'il était possible de montrer 
l'indépendance des choix effectués lors de la construction du gluing (el) l'occur-
rence l'indépendance vis-à-vis du choix d'inverse à droite). Mais dans le contexte 
présent cela parait difficile. Cependant, nous verrons que ces applications sont 
proches au sens Coo ce qui suffira pour donner alLX espaces de modules la struc- . 
ture d'orbifold lisse. 
Remarque .5.4.4. Nous devons souligner'que le recollement tél que constmit 
ci-dess~ts e:LÏste encore quand bien même les domaines ne sont pas stables. De 
, 
surcrmt, le T'Ccollement est un difféomorphisme au niveau paramétr'é. Pottr' déduire 
cela, la condition de stabilité des, applications est cr'ucia.le, 
5.4.2. Gluing : le cas non stable. 
Comme déjà constaté dans la section précédente, toute la construction qui y 
est effectuée s'applique quand bien même les données de strate sont non-stables. 
Cependant : 
• les applications obtenues ne sont définies qu'au niveau paramétré, i.e aV'd.llt quo-
tient par AutO), Bien que ces applications soient, essentiellement par définitidn 
Aut(tt,j) et Aut(7i'(u),j) équivariarites, nous ne pouvons à priori rien affirmer 
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en ce qui concerne l'action du groupe des reparamétrisations du domaine clans 
son entièreté . 
• le gluing pour les surfaces nodales est dans ce cas ni injectif, ni un difféomorphis-
me locaL Or, nous avions jusqu'à présent paramétrisé nos recollements par ceux 
des domaines. 
Par définition, l'instabilité résulte d'un manque de points marqués permet-
tant de fixer (localement) une paramétrisation, où en d'autres termes une slice 
de l'action du groupe de reparamétrisations du domaine. Chaque point marqué 
permet de réduire un degré de liberté pour ces reparamétrisations. 
En adoptant l'approche prise dans [3], nous introduisons dans la section qui 
suit, la notion d'applications holomorphes balancées, qui nous permet d'effectuer 
une réduction du groupe dés reparamétrisations du domaine, à partir du moment 
où nous avons au moins un point marqué, et si l'application est non constante. 
Cette réduction ne sera que partielle, mais toutefois compacte, ce qui est suffisant 
pour l'existence d'une section de l'action (sliçe). 
5.4.3 .. Applications holomorphes balancées 
Soit l E N tel que 0 :s:; l < 3. Dans les trois situations possibles, le domaine des 
éléments de /VfO,I(P,O',Jp) n'est pas stable. Sij [82, xl> ... ,xt] désigne l'élément 
, 
correspondant dans .'\.10,1, nous avons dans ce cas que Aut(j) est un groupe de Lie 
non-compact (fini-dimensionnel). Il sera utile par la suite de considérer une slice 
pour cette action de groupe, ou encore de réduire ce groupe d'automorphismes 
à un grotÎpe compact. Pour ce faire, .nous introduisons la notion de courbe ho-
lomorphe balancée. Parmi les trois possibilités mentionnées, nous n'allons nous 
intéresser qu'aux cas l 1,2. 
Cas l = 1. Nous savons que Mo,l consiste en un seul élément jl = [82,00]. Ici, 
nous verrons 8 2 comme le plan C avec un point à l'infini noté {oo}. Rappelons 
aussi que le grot~pe P8L2(C) agit sur C via les fractions rationnelles. 
Soit tr ~ C le groupe des translations du plan complexe et soit mul ~ C* le 
sous-groupe de PSL2(C) agissant sur C par multiplication complexe. Le produit 
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senù-direct 
g:= tr t>< mul, 
agit sur C de la façon suivante : 
((t,m),z) J-4 m.(z t). 
Nous avons directement que : 
Lemme 5.4.6. 
Aut(j]) = ti' t>< mul. 
C..onséquemment nous avons que : 
\ Â (P J) _ Nt (P,O", J p ) jVlO,l ,0", P - g . 
Rappelons que la densité d'énergie d'une application 1t est donnée par Iidul12g . 
Jp 
Nous avons vu dans le cha.pitre sur les théorèmes de structure que 
et que pour un choix donné de forme symplectique sur P de la forme 
'i. 
on obtient 
On définit à présent la notion de centre d'énergie. 
Définition 5.4.2. Le centre d'énergie d'une application Jp-holomorpheu non-
constante, est lenomb're complexe noté C(u) donné par: 
C(u) 1 1 12 2 E(u) c zlldu(z) 1 JpdvolS . (5.4.1) 
De façon analogue, on définit, S01tS la condition Evert (u) > 0, le centre d'énergie 
'I.lerticale de u par' : 
(5.4.2) 
et sous la condition EB(1T'(u)) > 0, le centre d'énergie horizontale de u par': 
(5.4.3) 
. qui est en par·ticulier le centre dénergie de 1T'( u) . 
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En d'autres termes, le centre d'énergie est la valeur moyelme pour la densité 
IIdl1112g et similairement pour le centre d'énergie verticale et le centre d'énergie Jp 
horizontale. On vérifie aisément qu'en effectuant la transformation z I--t z - C(u), 
et en posant C(u,(z)) = C, nous obtenons: 
C(l1(z - C)) = E~U) ,Ic (z - C)ldn(z - C)12dvolS2 = 0, 
car l'énergie est un invariant conforme. On obtient la même identité pour CV(u) 
ainsi que pour C"(1/,). Précisons aussi que la définition du centre d'énergie ne 
dépend pas de la carte choisie. 
Remarque 5.4.5. Il découle dir'ectement de la définition que si 11 est verticale, 
resp. hor'izontale, alor's C(u) = CV(l1), r·esp. C'(u) = C"(u). 
Soit n E Mh(P,U) et soit 1/'B:= r.(u), nous posons 
Nous définissons à présent la notion de courbe balancée dans B, qui correspond 
à la définition donnée dans [3]. 
Définition 5.4.3. Une application JB-holomorphe non-constante 'UB élément de 
j\/th (B, UB) est dite balancée si : 
(5.4.4) 
OÙ B 1(0) C <C désigne le disque unité ccntTé en 0 et E(UB,B1(0)) l'énergie de 
tiB dans ce disque. Nous dénoteT'Ons. par' MS.i(B,UB) l'ensemble de toutes les 
applications Jp-holomorphes balancées avec 1tn point marqué. 
Voici un exemple très simple illustrant quelque peu cette définition. 
Exemple 5.4.1. Posons B = S2 = <C U {oo} avec la forme de volume Wo induite 
par' la métrique de Pubini-Study i. e 
1 
wo(z) := i/2 (1 + Izl 2)2 dz 1\ dZ. 
En passant en coor'données polair'es, i.e en posant z = rei(J, un simple calcul nous 
montr'e que pour' u : S2 ----+ S2, Z I--t az + b, nous avons : 
CB(u) = b, E(u) = r. et 
. r. 
E(u,B1/1al(b)) = 2' 
de sorte que u est balancée si et seulement si lai = 1 et b = 0, 
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Nous pourrions définir de façon analoguemle applica.tion balancée dans P, 
mais, pour des raisons de compatibilité ave~ la structure de. fibratioIl, qui s'avèrera 
essentielle par la suite, nous propOSOIlS la définition suivdIlte à la pl<tce. 
Définition 5.4.4. Soit ttne ~ourbe l p -holomorphe u E M j1 (P, (1) avec (1 f= O .




Nous dénotemns par ~:~(P,(1) l'ensemble de toutes les appliccdions l p -holomor-
phes horizontalement balancées avec 'lm point rnar-qu.é . 
• Si "Ir*(1 D, aut:rement dit u est contenue dans u.ne fibr'e de "Ir, on dim que 1.[, est 
balancée si elle est 1Jerticalement balancée, i.e si 
(5.4.6) 
Nous dénotemns par Mi;:~(P, (1) l'en.semble de toutes fesapplications lrholomoT-
phes ver-ticalement balancées avec un point mar-qu.é. 
Remarque 5.4.6. Pou.r· plus d'homogénéité dans les notations, nous désignemns 
'1)(1.1' ;Qgl(P,(1) l'ensemble des c01J,T'bes l p -holomorphes balancées avec un point 
1 . 
. 'D O· M b (P) ~ Ab,tl (P ) t . marque. e sorte que si "Ir.(1 =. , nous a.vons 0,1 ) (1 .lvlO,l' (1 , e St 
~"b . -'bit 
1r*(1 f= 0 nous avons M o,l(P,(1) = Mo',l(P,(1). 
Il résulte directement de la définition que, lorsque "Ir.(1 = (1B 0, la projection 
1r induit naturellement une application: 
Notons que si nous avions adopté la définition originale de courbe balancée 
dans P, cette application n'existerajt pas forcément. En effet, considérons le cas 
suivant. 
Exemple 5.4.2. Soit P 
tion 1r. est la pr'ojection sur' le premier' facteu.r· et .1 p est la str"uct'ure comple:r.e 
produit sf.andard. Considérons l 'applic~tion holomorphe u( z) = (z, z + b). Cette 
courbe se pmjette su.r' UB(Z) = z, et nous avons vu dans l'e:remple pr'écédent que 
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par' le second terme dans u et donc par' l'exemple qui pr'écède, nous avons que 
CV(u) := b et Evert(u, B 1(b)) = 7r/2 ~ fiv,dè sorte qlte u(z - b) est verticalement 
balancée. Notons maintenant que si C désigne le centr'e d'éner-gie de u dans le 
sens de la définition originale, nous devrions avoir' : 
, et on 'Voit aisément que 
Donc u(z - b/2) est balancée dans le sens original mais se pmjette SUT" Z - b/2 
. qui n'est pas balancée. 
Nous décrivons à présent le lien existant entre l'espace de modules des courbes 
balancées et celui des courbe non balancées. Il consiste à reparamétriser les ap-
plications holomorphes en jeu, en translatant le centre d'énergie vers 0, puis en 
m.ultipliant par l'unique dilatation réelle qui "ramène" la moitié de l'énergie totale 
clans le disque unité. 
Lemme 5.4.7. Soit a =1= 0 T"epr'é8entable paT" des applications holomorphes et soit 
aB sa pmjection .. 4lor·8, il e:L'Ïste une application lisse canonique surjective: 
Si de sUT"cmît, aB =1= 0, il e:L'Ïste une application analogue: 
et nous avons 
Preuve: Le but est ici de construire une application canonique 
telle que 
~b '---b 
'U 0 (cpp(u)) E .ivto 1 (P, a). , 
Dans ce ca.,> , l' application cP~ est simplement donnée par : 
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Si (TB =1=- 0, par définition, une courbe u est balancée ssi 7r( u) est balancée, de sorte 
qu'il suffit de construire une application 
,comme décrit ci-dessus, et dans' ce cas nous obtenons automatiquement que 
?>~ = if;~ étant donné que Iiduh l1 2 = Ild7r(u)112. La dernière affirmation en découle 
directement. 
La construction des-dites applications vers 9 résulte d'une construction tout 
à fait générale que nous décrivons à. présent. Soit u. une application holomorphe 
dans une variété symplectique 1V[ et soit G le centre d'énergie de 7J, (penser à 
G"(u) si (TB = 0, et à. C B (7r('ll)) dans le cas contraire)."Notons Br(C) Cela 
boule de centre G et de ra}'on r. Considérons la fonction lisse.: 
E : lR+ ----* ~+, E(r):= E(u(z - C(u)), Br(C)), 
où E(u(z - G(7J.)), Br(G)) désigne simplement l'énergie de u(z - C) dans la boule 
Br (C). Cette fonction est strictement croissante, sa dérivée étant donnée par : 
d
d E(r) = r (21r Idu(reill)ld8 > 0, 
r Jo 
et elle s'étend en une fonction continue sur ~ qui converge vers 0 lorsque r -t O. 
Nous obtenons par conséquent qu'il existe un unique rayon noté m.(u) == 117. tel 
que 
E(m(u) = n. 
Par invariance conforme de l'énergie nous avons aussi que 
E(n(m.(z - C)), B1(C) = E(u(.z - C), Bm(G)) = n. 
L'applica.tion est alors obtenue en translatant par le centre d'énergie de u et en 
multipliant par m(u.), i.e: 
-1> 1> (n) = ('C(u),mell )). 
o 
Cette fois-ci, remarquons que si nous avions voulu définir la notion de courbe 
balancée dans P .comme étant à la fois horizontalement et verticalement balancée, 
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le lemme ci-dessus ne s'applique plus comme le montre l'exemple suivant, qui n'est 
qu'une variation des exemples précédents. 
Exemple 5.4.3. Considémns Pet B comme dans l'exemple précédent, et cette 
fois-ci considérons l'application u{z) = (z,az), où a E R+, avec a =!= 1. Alors ua 
pour centr'e d'éneryie 0, et est hoT"'izontalement balancée, mais pas verticalement 
et dans ce cas, nous avons que 
qui 'Vaut li si et seulement si a 1. 
Toute courbe holomorphe balancée possède un groupe à un paramètre d'au-
tomorphisme identifié à S1. Ici S1 agit sur C par rotations autour de l'origine 
, 
(centre d'énergie). L'application 4>~ (et respectivement 4>~), envoie une orbite de 
9 sur une orbite de S1 ci-dessus. En effet, supposons sans perte de généralité que 
u est balancée, et soit 9 E g. Alors pour que g.u soit balancée il faut et il suffit 
que 
pour un certain e E [0,271-]. Nous pouvons donc conclure que: 
u) Mo,1{P,u) ~ .........;~_:... 
Cas l = 2. Ce ca,> est similaire au précédent. Ici Mo,2 {j2} = (S2, 00, O), et le 
groupe d'automorphisme de j2 est donné par 
Nous définissons comme dans le cas précédent: 
Détinition5.4.5. Une. application JB-holomorphe non-constante liB E ,;'v{h(B, UB) 
est dite balancée si : 
(5.4.7) 
Nous dénoterons par Mg.2 (B, U B) l'ensemble de toutes les applit',ations J p-holomor"-
phes balancées avec deux points marqués. 
Nous posons : 
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. Définition 5.4.6. Soit une cour'be Jp-holomorphe u E j\!fh(P,(T) = j\!fO,2(P,(T) 
avec (T # O. 
• Si 1I*(T # 0, on dim que lt est balancée si elle est ho'1'izontalement balancée, 
i,e si 
(5.4.8) 
Nous dénotemns par' j\!f~:~(P, (T) l'ensemble de toutes les applications Jp-holomor-
phes hor'izontalement balancées avec deux points marqués, 
• Si 1I*(T = 0, autr'ement dit u est contenue dans une fibr'e de 11, on dim que u est 
ba.lancée si elle est verticalement balancée, i.e si 
(.5.4.9) 
Nous dénotemns par j\!f~'~(P, (T) l'ensemble de toutes les applications Jp-holomor'-
, . 
phes verticalement balancées avec deux points mar'qués, 
Encore une fois, pour homogénéiser les notations on dénotera par j\!fg,2(P, (T) 
l'espace de toutes les co'urbes balancée!? avecdeux points marqués. Comme précéde-
mment hous avons que : 
j\!fg 2( P, (T) j\!fO,2(P, (T) ~ 'SI . 
Applications stables balancées. Soit (u, y, x) == (u,j) E Msp(P). On considè-
re l'application balancée sous-jacente. Précisément, supposons que Sp = (T, D,if) 
est indicé par l, et soient IV et I h les sous-em:;embles de l indiçant respectivement 
les composantes de fibre et les composantes principales. Posons aussi if == {(Ti hE/' 
Si le domaine (dans la normalisation) de la i-ème composante de (u,j) n'est 
pas stable nous remplaçons alors l'application correspondante 'lLi par l'applica-
tion balancée associée 'rP~ (uJ. En vue des définitions données nous a.vons delLx 
possibilités: 
• Soit i E J<' alors rP~( Ui) est verticalement balancée; 
• Soit i E I h alors (P~ (Ui) est horizontalemeùt balancée. 
Nous explicitons la construction ci-dessus. Posons 
j :~ {ji}if:d "':= U(I:i , {Yij}iEj, {Xmhnf:D-l(i))/Yij~Yji' 
lEI 
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et définissons alors 
1" := {i E J 1 j; est instable} , 
et fB comme étant le complémentaire de J" dans J, Rappelons que j\.;{sp(P, Jp ) 
est la sous-variété de 
satisfaisant les relations d'incidences appropriées, Donc dans cette notation, l'ap-
plication 1>~ induit une application notée de la même manière: 
iEJ 
Définition 5.4. 7. On pose 
Cet ensemble est appelé espace de modules des applications J p-holomorphes ba-
lancées pOUT' la strate S p, 
Sur cet espace d'applications balancées, l'action du groupe des reparanlétrisa-
tions, se réduit à celle de (S1 yu combinée avec l'action de A ut( S p), Remarquons 
que AutO) fibre au-dessus de Aut(Sp) qlÙ est fini, de sorte que le groupe agissant 
est en réalité le groupe prodlùt(Sl)Ju x Aut(Sp) et nous avons 
En désignant par SB = (TB, DB, o'Ë) la projection de Sp via F1f nous pouvons 
définir similairement l'espace: 
et par la discussion ci-dessus nous avons que: 
~b . 
MSB(B) 
MSB(B) = (Sl)fu nJh X Aut(Sp)' 
Remarque 5.4.7. Afin de simplifier' les notations nous poseTQns : 
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Il suit du lemrne 5.4.7 que T'Ir induit naturellement une application: 
(5.4.11) 
qui est équivariante par rapport à l'action de (81)f" et Aut(Sp). Après avoir 
effectué le quotient par l'action des automorplùsmes restants on retrouve l'appli-
cation 
Remarque 5.4.8. Si- à la place de T'Ir nous 'Utilisons 7r, nous obtenons en dalité 
un sous-espace de 
II B. 
lEI" iEI"nIv 
Ce sous-espace est balancé à stabilisation pTès. En ·désignant par' SË l~ pmjection 
de Sp par' 7r, nous dénoteTOns ce sous-espace par' M~B(B). Il est ct noté que les 
domai'ries des composantes instables héritent de la pammétr'isation natumlle des 
a,pplications balancées verticalement sous-ja.centes, 
5.4.4. Applications de recollement et applications balancées 
Pour commencer, nous allons rappeler la construction des applications de 
gluing dans le cas instable, telle que donnée dans [3]. Soit SB une donnée de 
strate stable, et soit S' := Tmap'(SB)' Considé~ons A1s" l'ensemble des courbes 
nodales paramétrées, ayant S"U comme représentation en terme d'arbre et soit 
.cs" le fibré des paramètres de gluing au-dessus de Ms'" Considérons le fibré des 
paramètres, de gluing au-dessus de MSB (B) comme défini précédemment: 
On va considérer en particulier la restriction : 
CsBI-'-'b ' MsB(B) 
de ce fibré à l'espace des applications balancées pour la strate SB, que nous avon.'3 
défini dans la section précédente. Posons 
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Remarque 5.4.9. Localement, le jibr'é des pammètres de r'ecollement au-dessus 
des applications balancées est don 'né par' : 
où Vj c }vt~u est un voisinage AUt,.cd,B = (Sl)II81 X Aut(S') invar'iant autour' du 
point j E .I\;f~u qui est assez petit. En paT'licnlier', ce voisinage se pmjette snT nn 
voisinage ltjt' C Ms, 
Notons à présent que Autred,B agit na.turellement sur Cj, où l'action y est 
donnée par rotation: supposons pour plus de simplicité que Aut(SB) = id, et 
dénotons par SIle groupe d'automorphismes provenant de la composante, notée 
I;i, de j' E Vj indicée par i E lil, Si Yij sont les points nodaux sur I;i, qui sont au 
maximum au nombre de deux, alors : 
5.1 'T''' 'T''' (Hl) UJ i X .l.YijLJi ---t .l.yijLJi, e, v I--t e v, 
par définition de l'action de S] sur 'I;i, et par conséquent. Si agit naturellement 
par rotation sur 
Ci,j = TyijI;i ® Ty,;I;j ~ C. 
Nous avons donc une action de A ut ,'cd B sur CSB 1.__ . Par l'hypothèse 
, A4~B(B) 
(5.0.4), nous avons que pour tout élément de M~B CE), la linéarisation de l'opérateur 
de Cauchy-Riemann est surjective, Il s'ensuit que pour un ouvert propre UB C 
Mt (E) que nous pouvons choisir Aut,'ed,B invariant, il existe fB et une applica-
tion de recollement : 
et de surcroît le diagramme suivant est commutatif: 
J fmap 
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Cette 'application est Autred,B équivariante, et nous pouvons ainsi considérer 
ce recollement au niveau du quotient: 
La même construction en remplaçant B par P nous donne une application: 
C* 1 SPI'P Up 
Autred,P 
---+ Mo,I(P, a), 
où S p désigne une donnée de strate stable. ' 
Théorème 5.4.8. (B. Chen, A-M. Li) L 'applica.tion GI~B (resp. Gl~p) est un 
difféomorphisme local. 
Nous allons donner une idée de la preuve de ce théorème da.ns ce qui suit. 
Soulignons avant tout deux éléments concernant les applications de recollement 
définies ci-dessus : 
Notons que si 1 23, nous pouvons remplacei' Mo,z(B, aB) (resp. /viO,I(P, a)) 
par Mo,I(B, aB) (resp. A10,I(P, a)). En revanche, si 1 < 3, nous devons faire 
attention lorsque nous voulons quotienter par les automorphismes de 52 
préservant moins de 3 points, étant donné que ceux-ci apparaissent en fa-
milles non-compactes. Il faut en particulier s'assurer que l'image du recol-
leinent nous donne une slice pour l'action de ces automorphismes, auquel 
cas, toute ambiguité concernant le quotient disparait. 
L'application GI~B (resp. Gl~p) est un difféomorphisme local au niveau des 
applications paramétrées. Le but est donc de montrer que cette propriété 
demeure vraie après passage au quotient. 
Pour la preuve nous allons considérer séparémment les différentes situations 
qui apparaissent. Aussi, nous n'exposerons que le cas où nous n'avons qu'un seul 




le domaine d'une application' stable avec un point nodal, et considérons sa. nor-
malisation : 
où D = DB : {l, ... , i} --t {1,2} (resp. Dp) la fonction d'assignation des points 
marqués dans SB. Nous listons désormais les cas qui nous intéressent: 
1) L;1 est stable et L;2 est instable avec ID-1 (1)1 ;::: 3 et ID-1 (2)1 ~ 1. 
2) L;l est stable et L;2 est instable avec ID-1 (1)1 S; 2 et ID-l(2)1 = 1. 
3) L;1 est stable et L;2 est instable avec ID-1(1)1 S; 2 et ID-1 (2)1 = o. 
4) L;1 est instable et L;2 est instable. 
En réalité, tous les cas décoùlent des deux suivants: 
a) Le cas 1) ci-dessus avec ID-l(2)1 = o. 
b) Le cas 4) ci-dessus avec ID- l (l)1 = 0 et ID-1 (2)1 = o. 
Nous traitons à présent'les cas a) et b). Notons qü'il suffit de travailler loca-
lement ce que nous allons faire. 
Le cas a). Dans ce cas, on peut sans perte de généralité, fixer 
c'est à dire fixer le point Y21 comme étant 00. Le groupe Autred,B, quant à lui, se 
réduit à 51 et l'application de recollement .est ainsi domiée localement (cf 5.4.9) 
par : 
Gl~B :)\;f~B (B) I~ XSl <CIo --t Mo,t(B, aB), 
Jo 
où jo est la surface décrite par L; plus haut. Soit Ua = (Ul, 11<2) un élément de 
163 
Notons que MtJo(B) est une variété lisse par (5.0.4). Considérons une slice Nu" 
pour l'action de 8 1 passant par uo. Alors cette slice peut s'exprimer comme 
où l'I,TUGJo est une slice de .... \:11BJO (B) autour de 'Uü, qui peut être vue comme 
l'intersection de ce dernier espace de modules avec i'luo ' Posons à présent 
Remarquons que Vj~ est paramétré par des voisil1ages de X4, .... , Xl E 2::1. ainsi que 
par un voisinage de Y12, lequel sera désigné par VY12 "de sorte que si nous oublions 
les voisinages des points marqués pour simplifier, nous avons Yj~ = Vy12 ' Nous 
concluons donc qu'un voisinage de [1J,O,jo] E MsB(B) peut s'exprimer comme le 
produit: 
et si on fixe un paramètre de recollement Po et un voisinage de ce dernier, V Po E Cjo 
tel que IPol < tH, le recollement, s'exprime localement de la façon suivante: 
Observons que la surface obtenue via ce processus: 
ne dépend que de jo (rappelons que en vue de simplifier l'argument, nous avons fixé 
les points marqués sur 2::1), tel que nous assure la théorie de \Veil-Peterssonsur les 
espaces de TeichmÙUer. Cette surface est précisément donnée par I:1• Désormais 
nous désignerons cette surface par jl et nous pouvons réécrire l'application cÎ-
dessus comme suit : 
Le hut à présent est de comparer cette application avec une autre que nous 
avons déjà rencontrée. Pour ce faire, nous stabilisons la surface I: en ajoutant, deux 
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points marqués {wo, wtJ, à :E2. Cet ajout permet de fixer la paramétrisation de 
:E2 U{WO,Wl} à 
(S'g,O,l,oo), 
simplement en reparamétrant via l'unique élément (t, m) E 9 qui envoie 0 sur Wo 
et 1 sur Wl, ce qui est équivalent à demander que : 
-mt Wo et m Wl Wo. (5.4.12) 
Posons ainsi 
30 = :El U (st 0',1, (0). 
Soit Sn(2) la donnée de strate correspondant à cet ajout. L'application Uo est 
naturellement vue comme un élément de M SB(2)(B), ayant pour domaine Jo, et 
localem~nt autour de ('Uo,}o) ce dernier espace de modules, qui est une variété 
par l'hypothèse (5.0.4), prend la forme: 
où Nuo est un voisinage de Uo dans MJo(B). Dans cette expression, nous avons 
encore une fois fixé les points marqués X4, ... ,Xl E :El. Notons que peut être 
pour sa part choisi comme étant : 
où go désigne un voisinage de l'identité, ie (0,1), dans g. 
Possiblement, en choi'5issant Po de rayon plus petit, en fixant y E Vu12 à Y12, 
nous avons une application de recollement : 
où J désigne le recollement de 30 pour le paramètre Po. Cette application est un 
difféomorphisme comme montré dans le cas stable. De surcroît, étant donné que 
nous avons fixé Po ainsi QUéY12, l'image dans le recollement de 30 des nouveaux 
points marqués, {a, 1} E :E2, est fixée. Afin de mettre l'accent sur le fait que 
ces deux points sont fixés par le recollement, nOlIS remplaçons 3 par J/2 , Ainsi, 
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l'application qui consiste à. oublier ces delL'{ points induit une identification entre 
jl et J/2 , et par là même un isomo~phisme : 
En utilisant cette identification nous pouvons écrire: 
Dès lors, ·afin de pouvoir comparer cette application à Cl~B définie auparavant, 
il nous suffit de trouyer une identification naturelle : 
Il suffit donc en particulier de trouver un isomorphisme noté C, entre VY12 X Vpo 
et go. Cette identification est obtenue en regardant comment le recollement de 
jo, pour les paramètres Y12 E V Y12 et Po E V po' affecte les points {wo, Wl} E ~2 qui 
sont dans go.{O, 1}. Précisément, y est obtenu en considérant l'im~ge de 'Wo par 
ce recollement, i~e 
y - Y12 = POWo, 
et P est. donné en mesurant. comment la dist.ance entre 100 et 'W1 est dilatée par 
Po, autrement dit: 
Pour résumer nous posons donc : 
(5.4.13) 
On pose par la sui te : 
C(1L,y,p) = G(y,p)1L, (5.4.14) 
et 
Si nous avions l'égalité entre cette nouvelle application et ClSB(2),Y12,po nous pour-
rions tout de suite déduire le résultat .. Les auteurs dans [3], montrent. que même 
si ces applications ne sont. pas les mêmes, elles sont toutefois Cl proches l'une 
de l'autre pour po assez pet.it, ce qui permet de conclure que Cl'.:, (2) . , et par 
. uB ,Y12,PO 
166 
là même Gl~B' sont des difféomorphismes. 
Le cas b), Dans ce cas, nous avons: 
et 
où nous avons différencié les groupes d'automorphismes de chacune des compo-
santes via les indices 1,2, et où nous oublions pour simplifier les automorphismes 
d'arbre Aut(SB) poss'ibles, afin de simplifier l'exposition. Main~enant, pour sim-
plifier les notations, supposons que la strate donnée par SB est compacte. Alors 
le, recollement est donné par : 
Rappelons à présent que 
Afin de montrer que Gl~B définit bien un difféomorphisme (local) quand on passe 
au quotient, il nous faut montrer que l'image de Gl~B représel~te une slice dans 
)\Ao,o(B, (TB) pour l'action de Aut(82), Pour ce fajre, nous allons considérer, 
comme dans le cas a) en fait, une autre application de recollement qui, elle, 
localement, défuüt une telle slice, et qui est (Cl) proche de Gl~B' 
Le point crucial réside ici en la comparaison (locale) entre les paramétrisations 
de E, avec celles de 8 2. Bien entendu, pour ces premières on compte 4 dimensions 
complexes tandis que Aut(S2) ne possède que 3 degrés de liberté. Toutefois, le 
recollement de E pour un paramètre p dOlmé nous permet de fixer un des degrés 
de liberté dans Aut(E) comme il est expliqué ci-dessous. 
Posons: 
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Donc Aut(E)Yl.2 est un sous-groupe normal de Aut(E) que l'on peut identifier à 
où la composante Ci est explicitement donnée par le sous-groupe: 
qui est en l'occurrence obtenu en considérant la préimage de l'élément neutre via 
l'application: 
Nous désig,llerons par C2 le complémentaire de Cr dans mul! x mul2, autrement 
dit: 
Remarquons encore une fois que Aut(E) agit sur C;B' et en l'occurrence Auty1•2 (E) 
est le sous-groupe des automorphismes qui fixe les paramètres de recollement et 
C2 est par là même identifié naturellement à C;B' 
Soient à présent (ti' mi) E Qi> i = 1,2, des reparamétrisations de Ei' i = 1,2, 
qui peuvent être comme auparavant associées à des ajouts de deux points marqués 
{wQ, wfh, images de 0 et 1, sur chacune des composantes. Le gluing pour les 
domaines pour un paramètre p donne alors: 
Le processtis de recollement pour po nous donne : 
de sorte que l'élément In2 est complétement déterminé par le quadruplet 
et le degré de liberté supplémentaire est ainsi éliminé. Donc pour p donné, le 
fait d'ajouter trois points marqués sur E, déterminés en réalité par un élément 
de Auty(E), nous obtenons une unique paramétrisation de S2 via glp et nous 
pouvons donc voir Ep comme un élément de A,;{0,3. Cette observation permet 
en l'occurrence de conclure que, pour p assez petit, il est possible d'identifier 
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localement autour de l'identité les groupes Aut(S2) et AutYl,2(~) (cf. proposition 
12.11 dans [3]), ce que l'on peut écrire par: 
Noton/; à présent, pour ce qui va suivre, que le choix d'élément dans Auty(~) 
revient à considérer les éléments 11.Q = (ut, U;z) de M S13 (B) qui sont tels que Ul 
est balancée et 11,2 est seulement centrée. Désignons par M~13(B)I;espace de ces 
éléments, qui est une variété par (5.0.4). Notons que Si X S1 agit naturellement 
sur cet espace (pas muh!! !). De la même façon que pour les courbes'balancées, 
nous avons une application : 
(5.4.15 ) 
(5.4.16) 
où (m, tt) = ;;b~(ut}, et t2 est le centre d'énergie de U2. Cette application est 
Auty(~),Si X 51 équivariante et nous obtenons Pidentification : 
Ms13 (B) 
Auty(~) 
D'autre part, «:2 ~ mub agit de façon évidente sur M~13 (B) et l'espace des 
orbites de cette action: 
Soit à présent 
Mo,o(B,O'B), 
une application de recollement sur .I\A~13 (B). Soit à présent N une slice de j\;(~B (B) 
dans MsB(B). Alors, 
où C20 désigne un voisinage de l'identité dans C2. En considérant l'isomorphisme , 
entreC2,o et VPo , on peut voir, comme dans le cas a) que DlsB est Cl proèhe 
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de GISB ,l. Il reste alors à montrer que cette dernière application définit bien une 
slicedans A1o,o(B, aB) pour Aut(S2). 
Pour ce faire, considéràns une slice Iv, cette fois-ci dans .;\1~B (B), relativement 
à l'action de si x si. Un voisinage de Fi dans /vlsB(B) est donn~ par 
Définis.'::;ons : 
GlsB,2 : Auty(I:)o.Nx {po} ---4 A10,o(B), ((tl, m, t2), 1t) I-t glPo(tt, m, t2).GlsB(u), 
(5.4.17) 
où, d'une part, glpo(t!, m, t2) désigne ici l'identification locale entre Autll(I:)o, et 
Aut(S2) vue plus haut, et d'autre part GlsB est l'application de recollement sur 
les applications paramétrées dans Autll(I:)o.N, qui étend GlSB,l, i.e 
Mo,o(B). 
Cette dernière application est un difféomorphisme et possiblement en réduisant 
Po afin de contrôler l'action de glpo, nous avons que GlSB et GlsB ,2 sont proches 
et par conséquent GlSB ,2 l'est au"lSÎ. L'image de id.N par GlSB,2 nous fournit ainsi 
une slîce, or on remarque que par définition: 
et nous obtenons ainsi le résultat escompté. 
o 
1 
Remarque 5.4.10; 1) La pr'euve ci-dessus 7'ésulte de l'obse'rvation suivante dans 
le cas b), et d'une similaü'e pour le cas a). L 'application Gl~B découle plttS 
génémlement d'une application de recollement définie SUT' }.I(sB(B) et qui s'ex-
prime localement paT : 
où UILQ désigne 1tn voisinage 91 x 92 inva1'Ïant d'un point Uo E MSB(B) et 
Vpo est un voisinage autour' de po t;. C;B' En particulier' ClgB est obtenue en 
choisissant une slice appropr'iée pour' l'action de Aut(I:), q~ti nous est donnée 
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par'la restT'iction aux espaces d'applications balancées, En effectuant le quotient 
par' le groupe d'autornorphismes nous obtenons une application : 
A1oo(B, eTB) 
.__.o::..-.........J;..:;;. ----T -,.;..:.;;.' ~-:7~ 
Aut(S2) , 
que nous aimer'ions êtr'e en T'éalité à valeUT dans Mo,o(B, eTB)/ A'ut(S2). Notons 
que le membre de gauche est donné par 
par l'identification de VPo avec un voisinage de l''ident'ité da,ns Ci, ce qui nous 
donne ainsi une nouvelle application 
- U 
GlSs ,l :' A t UQ (~) X {po} 
• U 1/1.2 ' 
dont on doit montrer' la bonne définition, 
Mo,o(B,eTB) 
Aut(S2) 
2) Désormais nous abandonner'ons l'indice b qui faisait r'éfénmce au cOUT'bes ba-
lancées, i, e le ghûng que nous considércT'Ons sem toujour's celui des courbes 
balancées, lor'squ'il y a lieu de tes 11.tiliser', 
Pour clôturer cette section, nous discutons de la compatibilité du recollement 
, vis-à-vis de la projectiOli 1r. Précisément, nous voudrions avoir l'égalité suivante: 
(5.4.18) 
avec SB = :Frr(Sp) , Penèhons-nous pour commencer sur le cas B ]Jt qui a 
été jusqu'à présent notre ligne conductrice, Dans ce cas, :Frr co!ncide avec fp 
et SB = f p(Sp) = S dans les notàtions qui précèdent. Posons encore une fois 
S' = fmap(Sp), et soit u = {uihEl E M~p(P). Rappelons que dans le Chapitre 
4, nous avons séparé les composantes de u qui disparaissent après stabilisation 
en branches dit~s libres notées Bri. et en branches dites connectantes notées Ctj • 
Nous voulons décrire l'application 
induite par :Frr sur les fibrés des paramètres de recollement de sorte que nous 
ayons la commutativité (5.4.18), Cela revient en l'occurrence, à. décrire 
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de sorte que les recollements correspondants pour les surfaces nodales stables ou 
instables coïncident, et plus précisément sont équivalentes. Explicitement, pour 
une surface nodale représentant :Fmap(Sp) , 
l'ensemble des paramètres de recollement au-dessus de j sont par définition donnés. 
par 
Cj = EB{iEili,iEI} Ci,], 
et en reprenant les notations du Chàpitre 4, la projection induite par la stabili-
sation est à valeurs dans : 
Nous devons à présent donner l'application: 
On note que les seuls paramètres qui doivent changer viennent des composantes 
qui disparaissent sous la st~bilisation. Il suffit donc de regarder ce qui se passe 
pour les branches connectantes et . les branches libres. Seulement les branches 
libres disparaissent et ne jouent donc aucun rôle, ce qui se traduit en réalité par 
le fait que le groupe d'automorphisme d'une branche libre agit de façon transitive 
sur l'ensemble des paramètres de recollement qui y sont associés. Ainsi, après 
quotient par ces automorphismes, le recollement glsu sur cette branche est fixé. 
Il nous reste donc à considérer le cas des branches connectantes. Encore une fois, 
le groupe des automorpl~ismes d'une telle branche, qui ici est dOllllé par : 
Aut(Ci,j) = il· muI, 
kEG'i,j 
agit sur l'ensernblé des paramètres de recollement: 
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La projection de l'espace des orbites de cet.te action est alors dOlmée pa.r : 
EB{" C lB ,}e ' 
t,JE l,j' J ',) = C" ~ T. ~i 0 T, ~, 
A' t (C' ) C." .:1.,' J j,Hl, i,j 
{Pm,n} {m,nEC',J ImEn} IIPm,n. 
On pose alors 
(5.4,19) 
qui est comme on peut le constater, invariant.e sous l'action des aut.omorphismes. 
On peut vérifier que 
tel que souhaité. 
Remarque 5.4.11. Le point essentiel enCOT'e une fois est que nous pouvons, via 
l'action du gT'Oupe des repammétT'isations, fi:œT' une pammétr'Ïsation pour j, au 
coût de per'dr'e des degrés de liber'té en ce qui concer'ne le 1'ecollement, 
On remplace à présent le cas du point par celui d'une famille de point. La 
différence repose seulement. sur le fait que nous de\Tons nous assurer que les pré-
recollement sont définis sur des surfaces qui sont. équivalentes. 
Théorème 5.4.9, Soit Sp une donnée de stmte stable et soit SB sa pT'Ojection 
(stable). Soit Usp un ouvert pmpre de Msp(P) qui se pmjetie sm' un ouver-t 
pmpr'e USB de /vtsB(B). Soient Glsp et GlsB les recollements au-dessus de ces 
ouver-ts. AlO1'S : 
Pl'euve: Nous désirons montrer la commutativité du diagramme suivant :, 
173 
en sachant au préalable que le diagramme qui suit est commutatif, par ce qui a 
déjà été fait : 
Gisp ~ 
----""" M 0,1 (P, a) 
Irr 
Considérons à présent (u,j) E M~p(P), sa projection stable (1tB,b) := F".(u,j) E 
M~B (B), ainsi que sa projection instable (lI'(u),j) E M~B (B). Comme mentionné 
dans la remarque 5.4.8, la, paramétrisation du domaine de cette dernière appli-
cation provient' de la rja.ramétrisationà S1-automorphisme près du domaine de 
u. Rappelons aussi que Gls'B est par définition équivariarite par rapport aux au-
tomorphismes des applications balancées. Touterois, comme SB n'est pas stable, 
et il en résulte que ce dernier recollement n'est pa.'3 un difféomorphisme local. Le 
problème vient.encore une fois des branches connectantes et des branches libres. 
Sans perte de généralité, il nous suffit d'inspecter les cas suivants: 
1) le cas où j n'est composée que d'une seule composante principale, 1::0 ainsi 
qtle d'une seule branche Bro que l'on ordollile de façon évidente à partir de 
la composante principale. 
2) le cas où j est composée de delLx composantes principales 1::1, 1::2 ainsi que 
d'une unique branche COlmectante Ci,2 entre les deux. 
Ces cas rèpré~entent -les situations oùFrr ne coïncide clairement pas avec 11' ap-
plication via laquelle le pré-recollement est défini. 
Cas 1. Etant donné que tL est une application balancée, 
A. t( ') II 5.1 .. • u' J = 
kEBro\{O} 
Considérons à présent lI'(u). En particulier, le recollement de 1r(u) est Aut(j)-' 
équivariant. 
A présent, la théorie de ';Veil-Peterssori sur les espaces Teichmüller nous assure 
que le domaine de jp est équivalent au domaine de jB, qui est en l'occurrence 1::0 
ici, et pour tout paramètrep. Donc à priori les ap;lications UB et Glsp(tL,j, p) 
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ont le même domaine. Pour mettre l'accent sur le fait que ce domaine ne dépend 
pas de p, nous fixons p à po de rayon très petit. Nous prouvons dans ce qui suit 
que: 
Nous savons déjà que 
Or par' définition ,le prérecollement de (1T(U),j,po) est une application lisse de 
domaine I:po qui coïncide avec Uo partout sauf sur un disque rayon déterminé 
par Po sur lequel 
~(u 1 '" (z) prglB( ~(u l,j, po)(z 1 ~ exp.( .... ,) (fJ C~4 ) exp;t".,) (~( uo( z)) ) 
où Po~l désigne l'image par u du point 'nodal entre I:o et I:1. (rappelons que nous 
avons ordonné la branche). Posons 
Notons que 1T(-U) po correspond à l'application intermédiaire 71"( 1.t )0.1'0 que nous 
avons définie lors dans la section sur les inverses à droite. Nous avons donc que 
pour p > 2 : 
pour une certaine constante indépendante de Irol (cf 5.2.2). On vérifie aisément 
que: 
où l3{JO = Cette dernière application est donc holomorphe par hypothèse. 
Or, comme déjà mentionné, 1T(U)O,po est W 1,p proche de 7I"(uo) ce qui s'exprime 
par (cf [29} lemme 10.4.3) : 
Ilç (jpoÇ"llw~.p(D(l» ,::; éllÇ"llw1,P(D(2jpOj1f4») O(lpoll/4) 
pour une constante Cl indépendante de Po encore une fois. Par conséquent, pour 
Ipol suffisamment petit nous satisfaisons les hypothèses du théorème des fonctions 
implicites et. ainsi 
17.5 
ce qui nous permet de conclure .. 
Cas 2. Cette fois encore, notons que le domaine de la projection 1r( tl) est balancé 
. . 
et que 
AutO) = II· 8 1• 
kEC'i,2 
En ajoutant 1 point marqué, en l'occurrence {l}, sur chaque composante de la 
branche connectante Ci.2' l'application 1r(u) est alors une application stable dans 
B. Soit j' la structure conforme résultant de cette opération appliquée sur j ci-
dessus. Posons k = IC1,21 et soit .A-1~B(k)(B) la stabilisation par ajout des k-points 
,.marqués. Nous avons encore une fois une application de recollement donnée par: 
où CS~(k) est dOllilé par: 
F* L:~ (S" (J,», rnap .r Tnap B h~ 
Par définition du recollement, et étant donné que les composantes de 1r( u) qui 
proviennent de la branche connectante sont constantes, nous avons que les appli-
cations définies pàr : 
coîncident pour tout p et aussi po~r n'importe quel choix de paramétrisation 
(j') sur le domaine L de j (ici l'équivariance de Gls'D par rapport à AutO) est 
nécessaire). Soit Lp et L~ les doniaines respectifs des recollement jp et j~. Alors 
Lp est obtenu à partir de L~ en oubliant les points marqués ajoutés. 
Nous voulons à présent comparer le recollement de (1r(u),J) avec celui de 
(UB,jB). :rvIais ce deuxième élément est l'image de (1I'(u),j') via l'application qui 
oublie les points marqués supplémentaires/(tout elYstabilisant) : 
On note que la préimàge de (UB,jB) est donnée par l'ensemble des paramétrisations 
possibles pour j, étant donné que UB et 1r( u) ont la même image. Ainsi, il nous 
faut seulement identifier les recollements des domaines, autrement dit on se re-
trouve essentiellement dans le cas B = pt qui correspond au recollement pour la 
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courbe universelle 
:Ji : .I\ltO,I+k -- .I\;{O,I. 
Mais celui-ci est bien connu [35] et est donné par l'application 5.4.19, En d'autres 
termes, si P (pl, .,., Pk) est un paramètre de recollement pour j' (que nous avons 
ordonné), et que L,B désigne la surface de Riemann associée àjB, alors 
E'p et L,B nk p'. 
l ~1 " 
sont équivalentes et nous obtenons dès lors que 
k 
GlSB(1.lr.(u),j',p) = GlSB (1iB,jB, II Pi) 
i=l 
Gl;>B 0 F".( u,j, p), 
o 
Remarque 5.4.12: On pc'ut dès lor's générnliser au cas "non-stable" la. discussion 
effect'U.ée à la fin de la section du cas "stable", L'e:r.:position est e:mctement la 
même. 
5.5. FIBRATION D'ESPACES DE MODULES 
5.5.1. Les données de carte 
Nous introduisons la notion de donnée de carte ci-dessous~ Cette définition 
qui est reprise de [3], consiste simplement à retranscrire d'une façon abstraite le 
théorème des fonctions implicites qui est donné plus haut. 
Définition 5.5.1. (Cartes) Soit p : Y 
( 
x j une fibmtion de Banach au-dessus 
d'une variété de Banach (modélisé SUl' des applications), et soit s : X -- Y, une 
. section de Pr-edholm de ce fibré. Posons .I\It (0), Soit Xo E Xet v"o un 
voisinage de Xo que l'on identifie à un voisinage de 0 dans TxoX noté encore une 
fois Vro . Supposons que nous ayons: 
\ 
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(ii) une boule Bf, C Yxo , un 'Voisinage V;() de 0 dans Vxo ' et un difféomorphisme 
(iü) une section lisse 
de sor·te qu.e l'applicat'ion : 
F:U UX,BQ 
envoie de façon difféomorphe la sous-variété U sur' V;o n M, Alor's on dit que le 
tr"iplet(U,,p,F), Ott encor'e (U,,p,f), est ttnedonnée de carte pour' .. AiL 
En l'occurrence, la paire (U, F) d~finit bien par définition une carte pour 
V;o n M. La proposition suÎvdllte est montrée dans [3]. point esseiltiel dans 
~la preuve, est que nous nous restreignons toujours à des sous-ensembles dont lès 
éléments sont lisses par holomorphicité. 
Proposition 5 .. 5.1. Deux carTes provenant de données de car'te-s différ'entes, sont 
compatibles de façon lisse, c'est à dire les changements de cartes sont Coo . 
Le lemme suivant est immédiat : 
Lemme 5.5.2. Les triplets (UPl fP, ClP) et (rh-J, JB, CIB) donnés plus haut, 
définissent des données de cartes pour' ./\/to,I(P, (J', Jp ) et Mo,/(B, (J'B, JB ) respec-
tivement, qu.i sont compatibles avec la pmjection 1r. 
Plus généralement, soit Sp une donnée de strate stable et SB sa projection 
via :F'/r' Une donnée de carte pour un ouvert de ./\/tsp(P, Jp ) peut être fournie par 
une paire (Up, ct) où U p désigne une sous variété lisse de l'espace" de Banach B1~ 
des courbes stables représentées par Sp, et 
est une famille lisse sur Up d'inverses à droites pour l'opérateurDul et qui satisfont 
les conditions suivantes: 
Hypothèses 5.5.3 .• pour tout u EUp nous avons 
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• pour" tout ~ E Tu. U p nous a.vons : 
• La. famille Qu est Lipschitz continue pom" la constante Cp et nous a.vons que 
pOtt'" tout 11. EUp : 
pou'" des constantes positives C et E telles q1te CpEp « 1. 
Notons que ces conditions sont en réalité celles qui nous permettent d'obtenir 
. les applications de recollement ainsi que la propriété de difféomorphisme local 
dont elles jouissent. 
Précisément, soit 11.0 EUp et soit W un voisinage de 0 dans Ttto13~'p" Dénotons 
. P 
par fJ p le relevé (local autour de 1to) de U p dans VV via exp;ol. On définit alors 
simplement l'application 
et sous les conditions données, on peut construire autour de HO une unique appli-
. l' 'fP U cabon Isse : p Bo de sorte que 
En réduisant de surcroît les voisinages en jeu, et 8, on peut montrer que 1>P est un 
difféomorphisme, ce qui nous donne ce que (Up, t!>p, fP) est une donnée de carte. 
En considérant une paire (U B, Q B) telle que les conditions ci-dessus sont rem-
plies pour EB et CB et telle que :F7r (Up ) = UB , nous obtenons une donnée de carte 
pour MSB(B, JB ) compatible avec la donnée de carte engendrée par (Up , Q). 
5.5.2. Applications de recollement admissible. 
Soit Sp tel queS :F.nap(Sp) et SB = 71"(Sp) sont stables. Soit 
'Op := (Up, Q) une paire se projetant sur la paire 'OB := (UB, QB) et supposons 
que ces paires satisfont les conditions de (5.5.3) pour des paires de constantes, 
(Cp,Ep) et (CB,€B). Supposons de surcroît, que ces paires engendrent respecti-
vement des données de cartes (Up, 1>P, fP) et (UB,1>B,JB) pour des voisinages 
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ouverts propres Up C Msp(P, .Ip) et [jB C /vtsB(B, .JB) qui sont compatibles. 
Autrement dit, nous avons Jles difféomorphismes: 
tels que 
7rOWB=Wp07r. 
On peut construire, à partir de ces données, de nouvelles applications de 
recollement 
en précomposant par ces cartes. Précisément, étant donné que l'hypothèse (5.5.3) 
est satisfaite, on peut construire de là même façon que précédemment, les appli-
cations de recollement : 
qui sont compatibles avec la projection :F1r • Il suffit alors de poser: 
(5.5.2) 
Remarque 5.5.1. Par' définition, nous avons la compatibilité par mppor't à la 
projection de la fibmtion Hamiltonienne : 
En suivant la terminologie de [3], nous introduisons quelques nouveaux termes: 
Définition 5.5.2. Les applications de recollement Clvp et GlVB sont appelées 
applications de recollement admissibles, De phf,s, si Up C· ./vtsp(P,.Jp ), 
nous dirons que Clvp est de type-l, et autrement nous dirons que cette applica-
tion de r-ecolleme'T}t est de type-2. Nous faisons les mêmes définitions dans le cas 
deClvB. 
Observons aùssi que les applications de recollement ClPet ClB construites 
directement à p~lJ·tir de U p et U B sont trivialement admissibles. On peut. se poser 
la question suivante: à quel point les applications Cl P et Clvp (et respective-
ment CIB et ClvB) sont-elles compatibles? Nous allons montrer que chacune 
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de ces applications sont en réalité compatibles avec la structure' coo des strates 
supérieures ivfo,I(P,0', Jp) et MO,I(B,O'B,Jn), Avant de ce faire, nous vérifions 
déjà la compatibilité au sens Co, 
5.6. STRUCTURE DE FIBRATION D'ORBIFOLDS TOPOLOGIQUES 
Nous allons montrer ici que les e~paces de modules 
possèdent, sous l'hypothèse 5.0.4, une structure d'orbifold lisse compatible avec 
la projection Ti. Nous devon" déjà montrer que ce sont des orbifolds topologiclues 
dans leur globalité. Cela résulte de la propriété suivante qui exprime le fait que les 
différentes cartes obtenues via le processus de recollement, sont en fait compatibles 
au sens continu. 
Proposition 5.6.1. (Chen, Li) Soit p > 2. Il existe des constantes CP(p) et 
CB (p) convergeant ve1'S 0 lor'sque p ---+ 0, telles que : 
et 
Preuve: Ces deux identités se dérivent de la même façon. La preuve est donnée 
dans [3] théorème 11.2. 
o 
Comme conséquence directe de cette proposition nous avons que : 
Corollaire 5.6.2. Les applications (G1 P )-lGlvp l (GlB )-lGlvJj et leuT'.'; inverses 
sont continlles. 
Maintenant, pour chaque point (u,j) E MSp{P,Jp), et UB == (Ti(u),j)E 
MSJj(B, Jn ), nous avons vu .qu'il existe des voi~inages Up et UB autour de ces 
points, ainsi que des nombres positifs Ep et EB, dépendant de Up et UB , tels que: 
181 
existent et satisont la relation de compatibilité 
Nous définissons maintenant une base de topologie sur les compactifications 
des espaces de modules, induite par les applications de gluing. 
Définition 5.6.1. On définit un voÙinage ouvert de (UB,j) dans MO,I(B, aB, JB) 
comme étant l'image de GlSB . De même, on définit un voisinage ouver't de (1L,j) 
dans MO,I(P, a, Jp ) comme étant l'image de Glsp ' 
Nous avons: 
Théorème 5.6.3. Supposons la condition (5,0.4), Alors les espaces de modules 
/vtO,I(P, a, Ji» et A1. 0,I(B, aB, JB) sont des or'bifolds topologiques, De s1J,rc1'Oît, 
l'application :F1r est une application continue d'orbifold, ouverte, surjective, entr'e 
ces espaces, pour' la topologie donnée, 
Preuve: La première affirmation provient du fait qu'autour de chaque point 
un voisinage est donné par une carte fournie du type (Csp,€plup ' Glsp ) ou en-
core (CSB,€B IUB ' GlsB ) et que les applications de transition sont continues par la 
CO-compatibilité décrite plus haut, La deuxième découle directement du fait que 
les applications de gluing dans la base et dans l'espace totale sont compatibles 
avec la projection 7r. 
D 
Structure de fibration lisse. Nous construisons sur les espaces 
des atlas de sorte que ces espaces héritent d'une structure lisse', et que 7r est 
compatible avec cette structure lisse, 
Définition 5.6.2. Un r'ecouvmment de /vtO,I(P, a, Jp ) par ses stmtes consiste en 
des pair'es (Usp , ESp ) pour' chaque donnée de stmte stable Sp telles que: 
• Usp est un ouvel't p1V]Jr'e de }V{sp(P, Jp ), 
• il e:riste ww application de r'ecollement Glsp bien définie sur CSp,esp 1 u ' 
sp 
• si on pose 
WSp := Glsp(.csp,€Sp lus ), 
p 
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alor's on a, que pom' n'importe quelles dew; données de stmtes (r'eprésentatives) , 
Sp etS~ : 
WSP n Ws~ t= 0 ssi Sp < S~, ouS~ < Sp, 
• l'ensemble des TtVsp poUT toutes les données de stmte Sp appar'aissantdans 
l'espace de modules MO,I{P, (7, Jp), form.ent un 1'ecouvr'ement de ce dernieT. 
On définit de l,a même façon un recouvrement par strates de At{O,I(B, (7B, JB), 
On montre à présent que l'on peut construire de. tels recouvrement de façon 
compatible avec la projection, 
Lemme 5.6.4. Il e:l:,iste des 1'ecotLVn;ments par' stmtes (USJ"ESp) de MO,l{P,(7), 
et (USB,ESB) de M O,I(B,(7B), tels que 
Preuve: Nous allons procéder pa~ induction sur les strates données par 'DB ,-
'D~rJB et 'D P := 'D~:(P, L'induction consiste à montrer que pour chaque strate, 
chaque point de la définition de recouvrement par strates est satisfait ainsi que la 
compatibilité avec 7r, Pour ce faire, rious commençons par les strates minimales 
dans A10,I(B, (7B) et on montre inductivement que les trois premiers points de 
la définition sont sa.tisfaits pour toute strate dans MO,I(P, (7) se projetant sur 
les stra.tes minimales, Nous itérons ensuite le processus en passant aux stra.tes 
supérieures dans A10,I(B, (7B). 
Soient SB,O l'ensemble des strates minimales dans 'D~,f,JB ~ Pour SB dans SB,O 
nous posons USB = }vtsB(B), et comme SB est minimale nous a:vons que USB est 
compact et il existe donc ESB et une application de recollement GlsB bien définie 
sur: 
De surci'oît, les strates minimales sont isolées l'une de l'autre et comme MO,l(B, (7B) 
est Hausdorff, nous pouvons choisir pour chaque SB E SB,O un EB assez petit de 
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sorte que les voisinages résultants du guing ne s'intersectent pas. Maintenant, 
désignons par SP,o,o,Sa l'ensemble des strates minimales dans 
vO',Jp ri ;:::-1(S ) 0,1 1f B, 
où SB est minimale. Pour Sp E SP,0,0,S8 posons Usp = A1sp (P). Par le même. 
argument que précédemment, nous obtenons qu'il existe €Sp et Glsp , de domaine 
et qui de plus satisfont : 
Encore une fois, nous pouvons choisir les éSp assez petits de sorte que : 
pour n'importe quelles deux strates dans SP,0,O,S8' Nous en avons donc terminé 
avec les strates minimal~s. 
Définissons à présent inductivement SB,k comme étant l'ensemble des strates 
minimales de 
et Sp,k,1nk l'ensemble des strates minimales de 
Supposons aussi que toutes les paires (Us8 , ESB ) et (Usp , éSp ), pour SB E SB,n 
et S P ES P,n,ln" avec n S k 1 et m n S mk 1, ont été choisies de sorte que les 
hypothèses d'induction sont satisfaites. 
PoSons 
WSn,S~ := GlS8'S~ (CS8.S~,ÈSn 1 ). 
. uSn 
Alors pour Sk E SB,k on peut choisir un ouvert propre Us~ tel que: 
recouvre Ms~ (B). De plus, il existe ES~ tel que 
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est définie, et on peut s'assurer encore une fois, en réduisant les ES~ et_Esn trouvés, 
que l'intersection de lV sB avec lVsn est vide, pour tout 
k 
Sk E SB,k' et SB E USB,i' 
;=0 
à moins que SB < SB' 
Maü1tenant, comme les glùing commutent avec la projection, il suffit de fixer 
SB E SB,k, et de reproduire exactement le même argument que ci-dessus pour les 
éléments de Sp,k,mk,SB := SP,k,mk ri F;l(SB). On pose donc 
Ws ~, :=Gls ",(12<' s' 1 ) p,Up p,":'p <I..-'p, p,ESp .,.- , uSp 
où S~ se projette sur SB. Notons que par propriété du recollement nous avons 
que lVsp,s~ se projette sur Vv.r".CSn),.r,,(Ss). Enfin, on choisit un ouvert propre Us~ 
tel que 
recouvre Ms' (P), et pour ES' bien choisi on a une application ClS' dont l'image pp
n'intersecte aucun autre voisinage obtenu jusque-là, à moins qu'il ne provienne 
d'une strate Sp telle que Sp < S~. Nous concluons par induction. 
D 
Remarque 5.6.1. Considér'ons la r'~striction pour' de M(P, a) a'u-dess'Us de la 
strate Msn(B) pml1' une cer·taine donnée de stmte stable SB : 
U 
Par' la constnlction faite ci-dessus, cet espace str'atifié (dont chaq'ue composante 
est une Q7'bi-vaT'iété par (,5.004)), est recouvert par' ses strates dans le,se.ns donné 
par la définition ci-haut, an-dessus de USB , 
Un recouvrement par strates induit un atlas. On peut se demander si les fonc-
tions de transition de cet atlas sont lisses; auquel cas nous obtenons directement 
une structure de variété lisse pour les espaces de rilOdules concernés. Toutefois 
pour ce faire, nous devons tenir compte d'un nombre imposant de choix effectués 
en cours de route, et cela pourrait s'avérer faux en toute généralité. À la place, 
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on montre (cf [3]) qu'il pour chaque donnée de strate des cartes GlsB telles 
que 
GlsB 0 Gls!,s'a' 
est lisse pour toute paire Sh > SB, ce qui nous donne ainsi un atlas lisse (pas 
canonique). Nous adaptons leur procédure à notre situation, 
Lemme 5.6.5. Il e:t:iste des recouvrements par' !!tr'ates (Usp , ESp) et (USB , €Sn)' 
ainsi que des applications de recollement GIsp et GIsE ) qlti sont compatibles a.vec 
la projection :F7r , et tels que pOUT' toutes données de strate 5 p et SB, les 1'e-
collemenf.s Glsp et GlsB co1.ncident avec n'importe quels autT'es a.pplications de 
r'ecollement 
Gls ' 0 Gls-,1 s et Gl~B = Gis' o Gls:,l <: ' f1 Pl P B Bt'-B 
obtenues p01.tr' des données satisfaisant Sp < Sp et Sk < SB,. 
Preuve: La preuve est par induction sur les strates comme dans le lemme précéd-
ent, Soient SB,k et SP,k,mk comme dans le-dit lemme. En argumentant comme 
avant, nous voyons que c'est vrai pour les ensembles de strates minimales SB,O et 
SP,o,o, Supposons que le résultat est réalisé pour tout SB E SB,n et Sp E Sp,n,mn 
avec n ::::: k - let m n ::::: ml,: 1. Soit SB E SB;k. Posons aussi 
Désignons par GlSB(Sk) l'application induite par SB < SB' Nous rappelons que 
cette application est définie au-dessus de IVs~,sB' Nous devons montrer que 
(5,6:1) 
sur l'intersection WS~,SB n WS~,sB' Mai,s ce domaine est non '-'ide ssi SË < S"B 
(ou l'inverse). Or, par hypothèse d'induction nous avons que GI~, (SB) Gls' B B 
cette fois-cÎ sur ~VS" s' nus, . Ainsi: 
B' B B 
Gl' (5") SB B GIs" 0 Gls-,~ s B B' B 
. Gls" 0 Gls-'~ s' 0 GlslI;S' 0 GI~,~ s 
B . B' B n· E ~ BI. B 
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ce qui nous donne (5.6.1). Nous obtenons donc une application de recollement 
Gl~B sur toutWSB . Maintenant, étant donné une· application de recollement Gl~B 
sur USB , nous dérivons une troisième application GlSB , qui est obtenue en recol-
lant ensemble. GlSB et Gl~B à l'aide d'une fonction saut (eut-off), ce qui termine 
l'induction pour le cas de j\l{o,I(B,O"B). 
Nous expliquons plus en détail comment Gl~B et GlSB sont recollés. Cela se 
réduit à considérer la situation suivante. Soit Sk tel que S~ < SB et le recollement 
correspondant GlSB(Sk) sur WSh .SB ' Par définiti<?n : 
WS' s = Gl s' S (,cs' sI) =- W s' '" (ES'). ,B,~B ~B' B B~ Bll:SB U 1 ~B'uB .... B 
. sB 
Gl~B (Sk) est un recollement de type-2. La coordonnée de carte associée (V,,p, F) 




Considérons une fonction : 
V = prgl('cs' SB' 1 ) B' '·SB 
si Ipl ::; O.5ES~ 
si Ipl ~ O.7S.ES8· 
En utilisant cette fonction, on relie les domaines des données de cartes pour GlSB 
et GlSB(Sk), i.e qui recolle USB etV. Le nouveau domaine est donné comme suit: 
Ainsi, par définition V' coïncide avec V pour des valeurs de Ipl ::; 0.5ES8, et avec 
USB pour Ipl ~ 0.75ES~. On peut s'assurer,que la paire 
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satisfait les hypothèses (5.5.3), étant donnée que (V, QBlv) les satisfait déjà, que 
sur la partie dans USB ces hypothèses sont directement satisfaites aussi, et que v 
ne dépend pas de llB, ce qui nous donne une déformation uniforme. Désignons par 
l'application de recollelnent découlant de cette paire 
(V', {Q~B IUB EV'}). Alors par construction du recollement, nous avons que GlsB 
coïncide avec GlsB(S~) sur Vr)v' = Ws~,sB(O.5€s~), et avec Gl~B sur USB r)V'. 
En particulier, cette application s'étend à 
En ce qui concerne Mo,/(P, 17-), on procède exactement comme ci-dessus. On 
fIxe SB E SB,ket on réitère exactement l'argumentation qui précède aux éléments 
Sp E Sp,k,mk,SB' Notons toutefois que l'interpolation entre les applications de 
recollement, décrite plus haut,' peut s'effectuer de façon compatible avec la pro-
jection. 
o 
Nous avons ainsi montré l,'existence de recouvrements pour lesquels les cartes 
sont compatibles et qui est de sucroît compatible avec la projection. Comme 
conséquence directe, nous obtenons le théorème suivant : 
Théorème 5.6.6. SOv.s les conditions (5.0.4), les espaces de modules M(P,O') et 
M (B, 0' B) sont des OT'bi-variétés lisses, et l'application 
se, restreint à une fibmtion (d 'orbifolds) lisse localement tT'iviale au-dessus de 
chaque stmte donnée de M(B, O'B). 
Preuv~: Par construction, les deux premières affirmations suivent directement. 
Pour ce qui est de la structure de fIbration, il suffit de le voir au~dessus de l'ouvert 
propre USB . Par les lemmes précédent nous obtenons que :F1r est une submersion 
lisse. De surcroît, les fIbres de :F1r sont ici compactes, de sorte que :F1r est propre 
ce qui termine la démonstration. 
o 
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5.7. LA FORMULE PRODUIT REVISITÉE 
Dans ce qui suit nous supposerons que l'hypothèse (5.0A) est réalisée pour une 
certaine structure presque complexe fibrée JJf = (J B, J, H) et certaines classes 
U et U B telles que 7r *(1 =UB =1= O. Par conséquènt Frr est une fibration lorsque 
restreinte sur la strate supérieure de A10,! (B, crB, J B)' De plus dans cette situation, 
nous savons que les strates inférieures des espaces de modules (011 nous omettons 
de mentionner la structure presque conlplexe) : 
sont de codimension au moins 2 et il en va de même en ce qui concerne 
et ceci pour tout (UB,X) E /v101 (B,crB). Nous retrouvons la formule produit en 1 . 
utilisant cette fois l'intégration sur les fibres de :F.:;r, 
Prop"asition 5.7.1. Soit (F, w),-,>p ~ B une libmtion Hamiltonienne, SUJiJiO-
sons qu'il e:z:isie unestr-ucture fibr'ée JJf (JB, H, J) et des classes (1 et UB poUT' 
lesqHelles l'hypothèse (5,OA) est satisfaite, AloT'S on retmuve la fonmJ.le 1JTtKluit 
par' intégr'aÙon le long des fibres de Frr. 
Preuve: 
Posons 
et considérons les applications d'évaluation, lisses pour la topologie du recolle-
p -p 
eu : A101 , P, 
où (.UB,X)E M{fl' A présent, soient cf, cf et cr (i = 1, ... ,1.7) des classes d'ho-
l 
mologie c9mIpe dans (4.1.2) telles que 
1 




2nB + 2cfB(UB) - 6 + 2l,- L deg(PD(cf» = O. 
i=l 
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Par un théorème de Thom après avoir multiplié, ces classes par des eùtiers bien 
choisis, les classes résultantes sont représentables par des sous-variétés. Nous 
supposerons, sans perte de généralité, que ces représentants sont en position 
générale, et que leurs produits sont respectivement transverses aux applications 
d'évaluation données ci-dessus. Par conséquel,lt la préimage par evP , evB , et 
eV(UB,X) des cycle~ (sous-variétés) produits correspondants, sont génériquement 
(i.e en perturbant les cycles) un nombre fini de points dans MÔ,I, jvt~l' Cela 
résulte du fait que les strates inférieures des espaces de modules considérés sont 
de codimension au moins 2. 
Représentons maintenant, les duaux de Poincaré de ces classes par des formes 
différentielles à support compact dans un voisinage normal assez petit autour des 
cycles ci-dessus, de sorte que les pull-back de ces formes via evP , evB ou eV(UB,X) , 
sont respectiveinent à supports compacts dans les strates supérieures. 
Désignons ces formes par ar, af ,et nf. Par définition nous avo{ls que 
n; = Tf*(aP) pour i = k + 1, ... , l. D'autre part, pour i = 1, ... , k, nous avons 
que ar = vol(B) étant donné que cf = pt. Si /V~ désigne un voisinage tuhulaire 
de la fibre au-dessus de cf = pt lorsque i = 1, ... , k, et Pi : N, --+, F dénote un 
rétracte de déformation associé à ce voisinage normal, nous obtenons alors: 
P ,. 'B A * F * l(B) A ,. F a.; = Tf ai 1\ Pi ai = Tf VO 1\ Pia; . (5.7.1) 
Ici nous devons nous assurer que le support de Tf*vol( B) ne contient pas stricte-
ment le support de p;af, ce qui est réalisé en diminuant le support de vol(B) si 
nécessaire. 
Par définition [36] nous avons: 
GHl0(c{, ... , ci; a) = [ p (ev P )* (A nr) = [ B "(J:'1r)*(ev P )* '(A nt) , 
JolAo.1 i=1 J'lAo" ;=1 
, (5.7.2) 
où (F1r )* = Tf* dénote l'intégration pa.r fibre. En utilisant (5.7.1), l'équation (5.7.2) 
devient: 
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Désignons par ev{ la projection de evP sur la i~ème composante de pl. 
Définissons ev? et eV(UB,x),i similairement. Observons que pour chaquei = 1, ... , l, 
la propriété suivante est satisfait.e : 
Aussi, rappelons que nous avons l'identit.é suivant.e 1T .. (a 1\ 1T"b) = (1T.a) 1\ b, pour 
a et b des formes quelconques et où 1T .. désigne l'intégration le long des fibres de 
1T. Nous en déduisons que cette dernière équation doit prendre la forme suivante: 
L'unique possibilité pour laquelle l 'equat.ion ci~dessus est non nécessairement 
nulle est lorsque 
1 1 L degaf = L degaf =2nB + 2cI(aB)'+ 2l- 6 
i=k+l i=1 
qui est pair. Ainsi le t.erme constant au devant de l'intégrile vaut. 1. Par conséquent, 
ilOUS obt.enons : 
G'U7P (P p. )-1 T ri 0,1 Cl , ... ,CI , a -
·,\.f~l 
où, par un argument de dimension, le terme 
doit. être une fonction .1/J sur Mg,/, qui, par le diagTamme (4.2.1) est donnée pa.r : 
. . (k 1 ) 
1/J(UB, x) = 1-1 eV(UB'X) 1\ o{ 1\ 1\ vol(F). 
11" (UB ,x) i=l i=k+1 
En désignant par C l'image de UB nous voyons que 7/;( HB, x) coïncide avec 
L Gwt}(L~C(cf), ... , L~C(Cn, aj), 
j 
où les (Tj sont. t.els que clans la proposit.ion 4.3.2. Et.ant. donné que pour n'importe 
quelles deux applications représentant aB les restrictions de P à ces applications 
sont homotopes via des difféomorphismes Hanültoniens, ce nombre est en réalité 
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indépendant de l'application UB. Il est donc possible de retirer 'I/J de l'intégrale, 
et de conclure par la'même que la formule énoncée est vraie vu que: 
o 
Chapitre 6 
APPLICATIONS ET EXEMPLE 
6.1. EXEMPLE DE CALCUL 
Nous donnons à présent un exemple de fibration Hamiltonienne qui induit une 
fibration non-triviale entre les strates supérieures des espaces de modules associés. 
L'exemple est le suivant. On considère la fibration: 
P IP( CJq:;pl (1) C) est donc la projectivisation du fibré complexe hermitien 
holomorphe de rang 2, 1f : V := OcP2(1) El) C ---+ CP2• Comme vu au premier 
chapitre, cette fibration est Hamiltonienne. Soit Jo là structure complexe stan-
dard sur CP2 • On dénotera par Jp la structure intégrable fibrée sur P, induite par 
Jo, la structure de fibré complexe de V et la connexion holomorphe hermitienne 
sur V. La forme de couplage est ici celle induite par la connexion holomorphe. 
Nous calculons à présent la cohomologie de P. Positionnons nous dans le cadre 
général où P est la projectivisation d'un fibré complexe hermitien V de rang 'r 
au-dessus de cpn. Désignons par E le fibré tautologique au-dessus de P, i.e E 
est le sous-fibré de 'if"'V donné par : 
E {(x, v) E P x Vlv E x}. 
Par définition, est un fibré en droite et nous désignerons parç E H2(P; Z) la 
première classe de Chern associée au dual E". Notons que la restriction de E à 
une fibre Px de 'if dans P nous donne le fibré tautologique usuel au-dessus de CP! , 
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donc par naturalité la restriction de ç à nous redonne le générateur positif de 
H2(cpr-1;z), Dès lors, les puissances fi, pouri = 0, ... ,r ~ 1, engendrent après 
restriction la cohomologie des fibres de P et par le théorème de Leray nous avons 
que: 
H*(P; Il) ~ H*(cpn; Il) {l, ç, ... , çr-1}, _ 
. De plus, là restriction de ÇT à chaque fibre doit s'annuier de sorte qu'il existe 
'-'H''''''''''''' Ci(V) E H2i (tCpn ; Il), i = 1, .. " l' telles que 
c + I:: c,(v)çr-i = O. 
i=l 
Ces classes sont appelées classes de Chern associées à V et notons que dans la 
présente situation nous pouvons les réécrire comme Ci(V) = Cihi où Ci E Z et 
h E H2(CCP'"Z) est le générateur positif da la cohomologie de Cpl, P9sons 
h = 7r*h E H2(P,Il), alors nous obtenons finalement que: 
Dans notre cas nous obtenons donc que 
H*(P' Z) ~ Z[h,ç] 
, {ç2 + hÇ' Ol' 
car CI(V) h et C2(V) = 0 ici. On en conclut, par dualité de Poincaré que 
H2(P; Z) est engendré par les duaux de Poincaré. des classes h2 et h€. 
Soit L E H2(CP2; Z) = Il le générateur positif représenté par les droites de 
CP2• Nous avons L PD(h). Soit Lo E H2(P;Il) le dual de Poincaré de h2+hf 
Nous avons alors que 7r.,Lo = L puisque 7r*(hU() = h et 7r.,(h2) = 0, où 7r~ désigne 
l'intégration le long de la fibre. 7r induit la projection 
où (CP2)"; représente l'ensemble des droites de CP2. L'espace de modules est en 
fait constitué de deux strates; 50 la strate supérieure d~s courbes simples, et 51 la 
. strate composée des applications stables aveè deux composantes, l'une étant une 
composante racine représentant la. classe (du diviseur exeptionnel) PD(hç), et 
l'autre étant une composante de branche représentant la classe PD(h2) = [CP1] 
\ 
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de la fibre vue dans P. Notons que cès strates ne sont composées que d'éléments 
irréductibles. On montre à présent que la structure complexe J p est régulière 
pour ces deux strates. 
Lemme 6.1.1. La str"'uctur'e complexe fibr'ée J pest r'égulièr'e et pammétrique pour 
la clas~e L o. 
Preuve: Notons tout d'abord que Jo E J;.rr(L) car Lest Jo-indécoI?posable. 
Pour u clans So, en utilisant la suite exacte (2.2.9) il ne nous reste qu'à montrer 
que coker D~ = O. 111ais J p étant intégrable, nous avons que 
Nous devons désormais montrer que pour tout (1t1,U2,Y12,Y2I) E SI, avec 'tt1 
composante principale et tL2 composante de branche, les conoyaux coker D~l 
et coker D~2 s'annulent et que pour toute droite D E (Cp2)*,I'application 
d'évaluation des arêtes: 
est transverse à la diagonale ~.".-l(b), où b désigne la projection de l'unique point 
d'intersection b entre U1 et U2. Mais pour toute courbe holomorphe représentant 
[CP1] nous avons que coker D~2 = HO,1(s,2,TCPl) = O. De même 
Notons enfin que pour tout élément X o E T;;?r"": 1 (b) il existe un champs de vecteur 




Notons que si D désigne une droite de Cp2, PID est identifié à. CP , l'éclatement 
. ~-2 
de CP2 en un point. Les fibres de F.". .sont alors données par M(CP , Lo, J) où 
J désigne ici la structure complexe de la surface de Hirzebruch lP'( OCPl (1) EB C), 
et Lo désigne la classe représentée par la section nulle. Remarquons aussi que 
~2 
M*(CP , Lo, J) correspond.à. l'ensemble des sections holomorphes du faisceau 
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holomorphe OCPl (1) lequel est identifié à 
. 0 1 H (CP, OcPl(l» = C (tl" v) , 
où [u : v] dénote les coordonnées homogènes de Cpl, La fermeture géométrique 
de Gromov correspond ici à ajouter la droite à l'infini, et nous obtenons ainsi que 
- '--:"-2 . 2 jvt(CP , Lo, J) = CP , 
Nous prouvons ci-dessous que:Fr. est une fibration non triviale, plus précisément 
que un fibré de fibre CP2 obtenu comme projectivisation d'un fibré complexe 
. de rang 2 au-dessus de (CP2)* qui lui est non trivial. 
Considérons la variété d'incidence : 
w {(p, 1) E Cp2 X (ICP2 )* 1 PEL} , . 
et soient Pl, P2 les projections sur le premier et deuxième facteur respectivement, 
Observons que P2 : W (CP2)* est le fibré tautologique au-dessus de (CP2 )*, 
i.eJ'W,p2) lP'(O(<CP2)* 1) EB C), Soit le fais~eati au-dessus. de (CP2 )* : 
où P2. désigne ici l'image directe induite par l'application (continue) P2, Le germe 
de ce faisceau en l~ point D. E (CP2)* est donné par 
Par conséquent, nous obtenons que n = 50' Maintenant; soit V une droite de 
(CP2)*. Sa préimage par P2 correspond à l'éclatement en un point de ICP2 (le 
point en ·question étant donné par l'intersection de toutes les droites données par 
V). Or, en posant: 
V = Cp1 = D+UD:"'j,,\ t'V ,,\-1 sur D+ n D-, , 
où D+ la 2-sphère moins le pôle nord et D- désigne la 2-sphère moins le pôle sud, 
alors 
-2 
P21 (V) = CP = ~-;:-------:;-;-~:-:-,-:-...::=,----:-:-----,--O 
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Enfin, il en suit que 
D+ X C2 U D+ X C2 
'RID = (À, (u,v))."-I (À-l, (À1l,V)) pour À =1= 0' 
de telle sorte que 
niD = Oc pl (-1) e C. 
et nous concluons par là même que F7< doit être non triviale. 
Nous terminons cette section en calculant 
Notons que dans le cas présent, l'hOll'lologie de la :fibre s'injecte dans celle de l'es-
pace totale car l'image de la classe fondamentale [Cp l ] est donnée par P D(h2 ) =1= 
0, Alors la formule produit se simplifie et. nous avons: 
où C représente l'ima.ge d'une application holomorphe dans la base, représentant 
une droite et passant par deux points. En l'occurrence il n'en existe qu'une telle, 
·_·2 . 
et nous avons d',i.utre part que Pic = CP . De surcroît 
et il est connu que 
Nous concluons ainsi que 
6.2. L'ISOMORPHISME DE SEIDEL 
Pour débuter cette section, nous rappelons la défiüition du q-ème groupe d'ho-
mologie quantique pour (F,w). Désignons par A l'anneau de Novikov du groupe 
.c := Hi(F; Z)/ "-1 où : 
B'" B' SI weB - B') = cfF(B - B') = O. 




où il n'y a qu'un un noinbre fini d'éléments ÀB non nuls, tels que w(B) < f\,. Cet 
anneau de Novikov est un anneau gradué, dont la graduation est donnée par : 
BEC 
D~finition 6.2.L Le q-ème groupe d'homologie qtl,antiq'ue est défini comme étant 
le A-module: 
i+j=q 
Pour un élément a ® eB E QH.(F, A), la gradua.tion est donnée par 
deg(a cB ) deg(a) + 2c(B). 
Cette homologie quantique est en fait un anneau dont la structure d'anneau *F 
est l'extension A-linéaire du produit: 
a*pb L(a*pb)B@eB 
BEC 
où a E H;(F; Z), b E Hj(F; Z), et où (a*Fb)B E Hi+J-2nF-2c(B)(F; Z) est la classe 
d'homologie définie par intersection de la façon suivante: 
(a*F b)B 'F C = Gl,y[3(a,b, c; B). 
, 
Ici, 'P désigne le produit d'intersection ordinaire sur F. 
Etant donné un lacet 9 E CHam(F,w), nous avons vu au premier chapitre 
que nous pouvons lui associer une fibration Hamiltonienne 1f : P.p 8 2 de fibre 
F: avec forme de couplage T<f;, et classe de Chern verticale c,p. 
Définition 6.2.2. Soit 1> E CHam(F,w), et a une classe d'équivalence de section 
de P", telle que d = 2c",(a). Le morphisme de Seidel est l'application A-linéair'e 
telle que ponr a E HAF; Z), l'image \[I.p,.,.(a) satisfait: 
\[Iq".,.(a).pb = LGW:'Ht;"'Ca), /'~"'(b); a + t(B))eB 
BEC 
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. où (,~.p : H*(F) ---4 H*(P</» désigne l'homomorphisme induit par' le plongement 
de F dans P"" 
Par définition, l'homomorphisme de Seidel encode les courbes J PtP -holomorphes 
avec deux points marqués, représentant une certaine classe d'équivalence de sec-
tion, et qui intersectent transversalement des cycles Va et Vb se trouvant respecti-
vement dans les fibres au-dessus de 0 et 00. Notons que par l'axiome des diviseurs 
nous avons que : 
En écrivant \li </J,a ( a) comme la somme formelle : 
'I! 4>,"( a) := I: (\li 4>,ù( a))B 
BEC 
nous obtenons 
B e , 
qui, par un simple calcul de dimension, est nul à moins que 
2nF = deg((~) + deg(b) + 2c.p(0" + ~(B)). 
Le théorème suivant est dû à Seidel[41] et Lalonde-McDuH-Polterovich [20] : 
Théorème 6.2.1. (Lalonde-AlcDuff-Polterovich) Pour'tout lacet</J E CHam(F,w) 
et toute classe d'équivalence de section (j, le morphisme W <P," est un isomorphisme. 
En partiwlier', V a E H*(F; Z), il e:Eiste b E H*(F; Z) et une classe d'équivalence 
de section 0" E H~' (P",) telle que 
Preuve: La première affirmation résulte d'une combinaison des deux observations 
suivantes. On remarque d'abord que pour 4> = Id, et 0"0 une claSse de section 
associée à la section constante: 
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La deuxième observation est que pour deux lacets Hamiltoniens, cp et 4>', et pour 
deux sections (J, (J' de P</> et P,p' respectivement, nous avons la règle de composi-
tion: 
où (J#(J' représente la somme connexe de (J avec (J' donnant par là même une 
section de P</>#P</>, = w,po</>,. 
La deuxième affirmation se montre par contradiction. Supposons qu'il existe 
a satisfaisant i;"'(a) f= 0, et" telle que pour tout b E H*(F; 71..) et (J E Hr(P</>; Z) 
nous ayons: 
Par linéarité des invariants de Gromov-Witten nous concluons que (w""".(a))B·F 
b = 0 pour tout b E H*(F; Z) et B E Hr(F; Z). Dès lors (1l!</>,,,.(a))B = 0 VB E 
Hf(F; ~), d'olt w,p,,,.(a) = 0, ce qui contredit la première affirmation du théorème. 
o 
6.3. SCINDEMENT COHOMOLOGIQUE ET VAR.IÉTÉS· UNIRÉCLÉES 
On rappelle qu'une fibration F'--+ P --+ B est dite cohomologiquement 
scindée rationnellement, ou simplement c-split, si on a : 
H*(P; Q) ~H*(B; Q) ® H*(F; Q). 
Cette propriété est en l'occurrence équivalente à dire que la suite spectrale de 
Leray-Serre en homologie (rationnelle) converge déjà à la deuxième page, et, qtle 
cette dernière est isomorphe au produit des homologies en tant que Q-module . 
. Ceci est en particulier donné si et seulement si le plongement de la fibre dans 
l'espace total induit une application injective en homologie. 
Une variété symplectique P est dite symplectiquement uniréglée s'il existe 
un invariant de Gromov-\Vitten non nul avec au moins un point comme contrainte 
géométrique; autrement dit s'il existe une classe sphérique (J E H2(P; 71..) et des 
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éléments ai E H,,(P; lE) pour i = 2, H" l, tels que 
Dans ce qui suit nous prouvons que lorsque la base d'une fibration Hamiltoniepne 
possède un invariant de Gromov-\iVitten non nul avec cette fois deux insertions de 
point (en particulier la base est donc (symplectiquement) uniréglée), alors l'espace 
total est c-split et doit être uniréglé. 
Théorème 6.3.1. Soit (F,w)'---4-P 7r (B,WB) une fibration Hamiltonienne au-
dessus d'une base symplectique satisfaisant la condition 4.2.2. Supposons qu. 'il 
existe une classe d'homologie sphérique O"B E H2(B;Z) n'admettant que des décom-
positions effectùJes ir"réd'1l.ctibles, telle que ~rr(O"B) f= 0 et telle qu'il e:riste des 
classes , ... , cf E H* (B) par rapport a~l~cqltelles nous a'vons 
Alol's la fibration hamiltonienne est c-split et est symplectiqucment unù·églée. 
Preuve: Soit C l'image d'une courbe JB-holomorphe, itBl comptée dans 
GHlO~(pt,pt, cff, "', cf; O"B), avec JB E Jtrr(O"B)' La .restriction Pc de P à C est une 
fibration Hamiltonienne au-dessus de 8 2 . Pa.r le théorème 6.2.1, pour toute classe 
a E H*(F; lE) il existe une classe d'équivalence de sections 0" E H2(PC; IE)/ '" ainsi 
qu'une classe d'homologie b E H*(F; lE) telles que: 
Par l'axiome des diviseurs nous avons en fait l'égalité suivante .: 
Par hypothèse, nous pouvons appliquer la formule'produit et en utilisant l'équation 
(4.3.3) nous concluons que: 
(6.3.1) 
ce qui montre en l'occurrence que Pest uniréglée. Maintenant, supposons par 
contradiction que 7r n'est pas c-split. Alors il existe a. E H,,(F; lE) dans le noyau 
de l,~ impliquant que l'invariant de Gromov-Witten ayant l~(a) comme entrée, 
. . 
doit s'annuler. Mais cela contredirait l'équation (6.3.1), ce qui termine la preuve. 
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o 
Comme corollaire directe, nous obtenons à nouveau, bien que moins générale-
ment, le théorème de Lalonde et McDuff [19] concernant le scindement cohomo-
logique des fibrations Hamiltoniennes au-dessus de cpn. 
Corollaire 6.3.2. Toute fibration Hamiltonienne au-dessus de cpn, œvec fibre 
sa.tisfa.isant la condition 4.2.2, est c-split. Il en va de même pOUT toute telle fibm-
tion au- dessus de (S2 X S2, Wo EB ((.,'0). 
Preuve: Nous avons que GW~fn(pt,pt; L) = 1, où L E H2 (cpn; Z) désigne ici 
la classe d'homologie représeritant une droite deCpn. L est primitive et nous 
pouvons donc appliquer le théorème précédent. Pour le produit de deux copies de 
S2, on observe que GWt.~xS2 (pt, pti ~) = 1 où·~ désigne la classe de la diagonale· 
qui en l'occurrence n'admet que des décompositions effectives irréductibles. 
o 
Lalonde et McDuff ont en fait mC!ntré dans [19] que toute fibration Hamil-
tonienne au-dessus d'une variété (fermée) de dimension plus petite ou égale à 
trois, est c-split. Il ont aussi émis la conjecture selon laquelle un tel scindement 
devrait être réalisé par toute fibration Hamiltonienne. Nous donnons à présent 
une classe d'exemples où la base est de dimension 4 et pour lesquels sCindement et 
uniréglage sont réalisés par toute fibration Hamiltonienne au-dessus de ces bases 
qui respectent la condition (4.2.2). 
Soit (B,WB) une 4-variété symplectique et soit (TB E H 2 (BjZ) telle que 
(TB • (TB := k ;::: O. Supposons que (TB peut être représentée par une 2-sphère 
symplectique plongée et, qü'il n'existe pas de 2-sphère symplectiquement plongée 
C, ayant pour auto-intersection: 
-1 ::; C· C < k. 
Supposons à présent que J B est une structure presque complexe régulière sur B, 
alors on obtient le lemme suivant, tiré .de [29] 
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Lemme 6.3.3. Soient B, .JB eta-B comme ci~dessus, Alor's M*(B, (jB; .JB)/ PSL2(C) 
est compact ct l "application d J évaluation 
ev: /v'lO,k+l(B,(jB;.JB) --+Hk+1 \~k+l 
est un difféormorph-isme, où ~ k+1 représente la diagonale épaisse dans Bk+l. 
En particulier, ce lemme nous assure que (jB est indécomposable et que 
Nous obtenons directement comme conséquence le résultat suivant: ' 
Corollaire 6.3.4. Toute fibration Hamiltonienne au-dessus d'une 4-'I.Ial'iété sym-
plectique comme dans le le'mme 6.3.3, dont la fibr'e satisfait 0,0.1 est c-split et 
uni'réglée, 
APPENDICE 
Nous montrons ici l'affirmation faite lors de la preuve du lemme 3.2.2. Nous 
avons besoin du résultat local suivant. 
Lemme 6.3.5. (McDuff-Salamon) Soient p > 2 et r. ;::: 2~ S11pposons q'ue JJ! = 
(J B, J, H) E pr, soit II : S2 --+ P une application JJ! -holomorphe simple et 
non-con,stante, et soit Z C S2 'un ensemble fini, Soit q > 1 tel que l/p + l/q = 1 
et supposons que", E Lq(A~~(S2,u*TpV)) satisfait: 
p 
ç(Z) = 0 => L ("" D Jf!,uç)dvols2 = 0 (6,3.2) 
pour' tout ç E W 1,p(S2, 'll*T pt'). Alor's ", E ~l~~~(A;;f(S2\Z, n*TP")) et 
p 
DJ* 11 , ", = 0 sur' S2\Z. De sV/rcmît, si '1] s'annule sur' un sous-ensemble ouved p,u 
non-vide, alm's 11 == 0, 
La preuve est mot pour mot celle donnée dans le chapitre 3 de [29]. La 
première partie est due aux résultats de régularité qui sont en l'occurrence démontrés 
dans l'appendice B de [29]. La deuxième partie quant à elle suit du principe de 
similarité de Carleman. On montre à présent l'affirmation. 
Lemme 6.3.6. Soient p > 2 et r. ;::: 2. Supposons que JJ! 
soit n : S2 --+ P une application Jff -holomorphe simple et non-constante, et 
soit Z := {ZO,'Zl' ""zr} C S2 un ensemble fini. Pour' tout constante positive E, 
l'ensemble P(A;~(S2,u·TpV)) coïncide avec 
p 
si 7r ( 1l) èst tr'i viale et avec 
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autr·ement. 
Preuve: Etant donné que l'opérateur D~,H est Fredl~ohn, l'image du sous-espace 
est fermée et a codimension finie. Ainsi les en!';embles A et B sont fermés. Nous 
prouvons que B est dense, la preuve pour A étant essentiellement la même. Sup-
posons qu'il existe 1] E Lq (A ~'! (82 , u*T plJ)) annulant B. Alors par le lemme 
" 'P 
ci-dessus nou:;; avons que 11 E H!;:;:(A~~(S2\z,~L*TPI)) et que: 
p 
12 (11, XJ(~u»)dvol~ 0 
pour tout XI avec support dans B€(u(zo)). Mais étant donné que n est simple, 
B€(n(zo)) contient des points injectifs pour 1t, et il est donc possible de construire 
un Hanùltonien f violant l'éga.lité ci-dessus à moins que 11 s'annule en tout point 
, injectif proche de zoo Par conséquent nous concluons que 1/ s'annule identiquement 
sur tout 8 2 par la deuxième affirmation du lemme précédent. 
o 
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