Abstract. Let G be a block matrix function with one diagonal block A being positive definite and the off diagonal blocks complex conjugates of each other. Conditions are obtained for G to be factorable (in particular, with zero partial indices) in terms of the Schur complement of A.
Preliminary results
Let L be a simple closed curve in the complex plane C. Denote its interior and exterior domains by D + and D − (∋ ∞) respectively. The Riemann-Hilbert boundary value problem consists in finding functions φ ± analytic in D ± by the condition φ + (t) = G(t)φ − (t) + g(t), t ∈ L,
imposed on its boundary values. Here G and g are known functions defined on L.
In the vector version of (1), φ ± and g are vector functions with say n entries while G is an n-by-n matrix function.
We are interested in the L p setting of (1) . This means that g ∈ L p (L), φ ± ∈ E ± p := E p (D ± ) and G ∈ L ∞ (L) (all inclusions for vector and matrix functions here and below are understood entrywise). We are using the notation E p (A) for the Smirnov classes in the domain A, 0 < p ≤ ∞. See e.g. [3] for the definition and properties of these classes. Note in particular that, in the case of L being the unit circle T, E It is known (see e.g. [5, 8] ) that for a given p ∈ (1, ∞) problem (1) is Fredholm if and only if G admits a representation
where
. . , κ n ∈ Z, z 0 is an arbitrarily fixed point of D + , and
+ , with S denoting the singular integral operator with the Cauchy kernel, is bounded as an operator on L p (L). Representation (2) satisfying all these conditions is sometimes called an L p -factorization of G.
Note the role of the partial indices κ 1 , . . . , κ n : the number λ of linearly independent solutions of the homogenous (g = 0) problem (1) is the sum of the positive κ j , while the number η of linear constraints on g under which the non-homogenous problem admits a solution is opposite to the sum of the negative κ j . In particular, the index of problem (1), i.e. the difference λ − η, equals the total index κ = n j=1 κ j of factorization (2) . This justifies the continuing interest in finding explicit factorization criteria, as well as formulas for the partial indices, for various classes of matrix functions. To describe one result in this direction, pertinent to the content of this short note, we need to recall a few more notions.
The numerical range W (A) (a.k.a. the field of values, or the Hausdorff set) of a square matrix A is defined and denoted as
see e.g. [4] or [7] . A matrix function G is α-sectorial on some subset X of its domain if for some sector S with the vertex at the origin and the angle α we have W (G(t)) ⊂ S a.e. on X. In its turn, G is locally α-sectorial on X if for every t ∈ X there is a neighborhood of t on which G is α-sectorial. The respective sector S t may a priori depend on t.
Clearly, a matrix function G defined on L is locally α-sectorial if and only if it has the form
where χ is a continuous on L and invertible function while G 0 is α-sectorial on L. Although representation (4) is not unique, the winding number Ind χ of the function χ is defined uniquely. We will call it the winding number of W(G), and denote Ind G.
The following factorability condition in terms of the numerical range behavior was obtained in [12] , see also [5, Section 3] for other relevant results and the history of the subject.
Moreover, the total index κ of (2) equals n Ind G, while for L being a circle we further have
Corollary 1. If in the case of a circle we in addition have Ind
Main statement
Let G have the special structure
where A is an m-by-m positive definite L ∞ -invertible matrix function while B, D are k-by-m and k-by-k, respectively. An important role in what follows is played by the Schur complement Γ of the upper left block A in G:
Theorem 2. Let G be an invertible L ∞ matrix function given by (7) and defined on a smooth simple closed curve L. If the respective matrix function Γ is locally α-sectorial, with all the involved sectors S t containing the positive ray, then G admits an L p -factorization (2) with the zero total index, for all p as in (5) . If in addition L is a circle, then factorization (2) is canonical.
Proof. The identity
implies that the matrices G(t) and diag[I, Γ(t)] are congruent for all t ∈ L. The minimal sector with the vertex at the origin and containing W (G(t)) and W (diag[I, Γ(t)]) is therefore the same. Since the latter numerical range is simply the convex hull of W (Γ(t)) and the point one, we have W (G(τ )) ⊂ S t for τ from some neighborhood of t. In other words, the matrix function G satisfies conditions of Theorem 1. This guarantess the L p -factorability of G for all p satisfying (5). Moreover, since the sectors S t all contain the positive ray, they skip the negative one, implying Ind G = 0.
This result is non-trivial even when the lower right block D of (7) is one-dimensional, i.e., in the case of a scalar valued function Γ when the (local) α-sectoriality condition is imposed simply on its values.
Another simplification occurs when Γ happens to be continuous.
Corollary 2.
Let G be an invertible L ∞ matrix function given by (7), defined on a smooth simple closed curve L, and such that the respective matrix function Γ is continuous on L. Suppose that for some α < π and all t ∈ L the numerical range of Γ(t) and the positive ray both lie in the same sector S t (depending on t) with the vertex at the origin and the angle α. Then G admits an L p factorization (2) with the zero total index, for all p as in (5) . If in addition L is a circle, then the factorization (2) is canonical.
Of course, Γ is continuos if G itself is continuous. In this case, however, the L p -factorability of G is guranteed for all p ∈ (1, ∞) just by the invertibility of G, and the total index κ is simply the winding number of det G. So, the only interesting aspect of Theorem 2 in this setting concerns the values of the partial indices for circular L.
Theorem 3. Let G be a continuos matrix function of the form (7) defined on a circle. Suppose that
Then the partial indices of G are all equal to zero.
Proof. Since the numerical range is convex and compact, condition (9) implies that W (Γ(t)) lies in some sector S t with the angle less than π and disjoint with the negative ray. Expanding the angle if necessary, we can still keep it under π but have the positive ray covered. In addition, Γ(t) is invertible for all t since 0 / ∈ W (Γ(t)), thus implying the invertibility of G. By Corollary 2, G admits a canonical L 2 -factorization. The latter then serves as a canonical L p -factorization of G for all p ∈ (1, ∞).
Additional comments
Sufficient conditions provided by Theorem 2 are far from being necessary, even in the special case A = I:
For p = 2, in particular, the following "disjoint" sufficient condition also holds. Recall that E Denoting B 1 − B = X, we conclude therefore that G and
are L p -factorable only simultaneously in setting (i), and in addition also have the same sets of partial indices in setting (ii). But the real part of (11) is diag[I, −(Re Γ + B 1 B * 1 )], and so uniformly positive under the condition imposed. A particular case of Theorem 1 (corresponding to the fixed sector lying in the right half plane, and going back to the classical paper [6] ) is applicable.
Of course, when applying Theorem 4 it makes sense to choose X as the best approximation to B in E + ∞ + C in setting (i), and E + ∞ in setting (ii); see [11, Chapter 13] for the pertinent discussion. 
Then G admits a canonical L 2 -factorization.
To put things in perspective, consider the case when L is a circle and D = BB * + γI, γ ∈ C. Then Γ= γI does not depend on t and is a scalar multiple of the identity. Corollary 2 then implies that G admits a canonical L p -factorization if |arg γ| < 2π max{p,q} . In particular, its L 2 -factorization exists and is canonical if γ is not a real non-positive number. In its turn, Theorem 4 implies that a canonical L 2 -factorization of G is guaranteed if γ is negative and smaller than − H B , where H B is the Hankel operator with the matrix symbol B. (Recall that H B = P − BP + , where P ± = 1 2 (I ± S) are the complimentary orthogonal projections associated with the self-adjoint involution S and acting entry-wise, and that dist(B, H + ∞ ) = H B .) The truth of the matter is, however, that such G is L 2 -factorable if and only if −γ does not belong to the essential spectrum of H B H * B , and this factorization is canonical unless −γ ∈ σ(H B H * B ). This result (for k = m) was established in [1] , preceded by its scalar (k = m = 1) version in [2] . Note that the latter case for γ = −1 (which by scaling covers all γ < 0) goes back to [9, 10] .
