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Classical nonequilibrium systems close to a dynamical critical point are known to exhibit a strongly
nonlinear response, resulting in very high sensitivity to weak external perturbations. This attribute
is key to the operation of important biological sensors. Here, we explore such systems in the quantum
regime by modeling a driven van der Pol oscillator with a master equation approach. We find the
classical response survives well into the quantum regime of low system energy. At very weak drives,
genuine quantum features arise, including a diverging linear susceptibility and negative susceptibility.
Further, deep in the limit cycle phase, the linear response is only limited by the weak two-particle
decay, yielding a greatly enhanced sensitivity over a passive system. These generic results can be
probed in current experimental setups and could have important applications in quantum sensing.
A key insight from the theory of phase transitions is
that systems close to a critical point are highly sensitive
to perturbations [1]. This is evident, for example, in a di-
verging compressibility near a liquid-gas phase transition.
Such divergences in susceptibility also occur in classical
dynamical systems close to a bifurcation [2]. A particu-
larly important prototype is an oscillator with nonlinear
damping, which can transition from a dormant to a limit-
cycle phase across a Hopf bifurcation [3]. Generically, the
response of such a van der Pol (vdP) oscillator [4] to a
resonant drive Ω grows as Ω1/3 at the critical point [5].
This nonlinearity is what enables the ear and other bio-
logical sensors to detect very weak stimuli and maximally
process environmental inputs [5–9].
In this paper, we ask if this increased sensitivity per-
sists into the quantum regime and whether it could be
useful for quantum sensing. At the semiclassical level, the
vdP oscillator shows up in the physics of lasers [10, 11].
Recent theoretical studies have examined a quantum vdP
oscillator in the context of synchronization [12–17]. How-
ever, its critical properties and response characteristics
are as yet unexplored. Besides technological applications,
understanding the dynamics of such an oscillator is also
of fundamental interest, as it represents an intrinsically
nonequilibrium open system [18] which can be probed in
state-of-the-art experimental setups [19–22].
We model a driven quantum vdP oscillator by a master
equation, finding a feature-rich response. In particular,
the classical response survives down to one quantum of
excitation. At very weak drives, we find both divergent
and negative susceptibilities which arise from competing
energy scales. Further, in the limit-cycle phase, the sus-
ceptibility is only limited by two-particle decay, providing
a strong enhancement over a passive system. After briefly
reviewing the iconic classical vdP oscillator, we present
results for the quantum response, concluding with a dis-
cussion of possible experimental realizations.
The classical vdP model describes a harmonic oscilla-
tor with nonlinear damping, x¨ = −ω2x+ (2γ1−8γ2x2)x˙.
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Here, ω is the natural frequency, γ1 is a negative damping
which may arise from an energy source, and γ2 is the lead-
ing nonlinear term which damps the system at large x.
For |γ1|  ω, the small-amplitude oscillations are sinu-
soidal with a slowly-varying amplitude, x = Re[α(t)eiωt],
where α˙ = γ1α− γ2|α|2α [4]. Thus, if γ1 < 0, the system
is fully damped and all oscillations die out, whereas for
γ1 > 0, they reach a stable amplitude with |α| =
√
γ1/γ2.
When subjected to a resonant drive F cos(ωt + φ), the
equation of motion gains a forcing term,
α˙ = γ1α− γ2|α|2α+ Ω , (1)
where Ω = −ieiφF/(2ω). We choose φ = pi/2 so that Ω
is real and nonnegative. From Eq. (1), the steady-state
response at the critical point γ1 = 0 is purely nonlinear,
α = (Ω/γ2)
1/3. Hence, the susceptibility χcl ≡ dα/dΩ di-
verges at zero drive, χcl ∝ Ω−2/3. Away from criticality,
the response is of the form α = Ω˜1/3f(γ˜1/Ω˜
2/3) where
γ˜ ≡ γ/γ2 and Ω˜ ≡ Ω/γ2 (details in Supplement [23]). In
particular, the limiting behavior is such that
α =
{√
γ1/γ2 + Ω/(2γ1) for γ˜1  Ω˜2/3 ,
Ω/|γ1| for γ˜1  −Ω˜2/3 , (2)
which are consistent with a divergent susceptibility, χcl ∝
1/|γ1|, at the critical point γ1 → 0.
We study a quantum version of the vdP model, where
a quantum harmonic oscillator is subjected to several dis-
sipative processes, as in Refs. [12–17]. These are (i) one-
particle loss with rate γ−1 , (ii) one-particle gain with rate
γ+1 , and (iii) two-particle loss with rate γ2. As we will
discuss later, such dissipative processes can be engineered
in current experimental setups. The quantum oscillator
is also subject to a resonant drive of amplitude Ω, given
by the Hamiltonian Hˆ = ωaˆ†aˆ+ Ω(ieiωtaˆ† + H.c.). Here,
aˆ annihilates a particle in the oscillator mode and ~ = 1.
It is convenient to work in the rotating frame where the
Hamiltonian reads Hˆ = iΩ(aˆ† − aˆ). The full dynamics
are governed by the master equation
˙ˆρ = −i[Hˆ, ρˆ] + γ+1 D[aˆ†]ρˆ+ γ−1 D[aˆ]ρˆ+ γ2D[aˆ2]ρˆ , (3)
where ρˆ is the density matrix and D is the standard Lind-
blad dissipator, D[xˆ]ρˆ ≡ xˆρˆxˆ† − {xˆ†xˆ, ρˆ}/2 [24]. In the
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2FIG. 1. Finite susceptibility and response at a criti-
cal point. Susceptibility χ and response 〈aˆ〉 of a resonantly
driven van der Pol oscillator at the critical point γ±1 = 0.
Here, Ω is the drive amplitude and γ+1 , γ
−
1 , and γ2 are the
rates of one-particle gain, one-particle decay, and two-particle
decay, respectively. Solid blue curves show the quantum re-
sponse and dashed yellow lines show the classical response.
The two responses match down to 〈aˆ〉 ∼ 1, below which quan-
tum fluctuations cutoff the classical divergence at zero drive.
Heisenberg picture, aˆ has the equation of motion [25]
˙ˆa = [(γ+1 −γ−1 )/2] aˆ− γ2 aˆ†aˆaˆ+ Ω . (4)
Replacing aˆ with a complex number α in Eq. (4) leads to
the classical limit in Eq. (1) with γ1 = (γ
+
1 −γ−1 )/2. The
critical case corresponds to γ+1 = γ
−
1 .
We find the response by numerically solving Eq. (3) for
the steady-state density matrix, then computing 〈aˆ〉 =
Tr(aˆρˆ). It is most straightforward to use the Fock basis,
ρˆ =
∑
nn′ ρnn′ |n〉〈n′|, where n = 0, 1, 2, . . . denotes the
number of particles in the oscillator mode. The response
is given by 〈aˆ〉 = ∑n√nρn,n−1. Past studies have found
closed form expressions for ρ in special cases [26–28].
First we consider the simplest critical case, γ+1 = γ
−
1 =
0. Figure 1 shows the susceptibility χ ≡ d〈aˆ〉/dΩ as a
function of drive. Note that it coincides with the classical
result for 〈aˆ〉 & 1. However, at weaker drives, the classi-
cal divergence is cut off and χ saturates, producing a lin-
ear response. We can understand this low-energy cutoff
as follows. At Ω = 0, both |0〉 and |1〉 are steady states as
there is only two-particle decay. A nonzero drive couples
these neighboring Fock states, yielding ρ10, ρ21 ∼ Ω and
ρ22 ∼ Ω2. Thus, to linear order, one can restrict the dy-
namics to the lowest three levels, which gives 〈aˆ〉 = 2Ω/γ2
(see Supplement [23]). Stronger drives inject more parti-
cles, inducing a crossover to the classical limit.
We now consider departures from the critical case
γ±1 = 0 by allowing either γ
+
1 or γ
−
1 to be nonzero, span-
ning the transition from quiescent (γ+1 = 0, γ
−
1 > 0) to
the limit-cycle regime (γ+1 > 0, γ
−
1 = 0). In Fig. 2 we
plot the zero-drive susceptibility across the transition,
which shows a divergence as 1/γ±1 at small damping or
antidamping. This divergence can be understood from a
competition of energy scales. For γ+1 = 0 and γ
−
1 > 0,
FIG. 2. Divergent susceptibility close to a critical
point. Zero-drive susceptibility as a function of damping γ−1
(with γ+1 = 0, red axis) and antidamping γ
+
1 (with γ
−
1 = 0,
blue axis). Both classical and quantum susceptibilities diverge
as 1/γ±1 , though at γ
±
1 = 0, the quantum susceptibility is fi-
nite (black circle, also see Fig. 1). The inset shows transitions
among the lowest three oscillator levels for γ2  γ+1 ,Ω and
γ−1 = 0. Since any two-particle excitation decays very quickly,
the dynamics are confined to this low-energy subspace.
the system is fully damped and the undriven steady state
is |0〉. For weak drives Ω < γ−1 , the occupation remains
small, so two-particle decay is irrelevant. Thus, we can
discard the nonlinear term in Eq. (4), which reduces to a
driven damped oscillator with steady state 〈aˆ〉 = 2Ω/γ−1 ,
matching the classical result. The response for γ+1 > 0
and γ−1 = 0 is more involved, as the oscillator can have
large occupations even at zero drive. In general, the lin-
ear response is given by Liouvillian perturbation theory
[29–31]. However, for γ+1  γ2, the dynamics are con-
fined to the lowest three levels (see Fig. 2 inset), yielding
〈aˆ〉 = 2Ω/(9γ+1 ) (derivation in Supplement [23]).
At first sight, the results in Figs. 1 and 2 might appear
to be contradictory: at γ±1 = 0, the zero-drive suscep-
tibility is finite (black circle in Fig. 1); however Fig. 2
shows that it diverges as the critical point is approached
from either side. The resolution is that the susceptibility
χ(Ω→ 0, γ±1 → 0) depends on the order of the two limits.
This is better understood by plotting the full response as
a function of Ω for small γ±1 , as shown in Fig. 3. The re-
sponse is strongly nonlinear for Ω & γ±1 . Thus, although
the linear susceptibility diverges, the linear region itself
shrinks to zero as γ±1 → 0.
The full response comprises four different regions: (i)
linear response for Ω . γ±1 , (ii) negative susceptibility for
γ±1 . Ω . (γ±1 γ2)1/2, (iii) extended quantum response
for (γ±1 γ2)
1/2 . Ω . γ2, and (iv) classical response
for Ω & γ2. This nonmonotonic variation is also evident
in the associated Wigner functions, which represent a
quasi-probability distribution in phase space [23, 24]. We
find that the first three regions are well reproduced by a
three-level approximation, which yields, to lowest order
in γ±1 /γ2 and Ω/γ2 (see Supplement [23] for a derivation),
〈aˆ〉 ≈ 2Ω
γ2
[
(γ+1 + γ
−
1 )γ2 + 8Ω
2
(3γ+1 + γ
−
1 )
2 + 8Ω2
]
. (5)
3FIG. 3. Nonmonotonic response close to a critical
point. Top: response 〈aˆ〉 as a function of drive Ω for γ+1 = 0
and γ−1 /γ2 = 0.02. The quantum response is linear for Ω .
γ−1 and shows negative susceptibility for γ
−
1 . Ω . (γ−1 γ2)1/2.
For Ω & γ2, it agrees with the classical response, as in Fig. 1.
Bottom: rescaled Wigner distributions W (α) in the complex
phase plane corresponding to steady states. The response 〈aˆ〉
is given by the center of mass of W (α), shown by black dots.
Thus, in the linear region, χ ≈ 2(γ+1 +γ−1 )/(3γ+1 +γ−1 )2,
whereas for Ω ∼ (γ±1 γ2)1/2, 〈aˆ〉 ≈ 2Ω/γ2+(γ+1 +γ−1 )/(4Ω)
which exhibits a local minimum.
Physically, the separate regions originate from an in-
terplay between drive and dissipation within a few-level
manifold. Consider the case γ+1 = 0 and 0 < γ
−
1  γ2. A
weak drive couples the steady state |0〉 to |1〉, producing
a coherence ρ10 ∼ Ω/γ−1 . However, ρ11 also grows with Ω
and saturates at 1/2. This saturation acts as a negative
feedback for ρ10, as seen from the equations of motion,
ρ˙11 = 2Ωρ10 − γ−1 ρ11 , (6)
ρ˙10 = Ω(1− 2ρ11)− (γ−1 /2)ρ10 . (7)
From Eq. (6), ρ10 falls off as γ
−
1 /(4Ω) for ρ11 ≈ 1/2, giv-
ing rise to a negative susceptibility. For Ω & (γ−1 γ2)1/2,
higher-energy modes become accessible and coherences
can grow again. Then the response is similar to the case
γ±1 = 0, with a purely quantum regime for 〈aˆ〉 . 1 and
a classical regime for 〈aˆ〉 & 1 (cf. Figs. 1 and 3). Similar
effects come into play for 0 < γ+1  γ2.
Note that the concomitant divergent and negative sus-
ceptibilities are genuine quantum features which result
from a very general set of conditions involving a com-
petition between coherent and incoherent energy scales.
Thus, we expect them to show up generically in driven-
dissipative systems. For the vdP oscillator, we find they
are robust to anharmonicity and detuning.
FIG. 4. Emergence of the classical limit at criticality.
Response for the critical case γ+1 = γ
−
1 = Γ1 with Γ1/γ2 = 5
(blue), 50 (yellow), and 1000 (green), showing the approach
to classical limit (dotted black). Inset shows the sensitivity
gain over a passive system, G0, grows as
√
Γ1/γ2.
We have shown the quantum system exhibits a diver-
gent linear susceptibility close to a critical point (Fig. 2),
qualitatively similar to the classical system. Can this be
advantageous in quantum sensing applications? In other
words, can one enhance the sensitivity of a damped quan-
tum oscillator by introducing an incoherent pump? For
a passive quantum oscillator, the equation of motion is
˙ˆa = Ω− (γ−1 /2)aˆ, so the steady state is 〈aˆ〉 = 2Ω/γ−1
and the passive susceptibility is χp = 2/γ
−
1 . To discuss
whether pumping enhances the sensitivity, we define the
sensitivity gain at weak drives, G0 ≡ χ/χp|Ω→0.
One regime where there is a gain, G0 > 1, is the classi-
cal limit. Then the response is only a function of γ+1 −γ−1 ,
and one can simply set γ+1 = γ
−
1 to make the system in-
finitely sensitive to weak signals for any γ−1 . Quantum
mechanically, however, the response also depends on the
average Γ1 ≡ (γ+1 + γ−1 )/2. Figure 4 shows how the
classical limit emerges with increasing Γ1 for the critical
condition, γ+1 = γ
−
1 . We see the sensitivity gain scales as√
Γ1/γ2, with G0 > 1 for Γ1/γ2 & 3. Thus, one can have
χ > χp if γ
−
1 & 3γ2, which is readily achieved in typical
experimental systems [32]. The relatively slow growth
of G0 with Γ1 stems from large number fluctuations at
criticality. Since γ+1 = γ
−
1 , the undriven system would
reach an infinite-temperature state in the limit γ2 → 0.
A nonzero γ2 results in a Gaussian particle-number dis-
tribution of width
√
Γ1/γ2 [27], leading to a linear sus-
ceptibility χ ≈ 2/√piΓ1γ2 (see Supplement [23]).
The sensitivity can be enhanced further by operating
deep in the limit-cycle phase, γ+1 −γ−1  γ2, as in Fig. 5.
Here, a vanishingly small drive breaks the rotational sym-
metry in phase space, yielding a finite classical response.
For the quantum oscillator, the coherence builds up at a
finite rate (derivation in Supplement [23])
χ ≈ 23 γ−12
[
1− 2γ−1 /(3γ+1 )
]
. (8)
Thus, the susceptibility is only limited by γ2 and one can
obtain a large enhancement. In particular, for γ+1  γ−1 ,
4FIG. 5. Enhanced sensitivity in the limit-cycle phase.
Classical trajectories and rescaled Wigner functions at in-
creasing drive for γ+1 /γ2 = 50 and γ
−
1 /γ2 = 20. The quan-
tum and classical responses are shown by white and red dots,
respectively. As the quantum system crosses over from a
symmetry-broken limit cycle to the classical steady state, its
susceptibility is only limited by two-particle decay.
G0 ≈ γ−1 /(3γ2) 1. This heightened sensitivity persists
until the oscillator switches over to the classical limit at
Ω & (γ+1 γ2)1/2. Such a behavior is reminiscent of sensing
protocols based on switching in optically bistable sys-
tems [33]. In addition to the “signal” 〈aˆ〉, the efficiency
of quantum sensors is also limited by the signal-to-noise
ratio (SNR) [34]. By estimating the noise from the spread
of the Wigner function, we find one can have G0 > 1 and
SNR ∼ 1 while still being in the quantum regime, 〈aˆ〉 ∼ 1
(see Supplement [23] for details).
The quantum vdP model can be probed in several ex-
perimental setups. In particular, as proposed in [12, 13],
one can engineer the dissipation via sideband transitions
which either add or remove energy quanta. For instance,
one can laser excite a trapped ion to its blue or double-
red motional sidebands to implement one-phonon gain or
two-phonon decay [12]. Similar techniques can be used
for phonon modes of an optomechanical membrane [13],
or photon modes in coupled microwave resonators [35].
One can also realize an incoherent pump through spon-
taneous emission from a set of inverted qubits [36, 37].
Strong two-body loss can be engineered using Joseph-
son junctions in superconducting circuits [32] or polari-
ton blockade in an optical cavity [38]. Alternatively, one
can use energy-dependent one-body loss [39], harnessing
a nonlinearity that is either intrinsic [39, 40] or results
from a coupling to nonlinear elements [41, 42]. There
also exist well-established techniques for measuring the
response, including tomography [43] and direct mapping
of the Wigner function [44–48].
In summary, the characteristic nonlinear response of a
classical self-oscillator is at the heart of efficient biolog-
ical sensors. We have modeled a prototypical quantum
analog of such an oscillator. We find the nonlinear
response persists all the way down to one excitation
quantum. Below this threshold, we find genuine quan-
tum features that are independent of the specific model.
These include a power-law diverging linear susceptibility
and a concomitant negative susceptibility. Furthermore,
deep in the limit-cycle phase, the susceptibility for weak
drives is only bounded by two-body loss, as opposed to
the more severe one-body loss in passive systems, which
is ideal for sensing applications. We have pointed out
several protocols by which one can engineer a strong
incoherent pump to access this regime. Our findings
are largely generic to driven-dissipative systems and
contribute to a broader understanding of dynamical
criticality [9] and quantum-to-classical crossover [49, 50].
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SI. STEADY STATE OF A CLASSICAL VAN DER POL OSCILLATOR
Here we derive a closed-form expression for the steady-state response of a classical van der Pol (vdP) oscillator. As
described in the main text, the equation of motion for such an oscillator is given by
α˙ = γ1α− γ2|α|2α+ Ω , (S1)
where α is the complex amplitude, γ1 is the negative damping, γ2 is the nonlinear damping, and Ω is the drive. The
phase of the drive is chosen such that Ω is real and positive. Hence, α is real in steady state. To solve for the response,
we introduce the rescaled quantities γ˜1 ≡ γ1/γ2, Ω˜ ≡ Ω/γ2, and α˜ ≡ α/Ω˜1/3. In steady state,
(γ˜1/Ω˜
2/3)α˜− α˜3 + 1 = 0 . (S2)
The only stable solution to Eq. (S2) is given by α˜ = f(γ˜1/Ω˜
2/3), where
f(x) ≡
(
1
2
+
√
1
4
− x
3
27
)1/3
+ sgn(x)2/3
(
1
2
−
√
1
4
− x
3
27
)1/3
. (S3)
Here, sgn denotes the sign function and the powers are calculated using principal values of the arguments. Figure S1
shows the variation of f(x). Note that f(0) = 1, i.e., α = (Ω/γ2)
1/3 for γ1 = 0. This is the characteristic nonlinear
response utilized in biological sensors [S1]. Conversely, for large x, f(x) can be approximated as
f(x) =
{√
x+ 1/(2x) +O(x−5/2) for x 1 ,
1/|x|+O(x−4) for x −1 . (S4)
The former limit is realized for γ1 > 0 and Ω/γ1 
√
γ1/γ2, where the steady state corresponds to a perturbed limit
cycle, α =
√
γ1/γ2 + Ω/(2γ1) + O
[
(Ω/γ1)
2
√
γ2/γ1
]
. The latter limit is realized for γ1 < 0 and Ω/|γ1| 
√|γ1|/γ2.
Here the system is fully damped and the response grows linearly with drive, α = Ω/|γ1|+O[(Ω/γ1)3(γ2/γ1)].
SII. RESPONSE OF A QUANTUM VAN DER POL OSCILLATOR AT WEAK DRIVES
In this section, we find analytic expressions describing the response of a weakly driven quantum vdP oscillator in
special cases of interest. We start from the full dynamics in rotating frame (see main text),
˙ˆρ = [Ω(aˆ† − aˆ), ρˆ] + γ+1 D[aˆ†]ρˆ+ γ−1 D[aˆ]ρˆ+ γ2D[aˆ2]ρˆ , (S5)
2FIG. S1. Classical steady-state response as a function of rescaled parameters. The function f(x) is defined in Eq. (S3).
where ρˆ is the density matrix, aˆ is the ladder operator, Ω is the drive amplitude, γ+1 is the rate of one-particle gain,
γ−1 is the rate of one-particle decay, γ2 is the rate of two-particle decay, and D[xˆ]ρˆ ≡ xˆρˆxˆ† − {xˆ†xˆ, ρˆ}/2. In the Fock
basis {|n〉, n = 0, 1, 2, . . . }, Eq. (S5) can be written as
ρ˙n,n′ = Ω
(√
nρn−1,n′ −
√
n+ 1ρn+1,n′ +
√
n′ρn,n′−1 −
√
n′ + 1ρn,n′+1
)
+ γ+1
[√
nn′ρn−1,n′−1 −
(n+ n′
2
+ 1
)
ρn,n′
]
+ γ−1
[√
(n+ 1)(n′ + 1)ρn+1,n′+1 − n+ n
′
2
ρn,n′
]
+ γ2
[√
(n+ 2)(n+ 1)(n′ + 2)(n′ + 1)ρn+2,n′+2 − n(n− 1) + n
′(n′ − 1)
2
ρn,n′
]
. (S6)
Note that Ω couples neighboring elements of the density matrix, whereas the dissipative terms only couple elements
in the same diagonal, i.e., with n − n′ = constant. The response is given by 〈aˆ〉 = Tr(aˆρˆ) = ∑n√nρn,n−1, where ρ
is the steady-state density matrix. Since all coefficients in Eq. (S6) are real, ρ will be real and symmetric. Below we
consider this steady-state response in various limits.
A. Linear response for γ+1 = γ
−
1 = 0
For γ±1 = 0 and weak drives Ω γ2, any two-particle excitation decays very rapidly. Hence, the dynamics are well
approximated by retaining the lowest three oscillator levels, n = 0, 1, 2, in Eq. (S6), which yields
ρ˙00 = 2γ2ρ22 − 2Ωρ10 , (S7a)
ρ˙11 = 2Ω(ρ10 −
√
2ρ21) , (S7b)
ρ˙10 = Ω(ρ00 − ρ11) , (S7c)
ρ˙21 = −γ2ρ21 + Ω(
√
2ρ11 + ρ20 −
√
2ρ22) , (S7d)
ρ˙20 = −γ2ρ20 + Ω(
√
2ρ10 − ρ21) , (S7e)
where ρ22 = 1 − ρ00 − ρ11. Substituting Ω → 0 into these equations, we find the undriven steady state is given by
ρ22 = ρ21 = ρ20 = 0 and ρ00 = ρ11 = 1/2. To linear order in Ω/γ2, Eqs. (S7b) and (S7d) yield ρ10 =
√
2ρ21 = Ω/γ2.
Thus, the linear response is given by 〈aˆ〉 = ρ10 +
√
2ρ21 = 2Ω/γ2, as evident in Fig. 1 of the main text.
3B. Nonmonotonic response for γ±1  γ2
1. γ+1 = 0, 0 < γ
−
1  γ2
Two-level approximation.— As the system is fully damped, we can project the dynamics at weak drives onto the
manifold spanned by n = 0 and 1. Then Eq. (S6) reduces to
ρ˙11 = 2Ωρ10 − γ−1 ρ11 , (S8a)
ρ˙10 = Ω(ρ00 − ρ11)− (γ−1 /2)ρ10 , (S8b)
where ρ00 = 1− ρ11. In steady state, we find
〈aˆ〉 = ρ10 = 2Ωγ
−
1
(γ−1 )2 + 8Ω2
. (S9)
Thus, the response grows linearly as 〈aˆ〉 ≈ 2Ω/γ−1 for Ω . γ−1 , but falls off as 〈aˆ〉 ≈ γ−1 /(4Ω) for Ω & γ−1 . This is
shown by the dashed black curve in Fig. S2. We see the linear susceptibility diverges as 2/γ−1 for γ
−
1 → 0.
FIG. S2. Response 〈aˆ〉 as a function of drive Ω for γ+1 = 0 and γ−1 /γ2 = 0.02. The perturbative result corresponds to Eq. (S17).
Three-level approximation.— The two-level picture breaks down at large drives. As higher-energy modes come into
play, the response grows again with Ω, as seen in Fig. S2. This revival can be captured by including the n = 2 level
in the dynamics, yielding, with ρ11 = 1− ρ00 − ρ22,
ρ˙00 = 2γ2ρ22 − 2Ωρ10 + γ−1 ρ11 , (S10a)
ρ˙10 = Ω(ρ00 − ρ11) + γ−1 (
√
2ρ21 − ρ10/2) , (S10b)
ρ˙22 = −2(γ2 + γ−1 )ρ22 + 2
√
2Ωρ21 , (S10c)
ρ˙21 = −(γ2 + 3γ−1 /2)ρ21 + Ω
[√
2(ρ11 − ρ22) + ρ20
]
, (S10d)
ρ˙20 = −(γ2 + γ−1 )ρ20 + Ω(
√
2ρ10 − ρ21) . (S10e)
Let us solve for the steady state to lowest order in γ−1 /γ2 and Ω/γ2. From the last three equations, we can write
ρ22 ≈ (
√
2Ω/γ2)ρ21 , (S11a)
ρ21 ≈ (Ω/γ2)
[√
2(ρ11 − ρ22) + ρ20
]
, (S11b)
ρ20 ≈ (Ω/γ2)(
√
2ρ10 − ρ21) . (S11c)
Substituting ρ22 and ρ20 into Eq. (S11b), we find
ρ21 ≈ (
√
2Ω/γ2)[ρ11 + (Ω/γ2)ρ10] . (S12)
Using Eqs. (S11a) and (S12) in Eq. (S10a) yields
ρ10 ≈
(
2Ω
γ2
+
γ−1
2Ω
)
ρ11 . (S13)
4Substituting this expression back into Eqs. (S12) and (S11a) yields
ρ21 ≈ (
√
2Ω/γ2)ρ11 , (S14)
ρ22 ≈ 2(Ω/γ2)2ρ11 . (S15)
Finally, substituting Eqs. (S13)–(S15) into Eq. (S10b) and using ρ00 = 1− ρ11 − ρ22, we find
ρ11 ≈ 4Ω
2
(γ−1 )2 + 8Ω2
, (S16)
which matches the two-level result. However, the response is modified as
〈aˆ〉 = ρ10 +
√
2ρ21 ≈
(
4Ω
γ2
+
γ−1
2Ω
)
ρ11 ≈ 2Ω
γ2
[
γ−1 γ2 + 8Ω
2
(γ−1 )2 + 8Ω2
]
, (S17)
where we have used Eqs. (S13), (S14), and (S16). It reduces to the two-level expression in Eq. (S9) for Ω (γ−1 γ2)1/2.
For Ω ∼ (γ−1 γ2)1/2  γ1, we find 〈aˆ〉 ≈ γ−1 /(4Ω) + 2Ω/γ2, which attains a minimum at Ω = (γ−1 γ2)1/2/(2
√
2) and
increases linearly with drive at large Ω. This nonmonotonic variation is evident in Fig. S2.
2. 0 ≤ γ+1 , γ−1  γ2
In the presence of one-particle gain (γ+1 > 0), the undriven steady state corresponds to a dynamic equilibrium
where particles flow in and out of the oscillator. When γ2  γ±1 , the dynamics are confined to the levels n = 0, 1,
and 2 for weak drives. We consider this three-level system, governed by the equations of motion [from Eq. (S6)]
ρ˙00 = 2γ2ρ22 − 2Ωρ10 + γ−1 ρ11 − γ+1 ρ00 , (S18a)
ρ˙10 = Ω(ρ00 − ρ11) + γ−1 (
√
2ρ21 − ρ10/2)− (3γ+1 /2)ρ10 , (S18b)
ρ˙22 = −2(γ2 + γ−1 )ρ22 + 2
√
2Ωρ21 + 2γ
+
1 ρ11 , (S18c)
ρ˙21 = −(γ2 + 3γ−1 /2)ρ21 + Ω
[√
2(ρ11 − ρ22) + ρ20
]
+
√
2γ+1 ρ10 , (S18d)
ρ˙20 = −(γ2 + γ−1 )ρ20 + Ω(
√
2ρ10 − ρ21) , (S18e)
where ρ11 = 1 − ρ00 − ρ22. For Ω = 0, we find the steady state ρ11 ≈ 1 − ρ00 ≈ γ+1 /(3γ+1 + γ−1 ). Thus, negative
damping leads to a finite occupation of the n = 1 level. For Ω > 0, the steady-state analysis can be carried out
following the same steps as in the last section, which yields, to lowest order in γ+1 /γ2, γ
−
1 /γ2, and Ω/γ2,
〈aˆ〉 ≈ 2Ω
γ2
[
(γ+1 + γ
−
1 )γ2 + 8Ω
2
(3γ+1 + γ
−
1 )
2 + 8Ω2
]
. (S19)
As before, we find a nonmonotonic response. For Ω 3γ+1 +γ−1 , the response is linear, 〈aˆ〉 ≈ 2Ω(γ+1 +γ−1 )/(3γ+1 +γ−1 )2,
with a slope that diverges as γ±1 → 0. For 3γ+1 + γ−1  Ω  [(γ+1 + γ−1 )γ2]1/2, it falls off as 〈aˆ〉 ≈ (γ+1 + γ−1 )/(4Ω),
exhibiting negative susceptibility. For Ω [(γ+1 + γ−1 )γ2]1/2, it rises again as 〈aˆ〉 ≈ 2Ω/γ2.
C. Linear response for γ+1 = γ
−
1  γ2
Here, we derive the enhanced sensitivity for the critical condition γ+1 = γ
−
1 ≡ Γ1  γ2. We first find the undriven
steady state, then consider perturbation at weak drives. At Ω = 0, the steady state has no coherence. The equation
of motion for the populations pn ≡ ρn,n is found by substituting n′ = n in Eq. (S6), which yields
p˙n = Γ1
[
npn−1 + (n+ 1)pn+1 − (2n+ 1)pn
]
+ γ2
[
(n+ 1)(n+ 2)pn+2 − n(n− 1)pn
]
. (S20)
At γ2 = 0, the steady state is simply given by pn = constant, i.e., the system reaches an infinite-temperature state.
For γ2 > 0, this distribution is curtailed at large n and pn is a slowly-varying function set by the scale ε ≡
√
γ2/Γ1.
Thus, we can approximate pn by a continuous function p(x) with x = nε. Then Eq. (S20) can be written as
xp(x− ε) + (x+ ε)p(x+ ε)− (2x+ ε)p(x) + ε[(x+ ε)(x+ 2ε)p(x+ 2ε)− x(x− ε)p(x)] = 0 . (S21)
5The above equation is identically satisfied up to O(ε). Expanding to O(ε2), we find
xp′′(x) + (2x2 + 1)p′(x) + 4xp(x) = 0 , (S22)
where prime denotes d/dx. Requiring p(x) to be bounded at x = 0 leads to the unique solution p(x) = Ce−x
2
. The
constant C can be determined from probability conservation
∑
n pn = 1, or (1/ε)
∫∞
0
p(x)dx = 1, which gives
p(x) = (2ε/
√
pi)e−x
2
. (S23)
Thus, the undriven steady state has a Gaussian number distribution of width
√
Γ1/γ2  1, as shown in Fig. S3(a).
To find the linear response, we consider perturbation in the leading off-diagonal terms χn ≡ ρn,n−1, which satisfy
χ˙n = Γ1
[√
n(n− 1)χn−1+
√
n(n+ 1)χn+1−2nχn
]
+γ2
[√
n(n+ 2)(n+1)χn+2−(n−1)2χn
]
+Ω
√
n(pn−1−pn) . (S24)
This equation is simplified with the substitution qn ≡
√
nχn. In steady state,
Γ1(qn+1 + qn−1 − 2qn) + γ2
[
(n+ 1)qn+2 − (n+ 1/n− 2)qn
]
+ Ω(pn−1 − pn) = 0 . (S25)
Since qn will also be a slowly-varying function as pn, we rewrite Eq. (S25) in terms of the continuous variable x = nε,
q(x+ ε) + q(x− ε)− 2q(x) + ε[(x+ ε)q(x+ 2ε)− (x− 2ε+ ε2/x)q(x)]+ ηε[p˜(x− ε)− p˜(x)] = 0 , (S26)
where η ≡ Ω/Γ1 and p˜(x) ≡ p(x)/ε ∼ O(1). Expanding Eq. (S26) to O(ε2), we find
q′′(x) + 2xq′(x) + 3q(x)− η p˜′(x) = 0 . (S27)
Substituting p˜′(x) = −(4/√pi)xe−x2 from Eq. (S23) and using q(x) ≡ (4η/√pi)e−x2h(x) yields
h′′(x)− 2xh′(x) + h(x) + x = 0 . (S28)
In addition, since q(0) = 0, we have the boundary condition h(0) = 0. Then the only bounded solution to Eq. (S28)
is h(x) = x. Therefore,
q(x) = (4η/
√
pi)xe−x
2
, (S29)
which agrees well with numerics, as shown in Fig. S3(a). The linear response is given by
〈aˆ〉 =
∞∑
n=0
√
nχn ≈ 1
ε
∫ ∞
0
dxq(x) =
2η√
piε
=
2Ω√
piΓ1γ2
. (S30)
Hence, the linear susceptibility is χ ≈ 2/√piΓ1γ2. Figure S3(b) shows how the exact solution interpolates between
this regime and that of Γ1  γ2, where χ ≈ 1/(4Γ1) [see Sec. SII B 2]. In contrast, a fully damped “passive” oscillator
has a susceptibility χp = 2/γ
−
1 [see Sec. SII B 1]. Thus, operating the vdP oscillator in the regime γ
+
1 = γ
−
1  γ2
yields a sensitivity enhancement χ/χp ≈ [γ−1 /(piγ2)]1/2.
FIG. S3. (a) Steady-state occupations pn ≡ ρn,n and coherences qn ≡ √nρn,n−1 for Γ1/γ2 = 1000 and Ω→ 0. The coherences
are rescaled to show on the same axes. Solid lines are obtained from exact numerics and dashed lines correspond to Eqs. (S23)
and (S29). (b) Linear susceptibility χ as a function of Γ1/γ2. Solid curve shows exact result and dashed curves show aymptotes.
6D. Linear response for γ+1 > γ
−
1  γ2
As we discussed in the main text, the susceptibility is enhanced much further by operating in the limit-cycle phase.
Here we derive an expression for the linear response in this regime. As in the last section, we start by writing down
rate equations which govern the populations of the undriven system,
p˙n = γ
+
1
[
npn−1 − (n+ 1)pn
]
+ γ−1
[
(n+ 1)pn+1 − npn
]
+ γ2
[
(n+ 1)(n+ 2)pn+2 − n(n− 1)pn
]
. (S31)
The steady state is set by the parameters ε ≡ (γ2/γ+1 )1/2  1 and ζ ≡ γ−1 /γ+1 < 1. We expect, in steady state, pn
will be peaked near the classical solution, n∗ ≈ α2cl = (1− ζ)/(2ε2). To find this distribution, we approximate pn by
a continuous function p(x) where x = nε. Then Eq. (S31) yields
xp(x− ε)− (x+ ε)p(x) + ζ[(x+ ε)p(x+ ε)− xp(x)]+ ε[(x+ ε)(x+ 2ε)p(x+ 2ε)− x(x− ε)p(x)] = 0 . (S32)
Since p(x) will be peaked near x∗ = n∗ε ∼ O(1/ε), we shift the origin with the transformation x = β/ε + y, where
β ∼ O(1). We also define u(y) ≡ p(β/ε+ y). Then expanding Eq. (S32) in powers of ε, we find
εβ(2β + ζ − 1)u′(y) + ε2[β(4β + ζ + 1)u′′(y)/2 + (4β + ζ − 1){yu′(y) + u(y)}]+O(ε3) = 0 . (S33)
The linear term implies β = (1− ζ)/2, exactly matching the classical estimate. Substituting this value for β into the
quadratic term leads to the differential equation
(3− ζ)u′′(y) + 4yu′(y) + 4u(y) = 0 , (S34)
which has a unique positive-definite solution, u(y) = Ae−2y
2/(3−ζ). The integration constant A can be determined by
requiring
∑
n pn = 1, or (1/ε)
∫
u(y)dy ≈ 1, which yields
u(y) ≈ ε
√
2/[(3− ζ)pi] e−2y2/(3−ζ) . (S35)
From the correspondence pn ≈ u(nε−β/ε) and the definitions ζ ≡ γ−1 /γ+1 , ε ≡ (γ2/γ+1 )1/2, we find the undriven steady
state has a Gaussian number distribution with mean (γ+1 − γ−1 )/(2γ2) and standard deviation [(3γ+1 − γ−1 )/(4γ2)]1/2.
This result was also found in Ref. [S2] and agrees well with numerics, as shown in Fig. S4(a).
Next, we consider linear perturbation at weak drives. From Eq. (S6), the coherences χn ≡ ρn,n−1 satisfy
χ˙n = γ
+
1
[√
n(n− 1)χn−1 − (n+ 1/2)χn
]
+ γ−1
[√
n(n+ 1)χn+1 − (n− 1/2)χn
]
+ γ2
[√
n(n+ 2)(n+ 1)χn+2 − (n− 1)2χn
]
+ Ω
√
n(pn−1 − pn) , (S36)
where pn are the undriven occupations. To find the steady state, we again approximate χn by a continuous function
v(y) where χn ≈ v(nε− β/ε). Following the same steps as before, we arrive at the solution
v(y) = 4η(3− ζ)−3/2
√
(1− ζ)/pi e−2y2/(3−ζ) , (S37)
FIG. S4. (a) Steady-state populations pn ≡ ρn,n and coherences χn ≡ ρn,n−1 for γ+1 /γ2 = 200, γ−1 /γ2 = 20, and Ω → 0. The
coherences have been rescaled to show on the same axes as pn. Solid lines correspond to exact numerics and dashed lines show
perturbative results in Eqs. (S35) and (S37). (b) Linear susceptibility χ as a function of γ+1 /γ
−
1 and γ
−
1 /γ2, rescaled by the
susceptibility of a passive system, χp = 2/γ
−
1 . Solid lines show exact results and dotted lines are obtained from Eq. (S39).
7where η ≡ Ω/γ+1 . Thus, χn has the same Gaussian profile as pn, as seen in Fig. S4(a). The linear response is given by
〈aˆ〉 =
∑
n
√
nχn ≈ 1
ε2
∫ ∞
−β/ε
√
β + εy v(y)dy ≈ 2η
3ε2
[
1− 2ζ
3
+O(ζ2)
]
. (S38)
Expressing η, ε, and ζ in terms of the drive and dissipation rates, we find a susceptibility
χ ≈ 2
3γ2
(
1− 2γ
−
1
3γ+1
)
. (S39)
Thus, for γ−1  γ+1 , χ is only limited by two-particle decay. Consequently, the sensitivity gain over a passive system,
χ/χp, scales as γ
−
1 /γ2 [Recall: χp = 2/γ
−
1 ]. This scaling is illustrated in Fig. S4(b).
SIII. MAPPING BETWEEN DENSITY MATRIX AND WIGNER FUNCTION
In this section, we review the Wigner representation of the density operator and derive an explicit mapping between
the Wigner function and density matrix for an oscillator mode. The Wigner distribution was introduced in Ref. [S3]
to enable the calculation of expectation values as integrals over a phase space, similar to classical ensemble averages.
The Wigner function acts as a weight for such an integral representation of the density operator. For a single oscillator
mode aˆ, it can be written as the expectation of a displaced parity operator [S4]
Πˆ(α) ≡ Dˆ(α)(−1)aˆ†aˆDˆ−1(α) , (S40)
where α is a point in phase space and Dˆ(α) ≡ eαaˆ†−α∗aˆ is a displacement operator. The Wigner function is given by
W (α) = (2/pi)Tr
[
ρˆΠˆ(α)
]
. (S41)
Conversely, the density operator ρˆ can be obtained from the Wigner function as
ρˆ = 2
∫
d2αW (α) Πˆ(α) . (S42)
So, there is a one-to-one correspondence between ρˆ and W . Note the operators Πˆ(α) are Hermitian with eigenvalues
±1. They can also be shown to constitute a basis for expanding any operator over the complex phase space [S5]. In
particular, they satisfy the orthonormality and completeness relations
(4/pi)Tr
[
Πˆ(α), Πˆ(α′)
]
= δ(α− α′)1ˆ ,
(4/pi)
∫
d2α〈m|Πˆ(α)|m′〉〈n|Πˆ(α)|n′〉∗ = δm,nδm′,n′ ,
where |n〉 are Fock states. Since Πˆ(α) are parity operators, from Eq. (S41) we see that W is real valued and uniformly
bounded, W (α) ∈ [−2/pi, 2/pi]. Further, using the property Tr[Πˆ(α)] = 1/2 in Eq. (S42), one finds∫
d2αW (α) = 1 . (S43)
Hence, W (α) can be interpreted as a quasiprobability distribution in phase space. In particular, one can compute the
expectation of any symmetrically ordered product {(aˆ†)naˆm}S as an ensemble average,
〈{(aˆ†)naˆm}S〉 =
∫
d2α(α∗)nαmW (α) , (S44)
which follows from using the relation Dˆ−1(α)aˆDˆ(α) = aˆ+ α1ˆ in Eq. (S42). The linear response 〈aˆ〉 corresponds to a
special case of Eq. (S44) that amounts to measuring the center of mass of the Wigner distribution,
〈aˆ〉 =
∫
d2ααW (α) . (S45)
8In principle, Eqs. (S41) and (S42) completely specify W (α) in terms of ρˆ and vice versa. However, one can also
find an explicit mapping between the Wigner function and the density matrix in the Fock basis. To see this, note the
parity operator (−1)aˆ†aˆ reflects aˆ to −aˆ, (−1)aˆ†aˆaˆ(−1)aˆ†aˆ = −aˆ. It follows we have the identity [S4]
(−1)aˆ†aˆDˆ(α)(−1)aˆ†aˆ = Dˆ(−α) = Dˆ−1(α) . (S46)
Using the above in Eq. (S40), we can write Πˆ(α) = Dˆ(2α)(−1)aˆ†aˆ which, when used in Eq. (S41), yields
W (α) = (2/pi)
∑
n,n′ ρn,n′〈n′|Dˆ(2α)|n〉(−1)n . (S47)
The matrix elements of Dˆ can be expressed in terms of associated Laguerre polynomials L
(p)
q (x) [S5]. Thus, we find
W (α) = (2/pi)e−2|α|
2∑
n,n′
(−1)n
√
n!/n′! (2α)n
′−n L(n
′−n)
n (4|α|2) ρn,n′ . (S48)
The mapping can be written in a more symmetric form in polar coordinates α = reiφ,
W (r, φ) =
2
pi
e−2r
2
[ ∞∑
n=0
(−1)nL(0)n (4r2)ρn,n +
∞∑
j=1
(2r)j
∞∑
n=0
(−1)n L
(j)
n (4r2)√
(n+ 1)j
(
e−ijφρn+j,n + eijφρn,n+j
)]
, (S49)
where (x)j is the Pochhammer symbol, (x)j = x(x + 1) . . . (x + j − 1). We see the Wigner function has no angular
variation for a purely diagonal density matrix, e.g., in the steady state of an undriven vdP oscillator. Further, elements
in the j-th off diagonal contribute j units of angular momentum. Equation (S49) can be inverted using orthogonality
properties of Laguerre polynomials and exponential functions to give ρn,n′ in terms of W (r, φ),
ρn,n′ = (−1)n′
√
n′!
n!
∫ 2pi
0
dφei(n−n
′)φ
∫ ∞
0
dr e−2r
2
(2r)n−n
′+1L
(n−n′)
n′ (4r
2)W (r, φ) . (S50)
SIV. SIGNAL-TO-NOISE RATIO
We have focused on the response 〈aˆ〉 of a vdP oscillator to an external drive. An experimental measurement of this
response will be subject to quantum noise. Here we estimate the signal-to-noise ratio. As we showed in Sec. SIII, the
“signal” 〈aˆ〉 as well as other physical quantities can be extracted from the Wigner function W (α) which represents a
quasiprobability distribution in phase space. From Eq. (S45), 〈aˆ〉 is given by the center of mass of W (α). The noise
σ can be estimated from the spread about this center of mass,
σ2 =
∫
d2α |α− 〈aˆ〉|2W (α) = −|〈aˆ〉|2 +
∫
d2α |α|2W (α) , (S51)
where we have used Eqs. (S43) and (S45). The last integral can be evaluated from Eq. (S44), yielding
σ =
√
〈aˆ†aˆ+ aˆaˆ†〉/2− |〈aˆ〉|2 =
√
〈nˆ〉+ 1/2− |〈aˆ〉|2 , (S52)
where nˆ is the number operator, nˆ ≡ aˆ†aˆ. The signal-to-noise ratio is given by SNR = 〈aˆ〉/σ. We plot the response
and the SNR as a function of drive and dissipation in Fig. S5, which shows one can have SNR & 1 while being in the
quantum regime, 〈aˆ〉 ∼ 1. In Fig. S5(a), we consider the case γ±1  γ2, where one finds a nonmonotonic response
with increasing drive. Here SNR < 1 as the oscillator is close to the vacuum state. Nonetheless, such states have been
measured in experiments with close to 1% accuracy [S6–S12]. In Fig. S5(b), we find, for γ±1  γ2, one can have both
SNR > 1 as well as a susceptibility boost over a passive oscillator, χ > χp.
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