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PRIMARY COMPONENTS OF CODIMENSION TWO LATTICE BASIS IDEALS
ZEKIYE SAHIN ESER AND LAURA FELICIA MATUSEVICH
ABSTRACT. We provide explicit combinatorial descriptions of the primary components of codi-
mension two lattice basis ideals. As an application, we compute the set of parameters for which a
bivariate Horn system of hypergeometric differential equations is holonomic.
1. INTRODUCTION
Let k be a field. A binomial is an element of a polynomial ring krxs “ krx1, . . . , xns with at most
two terms; a binomial ideal is one whose generators can be chosen binomial. The zero sets of
binomial ideals are unions of toric varieties, which makes binomial ideals important in algebraic
geometry, and is one reason that combinatorial methods are very effective for studying them. Be-
yond their intrinsic interest, binomial ideals arise naturally in various contexts, such as combinato-
rial game theory, algebraic statistics and dynamics of mass action kinetics, see [M11, DSS, SS10],
for references and details. These ideals are also very important in the study of hypergeometric
differential equations, as is shown in [DMM10b, BMW13].
Binomial ideals are highly structured. Assuming that the field k is algebraically closed, Eisenbud
and Sturmfels [ES98] have shown that the associated primes and primary components of a bino-
mial ideal can be chosen binomial. In addition, when k is of characteristic zero, a combinatorial
description of the primary components of a binomial ideal was provided by Dickenstein, Matu-
sevich and Miller in [DMM10a]. This description involves graphs whose vertices are the lattice
points in certain cones in Rn, and are thus difficult to visualize when the number of variables is
high.
If I is a binomial ideal, there exists a (multi)grading of the polynomial ring that makes I a homo-
geneous ideal. In fact, it is often the case that a binomial ideal is given together with a specified
grading. Depending on their behavior with respect to a given grading, the associated primes and
primary components of a binomial ideal are called toral or Andean (see Definition 3.5). In general,
the toral primary components of a binomial ideal are more easily understood combinatorially than
the Andean ones, as their graphs can actually be drawn in much lower dimension than the number
of variables.
In this article, we study the primary decomposition of codimension two lattice basis ideals, which
have a prescribed grading (see Definition 2.11, Convention 3.1 and the paragraph before Defini-
tion 5.4). In this case, it is known that the graphs controlling their toral primary components have
vertices in N2, regardless of the dimension of the ambient polynomial ring. Our goal here is to
understand the combinatorics of the Andean primary components of a codimension two lattice
basis ideal; this is achieved in Theorem 5.1. To prove this result, we construct an infinite family
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of graphs with vertices in N2, that nevertheless contain enough information to produce the needed
primary components.
As was mentioned before, binomial ideals, and in particular, their primary decompositions, play
a key role in the study of hypergeometric functions. Using our new understanding of the Andean
components of a codimension two lattice basis ideal, we are able to compute the Andean arrange-
ment (Definition 5.4) of a system of hypergeometric differential equations in two variables, which
consists of all the parameters for which such a system possesses a finite dimensional solution space
(Theorem 5.8).
Acknowledgements. We are grateful to Christine Berkesch Zamaere, Thomas Kahle, Ezra Miller,
and Christopher O’Neill for interesting conversations while we were working on this project, and
for comments on a previous version of this article.
2. GRAPHS ASSOCIATED TO MATRICES
Throughout this article, N denotes the monoid t0, 1, 2, . . . u.
One of the main aims in [DMM10a] is to give a combinatorial description of the primary compo-
nents of binomial ideals. This description involves graphs whose vertices belong to submonoids
of Zn, and more precisely, the connected components of those graphs (see, for instance, Theo-
rem 3.2). In this section, we study graphs arising from 2 ˆ 2 integer matrices, whose vertices are
elements of N2. These graphs are simpler than those introduced in [DMM10a], but it turns out that
they are sufficient to control the primary components of the special kind of binomial ideal we are
interested in.
We collect our results on graphs here, since they require no algebraic preliminaries, and may be
of independent combinatorial interest. In Sections 4 and 5, we use these graphs to compute the
primary components of codimension two lattice basis ideals.
Definition 2.1. Let Q be a subset of Zn and let M be an nˆm integer matrix. We define a graph
GQpMq whose vertices are the elements of Q, and where two vertices u, v P Q are connected by an
edge if and only if u´ v or v ´ u is a column of M . A connected component of GQpMq is called
infinite, if it contains infinitely many vertices; otherwise it is called finite. A finite (or infinite)
vertex of GQpMq is one that belongs to a finite (or infinite) connected component. If Q “ Nn, we
omit Q from the notation, and write GpMq instead of GNnpMq.
In this article, we consider graphs GQpMq where Q is a submonoid of Zn such as Nn or NkˆZn´k
(for instance, in Proposition 4.3), or a subset of Zn, such as tu P Nn | λ1u1 ` ¨ ¨ ¨ ` λnun “ λ0u,
for fixed given λ0, . . . , λn P Q (Lemma 4.6), or tu P N2 | u1 ď ℓu, for fixed given ℓ P N
(Proposition 2.5).
We are interested in the connected components of GQpMq, and in particular, in determining
whether these connected components are infinite or finite.
Our first result concerns the connected components of GpMq, where M is a 2 ˆ 2 nonsingular
matrix whose rows lie in non adjacent (also called opposite) open quadrants of Z2, and Q “ N2 is
omitted from the notation.
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Proposition 2.2 (Lemma 6.5 in [DMS05]). Let M “ rµijsi,jPt1,2u P Z2ˆ2 of rank two, and assume
that µ11, µ12 ą 0 and µ21, µ22 ă 0. Set
R “
"
tu P N2 | u1 ă µ12, u2 ă ´µ21u if |µ11µ22| ą |µ12µ21|,
tu P N2 | u1 ă µ11, u2 ă ´µ22u if |µ11µ22| ă |µ12µ21|.
Every finite connected component of GpMq contains exactly one vertex in R. In particular, the
number of finite connected components ofGpMq is the cardinality of R, which isminp|µ11µ22|, |µ12µ21|q.
Example 2.3. Let M “
„
1 3
´2 ´4

. GpMq has minp|´4|, |´6|q “ 4 finite connected components,
which are shown in Figure 1.
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FIGURE 1. The graph of M .
If M P Z2ˆ2 has all positive entries, then GpMq has no finite connected components. However,
in this case, it is not GpMq that carries the algebraic information we need later on, but a family of
subgraphs of GpMq, as follows.
Notation 2.4. Let M P Z2ˆ2 of rank two, all of whose entries are positive. For ℓ P N let Qℓ “
tu P N2 | u1 ď ℓu. We denote GℓpMq – GQℓpMq, and call these graphs the band graphs of M .
Note that GℓpMq is the induced subgraph of GpMq whose vertices lie in Qℓ, and consequently if
ℓ ď ℓ1, then GℓpMq is a subgraph of Gℓ1pMq.
In order to understand the connected components of the band subgraphs of GpMq, we first analyze
a special case.
Proposition 2.5. Consider a rank two integer matrix
M “
„
r s
a b

such that r ě s ą 0, 0 ă a ď b, and gcdpr, sq “ 1. If ℓ ă r ` s ´ 1, then every connected
component of GℓpMq is finite. If ℓ ě r` s´ 1, then for every w0 P t0, 1, . . . , ℓu there exists z0 P N
such that pw0, z0q belongs to an infinite component of GℓpMq.
Before proving this result, we introduce some auxiliary notions, and provide some examples.
Given M as above, the graphs GℓpMq have two types of edges: those parallel to the first column
of M are called the r-edges of GℓpMq, and those parallel to the second column of M are called
the s-edges of GℓpMq. If r “ s, we could refer to these edges as a-edges and b-edges.
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Definition 2.6. Let M be as in Theorem 2.5, and consider N2 with coordinates w, z. A vertex of
GℓpMq is called a turn if it is adjacent to both an r-edge and an s-edge of GℓpMq. A turn pw0, z0q
is called a left turn if there is a vertex adjacent to pw0, z0q whose w-coordinate is smaller than w0.
Turns that are not left turns are called right turns. Intuitively, when we walk along a connected
component of GℓpMq in the direction that increases z, we turn left at a left turn, and right at a right
turn.
Example 2.7. Let
M “
„
7 4
1 1

The band graphs G4pMq and G7pMq are illustrated in Figure 2.
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•
FIGURE 2. Examples of band graphs.
All of the connected components of G4pMq and G7pMq are finite. The minimum ℓ P N such that
GℓpMq has an infinite connected component is ℓ “ 10 (see Figure 3).
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FIGURE 3. A band graph with an infinite component.
Proof of Proposition 2.5. Write r “ sq1 ` q2 where 0 ď q2 ă s. We claim that any connected
component ofGrpMq contains at most 2q1`2 vertices (implying thatGrpMq, and thereforeGℓpMq
for ℓ ď r, has no infinite connected components). A connected component of GrpMq can only
contain one r-edge since the w-coordinates of vertices in GrpMq are bounded by r. Thus, we can
have at most two turns in such a connected component. We can connect at most q1-many s-edges
at each turn. Including the turns, the number of vertices in a connected component of GrpMq is at
most equal to 2q1 ` 2.
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We observe that a modification of the argument above shows that a connected component ofGℓpMq
is infinite if and only if it contains infinitely many left turns.
Now consider Gr`tpMq where 0 ď t ă s. We show that Gr`tpMq has an infinite connected
component if and only if t “ s ´ 1. Note that not all components of Gr`tpMq have left turns, for
instance, the vertex pr ` t, 0q is itself a connected component, which therefore has no turns. In
what follows, we study how many left turns a connected component can have.
The orderingą on the elements of N2 defined by pw, zq ą pw1, z1q if z ą z1, or z “ z1 and w1 ą w,
induces a total ordering on the set of left turns of a given component of Gr`tpMq.
Let C be a connected component of Gr`tpMq, and suppose that pw0, z0q is a left turn in C. We
wish to produce the next left turn of C according to ą, if it exists. Since pw0, z0q is a left turn in C,
we have pw0 ´ r, z0 ´ aq P C. This is a right turn, because Gr`tpMq cannot contain two adjacent
r-edges, as the w-coordinates of the vertices of Gr`tpMq are bounded by r ` t, and t ă s. We
attach s-edges to pw0´ r, z0´ aq, to produce a vertex pw0´ r, z0´ aq` pqs, qbq P C, where q ą 0
is as large as possible. The integer q is produced by writing r`t´pw0´rq “ qs`rr`t´pw0´rq
mod ss, where rα mod βs denotes the remainder of α upon division by β, for α, β P Z, α ą 0.
If pw0 ´ r, z0 ´ aq ` pqs, qbq is coordinatewise greater than or equal to pr, aq, then pw0 ´ r, z0 ´
aq ` pqs, qbq is a left turn of C which is greater according to ą than pw0, z0q. Now, z0´ a ě 0 and
b ě a imply that z0´a`qb ě a. Therefore, in order for pw0´r, z0´aq`pqs, qbq to be a left turn,
we need r ď w0 ´ r ` qs “ r ` t´ rr ` t´ pw0 ´ rq mod ss, or equivalently, t ě r2r ` t´ w0
mod ss.
Replacing pw0, z0q by pw0´r, z0´aq`pqs, qbq, we see that the condition needed for the existence of
a left turn which is greater according toą than pw0´r, z0´aq`pqs, qbq is t ě r2r`t´pw0´r`qsq
mod ss “ r3r ` t´ w0 mod ss.
Continuing in this manner, the existence of infinitely many left turns in C is equivalent to requiring
t ě rℓr ` t´ w0 mod ss for all ℓ ą 0. However, since gcdpr, sq “ 1, there exists ℓ ą 0 such that
rpℓr` t´w0 mod ss “ s´ 1. Therefore, if t ă s´ 1, C has finitely many left turns, and is finite,
and if t “ s´ 1, C has infinitely many left turns, and is infinite.
If t ă s ´ 1, a component of Gr`tpMq either has no left turns or finitely many left turns, which
shows that Gr`tpMq has no infinite components.
Let t “ s´ 1 and w0 P t0, . . . , r` s´ 1u. If w0 ě r, then for large enough z0, pw0, z0q is a vertex
of both an r- and an s-edge whose other vertex has lower z-coordinate, and is therefore a left turn
in its connected component, which is thus infinite. If w0 ă r, we can choose z0 sufficiently large
such that attaching as many s-edges to pw0, z0q as possible yields a left turn, which implies that the
component of pw0, z0q is infinite.
Finally, if ℓ ą r` s´1, for each 0 ď t ď ℓ´pr` s´1q, GℓpMq contains as a subgraph the image
of Gr`s´1pMq under the translation pw, zq ÞÑ pw`t, zq. This implies that for each w0 P t0, . . . , ℓu,
there is z0 ą 0 such that pw0, z0q is an infinite vertex of GℓpMq. 
In the previous statement, we assumed that the entries in the top column of M were relatively
prime. We now remove that assumption.
Theorem 2.8. Consider a rank two matrix
M “
„
r s
a b

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where r, s, a, b are positive integers, r ě s, a ď b and gcdpr, sq “ d ě 1. The minimal ℓ P N
such that GℓpMq has an infinite connected component is ℓ “ r ` s ´ d. If 0 ď t ă d and
w0 P t0, . . . , r ` s´ d` tu, there exists z0 such that pw0, z0q is an infinite vertex of Gr`s´d`tpMq
if and only if w0 is divisible by d. If ℓ ą r ` s, for each w0 P t0, . . . , ℓu, there exists z0 such that
pw0, z0q is an infinite vertex of GℓpMq.
Example 2.9. Let M “
„
2 6
1 2

. When ℓ “ 6, the band graph G6pMq has an infinite connected
component. However, the vertices pw, zq where w is odd are finite vertices for all z; see Figure 4.
z
w
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•
•
•
•
•
•
•
•
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✳
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✳
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✳
✳
✳
✳
✳ ✳
FIGURE 4. The band graph G6pMq.
Proof. Let Mˆ be the (integer) matrix obtained from M by dividing r and s by d, so that Proposi-
tion 2.5 applies to the band graphs of Mˆ .
Let ℓ P N and set ℓˆ “ tℓ{du, the integer part of ℓ{d. We show that GℓpMq is a disjoint union of
graphs isomorphic to GℓˆpMˆq or Gℓˆ´1pMˆq.
Let pw0, z0q P N2 such that w0 ď ℓ, so that pw0, z0q is a vertex of GℓpMq. Write w0 “ wˆ0d ` t0
where t0 is an integer with 0 ď t0 ă d.
If t0 “ 0, then pw0, z0q belongs to the image of the map ϕℓ,0 : GℓˆpMq Ñ GℓpMq defined on vertices
by pw, zq ÞÑ pdw, zq. Since r and s are divisible by d, any vertex in the connected component
of GℓpMq that contains pw0, z0q also has its d-coordinate divisible by d. This implies that the
connected component of pw0, z0q in GℓpMq is the image under ϕℓ,0 of the connected component of
pw0{d “ wˆ0, z0q in GℓˆpMˆq.
If t0 ą 0, consider the map ϕℓ,t0 : Gℓˆ´1pMq Ñ GℓpMq defined on vertices by pw, zq ÞÑ pdw `
t0, zq. Since r and s are divisible by d, the w-coordinates of all the vertices of GℓpMq connected
to pw0, z0q are congruent to t0 modulo d. This implies that the connected component of pw0, z0q in
GℓpMq is the image under ϕℓ,t0 of the connected component of pwˆ0, z0q in Gℓˆ´1pMˆq.
Note that the images of the maps ϕℓ,i have no common vertices, and their union is GℓpMq. Now
use Proposition 2.5 to obtain the desired conclusions. 
We now explain how to construct graphs arising from binomial ideals. Lemma 2.12 relates these
graphs and those associated to matrices in the case of lattice basis ideals.
Definition 2.10. Let P be a monoid. A binomial ideal I in the monoid ring krP s defines a graph
GP pIq whose vertices are the elements of P and whose edges are pairs pu, vq P P ˆ P such that
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xu ´ ρxv P I for some ρ P k r t0u. A connected component of GP pIq is said to be infinite if
it consists of infinitely many vertices; otherwise it is called finite. A vertex of GP pIq is called an
infinite vertex if it belongs to an infinite connected component, otherwise it is called a finite vertex.
If P “ Nn, we omit P from the notation, and write G pIq instead of GP pIq.
Note that if I Ă krP s is a binomial ideal, any connected component of GP pIq is a complete graph.
We are ready to introduce our main objects of study.
Definition 2.11. If µ P Zn, define µ`, µ´ P Nn via pµ`qi “ maxpµi, 0q and pµ´qi “ maxp´µi, 0q,
so that µ “ µ`´ µ´. Let M be nˆm integer matrix. We define a binomial ideal associated to M
as follows:
IpMq “ xxµ` ´ xµ´ | µ is a column of My Ď krx1, . . . , xns “ krNns.
If M has rank m, then IpMq is called a lattice basis ideal.
Lemma 2.12. Let M be an n ˆm integer matrix of rank m, and IpMq its corresponding lattice
basis ideal as in Definition 2.11. Let τ Ď t1, . . . , nu and let P “ Nτ ˆ Zτ¯ . Then u, v P P are
connected in GP pkrP s ¨ IpMqq if and only if they are connected in GP pMq.
Proof. Assume that u, v P P are connected in GP pMq. We show that xu ´ xv P krP s ¨ IpMq by
induction on the length of the path connecting u to v. If this path has length one, then u and v are
connected by an edge of GP pMq, meaning that u ´ v or v ´ u, say u ´ v, equals a column µ of
M . Then u ´ v “ µ “ µ` ´ µ´, so that v ´ µ´ “ u ´ µ` — ν. Since v ´ µ´ ` µ` “ u P P
and for all i, pµ`qi and pµ´qi are not simultaneously nonzero, we see that ν P P . But then
xu ´ xv “ xνpxµ` ´ xµ´q P krP s ¨ IpMq, as we wished.
Now assume that u and v are connected in GP pMq by a path of length ℓ ą 1. This means that there
are vertices u “ νp0q, νp1q, . . . , νpℓq “ v of GP pMq such that pνpiq, νpi`1qq is an edge of GP pMq
for i “ 0, . . . , ℓ. By inductive hypothesis, since νp1q and v are connected in GP pMq by a path of
length ℓ´ 1, we have xνp1q ´ xv P krP s ¨ IpMq. But we also know xu ´ xνp1q P krP s ¨ IpMq. We
conclude that xu ´ xv P krP s ¨ IpMq, and therefore u and v are connected in GP pIpMqq.
For the converse, we start by noting that a lattice basis ideal (and its extension to krP s) contains no
monomials. This follows, for instance, from Lemma 7.6 in [MS], which implies that the saturation
pIpMq : xx1 ¨ ¨ ¨xny
8q Ď krxs is not the unit ideal.
Since every connected component of GP pIpMqq is a complete graph, if u and v are connected
in GP pIpMqq, then pu, vq is an edge in GP pIpMqq. Thus, there exists nonzero ρ P k such that
xu ´ ρxv P krP s ¨ IpMq, and if µp1q, . . . , µpmq are the columns of M , we can write xu ´ ρxv “
F1pxqpx
µ
p1q
` ´xµ
p1q
´ q`¨ ¨ ¨`Fmpxqpx
µ
pmq
` ´xµ
pmq
´ q for certain F1, . . . , Fm P krP s. We can represent
this expression as a subgraph K of GP pMq: for every term λxν in Fi, K contains the edge pν `
µ
piq
` , ν ` µ
piq
´ q and its corresponding vertices. We label this edge by the coefficient λ, and we label
each vertex by the combination of the labels of the edges adjacent to it, with a positive sign if we
look at the vertex ν ` µpiq` of pν ` µ
piq
` , ν ` µ
piq
´ q, and a negative sign for the vertex ν ` µ
piq
´ . Thus,
the only two vertices with nonzero labels are u and v.
Let Ku be the connected component of K containing u. We wish to show that v is a vertex in Ku,
as this implies that u and v are connected in GP pMq. But if this is not the case, we can use Ku to
form a polynomial expression with a summand λxνpxµ
piq
` ´xpµ
piq
´ q for each edge pν`µpiq` , ν`µ
piq
´ q
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labeled by λ in Ku, and this expression equals the sum over the vertices in Ku of the label of
each vertex times the corresponding monomial. Since the only vertex with a nonzero label in Ku
is u (that label is 1), then we obtain an expression for xu as a combination of the generators of
krP s ¨ IpMq. This contradicts the fact that krP s ¨ IpMq contains no monomials. 
With the hypotheses and notation of the previous result, we see that we can construct GP pIpMqq
by adding edges to GP pMq until each connected component becomes a complete graph.
Given an arbitrary binomial ideal I Ď krP s, it is always possible to construct a subgraph of GP pIq
using a generating set of I , so that the underlying vertex sets of their connected components are
the same (and therefore, saturating the connected components of this subgraph with edges yields
GP pIq). For this purpose, not every generating set of I contains sufficient information. What is
needed is a generating set of I that contains all the generators of the maximal monomial ideal in I .
The statement (and proof) of this generalization are more technical, but follow along the same lines
as above. We point out that special cases of this result can be found in the literature, for example
Lemmas 1 and 2 in [MM82].
3. PRIMARY DECOMPOSITION OF BINOMIAL IDEALS
In this section we review important facts about the primary decomposition of binomial ideals, and
especially of lattice basis ideals (Definition 2.11).
Recall that N “ t0, 1, 2, . . . u. We work in the polynomial ring krx1, . . . , xns “ krNns where k is
an algebraically closed field. Unless otherwise specified, k is of characteristic zero (in Section 5,
we use k “ C).
The associated primes of lattice basis ideals were studied by Hos¸ten and Shapiro in [HS00]; they
show that the minimal primes of such an ideal are determined by the sign patterns of the entries of
the corresponding matrix. In this article, we study lattice basis ideals arising from n ˆ 2 integer
matrices, known as codimension two lattice basis ideals.
Convention 3.1. From now on, B “ rbijs is an n ˆ 2 integer matrix of rank 2. The rows of B are
denoted by b1, . . . , bn, and its columns by B1, B2. Fix an integer pn ´ 2q ˆ n matrix A such that
AB “ 0, and whose columns span Zn´2 as a lattice.
Since B has rank two, the ideal IpBq from Definition 2.11 is a complete intersection. Therefore
all of its associated primes are minimal. By Corollary 2.1 in [HS00], the set of associated primes
of IpBq consists of the associated primes of pI : p
śn
i“1 xiq
8q and the monomial primes xxi, xjy if
bi and bj lie in opposite open quadrants of Z2.
All of the associated primes of pI : p
śn
i“1 xiq
8q are isomorphic, by rescaling the variables, to
IA “ xx
v` ´ xv´ | v P Zn, Av “ 0y, where A is as in Convention 3.1. The prime ideal IA
is called the toric ideal associated to A. It is shown in [ES98] that the primary components of
IpBq corresponding to these associated primes are the associated primes themselves (since the
characteristic of the underlying field k is zero). Thus, we now turn our attention to the primary
components of IpBq arising from monomial associated primes.
One of the main results in [ES98] is that any binomial prime ideal in krxs is of the form krxs ¨ J `
xxi | i P σy, where σ Ď t1, . . . , nu and J Ă krxj | j R σs is isomorphic to a toric ideal by rescaling
the variables. In characteristic zero, the primary component of a binomial ideal I corresponding
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to such an associated prime is of the form prI ` Js : r
ś
jRσ xjs
8q ` M , where M is a monomial
ideal generated by elements of krxi | i P σs. A key idea from [DMM10a] is that the graphs from
Definition 2.10 can be used to determine the monomials in the primary components of a binomial
ideal. A specific result in this vein is Theorem 3.2 below, which describes the primary component
of a binomial ideal corresponding to a monomial associated prime.
We first set up some notation. Given σ Ď t1, . . . , nu, we set σ¯ “ t1, . . . , nu r σ. Denote Nσ “
tu P Nn | ui “ 0 for i R σu, and Zσ¯ “ tu P Zn | ui “ 0 for i P σu. We consider P “ Nσ ˆ Zσ¯ as
a submonoid of Zn. The corresponding monoid ring is krP s “ krNσ ˆ Zσ¯s “ krx˘j | j R σsrxi |
i P σs.
Theorem 3.2 (Theorem 2.15, [DMM10a]). Let k be an algebraically closed field (of any charac-
teristic) and I Ă krxs a binomial ideal. Let σ Ď t1, . . . , nu, and set P “ Nσ ˆ Zσ¯. If xxi | i P σy
is a minimal prime of I , its corresponding primary component isˆ
I : p
ź
jRσ
xjq
8
˙
` xxu | u P Nn is an infinite vertex of GP pkrP s ¨ Iqy. (3.1)
Moreover, the only monomials in these primary components are those of the form xu such that
u P Nn is an infinite vertex of GP pkrP s ¨ Iq.
Remark 3.3. Note that the monomial ideal in (3.1) is generated by monomials xu where uj “ 0 if
j R σ. Indeed, if u P Nn is an infinite vertex of GP pkrP s ¨ Iq, so is u´ uˆ, where uˆi “ 0 if i P σ and
uˆj “ uj if j R σ. This is because monomials in the variables xj for j R σ are units in krP s.
The following useful criterion to identify the infinite components of GP pkrP s ¨ Iq is a special case
of Lemma 2.10 in [DMM10a].
Lemma 3.4. Let I Ď krx1, . . . , xns be a binomial ideal, σ Ď t1, . . . , nu, and P “ Nσ ˆ Zσ¯.
A connected component of GP pkrP s ¨ Iq is infinite if and only if it contains two distinct vertices
u, v P P such that u´ v P P .
The graphs GP pkrP s ¨ Iq used in Theorem 3.2 have vertices in P “ Nσ ˆ Zσ¯. When n is large, we
cannot hope to compute the finite (or infinite) connected components of GP pkrP s ¨ Iq by simply
drawing the graph. In certain situations, other graphs, whose ambient lattice is lower dimensional,
contain the same information as G ` P pkrP s ¨ Iq. This happens, for instance, when xxi | i P σy
behaves well with respect to a given grading, as follows.
The matrix A in Convention 3.1 can be used to define a Zn´2-grading of krxs, where degpxiq
is defined to be the ith column of A. The ideal IpBq is homogeneous with respect to this A-
grading (as are therefore its associated primes and primary components). The associated primes
(and primary components) of anA-graded ideal are classified according to theirA-graded behavior.
Definition 3.5. Let I Ď krxs be an A-graded binomial ideal, and p an associated prime of I . If the
A-graded Hilbert function of krxs{p is bounded, then p and the corresponding primary component
of I , are called toral. Otherwise, they are called Andean.
Example 3.6. Among the associated primes of the codimension two lattice basis ideal IpBq, the
only Andean ones are the monomial primes xxi, xjy such that the corresponding rows of B, bi and
bj , are linearly dependent (and in opposite open quadrants of Z2).
To see this, first observe that the A-graded Hilbert function of krxs{IA takes only the values zero
and one (and the same holds for the other non-monomial associated primes of IpBq). On the
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other hand, whether the Hilbert function of krxs{xxi, xjy is bounded depends on the rank of the
submatrix of A indexed by t1, . . . , nur ti, ju: boundedness is equivalent to this submatrix having
full rank, and this happens exactly when bi and bj are linearly independent.
The toral components of an A-graded binomial ideal are more accessible combinatorially than
the Andean ones in general. The following result illustrating this fact is a consequence of Theo-
rem 4.13 from [DMM10a].
Theorem 3.7. Let I be an A-graded binomial ideal in krxs, where k is algebraically closed of
characteristic zero, and assume that p “ xxi | i P σy is a toral minimal prime of I . Define the
binomial ideal I¯ “ I ¨ krxs{xxj ´ 1 | j R σy Ă krNσs by setting xj “ 1 for j R σ. The p-primary
component of I is:ˆ
I : p
ź
jRσ
xjq
8
˙
` xxu | u P Nσ is an infinite vertex of G pI¯qy.
The main feature of the previous theorem is that G pI¯q has vertices in Nσ, and the cardinality of
σ can be much smaller than n. In the case of codimension two lattice basis ideals, Nσ “ N2,
regardless of the number of variables n. In fact, if xxi, xjy is a toral associated prime of IpBq, then
IpBq “ xx
|bi1|
i ´x
|bj1|
j , x
|bi2|
i ´x
|bj2|
j y Ă krxi, xjs, and by Lemma 2.12, G pIpBqq can be constructed
from the graph GpMq associated to the 2 ˆ 2 matrix M whose rows are bi and bj . But we have
already characterized the connected components of GpMq in Proposition 2.2, so we can describe
the corresponding primary component by applying Theorem 3.7.
When k is of characteristic zero, this yields a very satisfactory picture of the toral components
of a codimension two lattice basis ideal: the primary components corresponding to non-monomial
associated primes are isomorphic to toric ideals by rescaling the variables; the primary components
corresponding to monomial toral primes are described by Theorem 3.7 and Proposition 2.2.
Example 3.8. Let
B “
»
—————————–
2 4
´4 ´6
2 3
´1 3
´1 ´2
2 ´6
´8 ´12
´3 ´6
fi
ffiffiffiffiffiffiffiffiffifl
,
so that IpBq “ xx2
1
x2
3
x2
6
´ x4
2
x4x5x
8
7
x3
8
, x4
1
x3
3
x3
4
´ x6
2
x2
5
x6
6
x12
7
x6
8
y.
The rows p2, 4q and p´4,´6q are linearly independent and lie in opposite open quadrants, so we
consider M “
„
2 4
´4 ´6

. We can compute the monomials of the xx1, x2y-primary component of
IpBq by looking the graph of GpMq; see Figure 5.
By Theorem 3.7, the xx1, x2y-primary component of IpBq is:
pIpBq : p
ź
ℓ‰1,2
xℓq
8q ` xx4
1
, x6
2
, x2
1
x2
2
y “ xx4
1
, x6
2
, x2
1
x2
2
, x4
2
x4x5x
8
7
x3
8
´ x2
1
x2
3
x2
6
y.
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FIGURE 5. The graph of GpMq
4. CODIMENSION TWO LATTICE BASIS IDEALS IN THREE VARIABLES
In this section, we study the Andean components of codimension two lattice basis ideals in three
variables.
Notation 4.1. For this section only, and except where otherwise noted, we let B be 3 ˆ 2 matrix
of full rank 2 as follows:
B “
»
– r s´λr ´λs
a b
fi
fl
where r, s, a, b P Zą0, a ď b, r ě s, gcdpr, sq “ d, and 0 ă λ “ p{q in lowest terms. We work in
the polynomial ring krx, y, zs. The lattice basis ideal associated to B is IpBq “ xxrza´yλr, xszb´
yλsy Ď krx, y, zs. We let P “ N2 ˆ Z, and work with krP s “ krz˘srx, ys.
Remark 4.2. For a codimension two lattice basis ideal IpBq arising from a 3 ˆ 2 matrix B as in
Notation 4.1, a vertex u “ pux, uy, uzq of G pIpBqq that lies on a hyperplane uy “ ´λux ` λℓ, for
ℓ P Q, can only be connected to other vertices on that hyperplane. This follows from Lemma 2.12
since the columns of B are parallel to the hyperplane uy “ ´λux.
For B as above, we wish to compute the primary component of IpBq corresponding to the (An-
dean) associated prime xx, yy. According to Theorem 3.2, we need to understand the graph arising
from the extension of IpBq to krz˘srx, ys “ krP s.
The following proposition shows that all the information we need about the infinite components
of GP pkrP s ¨ IpBqq is contained in the infinite components of G pIpBqq, consequently the graph
GpBq can be used to compute the primary component of IpBq corresponding to the associated
prime xx, yy.
Proposition 4.3. Let B and P “ N2 ˆ Z as in Notation 4.1. Then
tpux, uyq P N
2 | Duz P Z such that pux, uy, uzq is an infinite vertex of GP pkrP s ¨ IpBqqu “
tpux, uyq P N
2 | Duz P N such that pux, uy, uzq is an infinite vertex of G pIpBqqu.
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Consequently, the primary component of IpBq corresponding to the associated prime xx, yy is:
pI : z8q ` xxuxyuy | Duz P N such that pux, uy, uzq is an infinite vertex of GpBqy.
Proof. If u “ pux, uy, uzq P N3 is an infinite vertex of G pIpBqq, then it is clear that it is also an
infinite vertex of GP pkrP s ¨ IpBqq.
Let u “ pux, uy, uzq P P be an infinite vertex of of GP pkrP s ¨ IpBqq. By Lemma 3.4 there exists
v “ pvx, vy, vzq, v˜ “ pv˜x, v˜y, v˜zq P N
2 ˆ Z connected to u such that v˜x ě vx and v˜y ě vy. Since u
is connected to v, we can find a nonzero ρ P k such that xuxyuyzuz´ρxvxyvyzvz P krP s ¨IpBq, and
by clearing denominators, we can produce µ P N such that zµpxuxyuyzuz ´ ρxvxyvyzvzq P IpBq; in
particular, µ`uz and µ`vz are non negative. Thus, the vertices pux, uy, uz`µq, pvx, vy, vz`µq P N3
are connected in G pIpBqq. Enlarging µ as needed, we may assume that pux, uy, uz`µq, pvx, vy, vz`
µq, pv˜x, v˜y, v˜z ` µq are coordinatewise non negative and connected in G pIpBqq.
By Remark 4.2, there exists ℓ P Q such that vy “ ´λvx ` λℓ and v˜y “ ´λv˜x ` λℓ, so that
v˜y ´ vy “ ´λpv˜x ´ vxq. Since λ ą 0 and v˜x ´ vx, v˜y ´ vy are non negative, we see that vx “ v˜x
and vy “ v˜y.
In conclusion, the vertices pvx, vy, vz ` µq, pvx, vy, v˜z ` µq P N3 are connected in GpIpBqq; since
either pvx, vy, vz ` µq ´ pvx, vy, v˜z ` µq or pvx, vy, v˜z ` µq ´ pvx, vy, vz ` µq belongs to N3, we see
that these vertices belong to an infinite component of G pIpBqq by Lemma 3.4. As these vertices
are connected to pux, uy, uz ` µq, we conclude that this is an infinite vertex of G pIpBqq.
The last statement now follows from Theorem 3.2, Remark 3.3 and Lemma 2.12. 
For the remainder of this section, we study the connected components of the graph GpBq for B as
in Notation 4.1. The following definition is motivated by Remark 4.2.
Definition 4.4. For a matrix B as in Notation 4.1 and ℓ P p1{pqN, set Spℓq “ Nn X tpux, uy, uzq |
uy “ ´λux ` λℓu. The graph GSpℓqpBq is called the ℓth-slice graph of B. Slice graphs are
illustrated in Figure 6.
By Remark 4.2, GpBq equals the (disjoint) unionŤℓPp1{pqNGSpℓqpBq as a graph.
The following result groups the slice graphs of B according to isomorphism.
Lemma 4.5. Let B as in Notation 4.1. Suppose pcx, cy, czq P N3 is a vertex of GSpℓqpBq, where
ℓ P p1{pqN. Write cx “ qc¯x`i, cy “ pc¯y`j, where c¯x, c¯y, i, j P N and 0 ď i ă q, 0 ď j ă p. Then
GSpℓqpBq is isomorphic to the slice graph GSpℓ´i´j{λqpBq that contains pqc¯x, pc¯y, czq as a vertex.
Consequently, in order to understand the (connected components of) all the slice graphs of B, it is
enough to understand GSpℓqpBq for ℓ P qN.
Proof. The desired isomorphism ϕij between GSpℓqpBq and GSpℓ´i´j{λqpBq is defined by
pux, uy, uzq ÞÑ pux ´ i, uy ´ j, uzq.
Note that a vertex of the form pqc¯x, pc¯y, czq P N3, where c¯x, c¯y P N belongs to a slice graph
GSpℓ¯qpBq where ℓ¯ P qN. 
Our next step is to “straighten out” the slice graphs of B. Recall the notation of Notation 4.1.
Given ℓ P N, let φℓ : N2 Ñ Z3 be the injective function defined by pw, kq ÞÑ pqw, λpqℓ´qwq, kq “
pqw, ppℓ ´ wq, kq. Note that the image φℓptpw, kq P N2 | 0 ď w ď ℓ, 0 ď kuq is the intersection
with N3 of the hyperplane given by uy “ ´λux ` λqℓ.
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FIGURE 6. Slice graphs for IpBq “ xx4z ´ y4, x7z ´ y7y.
Lemma 4.6. Let B be as in Notation 4.1 and set M “
“
r{q s{q
a b
‰
. Given ℓ P N, define φℓ as above.
The image under φℓ of the band graph GℓpMq (see Notation 2.4) is the slice graph GSpqℓqpBq. 
Since we have already studied the connected components of the band graphs GℓpMq, we are ready
to compute the primary component of IpBq associated to xx, yy.
Theorem 4.7. Let B as in Notation 4.1. The primary component of IpBq corresponding to the
associated prime xx, yy is
pIpBq : z8q ` xyλpr`s´dq, xdyλpr`s´2dq, x2dyλpr`s´3dq, . . . , xr`s´dy.
Proof. By Theorem 3.2, the desired component is pIpBq : z8q `M , where
M “ xxuxyuy | Duz P Z with u “ pux, uy, uzq an infinite vertex of GN2ˆZpIpBqqy.
By Proposition 4.3, we can use G pIpBqq instead of GN2ˆZpIpBqq in the definition of M , and by
Lemma 2.12, we can use GpBq instead of G pIpBqq.
Now combine Remark 4.2, Lemmas 4.5 and 4.6 and Theorem 2.8 to obtain the desired result. 
5. LATTICE BASIS IDEALS AND HYPERGEOMETRIC SYSTEMS
In this section we state and prove our main result, Theorem 5.1, that gives an explicit expression
for the Andean primary components of a codimension two lattice basis ideal. We also provide an
application to the study of hypergeometric systems of differential equations.
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Theorem 5.1. Let B as in Convention 3.1, and suppose that bi, bj are linearly dependent rows
of B lying in opposite open quadrants of Z2. Without loss of generality, assume that bi1, bi2 ą 0,
let d “ gcdpbi1, bi2q, and write λ “ ´bj1{bi1 “ ´bj2{bi2 ą 0. The primary component of IpBq
corresponding to the associated prime xxi, xjy is
pIpBq : p
ź
k‰i,j
xkq
8q ` xx
λpbi1`bi2´dq
j , x
d
i x
λpbi1`bi2´2dq
j , x
2d
i x
λpbi1`bi2´3dq
j , . . . , x
bi1`bi2´d
i y.
The only monomials in this ideal are those in xxλpbi1`bi2´dqj , xdi x
λpbi1`bi2´2dq
j , . . . , x
bi1`bi2´d
i y.
Proof. Let σ “ ti, ju, and set P “ Nσ ˆ Zσ¯. Choose 0 ă a ď b P Z such that the matrix
Bˆ “
”
bi1 bi2
bj1 bj2
a b
ı
has rank 2. Our result follows from Theorems 4.7 and 3.2 if we show that
tpui, ujq P N
σ | Du P P an infinite vertex of GP pIpBqqu “
tpc1, c2q P N
2 | Dc3 P Z with pc1, c2, c3q an infinite vertex of GN2ˆZpIpBˆqq.
By Lemma 2.12, it is enough to show that
tpui, ujq P N
σ | Du P P with ui and uj an infinite vertex of GP pBqu “
tpc1, c2q P N
2 | Dc3 P Z with pc1, c2, c3q an infinite vertex of GN2ˆZpBˆq. (5.1)
We show Ď; the other inclusion is similar.
Let pui, ujq P Nσ, such that there is u P Nσ ˆ Zσ¯ (whose ith and jth coordinate are ui and uj)
that is an infinite vertex of GP pBq. By Lemma 3.4, there are v, v˜ P P connected to u such that
v˜ ´ v P P . Then there is a sequence of vertices u “ µp1q, . . . , µpℓ1q “ v, µpℓ1`1q, . . . , µpℓ2q “ v˜ P P
such that pµpkq, µpk`1qq is an edge in GP pBq for k “ 1, . . . ℓ2 ´ 1.
Recall that B1 and B2 are the columns of B, and denote Bˆ1 and Bˆ2 the columns of Bˆ. Define
vpkq “
$’’&
’%
Bˆ1 if µpk`1q ´ µpkq “ B1,
´Bˆ1 if µpk`1q ´ µpkq “ ´B1,
Bˆ2 if µpk`1q ´ µpkq “ B2,
´Bˆ2 if µpk`1q ´ µpkq “ ´B2.
Choose any c P Z and let νp1q “ pui, uj, cq. Set also νpk`1q “ νpkq`vpkq for k “ 1, . . . , ℓ2´1. Then
the first and second coordinates of νpkq are equal to the ith and jth coordinates of µpkq respectively,
which implies that νp1q, . . . , νpℓ2q P N2ˆZ. By construction, pνpkq, νpk`1qq is an edge of GN2ˆZpBˆq
for k “ 1, . . . , ℓ2 ´ 1, so that in particular, νp1q, νpℓ1q and νpℓ2q belong to the same connected
component ofGN2ˆZpBˆq. Moreover, v˜´v P P implies that νpℓ2q´νpℓ1q P N2ˆZ, so by Lemma 3.4,
νp1q is an infinite vertex of GN2ˆZpBˆq, and we conclude that pui, ujq belongs to the right hand side
of (5.1). 
We use Theorem 5.1 to study hypergeometric differential equations. For the remainder of this
article, we work over the field k “ C.
Definition 5.2. Let B “ pbrsq P Znˆ2 as in Convention 3.1, and let κ P Cn. We use this in-
formation to define a system of partial differential equations in two variables, called a bivariate
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hypergeometric system of Horn type, and denoted HornpB, κq, as follows. (Colored symbols are
added for convenience.)
ź
br1ą0
br1´1ź
ℓ“0
ˆ
br1z1
Bϕpz1, z2q
Bz1
` br2z2
Bϕpz1, z2q
Bz2
` κr ´ ℓ
˙
“
z1
ź
br1ă0
´br1´1ź
ℓ“0
ˆ
br1z1
Bϕpz1, z2q
Bz1
` br2z2
Bϕpz1, z2q
Bz2
` κr ´ ℓ
˙
,
ź
br2ą0
br2´1ź
ℓ“0
ˆ
br1z1
Bϕpz1, z2q
Bz1
` br2z2
Bϕpz1, z2q
Bz2
` κr ´ ℓ
˙
“
z2
ź
br2ă0
´br2´1ź
ℓ“0
ˆ
br1z1
Bϕpz1, z2q
Bz1
` br2z2
Bϕpz1, z2q
Bz2
` κr ´ ℓ
˙
.
Example 5.3. Hypergeometric systems contain as examples many widely studied systems of dif-
ferential equations. For example, the Appell system F1:
Bϕpz1, z2q
Bz1
ˆ
z1
Bϕpz1, z2q
Bz1
` z2
Bϕpz1, z2q
Bz2
` γ ´ 1
˙
“
ˆ
z1
Bϕpz1, z2q
Bz1
` β
˙ˆ
z1
Bϕpz1, z2q
Bz1
` z2
Bϕpz1, z2q
Bz2
` α
˙
,
Bϕpz1, z2q
Bz2
ˆ
z1
Bϕpz1, z2q
Bz1
` z2
Bϕpz1, z2q
Bz2
` γ ´ 1
˙
“
ˆ
z1
Bϕpz1, z2q
Bz1
` β 1
˙ˆ
z1
Bϕpz1, z2q
Bz1
` z2
Bϕpz1, z2q
Bz2
` α
˙
,
arises from the matrix B “
»
–
1 1
´1 ´1
1 0
0 1
´1 0
0 ´1
fi
fl and the vector κ “ pγ ´ 1,´α, 0, 0,´β,´β 1q P C6. It is
clear that if α “ γ ´ 1, then the space of germs of holomorphic solutions of the Appell system
near a generic nonsingular point is infinite-dimensional, as any solution of z1pBϕpz1, z2q{Bz1q `
z2pBϕpz1, z2q{Bz2q ` α “ 0 is a solution of the Appell system. The converse of this statement,
though non-obvious, is also true. In fact, the necessary and sufficient constraints on the parameters
κ for the system HornpB, κq to have a finite dimensional solution space can be determined using
the primary decomposition of the lattice basis ideal IpBq (see [DMM10b, Theorem 6.2]). The
relevant object is the Andean arrangement of the lattice basis ideal IpBq (see Definition 5.4 below).
Recall from Convention 3.1 that we have been given a matrix A P Zpn´2qˆn such that AB “ 0,
and whose columns a1, . . . , an span Zn´2 as a lattice. The ideal IpBq is homogeneous with respect
to the Zn´2-grading on Crxs defined by degpxiq “ ai for i “ 1, . . . , n. If V is a Zn´2-graded
Crxs-module, we define the set of degrees of V as follows:
degpV q “ tα P Zn´2 | Vα ‰ 0u.
Definition 5.4. Let V be a Zn´2-graded module and consider degpV q as a subset of Cn´2. The
Zariski closure of degpV q in Cn´2 is called the set of quasidegrees of V , denoted qdegpV q.
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If A and B are as in Convention 3.1, the Andean arrangement of IpBq is the union over the Andean
components C of IpBq of qdegpCrxs{C q.
The Andean arrangement of IpBq is a finite union of translates of some faces of the cone Rą0A of
non-negative combinations of the columns of A (see [DMM10b, Lemma 6.2]), so it is, indeed, an
arrangement of affine spaces.
The importance of this notion can be seen in the following result, which is a special case of
[DMM10b, Theorem 6.3].
Theorem 5.5. Let A and B as in Convention 3.1. Assume that the span of the columns of B
contains no nonzero coordinatewise non negative element (equivalently, the cone over the columns
of A contains no lines). The Horn system HornpB, κq has a finite dimensional solution space if
and only if Aκ lies outside the Andean arrangement of IpBq.
In fact, we can state a stronger result. A left ideal J in the ring Dℓ of linear partial differential
operators with polynomial coefficients in ℓ variables is holonomic if ExtjpDℓ{J,Dℓq “ 0 whenever
j ‰ ℓ. Holonomic ideals have finite dimensional solution spaces; the converse of this statement,
while untrue in general (see [BMW13, Example 9.1]), does hold for bivariate Horn systems.
Theorem 5.6 (Corollary 9.6 in [BMW13]). Let A and B be as in Convention 3.1. Assume that the
span of the columns of B contains no nonzero coordinatewise non negative element (equivalently,
the cone over the columns of A contains no lines). The Horn system HornpB, κq is holonomic if
and only if Aκ lies outside the Andean arrangement of IpBq.
As a consequence of Theorem 5.1, we are able to explicitly compute the Andean arrangement of
IpBq for a codimension two lattice basis ideal, thus providing a concrete description of the set
of parameters for which a Horn system in two variables is holonomic (and has finite dimensional
solution space). We first compute the quasidegree set for a single Andean component of IpBq.
Proposition 5.7. Let B be as in Convention 3.1, and suppose bi, bj , λ, d are as in Theorem 5.1.
Denote by C the component of IpBq associated to xxi, xjy. Write λ “ p{q where p and q are
relatively prime integers, and assume that the vector with ith coordinate p, jth coordinate q and
all other coordinates equal to zero is the first row of A. Then
qdeg
ˆ
Crxs
C
˙
“
!  
β P Cn´2 | β1 P t0, 1, . . . , pbi1 ` pbi2 ´ 1u r tpbi1 ` pbi2 ´ pu
(
if d{q “ 1, 
β P Cn´2 | β1 P t0, 1, . . . , pbi1 ` pbi2 ´ 1u
(
if d{q ą 1.
Proof. We start by justifying the assumption that the first row of A consists of zeros except for the
ith coordinate which equals p and the jth coordinate which equals q. We have a choice of A in
Convention 3.1: any A whose rows are a basis of the left kernel of B, and whose columns span Zd
as a lattice can be used. Since the row we want is an element of the left kernel of B, and its only
two nonzero entries are relatively prime, we are allowed to use it.
As bi and bj are linearly dependent, the submatrix of A with columns ak for k ‰ i, j has rank n´3.
Because the first row of this submatrix consists of all zeros, we see that, fixing natural numbers
ui, uj and varying uk P N for k ‰ i, j, the points Au are Zariski dense in the set tβ P Cn´3 | β1 “
pu1 ` qu2u.
Now note that the degree α graded piece pCrxs{C qα equals 0 for α P Zn´2 if and only if Crxsα Ď
C ; also Crxsα is spanned by monomials, and the only monomials in C are those in M “
xx
λpbi1`bi2´dq
j , x
d
i x
λpbi1`bi2´2dq
j , . . . , x
bi1`bi2´d
i y.
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Thus,
qdegpCrxs{C q “
 
β P Cn´3 | β1 P tpui ` quj | ui, uj P N and xuii x
uj
j R M u
(
.
For fixed ℓ, consider the line Lℓ “ tpw, zq | pui` quj “ ℓu. Given ℓ P N; we wish to know wether
or not all pui, ujq P N2 X Lℓ are exponent vectors of monomials in M . By construction of M
this occurs if ℓ ě pbi1 ` qbi2. If ℓ ă pbi1 ` qbi2, then Lℓ always contains an exponent vector of
a monomial not in M , unless d “ q, in which case the intersection N2 X Lppbi1`bi2´1q consists of
exponent vectors of monomials in M . 
Theorem 5.8. Let B be as in Convention 3.1, and let
S “ tti, ju | the rows bi and bj of B are linearly dependent in opposite open quadrants u.
For each σ “ ti, ju P S , assume i ă j and let λσ “ ´bj1{bi1 “ ´bj2{bi2. Write λσ “ pσ{qσ
for pσ, qσ P N relatively prime. We can find hσ P Qn´2 such that hσA has ith coordinate pσ, jth
coordinate qσ, and all other entries equal to zero. The Andean arrangement of IpBq equalsď
σ“ti,juPS
!
β P Cn´2
ˇˇˇ
hσ ¨ β P
!
t0, 1, . . . , pσ|bi1| ` pσ|bi2| ´ 1u r tpσ|bi1| ` pσ|bi2| ´ pσu if dσ{qσ “ 1,
t0, 1, . . . , pσ|bi1| ` pσ|bi2| ´ 1u if dσ{qσ ą 1.
)
.
Example 5.9. We apply the previous result to the case Appell F1, and compute the Andean ar-
rangement of IpBq for B “
»
–
1 1
´1 ´1
1 0
0 1
´1 0
0 ´1
fi
fl
. Only the first two rows of B are linearly dependent in
opposite open quadrants of Z2, and we can choose A “
„
1 1 0 0 0 0
0 0 1 0 1 0
0 0 0 1 0 1
1 0 0 0 1 1

. The Andean arrangement of
IpBq equals
tβ P C4 | β1 P t0, 1ur t1uu “ tβ P C
4 | β1 “ 0u.
By Theorems 5.5 and 5.6, the system HornpB, κq for κ “ pγ ´ 1, α, 0, 0,´β,´β 1q is holonomic
if and only if it has a finite dimensional solution space, if and only if β1 “ γ ´ 1 ´ α “ 0, as we
claimed in Example 5.3.
At first glance, there is no obvious relationship between the Horn system HornpB, κq and the lattice
basis ideal IpBq, so it is unclear why the Andean arrangement of IpBq influences the behavior of
HornpB, κq. The key idea is due to Gelfand, Graev, Kapranov and Zelevinsky, who introduced a
system
B|u`|ψpy1, . . . , ynq
By
pu`q1
1
¨ ¨ ¨ By
pu`qn
n
“
B|u´|ψpy1, . . . , ynq
By
pu´q1
1
¨ ¨ ¨ By
pu´qn
n
for u a column of B,
nÿ
j“1
aij
ψpy1, . . . , ynq
Byj
“ pAκqiψpy1, . . . , ynq for i “ 1, . . . n´ 2,
denoted HpB,Aκq, and noticed that if ϕpz1, z2q is a solution of HornpB, κq then yκϕpyB1, yB2q is
a solution of HpB,Aκq (recall that B1 and B2 are the columns of B). Since HpB,Aκq contains
the generators of the lattice basis ideal IpBq as differential equations, it is natural that the behavior
of IpBq should impact HpB,Aκq. We illustrate this mechanism in an example.
Example 5.10. Let B “
”
2 4
´2 ´4
1 1
ı
. We use A “ r 1 1 0 s. The Andean arrangement of IpBq equals
the quasidegree set of the component corresponding to the associated prime xx1, x2y. In this case,
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λ “ 1 “ p “ q, and gcdp2{q, 4{qq “ 2, so we know that Aκ “ 2 ` 4 ´ 2 “ 4 implies that
HornpB, κq is not holonomic, and has infinite dimensional solution space. Let us exhibit infinitely
many linearly independent solutions for HornpB, p1, 3, 0qq.
It is easier to produce solutions if we start by considering HpB, 4q. Intuitively, the vertices in
a connected component of G pIpBqq that lies in the ℓth slice graph of IpBq, are the monomials
appearing in a series expansion of a solution of HpB,A ¨ pλℓ, 0, 0qq “ HpB, ℓq. Since their
monomial sets are disjoint, solutions arising from different connected components are linearly
independent. Each slice graph contains infinitely many vertices, so the only way this method
produces a finite dimensional solution space is if the connected components contain infinitely
many vertices (and thus give rise to solutions that are infinite series). If the connected components
of a given slice graph are all finite, there must be infinitely many of them, and this provides an
infinite dimensional subspace of the solution space of HpB, ℓq.
More concretely, for ℓ “ 4 and any k P N, tp1, 3, kq, p3, 1, k ` 1qu is a connected component
of GSp4qpIpBqq. We propose a solution of HpB, 4q which is a linear combination of y1y32yk3 and
y3
1
y2y
k`1
3
. Solving for the coefficients, we see that fkpy1, y2, y3q “ pk ` 1qy1y32yk3 ` y31y2yk`13 is a
solution of HpB, 4q.
We know that if we can write fpy1, y2, y3q “ y1y32F py21y3{y22, y41y3{y42q, and fpy1, y2, y3q is a so-
lution of HpB, 4q, then F pz1, z2q is a solution of HornpB, p1, 3, 0qq. Using the expression y3 “
py2
1
y3{y
2
2
q2{py4
1
y3{y
4
2
q, we see that fkpy1, y2, y3q “ y1y32Fkpy21y3{y22, y41y3{y42q, where Fkpz1, z2q “
pk ` 1qpz2
1
{z2q
kp1 ` z1q. The functions Fkpz1, z2q span an infinite dimensional subspace of the
solution space of HornpB, p1, 3, 0qq. Note that in this example, there is no obvious common factor
in the equations HornpB, p1, 3, 0qq, as was the case for the Appell system F1.
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