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Abstract
In this paper we explore some of the features of a heavy quark-antiquark pair at finite
temperature using a five-dimensional framework nowadays known as AdS/QCD. We shall
show that the resulting behavior is consistent with our qualitative expectations of thermal
gauge theory. Some of the results are in good agreement with the lattice data that provides
additional evidence for the validity of the proposed model.
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1 Introduction
This is our second paper of a series devoted to the thermal properties of a pure gauge theory
within a five-dimensional framework nowadays known as AdS/QCD. We explore further the
model proposed in the first paper [1]. It is based on the following Euclidean background metric
ds2 = R2
h
z2
(
fdt2 + d~x2 +
1
f
dz2
)
, h(z) = e
1
2
cz2 , f(z) = 1− ( z
zT
)4
, (1.1)
where t is a periodic variable of period πzT such that zT =
1
πT
, with T , the temperature. At zero
temperature, we have in fact the slightly deformed AdS5 metric. Such a deformation is notable
because it results in a Regge-like spectrum. This fact allows one to fix the value of c from the ρ
meson trajectory. For our purposes, we use the estimate of [2]
c ≈ 0.9GeV 2 . (1.2)
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It is worth noting that the metric (1.1) does not contain any free fit parameter. Moreover,
the only dimensionful parameter of our model is the Regge slope of meson trajectories. It is
quite unusual for QCD, where it is ΛQCD . Thus, evaluations of thermodynamic quantities and
the Polyakov loop we are going to undertake can be considered as a further consistency check of
our model.
For the case of interest, let us briefly point out a couple of facts.
(i) The free energy of a heavy (static) quark-antiquark pair at finite temperature is expressed in
terms of a correlator of two Polyakov loops [3]
F (r, T ) = −T ln〈L(~x1)L†(~x2)〉+ Tc(T ) , (1.3)
with r = |~x1 − ~x2| and ~xi being a point in R3. In (1.3) the free energy is defined up to a
normalization constant c(T ) which is related to the infinite self-energy of the quarks.
There is a subtle point here. In the literature F is often called the heavy quark potential at
finite temperature. Apparently, such a definition discards the entropy contribution.1
An order parameter for the confinement-deconfinement phase transition is the expectation
value of the Polyakov loop. After the normalization of (1.3), it is then
L = exp
{− 12T F (r =∞, T )} . (1.4)
(ii) In discussing a Wilson line within AdS/CFT (QCD) [5], one first chooses a contour C on
a four-manifold which is the boundary of a five-dimensional manifold. Next, one has to study
fundamental strings on this manifold such that the string world-sheet has C for its boundary.
The expectation value of the loop is schematically given by the world-sheet path integral
〈W (C) 〉 =
∫
DX e−Sw , (1.5)
where X denotes a set of world-sheet fields. Sw is a world-sheet action.
In principle, the integral can be evaluated semiclassically in terms of minimal surfaces that
obey the boundary conditions. The result is written as
〈W (C) 〉 =
∑
n
wne
−Sn , (1.6)
where Sn means a regularized minimal area whose relative weight is wn.
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The paper is organized as follows. In section 2, we develop the framework we will work. In
section 3, we present, on the basis of AdS/QCD, a few results on a heavy quark-antiquark pair in
a thermal medium. In particular, we exhibit the free energy, the string tension, and the entropy
at low temperatures as well as the Polyakov loop expectation value. We conclude in section 4
with a discussion of some open problems.
1For a discussion of this issue, see, e.g., [4] and references therein.
2The point is that the areas are divergent but the divergences are proportional to the circumference of C.
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2 General Formalism
Our basic approach will be as follows. It is believed that the correlator of the two Polyakov loops
has a path integral representation like that of the Wilson loop.3 Given the background metric,
we can attempt to evaluate the values of the regularized areas Sn. If we then discard quantum
fluctuations of strings, in the case of one dominant exponent we will get that the free energy is
simply proportional to a proper S∗
F = TS∗ . (2.1)
Note that the regularized areas are defined up to normalization constants. Since these constants
are in fact due to the infinite self-energy of the quark sources, we omit c(T ). Moreover, w∗ can be
absorbed into a proper normalization constant too. In this paper we will use the approximation
(2.1).
But before going on, let us shortly pause here to gain some intuition about the problem at
hand. As in [1], we introduce the notion of an effective string tension depending on the fifth
coordinate z. It is given by4
σ(z) =
h
z2
√
f(z) . (2.2)
Now consider the behavior of a string bit in the effective potential V = σ(z). An important
observation is that the form of V is temperature dependent. Indeed, a short algebra shows that
there is a special value of temperature T1 =
1
π
√
c√
27
≈ 130MeV.5 Below T1 the effective potential
has local extrema at
zmin = zT
√
2√
3
sin
(
1
3 arcsin
T 2
T 21
)
, zmax = zT
√
2√
3
sin
(
π
3 − 13 arcsin T
2
T 21
)
, (2.3)
while above this temperature the potential is just a decreasing function of z as shown in Fig.1.
Figure 1: Schematic representation of the effective potential below and above T1.
3Note that the corresponding world-sheet has now two boundaries.
4It follows from Eq.(2.6).
5We use (1.2) for all estimates.
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Such a behavior clearly has some of the suspected properties of gauge theory at finite tem-
perature.6 For temperatures below T1 the string ended on the heavy quark-antiquark pair set
at z = 0 can not get deeper than zmin in z direction because a repulsive force prevents it from
doing so. This gives rise somewhat of a wall located at z = zmin. The large distance physics of
the string is determined by this wall. Since the value of the effective potential (string tension) at
its minimum is not vanishing, the quark-antiquark free energy has a dominant linear term whose
coefficient is proportional to σ(zmin). So, this can indeed be interpreted as the low temperature
phase. On the other hand, for temperatures above T1 the string can get deeper and finally reach
the horizon z = zT. The large distance physics is now determined by the near horizon geometry.
The crucial point is that the effective potential vanishes on the horizon. As a result, there is no
linear term in the quark-antiquark free energy. This can be interpreted as the deconfined phase.7
Now let us go back to the approach and choose a pair of the contours (Polyakov loops) living
on the boundary (z = 0) of our five dimensional space. We set
~x1 = (− r2 , 0, 0) , ~x2 = ( r2 , 0, 0) . (2.4)
Next we want to look for static configurations of the world-sheet action. To this end, we
make use of the Nambu-Goto action equipped with the background metric (1.1)
S =
1
2πα′
∫
d2ξ
√
det Gnm∂αX
n∂βXm . (2.5)
There are basically two types of configurations to be considered. One type describes connected
surfaces whose boundaries are the Polyakov loops, while another describes disconnected surfaces.
Our first goal will be to analyze connected surfaces. In this case the world-sheet coordinates
ξ’s can be chosen as ξ1 = t and ξ2 = x. With such a choice, the action takes the form
Sw =
g
2πT
∫ r
2
− r2
dx
h
z2
√
f + (z′)2 , (2.6)
where g = R
2
α′
. A prime denotes a derivative with respect to x.
It is easy to find the equation of motion for z
zz′′ +
(
f + (z′)2
)
(2− z∂z lnh)−
(
1
2f + (z
′)2
)
z∂z ln f = 0 (2.7)
as well as its first integral
c =
hf
z2
√
f + (z′)2
. (2.8)
On symmetry grounds, we have z′|x=0 = 0. This allows us to express the integration constant
c via the value of z at x = 0. So, we get
c = σ|z=z0 , (2.9)
6The notion of the effective potential turned out to be useful in studying symmetry breaking (phase transition)
within field theories at finite temperature [6]. Like in field theory, our model also has the effective potential whose
form is temperature dependent.
7Although the above arguments indicate that the phase transition occurs, we should caution the reader that it
is a qualitative way of thinking about the problem at hand.
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where σ is defined by (2.2) and z0 = z|x=0.
Next we perform the integral over
[− r2 , r2] of dx. By virtue of (2.8), it is given by
r = 2
∫
C
dz√
f
((σ
c
)2
− 1
)− 1
2
, (2.10)
where C is a contour in z plane.
We look for solutions that obey the following condition z0 = max z. The reason for this is
that, on general grounds, the string ended on the quarks set at x = ±r/2 reaches the deepest
point in z direction at x = 0.
For temperatures below T1, there are two possibilities for C and, as a result, we have
r(1) = 2
∫ z0
0
dz√
f
((σ
c
)2
− 1
)− 1
2
, with 0 ≤ z0 ≤ zmin , (2.11)
r(2) = 2
∫ z0
zmax
dz√
f
((σ
c
)2
− 1
)− 1
2
, with zmax ≤ z0 ≤ zT , (2.12)
but otherwise r is complex. After a short inspection we find that r(1) is a continuously growing
function of z0 on the interval [0, zmin]. Moreover, it equals to zero at z0 = 0 and goes to infinity as
z0 → zmin. The function r(2) is, unlike r(1), decreasing. It goes from its maximum (finite) value
r(2)
max
at z0 = zmax to zero at z0 = zT (on the horizon). Thus, the second solution contributes only
at distances smaller than r(2)
max
. To complete the picture, we present the plots of r(i) in Fig.2.
Figure 2: Typical graphs of r(i) below T1. Here T = 0.05GeV.
When temperature is increased, the interval [zmin, zmax] becomes smaller and finally disappears
at T = T1. For T > T1, a simple analysis leads to the picture that differs noticeably from that of
Fig.2. The point is that both the solutions now contribute only at distances smaller than some
finite rmax. This is illustrated in Fig.3.
Now we move on to the second type that describes disconnected surfaces. In this case a surface
contains two pieces each of which has a topology of a cylinder. The cylinders are stretched from
the Polyakov loops on the boundary to the horizon. If we use ξ1 = t and ξ2 = z as the world-sheet
coordinates, the Nambu-Goto action is then
Sw =
g
2πT
∫ zT
0
dz
h
z2
√
1 + f(~˙x)2 , (2.13)
5
Figure 3: Typical graphs of r(i) above T1: r(1) is growing from 0 to rmax, while r(2) is decreasing from
rmax to 0. We set T = 0.5GeV.
where a dot stands for a derivative with respect to z. The equation of motion for x is
d
dz
(
σ~˙x
(
f−1 + (~˙x)2
)− 1
2
)
= 0 . (2.14)
It is obvious that it has a trivial solution ~x = const that represents a straight string stretched
between the boundary and the horizon. We will call the choice (2.4) the solution r(∞). Since
this solution makes the dominant contribution, as seen from the integrand in (2.13), we will not
dwell on other solutions here.
Having discussed the solutions, we can now see what happens with the corresponding areas.
We begin with the solution r(1). To this end, we use the first integral to reduce the integral over
x to that over z in (2.6). Since the integral is divergent at z = 0 due to the factor z−2 in the
background metric, in the process we regularize it by imposing a cutoff ǫ. At the end of the day,
we have
SR1 =
g
πT
∫ z0
ǫ
dz
z2
h
(
1−
(
c
σ
)2)− 12
. (2.15)
Subtracting the 1
ǫ
term we find a finite result
S1 = − g
πTz0
+
g
πT
∫ z0
0
dz
z2
[
h
(
1−
(
c
σ
)2)− 12
− 1
]
+
c(T )
T
, (2.16)
where c(T ) stands for a normalization constant.
For the second solution r(2), it is a little bit tricky because the minimal surface is built by
sewing together two pieces. The first piece comes from r(∞) defined on the interval [0, zmax]. At
z = zmax, it is sewn with the second piece coming from r
(2). The integral (2.13) is divergent at
z = 0, so we regularize it by imposing the cutoff ǫ as before. After subtracting the divergency,
we get
S2 = − g
πTzmax
+
g
πT
∫ zmax
0
dz
z2
(h− 1) + g
πT
∫ z0
zmax
dz
z2
h
(
1−
(
c
σ
)2)− 12
+
c(T )
T
. (2.17)
Note that both the areas are regularized in the same way, so the corresponding normalization
constants coincide.
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For the third solution, the minimal area can be read off from Eq.(2.17). One drops the third
term as coming from the solution r(2) and replaces zmax with zT in the remaining terms. The
area is then
S∞ = −g+ g
πT
∫ zT
0
dz
z2
(h− 1) + c(T )
T
. (2.18)
Now let us look at the Si ’s as functions of r. We begin with sufficiently low temperature.
Since the solution r(2) is defined only for distances smaller than r(2)
max
, it makes sense to first probe
asymptotic behaviors near the point r = 0. A short inspection shows that S1 is not bounded from
below, while the others are bounded. This provides a bit of evidence in favor of dominance of S1
at small distances. Further numerical calculations show that this is indeed the case. Moreover,
the first solution turns out to be dominant at physical distances too.8 We present the plot of the
regularized areas in Fig.4.9
Figure 4: Typical graphs of Si. Here T = 0.1GeV and c(T ) = 0.
From this figure it is also clear that there exists a critical distance rc such that for larger
distances S∞ becomes dominant. There is an apparent reason for this. At very large distances
the quark and the anti-quark decouple from each other. Usually, instability occurs in models
with dynamical quarks, where a string breaks. In the case of interest this occurs due to emission
of closed strings (glueballs). As known, in AdS/QCD a free particle is described by a straight
string stretched between the boundary and the horizon that is nothing but our solution r(∞).
When temperature is increased, two effects are seen: (1) The minimal difference between the
functions S1 and S2 becomes smaller. (2) The critical distance rc is decreasing. For temperatures
close to T = T1, S1 is no longer dominant at physical distances and it is time to account for the
other solutions in the series (1.6).
3 Applications
In this section we will consider some applications of the developed formalism. We will focus on
the cases where the approximation (2.1) might be applicable.
8We mean the interval 0.2 fm . r . 2 fm that is of primary importance for phenomenology.
9The overall constant g can be fixed from the slope of the heavy quark potential at zero temperature. We use
the estimate of [8] g ≈ 0.94, here and below.
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3.1 Free Energy at Low Temperature
We begin with temperatures which are sufficiently smaller than T1. In this case the free energy
can be evaluated by using (2.1) with S∗ = S1.10
First, we need to fix the normalization constant c(T ). In doing so, we follow [7] and look for
the small r expansion of the free energy. Since small distances correspond to small deviations
in z direction, we need to study the expressions (2.11) and (2.16) near z0 = 0. The asymptotic
behavior of r(z0) is given by
11
r =
1
ρ
z0 − c
4ρ
(1− πρ2)z3
0
+O(z5
0
) , (3.1)
where ρ = Γ2
(
1
4
)
/(2π)
3
2 .
In a similar way we find the behavior of F . It is
F = − g
2πρ
1
z0
+ c(T ) +
gc
8πρ
(3πρ2 − 1)z0 +O(z30 ) . (3.2)
Combining this with (3.1), we get
F = −κ0
r
+ c(T ) + σ0r +O(r
3) , (3.3)
where κ0 =
g
2πρ
−2 and σ0 = g4cρ
2.
Having derived the small distance expansion of the free energy, we can now get that of the
singlet free energy12
F1 = F − T ln 9 = −κ0
r
+ c(T )− T ln 9 +O(r) (3.4)
and compare it with the small distance expansion of the heavy-quark potential at zero temper-
ature. To leading order, we have the same Coulomb term as in [8]. To get an agreement at
next-to-leading order, we choose
c(T ) = T ln 9 + C . (3.5)
Finally, we fix the value of C by matching it to the constant term of the Cornell potential [9].
This yields
C = −0.25GeV . (3.6)
Actually, our result (3.4) shows that at sufficiently small distances the singlet free energy
of the pair is temperature independent. So, the agreement with the lattice data [4, 7] is very
satisfactory at this point.
Our next goal is to analyze the long distance behavior of F . As noted in section 2, large r
corresponds to z0 ∼ zmin. So, we need to study the behavior of (2.11) and (2.16) near z0 = zmin.
In this case a crucial observation is that the integrals are dominated by the upper limits, where
10In the remaining part of this section we omit the index specifying the solution each time when the meaning is
clear from the context.
11To this order, the calculation is identical to that of [8].
12Here we assume a pure SU(3) gauge theory.
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they take the form
∫ 1
dv/
√
a(1− v) + b(1− v)2. Such an integral may be found in [10]. At the
end of the day, we have
r = −w ln (zmin − z0) +O(1) , F = −σTw ln (zmin − z0) +O(1) , (3.7)
where w = 2
√
σ/(fσ′′)
∣∣
z=zmin
and σT =
g
2πσ
∣∣
z=zmin
.
This means that at long distances the free energy of the pair shows the desired confining
behavior
F = σTr +O(1) , (3.8)
with the string tension
σT = σ
e t−1
t
(
1− t2 T
4
T 4σs
)1
2
, t = 3
T 21
T 2
sin
(
1
3 arcsin
T 2
T 21
)
. (3.9)
Here σ denotes a tension at zero temperature. Explicitly, it is given by σ = ge4π c [8]. We have
also introduced the critical temperature Tσs =
1
π
√
c
2 ≈ 210 MeV obtained from the spatial string
tension in [1].
As expected, the string tension σT is a decreasing function of T. In Fig.5 we have plotted
σT/σ against T/T1.
0.2 0.4 0.6 0.8 1
TT1
0.9
0.92
0.94
0.96
0.98
ΣT Σ
Figure 5: String tension in units of σ versus temperature in units of T1.
We conclude this subsection by making a few remarks.
(i) It is quite interesting that the tension shows very little dependence on temperature up to
T ≈ 0.8T1 ≈ 100 MeV.
(ii) Unlike the coefficient σT of the linear term in the large distance expansion of F , the coefficient
σ0 of the linear term in the small distance expansion turns out to be independent of temperature.
(iii) The free energy of the pair is written in parametric form given by Eqs.(2.11) and (2.16).
Since we do not know how to eliminate the parameter z0 and find F as a function of r, we present
the result of numerical calculations. In Fig.6 the free energy F versus r for a temperature below
T1 is shown.
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0.2 0.4 0.6 0.8 1
r H fmL
-1.5
-1
-0.5
0.5
1
1.5
F HGeV L
Figure 6: Free energy versus r at T = 0.1GeV.
3.2 Entropy and Energy at Low Temperature
We have already mentioned that in the literature the entropy contributions are sometimes ig-
nored.13 It is therefore of great importance to address this issue.
Having understood the behavior of the free energy, we can easily investigate the properties
of the entropy. Since the free energy shows no temperature dependence at small distances, it
makes sense to focus on long distances, where its behavior is given by (3.8). In this case a
straightforward calculation leads to the following expression
S = −
(
∂F
∂T
)
r
= −1
2
σTr
(
∂ ln f
∂T
)
zmin
. (3.10)
Here we treat f as a function of two variables. Then, using the relations (1.1) and (2.3), we can
compute the entropy density of the pair
S
r
= 8
σT
T
sin2
(
1
3 arcsin
T 2
T 21
)
3− 4 sin2
(
1
3 arcsin
T 2
T 21
) . (3.11)
A closer look at this expression shows that the entropy density grows as the temperature
increases. This is the expected result. To complete the picture, we plot the entropy density
against T/T1 in Fig. 7.
0.2 0.4 0.6 0.8 1
T T1
0.2
0.4
0.6
0.8
1
1.2
Sr
Figure 7: Entropy density versus temperature in units of T1.
13This is the case for AdS/CFT(QCD) too. See, e.g., [5].
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From this figure, we see that the entropy density is close to zero up to temperatures of
order 0.4T1 ≈ 50MeV. Thus, in this temperature range, the entropy contributions are indeed
negligible. It is obvious that the situation changes drastically with the temperature growth.
Therefore, a natural question to ask is whether the entropy contributions play a major role at
finite temperature. To answer this question, we consider the internal energy of the pair. As
usual, it is given by E = F + TS. It is clear from above that E is independent of temperature at
small distances, where it coincides with the heavy-quark potential at zero temperature. At large
distances, the internal energy has a complex dependence on temperature together with a linear
growth with r. Explicitly, it is given by
E = ΣTr , (3.12)
with the tension
ΣT = σT

1 + 8 sin
2
(
1
3 arcsin
T 2
T 21
)
3− 4 sin2
(
1
3 arcsin
T 2
T 21
)

 . (3.13)
The difference with the string tension (3.9) is due to the second factor that is nothing but
the entropy contribution. A direct but lengthy calculation shows that ΣT is a growing function
of temperature. This is in contrast to the behavior of the string tension σT discussed in section
3.1. Thus, the entropy contributions do play a major role at finite temperature.
We conclude the discussion with a few short comments:
(i) A temperature growth of the singlet internal energy at large distances was observed in the
lattice calculations of [4].
(ii) The use of thermal AdS as the background metric in the low temperature phase results in
zero entropy.14 This leads to the picture that is completely inconsistent with physics of a pure
SU(3) gauge theory at finite temperature.15
(iii) In Fig.8 we plot ΣT versus temperature as provided by the expression (3.13).
0.2 0.4 0.6 0.8 1
T T1
1.2
1.4
1.6
1.8
STΣ
Figure 8: Tension ΣT in units of σ versus temperature in units of T1.
(iv) It is tempting to see to what extent our predictions for the low temperature behaviors of
σT and ΣT are in agreement with the lattice data of [7]. Unfortunately, the lattice data are only
14In this case f ≡ 1, so (3.10) gives zero.
15Note that the Hawking-Page transition between the thermal AdS space and the Schwarzschild black hole was
discussed in [11] as a possible dual description of the deconfinement phase transition for large Nc gauge theories.
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available for temperatures close to its critical value.16
3.3 Polyakov Loop
As noted earlier, at very large separation the quark and anti-quark become free. In this case the
dominant exponent is given by S∞. So, we are in a situation in which the approximation (2.1)
might be applicable. When we use it to find the expectation value of the Polyakov loop, we get
L = e−
1
2S∞ , (3.14)
with S∞ the minimal area given by (2.18). Our normalization is stated in (3.5) and (3.6). With
this choice, the Polyakov loop expectation value takes the form shown in Fig.9.
2 4 6 8 10
T Tc
0.1
0.2
0.3
0.4
0.5
0.6
L
Figure 9: Polyakov loop expectation value versus temperature in units of Tc. The dashed line denotes
the value L∞.
Certainly, it has the desired behavior: The expectation value of L is zero at low temperatures,
while it is nonzero at high temperatures.17 One sees there is a phase transition from the confined
phase to the deconfined phase, as expected. Numerically, the transition temperature is of order
Tc ≈ 0.11
√
c ≈ 100MeV . (3.15)
This is roughly twice smaller than the value found in [1] from the spatial string tension. Thus,
the numerical consistency is not good enough at this point.
We chose the normalization constant in the form c(T ) = αT + C. The meaning of the
coefficients is the following: α specifies the value of L at T =∞
L∞ = e
1
2 (g−α) . (3.16)
C specifies the form of L. Indeed, the expectation value of the loop is a continuously growing
function of temperature for C ≥ 0, while it has a local maximum for C < 0. The position of the
maximum is given by a solution to equation
CT +
gc
π2
∫ 1
0
dx exp{ 12 c x
2
π2T 2
} = 0 . (3.17)
16O.A. thanks O. Kaczmarek and P. Petreczky for a discussion of this issue.
17We consider an absolute value of L.
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For our set of parameters a numerical analysis of (3.17) results in T ≈ 3.8Tc.
Finally, we can compare the temperature dependence of the Polyakov loop expectation value
as provided by our model with the lattice results of [7]. Here there is a subtle point. The
lattice data are only available for the range 1.03 ≤ T
Tc
≤ 6. This makes it difficult to see what
exactly happens in the low temperature phase as well as for high temperatures. We now fix the
normalization by fitting (3.14) to the data given in Table 1 of [7] near T = 6Tc. In Fig.10 we
have plotted L against T
Tc
. We find that the temperature dependence is in good agreement for
T & 2Tc.
18
1 2 3 4 5 6
T Tc
0.2
0.4
0.6
0.8
1
L
Figure 10: Polyakov loop expectation value versus temperature. Here c(T ) = 0.96T − 0.18. The dots
denote the data from [7].
4 Discussion
What we have learned is that the 5-dimensional effective model we proposed to study the proper-
ties of a heavy quark-antiquark pair at finite temperature turns out to be remarkably consistent
with the qualitative expectations of thermal gauge theory. Moreover, in certain cases it provides
the analytic results which are in good agreement with the lattice data. It is also worth not-
ing that our model predicts the behavior of the thermodynamic quantities for low temperatures
where field theory is unreliable and lattice data are missing.
There are many issues that deserve to be further clarified. Let us mention some of them that
are seemed the most important to us.
Apparently, the model suffers from a lack of numerical self-consistency: the value of the
critical temperature as seen from the spatial string tension [1] turns out to be at least twice
bigger than the value we found from the analysis of the Polyakov loop in section 3.3. There are
two lines of thought on this problem.
The first is to account for one-loop corrections in the world-sheet path integral (1.5).19 This is
a complicated problem. Indeed, it is a challenge to theorists to find the world-sheet formulation
of string theory on warped geometries like AdS spaces. Among many things, it requires world-
sheet fermions and even a world-sheet theta angle that is a two-form field B with an arbitrary
value of
∫
B [12]. But if it was resolved, it could help us to sum the series (1.6) and hence refine
the estimates. There is another interesting problem here. What were considered in [13] are some
18Note that a better agreement is obtained by shifting the plot of Figure 10 a little bit to the left.
19The model under consideration is an effective theory. It already includes some, but not all, quantum corrections
in the approximation we used. The remaining corrections are due to string fluctuations.
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low temperature corrections to the string tension. It will be interesting to find similar corrections
in our model.
The second line of thought is to somehow modify the background. It may include a slight
revision of the metric (1.1) or more radical changes like additional background fields. For in-
stance, a recent proposal of [14] is even to include the tachyon background. If a modification is
made, it would produce a number of additional free fit parameters that makes it less attractive
for phenomenology. To escape the problem, a clever mechanism for reducing the number of
parameters must be invented.
Part of the interest of AdS/CFT(QCD) stems from attempts to understand the physics of
RHIC. The reasons are the following: First, a quark-gluon plasma is strongly coupled, so the
perturbative QCD is of limited utility. Second, the lattice data do not always provide good
information like, for instance on transport properties. On the other hand, AdS/CFT(QCD)
offers an alternative way of dealing with this real-world problem.20 It would be particularly
interesting to see if our model can shed some light on this subject.
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