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resumo 
 
 
A evolução da tecnologia microelectrónica ao longo das últimas décadas tem
permitido um impressionante aumento da capacidade lógica dos circuitos
integrados, sendo actualmente possível a construção de circuitos digitais
complexos, específicos ou programáveis e integrados numa única pastilha. No
final desta década será possível construir processadores e FPGAs com cerca 
de dez mil milhões de transístores. A utilização eficiente desta quantidade de
recursos é um grande desafio cuja abordagem depende obviamente do
domínio de aplicação. 
 
Os processadores superescalares actuais utilizam técnicas sofisticadas para
atingir níveis elevados de desempenho, tais como a execução paralela de
múltiplas instruções, superpipelining, execução especulativa, reordenação de 
instruções e hierarquias de memória complexas. Estas técnicas revelaram-se 
adequadas para melhorar o desempenho médio dos processadores para
sistemas de uso geral mantendo ao mesmo tempo a compatibilidade, ao nível
do modelo de programação, com os processadores escalares convencionais.
No entanto, a sua implementação requer uma quantidade de recursos
apreciável e coloca grandes desafios ao nível da validação e teste dos
respectivos processadores. Estes processadores também consomem e
dissipam quantidades consideráveis de energia e não apresentam um 
desempenho determinístico. 
 
O aumento da capacidade computacional e a redução do tamanho levaram a 
que os sistemas com microprocessadores passassem a estar presentes (ou
embutidos) em muitos dos equipamentos e aplicações do dia-a-dia, tais como 
os transportes, as telecomunicações, os sistemas de segurança, a automação
industrial, etc. Devido à interacção entre estes sistemas e o ambiente, estas
aplicações possuem requisitos de operação em tempo-real que se não forem 
cumpridos podem provocar graves danos humanos e materiais. Por este 
motivo, os sistemas de tempo-real requerem abordagens de projecto 
específicas de forma a assegurar um comportamento funcional e 
temporalmente correcto. No entanto, por questões económicas, nas aplicações
embutidas são muitas vezes utilizados componentes dos sistemas 
computacionais de uso geral. Em particular, em sistemas embutidos de 
tempo-real são frequentemente usados processadores de uso geral, o que
pode levantar alguns problemas, principalmente devido à sua ineficiência
energética e ao seu desempenho não determinístico. Assim, é necessário
adoptar técnicas de projecto, por vezes muito conservativas, de forma a
garantir um comportamento correcto mesmo nas situações mais 
desfavoráveis. 
 
 
 
 
 
 
 
A complexidade crescente dos sistemas e a necessidade de reduzir o seu
tempo de projecto, tem levado a uma utilização crescente de executivos e
sistemas operativos multi-tarefa, os quais implementam camadas de
abstracção do hardware e disponibilizam um conjunto de serviços que
reduzem o tempo de desenvolvimento. No entanto, estas camadas intermédias
de software consomem tempo de processamento e são também elas próprias
por vezes uma fonte de não determinismo. 
 
Nesta dissertação são discutidas ideias, apresentadas arquitecturas e
avaliadas implementações de modelos para a especialização e síntese de
processadores para aplicação em sistemas embutidos de tempo-real 
multi-tarefa que exploram eficientemente a capacidade de integração e a
flexibilidade proporcionada pelas FPGAs actuais. O objectivo deste trabalho é
validar a seguinte tese: Um processador adequado para sistemas embutidos 
de tempo-real multi-tarefa deve apresentar um desempenho determinístico, ser
eficiente do ponto de vista energético, assim como proporcionar, através de
hardware especializado, o suporte adequado para este tipo de aplicações. Tal
processador pode ser construído com base numa estrutura mais simples e
uma quantidade de recursos de hardware inferior à dos processadores de uso
geral actuais, sendo portanto mais simples de validar e implementar. A
utilização de modelos sintetizáveis e parametrizáveis e sua implementação em 
dispositivos lógicos programáveis torna possível a construção de
processadores à medida da aplicação alvo. 
 
As principais contribuições originais desta dissertação são a concepção de
arquitecturas e modelos sintetizáveis de um processador pipelined multi-tarefa 
determinístico e respectivo coprocessador para suporte do sistema operativo 
de tempo-real. 
 
O ponto de partida deste trabalho foi a elaboração de um modelo criado de raiz
para implementação da arquitectura MIPS32 em FPGA. Esse modelo, 
denominado ARPA-CP (Advanced Real-time Processor Architecture - with 
Configurable Pipeline) é parametrizável, sintetizável e independente da
tecnologia. 
 
O modelo do processador pipelined ARPA-CP foi estendido com capacidades 
de multi-tarefa simultânea (Simultaneous Multithreading) resultando no 
processador ARPA-MT (ARPA - MultiThreaded), também implementado e 
prototipado em FPGA. A utilização de técnicas de multi-tarefa simultânea visa 
essencialmente melhorar o desempenho dos processadores destinados a 
sistemas de tempo-real multi-tarefa sem recorrer a técnicas de execução 
especulativa, mantendo portanto o desempenho determinístico. 
 
No âmbito deste doutoramento foi também concebido e projectado o
coprocessador ARPA-OSC (ARPA - Operating System Coprocessor), para
implementação em hardware dos mecanismos básicos de um sistema
operativo de tempo-real, nomeadamente, a temporização, o escalonamento de
tarefas, o controlo de acesso a recursos partilhados, a comutação de tarefas
em execução, a verificação do cumprimento das restrições temporais e o
atendimento de interrupções. A avaliação do desempenho deste
coprocessador mostrou que a sua utilização permite obter reduções de uma a
duas ordens de grandeza e valores mais determinísticos do tempo de
execução de algumas das funções do executivo de tempo-real OReK, 
desenvolvido para abstrair e proporcionar uma interface de programação 
adequada do coprocessador ARPA-OSC. 
 
Todas as arquitecturas concebidas no âmbito deste trabalho foram modeladas
ao nível RTL com a linguagem de descrição de hardware VHDL. Os modelos
construídos são independentes da tecnologia e parametrizáveis de forma a
que certos aspectos possam ser modificados durante a fase de síntese e
implementação com ferramentas de projecto assistido por computador. A sua 
prototipagem foi realizada em FPGAs da Xilinx. 
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abstract 
 
The continuous evolution of the microelectronics technology during the last
decades has allowed an impressive growth of the logic capacity that can be
integrated on a single chip. It is now possible to manufacture complex digital
circuits fully integrated on application specific or field programmable devices. 
By 2010 it will be possible to build processors and FPGAs containing about 10 
thousand million transistors on a single chip. The efficient use of this huge 
transistor budget is a challenge being the approach highly dependent on the 
application domain. 
 
Current superscalar processors employ sophisticated techniques to achieve
high levels of performance, such as parallel instruction issue, superpipelining,
prediction, speculation, out-of-order execution and complex memory 
hierarchies. These techniques proved themselves very effective to improve the
average performance of general purpose processors, being at the same time
backward compatible and maintaining the programming model and sequential 
execution semantics of the conventional scalar processors. However, their
implementation requires complex architectures and considerable hardware
resources with the inherent time consuming validation and test procedures.
Those processors also consume large amounts of power and exhibit a non 
deterministic performance. 
 
The improvement of computational power and the size reduction have allowed
the utilization (or embedding) of microprocessor based systems within many
equipments and real world applications such as transportation,
telecommunications, security, industrial automation, etc. Due to the close
interaction between these systems and the surrounding environment, this class
of applications has real-time operation constraints that must be fulfilled or
serious human and material injuries can occur otherwise. Thus, real-time
systems require specific design approaches to ensure correct functional and
timing behaviors. However, economical reasons motivate the use of
commercially available of the shelf and general purpose components in the 
design of embedded systems. In particular, general purpose processors are
often used in real-time embedded systems which can cause several problems,
mainly due to its power inefficiency and non deterministic performance. For this 
reason it is necessary to adopt design techniques, sometimes very 
conservative, to ensure a correct behavior even under worst case conditions. 
 
The raising complexity of systems and the ever shrinking time to market led to
an increasing use of existing frameworks, middlewares, multitasking executives 
and real-time operating systems, which implement abstraction layers and 
provide a set of services that reduce design time. However, these software
layers require processing time, reducing the processor time available for the
application and sometimes are also a source of non determinism. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This dissertation discusses ideas, presents architectures and evaluates
implementations of customizable and synthesizable processor models 
optimized for multitasking real-time embedded systems, which explore
efficiently the integration capacity and flexibility provided by current FPGAs.
The main goal of this work is to validate the following thesis: A processor 
optimized for multitasking embedded systems must exhibit a deterministic
performance, be energy efficient, as well as provide, through specialized
hardware, the adequate support for this class of applications. Such a processor
can be based on a simpler structure and built with less hardware resources 
than general purpose processors, being easier to validate and to implement.
The use of synthesizable and parameterizable models and their implementation
in field programmable logic devices make possible the construction of
processors customized for the target application. 
 
The main original contributions of this Ph.D. are the conception of architectures 
and synthesizable models for a deterministic, multitasking, pipelined processor 
and the respective coprocessor for real-time operating system support. 
 
The starting point of this work was the elaboration of a model created from
scratch for FPGA implementation of the MIPS32 architecture. This model,
named ARPA-CP (Advanced Real-time Processor Architecture - with 
Configurable Pipeline), is parameterizable, synthesizable and technology
independent. 
 
The ARPA-CP pipelined processor model was extended with Simultaneous
MultiThreading (SMT) capabilities, resulting in the ARPA-MT (ARPA -
MultiThreaded) processor, also implemented and prototyped in FPGA. The
motivation for using SMT techniques is the improvement of the processor
performance for multitasking real-time systems without employing prediction or
speculative execution techniques, keeping the performance deterministic. 
 
In the scope of this work it was also created and designed the ARPA-OSC
coprocessor (ARPA - Operating System Coprocessor), for hardware
implementation of basic real-time operating system functions, such as timing,
task scheduling, synchronization for accessing shared resources, task
switching, verification of timing constraints and interrupt servicing. The
hardware implementation of these functions allows executing them in less time
and in a more predictable manner when compared with a software
implementation, reducing the overhead of operating system execution. The
performance evaluation of this coprocessor has shown reductions of one to two
orders of magnitude in the execution time of some of the functions of the OReK
real-time executive, developed to provide an adequate application 
programmable interface for the ARPA-OSC coprocessor. 
 
All architectures were modelled at RTL level using VHDL. The models built are
technology independent and parameterizable to allow the modification of
several parameters during the synthesis phase using CAD/CAE tools. The 
prototyping was performed with Xilinx FPGAs. 
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Capítulo 1
Introdução
Sumário
Este capítulo introduz alguns conceitos fundamentais, enquadra o trabalho de investigação
realizado no âmbito deste doutoramento, apresenta o problema que o motivou, formula a
tese e resume a estrutura desta dissertação.
Em primeiro lugar introduz a noção de sistema computacional e discute as diferenças entre
sistemas de uso geral e sistemas especializados.
De seguida apresenta os coprocessadores dedicados e os sistemas embutidos como casos
particulares de sistemas computacionais especializados e enquadra o trabalho realizado no
contexto destes sistemas.
Seguidamente, define o conceito de sistema integrado, a sua origem, as suas vantagens,
os desafios colocados no seu projecto e a forma como este contribuiu para a evolução dos
sistemas digitais complexos.
Segue-se uma discussão sobre sistemas reconfiguráveis, em que são resumidas as suas ca-
racterísticas, potencialidades, limitações e apresentadas as FPGAs como plataformas de im-
plementação destes sistemas.
A seguir é apresentado o problema que se pretende resolver neste trabalho, discutida a sua
relevância prática e formulada a tese defendida nesta dissertação de doutoramento.
Este capítulo termina com uma apresentação resumida do conteúdo de cada um dos capítulos
e apêndices que constituem esta dissertação.
1
2 CAPÍTULO 1. INTRODUÇÃO
1.1 Sistemas Computacionais
Um sistema computacional, ou computador, é uma máquina composta por elementos de
hardware (ou físicos) e de software (ou lógicos) que operam em conjunto com o objectivo de
processar dados de entrada e produzir resultados de acordo com as especificações do cons-
trutor, instruções definidas pelo programador ou comandos introduzidos pelo utilizador. Os
elementos de hardware do computador são geralmente componentes electrónicos e mecâni-
cos. Os elementos de software do computador são programas contendo ordens ou instruções
que estabelecem a sequência de operações a realizar.
A figura 1.1 ilustra os blocos de hardware principais de um sistema computacional:
• A unidade central de processamento ou processador;
• A memória;
• Os periféricos ou dispositivos de entrada/saída.
O processamento da informação é realizado por um módulo designado por Unidade Central
de Processamento (Central Processing Unit - CPU). O software, os dados de entrada e os
resultados são armazenados em dispositivos de memória que podem ser de diversos tipos
e tecnologias. Finalmente, a entrada de dados e a saída de resultados são suportadas por
periféricos que fazem a interface entre o sistema computacional e o mundo exterior.
Por sua vez, a CPU divide-se tipicamente em dois módulos principais:
• Unidade de execução (datapath);
• Unidade de controlo (control unit).
A unidade de execução é constituída por unidades funcionais, de armazenamento e de en-
caminhamento tais como unidades aritméticas e lógicas, registos, multiplexadores, etc. São
estes os componentes que realizam o processamento dos dados propriamente dito.
A unidade de controlo é geralmente um circuito sequencial, modelado por uma máquina de
estados finitos, que gera os sinais de controlo da unidade de execução. A evolução desta
máquina de estados depende do seu estado interno actual e das variáveis independentes ge-
radas quer a partir das instruções do programa lidas da memória, quer dos sinais de estado
provenientes da unidade de execução.
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Figura 1.1: Blocos de hardware principais de um sistema computacional (adaptado de
[PH05]).
Nos sistemas actuais é vulgar a CPU ser implementada num único circuito integrado com ou-
tros componentes, tais como coprocessadores e circuitos auxiliares. Ao conjunto resultante
desta integração designa-se por processador. É também possível integrar várias CPUs num
único dispositivo para aumentar a capacidade computacional do sistema e consequentemente
o desempenho das aplicações que nele executam.
Os sistemas computacionais podem ser de uso geral ou especializados consoante a sua fle-
xibilidade, extensibilidade, tipos de processamento que podem realizar, natureza e formato
dos dados de entrada suportados e resultados de saída produzidos.
1.1.1 Sistemas de Uso Geral
Os sistemas computacionais de uso geral são máquinas altamente versáteis e programáveis
capazes de realizar um conjunto de tarefas bastante diversificado e na maior parte dos casos
impossível de prever durante o seu projecto. Por este motivo, a extensibilidade e a flexi-
bilidade destes sistemas são bastante elevadas. Um sistema de uso geral possui em geral
capacidades de interface com o utilizador bastante poderosas e atractivas. É precisamente
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através desta interface que normalmente se realiza a programação do sistema através de fer-
ramentas e aplicações nele existentes ou instaladas. O exemplo mais conhecido de sistema
computacional de uso geral é o computador pessoal (Personal Computer - PC).
O desempenho de um sistema computacional de uso geral não está optimizado para a realiza-
ção de nenhuma tarefa em particular. Os sistemas de uso geral são concebidos para exibirem
um bom desempenho médio para um conjunto relativamente vasto de tarefas. Além disso, o
desempenho pode variar consideravelmente com o número e tipo de aplicações executadas e
os dados de entrada fornecidos, razão pela qual o seu desempenho apresenta variações nem
sempre previsíveis, isto é, não é determinístico.
O consumo de potência em sistemas computacionais de uso geral é muitas vezes considerado
um aspecto secundário, exceptuando obviamente o caso de equipamentos portáteis alimen-
tados por baterias ou os sistemas compostos por um número considerável de nodos de pro-
cessamento com necessidades especiais de refrigeração ou climatização, como por exemplo
os agregados de servidores (server farms) usados nos centros de dados (data centers).
1.1.2 Sistemas Especializados
Os sistemas computacionais especializados são sistemas concebidos para a realização de
uma tarefa ou de um conjunto de tarefas bastante reduzido e completamente definido durante
o seu projecto. Os sistemas deste tipo, sendo construídos para uma aplicação ou função
específicas, não são em geral programáveis pelo utilizador, podendo em certos casos apenas
ser realizadas actualizações suportadas pelo seu projectista ou fabricante.
Uma vez que as funções realizadas por um sistema especializado são completamente co-
nhecidas na sua fase de projecto, podem ser introduzidas optimizações que permitam me-
lhorar a sua eficiência e determinismo na realização das tarefas para a qual foi concebido,
nomeadamente ao nível da quantidade de recursos necessários para a sua implementação,
previsibilidade do desempenho ou potência consumida.
Os coprocessadores dedicados e os sistemas embutidos são dois exemplos de sistemas com-
putacionais especializados, resumidos nas próximas subsecções.
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1.1.2.1 Coprocessadores Dedicados
Os coprocessadores dedicados são um dos tipos de sistemas computacionais especializados
que executam instruções específicas para uma classe de aplicações ou operações relativa-
mente complexas de forma optimizada.
As CPUs dos sistemas computacionais são em geral concebidas para realizar operações arit-
méticas, lógicas, transferências de informação, comparações e decisões com base em núme-
ros inteiros. A generalidade das operações necessárias num programa podem ser decompos-
tas em instruções simples deste tipo realizadas pela CPU. No entanto, em certas aplicações o
desempenho resultante desta decomposição pode ser insuficiente, razão pela qual é bastante
comum a CPU possuir uma forma de expandir o conjunto base de instruções suportado,
através da implementação de um ou mais coprocessadores ou unidades de processamento
auxiliares.
O exemplo mais conhecido de utilização de um coprocessador é a Unidade de Vírgula Flutu-
ante (Floating Point Unit - FPU) dos processadores actuais, a qual disponibiliza instruções
especializadas para realização de operações sobre números reais codificados em binário num
formato de vírgula flutuante.
Outros domínios onde os coprocessadores dedicados são usados para melhorar o desempe-
nho são as aplicações multimédia, os supercomputadores para cálculo científico, o equipa-
mento de telecomunicações, entre outros.
1.1.2.2 Sistemas Embutidos
Os sistemas embutidos (designados em inglês por embedded systems) são outro caso par-
ticular de sistemas computacionais especializados. Os sistemas embutidos estão em geral
inseridos ou montados no interior de sistemas complexos heterogéneos, isto é, sistemas que
além da parte computacional podem incluir também elementos eléctricos, mecânicos, pneu-
máticos ou outros. A função do sistema embutido é controlar a operação do sistema onde
está inserido, fazendo muitas vezes parte de uma malha de controlo de um processo de forma
a garantir que o sistema interage com o ambiente de acordo com as especificações ou estra-
tégia de controlo predefinida.
Os sistemas embutidos são em muitos casos invisíveis ao utilizador, não possuindo inter-
face amigável para programação, pelo que a sua concepção, desenvolvimento e actualização
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devem ser feitas com recurso a outros equipamentos e ferramentas auxiliares, tais como
emuladores, compiladores cruzados (cross compilers), consolas de programação, programas
monitores/carregadores (boot loaders), depuradores remotos, etc.
Nos sistemas embutidos, os dados de entrada são na maior parte dos casos valores recolhidos
de sensores. O processamento realizado corresponde à execução de um algoritmo de controlo
do sistema. Os resultados produzidos destinam-se a estabelecer o ponto de funcionamento
de actuadores.
Nos sistemas embutidos aspectos relacionados com a área, consumo de potência e custos de
desenvolvimento e produção são muitas vezes considerados fundamentais devido ao elevado
número de unidades construídas e ao preço reduzido ou limitado para o sistema alvo. Por
este motivo os recursos e o desempenho do sistema devem ser os estritamente necessários
para que possa cumprir a sua função.
1.2 Sistemas Integrados
O número de transístores implementáveis numa única pastilha de silício tem aumentado
consideravelmente durante as últimas décadas, seguindo o crescimento exponencial previsto
por Gordon Moore em 1965 [Moo65] e vulgarmente designado por lei de Moore. A figura
1.2 ilustra a evolução do número de transístores dos microprocessadores da Intel desde 1971,
ano em que foi lançado o primeiro microprocessador. Esta tendência é também seguida por
processadores de outros fabricantes e por outros tipos de circuitos integrados.
A impressionante evolução da tecnologia de fabricação de circuitos integrados permite ac-
tualmente a construção de circuitos integrados extremamente complexos (com mais de 500
milhões de transístores), a operar a frequências elevadas (superiores a 1 GHz), o que possibi-
lita a implementação em microelectrónica de aplicações complexas de elevado desempenho.
Tal evolução tem sido possível graças à redução das dimensões do elementos envolvidos na
construção de um circuito integrado, tais como os transístores e respectivas interligações.
O conceito de sistema integrado (designado em inglês por System-on-Chip - SoC) resulta
desta enorme capacidade de integração disponível actualmente e consiste na implementação
num único substracto de silício de todos os componentes necessários para implementar um
sistema computacional complexo.
Tal como foi dito acima, um sistema computacional consiste tipicamente num conjunto de
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1971 4004 2250
1972 8008 2500
1974 8080 5000
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1993 Intel® Pentium® 3100000
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1999 Intel® Pentium® III 24000000
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2010 ? 1000000000
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Figura 1.2: Evolução do número de transístores dos microprocessadores da Intel desde o
lançamento do primeiro microprocessador em 1971 e previsão até ao ano 2010.
módulos que realizam diferentes funções, tais como processador(es), coprocessador(es), me-
mória, controladores de comunicação, periféricos, etc. Em certos casos, os sistemas integra-
dos podem também incluir componentes mecânicos e eléctricos usados na inclusão de senso-
res no próprio sistema integrado. A possibilidade de integrar todos estes componentes num
único circuito integrado permite tirar partido da sua interacção próxima, possuindo enormes
vantagens, principalmente ao nível das dimensões do circuito, velocidade de funcionamento,
consumo de potência e eventualmente custo unitário.
No entanto, a enorme complexidade dos sistemas integrados também coloca grandes desafios
no seu desenvolvimento e validação, quer devido ao facto da evolução da produtividade de
projecto não acompanhar o aumento da complexidade dos sistemas, quer pela constante
necessidade de diminuir o tempo de desenvolvimento de novos produtos. Por este motivo,
o projecto é feito recorrendo cada vez mais a modelos elaborados a níveis de abstracção
elevados e à reutilização de blocos ou módulos pré-desenhados.
O aumento da produtividade também se consegue através da utilização de linguagens formais
e ferramentas de projecto assistido por computador que auxiliam o projectista na modelação,
refinamento, validação e implementação dos modelos do sistema, assim como na sua proto-
tipagem e teste.
A evolução das tecnologias de fabricação de circuitos integrados e respectiva diminuição
do tamanho dos seus elementos tem também contribuído para um agravamento das despe-
sas de produção devido ao aumento dos custos de preparação das máscaras e processos de
fabricação. Por este motivo, a construção de circuitos integrados específicos da aplicação
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(Application-Specific Integrated Circuits - ASICs) só é economicamente viável para dispo-
sitivos destinados a mercados de grande dimensão em que esses custos são divididos pelo
elevado número de unidades produzidas.
1.3 Sistemas Reconfiguráveis
A evolução da tecnologia de fabricação de circuitos integrados permitiu também a sofis-
ticação dos dispositivos lógicos programáveis pelo utilizador (Field Programmable Logic
Devices - FPLDs), possibilitando actualmente a construção de circuitos integrados genéricos
de elevada capacidade, constituídos por um conjunto relativamente vasto de recursos quer
programáveis quer fixos. Neste contexto, o utilizador é o projectista que vai utilizar o dispo-
sitivo programável num sistema concreto e para tal vai ter de proceder à sua programação ou
especialização de forma a que este desempenhe a função pretendida.
A tecnologia utilizada na construção do dispositivo e a sua organização interna afectam a sua
flexibilidade, desempenho, método de programação e princípio de funcionamento.
Dos dispositivos programáveis existentes actualmente, os mais poderosos e relevantes para
este trabalho são os agregados de células lógicas programáveis (Field Programmable Gate
Arrays - FPGAs). As FPGAs são matrizes de blocos lógicos programáveis conectados por
recursos de interligação também programáveis. Por sua vez, cada bloco lógico programável
pode ser constituído por vários tipos de elementos tais como tabelas de verdade, multiplexa-
dores, portas lógicas, flip-flops, etc. Na periferia da matriz existem blocos de entrada/saída
programáveis para fazer a interface entre os recursos internos e os pinos para ligação ao
exterior. A figura 1.3 ilustra uma possível organização interna de uma FPGA.
Os recursos programáveis de uma FPGA são normalmente controlados pelos bits de uma
memória de configuração. Se esta memória for reprogramável significa que o circuito lógico
implementado dentro da FPGA pode ser modificado, ou seja, o sistema pode ser reconfi-
gurado. Em muitas FPGAs esta memória é também volátil, pelo que deve ser preenchida
com uma configuração válida sempre que o sistema for ligado e antes de poder entrar em
funcionamento.
Aos sistemas cujo comportamento pode ser modificado através de modificações lógicas sem
necessidade de alterar fisicamente o circuito chamam-se sistemas reconfiguráveis. Estas
alterações podem ser realizadas estática ou dinamicamente consoante seja necessário in-
terromper ou não a operação do sistema, respectivamente. As FPGAs são, devido às suas
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Figura 1.3: Exemplo de organização interna de uma FPGA.
potencialidades, a plataforma de implementação dos sistemas reconfiguráveis. O tipo de re-
configuração suportada por uma FPGA depende essencialmente da tecnologia empregue na
sua fabricação e da sua organização interna.
De notar que os microprocessadores, apesar de versáteis, não podem ser modificados do
ponto de vista lógico, podendo executar apenas as instruções implementadas pelo fabricante,
enquanto uma FPGA permite alterar o circuito lógico nela implementado. Isto permite cons-
truir processadores ou coprocessadores dedicados para uma dada aplicação, com unidades
funcionais especializadas e que exploram o paralelismo na realização das operações, efectu-
ando o processamento de uma forma mais rápida e eficiente.
Os sistemas reconfiguráveis e a computação configurável são uma área de investigação muita
activa actualmente. Nesta dissertação é considerada apenas a configuração estática devido
aos requisitos, restrições temporais e flexibilidade limitada das aplicações embutidas de
tempo-real alvo. Em [LS05] pode ser encontrado um resumo sobre o estado da arte desta
área.
A utilização de FPGAs no projecto de sistema digitais tem também a vantagem de permitir
o acesso à microelectrónica de aplicações destinadas a nichos de mercado, uma vez que os
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custos fixos de desenvolvimento e construção do circuito integrado são divididos por um
número bastante elevado de dispositivos programáveis genéricos produzidos. A tendência
crescente para a personalização/especialização dos produtos e a implementação de standards
em constante evolução são factores que motivam também a utilização nos sistemas actuais
de FPGAs e outros dispositivos programáveis.
Actualmente estão disponíveis, a um preço razoável, FPGAs com uma capacidade lógica
equivalente a milhões de portas lógicas. Devido à sua flexibilidade, reconfigurabilidade, ci-
clos rápidos do fluxo de projecto e menores custos de concepção, as FPGAs são consideradas
uma alternativa bastante interessante aos ASICs.
Contudo, relativamente aos ASICs, as FPGAs possuem também várias desvantagens, nome-
adamente, menores densidades lógicas, frequências de operação inferiores e maiores consu-
mos de potência. No entanto, a evolução da tecnologia, o aperfeiçoamento das arquitecturas
e a contínua redução do seu preço têm vindo a atenuar estas desvantagens, transformando
as FPGAs na plataforma mais adequada para uma gama cada vez mais vasta de sistemas
digitais.
Cada fabricante de FPGAs possui as suas próprias arquitecturas e respectivas ferramentas de
projecto. Neste trabalho foram usadas FPGAs da família Spartan-3 da Xilinx [Xil05b].
1.4 O Problema
O hardware de um sistema embutido consiste na generalidade dos casos num processador,
memória e periféricos. Actualmente é vulgar estes elementos estarem todos integrados num
único dispositivo designado por microcontrolador. Dependendo da complexidade do sis-
tema e do desempenho pretendido, o elemento computacional usado pode ser um pequeno
processador de 8 ou 16 bits a operar a dezenas de megahertz ou um processador de elevada
capacidade de cálculo de 32 ou 64 bits a operar a centenas de megahertz ou gigahertz.
A interacção permanente com o ambiente que o rodeia e a execução de um algoritmo de
controlo fazem com que os sistemas embutidos sejam muitas vezes sistemas reactivos com
requisitos de tempo-real. A resposta do sistema a alterações do ambiente que o rodeia deve
ser correcta quer no domínio do valor quer no domínio do tempo [But05a]. Dito de outra
forma, a previsibilidade temporal deste tipo de sistemas é fundamental, devendo a resposta
a eventos externos ser feita num intervalo de tempo bem definido. Isto significa que o tempo
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máximo necessário para executar um conjunto de instruções ou tarefas deve ser limitado,
idealmente fácil de determinar e tomado em conta durante o desenvolvimento do sistema de
forma a garantir o comportamento correcto do sistema mesmo nas situações mais desfavorá-
veis.
Os processadores de 8 e 16 bits de custo reduzido e de baixo desempenho (que executam
dezenas de milhões de instruções por segundo), devido à sua simplicidade, operam de forma
determinística, permitindo calcular com precisão o tempo necessário para completar um
dado conjunto de instruções.
No entanto, o mesmo não acontece em sistemas mais exigentes do ponto de vista compu-
tacional, em que se utilizam processadores de 32 ou 64 bits de elevado desempenho (que
executam centenas ou milhares de milhões de instruções por segundo). Uma vez que na
concepção destes processadores são muitas vezes empregues técnicas complexas não de-
terminísticas para aumento do seu desempenho (e.g. memórias cache, superpipelining e
execução especulativa), o tempo necessário para completar um dado conjunto de instruções
no caso médio e no pior caso pode diferir consideravelmente. Além disso, algumas das téc-
nicas utilizadas reduzem a eficiência energética do processador (e.g. execução especulativa
de instruções).
Em muitos sistemas embutidos de tempo-real empregam-se frequentemente processadores
e plataformas concebidas para sistemas de uso geral em parte devido ao seu baixo custo.
Uma vez que o seu desempenho não é determinístico, os sistemas têm muitas vezes de ser
sobredimensionados de forma a garantir que, mesmo no pior caso (worst case), os requisitos
de tempo-real são cumpridos. Esta abordagem conservativa ou pessimista leva a desperdí-
cios e ineficiências, principalmente ao nível dos recursos utilizados e consumo de potência,
degradando algumas das características fundamentais destes sistemas.
Pode ser feito um estudo minucioso do código para tentar prever com maior exactidão o
tempo que vai ser efectivamente gasto na execução da aplicação, incluindo a utilização efec-
tiva da memória cache e a ocorrência de paragens no pipeline do processador. Isto requer
uma análise complexa, mas há um corpo relativamente vasto de trabalho nesta direcção, de-
signada por análise WCET (Worst Case Execution Time) [EES+01, VLX03, TMI04]. Con-
tudo, pode-se dizer que mesmo melhorando o pessimismo da análise, o resultado será sempre
conservativo.
As plataformas empregues actualmente em sistemas de tempo-real, não exploram as especi-
ficidades desta classe de aplicações, nomeadamente:
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• O facto dos sistemas de tempo-real serem normalmente implementados através de um
conjunto de tarefas que executam concorrentemente sobre um processador. Uma vez
que os processadores convencionais normalmente são capazes de executar somente
uma tarefa de cada vez, torna-se necessária a utilização de um sistema operativo ou
executivo que faça a gestão da atribuição do processador a cada uma das tarefas, isto
é, escalonar, comutar e sincronizar a execução de tarefas concorrentes com acesso a
recursos partilhados. Obviamente está implícita nesta gestão a comutação de contexto
das tarefas em execução, a qual é uma fonte de ineficiência na utilização do processa-
dor.
• As funções do sistema operativo são tradicionalmente implementadas completamente
em software, consumindo tempo de processador e reduzindo os recursos computaci-
onais disponíveis para a execução da aplicação propriamente dita. A sobrecarga do
sistema operativo é tanto maior quanto mais fina for a resolução temporal 1 do sistema
e/ou a dimensão do conjunto de tarefas. Algumas das funções do sistema operativo
podem ser realizadas ou suportadas por hardware especializado. Esta abordagem per-
mite por um lado a execução mais eficiente do sistema operativo e por outro a sua
realização em simultâneo com as tarefas da aplicação.
O facto dos processadores tradicionais disponíveis comercialmente não suportarem a execu-
ção simultânea de várias tarefas e/ou não implementarem em hardware circuitos de suporte
ao sistema operativo motivou a realização deste trabalho de doutoramento, no qual se pre-
tende explorar de forma combinada estas duas capacidades e tirar partido das suas sinergias.
1.5 A Tese
O estudo do problema apresentado levou à formulação da seguinte tese que será validada
pelo trabalho apresentado nos restantes capítulos desta dissertação:
Um processador adequado para sistemas embutidos de tempo-real multi-tarefa deve apre-
sentar um desempenho determinístico, ser eficiente do ponto de vista energético, assim como
proporcionar, através de hardware especializado, o suporte adequado para este tipo de apli-
cações. Tal processador pode ser construído com base numa estrutura mais simples e uma
1A resolução temporal do sistema define a sua precisão na medição de intervalos de tempo, usada por
exemplo na activação de tarefas periódicas e na verificação das restrições temporais.
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quantidade de recursos de hardware inferior à dos processadores de uso geral actuais, sendo
portanto mais simples de validar e implementar. A utilização de modelos sintetizáveis e pa-
rametrizáveis e sua implementação em dispositivos lógicos programáveis torna possível a
implementação de processadores à medida da aplicação alvo.
1.6 Contribuições Originais
As duas principais contribuições originais desta dissertação consistem na concepção de ar-
quitecturas para duas das entidades fundamentais de um sistema embutido de tempo-real, o
processador e o sistema operativo, podendo ser resumidas da seguinte forma:
• Arquitectura e Modelo Sintetizável e Parametrizável de um Processador Pipe-
lined Mutitarefa Determinístico - concepção e implementação de um modelo de
processador multi-tarefa que permite em simultâneo obter um bom desempenho das
aplicações, reduzir a sobrecarga associada às comutações de tarefas em execução e uti-
lizar eficientemente os recursos computacionais do processador evitando as técnicas
não determinísticas para aumento do desempenho empregues nos processadores actu-
ais. A parametrização do modelo permite durante a fase de síntese especificar diversas
propriedades do processador.
• Arquitectura e Modelo Sintetizável e Parametrizável de um Coprocessador para
Suporte de um Sistema Operativo de Tempo-real - através da implementação em
hardware do suporte básico para o sistema operativo é possível por um lado realizar
estas funções de forma mais eficiente e por outro libertar o processador e o software
para tarefas relacionadas com a aplicação propriamente dita. Uma interface de pro-
gramação e abstracção adequada é fundamental para que as aplicações possam tirar
partido das funcionalidades implementadas neste coprocessador.
Ao conjunto das arquitecturas, modelos e implementações realizadas no âmbito deste dou-
toramento foi atribuída a designação ARPA (Advanced Real-time Processor Architecture).
A elaboração de modelos sintetizáveis tem a vantagem de permitir a implementação das ar-
quitecturas em diversas plataformas e tecnologias de implementação e em particular a sua
prototipagem rápida em FPGAs. A parametrização dos modelos e a possibilidade de confi-
guração estática das FPGAs permitem a implementação de sistemas à medida da aplicação
alvo.
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A construção de coprocessadores de suporte e a inclusão na CPU de mecanismos de optimi-
zação do sistema operativo não são um tópico novo de investigação. As diversas abordagens
publicadas diferem, entre outros aspectos, na arquitectura e no nível de funcionalidade su-
portado. No capítulo 2 serão referidos alguns trabalhos relevantes nesta área.
1.7 Organização da Dissertação
Para defender a tese formulada, esta dissertação possui, além desta introdução, os seguintes
capítulos:
• Capítulo 2 - Conceitos Fundamentais - Neste capítulo é feito um resumo de al-
guns tópicos de arquitectura de computadores assim como referidos diversos trabalhos
de investigação publicados pela comunidade científica e relacionados com este dou-
toramento. É também apresentada a motivação para este trabalho e enumerados os
respectivos objectivos.
• Capítulo 3 - Sistemas de Tempo-real - Neste capítulo são apresentados conceitos
fundamentais sobre sistemas de tempo-real úteis para a compreensão desta dissertação
e para fundamentar algumas das opções feitas na concepção e implementação das
arquitecturas apresentadas nos capítulos seguintes.
• Capítulo 4 - Implementação de Processadores Pipelined em FPGA - Este capítulo
aborda a implementação de processadores pipelined em FPGA. Mais concretamente,
é realizada e analisada uma implementação parametrizável da arquitectura MIPS32,
designada por ARPA-CP, em FPGAs da Xilinx. Esta implementação serve de ponto
de partida à apresentada no capítulo seguinte.
• Capítulo 5 - O Processador Multi-tarefa ARPA-MT - Neste capítulo é apresentado
o processador ARPA-MT resultante da extensão do processador pipelined ARPA-CP
do capítulo anterior com capacidades de multi-tarefa simultânea. Este capítulo corres-
ponde à primeira contribuição original deste trabalho.
• Capítulo 6 - O Coprocessador de Sistema ARPA-OSC - Este capítulo descreve a
concepção, a arquitectura, a implementação e o modelo de programação de um copro-
cessador de hardware para suporte ao executivo de tempo-real, podendo funcionar em
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conjunto com os processadores ARPA-CP ou ARPA-MT. Este capítulo corresponde à
segunda contribuição original deste trabalho.
• Capítulo 7 - Avaliação do Desempenho - Este capítulo apresenta a avaliação do de-
sempenho das arquitecturas concebidas no contexto deste trabalho, com base num
estudo comparativo do tempo de execução das funções internas e dos serviços dispo-
nibilizados à aplicação por um executivo de tempo-real numa implementação integral
em software e noutra suportada pelo coprocessador ARPA-OSC.
• Capítulo 8 - Conclusão - Este capítulo conclui a dissertação, apresentando uma aná-
lise final dos resultados obtidos e discutindo a validação da tese com base nas con-
tribuições originais deste trabalho. Termina com a enumeração de alguns possíveis
pontos de trabalho futuro.
Nos seguintes apêndices é fornecida informação complementar sobre as implementações
realizadas no âmbito deste trabalho:
• Apêndice A - O Sistema Integrado ARPA-SoC - Este apêndice descreve o sistema
integrado ARPA-SoC, mais precisamente, a sua estrutura interna, o mapeamento dos
recursos, o fluxo de projecto de aplicações e a interface entre a CPU e os coprocessa-
dores.
• Apêndice B - Modelo de Programação do Coprocessador Cop0-MEC - Este apên-
dice apresenta o modelo de programação do coprocessador Cop0-MEC do processador
ARPA-MT, descrevendo os seus registos, as excepções suportadas, o mecanismo de ac-
tivação de contextos de execução e a emulação das operações de divisão de inteiros.
• Apêndice C - Informação Adicional sobre o Coprocessador Cop2-OSC - Este
apêndice detalha o modelo de programação do coprocessador Cop2-OSC do processa-
dor ARPA-MT com a descrição completa dos seus registos, instruções implementadas,
excepções suportadas e restrições de utilização.
• Apêndice D - O Executivo de Tempo-real OReK - Este apêndice resume as carac-
terísticas, a interface de programação, a arquitectura interna e a implementação do
executivo de tempo-real OReK usado para abstrair o coprocessador Cop2-OSC e faci-
litar a sua avaliação.
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No Apêndice E - Lista de Acrónimos - encontra-se a lista dos acrónimos usados nesta
dissertação. Finalmente, o Apêndice F - Lista de Publicações - apresenta uma listagem das
publicações elaboradas no âmbito deste doutoramento.
Na redacção desta dissertação foram empregues, sempre que possível, termos do Dicionário
de Língua Portuguesa. No entanto, todos os modelos, programas e respectiva documentação,
incluindo diagramas esquemáticos, encontram-se em inglês para facilitar a sua manutenção,
publicação e disseminação. Por motivos análogos a lista de referências bibliográficas tam-
bém se encontra em inglês.
Capítulo 2
Conceitos Fundamentais
Sumário
Neste capítulo é feito um resumo de diversos tópicos de arquitectura de computadores, as-
sim como referidos alguns trabalhos de investigação relacionados com este doutoramento
publicados pela comunidade científica. Em particular são abordados os seguintes aspectos:
• Implementações básicas de processadores RISC e respectivas limitações;
• Abordagens empregues para aumentar o desempenho dos processadores de uso geral,
nomeadamente a execução superescalar, superpipelining, reordenação de instruções,
execução especulativa, multi-tarefa simultânea e implementação de hierarquias de me-
mória complexas;
• Problemas associados à aplicação das técnicas enumeradas no ponto anterior em pro-
cessadores destinados a sistemas de tempo-real;
• Implementação total ou parcial de sistemas operativos de tempo-real em coprocessado-
res de hardware com o objectivo de aumentar o seu desempenho e/ou a previsibilidade
temporal, assim como diminuir a sobrecarga associada às comutações de contexto e à
execução do sistema operativo em software.
Finalmente, é apresentada uma motivação alargada para este trabalho e enumerados os res-
pectivos objectivos.
17
18 CAPÍTULO 2. CONCEITOS FUNDAMENTAIS
2.1 Introdução
Assumindo a contínua evolução da tecnologia de fabricação de circuitos integrados, prevista
pela lei de Moore, a próxima geração de processadores e SoCs atingirá, por volta de 2010,
os 10 mil milhões de transístores numa única pastilha. A missão dos engenheiros e inves-
tigadores da área dos sistemas digitais é encontrar formas eficientes de utilizar este número
tão elevado de transístores, o que obviamente depende do domínio de aplicação. A título de
exemplo, dependendo da aplicação, um processador eficiente pode ser:
• Um processador com o melhor desempenho médio possível para computadores de uso
geral;
• Um processador com elevado poder de cálculo para aplicações de computação cientí-
fica;
• Um processador com um desempenho previsível e determinístico e o suporte adequado
a aplicações de tempo-real;
• Um microcontrolador com memória incorporada, de baixo consumo e com um con-
junto relativamente vasto de periféricos integrados para dispositivos portáteis e aplica-
ções embutidas.
A abordagem adoptada para tirar partido da grande capacidade de integração disponível
actualmente depende naturalmente do tipo de aplicação a que uma dada arquitectura de pro-
cessadores se destine. Tal como já foi referido no capítulo anterior, nos processadores de uso
geral o objectivo principal é maximização do seu desempenho médio para um conjunto bas-
tante vasto de aplicações. Na maior parte dos casos, questões relacionadas com o consumo
de potência ou a dimensão/complexidade final do circuito são consideradas secundárias. Por
outro lado, em processadores para sistemas embutidos, além do desempenho existem tam-
bém outras métricas importantes para avaliar a sua adequação à aplicação alvo, tais como
o consumo de potência ou a quantidade de dispositivos integrados na mesma pastilha do
processador [Sch98, Hen99].
Assim, dependendo do tipo de aplicação, a utilização de tecnologias de fabricação de circui-
tos integrados mais avançadas pode ser utilizada de várias formas, entre as quais:
• A concepção de arquitecturas e unidades funcionais mais complexas que proporcio-
nem um melhor desempenho;
2.1. INTRODUÇÃO 19
• O aumento do nível de integração e das funcionalidades implementadas num único
circuito integrado;
• A redução da área, consumo de potência e/ou tensão de alimentação.
O desempenho de um processador, em termos do ritmo a que são executadas as instruções
de um programa, é limitado por diversos factores, tais como a frequência de funcionamento,
a latência das instruções e o número de instruções executadas em cada ciclo de relógio.
A máxima frequência de operação de um circuito digital é limitada pelo caminho crítico
do mesmo, o qual é definido como sendo o caminho constituído meramente por elemen-
tos combinatórios e que possui o maior atraso do circuito, ou no caso de estar delimitado
por elementos sequenciais, aquele que impõe a menor frequência dos respectivos sinais de
sincronização. Por outro lado, a latência das instruções depende da sua complexidade e da
abordagem usada na respectiva implementação. Finalmente, o número de instruções execu-
tadas em cada ciclo de relógio depende do nível de paralelismo suportado pelo circuito e
consequentemente da quantidade de recursos de implementação disponíveis.
O desempenho de uma aplicação depende não só do comportamento do processador mas
também de outros aspectos da plataforma computacional em que está implementada, tais
como a velocidade do subsistema de memória e a qualidade das ferramentas de compilação,
das bibliotecas de software e do sistema operativo utilizado. Estas questões assim como
alguns problemas e possíveis soluções serão discutidas neste capítulo para melhor enquadrar
o trabalho realizado no âmbito deste doutoramento, apresentar a motivação, enumerar os
objectivos assim como fundamentar algumas das decisões tomadas ao longo deste trabalho.
Nesta discussão vamos assumir uma estrutura base de um processador RISC (Reduced Ins-
truction Set Computer) [Pat85], cujo diagrama de blocos simplificado se encontra na figura
2.1. De notar que este diagrama mostra uma estrutura muito simplificada do processador,
não representando, entre outros aspectos, os blocos responsáveis pela detecção de excepções
provocadas por erros na execução das instruções e os módulos para controlo das interrup-
ções pedidas por periféricos externos. As linhas mais grossas indicam os fluxos de dados,
endereços ou instruções, enquanto as linhas mais finas representam os sinais de controlo.
Os processadores RISC foram escolhidos devido à sua reduzida complexidade e facilidade
de implementação. As arquitecturas RISC são, em geral, caracterizadas pelas seguintes pro-
priedades:
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Figura 2.1: Diagrama de blocos simplificado de um processador RISC.
• Conjunto reduzido de instruções relativamente simples, correspondendo às mais fre-
quentes em programas compilados a partir de linguagens de alto-nível;
• Poucos modos de endereçamento e formatos de instrução de forma a simplificar a sua
descodificação e a estrutura interna do processador;
• Todos os operandos das operações aritméticas, lógicas e comparações devem residir
em registos internos do processador;
• As únicas operações que se podem realizar com a memória são as transferências de
informação com os registos internos (loads e stores), pelo que as arquitecturas RISC
são também vulgarmente designadas por arquitecturas load/store.
Exemplos de arquitecturas RISC são a MIPS (usada como base deste trabalho), a ARM, a
PowerPC e a SPARC.
Em oposição às arquitecturas RISC existem as arquitecturas CISC (Complex Instruction Set
Computer), não consideradas neste trabalho devido à sua maior complexidade. O exemplo
mais conhecido de arquitectura CISC é a Intel x86 usada actualmente nos processadores da
generalidade dos computadores pessoais.
É importante referir que as diferenças entre as implementações actuais das arquitecturas
tradicionais de ambos os tipos, tem vindo a esbater-se. Os processadores RISC possuem
cada vez mais instruções complexas, assim como na implementação dos processadores CISC
são empregues conceitos RISC (e.g. as instruções complexas são decompostas em instruções
mais simples, executadas num núcleo RISC).
Em termos genéricos, a execução das instruções num processador pode ser dividida nas
seguintes fases:
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1. Carregamento da instrução (Instruction Fetch - IF);
2. Descodificação da instrução e leitura dos operandos (Instruction Decode - ID);
3. Execução / determinação do endereço de acesso à memória de dados (Execute - EX);
4. Acesso à memória de dados (Memory Access - MA);
5. Escrita do resultado (Write Back - WB).
De notar que nem todas as instruções necessitam de passar por todas estas fases.
No carregamento da instrução estão envolvidos o registo Contador de Programa (Program
Counter - PC) e a memória de código (ver figura 2.1). O PC fornece o endereço de acesso
à memória de código sendo incrementado durante a execução de cada instrução ou alterado
de outra forma como resultado da execução de uma instrução de salto (in)condicional ou de
invocação/retorno de uma sub-rotina.
A instrução lida da memória de código é utilizada pelo descodificador de instruções para
gerar os sinais de controlo das restantes unidades funcionais do processador. De facto, de-
pendendo do tipo de implementação do processador, o descodificador de instruções pode ser
um simples circuito combinatório de descodificação ou uma unidade de controlo com estado
interno.
Os operandos das instruções aritméticas, lógicas e comparações realizadas pela ALU (Arith-
metic and Logic Unit) na fase de execução são tipicamente lidos do banco de registos ou
codificados na própria instrução. A ALU é também utilizada para calcular o endereço nas
instruções de acesso à memória de dados.
O resultado da instrução a escrever no registo de destino pode ser proveniente da ALU ou da
memória, no caso de uma instrução de carregamento num registo interno de dados proveni-
entes da memória externa.
2.2 Velocidade do Processador versus Velocidade da Me-
mória
A evolução dos processos de fabricação de circuitos integrados, tem permitido um impres-
sionante aumento da frequência de operação dos processadores, a qual duplica aproxima-
damente de dois em dois anos. Actualmente existem processadores a operar a frequências
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Figura 2.2: Evolução e diferença das frequências de funcionamento dos processadores e das
memórias (extraído de [Vec06].)
de relógio acima dos 3 GHz. Se não houvessem factores limitativos, assumindo que todas
as instruções poderiam completar num ciclo de relógio e sem utilizar técnicas de execução
superescalar 1, seria possível executar aproximadamente 3×109 instruções por segundo com
uma complexidade lógica do circuito relativamente reduzida.
No entanto, a frequência máxima de operação das memórias não tem acompanhado esta
evolução, duplicando apenas de seis em seis anos. Isto significa que a taxa máxima de
transferência de dados e instruções entre a memória e o processador é limitada pela primeira,
logo inferior às necessidades do segundo. A figura 2.2 ilustra a discrepância na evolução das
velocidades de operação dos processadores e das memórias.
Para acentuar ainda mais as limitações de desempenho da memória relativamente aos pro-
cessadores, como será explicado mais à frente, o impressionante aumento do desempenho
dos processadores tem também sido possível graças à execução de mais do que uma instru-
ção em cada ciclo de relógio e à implementação de múltiplos processadores partilhando a
mesma memória externa.
A tecnologia de memória dinâmica (Dynamic Random Access Memory - DRAM) é de longe
a mais utilizada na implementação dos circuitos de memória dos sistemas computacionais
que necessitem de memórias com capacidades acima de 1 MByte, devido essencialmente
à sua elevada densidade e baixo consumo de potência. No entanto, esta tecnologia é bas-
1A execução das instruções é estritamente sequencial, sendo em cada ciclo de relógio do processador inici-
ada a execução de apenas uma instrução.
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tante diferente da lógica estática empregue na implementação de um processador, não sendo
ainda possível ou economicamente viável a integração do processador e da memória dinâ-
mica no mesmo circuito integrado (apesar das várias propostas publicadas nesse sentido,
nomeadamente as arquitecturas M32R/D [NST97] e IRAM [KPP+97], a tecnologia logic-
based eDRAM [MS05] e a utilização de abordagens 3D na construção de circuitos integra-
dos [LGBT05]). Por este motivo o processador e a memória são implementados em circuitos
independentes interligados através de pinos e pistas de uma placa de circuito impresso. Es-
tas ligações apresentam valores de capacidade e indutância superiores aos observados no
interior de um circuito integrado e consequentemente maiores atrasos de propagação, o que
acentua ainda mais a diferença de desempenho entre o processador e a memória.
A velocidade de operação dos circuitos actualmente usados na memória principal de um
sistema computacional de uso geral encontra-se abaixo de 1 GHz. Considerando o caso da
memória DDR2 (Double Data Rate de segunda geração) num sistema com um barramento de
64 bits a operar a 400 MHz, a taxa máxima de transferência de informação entre a memória
e o processador é de 6,4 GBytes/s [HP06b]. Num sistema com um processador a operar a
3,2 GHz e instruções codificadas em 32 bits, a memória é capaz de fornecer ao processador
apenas 1, 6 × 109 instruções por segundo, isto desprezando as restrições e os protocolos de
acesso das memórias DRAM/DDR2, limitando portanto o desempenho do processador.
Por outro lado, em sistemas embutidos com requisitos de memória inferiores a 1 MByte é
possível integrar memória estática no mesmo substracto de silício, resultando em importantes
vantagens ao nível da dimensão do circuito e frequência de funcionamento.
Finalmente, em sistemas com frequências de funcionamento modestas é possível utilizar
memória FLASH para determinados fins (código e informação não alterada frequentemente)
com grandes vantagens ao nível da densidade, custo e não volatilidade.
2.3 Implementações Básicas de uma Arquitectura RISC
Um processador RISC pode ser construído de forma relativamente simples com base numa
de três possíveis implementações:
• Ciclo único;
• Múltiplo ciclo;
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• Pipelined.
Estes três tipos de implementações assim como respectivas vantagens e limitações serão
descritas resumidamente nas próximas subsecções.
2.3.1 Implementação de Ciclo Único
A implementação de ciclo único corresponde à realização directa do diagrama de blocos da
figura 2.1. As operações de leitura e escrita nos elementos de armazenamento (memórias e
registos) são sincronizadas por um sinal de relógio não explicitado na figura 2.1.
A grande vantagem desta implementação é a sua simplicidade. Entre dois flancos activos
do sinal de sincronização devem ser realizadas todas as operações necessárias para executar
qualquer umas das instruções suportadas, isto é, todas as fases de execução de qualquer uma
das instruções suportadas devem ser realizadas num único ciclo de relógio. Por este motivo,
o atraso do caminho crítico é bastante elevado e a frequência máxima de funcionamento do
circuito é limitada pela instrução cuja execução é mais demorada. A execução das instruções
mais rápidas é desnecessariamente lenta, existindo bastante tempo desperdiçado. Por este
motivo, esta implementação é bastante ineficiente, sendo utilizável apenas para frequências
de relógio reduzidas.
2.3.2 Implementação de Múltiplo Ciclo
Devido ao facto das instruções não necessitarem todas do mesmo tempo para completarem, é
mais eficiente dividir o período do sinal de relógio da implementação de ciclo único em sub-
intervalos. O período do novo sinal de relógio corresponde à duração que cada um destes
sub-intervalos. Desta forma cada instrução demora apenas o tempo, isto é, o número de
ciclos de relógio estritamente necessários.
Esta optimização, em termos do tempo de execução médio das instruções, requer que o
descodificador de instruções ilustrado na figura 2.1 seja substituído por uma unidade de
controlo em que os estados internos correspondem a cada uma das fases de execução de
cada uma das instruções (ver figura 2.3).
A tabela 2.1 indica o número típico de ciclos de relógio para diversos tipos de instruções
neste tipo de implementação.
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Figura 2.3: Diagrama de blocos simplificado de uma implementação de múltiplo ciclo de
um processador RISC.
Tipo da Instrução Número de Ciclos de Relógio
Salto (in)condicional 2
Aritméticas e lógicas 3
Escrita na memória 4
Leitura da memória 5
Tabela 2.1: Número típico de ciclos de relógio para a execução dos diversos tipos de instru-
ções numa implementação múltiplo ciclo de uma arquitectura RISC.
Apesar desta implementação permitir uma redução significativa do tempo médio de execução
das instruções, tem a desvantagem de parte das unidades funcionais estarem inactivas num
número significativo de ciclos de relógio. Este problema é resolvido na implementação
pipelined discutida na secção seguinte.
2.3.3 Implementação Pipelined
Na implementação pipelined, a unidade de execução do processador é dividida em várias
etapas separadas por registos, tal como ilustrado na figura 2.4. Cada uma destas etapas
corresponde a uma das fases de execução das instruções. A execução de uma instrução faz-
se através da sua propagação no pipeline da esquerda para a direita. Todas as instruções
percorrem todas as etapas mesmo que não realizem qualquer operação numa ou mais etapas.
Desta forma é possível ter em cada uma das etapas uma instrução numa fase diferente de
execução.
As vantagens desta implementação são, por um lado permitir utilizar de uma forma mais
eficiente todas as unidades funcionais do processador e por outro concluir a execução de
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Figura 2.4: Diagrama de blocos simplificado de uma implementação pipelined de um pro-
cessador RISC.
uma instrução em todos os ciclos de relógio.
Apesar destas vantagens, a execução de instruções num pipeline tem também alguns pro-
blemas associados que serão discutidos na próxima secção assim como algumas possíveis
soluções.
2.3.3.1 Tipos de Dependências
As instruções que executam num processador pipelined podem estar sujeitas a três tipos de
dependências:
• Dados;
• Controlo;
• Estruturais.
Nenhum destes tipos de dependências existe nas implementações de ciclo único e de múltiplo
ciclo em virtude da execução das instruções ser puramente sequencial e, ao contrário da
implementação pipelined, sem qualquer sobreposição ou simultaneidade de instruções em
diferentes fases de execução.
2.3.3.1.1 Dependências de Dados - Uma instrução possui uma dependência de dados
quando um dos seus operandos é o resultado de uma instrução que se encontra numa etapa
mais avançada do pipeline. O exemplo seguinte ilustra esta situação, assumindo que a pri-
meira instrução se encontra na etapa EX, MA ou WB e a segunda na etapa ID:
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Figura 2.5: Utilização da técnica de forwarding na implementação pipelined de um proces-
sador RISC.
add $3, $1, $2 # Instrução 1 ($3 = $1 + $2)
...
sub $5, $3, $4 # Instrução 2 ($5 = $3 - $4)
A Instrução 1 adiciona o conteúdo dos registos $1 e $2 e guarda o resultado no registo $3.
A Instrução 2 subtrai o conteúdo dos registos $3 e $4 e guarda o resultado no registo $5. A
dependência de dados existe porque a segunda instrução só pode começar a ser executada,
isto é, transitar para a etapa EX, quando for conhecido o resultado da primeira. Se após a des-
codificação da segunda instrução o resultado da primeira instrução ainda não for conhecido,
a dependência de dados dá lugar a um hazard, devendo o carregamento e a descodificação de
instruções ser congelado enquanto a dependência se mantiver. Caso contrário a dependência
pode ser resolvida por forwarding, isto é, antes do resultado da primeira instrução ser escrito
num registo, já pode ser utilizado como operando da segunda instrução. Isto requer a inser-
ção de uma unidade de forwarding após o banco de registos, tal como ilustrado na figura 2.5.
De notar que esta unidade é apenas um conjunto de multiplexadores que seleccionam o valor
mais actual dos operandos da instrução que vai entrar na etapa EX. A selecção é feita entre o
valor actual armazenado no registo e o resultado de uma instrução que escreve nesse registo
e que se encontra numa etapa posterior do pipeline.
Uma dependência de dados pode ser resolvida por forwarding se o operando da instrução
que estiver na etapa ID for o resultado de uma instrução calculado na etapa EX. No caso
das instruções de leitura da memória, a técnica de forwarding não é aplicável porque o seu
resultado só é conhecido na etapa WB.
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2.3.3.1.2 Dependências de Controlo - Uma instrução possui uma dependência de con-
trolo quando a sua execução pode ou não ser efectuada dependendo de uma instrução que
a precede. As dependências de controlo são essencialmente devidas a instruções de salto
(in)condicional. O exemplo seguinte ilustra esta situação:
beq $1, $2, label # Instrução 1 (if $1 == $2 goto label)
add $5, $3, $4 # Instrução 2 ($5 = $3 + $4)
...
label: sub $8, $6, $7 # Instrução 3 ($8 = $6 - $7)
A Instrução 1 compara o conteúdo dos registos $1 e $2. Se forem iguais, a próxima ins-
trução a ser executada é a Instrução 3, caso contrário a execução do programa é sequencial
continuando na Instrução 2.
A determinação de que a Instrução 1 é uma instrução de salto condicional assim como a
comparação dos respectivos registos só são feitas na etapa ID. Entretanto a instrução seguinte
(Instrução 2) já foi carregada na etapa IF. A Instrução 2 diz-se que está na branch delay slot
da instrução de salto que a precede.
Se a condição testada falhar e o salto não se efectuar, é necessário apenas continuar e exe-
cutar sequencialmente as instruções. Mas se a condição se verificar e o salto tiver que ser
efectuado, o que fazer à Instrução 2 que entretanto já foi carregada?
• Uma possibilidade é descartá-la eliminando o conteúdo da etapa IF, sendo a Instrução
3 a próxima a ser carregada na etapa IF e desperdiçado um ciclo de relógio.
• Outra possibilidade para resolver este tipo de dependência é assumir que a instrução
que está na branch delay slot é sempre executada.
Assumindo a segunda abordagem, o compilador consegue, na maior parte dos casos, colocar
na branch delay slot uma instrução que realiza trabalho útil. Caso isso não seja possível
coloca uma instrução nop (No Operation) para preencher a branch delay slot.
De notar que a utilização de uma instrução na branch delay slot só é viável se a avaliação das
instruções de salto condicional, isto é, a comparação dos registos, for realizada na etapa ID e
as latências das etapas IF e ID forem ambas de 1 ciclo de relógio. Para latências superiores,
uma delay slot de apenas uma instrução deixa de ser suficiente.
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2.3.3.1.3 Dependências Estruturais - Uma dependência estrutural ocorre quando dife-
rentes instruções em etapas distintas do pipeline necessitam de um recurso comum.
Um exemplo deste tipo de dependência é quando as memórias de código e dados são apenas
uma só e no mesmo ciclo de relógio é necessário carregar uma nova instrução na etapa IF e
aceder à memória de dados na etapa MA.
Em geral esta dependência é resolvida pela existência de memórias cache independentes
para código e para dados, as quais estão inseridas de forma transparente para o programador,
entre o processador e a memória principal. Nos processadores sem memória cache a solução
passa por dividir o ciclo externo do processador em dois subciclos (um para acesso à memó-
ria de código e outro para acesso à memória de dados). Devido a limitações da velocidade da
memória esta abordagem só é possível quando a frequência do processador é relativamente
baixa (inferior a poucas centenas de MHz). Alternativamente, nos ciclos em que for neces-
sário aceder à memória para transferência de dados, o carregamento de instruções tem de ser
suspenso.
Outro exemplo de dependência estrutural é a utilização de um multiplicador ou divisor, que
por questões de facilidade de implementação, a frequência de funcionamento é inferior à do
pipeline principal do processador e como tal não pode iniciar uma nova operação em todos
os ciclos de relógio.
2.4 Abordagens Empregues para Aumentar o Desempenho
A arquitectura de um processador define o modelo de programação, isto é, os atributos do
respectivo sistema computacional tal como são vistos pelo programador, consistindo na es-
trutura conceptual e no comportamento funcional, de forma distinta e independente da orga-
nização do fluxo de informação e dos respectivos elementos de controlo, do desenho lógico
e da implementação física.
Uma dada arquitectura pode ser implementada segundo qualquer uma das abordagens des-
critas nas secções anteriores podendo o processador resultante executar o mesmo código
máquina. Obviamente o desempenho será certamente diferente mas os resultados produzi-
dos terão de ser os mesmos.
De facto, a implementação pipelined apresentada na secção anterior pode ainda ser melho-
rada de forma a aumentar a frequência de funcionamento, o número de instruções executadas
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por ciclo de relógio e reduzir o impacto negativo das dependências na execução das instru-
ções.
A evolução na área da arquitectura de computadores permitida pela lei de Moore durante
as últimas décadas possibilitou o desenvolvimento de processadores superescalares muito
rápidos e extremamente complexos, empregando técnicas avançadas para melhorar o de-
sempenho, tais como:
• Execução simultânea de várias instruções de forma a aumentar o ritmo de execução
das mesmas e explorar o paralelismo disponível entre instruções de um programa exe-
cutado conceptualmente de forma sequencial;
• Utilização de técnicas de superpipelining para diminuir o atraso do caminho crítico do
circuito e assim aumentar consideravelmente a frequência máxima de operação;
• Previsão de saltos, execução especulativa e fora de ordem para evitar paragens do
pipeline devido a dependências de dados e de controlo, muitas delas devido à utilização
das duas técnicas anteriores;
• Hierarquias de memória sofisticadas com vários níveis de memória cache para dimi-
nuir, ou pelo menos mascarar, a diferença de desempenho entre o processador e a
memória.
Estas técnicas têm sido largamente empregues em processadores superescalares para me-
lhorar o seu desempenho médio. No entanto, a sua implementação requer uma quantidade
apreciável de recursos de hardware e um esforço considerável nos processos de validação
e teste [BCA99]. Além disso, são também responsáveis por uma parte significativa da dis-
sipação de potência e pelo desempenho não determinístico dos computadores de uso geral
actuais [Val00].
Os sistemas embutidos baseados em microprocessadores estão presentes em muitos domí-
nios de aplicação, tais como, os transportes, a automação industrial, as telecomunicações,
a segurança, a produção e a distribuição de energia, etc. A interacção entre estes sistemas
e o ambiente que os rodeia, assim como entre subsistemas constituintes, impõe requisitos
de operação de tempo-real que não podem ser garantidos com as técnicas de projecto e pla-
taformas de implementação tradicionais. Em particular, a utilização de sistemas operativos
tradicionais e processadores de uso geral em sistemas embutidos de tempo-real possui vá-
rios problemas, principalmente devido ao desempenho não determinístico e à ineficiência
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energética. Consequentemente, as técnicas referidas acima, aplicadas com sucesso aos com-
putadores de uso geral, não são apropriadas aos sistemas embutidos de tempo-real porque
um desempenho determinístico, e em certos casos um baixo consumo de potencia, são con-
sideradas propriedades importantes para esta classe de sistemas.
2.4.1 Execução Superescalar
Os processadores superescalares têm a capacidade de executar em cada ciclo de relógio
várias instruções (que operam em quantidades escalares). Desta forma permitem explorar
dinamicamente o paralelismo ao nível da instrução (Instruction Level Parallelism - ILP)
eventualmente existente entre as instruções de um dado programa compilado para execução
puramente sequencial num processador escalar.
A exploração do ILP é feita de forma transparente para o utilizador/programador, isto é,
conceptualmente o programa continua a ser executado sequencialmente uma instrução de
cada vez. Esta é uma das grandes vantagens dos processadores superescalares uma vez
que permitem manter a compatibilidade com as ferramentas de compilação desenvolvidas
para implementações escalares da mesma arquitectura. O preço pago por esta facilidade é a
complexidade lógica do circuito. Contudo, um compilador para um processador superescalar
que conheça a implementação ou a micro-arquitectura do processador alvo poderá gerar
código de melhor qualidade, facilitando a exploração dinâmica do paralelismo.
A execução superescalar aplicada a processadores pipelined requer:
• A capacidade de carregar e descodificar várias instruções em cada ciclo de relógio;
• Um banco de registos com vários portos de leitura/escrita;
• A existência de várias unidades funcionais na etapa EX do pipeline, isto é são neces-
sárias diversas unidades aritméticas, lógicas e de geração de endereços de memória.
O nível de replicação do hardware, isto é, o número e tipo de unidades funcionais depende
do ILP tipicamente existente no domínio de aplicação alvo do processador.
Na implementação de um processador superescalar são aplicadas diversas técnicas que vi-
sam aumentar a eficiência do mesmo, tais como register renaming, execução especulativa e
shelving. Em [Sim97, Sim00, SS95] é feita a sua discussão de forma sistemática.
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2.4.2 Superpipelining
A implementação da técnica de superpipelining consiste em aumentar o número de etapas do
pipeline acima do tradicionalmente usado (4 a 6 etapas), através da decomposição das etapas
tradicionais (IF, ID, EX, MA e WB) em sub-etapas. O objectivo é reduzir a complexidade
lógica dos circuitos existentes entre os registos que separam as etapas do pipeline de forma
a diminuir o atraso do caminho crítico e consequentemente aumentar a frequência máxima
de operação do circuito.
Devido à maior latência das instruções e ao aumento do número de instruções que se en-
contram simultaneamente no pipeline, a introdução da técnica de superpipelining aumenta o
potencial para ocorrerem dependências de dados e de controlo não resolúveis pelos métodos
apresentados em 2.3.3.1.1 e 2.3.3.1.2. Por este motivo, a utilização isolada desta técnica num
processador pipelined reduz a eficácia quer da execução escalar quer da execução superes-
calar das instruções. Dito de outra forma, os ganhos resultantes do aumento da frequência
podem ser anulados pela ocorrência de hazards.
2.4.3 Reordenação de Instruções e Execução Especulativa
A utilização de técnicas de execução superescalar e a implementação superpipelined de uma
arquitectura podem ter efeitos contrários no desempenho global do processador. Se por
um lado a execução superescalar explora o ILP, por outro, um pipeline longo potencia a
ocorrência de mais dependências de dados e de controlo entre instruções o que levará a mais
paragens do pipeline, a uma eficiência mais baixa na utilização das unidades funcionais e
consequentemente a um menor desempenho do processador [HP02].
Assim, para aumentar a eficiência e explorar o ILP de uma forma mais agressiva, os proces-
sadores superescalares utilizam em geral as seguintes duas técnicas:
• Execução das instruções de um programa por uma ordem diferente da especificada
pelo programador ou da resultante do processo de compilação;
• Previsão do fluxo de execução após uma instrução de salto condicional e execução
especulativa das instruções seguintes.
Estas técnicas procuram manter ocupadas as unidades funcionais do processador na espe-
rança de maximizar o número de instruções úteis realizadas por unidade de tempo. Ambas
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são efectuadas durante a execução do programa e de forma completamente transparente ao
utilizador/programador, o que constitui uma importante vantagem.
A primeira técnica visa contornar as dependências de dados entre instruções que se encon-
tram nas etapa ID do pipeline e etapas seguintes, lançando em execução as instruções cujos
operandos já estão disponíveis. A alternativa seria parar o carregamento e a descodificação
das instruções até à resolução das dependências.
A segunda técnica contorna as dependências de controlo resultantes das instruções de salto,
procurando prever qual o fluxo de execução do programa. A previsão pode ser feita de
forma estática ou com base em unidades de previsão dinâmica. Se a previsão se verificar os
ganhos no desempenho são evidentes, caso contrário é preciso cancelar todas as instruções
carregadas após a previsão errada e reiniciar o carregamento a partir da instrução alvo do
salto condicional. Neste caso, a penalização é tanto maior quanto mais níveis possuir o
pipeline.
A maior parte dos processadores superescalares de uso geral disponíveis actualmente empre-
gam estas técnicas. As suas principais desvantagens são o aumento significativo do consumo
de potência e a elevada complexidade do hardware necessário para controlar estes meca-
nismos. De notar que os programas continuam a ser executados conceptualmente de forma
sequencial e que em caso de excepção ou interrupção é preciso garantir esta semântica, isto
é, todos os resultados produzidos por instruções anteriores devem ser tornados permanentes
e todas as instruções seguintes devem ser canceladas.
2.4.4 Multi-tarefa Simultânea
Mesmo empregando as técnicas referidas na secção anterior, num processador superescalar-
superpipelined as unidades funcionais são geralmente sub-aproveitadas. A ineficiência pode
ser devida a dois factores:
• A diferença entre o ILP máximo suportado pelo processador e o ILP disponível numa
dada aplicação (geralmente inferior), o que faz com que nem todas as unidades sejam
utilizadas em todos os ciclos de relógio (esta ineficiência designa-se normalmente por
desperdício horizontal);
• As dependências não resolúveis, os erros de previsão nos saltos condicionais, as situa-
ções de excepção e interrupção e a latência nos acessos à memória externa fazem com
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Figura 2.6: Diagrama de blocos simplificado de um processador RISC SMT.
que em certos ciclos o processador não realize qualquer trabalho útil (esta ineficiência
designa-se normalmente por desperdício vertical).
Um processador com suporte para multi-tarefa simultânea (Simultaneous Multithreading -
SMT) [EEL+97] implementa em hardware diversos contextos de execução, os quais supor-
tam a execução concorrente de diversas tarefas ou threads por partilha temporal das unidades
funcionais e sem comutações de contexto.
Os processadores SMT permitem explorar o paralelismo entre as várias tarefas (Thread Level
Parallelism - TLP) que constituem a aplicação.
A figura 2.6 ilustra uma possível extensão do processador pipelined mostrado na figura 2.4 de
forma a incluir capacidades de multi-tarefa simultânea. De notar que a estrutura da figura 2.6
não é superescalar correspondendo à implementação mais básica de um processador SMT.
O requisito fundamental para que um processador suporte várias tarefas em simultâneo é
implementar diversos contextos de execução. Assim é necessário replicar o banco de registos
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de uso geral, o registo PC e todos os restantes elementos que armazenam o estado da tarefa.
A estrutura mostrada na figura 2.6 assume que em cada ciclo de relógio apenas é lançada na
etapa EX uma instrução proveniente da etapa ID de um dos contextos de execução. No ciclo
de relógio seguinte é carregada na etapa IF a próxima instrução da tarefa a executar nesse
contexto.
O multiplexador do contexto mostrado na figura 2.6 pode ser colocado antes ou depois do
registo de pipeline entre as etapas ID e EX, consoante a localização do caminho crítico do
circuito e as restrições de síntese do processador.
O mais usual é os processadores SMT basearem-se em processadores pipelined superesca-
lares que exploram tanto o ILP como o TLP, executando instruções de diferentes tarefas e
usufruindo das vantagens do TLP sem sacrificar o ILP em aplicações constituídas por apenas
uma tarefa.
A partilha do pipeline pelas diversas tarefas é feita a um nível de granulosidade muito fino,
podendo existir instruções de várias tarefas em cada uma das etapas do pipeline e inclusi-
vamente na mesma etapa (por exemplo, nas unidades funcionais da etapa EX). Desta forma,
permite reduzir simultaneamente os desperdícios horizontal e vertical referidos acima.
Consideremos um exemplo de execução de duas sequências de instruções num processador
escalar de contexto único e num processador SMT. A execução da seguinte sequência de
instruções, considerando as respectivas latências e inter-dependências, demora 8 ciclos de
relógio:
... # Latência (ciclos de relógio)
mul $1, $0, 12 # 4
la $2, array # 1
(Paragem de 2 ciclos)
addu $1, $1, $2 # 1
lw $3, 0($1) # 2
(Paragem de 1 ciclo)
sub $5, $3, $4 # 1
...
Para a execução do seguinte trecho de código são necessários 6 ciclos de relógio:
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... # Latência (ciclos de relógio)
_l1: lw $1, 0($0) # 2
(Paragem de 1 ciclo)
beqz $1, _l2 # 1
add $2, $2, $1 # 1
addu $0, $0, 4 # 1
j _l1 # 1
_l2: ...
Se estes trechos de código corresponderem a excertos de duas tarefas a executar num pro-
cessador de contexto único, a execução demorará um total de 14 ciclos de relógio.
Se em vez disso a sua execução fosse feita simultaneamente num processador SMT, as ins-
truções poderiam ser encadeadas da seguinte forma:
mul $1, $0, 12
la $2, array
_l1: lw $1, 0($0)
(Paragem de 1 ciclo)
addu $1, $1, $2
lw $3, 0($1)
beqz $1, _l2
add $2, $2, $1
sub $5, $3, $4
... addu $0, $0, 4
j _l1
_l2: ...
Neste caso seriam necessários apenas 11 ciclos de relógio, uma vez que o ciclos não utiliza-
dos por uma tarefa seriam usados pela outra. De notar que mesmo assim existe uma paragem
do pipeline. Se existisse um terceiro contexto de execução este ciclo desperdiçado poderia
ser evitado.
Outra vantagem dos processadores SMT é permitirem reduzir o impacto negativo no de-
sempenho do processador provocado pela latência no acesso à memória externa. Se uma
instrução na etapa EX (ou MA dependendo da implementação) precisar de aceder à memória
externa, o respectivo contexto pode ser congelado até aos dados acedidos estarem disponí-
veis. As restantes tarefas prosseguem normalmente a sua execução no pipeline.
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A Intel lançou em 2001 a tecnologia Hyper Threading [KM03,MBH+02] como base para os
seus processadores SMT. Um processador que empregue esta tecnologia é visto pelo sistema
operativo como um único processador físico que se comporta como vários processadores
lógicos. A primeira implementação da tecnologia Hyper Threading, disponível nos proces-
sadores Pentium 4, possui dois processadores lógicos que podem executar duas tarefas em
simultâneo, partilhando os mesmos recursos de hardware. Desta forma é possível aumentar
o desempenho de aplicações multi-tarefa a executar num único processador físico.
2.4.5 Outras Implementações
Outros tipos de implementações utilizadas em processadores para sistemas computacionais
de elevado desempenho, não consideradas neste trabalho mas incluídos nesta descrição para
a tornar mais completa, são os seguintes:
• Processadores VLIW (Very Long Instruction Word);
• Multi-processadores integrados;
• Processadores configuráveis.
Para que as arquitecturas ou implementações destes tipos sejam usadas eficazmente é neces-
sário uma mudança no paradigma de desenvolvimento das aplicações e/ou das ferramentas
de compilação empregues.
2.4.5.1 Processadores VLIW
Nas arquitecturas VLIW, como o nome indica, uma palavra longa corresponde a uma instru-
ção, a qual especifica várias operações (tantas quantas as unidades funcionais do processa-
dor). Tal como os processadores superescalares, os processadores VLIW exploram também
o ILP, mas baseiam-se essencialmente no compilador para detectar o paralelismo existente
entre as operações de um dado programa. O compilador agrupa as operações de um pro-
grama em palavras que podem ser de tamanho fixo ou variável. As operações dentro de cada
palavra podem ser executadas em paralelo pelo processador. Este limita-se a carregar as ins-
truções e a executá-las sem qualquer detecção de dependências, uma vez que esse trabalho
já foi feito pelo compilador. Esta abordagem permite um projecto simplificado do processa-
dor o que por sua vez pode levar a que a frequência do sinal de relógio seja mais elevada,
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compensando a eventual ausência de ILP em certas aplicações. As principais desvantagens
deste tipo de arquitecturas relativamente aos processadores superescalares são a incompati-
bilidade ao nível do código máquina gerado pelos compiladores e o estado menos evoluído
das ferramentas de compilação. Além disso, desde que foram propostas, foram apresentadas
muito poucas arquitecturas comerciais baseadas neste paradigma. A Intel lançou em 2000 a
sua arquitectura de processadores de 64 bits, desenvolvida em conjunto com a HP e desig-
nada por IA-64 [HMR+00]. Esta arquitectura é do tipo EPIC (Explicit Parallel Instruction
Computer) [SR00] englobando alguns dos conceitos das arquitecturas VLIW, tais como a
extracção do ILP pelo compilador e o agrupamento de várias operações numa única pala-
vra. Outros exemplos de processadores VLIW são o Trimedia [Mit97] e o Avispa [Tur04]
da Philips, usados em sistemas integrados para aplicações multimédia e a implementação da
arquitectura Intel x86/IA-32 baseada no núcleo VLIW de baixo consumo Crusoe [Tra07] da
Transmeta.
2.4.5.2 Multi-processadores Integrados
A complexidade e a dimensão dos processadores SMT torna-os pouco escaláveis em termos
do número de tarefas suportadas simultaneamente [BG04]. Isto deve-se essencialmente aos
atrasos provocados pelos elementos de comutação dos contextos e pelas linhas de interliga-
ção, os quais são, em termos relativos, cada vez mais significativos à medida que diminuem
as dimensões dos transístores integrados e aumenta a frequência de funcionamento do cir-
cuito [YRS02]. Além disso, só é interessante adicionar um novo contexto de execução a um
processador SMT se isso contribuir para uma diminuição significativa dos ciclos de pipeline
desperdiçados sem sacrificar consideravelmente a frequência de operação.
Uma alternativa é a implementação de multi-processadores integrados (Chip Multiproces-
sors - CMP) [HNO97,HHS+00,JBC+02]. Os processadores CMP são compostos por vários
núcleos de processadores superescalares ou VLIW integrados num único substracto de si-
lício. Cada processador constituinte é tipicamente mais simples do que os processadores
utilizados separadamente. O aumento do desempenho de um processador CMP resulta de
uma exploração mais agressiva do TLP. Os processadores constituintes, sendo relativamente
simples, podem funcionar a velocidades mais elevadas, compensando assim a eventual falta
de ILP numa aplicação.
Obviamente a utilização eficiente dos processadores CMP depende de um modelo de progra-
mação adequado e de um conjunto de aplicações (workload) que tire partido das capacidades
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de execução paralela disponibilizadas. Em aplicações multi-tarefa, os processadores CMP
apresentam um melhor desempenho e são mais eficientes do ponto de vista energético que
os processadores superescalares e SMT.
Os processadores comerciais mais recentes, como o Core Duo da Intel, o Athlon 64 X2 da
AMD, o Power5 da IBM e o UltraSPARC T1 da Sun Microsystems, são baseados nesta abor-
dagem, sendo normalmente implementados entre 2 e 4 processadores no mesmo substracto
de silício.
2.4.5.3 Processadores Configuráveis
Os processadores configuráveis possuem uma estrutura base flexível e/ou parametrizável,
permitindo durante as fases de síntese e implementação construir um processador com a
capacidade de cálculo, complexidade e nível de funcionalidade adequados à aplicação alvo.
De notar que as diversas instâncias ou especializações de um processador configurável são
na maior parte dos casos incompatíveis entre si.
O projecto de um processador configurável no contexto de um sistema é um dos aspectos do
projecto concorrente de hardware-software (hardware-software codesign), através do qual
se explora as sinergias destes dois domínios, dividindo a funcionalidade do sistema alvo
entre o hardware e software de forma a alcançar os objectivos de desempenho, área e custo
pretendidos.
Os processadores configuráveis podem ser de dois tipos distintos:
• Agregados de unidades funcionais reconfiguráveis;
• Conjunto de instruções flexível e extensível.
No primeiro caso, o processador consiste num conjunto de unidades funcionais reconfigu-
ráveis ou programáveis que comunicam através de recursos de interligação também pro-
gramáveis. A dimensão do agregado pode em geral ser especificada durante a fase de
síntese. Exemplos de processadores configuráveis deste tipo são o RAW [WTS+97] e o
Garp [CHW00].
Estes processadores configuráveis fornecem um conjunto de recursos funcionais que podem
ser utilizados de diferentes formas pelo compilador. As grandes vantagens destes proces-
sadores são a sua elevada flexibilidade e o elevado nível de paralelismo disponibilizado. A
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principal desvantagem reside na falta de maturidade das ferramentas de compilação e nos
respectivos tempos de compilação. Na realidade a compilação de uma aplicação para uma
arquitectura deste tipo corresponde à síntese de um circuito digital para implementação numa
plataforma reconfigurável.
Um processador com um conjunto de instruções configurável possui uma estrutura base mais
ou menos rígida, permitindo através de parametrização com as ferramentas de implementa-
ção alterar o tamanho da palavra nativa, a sofisticação das unidades funcionais e o com-
portamento da unidade de controlo. Desta forma é possível adaptar o conjunto de instru-
ções e/ou os tipos de dados suportados às características da aplicação alvo. Exemplos deste
tipo de processador são o DISC (Dynamic Instruction Set Computer) concebido na Brigham
Young University [WH95a, WH95b], o Xtensa da Tensilica [Gon00, LK05] e a plataforma
PACT-XPP [CW02] da PACT Corporation. Nestes casos, à custa de uma flexibilidade mais
limitada, é possível reduzir consideravelmente o tempo de compilação e tornar os resultados
mais previsíveis.
2.4.6 Hierarquia de Memória
Tal como já foi referido, nos processadores de elevado desempenho, é o subsistema de me-
mória que limita a taxa máxima de transferência de dados e instruções com o processador.
Isto deve-se essencialmente à tecnologia de implementação das memórias e ao facto de não
estarem integradas no mesmo substracto de silício do processador.
A técnica mais usual para optimizar a operação do processador do ponto de vista do acesso
à memória consiste na implementação de uma hierarquia de memória composta tipicamente
pelos seguintes quatro níveis:
1. Registos internos na CPU, FPU e outros coprocessadores (capacidade inferior a 1
KByte);
2. Memória cache interna do processador (1 a 2 níveis) (capacidade do nível 1 inferior a
32 | 64 KByte; capacidade do nível 2 inferior a 1 | 4 MByte);
3. Memória principal, física ou externa (não integrada no processador para capacidades
superiores a 1 | 10 MByte);
4. Memória virtual implementada em memória de massa / disco rígido (empregue em
capacidades superiores a 1 | 2 GByte).
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As taxas de transferência de informação de cada um destes níveis hierárquicos de memó-
ria cresce com a proximidade ao processador, enquanto a sua capacidade aumenta com a
distância ao mesmo.
Todos os níveis de memória, excepto os registos internos, estão organizados em páginas. O
objectivo é manter próximo do processador as páginas de memória mais recentemente e/ou
frequentemente utilizadas, para que o seu acesso seja mais rápido.
Destes quatro níveis de memória apenas são visíveis ao utilizador/programador o primeiro e
o terceiro. O segundo e o quarto nível são transparentes para as aplicações do utilizador.
2.4.6.1 Registos Internos
Os registos internos do processador estão implementados na sua unidade de execução usando
lógica estática. Estes registos são concebidos juntamente com os restantes circuitos lógicos
do processador de forma a funcionarem todos à velocidade nominal do mesmo. Este é o tipo
de memória mais rápido mas também o de menor capacidade, destinando-se tipicamente a
armazenar apenas os dados utilizados no contexto de uma função ou sub-rotina.
2.4.6.2 Memória Cache
A memória cache visa atenuar os efeitos do menor desempenho da memória principal rela-
tivamente ao processador, mantendo dentro do processador, em memória de acesso rápido,
réplicas de alguns segmentos de código e dados recentemente usados pelo processador, na
esperança que num futuro próximo (janela de dezenas a centenas de instruções) sejam feitos
novos acessos a essa zona da memória. A memória cache está inserida de forma transpa-
rente entre a CPU e a FPU e a memória externa, não sendo em geral visível ao programador.
A execução de instruções e o acesso a dados a ritmos mais elevados proporcionados pela
memória cache só é possível graças ao princípio da localidade do código e dos dados nor-
malmente existente nas aplicações.
Estas memórias são de dimensão relativamente reduzida (1 KByte a 4 MByte), são construí-
das em lógica estática, tal como os circuitos lógicos do processador e por isso facilmente
integráveis no mesmo substracto de silício. Como a sua capacidade de armazenamento é
muito limitada, quando comparada com a memória principal do sistema, apenas podem ser
mantidas pequenas partes do código e dados da aplicação.
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Devido a questões de implementação e eficiência, o primeiro nível de memória cache encontra-
se no mesmo substracto de silício do processador. O segundo nível encontra-se tradicional-
mente no mesmo módulo do processador mas num substracto de silício separado.
O primeiro nível de cache é de acesso mais rápido mas também de menor dimensão. No
primeiro nível existem normalmente memórias cache específicas para dados e código, sendo
a do segundo nível partilhada para os dois efeitos. Nos multi-processadores integrados o
segundo nível de cache é também partilhado por todos os processadores. Existem ainda
processadores que incluem um terceiro nível de memória cache.
Cada vez que o processador lê de um endereço de memória externa cujo conteúdo não está
disponível na cache, diz-se que ocorreu uma omissão na cache (cache miss). Nesta situação é
necessário transferir da memória principal para a cache um bloco de dados que englobe esse
endereço. Durante o tempo que demora essa transferência, o processador, ou fica à espera da
sua conclusão, ou se possível executa outras instruções que não dependam do valor lido da
memória externa. A implementação desta capacidade de reordenação das instruções requer
uma complexidade lógica considerável do circuito.
Se em vez disso os dados já estiverem disponíveis na cache o acesso é muito mais rápido
podendo o processador executar instruções ou aceder aos dados à velocidade máxima.
Sempre que o processador escrever na memória externa, a escrita é feita previamente na
cache, sendo mais tarde feita a sua sincronização com a memória principal. Isto não consti-
tui qualquer problema em sistemas uni-processador mas levanta problemas de coerência de
informação muito importantes em sistemas multi-processador.
Assumindo a situação mais natural em que todos os blocos da cache estão a ser utilizados, a
transferência de um bloco da memória externa para a cache implica a selecção de um bloco
para ser substituído. A utilização de um critério adequado para fazer esta selecção é funda-
mental uma vez que tem impacto directo no desempenho global do sistema. O objectivo é
em geral reduzir o número de acessos à memória que provoquem omissões na cache.
2.4.6.3 Memória Principal
A memória principal, também designada por memória física, é tipicamente construída, para
pequenas capacidades em tecnologia estática e para elevadas capacidades em tecnologia di-
nâmica. No primeiro caso pode ou não ser integrada no substracto de silício do processador,
enquanto no segundo caso é implementada em circuitos integrados distintos do processador.
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Esta memória é visível ao programador sendo directamente manipulada pelas instruções da
aplicação.
2.4.6.4 Memória Virtual
Por último, a memória virtual está implementada num dispositivo de memória de massa,
tipicamente um disco rígido. Este tipo de memória visa ultrapassar as limitações de tamanho
da memória principal, armazenando num dispositivo mais lento, mas de grande capacidade,
páginas de memória que não tenham sido recentemente utilizadas pela aplicação.
A memória virtual só tem interesse em sistemas com grandes requisitos de memória. A sua
existência é tornada transparente pelo sistema operativo, o qual se encarrega de comutar pá-
ginas entre a memória física e a memória virtual consoante os acessos feitos pela aplicação.
O acesso a um endereço pertencente a uma página de memória não residente na memória
física é bastante mais lento uma vez que é preciso transferir previamente essa página do
dispositivo de massa para a memória principal.
Tal como na memória cache, o critério usado na substituição das páginas de memória física
é bastante importante, pois afecta o desempenho de todo o sistema.
A implementação de memória virtual é muitas vezes suportada por uma unidade dedicada
dentro do processador, designada por MMU (Memory Management Unit), a qual também
controla outros mecanismos, tais como a protecção e a gestão dinâmica de memória.
2.4.7 Problemas Associados
As técnicas resumidas nas secções anteriores têm sido aplicadas com sucesso para melhorar
o desempenho dos processadores de uso geral. No entanto, têm também os seus problemas,
desvantagens e custos associados, os quais são essencialmente de três tipos:
• Complexidade;
• Consumo de potência;
• Desempenho não determinístico.
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2.4.7.1 Complexidade
A complexidade de um processador afecta directamente o seu projecto e a facilidade com que
pode ser implementado e testado. Independentemente do domínio de aplicação alvo, quanto
maior for a sua complexidade mais difícil é a sua modelação, validação, implementação
e teste, aumentando o tempo de projecto, os recursos necessários e os respectivos custos
[BCA99].
Das técnicas referidas acima, as que mais contribuem para a complexidade do processa-
dor são as que permitem explorar dinamicamente o ILP de um programa, nomeadamente, a
execução superescalar e a execução de instruções por uma ordem diferente da gerada pelo
programador ou compilador. A implementação destas técnicas, apesar de bastante eficaz no
aumento do desempenho médio dos processadores, requer a concepção de circuitos relativa-
mente complexos, logo com uma quantidade de recursos de implementação e um esforço de
projecto só comportável em produtos destinados a mercados de grande dimensão ou equipa-
mentos topo de gama.
As técnicas de superpipelining e multi-tarefa simultânea são relativamente simples de imple-
mentar quando consideradas individualmente. No entanto, quando aplicadas a processadores
superescalares a sua implementação complica-se consideravelmente.
Finalmente, a complexidade da implementação de memória cache depende bastante da so-
fisticação dos algoritmos de sincronização com a memória principal e do facto de estarmos
a considerar sistemas uni-processador ou multi-processador, sendo bastante mais complexa
no segundo caso.
2.4.7.2 Consumo de Potência
Qualquer uma das técnicas que vise aumentar o desempenho de um processador, aumen-
tando também a sua complexidade lógica, faz também subir o seu consumo de energia. No
entanto, através de técnicas de comutação do sinal relógio, desactivando todos os blocos
inactivos num dado ciclo, é possível conseguir reduções significativas do consumo de po-
tência do processador. Assim, vamos restringir esta discussão às técnicas que consideradas
individualmente aumentam o consumo do processador ou o tornam menos eficiente do ponto
de vista energético.
Numa implementação superpipelined o consumo de potência é tendencialmente maior de-
vido ao simples facto da frequência de funcionamento ser superior.
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Por outro lado, sempre que um processador executar de forma especulativa um conjunto de
instruções com base no fluxo de execução previsto para uma instrução de salto condicional,
pode acontecer uma de duas situações:
• A previsão verifica-se sendo executado o ramo certo da instrução de salto, pelo que não
existe qualquer agravamento no consumo de potência, relativamente a um processador
sem esta capacidade (obviamente além do relacionado com a própria previsão);
• A previsão está errada pelo que os resultados de todas as instruções seguintes execu-
tadas devem ser descartados, tendo sido toda a energia dispendida na sua produção,
consumida de forma inútil.
Uma alternativa à previsão de saltos condicionais, ainda menos eficiente do ponto de vista
energético, é todas as instruções do processador serem executadas de forma condicional,
estando associado a cada instrução um predicado. Esta abordagem é usada na arquitectura
IA-64 em que o resultado de cada instrução só é tornado permanente se o seu registo de
predicado estiver activo [HMR+00]. Nesta abordagem ambos os caminhos possíveis de
execução de uma instrução de salto condicional são realizados, sendo no final aproveitado
apenas aquele que deve efectivamente ser tomado. A eficiência energética desta abordagem
é claramente baixa uma vez que parte do trabalho realizado é descartado.
2.4.7.3 Desempenho não Determinístico
A execução especulativa de instruções associada à previsão dos saltos condicionais, a exis-
tência de memória cache e a utilização de memória virtual são responsáveis por introduzir
fontes de não determinismo do desempenho do sistema computacional [TW04, Lee05]. Em
geral, todo o estado interno do sistema computacional que não seja visível ao programador
ou não controlável através do seu modelo de programação constitui uma potencial fonte de
não determinismo.
Quando se empregam esta técnicas, o tempo de execução de um conjunto de instruções
depende:
• Da previsão correcta do caminho de execução;
• Do facto do conteúdo do endereço de memória física acedido estar presente (replicado)
na cache;
46 CAPÍTULO 2. CONCEITOS FUNDAMENTAIS
• Da página de memória acedida estar disponível fisicamente.
Obviamente, nos dois últimos casos, o desempenho de uma tarefa ou processo não depende
apenas da sua utilização das memórias cache e virtual, mas também da forma como as res-
tantes tarefas ou processos afectam estes recursos.
2.5 Processadores em Sistemas de Tempo-real
Qualquer processador pode ser usado num sistema de tempo-real desde que possua a ca-
pacidade computacional adequada para executar a aplicação independentemente do estado
particular do sistema. Isto é, o poder de cálculo do processador deve ser adequado para exe-
cutar todas as tarefas do sistema cumprindo as suas restrições temporais, mesmo na situação
mais desfavorável.
Nos sistemas embutidos de tempo-real não é usual a utilização de memória virtual pelo que
normalmente não temos de nos preocupar com esta fonte de não determinismo. O mesmo
não acontece com a execução especulativa de instruções e a utilização de memória cache.
Devido ao seu baixo custo e disponibilidade de ferramentas de desenvolvimento, são muitas
vezes utilizados em sistemas de tempo-real processadores originalmente concebidos para
sistemas de uso geral e que empregam as técnicas referidas acima [BCKM01]. De notar que
essas técnicas visam aumentar o desempenho médio dos processadores de uso geral, com
base em critérios estatísticos, logo não determinísticos.
Como o comportamento de um sistema de tempo-real deve ser previsível, é necessário fazer
a sua análise, determinando o tempo máximo de execução de cada uma das suas tarefas e/ou
o tempo máximo de reposta a determinados eventos, ambos na situação mais desfavorável.
Para a situação mais desfavorável, além dos aspectos relacionados com o código da aplica-
ção, contribuem a previsão errada do fluxo de execução de saltos condicionais e a ocorrência
de omissões na memória cache. Os algoritmos usados nas unidades de previsão de saltos e
de gestão da memória cache permitem taxas de sucesso e eficiência elevadas, mas inferiores
a 100%. O que significa que o caso mais desfavorável, apesar de muito pouco frequente,
pode ocorrer, fazendo com que a análise do sistema e a determinação do tempo máximo de
execução de um conjunto de instruções tenha necessariamente de ser conservativa.
Se a sequência exacta de instruções que vão ser executadas for conhecida, o efeito das caches
e pipelines pode ser analisado mais em detalhe para tentar prever um majorante do tempo
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de execução mais realista e portanto menos conservativo. Contudo esta análise é complexa
devido à interacção dos diferentes módulos ou tarefas da aplicação a executar num ou nos
vários processadores do sistema.
Para tornar a utilização da memória cache mais previsível, alguns processadores já dispo-
nibilizam no seu conjunto de instruções primitivas para manipulação explícita da cache,
permitindo antecipar o carregamento de páginas assim como realizar o seu bloqueio, impe-
dindo que sejam inadvertidamente substituídas devido a necessidades de outras tarefas ou
processos.
2.6 Sobrecarga Computacional do Sistema Operativo
Um executivo ou sistema operativo (numa implementação mais completa) disponibiliza um
conjunto de funcionalidades úteis para a aplicação, tais como:
• Controlo e abstracção dos dispositivos de hardware;
• Gestão de memória;
• Serviços temporais;
• Escalonamento e atribuição do processador às tarefas ou processos que constituem a
aplicação;
• Sincronização e comunicação entre as tarefas ou processos;
• Verificação das restrições em sistemas de tempo-real.
Tanto do ponto de vista da concepção e análise do sistema como do seu funcionamento, a si-
tuação ideal seria a sobrecarga computacional imposta pelo sistema operativo fosse tão baixa
quanto possível e idealmente desprezável. No entanto, à medida que se alarga o conjunto de
funcionalidades disponibilizadas, os requisitos computacionais do sistema operativo aumen-
tam, ocupando nalguns casos mais de 10% do tempo do processador. Obviamente, quanto
mais tempo o sistema operativo ocupar o processador, menos capacidade computacional fica
disponível para a aplicação.
Se a execução do sistema operativo juntamente com a aplicação exceder a capacidade com-
putacional do processador é necessário utilizar outro mais poderoso. De notar que, nos
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sistemas de tempo-real, esta análise deve ser feita no caso mais desfavorável quer ao nível
do sistema operativo quer da aplicação de forma a garantir um comportamento correcto do
sistema em qualquer circunstância.
Por questões de eficiência, na implementação do sistema operativo em software, é vulgar o
escalonamento e sincronização de tarefas ser implementado com recurso a listas. O tempo
que demoram certas actividades depende do estado actual das listas, sendo altamente variá-
vel. Mais uma vez, o caso mais desfavorável é muito conservativo e raramente acontece, mas
tem de ser considerado.
2.6.1 Utilização de Coprocessadores Especializados
A utilização de coprocessadores especializados para implementar ou suportar as funções
básicas do sistema operativo tem recebido alguma atenção por parte da comunidade científica
ligada à arquitectura de computadores e sistemas operativos. A maioria do trabalho realizado
nesta área é destinada a sistemas embutidos de tempo-real onde questões relacionadas com a
previsibilidade temporal e a eficiência energética são consideradas fundamentais. Neste tipo
de sistemas um bom desempenho médio é uma vantagem mas não é suficiente para garantir
um comportamento temporal correcto.
Exemplos de funções realizadas por unidades de coprocessamento especializadas são:
• A gestão de tarefas, incluindo o escalonamento, a atribuição de tempo do processador
e o atendimento de interrupções;
• A gestão de semáforos, eventos ou outros tipos de objectos usados na sincronização
de tarefas;
• A comunicação entre tarefas;
• A temporização;
• A prevenção e detecção de deadlocks entre tarefas;
• A gestão de memória.
As unidades de coprocessamento podem estar mais próximas ou afastadas do processador,
isto é, implementadas na forma de coprocessadores integrados no processador ou em perifé-
ricos externos. Em qualquer dos casos os seus objectivos são:
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• Realizar uma ou mais funções das acima enumeradas num tempo inferior ao obtido
numa implementação em software;
• Obter uma menor variação entre os tempos mínimo e máximo de realização dessas
funções;
• Executar essas funções de uma forma mais eficiente do ponto de vista energético.
2.6.1.1 Síntese e Implementação em Dispositivos Lógicos Programáveis
No passado, um dos problemas associados à concepção de coprocessadores de suporte ao
sistema operativo eram os custos de prototipagem e a dificuldade em fazer implementações
especializadas para cada aplicação. Estes problemas deviam-se essencialmente aos elevados
custos associados à produção de ASICs.
Tal como já foi mencionado na introdução, felizmente hoje em dia a situação é bastante
diferente. Graças à utilização de linguagens de descrição de hardware e ferramentas de
projecto assistido por computador é possível modelar e sintetizar coprocessadores de suporte
ao sistema operativo optimizados para a aplicação alvo.
O surgimento de dispositivos lógicos programáveis de elevada capacidade (superior a 106
portas lógicas equivalentes) veio tornar possível a prototipagem rápida e implementação de
coprocessadores à medida das necessidades assim como a sua integração com os restantes
módulos do sistema (processador(es), memória e periféricos).
Mais concretamente, usando por exemplo a linguagem de descrição de hardware VHDL,
é possível elaborar um modelo comportamental, independente da tecnologia, sintetizável
e parametrizável do coprocessador. A parametrização permite alterar facilmente diversos
aspectos do coprocessador, tais como a resolução temporal, o número máximo de tarefas
e de semáforos suportados, os critérios de escalonamento e de gestão dos semáforos, etc.
Esta facilidade de especialização é fundamental em sistemas embutidos devido às restrições
relacionadas com o custo, a área e o consumo de energia desta classe de sistemas.
2.7 Motivação
A questão que motivou este trabalho de investigação e a elaboração desta dissertação foi a
seguinte:
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Como tirar partido da capacidade de integração e da flexibilidade disponibilizadas actual-
mente pelos dispositivos lógicos programáveis para construir processadores especializados
para sistemas embutidos de tempo-real críticos, com capacidades de multi-tarefa, que apre-
sentem um desempenho determinístico e sejam eficientes do ponto de vista energético?
Os sistemas embutidos de tempo-real críticos são tipicamente sistemas reactivos consistindo
num conjunto de tarefas periódicas e/ou aperiódicas que devem completar antes de um tempo
limite bem definido. Assim, cada tarefa de tempo-real deve executar respeitando as respecti-
vas restrições temporais, caso contrário pode ocorrer uma falha grave no sistema controlado.
Para garantir o comportamento temporal correcto do sistema, são precisos alguns cuidados
durante a fase de projecto, nomeadamente, a determinação do tempo máximo de execução
de cada tarefa (Worst Case Execution Time - WCET) do sistema, a selecção de políticas
de escalonamento e mecanismos de sincronização e comunicação adequados e a análise do
sistema para assegurar que a capacidade computacional disponível é suficiente.
A execução das tarefas é efectuada num número reduzido de processadores (na maior parte
dos casos apenas um), cada um capaz de executar apenas uma tarefa em cada instante. Por
este motivo, um executivo ou sistema operativo de tempo-real (Real-Time Operating System
- RTOS) é normalmente usado para controlar a execução das tarefas, realizando as seguintes
funções:
• Gerir as diversas actividades do sistema sob o controlo de uma base de tempo definida
por um temporizador implementado em hardware;
• Escalonar a execução das tarefas de acordo com os parâmetros definidos e a política
de escalonamento seleccionada;
• Comutar, i.e. interromper e retomar a execução das tarefas de acordo com o escalona-
mento determinado;
• Sincronizar a execução das tarefas concorrentes com acesso a recursos partilhados
através de primitivas adequadas de forma a assegurar uma execução sequencial cor-
recta e uma comunicação eficiente;
• Limitar o tempo de bloqueio de tarefas de alta prioridade provocado pelo acesso, em
regime de exclusão mútua, de tarefas de menor prioridade a recursos partilhados.
2.7. MOTIVAÇÃO 51
No capítulo 3 serão abordados de forma mais aprofundada estes e outros conceitos relacio-
nados com sistemas de tempo-real.
Em sistemas com uma resolução temporal muito fina (da ordem dos microsegundos) e/ou
um número considerável de tarefas (da ordem das dezenas a centenas) com períodos e/ou
tempos limite de execução reduzidos, pode ser necessário utilizar um processador de elevado
desempenho e efectuar um número considerável de comutações de contexto entre tarefas e o
sistema operativo durante a execução da aplicação. De notar que as comutações de contexto
demoram tempo e consomem energia, sem realizar qualquer trabalho útil.
Uma abordagem possível para melhorar o desempenho desses sistemas será a utilização de
um processador especializado com as seguintes características:
• Execução pipelined simples das instruções de cada tarefa, evitando as técnicas comple-
xas empregues actualmente em processadores superescalares para reduzir as paragens
do pipeline devido a dependências de dados e de controlo;
• Execução simultânea de várias tarefas, através da utilização de um processador SMT, o
qual possibilita a partilha temporal eficiente da unidades funcionais do processador, i.e.
as etapas iniciais do pipeline são capazes de alimentar a etapa de execução e seguintes
com instruções de múltiplas tarefas. Uma vez que a execução encadeada de instruções
de diferentes tarefas aumenta a probabilidade de existir num dado instante instruções
independentes, reduz a ocorrência de paragens do pipeline devido a dependências de
dados ou controlo sem recorrer a técnicas de execução especulativa;
• Redução da sobrecarga e penalização associada às comutações de contexto e invocação
de serviços do sistema operativo, através da implementação eficiente em hardware das
funções básicas do sistema operativo num coprocessador dedicado (Operating System
Coprocessor - OSC) de forma a aumentar a previsibilidade temporal do sistema e a
aumentar o tempo de processador disponível para as tarefas da aplicação.
Um processador com estas características permitirá:
• Reduzir o número de comutações de contexto e eliminar as interrupções periódicas do
temporizador do sistema;
• Explorar o paralelismo entre instruções de uma tarefa (Instruction Level Parallelism -
ILP) através da execução no pipeline das suas instruções;
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• Explorar o paralelismo entre tarefas de uma aplicação (Task Level Parallelism - TLP)
através da execução simultânea de várias tarefas;
• Diminuir o tempo de execução do sistema operativo;
• Utilizar os recursos de hardware de uma forma mais orientada para o domínio de
aplicação alvo;
• Melhorar a eficiência energética do processador;
• Reduzir a complexidade do hardware contribuindo para a simplificação das fases de
validação e teste do processador.
A implementação num coprocessador das funções básicas do sistema operativo, tais como o
escalonamento, a comutação, a sincronização e a comunicação entre tarefas permite melho-
rar o desempenho do sistema, uma vez que estas tarefas passam a ser realizadas por hardware
dedicado e em paralelo com as tarefas da aplicação, reduzindo a carga do processador e o
número de comutações de contexto. Uma interacção estreita entre o OSC e a CPU permite
também utilizar mais eficientemente os recursos computacionais e optimizar as comutações
de contexto.
2.8 Trabalho Relacionado
A implementação em hardware de processadores especializados, coprocessadores e outro
tipo de componentes de suporte ao sistema operativo e aplicações de tempo-real tem recebido
alguma atenção por parte da comunidade científica ligada à arquitectura de computadores,
sistemas operativos e sistemas de tempo-real.
O primeiro trabalho conhecido nesta área data de 1989 [Roo89] onde é apresentado um pro-
cessador com características de tempo-real para suporte dos mecanismos de sincronização
da linguagem Ada, o qual permite obter ganhos de desempenho de duas ordens de gran-
deza. A partir da década de 90 surgiu um número considerável de publicações nesta área,
provavelmente devido ao aumento da capacidade dos dispositivos lógicos programáveis e
consequente facilidade de prototipagem rápida, validação e integração com outros compo-
nentes.
De todos os projectos de investigação, os mais relevantes, devido à qualidade dos resultados,
à diversidade de aspectos abrangidos ou ao número de publicações, são os seguintes:
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• RTU, SARA, FASTHARD, FASTCHART e projectos relacionados - Mälardalen Uni-
versity, Västeras, Suécia [Nor05,NL05,Rea05,SASL03b,SASL03a,Kle03,LMID+03,
Hau02,Sho02,Fur00,AL00,KL99,LKF99,Sho99,LSF+98,FAL+97,AFLS96,LSF95,
LS91b, LS91a];
• δFramework, executivo Atalanta e projectos relacionados - Georgia Institute of Te-
chnology, EUA [LMI05,MI05,MI05,TMI04,AMITK03,KSMI03,LMID+03,MIB02,
LRMI02, SMI02, SBMI02, ALMI01, STMI01, SMI01, SMI00, MIM00, MI98];
• Hthreads - Information and Telecommunications Technology Center, EUA [APA+06,
Agr06, APA+05, AAF+04, PAA+04, JANP04, ANJ+04, Ort04, ANA04];
• Spring - University of Massachusetts, EUA [BKN+99, BKN+93].
O escalonador Spring, também designado por SSCoP (Spring Scheduling CoProcessor),
construído na década de 90, implementa em hardware componentes dedicados ao escalona-
mento de tempo-real. A solução apresentada é mais escalável e possui um melhor desempe-
nho, em termos de tempo de escalonamento e consumo de potência, que uma implementação
em software com o mesmo nível de funcionalidades. Os resultados publicados pelos auto-
res referem factores de aceleração entre 6,3 e 1,5 consoante a comparação sejam feita com
um processador de uso geral com um desempenho de 1 MIPS (Millions of Instructions per
Second) ou 1000 MIPS, respectivamente.
O executivo de tempo-real implementado em hardware, designado por RTU (Real-Time Unit)
foi concebido e desenvolvido no centro de investigação em tempo-real da Universidade de
Mälardalen. Este executivo pode ser utilizado quer em sistemas uni-processador, quer multi-
processador e foi objecto de investigação no Laboratório de Arquitectura de Computadores
desde 1991.
O módulo RTU foi modelado em VHDL e executa em hardware as seguintes funções:
• Temporização;
• Escalonamento de tarefas;
• Serviço de interrupções;
• Sincronização entre tarefas;
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• Gestão de recursos.
A interligação do módulo RTU ao(s) processador(es) é feita através do barramento do sis-
tema e uma linha de interrupção. Os seus registos internos estão mapeados no espaço de
endereçamento de memória. O acesso a partir de uma aplicação é realizado através de uma
biblioteca e um controlador de software (driver) com cerca de 2 KBytes. As fontes de inter-
rupção externas estão ligadas a este módulo, o qual realiza o escalonamento e sincronização
das respectivas rotinas de serviço em conjunto com as restantes tarefas do sistema e de acordo
com os seus parâmetros temporais. A vantagem desta abordagem reside no facto de só ser
gerada uma interrupção para o processador quando tiver que ser feita uma comutação de
contexto para trocar a tarefa que se encontra em execução por outra mais prioritária.
Em [Fur00, LS91a, LKF99, SASL03a] foram publicadas as vantagens resultantes da imple-
mentação do executivo de tempo-real em hardware, nomeadamente uma redução da sobre-
carga do sistema, uma melhor previsibilidade, um tempo de resposta inferior, menor quanti-
dade de memória para o executivo e menos omissões na memória cache. Posteriormente, a
RTU evoluiu para um produto comercial da empresa sueca RealFast AB, o qual é disponibi-
lizado na forma de um núcleo sintetizável de propriedade intelectual, designado por Sierra
16 [Rea05, Kle03].
A plataforma δFramework inclui um conjunto de modelos e ferramentas que permitem
construir sistemas integrados multi-processador especializados para aplicações de tempo-
real. Durante o processo de síntese podem ser especificados diversos parâmetros relacio-
nados com o número de processadores pretendidos, o número máximo de tarefas, gestão
de memória, detecção de deadlocks e mecanismos de comunicação e sincronização de ta-
refas suportados. Esta plataforma possibilita também o co-projecto de hardware-software
do sistema, permitindo explorar diferentes partições da sua funcionalidade entre o hardware
e o software de forma a avaliar o impacto no desempenho e nos recursos de implementa-
ção necessários. Mais concretamente, a gestão de memória, a detecção de deadlocks e a
sincronização de tarefas podem ser implementados em software ou em hardware em módu-
los dedicados construídos para o efeito. Segundo os autores, no segundo caso podem ser
alcançadas reduções de 27% do tempo de processamento do sistema.
O projecto Hthreads visa a concepção e desenvolvimento de arquitecturas, modelos e ferra-
mentas para o projecto de sistemas destinados a aplicações de tempo-real constituídas por
tarefas concorrentes de hardware e de software. Os mecanismos disponibilizados pelo nú-
cleo do sistema ao conjunto heterogéneo de tarefas que implementa a aplicação incluem o
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escalonamento, a sincronização e a comunicação entre tarefas. A síntese do hardware para
implementação das tarefas modeladas em linguagem C e a geração automática de interfaces
para comunicação com as restantes tarefas do sistema são também vertentes abrangidas por
este projecto.
Em [KSMI03] é apresentado um escalonador configurável implementado em hardware. São
disponibilizados três critérios de escalonamento: prioridades fixas, RM (Rate Monotonic) e
EDF (Earliest Deadline First). Tal como no módulo RTU, a implementação em hardware
elimina o processamento relacionado com as interrupções periódicas do temporizador do sis-
tema e com o escalonamento existente na implementação em software do sistema operativo
de tempo-real.
O projecto µITRON (Industrial TRON) é um subprojecto do TRON Project (The Real-time
Operating System Nucleus Project). Em [NKSI97,NUI+95] é apresentada uma solução para
o coprocessamento do executivo de tempo-real consistindo num módulo de hardware, desig-
nado por silicon TRON, e numa camada de software, denominada µITRON . Em conjunto,
estas duas componentes constituem o silicon OS. A parte de hardware implementa o escalo-
nador e as respectivas funções de interface com o sistema, enquanto o software implementa
as restantes funcionalidades e faz a interface entre as aplicações e o hardware. À semelhança
da RTU, esta solução também comunica com a CPU através de registos mapeados em me-
mória e interrupções para efeitos de comutação de tarefas. A avaliação do desempenho e a
medição dos tempos envolvidos nas chamadas ao sistema mostrou que a implementação em
hardware permite reduções entre 2 a 3 ordens de grandeza relativamente à implementação
completa em software.
Em [PSJC+97] é apresentada uma arquitectura, designada por F-Timer baseada em compo-
nentes de hardware implementados em FPGA para suportar sistemas operativos de tempo-
real. O módulo F-Timer é um coprocessador que comunica com o microprocessador libertando-
o de todas as funções relacionadas com a gestão temporal. Uma solução em software com
iguais funcionalidades, baseada num microcontrolador, foi também criada para efeitos de
comparação. A comparação do desempenho permitiu concluir que a solução em software
requer cerca de 18 vezes mais tempo de processamento que a solução baseada no módulo
F-Timer.
Em [KGJ03] é apresentado o módulo Real-time Task Manager (RTM), o qual é uma ex-
tensão do processador, implementando o escalonamento de tarefas, a gestão temporal e a
activação de eventos. O objectivo é minimizar a sobrecarga computacional do sistema opera-
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tivo. O RTM foi implementado para suportar a execução do sistema operativo de tempo-real
µC/OS − II [Lab02] resultando numa redução do tempo de processamento de 60% a 90%.
A tabela 2.2 resume de forma sistemática o trabalho publicado na área da concepção e im-
plementação de coprocessadores de hardware para suporte a sistemas operativos de tempo-
real. A caracterização é feita sobre determinados aspectos indicados no topo de cada coluna.
Tanto quanto possível, a tabela encontra-se ordenada por ordem cronológica inversa.
Tabela 2.2: Quadro resumo do trabalho relacionado com esta dissertação.
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[WA06] X X X X FPGA Processador determinístico
com conjunto de instru-
ções modificável através de
microprogramação
[APA+06] X X X X X FPGA Plataforma Hthreads com su-
porte em hardware para esca-
lonamento, comunicação e sin-
cronização entre tarefas con-
correntes de software e de
hardware
[KY06] X Algoritmos e análises de esca-
lonabilidade para conjuntos de
tarefas de tempo-real a execu-
tar em processadores SMT com
suporte para prioridades
[VOM+06] X FPGA X Comparação entre 3 imple-
mentações de escalonadores:
software-CPU, software-
coprocessador e hardware,
apresentando a última as
melhores figuras de mérito
(previsibilidade, velocidade e
consumo de potência)
Continua na próxima página . . .
2.8. TRABALHO RELACIONADO 57
Tabela2.2 . . . continuação da página anterior.
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Comentários
[Agr06] X X X X X FPGA Dissertação com resultados do
projecto Hthreads
[CRL06] X X X X posix ASIC Executivo de tempo-real sinte-
tizado para hardware a partir de
código em linguagem C; im-
plementação em hardware pos-
sui tempos de processamento
cerca de 15 vezes inferiores
relativamente à implementação
em software
[LdFMA06] X FPGA Escalonamento e sincroniza-
ção em hardware das interrup-
ções como tarefas ordinárias de
acordo com as respectivas res-
trições temporais
[Met05] X X X X Simul Descrição da arquitectura de
um processador SMT com es-
calonamento das tarefas imple-
mentado em hardware
[APA+05] X X X X X FPGA Descrição do co-projecto de
hardware-software do execu-
tivo de tempo-real do projecto
Hthreads
[CKS+05] X X Simul. Escalonamento das instruções
no pipeline de um processador
SMT é feito em função dos pa-
râmetros temporais das respec-
tivas tarefas soft real-time
[Nor05] X Relatório técnico com revisão
do estado da arte e resumo de
algumas questões relacionadas
com a implementação em hard-
ware de executivos de tempo-
real
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[AGP+05] X Discussão sobre a implementa-
ção de sistemas operativos e ar-
quitecturas de suporte para sis-
temas de tempo-real baseadas
em processadores especializa-
dos e coprocessadores
[NL05] X X X X X X FPGA Publicação mais recente do
módulo RTU onde é feita a
comparação do desempenho do
RTOS µC/OS − II a execu-
tar completamente em software
e suportado por hardware dedi-
cado o qual permite obter redu-
ções de 10% a 70% do tempo
de execução do sistema
[LMI05] X X FPGA Descrição de componentes da
δFramework para geração
de sistemas operativos em
hardware com suporte para
multi-processadores e detecção
de deadlocks; a solução em
hardware reduz para metade o
tempo usado na detecção de
deadlocks
[MI05] X X X X X X X X X FPGA Descrição resumida da
δFramework para co-
projecto de hardware-software
de sistemas operativos com su-
porte para multi-processadores
e completamente modulares
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[CYC+05] X X X ASIC Escalonador para sistemas
multi-processador com suporte
para a execução das tarefas,
comunicação e sincronização
intra e inter-processadores;
reduz a sobrecarga associada
às funções do sistema para
menos de 1% relativamente
à solução integralmente em
software
[Rea05] X X X X X X FPGA Descrição resumida do módulo
Sierra 16 comercializado pela
empresa RealFast e baseado na
RTU
[AAF+04] X FPGA Escalonador de tarefas do pro-
jecto Hthreads segundo os cri-
térios prioridades fixas, First-
In/First-Out e Round Robin e
implementado em hardware
[PAA+04] X X X X X FPGA Descrição do co-projecto de
hardware-software e imple-
mentação dos serviços de
gestão de tarefas disponibiliza-
dos na arquitectura resultante
do projecto Hthreads
[JANP04] X X X X X FPGA Apresentação das primitivas de
sincronização entre tarefas de
hardware e de software no pro-
jecto Hthreads
[AAG+04] FPGA X Estudo de caso sobre o co-
projecto de hardware-software
de um sistema integrado com-
posto por processador, copro-
cessadores e sistema operativo
em diferentes plataformas
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Tabela2.2 . . . continuação da página anterior.
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[EHK+04] X Artigo de opinião sobre a ade-
quação de sistemas operativos
a sistemas integrados, sendo
discutidas as limitações dos
existentes actualmente e apre-
sentados alguns critérios objec-
tivos de comparação
[BJS04] X X X X FPGA Sistema operativo implemen-
tado em hardware para gestão
de sistemas embutidos recon-
figuráveis dinamicamente; ba-
seado num processador, copro-
cessador e blocos de hardware
configuráveis
[SOMS04] X Artigo de opinião sobre os
desafios à implementação de
coprocessadores de hardware
para suporte ao sistema opera-
tivo, sendo apresentadas várias
abordagens de implementação
e correspondentes vantagens e
limitações
[OMKM04] X X X FPGA Implementação de instruções
especializadas para optimizar o
escalonamento de tarefas; ava-
liação do desempenho com di-
ferentes FPGAs
[MNM+04] X X X FPGA
ASIC
Plataforma multi-tarefa base-
ada num sistema integrado re-
configurável heterogéneo com
suporte em hardware para o
escalonamento e comunicação
entre tarefas
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Tabela2.2 . . . continuação da página anterior.
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[IW04,
YW04]
X X X X X FPGA Arquitectura RTP e sua imple-
mentação em hardware através
de um escalonador e uma ma-
triz para gerir a atribuição dos
recursos (processadores, dispo-
sitivos) às tarefas
[KW04] X X X X X X FPGA Descrição das ferramentas de
desenvolvimento e compilação
da arquitectura RTP
[ANJ+04] X X X X X FPGA Apresentação do modelo de
programação da arquitectura
concebida no projecto Hth-
reads para co-projecto de
hardware-software de um sis-
tema multi-tarefa heterogéneo
[Ort04] X X X X X FPGA Dissertação com resultados do
projecto RTFPGA (antecessor
do projecto Hthreads)
[QSF04] X X X X X FPGA
DSP
Apresentação da adaptação do
RTOS µC/OS − II ao mó-
dulo RTU e sua integração num
sistema baseado em DSP
[CKS+04] X Simul. Descreve uma abordagem para
a interacção entre o sistema
operativo e o escalonador de
instruções no pipeline de um
processador SMT de forma a
garantir níveis de qualidade de
serviço, tornando-o previsível
[ML04] X FPGA Implementação em hardware
de um escalonador EDF
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Tabela2.2 . . . continuação da página anterior.
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[AMITK03] X Implementação em hardware
do protocolo de herança de pri-
oridades para limitar o tempo
de bloqueio de tarefas de alta
prioridade sendo alcançados
ganhos de 36% no tempo de
aquisição do recurso e 15% no
tempo total de execução
[KGJ03] X X X ASIC
DSP
Descrição do módulo RTM e
teste com diferentes executi-
vos de tempo-real; redução de
cerca de 80% do tempo de pro-
cessamento do sistema
[SASL03b,
SASL03a]
X X X X X X Comparação entre a implemen-
tação em hardware (baseada na
RTU) e em software de siste-
mas operativos de tempo-real
multi-processador
[BWW03] X Resumo de algumas técnicas
para optimizar sistemas in-
tegrados para aplicações de
tempo-real (especialização de
(co)processadores, memórias,
periféricos)
[KSMI03] X X X FPGA Escalonador de tarefas de
tempo-real configurável com
suporte para interrupções; teste
com o RTOS µC/OS − II
[Kle03] X X X X X FPGA Implementação do executivo
de tempo-real Sierra 16 em FP-
GAs da Xilinx
[LMID+03] X X X X X Comparação entre o mó-
dulo RTU, a plataforma
δFramework e um sistema
operativo implementado em
software
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Tabela2.2 . . . continuação da página anterior.
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[MIB02,
LRMI02]
X X X X X X X X X ASIC Descrição da plataforma
δFramework (arquitectura
e ferramentas) para sistemas
integrados de tempo-real, a
qual proporciona acelerações
de cerca de 30% relativa-
mente a implementações
completamente em software
[SSAM02] X FPGA Mecanismos para comutação
rápida de contexto em proces-
sadores configuráveis imple-
mentados em FPGA
[SMI02,
SMI00]
X X ASIC Suporte de hardware para ges-
tão de memória no executivo
Atalanta e δFramework; re-
sulta em acelerações de 4...6
vezes na alocação/libertação de
memória relativamente à solu-
ção de software
[Hau02] X Apresenta uma caracterização
do consumo de potência do
módulo RTU mostrando a sua
independência relativamente às
operações realizadas e mos-
trando a necessidade de con-
ceber outro modelo que seja
mais eficiente do ponto de vista
energético
[Sho02] ASIC Apresenta um monitor não in-
trusivo para depuração do mó-
dulo RTU inserido no sistema
multi-processador SARA
[SBMI02] X X X X X X X Apresenta uma descrição fun-
cional do sistema operativo
Atalanta que servirá de base à
δFramework
Continua na próxima página . . .
64 CAPÍTULO 2. CONCEITOS FUNDAMENTAIS
Tabela2.2 . . . continuação da página anterior.
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[ALMI01,
SMI01]
X X ASIC Descrição de uma unidade de
hardware, designada por Lock
Cache, para sincronização em
sistemas multi-processador; re-
duz em 35% o tempo de execu-
ção das primitivas de sincroni-
zação
[STMI01] X X ASIC Descrição de uma unidade de
hardware para detecção de de-
adlocks em sistemas multi-
processador
[MIM00] X X Discussão sobre o co-projecto
de hardware-software de
escalonadores para sistemas
de tempo-real que prece-
deu os projectos Atalanta e
δFramework
[Fur00] X Análise do desempenho do mó-
dulo RTU
[AL00, KL99,
LKF99]
X X X X X ASIC Apresentação do sistema
multi-processador SARA
baseado no módulo RTU
[HGT99] X FPGA Escalonador determinístico
para sistemas de tempo-real
baseado no critério LSF
[BKN+99,
BKN+93]
X ASIC Descrição do coprocessador de
escalonamento Spring para sis-
temas de tempo-real; acelera-
ções de 3 ordens de grandeza;
flexibilidade nos critérios de
escalonamento; complexidade
parametrizável
[LSF+98,
AFLS96]
X X X X Apresentação da motivação
para o projecto RTU e descri-
ção das suas funcionalidades
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[PSJC+97] X X Descrição do módulo F-Timer
para escalonamento previsível
de tarefas de tempo-real
[FAL+97] X FPGA Protótipo de hardware para su-
porte da comunicação entre
processos com base em mensa-
gens
[NKSI97,
NUI+95]
X X X ASIC Descrição da implementação
em hardware do módulo
STRON-I; proporciona ace-
lerações de 6...50 vezes na
execução das primitivas para
gestão de tarefas e semáforos
[HWP95] X X ASIC Implementação de mecanismos
temporais e atendimento de in-
terrupções de elevada precisão
para sistemas distribuídos de
tempo-real
[LSF95,
LS91b,
LS91a]
X X X X X Descrição dos projectos FAST-
CHART e FASTHARD (ante-
cessores do projecto RTU) para
gestão de tarefas em sistemas
uni- e multi-processador
[Coo94] X X Estudo comparativo da imple-
mentação de um escalonador
de tarefas num dispositivo ló-
gico programável e num micro-
controlador
[Roo91,
Roo89]
X X X ASIC Processador com característi-
cas de tempo-real de suporte a
aplicações escritas em Ada
[WS90] X O transputer da INMOS foi um
dos primeiros microprocessa-
dores de uso geral a incluir me-
canismos para comutação rá-
pida de contexto
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Da análise das publicações apresentadas, conclui-se que em nenhum projecto é dada atenção
simultânea a todos os aspectos avaliados. Em particular, a preocupação conjugada (inte-
grada) dos seguintes aspectos é de grande importância na concepção de sistemas de tempo-
real determinísticos, precisos e eficientes:
• Temporização de elevada resolução completamente realizada em hardware;
• Suporte para grupos de tarefas heterogéneos (com diferentes níveis de criticalidade);
• Escalonamento de interrupções e verificação transparente das respectivas restrições
temporais;
• Combinação do escalonamento de tarefas, acesso determinístico a recursos partilha-
dos, detecção e prevenção de deadlocks;
• Comutação rápida de contexto;
• Gestão dinâmica de memória;
• Análise e estudo comparativo do ponto de vista temporal e energético com base numa
interface de programação homogénea que permita explorar diferentes alternativas de
projecto.
2.9 Objectivos
Agora que foram apresentados alguns conceitos fundamentais, discutida a motivação e re-
ferenciados outros trabalhos relacionados, é oportuno precisar os objectivos deste trabalho
com vista a validar a tese enunciada em 1.5.
O principal objectivo deste trabalho é conceber, implementar e testar um modelo sintetizável
e parametrizável de um processador optimizado para sistemas de tempo-real, construir ou
adaptar as respectivas ferramentas de desenvolvimento e desenvolver o necessário software
de suporte e abstracção. Este objectivo pode ser dividido nas seguintes partes:
• Conceber uma arquitectura para uma CPU orientada para sistemas de tempo-real. A
CPU deve apresentar um desempenho determinístico de forma a simplificar a execu-
ção das tarefas cumprindo as restrições temporais especificadas durante o projecto do
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sistema. As optimizações arquitecturais introduzidas não devem ser responsáveis por
um aumento considerável do consumo de potência. A utilização de técnicas complexas
para aumento do desempenho que requeiram uma quantidade de recursos considerável
e degradem a eficiência energética do processador devem ser evitadas. Para reduzir o
tempo de projecto, este trabalho pode ser baseado numa arquitectura de processadores
existente com ferramentas de desenvolvimento estáveis disponíveis.
• Desenvolver uma implementação pipelined da arquitectura que empregue apenas téc-
nicas simples para melhorar o desempenho e evitar paragens do pipeline devido a de-
pendências de dados e de controlo. A implementação deve permitir explorar diferentes
tipos de paralelismo (ILP e TLP) e reduzir a penalização associada às comutações de
contexto.
• Definir a arquitectura de um coprocessador de suporte ao sistema operativo de tempo-
real, o qual deve suportar todas as funcionalidades básicas que afectem a previsibili-
dade temporal e a eficiência energética do sistema, tais como a temporização, o esca-
lonamento de conjuntos heterogéneos de tarefas, a gestão de fontes de interrupção, a
comunicação entre tarefas e a sua sincronização no acesso a recursos partilhados.
• Usando uma linguagem de descrição de hardware (e.g. VHDL) elaborar um modelo
flexível e parametrizável ao nível comportamental ou RTL do processador, o qual de-
verá ser usado quer para efeitos de validação, quer para efeitos de síntese. A para-
metrização visa facilitar a sua especialização e utilização em sistemas com diferentes
requisitos e complexidades. Além disso, o modelo deve ser portável, isto é, indepen-
dente da tecnologia de implementação. Para efeitos de prototipagem as FPGAs são
a tecnologia adequada devido à sua reprogramabilidade, ciclos rápidos de projecto e
baixo custo e risco de implementação. No entanto, se necessário, o mesmo modelo
deve poder ser utilizado na implementação de um ASIC.
• Construir um executivo de tempo-real que forneça uma camada de abstracção de todas
as funcionalidades implementadas no processador e em particular no coprocessador
do sistema operativo. Isto é, o executivo deve disponibilizar uma interface adequada
ao desenvolvimento de aplicações de tempo-real e tanto quanto possível independente
das características do hardware base. Para efeitos de comparação do desempenho, o
mesmo executivo deve também ser implementado completamente em software.
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• Desenvolvimento de um conjunto de testes e/ou de uma aplicação que permita demons-
trar as potencialidades dos modelos e arquitecturas concebidas e explorar as capaci-
dades multi-tarefa do executivo de tempo-real desenvolvido. Para efeitos de avaliação
do desempenho e da eficiência energética, essa aplicação deve ser executada sobre a
implementação em software do executivo de tempo-real e também sobre a implemen-
tação suportada pelo coprocessador de sistema. A camada de abstracção proporcio-
nada pelo executivo deve simplificar esta avaliação bastando para tal efectuar apenas
a recompilação da aplicação com o executivo adequado.
Nos capítulos 4, 5, 6 e 7 e nos apêndices A, B, C e D será discutida a concretização destes
objectivos.
Capítulo 3
Sistemas de Tempo-real
Sumário
Neste capítulo são apresentados conceitos fundamentais sobre sistemas de tempo-real. Mais
concretamente, são abordados os seguintes aspectos:
• Definição e domínios de aplicação;
• Importância da previsibilidade;
• Utilização de tarefas na sua implementação;
• Algoritmos para escalonamento da execução das tarefas de forma a respeitar as restri-
ções temporais do sistema (Rate Monotonic, Deadline Monotonic, Earliest Deadline
First e Least Slack First);
• Mecanismos básicos e protocolos para gestão de semáforos para controlo de acesso
em exclusão mútua a recursos partilhados com limitação do tempo de bloqueio em
que ocorrem fenómenos de inversão de prioridade (desactivação de interrupções, ini-
bição da preempção, Priority Inheritance Protocol, Priority Ceiling Protocol, Stack
Resource Policy).
A finalidade deste capítulo é, por um lado expor um conjunto de conceitos úteis para a com-
preensão desta dissertação e, por outro fundamentar algumas das opções feitas na concepção
e implementação das arquitecturas apresentadas nos capítulos 5 e 6.
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3.1 Introdução
Numa aplicação de controlo podem em geral ser identificadas duas entidades principais (ver
figura 3.1):
• O controlador, que envia sinais para o sistema controlado, de acordo com uma estra-
tégia ou algoritmo de controlo predefinido;
• O sistema controlado, ambiente ou processo controlado, com o qual controlador
interage através de sensores e actuadores.
A título de exemplo, consideremos o sistema de travagem ABS (Anti Blocking System) de um
automóvel. O ponto de funcionamento é estabelecido pelo condutor através do respectivo
pedal. O ambiente de operação é todo o sistema carro e estrada, incluindo a carga do veículo,
as rodas (condições de pressão, pastilhas e discos de travagem), a superfície da estrada,
etc. Os sensores detectam o movimento angular de cada uma das rodas. O actuador é a
bomba hidráulica que aplica a força de travagem individualmente a cada roda. O algoritmo
executado no sistema computacional que constitui o controlador de ABS tem por objectivo
garantir a paragem do veículo de uma forma tão rápida quanto possível, devendo a redução
de velocidade ser feita de igual forma em todas as rodas e sem as bloquear.
Do ponto de vista de interacção com o sistema controlado, os sistemas de controlo podem
ser de três tipos distintos [But05a, Kop97, SR90]:
• Sistemas de monitorização - não modificam o ambiente;
• Sistemas de controlo em malha aberta - modificam o ambiente de uma forma cega
ou pouco precisa;
• Sistemas de controlo em malha fechada - modificam o ambiente de forma precisa
através de uma interacção estreita entre percepção e acção.
Nesta discussão estamos interessados apenas no último tipo, pois é aquele em que existe uma
grande ligação entre as partes sensorial e de actuação do sistema. A interacção estreita com o
ambiente requer que o sistema responda aos eventos ocorridos no ambiente dentro de restri-
ções temporais precisas, impostas pela sua dinâmica. Por outras palavras, precisamos de um
sistema que responda no instante certo ou em tempo-real. Daqui resulta que um sistema
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Figura 3.1: Diagrama de blocos de um sistema de controlo.
de tempo-real é um sistema reactivo, isto é, um sistema que recebe continuamente informa-
ção do ambiente e actua sobre ele a uma cadência adequada à obtenção do comportamento
desejado. Do ponto de vista computacional, a sua execução é despoletada pela ocorrência de
eventos que podem ser de vários tipos, desde acontecimentos assíncronos (como o disparo
de um alarme) a sinais periódicos associados a uma amostragem regular. Em qualquer dos
casos, o sistema reage ao evento executando uma tarefa ou programa onde é determinada e
desencadeada a resposta ao evento.
3.2 Definição
Existem várias formas de definir um sistema de tempo-real, entre as quais [But05a, Kop97]:
• Um sistema computacional capaz de responder a eventos dentro de restrições tempo-
rais precisas;
• Um sistema cujo funcionamento correcto não depende apenas do valor das saídas mas
também do instante em que são produzidas;
• Um sistema cuja evolução temporal deve estar sincronizada com a do ambiente em
que opera.
Em sistemas de controlo de tempo-real não triviais (que realizam de forma concorrente várias
actividades reactivas assíncronas ou com ritmos distintos), uma abstracção de programação
comum consiste no encapsulamento dessas actividades em processos ou tarefas, as quais são
executadas sobre uma plataforma operacional (executivo ou sistema operativo) multi-tarefa.
É responsabilidade do respectivo núcleo efectuar o escalonamento, a sincronização e a exe-
cução das tarefas de forma a respeitar as restrições temporais do sistema. A decomposição
em tarefas também facilita a análise, o projecto e a manutenção do sistema.
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3.3 Domínios de Aplicação
Os sistemas de tempo-real encontram-se nas mais variadas aplicações, entre as quais:
• Segurança e vigilância;
• Militares e de defesa;
• Controlo de instalações químicas e nucleares;
• Robótica e automação industrial;
• Transportes e controlo aéreo;
• Telecomunicações.
Os sistemas de tempo-real podem também ser utilizados para modelar e simular processos,
sempre que a precisão temporal seja também considerada importante e não apenas a sequên-
cia de operações.
3.4 Projecto
Apesar do vasto domínio de aplicação, grande parte dos sistemas de tempo-real são tradici-
onalmente projectados usando técnicas empíricas, tais como:
• Programação a baixo nível (utilização extensiva de linguagens declarativas com baixo
nível de abstracção, tais como o C e em certos casos ainda o assembly, assim como a
construção de device drivers);
• Uso extensivo de temporizadores;
• Manipulação de prioridades das tarefas usando sistemas operativos convencionais.
Esta abordagem possui algumas desvantagens, mais precisamente:
• Torna o desenvolvimento da aplicação enfadonho e altamente dependente da habili-
dade do programador;
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• Complica a compreensão do código e a sua manutenção;
• Dificulta a análise e verificação do cumprimento das restrições temporais.
Em conjunto, estas desvantagens conduzem inevitavelmente a custos elevados de desenvol-
vimento e a uma fraca fiabilidade do sistema. Por este motivo tem-se assistido nos últimos
anos a mudanças na abordagem de projecto de sistemas de tempo-real, nomeadamente:
• Utilização crescente de executivos e sistemas operativos especializados;
• Migração para linguagens de alto-nível com capacidades de modelação e abstracções
adequadas;
• Adopção de metodologias e técnicas formais de análise e projecto.
3.5 Velocidade, Desempenho e Previsibilidade
É importante notar que sistemas de tempo-real e sistemas rápidos ou de elevado desempe-
nho não são sinónimos, uma vez que a velocidade é sempre relativa ao ambiente em que o
sistema opera. Uma execução rápida é uma vantagem mas não é suficiente para garantir um
comportamento temporal correcto.
O objectivo de um sistema de tempo-real é garantir a correcção temporal do seu comporta-
mento global e de cada tarefa individualmente, enquanto o objectivo de um sistema rápido é
minimizar o tempo médio de resposta de um conjunto de tarefas. Dito de outra forma, um
bom desempenho médio das tarefas não é suficiente para garantir o desempenho, a previsi-
bilidade e a correcção temporal de cada tarefa individualmente.
As fontes de não determinismo do desempenho podem ser de várias naturezas [TW04]:
• Arquitectura do sistema computacional - execução especulativa, cache, pipelining, in-
terrupções e DMA (Direct Memory Access);
• Sistema operativo - escalonamento, sincronização e comunicação entre processos;
• Linguagem - falta de suporte para especificação explícita de parâmetros e restrições
temporais;
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• Metodologias de projecto - inexistência, escassez ou não utilização de técnicas de
análise e verificação.
A experiência tem demonstrado que a simulação e o teste do sistema, apesar de necessários,
permitem apenas avaliar parcialmente o seu comportamento, isto é, o teste de um sistema não
faz uma verificação exaustiva do seu comportamento. No entanto, um sistema de tempo-real
para aplicações críticas deve ser:
• Projectado assumindo as condições mais desfavoráveis;
• Previsível em situações de sobrecarga;
• Tolerante a falhas.
Como não é possível verificar experimentalmente o seu comportamento de forma exaustiva,
devido por um lado à impossibilidade de replicar todos os estados possíveis do ambiente e
por outro à interacção complexa entre as diferentes tarefas, níveis de abstracção e sistema
controlado, é fundamental que o seu projecto seja baseado em técnicas formais que garantam,
por construção, um comportamento correcto e previsível.
Tal como já foi referido, em sistemas de tempo-real baseados em sistemas operativos é im-
portante que seja o respectivo núcleo a assegurar o cumprimento das restrições temporais,
a resposta em tempo-real aos eventos e a tolerância a falhas. De facto, um dos problemas
fundamentais consiste no escalonamento das várias actividades/tarefas a executar de forma
concorrente para conseguir cumprir as várias restrições temporais.
3.6 Tarefas
Tal como já foi dito acima, os sistemas de tempo-real são, em geral, constituídos por um
conjunto de tarefas ou processos que executam concorrentemente sobre um sistema opera-
tivo multi-tarefa. Uma tarefa τi é uma sequência de instruções que, na ausência de outras
actividades, é executada ininterruptamente pelo processador até ser completada (figura 3.2).
De forma simplificada, uma tarefa pode-se encontrar num dos seguintes estados (figura 3.3):
• A executar (running) - se estiver a ser executada pelo processador;
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Figura 3.2: Definição de tarefa ou processo.
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Figura 3.3: Diagrama simplificado de transição de estados de uma tarefa.
• Pronta a executar (ready) - se estiver à espera que lhe seja atribuído tempo de pro-
cessador;
• Bloqueada (blocked) - se estiver à espera de um evento ou da libertação de um recurso.
Uma tarefa a executar ou pronta a executar, isto é, se puder ser executada pelo processador
num dado instante, designa-se por activa. A figura 3.3 ilustra também os eventos responsá-
veis pela transição entre os diversos estados em que uma tarefa se pode encontrar.
As tarefas activas são armazenadas numa fila de espera chamada ready queue (figura 3.4).
À estratégia usada para escolher uma tarefa entre as que se encontram activas e atribuir-lhe
tempo de processador (Central Processing Unit - CPU) designa-se por algoritmo, política
ou critério de escalonamento.
3.6.1 Níveis de Criticalidade
Em termos de níveis de criticalidade, as tarefas podem ser caracterizadas da seguinte forma:
• Ordinárias (non real-time) - se não possuírem quaisquer restrições temporais;
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Figura 3.4: Lista de tarefas prontas a executar (ready queue) e operações associadas.
• Tempo-real não críticas (soft real-time) - se o não cumprimento das restrições tem-
porais causar apenas uma degradação do desempenho do sistema;
• Tempo-real críticas (hard real-time) - se o não cumprimento das restrições temporais
causar efeitos catastróficos no sistema controlado ou no ambiente.
Exemplos de tarefas hard real-time são: a aquisição de valores de sensores, o controlo de
baixo nível dos actuadores e a gestão de alarmes. A leitura de dados do teclado, a interpre-
tação de comandos do utilizador e a gestão da interface gráfica são exemplos de tarefas soft
real-time.
Um sistema operativo capaz de gerir tarefas de tempo-real designa-se por sistema operativo
de tempo-real. Se além disso, também suportar tarefas hard real-time é chamado sistema
operativo hard real-time.
3.6.2 Parâmetros
Uma tarefa τi é caracterizada por vários parâmetros (figura 3.5):
• ai - instante de activação;
• si - instante de execução;
• fi - instante de terminação;
• di - deadline absoluta;
• Di - deadline relativa;
• Ci - tempo máximo de execução (Worst Case Execution Time - WCET);
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Figura 3.5: Parâmetros temporais de uma tarefa.
• ci(tk) - tempo máximo de execução residual;
• xi(tk) - tempo mínimo de relaxamento ou folga (slack).
Consoante o tipo de aplicação, Di e Ti podem relacionar-se das seguintes formas:
• Di <= Ti - como por exemplo, em sistemas de controlo em que a actuação deve ser
feita antes do final do ciclo;
• Di >= Ti - como por exemplo, em aplicações de streaming com buffering.
O tempo mínimo de relaxamento é definido, para um dado instante tk como sendo:
xi(tk) = di − tk − ci(tk)
Se xi(tk) < 0 a tarefa pode não ser capaz de terminar antes de di, ou seja, há fortes pos-
sibilidades de ocorrer uma violação temporal (deadline missed). Note-se que ci(tk) é um
majorante do tempo de execução remanescente e como tal xi(tk) é um minorante do relaxa-
mento da tarefa num dado instante.
Pode-se ainda definir o atraso Li de uma tarefa como sendo (figura 3.6):
Li = fi − di
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Figura 3.6: Definição do atraso (lateness) de uma tarefa.
Se Li > 0 significa que a tarefa já ultrapassou o instante de terminação, tendo ocorrido uma
deadline missed.
3.6.3 Modos de Activação
Em termos de modo de activação, as tarefas podem ser de dois tipos distintos:
• Periódicas (time driven) (figura 3.7) - a tarefa é automaticamente activada pelo núcleo
em intervalos de tempo regulares;
• Aperiódicas (event driven) (figura 3.8) - a tarefa é activada assincronamente quando
ocorrer um evento (e.g. interrupção) ou através da invocação explícita de uma primi-
tiva de activação.
Uma tarefa periódica, além dos parâmetros acima, tem também um período Ti associado.
Numa tarefa periódica caracterizada pelo terno τi(Ci, Ti, Di) verificam-se as seguintes rela-
ções:
ai,k = ai,k−1 + Ti
di,k = ai,k +Di
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Figura 3.7: Modelo periódico de activação de tarefas.
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Figura 3.8: Modelo aperiódico de activação de tarefas.
Ci ≤ Ti
em que k é a k-ésima activação ou instância (job) da tarefa.
O período e a deadline relativa são frequentemente iguais, ou seja:
Di = Ti
neste caso, a tarefa deve completar antes do instante da activação seguinte.
Por outro lado, numa tarefa aperiódica:
ai,k+1 > ai,k
Se para uma tarefa aperiódica for possível definir um tempo mínimo entre activações conse-
cutivas (Minimum Interarrival Time - MIT), esta designa-se por esporádica:
ai,k+1 ≥ ai,k +MITi
A definição deste parâmetro é muito útil para efeitos de análise do sistema, de forma a ser
possível garantir que a sua capacidade computacional é adequada.
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3.6.4 Restrições
As restrições impostas às tarefas podem ser de vários tipos:
• Temporais - definem os diversos parâmetros e constrangimentos temporais das tarefas,
tais como período, instante inicial de activação (fase), jitter, deadline, etc.;
• Precedência - estabelecem a ordem relativa de execução de tarefas pontuais;
• Recursos - forçam a que o acesso a recursos partilhados seja mutuamente exclusivo.
O jitter é uma medida da variação de qualquer instante temporal recorrente. No caso da
activação das tarefas, é a variação da diferença entre o instante de activação ai e o instante
de execução si entre duas instâncias ou activações consecutivas de uma tarefa (se estivermos
a considerar o jitter de activação relativo), ou o valor mínimo e máximo considerando todas
as instâncias da tarefa (no caso do jitter de activação absoluto). Em muitas aplicações de
controlo, o desempenho do algoritmo degrada-se consideravelmente com o aumento deste
parâmetro, pelo que é fundamental limitar a sua variação.
As restrições de precedência podem ser implementadas através de prioridades fixas e acti-
vações simultâneas, pela imposição de restrições temporais adequadas (período, deadline e
instante da primeira activação da tarefa), ou ainda através de mecanismos de sincronização
adequados, tais como eventos ou semáforos.
O acesso a recursos partilhados será abordado na secção 3.8 deste capítulo.
3.7 Escalonamento de Tarefas
Um escalonamento é uma atribuição particular de tarefas ao processador. De uma forma ge-
ral, o problema do escalonamento de tarefas pode ser formulado da seguinte maneira (figura
3.9): dados,
• um conjunto Γ de l tarefas,
• um conjunto Π de m processadores,
• um conjunto ∆ de n recursos,
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Figura 3.9: Problema do escalonamento de tarefas.
determinar uma atribuição de Γ a Π e ∆ que produza um escalonamento σ possível. Um
escalonamento diz-se possível se todas as tarefas puderem ser executadas e terminadas
cumprindo as restrições impostas. Um conjunto de tarefas diz-se escalonável se existir
um escalonamento possível.
Em 1975, Garey e Johnson mostraram que o problema do escalonamento na sua forma ge-
ral é NP-hard [GJ75]. No entanto, dentro de condições particulares podem ser utilizados
algoritmos de complexidade polinomial para o resolver. Para este efeito é comum assumir
algumas simplificações, tais como:
• Processador único;
• Conjunto de tarefas homogéneo;
• Tarefas completamente preemptivas;
• Activação simultânea das tarefas;
• Ausência de restrições de precedência;
• Ausência de restrições de recursos.
Formalmente, um escalonamento é definido da seguinte forma: dado um conjunto de tarefas
Γ
Γ = {τ1, ..., τl}
um escalonamento σ é um mapeamento:
σ : R+ −→ N
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Figura 3.10: Exemplo de um escalonamento de 3 tarefas.
tal que,
∀t ∈ R+, ∃t1, t2 : t, t′ ∈ [t1, t2[: σ(t) = σ(t′)
σ(t) =
{
i > 0 , se τi está a executar
0 , se o processador estiver livre
A figura 3.10 ilustra um possível escalonamento de 3 tarefas. Nos instantes t1, t2, t3 e t4 é
realizada a comutação do contexto. Em cada intervalo [ti, ti+1[ é executada uma tarefa.
3.7.1 Taxonomia
Os algoritmos de escalonamento podem em geral ser classificados de acordo com a seguinte
taxonomia:
• Preemptivo vs. Não preemptivo;
• Estático vs. Dinâmico;
• On-line vs. Off-line;
• Óptimo vs. Sub-óptimo.
Diz-se que um algoritmo de escalonamento é preemptivo se a tarefa a executar puder ser
temporariamente suspensa na ready queue de forma a que seja executada uma tarefa mais
importante ou prioritária. Caso contrário, isto é, se a tarefa a executar não puder ser suspensa
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Figura 3.11: Exemplo de um escalonamento preemptivo de 3 tarefas.
até terminar diz-se que o algoritmo é não preemptivo. Na figura 3.11 é ilustrado um exemplo
de um escalonamento preemptivo.
Se as decisões de escalonamento forem tomadas com base em parâmetros fixos, atribuídos
estaticamente às tarefas antes das sua activação, diz-se que o algoritmo de escalonamento é
estático. Se em vez disso o escalonamento for baseado em parâmetros cujo valor pode variar
com o tempo, o algoritmo diz-se dinâmico.
Por outro lado, se todas as decisões forem tomadas antes da activação da tarefa, isto é,
se o escalonamento estiver armazenado numa tabela, o escalonamento diz-se off-line. Se o
escalonamento for feito durante a execução para o conjunto das tarefas activas diz-se on-line.
O algoritmo diz-se óptimo se no caso de existir um escalonamento possível, ele for capaz de
o determinar, caso contrário designa-se por sub-óptimo.
3.7.2 Políticas Clássicas
Nos sistemas operativos convencionais são usadas diversas políticas de escalonamento clás-
sicas, tais como:
• First Come - First Served;
• Shortest Job First;
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• Round Robin;
• Priority Scheduling (com um número reduzido de níveis predefinidos).
Todas estas políticas têm vantagens e desvantagens e visam distribuir de uma forma “justa”
o tempo de processador por todas as tarefas do sistema, reduzir o tempo de reposta ou ma-
ximizar o número de tarefas concluídas por unidade de tempo. A escolha de uma política
em particular depende do fim em causa. No entanto, estas políticas não devem ser utilizadas
em sistemas de tempo-real porque não garantem o cumprimento das restrições temporais
impostas às tarefas, não garantindo uma resposta em tempo-real e previsível do sistema.
3.7.3 Políticas para Sistemas de Tempo-real
Os sistemas de tempo-real têm restrições temporais que devem ser tomadas em conta pelo
algoritmo de escalonamento. Mais concretamente, possuem um tempo limite de execução
(deadline) que deve ser respeitado sob a pena dos valores produzidos não serem válidos e
algo de grave ocorrer no sistema controlado ou no ambiente. Os algoritmos para escalona-
mento de tarefas de tempo-real baseiam-se essencialmente nos parâmetros período, deadline
relativa e deadline absoluta. Nos primeiros dois casos o escalonamento é baseado num pa-
râmetro estático enquanto no segundo caso baseia-se num parâmetro dinâmico.
3.7.3.1 Escalonamento Cíclico
O primeiro algoritmo ou política usada no escalonamento de tarefas de tempo-real periódicas
foi o escalonamento cíclico (timeline schedule). O escalonamento usando esta política é feito
off-line e consiste no seguinte método:
• O eixo do tempo é dividido em intervalos de igual duração (time slots);
• Cada tarefa é alocada estaticamente nas slots necessárias de forma a cumprir a perio-
dicidade desejada;
• A execução em cada slot é activada por um temporizador.
Esta política de escalonamento é:
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• Simples de implementar, não necessitando de um sistema operativo de tempo-real;
• Possui uma sobrecarga computacional reduzida durante a execução, uma vez que todo
o escalonamento é feito off-line;
• Permite um bom controlo sobre as flutuações do instante de execução (jitter) das tare-
fas.
No entanto, tem as seguintes desvantagens:
• A adição de novas tarefas obriga à reconstrução de todo o escalonamento;
• A integração de tarefas aperiódicas é bastante difícil;
• Não é robusto em situações de sobrecarga.
Em situações de sobrecarga, isto é, quando não existirem os recursos computacionais neces-
sários para executar todas as tarefas cumprindo as restrições impostas, pode-se:
• Permitir que a tarefa que esteja a violar as restrições temporais continue a executar;
• Abortar a sua execução.
No primeiro caso pode ocorrer o efeito de dominó nas restantes tarefas do sistema uma vez
que o atraso provocado por uma tarefa pode propagar-se às restantes. No segundo caso o
sistema pode ficar num estado inconsistente.
Para flexibilizar e tornar mais robusto o escalonamento de tarefas de tempo-real em situações
de sobrecarga foram propostas outras políticas baseadas em prioridades que serão abordadas
na próxima secção.
3.7.3.2 Escalonamento Baseado em Prioridades
No escalonamento baseado em prioridades, a cada tarefa é atribuída uma prioridade calcu-
lada a partir das suas restrições temporais. A execução das tarefas é feita por um executivo
baseado em prioridades. Este método permite também verificar a escalonabilidade do con-
junto de tarefas usando técnicas analíticas. As prioridades são em geral atribuídas com base
nos parâmetros período e deadline. Certas políticas de escalonamento têm também em conta
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o tempo máximo de execução para efeitos de escalonamento, para análise de escalonabili-
dade e para previsão de violações temporais. Actualmente, em vez do escalonamento cíclico,
em sistemas de tempo-real são normalmente empregues as seguintes políticas de escalona-
mento:
• Prioridade inversamente proporcional ao período (Rate Monotonic - RM);
• Prioridade inversamente proporcional à deadline relativa (Deadline Monotonic - DM);
• Prioridade inversamente proporcional ao tempo para a deadline absoluta (Earliest De-
adline First - EDF);
• Prioridade inversamente proporcional à folga ou relaxamento (Least Slack First - LSF).
No algoritmo RM [LL73], a cada tarefa é atribuída uma prioridade fixa directamente propor-
cional à sua frequência de activação. Para o algoritmo RM considera-se que Ti = Di, isto é,
uma tarefa deve terminar antes da activação seguinte. O algoritmo RM possui as seguintes
características:
• Todas as tarefas são activadas simultaneamente;
• Prioridade fixa inversamente proporcional a Ti;
• Preemptivo;
• Minimiza o atraso máximo da tarefa com menor Ti.
O algoritmo RM é considerado óptimo entre os algoritmos de prioridade fixa. Se existir uma
atribuição de tarefas ao processador baseada em prioridades fixas que leve a um escalona-
mento possível então a atribuição RM é possível para Γ. Dito de outra forma, se Γ não for
escalonável pelo algoritmo RM, então também não pode ser escalonado por qualquer outro
algoritmo de prioridade fixa.
O algoritmo DM [ABRW91] é uma generalização do RM e selecciona para execução a tarefa
com a deadline relativa mais pequena. Neste caso Di <= Ti. O algoritmo DM possui as
seguintes características:
• Todas as tarefas são activadas simultaneamente;
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Figura 3.12: Exemplo de um escalonamento de 4 tarefas usando o algoritmo EDF.
• Prioridade fixa inversamente proporcional a Di;
• Preemptivo;
• Minimiza o atraso máximo da tarefa com menor Di.
No algoritmo EDF [LL73] selecciona-se para execução a tarefa com a deadline absoluta
mais próxima, isto é, cada tarefa recebe uma prioridade proporcional à sua deadline absoluta.
Este algoritmo possui as seguintes características:
• Prioridade dinâmica (di depende do instante de activação ai);
• Preemptivo;
• Minimiza o atraso máximo de todas as tarefas;
• Minimiza o número de mudanças de contexto relativamente às políticas RM e DM.
A figura 3.12 mostra um exemplo de 4 tarefas usando o algoritmo EDF. O algoritmo EDF
é considerado óptimo entre todos os algoritmos de escalonamento. Em cada instante o pro-
cessador é atribuído à tarefa com a deadline absoluta mais próxima. Ao contrário do RM
permite alcançar uma taxa de ocupação do processador de 100% garantido a escalonabili-
dade.
88 CAPÍTULO 3. SISTEMAS DE TEMPO-REAL
Finalmente, o algoritmo LSF tem em conta o tempo máximo de execução e a folga de cada
tarefa. Neste algoritmo, em cada instante é seleccionada para execução a tarefa com o menor
tempo de relaxamento. Desta forma, à custa de uma sobrecarga computacional mais elevada,
é possível fazer um melhor planeamento e prever dinamicamente a possibilidade de ocorrên-
cia de violações temporais de forma a procurar evitar que ocorram ou tomar alguma medida
preparatória antes de efectivamente acontecerem.
Está fora do âmbito desta dissertação uma discussão mais exaustiva sobre o escalonamento
de tarefas em sistemas de tempo-real, incluindo as técnicas formais de análise de escalonabi-
lidade. Em [SAA+04] é apresentado um resumo do trabalho mais relevante publicado nesta
área.
A execução concorrente de tarefas de tempo-real deve ser feita empregando um destes al-
goritmos de escalonamento (ou outro adequado, eventualmente derivado destes), sendo o
executivo ou sistema operativo a entidade responsável por um comportamento previsível da
aplicação.
3.8 Acesso a Recursos Partilhados
Muitas aplicações de tempo-real consistem na execução de tarefas concorrentes que acedem
a recursos partilhados. Para assegurar a integridade destes recursos, o acesso a estes deve ser
efectuado em regime de exclusão mútua. Porém, quando tarefas de diferentes prioridades
concorrem pelo acesso a recursos partilhados podem ocorrer inversões de prioridade. Isto
significa que tarefas de maior prioridade podem ficar bloqueadas, à espera da libertação de
recursos anteriormente adquiridos por tarefas menos prioritárias.
Consideremos o cenário da figura 3.13, onde é apresentado um conjunto de tarefas {τ1, τ2,
τ3} com prioridades fixas de tal forma que τ1 é a mais prioritária e τ3 a menos prioritária. A
tarefa τ3 começa a executar e entra na região crítica adquirindo assim o recurso partilhado.
De seguida, τ1 inicia a sua execução no instante a, ficando bloqueada a partir do momento
em que requisita o recurso (no instante b) partilhado com a tarefa τ3. No instante c, τ2 inicia a
sua execução causando a preempção de τ3. Assim, até ao instante d, τ1 é bloqueada pela exe-
cução não apenas da tarefa τ3, mas também da tarefa τ2, com a qual τ1 não partilha qualquer
recurso. O bloqueio causado por τ3 designa-se por bloqueio directo enquanto o causado
por τ2 designa-se por bloqueio indirecto. Este cenário caracteriza o problema da inversão
de prioridades e da limitação da sua duração. Note-se que quaisquer tarefas com prioridade
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Figura 3.13: O problema da inversão de prioridades.
entre as de τ1 e τ3 poderão efectuar preempção sobre τ3 e alongar indeterminadamente o
bloqueio indirecto causado a τ1.
A inversão de prioridades é um fenómeno que não pode ser completamente evitado na pre-
sença de recursos partilhados de acesso exclusivo. Contudo, é fundamental determinar a sua
duração e minimizá-la. Neste capítulo apresentam-se várias técnicas para limitação do fenó-
meno de inversão de prioridades que variam em termos de dificuldade de concretização e de
impacto sobre a pontualidade do sistema.
3.8.1 Técnicas Básicas de Sincronização
Conforme terá ficado claro no exemplo da secção anterior, as inversões de prioridade surgem
associadas à preempção de tarefas. De facto, num sistema sem preempção, considerando que
uma tarefa deverá, no final de cada instância, libertar todos os recursos utilizados nessa ins-
tância (uma questão de boas práticas no desenvolvimento de software), apenas uma tarefa
de cada vez poderá aceder a cada recurso partilhado, resolvendo implicitamente o problema
de sincronização no respectivo acesso. Assim, as técnicas utilizadas para limitação da in-
versão de prioridades são, de facto, técnicas para controlo de preempção em sistemas ditos
preemptivos.
Estas técnicas podem, grosso modo, ser divididas em dois grupos. No primeiro constam
as técnicas chamadas básicas, as quais são de fácil implementação mas não são selectivas
90 CAPÍTULO 3. SISTEMAS DE TEMPO-REAL
relativamente às tarefas que sofrem bloqueio. Isto quer dizer que bloqueiam igualmente to-
das as tarefas de maior prioridade, quer utilizem o recurso partilhado em questão ou não.
São por isso pouco eficientes e causadoras de considerável perturbação na pontualidade do
sistema. Num segundo grupo encontram-se as técnicas baseadas em semáforos que, embora
mais complexas, permitem reduzir o conjunto das tarefas afectadas pelos bloqueios associ-
ados às inversões de prioridade. Nesta secção debruçar-nos-emos apenas sobre as técnicas
ditas básicas.
3.8.1.1 Inibição de interrupções
Uma das formas de inibição da preempção causada pelo executivo é a inibição das inter-
rupções. De facto, a activação de tarefas de maior prioridade é, regra geral, efectuada ou
por interrupções assíncronas (tarefas aperiódicas) ou pelo mecanismo de gestão temporal do
executivo (tarefas periódicas) inserido na rotina de atendimento da interrupção periódica do
sistema, vulgo tick. Assim, enquanto as interrupções estiverem inibidas não poderá haver
activação de outras tarefas e, como tal, fica garantido o acesso exclusivo a quaisquer recur-
sos. Para utilizar esta técnica basta desligar as interrupções quando uma tarefa entra na sua
região crítica, tomando posse de um recurso partilhado, e voltar a activá-las assim que de lá
sair. A inibição de interrupções é pois uma técnica de muito simples concretização.
Como consequência todas as restantes actividades do sistema ficam bloqueadas, não apenas
todas as tarefas de maior prioridade mas também o atendimento a interrupções externas e,
principalmente, à interrupção periódica do sistema. Neste último caso, se o bloqueio for
suficientemente longo poderão perder-se ticks, levando a um atraso do relógio do sistema e,
conforme o modo de operação, a um atraso na activação de todas as tarefas periódicas. Por
esta razão, esta técnica só deve ser usada em regiões críticas muito curtas.
No que diz respeito à duração do bloqueio causado, com esta técnica uma tarefa só pode
ser bloqueada uma vez e por um tempo que, no pior caso, é igual à maior região crítica das
tarefas de menor prioridade.
3.8.1.2 Inibição de preempção
Uma solução menos drástica do que a anterior consiste em inibir directamente a preempção
de tarefas sempre que estas estejam a executar numa região crítica mas sem inibir o atendi-
mento a interrupções [Mok03]. Alguns executivos disponibilizam funções para este fim, e.g.
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set_preempt() e set_no_preempt(), que actuam sobre uma flag interna. Esta técnica é também
fácil de implementar ao nível do executivo e fácil de utilizar ao nível da aplicação. Contudo,
embora já não bloqueie a actividade associada ao atendimento de interrupções, incluindo o
atendimento do relógio do sistema, esta técnica bloqueia igualmente todas as tarefas mais
prioritárias, independentemente de usarem ou não quaisquer recursos.
A duração do bloqueio causado é semelhante à da técnica anterior. De facto, também com
esta técnica cada tarefa só pode ser bloqueada uma vez e por um tempo, no pior caso, igual
à maior região crítica das tarefas de menor prioridade.
3.8.2 Protocolos de Sincronização Baseada em Semáforos
Ao contrário das técnicas básicas, as técnicas baseadas na utilização de semáforos permitem
reduzir o conjunto das tarefas que sofrem bloqueio por via de inversões de prioridade ineren-
tes ao acesso a recursos partilhados. Nestes casos, apenas as tarefas que acedem a recursos
poderão ser bloqueadas. A utilização de semáforos requer um conjunto adicional de meca-
nismos e estruturas de dados, sendo, por isso, mais complexa de concretizar e de utilizar. Por
outro lado, a redução do número de situações de bloqueio leva a menores tempos de resposta
e logo a uma melhor pontualidade do sistema.
Basicamente, estas técnicas consistem em associar um semáforo a cada recurso e forçar cada
tarefa a passar pelo controlo do semáforo respectivo antes de entrar numa região crítica. Se
o semáforo estiver aberto o acesso é concedido de imediato. Se estiver fechado, a tarefa
fica bloqueada e é colocada numa fila de espera até que o semáforo abra e a tarefa tenha
prioridade suficiente. A forma como a abertura e fecho dos semáforos é gerida, bem como as
respectivas filas de espera, é determinada por um protocolo específico. Do ponto de vista dos
sistemas de tempo-real, alguns dos efeitos que um protocolo de gestão de semáforos deverá
evitar são os bloqueios indeterminados, os bloqueios em cadeia e situações de adiamento
indefinido (deadlock).
Nesta secção serão abordados três protocolos típicos em executivos de tempo-real, nomeada-
mente o Protocolo de Herança de Prioridades (Priority Inheritance Protocol - PIP) [SRL90],
o Protocolo de Tecto de Prioridades (Priority Ceiling Protocol - PCP) [DS92] e a Política de
Pilha de Recursos (Stack Resource Policy - SRP) [Bak90, Bak91]).
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3.8.2.1 Protocolo de Herança de Prioridades (Priority Inheritance Protocol - PIP)
O Protocolo de Herança de Prioridades [SRL90] foi desenvolvido como uma solução sim-
ples mas eficaz para eliminar o indeterminismo associado ao bloqueio indirecto ilustrado na
figura 3.13, causado nas tarefas de maior prioridade pelas tarefas de prioridade intermédia.
Conforme se explica em baixo, a opção inerente ao protocolo PIP foi transferir esse bloqueio
para as próprias tarefas de prioridade intermédia.
Este protocolo aplica-se a sistemas baseados em prioridades fixas, i.e., em que o escalona-
mento das tarefas é realizado com base em prioridades estáticas atribuídas em função dos
respectivos parâmetros. Contudo, em tempo de execução o protocolo PIP eleva temporari-
amente a prioridade de uma tarefa sempre que esta se encontra a bloquear outra de maior
prioridade, deste modo reduzindo a possibilidade de preempção da tarefa bloqueante. Supo-
nhamos que uma tarefa τi é bloqueada num semáforo. Nesse instante, a tarefa bloqueante τj
herda a prioridade de τi, mais alta, e retoma a execução da sua região crítica. No momento
em que τj completa a sua região crítica, liberta o semáforo em questão e a sua prioridade
volta a assumir o seu valor inicial. Na ausência de acessos encadeados a recursos partilha-
dos, cada tarefa só pode bloquear outra, uma única vez e só pode ficar bloqueada uma vez
em cada semáforo. Assim, uma tarefa mais prioritária pode sofrer dois tipos de bloqueio:
• Bloqueio directo: ocorre quando a tarefa mais prioritária tenta aceder a um recurso
partilhado já na posse de uma tarefa menos prioritária (figura 3.14, entre b e d).
• Bloqueio por herança (push-through blocking): ocorre quando uma tarefa de prio-
ridade intermédia é impedida de continuar a sua execução por uma tarefa que tenha
herdado a prioridade de uma tarefa mais prioritária (figura 3.14, entre c e d).
A aplicação do Protocolo de Herança de Prioridades no exemplo da figura 3.13, implica que
a tarefa τ3 não sofrerá preempção pela tarefa τ2 porque herda a prioridade de τ1 no instante
b (figura 3.14). Ao sair da sua região crítica (no instante d), τ3 volta a ter a sua prioridade
original e é interrompida pelas tarefas mais prioritárias τ1 e τ2.
Na sua variante mais básica este protocolo é relativamente fácil de implementar, pois apenas
necessita de mais um campo na estrutura de controlo da tarefa (Task Control Block - TCB)
para armazenar a prioridade herdada. No caso de se permitir o acesso encadeado a múltiplos
recursos, a implementação fica consideravelmente mais complexa já que é necessário garan-
tir a transitividade da herança, i.e., se uma tarefa menos prioritária τ3 bloqueia uma tarefa τ2
3.8. ACESSO A RECURSOS PARTILHADOS 93
3
2
1
0 a b c d e t
Execução
Preempção
Região Crítica
Bloqueio
Activação
f g
-
+
Pr
io
rid
a
de
 
e
st
át
ic
a
 
cr
e
sc
e
n
te
Figura 3.14: Exemplo de utilização do Protocolo de Herança de Prioridades.
de prioridade média e, por sua vez, τ2 bloqueia uma tarefa mais prioritária τ1, então τ3 herda
a prioridade de τ1. Para além da maior complexidade, o acesso encadeado com semáforos
PIP apresenta ainda alguns efeitos nefastos, nomeadamente a possibilidade de ocorrência de
bloqueios em cadeia e de deadlocks.
É também interessante perceber os compromissos que se estabelecem ao utilizar herança
de prioridades relativamente a um semáforo sem esse mecanismo. Note-se que o protocolo
PIP gera um novo tipo de bloqueio que afecta todas as tarefas de prioridade intermédia,
quer usem ou não recursos partilhados. Isto leva a atrasos suplementares que não existem
com semáforos simples (sem herança de prioridades). O que se ganha é um menor e mais
definido bloqueio das tarefas mais prioritárias. Este compromisso nem sempre é fácil de
resolver mesmo por programadores experientes como sucedeu no célebre caso da sonda de
Marte, Pathfinder [Jon97].
3.8.2.2 Protocolo de Tecto de Prioridades (Priority Ceiling Protocol - PCP)
A ideia central do Protocolo de Tecto de Prioridades [DS92] é limitar o número de bloqueios
por inversão de prioridades, evitar a ocorrência de bloqueios em cadeia e deadlocks durante
a execução das tarefas. Este protocolo é uma extensão do PIP ao qual se adicionou uma regra
de controlo no acesso aos semáforos livres baseada no conceito de tecto de prioridade. À
semelhança do PIP, o PCP é também dirigido a sistemas com prioridades fixas.
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Todos os recursos (semáforos) acedidos em regime de exclusão mútua possuem um valor
de prioridade tecto (ceiling priority C(Sk)) que corresponde à prioridade mais elevada do
conjunto de tarefas que acedem ao recurso. A regra que define a entrada na região crítica é a
seguinte: uma tarefa só acede a um recurso partilhado se este estiver livre e a prioridade da
tarefa for maior que a prioridade tecto (ceiling) de qualquer recurso que nesse momento es-
teja bloqueado. São excluídos dessa comparação os recursos bloqueados pela própria tarefa
que tenta o acesso. Se S1 for o semáforo com maior prioridade tecto entre todos os semáfo-
ros bloqueados, então uma tarefa τi só entrará na sua região crítica se a sua prioridade pi for
maior que o tecto (ceiling) C(S1). Se pi for menor ou igual a C(S1), o acesso é negado a τi
mesmo que o recurso a que está a tentar aceder esteja livre. Este é um novo tipo de bloqueio
que se designa por bloqueio de tecto.
Esta particularidade do protocolo PCP, que parece ser estranha à primeira vista, destina-se
a garantir que quando uma tarefa acede a um recurso partilhado todos os recursos de que
poderá ainda necessitar durante a sua execução estão livres. De facto, se a prioridade da
tarefa for superior à maior prioridade tecto dos semáforos bloqueados, isso quer dizer que
essa tarefa não utiliza os recursos desses semáforos. Caso contrário, alguma das prioridades
tecto teria de ser pelo menos igual à prioridade da tarefa. Desta forma demonstra-se que o
protocolo evita deadlocks, i.e., é deadlock-free.
A propriedade explicada atrás também permite inferir que, para além do bloqueio indirecto
do tipo push-through inerente à herança de prioridades, com o protocolo PCP uma tarefa
só pode ser bloqueada uma vez e logo no seu primeiro acesso a um recurso partilhado.
A duração máxima de bloqueio que uma tarefa pode sofrer corresponde à duração da maior
região crítica das tarefas de menor prioridade que partilham recursos com a tarefa em questão
ou com outras tarefas de maior prioridade.
Para ilustrar o protocolo PCP considere-se o exemplo apresentado na figura 3.15. As tarefas
τ1, τ2 e τ3 acedem de forma encadeada e em regime de exclusão mútua aos recursos R1, R2,
R3. A prioridade tecto (ceiling) de cada semáforo é definida segundo as tarefas que acedem
ao recurso: C(S1) = 3, C(S2) = 3 e C(S3) = 2. Para um melhor entendimento do funciona-
mento do protocolo serão explicados de seguida os passos mais relevantes na execução das
tarefas (figura 3.15):
• Instante c: τ2 sofre bloqueio directo: o semáforo S3 está fechado, logo τ3 reassume a
execução e herda a prioridade de τ2;
• Instante d: τ3 entra em mais uma região crítica e fecha o semáforo S2;
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• Instante e: τ1 inicia a execução. τ1 é mais prioritária que τ3 mesmo com a prioridade
herdada de τ2;
• Instante f : τ1 tenta fechar o semáforo S1, é bloqueada por ceiling; possui uma prio-
ridade igual ao maior ceiling dos semáforos já fechados por outras tarefas (C(S2) =
3);
• Instante g: τ3 liberta semáforo S2. τ1 interrompe a execução de τ3 e fecha o semáforo
S1;
• Instante k: τ1 termina a execução. τ3 reassume a execução ainda com a prioridade
herdada de τ2;
• Instante l: τ3 liberta S3 retomando assim a sua prioridade inicial. τ2 interrompe a
execução de τ3 e fecha o semáforo S3.
O protocolo PCP tem como vantagem relativamente ao protocolo PIP o facto de ser livre de
bloqueios em cadeia e de deadlocks. Porém, apresenta um bloqueio adicional, o bloqueio
de tecto, que poderá atrasar tarefas que não usam os recursos ocupados nesse instante e
que não seriam bloqueadas com o protocolo PIP. Para além disso, não é transparente para o
programador, já que este necessita de especificar as prioridades tecto dos semáforos, e é mais
difícil de concretizar pois requer no TCB um campo para a prioridade herdada e outro para
o semáforo onde a tarefa está bloqueada. Para facilitar a transitividade da herança, requer
ainda uma estrutura para os semáforos com os respectivos tectos e identificação das tarefas
que os estão a usar. Finalmente, refira-se ainda que também existe uma versão do protocolo
PCP para prioridades dinâmicas, nomeadamente para EDF, conhecida como DPCP [CL90].
3.8.2.3 Política de Pilha de Recursos (Stack Resource Policy - SRP)
A Política de Pilha de Recursos [Bak91] é um protocolo criado para poder ser aplicado
indistintamente em sistemas com prioridades fixas ou dinâmicas. Tem como principal ca-
racterística o facto de impor bloqueios apenas antes das tarefas iniciarem execução. Após
início de execução e até terminação, as tarefas já não sofrerão qualquer bloqueio. De notar
o antagonismo face ao protocolo PCP, ou mesmo PIP, com os quais uma tarefa só é blo-
queada quando tenta entrar numa região crítica. Esta característica reduz a necessidade de
comutações de contexto e simplifica a implementação do protocolo, pois deixa na prática de
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Figura 3.15: Exemplo de utilização do Protocolo de Tecto de Prioridades.
existir o estado de bloqueio. Se também não for possível a auto-suspensão das tarefas, então
deixa de ser necessário salvaguardar o estado em situações de inversão de prioridade. Nestas
circunstâncias não será necessário manter uma pilha (stack) separada para cada tarefa e o
sistema poderá funcionar com uma pilha única, reduzindo substancialmente os requisitos de
memória.
De acordo com o protocolo SRP, a cada tarefa τi é atribuído um nível de preempção (pii) que
é um parâmetro estático e que representa, grosso modo, a capacidade de uma tarefa efectuar
a preempção de outras. Em sistemas de prioridades fixas o nível de preempção corresponde à
prioridade. No caso de prioridades dinâmicas ditadas pela proximidade à deadline, tal como
no algoritmo de escalonamento EDF, o nível de preempção é definido na ordem inversa das
deadlines relativas.
O protocolo SRP, tal como o PCP, atribui a cada semáforo Rk uma prioridade tecto (CRk)
correspondente ao máximo nível de preempção de entre todas as tarefas que usam esse se-
máforo. O protocolo SRP define ainda a prioridade tecto do sistema (system ceiling,
∏
(t))
que é simplesmente a máxima prioridade tecto de todos os semáforos que estão fechados
num dado instante:∏
(t) = max(CRk : Rk esta´ fechado no instante t)
Neste caso, quando activada, uma tarefa poderá iniciar execução se tiver a prioridade ade-
quada (dinâmica ou fixa) e o seu nível de preempção for superior ao tecto do sistema nesse
instante. Com um raciocínio semelhante ao efectuado no caso do protocolo anterior, facil-
mente se demonstra que nessas circunstâncias os recursos de que uma tarefa necessita estão
todos livres e a tarefa executará sem bloqueios.
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Existe ainda um aspecto particular do protocolo SRP que é o facto de permitir lidar com si-
tuações em que os recursos têm múltiplas unidades, e.g., uma pool de buffers numa interface
de comunicação. Em situações dessas não basta que um semáforo esteja aberto, é necessário
que haja um número suficiente de unidades do recurso livres para as necessidades da tarefa
em questão. Por exemplo, imagine-se uma tarefa que necessita de 3 buffers livres. Não lhe
servirá de nada poder aceder à pool de buffers se só estiverem dois livres nesse momento.
Neste caso a prioridade tecto de um semáforo torna-se dinâmica sendo definida como o nível
de preempção mais elevado de entre as tarefas que num dado instante não têm unidades
livres do recurso respectivo suficientes para os seus requisitos. Se nRk representar o número
de unidades de recurso disponíveis para alocação e µRk(τi) representar o número máximo de
unidades requerido pela tarefa τi então, o tecto CRk do respectivo semáforo Rk é dado por:
CRk(nRk) = max[{0}
⋃ {pi(τi) : nRk < µRk(τi)}]
Por outras palavras quando todas as unidades de alocação de Rk estão disponíveis CRk =
0. No entanto, se as unidades de Rk não são suficientes para que uma ou mais tarefas
executem, i.e., as tarefas podem ficar bloqueadas nesse recurso, então CRk é igual ao maior
nível de preempção dessas tarefas. Também neste caso uma tarefa só pode iniciar execução
quando tiver prioridade adequada e o seu nível de preempção for superior ao tecto do sistema,
pii >
∏
(t).
Este método impõe que, aquando da criação de uma tarefa τi, esteja disponível a informação
das suas necessidades em termos de recursos de modo a se determinar previamente os valores
da prioridade tecto de cada recurso Rk em diferentes situações de alocação.
A fim de ilustrar o funcionamento do protocolo SRP, consideremos o conjunto de tarefas
apresentado na tabela 3.1, onde são apresentados os recursos requeridos por cada tarefa. A
estrutura de execução das tarefas é apresentada na figura 3.16, onde wait(Rk,n) denota o pe-
dido de n unidades do recurso Rk, e signal(Rk) representa a libertação do recurso. Os tectos
dos recursos, em função do número de unidades de recurso disponíveis, são apresentados na
tabela 3.2, e um possível escalonamento com o algoritmo EDF para o conjunto de tarefas é
apresentado na figura 3.17 (nesta figura é ainda mostrada a evolução do tecto do sistema ao
longo da execução das tarefas).
No instante zero, a tarefa τ3 começa a execução. O tecto do sistema mantém o valor zero
porque todos os recursos estão completamente disponíveis. Quando τ3 entra na primeira
região crítica apodera-se de apenas uma unidade de R2, assim, o tecto do sistema assume o
maior nível de preempção de todas as tarefas que possam bloquear em R2 (ver tabela 3.2) e
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Di pii µR1 µR2 µR3
τ1 5 3 1 0 1
τ2 10 2 2 1 3
τ3 20 1 3 1 1
Tabela 3.1: Exemplo dos parâmetros das tarefas e recursos requeridos.
Max nR CR(3) CR(2) CR(1) CR(0)
R1 3 0 1 2 3
R2 1 - - 0 2
R3 3 0 2 2 3
Tabela 3.2: Prioridades tecto dos recursos em função do número de unidades de recurso
disponíveis para o exemplo da tabela 3.1.
wait(R3,1)
wait(R1,1)
signal(R1)
signal(R3)
wait(R3,3)
wait(R2,1)
signal(R2)
signal(R3)
wait(R1,1)
signal(R1)
wait(R2,3)
wait(R1,1)
signal(R1)
signal(R2)
wait(R3,1)
signal(R3)
Figura 3.16: Exemplo da execução de 3 tarefas com indicação das regiões críticas e primiti-
vas de sincronização.
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Figura 3.17: Exemplo de utilização da Política da Pilha de Recursos.
que é
∏
= pi2 = 2. Consequentemente, no instante de activação da tarefa τ2 (instante a),
esta é bloqueada por não ter um nível de preempção superior ao tecto do sistema, o que leva
τ3 a continuar a sua execução. No instante b a tarefa τ3 entra na região crítica associada ao
recurso R1, apoderando-se de todas as suas unidades de recurso. O tecto do sistema passa
a ter o valor
∏
= pi1 = 3, o que provoca o bloqueio da tarefa τ1 (instante c), visto ter um
nível de preempção de 3, não superior ao tecto do sistema. Quando τ3 liberta o recurso R1
(instante d), o tecto do sistema passa a ter o valor
∏
= 2 o que permite a τ1 interromper
τ3 e iniciar a sua execução. De notar que, após iniciar execução, τ1 nunca é bloqueada pois
a condição pi1 >
∏
garante que todos os recursos necessários para a sua execução estão
disponíveis. Quando τ1 termina, τ3 retoma a execução e liberta o recurso R2. Ao libertar o
recurso R2, o tecto do sistema volta a zero o que provoca a preempção de τ3 por τ2 que inicia
execução até terminar, sem sofrer qualquer tipo de bloqueio, pois também todos os recursos
de que necessita estão disponíveis.
3.8.2.4 Comparação
Esta secção abordou a problemática do acesso a recursos partilhados em sistemas multi-
tarefa de tempo-real preemptivos, bem como as técnicas normalmente usadas para garantir
exclusão mútua. Foram apresentadas as técnicas básicas de desactivação das interrupções e
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da não preempção das tarefas, de fácil aplicação mas excessivamente penalizadoras, assim
como algumas técnicas baseadas em semáforos, mais complexas mas também mais eficien-
tes. Em particular, discutiu-se o funcionamento de três protocolos relativamente bem co-
nhecidos de gestão de semáforos, nomeadamente o Priority Inheritance Protocol, Priority
Ceiling Protocol e Stack Resource Policy.
Na tabela 3.3 são apresentadas algumas características importantes destes protocolos o que
facilita a respectiva comparação.
Na coluna de atribuição de prioridade é de salientar o facto do protocolo SRP funcionar
tanto com prioridades fixas como com prioridades dinâmicas, o que constitui uma vantagem
relativamente aos protocolos PIP e PCP.
O protocolo SRP é também mais versátil no sentido de poder ser utilizado com recursos que
possuem múltiplas unidades. De notar que este protocolo, ao contrário dos outros dois, con-
centra todos os bloqueios que uma tarefa pode sofrer no início, entre a activação e a entrada
em execução, de forma que a execução se processa sem mais bloqueios. Esta propriedade,
por um lado, garante, tal como no PCP, a ausência de deadlocks e de bloqueios em cadeia
e, por outro, permite reduzir o número de preempções e de comutações de contexto, logo
causando menos sobrecarga computacional no sistema. Possibilita ainda, como explicado
na secção anterior, evitar a utilização de uma pilha individual por tarefa, podendo usar-se
apenas uma pilha única resultando em menores requisitos de memória.
Quanto à transparência, o PIP é o único protocolo transparente ao programador, i.e., em que
o programador não tem de declarar nenhuma informação adicional para além da utilização
normal dos semáforos respectivos, mas também é o único que não previne deadlocks. As
desvantagens do SRP são semelhantes às do protocolo PCP, i.e., não é transparente ao pro-
gramador e exige mecanismos e estruturas de dados relativamente complexas no caso de
serem suportados recursos com múltiplas unidades e/ou possível a criação/destruição dinâ-
mica de semáforos e tarefas.
Finalmente, note-se que todas as técnicas mencionadas têm prós e contras, devendo a sua
aplicação resultar de um exercício crítico cuidado por parte do programador tendo em conta
os requisitos da aplicação. Existem ainda outros protocolos de sincronização não abordados
neste capítulo, sendo alguns deles evoluções dos protocolos apresentados.
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PIP PCP SRP
Atribuição de Prioridade Fixas Fixas Fixas ou Dinâ-
micas
Instante de Bloqueio No acesso ao
recurso
No acesso ao
recurso
Na preempção
Transparência para o Programador Sim Não Não
Prevenção de Deadlocks Não Sim Sim
Tabela 3.3: Principais características dos protocolos de sincronização apresentados.
3.9 Notas sobre a Implementação de EDF e SRP
A política de escalonamento das tarefas de tempo-real críticas que vai ser empregue nas im-
plementações realizadas no contexto deste trabalho é a EDF uma vez que permite alcançar
taxas de utilização do processador de 100% mantendo a escalonabilidade. O critério EDF
resulta também em escalonamentos com um menor número de comutações de contexto re-
lativamente às políticas baseadas em prioridades fixas RM e DM. A sua implementação em
software pode ser baseada em listas ordenadas pela deadline absoluta ou pelo tempo que que
resta até esse instante.
No acesso a recursos partilhados o protocolo que vai ser empregue é o SRP, uma vez que
pode ser utilizado com políticas de escalonamento baseadas em prioridades dinâmicas (como
a EDF) e possui, relativamente ao PIP e PCP a vantagem de possibilitar a partilha da pilha
pelas tarefas e relativamente ao PIP a prevenção da ocorrência de bloqueios em cadeia e de
deadlocks. Além disso, é bastante simples de implementar, desde que os recursos possuam
apenas uma unidade, isto é, os semáforos sejam binários e portanto usados como mutexes.
Por uma questão de simplificação da linguagem, aos sistemas que conjuguem a política
de escalonamento EDF e o protocolo de sincronização SRP passarão a ser designados por
EDF+SRP.
Segundo [Bar06] a verificação de sistemas EDF+SRP pode ser realizada eficientemente com
uma complexidade computacional praticamente equivalente à dos sistemas escalonados se-
gundo EDF e sem recursos partilhados. Em [Bar06] é também demonstrado o melhor de-
sempenho de um sistema EDF+SRP comparativamente a outro que empregue a política RM
para escalonamento de tarefas juntamente com o protocolo PCP para gestão dos semáforos.
Este é mais um aspecto a favor da utilização de prioridades dinâmicas no escalonamento de
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tarefas e mais concretamente na discussão entre os prós e os contras de EDF relativamente a
RM [MBB+04, But05b].
Para simplificar o teste de preempção em sistemas EDF+SRP, todos os tectos dos recursos
podem ser determinados estaticamente, durante o arranque do sistema ou na configuração
dos respectivos semáforos e armazenados numa tabela. Além disso, pode ser usada uma
pilha para armazenamento e gestão do tecto do sistema, encontrando-se o valor actual no
respectivo topo.
Assumindo recursos com apenas uma unidade, quando o recurso R é alocado, através do
bloqueio do respectivo semáforo, se CR >
∏
, o valor do tecto do sistema é actualizado
(
∏
= CR), caso contrário permanece inalterado. Em qualquer dos casos é reservada uma
nova posição da pilha para armazenar o valor de
∏
após a alocação do recurso.
Quando um recurso é libertado, é eliminada a última posição ocupada da pilha, pelo que o
valor do tecto do sistema passa a ser o armazenado no topo da pilha anterior à alocação. Se
nesta situação houver um decréscimo do tecto do sistema, é executado o teste de preempção
sobre a tarefa mais prioritária que se encontra à cabeça da lista ready.
Se esta tarefa tiver uma deadline mais próxima, i.e. uma prioridade superior à que se encontra
em execução e o seu nível de preempção for superior ao tecto do sistema, é realizada uma
comutação de contexto. Caso contrário permanece em execução a tarefa actual que libertou
o recurso.
Neste capítulo foram resumidos alguns conceitos fundamentais sobre sistemas de tempo-
real. A informação apresentada foi essencialmente compilada de [But05a] e [AP05], além
das restantes referências explícitas.
Capítulo 4
Implementação de Processadores
Pipelined em FPGA
Sumário
Este capítulo é dedicado à discussão da arquitectura, projecto e implementação em FPGA de
processadores RISC pipelined. Mais concretamente, é apresentada e analisada uma imple-
mentação da arquitectura MIPS32, designada por ARPA-CP, em FPGAs da Xilinx. Para tal,
foi elaborado, em VHDL, um modelo parametrizável e sintetizável da arquitectura MIPS32.
Com este modelo pretende-se determinar a abordagem e a estrutura mais adequadas à im-
plementação de processadores MIPS32 em FPGA. O modelo concebido baseia-se numa es-
trutura pipelined com as cinco etapas tradicionais (Instruction Fetch, Instruction Decode,
Execute, Memory Access e Write back). A parametrização permite alterar a latência de al-
gumas das etapas do pipeline, assim como seleccionar várias opções relativas à resolução de
dependências de dados entre instruções.
O capítulo começa por apresentar um resumo das características mais importantes da arqui-
tectura MIPS32. De seguida é descrita a organização interna do modelo concebido e enume-
rados os respectivos parâmetros. Seguidamente, é mostrado o fluxo de projecto de aplicações
baseadas no processador ARPA-CP, concebido a partir das ferramentas de compilação stan-
dard da arquitectura MIPS32 e da FPGA utilizada. No final do capítulo são apresentados
os resultados de algumas implementações do processador ARPA-CP, com diferentes valores
dos parâmetros. Para cada especialização do modelo são indicados os parâmetros utilizados
e os resultados da síntese e implementação obtidos, nomeadamente a área ocupada da FPGA
e a frequência máxima de funcionamento.
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4.1 Introdução
Este capítulo é dedicado à discussão de uma implementação da arquitectura MIPS32, desig-
nada por ARPA-CP (Advanced Real-time Processor Architecture - with Configurable Pipe-
line). O processador ARPA-CP apresenta um desempenho determinístico e incorpora prati-
camente todos os aspectos da arquitectura MIPS32. Mais concretamente, implementa todas
as instruções da versão (release) 1 da arquitectura MIPS32 (excepto as relacionadas com vír-
gula flutuante, cache e memória virtual) e suporta algumas instruções específicas da release
2. As instruções não suportadas não são geradas implicitamente no processo de compila-
ção, pelo que o processador ARPA-CP é completamente compatível com as ferramentas de
desenvolvimento MIPS-SDE [MIP07].
Este processador está disponível na forma de um núcleo de propriedade intelectual descrito
por um modelo sintetizável, elaborado em VHDL ao nível de abstracção “Transferência entre
Registos” (Register Transfer Level - RTL). A síntese do modelo é executada com ferramentas
de projecto assistido por computador e a sua implementação realizada numa FPGA da Xilinx.
A finalidade do processador ARPA-CP é, por um lado permitir analisar algumas métricas re-
lativas à utilização de recursos e desempenho de uma implementação da arquitectura MIPS32
em FPGA, e por outro lado, servir de ponto de partida à apresentação do processador multi-
tarefa ARPA-MT descrito no próximo capítulo.
A família de FPGAs seleccionada para este trabalho foi a Spartan-3 da Xilinx [Xil06a] por
ser uma FPGA relativamente recente, de baixo custo e por disponibilizar além dos recursos
programáveis, um conjunto de módulos dedicados, tais como blocos de memória estática de
acesso aleatório (Static Random Access Memory - SRAM) de duplo porto, multiplicadores
e Delay Locked Loops (DLLs) para sincronização de sinais de relógio. Estes componentes
simplificam a concepção do processador e proporcionam uma implementação mais eficiente
que a obtida no caso de serem utilizados somente os recursos programáveis da FPGA.
No projecto do processador foi utilizada uma estrutura pipelined para aumentar o ritmo de
execução das instruções e para reduzir o impacto negativo no desempenho do processador
devido aos maiores atrasos provocados pelos recursos programáveis de uma FPGA. Além
disso, o custo de uma implementação pipelined de um processador em FPGA é reduzido
devido ao elevado número de flip-flops normalmente disponíveis nas FPGAs actuais.
Antes de iniciar a apresentação e discussão do processador ARPA-CP serão resumidos na
próxima secção alguns dos aspectos fundamentais da arquitectura MIPS32.
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4.2 A Arquitectura MIPS32
A arquitectura MIPS32 é do tipo Reduced Instruction Set Computer (RISC) tendo sido con-
cebida de raiz com vista a uma implementação pipelined o mais simples possível de forma
a poder operar a frequências elevadas 1. Para reduzir a complexidade do hardware de con-
trolo do pipeline, algumas das dependências entre instruções são geridas pelo compilador.
Exemplos de características do processador expostas ao compilador são o atraso associado
ao carregamento de dados da memória externa (delayed loads) e os saltos atrasados (delayed
branches) [Inc03b, Inc03c], já referidos no capítulo 2. A arquitectura MIPS32 é considerada
uma arquitectura muito limpa e simples, sendo por esse motivo uma das mais frequente-
mente usadas para ensinar arquitectura de computadores a estudantes de engenharia. Além
disso, actualmente a sua principal aplicação é no domínio dos sistemas embutidos.
O tamanho da palavra nativa de um processador MIPS32 é 32 bits. Uma CPU MIPS32 pos-
sui internamente 32 registos de uso geral de 32 bits cada. Sendo um processador de 32 bits,
pode endereçar um máximo de 4 GBytes de memória externa. As instruções são também
todas codificadas em 32 bits e o número de formatos é reduzido (os principais são apenas
três). A codificação das instruções visa, segundo os autores da arquitectura, reduzir a com-
plexidade do hardware do descodificador de instruções, simplificando a sua implementação
e diminuindo os tempos de atraso do circuito.
O conjunto de instruções inicialmente suportado permitia apenas a realização de operações
muito simples, tais como aritméticas, lógicas, deslocamentos, comparações, controlo de
fluxo de execução (saltos (in)condicionais), transferências de informação memória-registo
e registo-memória, gestão de excepções e configuração do processador. Sendo uma arqui-
tectura load/store, as únicas instruções que podem referenciar posições de memória externa
são as de transferência de dados entre o processador e a memória. Os operandos de todas as
outras instruções devem residir em registos internos ou estar codificados na própria instrução
(no caso dos imediatos).
Os processadores MIPS32 actuais já possuem um conjunto de instruções relativamente vasto,
principalmente ao nível das operações sobre números reais (codificados em binário no for-
mato de vírgula flutuante IEEE 754 [IEE85]). Algumas das instruções são dignas de ar-
quitecturas do tipo Complex Instruction Set Computer (CISC), tais como as que calculam
1O acrónimo MIPS significa Microprocessor without Interlocked Pipeline Stages o que reflecte a reduzida
complexidade da lógica de controlo do pipeline.
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o inverso de um número real ou a sua raiz quadrada. No entanto, estas instruções não são
relevantes para a implementação realizada neste trabalho pelo que não serão consideradas.
Uma discussão mais aprofundada e exaustiva da arquitectura MIPS32 está fora do âmbito
desta dissertação, existindo inúmeras fontes com documentos sobre este assunto [PH05,
Inc03b,Inc03c,Inc03d], as quais serviram de referência nas implementações realizadas neste
trabalho.
A arquitectura MIPS32 foi adoptada neste trabalho devido à sua simplicidade, facilidade de
implementação e à existência de ferramentas de compilação estáveis gratuitas para diversas
linguagens de programação [MIP07]. Outro aspecto positivo da arquitectura MIPS32 é o
facto de disponibilizar a extensão MIPS16e, adequada para sistemas embutidos [Inc03a,
Kis97]. Esta extensão permite diminuir consideravelmente o tamanho do código de uma
aplicação através da codificação das instruções em apenas 16 bits e na sua expansão durante
a execução para instruções de 32 bits. No entanto, esta extensão não foi ainda implementada,
sendo uma possível tarefa de desenvolvimento resultante deste trabalho.
4.3 O Processador ARPA-CP
A interface do processador ARPA-CP está ilustrada na figura 4.1. Estão indicados os por-
tos para inicialização, sincronização, activação do pipeline, interrupções mascaráveis e não
mascarável e os barramentos para ligação às memórias de dados e de código. O processador
ARPA-CP foi concebido e implementado de forma hierárquica. No nível hierárquico mais
elevado, o processador consiste na interligação da CPU e dos coprocessadores especiali-
zados. No nível hierárquico seguinte, a CPU consiste na interligação das várias etapas do
pipeline. Estas por sua vez, no nível abaixo, decompõem-se nas unidades funcionais, arma-
zenamento e encaminhamento e nos componentes elementares que efectuam as operações
necessárias para realizar as instruções em cada uma das suas fases de processamento.
O processador ARPA-CP, tal como a arquitectura MIPS32, decompõem-se internamente nos
seguintes cinco módulos (representados na figura 4.2):
• A Unidade Central de Processamento (Central Processing Unit - CPU) que imple-
menta a generalidade das instruções que operam sobre números inteiros;
• O Coprocessador 0 (Cop0) para gestão de memória e tratamento de situações de ex-
cepção (Memory management and Exceptions Coprocessor - MEC);
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Processador
ARPA-CP
codeMemAddress
codeMemInstruction
periphIntReq
codeMemEnable
nonMskIntReq
cpuClk
mainReset
stall
auxClk
dataToMemory
dataMemAddress
dataFromMemory
dataMemEnable
dataMemWrite
Interface com
a memória de
código
Interface com
a memória de
dados
Inicialização e
sincronização
da CPU,
Cop0-MEC
e Cop2-OSC
Interrupções
mascaráveis
e não
mascarável
(Des)activação
do pipeline
Figura 4.1: Interface do processador ARPA-CP.
• O Coprocessador 1 (Cop1), também designado por Unidade de Vírgula Flutuante (Flo-
ating Point Unit - FPU), que implementa as operações sobre números reais;
• O Coprocessador 2 (Cop2) que implementa em hardware as funcionalidades básicas
do sistema operativo de tempo-real (Operating System Coprocessor - OSC);
• O Coprocessador 3 (Cop3) usado como extensão do Coprocessador 1 ou para realizar
operações definidas pelo utilizador 2 (User-Defined Coprocessor - UDC)3.
Neste trabalho apenas é dada atenção aos módulos CPU, Cop0-MEC e Cop2-OSC. Os mó-
dulos Cop1-FPU e Cop3-UDC devido à sua complexidade e/ou falta de relevância para este
trabalho não são considerados. No entanto, o seu desenvolvimento seria um exercício bas-
tante interessante do ponto de vista dos sistemas digitais e arquitectura de computadores e
poderá ser uma das tarefas de desenvolvimento periféricas deste trabalho de doutoramento,
de forma a enriquecer o conjunto de instruções suportado pelo processador ARPA-CP. Neste
capítulo serão descritos apenas os módulos CPU e Cop0-MEC. O módulo Cop2-OSC será
discutido no capítulo 6.
Para simplificar a manutenção das figuras e ilustrar a verdadeira complexidade do sistema
são mostrados os diagramas esquemáticos completos do processador. No entanto, para não
2Neste contexto, o utilizador significa o engenheiro ou a equipa de desenvolvimento que integra o proces-
sador ARPA-CP num sistema prático e que usa este coprocessador para implementar instruções específicas da
aplicação.
3Usado nas implementações MIPS32 Release 2 e MIPS64 da arquitectura MIPS. Disponível para outros
fins nas implementações MIPS32 Release 1 da arquitectura MIPS.
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Figura 4.2: Diagrama esquemático interno do processador ARPA-CP com representação dos
cinco módulos principais (a CPU e os quatro coprocessadores), respectivas interligações,
portos com os sinais de controlo (para inicialização, sincronização e interrupções) e barra-
mentos para interface com as memórias externas (código e de dados).
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tornar a leitura enfadonha, neste capítulo será explicado o princípio de funcionamento, des-
critos os aspectos arquitecturais mais relevantes e referidos apenas os sinais mais importan-
tes da implementação. Contudo, os nomes dos sinais são na generalidade dos casos auto-
explicativos para quem dominar as características fundamentais e o modelo de programação
da arquitectura MIPS32.
Na parte superior da figura 4.2 são visíveis os portos do processador para ligação às memó-
rias de dados e de código (sinais de controlo e barramentos de dados e endereços). A este
nível o processador pode usar espaços de endereçamento de dados e de código independen-
tes (modelo de Harvard) ou combinados (modelo de von Neumann). Tudo depende da forma
como for feita a interface com a memória externa.
Na figura 4.2 são também mostrados todos os barramentos para transferência de dados entre a
CPU, os coprocessadores e a memória externa assim como os respectivos sinais de controlo.
Finalmente, todos os sinais de estado e controlo do mecanismo de excepções que interligam
a CPU e o Cop0-MEC são mostrados na parte inferior da figura 4.2. O papel desempenhado
por alguns destes sinais será explicado durante a discussão dos níveis hierárquicos inferiores
do processador ARPA-CP.
4.3.1 O Módulo CPU
O módulo CPU do processador ARPA-CP implementa todas as instruções que operam sobre
números inteiros da arquitectura MIPS32. No entanto, para facilitar o projecto, as instruções
de divisão com e sem sinal são implementadas através de emulação em software, com base
no mecanismo de excepções do processador e de forma completamente transparente para as
aplicações.
Apesar das divisões não estarem implementadas em hardware, o módulo Cop0-MEC e o
pipeline da CPU foram dotados de mecanismos que permitem obter tempos de execução
das divisões inferiores aos resultantes de uma realização completa em software (tais como a
pré-descodificação da instrução e operações aritméticas em 64 bits, etc.).
Além de todas as outras operações aritméticas, o suporte para as instruções de multiplicação
e divisão é fundamental quando se pretende utilizar linguagens de alto-nível, uma vez que
o compilador pode gerar implicitamente estas instruções, por exemplo na manipulação de
ponteiros das linguagens C ou C++.
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A organização interna do módulo CPU do processador ARPA-CP (ilustrada na figura 4.3)
baseia-se numa estrutura pipelined com as cinco etapas tradicionais:
• Carregamento de Instruções (Instruction Fetch - IF);
• Descodificação de Instruções (Instruction Decode - ID);
• Execução (Execution - EX);
• Acesso à Memória de Dados (Memory Access - MA);
• Escrita do Resultado (Write Back - WB).
Os módulos Instruction Fetch, Instruction Decode, Execute, Memory Access e Write Back,
representados na figura 4.3, implementam as respectivas etapas do pipeline.
O módulo Multiplication Pipeline implementa as instruções de multiplicação com e sem
sinal. Estas estão implementadas num pipeline separado, uma vez que utilizam registos e
unidades funcionais específicas.
O módulo Hazard Control Unit mostrado na figura 4.3 é responsável por gerir e controlar a
resolução de eventuais dependências de dados entre a instrução que se encontra na etapa ID
e as instruções que se encontram em etapas mais avançadas do pipeline.
A observação da figura 4.3) permite concluir que:
• A generalidade dos sinais propagam-se da esquerda para a direita, isto é, de montante
para jusante no pipeline (exceptuando os sinais relacionados com as instruções de
salto gerados pela etapa ID e os sinais representados na parte inferior da figura, que
controlam a escrita do resultado da instrução no registo de destino, a detecção e a
resolução de dependências entre instruções);
• Os portos relativos à memória de código estão ligados à etapa IF;
• Os portos relativos à memória de dados estão ligados à etapa MA;
• Os portos responsáveis pela transferência de dados entre a CPU e os coprocessadores
estão ligados à etapa ID;
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Figura 4.3: Diagrama esquemático interno da CPU do processador ARPA-CP constituído
pelas cinco etapas do pipeline principal, pelo pipeline específico das multiplicações e pelo
módulo de gestão de dependências de dados.
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• Os portos relativos aos indicadores de excepção estão ligados à etapa EX, uma vez que
esta é a última etapa onde podem ser detectadas situações de excepção devendo a sua
geração e tratamento ter início quando a instrução causadora chega a este ponto, de
forma a garantir a correcta execução sequencial do programa.
Para resolver dependências de dados entre instruções apenas é usado o mecanismo de forwar-
ding. Os motivos desta opção prendem-se com o objectivo de construir um processador
determinístico tal como explicado no capítulo 2.
A evolução das instruções no pipeline tem lugar nos flancos descendentes do sinal de relógio
da CPU (sinal clk). As operações de leitura e escrita da memória e periféricos têm lugar
nos flancos ascendentes do mesmo sinal.
4.3.1.1 Etapa de Carregamento de Instruções (IF)
A etapa IF do processador ARPA-CP é responsável pela leitura de instruções da memória de
código. O seu diagrama esquemático é mostrado na figura 4.4.
O registo REG2IF , designado por PC (Program Counter), armazena o endereço da próxima
instrução a carregar da memória (presente no sinal s_pcCurrent). A sua actualização é
desactivada em caso de paragem do pipeline, isto é, quando o sinal stageStall é activado.
Isto pode acontecer devido a dependências de dados entre instruções que não possam ser
resolvidas por forwarding.
O próximo valor do PC (sinal s_pcNext) é proveniente de uma de quatro fontes seleccio-
nadas pelo multiplexador MUX1IF (controlado pelo sinal pcSrcMuxSel):
• O endereço da instrução armazenada na palavra de memória imediatamente a se-
guir àquela onde está armazenada a instrução actual, sendo calculado pelo somador
ADD1IF (sinal s_pcPlus4). Dado que cada instrução ocupa uma palavra de 32
bits e a memória é endereçável ao byte, as instruções estão armazenadas em memória
espaçadas de quatro endereços;
• O endereço de memória especificado pela instrução de salto incondicional eventual-
mente presente na etapa ID (indicado pelo sinal jumpTarget);
• O endereço de memória especificado pela instrução de salto condicional eventual-
mente presente na etapa de ID (indicado pelo sinal branchTarget);
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• O endereço de memória fornecido pelo Cop0-MEC correspondente ao início da rotina
de tratamento da excepção detectada (indicado pelo sinal exceptionTarget).
O comparador CMP1IF é responsável por verificar se o endereço da próxima instrução que
vai ser carregado no PC está alinhado, isto é, se é múltiplo de quatro. No caso de não estar
alinhado activa um indicador de erro (sinal s_codeAlignError), de forma a que seja
gerada uma excepção para tratamento desta situação de erro.
O registo REG1IF é o registo de pipeline colocado à saída da etapa IF.
Esta etapa deve apresentar uma latência de um ciclo de relógio, caso contrário a inserção
de uma instrução no branch delay slot de uma instrução de salto (in)condicional, tal como
definida na arquitectura MIPS32, deixa de ser suficiente para resolver as dependências de
controlo que ocorrem nestas situações, perdendo-se assim a compatibilidade com os com-
piladores standard da arquitectura MIPS32. O sinal branchJumpFlag, proveniente da
etapa ID é usado para indicar se a instrução em IF se encontra (ou não) numa branch delay
slot.
4.3.1.2 Etapa de Descodificação de Instruções (ID)
A etapa ID do processador ARPA-CP, ilustrada nas figuras 4.5 e 4.6, é responsável por:
• Descodificar a instrução que se encontra nesta etapa, isto é, determinar o seu tipo,
as operações efectuadas durante a sua execução, os respectivos operandos e gerar os
sinais de controlo correspondentes (funções realizadas pelo módulo Instruction Deco-
der);
• Estender o operando imediato de 16 bits, eventualmente codificado na própria instru-
ção, com ou sem sinal, consoante a instrução, de forma a representá-lo em 32 bits
(função realizada pelo módulo Zero/Sign Extender);
• Determinar, no caso de uma instrução de salto condicional, se a execução prossegue
de forma sequencial ou se em vez disso continua no endereço alvo do salto (função
realizada pelo módulo Register Evaluation Unit);
• Calcular, no caso de uma instrução de salto condicional, o endereço alvo do salto
(realizado pelo somador ADD1ID);
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• Determinar, no caso de uma instrução de salto incondicional, o endereço alvo do salto
(realizado pelo multiplexador MUX1ID);
• Seleccionar o índice do registo onde deve ser escrito o resultado da instrução (realizado
pelo multiplexador MUX2ID);
• Lêr o(s) operando(s) da instrução que se encontra(m) armazenado(s) nos registo(s) de
uso geral (implementado(s) pelo módulo Register Bank);
• Escolher os operandos que vão ser aplicados às entradas da Unidade Aritmética e
Lógica (Arithmetic and Logic Unit - ALU) na próxima etapa (realizado pelos multi-
plexadores MUX3ID e MUX4ID);
• Seleccionar o valor que vai ser armazenado na memória de dados na etapa MA (reali-
zado pelo multiplexador MUX5ID).
A descodificação de instruções é implementada pelo módulo Instruction Decoder (ver figura
4.5). Este módulo gera vários sinais de controlo, com base nos campos da instrução. Esses
sinais serão propagados no pipeline juntamente com a respectiva instrução. De notar que a
unidade de controlo de um processador pipelined é normalmente muito simples e em muitos
casos consiste apenas num descodificador de instruções meramente combinatório, uma vez
que os sinais de controlo se propagam no pipeline juntamente com a respectiva instrução até
à etapa onde são usados.
O banco de registos de uso geral, implementado pelo módulo Register Bank (ver figura 4.6),
é essencialmente uma memória de 32 palavras de 32 bits cada, em que a escrita é síncrona
e a leitura assíncrona. De notar que o registo índice zero ($0) da arquitectura MIPS possui
sempre o valor 0x00000000 armazenado.
É importante referir que, o banco de registos é desenhado na etapa ID, por uma questão de
conveniência, uma vez que é aqui que são lidos os operandos das instruções. No entanto, a
escrita do resultado é feita somente na etapa WB, sendo esta a razão das linhas que interligam
as etapas WB e ID no diagrama esquemático da CPU na figura 4.3.
O módulo Forwarding Unit (ver figura 4.6) é responsável pela resolução de possíveis depen-
dências de dados entre a instrução que se encontra nesta etapa (ID) e instruções que se encon-
trem em etapas mais avançadas do pipeline. Quando o operando de uma instrução presente
nesta etapa for o resultado de outra instrução que se encontra numa etapa mais avançada do
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pipeline, o valor armazenado no respectivo registo não deve ser considerado porque não está
actualizado. Nestes casos, desde que o resultado já seja conhecido, o módulo Forwarding
Unit pode efectuar o seu encaminhamento da etapa onde se encontra para os multiplexadores
MUX3ID, MUX4ID e MUX5ID, resolvendo desta forma a dependência de dados.
O módulo Register Evaluation Unit (ver figura 4.6) determina se a condição de teste do
valor dos registos especificada na instrução é verdadeira ou falsa e activa em conformidade
um indicador (sinal s_conditionFlag) que será testado pelo Instruction Decoder nas
instruções condicionais de salto e transferência de dados.
O registo REG1ID é o registo de pipeline colocado à saída da etapa ID.
A etapa ID deve ter uma latência de um ciclo de relógio, pelo que em conjunto, as duas
primeiras etapas devem apresentar uma latência de dois ciclos, sendo esta também a duração
da execução das instruções de salto (in)condicional. O forwarding deve ser feito para esta
etapa precisamente para permitir a avaliação da condição de teste das instruções de salto
condicional em ID.
4.3.1.3 Etapa de Execução (EX)
A etapa EX do processador ARPA-CP, ilustrada na figura 4.7, é responsável pela:
• Realização das operações aritméticas, lógicas, deslocamento e comparação (efectua-
das pelo módulo Pipelined ALU);
• Determinação do endereço das instruções de acesso à memória de dados para a etapa
seguinte do pipeline (realizada pelo módulo Pipelined ALU);
• Verificação do alinhamento do endereço calculado dependendo do tipo de operação de
acesso à memória (realizada pelo módulo Data Memory Control Unit);
• Geração dos sinais de controlo da memória de dados em função do tipo de operação e
do endereço calculado (realizada pelo módulo Data Memory Control Unit);
• Multiplexagem da informação a armazenar na memória de dados (realizada pelo mó-
dulo Store Mux Unit);
• Inserção no pipeline principal da CPU do resultado proveniente do pipeline de multi-
plicação (realizado pelo multiplexador MUX1EX);
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• Detecção e resolução de dependências de dados entre a instrução actual da etapa ID e
a que se encontra nesta etapa (EX) (realizada pelo módulo Hazard Handling Unit).
A ALU realiza operações aritméticas (adição e subtracção), operações lógicas bit-a-bit (AND,
OR, NOR, XOR), deslocamento à esquerda e à direita (lógico e aritmético), rotações e com-
parações. No caso de operações aritméticas é também detectada a ocorrência de situações de
overflow. A estrutura concebida para a ALU é parametrizável permitindo na sua instanciação
especificar os seguintes parâmetros:
• Número de bits da palavra (por omissão = 32);
• Número de bits usados para especificar os deslocamentos (por omissão = 5);
• Latência das operações, isto é, o número de etapas do seu pipeline interno (por omissão
= 0).
Assim, ao contrário das duas primeiras etapas do pipeline, a latência da etapa EX pode ser
especificada durante a síntese do processador.
O registo REG2EX colocado ao lado da ALU destina-se a atrasar a propagação dos sinais
de controlo o mesmo número de ciclos de relógio que a latência da ALU.
O módulo Data Memory Control Unit gera os sinais de controlo da memória de dados em
função do tipo de instrução (load/store), do tamanho do operando (byte/halfword/word) e do
endereço acedido.
O módulo Store Mux Unit determina o valor a escrever na memória em função do valor do
registo de dados lido na etapa ID, do tipo de instrução (load/store) e do tamanho do operando
(byte/halfword/word).
Os indicadores de excepção e sinais relacionados que interligam a CPU e o Cop0-MEC são
retirados desta etapa, uma vez que a partir daqui todas as instruções são concluídas com
sucesso, isto é, não podem ser anuladas devido a uma excepção.
A interface e a função do módulo Hazard Handling Unit serão descritas na secção 4.3.1.7.
Finalmente, o registo REG1EX é o registo de pipeline colocado à saída da etapa EX.
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Figura 4.7: Diagrama esquemático interno da etapa de Execução (EX) do processador ARPA-
CP.
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4.3.1.4 Etapa de Acesso à Memória de Dados (MA)
A etapa MA do processador ARPA-CP, representada na figura 4.8, é responsável por:
• Controlar todos os sinais de acesso à memória de dados;
• Detectar e resolver as dependências de dados entre a instrução actual da etapa ID e a
que se encontra nesta etapa (MA) (realizada pelo módulo Hazard Handling Unit).
O registo REG1MA é o registo de pipeline colocado à saída da etapa MA.
A etapa MA pode ou não ser decomposta em sub-etapas consoante a frequência de funciona-
mento do processador e o tempo de acesso à memória de dados. Numa implementação em
que se usem os blocos de memória internos da FPGA, tal não é necessário, sendo a latência
desta etapa de um ciclo de relógio.
O módulo Hazard Handling Unit é semelhante ao da etapa EX, diferindo apenas nos parâ-
metros usados. A sua interface e operação serão descritas na secção 4.3.1.7.
4.3.1.5 Etapa de Escrita do Resultado (WB)
A etapa WB do processador ARPA-CP, ilustrada na figura 4.9 é responsável por gerar os
sinais de controlo e multiplexar os dados nas instruções que produzem um resultado para
ser escrito no banco de registos de uso geral (módulo Register Bank) representado na etapa
ID. A geração dos sinais de controlo para o banco de registos é realizada pelo módulo Write
Back Control Unit. A multiplexagem do resultado é feita pela unidade Write Back Mux Unit
em função do tipo de instrução.
Devido à simplicidade das operações realizadas, esta etapa possui tipicamente um caminho
crítico interno inferior ao das restantes etapas. Por esta razão foi prevista a possibilidade
da escrita do resultado no registo poder ser feita no final ou alternativamente a meio do
ciclo básico do processador, isto é, no flanco descendente ou no ascendente do sinal de
relógio, respectivamente. Por este motivo, a etapa WB não necessita, para a tecnologia de
implementação e frequências alvo, de ser decomposta em sub-etapas. Além disso, se a
escrita do resultado da instrução no registo destino for realizada a meio do período do sinal
de relógio, deixa de ser necessário o forwarding desta etapa para ID.
O módulo Hazard Handling Unit é semelhante ao das etapas EX e MA, diferindo apenas nos
parâmetros usados. A sua interface e operação serão descritas na secção 4.3.1.7.
122 CAPÍTULO 4. IMPLEMENTAÇÃO DE PROCESSADORES PIPELINED EM FPGA
mao_wordRightLdSt
mao_cpuLoadFlag
mao_operationSize
mao_wordLeftLdSt
mao_signedOp
mao_aluResult
mao_dstRegWrite
mao_dstRegIndex
ma_op0RegIndex
wb_op1HzdFlag
ma_op1RegIndex
mao_dataFromMemory
mai_aluResult
mai_wordRightLdSt
mai_cpuLoadFlag
mai_operationSize
mai_wordLeftLdSt
mai_signedOp
ma_forwardData
clk
reset
wb_op0HzdFlag
mai_dataToMemory
clk
reset
dataMemEnable
dataMemWrite
dataMemAddress
dataToMemory dataFromMemory
mai_dataMemEnable
mai_dataMemWrite
mao_slowOpFlag
[3]
[2]
[1]
[1] s_slowOpFlag
[3] s_dstRegIndex
[2] s_dstRegWrite
ex_op0RegIndex
ma_op0FwdFlag
ma_op1FwdFlag
ma_op1HzdFlag
ex_op1RegIndex
mai_dstRegWrite
mai_dstRegIndex
ma_op0HzdFlag
mai_slowOpFlag
REG1MA
ARPA-CP - Schematic Diagrams.vsd[8](MA); 6 May, 2007; © Arnaldo Oliveira
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Figura 4.8: Diagrama esquemático interno da etapa de Acesso à Memória de Dados (MA) do
processador ARPA-CP.
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Figura 4.9: Diagrama esquemático interno da etapa de Escrita do Resultado (WB) do pro-
cessador ARPA-CP.
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4.3.1.6 Pipeline de Multiplicação
As instruções de multiplicação sobre inteiros no processador ARPA-CP são realizadas no
módulo Multiplication Pipeline representado na figura 4.3. Este módulo suporta as opera-
ções de multiplicação com e sem sinal da arquitectura MIPS32 e instruções associadas para
transferência de informação com os registos específicos deste pipeline.
O início deste módulo encontra-se ao nível da etapa EX do pipeline da CPU, podendo o final
estar alinhado com as etapas EX, MA ou WB, consoante o nível de pipelining especificado
durante a fase de síntese do processador.
Na sua implementação tirou-se partido dos multiplicadores dedicados de 18 × 18 bits de
inteiros com sinal existentes nas FPGAs da Xilinx, ligando-os de forma a construir um mul-
tiplicador de 32 × 32 de inteiros com e sem sinal. Além dos multiplicadores, este pipeline
inclui os circuitos lógicos para detecção de dependências e cancelamento de instruções de-
vido a situações de excepção.
4.3.1.7 Detecção e Resolução de Dependências
Um aspecto fundamental na concepção do processador ARPA-CP foi o projecto dos módulos
Hazard Control Unit e Hazard Handling Unit, os quais, em conjunto são responsáveis pela
detecção e resolução de dependências de dados entre uma instrução que se encontre na etapa
ID e outras instruções em etapas mais avançadas do pipeline.
4.3.1.7.1 Módulo Hazard Handling Unit - O módulo Hazard Handling Unit tem por
objectivos detectar dependências e determinar se podem ou não ser resolvidas por forwar-
ding. A figura 4.10 ilustra o seu interface. Este módulo foi concebido de forma a poder
ser usado em qualquer uma das etapas EX, MA ou WB, independentemente da sua latência.
Além disso, os módulos de cada uma das etapas podem ser ligados em cascata, o que sim-
plifica a concepção global do processador e a compreensão do seu funcionamento. Para tal
foi elaborado um modelo parametrizável em VHDL. Durante a instanciação do modelo em
cada uma das etapas devem ser atribuídos os valores correctos aos parâmetros. Os parâme-
tros disponibilizados são todos do tipo booleano, excepto o “latency”, e possuem o seguinte
significado:
• isWbStage - indica se a instância do módulo pertence à etapa WB;
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Figura 4.10: Interface do módulo Hazard Handling Unit do processador ARPA-CP usado
nas etapas EX, MA e WB.
• fastWbStage - considerado apenas no caso do módulo pertencer à etapa WB, es-
tando associado ao parâmetro global do processador FAST_WB_STAGE explicado na
secção 4.3.3;
• enableFwd - permite activar ou desactivar estaticamente (durante a síntese lógica do
processador) o forwading do resultado da instrução presente na etapa a que o módulo
pertence para a etapa ID;
• latency - especifica a latência interna do módulo, isto é, o número de sub-etapas
internas, correspondendo à latência da etapa subtraída de uma unidade.
As entradas dstRegWriteIn e dstRegIndexIn indicam se a instrução presente na
respectiva etapa produz um resultado que deve ser escrito num registo de uso geral do pro-
cessador e qual o respectivo índice. A informação relativa ao registo de destino do resultado
das instruções atravessa as etapas do pipeline através dos vários módulos Hazard Handling
Unit até à etapa WB. As saídas dstRegWriteOut e dstRegIndexOut de um módulo
Hazard Handling Unit destinam-se a ser ligadas às entradas correspondentes do módulo
semelhante na etapa seguinte do pipeline.
As entradas op0RegIndexIn e op1RegIndexIn indicam os índices dos registos even-
tualmente usados como operandos pela instrução presente na etapa ID. A estas entradas estão
ligadas as saídas op0RegIndexOut e op1RegIndexOut, respectivamente, de forma a
passar esta informação para a etapa seguinte do pipeline.
As entradas op0HzdFlagIn e op1HzdFlagIn são indicadores de dependências de da-
dos provenientes da etapa seguinte do pipeline. Esta informação é combinada com a detec-
ção de dependências feita em cada etapa e propagada para trás no pipeline através das saídas
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op0HzdFlagOut e op1HzdFlagOut. De facto, para que a detecção de dependências
produza resultados correctos deve ser feita da etapa WB para a EX.
A entrada slowOpFlagIn indica que a instrução presente nesta etapa é uma instrução
“lenta”, isto é, cujo resultado só é conhecido na etapa WB. Exemplos de instruções deste tipo
são as de leitura da memória de dados (loads), as divisões e eventualmente as multiplica-
ções. O resultado de todas as outras instruções é conhecido no final da etapa EX. A saída
slowOpFlagOut destina-se a ligar à entrada correspondente na etapa seguinte do pipeline.
As saídas op0FwdFlag e op1FwdFlag indicam que o operando solicitado pelas entradas
op0RegIndexIn e op1RegIndexIn está disponível nesta etapa pelo que pode ser feito
o seu forwarding para a etapa ID.
A entrada reset é um sinal de inicialização assíncrona usado durante o arranque do sis-
tema. A entrada clk é o sinal de relógio do pipeline do processador. A entrada clear é
usada nas situações de excepção para limpar de forma síncrona com o sinal de relógio a etapa
do pipeline, eliminando a instrução que aí se encontra para que seja iniciada a execução da
rotina de tratamento da excepção.
De notar que toda a detecção de dependências e a tentativa da sua resolução são feitas em
paralelo com a descodificação da instrução na etapa ID. Desta forma reduz-se o atraso de um
potencial caminho crítico do processador.
4.3.1.7.2 Módulo Hazard Control Unit - O módulo Hazard Control Unit, pertencente
ao módulo CPU e cujo interface é ilustrado na figura 4.11, é responsável por determinar se
a instrução presente na etapa ID pode avançar no pipeline, ou se a etapa ID (e consequen-
temente a IF) devem ser congeladas até que todos os operandos de que necessite estejam
disponíveis. Esta decisão é baseada na seguinte informação:
• Sinais op0DependFlag e op1DependFlag que indicam qual ou quais os operan-
dos efectivamente usado(s) pela instrução presente na etapa ID;
• Sinais ex_op0HzdFlag e ex_op1HzdFlag que indicam qual ou quais os operan-
dos potencialmente causadores de uma dependência de dados;
• Sinal multDivHzdFlag que sinaliza a existência de uma dependência detectada
pelo pipeline de multiplicação;
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Control Unit
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ex_op0HzdFlag
cpuStall multDivHzdFlag
Figura 4.11: Interface do módulo Hazard Control Unit do processador ARPA-CP.
• Sinal copHazardFlag que sinaliza a existência de uma dependência detectada por
um dos coprocessadores;
• Sinais *_op0FwdFlag e *_op1FwdFlag (em que “*” representa ex, ma ou wb)
que indicam qual ou quais os operandos candidatos a forwarding e a etapa de onde
pode ser feito (EX, MA ou WB).
O princípio de funcionamento deste módulo é relativamente simples. Se o operando 0 (e/ou
1) for usado pela instrução que se encontra etapa ID, será activado o sinal op0DependFlag
(e/ou op1DependFlag) pelo descodificador de instruções. Se este operando for resultado
de uma instrução presente numa etapa mais avançada do pipeline, uma de duas coisas pode
acontecer:
• O resultado ainda não é conhecido ou o forwarding não está implementado da etapa
onde ele se encontra, pelo que a dependência não pode ser resolvida. Neste caso as
etapas IF e ID devem ser congeladas e as instruções nas restantes etapas devem prosse-
guir normalmente no pipeline. Isto consegue-se através da inserção por hardware, no
ciclo de relógio seguinte, de uma instrução nop (no operation) na etapa EX. A saída
cpuStall do módulo Hazard Control Unit será activada neste caso;
• O resultado já é conhecido e o forwarding está implementado da etapa onde ele se
encontra, pelo que a dependência pode ser resolvida. Neste caso, não é utilizado o
valor actual do registo operando da instrução em ID mas o resultado que será lá escrito
quando a respectiva instrução terminar a execução. A saída cpuStall do módulo
Hazard Control Unit ficará inactiva neste caso.
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As saídas op0FwdControl e op1FwdControl do módulo Hazard Control Unit corres-
pondem à justaposição dos sinais *_op0FwdFlag e *_op0FwdFlag, respectivamente,
sendo usadas para controlar a multiplexagem no módulo Forwarding Unit na etapa ID. De
notar que a prioridade de cada um dos indicadores de forwarding dos sinais op0FwdControl
e op1FwdControl varia de forma decrescente da etapa EX para a etapa WB, uma vez que
na primeira encontra-se a instrução mais recente do pipeline enquanto na última está presente
a mais antiga.
Finalmente, a entrada stallProcessor pode ser usada para suspender o carregamento
de instruções da memória de código, independentemente da ocorrência de dependências,
podendo ser controlada externamente.
4.3.2 O Módulo Cop0-MEC
O módulo Cop0-MEC implementa o Coprocessador 0 da arquitectura MIPS32 responsável
pela gestão de memória e tratamento de situações de excepção, disponibilizando um conjunto
de registos de estado e controlo para configuração e diagnóstico do processador.
Através do Cop0-MEC o processador pode operar em diversos modos de operação, também
designados por níveis de execução: Utilizador (User), Depuração (Debug), Privilegiado
(Kernel), Excepção (Exception) e Erro (Error) 4. Os programas que executam em modo
Privilegiado, Excepção ou Erro têm acesso a todas as características do processador (todos
os registos da CPU e coprocessadores e espaço de endereçamento completo). Por outro
lado, as aplicações que executam em modo Utilizador só têm acesso a um subconjunto dos
recursos, mais concretamente, aos registos da CPU e da FPU, a parte dos registos do Cop-
MEC e a um espaço de endereçamento limitado.
O diagrama esquemático deste coprocessador encontra-se na figura 4.12.
O módulo Cop0 Instruction Decoder descodifica as instruções implementadas por este co-
processador. A opção de cada coprocessador descodificar as suas próprias instruções torna o
projecto do processador mais modular e facilita a adição de novas instruções ou coprocessa-
dores sem que para tal seja preciso alterar o descodificador de instruções da CPU.
O módulo Cop0 Pipeline tem como funções:
4O modo Depuração não está ainda disponível, estando reservado para utilização futura.
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Figura 4.12: Diagrama esquemático interno do coprocessador Cop0-MEC do processador
ARPA-CP.
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• A propagação das instruções até ao final da etapa EX onde o seu resultado é escrito no
registo destino;
• A detecção de dependências entre instruções que se encontrem no pipeline deste co-
processador.
O módulo Cop0 Pipeline garante a sequência de execução correcta das instruções no pi-
peline. De notar que as instruções implementadas pelo Cop0-MEC são essencialmente de
transferência de informação com a CPU, pelo que, ao contrário da CPU, este coprocessador
não possui as etapas MA e WB do pipeline.
O módulo Cop0 Registers Handling Unit mapeia todos os registos de estado e de controlo
do Cop0-MEC num banco de registos visível da CPU. O modelo de programação deste
coprocessador com a descrição de todos os registos é apresentado no apêndice B.
O módulo Tick Timer Unit gera eventos periódicos a uma frequência programável podendo
ser utilizado para implementar o relógio do sistema.
O módulo Exception Management Unit realiza todas as operações relacionadas com o con-
trolo, geração e tratamento de situações de excepção. Às suas entradas estão aplicados todos
os indicadores de excepção provenientes da etapa EX da CPU. Em resposta a uma situação
de excepção, esta unidade cancela todas as instruções seguintes do pipeline, comuta o pro-
cessador para o modo de operação de Excepção e inicia a execução da respectiva rotina de
tratamento.
Finalmente, o módulo Interrupt Generation Unit aceita pedidos de interrupção de uma li-
nha não mascarável, de periféricos externos e do módulo Tick Timer Unit. De acordo com
as prioridades e máscaras definidas gera pedidos de excepção ao módulo Exception Mana-
gement Unit para que a interrupção seja atendida. O diagrama esquemático deste módulo
encontra-se na figura 4.13.
4.3.2.1 Excepções
Para garantir um comportamento sequencial correcto das operações e para simplificar o pro-
jecto do processador todas as excepções são tratadas na última etapa onde podem ocorrer, ou
seja na etapa EX.
Os tipos de excepções detectadas e suportadas pelo processador ARPA-CP são as seguintes:
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Figura 4.13: Diagrama esquemático interno do módulo Interrupt Generation Unit.
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• Interrupção (solicitada por periféricos externos e temporizadores);
• Instrução reservada ou desconhecida (detectada na etapa ID);
• Overflow nas instruções aritméticas realizadas na ALU (detectada na etapa EX);
• Erro no endereço de leitura da memória (detectada na etapa EX nas instruções load);
• Erro no endereço de escrita na memória (detectada na etapa EX nas instruções store);
• Chamada ao sistema (realizada pela instrução syscall);
• Ponto de paragem (realizada pela instrução break);
• Erro na verificação de uma condição (realizada pela instrução trap, sendo a condição
avaliada na etapa EX);
• Coprocessador não acessível no modo de operação actual (detectada na etapa ID);
• Coprocessador 2 (solicitada pelo módulo Cop2-OSC nas situações descritas no capí-
tulo 6).
De notar que na arquitectura MIPS32 nunca ocorrem situações de overflow nas instruções
de multiplicação e divisão de inteiros. Além disso, as divisões por zero também não geram
excepções devendo esta situação ser detectada e evitada por software.
No caso do processador ARPA-CP, a ocorrência de uma excepção em modo Utilizador ou
Privilegiado provoca o cancelamento de todas as instruções que se encontram nas etapas IF,
ID e EX, para que não seja concluída qualquer instrução depois da instrução onde ocorreu a
excepção. Seguidamente o processador é comutado para o modo de operação de Excepção e
é carregado no registo Program Counter da etapa IF o vector da excepção, isto é, o endereço
inicial da rotina que vai ser executada para tratamento da excepção. Se o processador já se
encontra em modo de Excepção e é gerada uma nova excepção, o procedimento é análogo à
situação anterior, mas neste caso o processador é comutado para o modo de operação Erro.
Os seguintes dois sinais, gerados pelo coprocessador Cop0-MEC, controlam o cancelamento
das instruções nas etapas EX e anteriores do pipeline da CPU e dos coprocessadores, sempre
que ocorre uma situação de excepção:
• exceptDetected - indica a detecção de uma excepção no ciclo de relógio actual;
• handleException - indica o início do processamento de uma excepção.
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4.3.3 Modelação
O processador ARPA-CP foi completamente modelado em VHDL ao nível de abstracção
RTL. Desta forma foi possível construir um modelo sintetizável e completamente indepen-
dente da tecnologia de implementação. Para obter uma implementação concreta do proces-
sador deverá ser utilizada uma ferramenta de síntese específica da tecnologia de implemen-
tação pretendida. A função dessa ferramenta é transformar a descrição comportamental do
processador num modelo estrutural constituído por primitivas da tecnologia alvo.
O modelo concebido é parametrizável, isto é, disponibiliza um conjunto de parâmetros que
podem ser facilmente modificados durante a fase de síntese de forma a alterar alguns aspectos
do processador, mais concretamente do seu pipeline. É por esta razão que este processador
se designa por ARPA-CP (ARPA - with Configurable Pipeline), uma vez que o seu pipeline é
configurável. Os parâmetros disponibilizados no modelo estão resumidos na tabela 4.1.
O parâmetro EX_STAGE_LATENCY permite especificar a latência da etapa EX, a qual está
relacionada com a latência da ALU e do pipeline das instruções de multiplicação. Este
parâmetro permite analisar o impacto da latência da ALU e do seu caminho crítico no de-
sempenho do processador, isto é, na frequência máxima de funcionamento e na ocorrência
de paragens do pipeline devido a dependências de dados.
O valor do parâmetro FAST_WB_STAGE depende do atraso do caminho crítico da etapa
WB. Se este atraso for inferior a metade do período do sinal de relógio do processador, este
parâmetro pode tomar o valor “true”, o que significa que a escrita do resultado da instrução
no registo destino será feita a meio do ciclo (no flanco ascendente do sinal de relógio). Caso
contrário, este parâmetro deverá possuir o valor “false”, sendo a operação de escrita feita no
final do ciclo (no flanco descencente do sinal de relógio).
Os parâmetros EX_ENABLE_FWD, MA_ENABLE_FWD e WB_ENABLE_FWD permitem
activar ou desactivar estaticamente, isto é, implementar ou suprimir o forwarding do resul-
tado para a etapa ID das etapas EX, MA e WB, respectivamente. Activar o forwarding de
todas as etapas maximiza a capacidade do processador para resolver dependências de dados.
No entanto, aumenta também a complexidade do módulo Forwarding Unit da etapa ID, que
se estiver no caminho crítico do processador pode provocar a degradação do seu desempenho
devido à redução da frequência máxima de funcionamento.
O parâmetro ADV_REGISTER_CMP permite de uma forma especulativa, isto é, conside-
rando todas as hipóteses de forwarding, determinar se a condição de teste do valor dos regis-
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Nome do Parâmetro Valores Possíveis Significado do Parâmetro
EX_STAGE_LATENCY ≥ 1 Latência da etapa EX do pipeline
FAST_WB_STAGE true, false “true/false” para etapas WB rápi-
das/lentas
EX_ENABLE_FWD true, false “true” implementa o forwarding da
etapa EX do pipeline
MA_ENABLE_FWD true, false “true” implementa o forwarding da
etapa MA do pipeline
WB_ENABLE_FWD true, false “true” implementa o forwarding da
etapa WB do pipeline
ADV_REGISTER_CMP true, false “true” activa a comparação especu-
lativa dos registos em paralelo com
a detecção de dependências e com o
forwarding
EMUL_INT_DIVISION true, false “true” inclui os circuitos que imple-
mentam a emulação suportada por
hardware das divisões de números in-
teiros
Tabela 4.1: Parâmetros do modelo do processador ARPA-CP.
tos especificada na instrução é verdadeira ou falsa.
Finalmente, o parâmetro EMUL_INT_DIVISION permite incluir ou suprimir os circuitos que
implementam a emulação suportada por hardware das divisões de números inteiros.
4.3.4 Fluxo de Projecto de Aplicações
A figura 4.14 ilustra o fluxo de projecto base para aplicações baseadas no processador ARPA-
CP, no qual se basearam os testes iniciais e a avaliação do desempenho apresentada no capí-
tulo 7. Este fluxo de projecto é constituído por dois subfluxos: o de hardware e o de software.
Para não sobrecarregar a figura 4.14, não são mostrados os ciclos do projecto corresponden-
tes às sucessivas iterações das etapas de desenvolvimento. No apêndice A será mostrado um
fluxo de projecto mais completo para aplicações baseadas no sistema integrado ARPA-SoC,
o qual integra todo o trabalho realizado no contexto deste doutoramento e projectos satélite.
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4.3.4.1 O Subfluxo de Hardware
Do ponto de vista do utilizador do núcleo de propriedade intelectual, a integração do proces-
sador ARPA-CP num projecto concreto consiste em quatro etapas fundamentais: especializa-
ção do modelo, síntese, implementação e prototipagem/programação da FPGA. Na primeira
fase, com base no modelo em VHDL parametrizável concebido, são atribuídos valores con-
cretos aos parâmetros. Seguidamente, com o auxílio de uma ferramenta de síntese adequada,
é gerado o hardware que implementa o modelo, isto é, o modelo RTL do processador é con-
vertido num modelo estrutural constituído por primitivas da tecnologia de implementação
alvo. Na fase de implementação, também com o auxílio de ferramentas adequadas, é pro-
duzida uma realização concreta do processador em que a localização física das primitivas
geradas na fase anterior, bem como as suas interligações estão já definidas. A última fase é a
prototipagem do processador em ASIC ou em FPGA. No segundo caso, o resultado da fase
de implementação é um ficheiro de configuração que deve ser carregado na FPGA durante a
inicialização do sistema com o auxílio de ferramentas de programação e hardware adequado
ou alternativamente no sistema final usando uma memória não volátil de configuração.
Como neste trabalho são usadas FPGAs da Xilinx, por conveniência foi usado o ambiente
Xilinx ISE (Integrated Synthesis Environment) [Xil06b] que integra um editor de VHDL, o
motor de síntese XST (Xilinx Synthesis Technology) e a ferramenta PAR (Place and Route),
além de outras aplicações bastante úteis para o desenvolvimento de sistemas digitais com-
plexos baseados em FPGAs, tais como simuladores, ferramentas de análise, visualização e
previsão dos tempos de atraso do circuito e do seu consumo energético.
4.3.4.2 O Subfluxo de Software
O desenvolvimento de aplicações de software para executar no processador ARPA-CP pode
ser feito com as linguagens de programação Assembly, C e C++. As ferramentas de compila-
ção adoptadas para este efeito são as disponibilizadas gratuitamente pela MIPS Technologies,
Inc., designadas por MIPS-SDE Lite [MIP07] e descritas resumidamente no apêndice A. A
partir do código fonte da aplicação e com o auxílio do compilador adequado é gerado o có-
digo objecto. Seguidamente, com uma ferramenta designada por linker, o código objecto é
associado com as bibliotecas pretendidas (utilizador, linguagem e sistema). O resultado final
desta fase é um ficheiro com um programa executável que pode ser usado de três formas
distintas:
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• Programação da memória SRAM / EEPROM / FLASH do sistema - Esta é a uti-
lização mais usual, sendo o método e ferramentas empregues dependentes do sistema
alvo e da tecnologia da memória. No apêndice A é descrito um fluxo de projecto
baseado nesta abordagem;
• Integração do programa executável no ficheiro de configuração da FPGA - Isto
é possível desde que o processador seja implementado numa FPGA com blocos de
memória internos que sejam usados para construir as respectivas memórias de código
e de dados. Com o aumento da capacidade das memórias internas da FPGAs, esta
é uma alternativa cada vez mais interessante. Além disso, foi também a abordagem
empregue para efeitos da avaliação do desempenho apresentada no capítulo 7 e para
integrar o código de arranque do processador e serviços de baixo nível no ficheiro de
configuração da FPGA;
• Execução do programa num emulador/simulador do processador - Esta aborda-
gem é bastante útil do ponto de vista do desenvolvimento de uma aplicação quando
não se possui uma implementação real de um processador ARPA-CP ou quando se
pretende um bom controlo e visibilidade interna de todos os seus registos, sendo com-
plementar à prototipagem rápida e depuração do processador em FPGA. Além disso,
é também bastante interessante do ponto de vista didáctico.
A última utilização não é ainda possível actualmente devido à inexistência de um simulador
do processador ARPA-CP. Apesar de existirem simuladores ao nível da instrução da arquitec-
tura MIPS32 e de várias implementações concretas, a simulação ciclo-a-ciclo do processador
ARPA-CP, apesar de ser computacionalmente mais exigente é também mais precisa. Com
base no código VHDL está prevista a construção de um simulador resultante da compilação
directa do código VHDL e que integra o respectivo motor de simulação e mecanismos para
comunicação com o exterior para efeitos de interface com uma ferramenta de visualização
da simulação. Esta abordagem de construção do simulador tem a vantagem de partir de uma
base de código comum quer para implementação quer para simulação, logo com enormes
vantagens ao nível da precisão, consistência dos resultados e facilidade de manutenção do
modelo.
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Figura 4.14: Fluxo de projecto base para aplicações baseadas no processador ARPA-CP.
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4.3.5 Síntese e Implementação
A síntese e implementação do processador ARPA-CP foram realizadas no ambiente de de-
senvolvimento ISE 7.1i da Xilinx, tendo como alvo a FPGA XC3S1500-4BG676 da família
Spartan-3 da Xilinx [Xil06a]. Nestas FPGAs os principais componentes de uma célula ló-
gica programável elementar, também designada por slice, são duas tabelas de verdade de
dezasseis bits (quatro variáveis de entrada) e dois flip-flops.
Foram realizadas diversas experiências de implementação de forma a averiguar o impacto
dos vários parâmetros do modelo do processador na frequência máxima de funcionamento
e nos recursos da FPGA utilizados. Para cada processo de síntese foram especificados os
seguintes parâmetros:
• Latência da etapa EX;
• Tipos de forwarding implementados.
Os resultados encontram-se resumidos nas tabelas 4.2, 4.3 e 4.4 correspondendo à implemen-
tação do processador com os módulos CPU e Cop0-MEC, tal como descritos neste capítulo,
além de um conjunto de periféricos descritos no apêndice A. Através da síntese individual
do processador, constatou-se que a supressão dos periféricos não contribuia para uma di-
minuição do atraso do caminho crítico, pelo que foram incluídos nesta avaliação devido à
necessidade de interface com o exterior.
Para cada especialização e implementação do modelo do processador ARPA-CP são mostra-
das, nas tabelas 4.2, 4.3 e 4.4, as seguintes métricas:
• Frequência máxima de funcionamento (Fmax);
• Número de tabelas de verdade - lookup tables (LUTs) de 4 entradas utilizadas;
• Número de flip-flops usados;
• Percentagem de slices ocupadas da FPGA;
• Complexidade lógica equivalente do circuito.
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Latência EX Fmax (MHz) LUTs Flip-flops Slices (%) Complex. Equiv.
1 42,6 9.988 4.649 45 1.251.674
2 48,7 9.509 4.397 43 1.246.892
3 48,7 9.451 5.013 49 1.251.100
4 48,7 9.669 5.350 50 1.255.755
Tabela 4.2: Variação da frequência máxima de funcionamento e dos recursos da FPGA usa-
dos pelo processador ARPA-CP em função da latência da etapa EX (valores dos restantes
parâmetros: FAST_WB_STAGE = false; EX_ENABLE_FWD = false; MA_ENABLE_FWD
= false; WB_ENABLE_FWD = false; ADV_REGISTER_CMP = false).
Segundo o fabricante, a FPGA Spartan-3 XC3S1500 possui uma capacidade lógica equiva-
lente a cerca de 1,5 milhões de portas de sistema 5, logo pode-se afirmar que as diversas
especializações do processador ARPA-CP apresentadas nesta secção possuem uma comple-
xidade equivalente a cerca de 1,250 milhões de portas lógicas. De notar que a complexidade
lógica equivalente inclui não só o número de slices ocupadas, mas também os multiplicado-
res e os blocos de memória usados.
Da análise da tabela 4.2 pode-se concluir que a alteração da latência da etapa EX leva a
alterações da frequência máxima de funcionamento do circuito apenas quando se passa de
1 para 2 ciclos de relógio. A partir daí a frequência máxima de funcionamento mantém-
se constante para os valores de latência experimentados. Isto permite concluir que para
latências da etapa EX de 1 ciclo de relógio, o caminho crítico do processador começa por
estar nessa etapa, sendo imposto pela ALU ou pelo pipeline de multiplicação. A análise dos
relatórios temporais gerados pela ferramenta de implementação confirma esta afirmação.
De notar que a variação dos recursos utilizados não é consistente com a variação da latência.
Seria de esperar que quanto maior fosse a latência e consequentemente os níveis do pipeline,
mais flip-flops seriam necessários. No entanto, tal não acontece entre as latências de 1 e 2
ciclos. Isto deve-se provavelmente à arquitectura da FPGA, à utilização de retiming e outras
técnicas de optimização usadas pelas ferramentas de síntese e implementação.
Da exploração do espaço de projecto apresentada na tabela 4.2 pode-se concluir que o melhor
ponto corresponde à latência de 2 ciclos de relógio, sendo esta a configuração base que vai ser
usada na avaliação do impacto dos parâmetros de forwarding nas métricas de implementação.
5O número de portas de sistema usado como medida da complexidade de um circuito digital representa a
quantidade de portas necessárias se o mesmo circuito fosse construído unicamente com portas lógicas NAND
de 2 entradas.
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Da análise da tabela 4.3 pode-se concluir que à medida que aumenta o número de etapas
com forwarding implementado, a frequência máxima de funcionamento mantém-se cons-
tante. Como este aumento afecta essencialmente a complexidade do módulo Forwarding
Unit da etapa ID, pode-se concluir que o caminho crítico do processador não se encontra nas
unidades responsáveis pela detecção e resolução de dependências. Mais uma vez, a análise
dos relatórios temporais permite concluir que, para qualquer uma das situações mostradas
na tabela 4.3, o caminho crítico está compreendido entre o final da etapa EX, o módulo
Exception Management Unit do coprocessador Cop0-MEC e a etapa IF.
Mais uma vez, devido à arquitectura da FPGA e às ferramentas de síntese e implementação,
a variação dos recursos utilizados não é consistente com os tipos de forwarding implemen-
tados.
A análise do relatório temporal permite também concluir que o caminho combinatório do
circuito com o segundo maior tempo de atraso (apenas menos 0.3 ns que o caminho crítico)
encontra-se na etapa ID e inclui toda a rede de detecção e resolução de dependências de
dados. Se devido a optimizações do circuito, alterações das opções de síntese ou mudança
da tecnologia de implementação o caminho crítico passar a estar na etapa ID é desejável
tentar reduzi-lo. Contudo uma divisão da etapa ID em sub-etapas não é no entanto possível
devido às razões relacionadas com os branch delay slots explicadas na secção 4.3.1.1. Por
este motivo será interessante averiguar se a vantagem ao nível da descodificação rápida das
instruções das arquitecturas RISC está a ser comprometida com a utilização de modelos ao
nível RTL e a implementação em dispositivos lógicos programáveis.
Por outro lado, a utilização de um esquema distribuído de detecção de dependências com
base no módulo Hazard Handling Unit revelou-se bastante simples no projecto e parametri-
zação do modelo do processador. No entanto, um circuito análogo mas centralizado poderá
apresentar menores atrasos sendo portanto mais interessante do ponto de vista do desem-
penho do processador. Obviamente estas opções só fazem sentido quando se possui uma
visão global da arquitectura do processador e dos potenciais pontos críticos, possibilitada
pelo modelo e implementações apresentadas.
Finalmente, foi também implementado um processador com os seguintes parâmetros:
• EX_STAGE_LATENCY = 2;
• FAST_WB_STAGE = true;
• EX_ENABLE_FWD = true;
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Forwarding Fmax (MHz) LUTs Flip-flops Slices (%) Complex. Equiv.
Nenhum 48,7 9.509 4.397 43 1.246.892
EX 48,7 9.534 4.406 46 1.247.030
EX + MA 48,7 9.652 4.429 42 1.248.078
EX + MA + WB 48,7 9.585 4.558 46 1.248.453
Tabela 4.3: Variação da frequência máxima de funcionamento e dos recursos da FPGA usa-
dos pelo processador ARPA-CP em função dos tipos de forwarding implementados (va-
lores dos restantes parâmetros: EX_STAGE_LATENCY = 2; FAST_WB_STAGE = false;
ADV_REGISTER_CMP = false).
Forwarding Fmax (MHz) LUTs Flip-flops Slices (%) Complex. Equiv.
EX + MA 33,3 9.322 4.242 46 1.244.359
Tabela 4.4: Variação da frequência máxima de funcionamento e dos recursos da FPGA usa-
dos pelo processador ARPA-CP quando FAST_WB_STAGE = true (valores dos restantes pa-
râmetros: EX_STAGE_LATENCY = 2; EX_ENABLE_FWD = true; MA_ENABLE_FWD =
true; WB_ENABLE_FWD = false; ADV_REGISTER_CMP = false).
• MA_ENABLE_FWD = true;
• WB_ENABLE_FWD = false;
• ADV_REGISTER_CMP = false.
Os resultados da síntese e implementação são mostrados na tabela 4.4. Estes parâmetros
levam a um processador com uma frequência de funcionamento mais baixa em virtude do
tempo disponível para algumas das operações na etapa ID passar a ser apenas meio ciclo
de relógio. O caminho com o segundo maior tempo de atraso referido acima no estudo da
variação dos tipos de forwarding implementados passa nestas circunstâncias a ser o crítico.
Neste estudo não foi apresentado o impacto nas métricas de implementação provocado pela
variação do parâmetro ADV_REGISTER_CMP, porque durante a síntese do modelo do pro-
cessador ARPA-CP com o valor true atribuído a este parâmetro, rapidamente se concluiu que
a frequência máxima de funcionamento do circuito caía para cerca de metade relativamente
aos valores aqui apresentados. Isto deve-se provavelmente à complexidade lógica do circuito
combinatório resultante e aos atrasos provocados pelos elementos programáveis da FPGA.
Cada uma das especializações apresentadas do modelo do processador ARPA-CP foi tes-
tada com sucesso com pequenos programas escritos em assembly contendo um subconjunto
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representativo das instruções suportadas, a executar a uma frequência de 24 MHz.
Capítulo 5
O Processador Multi-tarefa ARPA-MT
Sumário
Neste capítulo é apresentado o processador ARPA-MT resultante da extensão do processador
pipelined ARPA-CP do capítulo 4 com capacidades de multi-tarefa simultânea.
O capítulo começa por revêr a motivação para a utilização de técnicas de multi-tarefa si-
multânea em processadores destinados a sistemas de tempo-real. De seguida é feita uma
descrição do processador ARPA-MT, incluindo a CPU e o módulo Cop0-MEC, através de
uma decomposição sucessiva dos seus blocos principais. Por conveniência, a descrição é
feita por comparação com o processador ARPA-CP do capítulo 4, sendo realçadas as di-
ferenças relativamente a este. Após a discussão da CPU e do coprocessador Cop0-MEC,
são apresentados os três critérios que podem ser usados no escalonamento das instruções no
pipeline, nomeadamente, prioridades fixas, prioridades dinâmicas e round-robin.
Seguidamente é descrita de forma sucinta a modelação e a parametrização do processador
ARPA-MT como uma extensão do processador ARPA-CP. Finalmente são apresentados os
resultados de algumas implementações do processador ARPA-MT, com diferentes valores
dos parâmetros. Para cada especialização do modelo são indicados os parâmetros utilizados
e os resultados da síntese e implementação obtidos, nomeadamente a área ocupada da FPGA
e a frequência máxima de funcionamento.
As principais diferenças entre os processadores ARPA-CP e ARPA-MT estão relacionadas
com a identificação e a replicação do estado de cada contexto de execução, a detecção e
resolução de dependências, o mecanismo de excepções, o controlo da activação de cada um
dos contextos e a configuração da sua prioridade relativa.
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5.1 Introdução
Tal como explicado no capítulo 2, a utilização de técnicas de pipelining na implementação
de processadores permite aumentar a taxa de execução de instruções, através da sua decom-
posição em várias etapas. Em cada etapa é efectuado apenas um subconjunto das operações
necessárias para realizar cada instrução, o qual demora uma fracção do tempo total de exe-
cução da mesma. Desta forma o período do sinal de relógio que sincroniza a execução das
instruções e sua evolução ao longo das várias etapas pode ser reduzido relativamente a uma
implementação não pipelined, permitindo aumentar a frequência máxima de funcionamento
do processador. O aumento do desempenho do processador consegue-se através da execução
simultânea de várias instruções em diferentes etapas do pipeline.
De notar que a utilização de pipelining não reduz o tempo de execução das instruções (po-
dendo nalguns casos até aumentar), mas aumenta o ritmo a que são iniciadas e terminadas.
No entanto, tal como já foi referido no capítulo 2, o eventual aumento da latência das ins-
truções e a existência de instruções em diferentes fases de execução possui também o efeito
negativo de contribuir para uma maior ocorrência de dependências de dados e de controlo
entre instruções. Este efeito é ainda mais acentuado no caso de utilização de técnicas de
superpipelining e execução superescalar.
Se as dependências não puderem ser resolvidas pelos métodos tradicionais referidos no ca-
pítulo 2 (e.g. forwarding para as dependências de dados e branch delay slots para as de-
pendências de controlo), o processador não poderá iniciar uma nova instrução em todos os
ciclos de relógio, pelo que o eventual aumento do desempenho proporcionado pela utiliza-
ção simples de pipelining pode ser completamente anulado. Por esta razão, para aumentar a
eficácia do pipeline, nos processadores superpipelined e superescalares são usualmente em-
pregues técnicas complexas de execução especulativa e de reordenação das instruções. Tal
como explicado no capítulo 2 estas técnicas complicam o projecto do processador, tornam
o seu desempenho não determinístico e aumentam o seu consumo de potência, sendo por
isso inadequadas ou pouco recomendadas para aplicação em processadores para sistemas
embutidos de tempo-real. Neste capítulo é apresentada a implementação de uma abordagem
alternativa para manter o pipeline de um processador completamente preenchido e as suas
unidades funcionais ocupadas em todos os ciclos de relógio.
O processador ARPA-MT (ARPA - MultiThreaded), através da utilização de técnicas de
multi-tarefa simultânea (Simultaneous Multithreading - SMT), suporta a execução concor-
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rente de instruções de várias tarefas no seu pipeline, implementando em hardware múlti-
plos contextos de execução permanentes e independentes. Desta forma é possível reduzir o
tempo de execução de um conjunto de tarefas concorrentes. As etapas iniciais de carrega-
mento e descodificação são específicas de cada contexto. A etapa de execução e seguintes
são partilhadas no tempo por todos os contextos. A execução das instruções é feita de forma
a maximizar a utilização do pipeline. A exploração do paralelismo entre tarefas permite
utilizar de forma mais eficiente as unidades funcionais de um processador pipelined sem
recorrer a técnicas complexas de execução especulativa e/ou de reordenação das instruções.
Cada contexto de execução aproveita os ciclos de processador não utilizados pelos restantes
contextos.
Na implementação actual, o processador ARPA-MT possui apenas uma unidade funcio-
nal/ALU na etapa EX, pelo que o processador elimina apenas o desperdício vertical dos
processadores pipelined e possui um CPI (Cycles Per Instruction) unitário.
A existência de múltiplos contextos de execução em hardware tem a vantagem de reduzir
o número de comutações de contexto, maximizando o tempo disponível para o processador
realizar trabalho útil. Além disso, a quantidade de recursos requerida por cada contexto adi-
cional implementado é menor que a necessária para implementar um processador completo
de contexto único. A principal dificuldade no projecto de um processador SMT é a gestão
da complexidade introduzida pelo facto do processador se comportar como vários processa-
dores que concorrem pelo acesso às unidades funcionais partilhadas.
5.2 Estrutura Interna
A estrutura interna do processador ARPA-MT é semelhante à do processador ARPA-CP, con-
sistindo nos mesmos níveis hierárquicos. No nível superior o processador agrega os módulos
CPU, Cop0-MEC e Cop2-OSC. Tal como no capítulo 4, neste capítulo serão abordados os
dois primeiros módulos, sendo o último apresentado no capítulo 6.
Os módulos internos do processador ARPA-MT estão ilustrados na figura 5.1 juntamente com
as respectivas interligações e portos para inicialização, sincronização, activação do pipeline,
interrupções mascaráveis e não mascarável e os barramentos para ligação às memórias de
dados e de código.
As diferenças do processador ARPA-MT relativamente ao processador ARPA-CP, ao nível
da interligação entre a CPU e os coprocessadores, correspondem à replicação dos sinais
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específicos de cada contexto. Além disso, foram também adicionados os seguintes sinais,
representados na figura 5.1:
• contextSelect - indica qual o contexto seleccionado para execução num dado
ciclo de relógio e consequentemente, em que contexto deve ser carregada a próxima
instrução lida da memória de código;
• exceptionContext - indica qual o contexto onde ocorreu a excepção ou onde vai
ser atendida a interrupção cujo serviço será iniciado no próximo ciclo de relógio;
• contextRun - indica quais os contextos de execução activos e quais os inactivos em
cada instante;
• contextPriority - indica a prioridade relativa de cada um dos contextos de exe-
cução.
O sinal cpuStall do processador ARPA-CP foi substituído pelo sinal contextStall
no processador ARPA-MT, o qual possui uma linha por cada contexto para que se possa
especificar qual o contexto activo e quais os que devem ser suspensos no próximo ciclo de
relógio, uma vez que os contextos são agora activados individualmente.
De notar que os portos para ligação às memórias de código e de dados são iguais aos do
processador ARPA-CP, uma vez que num dado ciclo de relógio só um contexto pode carregar
uma instrução e no máximo só um contexto pode aceder à memória de dados.
Para não sobrecarregar os diagramas esquemáticos do processador ARPA-MT, todos os sinais
específicos de cada contexto de execução, isto é, que possuem uma instância por contexto,
são desenhados a azul. A espessura do traço usado para representar cada sinal está rela-
cionada com o número de linhas do mesmo para cada contexto. Por outro lado, os sinais
partilhados por todos os contextos são desenhados a preto, tal como nos diagramas esque-
máticos do processador ARPA-CP.
À semelhança do processador ARPA-CP do capítulo 4, para simplificar a manutenção das
figuras e ilustrar a verdadeira complexidade do sistema são mostrados os diagramas esque-
máticos completos do processador. Nesta discussão serão descritos apenas os aspectos ar-
quitecturais mais relevantes, explicado o princípio de funcionamento e referidos alguns dos
sinais do processador ARPA-MT. Contudo, para facilitar a compreensão, os nomes dos si-
nais são na generalidade dos casos auto-explicativos e coincidentes com os do processador
ARPA-CP.
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Figura 5.1: Diagrama esquemático interno do processador ARPA-MT com representação dos
cinco módulos principais (a CPU e os quatro coprocessadores), respectivas interligações,
portos com os sinais de controlo (para inicialização, sincronização e interrupções) e barra-
mentos para interface com as memórias externas (código e de dados).
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5.2.1 O Módulo CPU
O módulo CPU do processador ARPA-MT implementa as mesmas instruções da CPU do
processador ARPA-CP. A sua organização interna (ilustrada na figura 5.2) baseia-se também
numa estrutura pipelined com as cinco etapas tradicionais:
• Carregamento de Instruções (Instruction Fetch - IF);
• Descodificação de Instruções (Instruction Decode - ID);
• Execução (Execution - EX);
• Acesso à Memória de Dados (Memory Access - MA);
• Escrita do Resultado (Write Back - WB).
Os módulos Instruction Fetch, Instruction Decode, Execute, Memory Access e Write Back
representados na figura 5.2 implementam as respectivas etapas do pipeline. Enquanto no
processador ARPA-CP era implementada apenas uma instância de cada um destes módulos,
no processador ARPA-MT existem tantas instâncias dos módulos Instruction Fetch e Instruc-
tion Decode quantos os contextos de execução, isto é, cada contexto de execução possui as
suas próprias etapas IF e ID. Desta forma, o registo Program Counter e o banco de registos
de uso geral são replicados para cada um dos contextos de execução. As restantes etapas são
partilhadas no tempo por todos os contextos de execução, pelo que só existe uma instância
dos módulos Execute, Memory Access e Write Back no processador ARPA-MT.
O módulo Hazard Control Unit mostrado na figura 5.2 é responsável por gerir e controlar
a resolução de eventuais dependências de dados entre a instrução que se encontra na etapa
ID de cada um dos contextos e as instruções que se encontram em etapas mais avançadas do
pipeline. Tal como veremos mais à frente, este módulo é ligeiramente mais complexo que
no caso do processador ARPA-CP.
À semelhança do processador ARPA-CP, para resolver dependências de dados entre instru-
ções apenas é usado o mecanismo de forwarding.
As etapas IF e ID carregam e descodificam de forma independente instruções das várias
tarefas residentes no processador de acordo com o seu fluxo de execução. Em cada ciclo de
relógio é lançada uma instrução na etapa EX que não dependa do resultado de uma instrução
presente nas etapas EX, MA ou WB, ou cuja dependência possa ser resolvida por forwarding,
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caso esteja implementado. No ciclo seguinte é carregada uma nova instrução e descodificada
outra do mesmo contexto que propagou no ciclo anterior uma instrução da etapa ID para a
etapa EX.
A pesquisa da instrução a lançar na etapa EX é feita entre as instruções que se encontram
nas etapas ID de todos os contextos, as quais são obviamente independentes entre si, uma
vez que pertencem a tarefas distintas. Assim, a execução simultânea de várias tarefas no
processador ARPA-MT consiste na execução encadeada de instruções de diferentes contextos
nas etapas EX, MA e WB de forma a ocupar tanto quanto possível as unidades funcionais
do processador, mas sem usar quaisquer técnicas de execução especulativa. A comutação
do contexto de execução é feita ao nível do ciclo base do processador, sempre que houver
alteração do contexto que fornece a instrução que vai evoluir no pipeline da respectiva etapa
ID para a etapa EX.
A observação da figura 5.2) permite concluir que:
• O barramento de endereços da memória de código é controlado pelas etapas IF dos
contextos de execução (obviamente, em regime de exclusão mútua);
• Nas etapas EX, MA e WB, juntamente com a instrução também se propaga o identi-
ficador do respectivo contexto de execução (sinais *_instContext, em que “*”
representa ex, ma ou wb).
Tal como no processador ARPA-CP, a evolução das instruções no pipeline tem lugar nos
flancos descendentes do sinal de relógio da CPU (sinal clk). As operações de leitura e
escrita da memória e periféricos têm lugar nos flancos ascendentes do mesmo sinal.
5.2.1.1 Etapa de Carregamento de Instruções (IF)
Cada uma das instâncias da etapa IF do processador ARPA-MT é responsável pela leitura de
instruções da memória de código para o respectivo contexto de execução. O seu diagrama
esquemático é mostrado na figura 5.3. Esta etapa é semelhante à do processador ARPA-
CP. No entanto, devido às capacidades SMT do processador foi necessário acrescentar os
componentes BUF1IF , REG3IF e MUX2IF .
As etapas IF de todos os contextos de execução partilham os mesmos barramentos de ende-
reços e de dados da memória de código. Num dado ciclo de relógio apenas um contexto de
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Figura 5.2: Diagrama esquemático interno da CPU do processador ARPA-MT constituído
pelas cinco etapas do pipeline principal, pelo pipeline específico das multiplicações e pelo
módulo de gestão de dependências de dados.
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execução pode carregar uma instrução da memória. Assim, é necessário garantir que ape-
nas esse contexto pode controlar o barramento de endereços, ler o barramento de dados e
escrever a instrução aí presente no registo de instrução. Para este efeito foi adicionado:
• O buffer tri-state BUF1IF , o qual só está activo quando o respectivo contexto se
encontra seleccionado (sinal stageSelect activo);
• O registo REG3IF , usado como registo temporário para armazenamento da última
instrução lida da memória de código, substituindo o registo de pipeline da etapa IF no
caso do respectivo contexto de execução não ser o seleccionado no próximo período
do sinal de relógio (sinal stageStall activo).
Finalmente, o multiplexador MUX2IF selecciona a fonte da instrução que vai passar à etapa
seguinte do pipeline, isto é, escrita no registo de pipeline da etapa IF. Se o registo de pipe-
line que vai ser actualizado for do mesmo contexto que acabou de carregar a instrução da
memória de código, o multiplexador selecciona a entrada “1” (correspondente à instrução
lida directamente da memória de código), caso contrário selecciona a entrada “0” (corres-
pondente à instrução armazenada no registo temporário de instrução REG3IF ).
A função dos restantes componentes já foi explicada no capítulo anterior.
5.2.1.2 Etapa de Descodificação de Instruções (ID)
A estrutura interna de cada uma das instâncias da etapa ID do processador ARPA-MT, encontra-
se ilustrada nas figuras 5.4 e 5.5.
A única diferença de cada instância relativamente à etapa correspondente do processador
ARPA-CP é a inclusão de buffers tri-state à saída do registo de pipeline (REG3ID), contro-
lados pela entrada “OE” (Output Enable). Estes buffers destinam-se a seleccionar a etapa ID
que vai controlar as linhas da etapa EX, isto é, qual o contexto que vai ser activado de forma
a que a instrução presente na respectiva etapa ID passe para a etapa EX do processador.
De notar que o facto de se usar, ao nível da modelação, buffers tri-state para efectuar a mul-
tiplexagem dos contextos de execução, não implica que a implementação os utilize. Esta
opção deve-se à facilidade de parametrização do modelo. No entanto, consoante a tecnolo-
gia alvo e a ferramenta de síntese utilizada, os buffers tri-state podem ser convertidos em
multiplexadores, se isso for necessário ou mais vantajoso em termos de desempenho. O
comportamento do circuito é o mesmo em qualquer dos casos.
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5.2.1.3 Etapa de Execução (EX)
A etapa EX do processador ARPA-MT é ilustrada na figura 5.6. As diferenças relativamente
ao processador ARPA-CP devem-se à capacidade de multi-tarefa simultânea do processador
ARPA-MT.
Para identificar a tarefa a executar em cada uma das etapas, juntamente com a instrução é
propagado o identificador do respectivo contexto de execução (sinal instContext). Este
identificador consiste numa linha por cada contexto de execução, a qual se encontra activa
quando a instrução a executar numa dada etapa pertence a esse contexto. Esta abordagem
simplifica o projecto do processador uma vez que a informação contida neste sinal já se
encontra descodificada, além de permitir uma fácil parametrização do número de contextos
de execução.
Outro aspecto que distingue o processador ARPA-MT do ARPA-CP é a detecção e resolução
de dependências, que deve ser feita para cada contexto individualmente. Por este motivo
todos os sinais associados com a identificação dos operandos da instrução que se encontra
na etapa ID de cada contexto, os indicadores de dependências e de forwarding assim como
todos os circuitos lógicos associados são específicos desse contexto de execução. O projecto
da unidade de detecção de dependências (módulo Hazard Handling Unit) teve de ter isso em
consideração. Na secção 5.2.1.7 será discutida esta questão mais pormenorizadamente.
Finalmente, o tratamento de situações de excepção é também diferente. No processador
ARPA-CP, a ocorrência de uma excepção levava ao cancelamento de todas as instruções
seguintes. Em termos práticos, todas as etapas até à EX eram reinicializadas através da
desactivação dos sinais de controlo. No entanto, no processador ARPA-MT tal não pode
ser feito. A ocorrência de uma excepção num contexto não deve perturbar as instruções no
pipeline pertencentes aos restantes contextos. Por este motivo, o cancelamento das instruções
deve ser selectivo, isto é, só devem ser canceladas instruções pertencentes ao contexto onde
ocorreu a excepção. Este requisito afecta o projecto de todos os módulos desta etapa que
sejam atravessados por sinais de controlo, mais concretamente, da unidade de detecção de
dependências (módulo Hazard Handling Unit), das linhas de atraso em paralelo com a ALU
(registo REG2EX) e do registo de pipeline à saída da etapa EX (REG1EX).
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Figura 5.6: Diagrama esquemático interno da etapa de Execução (EX) do processador ARPA-
MT.
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5.2.1.4 Etapa de Acesso à Memória de Dados (MA)
A etapa MA do processador ARPA-MT é representada na figura 5.7. À semelhança da etapa
EX, na etapa MA, as alterações necessárias relativamente ao processador ARPA-CP estão re-
lacionadas com a detecção, resolução de dependências e lógica associada que são específicas
de cada contexto.
O módulo Hazard Handling Unit é semelhante ao da etapa EX, diferindo apenas nos parâ-
metros usados. A sua interface e operação serão descritas na secção 5.2.1.7.
Os portos de acesso à memória de dados são os mesmos do processador ARPA-CP porque
no máximo apenas um contexto de execução pode aceder à memória de dados externa em
cada ciclo de relógio.
5.2.1.5 Etapa de Escrita do Resultado (WB)
A etapa WB do processador ARPA-MT está ilustrada na figura 5.8, sendo semelhante à cor-
respondente do processador ARPA-CP.
À semelhança das etapas EX e MA, na etapa WB, as alterações necessárias relativamente
ao processador ARPA-CP estão relacionadas com a detecção, resolução de dependências e
lógica associada que são específicas de cada contexto. Além disso, os sinais de activação
da escrita no registo de destino da instrução presente nesta etapa são também específicos do
contexto de execução.
O módulo Hazard Handling Unit é semelhante ao das etapas EX e MA, diferindo apenas nos
parâmetros usados. A sua interface e operação serão descritas na secção 5.2.1.7.
5.2.1.6 Pipeline de Multiplicação
O pipeline de multiplicação é parecido com o do processador ARPA-CP, diferindo apenas
nos seguintes aspectos:
• Propagação do identificador do contexto de execução através do porto instContext;
• Detecção de dependências realizada individualmente para cada contexto;
• Cancelamento selectivo das instruções em caso de ocorrência de uma excepção.
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Figura 5.7: Diagrama esquemático interno da etapa de Acesso à Memória de Dados (MA) do
processador ARPA-MT.
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Figura 5.8: Diagrama esquemático interno da etapa de Escrita do Resultado (WB) do pro-
cessador ARPA-MT.
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5.2.1.7 Detecção e Resolução de Dependências
À semelhança do processador ARPA-CP, um aspecto fundamental na concepção do proces-
sador ARPA-MT foi o projecto dos módulos Hazard Control Unit e Hazard Handling Unit,
os quais, em conjunto são responsáveis pela detecção e resolução de dependências de da-
dos entre a instrução que se encontra na etapa ID de cada contexto de execução e outras
instruções do mesmo contexto em etapas mais avançadas do pipeline.
5.2.1.7.1 Módulo Hazard Handling Unit - O módulo Hazard Handling Unit tem por
objectivos detectar dependências e determinar se podem ou não ser resolvidas por forwar-
ding. A figura 5.9 ilustra o seu interface. Este módulo foi concebido com os mesmos ob-
jectivos de flexibilidade do correspondente módulo do processador ARPA-CP. Para tal foi
elaborado um modelo parametrizável em VHDL, que além dos parâmetros já enumerados
no capítulo anterior, possui um quinto parâmetro: hzdsDetect. Este parâmetro, especifi-
cado durante a síntese do processador, é do tipo booleano e é usado para activar ou desactivar
a detecção de dependências de dados. No caso geral, a detecção de dependências deve estar
activa (ou implementada). Veremos mais à frente as condições que têm de ser verificadas
para que a detecção de dependências possa ser desactivada (ou suprimida).
As entradas dstRegWriteIn, dstRegIndexIn e slowOpFlagIn, assim como as
saídas dstRegWriteOut, dstRegIndexOut e slowOpFlagOut possuem o mesmo
significado que no módulo Hazard Handling Unit do processador ARPA-CP e são únicas
(partilhadas) para todos os contextos, uma vez que dizem respeito à instrução que se encontra
numa dada etapa do pipeline.
Por outro lado, os portos de entrada op0RegIndexIn, op1RegIndexIn, op0HzdFlagIn
e op1HzdFlagIn e os de saída op0RegIndexOut, op1RegIndexOut, op0HzdFlagOut
e op1HzdFlagOut usados na detecção de dependências, bem como as saídas op0FwdFlag
e op1FwdFlag para controlo do mecanismo de forwarding, possuem o mesmo significado
que no módulo Hazard Handling Unit do processador ARPA-CP, mas têm uma instância
por cada contexto, uma vez que a informação que possuem é relativa a cada contexto de
execução.
A entrada reset é um sinal de inicialização assíncrona usado durante o arranque do sis-
tema. A entrada clk é o sinal de relógio do processador.
A entrada clear do módulo Hazard Handling Unit do processador ARPA-CP foi substituída
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Hazard Handling Unit
(hzdsDetect = !CYCLIC_INST_ISSUE
isWbStage = ?;
fastWbStage = ?;
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dstRegWriteIn
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slowOpFlagIn slowOpFlagOut
op1HzdFlagOut op1HzdFlagIn
reset
instContextIn
clearContext
instContextOut
Figura 5.9: Interface do módulo Hazard Handling Unit do processador ARPA-MT usado nas
etapas EX, MA e WB.
pela clearContext no processador ARPA-MT porque o cancelamento de instruções do
pipeline em caso de excepção deve ser selectivo, isto é, feito apenas dentro do contexto onde
ocorreu a excepção.
5.2.1.7.2 Módulo Hazard Control Unit - O módulo Hazard Control Unit, pertencente
ao módulo CPU e cuja interface é ilustrada na figura 5.10, é responsável por determinar se
existe uma instrução na etapa ID de um dos contextos que possa avançar no pipeline, ou se
as etapas IF e ID de todos os contextos devem ser suspensas até que tal aconteça (através
da introdução por hardware de uma ou mais instruções nop - no operation na etapa EX).
Os sinais contextStall, contextSelect, contextRun e contextPriority
mencionados na secção 5.2 são portos deste módulo.
No processador ARPA-CP este módulo apenas decidia se a instrução presente na etapa ID
poderia prosseguir no pipeline ou se esta etapa e a anterior teriam que ser temporariamente
congeladas. No processador ARPA-MT este módulo tem a responsabilidade de seleccionar
o contexto que vai lançar uma instrução na etapa EX, ou na impossibilidade de o fazer,
suspender o carregamento e a descodificação de instruções até que tal seja possível.
5.2.1.8 Escalonamento de Instruções
O escalonamento das instruções no pipeline do processador ARPA-MT resulta da necessidade
de seleccionar em todos os ciclos de relógio, uma instrução entre todas as que se encontram
na etapa ID de cada um dos contextos de execução a fim de ser lançada na etapa EX. São
candidatas as instruções independentes das que se encontram em etapas seguintes do pipeline
ou cuja dependência de dados possa ser resolvida por forwarding (se estiver implementado).
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wb_op1FwdFlag
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CYCLIC_INST_ISSUE)
stallProcessor
multDivHzdFlag
contextRun
copHazardFlag
Figura 5.10: Interface do módulo Hazard Control Unit do processador ARPA-MT.
Na implementação actual do processador ARPA-MT, esta selecção pode usar um de três
critérios disponíveis:
• Prioridades fixas;
• Prioridades dinâmicas;
• Round-robin.
No caso de prioridades fixas, e considerando N contextos de execução, o contexto 0 é o mais
prioritário e o contexto N-1 o de menor prioridade. A pesquisa de uma instrução em ID que
possa avançar no pipeline é sempre feita, em cada ciclo de relógio, do contexto 0 para o N-1,
terminando logo que seja encontrada uma.
O critério baseado em prioridades dinâmicas é semelhante ao anterior, mas neste caso a prio-
ridade relativa de cada contexto é programável durante a operação do processador, de acordo
com as necessidades das tarefas a executar. O processador ARPA-MT, sendo destinado a
sistemas de tempo-real, a prioridade de cada contexto pode ser função do tempo limite de
execução ou da prioridade da tarefa a executar nesse contexto. Relativamente ao anterior,
este critério tem a desvantagem de uma maior complexidade do módulo Hazard Control
Unit e da lógica associada à configuração da prioridade.
O critério de selecção round-robin, na implementação actual do processador, só pode ser
usado quando o número de contextos de execução é superior à soma das latências da etapas
EX, MA e WB. Neste caso é garantido que pelo menos um dos contextos não possui instruções
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nas etapas partilhadas do pipeline pelo que a instrução presente na respectiva etapa ID pode
progredir para a etapa EX. Se neste caso a selecção das instruções for feita de forma rotativa,
a detecção de dependências e o forwarding deixam de ser necessários, pelo que podem ser
suprimidos e o processador sintetizado sem a lógica que os implementa.
O critério pretendido é escolhido estaticamente na fase de síntese do processador de acordo
com o valor atribuído aos parâmetros CYCLIC_INST_ISSUE e DYN_CONTEXT_PRIO, tendo
o primeiro precedência sobre o segundo. Se CYCLIC_INST_ISSUE = true é usado o crité-
rio round-robin sendo automaticamente excluída toda a lógica de detecção e resolução de
dependências. Caso contrário, se DYN_CONTEXT_PRIO = true é usado o critério baseado
em prioridades dinâmicas sendo acrescentados os circuitos que permitem configurar a priori-
dade dos contextos. Se ambos os parâmetros possuírem o valor false, são usadas prioridades
fixas, pelo que a lógica de selecção do contexto é mais simples que no caso anterior. De
todos os critérios o round-robin é aquele que resulta numa menor complexidade lógica do
módulo Hazard Control Unit.
5.2.2 O Módulo Cop0-MEC
O módulo Cop0-MEC do processador ARPA-MT é estruturalmente semelhante ao do proces-
sador ARPA-CP. Além das funcionalidades suportadas no processador ARPA-CP são tam-
bém disponibilizados mecanismos para controlo, activação e desactivação dos contextos de
execução. O seu diagrama esquemático encontra-se na figura 5.11.
Devido às capacidades SMT deste processador, alguns recursos deste coprocessador tiveram
que ser replicados para cada contexto de execução. O seu modelo de programação, com
indicação dos recursos partilhados e específicos de cada contexto, encontra-se no apêndice
B.
Na figura 5.11, as linhas partilhadas e as específicas de cada contexto são indicadas a preto
e a azul, respectivamente. Os sinais adicionais mostrados na figura 5.11 estão relacionados
com a identificação, activação e desactivação de contextos de execução.
5.2.2.1 Excepções
Vimos no capítulo anterior que para simplificar o projecto do processador ARPA-CP as ex-
cepções devem ser tratadas na última etapa onde podem ocorrer, ou seja na etapa EX. No
processador ARPA-MT isto é igualmente verdade.
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Figura 5.11: Diagrama esquemático interno do coprocessador Cop0-MEC do processador
ARPA-MT.
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No caso do processador ARPA-CP a ocorrência de uma excepção provoca a inicialização de
todas as etapas anteriores, para que não seja concluída qualquer instrução depois da instru-
ção onde ocorreu a excepção. Seguidamente é carregado no Program Counter da etapa IF
(REG1IF ) o endereço inicial da rotina de tratamento da excepção.
No processador ARPA-MT o procedimento é o mesmo. No entanto, como algumas das eta-
pas são partilhadas por vários contextos de execução, é fundamental garantir que somente as
etapas com instruções pertencentes ao contexto onde ocorreu a excepção são inicializadas,
continuando os restantes contextos a executar normalmente sem sequer se aperceberem da
excepção. Por este motivo, os sinais exceptDetected e handleException relacio-
nados com o cancelamento das instruções no pipeline em situação de excepção, devem no
processador ARPA-MT possuir uma linha por cada contexto de execução. De notar que a
etapa EX pode ter uma latência superior a um, isto é, estar dividida em sub-etapas, cada uma
a executar uma instrução, eventualmente de contextos distintos.
O tratamento de situações de excepção no processador ARPA-MT é também simplificado
porque em cada ciclo de relógio só pode ser iniciado o tratamento de uma excepção, a even-
tualmente provocada pela instrução que se encontra no final da etapa EX ou por fontes exter-
nas. No entanto, uma excepção só pode ser gerada num dado ciclo de relógio se no final na
etapa EX estiver uma instrução válida, de forma a que o seu endereço possa ser salvaguar-
dado. Este requisito é sempre verificado nas excepções geradas por instruções, mas pode
não o ser nas interrupções dos periféricos e excepções geradas pelo coprocessador Cop2-
OSC. Isto deve-se essencialmente a paragens e inicializações do pipeline provocadas por
dependências e outras excepções que eliminem as instruções presentes em diversas etapas.
Todos os tipos de excepção suportados pelo processador ARPA-MT estão também implemen-
tados no processador ARPA-CP. No entanto, como a activação e desactivação de contextos
são baseadas no mecanismo de excepções, este teve de ser estendido no processador ARPA-
MT. Este aspecto será abordado no apêndice B.
5.2.3 Modelação
Tal como o processador ARPA-CP, o processador ARPA-MT foi completamente modelado
em VHDL ao nível de abstracção RTL. Desta forma foi possível obter um modelo sintetizá-
vel e completamente independente da tecnologia de implementação. Para obter uma imple-
mentação concreta do processador deverá ser utilizada uma ferramenta de síntese específica
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Nome do Parâmetro Valores Possíveis Significado do Parâmetro
NUM_CONTEXTS ≥ 1 Número de contextos de execução do
processador
CYCLIC_INST_ISSUE true, false “true” para escalonamento round-
robin das instruções; “false” para es-
calonamento baseado em prioridades
DYN_CONTEXT_PRIO true, false “true” para escalonamento das instru-
ções com base em prioridades dinâmi-
cas; “false” para prioridades fixas
Tabela 5.1: Parâmetros específicos do modelo do processador ARPA-MT.
da tecnologia de implementação alvo.
Além dos parâmetros do processador ARPA-CP, o processador ARPA-MT permite também,
durante a fase de síntese do modelo, uma fácil parametrização do número de contextos de
execução, a (des)activação da detecção de dependências de dados entre instruções e a inclu-
são de suporte para configuração dinâmica da prioridade relativa de cada um dos contextos
de execução.
O número de contextos de execução é especificado pelo parâmetro NUM_CONTEXTS, o
qual deve ser um valor inteiro positivo. Este parâmetro é limitado superiormente apenas pela
capacidade lógica do dispositivo alvo e pela complexidade suportada pelas ferramentas de
síntese e implementação e da plataforma onde vão ser executadas.
Quando o número de contextos de execução é superior à soma das latências das etapas EX,
MA e WB, a detecção de dependências de dados pode ser desactivada desde que o pro-
cessador lance em execução uma instrução de cada contexto de forma cíclica. Nesta si-
tuação é garantido que nunca existem dependências de dados. O parâmetro booleano CY-
CLIC_INST_ISSUE é usado para este efeito.
Finalmente, o parâmetro DYN_CONTEXT_PRIO pode ser usado para seleccionar entre prio-
ridades fixas ou dinâmicas no escalonamento de instruções dos vários contextos de execução.
Os parâmetros específicos do processador ARPA-MT encontram-se resumidos na tabela 5.1.
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5.2.4 Fluxo de Projecto de Aplicações
A discussão feita sobre este tópico no processador ARPA-CP é directamente aplicável ao
processador ARPA-MT. A diferença reside no desenvolvimento das aplicações de software,
as quais devem ser baseadas num modelo de programação multi-tarefa para que possam tirar
partido das capacidades do processador ARPA-MT.
5.2.5 Síntese e Implementação
Tal como no capítulo 4, a síntese e implementação do processador ARPA-MT foram realiza-
das no ambiente desenvolvimento ISE 7.1i da Xilinx, tendo como alvo a FPGA XC3S1500-
4BG676 da família Spartan-3 da Xilinx [Xil06a].
Foram realizadas diversas experiências de implementação de forma a averiguar o impacto
dos vários parâmetros do modelo do processador na frequência máxima de funcionamento
e nos recursos da FPGA utilizados. Para cada processo de síntese foram especificados os
seguintes parâmetros:
• Número de contextos de execução (parâmetro NUM_CONTEXTS);
• Escalonamento round-robin das instruções ou com base em prioridades fixas/dinâmicas
correspondendo à supressão ou implementação da detecção de dependências, respec-
tivamente (parâmetro CYCLIC_INST_ISSUE).
Os resultados obtidos encontram-se resumidos nas tabelas 5.2 e 5.3 e correspondem à im-
plementação do processador com os módulos CPU e Cop0-MEC, tal como descritos neste
capítulo, além de um conjunto de periféricos descritos no apêndice A.
Para cada especialização e implementação do modelo do processador ARPA-CP são mostra-
das, nas tabelas 5.2 e 5.3, as seguintes métricas:
• Frequência máxima de funcionamento (Fmax);
• Número de tabelas de verdade - lookup tables (LUTs) de 4 entradas utilizadas;
• Número de flip-flops usados;
• Percentagem de slices ocupadas da FPGA;
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• Complexidade lógica equivalente do circuito.
A tabela 5.2 mostra a variação da frequência máxima de funcionamento e dos recursos da
FPGA usados pelo processador ARPA-MT em função do número de contextos de execução
(especificado pelo parâmetro NUM_CONTEXTS) quando CYCLIC_INST_ISSUE = false.
Aos restantes parâmetros do modelo foram atribuídos os seguintes valores:
• EX_STAGE_LATENCY = 2;
• FAST_WB_STAGE = false;
• EX_ENABLE_FWD = true;
• MA_ENABLE_FWD = true;
• WB_ENABLE_FWD = true;
• ADV_REGISTER_CMP = false;
• DYN_CONTEXT_PRIO = false;
A primeira linha da tabela 5.2 corresponde à melhor configuração, do ponto de vista da
frequência de funcionamento e capacidade para resolver dependências, do processador ARPA-
CP obtida no capítulo 4.
A frequência máxima de operação diminui com o aumento do número de contextos de exe-
cução, o que significa que o escalonamento das instruções ou a multiplexagem dos contextos
afectam o caminho crítico do processador. Por outro lado, os recursos de implementação va-
riam de forma consistente com o número de contextos. Pode-se concluir que cada contexto
adicional do processador requer cerca de 50.000 portas lógicas equivalentes.
Com os parâmetros enumerados acima não foi possível implementar na FPGA usada o pro-
cessador ARPA-MT com mais do que quatro contextos de execução. De notar que o sucesso
de uma implementação em FPGA não depende apenas da quantidade de recursos lógicos
necessários mas também da disponibilidade de recursos de interligação.
A tabela 5.3 mostra as estatísticas de síntese do processador quando CYCLIC_INST_ISSUE
= true. Neste caso, aos restantes parâmetros do modelo foram atribuídos os seguintes valo-
res:
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Num. Contextos Fmax (MHz) LUTs Flip-flops Slices (%) Complex. Equiv.
1 48,7 9.585 4.558 46 1.248.453
2 46,0 12.435 5.540 51 1.289.994
3 44,1 15.611 6.529 66 1.333.370
4 42,8 18.854 7.562 81 1.401.459
Tabela 5.2: Variação da frequência máxima de funcionamento e dos recursos da FPGA usa-
dos pelo processador ARPA-MT em função do número de contextos de execução quando
CYCLIC_INST_ISSUE = false.
Num. Contextos Fmax (MHz) LUTs Flip-flops Slices (%) Complex. Equiv.
5 54,6 20.250 8.289 84 1.407.494
Tabela 5.3: Variação da frequência máxima de funcionamento e dos recursos da FPGA usa-
dos pelo processador ARPA-MT em função do número de contextos de execução quando
CYCLIC_INST_ISSUE = true.
• EX_STAGE_LATENCY = 2;
• FAST_WB_STAGE = false;
• EX_ENABLE_FWD = false;
• MA_ENABLE_FWD = false;
• WB_ENABLE_FWD = false;
• ADV_REGISTER_CMP = false;
• DYN_CONTEXT_PRIO = false;
De notar que o parâmetro CYCLIC_INST_ISSUE só pode ser colocado a true se o número de
contextos for superior a quatro, uma vez que a soma das latências das etapas EX, MA e WB
é neste caso igual a quatro. Com esta conjugação de parâmetros já foi possível implementar
o processador com cinco contextos de execução devido à simplificação lógica resultante da
supressão dos módulos usados na detecção de dependências e forwarding. Contudo, não é
possível implementar um processador com seis contextos de execução, uma vez que excede
a capacidade do dispositivo alvo.
A análise das tabelas 5.2 e 5.3 permite concluir que quando se desactiva a detecção de depen-
dências, a qual afecta sobretudo o caminho crítico da etapa ID, consegue-se uma melhoria
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significativa da frequência máxima de funcionamento do processador. A análise dos re-
latórios temporais produzidos pelas ferramentas de implementação permite concluir que o
caminho crítico do processador encontra-se precisamente na etapa ID do pipeline.
Para concluir este capítulo é importante referir que o processador ARPA-CP é na realidade
uma especialização do processador ARPA-MT, em que os parâmetros NUM_CONTEXTS,
CYCLIC_INST_ISSUE e DYN_CONTEXT_PRIO tomam os valores 1, false e false, respecti-
vamente. De facto, o modelo do processador ARPA-MT foi construído como uma generaliza-
ção do modelo ARPA-CP, pelo que os dois processadores na prática são baseados no mesmo
código fonte. A lógica adicional do processador ARPA-MT no caso do número de contextos
ser igual a um é removida pela ferramenta de síntese durante a fase de optimização. Os pro-
cessadores ARPA-CP e ARPA-MT foram apresentados por esta ordem em capítulos distintos
de forma a reflectir a sequência do trabalho efectuado e a simplificar a sua exposição.
Capítulo 6
O Coprocessador de Sistema ARPA-OSC
Sumário
Este capítulo descreve a concepção e projecto de um executivo de tempo-real implementado
em hardware num coprocessador designado por ARPA-OSC. Um executivo de tempo-real é
o módulo base de um sistema operativo responsável por gerir a atribuição dos processadores
e outros recursos às tarefas, isto é, escalonar, comutar e sincronizar as tarefas de forma a que
executem e comuniquem de forma funcional e temporalmente correcta.
O coprocessador ARPA-OSC foi modelado em VHDL, implementado como o coprocessador
2 da arquitectura MIPS32 e pode ser utilizado juntamente com o processador ARPA-MT
do capítulo 5. A CPU e o coprocessador comunicam através da interface e conjunto de
instruções predefinido na arquitectura MIPS32 para acesso aos coprocessadores.
O capítulo começa por rever a motivação para a concepção deste coprocessador que explora
as sinergias da implementação conjunta em hardware da temporização, escalonamento e
sincronização de tarefas. Seguidamente apresenta as suas características ao nível dos tipos
de tarefas e semáforos suportados e serviço de interrupções através de tarefas aperiódicas
activadas e escalonadas em hardware. O modelo de programação, incluindo os registos de
configuração, as tabelas de tarefas e de semáforos e o conjunto de instruções é também
apresentado. Seguidamente é apresentada a arquitectura interna constituída pelos seguintes
módulos principais: o descodificador de instruções, o pipeline interno, o banco de registos,
a unidade de temporização do sistema, as unidades de gestão de tarefas e de semáforos e a
unidade de geração de excepções. O capítulo termina com a discussão dos parâmetros do
modelo RTL do coprocessador e apresentação dos resultados da sua síntese para FPGA.
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6.1 Introdução
Tal como já foi referido no capítulo 2, as evoluções arquitecturais e o aumento da capacidade
dos dispositivos lógicos programáveis têm levado a um interesse crescente pela implemen-
tação em hardware de mecanismos de suporte ao sistema operativo. Isto deve-se essencial-
mente à possibilidade de especializar o circuito em função da aplicação alvo e à facilidade
com que pode ser prototipado.
As principais motivações para a concepção de arquitecturas e utilização de circuitos de hard-
ware dedicados à execução de funções do sistema operativo são:
• O aumento do desempenho, isto é, a redução do tempo de execução das tarefas através
da diminuição da sobrecarga associada à invocação de serviços e execução do sistema
operativo;
• A melhoria da sua previsibilidade temporal conseguida pela fixação de tempos de exe-
cução mais precisos das funções do sistema operativo;
• Uma melhor eficiência energética na execução do sistema operativo, através da redu-
ção da potência consumida devido, por um lado à sua execução em circuitos especia-
lizados e em simultâneo com as aplicações do utilizador e, por outro à diminuição do
número de comutações de contexto;
• Temporização de elevada resolução, programável e sobrecarga computacional redu-
zida ou nula.
Neste trabalho é também explorada esta possibilidade no domínio dos sistemas embutidos de
tempo-real, onde questões como a previsibilidade e a eficiência energética são fundamentais.
Mais concretamente, pretende-se explorar as vantagens da implementação em hardware das
seguintes funcionalidades típicas de um sistema operativo de tempo-real:
• Temporização, processamento periódico e escalonamento de tarefas com base em po-
líticas e algoritmos adequados;
• Sincronização no acesso a recursos partilhados usando semáforos e protocolos que
limitem o tempo de bloqueio de tarefas de alta prioridade e evitem situações de adia-
mento indefinido (deadlock);
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• Comutação rápida e redução do número de comutações de contexto através de múlti-
plos contextos de execução permanentemente residentes no processador.
A implementação em hardware de funcionalidades básicas do sistema operativo é em geral
feita em coprocessadores. Estes podem estar intimamente ligados à CPU ou, alternativa-
mente, em componentes autónomos ligados ao processador através do barramento do sis-
tema, actuando neste caso como periféricos especiais. Neste trabalho foi adoptada a primeira
abordagem pelos seguintes motivos:
• Permite transferências mais rápidas de informação entre a CPU e o coprocessador;
• Liberta o barramento do processador para operações com a memória externa e perifé-
ricos;
• Elimina o eventual problema do tempo de acesso não determinístico em sistemas com-
postos por vários nodos mestre que concorrem pelo controlo do barramento através de
mecanismos de arbitragem;
• Facilita a introdução de optimizações devido à proximidade entre a CPU e o coproces-
sador, tais como a utilização de técnicas de comutação rápida de contexto, a atribuição
de vectores de excepção específicos do coprocessador e do tipo de excepção ocorrida;
• Disponibiliza instruções atómicas para gestão de tarefas e semáforos, que além de
realizarem mais rapidamente as respectivas operações, têm também a vantagem de
dispensarem a desactivação das interrupções necessária quando as mesmas operações
constituem uma região crítica e são realizadas em software por múltiplas instruções
sequenciais.
6.2 Características
O trabalho apresentado neste capítulo resultou do projecto de um coprocessador designado
por ARPA-OSC (ARPA - Operating System Coprocessor), o qual é implementado através do
coprocessador 2 da arquitectura MIPS32, pelo que também será designado por Cop2-OSC.
O coprocessador 2 da arquitectura MIPS32 está reservado para o utilizador 1 em implemen-
1Neste contexto o utilizador significa o engenheiro que estende o modelo da CPU e do Cop0-MEC, que
suportam a arquitectura base, com o coprocessador 2, o qual disponibiliza um conjunto adicional de instruções
nele implementadas.
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tações específicas, sendo neste caso usado para suporte do sistema operativo de tempo-real.
A arquitectura MIPS32 já define mecanismos de comunicação entre este coprocessador e a
CPU, o que facilita a sua programação usando as ferramentas standard de compilação da
arquitectura MIPS32.
Este coprocessador pode ser usado com os processadores ARPA-CP e ARPA-MT atrás descri-
tos. Tal como mencionado no capítulo anterior, o processador ARPA-CP é um caso particular
do ARPA-MT com um único contexto de execução. O coprocessador ARPA-OSC foi desen-
volvido com capacidades multi-tarefa, devendo ser instanciado com o mesmo número de
contextos de execução que a CPU e o Cop0-MEC com que vai operar.
A arquitectura e os modelos discutidos neste capítulo assumem que as tarefas comunicam
através de memória partilhada e que o controlo da entrada nas regiões críticas é feita através
de semáforos. Esta abordagem visa essencialmente reduzir a complexidade do hardware
para controlo da comunicação entre tarefas.
6.2.1 Tarefas
Os tipos de tarefas considerados relevantes para implementação no Cop2-OSC foram os
seguintes:
• Ordinárias (non real-time);
• Periódicas de tempo-real não críticas (soft real-time periodic) ou simplesmente perió-
dicas;
• Aperiódicas de tempo-real não críticas (soft real-time aperiodic) ou simplesmente ape-
riódicas;
• Periódicas de tempo-real críticas (hard real-time periodic) ou simplesmente periódicas
de tempo-real;
• Aperiódicas de tempo-real críticas (hard real-time aperiodic) ou simplesmente aperió-
dicas de tempo-real.
6.2.1.1 Tarefas Ordinárias
As tarefas ordinárias possuem as seguintes propriedades:
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• Não possuem qualquer parâmetro temporal e portanto não estão sujeitas a violações
temporais;
• Podem ser escalonadas segundo as políticas Round-Robin (RR), First Come-First Ser-
ved (FCFS) / First-In, First-Out (FIFO) ou outra adequada, sem garantias nem restri-
ções temporais;
• Possuem a menor prioridade de escalonamento de todos os tipos de tarefas, podendo
no entanto dentro deste tipo ser definidos diferentes níveis de prioridade;
• Dependendo da configuração, são destruídas ou automaticamente reactivadas quando
termina a execução de uma instância.
6.2.1.2 Tarefas Periódicas
As tarefas periódicas possuem as seguintes propriedades:
• Possuem um período e um atraso (fase) inicial de activação;
• Não estão sujeitas a violações temporais;
• Podem ser escalonadas segundo as políticas First Come-First Served (FCFS) / First-In,
First-Out (FIFO), Round-Robin (RR), Rate Monotonic (RM) ou outra adequada, sem
garantias nem restrições temporais;
• Possuem uma prioridade de escalonamento intermédia entre as tarefas ordinárias e as
de tempo-real;
• São desactivadas quando terminam a sua execução e assim permanecem até ao início
do período ou instância seguinte.
6.2.1.3 Tarefas Aperiódicas
As tarefas aperiódicas possuem as seguintes propriedades:
• Não possuem qualquer parâmetro temporal, embora do ponto de vista da análise do
sistema possa ser útil definir um tempo mínimo entre activações adjacentes (Minimum
Interarrival Time - MIT) ou alternativamente uma periodicidade média;
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• Não estão sujeitas a violações temporais;
• Podem ser escalonadas segundo as políticas First Come-First Served (FCFS) / First-In,
First-Out (FIFO), Round-Robin (RR), Rate Monotonic (RM) ou outra adequada, sem
garantias nem restrições temporais;
• Possuem uma prioridade de escalonamento intermédia entre as tarefas ordinárias e as
de tempo-real;
• São desactivadas quando terminam a sua execução até serem reactivadas por um evento
(e.g. interrupção) ou explicitamente através da invocação de uma primitiva.
6.2.1.4 Tarefas Periódicas de Tempo-real
As tarefas periódicas de tempo-real possuem as seguintes propriedades:
• Possuem um período, um atraso (fase) inicial de activação e um tempo limite de exe-
cução;
• Estão sujeitas a violações temporais;
• Podem ser escalonadas segundo as políticas Earliest Deadline First (EDF), Rate Mo-
notonic (RM), Deadline Monotonic (DM), Least Slack First (LSF) ou outra adequada,
com garantias e restrições temporais;
• Possuem a prioridade de escalonamento mais elevada de todos os tipos de tarefas;
• São desactivadas quando terminam a sua execução e assim permanecem até ao início
do período ou instância seguinte.
6.2.1.5 Tarefas Aperiódicas de Tempo-real
As tarefas aperiódicas de tempo-real possuem as seguintes propriedades:
• Possuem um tempo limite de execução e do ponto de vista da análise do sistema pode
ser útil definir um tempo mínimo entre activações adjacentes (Minimum Interarrival
Time - MIT) ou alternativamente uma periodicidade média;
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• Estão sujeitas a violações temporais;
• Podem ser escalonadas segundo as políticas Earliest Deadline First (EDF), Rate Mo-
notonic (RM), Deadline Monotonic (DM), Least Slack First (LSF) ou outra adequada,
com garantias e restrições temporais;
• Possuem a prioridade de escalonamento mais elevada de todos os tipos de tarefas;
• São desactivadas quando terminam a sua execução até serem reactivadas por um evento
(e.g. interrupção) ou explicitamente através da invocação de uma primitiva.
6.2.1.6 Implementação no Coprocessador ARPA-OSC
Na implementação realizada no coprocessador ARPA-OSC / Cop2-OSC, as tarefas ordinárias
estão divididas nos seguintes sete níveis de prioridade: Idle, Low, Below Normal, Normal,
Above Normal, High, Near Real-time. Dentro de cada um destes níveis, o escalonamento
é feito segundo o critério First Come-First Served. Como veremos na secção seguinte, a
utilização do critério Round-Robin inviabilizava a utilização do protocolo SRP na gestão dos
semáforos e a partilha da stack pelas tarefas.
As tarefas periódicas e aperiódicas são escalonadas segundo o critério Rate Monotonic com
base no seu período e MIT, respectivamente. Este critério de escalonamento apresenta um
desempenho óptimo quando se usam prioridades fixas. A partir do momento em que é pos-
sível definir, ou se impõe, um MIT nas tarefas aperiódicas, estas deveriam, em rigor, ser
designadas por esporádicas. No entanto, vai ser mantida a designação aperiódica por gene-
ralidade e por compatibilidade com as implementações realizadas.
Finalmente, as tarefas de tempo-real são escalonadas segundo o critério Earliest Deadline
First com base na sua deadline absoluta. Tal como referido no capítulo 2, esta política possui
um desempenho óptimo em sistemas uni-processador quando se usam políticas baseadas em
prioridades dinâmicas e permite atingir taxas de ocupação do processador de 100%.
O processador ARPA-MT não pode ser considerado uni-processador no sentido convencio-
nal, uma vez que permite a execução concorrente e simultânea de várias tarefas. No entanto,
na implementação actual as tarefas são alocadas estaticamente, isto é, não são permitidas
migrações de tarefas entre contextos de execução. Nestas condições, o processador ARPA-
MT pode ser encarado como um conjunto de múltiplos processadores independentes que
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partilham a capacidade computacional de acordo com os parâmetros apresentados na secção
5.2.1.8.
6.2.2 Semáforos
Por uma questão de simplicidade de concepção e projecto do coprocessador, os semáforos
implementados no Cop2-OSC são do tipo binário, usados para garantir a exclusão mútua na
entrada em regiões críticas onde se acede a recursos partilhados.
Para gerir os semáforos é usado o protocolo SRP (Stack Resource Policy), uma vez que pode
ser usado em conjunto com políticas de escalonamento baseadas em prioridades estáticas
ou dinâmicas. Além disso, tal como mencionado no capítulo 3, o protocolo SRP previne
a ocorrência de bloqueios em cadeia, de deadlocks e, desde que as tarefas não possam ser
suspensas nem adormecidas, permite a partilha da stack pelas várias tarefas do sistema, o
que pode contribuir para uma diminuição significativa da quantidade de memória necessária.
Para facilitar a programação, o nível de preempção de uma tarefa é obtido a partir:
• Da prioridade estática no caso das tarefas ordinárias;
• Do período ou do MIT no caso das tarefas periódicas ou aperiódicas, respectivamente;
• Da deadline relativa no caso das tarefas de tempo-real.
Quanto menor for o valor numérico da prioridade, do período ou da deadline relativa da
tarefa, maior é o seu nível de preempção, isto é, a capacidade que essa tarefa tem para
interromper outras tarefas em execução.
O protocolo SRP foi concebido para sistemas uni-processador, pelo que só é aplicável ao
processador ARPA-MT nas condições de alocação e escalonamento das tarefas descritas no
final da secção anterior. As tarefas devem ser alocadas estaticamente nos contextos e o
protocolo SRP é aplicado individualmente em cada contexto.
Em [GLN01, Gai04] foi proposta uma extensão do SRP para sistemas multi-processador
designada por Multiprocessor Stack Resource Policy (MSRP), em que os recursos partilhados
são divididos em duas classes: locais e globais. Os recursos locais só são acedidos por
tarefas a executar num dado processador enquanto os globais podem ser acedidos por tarefas
a executar em vários processadores. O acesso aos recursos locais é controlado por semáforos
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SRP, tal como num sistema uni-processador. Os acesso aos recursos globais é controlado por
primitivas de sincronização do tipo spin lock. De notar que as propriedades do SRP relativas
à prevenção dos bloqueios em cadeia e deadlocks só se verificam no acesso aos recursos
locais.
O protocolo MSRP é directamente aplicável ao processador ARPA-MT assumindo que cada
contexto de execução actua como um processador independente dos restantes. Esta facili-
dade não se encontra ainda disponível no coprocessador Cop2-OSC, podendo ser implemen-
tada completamente em software. As instruções ll (load linked) e sc (store conditional)
do processador ARPA-MT facilitam a implementação de actualizações atómicas necessárias
na implementação de spin locks.
6.2.3 Interrupções Servidas por Tarefas Aperiódicas
Nos processadores convencionais as interrupções são eventos assíncronos que provocam a
preempção da tarefa a executar para que seja executada a respectiva rotina de serviço à
interrupção. A interrupção ocorre quaisquer que sejam as prioridades da tarefa a executar e
da fonte de interrupção (excepto se já estiver a ser servida outra interrupção). Além disso,
não é possível configurar directamente em hardware um intervalo mínimo entre dois pedidos
consecutivos da mesma fonte de interrupção. Estes aspectos são críticos em sistemas de
tempo-real pois podem levar a fenómenos de inversão de prioridade na execução das tarefas
e à impossibilidade de garantir a escalonabilidade de um conjunto de tarefas.
Em sistemas de tempo-real as tarefas devem ser escalonadas e executadas de acordo com a
sua prioridade. Além disso, os requisitos computacionais de uma aplicação devem ser co-
nhecidos, para que o sistema seja analisável de forma a ser possível garantir a previsibilidade
e um comportamento temporal correcto.
Uma possível abordagem para resolver este problema consiste no atendimento das inter-
rupções por tarefas aperiódicas com uma dada prioridade (estática ou dinâmica), que sejam
escalonadas juntamente com as restantes tarefas do sistema.
A aplicação deste método em processadores convencionais ou no processador ARPA-MT
quando o coprocessador Cop2-OSC não está implementado, leva a que o atendimento de
uma interrupção seja realizado em duas fases: na rotina de serviço e na tarefa aperiódica
correspondente. Logo que a interrupção seja gerada, a rotina de serviço activa por software
a respectiva tarefa aperiódica. A fonte de interrupção será atendida posteriormente quando a
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respectiva tarefa aperiódica for escalonada para execução. Neste caso não é possível evitar
a interrupção da tarefa a executar nem eventuais fenómenos de inversão de prioridade, mas
reduz-se a sua duração temporal, uma vez que a única operação realizada na rotina de serviço
é a activação da tarefa aperiódica.
A verificação do intervalo mínimo entre interrupções ou da sua periodicidade média pode
ser feita por software por intermédio de servidores ou mecanismos similares [But05a]. Este
mecanismo de policiamento das restrições temporais associadas às interrupções, apesar de
vantajoso em sistemas de tempo-real, constitui mais uma fonte de sobrecarga computacional.
Por outro lado, se o coprocessador Cop2-OSC estiver implementado, as interrupções podem
ser geridas de uma forma mais eficiente. Mais concretamente, a activação da tarefa aperió-
dica correspondente à interrupção pode ser completamente realizada em hardware, de forma
transparente e sem sobrecarga para a aplicação.
Tal como no caso anterior, a fonte de interrupção será atendida posteriormente quando a
tarefa aperiódica for escalonada para execução. A vantagem é que neste caso há apenas uma
preempção, enquanto na situação anterior existiam duas.
A gestão das interrupções pelo Cop2-OSC tem também a vantagem de permitir verificar,
de forma transparente, o cumprimento das restrições temporais, nomeadamente do intervalo
mínimo entre dois pedidos de interrupção e se necessário atrasar a activação da tarefa ape-
riódica.
Em resumo, esta abordagem permite, com uma sobrecarga computacional nula, eliminar
o problema da inversão de prioridades no atendimento de interrupções e a verificação das
restrições temporais de forma a garantir a escalonabilidade do conjunto de tarefas.
As linhas de pedido de interrupção dos periféricos do processador ARPA-MT estão aplicadas
simultaneamente aos coprocessadores Cop0-MEC e Cop2-OSC para permitir o atendimento
de interrupções usando os mecanismos tradicionais ou por tarefas aperiódicas com polici-
amento transparente das restrições temporais. No processador ARPA-MT é inclusivamente
possível combinar os dois métodos de atendimento de interrupções através do mascaramento
ou activação selectiva das fontes de interrupção em cada um dos coprocessadores.
Das propriedades das tarefas enumeradas acima pode-se concluir que as tarefas aperiódicas
estão normalmente associadas a fontes de interrupção de baixa prioridade e as aperiódicas
de tempo-real a interrupções de alta prioridade. As primeiras são escalonadas com base em
prioridades fixas e as segundas com base em prioridades dinâmicas.
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6.2.4 Escalonamento, Sincronização e Temporização em Hardware
Tendo em conta que em cada contexto de execução o escalonamento das tarefas é baseado em
prioridades e é empregue o protocolo SRP para gestão dos semáforos, uma tarefa τi pronta a
executar pode interromper outra tarefa τj que se encontre em execução, se a sua prioridade
pi for superior à prioridade pj da tarefa a executar e se o seu nível de preempção também
for superior ao tecto do sistema (pii >
∏
(t)). A verificação deste critério de preempção
é completamente realizada em hardware, sendo gerada uma interrupção ou excepção para
comutação de contexto apenas se a condição se verificar. O tecto do sistema é específico de
cada contexto de execução, pelo que faz mais sentido falar em tecto do contexto.
A definição da prioridade de uma tarefa depende do seu tipo, sendo uma prioridade prede-
finida no caso das tarefas ordinárias, um valor fixo obtido a partir do período nas tarefas
periódicas e um parâmetro dinâmico função da deadline absoluta no caso das tarefas de
tempo-real.
A implementação conjunta em hardware especializado do escalonamento das tarefas, da sua
sincronização no acesso a recursos partilhados e da temporização do sistema resulta em
algumas vantagens interessantes:
• Estas funções são realizadas em paralelo com a execução em software da aplicação e
portanto não constituem uma sobrecarga adicional para o processador;
• Apenas são geradas interrupções para comutação de contexto quando houver uma ta-
refa mais prioritária que a tarefa a executar nesse instante e que satisfaça a condição
de preempção do protocolo SRP, evitando desta forma comutações de contexto desne-
cessárias;
• As rotinas de serviço às interrupções, estando associadas a tarefas aperiódicas, são ac-
tivadas e escalonadas da mesma forma que as restantes tarefas, eliminando assim os fe-
nómenos de inversão de prioridade que ocorrem quando as interrupções são atendidas
da forma convencional, isto é, interrompendo a tarefa a executar independentemente
da sua prioridade;
• A resolução do temporizador não afecta o desempenho do sistema, uma vez que a sua
actualização e o processamento periódico para manutenção dos parâmetros temporais
é realizada sem a intervenção do software, isto é, não são geradas interrupções para
este efeito.
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O coprocessador ARPA-OSC pode ser facilmente adaptado a sistemas baseados em multi-
processadores integrados de forma a realizar o escalonamento e sincronização de tarefas de
forma centralizada. Uma vez que este coprocessador pode ter uma visão global do sistema,
esta opção é particularmente útil no caso da alocação dos recursos às tarefas ser feita dina-
micamente.
6.3 Modelo de Programação
O modelo de programação do coprocessador Cop2-OSC está ilustrado na figura 6.1. A
arquitectura MIPS32 prevê para o coprocessador 2, a existência de dois bancos de registos,
um de controlo (ou configuração) e outro de dados. No caso concreto do Cop2-OSC, o
primeiro banco possui os registos de controlo e de estado do coprocessador e o segundo
banco é usado para mapear os registos ou entradas das tabelas de tarefas e de semáforos.
Devido à possibilidade deste coprocessador poder ser utilizado num processador SMT como
o ARPA-MT, no banco de registos de configuração, existem registos específicos do contexto
de execução e registos partilhados por todos os contextos de execução. Tal como já sucedeu
no Cop0-MEC, os primeiros dezasseis registos (índices 0 a 15) do banco de configuração são
específicos de cada contexto de execução enquanto os restantes registos (índices 16 a 31) são
partilhados por todos os contextos de execução.
O coprocessador 2 só é acessível nos modos privilegiado (kernel), excepção (exception) ou
erro (error) do processador ARPA-MT. Desta forma é possível vedar o acesso directo das
aplicações de utilizador (a executar em modo user) a recursos vitais para o correcto funcio-
namento do sistema, como sejam os registos de configuração do coprocessador, a tabela de
tarefas, a tabela de semáforos e a unidade de temporização do sistema. Por outro lado, as
aplicações a executar em modo privilegiado, excepção ou erro podem utilizar directamente
os serviços do coprocessador.
Para manipular tarefas ou semáforos, as aplicações a executar em modo de utilizador têm que
efectuar previamente uma comutação para um modo menos restritivo, isto é, a invocação de
um serviço do coprocessador passa obrigatoriamente pela comutação para um dos modos
de operação do sistema operativo. A forma de o fazerem é através da execução de uma
instrução do tipo syscall, a qual faz uma chamada de um serviço do sistema operativo
após os parâmetros de entrada terem sido carregados nos registos correctos.
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Figura 6.1: Modelo de programação do coprocessador Cop2-OSC.
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6.3.1 Registos de Configuração
Os registos de configuração podem ser no máximo trinta e dois (índices 0 a 31) e permitem
configurar e analisar vários aspectos do funcionamento do coprocessador, tais como:
• Activar ou desactivar as comutações de contexto;
• Obter o código de erro da última instrução executada;
• Analisar o tipo de excepção ocorrido e a tarefa que a provocou;
• Lêr o identificador da tarefa a executar em cada contexto;
• Obter o identificador da tarefa mais prioritária pronta a executar em cada contexto,
assim como a sua prioridade e nível de preempção;
• Seleccionar os blocos de controlo da tarefa e do semáforo que se pretende manipular;
• Ler o tecto (ceiling) de cada contexto de execução;
• Programar os parâmetros da unidade de temporização do sistema;
• Activar ou desactivar de forma selectiva diversos tipos de excepção.
Informações pormenorizadas sobre cada um dos campos e bits de cada registo de configura-
ção podem ser encontradas no apêndice C.
6.3.2 Registos de Dados
Os registos de dados do coprocessador são usados para aceder aos parâmetros das tarefas
e dos semáforos. Tal como os registos de configuração, os registos de dados podem ser no
máximo trinta e dois (índices 0 a 31). Considerando que cada tarefa necessita de cinco re-
gistos para armazenar os seus parâmetros e que o número de tarefas do sistema é superior
a seis, trinta e dois registos seriam insuficientes para mapear no banco de registos de dados
acessível à CPU todos os parâmetros de todas as tarefas, isto é, a tabela de tarefas completa.
De notar que a situação é ainda mais complicada se considerarmos também a tabela de se-
máforos. Assim, quer para as tarefas, quer para os semáforos, existe no banco de registos
de configuração dois registos selectores que permitem escolher a tarefa e o semáforo aos
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quais se pretende aceder (registos TASKSEL - $4 e SEMASEL- $5). Estes registos selectores
são específicos de cada contexto de execução, de forma a que, num dado instante, diferentes
contextos possam aceder a diferentes tarefas e/ou semáforos. De notar que o acesso concor-
rente de diferentes contextos de execução aos parâmetros de uma tarefa ou semáforo deve
ser gerido e controlado ao nível do sistema operativo ou aplicação.
Os registos relativos à tarefa seleccionada pelo registo TASKSEL estão mapeados nos cinco
primeiros registos da metade inferior do banco de dados (registos índice 0 a 4). Os registos
relativos ao semáforo seleccionado pelo registo SEMASEL estão mapeados nos dois primei-
ros registos da metade superior do banco de dados (registos índice 16 e 17). Os restantes
registos estão reservados para adição de mais parâmetros, quer às tarefas quer aos semáfo-
ros. A figura 6.1 ilustra este mapeamento.
6.3.2.1 O Bloco de Controlo da Tarefa
O bloco de controlo de uma tarefa (Task Control Block - TCB) armazena os respectivos
parâmetros de configuração e de estado, tais como:
• A classe de criticalidade - tempo-real crítica (hard real-time), tempo-real não crítica
(soft real-time), ordinária (non real-time);
• O modo de activação - periódica, aperiódica;
• O seu estado actual - STOPPED (parada), IDLE (inactiva), READY (pronta a executar),
RUNNING (a executar), PREEMPTED (interrompida);
• O número do contexto onde executa;
• A identificação do grupo a que pertence;
• A associação a uma fonte de interrupção podendo ser estabelecida nas tarefas aperió-
dicas;
• Diversos indicadores relacionados com a (re)activação, paragem, destruição e ocor-
rência de violações temporais;
• A prioridade base - valor de 32 bits definido para tarefas ordinárias;
• O período - valor de 32 bits definido para tarefas periódicas;
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• O intervalo mínimo entre activações - valor de 32 bits definido para tarefas aperiódicas;
• O nível de preempção - valor de 32 bits dependente do tipo da tarefa;
• O atraso (fase) inicial - valor de 32 bits que define o instante da primeira activação,
sendo definido para tarefas periódicas;
• A prioridade actual - valor de 32 bits dependente do tipo da tarefa.
Devido à heterogeneidade das tarefas suportadas é fundamental definir gamas de valores para
a prioridade e nível de preempção de cada um dos tipos de tarefas de forma a simplificar a
implementação do coprocessador e mais concretamente o escalonamento e a avaliação do
critério de preempção das tarefas. Assim, dependendo do tipo de tarefa, a prioridade actual
é um valor entre:
• 0x00000000 e 0x7FFFFFFF para tarefas de tempo-real críticas, correspondendo ao
tempo desde o instante actual até à deadline absoluta;
• 0x80000000 e 0xFFFFFFF7 para tarefas de tempo-real não críticas, correspondendo à
soma da constante 0x80000000 com o valor do período das tarefas periódicas ou com
o intervalo mínimo entre activações das tarefas aperiódicas;
• 0xFFFFFFF8 e 0xFFFFFFFF para tarefas ordinárias, correspondendo à sua prioridade
base.
O nível de preempção é definido da mesma forma que a prioridade actual excepto nas tarefas
de tempo-real críticas, nas quais é igual à sua deadline relativa. Quanto menor for o valor
numérico, maior é a prioridade e o nível de preempção.
O estado bloqueado (blocked) não está definido uma vez que não faz sentido quando se
utiliza o protocolo SRP no acesso a recursos partilhados. Por outro lado, o adormecimento
das tarefas (estado sleeping) também não foi incluído porque dificultava a implementação
do protocolo SRP e inviabilizava a partilha da stack pelas tarefas. Contudo, o mesmo efeito
pode ser obtido através da utilização de tarefas periódicas ou activações atrasadas de tarefas
aperiódicas, ambas suportadas pelo coprocessador Cop2-OSC.
A figura 6.2 ilustra a organização do TCB com a indicação do nome de cada registo, do seu
índice e dos respectivos campos. Todos os registos são de 32 bits. Os blocos de controlo de
todas as tarefas estão agregados numa estrutura designada por Tabela de Tarefas. O número
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Figura 6.2: O bloco de controlo da tarefa (TCB).
de entradas da tabela é definido durante a síntese do coprocessador através da parametrização
do seu modelo. No entanto, devido à organização dos registos, tal como definido no modelo
de programação da figura 6.1, o número máximo absoluto de tarefas é 2048. A descrição
completa dos campos do TCB encontra-se no apêndice C.
6.3.2.2 O Bloco de Controlo do Semáforo
O bloco de controlo de um semáforo (Semaphore Control Block - SCB) armazena os parâme-
tros de configuração respectivos. Uma vez que o coprocessador Cop2-OSC usa o protocolo
SRP para gerir os semáforos para controlo de acesso a recursos partilhados, o bloco de con-
trolo do semáforo é constituído apenas por dois campos:
• Indicadores do estado do semáforo;
• Valor do tecto (ceiling) do recurso associado.
O tecto de um semáforo SRP é o maior nível de preempção de todas as tarefas que acedem
ao recurso controlado por esse semáforo, devendo ser configurado após a criação do mesmo.
A figura 6.3 ilustra a organização do SCB com a indicação do nome de cada registo, do seu
índice e dos respectivos campos.
Um semáforo pode encontrar-se num dos seguintes estados: FREE (livre), USED (usado),
UNLOCKED (desbloqueado) e LOCKED (bloqueado). Os blocos de controlo de todos os
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Figura 6.3: O bloco de controlo do semáforo (SCB).
semáforos estão agregados numa estrutura designada por Tabela de Semáforos. Tal como na
tabela de tarefas, a parametrização do modelo do coprocessador permite definir, durante a
fase de síntese, o número de entradas da tabela de semáforos (limitado a um máximo absoluto
de 2048 semáforos). A descrição completa dos campos do SCB encontra-se no apêndice C.
6.3.3 Conjunto de Instruções
O conjunto de instruções concebido e implementado no coprocessador Cop2-OSC destina-se
a transferir informação entre este coprocessador e a CPU e a manipular as tabelas de tarefas e
de semáforos. Todas as instruções realizam as operações de forma atómica e são processadas
pelas unidades de gestão de tarefas e de semáforos num único ciclo de relógio. Desta forma
é possível garantir simultaneamente a execução correcta das instruções sem desactivar as
interrupções e a contínua evolução das instruções no pipeline do processador.
As instruções suportadas directamente pelo coprocessador designam-se por instruções da
máquina nativa. As instruções nativas suportadas pelo coprocessador Cop2-OSC são as se-
guintes:
• As instruções de transferência de informação entre este coprocessador e a CPU, tal
como definidas na arquitectura MIPS32;
• As instruções de salto condicional dependentes do coprocessador 2, tal como definidas
na arquitectura MIPS32;
• As instruções de manipulação de tarefas e semáforos definidas a partir dos mecanis-
mos de extensão do conjunto de instruções proporcionados pelo coprocessador 2 da
arquitectura MIPS32.
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Instrução Argumentos Descrição
ctc2 CPUReg, Cop2Reg Transfere uma palavra de 32 bits do registo
CPUReg de uso geral da CPU para o registo
Cop2Reg do banco de registos de controlo do
Cop2-OSC
cfc2 CPUReg, Cop2Reg Transfere uma palavra de 32 bits do registo
Cop2Reg do banco de registos de controlo do
Cop2-OSC para o registo CPUReg de uso geral da
CPU
mtc2 CPUReg, Cop2Reg Transfere uma palavra de 32 bits do registo
CPUReg de uso geral da CPU para o registo
Cop2Reg do banco de registos de dados do Cop2-
OSC
mfc2 CPUReg, Cop2Reg Transfere uma palavra de 32 bits do registo
Cop2Reg do banco de registos de dados do Cop2-
OSC para o registo CPUReg de uso geral da CPU
Tabela 6.1: Instruções nativas de transferência de informação entre a CPU e o Cop2-OSC.
Instrução Argumentos Descrição
bc2t <target address> Transfere a execução do programa para o ende-
reço target address se o escalonador de
tarefas estiver pronto (livre)
bc2f <target address> Transfere a execução do programa para o ende-
reço target address se o escalonador de
tarefas estiver ocupado
Tabela 6.2: Instruções nativas de salto condicional dependentes do Cop2-OSC.
Na tabela 6.1 encontram-se as instruções para transferência de dados entre a CPU e o Cop2-
OSC. Na tabela 6.2 são apresentadas as instruções de salto condicional dependentes deste
coprocessador. As instruções lwc2 e swc2 definidas na arquitectura MIPS32, que permi-
tem transferir informação entre os registos internos do coprocessador 2 e a memória externa
do processador, não foram implementadas para simplificar o projecto do pipeline interno
deste coprocessador. Além disso, tal como foi mencionado na secção anterior, este copro-
cessador só pode ser acedido em modo privilegiado (kernel), excepção (exception) ou erro
(error) pelo que no caso de uma chamada ao sistema todos os parâmetros de entrada já estão
obrigatoriamente carregados em registos internos da CPU.
De notar que grande parte da programação do coprocessador poderia ser realizada com as
instruções de transferência de dados da tabela 6.1, uma vez que as tabelas de tarefas e de
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Instrução Descrição
tcnort Cria uma tarefa ordinária, alocando um TCB e colocando a tarefa no estado
STOPPED
tcsrtp Cria uma tarefa periódica, alocando um TCB e colocando a tarefa no estado
STOPPED
tcsrta Cria uma tarefa aperiódica, alocando um TCB e colocando a tarefa no es-
tado STOPPED
tchrtp Cria uma tarefa periódica de tempo-real, alocando um TCB e colocando a
tarefa no estado STOPPED
tchrta Cria uma tarefa aperiódica de tempo-real, alocando um TCB e colocando
a tarefa no estado STOPPED
tdty Destrói a tarefa correspondente ao identificador especificado pelo registo
TASKSEL, libertando o respectivo TCB
tstart Inicia a tarefa correspondente ao identificador especificado pelo registo
TASKSEL, colocando-a no estado IDLE
tstop Pára a tarefa correspondente ao identificador especificado pelo registo
TASKSEL, colocando-a no estado STOPPED
tactiv Reactiva a tarefa aperiódica correspondente ao identificador especificado
pelo registo TASKSEL, colocando-a no estado READY
tprept Interrompe a execução da tarefa actual, colocando-a no estado PREEMP-
TED
tdispt Executa a próxima tarefa escalonada, colocando-a no estado RUNNING
ttermn Sinaliza a conclusão da tarefa actual, destruindo-a se for uma tarefa or-
dinária de instância única ou colocando-a no estado IDLE nos restantes
casos
tswexc Gera uma excepção, eventualmente forçando um novo escalonamento, de
forma a que possa ser lançada uma nova tarefa em execução
Tabela 6.3: Instruções nativas para manipulação de tarefas.
semáforos estão mapeadas no banco de registos de dados do Cop2-OSC. No entanto, para
simplificar a programação, melhorar o desempenho e garantir a consistência do estado in-
terno do coprocessador são disponibilizadas as instruções nativas para manipulação do es-
tado das tarefas e dos semáforos apresentadas nas tabelas 6.3 e 6.4, respectivamente. A
maior parte destas instruções operam sobre os campos dos registos de cabeçalho (THEA-
DER e SHEADER) dos blocos de controlo das tarefas e dos semáforos seleccionados pelos
registos TASKSEL e SEMASEL, respectivamente.
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Instrução Descrição
scrt Cria um semáforo, alocando um SCB e colocando-o no estado USED
sdty Destrói o semáforo correspondente ao identificador especificado pelo re-
gisto SEMASEL, colocando-o no estado FREE
senable Activa o semáforo correspondente ao identificador especificado pelo re-
gisto SEMASEL, colocando-o no estado UNLOCKED
swait Bloqueia o semáforo correspondente ao identificador especificado pelo re-
gisto SEMASEL, colocando-o no estado LOCKED
ssignal Desbloqueia o semáforo correspondente ao identificador especificado pelo
registo SEMASEL, colocando-o no estado UNLOCKED
Tabela 6.4: Instruções nativas para manipulação de semáforos.
6.3.3.1 Formato e Codificação
Os formatos das instruções das tabelas 6.1 e 6.2, para transferência de dados entre o Cop2-
OSC e a CPU e de salto condicional, estão definidos na arquitectura MIPS32. Por outro
lado, o formato das instruções das tabelas 6.3 e 6.4, para manipulação de tarefas e semáfo-
ros, está ilustrado na figura 6.4. Estas instruções são implementadas através da instrução do
coprocessador Cop2-OSC cop2 cofun, na qual o significado do argumento cofun (co-
dificado nos vinte e cinco bits menos significativos da instrução) é definido pelo projectista
deste coprocessador.
O código da operação para a instrução cop2 é o definido na arquitectura MIPS32 (0x12).
Além deste, a instrução possui mais dois campos:
• A classe da instrução - campo C2CLASS;
• A operação - campo C2OPERATION.
As codificações possíveis para os campos C2CLASS e C2OPERATION são também mostra-
dos na figura 6.4. A codificação destas instruções torna evidente o facto de não possuírem
parâmetros temporais, isto é, a palavra máquina da instrução codifica apenas os códigos da
classe e da operação. Isto significa que quando se escreve programas em assembly da má-
quina nativa a instrução consiste apenas nas mnemónicas da primeira coluna das tabelas 6.3
e 6.4. Por este motivo, os parâmetros de configuração necessários ou pré-requisitos de cada
instrução, que serão apresentados mais à frente, devem ser carregados nos registos correctos
do coprocessador antes da instrução de manipulação da tarefa ou semáforo ser executada.
Desta forma é possível que todas as instruções nativas demorem apenas um ciclo de relógio
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Figura 6.4: Formato e codificação das instruções de manipulação de tarefas e semáforos
suportadas pelo coprocessador Cop2-OSC.
a executar, simplificando assim a implementação do pipeline do coprocessador. No entanto,
para facilitar o trabalho do programador em assembly, com base nas instruções nativas, o ma-
cro assembler disponibiliza um conjunto de instruções adicionais designadas por instruções
da máquina virtual, automaticamente decompostas em instruções da máquina nativa durante
a compilação. As instruções da máquina virtual já possuem os parâmetros de configuração
necessários para executar a instrução.
6.4 Linguagens de Programação
A programação do coprocessador Cop2-OSC em processos a executar em modo privilegiado
deve em primeira instância ser feita usando a linguagem assembly da arquitectura MIPS32,
uma vez que só assim se consegue tirar partido das funcionalidades nele implementadas. No
entanto, graças às capacidades do macro assembler é possível definir novas mnemónicas e
macro operações para as instruções específicas deste coprocessador. Além disso, é também
possível a programação do coprocessador Cop2-OSC em linguagens de alto nível através do
desenvolvimento de bibliotecas que encapsulem as instruções em assembly.
No caso de uma biblioteca para aplicações de utilizador, a sua principal finalidade é encap-
sular as instruções de chamada ao sistema e respectiva passagem de parâmetros, tal como
acontece num executivo ou sistema operativo de tempo-real.
Em ambos os casos, como veremos no capítulo 7 e nos apêndices A e D, as bibliotecas de
abstracção das instruções assembly podem facilmente ser implementadas em linguagem C
ou C++.
6.5. ESTRUTURA INTERNA 193
6.5 Estrutura Interna
A figura 6.5 ilustra a arquitectura interna do coprocessador Cop2-OSC com os seus módulos
principais:
• O descodificador de instruções (módulo Cop2 Instruction Decoder);
• O pipeline interno (módulo Cop2 Pipeline);
• Os bancos de registos de configuração e de dados (módulo Cop2 Registers Handling
Unit);
• O temporizador do sistema (módulo Cop2 Real-time Clock Unit);
• A unidade de gestão de tarefas (módulo Task Handling Unit);
• A unidade de gestão de semáforos (módulo Semaphore Handling Unit);
• A unidade de geração de excepções (módulo Cop2 Exception Unit).
Tal como já foi referido, este coprocessador pode ser usado com os processadores ARPA-CP
e ARPA-MT pelo que foi desenvolvido de raiz com capacidades de multi-tarefa simultânea. À
semelhança do capítulo anterior, todos os sinais específicos de um dado contexto de execução
são indicados a azul, enquanto os partilhados por todos os contextos são desenhados a preto.
Devido ao caracter inovador deste coprocessador, o seu princípio de funcionamento, arqui-
tectura, estrutura interna e interface serão discutidas com algum pormenor.
No projecto deste coprocessador, tornou-se evidente a necessidade de utilizar dois sinais de
sincronização: o sinal de relógio da CPU (sinal cpuClk) e outro com o dobro da frequência
(sinal auxClk). As relações de frequência e de fase destes sinais encontram-se represen-
tadas na figura 6.6. O sinal cpuClk é obtido por divisão por dois da frequência do sinal
auxClk.
As próximas subsecções descrevem cada um dos módulos constituintes do coprocessador
Cop2-OSC.
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Figura 6.5: Diagrama esquemático interno do coprocessador Cop2-OSC.
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Período do Pipeline
cpuClk
auxClk
Figura 6.6: Relações de frequência e de fase entre os sinais de sincronização usados pelo
coprocessador Cop2-OSC.
6.5.1 O Módulo Cop2 Instruction Decoder
O módulo Cop2 Instruction Decoder tem como função descodificar as instruções específicas
deste coprocessador, estando portanto na etapa ID do pipeline. Tal como no coprocessador
Cop0-MEC, em vez de ser o descodificador da CPU a descodificar todas as instruções, cada
coprocessador descodifica as suas próprias instruções. Desta forma obtém-se uma imple-
mentação completamente modular em que a adição de novas instruções ao coprocessador
requer apenas a alteração do mesmo, não sendo necessária qualquer modificação da CPU.
Obviamente isto só é possível porque a interacção entre a CPU e o Cop2-OSC baseia-se
apenas nas instruções de transferência de informação (mtc2, mfc2, ctc2, cfc2, bc2t e
bc2f) predefinidas na arquitectura MIPS32.
O porto copSelect deste módulo é um sinal de activação do coprocessador gerado pela
CPU na pré-descodificação das instruções destinadas ao Cop2-OSC. Para que este coproces-
sador possa completar a descodificação, o sinal fetchedInstruct fornecido pela CPU,
possui a instrução carregada da memória de código que se encontra na etapa ID do proces-
sador. A partir destes, este módulo gera os seguintes sinais de controlo:
• cpuToCopFlag - activo nas instruções de transferência de informação da CPU para
o Cop2-OSC (instruções mtc2 e ctc2);
• copToCpuFlag - activo nas instruções de transferência de informação do Cop2-OSC
para a CPU (instruções mfc2 e cfc2);
• configRegXfer - activo nas instruções de transferência de informação entre a CPU
e o banco de registos de controlo/configuração do Cop2-OSC (instruções ctc2 e
cfc2);
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• taskInstFlag - activo nas instruções especializadas de manipulação de tarefas;
• semaInstFlag - activo nas instruções especializadas de manipulação de semáforos;
• copRsvdInst - activado pelo coprocessador em caso de instrução inválida ou reser-
vada.
Todos os portos deste módulo possuem uma instância para cada contexto de execução do
processador.
6.5.2 O Módulo Cop2 Pipeline
O módulo Cop2 Pipeline deste coprocessador tem como funções:
• A propagação das instruções até ao final da etapa EX, onde se encontram o banco de
registos e as unidades de gestão de tarefas e de semáforos onde vai ser executada a
instrução;
• A multiplexagem das instruções provenientes das etapas ID de diferentes contextos de
execução;
• A detecção de dependências entre instruções que se encontrem na etapa ID de cada
contexto de execução e outras instruções que se encontrem em etapas mais avançadas
do pipeline;
• O cancelamento selectivo de instruções em caso de ocorrência de uma excepção num
dado contexto de execução.
Este módulo é idêntico ao correspondente do coprocessador Cop0-MEC. Internamente é
constituído por um conjunto de registos ligados em cascata para que a latência da etapa
EX do coprocessador seja igual à da CPU. Este aspecto é fundamental para assegurar o
comportamento sequencial correcto de um programa em situações de excepção.
Os portos de entrada cpuToCopFlag, copToCpuFlag e configRegXfer usados na
transferência de informação com a CPU, bem como o taskInstFlag e o semaInstFlag
activos nas instruções de manipulação de tarefas e de semáforos, respectivamente, já foram
explicados na secção anterior relativa ao módulo Cop2 Instruction Decoder. Além destes, o
módulo Cop2 Pipeline possui os seguintes sinais de entrada:
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• copRegIndex - proveniente do campo da instrução que especifica o índice do re-
gisto do coprocessador envolvido na transferência de dados com a CPU nas instruções
mtc2, mfc2, ctc2 e cfc2;
• dataFromCPU - proveniente da etapa ID de cada contexto de execução da CPU e
contém os dados a escrever no coprocessador nas instruções mtc2 e ctc2;
• dataFromRegister - produzido pelo banco de registos do coprocessador e contém
os dados a transferir para a CPU nas instruções mfc2 e cfc2;
• cop2Function - corresponde ao campo da instrução que codifica a operação a re-
alizar nas unidades de gestão e tarefas ou de semáforos pelas respectivas instruções
especializadas.
Os seguintes portos de entrada e de saída estão ligados directamente no interior deste módulo,
sendo intersectados unicamente para efeitos de detecção de dependências:
• configRegXfer→ readConfigReg;
• copRegIndex→ readRegIndex;
• dataFromRegister→ dataToCpu.
Todos eles encontram-se ao nível da etapa ID do pipeline e são específicos do contexto de
execução, uma vez que a leitura dos registos do coprocessador é feita nessa etapa.
O módulo Cop2 Pipeline possui os seguintes sinais de saída, os quais pertencem à etapa EX
do pipeline:
• instContext - indica o contexto de execução ao qual pertence a instrução presente
no final da etapa EX;
• writeRegEnable - para activação da escrita nos bancos de registos de dados ou de
configuração do coprocessador, correspondendo à propagação no pipeline do sinal de
entrada cpuToCopFlag;
• writeConfigReg - para selecção entre os bancos de registos de dados ou de con-
figuração nas operações de escrita, correspondendo à propagação no pipeline do sinal
de entrada configRegXfer;
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• writeRegIndex - para selecção do índice do registo de dados ou de configuração
nas operações de escrita, correspondendo à propagação no pipeline do sinal de entrada
copRegIndex;
• dataToRegister - informação proveniente da CPU a escrever no banco de registos
de dados ou de configuração, correspondendo à propagação no pipeline do sinal de
entrada dataFromCPU;
• taskUnitSelect - para activação da unidade de gestão de tarefas, correspondendo
à propagação no pipeline do sinal de entrada taskInstFlag;
• semaUnitSelect - para activação da unidade de gestão de semáforos, correspon-
dendo à propagação no pipeline do sinal de entrada semaInstFlag;
• oscFunction - contém o código da operação a realizar nas unidades de gestão de
tarefas ou de semáforos, correspondendo à propagação no pipeline do sinal de entrada
cop2Function.
Os sinais contextStall e contextSelect, relacionados com a selecção/activação de
contextos de execução, bem como os sinais handleException e exceptDetected
usados no cancelamento de instruções e controlo do mecanismo de excepções já foram ex-
plicados nos capítulos 4 e 5.
6.5.3 O Módulo Cop2 Registers Handling Unit
O módulo Cop2 Registers Handling Unit agrega em dois bancos todos os registos de da-
dos e configuração do coprocessador Cop2-OSC, implementando o modelo de programação
apresentado sumariamente na secção 6.3 e de uma forma mais detalhada no apêndice C.
A maioria dos portos deste módulo são sinais com informação de controlo e indicadores de
estado acessíveis ao programador. As tabelas de tarefas e de semáforos definidas no modelo
de programação, apesar de mapeadas no banco de registos de dados, estão implementadas
nas unidades de gestão de tarefas e semáforos, respectivamente, pelo que este módulo tam-
bém disponibiliza portos para acesso a essas memórias.
Além dos portos de controlo e de estado, possui também os sinais de interligação com o
pipeline usados na transferência de informação com a CPU e os sinais de interface com a
unidade de temporização do sistema.
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Devido ao seu elevado número e diversidade, os portos desta unidade não são descritos nesta
secção. Para simplificar a apresentação são abordados nas secções relativas aos restantes
módulos.
6.5.4 O Módulo Cop2 Real-time Clock Unit
O módulo Cop2 Real-time Clock Unit gera eventos periódicos a uma frequência programá-
vel. A principal utilização destes eventos é a activação periódica do controlador da unidade
de gestão de tarefas para actualização dos parâmetros e estado das tarefas, execução do al-
goritmo de escalonamento e verificação das restrições temporais.
O sinal de relógio de entrada desta unidade é o mesmo do pipeline da CPU. O tamanho dos
registos internos pode ser ajustado por parametrização na fase de síntese de forma a obter-se
uma gama temporal adequada ao período de funcionamento típico do sistema. Por exemplo
considerando que se pretende que a duração temporal do sistema seja de A anos e a sua
resolução temporal de T microsegundos, o número N de bits do contador interno deverá ser
pelo menos:
N ≥ log2(A× 365× 24× 3.600× 1.000.000× T )
A título de exemplo, se A = 100 anos e T = 1µs, N ≥ 52bits.
O porto de entrada divFactor estabelece o factor de divisão entre a frequência do sinal de
relógio de entrada aplicado no porto clk e a frequência do sinal de saída do porto event.
De notar que o período do sinal de relógio de entrada deve ser um submúltiplo da resolução
temporal pretendida. O porto value possui o número de unidades temporais decorridas
desde a activação da unidade. Este valor é disponibilizado ao software através do banco de
registos de configuração deste coprocessador.
Finalmente, os sinais reset e enable são responsáveis pela inicialização e activação desta
unidade, respectivamente.
6.5.5 O Módulo Task Handling Unit
O módulo Task Handling Unit agrega todas as unidades necessárias ao armazenamento e
actualização dos parâmetros das tarefas, implementação das respectivas instruções de mani-
pulação, escalonamento e comutação das tarefas em execução. A sua estrutura interna está
representada na figura 6.7, consistindo nas seguintes quatro unidades:
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• Tabela de tarefas (módulo Task Table Memory);
• Unidade de processamento de instruções das tarefas (módulo Task Function Handler);
• Unidade de controlo das tarefas (módulo Task Control Unit);
• Unidade de comutação de tarefas em execução (módulo Task Dispatching Unit).
As seguintes subsecções descrevem cada uma destas unidades onde serão também conside-
rados todos os sinais e portos relevantes.
6.5.5.1 O Módulo Task Table Memory
O módulo Task Table Memory armazena os parâmetros de configuração de todas as tarefas
do sistema sendo um agregado de estruturas do tipo TCB apresentadas na secção 6.3.2.1 (ver
figura 6.2).
Na realidade, por uma questão de facilidade de implementação e eficiência no acesso aos
parâmetros, a tabela de tarefas está dividida em duas partes. A primeira parte está dentro
deste módulo, sendo constituída pelos registos índice 0 a 3 de todos os TCBs (ver figura
6.2), isto é, pelos registos THEADER, TPERIOD, TPREPLV e TACTIVC. O registo índice
4 de todos os TCBs (registo TPRIORI), correspondente à prioridade da tarefa, encontra-se
dentro do módulo Task Control Unit, uma vez que é usado principalmente para efeitos de
escalonamento.
Para simplificar e optimizar o acesso aos parâmetros das tarefas são disponibilizados na
tabela de tarefas dois grupos de portos de leitura/escrita. O primeiro grupo (com o sufixo 0)
está ligado ao módulo Task Function Handler, sendo dedicado às instruções de manipulação
das tarefas e comunicação com a CPU. O segundo porto (com o sufixo 1) está ligado ao
módulo Task Control Unit, sendo usado nos acessos à tabela de tarefas pelas operações
internas ao coprocessador, nomeadamente o escalonamento e a activação das tarefas.
Cada um dos grupos de portos baseia-se nos sinais enable (activação), write (selecção
de escrita/leitura), taskIndex (índice da tarefa), parOffset (número do parâmetro da
tarefa - valor entre 0 e 4), dataIn (entrada de dados) e dataOut (saída de dados).
Devido à necessidade de sincronizar diversas de operações em cada ciclo do coprocessador,
surgiu a necessidade de gerar internamente o sinal tabClk com o dobro da frequência de
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Figura 6.7: Estrutura interna do módulo Task Handling Unit usado na gestão de tarefas no
coprocessador Cop2-OSC.
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accessCycle 00 01 11 10
tabClk
A B C D
Figura 6.8: Operações realizadas sobre o módulo Task Table Memory através do porto 0 em
cada ciclo do processador e respectivos sinais de sincronização.
auxClk. Todos os sinais de relógio, as respectivas relações de frequência e de fase, as-
sim como as operações sincronizadas são indicadas nas figuras 6.8 e 6.9. Ambos os grupos
de portos (quer o ligado ao módulo Task Function Handler, quer o ligado ao módulo Task
Control Unit) operam nos flancos ascendentes do sinal tabClk. As sequências de opera-
ções mostradas nas figuras 6.8 e 6.9 serão discutidas mais pormenorizadamente nas secções
relativas aos módulos Task Function Handler e Task Control Unit.
6.5.5.2 O Módulo Task Function Handler
O módulo Task Function Handler encontra-se no final da etapa EX do coprocessador e é
responsável por executar, através do porto 0 do módulo Task Table Memory, as instruções
especializadas de manipulação de tarefas e as instruções de transferência de dados entre a
tabela de tarefas e a CPU.
As instruções especializadas para manipulação das tarefas suportadas por este módulo estão
mais uma vez listadas na tabela 6.5, onde também são indicados os respectivos pré-requisitos.
Como a instrução codifica apenas a operação, os parâmetros de uma instrução devem ser
carregados nos registos adequados antes da sua execução. Estas instruções realizam em geral
a alteração do estado da tarefa. Numa primeira fase da sua execução (instante A da figura 6.8)
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Figura 6.9: Operações realizadas sobre o módulo Task Table Memory através do porto 1 em
cada ciclo do processador e respectivos sinais de sincronização.
lêem o estado actual da tarefa (registo THEADER) e numa segunda fase (instante D da figura
6.8) alteram o seu estado de acordo com a informação lida do TCB e a operação codificada
na instrução. A figura 6.8 ilustra a relação de fase e as operações realizadas sobre as tarefas,
sincronizadas pelo sinal de relógio tabClk, interno ao módulo Task Table Memory e obtido
a partir do sinal auxClk.
Os bits 0 a 11 do registo THEADER podem ser lidos por uma instrução mfc2 mas só podem
ser alterados por intermédio das instruções especializadas de manipulação de tarefas e pelas
operações controladas pelo módulo Task Control Unit. O registo TPRIORI é modificado
internamente pelo módulo Task Control Unit, podendo apenas ser lido pela instrução mfc2.
Os restantes registos (TPERIOD, TPREPLV e TACTIVC) e os bits 12 a 31 do registo THE-
ADER podem ser lidos ou escritos com as instruções mfc2 e mtc2, respectivamente. Estas
restrições visam essencialmente assegurar a consistência da informação guardada no TCB.
Nas instruções dedicadas à manipulação de tarefas são relevantes os seguintes portos de
entrada provenientes do módulo Cop2 Pipeline:
• instContext - identifica qual o contexto de execução de onde provem a instrução;
• taskUnitSelect - quando activo indica a presença de uma instrução de manipu-
lação de tarefas;
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Instrução Pré-requisitos
tcnort Não tem
tcsrtp Não tem
tcsrta Não tem
tchrtp Não tem
tchrta Não tem
tdty TASKSEL = <identificador da tarefa>
tstart TASKSEL = <identificador da tarefa>; TPERIOD = <prioridade base | pe-
ríodo | Minimum Interarrival Time> (p/tarefas ordinárias | periódicas | ape-
riódicas); TACTIVC = <delay> (p/ tarefas periódicas); TPREPLV = <de-
adline relativa | nível de preempção> (p/ tarefas de tempo-real críticas |
restantes tipos de tarefas)
tstop TASKSEL = <identificador da tarefa>
tactiv TASKSEL = <identificador da tarefa>; TACTIVC = <delay> (p/ tarefas ape-
riódicas)
tprept Não tem
tdispt Não tem
ttermn Não tem
tswexc Não tem
Tabela 6.5: Pré-requisitos das instruções para manipulação de tarefas.
• oscFunction - codifica a operação a realizar sobre uma tarefa, devendo ser consi-
derado apenas quando o sinal anterior se encontra activo.
O porto taskSelectsIndex possui o valor do registo TASKSEL de cada um dos con-
textos de execução. O registo usado depende do ciclo de acesso actual indicado pelo sinal
tabAccessCycle. Nos instantes A e D da figura 6.8, o TCB indexado depende do sinal
instContext, uma vez que os acessos à tabela de tarefas são relativas à instrução que
está na etapa EX. No instante B da figura 6.8 é feita a leitura do registo do TCB que vai ser
transferido para a CPU por uma instrução mfc2. Nesta situação é o sinal readContext
que selecciona o índice do taskSelectsIndex que vai ser usado.
As instruções tcnort, tcsrtp, tcsrta, tchrtp e tchrta usadas na criação de
tarefas, alocam e inicializam um TCB para o respectivo tipo de tarefa. A detecção de
um TCB livre é completamente realizada em hardware, sendo o índice indicado pelo sinal
allocTaskIndex. Os portos writeTaskSelect e allocTaskIndex são usados
na escrita do índice do TCB alocado no registo selector da tarefa TASKSEL no banco de
registos de configuração. Desta forma o TCB alocado é automaticamente seleccionado, sim-
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plificando assim a configuração dos restantes parâmetros da tarefa. A instrução tdty liberta
o TCB indexado pelo sinal taskSelectsIndex do mesmo contexto de execução.
As instruções tstart, tstop e tactiv, usadas, respectivamente, para arrancar, parar e
activar tarefas, operam também sobre o TCB indexado pelo porto taskSelectsIndex
do respectivo contexto de execução.
A instrução tdispt lança em execução a tarefa indicada pelo porto nxtTasksIndex,
sendo o seu valor transferido para o sinal runTasksIndex e disponibilizado à aplica-
ção através do registo C2STAT0, o qual contém o índice da tarefa a executar no respectivo
contexto de execução.
As instruções tprept e ttermn servem, respectivamente para interromper e sinalizar a
terminação de uma tarefa a executar no contexto de execução indicado pelo sinal instContext.
Finalmente, a execução da instrução tswexc, usada após a terminação de uma tarefa, activa
o sinal taskSwExcept, que por sua vez gera uma excepção para que seja forçado um novo
escalonamento e lançada em execução uma nova tarefa.
Todas as instruções de manipulação de tarefas devolvem, no sinal statCodeValue, um
código de estado que pode ser lido pela aplicação no registo C2STAT0 do banco de configu-
ração, para determinar se a instrução foi executada com sucesso ou se ocorreu algum erro. A
escrita deste código de estado no registo C2STAT0 é controlada pelo sinal writeStatCode.
No caso de uma instrução tentar executar uma operação inválida sobre uma tarefa (e.g.
activar uma tarefa que não esteja inactiva ou cujo índice do TCB é inválido) o indicador
taskFunctError é activado, eventualmente gerando uma situação de excepção.
No caso das instruções de transferência de informação entre a CPU e este coprocessador,
são relevantes os seguintes portos de entrada e os correspondentes de saída para ligação
desta unidade ao banco de registos e à tabela de tarefas:
• tableWrite→ tcbWrite;
• taskSelectsIndex→ tcbIndex;
• readParOffset/writeParOffset→ tcbParOffset;
• dataToTable→ dataToTCB;
• dataFromTable← dataFromTCB.
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A função desempenhada por cada um dos destes portos já foi resumida na secção relativa
ao módulo Task Table Memory. O porto tcbEnable está activo desde que no final da
etapa EX esteja uma instrução que aceda à tabela de tarefas. Os sinais readParOffset e
writeParOffset são usados para seleccionar o registo do TCB acedido nos instantes B
e D da figura 6.8, respectivamente.
O registo TPRIORI do TCB é lido directamente do módulo Task Control Unit através do
porto selTaskPriority. O sinal exceptDetected é usado no cancelamento de ins-
truções em situações de excepção.
O módulo Task Function Handler está inserido entre o pipeline de comunicação com a CPU
e a tabela de tarefas para que o mesmo porto da memória possa ser utilizado pelas instruções
dedicadas à manipulação de tarefas e pelas instruções genéricas de transferência de informa-
ção entre a CPU e o Cop2-OSC. Além disso, é também possível desta forma detectar todas
as alterações de estado das tarefas provocadas pelas instruções de manipulação das mesmas e
que possam afectar o seu escalonamento. O módulo Task Control Unit é notificado de altera-
ções no registo THEADER de um TCB através da activação do sinal writeTaskHeader.
De notar que não são disponibilizadas instruções para arrancar ou parar múltiplas tarefas
de forma atómica uma vez que isso complicaria o projecto do pipeline do coprocessador.
No entanto, esta funcionalidade pode facilmente ser implementada em software a partir das
primitivas disponíveis.
6.5.5.3 O Módulo Task Control Unit
O módulo Task Control Unit possui um papel fundamental no coprocessador Cop2-OSC,
desempenhando as seguintes funções:
• Actualização dos parâmetros temporais das tarefas;
• Leitura do estado das tarefas periódicas de forma a determinar em cada ciclo temporal
quais as que devem ser activadas;
• Monitorização das linhas de interrupção e activação das tarefas aperiódicas correspon-
dentes dentro das restrições definidas;
• Detecção de violações temporais das tarefas;
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• Escalonamento das tarefas despoletado pelo relógio de tempo-real do coprocessador
e sempre que ocorrer a terminação ou mudança relevante de estado de uma ou mais
tarefas.
Os portos deste módulo localizados na sua parte superior destinam-se a fazer a interface com
a tabela de tarefas. A sua função já foi discutida na secção relativa ao módulo Task Table
Memory. Os portos instContext e tabAccessCycle foram também abordados na
apresentação do módulo Task Function Handler. O porto selTaskPriority contém a
prioridade da tarefa seleccionada pelo porto selTaskIndex, sendo usado na leitura do
registo TPRIORI para a CPU com a instrução mfc2.
O índice do TCB alocado pelas instruções de criação de tarefas é fornecido pelo porto
allocTaskIndex. A determinação de um TCB livre deve demorar apenas um ciclo de re-
lógio para que possam surgir instruções tcnort, tcsrtp, tcsrta, tchrtp ou tchrta
seguidas sem necessidade de paragens do pipeline.
O porto writeTaskHeader indica se a instrução a executar na etapa EX do pipeline es-
creve no registo THEADER da tarefa seleccionada pelo porto selTaskIndex. Em caso
afirmativo, o porto newHeaderData possui o valor a escrever. Tal como já foi mencio-
nado, estes portos são usados para sinalizar o módulo Task Control Unit de eventuais altera-
ções de estado das tarefas que possam afectar o escalonamento das mesmas.
O porto ddlineMissError, quando activo, sinaliza a existência de uma violação tempo-
ral (deadline missed). Nesse caso, o porto ddlineMissTask indica o índice da tarefa em
que ocorreu essa violação.
Os portos de saída que se encontram do lado esquerdo deste módulo, relacionados com o
escalonamento e execução das tarefas, desempenham as seguintes funções:
• nxtTasksIndex - índices das próximas tarefas escalonadas para execução em cada
um dos contextos do processador, que sendo as mais prioritárias, basta que satisfaçam
o critério de preempção do protocolo SRP para que sejam executadas;
• nxtTasksPriority - prioridades actuais para cada uma das tarefas indicadas pelo
porto nxtTasksIndex (corresponde ao tempo para o instante limite de execução
nas tarefas de tempo-real críticas, ao período nas tarefas de tempo-real não críticas ou
a um dos níveis de prioridade predefinidos nas tarefas ordinárias);
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• nxtTasksPrepLev - níveis de preempção das tarefas mais prioritárias de cada con-
texto indicadas pelo porto nxtTasksIndex;
• runTasksIndex - índices das tarefas a executar em cada um dos contextos do pro-
cessador;
• runTasksPriority - prioridade das tarefas a executar em cada um dos contextos
do processador.
6.5.5.3.1 Controlador Interno - O controlador que realiza a actualização dos parâme-
tros, a monitorização das interrupções, a verificação das restrições, a activação e o escalona-
mento das tarefas é modelado por uma máquina de estados finitos cujo diagrama de transição
de estados está representado na figura 6.10.
No estado inicial (TCS_INIT) os TCBs são inicializados de forma a que todos estejam livres,
isto é, o valor UNUSED é atribuído ao campo TYPE de todos os TCBs. Enquanto a máquina
de estados permanecer neste estado a saída taskUnitReady possui o nível lógico “0”,
pelo que o coprocessador não deve ainda ser utilizado nem configurado. Este indicador é
disponibilizado ao software através do coprocessador Cop0-MEC.
Depois de completada a inicialização, a saída taskUnitReady passa para o nível ló-
gico “1” e o estado activo passa a ser o TCS_IDLE permanecendo nesse estado até que
ocorra um evento do temporizador do sistema, sinalizado por um flanco ascendente do
sinal rtClkEvent. Quando isso acontecer, significa que vamos entrar numa nova uni-
dade de tempo, pelo que as prioridades das tarefas de tempo-real críticas devem ser actu-
alizadas (estado TCS_UPDT_PRIO) e o cabeçalho de todos os TCBs deve ser lido (estado
TCS_RD_HEADER).
Para todas as tarefas periódicas e aperiódicas o contador do tempo para a próxima activação
deve ser lido (estado TCS_RD_ACTIVC), decrementado e actualizado (estado TCS_WR_ACTIVC).
Quando este contador chegar a zero, uma de duas coisas pode acontecer:
• O TCB corresponde a uma tarefa periódica ou a uma tarefa aperiódica com um pedido
de activação pendente pelo que deve ser imediatamente activada;
• O TCB corresponde a uma tarefa aperiódica sem um pedido de activação pendente
pelo que deve permanecer inactiva.
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No primeiro caso a tarefa deve transitar do estado IDLE para o estado READY através da
actualização do cabeçalho do respectivo TCB (estado TCS_WR_HEADER), sendo para tal
necessário ler também o seu período/MIT (estado TCS_RD_PERIOD) e o nível de preemp-
ção (estado TCS_RD_PREPLV) para que os registos TACTIVC e TPRIORI possam ser con-
figurados.
Os estados TCS_SCHED_L1 e TCS_SCHED_L2 controlam o escalonador de tarefas apre-
sentado de seguida. Estes estados estão activos sequencialmente no início de cada unidade
temporal após a actualização dos parâmetros das tarefas e sempre que é lançada uma nova
tarefa em execução. Quando um destes estados está activo, a saída schedulerIdle está
a “0” para indicar que o escalonador de tarefas está ocupado.
O porto periphIntReq contém os pedidos de interrupção dos periféricos, os quais, atra-
vés do módulo Task Control Unit, activam as tarefas aperiódicas correspondentes. Quando é
pedida uma interrupção, e assumindo que possui uma tarefa associada, a activação é imediata
se esta se encontrar no estado IDLE e o contador TACTIVC possuir o valor 0. Caso contrário
é activado o respectivo indicador ATP para deferir a sua activação, de forma a respeitar as
restrições temporais impostas à tarefa.
6.5.5.3.2 Escalonamento de Tarefas - Tal como já foi afirmado acima, o escalonamento
das tarefas é baseado nas políticas EDF, RM e FIFO, consoante as tarefas sejam de tempo-
real críticas, não críticas ou ordinárias, respectivamente. Em qualquer dos casos, o parâmetro
das tarefas usado no escalonamento é a prioridade, presente no registo índice 4 (TPRIORI)
do TCB, contendo para cada um dos tipos de tarefas um valor dentro das gamas definidas
acima.
O escalonamento de tarefas em software é tipicamente baseado em listas (bi-)ligadas de
tarefas. Por exemplo, considerando a política EDF, se as tarefas prontas a executar forem
colocadas numa lista ordenada pela deadline absoluta, a tarefa mais prioritária é sempre a
que se encontra numa das extremidades da mesma (a correspondente à cabeça da fila).
Esta abordagem é bastante conveniente no domínio do software, mas não é a mais adequada
na implementação em hardware do escalonamento das tarefas, pelas seguintes razões:
• Apesar de realizável, o atravessamento de uma lista é uma actividade sequencial, para a
qual é necessário desenvolver uma máquina de estados finitos relativamente complexa.
Além disso, a implementação em hardware do escalonamento através da construção
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Figura 6.10: Diagrama da máquina de estados finitos do controlador responsável pela gestão
das tarefas.
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de uma unidade funcional especializada é muito mais interessante se pudermos tirar
partido da paralelização das operações. No entanto, o atravessamento de uma lista é
uma actividade difícil de paralelizar;
• O tempo para colocar uma tarefa numa lista é altamente variável em função da sua pri-
oridade e das restantes tarefas que já se encontram na lista. Um dos objectivos da im-
plementação em hardware é precisamente a obtenção de um tempo de escalonamento
praticamente constante para uma dada dimensão da tabela de tarefas e independente-
mente do número de tarefas num estado em particular;
• Algumas das alterações de estado das tarefas são despoletadas por instruções do pro-
grama que executam no processador pipelined. Um tempo variável na execução das
instruções complicaria consideravelmente o controlo da evolução das instruções no
pipeline.
Devido a estes factores, foi necessário encontrar outra forma de implementar o escalona-
mento de tarefas em hardware. A primeira solução explorada foi uma organização em ár-
vore, tal como indicado na figura 6.11. Nesta arquitectura, as prioridades das tarefas são
comparadas duas a duas até se ter o resultado final. De notar o circuito é completamente
combinatório e requer um elevado número de comparadores.
Esta arquitectura foi modelada e sintetizada tendo sido detectados dois problemas:
• O atraso previsível para o caminho crítico do circuito é bastante elevado (da ordem
das dezenas de microsegundo) devido ao número de níveis da árvore e ao atraso dos
comparadores de 32 bits em cada nível;
• O circuito não é implementável devido ao elevado número de ligações entre compara-
dores, à complexidade da estrutura da memória subjacente e à insuficiência de recursos
de interligação programáveis da FPGA utilizada.
Para que as prioridades das tarefas possam ser lidas, de forma a que o estado interno do esca-
lonador seja observável, esta arquitectura requer uma memória relativamente complexa, uma
vez que é necessário o acesso simultâneo a todas as suas células. Este facto inviabiliza a utili-
zação de estruturas de memória predefinidas da tecnologia de implementação alvo e aumenta
consideravelmente o tempo de síntese do projecto e o atraso do caminho crítico do circuito.
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Figura 6.11: Arquitectura do escalonador combinatório para dezasseis tarefas.
A síntese de estruturas de memória complexas a partir de descrições comportamentais con-
duz a processos de compilação longos e exigentes em termos de recursos computacionais.
Assim, foi necessário encontrar uma solução alternativa. A segunda abordagem é também
baseada numa estrutura em árvore, à qual foi acrescentado pipelining (ver figura 6.12). Neste
caso, os parâmetros do modelo são o número de níveis N e a dimensão ou latência L de cada
grupo ou bloco de tarefas. O número total de tarefas M será M = LN e a latência total
do circuito N × L. Do ponto de vista da implementação, é conveniente L ser uma potência
de base dois. A figura 6.12 ilustra a estrutura de um escalonador deste tipo com N = 2
e L = 4. As vantagens desta abordagem residem no facto de em cada nível os diversos
blocos de tarefas serem pesquisados em paralelo e no facto do tempo de escalonamento ser
constante e dependente apenas da topologia e da frequência de operação do circuito.
A existência de uma latência não nula no escalonamento das tarefas não constitui qualquer
problema uma vez que entre dois escalonamentos que resultem na comutação da tarefa em
execução é necessário tempo para pelo menos salvaguardar o contexto da tarefa interrom-
pida, restaurar o contexto da próxima tarefa e executar instruções úteis dessa tarefa.
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Figura 6.12: Arquitectura do escalonador pipelined para dezasseis tarefas, com dois níveis,
cada um com uma latência de quatro ciclos de relógio.
6.5.5.4 O Módulo Task Dispatching Unit
O módulo Task Dispatching Unit determina se a próxima tarefa escalonada para execução
em cada um dos contextos do processador deve interromper uma das tarefas a executar no
respectivo contexto ou se essas tarefas devem permanecer em execução. Esta determinação
é baseada na informação disponibilizada pelo escalonador e nos parâmetros das tarefas a
executar nesse momento.
Os portos runTasksIndex e runTasksPriority, provenientes do módulo Task Con-
trol Unit, fornecem informação sobre a tarefa a executar em cada contexto de execução. O
porto contextCeiling contém o tecto de cada um dos contextos de execução. O porto
indvCtSwitchEnb possui os sinais de habilitação das comutações de contexto. Os por-
tos nxtTasksIndex, nxtTasksPriority e nxtTaskPrepLev possuem informa-
ção sobre a próxima tarefa escalonada. Os pedidos de comutação de contexto são realizados
pelo porto contextSwitchRq.
Uma tarefa τi a executar num dado contexto Ei é interrompida para ser executada no mesmo
contexto a próxima tarefa escalonada τj se se verificarem todas as seguintes condições:
• As comutações de contexto estão globalmente activadas;
• As comutações de contexto estão activas para o contexto Ei;
• A prioridade da tarefa τj é superior à da tarefa τi;
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• O nível de preempção da tarefa τj é superior ao tecto do contexto Ei;
As duas primeiras condições são específicas da implementação do coprocessador Cop2-OSC,
as duas últimas impostas pelo protocolo SRP.
A apresentação do módulo Task Dispatching Unit conclui a discussão da unidade de gestão
de tarefas.
6.5.6 O Módulo Semaphore Handling Unit
O módulo Semaphore Handling Unit implementa em hardware um conjunto de semáforos
binários usados na sincronização das tarefas no acesso a recursos partilhados. Devido à na-
tureza de tempo-real das tarefas foi adoptado o protocolo SRP para gerir os semáforos. Tal
como já foi mencionado no capítulo 3, este protocolo limita o tempo de bloqueio de tarefas
de alta prioridade (com menos tempo para completar a execução) provocado por semáforos
detidos por tarefas de menor prioridade (com mais tempo para terminar a execução). Além
disso, o protocolo SRP evita também a ocorrência de bloqueios em cadeia e indefinidos (de-
adlocks). Para respeitar os critérios de aplicabilidade do protocolo SRP, todas as tarefas que
partilham um dado recurso, acedendo ao mesmo em regime de exclusão mútua, devem ser
alocadas de forma estática num determinado contexto de execução. As tarefas independen-
tes, isto é, que não partilham recursos ou as que não requerem acesso a recursos em regime
de exclusão mútua, podem ser executadas em qualquer contexto do processador.
As instruções implementadas nesta unidade permitem a criação, a destruição, a activação e
o controlo dos semáforos binários através de operações atómicas do tipo wait e signal. A
tabela 6.6 enumera as instruções suportadas por esta unidade, assim como os respectivos
pré-requisitos.
Um semáforo pode estar num dos seguintes quatro estados: FREE (livre), USED (usado),
UNLOCKED (desbloqueado) e LOCKED (bloqueado). A existência destes quatro estados
(e em particular dos dois primeiros) deve-se à necessidade em executar de forma atómica e
num único ciclo de relógio todas as instruções de manipulação de semáforos.
A instrução scrt reserva espaço para um semáforo na tabela de semáforos. O SCB é co-
locado, de forma atómica, no estado USED mas o respectivo tecto do recurso não é ini-
cializado. A instrução sdty realiza a operação inversa, libertando o SCB alocado com a
instrução scrt, isto é, colocando-o no estado FREE.
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Instrução Pré-requisitos
scrt Não tem
sdty SEMASEL=<identificador do semáforo>
senable SEMASEL=<identificador do semáforo>; SRSCEIL=<resource ceiling>
swait SEMASEL=<identificador do semáforo>
ssignal SEMASEL=<identificador do semáforo>
Tabela 6.6: Pré-requisitos das instruções para manipulação de semáforos.
Após a alocação de um semáforo com a instrução scrt, deve ser inicializado o respectivo
tecto do recurso controlado pelo semáforo (campo SRSCEIL - Resource Ceiling do SCB)
com a instrução mtc2 da arquitectura MIPS32. Só depois deve ser feita a sua activação
com a instrução senable, ficando o semáforo no estado (UNLOCKED). A partir desse
momento o semáforo está pronto para ser usado através das instruções swait e ssignal.
As instruções swait e ssignal, usadas na sincronização das tarefas, realizam o bloqueio
e o desbloqueio do semáforo, respectivamente.
Para facilitar a inicialização do SCB, a instrução scrt armazena no registo selector do
semáforo SEMASEL (registo $5 do banco de registos de configuração deste coprocessador)
o índice do semáforo alocado ou o valor 0 no caso de não ser possível alocar um novo
semáforo. Todas as restantes instruções operam sobre o semáforo especificado pelo registo
SEMASEL.
O módulo Semaphore Handling Unit decompõem-se internamente nas seguintes três unida-
des, representadas na figura 6.13 e descritas nas próximas subsecções:
• Semaphore Table Memory;
• Semaphore Control Unit;
• Context Ceiling Stack.
Este módulo opera ao dobro da frequência da CPU para que do ponto de vista da CPU as
instruções de manipulação dos semáforos sejam atómicas e executadas num único ciclo de
relógio. Na primeira parte da execução é lido o estado actual do semáforo. Na segunda parte
são actualizados o seu estado e tecto do contexto de execução. A figura 6.14 ilustra a relação
de fase e operações sincronizadas pelos sinais de relógio cpuClk e auxClk.
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Figura 6.13: Estrutura interna do módulo Semaphore Handling Unit usado na gestão de
semáforos no coprocessador Cop2-OSC.
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Figura 6.14: Relação de fase e operações relativas aos semáforos sincronizadas pelos sinais
de relógio do coprocessador Cop2-OSC.
6.5.6.1 O Módulo Semaphore Table Memory
O módulo Semaphore Table Memory é uma memória para armazenamento dos parâmetros
relativos a cada um dos semáforos, consistindo num conjunto de indicadores de estado e
no tecto do respectivo recurso, isto é, no maior nível de preempção das tarefas que usam o
recurso controlado por esse semáforo.
Esta memória possui dois grupos de portos. O primeiro é utilizado pelas instruções mtc2 e
mfc2 da arquitectura MIPS32, usadas para efeitos de preenchimento e leitura do estado dos
SCBs. Este grupo consiste nos seguintes sinais:
• writeEnable - activação de leitura (0) ou escrita (1);
• rwSemaIndex - índice do SCB a aceder nas operações de leitura/escrita;
• rdParOffset - endereçamento do campo do SCB a aceder nas operações de leitura
(0 para o campo SHEADER - estado, 1 para o campo SRSCEIL - tecto do recurso);
• wrParOffset - endereçamento do campo do SCB a aceder nas operações de escrita
(0 para o campo SHEADER - estado, 1 para o campo SRSCEIL - tecto do recurso);
• dataIn - entrada de dados (valor a escrever no campo SRSCEIL - tecto do recurso);
• dataOut - saída de dados (valor lido do campo SHEADER ou SRSCEIL consoante o
valor do sinal rdParOffset).
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Através deste grupo de portos apenas é possível escrever no campo SRSCEIL (tecto do re-
curso), uma vez que a manipulação directa do estado do semáforo poderia conduzir a estados
inconsistentes ou inválidos.
O segundo grupo de portos é usado na inicialização da tabela durante o arranque do co-
processador e na manipulação do estado dos semáforos através das operações de criação,
destruição, activação, wait e signal dos mesmos. Este grupo é constituído pelos seguintes
sinais:
• writeState - activação da escrita do estado;
• stSemaIndex - índice do SCB a aceder;
• stateIn - entrada com o estado seguinte do semáforo;
• stateOut - saída com o estado actual do semáforo;
• resourceCeil - saída com o tecto do recurso.
Existem ainda os sinais de relógio auxClk e cpuClk, partilhados pelos dois grupos de por-
tos, para sincronização das operações de leitura e escrita e o sinal reset para inicialização
assíncrona.
A tabela de semáforos é lida e/ou escrita nos flancos descendentes do sinal auxClk. De
acordo com a figura 6.14, no flanco descendente do sinal auxClk em que o sinal cpuClk
estiver a “0” (instante A) é lido o estado do semáforo, ou seja o registo SHEADER. No
flanco descendente do sinal auxClk em que o sinal cpuClk estiver a “1” (instante B) é
actualizado o seu estado. A validação da operação a realizar deve ser feita entre os dois
flancos descendentes do sinal auxClk pertencentes ao mesmo ciclo de relógio do pipeline.
A leitura dos registos SHEADER ou SRSCEIL para a CPU, com a instrução mfc2, é feita no
instante A indicado na figura 6.14, enquanto a escrita do registo SRSCEIL com informação
vinda da CPU através da instrução mtc2, é feita no instante B.
6.5.6.2 O Módulo Semaphore Control Unit
O módulo Semaphore Control Unit executa as instruções scrt, sdty, senable, swait
e ssignal actualizando o estado do semáforo e o tecto do contexto de execução (context
ceiling) em conformidade com as instruções executadas. Possui também um controlador para
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inicialização da tabela de semáforos durante o arranque do coprocessador. O seu interface
consiste nos seguintes portos:
• instContext - identifica o contexto a que pertence a instrução presente no final da
etapa EX do pipeline, aplicada a esta unidade através do porto oscFunction;
• semaUnitSelect - sinal proveniente do descodificador de instruções do Cop2-OSC
e propagado através do pipeline, estando activo nas instruções de manipulação de se-
máforos e inactivo nas restantes instruções;
• oscFunction - campo cofun da instrução cop2 definida na arquitectura MIPS32
e usada para derivar as instruções implementadas neste coprocessador;
• writeSemaSelect - sinal de activação da escrita no registo SEMASEL durante a
alocação de um SCB;
• allocSemaIndex - índice do SCB alocado, correspondendo ao valor a escrever no
registo SEMASEL;
• semaSelectsIndex - valor actual dos registos SEMASEL de cada um dos contex-
tos de execução;
• stTableIndex - índice do SCB usado pela instrução de manipulação de semáforos
presente nesta unidade, sendo dado pelo elemento do porto semaSelectsIndex
correspondente ao contexto de execução indicado pelo sinal instContext;
• writeState - sinal de activação da escrita do estado no SCB indexado pelo porto
stTableIndex;
• stateToTab - valor do estado seguinte a escrever no SCB indexado pelo porto
stTableIndex;
• stateFromTab - valor do estado actual do SCB indexado pelo porto stTableIndex;
• ceilStackPush - sinal activado durante a execução de uma instrução swait de
forma a ser criada uma nova posição na pilha, dentro do módulo Context Ceiling Stack,
com o novo tecto do contexto;
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• ceilStackPop - sinal activado durante a execução de uma instrução ssignal de
forma a retirar o tecto do contexto que se encontra no topo da pilha dentro do módulo
Context Ceiling Stack;
• statCodeValue - código de estado resultante da execução de uma instrução de
manipulação de semáforos;
• writeStatCode - sinal de activação de escrita no registo C2STAT0 do código de
estado presente no sinal statCodeValue;
• semaFunctError - indicador de erro activado quando for solicitada uma operação
inválida sobre um SCB;
• semaUnitReady - indicador activado após a conclusão da sequência de inicializa-
ção, indicando que a unidade está pronta a operar;
• exceptDetected - sinal activado em caso de excepção para cancelamento selectivo
das instruções presentes no pipeline.
O porto readContext possui a identificação do contexto que pretende ler o estado de
um SCB para a CPU no instante A da figura 6.14. Este sinal é usado para seleccionar o
elemento do porto semaSelectsIndex que vai controlar o sinal rwTableIndex. No
instante B da figura 6.14, o sinal rwTableIndex é controlado pelo elemento do porto
semaSelectsIndex correspondente ao sinal instContext. Dito de outra forma, no
instante A é a instrução mfc2 que está na etapa ID do contexto indicado por readContext
que acede à tabela semáforos, enquanto no instante B é a instrução mtc2 que está em EX
que escreve na tabela de semáforos através do seu primeiro porto.
Finalmente, este módulo possui o porto reset para inicialização assíncrona e os sinais de
sincronização cpuClk e auxClk.
6.5.6.3 O Módulo Context Ceiling Stack
Cada um dos contextos de execução possui um tecto (context ceiling) definido de forma
análoga ao tecto do sistema (system ceiling) no protocolo SRP apresentado no capítulo 3. O
módulo Context Ceiling Stack é usado para armazenar os valores do tecto de cada contexto.
Na realidade esta unidade é composta internamente por várias pilhas, uma por cada contexto
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de execução. No topo de cada pilha (última posição ocupada) encontra-se o valor actual do
tecto do respectivo contexto e nas posições seguintes os valores anteriores do tecto desse
contexto. Este módulo visa essencialmente optimizar a implementação do protocolo SRP.
No caso de existir apenas um contexto de execução, o seu tecto corresponde ao tecto do
sistema tal como definido no protocolo SRP.
Este módulo é constituído pelos seguintes portos:
• instContext - identifica o contexto a que pertence a instrução presente nesta uni-
dade (no final da etapa EX do pipeline);
• push - sinal activado durante a execução de uma instrução swait de forma a ser
criada uma nova posição na pilha com o novo tecto do contexto;
• pop - sinal activado durante a execução de uma instrução ssignal de forma a retirar
o tecto do contexto que se encontra no topo da pilha;
• dataIn - valor do tecto do contexto a escrever na pilha durante uma operação de
push;
• dataOut - valores do tecto de todos os contextos, armazenados nos topos das respec-
tivas pilhas.
O número de posições de cada pilha deve superior em uma unidade ao número de semáforos
que podem ser usados pelo respectivo contexto de execução.
Sempre que for executada uma instrução swait é lido, da tabela de semáforos, o tecto do
recurso associado ao semáforo e reservada uma nova posição da pilha. Se o tecto do recurso
for superior ao tecto do contexto actual, na nova posição da pilha é guardado o tecto do
recurso, caso contrário é guardado o tecto da posição anterior. O tecto do contexto é sempre
o valor que se encontra no topo da pilha.
Sempre que for executada uma instrução ssignal é eliminada a posição actual do topo da
pilha, passando o topo a ser a posição anterior. Assim, o tecto do contexto volta a tomar o
valor que possuía antes da realização da última instrução swait.
A utilização de pilhas para gerir os tectos dos contextos elimina a necessidade de pesquisar
os SCBs para os determinar.
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6.5.7 O Módulo Cop2 Exception Unit
O módulo Cop2 Exception Unit possui nas suas entradas indicadores da ocorrência de vários
tipos de excepção. Com base nesses indicadores gera um pedido de excepção do coproces-
sador Cop2-OSC ao Cop0-MEC, através do porto de saída oscException e fornecendo
o respectivo código no porto exceptionFlags. Os tipos de excepção detectados são os
seguintes:
• Tentativa de acesso ao Cop2-OSC para escrita, antes de finalizada a sua inicializa-
ção (detectada pelos portos de entrada copWriteAccess, taskUnitSelect,
semaUnitSelect e copReady);
• Pedido explícito (por software) de excepção para notificação da terminação de uma
tarefa, de forma a que seja lançada outra em execução (sinalizado pelo porto de entrada
taskSwExcept);
• Pedido de comutação da tarefa em execução num dado contexto (sinalizado pelo porto
de entrada contextSwitchRq, o qual contém uma linha por cada contexto de exe-
cução);
• Indicação de uma violação do tempo limite de execução de uma tarefa de tempo-real
(sinalizada pelo porto de entrada ddlineMissError);
• Tentativa de execução de uma operação inválida sobre uma tarefa (sinalizada pelo
porto de entrada taskFunctError);
• Tentativa de execução de uma operação inválida sobre um semáforo (sinalizada pelo
porto de entrada semaFunctError).
O coprocessador Cop2-OSC só deve ser configurado quando o indicador copReady estiver
activo, caso contrário é gerada uma excepção.
A última instrução de uma tarefa deve ser a tswexc, para que seja gerada uma excepção e
eventualmente lançada outra tarefa nesse contexto de execução.
Quando é pedida a comutação de um determinado contexto, só é gerada uma excepção se
as comutações estiverem globalmente activas, isto é, quando o sinal globCtSwitchEnb
estiver activo. Na rotina de tratamento da excepção é salvaguardado todo o contexto da tarefa
interrompida, lido o identificador da próxima tarefa a executar, restaurado o seu contexto e
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finalmente lançada em execução. Mesmo com o escalonamento de tarefas implementado em
hardware, cada comutação de contexto implica a execução de algumas dezenas de instruções.
Uma excepção devido a uma violação temporal numa tarefa de tempo-real pode ser gerada
desde que o sinal ddlineMissExcEnb esteja activo e uma tarefa tenha ultrapassado o
tempo limite de execução, esteja ou não a executar. No primeiro caso a excepção deverá ser
servida no contexto de execução da própria. No segundo caso o atendimento da excepção
deverá ser realizado no contexto onde se encontra a executar a tarefa com a menor prioridade.
Os dois últimos tipos de excepção, provocados pela tentativa de realizar uma operação in-
válida sobre uma tarefa ou semáforo, só são gerados nestas circunstâncias se o porto de
entrada instErrorExcEnb estiver activo. O seu tratamento deve obviamente ser feito no
contexto que provocou a excepção, sendo esta informação fornecida pelo porto de entrada
instContext.
Qualquer que seja o seu tipo, uma excepção só é efectivamente gerada, quando no final da
etapa EX estiver uma instrução do contexto de execução que vai fazer o seu tratamento, de
forma a que o seu estado possa ser devidamente salvaguardado.
O porto de saída exceptionFlags fornece o código relativo à excepção gerada. No
processador ARPA-MT, o coprocessador Cop2-OSC possui um vector de excepção específico
de forma a que a leitura dos respectivos indicadores possa ser directamente realizada deste
coprocessador. No entanto, do ponto de vista do desempenho, poderá ser interessante atribuir
um vector específico às excepções geradas explicitamente por software e para comutação de
contexto, uma vez que são aquelas que frequentemente ocorrem durante o funcionamento
do sistema. Os restantes tipos de excepção correspondem a situações de erro e portanto, à
partida, menos frequentes.
6.6 Modelação
O coprocessador Cop2-OSC, cuja arquitectura foi apresentada ao longo deste capítulo, foi
completamente modelado em VHDL ao nível de abstracção RTL. Desta forma foi possível
obter um modelo sintetizável, parametrizável e completamente independente da tecnologia
de implementação. Para obter uma implementação concreta deste coprocessador deverá ser
utilizada uma ferramenta de síntese específica da tecnologia de implementação alvo.
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Nome do Parâmetro Valores
Possíveis
Significado do Parâmetro
NUM_CONTEXTS ≥ 1 Número de contextos de execução do pro-
cessador
LOG2_TASK_TAB_SIZE ≥ 1 Logaritmo na base 2 da dimensão da ta-
bela de tarefas
LOG2_MAX_PREPTD_TASKS ≥ 1 Logaritmo na base 2 do número máximo
de tarefas interrompidas por contexto de
execução
LOG2_TASK_BLK_SIZE ≥ 1 Logaritmo na base 2 da dimensão do
bloco de tarefas usado para efeitos de es-
calonamento
CONTEXT_SHARED_SCHED true, false Implementação de um escalonador de ta-
refas partilhado por todos os contextos de
execução ou específico de cada contexto
SEMA_UNIT_IMPLEMENT true, false Implementação ou supressão do módulo
Semaphore Handling Unit
LOG2_SEMA_TAB_SIZE true, false Logaritmo na base 2 da dimensão da ta-
bela de semáforos
LOG2_MAX_LOCKED_SEMAS ≥ 1 Logaritmo na base 2 do número máximo
de semáforos bloqueados por contexto de
execução
Tabela 6.7: Parâmetros do modelo do coprocessador ARPA-OSC.
Os parâmetros deste coprocessador, resumidos na tabela 6.7, permitem essencialmente espe-
cificar a dimensão das tabelas de tarefas e de semáforos, assim como o número de contextos
de execução, que deverá ser igual ao do processador ARPA-MT no qual vai ser integrado. A
utilização de alguns parâmetros logarítmicos deve-se à necessidade de assegurar que certos
valores são uma potência de base 2.
6.7 Síntese e Implementação
Tal como nos capítulos 4 e 5, a síntese e implementação do coprocessador Cop2-OSC fo-
ram realizadas no ambiente desenvolvimento ISE 7.1i da Xilinx, tendo como alvo a FPGA
XC3S1500-4BG676 da família Spartan-3 da Xilinx [Xil06a].
A quantidade de recursos usados pelo coprocessador Cop2-OSC depende essencialmente do
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número máximo de tarefas e semáforos implementados, do número de contextos de execu-
ção, da organização interna da unidade de escalonamento, das políticas de escalonamento
empregues e do protocolo usado na gestão de semáforos.
Foram realizadas diversas experiências de síntese de forma a averiguar o impacto do parâme-
tros mais importantes do modelo do coprocessador nos recursos da FPGA utilizados, mais
concretamente, foram variados os seguintes parâmetros:
• Dimensão da tabela de tarefas (parâmetro LOG2_TASK_TAB_SIZE);
• Dimensão da tabela de semáforos (parâmetro LOG2_SEMA_TAB_SIZE).
Aos restantes parâmetros foram atribuídos os seguintes valores:
• NUM_CONTEXTS = 1;
• LOG2_MAX_PREPTD_TASKS = LOG2_TASK_TAB_SIZE;
• LOG2_TASK_BLK_SIZE = 4;
• CONTEXT_SHARED_SCHED = false;
• SEMA_UNIT_IMPLEMENT = true;
• LOG2_MAX_LOCKED_SEMAS = LOG2_SEMA_TAB_SIZE.
Os resultados obtidos encontram-se resumidos na tabela 6.8 e correspondem à implementa-
ção apenas do coprocessador Cop2-OSC (sem o processador ARPA-MT). Para cada especia-
lização do modelo do coprocessador são mostradas, na tabela 6.8, as seguintes métricas:
• Número de tabelas de verdade - lookup tables (LUTs) de 4 entradas utilizadas;
• Número de flip-flops usados;
• Percentagem de slices ocupadas da FPGA;
• Número de blocos de memória utilizados do tipo SRAM de duplo porto, com a capa-
cidade de 18 Kbits e interface síncrono.
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No de Tarefas No de semáforos LUTs Flip-flops Slices (%) Blocos de Mem.
32 0 4.732 1.753 21 2
32 32 5.786 2.068 26 2
64 0 5.613 1.952 25 2
64 32 6.731 2.258 30 8
64 64 6.828 2.313 31 8
128 0 7.338 2.285 34 2
128 32 8.377 2.591 39 8
128 64 8.508 2.647 39 8
128 128 8.685 2.743 40 8
Tabela 6.8: Variação dos recursos da FPGA usados pelo coprocessador Cop2-OSC em fun-
ção do número de tarefas e de semáforos implementados.
A análise dos resultados obtidos permite concluir que a quantidade de recursos necessários
para implementar o coprocessador Cop2-OSC, para valores realistas do número de tarefas e
de semáforos, é perfeitamente razoável. Além disso, é perfeitamente possível a integração,
na FPGA utilizada, do processador ARPA-MT com 1 ou 2 contextos de execução e o copro-
cessador Cop2-OSC com suporte para 64 ou 128 tarefas e 64 ou 128 semáforos. O capítulo
7 apresenta a avaliação do desempenho do sistema resultante desta integração.
Para concluir este capítulo é importante referir que é possível modificar a implementação do
Cop2-OSC, ao nível dos critérios de escalonamento das tarefas e dos protocolos de sincro-
nização, sem alterar a sua interface, preservando grande parte do modelo de programação e
mantendo a compatibilidade com versões anteriores.
Capítulo 7
Avaliação do Desempenho
Sumário
Este capítulo apresenta a avaliação do desempenho das arquitecturas e implementações reali-
zadas no âmbito deste trabalho. Para que tal seja possível, foi construído o sistema integrado
ARPA-SoC. Este integra num único modelo parametrizável e sintetizável para FPGA o pro-
cessador ARPA-MT, os coprocessadores Cop0-MEC e Cop2-OSC, memória RAM e diversos
periféricos. Além disso, foi também concebido e implementado o executivo de tempo-real
OReK cuja função é fornecer uma camada de abstracção do hardware e proporcionar uma in-
terface de programação adequada ao desenvolvimento de aplicações de tempo-real baseadas
no processador ARPA-MT.
O capítulo começa com uma descrição dos aspectos que se pretende avaliar. De seguida
introduz o executivo OReK. São apresentados os tempos de execução das seguintes funções
internas do executivo OReK: salvaguarda e restauro do contexto de uma tarefa; processa-
mento periódico e comutação de tarefas; selecção da próxima tarefa a executar; início de
uma instância de uma tarefa; terminação de uma instância de uma tarefa; activação de uma
tarefa aperiódica por uma interrupção. São também indicados os tempos de execução dos
seguintes serviços disponibilizados à aplicação pelo executivo OReK: inicialização do execu-
tivo; leitura do temporizador do sistema; activação e desactivação da preempção das tarefas;
criação e destruição uma tarefa; arranque e paragem de uma tarefa; activação explícita de
uma tarefa aperiódica; leitura do estado de uma tarefa; criação e destruição de um semáforo;
registo de uma tarefa num semáforo; activação de um semáforo; bloqueio e libertação de um
semáforo. O capítulo termina com a análise dos resultados obtidos e com um resumo dos
aspectos não avaliados.
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7.1 Introdução
Uma avaliação adequada das arquitecturas e implementações especializadas para sistemas
embutidos de tempo-real apresentadas nesta dissertação deverá cobrir pelo menos os seguin-
tes dois aspectos:
1. Estudo do impacto, ao nível dos recursos de implementação, tempo de execução e
consumo de potência, da utilização de um processador com capacidades de multi-
tarefa simultânea em vez de um processador de contexto único, na execução de uma
aplicação embutida composta por diversas tarefas concorrentes;
2. Comparação dos requisitos computacionais e da eficiência energética associados à
execução de um núcleo ou executivo de tempo-real quando a sua implementação é
realizada completamente em software e quando parte das funções são suportadas por
hardware dedicado.
Estes dois pontos correspondem à avaliação dos modelos apresentados nos capítulos 4, 5 e 6
e correspondentes apêndices A, B, C e D.
No entanto, uma avaliação completa dos modelos e implementações realizadas no âmbito
deste trabalho constitui por si só uma tarefa bastante complexa e morosa. Isto deve-se, por
um lado ao suporte de hardware e de software necessários e, por outro ao carácter especiali-
zado dos sistemas embutidos, pelo que certos parâmetros e características das arquitecturas
concebidas neste trabalho só fazem sentido ser avaliadas para aplicações em concreto.
Como o tempo para o fazer é limitado, a avaliação apresentada neste capítulo será restringida
a parte dos aspectos referidos acima, sendo dada especial importância ao estudo do tempo
de execução das primitivas básicas de um sistema operativo de tempo-real.
Devido à sua importância no contexto deste trabalho, o primeiro aspecto avaliado foi o copro-
cessador ARPA-OSC, designado por Cop2-OSC na implementação integrada no processador
ARPA-MT e cuja arquitectura foi descrita no capítulo 6. Mais concretamente, alguns dos
aspectos mais importantes a avaliar são os seguintes:
• Medição do tempo de execução dos serviços e primitivas disponibilizadas à aplicação
por um executivo de tempo-real nos casos em que se encontra completamente imple-
mentado em software e quando parte das suas funcionalidades estão implementadas
em hardware dedicado no coprocessador Cop2-OSC;
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• Comparação das taxas de ocupação do processador devido às funções internas do exe-
cutivo de tempo-real sobre o qual a aplicação está implementada, nas duas situações
referidas no ponto anterior. Neste ponto interessa avaliar os tempos de comutação e
escalonamento das tarefas, assim como os requisitos computacionais das operações de
manutenção internas do executivo, de forma a determinar a sua carga computacional
relativa em função do período do sistema;
• Análise do comportamento do sistema quando o serviço de interrupções é feito atra-
vés de tarefas aperiódicas activadas por software usando os mecanismos tradicionais
implementados pelo coprocessador Cop0-MEC e comparação com o atendimento de
interrupções baseado em tarefas aperiódicas activadas e escalonadas pelo coproces-
sador Cop2-OSC de forma transparente e com carga computacional nula para a apli-
cação. Neste ponto interessa avaliar a latência no atendimento das interrupções e as
oscilações temporais (jitter) na execução das tarefas aperiódicas que as servem e nas
restantes actividades periódicas do sistema.
Do ponto de vista do projectista de um sistema de tempo-real estes são alguns dos aspectos
mais importantes que condicionam a escolha da plataforma de implementação.
7.2 Pré-requisitos
Para que a avaliação do desempenho, segundo os aspectos enumerados na secção anterior,
possa ser feita de uma forma simples, sistemática e rigorosa é fundamental dispor de uma pla-
taforma adequada, baseada no processador ARPA-MT (incluindo os coprocessadores Cop0-
MEC e Cop2-OSC), sobre a qual possa ser implementada uma aplicação embutida. Essa
plataforma deve disponibilizar os recursos de hardware e de software adequados à aplicação
alvo e os mecanismos que garantam uma boa observabilidade e uma configuração flexível
de forma a simplificar a avaliação que se pretende efectuar.
7.2.1 Hardware
Do ponto de vista do hardware, a plataforma deve possuir capacidades de interface com o
mundo exterior de forma a permitir a implementação de um sistema embutido realístico.
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Para este efeito foi concebido e implementado o sistema integrado ARPA-SoC constituído
pelos diversos componentes:
• Processador ARPA-MT e respectivos coprocessadores Cop0-MEC e Cop2-OSC;
• Memória principal;
• Unidade de sincronização e inicialização;
• Unidade de temporizadores/contadores;
• Controlador CAN 2.0B;
• Controlador SPI Master;
• UART RS232;
• Interface PS2;
• Portos de entrada/saída;
• Adaptador de LCD;
• Adaptador VGA.
O sistema integrado ARPA-SoC é descrito mais pormenorizadamente no apêndice A.
7.2.1.1 Contadores e Temporizadores
Do ponto de vista da avaliação do desempenho é fundamental dispormos de temporizado-
res que possam medir intervalos de forma precisa e com carga computacional idealmente
nula. Assim, foram implementados nos coprocessadores Cop0-MEC e Cop2-OSC diversos
temporizadores ou contadores que permitem de uma forma simples e com sobrecarga com-
putacional desprezável contar o número de ciclos de relógio gastos em determinadas funções
do sistema ou períodos de inactividade.
No coprocessador Cop0-MEC foram implementados os seguintes contadores:
• Número de ciclos de relógio em que não são lançadas instruções em execução pelo
processador devido a dependências (essencialmente de dados);
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• Número de ciclos de relógio dispendidos no atendimento às interrupções do tempori-
zador do sistema;
• Número de ciclos de relógio em que o processador permaneceu em cada um dos modos
de operação (Utilizador, Depuração, Privilegiado, Excepção e Erro).
Por outro lado, no coprocessador Cop2-OSC foram implementados os seguintes contadores:
• Número de ciclos de relógio gastos no processamento das excepções produzidas por
este coprocessador, as quais são geradas para comutação das tarefas em execução e em
situações de erro;
• Número de ciclos de relógio em que se encontra a executar a tarefa índice “0”, a qual é
executada em caso de inexistência de outras tarefas mais prioritárias prontas a executar.
7.2.2 Software
Do lado do software deve ser implementada uma interface de programação adequada que
permita medir os requisitos computacionais de cada um dos serviços disponibilizados à apli-
cação e estudar o efeito no desempenho global do sistema de cada uma das funcionalidades
implementadas quer em software, quer em hardware.
Os serviços devem ser prestados à aplicação de forma homogénea, tornando transparente as
especificidades do hardware de suporte, realizando em software as funcionalidades não su-
portadas pelo hardware e tirando partido das capacidades de coprocessamento implementa-
das em hardware, caso o Cop2-OSC esteja disponível. Isto é, os serviços devem ser prestados
independentemente do número de contextos de execução do processador e da implementa-
ção do coprocessador Cop2-OSC. Mais concretamente, o software de suporte deve ser capaz
de:
• Gerir a utilização do(s) contexto(s) de execução do processador ARPA-MT;
• Realizar o escalonamento e a sincronização das tarefas quer em software, quer em
hardware, consoante a inclusão ou não do coprocessador Cop2-OSC;
• Efectuar o atendimento das interrupções com base em tarefas aperiódicas com po-
liciamento das respectivas restrições temporais e activadas por software a partir das
excepções geradas pelo coprocessador Cop0-MEC, ou alternativamente, por hardware
usando os mecanismos disponibilizados pelo coprocessador Cop2-OSC.
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7.3 O Executivo de Tempo-real OReK
Para efeitos de avaliação do trabalho realizado no âmbito deste doutoramento e para disponi-
bilizar uma interface adequada ao desenvolvimento de aplicações foi concebido e implemen-
tado o executivo de tempo-real OReK (Object-oriented Real-time Kernel). Um executivo é
uma entidade de software responsável pela execução concorrente de tarefas ou processos.
As funções normalmente realizadas por um executivo são o escalonamento, o lançamento
em execução, a comutação, a terminação e a sincronização de tarefas. Em sistemas simples
é comum integrar num único módulo executável, isto é, de forma monolítica, o executivo
e as tarefas que constituem o sistema. Em sistemas mais complexos que necessitem, por
exemplo, de carregamento dinâmico de tarefas ou processos, de gestão hierárquica de me-
mória, de serviços de rede ou de dispositivos de entrada/saída sofisticados é usual utilizar-se
um sistema operativo, do qual o executivo é uma das peças fundamentais. Um executivo
de tempo-real é um executivo capaz de gerir tarefas de tempo-real, isto é, com restrições
temporais precisas, destinando-se portanto a sistemas de tempo-real.
O executivo OReK implementa uma camada de abstracção, fornecendo um conjunto de ser-
viços para gestão de tarefas e semáforos com restrições temporais através de uma interface
independente da implementação do coprocesssador Cop2-OSC. Se este coprocessador esti-
ver implementado, o executivo OReK usa as funcionalidades por ele disponibilizadas, caso
contrário executa todas as suas funções completamente em software.
O executivo OReK foi desenvolvido em C++, fornecendo uma interface de programação ori-
entada por objectos. É disponibilizado na forma de uma biblioteca destinada a ser ligada com
o código da aplicação, obtendo-se no final do fluxo de compilação um módulo monolítico,
contendo o código máquina e os dados quer da aplicação quer do executivo. Na realidade são
disponibilizadas duas bibliotecas correspondendo às duas implementações: com e sem su-
porte do coprocessador Cop2-OSC, designadas por OReK-C2 e OReK-Sw, respectivamente.
Ambas as bibliotecas implementam a mesma interface. Desta forma é possível utilizar o
mesmo código fonte da aplicação independentemente se processador foi ou não sintetizado
com o coprocessador Cop2-OSC.
Em termos genéricos, os serviços disponibilizados pelo executivo OReK dividem-se nos
seguintes grupos:
• Configuração e estado (arranque, terminação e informação temporal);
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• Diagnóstico (códigos de erro e mensagens);
• Gestão de tarefas (criação, destruição, manipulação, etc.);
• Gestão de semáforos (criação, destruição, manipulação, etc.).
Em ambas as implementações do executivo OReK as tarefas são alocadas estaticamente num
dado contexto de execução, sendo o seu escalonamento baseado nos critérios EDF, RM e
FIFO, consoante se tratem de tarefas de tempo-real críticas, não críticas ou ordinárias, res-
pectivamente. Os semáforos que controlam o acesso aos recursos partilhados pelas tarefas
são geridos pelo protocolo SRP. Obviamente, o mesmo acontece quando é utilizado o copro-
cessador Cop2-OSC.
A divisão das funcionalidades entre o hardware e o software na implementação OReK-C2
teve como principais objectivos:
• A simplicidade do coprocessador Cop2-OSC de forma a não dificultar a sua concep-
ção, implementação e validação;
• A adequação das primitivas disponibilizadas pelo coprocessador Cop2-OSC ao mo-
delo de programação definido pelo executivo OReK;
• A migração para hardware de todas as funcionalidades cuja implementação em soft-
ware resulte em tempos de execução não determinísticos;
• A realização em hardware de todas as operações periódicas do executivo OReK de
forma a reduzir a sua sobrecarga computacional;
• A redução do número de comutações de tarefas, de forma a minimizar o tempo gasto
em comutações de contexto e o número de instruções no pipeline do processador can-
celadas devido a excepções.
Estes objectivos requerem por um lado que os parâmetros das tarefas e semáforos sejam ar-
mazenados no coprocessador Cop2-OSC, mas operações como a validação dos parâmetros
de entrada das funções de interface, a comutação das pilhas das tarefas e a invocação dos
seus métodos de entrada no início de uma nova instância sejam realizadas em software. No
fundo foram aplicados os princípios RISC à concepção do Cop2-OSC, remetendo para o
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software as operações cuja implementação em hardware fosse demasiado complexa, desin-
teressante do ponto de vista dos ganhos de desempenho ou dificultasse o controlo do pipeline
do processador.
No caso da implementação completa em software (OReK-Sw), além das funções que im-
plementam os serviços disponibilizados à aplicação, o executivo inclui ainda as funções
TimerCallback e IntCallback. A primeira deve ser invocada no contexto da rotina
de serviço à interrupção do temporizador do sistema e a sua função é executar o proces-
samento periódico, o escalonamento e a comutação da tarefa em execução. A segunda é
invocada a partir da rotina de serviço às interrupções dos periféricos para activação das tare-
fas aperiódicas correspondentes.
Por outro lado, na implementação suportada pelo coprocessador Cop2-OSC é disponibili-
zada a rotina OSCCallback cuja função é apenas a comutação da tarefa em execução,
devendo para tal ser invocada no contexto da rotina de tratamento das excepções geradas
pelo coprocessador Cop2-OSC.
No apêndice D é realizada uma descrição mais aprofundada do executivo OReK.
7.3.1 Tempo de Processamento
O tempo de processamento em cada período (TTick) ou unidade temporal (tick) num sistema
baseado no núcleo OReK a executar sobre o processador ARPA-MT pode ser dividido em
três componentes:
• TOReK(i) - tempo de execução do OReK;
• TAppl(i) - tempo de execução da aplicação;
• TIdle(i) - tempo livre ou de inactividade;
relacionadas pela seguinte expressão:
TTick = TOReK(i) + TAppl(i) + TIdle(i)
em que i representa a i-ésima unidade temporal, uma vez que estas componentes variam em
cada unidade temporal.
O processamento realizado pelo núcleo OReK deve-se essencialmente aos seguintes dois
aspectos:
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• Funções internas do executivo para actualização das suas estruturas de dados internas,
gestão temporal, escalonamento, sincronização, lançamento, comutação e terminação
das tarefas;
• Serviços iniciados pela aplicação e realizadas no contexto da mesma para configuração
e obtenção do estado do núcleo e manipulação das tarefas e dos semáforos.
Assim, o tempo de execução do OReK (TOReK(i)) pode ser subdividido em três componen-
tes: TFint(i), TServ(i) e TSwit, relacionadas da seguinte forma:
TOReK(i) = TFint(i) + TServ(i) + TSwit
A componente TFint(i) é devida às funções internas do núcleo variando com o número de
tarefas e de semáforos bem como com o seu estado em particular num dado instante. Além
disso, depende também de factores específicos da aplicação, tais como o ritmo a que são
iniciadas e terminadas as tarefas ou a taxa de activação das interrupções dos periféricos.
A componente TServ(i) deve-se aos serviços iniciados pela aplicação. Alguns dos serviços
possuem tempos de execução fixos, enquanto outros dependem do número e do estado das
tarefas e dos semáforos do sistema.
Finalmente, a componente TSwit deve-se à salvaguarda e restauro dos registos ou contexto de
uma tarefa, sendo constante e independente do estado interno do executivo e função apenas
da dimensão do contexto do processador necessário salvaguardar para cada tarefa.
Embora com diferentes pesos, estas três componentes aplicam-se quer à implementação
OReK-Sw quer à OReK-C2.
A introdução do coprocessador Cop2-OSC visa reduzir tanto quanto possível as compo-
nentes TFint(i) e TServ(i) do tempo de execução do executivo OReK. Por conveniência e
simplicidade de projecto, a comutação de tarefas é sempre feita sobre controlo do software,
pelo que a utilização do Cop2-OSC não afecta a componente TSwit.
Com a utilização do Cop2-OSC, o incremento periódico do contador temporal, a actuali-
zação dos parâmetros temporais das tarefas, a execução do algoritmo de escalonamento e
a verificação do critério de preempção em caso de mudança de estado de pelo menos uma
tarefa ou semáforo são completamente realizadas em hardware sem qualquer intervenção do
software.
Apenas são geradas interrupções ou excepções para comutação de tarefas quando a tarefa
em execução tiver efectivamente que ser substituída por outra mais prioritária e que satisfaça
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o critério de preempção do protocolo SRP ou quando uma tarefa terminar a sua execução.
O número de interrupções com salvaguarda e restauro do contexto é reduzido ao mínimo
porque apenas são geradas quando é estritamente necessário. Isto faz com que a componente
TSwit apesar de invariável, o seu valor médio é inferior na implementação OReK-C2 devido
ao menor número de comutações de contexto.
7.4 Avaliação do Tempo de Execução
A avaliação temporal do executivo OReK visa obter os majorantes dos tempos TFint(i),
TServ(i) e TSwit com e sem o coprocessador Cop2-OSC implementado, de forma avaliar o
seu impacto na carga computacional do sistema. Esta avaliação será feita com o processador
ARPA-MT sintetizado e implementado com os seguintes parâmetros:
• NUM_CONTEXTS = 1;
• CYCLIC_INST_ISSUE = false;
• DYN_CONTEXT_PRIO = false;
• EX_STAGE_LATENCY = 1;
• FAST_WB_STAGE = false;
• EX_ENABLE_FWD = true;
• MA_ENABLE_FWD = true;
• WB_ENABLE_FWD = true;
• ADV_REGISTER_CMP = false;
• EMUL_INT_DIVISION = true;
• LOG2_TASK_TAB_SIZE = log2(#Tarefas);
• LOG2_MAX_PREPTD_TASKS = LOG2_TASK_TAB_SIZE;
• LOG2_TASK_BLK_SIZE = 4;
• CONTEXT_SHARED_SCHED = false;
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• SEMA_UNIT_IMPLEMENT = true;
• LOG2_SEMA_TAB_SIZE = log2(#Sema´foros);
• LOG2_MAX_LOCKED_SEMAS = LOG2_SEMA_TAB_SIZE.
O executivo OReK foi executado no processador ARPA-MT a operar a 24 MHz.
A avaliação do tempo de processamento das funções internas e dos serviços disponibiliza-
dos à aplicação deve ser realizada nas condições mais desfavoráveis de forma a obter-se o
respectivo majorante.
Ao nível do processamento periódico e escalonamento de tarefas, nos executivos em software
o caso mais desfavorável ocorre geralmente quando, no início de uma nova unidade temporal,
existe a activação simultânea de todas as tarefas do sistema, encontrando-se todas no estado
idle e devendo todas transitar para o estado ready. Dito de outra forma, a lista idle encontra-
se completamente cheia sendo esvaziada e passando a lista ready a estar completamente
preenchida. Esta é também a situação que acontece no executivo OReK.
Além disso, no executivo OReK, devido ao conhecimento completo do seu núcleo, pode-
se também acrescentar que o caso verdadeiramente mais desfavorável acontece quando, na
activação simultânea de todas as tarefas, estas são transferidas sequencialmente da lista idle
para a lista ready por ordem crescente de prioridade, de forma a que a inserção de cada tarefa
na lista ready requer o atravessamento completo desta lista.
Os tempos apresentados nas próximas secções foram obtidos por um dos seguintes métodos,
consoante a complexidade e/ou a ordem de grandeza do tempo a medir:
• Medição com um dos temporizadores referidos na secção 7.2.1.1;
• Análise directa do código assembly;
• Manipulação do código fonte do núcleo de forma colocar as tarefas e os semáforos nos
estados pretendidos e invocação directa das funções que se pretende avaliar.
7.4.1 Funções Internas do Executivo
As funções internas do executivo OReK realizadas periodicamente, despoletadas por eventos
externos (interrupções) ou iniciadas de forma não explícita pela aplicação são os seguintes:
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• Salvaguarda e restauro do contexto de uma tarefa;
• Processamento periódico e comutação de tarefas;
• Selecção da próxima tarefa a executar;
• Início de uma instância de uma tarefa;
• Terminação de uma instância de uma tarefa;
• Activação de uma tarefa aperiódica por uma interrupção.
Os tempos de execução de cada uma destas funções nas implementações OReK-Sw e OReK-
C2 serão apresentados nas próximas subsecções.
7.4.1.1 Salvaguarda e Restauro do Contexto de uma Tarefa
A tabela 7.1 mostra o tempo de salvaguarda e restauro do contexto de uma tarefa nas imple-
mentações OReK-Sw e OReK-C2.
O tempo de salvaguarda e restauro do contexto de uma tarefa é invariante do estado interno
da CPU e coprocessadores Cop0-MEC e Cop2-OSC. Sendo estas operações realizadas com-
pletamente em software, o tempo que demoram depende apenas das instruções executadas e
da frequência de operação do processador.
O tempo na implementação OReK-C2 é ligeiramente superior ao da OReK-Sw devido aos
registos adicionais do coprocessador que devem ser salvaguardados durante uma comutação
de tarefas. No entanto, a diferença é marginal e largamente compensada pelo menor número
de comutações de tarefas na implementação OReK-C2.
Estes tempos poderiam ser inferiores se a CPU fosse dotada do suporte adequado à comu-
tação rápida do contexto, mais concretamente, se o banco de registos fosse constituído por
diversas páginas de registos, uma associada a cada modo de operação ou conjunto de tarefas.
Em caso de excepção ou na comutação de tarefas seria necessário apenas comutar de página
de registos. Mais tarde quando se pretendesse regressar à tarefa interrompida bastaria voltar
a comutar para a respectiva página de registos.
A utilização do protocolo SRP para gerir os semáforos possui também a vantagem simplificar
a gestão das páginas de registos. Sempre que o número de tarefas interrompidas ultrapassar o
número total de páginas de registos, a página associada à tarefa interrompida há mais tempo
é aquela que, em caso de necessidade, deve ser substituída.
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Implementação OReK-Sw OReK-C2
Tempo de Execução (µs) 3,2 3,4
Tabela 7.1: Tempos de salvaguarda e restauro do contexto de uma tarefa no executivo OReK
nas implementações OReK-Sw e OReK-C2.
7.4.1.2 Processamento Periódico e Comutação de Tarefas
A tabela 7.2 mostra a variação do tempo máximo gasto no processamento periódico e na
comutação de tarefas nas implementações OReK-Sw e OReK-C2 em função do número má-
ximo de tarefas do sistema.
O processamento periódico no executivo OReK consiste essencialmente nas seguintes ope-
rações:
• Incremento do valor do temporizador do sistema;
• Actualização das prioridades e contadores temporais das tarefas;
• Manutenção das listas de tarefas idle, ready e preempted (apenas na implementação
OReK-Sw);
• Activação das tarefas periódicas de acordo com os seus parâmetros temporais e res-
pectivos contadores;
• Activação das tarefas aperiódicas de acordo com as suas restrições temporais e pedidos
de activação explícitos ou interrupções geradas;
• Detecção de violações temporais.
Na implementação OReK-Sw estas operações são completamente realizadas em software.
Na implementação OReK-C2 são efectuadas em hardware no coprocessador Cop2-OSC em
paralelo com a execução em software das tarefas do sistema (excepto a manutenção das listas
de tarefas, aplicável somente à implementação OReK-Sw).
A comutação de tarefas consiste na sinalização da preempção ou da terminação da tarefa
actual e lançamento em execução da tarefa seguinte. Neste item não estão incluídos os
procedimentos de escalonamento ou selecção da próxima tarefa a executar nem a salvaguarda
e restauro do contexto da tarefa. Na comutação da tarefa considera-se apenas a transição de
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estado da tarefa actualmente em execução e da próxima tarefa a executar, assim como a
troca da pilha activa, reflectindo desta forma a arquitectura e o funcionamento de ambas as
implementações realizadas. A comutação de tarefas é efectuada na implementação OReK-Sw
através da manipulação das listas de tarefas e na implementação OReK-C2 com as instruções
tprept e tdispt do coprocessador Cop2-OSC.
Na implementação OReK-Sw o processamento periódico e a comutação de tarefas são ambas
realizadas pela função TimerCallback (ver apêndice D) invocada no contexto da rotina
de serviço à interrupção do temporizador e nas situações de terminação de uma tarefa ou
sinalização de um semáforo com decréscimo do tecto do contexto. Cada vez que ocorre uma
interrupção periódica do temporizador do sistema, o contexto da tarefa actual é salvaguar-
dado, são realizadas as operações de gestão internas do núcleo, executado o algoritmo de
escalonamento para depois ser restaurado o contexto da tarefa a executar. Isto é feito mesmo
que seja retomada a execução da mesma tarefa que acabou de ser interrompida.
Na implementação OReK-C2 a comutação de tarefas é realizada na função OSCCallback
(ver apêndice D) invocada no contexto da rotina de tratamento das excepções do coproces-
sador Cop2-OSC.
A tabela 7.2 mostra nas colunas OReK-Sw e OReK-C2 o tempo de execução das funções
TimerCallback e OSCCallback (ver apêndice D), respectivamente. Na coluna OReK-
C2 é também mostrado dentro de parêntesis o tempo de processamento periódico na imple-
mentação OReK-C2 em função do número de tarefas. Este tempo não deve ser considerado
para efeitos da carga computacional do software do executivo OReK, embora tenha que ser
tomado em conta na definição do período ou resolução temporal do sistema, uma vez que o
limita inferiormente.
O processamento periódico e a comutação de tarefas é um dos parâmetros avaliados em
que a utilização do coprocessador Cop2-OSC e da implementação OReK-C2 leva a maiores
reduções do tempo de execução e da carga computacional do software do executivo OReK.
No caso de 128 tarefas são alcançados ganhos das três ordens de grandeza.
7.4.1.3 Selecção da Próxima Tarefa a Executar
A selecção da próxima tarefa a executar constitui parte do algoritmo de escalonamento sendo
tratada separadamente, uma vez que a outra parte do escalonamento das tarefas já está in-
cluída no processamento periódico apresentado na secção anterior.
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Implementação OReK-Sw OReK-C2 No de Tarefas
12,7 1,0+(1,0) 4
Tempos 21,9 1,0+(2,0) 8
de 40,2 1,0+(4,0) 16
Execução 76,9 1,0+(8,0) 32
(µs) 150,2 1,0+(16,0) 64
296,9 1,0+(32,0) 128
Tabela 7.2: Variação dos tempos de processamento periódico e comutação de tarefas no
executivo OReK nas implementações OReK-Sw e OReK-C2 em função do número de tarefas.
Implementação OReK-Sw
Tempo de Execução (µs) 2,8
Tabela 7.3: Tempo de selecção da próxima tarefa a executar no executivo OReK na imple-
mentação OReK-Sw.
Este procedimento é realizado dentro da função TimerCallback na implementação OReK-
Sw e completamente em hardware em paralelo com a execução do OReK ou da aplicação na
implementação OReK-C2.
7.4.1.3.1 Implementação OReK-Sw - Considerando que na versão OReK-Sw, as listas
das tarefas interrompidas e das tarefas prontas a executar para os diversos níveis de critica-
lidade são mantidas ordenadas, a selecção da próxima tarefa a executar é trivial, consistindo
na pesquisa da tarefa mais prioritária entre todas as tarefas que se encontram à cabeça dessas
listas. A tarefa mais prioritária encontrada é lançada em execução, ou alternativamente tarefa
índice “0” em caso de inexistência de pelo menos uma tarefa interrompida ou ausência de
uma tarefa pronta a executar.
A tabela 7.3 mostra o tempo de selecção da próxima tarefa a executar no executivo OReK na
implementação OReK-Sw, o qual não depende do número de tarefas do sistema porque para
este efeito a pesquisa é só realizada à cabeça das listas.
7.4.1.3.2 Implementação OReK-C2 - No caso da versão OReK-C2 do executivo OReK
suportada pelo coprocessador Cop2-OSC o tempo de escalonamento das tarefas depende dos
parâmetros usados na síntese do processador e da frequência de funcionamento do mesmo,
a qual está obviamente limitada superiormente pelo inverso do atraso correspondente ao
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caminho crítico do circuito.
Os parâmetros de síntese permitem especificar o número máximo de tarefas suportadas pelo
coprocessador e a dimensão de cada bloco de tarefas. Tal como já foi explicado no capítulo
6, a definição de bloco de tarefas foi motivada por questões relacionadas com a eficiência
em termos de área do circuito, frequência de operação e tempo de compilação dos módulos
destinados ao escalonamento de tarefas.
O escalonamento de tarefas dentro do coprocessador Cop2-OSC é feito em duas fases:
1. Na primeira fase, dentro de cada bloco de tarefas, com a pesquisa sequencial da tarefa
mais prioritária desse bloco;
2. Na segunda fase com a selecção da tarefa mais prioritária entre as que foram seleccio-
nadas em cada bloco.
Tal como já foi referido no capítulo 6, as vantagens desta abordagem residem no facto de
na primeira fase os diversos grupos de tarefas serem pesquisados em paralelo e no tempo
de escalonamento ser constante e dependente apenas do número de blocos, da dimensão de
cada bloco e da frequência de operação do circuito.
Sendo NTasksBlk a dimensão de um bloco de tarefas usado para efeitos de escalonamento
(especificado pelo parâmetro LOG2_TASK_BLK_SIZE do modelo do Cop2-OSC) e NBlocks
o número de blocos, o número total de tarefas NTasks é:
NTasks = NBlocks ×NTasksBlk
O tempo de processamento TSchd é fixo e igual a:
TSchd = (NBlocks +NTasks
Blk)× TCPU
em que TCPU é o período do sinal de relógio da CPU e do coprocessador Cop2-OSC.
A tabela 7.4 mostra o tempo de selecção da próxima tarefa a executar no executivo OReK
na implementação OReK-C2 em função do número de tarefas para um bloco de 16 tarefas.
Esta dimensão do bloco de tarefas foi escolhida por ser a que melhor se adapta à síntese e
implementação do circuito na FPGA utilizada neste trabalho, a qual disponibiliza memórias
de 16 entradas com a interface pretendida. Tal como já foi referido os tempos mostrados na
tabela 7.4 são completamente determinísticos.
Uma consequência interessante da selecção em hardware da próxima tarefa a executar é o
facto do tempo que demora ser inferior ao de salvaguarda e restauro do contexto das tarefas,
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Implementação OReK-C2 No de Tarefas
0,21 4
Tempos 0,38 8
de 0,71 16
Execução 0,75 32
(µs) 0,83 64
1,00 128
Tabela 7.4: Variação dos tempos de selecção da próxima tarefa a executar no executivo OReK
na implementação OReK-C2 em função do número de tarefas.
Implementação OReK-Sw OReK-C2
Tempo de Execução (µs) 1,1 1,1
Tabela 7.5: Tempos de início de uma instância de uma tarefa no executivo OReK nas imple-
mentações OReK-Sw e OReK-C2.
pelo que pode ser mascarado não contribuindo para a carga periódica do executivo. Uma
vez que o tempo de selecção da próxima tarefa é inferior ao tempo que demora a restaurar
os registos da próxima tarefa que vai ser executada, ainda esta não se encontra em execução
propriamente dita e já está determinada a tarefa seguinte a executar.
7.4.1.4 Início de uma Instância de uma Tarefa
A tabela 7.5 mostra o tempo de início de uma instância de uma tarefa nas implementações
OReK-Sw e OReK-C2.
A execução de uma nova instância de uma tarefa é completamente realizada em software
através da invocação do respectivo método de entrada, pelo que não depende da implemen-
tação nem do número de tarefas do sistema.
7.4.1.5 Terminação de uma Instância de uma Tarefa
A tabela 7.6 mostra o tempo de terminação de uma instância de uma tarefa nas implementa-
ções OReK-Sw e OReK-C2.
A terminação de uma instância de uma tarefa envolve as seguintes operações:
• A sinalização da terminação da tarefa e correspondente mudança de estado;
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Implementação OReK-Sw OReK-C2 No de Tarefas
10,0 2,6 4
Tempos 11,7 2,6 8
de 15,0 2,6 16
Execução 21,7 2,6 32
(µs) 35,0 2,6 64
61,7 2,6 128
Tabela 7.6: Variação dos tempos de terminação de uma instância de uma tarefa no executivo
OReK nas implementações OReK-Sw e OReK-C2 em função do número de tarefas.
• A verificação da existência de pedidos de paragem ou destruição pendentes e em caso
afirmativo parar ou destruir a tarefa, respectivamente;
• A inserção ordenada numa das listas idle de acordo com os seus parâmetros temporais
(na implementação OReK-Sw) ou execução da instrução ttermn (na implementação
OReK-C2);
• A inicialização da pilha para a próxima instância da tarefa;
• A geração de uma excepção ou interrupção para que seja lançada a próxima tarefa em
execução.
O tempo de terminação de uma instância de uma tarefa na implementação OReK-C2 é sem-
pre inferior ao da OReK-Sw e independente do número de tarefas do sistema. Este tempo
varia na implementação OReK-Sw devido à inserção ordenada numa das listas idle.
7.4.1.6 Activação de uma Tarefa Aperiódica por uma Interrupção
A tabela 7.7 mostra o tempo de activação de uma tarefa aperiódica por uma interrupção nas
implementações OReK-Sw e OReK-C2.
Esta é uma operação realizada por software na implementação OReK-Sw e por hardware no
Cop2-OSC na implementação OReK-C2, razão pela qual no segundo caso o tempo é nulo.
A coluna OReK-Sw da tabela 7.7 mostra o tempo máximo de execução da função IntCallback
(ver apêndice D), o qual é independente do número de tarefas do sistema. Uma vez que esta
função executa no contexto da rotina de serviço à interrupção é apenas necessário salvaguar-
dar o contexto mínimo da tarefa em execução e sinalizar o pedido de activação da tarefa
aperiódica correspondente à interrupção gerada.
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Implementação OReK-Sw OReK-C2
Tempo de Execução (µs) 2,3 0,0
Tabela 7.7: Tempos de activação de uma tarefa aperiódica por uma interrupção no executivo
OReK nas implementações OReK-Sw e OReK-C2.
7.4.2 Serviços Iniciados pela Aplicação
Os serviços iniciados pela aplicação cujo tempo de execução foi medido nas implementações
OReK-Sw e OReK-C2 do executivo OReK foram os seguintes:
• Inicialização do executivo;
• Leitura do temporizador do sistema;
• Activação e desactivação da preempção das tarefas;
• Criação e destruição uma tarefa;
• Arranque e paragem de uma tarefa;
• Activação explícita de uma tarefa aperiódica;
• Leitura do estado de uma tarefa;
• Criação e destruição de um semáforo;
• Registo de uma tarefa num semáforo;
• Activação de um semáforo;
• Bloqueio e libertação de um semáforo.
O tempo de execução de cada um destes serviços depende da frequência de funcionamento
do processador ARPA-MT e do coprocessador Cop2-OSC associado. As subsecções seguin-
tes mostram os resultados da sua avaliação temporal. Os valores apresentados consideram
a execução dos serviços no interior do núcleo, independentemente se são invocados directa-
mente ou através de chamadas ao sistema usando o mecanismo de excepções do processador.
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Implementação OReK-Sw OReK-C2 No de Tarefas
26,7 7,3 4
Tempos 39,7 7,4 8
de 65,7 7,8 16
Execução 117,7 8,4 32
(µs) 221,7 9,8 64
429,7 12,4 128
Tabela 7.8: Variação dos tempos de inicialização do executivo OReK nas implementações
OReK-Sw e OReK-C2 em função do número de tarefas (número de semáforos = 0).
Implementação OReK-Sw OReK-C2 No de Semáforos
30,0 7,4 4
Tempos 46,3 7,8 8
de 79,0 8,4 16
Execução 144,3 9,8 32
(µs) 275,0 12,4 64
536,3 17,8 128
Tabela 7.9: Variação dos tempos de inicialização do executivo OReK nas implementações
OReK-Sw e OReK-C2 em função do número de semáforos (número de tarefas = número de
semáforos).
7.4.2.1 Inicialização do Executivo
As tabelas 7.8 e 7.9 mostram a variação do tempo de inicialização do executivo OReK nas
implementações OReK-Sw e OReK-C2 em função do número de tarefas e de semáforos do
sistema, respectivamente.
Da análise das tabelas 7.8 e 7.9 pode-se concluir que o aumento do número de tarefas e/ou de
semáforos contribui para o crescimento do tempo de inicialização devido à maior quantidade
de estruturas de controlo que devem ser preenchidas.
O tempo de inicialização da implementação OReK-C2 é sempre inferior ao da OReK-Sw
devido à configuração simultânea em hardware e em software dos campos do executivo e
dos blocos de controlo das tarefas e dos semáforos.
No caso de 128 tarefas e 128 semáforos, a implementação OReK-C2 apresenta, relativamente
à OReK-Sw, uma redução de 30 vezes no tempo de inicialização.
7.4. AVALIAÇÃO DO TEMPO DE EXECUÇÃO 247
Implementação OReK-Sw OReK-C2
Tempo de Execução (µs) 0,2 0,3
Tabela 7.10: Tempos de leitura do valor do temporizador do executivo OReK nas implemen-
tações OReK-Sw e OReK-C2.
Implementação OReK-Sw OReK-C2
Tempo de Execução (µs) 0,5 0,5
Tabela 7.11: Tempos de activação da preempção das tarefas no executivo OReK nas imple-
mentações OReK-Sw e OReK-C2.
7.4.2.2 Leitura do Valor do Temporizador do Sistema
A tabela 7.10 mostra o tempo de leitura do temporizador do sistema nas implementações
OReK-Sw e OReK-C2.
Da análise da tabela 7.10 pode-se concluir que o tempo de leitura do temporizador do sis-
tema é superior na implementação OReK-C2, uma vez que deve ser lido do coprocessador
Cop2-OSC, enquanto na implementação OReK-Sw já se encontra num campo do software
do núcleo do executivo. No entanto, em qualquer dos casos é inferior a um microsegundo.
O aumento do número de tarefas e/ou de semáforos não contribui para uma variação do
tempo de leitura do temporizador do sistema.
7.4.2.3 Activação e Desactivação da Preempção das Tarefas
As tabelas 7.11 e 7.12 mostram o tempo de activação e de desactivação da preempção das
tarefas nas implementações OReK-Sw e OReK-C2, respectivamente.
Da análise das tabelas 7.11 e 7.12 pode-se concluir que estes tempos são relativamente re-
duzidos e invariantes com a implementação. Além disso, são também independentes do
número e do estado das tarefas e dos semáforos, uma vez que a operação realizada nestes
serviços é apenas a modificação de um indicador usado no controlo da preempção das tare-
fas. Este indicador é uma variável na implementação OReK-Sw e um bit de um registo do
coprocessador Cop2-OSC na implementação OReK-C2.
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Implementação OReK-Sw OReK-C2
Tempo de Execução (µs) 0,5 0,5
Tabela 7.12: Tempos de desactivação da preempção das tarefas no executivo OReK nas
implementações OReK-Sw e OReK-C2.
Implementação OReK-Sw OReK-C2
Tempo de Execução (µs) 6,2 5,5
Tabela 7.13: Tempos de criação de uma tarefa no executivo OReK nas implementações
OReK-Sw e OReK-C2.
7.4.2.4 Criação de uma Tarefa
A tabela 7.13 mostra o tempo de criação de uma tarefa nas implementações OReK-Sw e
OReK-C2.
Os tempos mostrados correspondem à validação dos parâmetros da tarefa, à alocação de um
TCB e à configuração dos respectivos campos nas tarefas de tempo-real críticas, uma vez que
são aquelas que possuem um maior número de parâmetros associados. Os restantes tipos de
tarefas possuem tempos de criação ligeiramente inferiores. No entanto, qualquer que seja
o seu tipo, o tempo de criação de uma tarefa não depende do número de tarefas do sistema
nem dos seus estados particulares.
O tempo na implementação OReK-C2 é ligeiramente inferior ao da OReK-Sw porque as
instruções tcnort, tcsrtp, tcsrta, tchrtp e tchrta disponibilizadas pelo Cop2-
OSC para este efeito realizam a alocação do TCB e a inicialização do respectivo registo
de estado de forma atómica num único ciclo de relógio. Os restantes campos do TCB são
preenchidos por software de forma sequencial em ambas as implementações.
7.4.2.5 Destruição de uma Tarefa
A tabela 7.14 mostra o tempo de destruição de uma tarefa nas implementações OReK-Sw e
OReK-C2.
Os tempos mostrados correspondem à validação do identificador da tarefa, à verificação se
a tarefa pode (ou não) ser imediatamente destruída e à destruição propriamente ou ao seu
deferimento. Qualquer que seja o seu tipo, o tempo de destruição de uma tarefa não depende
do número de tarefas do sistema nem dos seus estados particulares.
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Implementação OReK-Sw OReK-C2
Tempo de Execução (µs) 7,7 3,3
Tabela 7.14: Tempos de destruição de uma tarefa no executivo OReK nas implementações
OReK-Sw e OReK-C2.
O tempo na implementação OReK-C2 é cerca de metade da OReK-Sw porque a instrução
tdty disponibilizada pelo Cop2-OSC para este efeito realiza a libertação do TCB num único
ciclo de relógio e, no caso das tarefas associadas a fontes de interrupção, a desactivação da
respectiva fonte.
7.4.2.6 Arranque de uma Tarefa
A tabela 7.15 mostra a variação do tempo máximo de arranque de uma tarefa nas implemen-
tações OReK-Sw e OReK-C2 em função do número de tarefas do sistema.
No arranque de uma tarefa o tempo é gasto na validação do identificador da tarefa, na ve-
rificação do seu estado, na alocação e inicialização da pilha e na transição da tarefa para o
estado idle ou ready consoante o seu tipo e parâmetros iniciais.
O tempo na implementação OReK-Sw cresce com o aumento do número de tarefas porque
as tarefas no arranque são colocadas numas das listas de tarefas idle ou ready, as quais
são ordenadas por tempo para a activação e prioridade, respectivamente. O tempo máximo
corresponde à situação mais desfavorável, em que a colocação de uma nova tarefa numa
dessas listas requer o seu atravessamento completo.
Na implementação OReK-C2 o tempo de arranque de uma tarefa é constante e inferior ao
da OReK-Sw porque a instrução tstart disponibilizada pelo Cop2-OSC para este efeito
realiza a verificação e a transição do estado da tarefa num único ciclo de relógio. No caso
das tarefas associadas a fontes de interrupção é também feita a associação com a respectiva
fonte. Na implementação OReK-C2, como não existem listas de tarefas, todas as operações
demoram um tempo fixo a executar.
Uma tarefa depois de arrancada e activada será considerada pelo escalonador de tarefas. Tal
como já foi explicado, na implementação OReK-C2, o número máximo de tarefas afecta o
tempo de escalonamento das mesmas, não as transições de estado.
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Implementação OReK-Sw OReK-C2 No de Tarefas
10,9 4,3 4
Tempos 12,6 4,3 8
de 15,9 4,3 16
Execução 22,6 4,3 32
(µs) 35,9 4,3 64
62,6 4,3 128
Tabela 7.15: Variação do tempo de arranque de uma tarefa no executivo OReK nas imple-
mentações OReK-Sw e OReK-C2 em função do número de tarefas.
Implementação OReK-Sw OReK-C2
Tempo de Execução (µs) 7,5 3,1
Tabela 7.16: Tempos de paragem de uma tarefa no executivo OReK nas implementações
OReK-Sw e OReK-C2.
7.4.2.7 Paragem de uma Tarefa
A tabela 7.16 mostra o tempo de paragem de uma tarefa nas implementações OReK-Sw e
OReK-C2.
Os tempos mostrados correspondem à validação do identificador da tarefa, à verificação
se a tarefa pode (ou não) ser imediatamente parada e à paragem propriamente ou ao seu
deferimento. Qualquer que seja o seu tipo, o tempo de paragem de uma tarefa não depende
do número de tarefas do sistema nem dos seus estados particulares.
O tempo na implementação OReK-C2 é cerca de metade da OReK-Sw porque a instrução
tstop disponibilizada pelo Cop2-OSC para este efeito realiza a transição de estado do
TCB num único ciclo de relógio e, no caso das tarefas associadas a fontes de interrupção, a
desactivação da respectiva fonte.
7.4.2.8 Activação Explícita de uma Tarefa Aperiódica
A tabela 7.17 mostra a variação do tempo máximo de activação explícita de uma tarefa
aperiódica nas implementações OReK-Sw e OReK-C2 em função do número de tarefas do
sistema.
Na activação de uma tarefa, o tempo é gasto na validação do seu identificador, na verificação
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Implementação OReK-Sw OReK-C2 No de Tarefas
7,5 2,2 4
Tempos 9,2 2,2 8
de 12,5 2,2 16
Execução 19,2 2,2 32
(µs) 32,5 2,2 64
59,2 2,2 128
Tabela 7.17: Variação do tempo de activação explícita de uma tarefa aperiódica no executivo
OReK nas implementações OReK-Sw e OReK-C2 em função do número de tarefas.
do seu tipo e estado actual e na transição imediata ou deferida da tarefa para o estado ready,
consoante o atraso especificado.
O tempo na implementação OReK-Sw cresce com o aumento do número de tarefas porque
estas na activação são colocadas numa das listas de tarefas ready, as quais são ordenadas por
prioridade. O tempo máximo corresponde à situação mais desfavorável, em que a colocação
de uma nova tarefa na lista requer o seu atravessamento completo.
Na implementação OReK-C2 o tempo de arranque de uma tarefa é constante e inferior ao
da OReK-Sw porque a instrução tactiv disponibilizada pelo Cop2-OSC para este efeito
realiza a verificação e a transição do estado da tarefa num único ciclo de relógio. Na im-
plementação OReK-C2, como não existem listas de tarefas, todas as operações demoram um
tempo fixo a executar.
Uma tarefa aperiódica depois de activada será considerada pelo escalonador de tarefas.
7.4.2.9 Leitura do Estado de uma Tarefa
A tabela 7.18 mostra o tempo de leitura do estado de uma tarefa nas implementações OReK-
Sw e OReK-C2.
O tempo gasto corresponde validação do identificador, à leitura e à devolução do estado,
o qual corresponde à lista em que a tarefa se encontra na implementação OReK-Sw ou a
um campo do respectivo TCB do coprocessador Cop2-OSC na implementação OReK-C2. A
diferença entre os dois tempos mostrados na tabela 7.18 é marginal.
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Implementação OReK-Sw OReK-C2
Tempo de Execução (µs) 2,3 2,2
Tabela 7.18: Tempos de leitura do estado de uma tarefa no executivo OReK nas implemen-
tações OReK-Sw e OReK-C2.
Implementação OReK-Sw OReK-C2
Tempo de Execução (µs) 1,7 1,5
Tabela 7.19: Tempos de criação de um semáforo no executivo OReK nas implementações
OReK-Sw e OReK-C2.
7.4.2.10 Criação de um Semáforo
A tabela 7.19 mostra o tempo de criação de um semáforo nas implementações OReK-Sw e
OReK-C2.
Os tempos mostrados correspondem à alocação de um SCB e à configuração do seu estado e
do respectivo tecto inicial do recurso. O tempo de criação de um semáforo não depende do
número de semáforos do sistema nem dos seus estados particulares.
O tempo na implementação OReK-C2 é ligeiramente inferior ao da OReK-Sw porque a ins-
trução scrt disponibilizada pelo Cop2-OSC para este efeito realiza a alocação do SCB e
inicialização do respectivo registo de estado de forma atómica num único ciclo de relógio.
7.4.2.11 Destruição de um Semáforo
A tabela 7.20 mostra o tempo de destruição de um semáforo nas implementações OReK-Sw
e OReK-C2.
Os tempos mostrados correspondem à validação do identificador do semáforo, à verificação
se o semáforo pode (ou não) ser destruído e à destruição propriamente dita. O tempo de
destruição de um semáforo não depende do número de semáforos do sistema nem dos seus
estados particulares.
O tempo na implementação OReK-C2 é ligeiramente inferior ao da OReK-Sw porque a ins-
trução sdty disponibilizada pelo Cop2-OSC para este efeito realiza a libertação do SCB
num único ciclo de relógio.
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Implementação OReK-Sw OReK-C2
Tempo de Execução (µs) 2,4 1,9
Tabela 7.20: Tempos de destruição de um semáforo no executivo OReK nas implementações
OReK-Sw e OReK-C2.
Implementação OReK-Sw OReK-C2
Tempo de Execução (µs) 3,5 3,8
Tabela 7.21: Tempos de registo de uma tarefa num semáforo no executivo OReK nas imple-
mentações OReK-Sw e OReK-C2.
7.4.2.12 Registo de uma Tarefa num Semáforo
A tabela 7.21 mostra o tempo de registo de uma tarefa num semáforo nas implementações
OReK-Sw e OReK-C2.
Os tempos mostrados correspondem à validação dos identificadores da tarefa e do semáforo,
à comparação do nível de preempção da tarefa com o tecto actual do semáforo e à sua actua-
lização (caso seja necessário). O tempo de registo de uma tarefa num semáforo não depende
do número de semáforos do sistema nem dos seus estados particulares.
O tempo na implementação OReK-C2 é ligeiramente superior ao da OReK-Sw porque em
ambas as implementações grande parte do trabalho é realizado em software, havendo no
primeiro caso o custo adicional da comunicação com o coprocessador Cop2-OSC.
7.4.2.13 Activação de um Semáforo
A tabela 7.22 mostra o tempo de activação de um semáforo nas implementações OReK-Sw e
OReK-C2.
Os tempos mostrados correspondem à validação do identificador do semáforo, à verificação
do seu estado e à sua activação propriamente dita. O tempo de activação de um semáforo
não depende do número de semáforos do sistema nem dos seus estados particulares.
O tempo na implementação OReK-Sw é ligeiramente inferior ao da OReK-C2 porque, en-
quanto no primeiro caso apenas é alterado um indicador do respectivo SCB em software,
no segundo caso existe um custo associado ao acesso ao coprocessador Cop2-OSC devido à
execução da instrução senable.
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Implementação OReK-Sw OReK-C2
Tempo de Execução (µs) 1,0 1,3
Tabela 7.22: Tempos de destruição de um semáforo no executivo OReK nas implementações
OReK-Sw e OReK-C2.
Implementação OReK-Sw OReK-C2
Tempo de Execução (µs) 2,6 2,1
Tabela 7.23: Tempos de bloqueio de um semáforo no executivo OReK nas implementações
OReK-Sw e OReK-C2.
7.4.2.14 Bloqueio de um Semáforo
A tabela 7.23 mostra o tempo de bloqueio de um semáforo nas implementações OReK-Sw e
OReK-C2.
Os tempos mostrados correspondem à validação do identificador do semáforo, à verificação
do seu estado e ao seu bloqueio propriamente dito. O tempo de bloqueio de um semáforo
não depende do número de semáforos do sistema nem dos seus estados particulares.
O tempo na implementação OReK-C2 é ligeiramente inferior ao da OReK-Sw porque a ins-
trução swait disponibilizada pelo Cop2-OSC para este efeito realiza a verificação e a tran-
sição do estado do SCB num único ciclo de relógio.
7.4.2.15 Libertação de um Semáforo
A tabela 7.24 mostra o tempo de libertação de um semáforo nas implementações OReK-Sw
e OReK-C2.
Os tempos mostrados correspondem à validação do identificador do semáforo, à verificação
do seu estado e à sua libertação propriamente dita. O tempo de libertação de um semáforo
não depende do número de semáforos do sistema nem dos seus estados particulares.
O tempo na implementação OReK-C2 é metade da OReK-Sw porque a instrução ssignal
disponibilizada pelo Cop2-OSC para este efeito realiza a verificação e a transição do estado
do SCB num único ciclo de relógio.
De notar que os tempos de ambas as implementações mostrados na tabela 7.24 não incluem a
interrupção ou a excepção gerada em caso de decréscimo do tecto do sistema. Esta excepção
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Implementação OReK-Sw OReK-C2
Tempo de Execução (µs) 4,0 2,0
Tabela 7.24: Tempos de libertação de um semáforo no executivo OReK nas implementações
OReK-Sw e OReK-C2.
é sempre gerada na implementação OReK-Sw para reavaliação do critério de preempção do
protocolo SRP. No caso da OReK-C2, após a libertação de um semáforo, apenas é gerada
uma excepção se houver necessidade efectiva de comutar a tarefa em execução.
7.5 Análise dos Resultados
A figura 7.1 representa graficamente, em função do número de tarefas, as variações do tempo
de execução das funções internas, dos serviços de configuração e dos serviços de gestão
de tarefas do executivo OReK, nas implementações OReK-Sw e OReK-C2. Os resultados
da avaliação dos parâmetros dos semáforos não são representados porque são invariantes
relativamente ao número de semáforos. Cada um dos parâmetros mostrados é representado
pela mesma cor nas implementações OReK-Sw e OReK-C2. Por conveniência são usados
eixos logarítmicos. A legenda de cada gráfico da figura 7.1 referencia a secção deste capítulo
onde foram apresentados os resultados da avaliação do respectivo parâmetro. As excepções
são:
• Os items 7.4.2.1a e 7.4.2.1b, os quais se referem às tabelas 7.8 e 7.9, respectivamente;
• Os items 7.4.2.3a e 7.4.2.3b, os quais se referem às tabelas 7.11 e 7.12, respectiva-
mente.
Os maiores ganhos de desempenho possibilitados pelo coprocessador Cop2-OSC ocorrem
nas operações que envolvam, na implementação em software, a manipulação de listas or-
denadas de tarefas, tais como o processamento periódico e comutação de tarefas (secção
7.4.1.2), a terminação de uma instância de uma tarefa (secção 7.4.1.5), o arranque de uma
tarefa (secção 7.4.2.6) e a activação explícita de uma tarefa aperiódica (secção 7.4.2.8).
A carga periódica absoluta do software do executivo OReK corresponde à soma dos tempos
gastos nas seguintes funções internas:
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Figura 7.1: Variação do tempo de execução das funções internas, dos serviços de configura-
ção e dos serviços de gestão de tarefas do executivo OReK, nas implementações OReK-Sw e
OReK-C2, em função do número de tarefas.
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• Salvaguarda e restauro do contexto de uma tarefa;
• Processamento periódico e comutação de tarefas;
• Selecção da próxima tarefa a executar (apenas na implementação OReK-Sw).
A tabela 7.25 mostra a variação da carga periódica absoluta nas implementações OReK-Sw e
OReK-C2 em função do número de tarefas. No primeiro caso, o valor cresce com o número
de tarefas, enquanto no segundo caso é sempre constante e inferior ao primeiro. De notar que
os valores mostrados correspondem apenas à carga periódica na situação mais desfavorável,
mas não incluem ainda as restantes funções internas, cujos requisitos computacionais são
dependentes da aplicação, nomeadamente:
• O início de uma instância de uma tarefa (constante e igual em ambas as implementa-
ções);
• A terminação de uma instância de uma tarefa (altamente dependente do número, estado
e parâmetros das tarefas na implementação OReK-Sw e constante na OReK-C2);
• A activação de uma tarefa aperiódica por uma interrupção (aplicável apenas à imple-
mentação OReK-Sw).
Os valores mostrados na coluna OReK-Sw da tabela 7.25 são bastante pessimistas e difíceis
de determinar, uma vez que dependem do estado das tarefas. No entanto, num sistema de
tempo-real para aplicações críticas é a situação mais desfavorável que deve ser considerada
de forma a garantir um comportamento temporalmente correcto do sistema. Por outro lado,
os valores mostrados na coluna OReK-C2 são exactos e simples de obter, pois dependem
apenas do número de tarefas do sistema e da sua frequência de funcionamento e não dos
seus estados particulares.
No caso de um sistema com 128 tarefas a redução da carga periódica absoluta resultante da
utilização do coprocessador Cop2-OSC é de cerca de duas ordens de grandeza.
É importante referir que, qualquer que seja o número de tarefas, a resolução temporal deve
ter em conta a carga periódica absoluta devida às operações realizadas quer em software quer
em hardware.
As tabelas 7.26, 7.27 e 7.28 mostram a variação da carga periódica relativa nas implementa-
ções OReK-Sw e OReK-C2 em função do número de tarefas, para resoluções temporais ou
períodos do sistema de 0,1 milisegundo, 1 milisegundo e 10 milisegundos, respectivamente.
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Implementação OReK-Sw OReK-C2 No de Tarefas
18,8 4,3 4
Carga 27,9 4,3 8
Periódica 46,3 4,3 16
Absoluta 82,9 4,3 32
(µs) 156,3 4,3 64
302,9 4,3 128
Tabela 7.25: Carga periódica absoluta do executivo OReK nas implementações OReK-Sw e
OReK-C2 em função do número de tarefas.
Implementação OReK-Sw OReK-C2 No de Tarefas
18,8% 4,3% 4
Carga 27,9% 4,3% 8
Periódica 46,3% 4,3% 16
Relativa 82,9% 4,3% 32
(TT ick = 0, 1ms) - 4,3% 64
- 4,3% 128
Tabela 7.26: Carga periódica relativa do executivo OReK nas implementações OReK-Sw e
OReK-C2 em função do número de tarefas e assumindo um período de 0,1 milisegundo.
Da análise das tabelas 7.26, 7.27 e 7.28 facilmente se conclui que a carga computacional
do software do sistema na implementação OReK-C2 é perfeitamente aceitável, sendo apenas
4,3% na situação mais exigente apresentada (128 tarefas e um período de 0,1 milisegundo).
Enquanto na implementação OReK-Sw o aspecto crítico era o processamento periódico, na
OReK-C2 é a salvaguarda e restauro do contexto das tarefas. No entanto, a sua redução
requer a introdução de mecanismos de comutação rápida de contexto ao nível da CPU e
Implementação OReK-Sw OReK-C2 No de Tarefas
1,9% 0,43% 4
Carga 2,8% 0,43% 8
Periódica 4,6% 0,43% 16
Relativa 8,3% 0,43% 32
(TTick = 1ms) 15,6% 0,43% 64
30,3% 0,43% 128
Tabela 7.27: Carga periódica relativa do executivo OReK nas implementações OReK-Sw e
OReK-C2 em função do número de tarefas e assumindo um período de 1 milisegundo.
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Implementação OReK-Sw OReK-C2 No de Tarefas
0,2% 0,04% 4
Carga 0,3% 0,04% 8
Periódica 0,5% 0,04% 16
Relativa 0,8% 0,04% 32
(TT ick = 10ms) 1,6% 0,04% 64
3,0% 0,04% 128
Tabela 7.28: Carga periódica relativa do executivo OReK nas implementações OReK-Sw e
OReK-C2 em função do número de tarefas e assumindo um período de 10 milisegundos.
coprocessadores. Tal como já foi referido, uma das formas de o conseguir é a implementação
de diversos bancos de registos, técnica vulgarmente designada por shadow registers.
Um eventual aumento da frequência do processador ARPA-MT possui vantagens em ambas
as implementações uma vez que os maiores tempos de execução na versão OReK-C2 corres-
pondem às funções total ou parcialmente realizadas em software, tais como a salvaguarda e
o restauro do contexto de uma tarefa, a criação de uma tarefa ou o registo de uma tarefa num
semáforo.
Além da redução da carga computacional relacionada com a execução do OReK, os resulta-
dos obtidos mostram ainda a melhor escalabilidade da implementação baseada no coproces-
sador Cop2-OSC, relativamente à solução integral em software.
Na implementação em software o número de tarefas e semáforos são limitados pela quan-
tidade de memória, pela capacidade computacional e pela escalonabilidade do conjunto de
tarefas. Na implementação em hardware o aspecto limitativo é a memória disponível para
implementar as tabelas de tarefas e de semáforos e os recursos lógicos usados na construção
das respectivas unidades funcionais.
7.6 Aspectos não Avaliados
A avaliação do desempenho realizada nas secções anteriores permite determinar a redução
absoluta do tempo de processamento do executivo OReK, para determinados parâmetros
concretos, quando parte das suas funções são implementadas em hardware. No entanto, é
completamente estática não permitindo determinar a diminuição da carga efectiva do sistema
devido ao executivo OReK para uma aplicação em concreto, composta por diversas tarefas
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concorrentes que acedem a recursos partilhados. Isto deve-se ao facto da contribuição de
certos parâmetros na carga computacional do executivo OReK ser dependente da aplicação.
A variabilidade significativa do tempo de execução de algumas funções internas e serviços
da implementação OReK-Sw possui um impacto negativo na oscilações temporais (jitter) na
execução das tarefas do sistema e na latência no serviço de interrupções. Apesar de não
ter sido avaliado quantitativamente, é previsível que a implementação OReK-C2, sendo mais
determinística e apresentando um melhor desempenho, possua um jitter inferior na execução
das tarefas da aplicação e uma menor latência no serviço de interrupções.
A determinação do consumo global de potência da aplicação e do executivo nas implementa-
ções OReK-Sw e OReK-C2 foi também um dos aspectos não cobertos na avaliação efectuada.
Este é um aspecto fundamental para avaliar a eficiência energética da realização em hard-
ware das primitivas básicas do executivo, principalmente se tivermos em conta que a sua
implementação foi feita em FPGA.
A comparação entre a utilização de um processador com capacidades de multi-tarefa si-
multânea, como o ARPA-MT, e um processador de contexto único, como o ARPA-CP, visa
comparar o número de ciclos de relógio desperdiçados devido a dependências entre instru-
ções e o tempo gasto em comutações de contexto em ambos casos. Este estudo deve ser feito
em função dos parâmetros relacionados com a latência e a resolução de dependências usados
na síntese do processador. Este ponto visa avaliar a arquitectura proposta no capítulo 5. O
suporte do executivo OReK para o processador ARPA-MT é fundamental para a concretiza-
ção desta avaliação. Além disso, a utilização de benchmarks para sistemas embutidos, tais
como a EEMBC [EEM06] ou a MiBench [GRE+01] podem complementar esta avaliação.
Apesar de nem todos os aspectos terem sido avaliados, foram criadas as condições para a
sua realização, através da construção de uma plataforma que possibilita o co-projecto de
hardware-software de um sistema de tempo-real.
Este não é um trabalho concluído e o resultados obtidos do tempo de execução e da carga
computacional associada ao executivo de tempo-real apresentados neste capítulo provam a
validade da abordagem seguida e encorajam a continuação desta linha de investigação.
Capítulo 8
Conclusão
Sumário
Este capítulo conclui a dissertação, começando por apresentar um resumo do trabalho reali-
zado no contexto deste doutoramento.
De seguida é feita uma discussão final dos resultados obtidos, mostrada a concretização dos
objectivos estabelecidos e da tese formulada no capítulo 1.
Finalmente, são enumerados alguns pontos de trabalho futuro para continuação deste traba-
lho de investigação através de projectos de desenvolvimento e evolução das arquitecturas e
implementações concebidas.
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8.1 Resumo do Trabalho Realizado
O trabalho realizado no contexto deste doutoramento pode ser resumido nos seguintes pon-
tos:
• Modelo em VHDL parametrizável, sintetizável e independente da tecnologia de uma
CPU pipelined da arquitectura MIPS32 com suporte para multi-tarefa simultânea;
• Modelo em VHDL parametrizável, sintetizável e independente da tecnologia do co-
processador Cop0-MEC (coprocessador 0 da arquitectura MIPS32) para gestão de ex-
cepções e interrupções, controlo dos contextos de execução e outras funções básicas
do processador;
• Modelo em VHDL parametrizável, sintetizável e independente da tecnologia do co-
processador Cop2-OSC (coprocessador 2 da arquitectura MIPS32) para suporte ao
sistema operativo de tempo-real nas funções de temporização, gestão de tarefas e sin-
cronização com base em semáforos;
• Modelos sintetizáveis em VHDL de diversos periféricos para interface do processa-
dor com dispositivos externos, de forma a permitir a sua utilização em aplicações no
domínio dos sistemas embutidos;
• Executivo de tempo-real OReK, escrito em C++ e orientado por objectos, o qual dis-
ponibiliza serviços de temporização, gestão de conjuntos heterogéneos de tarefas e
semáforos para controlo de acesso a recursos partilhados e abstracção do coprocessa-
dor Cop2-OSC;
• Módulos e bibliotecas de software para configuração do processador e dos periféricos
e implementação de serviços base para o executivo de tempo-real OReK e aplicações
do utilizador;
• Utilitários de software para suporte do fluxo de compilação/projecto e carregamento
de programas.
Os três primeiros pontos constituem o processador SMT ARPA-MT. A execução multi-tarefa
permite reduzir a sobrecarga associada às comutações das tarefas. O modelo concebido para
este processador possibilita a utilização eficiente dos recursos computacionais evitando as
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técnicas não determinísticas para aumento do desempenho empregues nos processadores de
uso geral actuais.
Os parâmetros do modelo da CPU e do coprocessador Cop0-MEC permitem configurar os
seguintes aspectos:
• O número de contextos de execução simultâneos;
• A latência da etapa EX;
• Os métodos usados na resolução de dependências de dados;
• O critério usado na selecção de instruções dos diferentes contextos de execução;
• A inclusão de suporte para a divisão de números inteiros.
O processador ARPA-MT inclui a maioria das instruções da arquitectura MIPS32, excepto as
usadas nas seguintes funcionalidades:
• Transferências de 64 bits entre a CPU, coprocessadores e memória (tipos de dados
double word);
• Multiplicação com acumulação de números inteiros (multiply-accumulate);
• Operações aritméticas em vírgula flutuante segundo a norma IEEE 754;
• Suporte para múltiplos bancos de registos (shadow registers);
• Manipulação explícita da memória cache (prefetch);
• Gestão de memória dinâmica (manipulação de Translation Lookaside Buffers - TLBs).
As multiplicações sobre números inteiros são suportadas nativamente, mas as divisões são
calculadas por software através de emulação transparente para a aplicação, com base no
mecanismo de excepções.
De notar que o conjunto de instruções suportado permite a compilação de qualquer programa
escrito numa linguagem de alto-nível, desde que não contenha operações em vírgula flutuante
ou utilize para esse efeito uma biblioteca de emulação.
O coprocessador Cop2-OSC implementa em hardware alguns mecanismos fundamentais de
um sistema operativo de tempo-real, nomeadamente a temporização, o escalonamento de
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tarefas, a sincronização no acesso a recursos partilhados, a verificação do critério de pre-
empção, a geração de excepções para comutação de tarefas em execução e sinalização de
situações de erro. Com a concepção e implementação deste coprocessador pretendeu-se re-
duzir e tornar completamente determinístico o tempo de execução de cada uma das primitivas
e funções básicas de um sistema operativo de tempo-real.
Os parâmetros do modelo do coprocessador Cop2-OSC permitem especificar os seguintes
aspectos:
• O número máximo de tarefas suportadas;
• O número máximo de semáforos suportados;
• A dimensão do bloco de tarefas usado na paralelização do escalonamento em hard-
ware;
• A implementação de um escalonador partilhado ou independente para cada contexto
de execução;
• O número máximo de tarefas interrompidas;
• O número máximo de semáforos bloqueados;
• A inclusão ou supressão da unidade de gestão de semáforos.
Estes parâmetros em conjunto com os referidos acima possibilitam a especialização do pro-
cessador para uma dada aplicação, permitindo optimizar a quantidade de recursos de hard-
ware utilizados.
Os modelos em VHDL ao nível RTL do processador ARPA-MT e dos periféricos desen-
volvidos foram sintetizados e implementados numa única FPGA Spartan-3 XC3S1500 da
Xilinx [Xil06a] com a complexidade equivalente a 1.500.000 portas lógicas. O sistema inte-
grado resultante, designado por ARPA-SoC é constituído pelos seguintes módulos:
• Processador ARPA-MT com 1 a 4 contextos de execução, coprocessadores Cop0-MEC
e Cop2-OSC, suportando o último entre 16 e 128 tarefas e semáforos;
• Memória para armazenamento do código e dados do processador;
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• Unidade de sincronização e inicialização para geração dos sinais de inicialização e de
relógio do processador;
• Unidade de temporizadores/contadores usada para contar eventos, medir tempos e ge-
rar sinais com frequência e/ou duty cycle programável;
• Controlador CAN 2.0B para implementação de sistemas de controlo distribuído base-
ados em barramentos de campo;
• Controlador SPI Master para ligação a periféricos externos;
• UART para implementação do protocolo RS232;
• Interface PS2 para ligação a teclados e ratos;
• Adaptador para ligação a painéis LCD;
• Adaptador para ligação a monitores VGA;
• Portos de entrada/saída digitais para ligação a dispositivos arbitrários.
Como medida da complexidade do modelo do sistema integrado ARPA-SoC, pode referir-
se que consiste em cerca de 20.000 linhas de código em VHDL. De notar que um número
considerável de módulos são utilizados em diversas funções, pelo que são instanciados várias
vezes no modelo.
O executivo de tempo-real OReK foi inicialmente desenvolvido para PC (arquitectura Intel
x86) tendo sido posteriormente portado para o processador ARPA-MT. Numa primeira imple-
mentação, todas as suas funcionalidades eram realizadas completamente em software, tendo
recebido esta versão a designação OReK-Sw. Posteriormente foi feita outra implementação,
designada por OReK-C2, que tira partido das capacidades disponibilizadas pelo coproces-
sador Cop2-OSC. Nesta implementação o software e o hardware (Cop2-OSC) cooperam na
realização dos serviços prestados à aplicação.
As duas implementações do executivo OReK possuem a mesma interface permitindo que
a mesma aplicação possa usar indiferentemente qualquer uma delas, bastando para tal ser
compilada com a biblioteca adequada. Desta forma foi possível comparar o desempenho de
ambas as implementações, possuindo a OReK-C2 uma menor carga computacional e uma
melhor previsibilidade.
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O executivo OReK serviu também para definir quais as funcionalidades que deveriam ser
implementadas no coprocessador Cop2-OSC de forma a suportar eficientemente o modelo
de programação definido por este executivo.
Como medida da complexidade do executivo OReK, pode referir-se que consiste em cerca
4.000 linhas de código fonte em C++ e 500 linhas de código fonte em assembly.
Finalmente, o software de suporte desenvolvido inclui:
• Bibliotecas e módulos de controlo (device drivers) para o processador e periféricos
construídos;
• Rotinas em assembly para tratamento de excepções e configuração durante o arranque
(boot) do processador ARPA-MT;
• Código de inicialização (startup) usado pelo linker para aplicações escritas em C ou
C++;
• Primitivas para gestão de memória dinâmica em aplicações escritas em C (malloc,
free) ou C++ (new, delete);
• Bootloader composto pelas aplicações ARPALoad (para PC) e ARPABoot (para o
ARPA-SoC) usadas na transferência de aplicações de um computador pessoal (onde
é efectuado o processo de compilação) para o sistema integrado ARPA-SoC.
Todo este trabalho permitiu implementar o fluxo de co-projecto de hardware-software, des-
crito no apêndice A, para aplicações embutidas de tempo-real baseadas no sistema integrado
ARPA-SoC. Uma das dificuldades na sua concretização foi o facto de ter coberto diversos
níveis de abstracção, desde a concepção e projecto ao nível lógico/RTL do processador até à
especificação e desenvolvimento do software de sistema.
8.2 Análise Final dos Resultados
A concepção, modelação e síntese de um processador SMT parametrizável com um copro-
cessador de suporte ao sistema operativo de tempo-real e implementação em dispositivos
lógicos programáveis resulta nas seguintes vantagens:
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• Redução da complexidade do processador pipelined e do número de ciclos de reló-
gio desperdiçados devido a dependências de dados, sem utilizar técnicas de execução
especulativa ou reordenação de instruções;
• Realização das funções do sistema operativo num tempo menor e completamente de-
terminístico, comparativamente a uma implementação integral em software das mes-
mas;
• Determinação menos complexa e conservativa do tempo máximo de execução (Worst
Case Execution Time - WCET), quer da aplicação quer dos serviços e funções internas
do executivo de tempo-real;
• Diminuição do número de interrupções da CPU e de operações de salvaguarda e res-
tauro do contexto da tarefa em execução, para realização de funções relacionadas com
a gestão temporal, execução do escalonamento de tarefas e manipulação de semáforos;
• Libertação do processador para as tarefas de software relacionadas com a aplicação
propriamente dita através da redução, de uma a duas ordens de grandeza, da taxa de
ocupação relativa do processador devida ao executivo de tempo-real;
• Utilização mais eficiente dos recursos de hardware em funções directamente relaciona-
das com a aplicação e com efeitos positivos na sua previsibilidade, em vez do seu uso
na implementação de módulos não directamente relacionados com o processamento
do sistema e que apenas visam melhorar o seu desempenho médio;
• Redução do tamanho do código e dados da implementação OReK-C2 relativamente à
OReK-Sw e consequentemente da quantidade de memória do sistema;
• Especialização do processador e periféricos em função das necessidades da aplicação
alvo.
É ainda expectável que a utilização do coprocessador Cop2-OSC resulte num sistema mais
eficiente do ponto de vista energético, embora este aspecto não tenha sido avaliado.
A utilização de multi-tarefa simultânea não diminui o tempo máximo de execução das tare-
fas, mas permite uma utilização mais eficiente do processador em aplicações com conjuntos
de tarefas heterogéneos e/ou concorrentes.
Estes resultados, obtidos a partir da avaliação do desempenho apresentada no capítulo 7,
comprovam, na generalidade, a tese formulada no capítulo 1 desta dissertação. Além disso,
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relativamente aos trabalhos referenciados no capítulo 2, o apresentado nesta dissertação
diferencia-se nos seguintes aspectos:
• Integração no processador da CPU e do coprocessador do sistema operativo com todas
as vantagens que daí resultam, nomeadamente, a possibilidade de definir vectores de
excepção ou interrupção específicos da causa, a selecção do contexto a interromper
no caso de uma implementação SMT e a libertação dos barramentos externos para
operações com a memória e periféricos. Este último ponto é particularmente impor-
tante se forem implementadas memórias cache ou utilizados barramentos multimaster
para ligação aos periféricos, uma vez que é possível manter o acesso ao coprocessador
completamente previsível e independente dessas fontes de não determinismo;
• Modelação em VHDL, ao nível RTL e de forma completamente independente da tec-
nologia alvo, de todos os módulos que constituem o sistema integrado ARPA-SoC;
• Parametrização do modelo, permitindo alterar facilmente durante a fase de síntese
diversos parâmetros da CPU e do Cop2-OSC, tais como, o número de contexto de
execução, o número máximo de tarefas e o número máximo de semáforos suportados;
• Suporte para conjuntos heterogéneos de tarefas constituídos por tarefas ordinárias, ta-
refas de tempo-real críticas e tempo-real não críticas. Nas classes de tempo-real são
ainda suportadas tarefas periódicas e aperiódicas;
• Serviço de interrupções através de tarefas aperiódicas, escalonadas em conjunto com
as restantes tarefas de acordo com as restrições temporais definidas pelo programador
e em que a verificação do tempo mínimo entre duas activações sucessivas da mesma
fonte de interrupção é completamente realizada em hardware, de forma a garantir a
escalonabilidade do conjunto de tarefas do sistema;
• Implementação combinada em hardware do escalonamento de tarefas, da sincroniza-
ção no acesso a recursos partilhados e da prevenção de deadlocks através da utilização
dos critérios de escalonamento de tarefas Earliest Deadline First (EDF), Rate Mono-
tonic (RM) e First-In, First-Out (FIFO), consoante o respectivo tipo, e do protocolo
de gestão de semáforos para controlo do acesso a recursos partilhados Stack Resource
Policy (SRP);
• Aplicação do princípio RISC ao Cop2-OSC de forma a que as instruções especiali-
zadas de manipulação de tarefas e de semáforos possam ser completadas num único
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Característica Suportada ?
Temporização em Hardware X
Gestão/Escalonamento de Tarefas X
Gestão/Escalonamento de Interrupções X
Comutação Rápida do Contexto
Comunicação/Sincronização entre Tarefas X
Acesso Determinístico a Recursos Partilhados X
Detecção/Prevenção de Deadlocks X
Gestão de Memória
Suporte para µPs SMT/Multi-processadores X
Co-projecto de Hardware-Software do Sistema Integrado X
Interface de Software/API de Programação OReK
Tipo e Tecnologia de Implementação FPGA
Tabela 8.1: Quadro resumo das características das implementações realizadas no âmbito
deste trabalho.
ciclo de relógio, não dificultando o pipelining e evitando os conflitos entre diferentes
tarefas a executar no processador SMT;
• Disponibilização de uma interface de programação, implementada através de um exe-
cutivo de tempo-real, abstraindo de forma adequada as funcionalidades implementadas
no coprocessador Cop2-OSC.
A tabela 8.1 sumaria as características das implementações realizadas no âmbito deste tra-
balho, segundo os mesmos parâmetros usados no quadro apresentado no capítulo 2, onde é
resumido o trabalho relacionado com este doutoramento. A comutação rápida do contexto
e a gestão de memória, apesar de não suportadas, estão já especificadas e previstas como
pontos de trabalho futuro.
A inclusão de todos estes aspectos na concepção do sistema integrado ARPA-SoC permitiu
explorar as respectivas sinergias no sentido de diminuir a sobrecarga associada à imple-
mentação do sistema operativo, tornando-o mais eficiente e escalável tal como mostrado no
capítulo 7.
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8.3 Direcções de Trabalho Futuro
Desta dissertação resultaram várias ideias para possíveis pontos de trabalho futuro, de forma
a prosseguir a investigação, o desenvolvimento e a evolução das arquitecturas e implementa-
ções concebidas no âmbito deste doutoramento. As próximas subsecções fazem um resumo
destes pontos de trabalho, divididos nas seguintes vertentes:
• Investigação e exploração;
• Desenvolvimento e optimização;
• Aplicação prática e conclusão da avaliação.
8.3.1 Investigação e Exploração
As próximas subsecções resumem os aspectos passíveis de investigação e exploração de
forma a prosseguir o trabalho apresentado nesta dissertação.
8.3.1.1 Escalonamento de Instruções Baseado na Taxa de Utilização
Na implementação actual do processador ARPA-MT o escalonamento de instruções no seu
pipeline é realizado com base em prioridades estáticas, dinâmicas ou round-robin, consoante
a parametrização realizada na fase de síntese e implementação.
Um método alternativo, que pode ser útil para certas aplicações, é a selecção da instrução a
lançar na etapa EX do pipeline ser baseada na taxa de utilização relativa de cada contexto
de execução, a qual pode ser limitada inferior ou superiormente. Este critério pode ser visto
como uma generalização do round-robin, permitindo a reserva ou atribuição de uma capa-
cidade de processamento distinta a cada um dos contextos de execução e consequentemente
às tarefas que neles executam. Esta facilidade pode ser utilizada para simplificar a imple-
mentação escalonadores hierárquicos e de servidores para controlo de execução de tarefas
aperiódicas [But05a], e portanto, para garantir o isolamento temporal de diferentes conjuntos
de tarefas com níveis de criticalidade distintos.
Este tipo de escalonamento de instruções pode ainda ser combinado com um mecanismo de
afinidade de interrupções relativamente a cada contexto de execução, de forma a limitar a
interferência das respectivas rotinas de serviço na execução das restantes tarefas críticas do
sistema.
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8.3.1.2 Utilização em Sistemas de Tempo-real Distribuídos
Em [CF03] foi proposta uma arquitectura de um sistema distribuído em que os vários nodos
de processamento comunicam através de mensagens enviadas num barramento de campo
baseado no protocolo CAN. Uma das principais características desta arquitectura é o esca-
lonamento holístico e centralizado de tarefas e mensagens, isto é, as tarefas executadas em
cada um dos nodos, assim como as mensagens transmitidas no barramento são escalonadas
num nodo central. O resultado do escalonamento é enviado periodicamente para os restan-
tes nodos através de mensagens especiais de sincronização. Desta forma é possível fazer
uma gestão mais integrada e eficiente quer dos recursos computacionais quer do meio de
comunicação.
O sistema integrado ARPA-SoC, adequa-se bastante bem a esta arquitectura uma vez que já
inclui um controlador CAN e o hardware de suporte ao sistema operativo. O coprocessador
Cop2-OSC pode ser substituído por uma versão simplificada cuja função é apenas o controlo
temporal, a descodificação das mensagens de escalonamento e a geração de interrupções
para comutação da tarefa em execução.
8.3.1.3 Implementação de Multi-processadores Integrados
A inclusão de vários processadores ARPA-MT no mesmo circuito integrado (FPGA), de
forma a construir um multi-processador integrado, permitirá explorar o TLP da aplicação
a um nível mais grosso e de uma forma mais agressiva que o proporcionado pela imple-
mentação SMT actual do processador. Cada um dos processadores constituintes poderá ser
interligado através de uma rede de silício (Network-on-Chip - NoC).
Neste ponto, são também relevantes, no projecto do coprocessador Cop2-OSC, o escalo-
namento, a sincronização e a migração de tarefas em sistemas multi-processador. Apesar
de, segundo [BG03], o critério EDF exibir um bom comportamento em sistemas multi-
processador uniformes, não apresenta um desempenho óptimo. O escalonamento em sis-
temas multi-processador é um problema NP-hard [GJ75], está sujeito a diversos problemas
(e.g. as anomalias de escalonamento [Gra76,AJ02,CCKM05]) e continua a ser um problema
actual [CRJ06].
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8.3.1.4 Projecto do Coprocessador ARPA-OSC como uma APU de um Processador
PowerPC
A implementação do coprocessador ARPA-OSC através de uma Auxiliary Processing Unit
(APU) de um processador PowerPC 405 embutido nas FPGAs mais recentes da Xilinx
[Xil05a] poderá resultar em ganhos interessantes de desempenho.
As famílias de FPGAs Virtex-II Pro e Virtex-4 FX da Xilinx incluem processadores da ar-
quitectura PowerPC na forma de blocos predefinidos. Estes processadores, sendo hardwired
operam a frequências de relógio consideravelmente mais altas que as que se conseguem obter
quando se implementam processadores nos blocos lógicos programáveis dessas FPGAs. A
título de exemplo, os processadores PowerPC 405 incluídos nas FPGAs Virtex-4 FX podem
operar a cerca de 300 MHz. Estes processadores disponibilizam uma forma de estender o
seu conjunto de instruções e capacidade de processamento através da implementação de uni-
dades funcionais especializadas em lógica programável da FPGA (designadas por APUs).
Esta facilidade pode ser utilizada para implementar as instruções dedicadas de manipula-
ção de tarefas e de semáforos apresentadas neste trabalho e disponíveis actualmente através
do coprocessador Cop2-OSC do processador ARPA-MT da arquitectura MIPS32. Com esta
abordagem é possível combinar as vantagens da utilização de um processador de uso geral
hardwired com a de um coprocessador especializado implementado em lógica programável.
Este ponto requer que o executivo de tempo-real OReK seja portado para a arquitectura
PowerPC.
8.3.1.5 Projecto do Coprocessador ARPA-OSC para um Processador VLIW ou EPIC
Os processadores VLIW e EPIC permitem explorar o ILP de uma aplicação, mas remetem
para o compilador a sua detecção. Uma possibilidade de trabalho é a aplicação dos concei-
tos e arquitectura do coprocessador ARPA-OSC a um processador com uma arquitectura do
tipo VLIW ou EPIC. A execução deste ponto em tempo útil depende da compatibilidade da
implementação com uma arquitectura para a qual já existam ferramentas de compilação ou
alternativamente da facilidade com que possa ser feita a adaptação de ferramentas já existen-
tes.
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8.3.1.6 Implementação em Hardware de Mecanismos de Protecção e Gestão de Me-
mória
A implementação em hardware de mecanismos básicos para protecção, gestão dinâmica de
memória e memória virtual pode também ser interessante em sistemas embutidos de tempo-
real. Neste domínio, o objectivo é tornar a realização das alocações e libertações mais deter-
minísticas do ponto de vista temporal e diminuir a possibilidade de falhas na alocação devido
a inexistência de blocos contíguos com a dimensão desejada. Dito de outra forma, o tempo
de alocação de um bloco de memória deve depender apenas da sua dimensão e da memória
total disponível e não do estado de fragmentação da memória física disponível. A protecção
da informação específica de cada tarefa em implementações baseadas no protocolo SRP e
uma única pilha partilhada por todas as tarefas é também um aspecto que merece atenção.
8.3.2 Desenvolvimento e Optimização
As próximas subsecções resumem os aspectos que podem ser desenvolvidos e optimizados
nas implementações concebidas neste trabalho.
8.3.2.1 Detecção Centralizada de Dependências no Pipeline
Tal como explicado nos capítulos 4 e 5, o caminho crítico do processador ARPA-MT encontra-
se ao nível da etapa ID a qual inclui também os módulos de detecção de dependências de
dados entre instruções em diferentes etapas do pipeline. Estes módulos constituem uma rede
integralmente combinatória cujo atraso é neste momento o factor limitativo da frequência
máxima de funcionamento do processador. Com este ponto de trabalho pretende-se cons-
truir um mecanismo alternativo para detecção de dependências baseado em técnicas do tipo
scoreboarding [HP06a] e circuitos centralizados, os quais apresentam menores tempos de
atraso.
8.3.2.2 Optimização da Comutação de Tarefas
A salvaguarda e restauro do contexto das tarefas pode ser optimizada através da implemen-
tação de múltiplos bancos de registos em cada contexto de execução do processador. Em
cada momento apenas um está disponível e acessível pela generalidade das instruções. Os
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restantes bancos de registos estão inactivos ou na “sombra”, razão pela qual esta capacidade
é normalmente designada por shadow registers. Os bancos de registos que se encontram
inactivos só podem ser acedidos por instruções especiais. Esta facilidade, já definida na
arquitectura MIPS32, permite optimizar o procedimento das comutações de contexto, per-
mitindo trocar mais rapidamente a tarefa a executar num dado contexto uma vez que, a cada
tarefa ou modo de operação do processador poderá estar associado um ou mais bancos de
registos.
A introdução de técnicas de comutação rápida de contexto serve também de catalisador para
a implementação em hardware do critério de escalonamento Least Slack First (LSF), o qual
permite prever a possibilidade de ocorrência de violações temporais. Este critério, baseado
em prioridades dinâmicas, apesar de ser óptimo em sistemas uni-processador (tal como o
EDF), não é em geral implementado, uma vez que é computacionalmente mais exigente
que o EDF e a sua utilização resulta num maior número de comutações do contexto das
tarefas [But05a]. Estes problemas deixam de ser uma desvantagem a partir do momento em
que o LSF é implementado em hardware e são disponibilizados mecanismos de comutação
rápida de contexto. Além disso, como este critério requer a especificação do WCET de
cada tarefa, será também interessante a implementação em hardware de mecanismos para
verificação dinâmica e transparente deste parâmetro.
8.3.2.3 Suporte para Superpipelining
Na implementação actual, apenas a etapa EX do pipeline pode ser subdividida em sub-etapas.
No entanto, a subdivisão das etapas IF e MA do pipeline do processador pode também ser
necessária para esconder a latência no acesso à memória externa do processador. Este as-
pecto é particularmente importante no caso da memória externa não estar completamente
implementada em blocos de memória dentro da FPGA, mas também em circuitos integrados
externos.
Se por um lado a subdivisão da etapa MA é pacífica em termos da implementação do pipeline,
o mesmo não se pode dizer quanto à etapa IF. Subdividir a etapa IF implica que os saltos
condicionais sejam avaliados mais tarde no pipeline, o que por sua vez leva a que um delay
slot de apenas uma instrução após um branch ou um jump deixe de ser suficiente para con-
tornar a dependência de controlo. Devido à necessidade de manter a compatibilidade com as
ferramentas de compilação, esta modificação deve ser completamente gerida em hardware e
tornada transparente ao programador.
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8.3.2.4 Suporte para a Execução Superescalar de Instruções
A execução superescalar das instruções permite explorar o ILP de uma tarefa de forma trans-
parente para o programador e ferramentas de compilação. A sua aplicação ao processador
ARPA-MT deve ser feita usando técnicas adequadas para detecção de dependências e reor-
denação de instruções (e.g. scoreboarding [HP06a], algoritmo de Tomasulo [Tom67]), mas
evitando a execução especulativa. A modelação do processador deve ser feita de forma a per-
mitir alterar facilmente, isto é, por parametrização na fase de síntese, o número de unidades
funcionais do mesmo, variando desta forma o paralelismo máximo que pode ser explorado e
a quantidade de recursos de implementação.
8.3.2.5 Redução dos Requisitos de Memória através da Compressão do Código
A extensão MIPS16e da arquitectura MIPS, orientada para os sistemas embutidos, permite
através da compressão da codificação das instruções, reduzir consideravelmente a dimensão
do segmento de código da aplicação. Isto consegue-se através da codificação de um subcon-
junto das instruções do processador em apenas 16 bits, em vez dos usuais 32 bits. O custo
pago por esta facilidade é a restrição nos registos que as instruções podem utilizar e a gama
dos valores imediatos que podem ser especificados nas instruções. Deve também ser averi-
guada a possibilidade de usar esta codificação comprimida na representação das instruções
implementadas no Cop2-OSC para manipulação de tarefas e de semáforos.
8.3.2.6 Inclusão de uma Unidade Aritmética IEEE 754
A concepção e implementação do coprocessador Cop1-FPU para realização de operações
aritméticas em vírgula flutuante no formato IEEE 754 [IEE85] precisão simples e/ou dupla
permitirá alargar o leque de aplicações suportadas pelo processador ARPA-MT.
8.3.2.7 Extensão das Interfaces da CPU para 64 Bits
A extensão das interfaces entre a unidade de execução da CPU, os coprocessadores e a
memória externa de 32 bits para 64 bits permitirá implementar as instruções de transferência
de 64 bits, suportar a transferência de números em vírgula flutuante em precisão dupla e
aumentar a largura de banda com a memória.
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8.3.2.8 Simulação Ciclo-a-Ciclo do Processador ARPA-MT
A partir do modelo em VHDL do processador seria útil construir um simulador ao nível
do ciclo de relógio base de forma a realizar testes mais exaustivos e com uma melhor ob-
servabilidade do estado interno do mesmo. Para garantir a consistência entre o simulador
e o processador real, o primeiro deveria ser compilado e o segundo sintetizado a partir da
mesma base de código. Para este efeito poderá ser experimentado o compilador de VHDL
“GHDL” [Gin06] baseado nas ferramentas da GNU.
8.3.2.9 Compatibilização da Interface do OReK com o Standard POSIX.13
A adaptação da interface e das funções disponibilizadas pelo executivo OReK de forma a
respeitarem o standard POSIX.13 [IEE04], possui vantagens ao nível da simplificação da
documentação, desenvolvimento e portabilidade das aplicações.
8.3.2.10 Adaptação de um Sistema Operativo de Tempo-real ao Processador ARPA-
MT
Para possibilitar um estudo mais justo e completo, um ponto de trabalho interessante é a
adaptação, ao processador ARPA-MT, de um sistema operativo de tempo-real aberto e supor-
tado numa vasta gama de plataformas, tais como o µC/OS − II [Lab02], o eCOS [eCo06]
ou o MaRTE OS [RH06]. Desta forma será possível avaliar o impacto do coprocessador
Cop2-OSC na execução desse sistema operativo em diferentes plataformas.
8.3.3 Aplicação Prática e Conclusão da Avaliação
A construção de uma aplicação prática que demonstre as potencialidades da plataforma con-
cebida é fundamental, pois permitirá concluir a avaliação do desempenho apresentada no
capítulo 7, principalmente, ao nível da taxa de ocupação do processador, eficiência energé-
tica, latência no atendimento de interrupções e jitter das actividades periódicas do sistema.
A avaliação do desempenho é também um aspecto crucial na generalidade dos pontos de
trabalho futuro apresentados nesta secção.
Nos apêndices que se seguem é fornecida informação adicional sobre as implementações
realizadas no contexto deste trabalho de doutoramento.
Apêndice A
O Sistema Integrado ARPA-SoC
A.1 Introdução
O sistema integrado ARPA-SoC, sendo destinado a sistemas embutidos, integra numa única
FPGA o processador ARPA-MT (implementação SMT pipelined da arquitectura MIPS32
com os coprocessadores 0 e 2) e um conjunto de periféricos que permitem a ligação a dispo-
sitivos externos para efeitos de comunicação com outros sistemas computacionais, sensores,
actuadores, etc.
O seu desenvolvimento foi feito em VHDL através da elaboração de modelos ao nível RTL
(Register Transfer Level) para cada um dos seus módulos constituintes. Estes modelos são
sintetizáveis e em grande parte independentes da tecnologia de implementação alvo. A sua
prototipagem foi realizada numa FPGA XC3S1500-4BG676 da família Spartan-3 da Xilinx
[Xil06a].
O projecto do sistema integrado ARPA-SoC foi acompanhado da construção e adaptação do
respectivo software de suporte, nomeadamente um bootloader, bibliotecas de abstracção e o
executivo de tempo-real OReK para desenvolvimento de aplicações de tempo-real baseadas
nesta plataforma.
O sistema integrado ARPA-SoC foi concebido e implementado ao longo deste trabalho, tendo
também alguns módulos periféricos sido o resultado da colaboração de alunos de projecto
final de curso das licenciaturas em Engenharia Electrónica e Telecomunicações e Engenharia
de Computadores e Telemática da Universidade de Aveiro.
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A.2 Estrutura Interna
O projecto ARPA-SoC foi desenvolvido de forma hierárquica. Neste apêndice será conside-
rado apenas o nível hierárquico superior e a decomposição interna do processador na CPU e
nos coprocessadores 0 e 2. Os restantes níveis hierárquicos do processador já foram consi-
derados ao longo da dissertação. A estrutura interna e implementação dos periféricos não é
relevante para esta discussão.
A estrutura interna do nível hierárquico superior do sistema está ilustrada na figura A.1.
Neste nível estão interligados os seguintes módulos:
• Processador - inclui a CPU ARPA-MT e os coprocessadores Cop0-MEC e Cop2-OSC;
• Memória Principal - usada para armazenar o código e dados da aplicação;
• Unidade de Sincronização e Inicialização - gera os sinais de inicialização e sincroni-
zação do processador de forma flexível e controlada por programação;
• Unidade de temporizadores/contadores - usados para contar eventos, medir tempos e
gerar sinais com frequência e/ou duty cycle controlado por software;
• Controlador CAN - implementa o protocolo CAN (Controller Area Network) 2.0 -
Parte B [Rob91] usado em barramentos de campo para sistemas de controlo distri-
buído;
• Controlador SPI Master - implementa as funcionalidades de um master SPI (Serial
Peripheral Interface) para ligação a periféricos externos (e.g. ADCs, DACs, etc.);
• UART RS232 - implementa o protocolo RS232 para comunicação série de baixa velo-
cidade em modo full-duplex;
• Interface PS2 - implementa a norma PS2 para ligação de teclados e ratos;
• Portos de entrada/saída - disponibilizam um conjunto de entradas e saídas digitais para
ligação a dispositivos arbitrários;
• Adaptador de LCD - permite a ligação a painéis LCD (Liquid Crystal Display);
• Adaptador VGA - permite a ligação a monitores VGA (Video Graphics Adapter).
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Figura A.1: Diagrama de blocos do nível hierárquico superior do sistema integrado ARPA-
SoC.
O descodificador de endereços gera as linhas de selecção da memória e dos periféricos a
partir dos sinais do barramento de endereços.
O módulo “Memória Principal” implementa as memórias de código e de dados do processa-
dor com base nos blocos de memória internos da FPGA. Além disso, disponibiliza também
um conjunto de portos para ligação a memórias externas de forma a expandir a memória dis-
ponível para as aplicações a executar no processador ARPA-MT. Na implementação actual,
a memória interna da FPGA utilizada como memória principal do sistema é apenas de 16
KBytes (8 blocos de 16 Kbits), uma vez que os restantes blocos de memória da FPGA são
utilizados pelos periféricos e pelo coprocessador Cop2-OSC. A evolução das FPGAs e o au-
mento da capacidade das suas memórias internas diminuirá progressivamente a necessidade
de usar circuitos de memória externos.
Na figura A.2 encontra-se o diagrama esquemático completo do nível hierárquico superior
do sistema integrado ARPA-SoC com indicação de todos os módulos e sinais. Os módulos a
cinzento na figura A.2 encontram-se em fase de desenvolvimento e/ou integração. De notar
que todos os periféricos podem ser individualmente incluídos ou excluídos na síntese do
sistema integrado.
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Figura A.2: Diagrama esquemático completo do nível hierárquico superior do sistema inte-
grado ARPA-SoC.
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A.2.1 O Módulo do Processador
O módulo do processador é constituído internamente pela CPU e pelos coprocessadores
Cop0-MEC e Cop2-OSC. A figura A.3 ilustra a sua decomposição interna com todos os
portos e sinais de interligação.
Os coprocessadores 1 e 3 não foram considerados neste trabalho em virtude de serem utili-
zados na arquitectura MIPS32 para implementação das operações sobre quantidades repre-
sentadas em vírgula flutuante.
A.3 Mapa de Recursos
O mapa de recursos do sistema integrado ARPA-SoC, com indicação das gamas de endereços
e linhas de interrupção utilizadas pela memória e pelos periféricos, está indicado na figura
A.4.
Sendo a CPU ARPA-MT de 32 bits, pode endereçar um máximo de 4 GBytes de memória
externa. Todos os periféricos estão mapeados no espaço de endereçamento de memória,
tal como indicado na figura A.4. O mapa de memória é definido pelo descodificador de
endereços.
O coprocessador Cop0-MEC disponibiliza 16 linhas de interrupção mascaráveis (IRQ0 ...
IRQ15) e uma não mascarável (NMI). As primeiras 12 linhas (IRQ0 ... IRQ11) são usadas
ou estão reservadas para periféricos internos. As linhas IRQ12 a IRQ15 estão acessíveis em
pinos da FPGA podendo ser controlados por fontes de interrupção externas. A figura A.4
mostra a atribuição das linhas de interrupção a cada um dos periféricos.
A.4 Arranque do Sistema
O endereço de arranque do processador é o 0x00000000, sendo o primeiro de uma gama de
16 KBytes da memória principal implementados em blocos de memória internos da FPGA.
Nesta gama de endereços encontram-se as seguintes componentes de software:
• A rotina executada durante o arranque do sistema para configuração inicial do proces-
sador;
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Figura A.3: Diagrama esquemático completo do nível hierárquico superior do processador
ARPA-MT.
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Figura A.4: Mapa de recursos do sistema integrado ARPA-SoC.
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• As rotinas de processamento de excepções e de atendimento de interrupções;
• As estruturas de dados utilizadas pelas rotinas anteriores;
• A aplicação bootloader, para transferência dinâmica de aplicações do PC para a me-
mória principal do sistema através de uma ligação série RS232.
A.5 Fluxo de Projecto
O trabalho realizado no contexto deste doutoramento, além das contribuições resumidas no
capítulo final da dissertação, permitiu estabelecer o fluxo de projecto representado na figura
A.5 para aplicações embutidas baseadas no sistema integrado ARPA-SoC. De notar que esta
figura não apresenta as etapas de desenvolvimento do modelo do sistema integrado ARPA-
SoC nem do respectivo software de suporte, concentrando-se apenas na implementação das
aplicações.
As metades esquerda e direita da figura A.5 ilustram os subfluxos de hardware e de software,
respectivamente. A plataforma de implementação/prototipagem é mostrada na parte inferior
da figura A.5, consistindo numa placa “Xilinx Spartan-3 Development Kit” comercializada
pela Avnet [Avn05]. Além da FPGA Spartan-3 XC3S1500 da Xilinx, a placa possui uma
memória ISP (In System Programmable) para armazenamento não volátil de configurações
da FPGA, memórias SRAM e FLASH e um conjunto de componentes auxiliares, tais como
reguladores, osciladores, controladores, drivers de linha e fichas para ligação a dispositivos
externos.
A.5.1 O Subfluxo de Hardware
O primeiro passo no projecto do hardware do sistema é a especialização dos parâmetros,
apresentados nos capítulos 4, 5 e 6, do modelo VHDL ao nível RTL do processador ARPA-
MT, assim como a selecção dos periféricos pretendidos.
Seguidamente, são realizadas a síntese e a implementação do modelo do hardware com as
ferramentas integradas no ambiente ISE (Integrated Synthesis Environment) da Xilinx. Neste
trabalho foi utilizada essencialmente a versão 7.1i, embora as versões 8.2i ou 9.1i [Xil06b]
possam também ser usadas. O resultado desta fase do projecto é um ficheiro com extensão
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Figura A.5: Fluxo de projecto para aplicações baseadas no sistema integrado ARPA-SoC.
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“.bit” contendo a sequência de bits de configuração da FPGA (ARPASoC.bit) e um ficheiro
com informação sobre o implementação e posicionamento dos blocos de memória interna e
respectivas gamas endereços (ARPASoC_bd.bmm).
Para que a FPGA possa ser programada, o processador comece a funcionar e seja configurado
correctamente é necessário preencher os blocos de memória internos da FPGA a partir do
endereço de arranque com código e dados válidos. Esta tarefa é realizada com a aplicação
data2mem da Xilinx, a qual permite preencher as secções relativas aos blocos de memória
dentro de um ficheiro “.bit” com a informação contida noutro ficheiro especificado na linha
de comando. Neste caso vão ser usados ficheiros com a extensão “.elf”, correspondendo a
módulos executáveis gerados pelas ferramentas de compilação da arquitectura MIPS.
Os primeiros 8 KBytes da memória interna são preenchidos com o ficheiro bootxcpt.elf, o
qual resulta da assemblagem do ficheiro bootxcpt.s com o código assembly das rotinas de
inicialização, processamento de excepções, atendimento de interrupções e respectivas es-
truturas de dados. Os restantes 8 KBytes seguintes são preenchidos com o ficheiro ARPA-
Boot.elf, resultante da compilação da aplicação bootloader usada do lado da placa de desen-
volvimento/implementação para a transferência de aplicações para a sua memória SRAM ou
FLASH.
Após o preenchimento dos bits correspondentes aos blocos de memória com código e dados
no ficheiro ARPASoC.bit obtém-se o ficheiro ARPABoot.bit o qual integra a configuração do
hardware, o código e os dados do software base do sistema. Este ficheiro pode ser utilizado
pela aplicação Impact do ISE da Xilinx para configurar, através de uma interface JTAG e um
cabo adequado, a FPGA ou a sua memória ISP de configuração.
A.5.2 O Subfluxo de Software
O subfluxo de software é praticamente todo baseado na cadeia de ferramentas MIPS-SDE,
as quais executam num PC em linux ou Cygwin (www.cygwin.com), permitindo:
• Compilar o código fonte de cada um dos módulos que constituem a aplicação, escritos
em assembly (ficheiros “*.s”), C (ficheiros “*.c”) ou C++ (ficheiros “*.cpp”) para
código objecto da arquitectura MIPS (ficheiros “*.o”);
• Fazer a integração dos vários módulos objecto da aplicação, eventualmente com bibli-
otecas (ficheiros “lib*.a”), num único módulo executável (ficheiro “*.elf”);
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• Realizar a conversão do módulo executável para o formato Motorola S-Record (fi-
cheiro “*.srec’) de forma a poder ser transferido para a memória do sistema alvo com
o auxílio da aplicação ARPALoad.exe desenvolvida especificamente para comunicação
via RS232 com o bootloader residente na placa de desenvolvimento.
O processador ARPA-MT é completamente compatível com as ferramentas MIPS-SDE, im-
plementa todas as instruções da versão (release) 1 da arquitectura MIPS32 (excepto as mul-
tiplicações com acumulação e as relacionadas com a cache e memória virtual) e suporta
algumas instruções da release 2. As instruções não suportadas não são geradas implicita-
mente no processo de compilação.
Para que seja possível utilizar as linguagens C e C++ para escrever aplicações destinadas ao
processador ARPA-MT foram construídos os ficheiros crt0.sx e crtn.sx e os correspondentes
crt0.o e crtn.o que contêm o código de arranque genérico da aplicação, cuja função é confi-
gurar a stack, registos, segmentos de memória (incluindo o heap e a inicialização de objectos
estáticos) e finalmente invocar a função main().
Foram também construídas diversas bibliotecas com as seguintes funcionalidades:
• Conjunto reduzido de funções da biblioteca da linguagem C, incluindo informação
temporal e manipulação de strings;
• Diagnóstico, configuração do processador, controlo de interrupções e geração de ex-
cepções;
• Gestão de memória dinâmica usando as funções malloc() e free() da linguagem
C ou os operadores new e delete da linguagem C++;
• Configuração e transferência de dados entre a CPU e os periféricos.
Estas bibliotecas são integradas juntamente com os módulos objecto da aplicação pelo linker
sendo construído o módulo executável da aplicação.
O executivo OReK para gestão temporal, escalonamento de tarefas e sincronização baseada
em semáforos para aplicações de tempo-real, descrito no apêndice D, é disponibilizado na
forma de duas bibliotecas:
• libOReK-Sw.a - contém a implementação do executivo OReK completamente em soft-
ware;
288 APÊNDICE A. O SISTEMA INTEGRADO ARPA-SOC
• libOReK-C2.a - contém a implementação do executivo OReK suportada pelo copro-
cessador Cop2-OSC.
Estas bibliotecas são usadas da mesma forma que as restantes disponibilizadas ou outras
criadas pelo utilizador.
O fluxo apresentado é baseado num conjunto de makefiles criadas para o efeito. De notar
que este fluxo pode facilmente ser alterado em diversos aspectos. Por exemplo, o módulo
executável da aplicação pode ser integrado juntamente com o código de arranque em vez
do bootloader, executando neste caso o processador, após a inicialização, sempre a mesma
aplicação, tal como acontece normalmente nos sistemas embutidos.
A.5.3 As Ferramentas de Compilação MIPS-SDE
As ferramentas de compilação MIPS-SDE são baseadas nas aplicações da cadeia de compila-
ção da GNU. A MIPS Technologies mantém a sua própria base de código fonte, sincronizando-
a periodicamente com as actualizações da GNU e concentrando-se nos aspectos específicos
(back-end) das ferramentas de forma a optimizá-las para a arquitectura MIPS32 (incluindo
as várias versões da arquitectura e extensões específicas do domínio de aplicação).
De uma forma resumida, do pacote MIPS-SDE destacam-se as seguintes ferramentas:
sde-make - versão SDE do make da GNU - controla o processo de construção de uma apli-
cação, determinando os comandos que devem ser executados com base num conjunto
de regras e dependências especificadas num ficheiro de texto específico do projecto
chamado Makefile.
sde-gcc - versão SDE do gcc da GNU (compilador de C) - compila código fonte escrito em
linguagem C. Na prática, os compiladores de C, C++, o assembler e o linker podem
ser todos invocados pelo sde-gcc, que por omissão determina o que fazer com um dado
ficheiro com base na sua extensão.
sde-g++ - versão SDE do g++ da GNU (compilador de C++) - compila código fonte escrito
em linguagem C++ suportando todas as construções da linguagem.
sde-as - versão SDE do as da GNU (assemblador) - compila código fonte escrito em lin-
guagem assembly do MIPS, suportando as diversas versões das arquitecturas MIPS32
/ MIPS64 e extensões específicas da aplicação.
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sde-ld - versão SDE do ld da GNU (linker) - usado na integração de ficheiros objecto e
bibliotecas em módulos executáveis. Suporta scripts para a construção especializada
e flexível de imagens da aplicação. Normalmente é executado automaticamente pelo
sde-gcc em vez de ser usado directamente.
sde-ar - versão SDE do ar da GNU (arquivador) - cria arquivos ou bibliotecas de código
com base em módulos objecto.
sde-objdump - versão SDE do objdump da GNU - permite visualizar partes ou segmentos
dos ficheiros objecto ou executáveis para efeitos de análise, incluindo a desassembla-
gem das secções de código.
sde-conv - ferramenta de conversão de ficheiros objecto para outros formatos, incluindo o
Motorola S-Record, usado na programação de memórias SRAM / FLASH ou no envio
através de uma linha série para um bootloader.
A generalidade das aplicações descritas suportam o formato ELF para os ficheiros contendo
código objecto/executável.
A.6 Interface CPU - Coprocessadores
A interface entre a CPU e os coprocessadores é descrita nesta secção porque, tal como já
aconteceu com o Cop2-OSC, uma das formas de especializar o sistema integrado ARPA-SoC
para uma dada aplicação é através do desenvolvimento de um coprocessador que disponibi-
lize um conjunto de recursos, mecanismos ou instruções orientadas para essa aplicação.
Os sinais que constituem a interface genérica entre a CPU e um coprocessador são mostrados
na figura A.6. Obviamente, um coprocessador pode ter os seus sinais específicos tal como
acontece no caso do Cop0-MEC e do Cop2-OSC.
Um aspecto importante é o facto dos coprocessadores não possuírem etapa IF, uma vez
que é a CPU que carrega todas as instruções da memória de código. A CPU faz uma pré-
descodificação das instruções destinadas aos coprocessadores de forma a determinar e selec-
cionar o coprocessador alvo.
Os sinais reset e clk são respectivamente a entrada de inicialização assíncrona e o si-
nal de relógio do pipeline da CPU. As instruções devem avançar no pipeline nos flancos
descendentes do sinal clk.
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CopZ
(Coprocessor Z)
Z=0...3
dataToCpu
dataFromCpu
reset
contextStall
clk
fetchedInstruct
dataFromMemory copHazardFlag
copSelect
copRsvdInst
copStoreFlag
copLoadFlag
cpuToCopFlag
copToCpuFlag
copUnusabFlag
operatingMode
contextSelect
exceptDetected
handleException
branchFlag
Figura A.6: Interface genérico de um coprocessador no processador ARPA-MT.
O sinal dataFromMemory é uma entrada que contém a informação lida da memória por
uma instrução lwcz 1 quando se encontra na etapa MA do pipeline da CPU. De notar que o
endereço de acesso à memória é calculado pela CPU na etapa EX.
Os restantes sinais possuem uma instância por cada contexto de execução do processador.
As entradas genéricas do coprocessador desempenham as seguintes funções:
• fetchedInstruct - instrução que se encontra na etapa ID sendo fornecida pela
CPU;
• operatingMode - indica o modo de operação do contexto de execução (user / debug
/ kernel / exception / error);
• copUnusabFlag - indica, em função do modo de operação, se o coprocessador está
acessível à aplicação em execução;
• contextStall - indica se o contexto de execução vai ser congelado no próximo
ciclo de relógio;
• contextSelect - indica se o contexto de execução está activo/seleccionado no
ciclo de relógio actual;
1Nas instruções dos coprocessadores, a letra z representa o respectivo número (1..3).
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• exceptDetected - indica a detecção de uma excepção no respectivo contexto de
execução no ciclo de relógio actual;
• handleException - indica o início do processamento de uma excepção no respec-
tivo contexto de execução;
• dataFromCpu - contém os dados provenientes da CPU numa instrução mtcz;
• copSelect - indica que a instrução presente no porto fetchedInstruct se des-
tina a este coprocessador.
As seguintes saídas de um coprocessador só devem possuir um valor lógico válido se o
coprocessador estiver seleccionado, caso contrário devem estar em alta impedância:
• copRsvdInst - activada pelo coprocessador seleccionado no caso de desconhecer
a instrução presente no porto fetchedInstruct, desactivada se a descodificação
for bem sucedida;
• copHazardFlag - activada pelo coprocessador seleccionado no caso de ter detec-
tado um hazard devido à instrução presente no porto fetchedInstruct, desacti-
vada no caso de não existirem hazards;
• copToCpuFlag - activada pelo coprocessador seleccionado no caso da instrução
presente no porto fetchedInstruct for uma mfcz, desactivada nos restantes ca-
sos;
• cpuToCopFlag - activada pelo coprocessador seleccionado no caso da instrução
presente no porto fetchedInstruct for uma mtcz, desactivada nos restantes ca-
sos;
• copLoadFlag - activada pelo coprocessador seleccionado no caso da instrução pre-
sente no porto fetchedInstruct for uma lwcz, desactivada nos restantes casos;
• copStoreFlag - activada pelo coprocessador seleccionado no caso da instrução
presente no porto fetchedInstruct for uma swcz, desactivada nos restantes ca-
sos;
• dataToCpu - saída de dados para a CPU no caso de uma instrução mfcz.
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Finalmente, a saída branchFlag é usada pelo coprocessador para fornecer à CPU o in-
dicador usado nas instruções de salto condicional dependentes do coprocessador (bczt e
bczf).
Apêndice B
Modelo de Programação do
Coprocessador Cop0-MEC
B.1 Introdução
O coprocessador ARPA Cop0-MEC do processador ARPA-MT descrito no capítulo 5 imple-
menta diversos mecanismos de suporte do processador e do sistema, nomeadamente:
• Informação sobre as características do processador, controlo das suas capacidades e
indicadores de estado;
• Diversos modos de operação com diferentes níveis de permissões;
• Activação individual dos contextos de execução e configuração da sua prioridade rela-
tiva;
• Configuração e tratamento de excepções (incluindo serviço de interrupções);
• Geração periódica de interrupções baseada num temporizador programável;
• Protecção básica de memória;
• Leitura e actualização atómicas de posições de memória partilhadas;
• Pré-descodificação das instruções de divisão sobre inteiros e implementação das res-
pectivas operações elementares de forma a simplificar a sua emulação.
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Este coprocessador não segue as especificações da arquitectura MIPS32 para o coprocessa-
dor 0, devido ao facto do processador ARPA-MT não incluir memória cache e não disponi-
bilizar suporte para memória virtual.
O processador ARPA-MT implementa através do coprocessador Cop0-MEC cinco modos de
operação: Utilizador (User - USL), Depuração (Debug - DBL) 1, Privilegiado (Kernel -
KRL), Excepção (Exception - EXL) e Erro (Error - ERL).
Para proteger a integridade do sistema, os coprocessadores Cop0-MEC e Cop2-OSC imple-
mentados no processador ARPA-MT não estão acessíveis quando o processador se encontra
no modo de operação de Utilizador.
Os registos deste coprocessador são acedidos com as instruções mtc0 CPUReg, Cop0Reg
e mfc0 CPUReg, Cop0Reg da arquitectura MIPS32, em que os argumentos CPUReg e
Cop0Reg representam índices de registos da CPU e do Cop0-MEC, respectivamente. Cada
uma destas instruções pode ainda incluir um terceiro parâmetro, denominado sel, do tipo
imediato e que pode ser usado para diferenciar diferentes registos do coprocessador com o
mesmo índice.
B.2 Descrição dos Registos
A figura B.1 ilustra o modelo de programação do coprocessador ARPA Cop0-MEC, repre-
sentando todos os registos e respectivos campos. O registos 0 a 15 possuem uma instância
específica de cada contexto de execução, isto é, cada thread a executar num dado instante
no processador possui o seu próprio conjunto de registos. Os registos 16 a 31 são partilha-
dos por todos os contextos de execução, isto é, todas as threads vêem o mesmo conjunto de
registos. As secções seguintes descrevem cada um dos registos mostrados na figura B.1.
B.2.1 Registo Cop0 Control 0
O registo Cop0 Control 0 controla alguns parâmetros do respectivo contexto de execução,
tais como a sua prioridade relativa (se esta capacidade tiver sido implementada durante a
síntese do processador) e a (des)activação do atendimento de interrupções. A tabela B.1
descreve este registo de forma resumida.
1O modo de operação de Depuração ainda não está implementado, uma vez que as suas funcionalidades
não estão ainda definidas, estando reservado para utilização futura.
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ARPA Cop0-MEC.vsd[1](Programming Model); 17 May, 2007; © Arnaldo Oliveira
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Figura B.1: Mapa de registos do coprocessador ARPA Cop0-MEC.
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Nome C0CTRL0
Número 0
Tipo Leitura/Escrita
Valor inicial 0x00000000
Campos Descrição
CNTXPRI<2:0> Context Priority - específica a prioridade relativa do con-
texto de execução usada no escalonamento de instruções no
pipeline (configurável se o bit DCP do registo PROINFO
for “1”, caso contrário possui um valor fixo igual ao identi-
ficador do contexto)
CIE Context Interrupt Enable - “1” permite que o respectivo
contexto de execução sirva pedidos de interrupção dos peri-
féricos ou do temporizador; “0” desactiva o serviço de inter-
rupções dessas fontes no respectivo contexto de execução
Tabela B.1: Nome, número, tipo, valor inicial e campos do registo C0CTRL0.
B.2.2 Registo Cop0 Status 0
O registo Cop0 Status 0 possui um conjunto de indicadores de estado do respectivo contexto
de execução, tais como a sua identificação, o estado de acessibilidade dos coprocessadores,
a indicação de excepções pendentes, o modo de operação do contexto e o resultado da pré-
descodificação das instruções de divisão, usado na sua emulação por software. O valor inicial
do registo reflecte o facto deste ser específico de cada contexto de execução e da inicialização
do processador ser tratada como uma situação de excepção. A tabela B.2 descreve este
registo de forma resumida.
B.2.3 Registo Exception Cause
O registo Exception Cause armazena informação relativa à excepção que ocorreu e vai ser
tratada no respectivo contexto de execução, nomeadamente:
• O código da excepção e o modo de operação em que ocorreu;
• A indicação de que a excepção foi (ou não) gerada durante a execução de uma instru-
ção na delay slot de uma instrução branch ou jump;
• A fonte da interrupção que vai ser servida (não mascarável, temporizador ou periféri-
cos) - se aplicável;
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Nome C0STAT0
Número 1
Tipo Leitura
Valor inicial 0x40000000 + Context Identifier (CNTXID)
Campos Descrição
CNTXID<2:0> Context Identifier - número do respectivo contexto de exe-
cução; valor entre “000” (0) e “111” (7) em implementações
multihreaded; “000” (0) em implementações single thread
DIV Division - “1” indica que a instrução geradora da excepção
e cujo código máquina se encontra no registo EXCINST é
uma divisão inteira (div/divu)
SOP Signed Operation - usado em conjunto com o bit DIV; “1”
indica que a instrução é uma divisão com sinal (div); “0”
indica que a instrução é uma divisão sem sinal (divu)
XPD Exception Pending - “1” indica a existência de uma excep-
ção que ainda não começou a ser tratada; “0” representa a
ausência de excepções pendentes
COPUNUSAB<3:0> Coprocessor Unusable - um bit por cada coprocessador
(0...3) indicador se o respectivo coprocessador pode ou não
ser acedido no modo de operação actual (“0” - acessível;
“1” - não acessível)
USL User Level - “1” indica que a thread presente no contexto
executa no modo de Utilizador
DBL Debug Level - “1” indica que a thread presente no contexto
executa no modo de Depuração
KRL Kernel Level - “1” indica que a thread presente no contexto
executa no modo Privilegiado
EXL Exception Level - “1” indica que a thread presente no con-
texto executa no modo de Excepção
ERL Error Level - “1” indica que a thread presente no contexto
executa no modo de Erro
Tabela B.2: Nome, número, tipo, valor inicial e campos do registo C0STAT0.
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• O coprocessador acedido durante a excepção (0...3) - se aplicável;
• A indicação que a excepção se deve (ou não) à inicialização do processador.
A tabela B.3 descreve este registo de forma resumida.
B.2.4 Registo Debug Exception Program Counter
O registo Debug Exception Program Counter é usado para armazenar o endereço da ins-
trução onde ocorreu a excepção de um programa a executar no modo de Depuração. Este
endereço corresponde ao valor do registo Program Counter da CPU no momento em que
ocorreu a excepção, ou ao endereço da instrução anterior, caso a excepção tenha ocorrido na
delay slot de uma instrução branch ou jump. A tabela B.4 descreve este registo de forma
resumida.
B.2.5 Registo Exception Program Counter
O registo Exception Program Counter é usado para armazenar o endereço da instrução onde
ocorreu a excepção de um programa a executar no modo de Utilizador ou Privilegiado. Este
endereço corresponde ao valor do registo Program Counter da CPU no momento em que
ocorreu a excepção, ou ao endereço da instrução anterior, caso a excepção tenha ocorrido na
delay slot de uma instrução branch ou jump. A tabela B.5 descreve este registo de forma
resumida.
B.2.6 Registo Error Program Counter
O registo Error Program Counter é usado para armazenar o endereço da instrução onde
ocorreu o erro de um programa a executar no modo de Excepção. Este endereço corresponde
ao valor do registo Program Counter da CPU no momento em que ocorreu o erro, ou ao
endereço da instrução anterior, caso o erro tenha ocorrido na delay slot de uma instrução
branch ou jump. A tabela B.6 descreve este registo de forma resumida.
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Nome EXCAUSE
Número 2
Tipo Leitura/Escrita
Valor inicial 0x80000000
Campos Descrição
INSERVINT<15:0> In Service Interrupt - indicadores com o pedido de interrup-
ção dos periféricos que está a ser servido neste contexto (a
fonte de interrupção que está a ser servida possui o respec-
tivo bit a “1”)
TTI Tick Timer Interrupt - “1” quando ocorre uma interrupção
do temporizador do sistema que vai ser servida neste con-
texto
EXCEPTCODE<4:0> Exception Code - código da excepção que está a ser tratada
(os códigos encontram-se definidos na tabela B.27)
BDL Branch Delay Slot - “1” indica que a excepção ocorreu na
delay slot de uma instrução branch ou jump
CEXCID<1:0> Coprocessor Exception Identifier - no caso de excepções
provocadas por acessos inválidos a um coprocessador, este
campo indica qual o número do coprocessador incorrecta-
mente referenciado
USX User Level Exception - “1” indica que a excepção ocorreu
numa thread a executar no modo de operação de Utilizador
DBX Debug Level Exception - “1” indica que a excepção ocorreu
numa thread a executar no modo de operação de Depuração
KRX Kernel Level Exception - “1” indica que a excepção ocorreu
numa thread a executar no modo de operação Privilegiado
NMI Non Maskable Interrupt - “1” quando ocorre uma interrup-
ção da fonte não mascarável que vai ser servida neste con-
texto
RST Reset - “1” após a inicialização do processador; “0” nas res-
tantes excepções
Tabela B.3: Nome, número, tipo, valor inicial e campos do registo EXCAUSE.
Nome DBGEXPC
Número 3
Tipo Leitura/Escrita
Valor inicial 0x00000000
Campos Descrição
DBGEXPC<31:0> Debug Exception Program Counter - endereço onde deve
ser retomada a execução do programa em caso de excepção
ocorrida no modo de Depuração
Tabela B.4: Nome, número, tipo, valor inicial e campos do registo DBGEXPC.
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Nome EXCPTPC
Número 4
Tipo Leitura/Escrita
Valor inicial 0x00000000
Campos Descrição
EXCPTPC<31:0> Exception Program Counter - endereço onde deve ser reto-
mada a execução do programa em caso de excepção ocor-
rida no modo de Utilizador ou Privilegiado
Tabela B.5: Nome, número, tipo, valor inicial e campos do registo EXCPTPC.
Nome ERRORPC
Número 5
Tipo Leitura/Escrita
Valor inicial 0x00000000
Campos Descrição
ERRORPC<31:0> Error Program Counter - endereço onde deve ser retomada
a execução do programa em caso de um erro ocorrido no
modo de Excepção
Tabela B.6: Nome, número, tipo, valor inicial e campos do registo ERRORPC.
B.2.7 Registo Exception Instruction
O registo Exception Instruction é usado para armazenar o código máquina da instrução que
se encontrava no final da etapa EX do pipeline quando foi gerada a excepção, independen-
temente de ter ou não ocorrido na delay slot de uma instrução branch ou jump. A tabela
B.7 descreve este registo de forma resumida.
Nome EXCINST
Número 6
Tipo Leitura
Valor inicial 0x00000000
Campos Descrição
EXCINST<31:0> Exception Instruction - código máquina da instrução que foi
cancelada devido à geração de uma excepção
Tabela B.7: Nome, número, tipo, valor inicial e campos do registo EXCINST.
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Nome BADADDR
Número 7
Tipo Leitura/Escrita
Valor inicial 0x00000000
Campos Descrição
BADADDR<31:0> Bad Address - endereço incorrectamente acedido da memó-
ria de dados ou de código
Tabela B.8: Nome, número, tipo, valor inicial e campos do registo BADADDR.
Nome LWRADDR
Número 8
Tipo Leitura/Escrita
Valor inicial 0x00000000
Campos Descrição
LWRADDR<31:2> Lower Address - limite inferior do espaço de endereçamento
da memória que pode ser acedido pela thread a executar em
modo de Utilizador
Tabela B.9: Nome, número, tipo, valor inicial e campos do registo LWRADDR.
B.2.8 Registo Bad Address
O registo Bad Address armazena o endereço da memória de código ou de dados incor-
rectamente acedido durante o carregamento de uma instrução ou através das instruções
load/store. O acesso a um dado endereço é inválido se estiver fora da gama do es-
paço de endereçamento atribuído à thread que executa no respectivo contexto ou o endereço
não cumprir as restrições de alinhamento. Nestes casos é gerada uma excepção e o endereço
a que se tentou aceder é carregado neste registo, podendo ser usado na rotina de tratamento
da excepção. A tabela B.8 descreve este registo de forma resumida.
B.2.9 Registo Lower Bound Address
O registo Lower Bound Address especifica o limite inferior (alinhado num endereço múltiplo
de 4) do espaço de endereçamento acessível pela thread a executar em modo de Utilizador
no respectivo contexto. A tabela B.9 descreve este registo de forma resumida.
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Nome UPRADDR
Número 9
Tipo Leitura/Escrita
Valor inicial 0xFFFFFFFF
Campos Descrição
UPRADDR<31:2> Upper Address - limite superior do espaço de endereça-
mento da memória que pode ser acedido pela thread a exe-
cutar em modo de Utilizador
Tabela B.10: Nome, número, tipo, valor inicial e campos do registo UPRADDR.
Nome DVDAUXL
Número 14
Tipo Leitura (Auxiliary Low) / Escrita (Dividend)
Valor inicial 0x00000000
Campos Descrição
DVDAUXL<31:0> Dividend / Auxiliary Low - valor do dividendo carregado no
início da divisão / quociente da divisão no final da operação
Tabela B.11: Nome, número, tipo, valor inicial e campos do registo DVDAUXL.
B.2.10 Registo Upper Bound Address
O registo Upper Bound Address especifica o limite superior (alinhado num endereço múltiplo
de 4) do espaço de endereçamento acessível pela thread a executar em modo de Utilizador
no respectivo contexto. A tabela B.10 descreve este registo de forma resumida.
B.2.11 Registo Dividend / Auxiliary Low
O registo Dividend / Auxiliary Low é usado na emulação das instruções de divisão sobre
inteiros da arquitectura MIPS32. Na realidade este registo é um par de registos: o Dividend
acedido nas operações de escrita e o Auxiliary Low acedido nas operações de leitura. No
início da divisão o dividendo deve ser escrito neste registo. No final da divisão o valor do
quociente deve ser lido deste registo e transferido para o registo LO da CPU, concluindo
assim a emulação da divisão de forma transparente para a aplicação. A tabela B.11 descreve
este registo de forma resumida.
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Nome DVSAUXH
Número 15
Tipo Leitura (Auxiliary High) / Escrita (Divisor)
Valor inicial 0x00000000
Campos Descrição
DVSAUXH<31:0> Divisor / Auxiliary High - valor do divisor carregado no iní-
cio da divisão / resto da divisão no final da operação
Tabela B.12: Nome, número, tipo, valor inicial e campos do registo DVSAUXH.
B.2.12 Registo Divisor / Auxiliary High
O registo Divisor / Auxiliary High é usado na emulação das instruções de divisão sobre
inteiros da arquitectura MIPS32. Na realidade este registo é um par de registos: o Divisor
acedido nas operações de escrita e o Auxiliary High acedido nas operações de leitura. No
início da divisão o divisor deve ser escrito neste registo. No final da divisão o valor do
resto deve ser lido deste registo e transferido para o registo HI da CPU, concluindo assim
a emulação da divisão de forma transparente para a aplicação. A tabela B.12 descreve este
registo de forma resumida.
B.2.13 Registo Processor Info
O registo Processor Info contém informação sobre as características do processador, no-
meadamente, a sua versão e os valores atribuídos aos parâmetros do modelo durante a sua
especialização e síntese. Todos os parâmetros foram apresentados nos capítulos 4 e 5. Os bits
CII (Cyclic Instruction Issue) e DCP (Dynamic Context Priority) só são relevantes quando o
número de contextos de execução implementados for superior a um. A tabela B.13 descreve
este registo de forma resumida.
B.2.14 Registo Cop0 Configuration 0
O registo Cop0 Configuration 0 armazena os parâmetros de configuração global do proces-
sador, isto é, partilhados por todos os contextos de execução, como por exemplo os bits de
controlo do temporizador e de activação global das interrupções e os indicadores de estado
dos coprocessadores e de todos os contextos de execução. A tabela B.14 descreve este registo
de forma resumida.
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Nome PROINFO
Número 16
Tipo Leitura
Valor inicial Específico da implementação
Campos Descrição
CNTXIMP<2:0> Number of Execution Contexts - número de contextos de
execução implementados (igual a CNTXIMP + 1)
EXSLAT<2:0> Execute Stage Latency - latência da etapa EX do pipeline da
CPU (latência da ALU = EXSLAT - 1)
CII Cyclic Instruction Issue - “1” quando o processador executa
instruções de diversos contextos de forma cíclica, sem de-
tectar dependências de dados; “0” quando a execução das
instruções tem em conta as inter-dependências e a priori-
dade relativa de cada contexto de execução
DCP Dynamic Context Priority - “1” quando o processador su-
porta a configuração dinâmica da prioridade de cada um
dos seus contextos de execução; “0” quando a prioridade
dos contextos de execução é estática
C1I Coprocessor 1 Implemented - “1” quando o coprocessador
1 está implementado; “0” quando não está implementado
C2I Coprocessor 2 Implemented - “1” quando o coprocessador
2 está implementado; “0” quando não está implementado
C3I Coprocessor 3 Implemented - “1” quando o coprocessador
3 está implementado; “0” quando não está implementado
FWB Fast Write Back Stage - “1” quando o atraso da etapa WB é
inferior a meio ciclo de relógio do processador; “0” quando
demora o ciclo de relógio completo
EXF Execute Stage Forwading - “1” quando está activado o
forwarding da etapa EX; “0” quando está inactivo
MAF Memory Access stage Forwading - “1” quando está activado
o forwarding da etapa MA; “0” quando está inactivo
WBF Write Back stage Forwading - “1” quando está activado o
forwarding da etapa WB; “0” quando está inactivo
ARC Advance Register Compare - “1” quando a comparação dos
registos nas instruções de salto condicional é feita em pa-
ralelo com o forwarding; “0” quando é realizada após o
forwarding
EID Emulated Integer Division - “1” quando as instruções de
divisão sobre inteiros estão implementadas através de emu-
lação transparente para a aplicação ; “0” quando as divisões
inteiras não estão disponíveis
VERSIONUM<7:0> Version Number - identificador da versão do processador,
sendo definido durante a sua síntese
Tabela B.13: Nome, número, tipo, valor inicial e campos do registo PROINFO.
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Nome C0CNFG0
Número 17
Tipo Leitura/Escrita (bits 31...28)
Valor inicial 0x00000001
Campos Descrição
CNTXRUN<7:0> Context Running - um indicador por cada contexto de exe-
cução (quando CNTXRUN<i>=“1” o contexto de execução
i está activo)
C2R Coprocessor 2 Ready - indicador de estado do coprocessa-
dor 2; “0” durante a inicialização; “1” quando estiver pronto
para entrar em operação
C3R Coprocessor 3 Ready - indicador de estado do coprocessa-
dor 3; “0” durante a inicialização; “1” quando estiver pronto
para entrar em operação (reservado para utilização futura)
TEN Tick Timer Enable - ’1’ activa a unidade de temporização
deste coprocessador e respectivas interrupções; “0” desac-
tiva o temporizador
PROCESSOR<6:0> Processor Number - número do processador num sistema
multi-processador (valor na gama 0 a 127)
GIE Global Interrupt Enable - ’1’ activa globalmente as inter-
rupções do processador; “0” desactiva globalmente as inter-
rupções
Tabela B.14: Nome, número, tipo, valor inicial e campos do registo C0CNFG0.
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Nome CTXACTV
Número 18
Tipo Escrita
Valor inicial N/A
Campos Descrição
AM<1:0> Activation Mode - modo de operação após a activação do
contexto, sendo considerado apenas se o campo ACTADDR
for diferente de 0; codificações: “00” - Utilizador; “01” -
Depuração; “10” - Privilegiado; “11” - reactivação man-
tendo o mesmo modo de operação aquando da desactivação
ACTADDR<31:2> Activation Address - endereço da primeira instrução a ser
executada após a activação do contexto, ou 0 no caso de se
pretender desactivar o contexto indicado pelo campo sel
da instrução
Tabela B.15: Nome, número, tipo, valor inicial e campos do registo CTXACTV.
B.2.15 Registo Context Activation
O registo Context Activation permite activar ou desactivar individualmente cada um dos
contextos de execução. Quando um contexto de execução é activado, pode ser especificado
o modo de operação e o endereço da primeira instrução a executar. Por outro lado, um
contexto inactivo pode ser reactivado, retomando a execução das instruções e o modo de
operação da thread que estava a executar no momento em que ocorreu a sua desactivação.
Após a inicialização do processador apenas se encontra activo o contexto 0. Na primeira
activação de qualquer um dos outros contextos deve-se especificar o endereço inicial e o
modo de operação pretendidos. A tabela B.15 descreve este registo de forma resumida. Este
registo é só de escrita através da instrução mtc0 CPUReg, CopReg, sel, em que o
valor imediato do campo sel especifica o índice do contexto a activar ou desactivar (valor
entre 0 e 7). O registo Cop0 Configuration 0 fornece informação sobre os contextos de
execução que se encontram activos num dado instante.
B.2.16 Registo Load Linked Info
O registo Load Linked Info contém informação sobre a última instrução Load Linked (ll)
executada, nomeadamente, o endereço acedido e se foi completada através de uma instrução
Store Conditional (sc) ou ainda se encontra pendente. A tabela B.16 descreve este registo
de forma resumida.
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Nome LDLINFO
Número 19
Tipo Leitura
Valor inicial 0x00000000
Campos Descrição
LLB Load Linked Bit - colocado a “1” após uma instrução ll e
desactivado (colocado a “0”) após uma instrução sc bem
sucedida
LLNADDR<31:2> Load Linked Address - endereço da memória de dados refe-
renciado pela última instrução ll executada
Tabela B.16: Nome, número, tipo, valor inicial e campos do registo LDLINFO.
Nome TICKCNT
Número 20
Tipo Leitura
Valor inicial 0x00000000
Campos Descrição
TICKCNT<31:0> Tick Timer Counter - valor actual do contador do tempori-
zador do sistema
Tabela B.17: Nome, número, tipo, valor inicial e campos do registo TICKCNT.
B.2.17 Registo Tick Timer Counter
O registo Tick Timer Counter possui o valor actual do contador do temporizador do sistema.
A tabela B.17 descreve este registo de forma resumida.
B.2.18 Registo Tick Timer Limit
O registo Tick Timer Limit possui o factor de divisão entre a resolução temporal do sistema
e o período do sinal de relógio do processador. Dito de outra forma, o registo Tick Timer
Counter é um contador de módulo Tick Timer Limit. Quando atinge o valor máximo gera
um pedido de interrupção do temporizador e o contador é carregado de novo com o valor
zero para que se inicie uma nova contagem. A tabela B.18 descreve este registo de forma
resumida.
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Nome TICKLIM
Número 21
Tipo Leitura/Escrita
Valor inicial 0x00000000
Campos Descrição
TICKLIM<31:0> Tick Timer Limit - módulo (factor de divisão) do contador
Tick Timer Counter
Tabela B.18: Nome, número, tipo, valor inicial e campos do registo TICKLIM.
Nome EXVTBAS
Número 24
Tipo Leitura/Escrita
Valor inicial 0x00000002
Campos Descrição
RESETHDLRSIZE<11:6> Reset Handler Size - valor de 12 bits que especifica o tama-
nho da rotina de tratamento da excepção de inicialização do
processador e da fonte não mascarável (os bits <5:0> deste
valor não são programáveis, sendo considerados 0)
VECTBASE<31:8> Vector Base - vinte e quatro bits mais significativos do en-
dereço base das rotinas de tratamento das excepções
Tabela B.19: Nome, número, tipo, valor inicial e campos do registo EXVTBAS.
B.2.19 Registo Exception Vector Base
O registo Exception Vector Base configura o endereço base dos vectores de excepção e o
tamanho da rotina de tratamento das excepções de reinicialização do processador, da fonte
não mascarável e dos erros ocorridos em modo de Excepção. A tabela B.19 descreve este
registo de forma resumida.
B.2.20 Registo Exception Vector Offset
O registo Exception Vector Offset configura o deslocamento, relativamente ao endereço base
definido no registo Exception Vector Base, das rotinas de tratamento dos seguintes tipos
de excepção: Tick Timer Interrupt, Peripheral Interrupt, Syscall, Reserved Instruction e
Coprocessor 2 Exception. Os deslocamentos são valores de 12 bits em que apenas os bits 11
a 6 são programáveis. Os 6 bits menos significativos são sempre 0. A tabela B.20 descreve
este registo de forma resumida.
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Nome EXVTOFF
Número 25
Tipo Leitura/Escrita
Valor inicial 0x02082104
Campos Descrição
TICKTIMOFFSET<11:6> Tick Timer Interrupt Offset - bits 11 a 6 do deslocamento
do endereço inicial da rotina de tratamento da excepção
do temporizador do sistema relativamente ao endereço base
dos vectores de excepção
INTRUPTOFFSET<11:6> Peripheral Interrupt Offset - bits 11 a 6 do deslocamento
do endereço inicial da rotina de tratamento da excepção das
interrupções dos periféricos relativamente ao endereço base
dos vectores de excepção
SYSCALLOFFSET<11:6> Syscall Exception Offset - bits 11 a 6 do deslocamento do
endereço inicial da rotina de tratamento da excepção gerada
pela instrução syscall relativamente ao endereço base
dos vectores de excepção
RSVDINSOFFSET<11:6> Reserved Instruction Exception Offset - bits 11 a 6 do des-
locamento do endereço inicial da rotina de tratamento da
excepção provocada pela tentativa de execução de uma ins-
trução reservada relativamente ao endereço base dos vecto-
res de excepção
COP2OSCOFFSET<11:6> Coprocessor 2 Exception Offset - bits 11 a 6 do desloca-
mento do endereço inicial da rotina de tratamento da excep-
ção do coprocessador 2 relativamente ao endereço base dos
vectores de excepção
Tabela B.20: Nome, número, tipo, valor inicial e campos do registo EXVTOFF.
310APÊNDICE B. MODELO DE PROGRAMAÇÃO DO COPROCESSADOR COP0-MEC
Nome INTMASK
Número 26
Tipo Leitura/Escrita
Valor inicial 0xFFFFFFFF
Campos Descrição
INTMASK<15:0> Interrupt Mask - máscara das interrupções dos periféricos
Tabela B.21: Nome, número, tipo, valor inicial e campos do registo INTMASK.
Nome INTLTRG
Número 27
Tipo Leitura/Escrita
Valor inicial 0x00000000
Campos Descrição
INTLTRG<15:0> Interrupt Level Trigger - “1” para interrupção disparada por
nível; “0” para interrupção disparada por flanco
Tabela B.22: Nome, número, tipo, valor inicial e campos do registo INTLTRG.
B.2.21 Registo Interrupt Mask
O registo Interrupt Mask possui um bit por cada linha de interrupção dos periféricos. Cada
um permite (des)activar individualmente a respectiva fonte. Um bit a “1” na máscara desac-
tiva a respectiva interrupção. A tabela B.21 descreve este registo de forma resumida.
B.2.22 Registo Interrupt Level Trigger
O registo Interrupt Level Trigger possui um bit por cada linha de interrupção dos periféricos.
Cada um destes bits permite seleccionar se a respectiva interrupção é disparada por nível ou
por flanco. A tabela B.22 descreve este registo de forma resumida.
B.2.23 Registo Interrupt Input Invert
O registo Interrupt Input Invert possui um bit por cada linha de interrupção dos periféricos.
Cada um destes bits permite seleccionar o flanco ou o nível que activa a respectiva interrup-
ção. A tabela B.23 descreve este registo de forma resumida. As condições de activação das
interrupções em função da configuração dos registos INTIINV e INTLTRG estão indicadas
na tabela B.24.
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Nome INTIINV
Número 28
Tipo Leitura/Escrita
Valor inicial 0x00000000
Campos Descrição
INTIINV<15:0> Interrupt Input Invert - “1” para interrupções activadas no
flanco descendente ou no nível baixo, consoante o estado
do bit INTLTRG correspondente
Tabela B.23: Nome, número, tipo, valor inicial e campos do registo INTIINV.
INTIINV(i) (Inversor) INTLTRG(i)=“0” (Flanco) INTLTRG(i)=“1” (Nível)
“0” ↑ “1”
“1” ↓ “0”
Tabela B.24: Condições de activação das interrupções dos periféricos em função dos respec-
tivos bits INTIINV e INTLTRG.
B.2.24 Registo Interrupt Priority 0
O registo Interrupt Priority 0 possui dois bits por cada linha de interrupção dos periféricos.
Cada um destes grupos de bits indica a prioridade relativa da respectiva fonte. No caso de
existirem duas ou mais fontes activas com a mesma prioridade relativa, a de índice inferior é
a primeira a ser atendida. A tabela B.25 descreve este registo de forma resumida.
Nome INTPRI0
Número 29
Tipo Leitura/Escrita
Valor inicial 0x00000000
Campos Descrição
IPRIn Interrupt Priority n (0 ≤ n ≤ 15) - prioridade relativa da
respectiva fonte (“00” = maior prioridade; “11” = menor
prioridade)
Tabela B.25: Nome, número, tipo, valor inicial e campos do registo INTPRI0.
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Nome INTPEND
Número 31
Tipo Leitura
Valor inicial 0x00000000
Campos Descrição
INTPEND<15:0> Interrupt Pending flags - “1” indica que a respectiva fonte
possui um pedido de interrupção pendente; “0” não existem
pedidos pendentes da respectiva fonte
Tabela B.26: Nome, número, tipo, valor inicial e campos do registo INTPEND.
B.2.25 Registo Interrupt Pending
O registo Interrupt Pending possui um bit por cada linha de interrupção dos periféricos.
Cada um destes bits indica se a respectiva fonte possui um pedido de interrupção pendente.
A interrupção deixa de estar pendente quando começa a ser servida. A tabela B.26 descreve
este registo de forma resumida.
B.3 Excepções
As seguintes subsecções contêm informação sobre excepções, nomeadamente os códigos, os
vectores para os diversos tipos de excepção suportados e algumas notas complementares.
B.3.1 Códigos
Os códigos das excepções suportadas pelo processador ARPA-MT e carregados no campo
EXCEPTCODE do registo EXCAUSE em caso de excepção são mostrados na tabela B.27.
Todos os códigos estão definidos na arquitectura MIPS32, excepto o Enable/Switch Context
e o Disable Context, usados na (des)activação de contextos de execução.
B.3.2 Vectores
Os vectores das excepções definem os endereços iniciais das rotinas de tratamento das excep-
ções. Os registos EXVTBAS e EXVTOFF permitem configurar diversos aspectos dos vectores
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Nome Código
Interrupt 00000 (0x00)
Address Error (Load/Fetch) 00100 (0x04)
Address Error (Store) 00101 (0x05)
Syscall 01000 (0x08)
Breakpoint 01001 (0x09)
Reserved Instruction 01010 (0x0A)
Coprocessor Unusable 01011 (0x0B)
Integer Overflow 01100 (0x0C)
Trap 01101 (0x0D)
Enable/Switch Context 10000 (0x10)
Disable Context 10001 (0x11)
Coprocessor 2 Exception 10010 (0x12)
Tabela B.27: Códigos das excepções suportadas pelo processador ARPA-MT.
associados aos diferentes tipos de excepções. Mais concretamente, é possível definir o en-
dereço base dos vectores de excepção assim como os vectores específicos para os seguintes
tipos de excepção: Tick Timer Interrupt, Peripheral Interrupt, Syscall, Reserved Instruction
e Coprocessor 2 Exception. Os vectores para cada um destes tipos de excepção são definidos
a partir de um deslocamento relativamente ao endereço base dos vectores (ver tabela B.28).
O vector associado à reinicialização do processador, à fonte de interrupção não mascarável
e ao tratamento de situações de erro em modo de Excepção corresponde ao endereço base
dos vectores de excepção. O vector associado aos restantes tipos de excepção corresponde
ao endereço base adicionado ao tamanho máximo da rotina de tratamento da excepção de
reinicialização do processador.
Durante a inicialização do processador o vector base corresponde ao endereço 0x00000000.
O vector associado às interrupções dos periféricos e do temporizador é o 0x00000000 +
0x00000100 (sendo 0x00000100 o valor correspondente aos campos TICKTIMOFFSET e
INTRUPTOFFSET). As restantes excepções são tratadas por uma rotina que deve residir
em memória a partir do endereço 0x00000000 + 0x00000080 (sendo 0x00000080 o valor
correspondente aos campos RESETHDLRSIZE, SYSCALLOFFSET, RSVDINSOFFSET e
COP2OSCOFFSET). O vector da excepção de activação/comutação de contexto é especifi-
cado por software durante a escrita no registo CTXACTV. De notar que não existe nenhum
vector associado à excepção de desactivação de contexto, uma vez que esta apenas desactiva
um contexto de execução, não sendo tratada da mesma forma que as restantes.
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Tipo de Excepção Vector da Excepção
Reset VECTBASE
Non Maskable Interrupt VECTBASE
Error VECTBASE
Tick Timer Interrupt VECTBASE + TICKTIMOFFSET
Peripheral Interrupt VECTBASE + INTRUPTOFFSET
Address Error (Load/Fetch) VECTBASE + RESETHDLRSIZE
Address Error (Store) VECTBASE + RESETHDLRSIZE
Syscall VECTBASE + SYSCALLOFFSET
Breakpoint VECTBASE + RESETHDLRSIZE
Reserved Instruction VECTBASE + RSVDINSOFFSET
Coprocessor Unusable VECTBASE + RESETHDLRSIZE
Integer Overflow VECTBASE + RESETHDLRSIZE
Trap VECTBASE + RESETHDLRSIZE
Enable/Switch Context Especificado no registo CTXACTV
Coprocessor 2 Exception VECTBASE + COP2OSCOFFSET
Tabela B.28: Vectores das excepções suportadas pelo processador ARPA-MT.
B.3.3 Notas Complementares
Sempre que ocorre uma excepção num dos contextos do processador, dá-se a comutação
desse contexto para o modo de excepção (o bit EXL do registo C0STAT0 é colocado a ’1’).
Enquanto estiver a ser feito o tratamento de uma excepção, não devem em princípio ocorrer
outras excepções. Se tal acontecer, dá-se a comutação para modo de erro (o bit ERL do
registo C0STAT0 é colocado a ’1’).
A comutação de modo de Utilizador para modo Privilegiado faz-se sempre através de uma
excepção. Uma aplicação de utilizador pode requerer um serviço do sistema operativo a exe-
cutar em modo Privilegiado através de uma instrução de chamada ao sistema (syscall).
Os registos EXCAUSE, DBGEXPC, EXCPTPC e ERRORPC podem ser acedidos quer para
leitura quer para escrita de forma a flexibilizar o tratamento das situações de excepção e a
comutação entre modos de operação.
Uma rotina de tratamento de uma excepção deve terminar com uma instrução de Exception
Return (eret), a qual realiza as seguintes operações:
1. Verifica o modo de operação em que ocorreu a excepção com base nos bits KRX, DBX
e USX do registo EXCAUSE;
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2. Carrega no registo Program Counter da CPU o endereço armazenado no registo Ex-
ception Program Counter;
3. Comuta o modo de operação do contexto de excepção para esse modo de operação.
No caso de estarem activos simultaneamente vários bits indicadores do modo de operação
em que ocorreu a excepção, é considerado o de menor nível de permissões.
Uma interrupção é servida pelo contexto de execução que tiver uma instrução no final da
etapa EX do pipeline, desde que não esteja a executar nos modos de Excepção ou Erro
e as interrupções estejam activas (quer no contexto, quer globalmente). Essa instrução é
cancelada (assim como todas as seguintes do mesmo contexto de execução), o seu endereço
é salvaguardado no registo Exception Program Counter, o processador é comutado para
modo de Excepção e é iniciada a execução da respectiva rotina de serviço.
Uma rotina de serviço a uma interrupção deve no final desactivar, no registo EXCAUSE, o
bit correspondente à interrupção atendida, para que possam mais tarde voltar a ser geradas e
atendidas interrupções da respectiva fonte (isto é aplicável às interrupções não mascarável,
do temporizador e dos periféricos).
B.4 Activação de Contextos
A activação e desactivação de contextos é baseada no mecanismo de excepções de forma a
simplificar a sua implementação através da reutilização de funcionalidades já disponíveis.
Após a inicialização do processador apenas o contexto de execução 0 se encontra activo.
Quando um contexto é activado pela primeira vez ou para executar uma nova thread, o ende-
reço inicial (valor não nulo escrito no campo ACTADDR do registo CTXACTV) é carregado
por hardware no Exception Program Counter desse contexto de execução. O modo de opera-
ção pretendido deve também ser escrito no campo AM do registo CTXACTV. Para o endereço
inicial de uma thread pode ser especificado qualquer endereço múltiplo de quatro de forma a
respeitar as restrições de alinhamento da arquitectura MIPS32. Os valores “00”, “01” e “10”,
usados no campo AM, representam os modos de operação Utilizador, Depuração e Privi-
legiado, respectivamente. Uma escrita deste tipo relativa a um contexto que já se encontra
activo gera uma excepção. Esta facilidade pode ser utilizada para provocar uma comutação
da tarefa em execução. A última operação realizada durante a activação de um contexto é a
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inserção, por hardware, de uma instrução eret no pipeline desse contexto de forma a que o
endereço inicial seja transferido do Exception Program Counter para o respectivo Program
Counter. Para desactivar um contexto deve ser escrito o valor 0x00000000 no registo CT-
XACTV. Isto pode ser feito com a instrução mtc0 $zero, $ctxactv, cntx, em que
o imediato cntx indica o índice contexto a desactivar. Quando é desactivado um contexto
é gerada uma excepção para que o registo Program Counter da CPU seja guardado no Ex-
ception Program Counter do respectivo contexto de execução. A desactivação efectiva dá-se
apenas quando uma instrução desse contexto estiver no final da etapa EX de forma a que
o seu Program Counter possa ser salvaguardado. Essa instrução é cancelada assim como
todas as que se encontram em etapas anteriores do pipeline pertencentes ao mesmo contexto
de execução. Se o contexto for posteriormente reactivado de forma a retomar a execução da
thread suspensa, o Program Counter é restaurado a partir desse Exception Program Counter.
Um contexto é reactivado através da escrita do valor 0xFFFFFFFF no registo CTXACTV.
B.5 Emulação das Instruções de Divisão
As instruções de divisão sobre inteiros com e sem sinal da arquitectura MIPS32 (div e
divu) não foram implementadas nativamente no processador ARPA-MT porque devido à
sua complexidade, a latência das respectivas unidades funcionais dificultaria o projecto do
pipeline da CPU. No entanto, estas instruções podem ser disponibilizadas às aplicações de
forma completamente transparente através da sua emulação em software, com base no meca-
nismo de excepções do processador, desde que os registos associados HI e LO e respectivas
instruções de acesso mfhi, mflo, mthi e mtlo estejam implementadas. Isto verifica-se
no processador ARPA-MT, uma vez que as multiplicações sobre inteiros e respectivas ins-
truções estão completamente implementadas no pipeline de multiplicação da CPU. Sempre
que surgir num programa uma instrução de divisão é gerada uma excepção do tipo Reserved
Instruction, o seu resultado é calculado por software e armazenado nos registos HI e LO,
sendo o programa retomado na instrução que se encontra a seguir à de divisão.
B.5.1 O Algoritmo de Divisão
O algoritmo de divisão que serviu de base a esta implementação é o apresentado em [PH05]
e cujo fluxograma é mostrado na figura B.2. A divisão é sempre feita em módulo (sem
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Início
1. Deslocar o registo Dividendo 1 bit para a esquerda
inserindo “0” no bit menos significativo.
2. Subtrair o registo Divisor à metade mais significativa
do registo Dividendo, colocando o resultado na metade
mais significativa do registo Dividendo.
Testar registo
Dividendo
3b. Restaurar o valor do
registo Dividendo somando à
sua metade mais significativa
o valor do registo Divisor.
Deslocar o registo Dividendo 1
bit para a esquerda inserindo
“0” no bit menos significativo.
3a. Desclocar o registo
Dividendo 1 bit para a
esquerda inserindo “1” no bit
menos significativo.
Nº de
Repetições
4. Deslocar a metade mais significativa do registo
Dividendo 1 bit para a direita inserindo “0” no bit mais
significativo.
Fim
< 32
= 32
< 0>= 0
Figura B.2: Algoritmo base da divisão de números de inteiros de 32 bits.
sinal). Nas divisões que envolvam números negativos os sinais do quociente e do resto
são ajustados no final da operação em função dos sinais do dividendo e do divisor. Neste
contexto o registo Dividendo é de 64 bits. No início da divisão a sua metade inferior contém
o valor do dividendo de 32 bits. No final da divisão a sua metade inferior possui o valor do
quociente e a sua metade superior o valor do resto, ambos de 32 bits. O divisor, de 32 bits,
encontra-se num registo separado.
B.5.2 Implementação no Processador ARPA-MT
O algoritmo apresentado na figura B.2 pode ser ligeiramente alterado e reescrito em pseudo-
código da seguinte forma:
shift_left(resto, quociente);
for(i = 0; i < 32; i++) {
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if (resto < divisor) {
shift_left(resto, quociente);
}
else {
resto = resto - divisor;
shift_left(resto, quociente) | 1;
}
}
shift_right(resto);
Este algoritmo pode ser completamente implementado em software para emulação transpa-
rente das instruções de divisão usando o mecanismo de excepções atrás descrito. No entanto,
para reduzir o número de ciclos de relógio necessários para calcular uma divisão foram im-
plementadas no coprocessador Cop0-MEC a pré-descodificação das instruções de divisão e
as instruções divemu_slhilo, divemu_dqbit e divemu_srhi. Com base nestas
instruções o algoritmo da divisão pode ser reescrito da seguinte forma:
divemu_slhilo;
for(i = 0; i < 32; i++) {
divemu_dqbit;
}
divemu_srhi;
A função desempenhada por cada uma das instruções implementadas pode ser obtida facil-
mente por comparação das duas listagens de pseudo-código anteriores. A execução de cada
uma delas demora apenas um ciclo de relógio do processador. Nesta abordagem, a emula-
ção das instruções de divisão implementada é baseada num ciclo de software para controlo
das operações elementares realizadas em hardware, evitando assim complicações ao nível
do pipeline do processador. Este ciclo está integrado na rotina de tratamento da excepção
Reserved Instruction.
Os registos DVDAUXL e DVSAUXH acedidos para escrita correspondem aos registo divi-
dendo e divisor, respectivamente. Os mesmos registos acedidos para leitura correspondem
ao quociente e resto, respectivamente. Após a escrita dos operandos da divisão nos registos
DVDAUXL e DVSAUXH, o seu sinal é ajustado de forma automática com base no bit SOP
do registo C0STAT0 resultante da pré-descodifcação das instruções de divisão. O mesmo
se passa no final da divisão em que os valores do quociente e do resto, lidos dos registos
DVDAUXL e DVSAUXH, já possuem o sinal correcto.
De notar que o suporte de hardware necessário para esta emulação é mínimo. A escolha
do coprocessador Cop0-MEC para implementar estes mecanismos deve-se à necessidade de
incluir registos específicos e acrescentar instruções dedicadas.
Apêndice C
Informação Adicional sobre o
Coprocessador Cop2-OSC
C.1 Introdução
O coprocessador Cop2-OSC do processador ARPA-MT implementa, com uma carga compu-
tacional reduzida, diversos mecanismos do executivo de tempo-real, nomeadamente:
• Temporização de elevada resolução;
• Escalonamento de conjuntos heterogéneos de tarefas;
• Activação controlada das interrupções dos periféricos;
• Sincronização de tarefas no acesso a recursos partilhados com base em semáforos;
• Geração de excepções para comutação das tarefas a executar em cada um dos contextos
e sinalização de situações de erro.
Este apêndice complementa a apresentação do coprocessador Cop2-OSC realizada no capí-
tulo 6, abordando os seguintes aspectos:
• Discussão do modelo de programação;
• Descrição detalhada das instruções implementadas;
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• Apresentação das excepções suportadas.
Este apêndice termina com algumas notas sobre restrições de utilização do coprocessador
Cop2-OSC.
C.2 Modelo de Programação
A figura C.1 ilustra o modelo de programação do coprocessador Cop2-OSC, representando
todos os registos e respectivos campos.
Os registos do banco de configuração são acedidos directamente com as instruções ctc2
e cfc2 da arquitectura MIPS32. Destes, os registos índice 0 a 15 possuem uma instância
específica de cada contexto de execução, isto é, cada thread a executar num dado instante no
processador possui o seu próprio conjunto de registos. Os registos 16 a 31 são partilhados
por todos os contextos de execução, isto é, todas as threads vêem o mesmo conjunto de
registos.
Os registos do banco de dados permitem aceder às tabelas de tarefas e de semáforos deste
coprocessador e são acedidos directamente com as instruções mtc2 e mfc2 da arquitectura
MIPS32 e indirectamente através das instruções dedicadas à manipulação de tarefas e de
semáforos apresentadas no capítulo 6.
As secções seguintes descrevem, de forma sistemática, cada um dos registos mostrados na
figura C.1.
C.2.1 Registo Cop2 Control 0
O registo Cop2 Control 0 permite definir os parâmetros do respectivo contexto de execução.
Actualmente apenas está definido o bit CSE, usado para activar ou desactivar localmente as
comutações de contexto. A tabela C.1 descreve este registo de forma resumida.
C.2.2 Registo Cop2 Status 0
O registo Cop2 Status 0 possui um conjunto de campos com informação de estado do res-
pectivo contexto de execução, tais como:
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RTCLKTV<31:0>
31 0
Real-time Clock
Tick Value Low
Num: 22; Sel: 0
(RTCLKLO)
R
31 0
Cop2
Configuration 0
Num: 16; Sel: 0
(C2CNFG0)
R (31..24)
RW (23..0)
-
31
RUNTASK<10:0>
0
Cop2
Status 0
Num: 1; Sel: 0
(C2STAT0)
R
RTCLKTV<63:32>
31 0
Real-time Clock
Tick Value High
Num: 23; Sel: 0
(RTCLKHI)
R
TASKSEL<10:0>
0
Task
Selector
Num: 4; Sel: 0
(TASKSEL)
RW
SEMASEL<10:0>
0
Semaphore
Selector
Num: 5; Sel: 0
(SEMASEL)
RW
Banco de Registos de Configuração ($0..$15 - específico do contexto; $16..$31 - partilhado pelos contextos)
RTCLKDF<31:0>
31 0
Real-time Clock
Division Factor
Num: 20; Sel: 0
(RTCLKDF)
RW
1819
31
-
0
Cop2
Control 0
Num: 0; Sel: 0
(C2CTRL0)
RW
STATUSCODE<5:0>
20
RTE
7
31
31
EXCEPTASK<10:0>
6
0
NXTINDX<10:0>
31 0
Next
Task Index
Num: 8; Sel: 0
(NXTINDX)
R
NXTPRIO<31:0>
31 0
Next Task
Priority
Num: 10; Sel: 0
(NXTPRIO)
R
0
1011
IEE GSE
21
17
CSE
DME
8
NXTPRLV<31:0>
31 0
Next Task
Preempt. Level
Num: 12; Sel: 0
(NXTPRLV)
R
CTXCEIL<31:0>
0
Context
Ceiling
Num: 6; Sel: 0
(CTXCEIL)
R 31
CSWMINT<3:0>
23 2024
TASKMAXID<10:0>
31 0
Task
Information
Num: 18; Sel: 0
(TASKINF)
R
5
0
11 10
SEMAMAXID<10:0>
31 0
Semaphore
Information
Num: 19; Sel: 0
(SEMAINF)
R
0
11 10
-
9 5
EXCFLAGS<3:0>
10 9
-
6 57
6
0
0
11
11
10
10
SUI
30
-
ARPA Cop2-OSC.vsd[1](Programming Model); 19 May, 2007; © Arnaldo Oliveira
TCB
Register 0..4
Num:0...4; Sel:0
SCB
Register 0,1
Num:16,17; Sel:0
Banco de Registos de Dados (selecção específica do contexto através dos registos TASKSEL e SEMASEL do banco de configuração)
31 0
(THEADER)
TPRIORI<31:0>(TPRIORI)
TPERIOD<31:0>
031
(TPERIOD)
RW
TPREPLV<31:0>
031
(TPREPLV)
RW
TACTIVC<31:0>
031
(TACTIVC)
RW
031R
SHEADER<31:0>
31 0
(SHEADER)
R
SRSCEIL<31:0>
031
(SRSCEIL)
RW
THEADER<31:0>
RW(31..12)
R (11..0)
Figura C.1: Mapa de registos do coprocessador Cop2-OSC.
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Nome C2CTRL0
Número 0
Tipo Leitura/Escrita
Valor inicial 0x00000000
Campos Descrição
CSE Context Switching Enable - “1” permite a comutação da ta-
refa em execução no contexto; “0” desactiva a comutação
da tarefa em execução no contexto
Tabela C.1: Nome, número, tipo, valor inicial e campos do registo C2CTRL0.
Nome C2STAT0
Número 1
Tipo Leitura
Valor inicial 0x00000000
Campos Descrição
STATUSCODE<5:0> Status Code - código de estado da última instrução de ma-
nipulação de tarefas ou semáforos executada indicando o
sucesso ou o insucesso da mesma
EXCFLAGS<3:0> Exception Flags - indicadores da última excepção gerada e
tratada neste contexto de execução
RUNTASK<10:0> Running Task - identificador da tarefa a executar neste con-
texto de execução
EXCEPTASK<10:0> Exception Task - identificador da tarefa que gerou a excep-
ção indicada pelo campo EXCFLAGS
Tabela C.2: Nome, número, tipo, valor inicial e campos do registo C2STAT0.
• O identificador da tarefa a executar;
• O código de estado resultante da última instrução de manipulação de tarefas ou semá-
foros executada;
• O código da última excepção gerada;
• O identificador da tarefa causadora da excepção.
Os dois últimos campos devem ser lidos no início da rotina de tratamento das excepções
do coprocessador Cop2-OSC para que a causa da excepção seja identificada. A tabela C.2
descreve este registo de forma resumida.
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Nome TASKSEL
Número 4
Tipo Leitura/Escrita
Valor inicial 0x00000000
Campos Descrição
TASKSEL<10:0> Task Selector - índice do TCB acedido com as instruções
que manipulam a tabela de tarefas
Tabela C.3: Nome, número, tipo, valor inicial e campos do registo TASKSEL.
Nome SEMASEL
Número 5
Tipo Leitura/Escrita
Valor inicial 0x00000000
Campos Descrição
SEMASEL<10:0> Semaphore Selector - índice do SCB acedido com as instru-
ções que manipulam a tabela de semáforos
Tabela C.4: Nome, número, tipo, valor inicial e campos do registo SEMASEL.
C.2.3 Registo Task Selector
O registo Task Selector selecciona o índice do TCB acedido nas transferências de dados
entre a CPU e a tabela de tarefas, bem como nas instruções especializadas de manipulação
de tarefas. Além disso, armazena também o índice do TCB alocado após a criação de uma
tarefa. A tabela C.3 descreve este registo de forma resumida.
C.2.4 Registo Semaphore Selector
O registo Semaphore Selector selecciona o índice do SCB acedido nas transferências de
dados entre a CPU e a tabela de semáforos, bem como nas instruções especializadas de
manipulação de semáforos. Além disso, armazena também o índice do SCB alocado após a
criação de um semáforo. A tabela C.4 descreve este registo de forma resumida.
C.2.5 Registo Context Ceiling
O registo Context Ceiling possui o valor actual do tecto do contexto de execução usado pelo
protocolo SRP no acesso a recursos partilhados e no escalonamento das tarefas. A tabela C.5
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Nome CTXCEIL
Número 6
Tipo Leitura
Valor inicial 0xFFFFFFFF
Campos Descrição
CTXCEIL<31:0> Context Ceiling - valor actual do tecto do contexto de exe-
cução
Tabela C.5: Nome, número, tipo, valor inicial e campos do registo CTXCEIL.
Nome NXTINDX
Número 8
Tipo Leitura
Valor inicial 0x00000000
Campos Descrição
NXTINDX<10:0> Next Task Index - índice da próxima tarefa mais prioritária
escalonada para execução
Tabela C.6: Nome, número, tipo, valor inicial e campos do registo NXTINDX.
descreve este registo de forma resumida.
C.2.6 Registo Next Task Index
O registo Next Task Index possui o identificador da próxima tarefa mais prioritária escalonada
para execução. A tabela C.6 descreve este registo de forma resumida.
C.2.7 Registo Next Task Priority
O registo Next Task Priority possui a prioridade da próxima tarefa mais prioritária escalonada
para execução. A tabela C.7 descreve este registo de forma resumida.
C.2.8 Registo Next Task Preemption Level
O registo Next Task Preemption Level possui o nível de preempção da próxima tarefa mais
prioritária escalonada para execução. A tabela C.8 descreve este registo de forma resumida.
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Nome NXTPRIO
Número 10
Tipo Leitura
Valor inicial 0xFFFFFFFF
Campos Descrição
NXTPRIO<31:0> Next Task Priority - prioridade da próxima tarefa mais prio-
ritária escalonada para execução
Tabela C.7: Nome, número, tipo, valor inicial e campos do registo NXTPRIO.
Nome NXTPRLV
Número 12
Tipo Leitura
Valor inicial 0xFFFFFFFF
Campos Descrição
NXTPRLV<31:0> Next Task Preemption Level - nível de preempção da pró-
xima tarefa mais prioritária escalonada para execução
Tabela C.8: Nome, número, tipo, valor inicial e campos do registo NXTPRLV.
C.2.9 Registo Cop2 Configuration 0
O registo Cop2 Configuration 0 armazena os parâmetros de configuração e de estado globais
do coprocessador, isto é, partilhados por todos os contextos de execução, tais como o indi-
cador da implementação da unidade de semáforos, os bits de controlo do temporizador, de
activação global das comutações de contexto e das excepções em caso de erro nas instruções
e violações temporais. Existe ainda um campo numérico que estabelece o tempo mínimo
entre comutações de tarefas em execução de forma a evitar fenómenos de instabilidade no
sistema. A tabela C.9 descreve este registo de forma resumida.
C.2.10 Registo Task Information
O registo Task Information disponibiliza o limite superior do índice da tabela de tarefas
implementada no coprocessador Cop2-OSC, a partir do qual se obtém o número máximo de
TCBs. A tabela C.10 descreve este registo de forma resumida.
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Nome C2CNFG0
Número 16
Tipo Leitura/Escrita (bits 23..0)
Valor inicial 0x00000000 (se SUI=0) / 0x80000000 (se SUI=1)
Campos Descrição
GSE Global Switching Enable - “1” activa globalmente as comu-
tações de contexto; “0” desactiva globalmente as comuta-
ções de contexto
IEE Instruction Error Exception - “1” activa a geração de ex-
cepções em caso de tentativa de realização de uma operação
inválida sobre uma tarefa ou um semáforo; “0” desactiva a
geração de excepções em caso de manipulação inválida de
tarefas ou semáforos
DME Deadline Miss Exception - “1” activa a geração de uma ex-
cepção sempre que uma tarefa exceda o seu tempo limite de
execução; “0” ignora as violações temporais das tarefas
RTE Real-time Clock Enable - “1” activa a unidade de tempori-
zação deste coprocessador; “0” desactiva a unidade de tem-
porização
CSWMINT<3:0> Context Switching Minimum Interval - número mínimo de
ciclos de relógio entre duas comutações de um contexto,
sendo determinado pela expressão (CSWMINT +1)×64
SUI Semaphore Unit Implemented - “1” indica que a unidade
de semáforos foi incluída durante a fase de síntese do co-
processador; “0” se o coprocessador foi sintetizado sem a
unidade de semáforos
Tabela C.9: Nome, número, tipo, valor inicial e campos do registo C2CNFG0.
Nome TASKINF
Número 18
Tipo Leitura
Valor inicial Específico da implementação
Campos Descrição
TASKMAXID<10:0> Task Maximum Index - limite superior do índice da tabela de
tarefas (número máximo de tarefas = TASKMAXID+1)
Tabela C.10: Nome, número, tipo, valor inicial e campos do registo TASKINF.
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Nome SEMAINF
Número 19
Tipo Leitura
Valor inicial Específico da implementação
Campos Descrição
SEMAMAXID<10:0> Semaphore Maximum Index - limite superior do índice
da tabela de semáforos (número máximo de semáforos =
SEMAMAXID + 1)
Tabela C.11: Nome, número, tipo, valor inicial e campos do registo SEMAINF.
Nome RTCLKDF
Número 20
Tipo Leitura/Escrita
Valor inicial 0x00000000
Campos Descrição
RTCLKDF<31:0> Real-time Clock Division Factor - factor de divisão progra-
mável correspondente à relação entre a frequência da CPU
e a gerada pelo coprocessador Cop2-OSC usada como base
de tempo do sistema operativo
Tabela C.12: Nome, número, tipo, valor inicial e campos do registo RTCLKDF.
C.2.11 Registo Semaphore Information
O registo Semaphore Information disponibiliza o limite superior do índice da tabela de se-
máforos implementada no coprocessador Cop2-OSC, a partir do qual se obtém o número
máximo de SCBs. A tabela C.11 descreve este registo de forma resumida.
C.2.12 Registo Real-time Clock Division Factor
O registo Real-time Clock Division Factor permite especificar o factor de divisão da unidade
de temporização deste coprocessador, isto é, a relação entre o período do relógio do sistema
operativo (tick timer) e o período do sinal de sincronização do pipeline da CPU. A tabela
C.12 descreve este registo de forma resumida.
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Nome RTCLKLO
Número 22
Tipo Leitura
Valor inicial 0x00000000
Campos Descrição
RTCLKTV<31:0> Real-time Clock Tick Value Lo - 32 bits menos significati-
vos do número de unidades de tempo decorridas desde o
arranque da unidade de temporização
Tabela C.13: Nome, número, tipo, valor inicial e campos do registo RTCLKLO.
Nome RTCLKHI
Número 23
Tipo Leitura
Valor inicial 0x00000000
Campos Descrição
RTCLKTV<63:32> Real-time Clock Tick Value Hi - 32 bits mais significativos
do número de unidades de tempo decorridas desde o arran-
que da unidade de temporização
Tabela C.14: Nome, número, tipo, valor inicial e campos do registo RTCLKHI.
C.2.13 Registo Real-time Clock Tick Value Lo
O registo Real-time Clock Tick Value Lo contém os 32 bits menos significativos do número
de unidades de tempo (timer ticks) que decorreram desde a activação da unidade de tempo-
rização. A tabela C.13 descreve este registo de forma resumida.
C.2.14 Registo Real-time Clock Tick Value Hi
O registo Real-time Clock Tick Value Hi contém os 32 bits mais significativos do número de
unidades de tempo (timer ticks) que decorreram desde a activação da unidade de temporiza-
ção. A tabela C.14 descreve este registo de forma resumida.
C.2.15 O Bloco de Controlo da Tarefa
A figura C.2 ilustra a organização do TCB com a indicação do nome de cada registo, do seu
índice e dos respectivos campos. Um TCB é composto pelos seguintes 5 registos, todos de
32 bits:
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TYPE<2:0>STAT<2:0>CNTX<2:0>
31 23 15 910 8 6 4 03 2
ARPA Cop2-OSC.vsd[2](Task Control Block); 19 May, 2007; © Arnaldo Oliveira
TYPE<2:0>
UNUSED
NON RT
SOFT RT PER
SOFT RT APE
HARD RT PER
HARD RT APE
TASK
TYPE
000
001
010
011
100
101
STATE<2:0>
STOPPED
IDLE
READY
RUNNING
PREEMPTED
TASK
STATE
000
001
010
011
100
5
Task
Header (THEADER)
[0]
GROUPID<7:0>
TPRIORI<31:0>TaskPriority (TPRIORI)
TPERIOD<31:0>
031
Task
Period (TPERIOD)
[1] RW
TPREPLV<31:0>
031
Task
Preemption Level (TPREPLV)
[2] RW
TACTIVC<31:0>
031
Task
Activation Counter (TACTIVC)
[3] RW
031[4] R
DTPSTPDDM
16
IRBINTNUMB<3:0> -
25 24 14
ATPSSH
29 28
-
12 11RW(31..12)R (11..0)
Figura C.2: O bloco de controlo da tarefa (TCB).
• THEADER - informação sobre o tipo da tarefa, o seu estado actual, o contexto onde
executa, o grupo a que pertence, a associação a fontes de interrupção (possível nas
tarefas aperiódicas), além de outros indicadores;
• TPERIOD - período da tarefa (definido para tarefas periódicas), intervalo mínimo entre
activações (definido para tarefas aperiódicas) ou prioridade base (definida para tarefas
ordinárias);
• TPREPLV - nível de preempção da tarefa;
• TACTIVC - atraso inicial de activação (definido para tarefas periódicas ou na activação
explícita por software de tarefas aperiódicas);
• TPRIORI - prioridade actual da tarefa.
Destes registos, o único decomponível em vários campos é o THEADER descrito resumida-
mente na tabela C.15.
C.2.16 O Bloco de Controlo do Semáforo
A figura C.3 ilustra a organização do SCB com a indicação do nome de cada registo, do seu
índice e dos respectivos campos. Um SCB é composto pelos seguintes 2 registos, ambos de
32 bits:
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Nome THEADER
Número 0
Tipo Leitura/Escrita (bits 31..12)
Valor inicial 0x00000000
Campos Descrição
TYPE<2:0> Type - tipo da tarefa definido pelas codificações indicadas
na figura C.2
DTP Destroy Pending - “1” indica que a tarefa possui um pedido
de destruição pendente pelo que será destruída quando ter-
minar a execução
STP Stop Pending - “1” indica que a tarefa possui um pedido de
paragem pendente pelo que será parada quando terminar a
execução
ATP Activation Pending - “1” indica que a tarefa aperiódica pos-
sui um pedido de activação pendente pelo que será activada
logo que tenha sido cumprido o intervalo mínimo entre ac-
tivações adjacentes
STAT<2:0> State - estado actual da tarefa definido pelas codificações
indicadas na figura C.2
DDM Deadline missed - “1” indica que a tarefa de tempo-real vi-
olou o tempo limite de execução
CNTX<2:0> Context Number - número do contexto onde a tarefa executa
SSH Single Shot - “1” se a tarefa ordinária só executa uma vez;
“0” se for automaticamente reactivada no final de cada ins-
tância
GROUPID<7:0> Group Identifier - identificador do grupo (ao nível da apli-
cação) ao qual pertence a tarefa
IRB Interrupt Request Bind - indicador da associação da tarefa
aperiódica a uma linha de pedido de interrupção dos perifé-
ricos
INTNUMB<3:0> Interrupt Number - identificador da linha de pedido de inter-
rupção dos periféricos à qual a tarefa está associada (válido
se IRB = “1”)
Tabela C.15: Nome, número, tipo, valor inicial e campos do registo THEADER.
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Figura C.3: O bloco de controlo do semáforo (SCB).
Nome SHEADER
Número 16
Tipo Leitura
Valor inicial 0x00000000
Campos Descrição
STAT<2:0> Estado actual do semáforo definido pelas codificações indi-
cadas na figura C.3
Tabela C.16: Nome, número, tipo, valor inicial e campos do registo SHEADER.
• SHEADER - informação sobre o estado do semáforo;
• SRSCEIL - tecto do recurso associado ao semáforo gerido pelo protocolo SRP.
A tabela C.16 descreve o registo SHEADER do SCB de forma resumida.
C.3 Descrição Detalhada das Instruções
Seguidamente são descritas de forma detalhada as operações realizadas durante a execução
de cada uma das instruções implementadas para manipulação de tarefas e de semáforos.
C.3.1 Instruções de Manipulação de Tarefas
Por conveniência são novamente mostradas a tabela C.17 (com a listagem das instruções
de manipulação de tarefas) e a figura C.4 (com a decomposição interna e interligações da
unidade de gestão de tarefas), ambas apresentadas no capítulo 6.
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Instrução Descrição
tcnort Cria uma tarefa ordinária, alocando um TCB e colocando a tarefa no estado
STOPPED
tcsrtp Cria uma tarefa periódica, alocando um TCB e colocando a tarefa no estado
STOPPED
tcsrta Cria uma tarefa aperiódica, alocando um TCB e colocando a tarefa no es-
tado STOPPED
tchrtp Cria uma tarefa periódica de tempo-real, alocando um TCB e colocando a
tarefa no estado STOPPED
tchrta Cria uma tarefa aperiódica de tempo-real, alocando um TCB e colocando
a tarefa no estado STOPPED
tdty Destrói a tarefa correspondente ao identificador especificado pelo registo
TASKSEL, libertando o respectivo TCB
tstart Inicia a tarefa correspondente ao identificador especificado pelo registo
TASKSEL, colocando-a no estado IDLE
tstop Pára a tarefa correspondente ao identificador especificado pelo registo
TASKSEL, colocando-a no estado STOPPED
tactiv Reactiva a tarefa aperiódica correspondente ao identificador especificado
pelo registo TASKSEL, colocando-a no estado READY
tprept Interrompe a execução da tarefa actual, colocando-a no estado PREEMP-
TED
tdispt Executa a próxima tarefa escalonada, colocando-a no estado RUNNING
ttermn Sinaliza a conclusão da tarefa actual, destruindo-a se for uma tarefa or-
dinária de instância única ou colocando-a no estado IDLE nos restantes
casos
tswexc Gera uma excepção, eventualmente forçando um novo escalonamento, de
forma a que possa ser lançada uma nova tarefa em execução
Tabela C.17: Instruções nativas para manipulação de tarefas.
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Figura C.4: Estrutura interna do módulo Task Handling Unit usado na gestão de tarefas no
coprocessador Cop2-OSC.
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C.3.1.1 A Instrução tcnort
A instrução tcnort (task - create non real-time), usada para criar uma tarefa ordinária,
aloca um TCB, realizando as seguintes operações:
1. Determina, através do porto allocTaskIndex, o índice de um TCB livre;
2. Activa o sinal writeTaskSelect de forma a que seja escrito no registo TASKSEL
o índice do TCB a alocar, ou zero no caso de não existir nenhum disponível;
3. Atribui aos campos TYPE e STAT do registo THEADER do TCB alocado os valores
NON_RT e STOPPED, respectivamente, e aos restantes campos o valor zero.
C.3.1.2 A Instrução tcsrtp
A instrução tcsrtp (task - create soft real-time periodic), usada para criar uma tarefa
periódica de tempo-real não crítica, aloca um TCB, realizando as seguintes operações:
1. Determina, através do porto allocTaskIndex, o índice de um TCB livre;
2. Activa o sinal writeTaskSelect de forma a que seja escrito no registo TASKSEL
o índice do TCB a alocar, ou zero no caso de não existir nenhum disponível;
3. Atribui aos campos TYPE e STAT do registo THEADER do TCB alocado os valores
SOFT_RT_PER e STOPPED, respectivamente, e aos restantes campos o valor zero.
C.3.1.3 A Instrução tcsrta
A instrução tcsrta (task - create soft real-time aperiodic), usada para criar uma tarefa
aperiódica de tempo-real não crítica, aloca um TCB, realizando as seguintes operações:
1. Determina, através do porto allocTaskIndex, o índice de um TCB livre;
2. Activa o sinal writeTaskSelect de forma a que seja escrito no registo TASKSEL
o índice do TCB a alocar, ou zero no caso de não existir nenhum disponível;
3. Atribui aos campos TYPE e STAT do registo THEADER do TCB alocado os valores
SOFT_RT_APE e STOPPED, respectivamente, e aos restantes campos o valor zero.
C.3. DESCRIÇÃO DETALHADA DAS INSTRUÇÕES 335
C.3.1.4 A Instrução tchrtp
A instrução tchrtp (task - create hard real-time periodic), usada para criar uma tarefa
periódica de tempo-real crítica, aloca um TCB, realizando as seguintes operações:
1. Determina, através do porto allocTaskIndex, o índice de um TCB livre;
2. Activa o sinal writeTaskSelect de forma a que seja escrito no registo TASKSEL
o índice do TCB a alocar, ou zero no caso de não existir nenhum disponível;
3. Atribui aos campos TYPE e STAT do registo THEADER do TCB alocado os valores
HARD_RT_PER e STOPPED, respectivamente, e aos restantes campos o valor zero.
C.3.1.5 A Instrução tchrta
A instrução tchrta (task - create hard real-time aperiodic), usada para criar uma tarefa
aperiódica de tempo-real crítica, aloca um TCB, realizando as seguintes operações:
1. Determina, através do porto allocTaskIndex, o índice de um TCB livre;
2. Activa o sinal writeTaskSelect de forma a que seja escrito no registo TASKSEL
o índice do TCB a alocar, ou zero no caso de não existir nenhum disponível;
3. Atribui aos campos TYPE e STAT do registo THEADER do TCB alocado os valores
HARD_RT_APE e STOPPED, respectivamente, e aos restantes campos o valor zero.
A partir do momento em que o TCB foi alocado com qualquer uma das instruções anteriores,
os registos TPERIOD, TPREPLV e TACTIVC devem ser inicializados de acordo com o tipo
e parâmetros da tarefa.
C.3.1.6 A Instrução tdty
A instrução tdty (task - destroy), usada para destruir uma tarefa, liberta um TCB, realizando
as seguintes operações:
1. Lê os campos TYPE e STAT do TCB indexado pelo porto taskSelectsIndex
correspondente ao contexto de execução indicado pelo sinal instContext;
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2. Se o campo TYPE não possuir o valor UNUSED e o campo STAT possuir um valor
diferente de RUNNING e PREEMPTED, liberta o TCB, alterando o campo TYPE para
UNUSED. Se em vez disso o campo STAT possuir o valor RUNNING ou PREEMP-
TED, activa o bit DTP para deferir o pedido de libertação do TCB até que possa ser
completado. Finalmente, se o campo TYPE possuir o valor UNUSED, o TCB perma-
nece inalterado e o indicador de erro taskFunctError é activado.
C.3.1.7 A Instrução tstart
A instrução tstart (task - start), usada para arrancar uma tarefa, realiza as seguintes ope-
rações:
1. Lê os campos TYPE e STAT do TCB indexado pelo porto taskSelectsIndex
correspondente ao contexto de execução indicado pelo sinal instContext;
2. Se o campo TYPE possuir um valor diferente de UNUSED e o campo STAT possuir o
valor STOPPED, arranca a tarefa, alterando o campo STAT para IDLE, caso contrário
o TCB permanece inalterado e o indicador de erro taskFunctError é activado.
C.3.1.8 A Instrução tstop
A instrução tstop (task - stop), usada para parar uma tarefa, realiza as seguintes operações:
1. Lê os campos TYPE e STAT do TCB indexado pelo porto taskSelectsIndex
correspondente ao contexto de execução indicado pelo sinal instContext;
2. Se o campo TYPE não possuir o valor UNUSED e o campo STAT possuir um valor
diferente de RUNNING e PREEMPTED, pára a tarefa, alterando o campo STAT para
STOPPED. Se em vez disso o campo STAT possuir o valor RUNNING ou PREEMP-
TED, activa o bit STP para deferir o pedido de paragem da tarefa até que possa ser
completado. Finalmente, se o campo TYPE possuir o valor UNUSED ou o STAT o va-
lor STOPPED, o TCB permanece inalterado e o indicador de erro taskFunctError
é activado.
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C.3.1.9 A Instrução tactiv
A instrução tactiv (task - activate), usada para (re)activar explicitamente uma tarefa ape-
riódica, realiza as seguintes operações:
1. Lê os campos TYPE e STAT do TCB indexado pelo porto taskSelectsIndex
correspondente ao contexto de execução indicado pelo sinal instContext;
2. Se o campo TYPE possuir o valor SOFT_RT_APE ou HARD_RT_APE e o campo
STAT não possuir o valor STOPPED, é activado o indicador ATP para que a tarefa
seja (re)activada logo que o contador ACTIVC atinja o valor 0, caso contrário o TCB
permanece inalterado e o indicador de erro taskFunctError é activado.
C.3.1.10 A Instrução tprept
A instrução tprept (task - preempt), interrompe a execução de uma tarefa, realizando as
seguintes operações:
1. Lê os campos TYPE e STAT do TCB indexado pelo porto runTasksIndex corres-
pondente ao contexto de execução indicado pelo sinal instContext;
2. A tarefa é interrompida, através da alteração do campo STAT para PREEMPTED.
C.3.1.11 A Instrução tdispt
A instrução tdispt (task - dispatch), executa uma tarefa, realizando as seguintes opera-
ções:
1. Lê os campos TYPE e STAT do TCB indexado pelo porto nxtTasksIndex corres-
pondente ao contexto de execução indicado pelo sinal instContext;
2. A tarefa é executada, através da alteração do campo STAT para RUNNING.
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C.3.1.12 A Instrução ttermn
A instrução ttermn (task - terminate), sinaliza a terminação de uma tarefa, realizando as
seguintes operações:
1. Lê os campos TYPE e STAT do TCB indexado pelo porto runTasksIndex corres-
pondente ao contexto de execução indicado pelo sinal instContext;
2. A tarefa é desactivada, alterando o campo STAT para IDLE, excepto nas tarefas ordi-
nárias de instância única em que a tarefa é parada, sendo o valor STOPPED atribuído
ao campo STAT.
C.3.1.13 A Instrução tswexc
A instrução tswexc (task - software exception) gera, por software, uma excepção de forma
a que seja realizado um novo escalonamento e lançada uma nova tarefa em execução. A
implementação do coprocessador e respectivo software de suporte mostrou que por vezes há
necessidade da instrução ttermn ser executada com as interrupções desactivadas. Por esta
razão a instrução tswexc deve ser uma instrução distinta para que as interrupções possam
ser reactivadas entre a sinalização da terminação de uma tarefa e a geração de uma excepção
para lançamento de outra tarefa em execução.
C.3.2 Instruções de Manipulação de Semáforos
Por conveniência são novamente mostradas a tabela C.18 (com a listagem das instruções de
manipulação de semáforos) e a figura C.5 (com a decomposição interna e interligações da
unidade de gestão de semáforos), ambas apresentadas no capítulo 6.
C.3.2.1 A Instrução scrt
A instrução scrt (semaphore - create), aloca um SCB, realizando as seguintes operações:
1. Procura um SCB livre;
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Figura C.5: Estrutura interna do módulo Semaphore Handling Unit usado na gestão de se-
máforos no coprocessador Cop2-OSC.
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Instrução Descrição
scrt Cria um semáforo, alocando um SCB e colocando-o no estado USED
sdty Destrói o semáforo correspondente ao identificador especificado pelo re-
gisto SEMASEL, colocando-o no estado FREE
senable Activa o semáforo correspondente ao identificador especificado pelo re-
gisto SEMASEL, colocando-o no estado UNLOCKED
swait Bloqueia o semáforo correspondente ao identificador especificado pelo re-
gisto SEMASEL, colocando-o no estado LOCKED
ssignal Desbloqueia o semáforo correspondente ao identificador especificado pelo
registo SEMASEL, colocando-o no estado UNLOCKED
Tabela C.18: Instruções nativas para manipulação de semáforos.
2. Activa o sinal writeSemaSelect e coloca no porto allocSemaIndex o valor
correspondente ao índice do semáforo alocado, ou zero no caso de não existir nenhum
semáforo disponível;
3. Altera o estado do semáforo alocado para USED.
C.3.2.2 A Instrução sdty
A instrução sdty (semaphore - destroy), liberta um SCB, realizando as seguintes operações:
1. Lê o estado do SCB indexado pelo porto semaSelectsIndex correspondente ao
contexto de execução indicado pelo sinal instContext;
2. Se o semáforo estiver no estado USED ou UNLOCKED liberta-o, colocando-o no
estado FREE, caso contrário o seu estado permanece inalterado e o indicador de erro
semaFunctError é activado.
C.3.2.3 A Instrução senable
A instrução senable (semaphore - enable), activa um semáforo, realizando as seguintes
operações:
1. Lê o estado do SCB indexado pelo porto semaSelectsIndex correspondente ao
contexto de execução indicado pelo sinal instContext;
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2. Se o semáforo estiver no estado USED, activa-o, colocando-o no estado UNLOCKED,
caso contrário o seu estado permanece inalterado e o indicador de erro semaFunctError
é activado.
C.3.2.4 A Instrução swait
A instrução swait (semaphore - wait), bloqueia um semáforo, realizando as seguintes ope-
rações:
1. Lê o estado do SCB indexado pelo porto semaSelectsIndex correspondente ao
contexto de execução indicado pelo sinal instContext;
2. Se o semáforo estiver no estado UNLOCKED, passa para o estado LOCKED, caso
contrário o seu estado permanece inalterado e o indicador de erro semaFunctError
é activado.
C.3.2.5 A Instrução ssignal
A instrução ssignal (semaphore - signal), desbloqueia um semáforo, realizando as se-
guintes operações:
1. Lê o estado do SCB indexado pelo porto semaSelectsIndex correspondente ao
contexto de execução indicado pelo sinal instContext;
2. Se o semáforo estiver no estado LOCKED, passa para o estado UNLOCKED, caso
contrário o seu estado permanece inalterado e o indicador de erro semaFunctError
é activado.
C.4 Excepções
As seguintes subsecções contêm informação sobre excepções, nomeadamente os códigos e
os vectores para os diversos tipos de excepção gerados por este coprocessador.
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Nome Código
Software Exception 0000 (0x0)
Context Switching 0001 (0x1)
Task Function Error 0010 (0x2)
Semaphore Function Error 0011 (0x3)
Deadline Missed 0100 (0x4)
Coprocessor not Ready 1111 (0xF)
Tabela C.19: Códigos das excepções suportadas pelo coprocessador Cop2-OSC.
C.4.1 Códigos
Os códigos das excepções suportadas pelo coprocessador Cop2-OSC e carregados no campo
EXCFLAGS do registo C2STAT0 em caso de excepção são mostrados na tabela C.19.
C.4.2 Vectores
O vector para as excepções do coprocessador Cop2-OSC é definido pelos registos EXVTBAS
e EXVTOFF do coprocessador Cop0-MEC. O endereço inicial da rotina para tratamento das
excepções deste coprocessador corresponde a VECTBASE + COP2OSCOFFSET. Na pri-
meira parte da rotina deve ser analisado o conteúdo do registo C2STAT0 deste coprocessador
para obter a causa da excepção e a tarefa que a provocou.
C.5 Restrições
As instruções disponibilizadas pelo coprocessador Cop2-OSC permitem a criação e a des-
truição dinâmica de tarefas, o que torna o sistema flexível e extensível, uma vez que a sua
funcionalidade pode ser alterada durante o seu funcionamento através da adição de novas
tarefas ou remoção de tarefas existentes. O mesmo se passa com os semáforos usados no
controlo de acesso a recursos partilhados.
No entanto, para não comprometer a estabilidade das aplicações e para simplificar a imple-
mentação do coprocessador tornou-se necessário definir as seguintes restrições:
• A execução de uma instrução tstop sobre um dado TCB só produz efeitos imediatos
se a tarefa se encontrar no estado IDLE ou READY. Dito de outra forma, uma tarefa
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pode ser parada desde que não tenha iniciado já a sua execução. Se estas condições não
se verificarem, na execução da instrução tstop é activado o indicador STP no TCB
para que a paragem da tarefa seja realizada quando terminar a execução da instância
actual (ficando pendente o pedido de paragem);
• A execução de uma instrução tdty sobre um dado TCB só produz efeitos imediatos
se a tarefa se encontrar no estado STOPPED, IDLE ou READY. Dito de outra forma,
uma tarefa pode ser destruída desde que esteja parada ou não tenha iniciado já a sua
execução. Se estas condições não se verificarem, na execução da instrução tdty é
activado o indicador DTP no TCB para que a destruição da tarefa seja realizada quando
terminar a execução da instância actual (ficando pendente o pedido de destruição);
• A execução de uma instrução sdty sobre um dado SCB só produz efeitos se o semá-
foro se encontrar num dos estados USED ou UNLOCKED. Dito de outra forma, um
semáforo pode ser destruído desde que não esteja a ser utilizado.
Por outro lado, quando se utiliza a protocolo SRP para gerir o acesso a recursos partilhados
e evitar a ocorrência de bloqueios em cadeia e deadlocks, a flexibilidade do sistema deve
ser limitada de forma a não se introduzir restrições artificiais na execução das tarefas ou
inclusivamente fontes de instabilidade.
A alocação estática das tarefas em cada um dos contextos de execução, visa permitir a apli-
cação do protocolo a cada um dos contextos individualmente nas condições estabelecidas no
capítulo 6.
Quando uma tarefa que, através do seu nível de preempção, impõe um determinado tecto
de recurso a um semáforo, deixa de existir, esse semáforo permanece no sistema e, quando
bloqueado, impõe às restantes tarefas restrições de execução que podem levar a inversões de
prioridade completamente desnecessárias, devido ao tecto do recurso já não corresponder ao
nível de preempção das tarefas que o utilizam.
Por outro lado, uma tarefa criada dinamicamente, se utilizar um semáforo pré-existente, mas
possuir um nível de preempção mais elevado que o tecto do recurso associado ao semáforo,
ao actualizá-lo pode levar a que o tecto do contexto ou do sistema fique inconsistente com
o tecto do recurso que o impõe. Por este motivo, um semáforo só pode ser modificado ou
destruído se não estiver a ser utilizado. Uma tarefa pode ser criada dinamicamente se não
aceder a recursos partilhados em regime de exclusão mútua controlada por semáforos, ou se
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os semáforos que vai usar estiverem todos livres de forma a que os seus tectos de recurso
possam, se necessário, ser modificados de forma segura.
A maior parte dos sistemas de tempo-real requer flexibilidade limitada ou são completamente
estáticos do ponto de vista do conjunto de tarefas e semáforos, pelo que estas restrições são
perfeitamente aceitáveis.
Apêndice D
O Executivo de Tempo-real OReK
D.1 Introdução
Este apêndice apresenta as funcionalidades, a arquitectura, a implementação e a utilização
do executivo OReK - Object-oriented Real-time Kernel. O OReK é um executivo de tempo-
real orientado por objectos, completamente preemptivo e implementado maioritariamente
em C++.
Um executivo é uma entidade ou um módulo de software responsável pela execução concor-
rente de tarefas ou processos. Dito de outra forma, um executivo tem como funções gerir
a execução e a atribuição de recursos às tarefas, realizando o escalonamento, o lançamento
em execução, a comutação, a terminação, a comunicação e a sincronização de tarefas. Para
as duas últimas funções e para controlar o acesso a recursos partilhados, os executivos dis-
ponibilizam normalmente primitivas do tipo semáforos, eventos, mensagens, ou outros com
funcionalidades análogas.
A motivação para a concepção e desenvolvimento do executivo OReK resultou da neces-
sidade de uma interface de programação adequada para o coprocessador Cop2-OSC, que
permitisse:
• Explorar as suas capacidades de uma forma simples a partir de um programa para uma
aplicação de tempo-real escrito numa linguagem de alto-nível;
• Realizar uma avaliação completa e justa do desempenho do coprocessador concebido
e implementado.
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Em sistemas simples é comum integrar num único módulo executável, isto é, de forma mo-
nolítica numa única imagem binária, o executivo e as tarefas que constituem o sistema. Em
sistemas mais complexos que necessitem, por exemplo, de carregamento dinâmico ou fle-
xível de módulos, de gestão dinâmica de memória, de serviços sofisticados de rede ou de
dispositivos de entrada/saída complexos é usual utilizar-se um sistema operativo como mó-
dulo independente da aplicação, do qual o executivo é uma das peças chave.
Tal como já foi referido no capítulo 3, um sistema de tempo-real é normalmente um sistema
de controlo reactivo que responde continuamente a eventos produzidos pelo ambiente em que
está inserido. A resposta é feita de acordo com uma estratégia predefinida e cumprindo as
restrições temporais definidas. A execução do sistema é despoletada por eventos que podem
ser síncronos (periódicos) ou assíncronos (aperiódicos) e provenientes de várias fontes, tais
como um sensor ou um temporizador. Em qualquer dos casos, a resposta ao evento é feita
através da execução de uma tarefa ou processo, onde o evento é processado e desencadeada
a respectiva reacção.
Um executivo de tempo-real é um executivo capaz de gerir tarefas de tempo-real destinando-
se portanto a sistemas de tempo-real. Um executivo de tempo-real tem a responsabilidade de
executar as tarefas cumprindo as restrições temporais do sistema.
A utilização de executivos em sistemas de tempo-real para fazer a gestão de tarefas tem a
vantagem de simplificar o desenvolvimento, de os tornar mais robustos e de proporcionar
uma abstracção do hardware, tornando-os independentes da plataforma, promovendo assim
a portabilidade.
O executivo OReK descrito neste apêndice teve a sua origem no executivo ReTMik [AGP04].
Relativamente o ReTMik, foram várias as alterações e melhoramentos introduzidos, nomea-
damente:
• A conversão do código fonte escrito em linguagem C para C++ e adopção do para-
digma de orientação por objectos;
• A gestão de tarefas com base em listas bi-ligadas de forma a optimizar a sua manipu-
lação;
• O suporte para conjuntos heterogéneos de tarefas incluindo as de tempo-real críticas e
não críticas, quer periódicas quer aperiódicas e tarefas ordinárias de baixa prioridade;
• A capacidade de gestão de tarefas em grupos definidos pela aplicação;
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• A adição de primitivas de controlo da preempção das tarefas e de sincronização base-
ada em semáforos com limitação do tempo de bloqueio em que ocorrem fenómenos
de inversão de prioridade nas tarefas em execução;
• A inclusão dos mecanismos que permitam tirar partido das capacidades de multi-tarefa
simultânea do processador ARPA-MT.
D.1.1 Plataformas Suportadas
A generalidade do executivo OReK é independente do processador alvo, possuindo apenas
segmentos bem localizados de código específico da plataforma. Actualmente pode ser utili-
zado em PCs com processador compatível com a família Intel x86 e no processador ARPA-
MT concebido e implementado no contexto deste trabalho. No primeiro caso, o executivo
OReK deve ser executado directamente sobre MSDOS, uma vez que necessita de configu-
rar e aceder ao hardware do PC, mais concretamente ao temporizador e ao controlador de
interrupções.
No caso da plataforma ARPA-MT, o executivo OReK pode executar total ou parcialmente
em software, sendo no segundo caso suportado pelo coprocessador Cop2-OSC descrito no
capítulo 6 e no apêndice C desta dissertação. A versão em software será designada por
OReK-Sw e a versão que utiliza os serviços do Cop2-OSC será designada por OReK-C2.
D.1.2 Características Gerais
No estado actual, o executivo OReK fornece serviços de temporização, gestão de tarefas e
sincronização no acesso a recursos partilhados com base em semáforos binários e primi-
tivas de controlo de preempção das tarefas. Na implementação destinada ao processador
ARPA-MT é também capaz de gerir os diversos contextos de execução, podendo controlar as
capacidades de multi-tarefa simultânea do processador.
As resoluções temporais permitidas dependem da plataforma base e da dimensão do conjunto
de tarefas, o qual define os requisitos computacionais das funções internas do executivo.
Com o suporte do coprocessador Cop2-OSC podem ser alcançados valores tão pequenos
quanto um microsegundo.
Os tipos de tarefas considerados na implementação do executivo OReK foram os seguintes:
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• Ordinárias (non real-time);
• Periódicas de tempo-real não críticas (soft real-time periodic) ou simplesmente perió-
dicas;
• Aperiódicas de tempo-real não críticas (soft real-time aperiodic) ou simplesmente ape-
riódicas;
• Periódicas de tempo-real críticas (hard real-time periodic) ou simplesmente periódicas
de tempo-real;
• Aperiódicas de tempo-real críticas (hard real-time aperiodic) ou simplesmente aperió-
dicas de tempo-real.
Tal como apresentado no capítulo 6, estes foram também os tipos de tarefas implementados
no coprocessador Cop2-OSC.
Dentro de cada contexto de execução, o escalonamento das tarefas é feito segundo os crité-
rios EDF (Earliest Deadline First), RM (Rate Monotonic) e FIFO (First Come-First Served)
para as tarefas de tempo-real críticas, tempo-real não críticas e ordinárias, respectivamente.
Os semáforos implementados no executivo OReK são, tal como no coprocessador Cop2-
OSC, do tipo binário, usados para garantir a exclusão mútua na entrada em regiões críticas
onde é feito o acesso a recursos partilhados.
Para gerir os semáforos é usado o protocolo SRP (Stack Resource Policy), uma vez que pode
ser usado em conjunto com políticas de escalonamento baseadas em prioridades estáticas
(tais como a RM e a FIFO) ou dinâmicas (tal como a EDF). Além disso, tal como mencio-
nado no capítulo 3, o protocolo SRP limita o tempo de bloqueio de tarefas de alta prioridade
devido a semáforos detidos por tarefas de menor prioridade e previne a ocorrência de blo-
queios em cadeia e de deadlocks.
Estas funcionalidades foram implementadas completamente em software na versão OReK-
Sw e de forma híbrida em hardware-software na versão OReK-C2 com base nos serviços
disponibilizados pelo Cop2-OSC .
A versão OReK-C2, por um lado fornece uma camada de abstracção para as funcionalidades
incluídas no coprocessador Cop2-OSC e por outro implementa em software os mecanismos
cuja realização em hardware seja demasiado complexa ou desinteressante do ponto de vista
dos ganhos do desempenho.
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Embora com diferentes desempenhos, ambas as implementações disponibilizam as mesmas
funcionalidades e a mesma interface do ponto de vista da aplicação o que é vantajoso do
ponto de vista do desenvolvimento de aplicações e possibilita a comparação directa entre
uma implementação integral em software do executivo OReK e uma em que as primitivas
básicas são realizadas em hardware.
D.2 Utilização do Paradigma de Orientação por Objectos
O executivo OReK foi desenvolvido com a linguagem C++, a qual suporta o Paradigma de
Orientação por Objectos (Object Oriented Paradigm - OOP). Este paradigma no desenvol-
vimento de software consiste na criação de aplicações constituídas por vários objectos que
interagem. Cada objecto é uma estrutura de dados que integra também um conjunto de fun-
ções internas que operam sobre os campos de dados e um conjunto de funções de interface
que permitem trocar informação com o exterior. A utilização do OOP no desenvolvimento do
executivo e na implementação das tarefas foi motivada por algumas potencialidades interes-
santes deste paradigma, nomeadamente, a abstracção de dados, a herança, o encapsulamento
e o polimorfismo. Em conjunto, estes mecanismos permitem a construção de programas
mais concisos e legíveis e, facilitam a reutilização de código pré-existente. Estas facilidades
podem ser descritas sumariamente da seguinte forma:
• Abstracção de dados - uma linguagem baseada no OOP permite definir novos tipos de
dados (representados por classes na linguagem C++) e as operações que sobre eles po-
dem ser executadas (métodos e operadores em C++). Esta funcionalidade, em conjunto
com a capacidade de efectuar a sobrecarga (redefinição) das funções e dos operadores,
permite utilizar intuitivamente os novos tipos de dados definidos pelo utilizador de
forma análoga aos predefinidos na linguagem. Uma vez definida uma classe, podem-
se declarar objectos dessa classe, isto é, criar instâncias da classe, da mesma forma
que se declaram variáveis dos tipos predefinidos da linguagem.
• Herança - a partir de uma classe base podem ser derivadas uma ou mais classes. Atra-
vés do mecanismo de herança é possível modificar e/ou estender, numa classe deri-
vada, a funcionalidade da classe base. A classe derivada pode possuir novos atributos
e métodos, bem como estender e/ou redefinir os métodos da classe base, facilitando
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assim a reutilização de código pré-existente. O desenvolvimento é também simplifi-
cado, uma vez que tudo o que é comum a um conjunto de classes pode ser colocado
numa ou várias classes base.
• Encapsulamento - no caso do C++, uma classe possui variáveis e funções, também
vulgarmente designadas por atributos e métodos, respectivamente. A visibilidade ou
acessibilidade dos atributos e métodos pode ser individualmente especificada. Existem
três níveis de acessibilidade distintos: privado, protegido e público. Por omissão os
elementos são privados, isto é, são acessíveis apenas dentro da classe em que estão
definidos. Os atributos e métodos protegidos são também acessíveis nas classes de-
rivadas. Finalmente, um elemento público é visível em qualquer parte do programa
onde o objecto possa ser acedido. O encapsulamento consiste geralmente em tornar
privados ou protegidos os atributos da classe e públicos os seus métodos de interface.
Isto significa que o acesso aos atributos é feito a partir dos métodos da classe, o que
facilita a manutenção da integridade interna do objecto.
• Polimorfismo - este mecanismo permite que o método invocado para um dado objecto
seja determinado durante a execução do programa em função do tipo efectivo do ob-
jecto, em vez de ser determinado estaticamente pelo compilador. No C++ o polimor-
fismo é implementado através através de funções virtuais e de ponteiros/referências
para objectos.
No executivo OReK, uma tarefa é um objecto implementado em C++ através de uma classe
derivada da COReKTask. Esta fornece um conjunto de serviços base para manipulação de
tarefas, tais como criação, destruição, terminação, arranque, paragem, activação, etc. Tal
como qualquer classe, uma tarefa possui pelo menos um constructor e método(s), podendo
também ter um destructor e atributos. Uma classe que implementa uma tarefa pode ser
instanciada diversas vezes numa aplicação correspondendo cada uma a uma tarefa distinta
que executa concorrentemente com as outras tarefas do sistema. Cada instância é tipica-
mente configurada durante a sua criação através de parâmetros do respectivo constructor ou
método de inicialização. Uma tarefa pode também possuir vários métodos específicos da
aplicação. Contudo, existe um mandatório e que define o ponto de entrada da tarefa, isto é,
o método invocado pelo executivo quando é iniciada a execução da tarefa. A sua assinatura,
ou protótipo, deve ser o seguinte:
virtual void Main();
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A classe COReKTask não é instanciável porque é abstracta, uma vez que o método de en-
trada da tarefa está definido como uma função virtual pura, isto é, não possui implementação.
Resumindo, na implementação do executivo OReK a herança é utilizada para colocar numa
classe base abstracta todas as estruturas de dados e de controlo comuns a todas as tarefas. O
encapsulamento permite esconder essas estruturas. O polimorfismo simplifica a implemen-
tação do método de entrada da tarefa.
D.2.1 Tipos de Variáveis
Do ponto de vista da duração, num programa existem em geral três tipos de variáveis, cor-
respondendo cada um a diferentes zonas ou segmentos de dados:
• Automáticas - declaradas no corpo das funções ou métodos. As variáveis automáticas
são colocadas na pilha, criadas aquando da sua declaração e destruídas automatica-
mente quando o bloco onde foram declaradas termina.
• Estáticas - estas variáveis podem ser declaradas dentro ou fora das funções ou méto-
dos, são colocadas no segmento de dados estáticos, criadas e inicializadas quando o
programa é carregado em memória ou inicia a sua execução e destruídas automatica-
mente quando o programa termina.
• Dinâmicas - as variáveis deste tipo são acedidas através de ponteiros para uma zona de
dados específica designada por heap. As variáveis dinâmicas são criadas e destruídas
explicitamente durante a execução do programa usando primitivas para alocação e
libertação de memória tais como as funções malloc e free do C ou os operadores
new e delete do C++.
As linguagens baseadas no OOP possuem ainda outro tipo de variável já mencionado acima,
os atributos.
No contexto das tarefas, as variáveis automáticas são específicas de cada invocação de uma
tarefa, isto é, não são preservadas entre diferentes instâncias da mesma tarefa. As variáveis
estáticas são preservadas durante toda a execução do programa e partilhadas por todas as
tarefas. Os atributos da tarefa são específicos de cada tarefa e preservados entre diferentes
activações da mesma tarefa. Isto permite declarar facilmente variáveis que são específicas
de cada tarefa e preservadas entre activações sem a necessidade de passar explicitamente
parâmetros à função que implementa a tarefa.
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D.3 Arquitectura
A figura D.1 ilustra a constituição típica de um sistema de tempo-real baseado no executivo
OReK. O executivo cria uma camada de abstracção que esconde alguns detalhes do hardware,
em particular os relativos à gestão dos temporizadores e interrupções e disponibiliza serviços
de temporização, de gestão de tarefas e manipulação de semáforos.
Uma aplicação baseada no executivo OReK é monolítica, isto é, consiste num único módulo
executável ou imagem binária contendo quer a implementação das tarefas da aplicação quer
o executivo OReK.
O sistema é composto por M tarefas, uma de entrada (índice 0) e M-1 da aplicação. As
tarefas da aplicação são executadas de acordo com a sua prontidão e prioridade. A tarefa de
entrada é executada no arranque do sistema e quando não houver qualquer outra tarefa para
executar.
Cada tarefa possui código e dados. O código é partilhado por todas as instâncias da mesma
classe de tarefas, enquanto os dados (atributos e variáveis automáticas) são específicos de
cada tarefa.
O executivo OReK é preemptivo, isto é, permite que a execução de uma tarefa seja inter-
rompida em qualquer instante sem que para tal a própria tarefa tenha que se auto-suspender
explicitamente. Independentemente do ponto onde a tarefa se encontre, o executivo é ca-
paz de interromper a sua execução, comutar para outra(s) tarefa(s) e mais tarde retomar a
execução da primeira tarefa a partir do ponto onde foi interrompida.
O contexto de uma tarefa é composto por:
• Conteúdo do registo Program Counter - PC (par de registos CS:IP na arquitectura Intel
x86) ou registo PC do processador ARPA-MT;
• Conteúdo do registo de estado, se aplicável (FLAGS na arquitectura Intel x86);
• Conteúdo de todos os registos internos do processador utilizáveis pelas tarefas (regis-
tos de uso geral, registos de coprocessadores, etc.);
• Pilha (stack) e respectivo ponteiro.
Além das tarefas, o sistema é constituído por N semáforos. O primeiro (índice 0) é dedi-
cado ao controlo de acesso aos coprocessadores Cop0-MEC e Cop2-OSC. Os restantes N-1
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Figura D.1: Arquitectura de uma aplicação baseada no executivo OReK.
semáforos estão disponíveis para fins genéricos dependentes da aplicação. No entanto, ao
contrário do que acontece com as tarefas, durante a configuração do executivo, o número
máximo de semáforos pode ser especificado como sendo zero.
Uma vez que o índice 0 quer das tarefas, quer dos semáforos é usado para fins específicos, o
valor zero é também usado com o significado de identificador inválido.
D.3.1 Núcleo
O componente central do executivo OReK é o seu núcleo. Internamente, o núcleo responde
às interrupções do temporizador e dos periféricos, executa o algoritmo de escalonamento e
efectua a comutação das tarefas. À aplicação disponibiliza os seguintes serviços:
• Inicialização e terminação do núcleo;
• Criação e destruição de tarefas;
• Arranque e paragem de tarefas;
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• Informação temporal e de estado das tarefas;
• Gestão de grupos de tarefas;
• Criação, destruição e gestão de semáforos;
• Controlo da preempção das tarefas.
O temporizador de hardware gera interrupções periodicamente. Sempre que ocorre uma
interrupção é executado o algoritmo de escalonamento das tarefas e eventualmente feita a
comutação de tarefas. Tudo isto é feito no âmbito da rotina de serviço à interrupção do
temporizador. No início desta rotina é necessário salvaguardar o contexto da tarefa actual,
seguidamente actualizar os parâmetros temporais dinâmicos das tarefas, determinar a pró-
xima tarefa a executar e no final da rotina restaurar o contexto da próxima tarefa que vai ser
executada.
No caso de ser executada uma operação que faça com que a tarefa activa transite para um
estado não activo (e.g. terminação da tarefa) é também gerada por software uma pseudo-
interrupção do temporizador de forma a que seja invocada a respectiva rotina de serviço
onde é feito o escalonamento e a comutação de tarefas.
O conteúdo do PC e do registo de estado (se aplicável) é automaticamente salvaguardado
quando ocorre uma interrupção. Os restantes registos têm que ser explicitamente salvaguar-
dados e restaurados pelo executivo. A troca da pilha activa é feita através da alteração do
valor de registo usado como ponteiro da pilha de forma a apontar para o topo da pilha da
próxima tarefa que vai ser executada.
D.3.2 Tarefas
As tarefas são objectos que encapsulam o código e os dados e implementam a funcionalidade
da aplicação. No executivo OReK, uma tarefa pode estar num dos seguintes estados:
• Free - (Livre);
• Stopped - (Parada);
• Idle - (Inactiva);
• Ready - (Pronta);
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Figura D.2: Estados das tarefas e possíveis transições no executivo OReK.
• Running - (A executar);
• Preempted - (Interrompida).
A figura D.2 ilustra os vários estados em que uma tarefa se pode encontrar, bem como as
transições permitidas.
Qualquer tarefa que se encontre num dos estados Idle, Ready, Running ou Preempted diz-se
iniciada (Started), caso contrário diz-se parada (Stopped). Uma tarefa que se encontre num
dos estados Ready, Running ou Preempted diz-se activa (Active).
Uma tarefa quando é criada é colocada no estado Stopped, permanecendo nesse estado até
ser explicitamente iniciada. Depois de iniciada é colocada no estado Idle até ser alcançado o
instante da primeira activação. Nessa altura transita para o estado Ready. Uma tarefa no es-
tado Ready está pronta a executar. A passagem para o estado Running é feita pelo algoritmo
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de escalonamento através da atribuição de tempo de processador à tarefa. Uma tarefa a exe-
cutar pode ser interrompida de forma a ser executada outra mais prioritária, passando nesta
situação para o estado Preempted. Uma tarefa depois de terminar é destruída ou colocada no
estado Idle até à próxima activação ou instância.
Em qualquer estado pode ser dada ordem de paragem ou de destruição de uma tarefa, tran-
sitando neste caso para o estado Stopped ou Free, respectivamente. A transição de estado
pode ser deferida ou imediata, consoante a tarefa já tenha iniciado ou não a sua execução,
respectivamente. Uma tarefa depois de destruída, deixa de existir no sistema.
Os estados Sleeping, Suspended e Blocked normalmente implementados nos executivos ou
sistemas operativos de tempo-real, não foram incluídos no executivo OReK nem no copro-
cessador Cop2-OSC pelos motivos expostos no capítulo 6, relacionados com a implementa-
ção do protocolo SRP.
D.3.3 Semáforos
Os semáforos são objectos que encapsulam os mecanismos de sincronização do executivo
OReK. Um semáforo pode estar num dos seguintes estados:
• Free - (Livre);
• Used - (Usado);
• Unlocked - (Desbloqueado);
• Locked - (Bloqueado).
A figura D.3 ilustra os vários estados em que um semáforo se pode encontrar, bem como as
transições permitidas.
Um semáforo quando é criado é colocado no estado Used. Neste estado deve ser inicializado
o respectivo tecto do recurso. Seguidamente pode ser activado, transitando para o estado
Unlocked.
Um semáforo transita do estado Unlocked para o estado Locked através da execução da
primitiva Wait. O retorno ao estado Unlocked faz-se por intermédio da primitiva Signal.
Um semáforo pode ser destruído de não estiver no estado Locked. Um semáforo depois de
destruído, deixa de existir no sistema.
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Figura D.3: Estados dos semáforos e possíveis transições no executivo OReK.
D.4 Implementação
As próximas subsecções descrevem alguns detalhes relativos à implementação do executivo
OReK, nomeadamente, as linguagens de programação, as classes e estruturas, a organiza-
ção dos ficheiros e a realização da gestão de tarefas e da sua sincronização com base em
semáforos.
D.4.1 Linguagens e Independência da Plataforma
A generalidade do executivo OReK é independente da plataforma alvo e está escrito em C++
portável. A linguagem C++ foi a escolhida por ser:
• Eficiente;
• Fácil de realizar a interface com módulos escritos noutras linguagens, nomeadamente
em C e assembly;
• Orientada por objectos;
• Popular e bem suportada por ferramentas para diversas plataformas.
Algumas partes de baixo nível, mas independentes da plataforma estão implementadas em
C, igualmente portável.
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Existem ainda pequenos segmentos de código que são específicos da plataforma, tais como
as funções de programação do temporizador, o atendimento de baixo nível das interrupções
dos periféricos, as funções onde se acede explicitamente aos registos do processador e os
segmentos da rotina de serviço à interrupção do temporizador onde é feita a comutação do
contexto da tarefa. Nestes casos foi utilizada a linguagem assembly do processador alvo.
Apesar de no estado actual o executivo OReK ser suportado apenas nas plataformas Intel
x86/MSDOS e ARPA-MT, houve o cuidado de isolar todos os blocos de código que sejam
dependentes da plataforma. Desta forma é relativamente simples portar o executivo para
outras plataformas, bastando para tal reescrever esses blocos.
Um aspecto específico da arquitectura é a pilha da tarefa. De forma a poder ser feita a
comutação das tarefas, sempre que ocorre uma interrupção do temporizador, o contexto da
tarefa interrompida deve ser armazenado na pilha da tarefa, sendo o respectivo ponteiro
guardado no bloco de controlo dessa tarefa. Essa informação será usada posteriormente
quando for retomada a execução da tarefa interrompida.
D.4.2 Classes e Estruturas
A figura D.4 ilustra as componentes, isto é, os módulos e as classes principais do execu-
tivo OReK que implementam a arquitectura representada na figura D.1. Mais concretamente
são mostradas as classes COReKKern, COReKTask, COReKTaskList, COReKSema e
COReKSemaList e as estruturas de dados SOReKTaskCtrlBlk e SOReKSemaCtrlBlk.
São também mostradas na figura D.4 as funções executadas no contexto das rotinas de ser-
viço às interrupções do temporizador e dos periféricos (timer callback e interrupt callback).
As subsecções seguintes descrevem sucintamente cada um destes elementos.
D.4.2.1 A Classe COReKKern
A classe COReKKern implementa o núcleo do executivo OReK. As figuras D.5 e D.6 mos-
tram, respectivamente, a interface (métodos públicos) e os atributos protegidos desta classe.
Em conjunto implementam os serviços disponibilizados pelo núcleo e enumerados acima.
Os nomes dos métodos e atributos são auto-explicativos pelo que não serão considerados in-
dividualmente para não tornar esta discussão enfadonha. Além disso, os métodos relaciona-
dos com a gestão de tarefas e de semáforos não se destinam a ser invocados directamente pela
aplicação mas indirectamente através das respectivas classes COReKTask e COReKSema.
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Figura D.4: Estrutura da implementação em software do executivo OReK.
Todos os métodos e atributos desta classe são estáticos e a classe não é instanciável porque
não faz sentido existir mais do que um núcleo no sistema.
Os atributos listados na figura D.6 entre as directivas #ifndef __ARPA_OSC__ e #endif
// __ARPA_OSC__ só são incluídos na implementação OReK-Sw uma vez que na versão
OReK-C2 correspondem a campos dos registos do coprocessador Cop2-OSC.
D.4.2.2 A Classe COReKTask
A classe COReKTask fornece uma definição abstracta de uma tarefa, pelo que não pode
ser directamente instanciada. Esta classe simplifica a manipulação das tarefas, guardando
internamente o identificador ou handle da tarefa devolvido pelo núcleo aquando da criação
da mesma. Sempre que necessário utiliza esse identificador para invocar a função do núcleo
correspondente. A figura D.7 mostra a interface desta classe e que consiste num construtor,
num destrutor e nos seguintes métodos:
• CreateNonRT - cria uma tarefa ordinária;
• CreateSoftRTPer - cria uma tarefa periódica;
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class COReKKern
{
// Methods
public:
static int Initialize(uint maxNumTasks, uint maxNumSemas,
uint baseFrequency, uint timeResolution
#ifndef __ARPA__
, ostream* pLogStream = NULL
#endif // __ARPA__
);
static int ShutDown(void);
static uhuge GetTickCount(void);
static void DisablePreemption(void);
static void EnablePreemption(void);
static int CreateNonRTTask(COReKTask* pTask, handle* phTask,
uchar basePrio, bool singlShot,
uchar taskGrpId = 0,
uint stackSize = OREK_TASK_DEFAULT_STACK_SZ,
uchar runContxt = 0);
static int CreateSoftRTPerTask(COReKTask* pTask, handle* phTask,
int period, int initPhase,
uchar taskGrpId = 0,
uint stackSize = OREK_TASK_DEFAULT_STACK_SZ,
uchar runContxt = 0);
static int CreateSoftRTApeTask(COReKTask* pTask, handle* phTask,
int minITime, int intBind,
uchar taskGrpId = 0,
uint stackSize = OREK_TASK_DEFAULT_STACK_SZ,
uchar runContxt = 0);
static int CreateHardRTPerTask(COReKTask* pTask, handle* phTask,
int period, int relDdlin, int initPhase,
uchar taskGrpId = 0,
uint stackSize = OREK_TASK_DEFAULT_STACK_SZ,
uchar runContxt = 0);
static int CreateHardRTApeTask(COReKTask* pTask, handle* phTask,
int minITime, int relDdlin, int intBind,
uchar taskGrpId = 0,
uint stackSize = OREK_TASK_DEFAULT_STACK_SZ,
uchar runContxt = 0);
static int DestroyTask(handle hTask);
static int StartTask(handle hTask, int initPhase);
static int StopTask(handle hTask);
static int StartTaskGroup(uchar taskGrpId);
static int StopTaskGroup(uchar taskGrpId);
static int StartAllTasks(void);
static int StopAllTasks(void);
static int ActivateTask(handle hTask, int delay);
static int GetTaskState(handle hTask, TOReKTaskState* pTaskState);
static int CreateSema(COReKSema* pSema, handle* phSema);
static int DestroySema(handle hSema);
static int RegTaskOnSema(handle hSema, handle hTask, bool enable);
static int EnableSema(handle hSema);
static int Wait(handle hSema);
static int Signal(handle hSema);
static const char* GetStatusTypeStr(int statusCode);
static const char* GetStatusMsgStr(int statusCode);
};
Figura D.5: Interface da classe COReKKern do executivo OReK.
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// Attributes
protected:
static bool m_running;
static uint m_baseFrequency;
static uint m_timeResolution;
static uint m_kernelStacks[OREK_NUM_CONTEXTS][OREK_KERNEL_STACK_SZ];
#ifndef __ARPA_OSC__
static uhuge m_tickCount;
static bool m_preemptEnabled[OREK_NUM_CONTEXTS];
static bool m_taskEndSwInterrupt[OREK_NUM_CONTEXTS];
static bool m_signalSwInterrupt[OREK_NUM_CONTEXTS];
#endif // __ARPA_OSC__
static int m_maxNumTasks;
static TOReKTaskCtrlBlk* m_pTCBPool;
#ifndef __ARPA_OSC__
static COReKTaskList m_freeTCBs;
static COReKTaskList m_stoppedTaskList;
static COReKTaskList m_idlePerTaskList[OREK_NUM_CONTEXTS];
static COReKTaskList m_idleApeTaskList;
static COReKTaskList m_readyNonRTTaskList[OREK_NUM_CONTEXTS];
static COReKTaskList m_readySoftRTTaskList[OREK_NUM_CONTEXTS];
static COReKTaskList m_readyHardRTTaskList[OREK_NUM_CONTEXTS];
static COReKTaskList m_preemptedTaskList[OREK_NUM_CONTEXTS];
static TOReKTaskCtrlBlk* m_pIntBindTasks[OREK_NUM_INTERRUPTS];
#endif // __ARPA_OSC__
static TOReKTaskCtrlBlk* m_pRunningTasks[OREK_NUM_CONTEXTS];
static int m_maxNumSemas;
static TOReKSemaCtrlBlk* m_pSCBPool;
#ifndef __ARPA_OSC__
static COReKSemaList m_freeSCBs;
static uint* m_pCeilStackBlks;
static uint m_contextCeiling[OREK_NUM_CONTEXTS];
static uint* m_pPrevCntxCeil[OREK_NUM_CONTEXTS];
#endif // __ARPA_OSC__
#ifndef __ARPA__
static ostream* m_pLogStream;
#endif // __ARPA__
Figura D.6: Atributos da classe COReKKern do executivo OReK.
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• CreateSoftRTApe - cria uma tarefa aperiódica;
• CreateHardRTPer - cria uma tarefa periódica de tempo-real;
• CreateHardRTApe - cria uma tarefa aperiódica de tempo-real;
• Destroy - destrói a tarefa;
• Start - arranca a tarefa;
• Stop - pára a tarefa;
• Activate - activa a tarefa (aplicável a tarefas aperiódicas);
• GetState - devolve o estado da tarefa.
Além destes métodos, define ainda a assinatura do método de entrada da tarefa (virtual
void Main() = 0). Este método não está implementado nesta classe e deve ser definido
em todas as classes que implementam tarefas concretas, as quais têm que ser derivadas da
classe COReKTask.
Esta classe pode invocar os serviços do núcleo do executivo directamente ou através de
chamadas ao sistema. A primeira abordagem pode ser empregue quando a aplicação e o
executivo são integrados numa única imagem monolítica. A segunda abordagem é usada
quando a aplicação e o executivo são carregados como módulos separados ou executam em
diferentes modos de operação do processador.
D.4.2.3 A Classe COReKSema
A classe COReKSema define as funcionalidades acessíveis à aplicação disponibilizadas pe-
los semáforos implementados no executivo OReK. Esta classe simplifica a manipulação dos
semáforos, guardando internamente o identificador ou handle do semáforo devolvido pelo
núcleo aquando da criação do mesmo. Sempre que necessário utiliza esse identificador para
invocar a função do núcleo correspondente.
Ao contrário do que acontecia com as tarefas, esta classe pode ser instanciada directamente.
A figura D.8 ilustra a interface pública desta classe, sendo constituída por um constructor,
um destructor e pelos seguintes métodos:
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class COReKTask
{
friend class COReKSema;
// Constructors / Destructors prototypes
public:
COReKTask();
virtual ~COReKTask();
// Methods prototypes
public:
int CreateNonRT(uchar basePrio, bool singlShot,
uchar taskGrpId = 0,
uint stackSize = OREK_TASK_DEFAULT_STACK_SZ,
uchar runContxt = 0);
int CreateSoftRTPer(int period, int initPhase,
uchar taskGrpId = 0,
uint stackSize = OREK_TASK_DEFAULT_STACK_SZ,
uchar runContxt = 0);
int CreateSoftRTApe(int minITime, int intBind,
uchar taskGrpId = 0,
uint stackSize = OREK_TASK_DEFAULT_STACK_SZ,
uchar runContxt = 0);
int CreateHardRTPer(int period, int relDdlin, int initPhase,
uchar taskGrpId = 0,
uint stackSize = OREK_TASK_DEFAULT_STACK_SZ,
uchar runContxt = 0);
int CreateHardRTApe(int minITime, int relDdlin, int intBind,
uchar taskGrpId = 0,
uint stackSize = OREK_TASK_DEFAULT_STACK_SZ,
uchar runContxt = 0);
int Destroy();
int Start(int initPhase);
int Stop();
int Activate(int delay);
int GetState(TOReKTaskState* pTaskState);
virtual void Main() = 0;
// Attributes
protected:
handle m_handle;
};
Figura D.7: Interface da classe COReKTask do executivo OReK.
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class COReKSema
{
friend class COReKTask;
// Constructors / Destructors prototypes
public:
COReKSema();
virtual ~COReKSema();
// Methods prototypes
public:
int Create();
int Destroy();
int RegisterTask(const COReKTask& task, bool enable = false);
int Enable();
int Wait();
int Signal();
// Attributes
protected:
handle m_handle;
};
Figura D.8: Interface da classe COReKSema do executivo OReK.
• Create - cria um semáforo;
• Destroy - destrói o semáforo;
• Enable - activa o semáforo;
• RegisterTask - regista uma tarefa como utilizadora do recurso controlado pelo
semáforo;
• Wait - bloqueia o semáforo;
• Signal - desbloqueia o semáforo.
Após a construção de um semáforo, todas as tarefas que acedem ao recurso controlado pelo
semáforo, devem ser registadas de forma a configurar o respectivo tecto. Este requisito
deve-se ao facto de, apesar das suas importantes vantagens, a utilização do protocolo SRP
na gestão dos semáforos não ser transparente para a aplicação.
Tal como na classe COReKTask, esta classe pode invocar os serviços do núcleo do executivo
directamente ou através de chamadas ao sistema.
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D.4.2.4 A Estrutura SOReKTaskCtrlBlk
A estrutura SOReKTaskCtrlBlk define o bloco de controlo da tarefa (Task Control Block
- TCB). Esta estrutura possui vários campos onde são armazenados os parâmetros de con-
figuração e guardado o estado da respectiva tarefa. A sua definição possui duas partes (ver
figura D.9):
• A primeira (antes da directiva #ifndef __ARPA_OSC__) - independente da im-
plementação;
• A segunda (depois da directiva #ifndef __ARPA_OSC__) - incluída apenas na
versão OReK-Sw, uma vez que estes campos fazem parte do coprocessador Cop2-OSC
na implementação OReK-C2.
O campo m_pTask é um ponteiro para um objecto ou instância de uma classe derivada da
COReKTask onde é implementada a funcionalidade da tarefa propriamente dita. É através
deste ponteiro que o executivo invoca o método de entrada da tarefa.
O campo m_stackSize contém o tamanho da pilha associada à tarefa medido em palavras
nativas da arquitectura base (palavra de 16 bits na plataforma Intel x86/MSDOS ou de 32 bits
na plataforma ARPA-MT). Este valor é estabelecido durante a criação da tarefa não podendo
ser alterado posteriormente.
O campo m_pStackBlk armazena o endereço inicial do bloco de memória onde reside a
pilha da tarefa.
O campo m_currentSP armazena o valor do registo da CPU que desempenha o papel
de stack pointer inicial da tarefa ou no instante em que é interrompida, para que possa ser
retomada mais tarde. De notar, que todo o estado da tarefa é armazenado na respectiva pilha,
pelo que é suficiente guardar o endereço do topo no momento da preempção.
Como veremos de seguida, no caso da implementação OReK-Sw, uma tarefa está numa
das listas de tarefas internas do núcleo. Cada lista possui um estado associado. O campo
m_pTaskList é um ponteiro para a lista na qual a tarefa se encontra num dado momento.
Os campos m_pPrevious e m_pNext são ponteiros utilizados pela classe COReKTaskList
na implementação das listas bi-ligadas de TCBs.
Para optimizar simultaneamente o acesso arbitrário a qualquer bloco assim como a inserção
ou remoção de blocos, as listas de tarefas são bi-ligadas e implementadas sobre uma tabela
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typedef struct SOReKTaskCtrlBlk
{
COReKTask* m_pTask;
uint m_stackSize;
uint* m_pStackBlk;
uint m_currentSP;
#ifndef __ARPA_OSC__
COReKTaskList* m_pTaskList;
SOReKTaskCtrlBlk* m_pPrevious;
SOReKTaskCtrlBlk* m_pNext;
union
{
struct
{
uint m_taskType:3;
uint m_dtryPend:1;
uint m_stopPend:1;
uint m_actvPend:1;
uint m_rsvdBits1:3;
uint m_ddlinMiss:1;
uint m_rsvdBits2:2;
uint m_runContxt:3;
uint m_singlShot:1;
uint m_taskGrpId:8;
uint m_intRqBind:1;
uint m_intNumber:4;
uint m_rsvdBits3:3;
}m_headerBits;
uint m_headerWord;
};
union
{
uint m_basePrio;
uint m_period;
uint m_minITime;
};
union
{
uint m_preptLev;
uint m_relDdlin;
};
uint m_activCnt;
uint m_priority;
#endif // __ARPA_OSC__
}TOReKTaskCtrlBlk;
Figura D.9: Definição da estrutura SOReKTaskCtrlBlk do executivo OReK.
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(array) de blocos de tamanho predefinido alocada estaticamente. Algumas das listas são
mantidas ordenadas enquanto outras são manipuladas como filas. Sobre a mesma tabela são
implementadas várias listas correspondendo cada uma a um dos estados em que uma tarefa
se pode encontrar. Além dessas, existe também uma lista de blocos livres. A utilização de
uma tabela tem a vantagem de simplificar a validação do identificador (handle) da tarefa, o
qual corresponde ao índice to TCB dentro da tabela. A utilização de uma tabela estática de
tamanho predefinido tem também a vantagem de eliminar o tempo de alocação/libertação
de memória necessário numa solução dinâmica, obviamente à custa de uma diminuição da
flexibilidade. No entanto, é importante notar que é sempre possível realizar a realocação e re-
dimensionamento da tabela de TCBs, embora essa seja uma operação que obriga a suspender
temporariamente a execução das tarefas.
O atributo m_headerWord/m_headerBits é uma union que implementa em software
um registo com funcionalidade análoga ao campo THEADER do TCB implementado no
coprocessador Cop2-OSC.
O atributo m_basePrio/m_period/m_minITime é uma union que implementa em soft-
ware um registo com funcionalidade análoga ao campo TPERIOD do TCB implementado no
coprocessador Cop2-OSC, armazenando a prioridade base, o período ou o intervalo mínimo
entre activações consoante se trate de uma tarefa ordinária, periódica ou aperiódica, respec-
tivamente.
O atributo m_preptLev/m_relDdlin é uma union que implementa em software um re-
gisto com funcionalidade análoga ao campo TPREPLV do TCB implementado no coproces-
sador Cop2-OSC, armazenando o nível de preempção ou a deadline relativa das tarefas.
O atributo m_activCnt implementa em software um registo com funcionalidade análoga
ao campo TACTIVC do TCB implementado no coprocessador Cop2-OSC, armazenando a
fase inicial das tarefas periódicas ou o atraso de activação das tarefas aperiódicas. Além
disso, é também usado como contador para gerir as reactivações das tarefas periódicas e o
intervalo mínimo entre activações das tarefas aperiódicas.
O atributo m_priority implementa em software um registo com funcionalidade análoga
ao campo TPRIORI do TCB implementado no coprocessador Cop2-OSC, armazenando a
prioridade actual da tarefa.
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D.4.2.5 A Classe COReKTaskList
A classe COReKTaskList implementa uma lista bi-ligada de estruturas de dados do tipo
SOReKTaskCTRLBlk sobre uma tabela predefinida de tamanho fixo. Esta classe disponi-
biliza os serviços tradicionais para inserção e remoção de elementos da lista além de outras
funcionalidades úteis para o escalonamento de tarefas. Para melhorar o desempenho, esta
classe utiliza as capacidades inline do C++.
D.4.2.6 A Estrutura COReKSemaCtrlBlk
A estrutura SOReKSemaCtrlBlk define o bloco de controlo do semáforo (Semaphore
Control Block - SCB). Esta estrutura possui vários campos onde são armazenados os parâ-
metros de configuração e guardado o estado do respectivo semáforo. A sua definição possui
duas partes (ver figura D.10):
• A primeira (antes da directiva #ifndef __ARPA_OSC__) - independente da im-
plementação;
• A segunda (depois da directiva #ifndef __ARPA_OSC__) - incluída apenas na
versão OReK-Sw, uma vez que estes campos fazem parte do coprocessador Cop2-OSC
na implementação OReK-C2.
O campo m_pSema é um ponteiro para um objecto ou instância da classe COReKSema
usada para representar o semáforo do lado da aplicação.
Na implementação OReK-Sw, os SCBs livres são guardados numa lista simplesmente ligada.
O campo m_pSemaList é um ponteiro para a lista na qual o semáforo se encontra num
dado momento. O campo m_pNext é um ponteiro utilizado pela classe COReKSemaList
na implementação das listas de SCBs.
Tal como acontecia com as tarefas, nos semáforos para optimizar simultaneamente o acesso
arbitrário a qualquer bloco de controlo assim como a inserção ou remoção de blocos, as
listas de semáforos estão implementadas sobre uma tabela (array) de blocos de tamanho
predefinido alocada estaticamente.
Os indicadores m_used, m_enable e m_locked indicam o estado do semáforo, pos-
suindo o significado alocado, activo (desbloqueado) e bloqueado, respectivamente.
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typedef struct SOReKSemaCtrlBlk
{
COReKSema* m_pSema;
#ifndef __ARPA_OSC__
COReKSemaList* m_pSemaList;
SOReKSemaCtrlBlk* m_pNext;
union
{
struct
{
uchar m_used:1;
uchar m_enable:1;
uchar m_locked:1;
}m_headerBits;
uchar m_headerWord;
};
uint m_resourceCeil;
#endif // __ARPA_OSC__
} TOReKSemaCtrlBlk;
Figura D.10: Definição da estrutura SOReKSemaCtrlBlk do executivo OReK.
Finalmente, o campo m_resourceCeil armazena o tecto do recurso controlado pelo se-
máforo, sendo definido como o maior nível de preempção de todas as tarefas que acedem ao
recurso controlado em regime de exclusão mútua.
D.4.2.7 A Classe COReKSemaList
A classe COReKSemaList implementa uma lista ligada de estruturas de dados do tipo
SOReKSemaCTRLBlk sobre uma tabela predefinida de tamanho fixo. Esta classe disponi-
biliza os serviços tradicionais para inserção e remoção de elementos da lista. Para melhorar
o desempenho, esta classe utiliza as capacidades inline do C++.
D.4.3 Funções de Reacção às Interrupções do Temporizador e Periféri-
cos
Na versão OReK-Sw estão implementadas, em linguagem C, as seguintes duas funções que
respondem, do lado do executivo, às interrupções do temporizador e dos periféricos, sendo
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executadas no contexto da respectiva rotina de serviço, escrita em assembly e integrada no
módulo de tratamento de excepções do processador:
• uint TimerCallback(uchar contxtNum, uint currentSP) - reage às
interrupções do temporizador, guardando o contexto da tarefa actual, actualizando o
estado das tarefas, executando o algoritmo de escalonamento e lançando a próxima
tarefa mais prioritária em execução;
• int IntCallback(uchar contxtNum, uchar intSource) - activa a ta-
refa aperiódica correspondente à interrupção gerada onde será feito o atendimento pro-
priamente dito.
D.4.4 Escalonamento e Sincronização das Tarefas
A gestão de tarefas é baseada num conjunto de listas internas ao núcleo, nomeadamente:
• TCBs livres (m_freeTCBs);
• Tarefas paradas (m_stoppedTaskList);
• Mensagens periódicas inactivas (m_idlePerTaskList);
• Mensagens aperiódicas inactivas (m_idleApeTaskList);
• Mensagens ordinárias prontas a executar (m_readyNonRTTaskList);
• Mensagens de tempo-real não críticas prontas a executar (m_readySoftRTTaskList);
• Mensagens de tempo-real críticas prontas a executar (m_readyHardRTTaskList);
• Mensagens interrompidas (m_preemptedTaskList).
As listas m_idlePerTaskList, m_readyNonRTTaskList, m_readySoftRTTaskList,
m_readyHardRTTaskList e m_preemptedTaskList possuem uma instância por
cada contexto de execução do processador. As restantes listas possuem apenas uma instân-
cia partilhada por todos os contextos de execução.
As listas m_idlePerTaskList e m_idleApeTaskList estão ordenadas pelo campo
m_activCnt de forma a optimizar a activação das tarefas.
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As listas de tarefas prontas a executar (m_readyNonRTTaskList, m_readySoftRTTaskList
e m_readyHardRTTaskList) estão ordenadas pelo campo m_priority de forma a
simplificar o escalonamento das tarefas.
A lista m_preemptedTaskList funciona como uma pilha de tarefas interrompidas de
forma a que as tarefas sejam retomadas por ordem inversa à sua interrupção, simplificando
desta forma a implementação do protocolo SRP.
As listas m_freeTCBs e m_stoppedTaskList não possuem qualquer ordenação sendo
os TCBs colocados em geral no final (cauda) da lista e retirados do início (cabeça) da lista
no primeiro caso e de forma arbitrária no segundo caso.
O contador m_activCnt dos TCBs pertencentes às listas ordenadas (com excepção da
m_readyNonRTTaskList) é decrementado todas as unidades de tempo. Quando atingir
o valor zero, significa que, no caso das tarefas periódicas foi atingido o instante de uma nova
instância e no caso das tarefas aperiódicas que foi cumprido o tempo mínimo entre activações
consecutivas, pelo que a partir desse instante a tarefa pode, se necessário, ser activada.
O contador m_priority dos TCBs pertencentes à lista m_readyHardRTTaskList
e dos TCBs relativos às tarefas de tempo-real críticas na lista m_preemptedTaskList
é decrementado todas as unidades de tempo. Quando atingir o valor 0, significa que foi
alcançado o tempo limite de execução e que se a tarefa ainda não tiver terminado, ocorreu
uma violação temporal (deadline missed).
O escalonamento baseado em listas ordenadas é bastante simples, uma vez que se baseia
unicamente no decremento de contadores e na inserção/remoção de elementos das listas. A
preempção de uma tarefa dá-se quando forem cumpridos os requisitos definidos no capítulo
3 na discussão do protocolo SRP.
No início da operação do executivo OReK todas as listas estão vazias excepto a de TCBs
livres. Esta situação é ilustrada na figura D.11.
Durante a operação do sistema, as tarefas vão mudando de estado, sendo as listas alteradas
em conformidade. Na figura D.12 é ilustrada uma possível situação das listas correspondente
aos seguintes estados das tarefas (assumindo um sistema com o máximo de 8 tarefas e um
processador com um único contexto de execução):
• Tarefa 0 - Preempted;
• Tarefa 1 - Ready;
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• Tarefa 2 - Idle;
• Tarefa 3 - Running;
• Tarefa 4 - Stopped;
• Tarefa 5 - Idle;
• Tarefa 6 - Free;
• Tarefa 7 - Free.
De notar que os TCBs representados na diversas linhas das figuras D.11 e D.12 são os mes-
mos, isto é, tal como já foi referido acima, as listas são implementadas sobre uma única
tabela estática de TCBs. Por uma questão de simplicidade apenas são mostradas nas figuras
D.11 e D.12 uma lista idle e uma lista ready, embora na realidade existam várias consoante
a criticalidade e o modo de activação das tarefas.
D.4.5 A Estrutura de Ficheiros
Na figura D.4 é mostrada a relação entre as diversas classes e estruturas de dados que consti-
tuem o executivo OReK e os ficheiros onde estão implementadas. De uma forma resumida,
os ficheiros possuem o seguinte conteúdo:
• OReK.h - ficheiro geral de interface para inclusão nas aplicações (C/C++);
• OReKShrd.h - contém definições partilhadas pelo executivo e pela aplicação (C++);
• OReKPriv.h - contém definições internas (privadas) do executivo (C++);
• OReKKern.h - contém a definição da classe COReKKern (C++);
• OReKKern.cpp - contém a implementação da classe COReKKern (C++/C);
• OReKTask.h - contém a definição da classe COReKTask (C++);
• OReKTask.cpp - contém a implementação da classe COReKTask (C++/C);
• OReKTLst.h - contém a definição e implementação da classe COReKTaskList
(C++);
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Figura D.11: Estado inicial das listas de TCBs.
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Figura D.12: Possível estado das listas de TCBs em pleno funcionamento.
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• OReKSema.h - contém a definição da classe COReKSema (C++);
• OReKSema.cpp - contém a implementação da classe COReKSema (C++/C);
• OReKSLst.h - contém a definição e implementação da classe COReKSemaList
(C++);
• OReKArch.h - contém a definição da interface do módulo específico da plataforma
(C);
• OReKArch.s - contém a implementação do módulo específico da plataforma ARPA-
MT (assembly);
• OReKArch.asm - contém a implementação do módulo específico da plataforma Intel
x86/MSDOS (assembly).
D.4.6 Versão Suportada pelo Coprocessador Cop2-OSC
A concepção do coprocessador Cop2-OSC foi acompanhada do desenvolvimento da versão
OReK-C2 do executivo OReK que disponibiliza uma interface de programação adequada e
uma camada de abstracção para as funcionalidades implementadas em hardware neste co-
processador.
Tal como já foi dito, as implementações OReK-Sw e OReK-C2 possuem o mesmo modelo
de programação e interface, simplificando desta forma o desenvolvimento e a portabilidade
das aplicações.
O diagrama de blocos da figura D.4, relativo à implementação integral em software é sim-
plificado no caso da versão OReK-C2 (ver figura D.13), sendo eliminadas as listas de tarefas
e de semáforos e as funções invocadas no contexto das interrupções do temporizador e dos
periféricos.
As estruturas de dados são também simplificadas uma vez que parte da informação que elas
contêm na implementação OReK-Sw, passa neste caso a residir no coprocessador Cop2-OSC.
Mais concretamente, os campos delimitados pelas directivas #ifndef __ARPA_OSC__
e #endif // __ARPA_OSC__ do pré-processador indicadas nas figuras D.6, D.9 e D.10
não são incluídos nesta versão.
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Figura D.13: Estrutura da implementação suportada pelo coprocessador Cop2-OSC do exe-
cutivo OReK.
Uma vez que o escalonamento das tarefas, a verificação das condições de preempção e a
activação das tarefas aperiódicas para serviço de interrupções são completamente realizadas
em hardware no coprocessador Cop2-OSC, nesta implementação existe apenas uma função
invocada em caso de excepção para comutação da tarefa em execução. A função usada para
este efeito possui o seguinte protótipo e é invocada no contexto da rotina de tratamento das
excepções do coprocessador Cop2-OSC:
uint OSCCallback(uchar contxtNum, uint currentSP);
O módulo OReKOSC representado na figura D.13, o qual contém a interface de programação
do Cop2-OSC está escrito em assembly para que possa tirar partido das instruções especiali-
zadas e aceder aos registos disponíveis neste coprocessador. A sua interface equivalente em
C é mostrada na figura D.14.
D.5 Utilização
Finalmente, para concluir esta descrição sobre o executivo OReK falta apenas descrever
a sua utilização. O executivo OReK é disponibilizado na forma de ficheiros objecto ou
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extern "C" void OSC_Initialize(uint baseFrequency, uint timeResolution,
TOSCCallback functPtr);
extern "C" void OSC_ShutDown();
extern "C" uhuge OSC_GetTickCount();
extern "C" void OSC_DisablePreemption();
extern "C" void OSC_EnablePreemption();
extern "C" int OSC_AllocTask(TOReKTaskType taskType, uchar runContxt);
extern "C" void OSC_InitTaskHeader(handle hTask, bool singlShot,
uchar taskGrpId, int intBind);
extern "C" void OSC_InitTaskTimeParams(handle hTask, uint prioPerMIT,
uint relDdlPLev, int initPhase);
extern "C" int OSC_DestroyTask(handle hTask);
extern "C" int OSC_StartTask(handle hTask, int initPhase);
extern "C" int OSC_StopTask(handle hTask);
extern "C" int OSC_ActivateTask(handle hTask, int delay);
extern "C" int OSC_DispatchTask(uchar contxtNum);
extern "C" void OSC_TerminateTask(handle hTask);
extern "C" void OSC_SoftwareException(handle hTask);
extern "C" void OSC_SelectTask(handle hTask);
extern "C" uint OSC_ReadTaskHeader(handle hTask);
extern "C" TOReKTaskType OSC_GetTaskType(handle hTask);
extern "C" TOReKTaskState OSC_GetTaskState(handle hTask);
extern "C" uchar OSC_GetTaskGroup(hTask);
extern "C" int OSC_AllocSema();
extern "C" int OSC_DestroySema(handle hSema);
extern "C" int OSC_EnableSema(handle hSema);
extern "C" int OSC_RegisterTaskOnSema(handle hSema, handle hTask, bool enable);
extern "C" int OSC_Wait(handle hSema);
extern "C" int OSC_Signal(handle hSema);
extern "C" void OSC_SelectSema(handle hSema);
extern "C" uint OSC_ReadSemaHeader(handle hSema);
extern "C" uint OSC_GetSemaState(handle hSema);
Figura D.14: Definição da interface de programação do coprocessador Cop2-OSC do execu-
tivo OReK.
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bibliotecas, o que significa que deve ser associado com a aplicação durante a geração do
módulo executável.
Tal como já foi referido acima, a construção de um sistema consiste na criação de um mó-
dulo executável monolítico que integra quer a implementação das tarefas, quer o executivo
de tempo-real. Do ponto de vista do utilizador os ficheiros que importa considerar são os
seguintes:
• OReK.h - ficheiro geral de interface que deve ser incluído nos módulos com código
fonte da aplicação onde são invocadas funções do executivo;
• OReK-PC.lib - ficheiro de implementação da versão Intel x86/MSDOS que deve
ser associado com a aplicação no caso desta plataforma de implementação;
• libOReK-Sw.a - ficheiro de implementação da versão ARPA-MT sem suporte do
coprocessador Cop2-OSC e que deve ser associado com a aplicação no caso desta
plataforma de implementação;
• libOReK-C2.a - ficheiro de implementação da versão ARPA-MT com suporte do
coprocessador Cop2-OSC e que deve ser associado com a aplicação no caso desta
plataforma de implementação.
Os requisitos de memória do executivo OReK são aproximadamente os seguintes:
• Versão OReK-Sw - 20K + (48×#Tarefas) + (16×#Sema´foros) bytes;
• Versão OReK-C2 - 10K + (16×#Tarefas) + (8×#Sema´foros) bytes.
A compilação do executivo OReK e das aplicações é suportado por um conjunto de ficheiros
de projecto (Makefiles) desenvolvidas com o objectivo de simplificar este procedimento.
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