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a b s t r a c t
Human interferon-gamma (hIFN-γ ) is an important antiviral and immunomodulating
signaling molecule. The upregulation of its production, however, is related to the etiology
of certain autoimmune diseases. In the search for a mechanism for suppressing the hIFN-
γ biological activity, we investigated the possibility to obtain mutant derivatives of the
protein, capable to bind to hIFN-γ cellular receptors, but lacking the ability to trigger
the biological response inside the cell. In order to preserve the affinity to the receptor,
the introduced mutations should not induce conformational changes in the secondary
structure of the mutants. Molecular dynamics simulations were performed to study
the secondary structure of 100 randomly chosen hIFN-γ derivatives with substitutions
in amino acids 86–88. The stability of the local structure of all hIFN-γ forms was
investigated by means of metadynamics. It was found that some of the mutated forms
preserve the local secondary structure and show similar or higher stability of the mutated
helix, compared to the native form. The 12 most promising mutants were suggested for
experimental investigation.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Human interferon-gamma is a pleiotropic cytokine endowed with multiple biological functions such as antiviral,
antibacterial, antiproliferative, antitumor, immunoregulatory and gene activity regulation [1]. The mature form of hIFN-γ
is a non-covalent homodimer, consisting of two 17 kDa monomers. Each monomer comprises 143 amino acids1 organized
in six α-helices (denoted A–F), linked by short unstructured loops (Fig. 1) [3,4]. The C-terminus (residues 122–143) is highly
positively charged, lacks rigid conformation and extends away from the molecule into the solvent [4,5]. The twomonomers
are associated in an antiparallel orientation [3,5,4].
hIFN-γ accomplishes its effects via high-affinity extracellular interaction with human interferon gamma receptor chain
1 (IFNGR1) [1]. Three domains in the hIFN-γ molecule take part in the cytokine–receptor interaction—the loop between
helices A and B (residues 18–26), His111 [5] and, putatively, a short sequence (residues 128–131) in the flexible C-terminal
domain [6]. After formation of the cytokine–receptor complex, the JAK-STAT12 signal transduction pathway is activated [7].
∗ Correspondence to: Atomic Physics Department, Faculty of Physics, University of Sofia ‘‘St. Kliment Ohridsky’’, 5 J. Bouchier Blvd., 1164 Sofia, Bulgaria.
E-mail address: elilkova@phys.uni-sofia.bg (E. Lilkova).
1 Throughout the paper the standard three-letter code for the amino acids is used [2], the superscript denoting the position of the corresponding amino
acid in the primary structure of the protein.
2 JAK—Janus Kinase; STAT—Signal Transducer and Activator of Transcription.
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Fig. 1. Structure of the native hIFN-γ . Chain A is in dark gray tubes, chain B is in light gray tubes, the 12 helices of the protein being labeled correspondingly.
The three mutated amino acids (Lys86LysLys88) in each monomer are depicted in red licorice. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
Two nuclear localization sequences (NLS) in the molecule of hIFN-γ are supposed to be responsible for the transporta-
tion of STAT1 into the nucleus. One of them (the downstream NLS) is located in the unstructured C-terminal part of the
molecule at position 124–132 [8,9] and the other one (the upstreamNLS) covers the region 83–89 (partly coincidingwith the
α-helix E) [10]. Apparently, the NLS regions do not contribute significantly to extracellular high-affinity receptor–cytokine
binding, but are crucial for IFN-γ ’s ability to induce biological response in these cells [11]. In a previous study it was demon-
strated that the removal of the entire (21 amino acids long) C-terminus from the molecule of hIFN-γ leads to only a 10-fold
decrease in its biological activity [12]. Further, the significance of the putative upstreamNLSwas investigated by substituting
a Gln residue for Lys88 in the polybasic Lys86LysLys88 region. The obtained protein demonstrated a 1000-fold lower biological
activity in comparisonwith thewild-type hIFN-γ and behaved as its efficient competitor for the cellular receptor [13]. These
results demonstrated the functional importance of the polybasic NLS Lys86LysLys88 in triggering the signal transduction
pathway.
The etiology ofmany autoinflammatory and autoimmune diseases nowadays is related to over-expression of hIFN-γ [14].
A potential approach for their treatment could be based on the competitive inhibition of the endogenous hIFN-γ by inactive
hIFN-γ analogues, however with preserved affinity to the cellular receptors. In order to block the intracellular cascade of
events induced by hIFN-γ we chose to mutate the polybasic sequence of the putative upstream NLS. According to the X-ray
data [5] and our electrostatic model [15] these amino acids are not involved in the interaction with the receptor. However,
the introduced mutations should not induce considerable conformational changes in the molecule of hIFN-γ in order to
preserve the high-affinity binding to the receptor.
In this paper we present a computational study of 100 hIFN-γ mutants with randomly chosen substitutions of the
polybasic sequence Lys86LysLys88 belonging to the putative upstream NLS of hIFN-γ . The study is based on the hypothesis
that if the mutation does not cause conformational changes and the local secondary structure of the mutated residues
is preserved, the binding ability to the receptor would not be affected. The investigations were performed by means of
molecular dynamics (MD) [16] and metadynamics simulations.
2. Methods and computations
The simulations were done with NAMD 2.7 molecular dynamics simulation package [17]. NAMD is a free, scalable,
parallel, object-orientedmolecular dynamics code designed for high-performance simulation of large biomolecular systems.
The package employs symplectic multiple timestep integration schemes, efficient electrostatics evaluation algorithms,
different temperature and pressure controls and numerous methods for chemical and conformational free energy
calculations. It uses the popular molecular graphics program VMD [18] for simulation setup and trajectory analysis, but
is also file-compatible with AMBER [19], CHARMM [20], X-PLOR [21] and GROMACS [22].
The crystallographic structure of hIFN-γ in complex with its receptor, available online from the RCSB Protein Data
Bank [23] with PDB ID 1FG9 [5] was used as input. The mutants were created with the Mutagenesis Wizard tool of the
molecular visualization and manipulation program PyMOL [24]. The three lysines in the crystal structure of hIFN-γ –
Lys86LysLys88 – are part of α-helix E of the protein. For this reason they were substituted with the respective amino acids of
each mutant in a backbone dependent manner (i.e. residues 86–88 of all mutants are initially in α-helical conformation).
All simulations were performed on the IBM BlueGene/P Supercomputer [25] at the Bulgarian Supercomputing
Center [26]. BlueGene/P has a system-on-a-chip design with four 850 MHz PowerPC 450 processors integrated on each
chip. The chips are connected with multiple interconnection networks including a 3-D torus, a global collective network,
and a global barrier network. BlueGene/P is designed to provide a highly scalable, physically dense system with relatively
low power requirements per flop [25].
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2.1. Molecular dynamics simulations
Molecular dynamics (MD) is a theoretical technique for investigating the behavior of classical N-particle systems which
involves numerical integration of Newton’s equations of motion in small time steps [27,28]. The forces, acting on each
particle, are obtained as the negative derivatives of the potential. The evolution of the system can be simulated in different
thermodynamic ensembles—microcanonical, canonical, isothermal–isobaric, etc. After some transient time, the systemwill
usually reach an equilibrium state and by averaging over an equilibrium trajectory one can extract different macroscopic
properties [27,28].
The native structure of hIFN-γ and 100 randomly chosenmutants were simulated for 10 ns with an integration time step
of 2 fs. The protein was described with the CHARMM22 Force Field [29], combined with the modified TIP3P water model for
the solvent [29]. The size of the simulation boxwas 80×80×80 Å3 with imposed periodic boundary conditions. The systems
were simulated in the canonical ensemble, whereas for maintaining of constant temperature the Langevine thermostat [30]
was used with damping coefficient of 5/ps. Constraints on all bonds were imposed with the SHAKE algorithm [31].3 Van
der Waals interactions were truncated at a cutoff distance of 12 Å with a switching function which starts to smoothly
switch them off at a distance of 10 Å. The Particle Mesh Ewald method [33]4 was applied for calculation of the electrostatic
interactions with a cutoff distance for the direct summation of 12 Å and grid spacing in the reciprocal space of 0.625 Å. The
equilibrated final structures from the MD simulations were used as input structures for metadynamics simulations.
2.2. Metadynamics simulations
Metadynamics [34,35] is an advanced technique for computing free energies and accelerating rare events sampling. The
method requires that a small set of collective variables (CV) be introduced, that are functions of the coordinates of the
particles of the system and provide an adequate description of the initial and the final states of the investigated process. The
standard MD potential is then enhanced by an external history-dependent metadynamics potential, constructed as a sum
of Gaussians that are centered along the trajectory of the CV:
VG (S(x), t) = ω

t′=τG,2τG,...
t′<t
exp

−
d
α=1

Sα(x)− sα

t ′
2
2δs2α

, (1)
where x is the set of coordinates of the particles, Sα(x), α = 1, . . . , d is the set of a small number of collective variables, S(x)
is the CV as a function of the coordinates, sα(t) = Sα (x(t)) is the value of the CV at time t, ω is a normalization coefficient,
δsα is its width, and τG is the frequency, at which the Gaussians are added [34,35]. The external potential VG gradually fills
the local minima in the free energy landscapewhere the system is trapped along the trajectory and allows it to exploremore
efficiently the space, defined by the CV.
The basic assumption of metadynamics is that after a sufficiently long time the external time-dependent potential
provides an estimate of the free energy surface (FES) F(S) as a function of the chosen CV [34,35]:
F(S) = lim
t→∞ VG (S, t) . (2)
The equilibrated by the MD simulations structures of the native and mutated hIFN-γ molecules were used as input
structures for the metadynamics simulations. The backbone torsion angles ϕ and ψ of the amino acid residue on position
86 were chosen as CV. Gaussians were added every 10 time steps. The width of the Gaussians was 6° for both ϕ and ψ , and
the normalization coefficient was 0.1 kcal/mol. Simulation time was 100 ps with a timestep of 1 fs.
2.3. Analysis
The free energy surfaces reconstructed bymetadynamics simulations in the space, defined by the backbone torsion angles
ϕ and ψ of the amino acid in position 86 of all investigated mutants were compared with the reference FES of the native
protein (Fig. 2). The assessment of the stability of the helix comprising residue 86was based on two criteria. The first criterion
was the height of the barrier1F , which separates the α-helical from the extended conformations regions in the free energy
landscape.1F is given by the difference between the free-energy values in the α-helical minimum and of the saddle point,
1F = Fαmin − Fsaddle. (3)
3 SHAKE changes a set of unconstrained coordinates to a set of coordinates subject to a list of distance constraints with respect to certain reference
distances. Thus, the fast vibrational degrees of freedom (which are of no importance for the long-scale development) are effectively decoupled and the
integration time step can be increased from 0.5 to 2 fs, see [31,32].
4 PME method divides the electrostatic energy into Ewald’s standard direct and reciprocal sums. The direct-space interactions are calculated within a
finite cutoff distance, and in reciprocal space a Fourier transform is used to build a ‘‘mesh’’ of charges, interpolated onto a grid, see [33,32].
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Fig. 2. Reference free energy surface in the space of the backbone torsion angles ϕ and ψ of Lys86 of the native hIFN-γ .
The second criterion was the root mean square deviation RMSD (in kcal/mol) of the reconstructed FES of themutant with
respect to the reference FES of the native hIFN-γ in the α-helical region of the plot
RMSD = 1
n
 n
i=1
[F (ϕi, ψi)− Fref (ϕi, ψi)]2, (4)
where F (ϕi, ψi) is the free energy of the mutated system at the point (ϕi, ψi) and Fref (ϕi, ψi) is the reference free energy of
the native hIFN-γ at the same point (ϕi, ψi). The RMSD values vary from 0.10 kcal/mol to 0.30 kcal/mol.
3. Results and discussion
Initially, the local secondary structure of the mutant proteins was analyzed on the basis of the MD-trajectory data
by means of the Ramachandran plot [36] and the Kabsch and Sander DSSP method [37] (see [16]). However, many
conformational changes in proteins involve transitions with higher free energy barriers on long time-scales due to large-
scalemolecular rearrangements. Such processes are still difficult to sample adequately bymeans of standardMD simulations
and require the use of enhanced sampling techniques [38]. Therefore, in order to investigate more adequately the effect of
the mutation on the local structure and to assess its stability, we performed metadynamics simulations of the mutants and
of the native hIFN-γ .
In the wild-type protein, the three amino acids Lys86LysLys88 are part of an α-helix (Fig. 1). Hence, a reasonable choice
of collective variables are the backbone torsion angles of the mutated amino acids (for further information on the different
CV types in NAMD, see [32]). In the metadynamics studies the number of collective variables is usually two to three [34,35].
Various combinations of the six backbone torsion angles of the three substituted amino acids, as well as the α-helix content
and the hydrogen bonds between the atoms were tested to prove the backbone torsion angles ϕ and ψ of the residue on
position 86 as themost adequate to the investigated process choice. Lys86 is the outermost amino acid of helix E in the native
molecule of hIFN-γ . The conformation of the amino acid on its position showed to be sensitive enough to mutations at all
three positions 86, 87 and 88. The reconstructed FES in the space of the angles ϕ and ψ corresponds to the Ramachandran
plot of amino acid 86.
With the results of the MD analysis as input data, a metadynamics simulation of the native structure of hIFN-γ was
performed in order to evaluate the stability of the local secondary structure of amino acids 86–88 of the wild-type protein.
The reconstructed reference FES is presented on Fig. 2. As seen, there is a very deep well in the α-helical region of the
Ramachandran plot of Lys86 (ϕ ∈ [−180°, 0°] , ψ ∈ [−120°, 30°]). The free energy minimum of the native structure is
at ϕminref = −63°, ψminref = −45°. The areas, corresponding to α-helical and extended conformations, are separated by a
relatively high free-energy barrier of 1Fref = 16.3 ± 1.0 kcal/mol. Such a barrier is very unlikely to be crossed due to the
thermal motion that explains the stability of the α-helix comprising residues 86–88 in the molecule of the native hIFN-γ .
The free energy barrier1F , Eq. (3), is a measure of the transition probability from an α-helical to extended (in this case—
unfolded) conformation state and is therefore a measure of the stability of the local α-helix. For this reason, the cutoff for
the free energy barrier was chosen to be 13.5 kcal/mol, in order to select only mutants, which are at least as stable as the
native protein (1Fref = 16.3 kcal/mol), with a tolerance of about 3 kcal/mol to account for the thermal motion of the atoms,
1Fselection > 13.5 kcal/mol. (5)
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Fig. 3. Free energy surface in the space of the backbone torsion angles ϕ and ψ of 86th amino acid of the hIFN-γ derivative with the best parameters.
His86ProLeu88 are substituted for Lys86LysLys88 ,1F = 24.3 kcal/mol, RMSD= 0.105 kcal/mol.
Table 1
Derivatives with preserved local secondary structure of the mutated residues and α-helix stability with
respect to the native structure of hIFN-γ , according to selection criteria Eqs. (5) and (6).
aa 86 aa 87 aa 88 1F (kcal/mol) RMSD (kcal/mol)
Pro Leu Ser 13.0 0.134
Leu Pro Phe 24.4 0.120
Ser Ser Leu 20.1 0.154
His Pro Leu 24.3 0.105
Phe Thr Arg 21.1 0.139
Arg Pro Ser 18.1 0.155
Phe Leu Val 23.7 0.139
Val Leu Leu >20 0.122
Pro Pro Ser 17.6 0.156
Val Ser Pro 14.8 0.150
Ser Phe Cys >20 0.142
His Gln Arg >20 0.137
The cutoff value for the second selection parameter, Eq. (4), was chosen to be 0.155 kcal/mol, in order to select only
mutants, which have FES with a well-defined free energy well in the α-helical region of the profile, as the reference FES,
RMSDselection < 0.155 kcal/mol. (6)
This ensures that residue 86 will be able to adopt α-helical conformation.
The hIFN-γ analogues that fulfill the above selection criteria are presented in Table 1. For nine of the selected structures
the saddle point was reached within the simulation time. For the rest, only a lower limit for the corresponding 1F values
could be estimated. However, these proteins were still included in the selection because they comply with the selection
criteria, Eqs. (5) and (6). The reconstructed FES in the space of the backbone torsion angles of the 86th residue of the hIFN-γ
mutated form with the best parameters is presented on Fig. 3. In this case the free energy barrier separating the α-helical
and the extended conformations region is 24.3 kcal/mol, which is even higher than in the native structure, and the RMSD
amounts to 0.105 kcal/mol. The selected hIFN-γ derivatives were suggested for experimental investigation. The comparison
of the experimental data and the model predictions will provide validation of our selection criteria and/or their possible
optimization.
4. Conclusions
In this paper we present a computational study of one hundred mutated forms of hIFN-γ with random substitutions of
amino acids Lys86LysLys88. The free energy landscapes of the proteins in the space of the Ramachandran angles of residue
86 are reconstructed, analyzed and subjected to criteria allowing to assess the stability of the local secondary structure of
helix E. As a result, 12 out of 100 mutants are found to comply with our selection criteria and are suggested for further
experimental investigations. Thus, our results greatly reduce the volume and resources needed for the experimental studies
along the lines of our working hypothesis. On the other hand, this number is still large enough to grant chances for its
successful realization.
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