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We consider the class of caterpillars with four terminal vertices.
Here we prove that every of such caterpillar whose internal path
differs in length from both 1 and 3 is uniquely determined by its
Laplacian spectrum. Next we take into consideration the remain-
ing two possibilities for the internal path. In the ﬁrst situation we
prove that there is exactly one caterpillar which is not determined
by its Laplacian spectrum, while we ﬁnd an inﬁnite family of such
caterpillars in the second. Finally, some observations are given.
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1. Introduction
Let G be a simple graph on n vertices, and adjacencymatrix A(= AG). The characteristic polynomial
PG(x) = det(xI − A) of A is called the characteristic polynomial of G. The matrix L = D − A, where
D is the diagonal matrix of vertex-degrees (in G) is called Laplacian matrix of G. The characteristic
polynomial of the matrix L we denote by
LG(x) = det(xI − L) = ln(G)xn + ln−1(G)xn−1 + · · · + l1(G)x + l0(G).
The eigenvalues and the spectrum of A (resp. L) (which consists of n eigenvalues) are also called
the eigenvalues (resp. Laplacian eigenvalues; brieﬂy L-eigenvalues) and the spectrum (resp. Laplacian
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spectrum; brieﬂy L-spectrum) ofG. Since thementionedmatrices are real andsymmetric, their eigenval-
uesare real. Thus, the spectrumandtheLaplacianspectrumweshall denotebyλ1(G), λ2(G), . . . , λn(G)
and μ1(G),μ2(G), . . . ,μn(G), respectively. In the sequel we shall usually suppress G in our nota-
tion; in addition, we assume that λi  λi+1,μi μi+1, i = 1, 2, . . . , n − 1. In particular, the largest
eigenvalues in these spectra will be called the index and the L-index, respectively.
We say that two graphs are cospectral (resp. L-cospectral) if their spectra (resp. L-spectra) coincide.
On the other hand,we say that a graph is determined by its spectrum (resp. L-spectrum) if it is a unique
graph having this spectrum (resp. L-spectrum).
The problemof determining the graphs by spectralmeans is one of the oldest problems in thewhole
spectral graph theory. An intriguing question is which of graph spectra is the best choice (in the sense
that it produces less collections of cospectral graphs, i.e. non-isomorphic graphs but with the same
spectrum). This problem is revisited recently in the survey [3]. The authors of [7] proved that every
starlike tree is determined by its Laplacian spectrum, while some forests whose L-index is less than or
equal to the L-index of T-shape tree denoted by T3,3 (see notation in the next section if necessary) are
considered in [8]. With exception of one simple family (so-called, double-snake trees; see again [8]),
every tree considered in these papers has at most one vertex of degree greater than two. The problem
turns to be much more complex (to be solved with present tools) if we try to increase the number of
such vertices even if the graphs considered have very simple structure. Possibly, the next natural step
are the trees with two vertices of degree 3 and here we consider some of these graphs.
If v0, v1, . . . , vk is a path in G such that deg(v0), deg(vk) 3 (where v0 and vk are not necessarily
different) and deg(v1) = · · · = deg(vk−1) = 2, then it is called an internal path of G. The caterpillar is
a tree in which the removal of all terminal vertices (i.e. those of degree 1) gives a path.
Here we consider the caterpillars with four terminal vertices. Clearly, every of such caterpillar has
exactly one internal path (whose length can be equal to zero, as well).
In Section 2 we give some basic results and ﬁx some notation. The results concerning all the
caterpillars described whose internal path differs in length from both 1 and 3 are given in Section
3 – we prove that any of such caterpillar is uniquely determined by its L-spectrum. The remaining
two situations are considered in Section 4 – there we classify the considered caterpillars into those
which are determined, or not determined, by their Laplacian spectrum. The main result of this paper
is formulated in Section 5; it is followed by some concluding remarks.
Some computational results are obtained by using the expert system newGRAPH (see [9]).
2. Preliminaries
In this section we mention some results from the literature (in order to make the paper more
self-contained), prove some basic results, and also ﬁx some notation.
By n(= n(G)) andm(= m(G)) we denote the number of vertices and edges of G, respectively. It is
well known (see [1]) that the number of vertices and edges in some graph is determined by each of
two spectra mentioned in the previous section.
The largest eigenvalue in each of two spectra mentioned is a simple eigenvalue whenever the
corresponding graph is connected (and bipartite for L-spectrum). Since L-matrices are positive semi-
deﬁnite, then L-spectra consist of non-negative values. Recall, the least eigenvalue of the Laplacian of
a graph is a simple eigenvalue equal to 0 if and only if the graph is connected (see, for example, [5]). In
particular, the number of components (in G) is determined by its L-spectrum. In addition, the number
of spanning forests of a graph is uniquely determined by its L-spectrum (see [1, Theorem 1.4]).
The following ﬁve results will be used in the sequel. The ﬁrst two are the variants of the Interlacing
Theorem, the next two are due to Schwenk and Hoffman, respectively, while the last is the special case
of a general result introduced by Dedo.
T1 (see [1, Theorem 0.10]) Let G be a graph whose eigenvalues are λ1  λ2  · · · λn, and let
λ′1  λ′2  · · · λ′n−k be the eigenvalues of its induced subgraph G′ on n − k vertices. Then
λi  λ′i  λi+k , for i = 1, 2, . . . , n − k. In addition, λ1 > λ′1 if G is connected graph.
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Fig. 1. The treeM
k,l
a,b,c .
T2 (cf. [5, Theorem 13.6.2]) Let G be a graphwhose L-eigenvalues areμ1 μ2  · · ·μn, and let G′
be a graph obtained by removing of k(k < n) edges from G. The eigenvaluesμ′1 μ′2  · · ·μ′n
of G′ satisfy μi μ′i μi+k , for i = 1, 2, . . . , n − k. In particular, μ1 > μ′1 if G is a connected
bipartite graph.
T3 (see [1, p. 78]) For a given graph G, let C(v) denote the set of all cycles containing a vertex v of
G. Then
PG(x) = xPG−v(x) −
∑
w∼v
PG−v−w(x) − 2
∑
C∈C(v)
PG−V(C)(x),
where w ∼ v denotes that w is a vertex adjacent to v, while G − V(C) is the graph obtained
from G by removing all vertices belonging to the cycle C (note also that PH(x) = 1 if H is an
empty graph).
T4 (cf. [6]) Let H be the graph obtained from an arbitrary graph G by attaching a hanging path of
an arbitrary length at any vertex v (of G) of the degree at least two. When the length of the
path attached tends to inﬁnity then the index of H increases and tends to the largest root of the
equation
f (x) =
(
x + √x2 − 4
2
)
PG(x) − PG−v(x) = 0,
whenever the index of H is greater than 2.
T5 (compare [4] or [2]) Let T denote the set of all possible pairs of trees T1 and T2 obtained from a
tree T (having n vertices) by removing its arbitrary edge and let |T1| and |T2| be the orders of T1
and T2, respectively. Then l2(T) = ∑T (−1)n|T1||T2|.2
Now we ﬁx some notation. An arbitrary path on k vertices will be denoted by Pk . An arbitrary tree
having the form as in Fig. 1 will be denoted by M
k,l
a,b,c , where a, b, c, k and l denote the lengths of the
corresponding paths. If k = l = 1, the corresponding tree (i.e. caterpillar) will be denoted by Ma,b,c ,
while if l = 0, the corresponding tree (so-called T-shape tree) will be denoted by Ta,b+c,k . Finally, the
T-shape tree in which k = 1 holds, will be denoted by Ta,b+c .
LetG = Ma,b,c denote a caterpillar with four terminal vertices (hence, a, c > 0), and letG′(G′ /= G)
be the graph (if any) such that G and G′ are L-cospectral. Clearly, n = a + b + c + 3. Having in mind
that the number of components, vertices and edges are determined by Laplacian spectrum,we get that
G′ is a tree of the same order as G.
Through the rest of the paper G and G′ will be as deﬁned above.
Let μ1(G) > μ2(G)μ3(G) · · ·μn−1(G) > μn(G) = 0 and μ1(G′) > μ2(G′)μ3(G′) · · ·
μn−1(G′) > μn(G′) = 0 be the L-eigenvalues of G and G′, respectively. Then, if G and G′ are L-
cospectral, the equalities μi(G) = μi(G′), (i = 1, 2, . . . , n − 1) must hold. Several statements in the
following sections will be based on disproving of (some of) these equalities.
Finally, we prove some basic results. In order to give them in a general form, we give the following
deﬁnition (while the signless Laplacian spectrum will be considered in Section 5 only). Let R(= RG)
be the n × m vertex–edge incidence matrix of G. The matrix RRT = AG + D is usually known as the
signless Laplacian matrix (of G) and it is denoted by Q . It is known (see [2]) that the spectra of Laplacian
and signless Laplacian matrix coincide whenever the corresponding graph is bipartite.
2 |l2(T)| coincides with Wiener index (see [10]) of a tree.
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The subdivision graph S(G) of a graph G is the graph obtained by inserting a new vertex onto every
edge of G. The proof of the following theorem is implicitly contained in the proof of Theorem 2.17 of
[1].
Theorem 2.1. Let G be a graphwith n vertices andm edges, and let QG denote the characteristic polynomial
of its signless Laplacian, then PS(G)(x) = xm−nQG(x2).
Proof. Since each inserted vertex can be identiﬁed with the corresponding edge, we get that the
subdivision graph is a bipartite graph whose adjacency matrix is of the form(
Om R
T
R On
)
,
where R is the vertex–edge incidence matrix of S(G). Thus, we get:
PS(G)(x) =
∣∣∣∣xIm −RT−R xIn
∣∣∣∣ = xm
∣∣∣∣xIn − R Im
x
RT
∣∣∣∣ = xm−n ∣∣∣x2In − RRT ∣∣∣ = xm−nQG(x2).
The proof is complete. 
The next corollary is an immediate consequence of the previous theorem.
Corollary 2.1. The graphs G and G′ are cospectral in the sense of signless Laplacian spectrum if and only if
the graphs S(G) and S(G′) are cospectral. In addition, if G and G′ are bipartite then they are L-cospectral if
and only if S(G) and S(G′) are cospectral.
Corollary 2.2. Let Ge be the graph obtained from G by introducing a new vertex on the edge e of G and let
κ1(G)denote the signless Laplacian index of G. If e is an edge on an internal path of G, thenκ1(Ge) < κ1(G).
In addition, if G and Ge are bipartite we have μ1(Ge) < μ1(G).
Proof. If e is an edge on an internal path of G, then λ1(S(Ge)) < λ1(S(G)) holds whenever S(G)
is different from the double-snake tree M1,b,1 (see [1, p. 79]). Since the double-snake tree is not a
subdivision graph, the proof follows from Theorem 2.1. 
3. On caterpillars with four terminal vertices which are determined by their Laplacian spectrum
First, if the internal path of G has the length equal to zero, G reduces to a starlike tree which is
determined by its L-spectrum (see [7]). Therefore, we can assume that b > 0. The remaining situations
will be considered in the subsequent statements.
We shall need the following formula. The characteristic polynomial of a path Pk can be expressed
as PPk(x) = sin((k+1) arccos
x
2
)
sin(arccos x
2
)
(compare [1, p. 73]). If we put x = 2 cos θ and t1/2 = eiθ , we get
PPk
(
t
1
2 + t− 12
)
= t
− k
2
(
tk+1 − 1
)
t − 1 . (1)
The next lemma will play an important role in the sequel.
Lemma 3.1. The inequality λ1(Ta,a,2) > λ1(Ta−1,b,2) holds for any b 0, whenever a > 2.
Proof. Through the rest of the proof the tree Ta−1,b,2, where b → ∞, will be denoted by Ta−1,∞,2. By
using T4, the index of Ta−1,∞,2 is equal to the largest root of the equation(
x + √x2 − 4
2
)
PPa+2(x) − PP2(x)PPa−1 = 0.
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By using (1) and the identities x = t 12 + t− 12 and x+
√
x2−4
2
= √t, we rewrite the previous equation
in the following form:
t− a+12
(
ta+3 − 1
)
t − 1 −
t− a−22 (ta − 1)
(
t3 − 1
)
(t − 1)2 = 0.
After simplifying, we get
t− a+12
(
t2(t + 1) + ta (t(t(t − 1) − 1) − 1)
)
t − 1 = 0. (2)
Similarly, by applying T3 with respect to the unique internal vertex of the shortest ray of Ta,a,2, we
compute its characteristic polynomial:
PTa,a,2
(
t
1
2 + t− 12
)
= ((t + 1)
2 − t)t− 2a+32
(
t2a+2 − 1
)
t − 1 −
(t + 1)t− 2a+12
(
ta+1 − 1
)2
(t − 1)2 .
After simplifying, we get
PTa,a,2
(
t
1
2 + t− 12
)
= t
− 2a+3
2 (ta+1 − 1)
(
t
(
((t(t − 1) − 1) t − 1) ta + t2 + t + 1
)
− 1
)
(t − 1)2 . (3)
Now, since a > 2, by using T1, we get λ1(Ta,a,2) > 2 and λ1(Ta−1,∞,2) > 2. In addition, if λ 2
then the corresponding t (satisfying t
1
2 + t− 12 = λ) is real. On the other hand, t 12 + t− 12 is a strictly
increasing function in t  1. Therefore, we get λ1(Ta,a,2) = Δ 12 + Δ− 12 and λ1(Ta−1,∞,2) = Λ 12 +
Λ− 12 , where Δ and Λ are the largest roots of (2) and (3), respectively. Thus, λ1(Ta,a,2) > λ1(Ta−1,∞,2)
if and only if Δ > Λ.
Obviously, Λ is the largest root of the equation
(
t2(t + 1) + ta(t(t(t − 1) − 1) − 1)
)
= 0 (see
(2)). Thus, Λ satisﬁes
Λa = Λ
2(Λ + 1)
((Λ(Λ − 1) − 1) − 1) . (4)
Similarly, Δ is the largest root of the polynomial P(t) = (t(((t(t − 1) − 1)t − 1)ta + t2 + t + 1) −
1) (see (3)). If we put t = Λ, using (4), we get P(Λ) = −Λ4 + Λ2 + Λ − 1. Since limt→∞ P(t) = ∞
and P(Λ) < 0 for any Λ > 1, there is at least one root of P(t) which is strictly greater than Λ. Since
Δ is the largest root of P(t), we get Δ > Λ, and therefore λ1(Ta,a,2) > λ1(Ta−1,∞,2). By applying T1,
we get λ1(Ta,a,2) > λ1(Ta−1,b,2), for any b 0.
The proof is complete. 
Remark 3.1. The inequality from the previous lemma holds for a = 2 (resp. a = 1) only if b 4 (resp.
b 3). For b = 5 (resp. b = 4) the equality holds.
Corollary 3.1. There are exactly two pairs of non-isomorphic trees having the form Ta,b,2(a, b 0) whose
indices are equal: (1) T2,2,2 and T1,5,2(= T2,5) and (2) T1,1,2(= T1,2) and T0,4,2(= P7).
Proof. With no loss of generality, we can assume that a′  a b and a′  b′. Both pairs we get from the
previous remark by taking a = 2 and a = 1.
Leta > 2.Assumeﬁrst thata = a′. Then, byT1,λ1(Ta,b,2) = λ1(Ta,b′ ,2) if andonly ifb = b′. Ifa > a′,
then by T1 and Lemma 3.1, we get λ1(Ta,b,2) λ1(Ta,a,2) > λ1(Ta′ ,b′ ,2) for any b 0. This completes the
proof. 
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Theorem 3.1. There are no two non-isomorphic caterpillars both having three terminal vertices, whose
L-indices are equal. In addition, the inequalityμ1(Ta−1,b) < μ1(Ta,a)holds for any b 0,whenever a > 1.
Proof. Assume to the contrary and let Ta,b and Ta′ ,b′ be non-isomorphic caterpillarswith three terminal
vertices such thatμ1(Ta,b) = μ1(Ta′ ,b′)holds.Due toTheorem2.1,wehaveλ1(T2a,2b,2) = λ1(T2a′ ,2b′ ,2).
By the previous corollary, the only integral solution (up to isomorphism) is a = b = 1, a′ = 0, b′ = 2.
But then Ta′ ,b′ is a path (having two terminal vertices). A contradiction!
The inequality μ1(Ta−1,b) < μ1(Ta,a) holds by Theorem 2.1 and Lemma 3.1.
The proof is complete. 
Nowwe consider the structure of G′. Note that the line graph, L(H), is the graph whose vertices are
in one-to-one correspondence with edges of H, and two vertices in L(H) are adjacent if and only if the
corresponding edges in H are adjacent.
Theorem 3.2. G′ contains exactly two vertices of degree 3, four vertices of degree 1 and n − 6 vertices of
degree 2.
Proof. It is known that two bipartite graphs are L-cospectral if and only if their line graphs are cospec-
tral (see [2]). On the other hand, the length of the shortest odd cycle and the number of such cycles of
an arbitrary graph are determined by its spectrum (see [1, Theorem 3.10]). Since L(G) has two cycles
of the length 3, the same must hold for L(G′). Since G′ is a tree, this is possible only if G′ contains two
vertices of degree 3 (and none vertex of degree greater than 3). Then, exactly four vertices must have
degree 1, while the remaining vertices have degree 2.
The proof is complete. 
Regarding the previous theorem we can assume that G′ = Mk′ ,l′
a′ ,b′ ,c′(a
′, b′, c′, k′, l′ > 0) (recall, G =
Ma,b,c , (a, b, c > 0)). First we single out one possible situation.
Theorem 3.3. G′ /= Ma′ ,b,c′ .
Proof. Assume to the contrary and let G = Ma,b,c and G′ = Ma′ ,b,c′ be non-isomorphic L-cospectral
graphs. The equality l2(G) = l2(G′) must hold. Using T5, we compute
l2(G) =
n−1∑
i=1
i(n − i) + 2(n − 1) − (a + 1)(n − (a + 1)) − (c + 1)(n − (c + 1))
=
(
n + 1
3
)
+ 2(n − 1) − (a + 1)(n − (a + 1)) − (c + 1)(n − (c + 1)). (5)
Similarly, l2(G
′) =
(
n + 1
3
)
+ 2(n − 1) − (a′ + 1)(n − (a′ + 1)) − (c′ + 1)(n − (c′ + 1)).Therefore,
the equality
(a + 1)(n − (a + 1)) + (c + 1)(n − (c + 1)) = (a′ + 1)(n − (a′ + 1)) + (c′ + 1)(n − (c′ + 1))
must hold. In other words, we have
(a + c − a′ − c′)n + (a′ + 1)2 − (a + 1)2 + (c′ + 1)2 − (c + 1)2 = 0.
Or, equivalently
(a + c − a′ − c′)n + (a′ − a)(a′ + a + 2) + (c′ − c)(c′ + c + 2) = 0. (6)
By putting c = n − a − b − 3 and c′ = n − a′ − b − 3 into (6), we get (a′ − a)(a′ + a + b + 3 −
n) = 0, i.e. (a′ − a)(a′ − c) = 0. Therefore, either a′ = awhich implies c′ = c or a′ = cwhich implies
c′ = a. In both situations we get G = G′. A contradiction!
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The proof is complete. 
Now, we prove the following theorem.
Theorem 3.4. Two non-isomorphic caterpillars Ma,b,c and Ma′ ,b′ ,c′ are not L-cospectral.
Proof. Let G = Ma,b,c and G′ = Ma′ ,b′ ,c′ . By the previous theorem, we have b /= b′. With no loss of
generality, we can assume that a c, a′  c′ and a a′.
Assumeﬁrst that c  c′. Clearlyb > b′musthold, andthenat leastoneof the inequalitiesa a′, c  c′
must be strict. Therefore, we get μ1(G) < μ1(Ma,b′ ,c) < μ1(Ma′ ,b′ ,c′) = μ1(G′) (these inequalities
hold by Corollary 2.2 and T2, respectively). Thus, G and G′ are not L-cospectral.
Assumenowthat c′  c. Theequalitya = a′ yieldsb < b′, and thus c′ < c. As above,wegetμ1(G) >
μ1(Ma′ ,b′ ,c) > μ1(Ma′ ,b′ ,c′) = μ1(G), and we are done. Therefore, a < a′ must hold.
Hence, we additionally have the inequalities c′  c and a < a′. Now we distinguish two cases:
Case 1: b < b′. We get c′ < c (since a < a′).
Assume thata <
⌊
b′−1
2
⌋
. ThedisconnectedgraphTa,b−1 ∪ Pc+2 (where∪ stands for adisjointunion
of two graphs) is an edge-deleted subgraph of G, while the disconnected graph T
a′ ,
⌊
b′−1
2
⌋ ∪ T	 b′−1
2

,c′
is an edge-deleted subgraph of G′. By applying T2 and Theorem 3.1, we get the following chain of the
inequalities:
μ2(G)μ1(Ta,b−1 ∪ Pc+2) < μ1
(
T
a′ ,
⌊
b′−1
2
⌋) = μ2
(
T
a′ ,
⌊
b′−1
2
⌋ ∪ T⌈ b′−1
2
⌉
,c′
)
μ2(G′).
Therefore, G and G′ are not L-cospectral.
Assume now that a
⌊
b′−1
2
⌋
. Again, by using the appropriate edge-deleted subgraphs of G and G′
we get:
μ2(G) μ1
(
T
a,
⌈
b−1
2
⌉ ∪ T⌊ b−1
2
⌋
,c
)
< μ1
(
T⌊ b′−1
2
⌋
,c′
)
= μ2
(
T
a′ ,
⌈
b′−1
2
⌉ ∪ T⌊ b′−1
2
⌋
,c′
)
μ2(G′).
(Note that the inequalityμ1
(
T
a,
⌈
b−1
2
⌉) < μ1
(
T⌊ b′−1
2
⌋
,c′
)
holds even if
⌈
b−1
2
⌉
=
⌊
b′−1
2
⌋
since a < c′.)
So, we are done again.
Case2:b > b′. LetG andG′ beL-cospectral, then l2(G) = l2(G′)yields that theequality (6)musthold.
By using the equalities c = n − a − b − 3 and c′ = n − a′ − b′ − 3,we get c′ − c = a − a′ + b − b′.
Then, the equality (6) becomes
n(b′ − b) + (a′ − a)(a′ + a + 2) + (a − a′ + b − b′)(c′ + c + 2) = 0,
i.e.
(b′ − b)(n − c′ − c − 2) + (a′ − a)(a′ + a − c′ − c) = 0.
First, based on the inequalities a′ − a > 0, a′ + a − c′ − c < 0 and b′ − b < 0, we get that n − c′ −
c − 2 < 0must hold. On the other hand, we obviously have n − 2 > a′ + a. Thus, |n − c′ − c − 2| <
|a′ + a − c′ − c| holds. But then |(b′ − b)| > |(a′ − a)|must hold, i.e. b − b′ > a′ − awhich implies
c′ > c. A contradiction!
The proof is complete. 
In the light of the previous theorem, we can say that G′ has the formMk
′ ,l′
a′ ,b′ ,c′ , where a
′, k′ > 1 and
b′, c′, l′ > 0 hold. In other words, G′ has the form as in Fig. 1, but it is not a caterpillar.
Now, we compute some limit points.
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Lemma 3.2. (i) limi→∞ μ1(Mi,4,i) < 4.4345,
(ii) limi→∞ μ1(Mi,2,i) < 4.5501,
(iii) 4.4463 < limi→∞ μ1(M2,12,i,1),
(iv) limi→∞ μ1(M2,1i,3,i) < 4.5274.
Proof. (i) Let H = M2,2j,8,j , where j = 2i. By Theorem 2.1, we have that μ1(Mi,4,i) = λ1(H)2 holds. By
applying T3 with respect to the central vertex of the internal path of H, we get
PH(x) = PTj,3,2(x)(xPTj,3,2(x) − 2PTj,2,2(x)).
Since Tj,3,2 is a proper induced subgraph ofH, we getλ1(Tj,3,2) < λ1(H). Therefore,λ1(H) is the largest
root of the equation
xPTj,3,2(x) − 2PTj,2,2(x) = 0. (7)
Again by T3, we get PTj,3,2(x) = PP2(x)PPk+4(x) − xPP3(x)PPk(x) and PTj,2,2(x) = PP2(x)(PPk+3(x) −
xPPk(x)). After putting x = t
1
2 + t− 12 and applying the formula (1), Eq. (7) becomes
t−
j+7
2
(
t6 + t5 + t3 + t2 + t − 1 + tj+2
(
t(t2(t(t(t − 1) − 1) − 1) − 1) − 1
))
t − 1 = 0.
As in the proof of Lemma 3.1, we get λ1(H) = Λ 12 + Λ− 12 , where Λ is the largest root of the
previous equation, i.e. the largest root of(
t6 + t5 + t3 + t2 + t − 1 + tj+2
(
t(t2(t(t(t − 1) − 1) − 1) − 1) − 1
))
= 0.
If we take j → ∞, we get tj+2 → ∞ (recall, t > 1). Hence, Λ must be a root of(
t(t2(t(t(t − 1) − 1) − 1) − 1) − 1
)
= 0.
We compute Λ ≈ 1.911183. Thus, limi→∞ μ1(Mi,4,i) = limj→∞ λ1(M2,2j,8,j)2 = (Λ
1
2 + Λ− 12 )2 ≈
4.43442 < 4.4345.
The inequalities (ii)–(iv) are obtained in the similar way.
The proof is complete. 
Finally, we arrive to the main result in this section.
Theorem 3.5. AnycaterpillarG = Ma,b,c(a, b, c > 0) satisfyingb /∈ {1, 3} is determinedby its L-spectrum.
Proof. Let G′ = Mk′ ,l′
a′ ,b′ ,c′ , (a
′, b′, c′, k′, l′ > 0). In addition, since G′ cannot be a caterpillar (by Theorem
3.4), with no loss of generality, we can assume that a′, k′  2.
Let b 4. By Corollary 2.2 and by Lemma 3.2(i) and (iii), we have μ1(G)μ1(Ma,4,c) < 4.4463 <
μ1(M
2,1
2,b′ ,1)μ1(G
′). So, G and G′ are not L-cospectral.
Let b = 2. Now we distinguish four cases depending on b′:
Case 1: b′ = 1. By Lemma 3.2(ii), we get μ1(G) < μ1
(
M
2,1
2,1,1
)
(≈ 4.6935)μ1(G′), and we are
done.
Case 2: b′ = 2. As in the previous case, we get μ1(G) < μ1
(
M
2,1
3,2,1
)
≈ 4.5566. Thus, a′ cannot be
greater than 2. If a′ = 2, we getμ1(G) < μ1
(
M
2,1
2,2,2
)
≈ 4.5767. The remaining possibility G′ = M2,12,2,1
yields that G has 8 edges, i.e. G = Ma,2,c where a + c = 4. By direct computation, we get μ1(G) /=
μ1(G
′) for any possible choice of parameters a and c, and we are done.
Case 3: b′ = 3. Since Pa+2 ∪ T1,c is an edge-deleted subgraph of G, we get
μ2(G)μ1(Pa+2 ∪ T1,c) < 2.2785. (8)
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On the other hand, for c′, l′  2, since Ta′ ,k′ ∪ Tc′ ,l′ is an edge-deleted subgraph of G′, we get
μ2(G
′)μ2(Ta′ ,k′ ∪ Tc′ ,l′)μ2(T2,2) ≈ 4.3028.
Hence,μ2(G) /= μ2(G′). Therefore, at least one of parameters c′, l′ must be equal to 1. Say, l′ = 1.We
getμ1(M2,2,3)(≈ 4.5334) > μ1(G′) (see Lemma 3.2(iv)), and thereforeGmust have less than 8 edges.
On the other hand, G′ has more than 9 edges (since b′ = 3, a′, k′ > 1, c′, l′ > 0), and we are done.
Case 4: b′  4. We get
μ2(G
′)μ2(Ta′ ,k′ ∪ Tc′ ,l′)μ2(Tb′−2,c′ ,l′)μ2(T2,2) ≈ 4.3028.
Having in mind (8) we get μ2(G) /= μ2(G′).
The proof is complete. 
The next theorem is a consequence of the research presented in [8] and here.
Theorem 3.6. Any tree whose L-index is less than or equal to μ1(T3,3) is determined by its L-spectrum.
Proof. Let T denote a tree of ordern such thatμ1(T)μ1(T3,3)(≈ 4.3623). Sinceμ1(T3,3) < μ1(K1,4)
= 5,weget that eachvertexofT hasdegree less than4. Further, sinceμ1(T3,3) < μ1(T2,2,2) = 3 +
√
2,
we get that T is a caterpillar. It is easy to check that either T is a caterpillar with k(2 k 4) terminal
vertices orμ1(T) > μ1(T3,3). Anypath or a caterpillarwith three terminal vertices is determinedby its
L-spectrum (see [8] or [7]). On the other hand, sinceμ1(T3,3) < μ1(M2,3,1) andμ1(T3,3) < μ1(M1,2,1),
by using Corollary 2.2, we get that T is either a caterpillar whose internal path has the length greater
than 3 or, eventually, T = M1,3,1. But, we get T /= M1,3,1 since every double-snake tree is determined
by its L-spectrum (compare [8]), while the remainder of the proof follows from Theorem 3.5.
The proof is complete. 
In the next section we complete our research.
4. The remaining possibilities
Nowwe take into the consideration the cases b = 1 and b = 3. The following lemma is very similar
to Lemma 3.2 and each of its inequalities can be obtained in the similar way as in the proof of Lemma
3.2.
Lemma 4.1. (i) 4.7101 < limi→∞ μ1(Mi,1,i) < 4.7102,
(ii) limi→∞ μ1(M2,1,i) < 4.6983,
(iii) limi→∞ μ1(Mi,3,i) < 4.4747,
(iv) limi→∞ μ1(Mi,1i,2,1) < 4.5779,
(v) 4.4877 < limi→∞ μ1(M3,13,i,1).
Now, we consider the case b = 1.
Theorem 4.1. M3,1,4 is the only caterpillar of the form G = Ma,1,c(a, c > 0) which is not determined by
its L-spectrum.
Proof. First, since Pa+2 ∪ Pc+2 is an edge-deleted subgraph of G, by applying T2, we get
μ2(G)μ1(Pa+2 ∪ Pc+2) < 4.
Now, we distinguish three cases depending on b′:
Case 1: b′  3. Since T2,2,b′−2 ∪ K1,3 is an edge-deleted subgraph of G′, we get
μ2(G
′)μ2(T2,2,b′−2 ∪ K1,3) = μ1(K1,3) = 4 > μ2(G).
Hence, G and G′ are not L-cospectral.
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Fig. 2. The L-cospectral graphsM3,1,4 andM
2,1
5,1,1.
Case 2: b′ = 2. If c′ = l′ = 1, byusing Lemma4.1(iv),wegetμ1(G′) < μ1(M1,1,2) ≈ 4.6286. There-
fore, the only possibility for G isM1,1,1, but then G has 5 edges, while G
′ has more than 7 edges (since,
b′ = 2 and a, k > 1). Thus, at least one of parameters c′, l′ is greater than 1. Say, c′ > 1. But then
μ2(G
′)μ2(M2,12,2,2)(≈ 4.0305) > μ2(G),
and again, G and G′ are not L-cospectral.
Case 3: b′ = 1. Since μ1(G) < μ1(M2,12,1,2) ≈ 4.7421 (see Lemma 4.1(i)), we get c′ = l′ = 1. Simi-
larly, since μ1(G) < μ1
(
M
3,1
3,1,1
)
≈ 4.7159, we get that at least one of parameters a′, k′ is equal to 2.
Say, k′ = 2. Therefore, a′ is the only free parameter in the representation of G′.
Ifa = 2, byusingLemma4.1(ii),wegetμ1(G) < μ1
(
M
2,1
3,1,1
)
≈ 4.7070. Therefore theonlypossibil-
ity isa′ = 2, i.e.G′ = M2,12,1,1. SinceG andG′ haveequal orders,wegetG = M2,1,2. Bydirect computation,
we check thatM2,1,2 andM
2,1
2,1,1 are not L-cospectral. Therefore,we can assume that a > 2 and, similarly,
c > 2.
If a + c  8, by using Lemma 4.1(i), we get μ1(G) > μ1(G′). If a + c < 8, then we have two pos-
sibilities for G: M3,1,3 and M3,1,4, while the corresponding candidates for G
′ are M2,14,1,1 and M
2,1
5,1,1,
respectively.We check thatM3,1,3 andM
2,1
4,1,1 are not L-cospectral. Finally, we get that the characteristic
polynomials of Laplacian of graphsM3,1,4 andM
2,1
5,1,1 are both equal to x
11 − 2x10 + 169x9 − 788x8 +
2222x7 − 3908x6 + 4271x5 − 2804x4 + 1028x3 − 182x2 + 11x. Thus, these graphs are L-cospectral.
The proof is complete. 
Remark 4.1. The graphs M3,1,4 and M
2,1
5,1,1 are depicted in Fig. 2. Their common L-spectrum is{4.7074, 3.6886, 3.2751, 2.7678, 2.0870, 1.4085, 1, 0.6225, 0.3258, 0.1172, 0}. Due to Corollary 2.1, we
have that graphsM
2,2
6,2,8 andM
4,2
10,2,2 are cospectral.
The case b = 3 is more difﬁcult and it will be considered in several steps. First, by using Lemma
4.1, we eliminate some possibilities for the parameters of G′.
Lemma 4.2. The following statements
(i) b′ cannot be equal to 1, 2 or 3,
(ii) if b′  4, then both c′ and l′ cannot be greater than 1,
(iii) if a 2, b′  4 and c′ = l′ = 1, then k′ cannot be greater than 2,
hold.
Proof. (i) Letb′ ∈ {1, 2, 3}. Due toCorollary 2.2 andT2,wehaveμ1(G′) = μ1(Mk′ ,l′a′ ,b′ ,c′)μ1(Mk
′ ,l′
a′ ,3,c′)
μ1(M
2,1
2,3,1) ≈ 4.4812. On the other hand, from Lemma 4.1(iii), we get μ1(G) < 4.4747. Therefore,
μ1(G) /= μ1(G′), and we are done.
(ii) Let b′  4 and assume that at least one of parameters c′, l′ is greater than 1. Since T1,a ∪ T1,c is
an edge-deleted subgraph of G, by applying T2, we get
μ2(G)μ1(T1,a ∪ T1,c) < 4.2361
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(see [8] for the last inequality, if necessary). On theother hand, since Ta′ ,k′ ∪ Tb′−2,c′ ,l′ is an edge-deleted
subgraph of G′, we get
μ2(G
′)μ2(Ta′ ,k′ ∪ Tb′−2,c′ ,l′)μ1(T2,2) = 5 +
√
13
2
≈ 4.3028.
So, μ2(G) /= μ2(G′), and therefore c′ = l′ = 1 must hold.
(iii) Let b′  4, l′ = 1 and a′, k′  3. By applying Lemma 4.1(iii) and (v), Corollary 2.2 and T2, we get
μ1(G) < 4.4747 < 4.4877 < μ1(M
3,1
3,b′ ,1)μ1(G
′),
and we are done.
The proof is complete. 
Now, we prove the following theorem.
Theorem 4.2. The graph G = Ma,3,c of order n is determined by its L-spectrum whenever n /∈ {2a −
1, 2a + 5, 2a + 7, 2a + 13}.
Proof. Having in mind the previous lemma, we can assume that G′ = M2,1
a′ ,b′ ,1, where a
′  2, b′  4. If G
and G′ are L-cospectral, then l2(G) = l2(G′) must hold. We have
l2(G) =
(
n + 1
3
)
+ 2(n − 1) − (a + 1)(n − (a + 1)) − (c + 1)(n − (c + 1)).
(see 5). By putting c = n − a − 6, we get
l2(G) =
(
n + 1
3
)
+ 2(n − 1) − (a + 1)(n − (a + 1)) − (a + 5)(n − (a + 5)).
By applying T5, we compute
l2(G
′) =
n−1∑
i=1
i(n − i) + 2(n − 1) − (b′ + 3)(n − (b′ + 3)) − (b′ + 4)(n − (b′ + 4))
=
(
n + 1
3
)
+ 2(n − 1) − (b′ + 3)(n − (b′ + 3)) − (b′ + 4)(n − (b′ + 4)).
Consequently, (a + 1)(n − (a + 1)) + (a + 5)(n − (a + 5))=(b′ + 3)(n − (b′ + 3)) + (b′ + 4)
· (n − (b′ + 4))musthold. Clearly,we canput b′ = a + s, where s is an integer. By solving theprevious
equation, we get
n = 2a + 2s
2 + 14s − 1
2s + 1 . (9)
Since n is an integer, we get that 2s
2+14s−1
2s+1 must be an integer. We have
2s2+14s−1
2s+1 = s + 6 + s−72s+1 .
Clearly, 0 < | s−7
2s+1 | < 1 holds, whenever s /∈ [−8, 7]. By considering the remaining cases, we get the
integral solutions for
s ∈ {−8,−3,−2,−1, 0, 1, 2, 7}.
Byputting these values into (9),we get four distinct solutions forn: 2a − 1, 2a + 5, 2a + 7 and2a + 13
(see Table 1). In other words, G is determined by its L-spectrum whenever n /∈ {2a − 1, 2a + 5, 2a +
7, 2a + 13}.
The proof is complete. 
Regarding the previous theorem, it remains to consider the cases n = 2a − 1, n = 2a + 5, n =
2a + 7 and n = 2a + 13. The relevant data for each of them are given in Table 1.
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Table 1
The remaining cases.
n s G G′
2a − 1 −8 Ma,3,a−7 M2,1a+2,a−8,1
0 M
2,1
a−6,a,1
2a + 5 −3 Ma,3,a−1 M2,1a−1,a+1,1
1 M
2,1
a−1,a+1,1
2a + 7 −2 Ma,3,a+1 M2,1a+4,a−2,1
2 M
2,1
a,a+2,1
2a + 13 −1 Ma,3,a+7 M2,1a+9,a−1,1
7 M
2,1
a+1,a+7,1
But, the cases n = 2a − 1 and n = 2a + 13, as well as n = 2a + 5 and n = 2a + 7 are equivalent
(one can be obtained from the other by changing the roles of the ﬁrst and the third parameter of G).
Therefore, it is sufﬁcient to consider the cases of the last two rows of Table 1. First, we consider the
second case of the third row. In this purpose, we prove the following theorem.
Theorem 4.3. The graphs G1 = M2,2k,6,k+2 and G2 = M2,42,k+4,k are cospectral for any k 1.
Proof. By applying T3 with respect to the central vertex of the ray of G1 whose length is equal to 2,
and, after that with respect to another such vertex, we get
PG1(x) = (x2 − 1)
(
(x2 − 1)PP2k+9(x) − xPPk+2(x)PPk+2(x)PPk+6(x)
)
−xPPk(x)
(
(x2 − 1)PPk+8(x) − xPP5(x)PPk+2(x)
)
.
Similarly, by applying T2 to G2, we get
PG2(x) = (x2 − 1)
(
(xPP3(x) − PP2(x))PP2k+7(x) − PP3(x)PPk(x)PPk+6(x)
)
−xPP2(x)
(
(xPP3(x) − PP2(x))PP2k+4(x) − PP3(x)PPk(x)PPk+3(x)
)
.
Note that PP4(x) = xPP3(x) − PP2(x) (again, by T3), while PP2(x) = x2 − 1 and P1(x) = x. Using
these identities and the formula (1) (where x = t 12 + t− 12 ), after simplifying, we get
PG1
(
t
1
2 + t− 12
)
=
(
(t2 + t + 1)(1 − 2t − t2 + t3 + t4 + t5 + 2t6 + t7 + tk(t2 − t4 − t5
−3t6 − 3t7 − t8 − t9 + t11 + tk(t6 + 2t7 + t8 + t9 + t10 − t11 − 2t12 + t13)))
) /
(
t
2k+13
2 (t − 1)2
)
= PG2
(
t
1
2 + t− 12
)
.
Therefore, G1 and G2 are cospectral.
The proof is complete. 
Now, we have the following consequence.
Theorem 4.4. The graphs G = Ma,3,a+1 and G′ = M2,1a,a+2,1 are L-cospectral for any a > 1.
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Fig. 3. The L-cospectral graphsMa,3,a+1 andM2,1a,a+2,1 (a > 1).
Proof. Due to Corollary 2.1, we have that G and G′ are L-cospectral if and only if S(G) and S(G′) are
cospectral. Their cospectrality follows from the previous theorem (by putting k = 2a).
The proof is complete. 
Remark 4.2. Both previous theorems hold in the special cases k = 0 and a = 0. There, the corre-
sponding graphs are isomorphic. Also, they are isomorphic even if k = 2 (i.e. a = 1). The graphs from
Theorem 4.4 are depicted in Fig. 3.
Finally, we consider the remaining cases from Table 1.
Theorem 4.5. The graphs
(i) G = Ma,3,a+1 and G′ = M2,1a+4,a−2,1,
(ii)G = Ma,3,a+7 and G′ = M2,1a+9,a−1,1,
(iii)G = Ma,3,a+7 and G′ = M2,1a+1,a+7,1,
are not L-cospectral for any possible choice of a.
Proof. (i) By applying Theorem 4.4, Corollary 2.2 and T2, we get
μ1(G) = μ1
(
M
2,1
a,a+2,1
)
> μ1(G
′),
and we are done.
(ii) Similarly, we get
μ1(G) > μ1(Ma−1,3,a) = μ1
(
M
2,1
a−1,a+1,1
)
> μ1(G
′),
and we are done again.
(iii) Although the previous two cases are resolved in an elegant way, here we apply the brute force,
i.e. computing the characteristic polynomials of S(G) and S(G′). By applying T3, in the similar way as
in the proof of Theorem 4.3, we get:
PS(G)(x) = PP2(x)
(
PP2(x)PP4a+21(x) − xPP2a(x)PP2a+20(x)
)
−xPP2a+14(x)
(
PP2(x)PP2a+6 − xPP5(x)PP2a(x)
)
and
PS(G′)(x) = PP2(x)
(
PP4(x)PP4a+19(x) − PP3(x)PP2a+2(x)PP2a+16(x)
)
−xPP2(x)
(
PP4(x)PP4a+16(x) − PP3(x)PP2a+2(x)PP2a+13(x)
)
.
By putting x = t 12 + t− 12 and applying the formula (1), we compute
PS(G)
(
t
1
2 + t− 12
)
− PS(G′)
(
t
1
2 + t− 12
)
= t− 212 (t + 1)5(t2 + t + 1)(t2 − t + 1)(t2 + 1)
·(t10 − 2t9 + t8 − 2t7 + 2t6 − 2t5 + 2t4 − 2t3 + t2 − 2t + 1).
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(not depending on a). Thus, S(G) and S(G′) are not cospectral, and therefore (by Corollary 2.1) G and
G′ are not L-cospectral, for any possible choice of a.
The proof is complete. 
5. Recapitulation and some observations
Collecting the results obtained in the previous two sections, we arrive to our main result.
Theorem 5.1. Each caterpillar with four terminal vertices distinct from M3,1,4 and Ma,3,a+1(a > 1) is
determined by its L-spectrum.
Since L-eigenvalues of any graph determine the L-eigenvalues of its complement (see [1, p. 58]),
the complement of any caterpillar described in the previous theorem is determined by its L-spectrum.
Finally we give some observations which could motivate some future researches.
Here we proved (see Theorem 3.6) that each tree whose L-index is less than or equal toμ1(T3,3) ≈
4.3623 is determined by its L-spectrum. We also obtain some L-cospectral trees and, among them,
M2,3,3 and (its L-cospectral mate) M
2,1
2,4,1 have the least L-index (μ1(M2,3,3) = μ1
(
M
2,1
2,4,1
)
≈ 4.5744).
It is an intriguing question, are there trees whose L-indices belong to (μ1(T3,3),μ1(M2,3,3))which are
not determined by their L-spectrum?
And now we give some notes regarding the determination of the caterpillars with four terminal
vertices by their signless Laplacian spectrum.
First, it is known (see [1]) that the number of vertices and edges in some graph is determined by
its signless Laplacian spectrum (as well as it is determined by its spectrum and L-spectrum), but the
number of its components is not. The following two results are based on Theorem 5.1, and the fact
that the Laplacian and signless Laplacian spectra coincide for the bipartite graphs (compare [2], if
necessary).
• The graphsM3,1,4 andMa,3,a+1(a > 1) are not determined by their signless Laplacian spectrum.• If G is a caterpillar with four terminal vertices distinct fromM3,1,4 andMa,3,a+1(a > 1), and if G′
is a connected graph, then G and G′ are not cospectral in the sense of signless Laplacian matrix.
Therefore, it remains to consider the possible cospectrality of G = Ma,b,c with the disconnected
graphs. Therefore, we get another intriguing question: Are there some more pairs of cospectral mates
in this case? Probably, the description of the graph G′ should be the ﬁrst step in this way. In author’s
opinion, this graph have a simple structure and it can be described, but the remainder of the problem
is more difﬁcult.
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