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ABSTRACT
Saxena, Ankita. M.S., Department of Computer Science and Engineering, Wright State
University, 2018. A Semantically Enhanced Approach to Identify Depression-Indicative
Symptoms Using Twitter Data.
According to the World Health Organization, more than 300 million people suffer from
Major Depressive Disorder (MDD) worldwide. PHQ-9 is used to screen and diagnose
MDD clinically and identify its severity. With the unprecedented growth and enthusiastic
acceptance of social media such as Twitter, many people have come to share their feelings
and emotions on it openly. Each tweet can indicate a user’s opinion, thought or feeling. A
tweet can also indicate multiple symptoms related to PHQ-9. Identifying PHQ-9 symptoms
indicated by a tweet can provide crucial information about a user regarding his/her
depression diagnosis. The current state-of-the-art approach using supervised machine
learning to classify a tweet regarding PHQ-9 symptoms relies on explicit reference to a
PHQ-9 symptom, i.e., it considers an exact string matching -based feature representation.
This approach of explicit referencing falls short on classifying tweets having an implicit
symptom indicator in several possible PHQ-9 symptoms. This thesis proposes a
semantically enhanced approach that considers explicit as well as implicit depressionindicative symptoms. We better capture the semantics of a word in a tweet as it relates to
depression condition by employing the context of the word indicated by the surrounding
words using Word2Vec model trained on a corpus of ~3 million tweets. Using a two-stage
(binary class - multi-label) classification model, we demonstrate that our approach
outperforms the baseline model for depression-indicative symptoms by around 20% on fmeasure. We further evaluated our semantically-enhanced approach to fill in the PHQ-9
questionnaire and identify the severity of depression by standard guidelines by considering
a dataset of 932,108 self-reported users.
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Table of Contents
Abstract .............................................................................................................................. iii
Table of Contents ............................................................................................................... iv
List of Figures .................................................................................................................... vi
List of Tables .................................................................................................................... vii
Acknowledgements .......................................................................................................... viii
1.

Introduction ..................................................................................................................1
1.1. Overview ...............................................................................................................1
1.2. Objective of the Study ...........................................................................................6
1.3. Problem Statement ................................................................................................9
1.4. Architecture ...........................................................................................................9
1.5. Organization of the Report ..................................................................................10
1.6. Privacy and Ethics ...............................................................................................10

2.

Background ................................................................................................................12
2.1. Social Media ........................................................................................................12
2.2. Twitter as Social Media Tool ..............................................................................13
2.3. Major Depressive Disorder .................................................................................15
2.4. Patient Health Questionnaire (PHQ-9) ................................................................16
2.5. Classification .......................................................................................................17
2.6. Semantic Similarity .............................................................................................20
2.6.1. Embedding Model: word2vec ......................................................................20

3.

Related Work .............................................................................................................22

4.

Approach ....................................................................................................................26
4.1. Data Collection ....................................................................................................26
4.2. Data Annotation and Annotator Agreement........................................................26
4.2.1. Stage 1 Annotation:......................................................................................27
4.2.2. Stage 2 Annotation .......................................................................................31
4.3. Data Preprocessing ..............................................................................................36
4.4. Tweet Classification ............................................................................................36
4.5. Evaluation Matrices.............................................................................................41
4.5.1. Confusion Matrix .........................................................................................41
4.5.2. First Stage Classification Evaluation ...........................................................42
4.5.3. Second Stage Classification Evaluation.......................................................43
iv

5.

Result and Discussion ................................................................................................45
5.1. Data Distribution .................................................................................................45
5.2. Stage 1 Classification: Binary Classification ......................................................47
5.3. Stage 2 Classification: Multi-label Classification ...............................................49
5.4. Severity Identification .........................................................................................51
5.5. Comparing severity in Self-Reported Twitter Users ...........................................52

6.

Conclusion .................................................................................................................54

References. .........................................................................................................................55

v

List of Figures
Figure 1.

PHQ-9 Questionnaire ...................................................................................... 4

Figure 2.

Example Tweets for depression-indicative-symptoms.... ............................... 5

Figure 3.

Example Tweets on mental health/depression ................................................ 7

Figure 4.

Architecture of the System............................................................................ 10

Figure 5.

Percentage of US Adults who use at least one social media site .................. 13

Figure 6.

Number of monthly active Twitter users worldwide. ................................... 14

Figure 7.

Example Tweets from different domains. ..................................................... 15

Figure 8.

Number of Tweets from the annotated dataset for each of the nine symptoms
of MDD as per PHQ-9 ……. ........................................................................ 46

Figure 9.

Number of Tweets from the training dataset for each of the nine symptoms of
MDD as per PHQ-9. ..................................................................................... 47

Figure 10. Comparing Results of our approach and baseline approach. ........................ 50
Figure 11. Comparing the severity of depression between the baseline approach, our
approach and ground truth. ........................................................................... 51

vi

List of Tables
Table 1.

Calculation of PHQ-9 Score. .......................................................................... 8

Table 2.

Severity Levels of Depression ........................................................................ 9

Table 3.

Overview of Related Work. .......................................................................... 23

Table 4.

Comparison of given studies based on the problems discussed ................... 24

Table 5.

Interpretation of Fleiss’ Kappa value. ........................................................... 30

Table 6.

Confusion matrix representation. .................................................................. 42

Table 7.

Depression Relevance in Annotated Dataset ................................................ 46

Table 8.

Depression Relevance in Training Dataset. .................................................. 47

Table 9.

Classifier performance for detecting relevant tweets using Logistic Regression
(LR), Multinomial Logistic Regression (MLR), Multinomial Naive Bayes
(MNB), SVM techniques ............................................................................. 48

Table 10.

Evaluation of Classifiers for second-stage. ................................................... 50

Table 11.

Distribution of Depression Severity among Self-Reported Twitter users. ... 53

vii

ACKNOWLEDGEMENTS

My graduate life at Kno.e.sis Center at Wright State University adds a memorable chapter
to my life. This incredible journey would not have been possible without the people I
worked with during this tenure.
First of all, I would thank my advisor, Dr. Amit P. Sheth for giving me the opportunity to
be one of the proud students of his ‘Gurukul’. He was very supportive to me throughout
this research playing the role of my academic father.
I would also like to express my gratitude to Dr. T.K. Prasad, and Dr. Tanvi Banerjee.
Dr. Prasad was always available for the discussions about the work. I am grateful for the
valuable time he selflessly spent with me whenever I needed his guidance. I learned many
technical aspects regarding machine learning from Dr. Banerjee. She has always been a
motivational figure to me.
I would not have survived graduate student life without the strong support of my family. I
am thankful to my parents Ajay and Alpana and my brother Abhishek for their endless
support throughout this journey. I am grateful to my uncle Vijay who always believed that
I have the potential to succeed and encouraged me to fight with any tough situations
whenever I had.
My acknowledgment will be incomplete without friends and colleagues I met in Kno.e.sis.
We have shared our best and worst times together as an away-from-home family. I would
specially thank Shreyansh, Swati, and Manas who helped me through the tough times and
helped me come out with flying colors during this research study. I would thank Sarasi,

viii

and Sanjaya for being a high motivation. I would like to mention Sagar, Roop Teja, and
Venkatesh for making my graduate life easy and fun.

I would also like to thank Tonya Davis, Jennifer Limoli, and CS department staff for
making my life easier by handling required paperwork.
Finally, I would like to acknowledge the funding sources. This thesis is supported by the
National Institutes of Health under awards 1 R01 MH105384-01A1. Any opinions,
findings, and conclusions or recommendations expressed in this material are mine and do
not necessarily reflect the views of the National Institutes of Health.

ix

1.

Introduction

1.1.

Overview

The past decade has seen significant innovation in technology for connecting people across
the globe. According to recent statistics, there were 2.32 Billion smartphone users in 2017,
estimated to grow to 2.87 Billion by 2020 [1]. As we entered 2018, World’s internet users
had surpassed 4 Billion [2]. This wave of technological advancements has changed nearly
all aspects of modern life. The social aspect of our life is one of the most remarkably
impacted areas with 2.46 Billion social media users in 2017 which is estimated to grow to
3.02 Billion by 2021 [3]. It has always been questioned whether an individual's online
personality reflects her actual self. There are studies which support this contention by
comparing 11 participants and their websites [65]. Social media, in particular, has allowed
its users' unfettered ability to engage online that may involve sharing parts of their lives.

Human beings are social, and their social life influences their achieving a healthy lifestyle.
Without positivity and long-lasting relationships, both our minds and our bodies fall apart.
As previously noted, our real social life is increasingly getting reflected in our online social
life. Many people are openly expressing themselves in social media. Topics of discussion
in social media range from technology to politics to current events and health [82, 83]. In
summary, social media everywhere is being used by everyone to share their personal
feelings and opinions about a variety of topics.
1

The World Health Organization (WHO) defined human health in a broader sense in its
1948 constitution as "a state of complete physical, mental and social well-being and not
merely the absence of disease or infirmity [4].

When it comes to health-related discussions on social media, people use it for various
purposes. Some seek treatments, some offer treatment advice, some share their posttreatment experiences, some seek support, and some provide suggestions. Some people
share their symptoms - sometimes knowingly and other times unknowingly, perhaps
because they do not know that they have a health issue. One such health issue that patients
are not unaware or ready to concede is their mental health status, especially depression.

Mental depression, clinically known as MDD or clinical depression [57], is a debilitating
disease experienced worldwide. According to the most recent statistic available from
WHO, in 2015, more than 300 million people worldwide suffer from MDD [5], an increase
of more than 18% from 2005 [8]. In the US alone, there are more than 16 Million people
(6.7% of US adult population) with at least one major depressive episode in a given year
[6]. WHO has identified a strong connection between depression and other diseases such
as diabetes and heart attack. Depression causes substantial suffering for patients and
families. Also, the presence of MDD puts a person in comorbid conditions such as anxiety
disorders [9]. Finally, over 90% of people who commit suicide suffer from depression [7].
Recognizing the severity and consequences of their mental illness, WHO has started a
campaign, “Let’s talk” [8]. This campaign was started with a goal for people with
depression to seek and get help.
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In general medicine as well as specialty settings, depression is a treatable mental disorder.
Loss of interest in daily activities or usual fun activities and consistent gloominess for at
least two weeks describe the possibility of depressive behavior [10]. Detection of
depression in primary care is possible by various methods [11, 12]. Primary Care
Evaluation of Mental Disorders (PRIME-MD) is one such method to assist primary care
clinicians in assessing the status of mental disorder in patients for five major symptoms
based on 4th Edition of Diagnostic and Statistical Manual of Mental Disorders (DSM-IV)
[13, 14]. PRIME-MD is summarized into a three-page patient health questionnaire for nine
symptoms (PHQ-9) [15, 16]. These nine symptoms of PHQ-9 are derived from the nine
criteria of DSM-IV depressive disorders [17]. This system for measuring the level of
depression is comparatively more specific and captures more sensitive symptoms, thus
accepted by clinicians worldwide. The patient is diagnosed to be suffering from MDD if
five or more of these nine symptoms are detected to be present for more than half of the
days (7 days) in a two-week observation period, and one of the identified symptoms is
depressed mood (i.e., anhedonia).

3

A sample PHQ-9 questionnaire is reproduced below in Figure 1:

Figure 1. PHQ-9 Questionnaire [33]
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Some examples related to the symptoms of depression are shown in Figure 2:

This tweet represents Q3 from PHQ-9 because
of the presence of words like ‘Insomnia’,
‘sleepless’.

This tweet represents Q1 because it contains
‘bored’. And Q5 because it contains ‘fat’ and
‘eat’.

This tweet represents Q4 from PHQ-9 because This tweet represents Q9 from PHQ-9 because
it contains ‘tired’
it contains the phrase ‘kill myself’
Figure 2. Example Tweets for depression-indicative symptoms [67]

The Centers for Disease Control and Prevention (CDC) estimates 80% of people suffering
from Depression are not receiving any treatment for it [18]. Early recognition of depressive
symptoms may improve sufferers’ socio-emotional behavior and their capacity to live a
normal and healthy life. Depression is one of the conditions that have a social stigma
associated with it. As we live in close-knit societies, people hesitate to discuss their mental
health issues because of this stigma. However, the evolution of social media as the 21st-
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century confidant for people to express openly with or without disclosing their real identity
has encouraged patients to share information about their mental health condition more
freely. Social media has established itself as a medium for self-disclosure and emotionalsupport seeking a platform for psychological distress [22, 23]. Dr. Brian Primack from the
University of Pittsburgh has also indicated a high likelihood of people having depressive
symptoms to start using social media rather than in person social relationships [19]. Hence,
it is worth analyzing social media posts by users to understand their real-life depressive
behavior. Recent years have seen the use of social media as a platform to capture mental
health challenges in people [20, 21].

1.2.

Objective of the Study

In the recent years, there have been many studies focusing on studying a wide range of
health problems by leveraging social media such as cardiac arrest [24], zika virus [25],
prescription drug abuse [59] and mental health [26]. There are studies to demonstrate the
depressive behavior in an individual or likelihood of depression [27].

Despite these promising studies on social media on mental health, there has been only few
research [61] to our knowledge to identify the severity of depression of an individual using
Twitter as social media. In this study, we focus on social media because it is volunteered
and obtained unobtrusively as opposed to being forced to respond to some predefined
questionnaires under clinical settings. These clinical methods might fail to capture the dayto-day real-time life activities which are vulnerable to memory bias and the clinician’s
6

questionnaire variations. Such fine-grained temporal information about a patient’s
behavior is critical in keeping track of his/her mental health [28]. Given below in Figure
3 are some examples of how people talk about mental health/depression on Twitter.
“Depression does not discriminate” [58], which means that depression can happen to
anyone irrespective of age, gender, economic status, education, race. The cause of
depression changes from person to person. Because of this reason, the symptoms are shown
by each person differs, and hence requires different actions for mitigation. Thus, we need
a personalized finding and monitoring of depression-related symptoms.

Figure 3. Examples tweets on mental health/depression [67]
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The argument as mentioned above is a motivating factor to research in this area. In this
study, we explore the potential to use Twitter to detect and diagnose the severity of
depression in individuals. We performed a comprehensive study with an experiment in
identifying the severity of depression for ~1M self-reported users.
In this study, we propose a semantically enhanced approach to identify depressionindicative symptoms emulating PHQ-9. We built a two-stage classification model. The first
stage of this model identifies the depression related tweets of a given user in the past two
weeks. The second stage of the model classifies depression related tweets further regarding
the depression-indicative symptoms as per PHQ-9. These symptoms labeled tweets are
further used to determine the severity of depression for a user as per the standards of the
PHQ-9 score.

The PHQ-9 score is calculated as defined in Table 1:

Over the last 2-weeks, how often have you been bothered by any of the following problems
PHQ-9 Score Date Range
Not at all

0

0

Several Days

1

1-6

More than half the days

2

7-10

Nearly every day

3

11-14

*

*Self-defined range
Table 1: Calculation of PHQ-9 score [33]
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The severity of depression as per PHQ-9 is defined as below in Table 2:

Table 2: Severity levels of Depression [33]

1.3.

Problem Statement

The goal of this work is to
Identify the Major Depressive Disorder-indicative symptoms in social media posts
from a user and use them to identify the severity of Depression affecting the user.

1.4.

Architecture

A two-stage classification system to a) find relevant tweets on depression, and b) then
classify these tweets into nine symptoms of depression by using a semantic approach. As
shown in Figure 4, the classification model is built during the training phase and then is
used during the test phase.
9

Figure 4. Architecture of the system

1.5.

Organization of the Report

The rest of the report is organized follows. Chapter 2 describes the terminologies used in
this work. In Chapter 3, we survey related work in the field of social media and healthcare
focusing on mental health. In Chapter 4, we introduce the methodology used by the system
and the evaluation matrix to analyze the performance of the system. We provide the results
and discuss the impact of the work in Chapter 5. In Chapter 6, we provide our conclusions.

1.6.

Privacy and Ethics

This study used only publicly available data from Twitter: only tweets from those user
accounts that made their posts publicly available. Besides, screen names of users were
anonymized. Great care was exercised in de-identifying, scrubbing, and paraphrasing
10

content used as examples. This work makes no diagnostic claims about medical illnesses
experienced by Twitter users whose post we studied.

11

2.

Background

This section describes the terminologies used in this study.

2.1.

Social Media

Introduction of the Internet and World Wide Web in the 90’s has changed the way people
and business communicate and interact with each other. This has resulted in an explosion
of the number of users as well as the content available on the web. Social Media came
along in the early years of this century and changed how people share information,
opinions, and emotions. Companies came into being that helped people establish and
grow their networks. Corporations established their online presence and used social
media for branding and marketing to their customers. Politicians have also come to use
social media effectively to disseminate government information and position themselves
against their challengers. According to Pew Research Center, in 2016 social networking
sites are visited by 69% of the total US population [29]. This number has gone up from
5% in 2005 as shown in Figure 5 [29].

12

Figure 5. Percentage of US adults who use at least one social media site [29]

2.2.

Twitter as Social Media Tool

In 2006, Jack Dorsey with Noah Glass, Biz Stone, and Evan Williams created online news
and social networking service called twttr [30]. This project was made public in July 2006
and called Twitter [30]. Since its development as an internal messaging tool in Odeo in
2006, Twitter has taken over the world by the storm and has become a premier
microblogging website. People use Twitter for many purposes, many unintended by its
developers: to broaden their network as well as learn about products and services on offer
by various companies and organization, review products and services, look for jobs,
13

conduct research, and consume news. The users also share their opinions and emotions
within their network about a variety of topics: politics, health, investment, retirement.
Companies and politicians use it to reach out to their customers/supporters and spread
information about themselves and conduct campaigns. The rise of popularity of Twitter is
seen in Figure 6 [41] which shows the number of monthly active Twitter users worldwide
from first quarter 2010 to first quarter 2018:

Figure 6. Number of monthly active Twitter users worldwide [41]
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People share about technology, politics, current affairs, natural calamity, and health etc.
Some of the examples are given below in Figure 7:

Figure 7. Examples of tweets from different domains [67]

2.3.

Major Depressive Disorder

MDD is characterized by persistent feelings of sadness, lack of interest in the activities the
person used to enjoy. It can also show changes in appetite and changes in sleep patterns.
Depressive disorders are very common and persistent. They cause substantial suffering for
patients and their families. In extreme cases, depressive disorders are usually associated
with higher risk for suicide. Also, the presence of depressive symptoms put a person in
comorbid situations such as anxiety [9], myocardial infarction, diabetes, asthma [31]. It is
evident from the studies that MDD is treatable by effective therapies, counseling, and
15

medication such as antidepressants. Still, diagnosis of MDD is a significant challenge due
to many factors; social stigma is one of them.
The causes of depression are many including any changes in brain chemistry [60]. It is
demonstrated that it is rare that biology acts alone to cause mental disorders [32] -- there
are many other factors which can contribute to the onset of depression. Surveys [68] on the
influence of genetics on human psychological traits including depressive behavior indicate
the diverse causes of depression [69]. Depression can also be triggered as a reaction to
long-term sufferings such as illness or abuse [70].

2.4.

Patient Health Questionnaire (PHQ-9)

There are many instruments for detecting depression. The primary care evaluation of
mental disorders (PRIME-MD) is an instrument which is used for criteria-based diagnoses
of DSM - IV disorders in patients. The patient health questionnaire (PHQ) is a 3-page selfadministered version of the PRIME-MD. PHQ-9 is self-administered and contains
diagnostic validity comparable to the clinician-administered PRIME-MD. That is why
PHQ-9 is the most commonly used instrument. PHQ-9 can help in identifying depressive
disorder as well as its severity level.
The number of questions defined in PHQ-9 depression scale is half the number of other
contemporary depression measures such as Beck Depression Inventory-II (BDI-II) [71]
and Center for Epidemiologic Studies Depression Screen (CES-D) [72]. The primary
purpose of PHQ-9 is to establish provisional depressive disorder diagnosis as well as
quantify the severity of the symptoms. MDD is diagnosed using PHQ-9 if out of nine, five
or more depressive symptoms are shown at least "more than half the days" in the past two
16

weeks [33]. If suicidal thoughts or self-harm is present, it is calculated as regardless of the
duration of experience [33]. Other types of depression are diagnosed using PHQ-9 if two,
three, or four depressive symptoms have been present at least “more than half the days” in
the past two weeks. The severity score ranges from a PHQ-9 score of 0 to 27. All the nine
items can be scored from 0 - not at all to 3 - nearly every day. The cut points for finding
the severity are 5, 10, 15, and 20 represent the thresholds for mild, moderate, moderately
severe, and severe depression, respectively [17] as given in Table 2.

2.5.

Classification

Classification is the categorization of the objects based on its characteristics.
In Machine Learning, classification is the process to categorize a new observation based
on the training data provided. It is a supervised learning approach, i.e., learning where a
training dataset with labels is available to us.
Classification is categorized as:
•

Multi-class Classification: It is the subfield of classification where instances are
classified into one of two or more classes. This is also known as Multinomial
classification.
Binary classification is a special case of Multi-class classification where the
instances are classified into one of the two classes.

•

Multi-label Classification: It is the subfield of classification where multiple labels
may be assigned to instances. A multi-label classification is the generalization of
multi-class classification.
17

The classifier is an algorithm which is used to perform classification. Many algorithms are
available to implement multi-class and multi-label classification. We discuss the
algorithms which are used in this study next.
•

Logistic Regression: It is a classification algorithm which is used when the
dependent variable is binary. The goal of logistic regression is to find the best fitting
model to identify a relationship between a set of independent variables and a binary
dependent variable [42]. In the past, logistic regression has been successfully used
as binary classification algorithm for text mining on biomedical, clinical, and social
media text, specifically for depression [48]. Furthermore, it has been used in
related studies [49] in making binary decisions, which motivated us to utilize it in
our first stage classification.

•

Multinomial Logistic Regression: Multinomial Logistic Regression (MLR) is an
extension to Logistic Regression employing maximum log-likelihood estimation
for predicting the probability of a category under dependent variable set. Such a
variable set can be binary or multinomial. Furthermore, MLR is equally effective
if the independent variables are dichotomous or continuous. Moreover, MLR
ignores any assumption concerning normality, linearity or homoscedasticity [43].
Chancellor et al. [44] utilized MLR for quantifying mental illness severity of users
using their Instagram posts. Multinomial Logistic Regression (MLR) is used for
multi-class classification on social media. In [50], MLR has been identified as a
useful approach for addressing comorbidity in depressive disorders.

•

Multinomial Naive Bayes: Similar to MLR, Multinomial Naive Bayes (MNB) is
a generic form of Naive Bayes. It is a probabilistic classifier generally utilized in
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sentiment analysis [45], text classification, emotion detection [46]. MNB
calculates the probability of the text to belong to one of the two categories (e.g.,
True/False, Yes/No) identified as the dependent variable in the classification
problem. Multinomial Naive Bayes (MNB) is a class of probabilistic learning
algorithm working on the assumption of independent features in the data samples.
MNB does not require explicit regularization, thus making it robust [52]. In [51], it
has been used for classifying emotion and identifying depression on Twitter [49].
•

Support Vector Machine: It is a discriminative classifier that maximizes the
distance (or margin) between points of different category for high certainty
classification. Depending on the separability of the independent variables (or
feature space), SVM can be linear separable or non-linear separable. Since the
feature space of the first stage classification is linearly separable, we used Linear
Kernel SVM. Furthermore, radial basis kernel (RBF) can also be employed, but due
to linear separability in Bag of Words features, linear kernel SVM perform equally
well. Moreover, the dataset in text classification has high dimensional feature
space, hence linear or RBF kernel does not add to significant performance change
[47]. Support Vector Machine (SVM) is a discriminative classifier which has been
useful in identifying depressive related tweets on Twitter [53].

•

Binary Relevance (BR): is the most intuitive way to transform multi-label learning
to binary learning [54] and is one of the classifier investigated for our second-stage
classification. Moreover, MNB has been utilized in the characterization of mental
disorder through various semantic classes [55]. In our second stage classification,
the semantic classes are the nine symptoms that define the presence or absence of
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MDD. Hence, we utilized MNB for labeling the tweets with symptoms for
identifying MDD.
•

Another variant of MNB, Classifier Chains have been utilized in [40] for labeling
the tweets with symptoms for MDD identification. Classifier chain (CC) is a multilabel classification model that acts as a container for a learner who can perform
multi-class classification. CC tries to tie a chain of a classifier, where each classifier
in the chain is responsible for the binary relevance related to a label. The feature
space of each classifier is increased by augmenting the actual label provided by all
the previous classifiers in the chain [81].

2.6.

Semantic Similarity

Semantic Similarity is an important concept at the intersection of Natural Language
Processing (NLP) and Semantic Web. It is a measure of distance between terms or
documents calculated from the closeness of meaning of two terms or two documents
obtained from content under inspection. The strength of the semantic relationship is
calculated by semantic similarity.

2.6.1. Embedding Model: word2vec
Word2Vec is a word-embedding model [56] which is predominantly utilized by the
machine learning community to generate real value vectors of the textual or visual content
for classification. It differs from POS tagging, TF-IDF, or Latent Semantic Indexing as it
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generates lexico-semantic vectors derived from the corpus on which the model is trained.
There are several variants of Word2Vec model based on what content is analyzed to
generate vectors (e.g., Skip-Gram, Continuous Bag of Words(CBOW)) and utilization of
different output activation function (e.g., Negative Sampling, Softmax Regression
function).

In our study, we have used Word2Vec with continuous bag of words model and Negative
sampling. Our selection of such parameters for Word2Vec depends on following
assumptions: (1) CBOW model is useful for tweets as it learns vector from context. (2)
Negative Sampling wins over softmax computationally.

21

3.

Related Work

A large number of studies have been involved in automatic detection of depression-related
debates in social media content using machine learning approach. Depression experiences
and risk factors vary widely by population. From the previous research studies, it is evident
that depression can affect individuals of different ethnicities [34] and ages [35] at different
rates. Moreover, depression can initiate at widely different ages [36], and depressive
symptoms can vary based on life stage. For example, children may experience depression
intermittently or persistently into adulthood demonstrating episodes of irritability, whereas,
adults while suffering from other chronic diseases may demonstrate the symptoms of
depression. The adults are less likely admit sadness, which makes it hard to diagnose
depressive disorder [37]. Both men and women go through episodes of depression;
however, women are more likely affected by it with a lifetime major depression by 11.7%
whereas in men this rate is only 5.6% [38].
There have been many studies to predict depression as summarized below in Table 3:

Authors
(Year)

Study

Dataset

Features

Approach

Park et. al
(2012) [61]

Depressive Moods of
Users Portrayed in
Twitter

Source:
Twitter
No of tweets:
21,103
Data
Collection
based on
keyword:
depression

LIWC
sentiment tool
[66]

Sentiment Analysis
Scale: CES-D [73]
No of users: 69
Type: Self-reported
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De
Choudhury
et. al (2013)
[22]

Predicting Depression
via Social Media

Source:
Twitter
No of tweets:
2,157, 992
Data
Collection:
Twitter user’s
tweets

Language,
emotion, style,
ego network,
user
engagement

Karmen et.
al (2015)
[62]

Screening Internet
forum participants for
depression symptoms
by assembling and
enhancing multiple
NLP methods

Source:
Frequency of
Internet forum depression
lexicon

Depression
symptom detection
Scale: CES-D [73]
Algorithms: NLP
methods

Malmasi et.
al (2016)
[63]

Predicting Post
Severity in Mental
Health Forums

Source:
Mental health
forum
No of posts:
65,024

Lexical (ngrams, word
skip grams)
Syntactic
(POS)
Metadata
extracted from
the posts

Severity of posts
identified in a
color-coded basis
Algorithm: A metaclassifier consisting
SVM-RBF and
Random Forest

Mowery et.
al (2016)
[64]

Towards automatically
classifying depressive
symptoms from
Twitter Data for
Population Health

Source:
Twitter
No of tweets:
9300
Data
Collection
based on
subset of
LIWC lexicon

N-grams, first
person
pronoun,
age/gender,
sentiment,
personality
traits, LIWC

2-stage
classification model
to test depression
relevance and then
map it to the
symptoms
Algorithm: SVM

Yazdavar et.
al (2017)
[40]

Semi-Supervised
Approach to
Monitoring Clinical
Depressive Symptoms
in Social Media

Source:
Twitter
No of tweets:
21 M

---

No of users:7046
Type: Self-reported
Temporal analysis
of user generated
content
LDA, ssToT

Table 3. Overview of related work
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Scale: CES-D [73]
No. of users: 476
Type: Self-reported
Algorithm: SVMRBF

In these studies, we have seen there are many open problems which researchers are trying
to solve.
The below table (Table 4) shows us a comparison of these studies related to the problems
discussed:

Authors

Classify
Identifying
Identifying
depression
depression
depression
related posts using PHQ-9 using CES-D
scale

Feature
selection for
classifying
given tweet into
multiple PHQ-9
Symptoms

Semantics
based
feature
selection

Park et. al
(2012) [61]

✔

╳

✔

╳

╳

De Choudhury
et. al (2013)
[22]

✔

╳

✔

╳

╳

Karmen et. al
(2015) [62]

✔

╳

✔

╳

╳

Malmasi et. al
(2016) [63]

✔

NA

╳

NA

╳

Mowery et. al
(2016) [64]

✔

NA

╳

✔

╳

Yazdavar et. al
(2017) [40]

✔

✔

╳

╳

╳

Semantically
enhanced
approach (our
approach)

✔

✔

╳

✔

✔

Table 4. Comparison of the given studies based on the problems discussed
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From Table 3, we can say that the closest work to what we are trying to achieve is from
Mowery et. al. The authors have created a two-stage classification model. First stage is to
figure out the evidence of depression in tweets. Second stage is to assign a symptom to the
tweet.
The baseline approach aims to develop a procedure to estimate the presence of an evidence
that characterizes the relevance of the tweet to MDD. Once the tweets have been sorted
out based on the prevalence of MDD symptoms, appropriate classifiers were investigated
to classify the tweets into following symptoms: Depressed Mood, Depressive Symptoms,
and/or Fatigue or Loss of Energy. The baseline study has been carried out on a dataset
called SAD [75], which contains 9300 tweets crawled from Twitter using a lexicon created
from LIWC, DSM-IV, and DSM-V. The dataset was annotated by three annotators
achieving an annotator agreement >0.76.

In their study, following classifiers were

investigated: Decision Tree, Random Forest, Logistic Regression, Support Vector
Machine, Linear Perceptron, and Naive Bayes. Features identified as relevant for
classification are N-grams, Syntax, Emoticons, Age/Gender, Sentiment, Personality Traits,
and LIWC. After the experiments, Support Vector Machine was found to be an efficient
classifier for identifying the relevance of the tweet concerning Depression. After filtering
out irrelevant tweets, different classifiers were developed for identifying different
depressive symptoms: Decision Tree for Fatigue or Loss of Energy, SVM for Depressive
Mood, and SVM for Disturbed Sleep.
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4.

Approach

This section describes the complete approach we have followed to identify the depression
severity for a Twitter user. To achieve this, we collected tweets to study the depressionindicative symptoms. This section describes the guidelines of data annotation. Then we
describe the classification model employed to classify the tweets into depression-indicative
symptom/s as per PHQ-9. This section also describes the feature engineering process to
select the features for classification model. Lastly, this section describes the process of
calculating depression severity as per PHQ-9 guidelines using the predicted tweets for a
user.

4.1.

Data Collection

Yazdavar et al. have created a symptom-wise lexicon for MDD leveraging the PHQ-9,
which is called as Social-media Depression Detector (SDD) [40]. Using this lexicon, we
have collected tweets using Twitter Streaming API that provides free access to 1% of all
tweets. This collection contains 2,883,705 tweets from Mar 16, 2017, until Mar 19, 2017.

4.2.

Data Annotation and Annotator Agreement

Annotation is the process of adding a label to the training corpus to help algorithms learn
and work more efficiently.
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After removing the duplicate tweets, we have annotated the data with the help of three
annotators. To remove the bias in annotation, we have employed three annotators from
different backgrounds. The guidelines used to annotate the data are given below:
•

Stage 1 annotation guideline:
Each tweet must be labeled as 0 or 1. It means if the tweet is related to MDD it was

given a label 1 and if the tweet is not related to MDD but contains a word from the MDD
lexicon it was given a label 0.
•

Stage 2 annotation guideline:
This step annotates a tweet based on the PHQ-9 symptom it indicates. Effectively,

this results in a nine-dimensional binary vector in the form of [x,x,x,x,x,x,x,x,x]. The value
of ‘x’ can be either ‘0’ or ‘1’ indicating the absence or presence of the corresponding PHQ9 symptom.
In our study, annotating the tweets by domain experts is imperative because we have
observed a number of tweets which contain the words from depression-lexicon but still do
not relate to depression.

4.2.1. Stage 1 Annotation:
In this section, we discuss Stage 1 annotation with some example tweets in accordance to
the guidelines described earlier in Section 4.2.
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Tweet 1:
Even though this tweet has the word ‘depression’, it does not relate to MDD.

Tweet 2:

This tweet talks about the economic condition despite the presence of words (such as ‘zero
interest’) from our MDD lexicon .
Tweet 3:

The three example tweets mentioned above do not have indications of symptoms of MDD.
Thus, we label these tweets as ‘0’.
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Examples for relevant tweets (label 1):
Tweet 4:

“no motivation” is present in the lexicon and this tweet clearly indicates Symptom 1
(Little Interest) from PHQ-9.
Tweet 5:

“fat” is present in the lexicon and this tweet indicates Symptom 5 (poor appetite or
overeating).
Tweet 4 and Tweet 5 were labeled as ‘1’ as these are related to MDD and show at least one
of the symptoms of depression.
In our dataset, we have 27853 annotated tweets following the guidelines given above.
We determined Fleiss’ Kappa to formalize inter-rater agreement. The higher the agreement,
the more likely it is that we can develop a reliable annotation algorithm.
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The interpretation of Fleiss’ Kappa is given in Table 5 [76].
K

Interpretation

<0

Poor agreement

0.01 – 0.20

Slight agreement

0.21 – 0.40

Fair agreement

0.41 – 0.60

Moderate agreement

0.61 – 0.80

Substantial agreement

0.81 – 1.00 Almost perfect agreement
Table 5. Interpretation of Fleiss’ Kappa value [76]
The Fleiss’ Kappa calculated in our study is 0.78. According to Table 5, there is substantial
agreement between the annotators.
Annotator disagreement examples:
We discuss some example tweets below where we had annotator disagreement.
Tweet 6:
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The tweet text is too short to identify context. One of the annotators labeled as Symptom 1
(Little Interest) because of the presence of word 'meh’ and hence labeled it as depression
related. While other 2 annotators labeled as 0 as not related to depression because the tweet
text clearly does not specify any meaning.

Tweet 7:

This tweet was annotated by 2 annotators as depression-related and not related to
depression by 1 annotator. The reason for annotating the tweet as depression-related is the
presence of word ‘boring’ and the context of not having interest in the spring break.
The reason for annotating it as not-related to depression is that the tweet content does not
specify whether the user earlier used to enjoy spring break.

4.2.2. Stage 2 Annotation
We describe our data annotation for Stage 2 as discussed earlier in Section 4.2 with the
below example tweets:
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Tweet 8:

The text highlighted in red talks about Symptom 3 (Trouble falling asleep or sleeping
too much) while the text highlighted in blue talks about Symptom 2 (Feeling Down). All
the three annotators agree with the symptoms mentioned for this tweet.
Tweet 9:

This tweet shows us 4 different symptoms:
•

Symptom 6 ( Feeling Bad About Yourself)

•

Symptom 3 (Trouble falling asleep or sleeping too much)

•

Symptom 4 (Feeling Tired or having little energy)

•

Symptom 1 (Little Interest)

We have manually chosen 12,356 tweets to avoid class imbalance. Each tweet from the
labeled dataset is labeled in the following format:
T_Id T_Text

Depressed
(0/1)

Sym1
(0/1)

Sym2
(0/1)

Sym3
(0/1)
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Sym4
(0/1)

Sym5
(0/1)

Sym6
(0/1)

Sym7
(0/1)

Sym8
(0/1)

Sym9
(0/1)

(Sym in this example refers to Symptom)
As shown in the above example, we represent each tweet as a twelve-tuple vector as:
•

Column 1 represents the unique tweet ID.

•

Column 2 represents the respective tweet text.

•

Column 3 represents the Stage 1 annotation (whether the tweet is depressed
or not) as discussed earlier in Stage 1 classification.

•

Column 4 to 12 represent the nine-symptom labeled vector as discussed
earlier in Stage 2 annotation.

For example, Tweet 9 described above is represented as:
T_Id T_Text

id

*

text

*

Depressed

Sym1

Sym2

Sym3

Sym4

Sym5

Sym6

Sym7

Sym8

Sym9

1

1

0

1

1

0

1

0

0

0

* the respective tweet id and text of Tweet 9 (not included in the example above because
of space constraint)
We also found instances where our annotators did not agree with all the labels indicating

an annotator disagreement. Such an annotator disagreement might be caused because of

the annotators interpreting the meaning of the tweet text differently because of the lack of

an explicit symptom indicator in it. We discuss a couple of examples of such tweets below:
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•

Annotator disagreement Example 1:

The tweet text is - “Some people just seem to have such good lives and it kills me”. This

tweet text clearly lacks an explicit indication for any of the nine symptoms.

All three annotators agreed that the tweet text is depression indicator (labelled 1 for Stage1 annotation) and that the user is “feeling bad” about something while posting this tweet.

But, one of them thought that may be the tweet indicates suicidal thoughts of the user
because of the mention of the word “kill” in the text. Hence, two of our annotators labeled

it as: [1,0,1,0,0,0,0,0,0,0], i.e., a MDD related tweet with Symptom 2 (Feeling Bad) while

one annotator labeled it as [1,0,1,0,0,0,0,0,0,1], i.e., MDD related tweet with Symptom 2

(Feeling Bad) as well as Symptom 9 (Suicidal thought).

•

Annotator disagreement Example 2:
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The tweet text is - “RT @Scars0nskin: It kills me how some girls are naturally skinny”.

This tweet text clearly lacks an explicit indication for any of the nine symptoms. Again, all

three annotators agreed that the tweet text is depression indicator (labelled 1 for Stage-1
annotation) and the user is talking about “poor appetite or overeating”. However, two of
them agreed with the user “feeling bad” as well and labeled it as: [1,0,1,0,0,1,0,0,0,0], i.e.

a MDD related tweet with Symptom 5 (poor appetite or overeating) and Symptom 2
(Feeling Bad). Meanwhile, the third annotator felt the presence of “suicidal thought” in
addition to feeling bad, may be because of the use of the words ‘it kills me’ and labeled it

as: [1,0,0,0,0,1,0,0,0,1], i.e. MDD related tweet with Symptom 5 (poor appetite or

overeating) and Symptom 9 (Suicidal thought).

For this study, for the tweet where all three annotators did not agree on the labels, we have

considered the labels which were provided by at least two annotators.
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4.3.

Data Preprocessing

We performed Data Preprocessing to remove stopwords, articles, prepositions, hyperlinks,
emoticons, and emojis. For removing the stopwords, we used NLTK (Natural Language
ToolKit) stopwords [84]. We utilized regular expressions for removing URLs, hashtags,
and emojis. for removing the links, emoticons, and emoji.
After filtering irrelevant pieces from the tweets, we lemmatize each tweet (e.g., breaking
to break). We used NLTK’s WordNetLemmatizer which utilize WordNet’s built-in
morphological function (morphy [39]).

4.4.

Tweet Classification

For the first-stage classification, we employed a binary classifier as discussed in the
baseline approach [64]. For Second stage, since a tweet can have multiple symptoms as
discussed in Chapter 4.2, we employed a multi-label classification model. To achieve this,
we employed the following algorithm:

Algorithm 1:
Input: A user tweet
Output: PHQ-9 symptoms referred from a tweet
Step 1: Identify whether a tweet is depression related
•

N-gram feature generation

•

Information Gain based feature selection

•

Classification of tweet into depression relevance (Relevancy Classifier)
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Step 2: For a depression related tweet, identify PHQ-9 symptoms
•

Train a word2Vec model using tweet corpus of ~3 million tweets

•

For each tweet in training dataset, generate word vector of dimension 300 using the
trained model -- WV

t

•

For each symptom in SDD [40], generate a word vector by summing the word
vectors of each item in the list -- WV .
s

•

For each tweet, calculated cosine similarity between tweet’s word vector and each
symptom’s word vector. This served as nine features for each tweet. Cos(WV ,
t

WV )
s

•

Classification of tweet into multiple symptoms (Categorical Classifier)

Our task to classify a tweet in given PHQ-9 symptoms is described in Algorithm 1. An
effective approach for such a classification is by first classifying a tweet whether it is
depression related and then classifying a depression related tweet into PHQ-9 symptoms.
Such a two-stage classification approach has been shown to successfully classify a tweet
in PHQ-9 symptoms where stage-1 classification (classifying depression related tweet) acts
as an additional filter.
Stage-1 classification
•

Bag of words-based feature generation

•

Information gain-based feature selection

•

Classification of tweet into depression relevance (Relevancy Classifier)
Using Bag of words-based feature generation, we generated over a million features

because we used N-gram where (N= 1, 2, 3). N-gram is a sequence of n words from a given
text which is treated as one unit [85]. This created a sparse feature vector for the dataset.
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To select the features from the generated feature set, we used Information Gain (IG) based
selection. And using a threshold of 48, we selected 367 features for this dataset.
Recall that Information Gain [80] is a metric that measures the amount of information a
feature provides about a class. Features that are related to a class have high IG values,
whereas features that are unrelated have lower IG values. Also, IG is defined as the
decrease in the entropy value of a feature. IG is formulated as:
IG = IGC - IGC|F; IGC|w∈FW = -tw ∈ w ∈ FWPc|tw* logPc|tw
Where F is a feature space of words obtained from Bag of Words Model. Every word w”
w

in F is a subset of Tweets t
w

w

P is defined as the probability of a tweet containing a word w in the class c. We sum this
c|tw

over all the tweets belonging to a word w belonging to feature space Fw.
Some examples of generated features which we used in this study for the first stage are
given below:
‘worthless’, ’lonely’, ‘pathetic’, ‘feel depressed’, ‘bad sleep’, ‘crying sleep’, ‘no energy’,
‘bad day’, ‘cant be fucked’, ‘feel like crap’, ‘wanna be thinner’. With N-grams, we have
also chosen the use of personal pronoun for example, ‘I’, ‘me’,’myself’

Next, we want to identify PHQ-9 symptoms for each depression related tweet. In our
dataset, we identified several tweets having more than one PHQ-9 symptoms. We decided
to use multi-label classification to identify multiple PHQ-9 symptoms. The classification
process largely depends on the tweet representation or more formally feature selection. The
current approach for Tweet classification in PHQ-9 symptoms uses a keyword matching
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based approach [64]. Specifically, they find the presence of the word to a PHQ-9 symptom
identification word defined as part of their dictionary which is a subset of LIWC words.

Using the approach defined in baseline, there are certain symptoms which are missed
because of absence of the words in the training dataset e.g. in the given tweet

The classifier labels this tweet as S5 (Eating Disorder), S9 (Suicidal Thoughts), but it was
not able to identify S6 (Feeling bad about yourself) because ‘unwanted’ and ‘loser’ were
not present in the training data.
This is because of the exact string matching not able to capture the similarity of tweet to
PHQ-9 symptom. However, the words used in these tweets are contextually similar to S6
(Feeling bad about yourself). We used word2vec to capture this context.
As described in Algorithm 1, we trained a word2vec model for our tweet corpus. The
trained model now consists of words represented as vectors such that contextually similar
words appear closer to each other in a Euclidean space. We use this representation to find
similarities between a tweet and PHQ-9 symptoms. Specifically, we compute a word2vec
tweet representation by summation of all the word vectors of a tweet (WV ). The resulting
t

word vector now represents whole tweet as identified by Mikolov et al. [56]. For example,
the result of a vector calculation of word2vec model trained on a google news corpus,
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vec(“Madrid”) - vec(“Spain”) + vec(“France”) is closer to vec(“Paris”) than to any other
word vector [56].
We want to find context of each PHQ-9 symptom. Hence, we apply the same process as
we applied for representing a tweet, i.e., represent PHQ-9 category by summation of all
word vectors of words identifying that particular PHQ-9 category. As there are 9
categories, we have 9 contextual representations - one per category (WV -WV ). We apply
s1

s9

a cosine similarity between WV and each WV resulting in 9 similarity values. Each
t

s

similarity value indicates a tweet’s similarity to that particular PHQ-9 symptoms and serve
as a feature vector for multi-label classification.
Twitter Streaming API was employed for crawling the Twitter using the keywords listed
in the PHQ-9 lexicon. The collected tweets need to be filtered for MDD related content.
Hence, we define a two-stage classification paradigm to label the tweets with multiple
MDD symptoms.
After feature selection, we employed four classifiers for first-stage classification. The
classifiers used are: Logistic Regression (LR), Multinomial Logistic Regression (MLR),
Multinomial Naive Bayes (MNB), and Support Vector Machine (SVM) on a set of 10,000
labeled tweets.
As we have seen in the examples discussed in Chapter 4.2, a tweet can show multiple
symptoms and hence multiple labels can be provided to a tweet. Thus, we employ a multilabel classification model in the second-stage. In the second stage classification, we used
the filtered tweets from the first stage (total tweets = 4,452) tweets to 9 symptoms. In this
stage of classification, we have investigated two classifiers: Binary Relevance Multinomial
Naive Bayes (BR-MNB) and Classifier-Chain Multinomial Naive Bayes (CC-MNB).
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4.5.

Evaluation Matrices

In this section, we define the evaluation metrics used in each stage of our 2-stage
classification.

4.5.1. Confusion Matrix
A confusion matrix is the measure of performance of a multi-label/multi-class
classification model. It is also referred to as error matrix or a table of confusion. This is
used in predictive analytics to understand what type of data is being labeled as ‘true’ and
what kind of data is labeled as ‘false’ by the classifier or the classification model chosen.
In summary, Confusion matrix tells us how the classification algorithm is performing
with respect to the ground.
This matrix reports the number of true positives, false positives, false negatives, and true
negatives from the classifier. The terminology used in the confusion matrix is defined as
follows:
•

True Positive (TP): The number of instances which are correctly labeled as
positive.

•

False Negative (FN): The number of instances which are predicted as negative
but in reality these instances are positive.

•

False Positive (FP): The number of instances which are predicted as positive but
in reality these instances are negative.

•

True Negative (TN): The number of instances which are correctly labeled as
negative.
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A pictorial representation of confusion matrix is shown in Table 6.
Predicted Class
Predicted True Predicted False
Actual Actual True

True Positive

False Negative

False Positive

True Negative

Class
Actual False

Table 6. Confusion matrix representation

4.5.2. First Stage Classification Evaluation
•

Precision: In case of binary classification, the precision of the classifier is defined
as the ratio of number of true positives over the number of false positives plus the
number of true positives.
Precision (Pbinary) = TPTP+FP

•

Recall: Recall of the classifier is defined as the ratio of the number of true
positives over the number of false negatives plus true positives.
Recall (Rbinary) = TPTP+FN

•

F-measure: F-measure of the classifier is defined as the harmonic mean of
precision and recall. The formula for calculating F-measure is same for first and
second stage classification.
F- measure (F) = 2PRP+R
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4.5.3. Second Stage Classification Evaluation
In this section, we define the evaluation criteria used for multi-label classification which
we use in second-stage of our classification model [87].
n= number of instances in the dataset
Y = actual label of the i instance
i

th

Z = predicted label of the i instance
i

•

th

Precision: In case of multi-label classification, the precision is defined as the
proportion of predicted correct labels to the total number of actual labels,
averaged over all instances.
Precision (Pmulti-label) = 1ni=1n|Yi∩Zi||Zi|

•

Recall: Recall is defined as the proportion of predicted correct labels to the total
number of predicted labels, averaged over all instances.
Recall (Rmulti-label) = 1ni=1n|Yi∩Zi||Yi|

•

Exact Match: Exact match is defined as the average of the count of sample where
predicted label equals to actual labels.
Exact Match (EMmulti-label) = 1ni=1nI(Yi =Zi)

Where I is the indicator function, which gives a value 1 if Yi = Zi and a value 0 if Yi Zi.
•

Accuracy: Accuracy for each instance is defined as the proportion of the predicted
correct labels to the total number (predicted and actual) of labels for that instance.
Overall accuracy is the average across all instances.
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Accuracy (Amulti-label) = 1ni=1n|Yi∩Zi||Yi⋃ Zi|
•

Hamming Loss: Hamming Loss reports how many times on average, the relevance
of an example to a class label is incorrectly predicted. Therefore, Hamming loss
takes into account the prediction error (an incorrect label is predicted) and the
missing error (a relevant label not predicted), normalized over total number of
classifier and the total number of examples.
Hamming Loss (HLmulti-label) = 1k*ni=1nl=1k[I(l ∈ Zi ⋀ l ∉ Yi) + I(l∉Zi ⋀ l ∈Yi)]

Ideally, we would expect HLmulti-label = 0, which would imply no error. Practically the
smaller the value of hamming loss, the better the performance of the multi-label learning
algorithm.

Example to show how Precision is calculated in multi-label classification:
We take a hypothetical dataset of 2 tweets whose actual labels and predicted labels are
given as:
Tweet1
S1

S2

S3

S4

S5

S6

S7

S8

S9

Predicted

1

0

0

1

0

0

1

1

0

Actual

1

1

0

1

0

0

0

1

0

{S1, S4, S5, S8} ∩ {S1, S2, S4, S8}

---> labels as 1 in both cases.

Tweet2
S1

S2

S3

S4

S5

S6

S7

S8

S9

Predicted

0

0

0

1

1

0

0

1

0

Actual

1

0

0

1

0

0

1

0

1

{S4,S5, S8} ∩ {S1, S4, S7, S9}

---> labels as 1 in both cases.

Precision (Pmulti-label) = 1/2 [3/4 + 1/4} = 0.5
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5.

Result and Discussion

In this section, first, we describe the dataset utilized in training machine learning classifiers
in our 2-stage classification paradigm. Second, we describe the performance of the
classifier in each stage of the classification. Third, we describe and investigate our
procedure of calculating the severity of MDD. Fourth, we discuss the interpretation of the
result using 5 different types of user study juxtaposing with the baseline. And finally, we
present the results of the severity calculated for nearly 1 million self-reported users.

5.1.

Data Distribution

We collected ~3 Million tweets using the Twitter streaming API [74]. Out of these tweets,
we randomly select 12356 (~12K) tweets for training and testing purposes. Out of 12,356
tweets, 5312 were annotated as related to depression and 7044 were annotated as notrelated to depression as shown in Table 7. From the set of tweets (~5K) annotated and
identified as related to depression, we analyzed the distribution of nine PHQ-9 symptoms
as shown in Figure 8. We observed almost similar count of individual symptoms in our
annotated set. The summation of tweets across all the nine symptoms is not equal to the
number of annotated tweets because some of the tweets show multiple symptoms. This is
to overcome class-imbalance problem in the original data.

In the first stage of binary classification, tweets were classified as depression-related or
not. Tweets that were relevant to MDD were then classified into nine symptoms (as given
in PHQ-9) in the second stage classification. To train and test the nine symptoms and
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evaluate the classifier performance, 12,356 tweets were manually annotated. This dataset
was our gold standard data which was developed through the annotation process as
explained in Chapter 4.

Depression related

5312

Not related to depression

7044

Table 7. Depression relevance in annotated dataset
Figure 9 shows the distribution of tweets among the nine symptoms of MDD. Here we can
see that there is almost comparable distribution between the symptoms of MDD.

Figure 8. Number of tweets from the annotated dataset for each of the nine
symptoms of MDD as per PHQ-9
This is a carefully chosen dataset to remove the class imbalance.
From this gold standard dataset, training dataset was created by randomly selecting 10,000
tweets. The training dataset had 4,452 tweets as depression-related and 5,548 as not related
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to depression as shown in Table 8. These 4,452 tweets are distributed into PHQ-9
symptoms as given in Figure 9.
Depression related

4,452

Not related to depression

5,548

Table 8: Depression relevance in training dataset

Figure 9. Number of tweets from the training dataset for each of the nine symptoms
of MDD as per PHQ-9

5.2.

Stage 1 Classification: Binary Classification

We have used the sentiment terms as used in the baseline approach [64] in Section 3. The
sentiment terms did not lead to improved classification and recognition of depressionrelated tweets because all the crawled tweets had predominantly negative sentiment.
For example: the tweet given below:
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contains negative sentiment words but clearly this tweet does not indicate any signs of
depression.
After generating the training dataset of 10K tweets, we experimented with a series of
classifiers explained in Chapter 4 for first stage classification. The table below gives the
performance of different classifiers on 2,356 pre-processed unseen Twitter data to find the
relevancy of the tweet towards depression (Table 9).
Classifier

Precision

Recall

F-measure

Logistic Regression

0.56

0.72

0.63

Multinomial LR

0.66

0.42

0.51

Multinomial Naive Bayes

0.77

0.61

0.68

SVM

0.69

0.46

0.55

Table 9. Classifier performance for detecting relevant tweets using Logistic
Regression (LR), Multinomial Logistic Regression (MLR), Multinomial Naive Bayes
(MNB), SVM techniques.
From Table 9 it is evident that MNB outperformed other contemporary classifiers with a
precision of 77% which is better than SVM by 10% and MLR by 14%. Furthermore, LR
performed better than MNB in terms of recall, outperforming MNB by 15%. It is because
the count False Negatives (602) for MNB is higher than False Positive (529), whereas, in
LR, False Positives are higher than False Negatives. We weigh False Positives (or False
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Alarm) higher than False Negatives. Hence, we selected the results of MNB classifier in
first stage classification process.
We have used scikit-learn [73] to perform these classification models.

5.3.

Stage 2 Classification: Multi-label Classification

Once we have created the classifier to find the depression related tweets, we then trained
the classifiers on 4,452 depression related tweets which were annotated as relevant and
categorized into nine symptoms. Table 10 gives the performance of different classifiers on
4,452 pre-processed twitter data to find all the major depression disorder-indicative
symptoms, a tweet can show.
Selection of an appropriate model is dependent on the problem and is influenced by the
feature set. Since a probabilistic model is involved in generating the feature set,
probabilistic classifier is an appropriate model for our problem. Hence, we employ MNB
for our 2nd Stage multi-label classification. It is evident from Table 10, that BR-MNB
showed an improvement of 19.8% over the Baseline approach (refer chapter number).
Recall, in the baseline approach, three symptoms are identified using their method.
Furthermore, another variant of MNB, CC-MNB which is a chain of BR-MNB classifier,
did not perform well in comparison to a single BR-MNB model. It is because, CC-MNB
tries to predict correlation between labels and does not consider labels as independent like
Binary Relevance. As a result, the model sacrifices the performance because all the labels
(nine symptoms) show no dependency (or correlation) among each other. Furthermore,
the performance of CC-MNB depends on the chain of BR classifiers and the output of the
model is averaged over output of individual chained BR classifiers.
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Evaluation Criteria BR - MNB CC - MNB Baseline results

Exact match

0.72

0.56

0.32

Hamming Loss

0.43

0.52

0.83

Accuracy

0.78

0.69

0.58

F1

0.73

0.67

0.532

Table 10. Evaluation of classifiers for second stage

Figure 10. Comparing results of our approach and baseline approach
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5.4.

Severity Identification

Figure 11: Comparing the severity of depression between the baseline approach, our
approach and the ground truth
We have classified the tweets by users. We collected past two weeks of the tweets for these
users. We annotated all these tweets manually to create a ground truth for each user’s
tweets. We used our approach to identify the symptoms from these tweets. We have also
identified the symptoms using the baseline approach. We calculated the severity of
depression in all these three cases. The PHQ-9 score calculated in the three cases is depicted
in Figure 11 and discussed below:
•

User 1: We have considered all the symptoms shown by the tweets of this user
from last two weeks’ time. Our approach classifies this user as having moderately
severe MDD behavior. On comparing with the baseline and the ground truth, we
found that the user lies in moderately severe zone according to ground truth that
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matches with our approach. The baseline approach classifies the user as mild
depressed, which is not the case. One point to note here is that User 1 self-reports
the severity of depression.
•

User 2 and User3: For this set of users, we have considered the users which show
only the three symptoms which are classified as per baseline approach. For these
two users, we have figured out that inclusion of semantically enhanced approach
has made the difference. Even though we have considered same number of
symptoms as the baseline, our approach outperforms the baseline.

•

User 4: This user is same as User 1, except that it does not self-report. It illustrates
that even though the User does not self-report it may show signs of depression.

•

5.5.

User 5: This user tweets infrequently.

Comparing severity in Self-Reported Twitter Users

We have considered 932,108 (~1 million) Twitter self-reported users who have their tweets
publicly available. Self-reported users are those who mention the terms present in SDD in
their profile description. We collected past 2 weeks’ tweets for each user and calculated
their depression severity. We first classified their tweets into PHQ-9 symptoms using our
two-stage classification model. Second, we calculated the PHQ-9 score using the standard
guidelines for each user.
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The following Table 11 shows the distribution of depression severity amongst these users:
Depression Severity (PHQ-9 score)

No of Users

Severe (20 - 27)

6,214

Moderately Severe (15 - 19)

37,962

Moderate (10 - 14)

95,967

Mild (5 - 9)

140,493

None (1- 4)

651,472

Table 11. Distribution of depression severity among self-reported Twitter users
Users who are categorized as None are either offering help for treatment of depression or
are not showing MDD. They are showing other kinds of depression as the symptoms
present are less than 5.
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6.

Conclusion

In this thesis, we have developed a supervised machine learning pipeline involving a
semantic lexicon of PHQ-9 to identify the severity of depression in an individual given her
past two-weeks’ tweets. We collected the tweets using an enhanced version of lexicon
created by Yazdavar et al. and using Twitter API. We created a balanced dataset for
classification purposes. We developed a two-stage classification model discerning whether
a tweet is depression related or not. If so, we labeled the tweet with the depressionindicative symptoms according to PHQ-9 guidelines. We showed significant improvement
on F-measure over the chosen baseline. Using this model, we calculated the severity of
depression in ~1 million self-reported Twitter users which was consistent with the Gold
Standard / Ground Truth dataset.
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