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Abstract
This paper deals with a degenerate parabolic system coupled via general reaction terms of power type.
Global weak solutions are obtained by means of energy estimates and the De Giorgi’s technique. In par-
ticular, the criterion for global nonexistence of weak solutions is proved by introducing suitable weak
sub-solutions together with a weak comparison principle. In summary, the critical exponent for weak solu-
tions of the degenerate parabolic system is determined.
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1. Introduction
In this paper we consider the following degenerate parabolic system:
ut = Δum1 + up1vq1, vt = Δvm2 + up2vq2, (x, t) ∈ Ω × (0, T ), (1.1)
u(x, t) = 0, v(x, t) = 0, (x, t) ∈ ∂Ω × (0, T ), (1.2)
u(x,0) = u0(x), v(x,0) = v0(x), x ∈ Ω. (1.3)
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p1, q2  0, u0(x) and v0(x) are nonnegative with um10 , v
m2
0 ∈ W 1,20 (Ω).
The coupled equations in (1.1) provide a class of quasilinear degenerate parabolic systems.
They can be used to describe diffusion processes of heat and burning in mixed media with
nonlinear conductivity and volume release, and the functions u and v here can be treated as
temperatures of interacting components in the combustible mixture [2].
The semilinear case (m1 = m2 = 1) of (1.1) has been deeply investigated by many authors,
see, e.g., [3,5–7,14,16,18,20,21]. The system turns out to be degenerate if m1,m2 > 1. A special
case for the degenerate system (1.1)–(1.3) with p1 = q2 = 0,
ut = Δum1 + vq1 , vt = Δvm2 + up2 , (1.4)
was well studied by Galaktionov et al. [9,10] in 1980s that the solutions of (1.4) are global if
p2q1 < m1m2 and may blow up in finite time if p2q1 > m1m2. The critical one p2q1 = m1m2
belongs to the global existence case with additional assumptions. For the fast diffusion 0 <
m1,m2 < 1 to (1.4), partial results were obtained in [11,15]. However, to our knowledge, little is
known for the system (1.1)–(1.3) with general coupled reaction terms up1vq1 and up2vq2 due to
substantial difficulties. Recently, by means of a constructive procedure, Song, Zheng and Jiang
[17] have determined the critical exponent for the coupled system (1.1) with positive initial and
boundary value conditions
u(x, t) = v(x, t) = ε0, (x, t) ∈ ∂Ω × (0, T ), (1.5)
u(x,0) = u0(x) ε0, v(x,0) = v0(x) ε0, x ∈ Ω, (1.6)
where ε0 is a universal positive constant. The classical comparison principle with (1.5)–(1.6)
imply that u  ε0, v  ε0, and the system (1.1) is uniformly parabolic. However, the system is
degenerate whenever u = 0 or v = 0. We have to deal with weak solutions.
Definition 1.1. A pair of nonnegative functions (u, v) is said to be a weak solution of the problem
(1.1)–(1.3), if u and v are bounded and measurable in Ω¯ × (0, T ) and satisfy
τ∫
0
∫
Ω
[
uϕ1t + um1Δϕ1 + up1vq1ϕ1
]
dx dt =
∫
Ω
uϕ1(x, τ ) dx −
∫
Ω
u0(x)ϕ1(x,0) dx, (1.7)
τ∫
0
∫
Ω
[
vϕ2t + vm2Δϕ2 + up2vq2ϕ1
]
dx dt =
∫
Ω
vϕ2(x, τ ) dx −
∫
Ω
v0(x)ϕ2(x,0) dx (1.8)
for any 0 τ < T and any functions ϕ1(x, t), ϕ2(x, t) ∈ C2(Ω¯ × [0, T )) vanishing on ∂Ω .
Similarly, we define weak sub- and super solutions as follows:
Definition 1.2. A pair of bounded, nonnegative and measurable functions (u, v) is said to be a
weak sub-solution (weak super solution) of the problem (1.1)–(1.3) if u and v satisfy all inequal-
ities obtained by replacing “=” in (1.2), (1.3), (1.7) and (1.8) in Definition 1.1 with “” (“”)
and letting ϕi (i = 1,2) in addition be nonnegative.
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of the problem (1.1)–(1.3) respectively, then one can see easily by using the arbitrariness of the
test functions ϕ1 and ϕ2 (see [19, pp. 6–10]) that
u0  u0  u¯0, v0  v0  v¯0 a.e. in Ω. (1.9)
We will introduce a weak comparison principle for the coupled degenerate parabolic system
(1.1)–(1.3). A similar one of this kind was derived by Aronson, Crandall and Peletier [1] for the
scalar case. The weak solutions are not defined point-wisely. We say a weak solution (u, v) of
(1.1)–(1.3) blows up in finite time, if there exists T0 > 0 such that
lim
t→T −0
(∥∥u(·, t)∥∥
L∞(Ω) +
∥∥v(·, t)∥∥
L∞(Ω)
)= +∞. (1.10)
The behavior of the weak solutions is determined by the interactions among the multi-
nonlinear mechanisms in the nonlinear diffusion system. We introduce two important parameters
α1 and α2 satisfying(
p1 − m1 q1
p2 q2 − m2
)(
α1
α2
)
=
(
1
1
)
, (1.11)
i.e.,
α1 = q1 − q2 + m2
p2q1 − (m1 − p1)(m2 − q2) , α2 =
p2 − p1 + m1
p2q1 − (m1 − p1)(m2 − q2) . (1.12)
We will show that the existence or not of global weak solutions to (1.1)–(1.3) depends on the
signs of 1/α1 and 1/α2.
Theorem 1. If both 1/α1 < 0 and 1/α2 < 0 hold, or (1/α1,1/α2) = (0,0) with |Ω| < M0 (a con-
stant depending on mi,pi, qi, i = 1,2), then there exist global weak solutions to (1.1)–(1.3).
Theorem 2. Under the assumptions of Theorem 1, any weak solutions of (1.1)–(1.3) are global.
Theorem 3. Assume that at least one of 1/α1 > 0 and 1/α2 > 0 holds. If either
qi max
{
1,
(mj − 1)(1 − pi)
mi − 1
}
or pi max
{
1,
(mj − 1)(1 − qi)
mi − 1
}
for i = 1,2, j = i, then the weak solutions of (1.1)–(1.3) blow up in finite time with large initial
data.
Theorem 4. Assume 1/α1 > 0,1/α2 > 0 with u0, v0  1 on Ω¯ . If Ω is so thin that it is contained
in a region bounded by two parallel hyper-planes close enough to each other, then the weak
solutions to (1.1)–(1.3) are global.
Remark 1.1. If m1 = m2, then the assumptions of Theorem 3 can be simplified as
max(pi, qi) 1, i = 1,2.
Remark 1.2. We claim that α1, α2 < 0 holds if and only if p2q1 < (m1 − p1)(m2 − q2) with
m1 > p1, m2 > q2. In fact, α1, α2 < 0 requires (q1 − q2 + m2)(p2 − p1 + m1) > 0 by (1.12). If
q1 < q2 −m2, p2 < p1 −m1, then p2q1 < (p1 −m1)(q2 −m2) = (m1 −p1)(m2 −q2), and hence
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would have p2q1 > (m1 − p1)(m2 − q2) if q2 m2 or (and) p1 m1, and thus α1, α2 > 0 also.
In summary, we conclude that the assumption α1, α2 < 0 is equivalent to m1 > p1 and m2 > q2
with p2q1 < (m1 −p1)(m2 − q2), as claimed. This is to say, for the slow diffusion (m1,m2 > 1),
larger diffusion exponents will be helpful for the global existence of weak solutions, and the
linear diffusion case of m1 = m2 = 1 benefits the occurrence of blowing up mostly within the
region m1,m2  1 considered here.
Remark 1.3. For the special system (1.4), we have α1 = q1+m2p2q1−m1m2 , α2 =
p2+m1
p2q1−m1m2 . Clearly,
if p2q1 < m1m2, then α1, α2 < 0; if p2q1 > m1m2, then α1, α2 > 0; if p2q1 = m1m2, then
(1/α1,1/α2) = (0,0). So, the results of Theorems 1–3 coincide with those in [9,10].
Remark 1.4. Theorems 1–3 give a complete classification for the signs of 1/α1 and 1/α2, and
demonstrate that the critical exponent for (1.1)–(1.3) is just (1/α1,1/α2) = (0,0). It is reasonable
to call (1.11) the characteristic algebraic system of (1.1)–(1.3).
The aim of this paper is to establish the blow-up criterion (i.e., the critical exponent) for weak
solutions of (1.1)–(1.3). As for the existence of local weak solutions of (1.1)–(1.3), we refer to
[12] and references therein. The study on uniqueness and nonuniqueness of weak solutions of
(1.1)–(1.3) under different conditions would be very interesting, and will be considered some-
where latter.
2. Proofs of Theorems 1 and 2
Consider a family of approximating problems (n = 1,2, . . .) as follows:
ut = Δum1 + 1
n
Δu + up1vq1, vt = Δvm2 + 1
n
Δv + up2vq2 ,
(x, t) ∈ Ω × (0, T ), (2.1)
u(x, t) = v(x, t) = 0, (x, t) ∈ ∂Ω × (0, T ), (2.2)
u(x,0) = u0n(x), v(x,0) = v0n(x), x ∈ Ω, (2.3)
where u0n, v0n ∈ C∞0 (Ω) satisfying
0 u0n  ‖u0‖L∞(Ω), 0 v0n  ‖v0‖L∞(Ω),
u
m1
0n → um10 , vm20n → vm20 in W 1,20 (Ω) as n → +∞.
It is well known that (2.1)–(2.3) has a classical solution (un, vn) (see, e.g., [8,13]). To prove
Theorem 1, we need a series of uniform estimates for (un, vn). Denote QT = Ω × (0, T ).
Lemma 2.1. Let (un, vn) be solutions of problems (2.1)–(2.3), n = 1,2, . . . .
(i) If 1/α1,1/α2 < 0, then there are μ  max{2(m1 + p1),2p2}, ν  max{2(m2 + q2),2q1}
such that
‖un‖Lμ(QT )  C, ‖vn‖Lν(QT )  C, (2.4)
where C is a positive constant depending on m1,m2,p1, q2,μ, ν and |Ω|.
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such that (2.4) is also valid provided |Ω| < M0.
Proof. Multiplying (2.1) by uμ−1n and integrating over Ω , we deduce that∫
Ω
u
μ
nt (x, t) dx −
4m1μ(μ − 1)
(m1 + μ − 1)2
∫
Ω
∣∣∇um1+μ−12n ∣∣2 dx + μ
∫
Ω
u
p1+μ−1
n v
q1
n dx. (2.5)
By using the Poincaré’s inequality, we know∫
Ω
∣∣∇um1+μ−12n ∣∣2 dx K(|Ω|,N)
∫
Ω
um1+μ−1n dx, (2.6)
where K is a constant depending only on |Ω| and N , and it becomes very large when the measure
of the domain Ω becomes small.
For 1/α1,1/α2 < 0, we know from Remark 1.2 that p1 < m1. By the Young’s inequality,
u
p1+μ−1
n v
q1
n 
3m1(μ − 1)K
(m1 + μ − 1)2 u
m1+μ−1
n + C1K−
p1+μ−1
m1−p1 v
q1(m1+μ−1)
m1−p1
n . (2.7)
Substitute (2.6) and (2.7) into (2.5) to get∫
Ω
u
μ
nt (x, t) dx −
m1μ(μ − 1)K
(m1 + μ − 1)2
∫
Ω
um1+μ−1n dx + C2K−
p1+μ−1
m1−p1
∫
Ω
v
q1(m1+μ−1)
m1−p1
n dx.
(2.8)
Similarly, we can get an estimate for vνn , and hence∫
Ω
(
u
μ
nt (x, t) + vνnt (x, t)
)
dx
−m1μ(μ − 1)K
(m1 + μ − 1)2
∫
Ω
um1+μ−1n dx −
m2ν(ν − 1)K
(m2 + ν − 1)2
∫
Ω
vm2+ν−1n dx
+ C3K−
q2+ν−1
m2−q2
∫
Ω
u
p2(m2+ν−1)
m2−q2
n dx + C2K−
p1+μ−1
m1−p1
∫
Ω
v
q1(m1+μ−1)
m1−p1
n dx. (2.9)
We know from Remark 1.2 also that p2q1 < (m1 − p1)(m2 − q2), namely q1m1−p1 <
m2−q2
p2
.
So, there exist μmax{2(m1 + p1),2p2} and ν max{2(m2 + q2),2q1} such that
q1
m1 − p1 <
m2 + ν − 1
m1 + μ − 1 <
m2 − q2
p2
.
By the Young’s inequality, we have
∫
Ω
u
p2(m2+ν−1)
m2−q2
n dx 
m1μ(μ − 1)K
m2+ν−1
m2−q2
C3(m1 + μ − 1)2
∫
Ω
um1+μ−1n dx + C4K−η1 , (2.10)
∫
v
q1(m1+μ−1)
m1−p1
n dx 
m2ν(ν − 1)K
m1+μ−1
m1−p2
C2(m2 + ν − 1)2
∫
vm2+ν−1n dx + C5K−η2 (2.11)
Ω Ω
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η1 = p2(m2 + ν − 1)
2
(m2 − q2)[(m2 − q2)(m1 + μ − 1) − p2(m2 + ν − 1)] ,
η2 = q1(m1 + μ − 1)
2
(m1 − p1)[(m1 − p1)(m2 + ν − 1) − q1(m1 + μ − 1)] .
Substituting (2.10) and (2.11) into (2.9), we have∫
Ω
(
u
μ
nt (x, t) + vνnt (x, t)
)
dx −K
4
∫
Ω
(
um1+μ−1n + vm2+ν−1n
)
dx + C6
(
K−ξ1 + K−ξ2),
(2.12)
where
ξ1 = p2(m2 + ν − 1) + (m1 + μ − 1)(q2 + ν − 1)
(m2 − q2)(m1 + μ − 1) − p2(m2 + ν − 1) ,
ξ2 = q1(m1 + μ − 1) + (m2 + ν − 1)(p1 + ν − 1)
(m1 − p1)(m2 + ν − 1) − q1(m1 + μ − 1) .
Set
E(t) =
∫
Ω
(
uμn (x, t) + vνn(x, t)
)
dx.
By using the Hölder’s and the Young’s inequalities again, we get from (2.12) that
E′(t)−K
4
E(t)+ C6
(
K−ξ1 + K−ξ2)+ K
2
|Ω|.
Together with the Gronwall’s inequality, we obtain for the case (i) that
E(t) C. (2.13)
Now consider the case (ii). Since (1/α1,1/α2) = (0,0) implies p2/(m2 − q2) = q1/(m1 − p1),
we can select μ,ν large enough such that
p2
m2 − q2 =
m2 + ν − 1
m1 + μ − 1 =
q1
m1 − p1 .
Due to the continuous dependence of K upon |Ω| in (2.6), it follows from (2.9) that∫
Ω
(
u
μ
nt (x, t) + vνnt (x, t)
)
dx −K
4
∫
Ω
(
um1+μ−1n + vm2+ν−1n
)
dx (2.14)
provided |Ω| is small enough. By using the Young’s and the Gronwall’s inequalities in turn in
(2.14), we can get (2.13) also. 
Lemma 2.2. Let (un, vn) be solutions of problems (2.1)–(2.3). Then there is a positive constant
C independent of n such that∫ ∫
QT
∣∣∇um1n ∣∣2 dx dt  C,
∫ ∫
QT
∣∣∇vm2n ∣∣2 dx dt  C. (2.15)
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sup
t∈(0,T )
1
m1 + 1
∫
Ω
um1+1n dx +
∫ ∫
QT
∣∣∇um1n ∣∣2 dx dt

∫ ∫
QT
u
m1+p1
n v
q1
n dx dt 
(∫ ∫
QT
u
2(m1+p1)
n dx dt
)1/2(∫ ∫
QT
v
2q1
n dx dt
)1/2
.
Due to μ  max{2(m1 + p1),2p2}, ν  max{2(m2 + q2),2q1}, the first inequality in (2.15)
follows from Lemma 2.1 immediately. The same is true for the second inequality. 
Lemma 2.3. Let (un, vn) be solutions of problems (2.1)–(2.3). Then there is a positive constant
C independent of n such that
‖un‖L∞(QT )  C, ‖vn‖L∞(QT )  C. (2.16)
Proof. Denote f+ = max{f,0}. Take k > 0 so that ‖u0n(x)‖L∞(Ω) < k. Multiplying (2.1) by
(u − k)m1+ and integrating over QT by parts,
sup
t∈(0,T )
1
m1 + 1
∫
Ω
(un − k)m1+1+ dx +
∫ ∫
QT
∣∣∇(un − k)m1+ ∣∣2 dx dt

∫ ∫
QT
u
p1
n v
q1
n (un − k)m1+ dx dt. (2.17)
Denote μ(k) = mes{(x, t) ∈ QT : un(x, t) > k}. From Lemma 2.1 (with μ and ν large) and the
Hölder’s inequality, we have∫ ∫
QT
u
p1
n v
q1
n (un − k)m1+ dx dt

(∫ ∫
QT
(
u
p1
n v
q1
n
)N+1
dx dt
) 1
N+1(∫ ∫
QT
(un − k)
m1(N+1)
N+ dx dt
) N
N+1
 C
(∫ ∫
QT
(un − k)
2(Nm1+m1+1)
N+ dx dt
) Nm1
2(Nm1+m1+1)
μ(k)
N(Nm1+m1+2)
2(N+1)(Nm1+m1+1) . (2.18)
Using the Nirenberg–Gagliardo’s inequality with Lemma 2.2 gives∫ ∫
QT
(un − k)
2(Nm1+m1+1)
N+ dx dt
 C
(
sup
t∈(0,T )
∫
Ω
(un − k)(m1+1)+ dx +
∫ ∫
QT
∣∣∇(un − k)m1+ ∣∣2 dx dt
)N+2
N
. (2.19)
Substituting (2.18) and (2.19) into (2.17), we have
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t∈(0,T )
∫
Ω
(un − k)m1+1+ dx +
∫ ∫
QT
∣∣∇(un − k)m1+ ∣∣2 dx dt
 C
(
sup
t∈(0,T )
∫
Ω
(un − k)m1+1+ dx +
∫ ∫
QT
∣∣∇(un − k)m1+ ∣∣2 dx dt
) m1(N+2)
2(Nm1+m1+1)
· μ(k)
N(Nm1+m1+2)
2(N+1)(Nm1+m1+1) . (2.20)
Set
W(k) = sup
t∈(0,T )
∫
Ω
(un − k)m1+1+ dx +
∫ ∫
QT
∣∣∇(un − k)m1+ ∣∣2 dx dt.
We know from (2.20) that
W(k) Cμ(k)
N(Nm1+m1+2)
(N+1)(Nm1+2) . (2.21)
Take kh = M(2 − 2−h), h = 0,1,2, . . . , and M > 0 to be determined. It follows that
(kh+1 − kh)
2(Nm1+m1+1)
N μ(kh+1)
∫ ∫
QT
(un − kh)
2(Nm1+m1+1)
N+ dx dt W(kh)
N+2
N .
From (2.21), we have
μ(kh+1) C4
h(Nm1+m1+1)
N μ(kh)
(N+2)(Nm1+m1+2)
(N+1)(Nm1+2) . (2.22)
By Lemma 2.1, we can select M large enough (independent of n) such that
μ(k0) = μ(M) C−
(N+1)(Nm1+2)
2(Nm1+m1+1) 4−
(N+1)2(Nm1+2)2
4N(Nm1+m1+1) .
According to Lemma 5.6 in [13, p. 95], we have μ(kh) → 0, as h → +∞, which implies
un(x, t) 2M in QT . A similar argument gives the lower bound of un.
Similarly, we can obtain the uniform estimate for ‖vn(x, t)‖L∞QT as well. 
Proof of Theorem 1. In view of Lemmas 2.2 and 2.3, there exist a subsequence nk → ∞ and
a pair of functions u,v ∈ L∞(QT ) with |∇um1 |, |∇vm2 | ∈ L2(QT ) such that
unk → u, vnk → v a.e. in QT ,
∇um1nk → ∇um1, ∇vm2nk → ∇vm2 weakly in L2(QT )
as nk → ∞. Thus, we can pass to the limit in the integral equalities satisfied by unk and vnk to
obtain (1.7) and (1.8), respectively, and the theorem is obtained. 
To prove Theorem 2, we need the following comparison principle for weak solutions.
Lemma 2.4. Let (u, v) be a weak solution, and (u¯, v¯) be a weak super solution with a positive
lower bound to the problem (1.1)–(1.3). Then
u u¯, v  v¯ a.e. in Ω × (0, T ). (2.23)
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Ω
(
u(x, t) − u¯(x, t))ϕ1(x, t) dx −
∫
Ω
(
u0(x) − u¯0(x)
)
ϕ1(x,0) dx

t∫
0
∫
Ω
(u − u¯)(ϕ1t + a1(x, s)Δϕ1)dx ds +
t∫
0
∫
Ω
(
up1vq1 − u¯p1 v¯q1)ϕ1 dx ds, (2.24)
∫
Ω
(
v(x, t) − v¯(x, t))ϕ2(x, t) dx −
∫
Ω
(
v0(x) − v¯0(x)
)
ϕ2(x,0) dx

t∫
0
∫
Ω
(v − v¯)(ϕ2t + a1(x, s)Δϕ2)dx ds +
t∫
0
∫
Ω
(
up2vq2 − u¯p2 v¯q2)ϕ2 dx ds (2.25)
hold for almost all t ∈ (0, T ) and any nonnegative test functions ϕ1, ϕ2 ∈ C2(Ω¯ × [0, T )) van-
ishing on ∂Ω , where
a1(x, t) =
{
um1−u¯m1
u−u¯ , u = u¯,
0, u = u¯; a2(x, t) =
{
vm2−v¯m2
v−v¯ , v = v¯,
0, v = v¯.
Let aiε(x, t) be positive C∞ approximations of ai(x, t) for η > 0 such that∫ ∫
QT
(aiε − ai)2 dx dt  η3, i = 1,2. (2.26)
For almost all t ∈ (0, T ), consider the backward parabolic problem
ϕit + (aiε + η)Δϕi = 0, (x, t) ∈ Ω × (0, t), (2.27)
ϕi(x, t) = Xi, x ∈ Ω, (2.28)
ϕi(x, s) = 0, (x, s) ∈ ∂Ω × (0, t) (2.29)
with Xi ∈ C∞0 (Ω), i = 1,2.
It is well known that there exists a unique smooth solution ϕi to the problem (2.27)–(2.29)
with 0 ϕi  C. Here and below we denote by C a positive constant independent of ε, η, which
may change from line to line in the proof.
Multiply (2.27) by Δϕi and integrate over Ω × (0, t) to get
t∫
0
∫
Ω
[
Δϕiϕis + (aiε + η)(Δϕi)2
]
dx ds = 0,
with
t∫
0
∫
Ω
Δϕiϕis = 12
∫
Ω
∣∣∇ϕi(x,0)∣∣2 dx − 12
∫
Ω
∣∣∇Xi(x)∣∣2 dx,
and hence∫ ∫
(aiε + η)Δϕ2i dx ds  C. (2.30)
Qt
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Ω
(
u(x, t) − u¯(x, t))X1(x) dx

t∫
0
∫
Ω
(u − u¯)(a1(x, s) − a1ε(x, s))Δϕ1 dx ds − η
t∫
0
∫
Ω
(u − u¯)Δϕ1 dx ds
+
t∫
0
∫
Ω
(
up1vq1 − u¯p1 v¯q1)ϕ1 dx ds +
∫
Ω
(u0 − u¯0)ϕ1(x,0) dx. (2.31)
Let u, u¯, v, v¯ L. At first, by (2.30),
∣∣∣∣∣
t∫
0
∫
Ω
(u − u¯)(a1 − a1ε)Δϕ1 dx ds
∣∣∣∣∣
 L
( t∫
0
∫
Ω
(a1 − a1ε)2 dx ds
)1/2( t∫
0
∫
Ω
(Δϕ1)
2 dx ds
)1/2
LCη. (2.32)
Secondly, by the definition of a1 and (2.30),∫ ∫
{(x,t)∈QT ; |u−u¯|>γ }
(Δϕ1)
2 dx ds  CK(γ ) for any γ > 0,
and hence∣∣∣∣
∫ ∫
Qt
η(u− u¯)Δϕ1 dx ds
∣∣∣∣ C
(∫ ∫
Qt
η2(u − u¯)2(Δϕ1)2 dx ds
)1/2
 C
{ ∫ ∫
{(x,t)∈Qt ; |u−u¯|>γ }
(u − u¯)2η2(Δϕ1)2 dx ds
+
∫ ∫
{(x,t)∈Qt ; |u−u¯|γ }
(u − u¯)2η2(Δϕ1)2 dx ds
}1/2
LCK(γ )η + Cη1/2γ. (2.33)
Since 0 ϕ1  C, it is easy to see that
t∫
0
∫
Ω
(
up1vq1 − u¯p1 v¯q1)ϕ1 dx ds C
t∫
0
∫
Ω
[
v¯q1
(
up1 − u¯p1)+ + up1(vq1 − v¯q1)+]dx ds.
Let ρ be the positive lower bound of u¯, v¯. Noticing(
aθ − bθ )+ C(θ)(a − b)+ for θ  1,(
aθ − bθ )  aθ−1(a − b)+  bθ−1(a − b)+ for θ < 1+
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t∫
0
∫
Ω
(
up1vq1 − u¯p1 v¯q1)ϕ1 dx ds  C0C
t∫
0
∫
Ω
[
(u − u¯)+ + (v − v¯)+
]
dx ds, (2.34)
where C0 is a positive constant depending upon p1, q1, ρ and the L∞-norms of u, v¯.
Substitute (2.32)–(2.34) into (2.31) and let η → 0, γ → 0 in turn in (2.31) to get∫
Ω
(
u(x, t) − u¯(x, t))X1(x, t) dx
 C0C
t∫
0
∫
Ω
[
(u − u¯)+ + (v − v¯)+
]
dx ds + C
∫
Ω
(u0 − u¯0)+ dx.
By an approximation, the above inequality holds for any X1 ∈ L∞(Ω), X1  0. Taking
X1 =
{
1, if u(x, t) > u¯(x, t);
0, if u(x, t) u¯(x, t),
we obtain for almost all t ∈ (0, T ) that∫
Ω
(
u(x, t) − u¯(x, t))+ dx
 C0C
t∫
0
∫
Ω
[
(u − u¯)+ + (v − v¯)+
]
dx ds + C
∫
Ω
(u0 − u¯0)+ dx.
The similar estimate is true for (v(x, t) − v¯(x, t))+, and in summary,∫
Ω
[(
u(x, t) − u¯(x, t))+ + (v(x, t) − v¯(x, t))+]dx
 C0C
t∫
0
∫
Ω
[
(u − u¯)+ + (v − v¯)+
]
dx ds + C
∫
Ω
[
(u0 − u¯0)+ + (v0 − v¯0)+
]
dx.
Since (u, v) and (u¯, v¯) are the weak solution and weak super solution of (1.1)–(1.3) respectively,
we get from (1.9) that (u0 − u¯0)+ = (v0 − v¯0)+ = 0 a.e. in Ω . It follows immediately by using
the Gronwall’s inequality that∫
Ω
[(
u(x, t) − u¯(x, t))+ + (v(x, t) − v¯(x, t))+]dx = 0
for almost all t ∈ (0, T ), and hence u u¯, v  v¯ a.e. in Ω × (0, T ). 
We know from [17] that the following lemma is true (see [17, Theorems 1 and 2]).
Lemma 2.5. Assume that the conditions of Theorem 2 hold. Then there exist global classical
solutions to system (1.1), (1.5) and (1.6).
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the weak super solutions to (1.1)–(1.3) with the lower bound ε0 > 0. Combining Lemmas 2.4
and 2.5, we obtain that any weak solutions of (1.1)–(1.3) are global. 
3. Proofs of Theorems 3 and 4
Let BR(x0) ⊂ Ω be the ball of radius R with center at x0 ∈ Ω . Without loss of generality,
suppose x0 = 0 (the origin). Let Ω0 = Br(0) with r < R, Ω1 = BR \ B¯r and Ω2 = Ω \ B¯R .
The idea for the proof of Theorem 3 is to construct a piecewise smooth and blowing up weak
sub-solution, which satisfies the classical differential inequalities for classical sub-solutions to
(1.1)–(1.3) in each Ωi , i = 0,1,2, as well as appropriate connection conditions on ∂Br ∪ ∂BR
(the interior-boundaries of Ω). We need a series of auxiliary lemmas for it.
Denote by ϕ(x) the first eigenfunction of
Δϕ + λϕ = 0 in Ω0, ϕ = 0 on ∂Ω0 (3.1)
with the first eigenvalue λ1, normalized by ‖ϕ‖L∞(Ω0) = 1. It is well known that ϕ(x) =
ϕ(|x|) > 0 in Ω0 = Br(0) with λ1 > 0 (see, e.g., [4, pp. 242–244]).
We begin with the smooth piece in Ω0 to the weak sub-solution. Consider the nonlinear dif-
fusion system in Ω0 with positive boundary values
ut = Δum1 + up1vq1, vt = Δvm2 + up2vq2 in Ω0 × (0, T ), (3.2)
u(x, t) = Aα1 , v(x, t) = Aα2 on ∂Ω0 × (0, T ), (3.3)
u(x,0) = u0(x), v(x,0) = v0(x) on Ω¯0, (3.4)
where A is a positive constant, α1, α2 are defined by (1.11).
There are two cases for Theorem 3: (i) 1/α1,1/α2 > 0, (ii) 1/αi > 0, 1/αj < 0, i = j , corre-
sponding to simultaneous and nonsimultaneous blowing up, respectively.
Lemma 3.1.
(i) Under the assumptions of Theorem 3 with 1/α1,1/α2 > 0, the problem (3.2)–(3.4) has a
classical sub-solution of the form
u(x, t) = M
α1Aα1
[(1 − ct) + M(1 − ϕ(x))]α1 ,
v(x, t) = M
α2Aα2
[(1 − ct)+ M(1 − ϕ(x))]α2 (3.5)
in Ω¯0 × (0,1/c) provided
λ1 < min
(
A/(m1α1), A/(m2α2)
)
, (3.6)
Mα1Aα1
[1 + M(1 − ϕ(x))]α1  u0(x),
Mα2Aα2
[1 + M(1 − ϕ(x))]α2  v0(x) on Ω¯0,
c = min
i=1,2
{
(−λimiαi + A)M(m1−1)αi+1Aαi(mi−1)/
(
αi(1 + M)(mi−1)αi
)}
.
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a classical sub-solution of the form
u(x, t) = M
α1Aα1
[(1 − ct) + M(1 − ϕ(x))]α1 , v(x, t) =
Mα2Aα2(1 + ϕ(x))1/m2
(1 − ct + M)α2 (3.7)
in Ω¯0 × (0,1/c) provided
λ1 < min
{(
A/(m1α1)
)
(1 + 1/M)α2q1 , AM/(1 + M)}, (3.8)
Mα1Aα1
[1 + M(1 − ϕ(x))]α1  u0(x),
Mα2Aα2(1 + ϕ)1/m2
(1 + M)α2  v0(x) on Ω¯0,
c = −λm1α1M(AM)
α1(m1−1)(1 + M)−α2q1 + (AM)α1(m1−1)+1M−α2q1
α1(1 + M)m1α1−α1−α2q1 .
Proof. Part (i) was proved in [17] (see [17, Theorem 3]). In view of α2 < 0 and the characteristic
algebraic system (1.11), one can see easily that p1α1 > p1α1 + q1α2 = m1α1 + 1 and vt  0. So
part (ii) can be proved similarly and easily. 
Next construct the smooth piece in Ω1 = BR \ B¯r to the weak sub-solution. Set
Fi = M
αiAαi
(1 − ct + M)αi
(
R2 − |x|2
R2 − r2
)δi
, δi = 2
mi − 1 , i = 1,2, x ∈ Ω1. (3.9)
Lemma 3.2. Functions F1(x, t) and F2(x, t) defined by (3.9) satisfy
∂F1
∂t
ΔFm11 + Fp11 Fq12 ,
∂F2
∂t
ΔFm22 + Fp21 Fq22 (3.10)
for all (x, t) ∈ Ω1 × (0,1/c) with appropriate A and M .
Proof. It follows from (1.11) that
p1α1 + q1α2 = m1α1 + 1, p2α1 + q2α2 = m2α2 + 1. (3.11)
A simple computation shows
∂Fi
∂t
= cαiM
αiAαi
(1 − ct + M)αi+1
(
R2 − |x|2
R2 − r2
)δi
, (3.12)
ΔF
mi
i =
4MmiαiAαimi δimi
(1 − ct + M)miαi
(
R2 − |x|2
R2 − r2
)δi (δi + 1)|x|2
(R2 − r2)2
− 4M
miαiAαimi δimi
(1 − ct + M)miαi
(
R2 − |x|2
R2 − r2
)δi+1 N
2(R2 − r2) . (3.13)
Denote δ = r2/R2. If |x|2 < N
N+2R
2
, then 2
(N+2)(1−δ) <
R2−|x|2
R2−r2  1. It follows from (3.13)
that
ΔF
m1
1 + Fp11 Fq12 
4Mm1α1Am1α1δ1m1
(1 − ct + M)m1α1
(
R2 − |x|2
R2 − r2
)δ1 δ1 + 1
r2
δ2
(1 − δ)2
+ M
m1α1Aα1m1
m1α1
(
R2 − |x|2
2 2
)δ1
(1 − ct + M) R − r
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[
MA
(1 − ct + M)
(
R2 − |x|2
R2 − r2
)δ1(p1−1)+δ2q1
− Nδ
2(1 − δ)r2
]
.
The similar estimate holds for ΔFm12 + Fp21 Fq22 .
It is easy to see that if
r2 > max
{(
(N + 2)(1 − δ)
2
)μ1
,
(
(N + 2)(1 − δ)
2
)μ2} Nδ
(1 − δ)A (3.14)
with μ1 = δ1(p1 − 1) + δ2q1 and μ2 = δ1p2 + δ2(q2 − 1), then
MA
(1 − ct + M)
(
R2 − |x|2
R2 − r2
)δ1(p1−1)+δ2q1
 Nδ
2(1 − δ)r2 .
Thus
ΔF
m1
1 + Fp11 Fq12 
4Mm1α1Am1α1δ1m1
(1 − ct + M)m1α1
(
R2 − |x|2
R2 − r2
)δ1 δ1 + 1
r2
δ2
(1 − δ)2 , (3.15)
and similarly,
ΔF
m2
2 + Fp21 Fq22 
4Mm2α2Am2α2δ2m2
(1 − ct + M)m2α2
(
R2 − |x|2
R2 − r2
)δ2 δ2 + 1
r2
δ2
(1 − δ)2 . (3.16)
Due to (3.15), (3.16) and (3.12), F1,F2 satisfy (3.10) for |x|2 < NN+2R2 provided
M > max
{
1,
cαi(1 − δ)22αi(mi−1)
δ2i δ
2A(mi−1)αi
r2, i = 1,2
}
. (3.17)
If |x|2 > N
N+2R
2
, then we can get by using (3.13) that
ΔF
mi
i 
4MmiαiAmiαi δimi
(1 − ct + M)miαi
(
R2 − |x|2
R2 − r2
)δi N
N + 2
δi
(1 − δ)r2 . (3.18)
Together with (3.12), we know
∂Fi
∂t
ΔFmii , i = 1,2, (3.19)
hold for |x|2 > N
N+2R
2 with M satisfying (3.17).
In summary, we get (3.10) for (x, t) ∈ Ω1 × (0,1/c) under assumption (3.14). 
Now, we construct a continuous and piecewise smooth weak sub-solution on the whole Ω¯ as
follows:
(
U(x, t),V (x, t)
)=
⎧⎨
⎩
(u(x, t), v(x, t)), x ∈ Ω¯0 = B¯r , t ∈ (0, T ),
(F1(x, t),F2(x, t)), x ∈ Ω¯1 = B¯R \ Br, t ∈ (0, T ),
(0,0), x ∈ Ω¯2 = Ω¯ \ BR, t ∈ (0, T ).
Lemma 3.3. The pair of functions (U,V ) is a weak sub-solution to the problem (1.1)–(1.3)
provided that u0 U0, v0  V 0.
Proof. It suffices to verify the integral inequalities of weak sub-solutions for U,V . We should
estimate the normal derivatives for Fm1,Fm2 and um1, vm2 on ∂Ω1 = ∂BR(0) ∪ ∂Br(0) and1 2
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∂
∂n ||x|=r+ the outward normal derivatives on Ω¯0 ∩ Ω¯1 with respect to Ω0 and Ω1, respectively.
We have
∂F
mi
i
∂n
∣∣∣∣|x|=r+ =
miδiM
αimiAαimi
(1 − ct + M)αimi
2δ
(1 − δ)r ,
∂um1
∂n
∣∣∣∣|x|=r− =
m1α1Mα1m1+1Aα1m1
(1 − ct + M)α1m1+1
∂ϕ(|x|, t)
∂n
∣∣∣∣|x|=r− ,
∂vm2
∂n
∣∣∣∣|x|=r− =
m2α2Mα2m2+1Aα2m2
(1 − ct + M)α2m2+1
∂ϕ(|x|, t)
∂n
∣∣∣∣|x|=r− for case (i) in Lemma 3.1,
∂vm2
∂n
∣∣∣∣|x|=r− =
Mα2m2Aα2m2
(1 − ct + M)α2m2
∂ϕ(|x|, t)
∂n
∣∣∣∣|x|=r− for case (ii) in Lemma 3.1.
Since ∂ϕ(|x|,t)
∂n ||x|=r− = −C(N)r (see [4, p. 244]), we have
∂F
m1
1
∂n
∣∣∣∣|x|=r+ +
∂um1
∂n
∣∣∣∣|x|=r−  0,
∂F
m1
1
∂n
∣∣∣∣|x|=r+ +
∂vm2
∂n
∣∣∣∣|x|=r−  0 (3.20)
provided
δ
1 − δ < min
{
C(N)α1
2δ1
,
C(N)α2
2δ2
}
for (i), δ
1 − δ <
C(N)
2δ2m2
for (ii), (3.21)
or equivalently,
R2 
{
max
(
2δ1
C(N)α1
,
2δ2
C(N)α2
)
+ 1
}
r2 for (i),
R2 
(
2δ2m2
C(N)
+ 1
)
r2 for (ii). (3.22)
Now we will show that
∫
Ω
Uψ1(x, τ ) dx −
∫
Ω
U0ψ1 dx 
τ∫
0
∫
Ω
(
Uψ1t + Um1Δψ1 + Up1V q1ψ1
)
dx dt, (3.23)
∫
Ω
Vψ2(x, τ ) dx −
∫
Ω
V 0ψ2 dx 
τ∫
0
∫
Ω
(
Vψ2t + Vm2Δψ2 + Up2V q2ψ2
)
dx dt (3.24)
hold for any nonnegative function ψi(x, t) ∈ C2(Ω¯ × [0, T )) vanishing on ∂Ω , i = 1,2.
By the definition of U and V ,
τ∫
0
∫
Ω
(
Uψ1t + Um1Δψ1 + Up1V q1ψ1
)
dx dt
=
τ∫
0
∫
¯
(
F1ψ1t + Fm11 Δψ1 + Fp11 Fq12 ψ1
)
dx dtBR\Br
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τ∫
0
∫
Br
(
uψ1t + um1Δψ1 + up1vq1ψ1
)
dx dt
=
∫
BR\B¯r
(
F1(x, τ )ψ1(x, τ ) − F1(x,0)ψ1(x,0)
)
dx +
τ∫
0
∫
∂BR
F
m1
1
∂ψ1
∂n
dS dt
+
τ∫
0
∫
∂Br
F
m1
1
∂ψ1
∂n
dS dt −
τ∫
0
∫
∂BR
∂F
m1
1
∂n
ψ1 dS dt −
τ∫
0
∫
∂Br
∂F
m1
1
∂n
ψ1 dS dt
+
τ∫
0
∫
BR\B¯r
(
ΔF
m1
1 + Fp11 Fq12 − F1t
)
ψ1 dx dt
+
∫
Br
(
u(x, τ )ϕ1(x, τ ) − u(x,0)ψ1(x,0)
)
dx
+
τ∫
0
∫
∂Br
um1
∂ϕ1
∂n
dS dt −
τ∫
0
∫
∂Br
∂um1
∂n
ψ1 dS dt
+
τ∫
0
∫
Br
(
Δum1 + up1vq1 − ut
)
ψ1 dx dt. (3.25)
Since (u, v) is a classical sub-solution in Ω0 = Br , F1,F2 satisfy (3.10) in Ω1 = BR \ B¯r , F1 =
u = Mα1Aα1
(1−ct+M)α1 on ∂Br and F
m1
1 = ∂F
m1
1
∂n |∂BR = 0, it follows by using (3.20) and (3.25) that
τ∫
0
∫
Ω
[
Uψ1t + Um1Δψ1 + Up1V q1ψ1
]
dx dt

∫
BR
(
U(x, τ)ψ1(x, τ ) − U0(x)ψ1(x,0)
)
dx
−
τ∫
0
∫
∂Br
∂F
m1
1
∂n
ψ1 dS dt −
τ∫
0
∫
∂Br
∂um1
∂n
ψ1 dS dt

∫
Ω
(
U(x, τ)ψ1(x, τ ) − U0(x)ψ1(x,0)
)
dx,
and (3.23) is obtained. In the same way, we can prove (3.24) as well. 
We have got a weak sub-solution (U,V ) to problem (1.1)–(1.3), which blows up in finite time
T = 1/c. It remains to prove that this weak sub-solution is not greater than the weak solution for
almost all (x, t) ∈ Ω × (0, T ). We need the following comparison theorem.
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either
qi max
{
1,
(mj − 1)(1 − pi)
mi − 1
}
or pi max
{
1,
(mj − 1)(1 − qi)
mi − 1
}
for i = 1,2, j = i, then
U  u, V  v a.e. in Ω × (0, T ). (3.26)
Proof. We derive from the definitions of weak solutions and weak sub-solutions that∫
Ω
(
U(x, t) − u(x, t))ψ1(x, t) dx −
∫
Ω
(
U0(x) − u0(x)
)
ψ1(x,0) dx

t∫
0
∫
Ω
(U − u)(ψ1t + b1(x, s)Δψ1)dx ds
+
t∫
0
∫
Ω
(
Up1V q1 − up1vq1)ψ1 dx ds (3.27)
hold for almost all t ∈ (0, T ) and any nonnegative test functions ψ1(x, t) ∈ C2(Ω¯ × [0, T ))
vanishing on ∂Ω , where
b1(x, t) =
{
Um1−um1
U−u , U = u,
0, U = u; b2(x, t) =
{
Vm2−vm2
V−v , V = v,
0, V = v.
Let biε(x, t) be positive C∞ approximations of bi(x, t) for η > 0 such that∫ ∫
QT
(biε − bi)2 dx dt  η3, i = 1,2.
For almost all t ∈ (0, T ), consider the backward parabolic problem (2.27)–(2.29) (where aiε
are replaced by biε), similar to the proof of Lemma 2.4, we have 0 ϕi C and∫ ∫
Qt
(biε + η)Δϕ2i dx ds  C. (3.28)
Substituting the solution ϕ1 of (2.27)–(2.29) into (3.27), we get by using (3.28) that∫
Ω
(
U(x, t) − u(x, t))X1(x) dx

t∫
0
∫
Ω
(U − u)(b1(x, s) − b1ε(x, s))Δϕ1 dx ds − η
t∫
0
∫
Ω
(U − u)Δϕ1 dx ds
+
t∫
0
∫
Ω
(
Up1V q1 − up1vq1)ϕ1 dx ds +
∫
Ω
(U0 − u0)ϕ1(x,0) dx. (3.29)
Assume u,U,v,V  L. Similar to the proof of Lemma 2.4, we have
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t∫
0
∫
Ω
(U − u)(b1 − b1ε)Δϕ1 dx ds
∣∣∣∣∣LCη, (3.30)∣∣∣∣∣
∫ ∫
Qt
η(U − u)Δϕ1 dx ds
∣∣∣∣∣ LCK(γ )η + Cη1/2γ. (3.31)
Noticing 0 ϕi C, we get from the definition of (U,V ) that
t∫
0
∫
Ω
(
Up1V q1 − up1vq1)ϕ1 dx ds

t∫
0
∫
BR
(
Up1V q1 − up1vq1)ϕ1 dx ds
 C
t∫
0
∫
BR
[
V q1
(
Up1 − up1)+ + up1(V q1 − vq1)+]dx ds. (3.32)
Now we estimate the two terms on the last inequality of (3.32), respectively. Without loss of
generality, assume q1 max{1, (m2−1)(1−p1)m1−1 } and p1 < 1. Since q1  1, we have
t∫
0
∫
BR
up1
(
V q1 − vq1)+ dx ds  C(L,q1)
t∫
0
∫
Ω
(V − v)+ dx ds.
Observing p1 < 1, we have
t∫
0
∫
BR
V q1
(
Up1 − up1)+ dx ds

t∫
0
∫
BR
V q1Up1−1(U − u)+ dx ds
=
t∫
0
∫
Br
V q1Up1−1(U − u)+ dx ds +
t∫
0
∫
BR\Br
V q1Up1−1(U − u)+ dx ds.
Since
U = u M
α1Aα1
[(1 − ct)+ M(1 − ϕ(r))]α1  η0 > 0 in Br × (0,1/c),
we have
t∫ ∫
V q1
(
Up1 − up1)+ dx ds  C
t∫ ∫
(U − u)+ dx ds.0 Br 0 Ω
P. Lei, S. Zheng / J. Math. Anal. Appl. 324 (2006) 177–198 195In BR \ Br × (0,1/c), we get from the definition of (U,V ) and (3.11) that
V q1Up1−1 =
(
MA
1 − ct + M
)α1(m1−1)+1(R2 − |x|2
R2 − r2
)δ1q1+δ2(p1−1)
,
where δi = 2m1−1 . Thus
V q1Up1−1 
(
MA
1 − ct + M
)α1(m1−1)+1
provided δ1q1 + δ2(p1 − 1) 0, namely, q1  (m1−1)(1−p1)m2−1 .
Combining the above arguments, we derive
t∫
0
∫
BR
V q1
(
Up1 − up1)+ dx ds C0C
t∫
0
∫
Ω
(U − u)+ dx ds,
and therefore
t∫
0
∫
Ω
(
Up1V q1 − up1vq1)ϕ1 dx ds  C0C
t∫
0
∫
Ω
[
(U − u)+ + (V − v)+
]
dx ds. (3.33)
Substitute (3.30), (3.31) and (3.33) into (3.29) and let η → 0, γ → 0 in turn in (3.29). As in the
proof of Lemma 2.4, we can obtain for almost all t ∈ (0, T ) that∫
Ω
(
U(x, t) − u(x, t))+ dx
 C0C
t∫
0
∫
Ω
[
(U − u)+ + (V − v)+
]
dx ds + C
∫
Ω
(U0 − u0)+ dx,
and similarly,∫
Ω
(
V (x, t) − v(x, t))+ dx
 C0C
t∫
0
∫
Ω
[
(U − u)+ + (V − v)+
]
dx ds + C
∫
Ω
(V 0 − v0)+ dx.
In summary,∫
Ω
[(
U(x, t) − u(x, t))+ + (V (x, t) − v(x, t))+]dx
 C0C
t∫ ∫ [
(U − u)+ + (V − v)+
]
dx ds + C
∫ [
(U0 − u0)+ + (V 0 − v0)+
]
dx.0 Ω Ω
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Gronwall’s inequality again that∫
Ω
[(
U(x, t) − u(x, t))+ + (V (x, t) − v(x, t))+]dx = 0
for almost all t ∈ (0, T ). That is U  u, V  v a.e. in Ω × (0, T ). 
Combining Lemmas 3.1, 3.3 and 3.4 and recalling the formulations in (3.5), we get
lim
t→T −0
(∥∥uγ1(·, t)∥∥
L1(Ω) +
∥∥vγ2(·, t)∥∥
L1(Ω)
)= +∞
with γ1 = Nα1 , γ2 = Nα2 . This implies (1.10), and Theorem 3 is obtained.
Remark 3.2. It is well known that the weak solutions are in the sense of distributions and not
point-wise defined. The method used in the proof of Theorem 3 is interesting that the weak sub-
solution constructed here is piece-wise smooth and point-wise defined. By means of the weak
comparison principle in Lemma 3.4, we get the blow-up property of the weak solutions from the
point-wise weak sub-solutions.
Remark 3.3. Theorem 3 says that for any bounded Ω ⊂ RN , the weak solutions to (1.1)–(1.3)
blow up in finite time with “large initial data” (large initial energy). We find from Lemmas 3.1–
3.3 that it can be guaranteed by either large u0(x) and v0(x) (i.e. large A) on a (small) closed ball
Br required by (3.6), (3.8) or “thick” Ω (notice that small λ1 corresponds to large Ω0) containing
a bigger ball BR with R satisfying (3.22).
Finally, we deal with the proof of Theorem 4.
Denote
Er(x0) =
{
x:
N∑
k=1
(xk − xk0 )2
l2k
 1
}
with r = min{lk: k = 1,2, . . . ,N}. For simplicity of notation, assume x0 = 0, l1 = r .
Suppose Ω is contained in Er0 with r0 properly small. Consider the following elliptic system:
ΔUm1(x) + Up1(x)V q1(x) = 0, ΔV m2(x) + Up2(x)V q2(x) = 0 in Er0 (3.34)
with boundary value conditions
U(x) = V (x) = 1 on ∂Er0 . (3.35)
Lemma 3.5. Let (U,V ) be a solution of the problem (3.34)–(3.35) and α1, α2 > 0. Then there is
positive constant Λ such that 1U Λ, 1 V Λ for some r0 properly small.
Proof. It is easy to verify that (1,1) is a sub-solution of the problem (3.34)–(3.35) and hence
U  1, V  1. In order to prove the boundedness conclusion, it suffices to find a super solution
with the upper bound Λ. Set
f (x) = exp
{
r20 − r20
N∑ x2k
l2
}
in Er0 .k=1 k
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Δfmi = 4m2i r40fmi
N∑
k=1
x2k
l4k
− 2mir20f mi
N∑
k=1
1
l2k
< 4m2i r
2
0f
mi − 2mif mi .
Due to α1, α2 > 0, it is known from Remark 1.2 that either p1 > m1, q2 > m2, or p2q1 >
(m1 − p1)(m2 − q2). For both the cases, we have always that at least one of q1 > m1 − p1
and p2 > m2 − q2 is true. Without loss of generality, suppose q1 > m1 − p1.
If q1 > m1 − p1 and p2 > m2 − q2, then
Δfm1 + f p1+q1 < fm1[2m1(2m1r20 − 1)+ exp{(p1 + q1 − m1)r20}], (3.36)
Δfm2 + f p2+q2 < fm2[2m2(2m2r20 − 1)+ exp{(p2 + q2 − m2)r20}] (3.37)
provided r0 is properly small such that
r20 
1
pi + qi − mi log
(
2mi
(
1 − 2mir20
))
, i = 1,2. (3.38)
If q1 > m1 − p1 and p2  m2 − q2, then (3.36) and (3.37) hold whenever (3.38) is true for
i = 1.
We have shown that (f,f ) is a super solution of (3.34)–(3.35), and Λ = er20 . 
Proof of Theorem 4. Obviously, (U(x),V (x)) in Lemma 3.5 is a super solution (and hence a
weak super solution) of (1.1)–(1.3). It follows from Lemma 2.4 that for any weak solution (u, v)
of the problem (1.1)–(1.3) with u0, v0  1,
u(x, t)U(x)Λ, v(x, t) V (x)Λ a.e. in Ω × [0,+∞).
The proof is complete. 
Remark 3.4. As we show in Remark 3.2 that to make finite blow-up of weak solutions (u, v),
the altitude of the initial data (represented by A = A(Ω), see (3.6)), and hence initial energy∫
Ω
u
γ1
0 dx,
∫
Ω
v
γ2
0 dx should be large. An interesting phenomenon is observed from Theorem 4
that if u0, v0  1 and Ω is thin enough, then the solutions are always global although the measure
of Ω is large such that the initial energy in the system is arbitrarily large.
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