Trace formulae for the matrix Schrödinger equation with energy-dependent potential  by Yang, Chuan-Fu
J. Math. Anal. Appl. 393 (2012) 526–533
Contents lists available at SciVerse ScienceDirect
Journal of Mathematical Analysis and
Applications
journal homepage: www.elsevier.com/locate/jmaa
Trace formulae for the matrix Schrödinger equation with
energy-dependent potential
Chuan-Fu Yang
Department of Applied Mathematics, Nanjing University of Science and Technology, Nanjing 210094, Jiangsu, People’s Republic of China
a r t i c l e i n f o
Article history:
Received 13 January 2012
Available online 12 April 2012
Submitted by Jie Xiao
Keywords:
Matrix Schrödinger equation
Eigenvalue
Trace formula
a b s t r a c t
In this paper, we consider the eigenvalue problems for the matrix Schrödinger equation
with energy-dependent potential and with separated boundary conditions on the finite
interval, and find new trace formulae for the matrix Schrödinger operator.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we will find trace formulae for the following matrix Schrödinger operator L(P,Q ; h,H)
− Y ′′(x)+ [2λP(x)+ Q (x)]Y (x) = λ2Y (x), x ∈ (0, π) (1.1)
with Robin boundary conditions
Y ′(0)− hY (0) = 0 (1.2)
and
Y ′(π)+ HY (π) = 0, (1.3)
where λ is a spectral parameter, Y (x) = [yk(x)]k=1,d is a column vector, P(x) = diag[p1(x), . . . , pd(x)] andQ (x) are d×d real
symmetric matrix-valued functions, h and H are d× d real symmetric constant matrices, P ∈ W 22 [0, π] and Q ∈ W 12 [0, π],
whereW k2 [0, π] (k = 1, 2) denotes a set whose element is a k-th order continuously differentiable function in L2[0, π].
The study of regularized traces of ordinary differential operators has a long history and there are a large number of
papers and books studying this issue. The trace formulae for the scalar differential operators have been found by Gelfand
and Levitan [1], Dikii [2], Halberg and Kramer [3] andmany otherworks. The list of theworks on this subject is given in [4–6].
Amethod for calculating trace formulae for general problems involving ordinary differential equations on a finite interval
was proposed in [7]. The trace formulae can be used for approximate calculation of the first eigenvalue of an operator [6], and
in order to establish necessary and sufficient conditions for a set of complex numbers to be the spectrum of an operator [8].
Afterwards these investigations were continued in many directions, such as Dirac operators, differential operators with
abstract operator-valued coefficients, and the case of matrix-valued Sturm–Liouville operators (see, [9–29,5,6,30–33], etc.).
Despite the enormous literature on eigenvalue problems for scalar Sturm–Liouville problems, differential operators with
operator coefficients and matrix coefficients raise interesting new problems. For differential operators with an operator
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coefficient a similar problem was studied, for example in [10–17,23,27]. For the matrix Sturm–Liouville equation (when
P = 0 in (1.1)) properties of spectral characteristics were provided in [34–37]. Trace formulae for Sturm–Liouville problems
with matrix coefficients were previously considered in [21,28]. Note that there have only a few works on the trace of
differential operators with matrix coefficient. In [19,20] the trace of the Sturm–Liouville operator with matrix coefficient
has been investigated with the aid of the method of residue computations.
It is pointed out that for d = 1 the trace formula for a scalar quadratic operator pencil (1.1) was first studied by Borisov
and Freitas in [18]; in the latter papers [32,33] the samewas done for other boundary conditions, such as separated boundary
conditions, the eigenparameter boundary conditions, and quasiperiodic boundary conditions. However, the trace formula for
thematrix Schrödinger operator L(P,Q ; h,H) has never been considered before. In this paper,wewill discuss the eigenvalue
problem for the operator L(P,Q ; h,H) and find new trace formulae.
2. Results
New trace formulae for the matrix Schrödinger operator L(P,Q ; h,H) are as follows. For simplicity Aij denotes entry of
matrix A at the i-th row and the j-th column and tr A denotes the trace of a matrix A, Id is a d× d identity matrix and 0d is a
d× d zero matrix.
Theorem 2.1. For the operator L(P,Q ; h,H), let λ(j)n (j = 1, d, n = ±0,±1,±2, . . .) be eigenvalues of the operator L(P,Q ;
h,H), we have the trace formulae:
∞
n=0

d
j=1
(λn,j + λ−n,j)− 2
π
tr
 π
0
P(x) dx

= tr[P(0)+ P(π)]
2
− 1
π
tr
 π
0
P(x) dx (2.1)
and
∞
n=0

d
j=1
[λ2n,j + λ2−n,j − (λ0n,j)2 − (λ0−n,j)2] −
4
π
tr

h+ H + 1
2
 π
0
(P2(x)+ Q (x))dx

= − 2
π
tr

h+ H + 1
2
 π
0
(P2(x)+ Q (x))dx

+ tr[Q (0)+ Q (π)]
2
+ tr[P2(0)+ P2(π)] − tr[h2 + H2], (2.2)
where for j = 1, d,
λ0−0,j = 0, λ0n,j = n+
αj
π
(n = +0,±1,±2, . . .), αj =
 π
0
pj(x) dx.
This article is organized as follows. Section 3 is devoted to the representation of the solution to Eq. (1.1). Section 4 contains
the analysis of the characteristic determinant. Finally, in Section 5, we present the proof of Theorem 2.1.
3. Representation of the solution to Eq. (1.1)
In this section we will give a representation of the solution to the differential equation (1.1).
Lemma 3.1. For each λ ∈ C, the solution of the initial value problem
− Y ′′(x)+ [2λP(x)+ Q (x)]Y (x) = λ2Y (x) (3.1)
with
Y (0, λ)− Id = 0d = Y ′(0, λ)− h (3.2)
is given, for x ∈ [0, π], by
Y (x, λ) = cos(λx− α(x))+
 x
0
A(x, t) cos(λt) dt +
 x
0
B(x, t) sin(λt) dt, (3.3)
where the kernels A(x, t), B(x, t) are the solutions of the problem
∂2A(x, t)
∂x2
− 2P(x) ∂B(x, t)
∂t
− Q (x)A(x, t) = ∂
2A(x, t)
∂t2
,
∂2B(x, t)
∂x2
+ 2P(x) ∂A(x, t)
∂t
− Q (x)B(x, t) = ∂
2B(x, t)
∂t2
,
A(0, 0) = h, B(x, 0) = 0d, ∂A(x, t)
∂t

t=0
= 0d,
(3.4)
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with α(x) =  x0 P(t)dt. Moreover, there holds
2[cosα(x)A(x, x)+ sinα(x)B(x, x)] = 2h+
 x
0
T1(t) dt (3.5)
and
2[sinα(x)A(x, x)− cosα(x)B(x, x)] = P(x)− P(0)+
 x
0
T2(t) dt (3.6)
where
T1(x) = P2(x)+ cosα(x)Q (x) cosα(x)+ sinα(x)Q (x) sinα(x)
and
T2(x) = sinα(x)Q (x) cosα(x)− cosα(x)Q (x) sinα(x).
Proof. The representation (3.3) can be established using the Paley–Wiener theorem (see [38]) and the kernels A(x, t), B(x, t)
have continuous partial derivatives up to order two with respect to x and t and with α(x) =  x0 P(t)dt .
From (3.3) we get
Y ′(x, λ) = −(λ− P(x)) sin(λx− α(x))+ A(x, x) cos(λx)+ B(x, x) sin(λx)+
 x
0
Ax(x, t) cos(λt) dt
+
 x
0
Bx(x, t) sin(λt) dt
and
Y ′′(x, λ) = P ′(x) sin(λx− α(x))− (λ− P(x))2 cos(λx− α(x))+ A′(x, x) cos(λx)+ B′(x, x) sin(λx)
− λA(x, x) sin(λx)+ λB(x, x) cos(λx)+ Ax(x, t)|t=x cos(λx)+ Bx(x, t)|t=x sin(λx)
+
 x
0
Ax2(x, t) cos(λt) dt +
 x
0
Bx2(x, t) sin(λt) dt. (3.7)
On the other hand, using integration by parts twice, we obtain
λY (x, λ) = λ cos(λx− α(x))+ A(x, x) sin(λx)− B(x, x) cos(λx)+ B(x, 0)
−
 x
0
At(x, t) sin(λt) dt +
 x
0
Bt(x, t) cos(λt) dt
= λ cos(λx− α(x))+ A(x, x) sin(λx)− B(x, x) cos(λx)+ B(x, 0)+ 1
λ
[At(x, t)|t=x cos(λx)− At(x, 0)]
− 1
λ
 x
0
At2(x, t) cos(λt) dt +
1
λ
Bt(x, t)|t=x sin(λx)− 1
λ
 x
0
Bt2(x, t) sin(λt) dt. (3.8)
Combining (3.7) and (3.8) and using equations
Y ′′(x)+ [λ2 − 2λP(x)− Q (x)]Y = 0,
Y ′(0, λ) = h,
we obtain
A(0, 0) = h (3.9)
and
λB(x, 0)− 2P(x)B(x, 0)− At(x, 0)+ P ′(x) sin(λx− α(x))− (P2(x)+ Q (x)) cos(λx− α(x))
+ 2A′(x, x) cos(λx)+ 2B′(x, x) sin(λx)− 2P(x)A(x, x) sin(λx)+ 2P(x)B(x, x) cos(λx)
+
 x
0
[Ax2(x, t)− 2P(x)Bt(x, t)− Q (x)A(x, t)− At2(x, t)] cos(λt) dt
+
 x
0
[Bx2(x, t)+ 2P(x)At(x, t)− Q (x)B(x, t)− Bt2(x, t)] sin(λt) dt = 0. (3.10)
By the Riemann–Lebesgue lemma (3.10) holds for all real λ if and only if
B(x, 0) = At(x, 0) = 0d (3.11)
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and 
∂2A(x, t)
∂x2
− 2P(x) ∂B(x, t)
∂t
− Q (x)A(x, t) = ∂
2A(x, t)
∂t2
,
∂2B(x, t)
∂x2
+ 2P(x) ∂A(x, t)
∂t
− Q (x)B(x, t) = ∂
2B(x, t)
∂t2
,
(3.12)
with −P ′(x) sinα(x)− (P2(x)+ Q (x)) cosα(x)+ 2A′(x, x)+ 2P(x)B(x, x) = 0,
P ′(x) cosα(x)− (P2(x)+ Q (x)) sinα(x)+ 2B′(x, x)− 2P(x)A(x, x) = 0. (3.13)
From (3.13) we have
− cosα(x)P ′(x) sinα(x)− cosα(x)(P2(x)+ Q (x)) cosα(x)
+ 2 cosα(x)A′(x, x)+ 2 cosα(x)P(x)B(x, x) = 0,
sinα(x)P ′(x) cosα(x)− sinα(x)(P2(x)+ Q (x)) sinα(x)
+ 2 sinα(x)B′(x, x)− 2 sinα(x)P(x)A(x, x) = 0,
which implies that by adding
2
d
dx
[cosα(x)A(x, x)+ sinα(x)B(x, x)] = T1(x),
where
T1(x) = cosα(x)(P2(x)+ Q (x)) cosα(x)+ sinα(x)(P2(x)+ Q (x)) sinα(x)
= P2(x)+ cosα(x)Q (x) cosα(x)+ sinα(x)Q (x) sinα(x). (3.14)
Integrating (3.14) and taking into account that α(0) = 0d = B(0, 0) yields
2[cosα(x)A(x, x)+ sinα(x)B(x, x)] = 2h+
 x
0
T1(t) dt. (3.15)
Similarly, we have
− sinα(x)P ′(x) sinα(x)− sinα(x)(P2(x)+ Q (x)) cosα(x)
+ 2 sinα(x)A′(x, x)+ 2 sinα(x)P(x)B(x, x) = 0,
cosα(x)P ′(x) cosα(x)− cosα(x)(P2(x)+ Q (x)) sinα(x)
+2 cosα(x)B′(x, x)− 2 cosα(x)P(x)A(x, x) = 0,
which implies that by adding
2
d
dx
[sinα(x)A(x, x)− cosα(x)B(x, x)] = P ′(x)+ T2(x),
where
T2(x) = sinα(x)(P2(x)+ Q (x)) cosα(x)− cosα(x)(P2(x)+ Q (x)) sinα(x)
= sinα(x)Q (x) cosα(x)− cosα(x)Q (x) sinα(x).
Integrating the above equation yields
2[sinα(x)A(x, x)− cosα(x)B(x, x)] = P(x)− P(0)+
 x
0
T2(t) dt. (3.16)
Eqs. (3.9), (3.11), (3.12), (3.15) and (3.16) complete the proof of Lemma 3.1. 
4. Analysis of the characteristic determinant
Denote
αj =
 π
0
pj(x) dx, j = 1, d, α(π) = diag[α1, . . . , αd].
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Simple calculations show that the characteristic equation of (1.1)–(1.2) can be reduced to the form ω(λ) = 0, where
ω(λ) = −[λ− P(π)] sin(λπ − α(π))+ cos(λπ)A(π, π)+ sin(λπ)B(π, π)+
 π
0
A′x(π, t) cos(λt) dt
+
 π
0
B′x(π, t) sin(λt) dt + H cos(λπ − α(π))+ H
 π
0
A(π, t) cos(λt) dt + H
 π
0
B(π, t) sin(λt) dt
= −λ sin(λπ − α(π))+ P(π) sin(λπ − α(π))+ cos(λπ)A(π, π)+ sin(λπ)B(π, π)
+H cos(λπ − α(π))+ O

eτπ
λ

, τ = |Im λ|. (4.1)
Using Eq. (3.6)
2[sinα(π)A(π, π)− cosα(π)B(π, π)] = P(π)− P(0)+
 π
0
T2(x) dx
and Eq. (3.5)
2[cosα(π)A(π, π)+ sinα(π)B(π, π)] = 2h+
 π
0
T1(x) dx,
by calculations we obtain
A(π, π) = sinα(π)P(π)− P(0)
2
+ sinα(π)
2
 π
0
T2(x) dx+ cosα(π)

h+ 1
2
 π
0
T1(x) dx

and
B(π, π) = − cosα(π)P(π)− P(0)
2
− cosα(π)
2
 π
0
T2(x) dx+ sinα(π)

h+ 1
2
 π
0
T1(x) dx

.
Therefore we have
cos(λπ)A(π, π)+ sin(λπ)B(π, π) = sin(λπ − α(π))P(π)− P(0)
2
− sin(λπ − α(π))
2
 π
0
T2(x) dx
+ cos(λπ − α(π))

h+ 1
2
 π
0
T1(x) dx

.
Substituting it into Eq. (4.1) yields that
ω(λ) = −λ sin(λπ − α(π))+ P(0)+ P(π)
2
sin(λπ − α(π))− sin(λπ − α(π))
2
 π
0
T2(x) dx
+ cos(λπ − α(π))

h+ H + 1
2
 π
0
T1(x) dx

+ O

eτπ
λ

.
Denote
ωii = −λ sin(λπ − αi)+ Pii(0)+ Pii(π)2 sin(λπ − αi)+ ci cos(λπ − αi)+ O

eτπ
λ

,
ci = hii + Hii + 12
 π
0
(P2ii + Qii) dx
and for i ≠ j, ωij = O(eτπ ).
Then direct calculation implies that
detω(λ) =

ω11 O(eτπ )
ω22
O(eτπ )
. . .
ωdd

=
d
i=1
ωii + O(λd−2edτπ )
=
d
i=1

−λ sin(λπ − αi)+ Pii(0)+ Pii(π)2 sin(λπ − αi)+ ci cos(λπ − αi)+ O

eτπ
λ

+ O(λd−2edτπ )
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=
d
i=1
(−λ sin(λπ − αi))

1− Pii(0)+ Pii(π)
2λ
− ci
λ
cot(λπ − αi)+ O

1
λ2

+ O(λd−2edτπ )
= (−λ)d
d
i=1
sin(λπ − αi)×
1− tr(P(0)+ P(π))2λ −
d
i=1
ci cot(λπ − αi)
λ
+ O(λd−2edτπ ).
5. Proof of Theorem 2.1
We only give the proof of Eq. (2.1) in Theorem 2.1. Analogously we can also prove that Eq. (2.2) in Theorem 2.1 holds.
Denote by Cn,j the circles of radius ε, 0 < ε < 12 , centred at the origin λ
0
n,j, n = ±0,±1,±2, . . . , where for
j = 1, d, λ0−0,j = 0 and λ0n,j = n+ αjπ (n = +0,±1,±2, . . .). Denote by ΓN0 the counterclockwise square contour with four
vertices
A = N0 + γ1 + N0i, B = −N0 + γ2 + N0i,
C = −N0 + γ2 − N0i, D = N0 + γ1 − N0i,
where γk ≠ α1π , . . . , αdπ (k = 1, 2) and γk = max{ α1π , . . . , αdπ } + (−1)k−1εk, taking enough small εk > 0, and N0 is a natural
number.
Denote
ω0(λ) = (−λ)d
d
j=1
sin(λπ − αj),
then its zeros are λ0−0,j = 0 with multiplicities d and λ0n,j = n+ αjπ (simple) (n = +0,±1,±2, . . .), j = 1, d.
Obviously, if λ ∈ Cn,j or λ ∈ ΓN0 , then |ω0(λ)| ≥ M|λ|dedτπ (M > 0) by using a similar method in [39,40]. Thus, on
λ ∈ Cn,j or λ ∈ ΓN0 , we have
detω(λ)
ω0(λ)
= 1− tr(P(0)+ P(π))
2λ
−
d
j=1
cj cot(λπ − αj)
λ
+ O

1
λ2

. (5.1)
Expanding ln detω(λ)
ω0(λ)
by the Maclaurin formula, we find that
ln
detω(λ)
ω0(λ)
= − tr(P(0)+ P(π))
2λ
−
d
j=1
cj cot(λπ − αj)
λ
+ O

1
λ2

. (5.2)
Using an identity
λn,j − λ0n,j = −
1
2π i

Cn,j
ln
detω(λ)
ω0(λ)
dλ,
we get
λn,j −

n+ αj
π

= 1
2π i

Cn,j
λ

(detω(λ))′
detω(λ)
− ω
′
0(λ)
ω0(λ)

dλ
= − 1
2π i

Cn,j
ln
detω(λ)
ω0(λ)
dλ
= − 1
2π i

Cn,j
− tr(P(0)+ P(π))2λ −
d
j=1
cj cot(λπ − αj)
λ
+ O

1
λ2
 dλ
= 1
2π i
d
j=1
cj

Cn,j
cot(λπ − αj)
λ
dλ+ O

1
n2

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= cj
nπ + αj + O

1
n2

= cj
nπ
+ O

1
n2

,
that is,
λn,j = n+ αj
π
+ cj
nπ
+ O

1
n2

. (5.3)
It is well known that the eigenvalues of (1.1)–(1.2) form a sequence λn,j = n + αjπ + o(1), n = ±0,±1,±2, . . . . This
asymptotic relation for the eigenvalues implies that, for all sufficiently large N0, the numbers λn,j with |n| ≤ N0 are inside
ΓN0 , and the numbers λn,j with |n| > N0 are outside ΓN0 . It follows that
d
j=1
(λ−0,j − λ0−0,j)+
d
j=1
(λ+0,j − λ0+0,j)+
N0
n=1
d
j=1
(λn,j + λ−n,j − λ0n,j − λ0−n,j)
=
d
j=1
λ−0,j +
d
j=1
λ+0,j − 1
π
tr
 π
0
P(x)dx+
N0
n=1
d
j=1

λn,j + λ−n,j − 2αj
π

= − 1
2π i

ΓN0
− tr(P(0)+ P(π))2λ −
d
j=1
cj cot(λπ − αj)
λ
+ O

1
λ2
 dλ
= 1
2π i
tr(P(0)+ P(π))
2

ΓN0
1
λ
dλ+ 1
2π i
d
j=1
cj

ΓN0
cot(λπ − αj)
λ
dλ+ O

1
N0

. (5.4)
Denote
Rj,N0
def= 1
2π i

ΓN0
cot(λπ − αj)
λ
dλ.
If αi = 0 (mod π), then Rj,N0 = 0. If αi ≠ 0 (mod π), then using the residue calculation we have the following identity:
Rj,N0 = Res

cot(λπ − αj)
λ
, 0

+ Res

cot(λπ − αj)
λ
,
αj
π

+
N0
n=1
Res

cot(λπ − αj)
λ
, n+ αj
π

+
−N0
n=−1
Res

cot(λπ − αj)
λ
, n+ αj
π

= − cotαj + 1
αj
− 2αj
π2
N0
n=1
1
n2 − α2j /π2
.
Using a well-known formula
∞
n=1
1
n2 − α2 =
1
2α2
− π
2α
cot(απ) (α ≠ 0),
we obtain
Rj,N0 =
2αj
π2
∞
n=N0+1
1
n2 − α2j /π2
.
Substituting the expression of Rj,N0 into (5.4) yields
N0
n=0

d
j=1
(λn,j + λ−n,j)− 2
π
tr
 π
0
P(x) dx

= tr[P(0)+ P(π)]
2
− 1
π
tr
 π
0
P(x) dx+
d
j=1
cjRj,N0 + O

1
N0

. (5.5)
Notice that for j = 1, d,
lim
N0→∞
Rj,N0 = 0.
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Passing to the limit as N →∞ in (5.5), we have
∞
n=0

d
j=1
(λn,j + λ−n,j)− 2
π
tr
 π
0
P(x) dx

= tr[P(0)+ P(π)]
2
− 1
π
tr
 π
0
P(x) dx.
This completes the proof of Theorem 2.1.
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