Abstract Deep brain stimulation (DBS) of the subthlamic nucleus (STN) represents an effective treatment for medically refractory Parkinson's disease; however, understanding of its effects on basal ganglia network activity remains limited. We constructed a computational model of the subthalamopallidal network, trained it to fit in vivo recordings from parkinsonian monkeys, and evaluated its response to STN DBS. The network model was created with synaptically connected single compartment biophysical models of STN and pallidal neurons, and stochastically defined inputs driven by cortical beta rhythms. A least mean square error training algorithm was developed to parameterize network connections and minimize error when compared to experimental spike and burst rates in the parkinsonian condition. The output of the trained network was then compared to experimental data not used in the training process. We found that reducing the influence of the cortical beta input on the model generated activity that agreed well with recordings from normal monkeys. Further, during STN DBS in the parkinsonian condition the simulations reproduced the reduction in GPi bursting found in existing experimental data. The model also provided the opportunity to greatly expand analysis of GPi bursting activity, generating three major predictions. First, its reduction was proportional to the volume of STN activated by DBS. Second, GPi bursting decreased in a stimulation frequency dependent manner, saturating at values consistent with clinically therapeutic DBS. And third, ablating STN neurons, reported to generate similar therapeutic outcomes as STN DBS, also reduced GPi bursting. Our theoretical analysis of stimulation induced network activity suggests that regularization of GPi firing is dependent on the volume of STN tissue activated and a threshold level of burst reduction may be necessary for therapeutic effect.
Introduction
Subthalamic nucleus (STN) deep brain stimulation (DBS) represents an established therapy for medically refractory Parkinson's disease (PD), but important gaps remain in the scientific characterization of its effects on the nervous system. Numerous experimental studies have analyzed the effects of DBS at the single cell level using in vivo microelectrode recordings (e.g. Hashimoto et al. 2003) , and functional imaging studies have provided a global perspective on interactions between various nuclei (e.g. Phillips et al. 2006 ). However, a relative paucity of information exists on the neural network activity induced by therapeutic stimulation, even while many of the prevailing hypotheses on the therapeutic mechanisms of DBS concentrate on network interactions (McIntyre and Hahn 2010) .
One good way to address network interactions is with neural network models. Montgomery and Baker (2000) and Rubin and Terman (2004) laid much of the existing groundwork on the theoretical analysis of DBS induced network effects. Using simplified model systems they predicted that stimulation induced activation of STN output would regularize basal ganglia input to the thalamus and improve the ability of the thalamus to relay information. This general concept of DBS disrupting oscillatory activity has been further reinforced by others using a diverse range of basal ganglia network model implementations (Tass 2003; Shils et al. 2008; Modolo et al. 2008) . However, much of this previous work suffered from a limited connection to experimental data. In turn, we attempted to directly parameterize a subthalamopallidal network model using in vivo microelectrode recordings from the basal ganglia (BG) of non-human primates. Our motivation for this approach was to enable more explicit comparisons between DBS network model predictions and the underlying neurophysiology.
The first goal of our network model development was to capture the characteristic shifts in rate and pattern of the subthalamopallidal network following the induction of parkinsonism. Experimental recordings made in the BG of non-human primates following treatment with the neurotoxin 1-methyl-4-phenyl-1,2,3,6-18 tetrahydropyridine (MPTP) show increased firing rates, burst rates, and synchrony in the STN and globus pallidus inturnus (GPi), while globus pallidus externus (GPe) exhibits a decrease in rate (Wichmann et al. 1999; Bergman et al. 1994; Nini et al. 1995; Soares et al. 2004) . Given these general experimental findings, there exist many different network model implementations that are capable of simulating parkinsonism. For example, Terman et al. (2002) focused on synaptic interactions between the STN and GPe to describe the shift from the "normal" to "parkinsonian" activity. However, growing experimental evidence implicate a cortical origin to beta rhythms associated with the parkinsonian state (Brown and Williams 2005; Brown et al. 2001; Courtemanche et al. 2003; Goldberg et al. 2004 Goldberg et al. , 2003 Kuhn et al. 2005; Raz et al. 2000; Sharott et al. 2005a, b; Dejean et al. 2008) . Therefore, we elected to develop a subthalamopallidal network model that relied on a stochastic description of cortical and striatal inputs to regulate its state. Even still, all network models consist of a large number of unconstrained parameters. One way to address this issue is to use available experimental data to parameterize the network model. In turn, we used conductance based single compartment neuron models that generated spiking outputs that could be directly compared to in vivo microelectrode recordings. These neuron models were connected together with a stereotyped synaptic architecture. An optimization algorithm was then used to define the specific parameters of connectivity such that the model activity mimicked experimental target data.
With a model in place we set out to evaluate the effects of STN DBS on network activity and identify a neural activity metric that closely correlated with therapeutic benefit. Hashimoto et al. (2003) provided in vivo single unit recordings of pallidal neurons during therapeutic STN DBS in the parkinsonian monkey. Therefore, we attempted to reproduce those experiments within our network model, exploiting the fact that the model allows for neural activity to be simulated across the entire network simultaneously. The model reproduced the experimental results well, and our network analysis suggested that controlling GPi bursting was an interesting metric linked to therapeutic benefit. However, it is well known that the therapeutic effects of STN DBS are frequency dependent (Rizzone et al. 2001) , and lesioning the STN can generate analogous clinical outcomes to DBS (Alvarez et al. 2009 ). Unfortunately, the experimental data necessary to explicitly evaluate a connection between GPi bursting and DBS frequency dependence or STN lesioning does not currently exist. Fortunately, such analysis is easily performed in an appropriate model, and our simulations support the hypothesis that a reduction in GPi bursting is dependent upon both stimulation frequency and the volume of STN ablated. Therefore, using a network model tightly bound by experimental electrophysiology we identified reduction in GPi bursting as a common theme between therapeutic STN DBS and STN lesion, where in both cases the degree of burst reduction was dependent on the volume of STN affected.
Methods
The major components of the network model include single compartment models of individual BG neurons (STN, GPe and GPi), input spike trains (cortico-subthalamic and cortico-striato-pallidal) and simulation of DBS induced currents. These individual components are described in greater detail below. The model was implemented using the NEURON v5.8 simulation package (Carnevale and Hines 2005) and run in parallel mode on a sixteen processor Saturn cluster (Rocketcalc, Kent, OH). NEURON default units are used for all parameters and variables unless otherwise specified. Population average rates were taken over 10 s simulation runs and are reported as mean± standard deviation. Burst detection was accomplished using a modified Poisson surprise method with a minimum surprise index of 3 and a minimum number of 3 spikes/ burst (Hahn et al. 2008) . The model was originally parameterized to simulate activity in the parkinsonian state (MPTP state). This base model was then modified to simulate activity in three additional states: Normal (nonparkinsonian), STN DBS, STN lesion. Parameter modifications used to transition between states consisted of changes in the input spike trains, dopamine sensitive parameter values, and configuration of the neural elements subjected to DBS/lesion.
Neuron models and network architecture
Single compartment pallidal and subthalamic neuron models were developed using biophysical properties of STN (Otsuka et al. 2004 ) and pallidal cells (Nambu and Llinas 1994; Cooper and Stanford 2000) . The Hodgkin-Huxley type conductance-based models included basic currents with parameters chosen to implement appropriate functional characteristics (e.g. current response, rebound bursting, input resistance) recorded from rodent neurons in isolated in vitro preparations. Each cell followed the current balance equation:
Ionic currents (I ion ) in each pallidal and STN cell included spike producing currents (I Na and I Kdr ), a T-type low threshold calcium current (I CaT ), a calcium dependent potassium current (I AHP ), and a leak current (I leak ). STN cells also had an L-type, high threshold calcium current (I CaL ) and an A-type potassium current (I Ka ). Additional details on the neuron models can be found in the Appendix.
Individual synaptic currents (I syn ) were triggered in target cells by detection of presynaptic action potentials. Synaptic currents (AMPA and GABA) were determined by the equation:
where I k syn is the k th synaptic current, R k represents a first order process that captured the kinetics of the onset and decay of current following a presynaptic spike for synapse k and E rev is the reversal potential for the appropriate type of synapse (Destexhe et al. 1994a, b) . After a presynaptic spike and transmission delay (4 msec) the value of R k increased exponentially for a set time (0.3 msec) toward the maximal conductance for the synapse and then decayed toward zero. In turn, successive spikes summed if they occurred over a small space of time. Details of the voltage and calcium dependence for the ionic and synaptic currents and calcium dynamics are given in the Appendix.
Five hundred cells (100 STN, 300 GPe, 100 GPi) were organized in 100 functional channels by synaptic connections. The functional channel architecture was motivated by the concept of action selection, a putative function of the BG (Leblois et al. 2006; Humphries et al. 2006; Rubchinsky et al. 2003; Mink 1996; Mink and Thach 1993) . However, all data (experimental and model) presented in this study were representative of the network in the rest state (i.e. no behavioral movement preparation or action). The relative nuclei population sizes were selected to preserve general histological ratios (Hardman et al. 2002) . Figure 1 illustrates the connectivity template of the model, with excitatory and inhibitory connections shown in detail in two separate channels. Each STN cell sent excitatory connections to four GPi cells in neighboring channels and to the three GPe cells within its channel. Each GPe cell inhibited two STN cells in neighboring channels and the GPi cell within its channel. Each GPe cell also sent inhibition in a diffuse manner to ten other GPe cells, both within its own and in adjacent channels. This sparse, structured pattern of connection parameters allowed low frequency, clustered (checkerboard) bursting activity across the network in the absence of periodically modulated inputs . In addition, each STN cell received a set of cortical inputs and each pallidal cell received a set of striatal inputs.
Cortical input structure
External inputs to the network model consisted of individual, stochastic spike trains that activated excitatory synapses in STN cells (CtxSTN) and inhibitory synapses in pallidal cells (StrGPe, StrGPi) . Seven independent (driven by separate stochastic processes) input synapses were included in each cell ( Fig. 2(a) ). Input synapses were driven by virtual spike trains that switched between two modes of firing, a low mean rate background activity and a high mean rate active phase. Switching to the active mode was determined by a timing signal corresponding to a global cortical rhythm that was maintained at 16 Hz. Every 1,000/16 ms each input synapse determined, based on a set probability (p syn ), whether it switched to the active phase or not. Input synapses that became active did so following a brief, random delay (mean±std of current active phase interspike interval) and returned to the background rate at the end of a randomly determined duration (normally distributed 25±5 ms). The probability of a weak response (few synapses responding) decreased as p syn increased ( Fig. 2(b) ). Thus, the total input current to a cell with higher p syn had both more frequent high amplitude episodes and a greater mean value (Fig. 2(c) ). In the MPTP state, p syn was set to 0.25 for all input synapses. When we latter attempted to simulate a Normal state, p syn was set to 0.05 for all input synapses. Values of p syn were chosen to provide a contrast between Normal and MPTP input while maintaining a random quality in the input of any given cell. Background and active phase spike intervals were normally distributed depending on the state of the model being run and the particular input (StrGPe, StrGPi, CtxSTN). Parameters describing the effects of dopamine and the input spike train rates were also modified to reflect differences between the MPTP and Normal states, as further described in the Appendix.
Training algorithm
Neural network models suffer from a large number of unknown and/or unconstrained parameter values. In an attempt to develop a subthalamopallidal network model that adhered as closely as possible to in vivo experimentally recorded firing properties, we identified a set of parameters to be adjusted (Table 1) to provide the best possible fit to experimental outcome measures. As the training algorithm explored this parameter space, many network model instances were generated. An instance consisted of specific values for I ext for each cell type along with synaptic strengths (maximal conductances) for each of the five interand intranuclear pathways and the three input pathways. A final network instance was the result of running a training algorithm from randomized starting parameter values and evaluating its ability to match target values constrained by data from MPTP treated monkeys (Hashimoto et al. 2003; Wichmann and Soares 2006; Hahn et al. 2008) (Table 2) . Initial parameters were obtained by randomizing an empirically defined default set. The six target data values were the population mean spike rates and bursting rates for each of the three nuclei in the model (STN, GPe and GPi).
The training algorithm (Fig. 3 ) was a least mean square error optimization (Press et al. 1992) . Given a parameter set, the model simulation was run and the target measures were calculated and compared to the target values ( Table 2 ). The differences were scaled, squared and summed. The square root of that sum was a score for that particular network model instance. The Jacobian matrix J of partial derivatives was numerically determined at each step and the update vector for the parameters calculated by solving the resulting linear system
where F is the vector of differences and d is the step in parameter space. Backtracking was used to insure that the new parameter step remained within limits and reduced the score. If at any time a reduction in error score was determined for a given step, the current parameter set was incremented by that amount. If no improvement in score was found for a calculated step d after backtracking, J was recalculated for the current parameter set and backtracking for the new step d was tried. After a predetermined number of calculations of J without progress (5 iterations) the parameter values were randomly shifted by a small amount, keeping track of the overall lowest score obtained from a particular starting parameter set. The process was iterated until a threshold minimum score value (scaled MSE <10) was achieved or the maximum number of iterations (75 per phase) was exceeded. Training took place in two phases; the first phase matched only population spike rates and the second phase matched the full target set. Figure 4 (a, b) shows the error score for two typical, successful training trials. Each trial began with a large error in population spike rates using a randomized parameter set. During the first phase of training (spike rate match only) error decreased in a non-smooth manner. Error often increased at points where parameters were randomly bumped and at the start of the second phase (both spike and burst rate matches) and then decreased as the algorithm converged toward a solution (x ∞ ). The parameter set did not move directly toward the final minimum score set over the course of the trial (Fig. 4(c, d) ). The training algorithm was applied to fifty sets of randomized starting parameters. Twenty-five sets having the lowest error scores were kept for this study (final score 150±61).
DBS simulation
Electric fields resulting from current passed through STN DBS electrodes may have a variety of effects on surrounding neural tissue (Butson et al. 2007; Miocinovic et al. 2006) . To simplify the network model implementation of STN DBS we focused only on the direct activation of STN efferent activity. A 136 Hz DBS timing signal was maintained in the model. During each stimulus pulse, neural elements preconfigured for activation were activated with a probability of 0.8 by sending a presynaptic event signal to their downstream target synapses. Configuration of the stimulated STN efferent output was based on the modeling results of Miocinovic et al. (2006) . For therapeutic DBS, referred to as the STN DBS state in this paper, 40% of the STN efferent output was activated. This resulted in synaptic events at each appropriate synapse (STN-GPe and STN-GPi) when the STN axon was activated. However, to be consistent with previous experimental recordings and theoretical models, these axonally generated action potentials did not antidromically invade the STN soma during STN DBS, but instead only provided a sub-threshold current injection to the soma. In addition, somatically generated spikes (spontaneous and/or network driven) were monitored for collision block with stimulation generated spikes. Activated STN cells were chosen as a contiguous central block of the appropriate number of cells (40%=40 cells). Additional simulations were also run using Fig. 2 Network input properties. (a) Each cell receives seven external synaptic inputs that are stochastically determined by a common excitatory cortical rhythm. p(i,j) is the probability that input j to cell i responds on any given cycle of the cortical rhythm with an strong increase in activity level. (b) Cumulative probability of response magnitude. The probability of a weak response during an excitatory cortical phase decreases as p increases. Each curve corresponds to a value of p (the probability of a single synapse responding strongly) ranging from 0.05 to 0.55 in steps of 0. 
Results
We constructed a subthalamopallidal network model that faithfully reproduced spike and burst activity under parkinsonian conditions. The model was connected to independent inputs with activity patterns that depended on cortical rhythms prominent in PD. Experimental data from MPTP treated monkeys was used as target values for training the synaptic weights of the network. Twenty five individual instances of the network were created and analyzed to account for variability in equally plausible networks with different connection weights. After training the model to mimic the MPTP state, we investigated the impact of altering the network input to be more representative of a Normal state. These simulations suggest that many of the subthalamopallidal firing patterns associated with parkinsonism can be attributed to inputs to the basal ganglia. Next we evaluated the effects of STN DBS and STN lesions on the network activity in the MPTP model. Consistent with previous experimental results, we found that stimulation induced a regularization of GPi activity. The model allowed us to explore this general finding further, showing that increasing the percentage of STN activated or lesioned, or increasing the frequency of stimulation, all lead to a decrease in GPi bursting.
Impact of cortical rhythms on synaptic input
The activity of each cell in the network was determined by its intrinsic characteristics as well as by internuclear connections, intranuclear connections and external inputs (cortical or striatal). The effect of inhibition by striatal inputs was examined in an isolated GPi cell disconnected from the network (Fig. 5 ). The full model in the MPTP or Normal state (see below) was run for one second and the total striatal synaptic input to one cell was recorded. The GPi cell was then isolated from the network by setting its STN, GPe and striatal afferent connection weights to zero. An external current was applied to restore a firing rate of approximately 70 Hz and the previously recorded striatal synaptic current was re-injected into the GPi cell. Figure 5 shows the total inhibitory synaptic current applied and its affect on the membrane voltage for the MPTP state ( Fig. 5  (a) ) and the Normal state ( Fig. 5(b) ). This process was repeated and successive one second trials were aligned to the cortical rhythm and averaged. The averaged total inhibitory synaptic current and corresponding instantaneous spiking rate were determined for the MPTP state ( Fig. 5(c) ) and the Normal state ( Fig. 5(d) ). In the MPTP state the mean inhibitory current level was greater (0.11 versus 0.06 nA), with a more pronounced modulation depth in the synaptic current (0.17 versus 0.06 nA), modulation in the mean spike rate (48 versus 66 Hz), and modulation depth of the spike rate (48 versus 24 Hz).
Population activity in the MPTP state
Experimental recordings from the GPe and GPi of MPTP treated monkeys were acquired from Hashimoto et al. (2003) . Figure 6 (a) shows a pseudo population spike raster consisting of one second segments taken from those experimental recordings. Each row in the experimental raster plot corresponds to a unique cell and unique trial. n ). Each step in parameter space is determined by the numerical approximation of partial derivatives of the system Contiguity of row indices (cell/trial) in the experimental raster plot is not an indication of contiguity of recordings in time or space, so correlated activity between cells cannot be addressed with the experimental data. STN rasters are not present as experimental recordings were not made in STN. The traces reveal bursts and pauses occurring at irregular intervals in both GPe and GPi (Fig. 6(a) ). Statistically identified bursts are demarcated with horizontal lines through the rasters.
Population rasters for one instance of the 500 cell network model in the MPTP state are shown for comparison with the available experimental recordings (Fig. 6(b) ). High frequency spiking with bursts and pauses are evident in GPe and GPi. Transmembrane voltage traces from four GPi model cells illustrate the typical activity underlying single cells within the network model (Fig. 6(B 2 ) ). Modulation of activity in phase with the imposed cortical rhythm is evident in STN; however, these periods of increased firing were not directly identified as bursts. In both the experimental and model data, bursting was irregular. Interestingly, the model does not show spatial synchronization of bursts between nearby channels (Fig. 6(b) ) (synchronized bursts in GPe are within the same functional channel of the model). Unfortunately, such an analysis could not be performed on the experimental data because the recordings were not performed simultaneously.
Burst and spike rates in the model compared favorably with experimental data. In GPi, the mean burst and spike rates in the MPTP state of the model were 119 bursts/min and 63 Hz. Results from parkinsonian non-human primates at rest, using the same burst detection algorithm, noted 104 bursts/min and 59 Hz for GPi (Hahn et al. 2008) . The good agreement between the model and experiment are not surprising given that the model was trained to reproduce these experimental values. However, the model also reproduced burst features it wasn't trained to reproduce. For example, the average GPi spike rate within detected bursts was 135 Hz in the model and 164 Hz in experiments. Between detected bursts the average GPi spike rates were 42 Hz in the model and 47 Hz in experiments. One discrepancy was that GPi bursts accounted for 61% of spikes and 28% of the total time in the model compared to The first phase of training considered only spike rates, the second phase of training (identified by black overline) considered both spike rates and burst rates. (b, d) As the algorithm takes steps through parameter space, the distance between the current parameter vector and the final parameter vector for that instance of the model (||x − x ∞ ||) increases and decreases, eventually reaching zero 32% and 10% respectively in the experiments (Hashimoto et al. 2003; Hahn et al. 2008) .
Sensitivity to perturbation in the MPTP network model was evaluated by increasing or decreasing individual connectivity parameter values by 25% (Table 3) . Each of the 25 instances of the model trained to match the MPTP state was tested. The resulting rates were averaged across all instances. The first column in each row of Table 3 lists the average rate for the unperturbed case (Control value). The entries given for each condition are ratios of the rate of the perturbed model and the control value. These results illustrate the stability of the model in response to moderate perturbations of its parameters.
Effects of simulated normal inputs
A long standing debate in the PD literature has focused on whether parkinsonian firing properties recorded in the basal ganglia are the result of changes within the basal ganglia itself, or alterations to its inputs (Bevan et al. 2002) . In turn, we attempted to simulate a transition in the network model from the MPTP state to a more "Normal" state by only shifting input parameters (Fig. 7) . These parameters consisted of p syn the probability that a given input responds to the high state of the cortical beta rhythm, the statistical properties of the external inputs themselves (mean/std), and the efficacy of BG synapses in each DA state (see Appendix for additional details). Figure 7 shows the mean spike ( Fig. 7(a) ) and burst ( Fig. 7(b) ) rates for each trained instance of the model in the MPTP (p syn =0.25) and Normal states (p syn =0.05). For comparison, mean and standard deviations from available experimental recordings are indicated in each panel. Averages across all instances of the model are consistent with the experimentally observed rate trends in pallidal spiking activity (Fig. 7(c) , Table 4 ). These results show that inputs to the subthalamopallidal network can play a major role in dictating both normal and parkinsonian activity patterns.
Effects of simulated STN DBS
The MPTP state of the model was also run with the inclusion of simulated STN DBS and compared to corresponding experimental recordings from the pallidum. Figure 8 (a) shows experimental recordings from GPe and GPi neurons during STN DBS (Hashimoto et al. 2003) . Each row of the experimental spike rasters show data from the same cell in the corresponding row of Fig. 6(a) , with the One second traces were aligned on the phase of the cortical rhythm and averaged over many trials (smoothed with 20 ms sliding window). The upper trace shows the instantaneous spiking rate and the lower trace shows total synaptic current to the GPi neuron difference being that the data in Fig. 8(a) was acquired during STN DBS applied later in the same recording session. Cells that achieved a higher spike firing rate during stimulation were sorted toward the middle of the raster plot to facilitate comparison with the model results. The STN DBS state in the model was achieved by initiating spikes in the efferent output of 40% of the STN cells in a centrally positioned block (Miocinovic et al. 2006) . Figure 8(b) shows one second of one instance of the entire network model while 40% of the STN was stimulated. Network channels associated with direct stimulation experienced a substantial change in both firing rate and pattern. Model cells fell into three categories, cells in channels directly stimulated, cells in channels topologically distant from the stimulated block, and cells in the border region between the other two groups where some synaptic interaction occurred. Horizontal lines through the rasters in Fig. 8 demarcate bursts and show that directly stimulated channels exhibited a strong reduction in burst firing.
Each of the 25 network model instances were run in the STN DBS state for 10 s and spike rates and burst rates were determined for each nucleus (Fig. 9(a, b) ). Averages across all model instances show increases in both GPi and GPe spike firing rates and decreases in both GPi and GPe burst rates (Fig. 9(c) , Table 4 ). Most notably the population burst rate in GPi was reduced from 119±9 bursts/min in the MPTP state to 78±18 bursts/min in the STN DBS state (Fig. 9(c) , Table 4 ). For comparison, the mean and standard deviations for experimental recordings during therapeutic STN DBS are indicated for GPe and GPi in Fig. 9 ( Hashimoto et al. 2003; Hahn et al. 2008 ). While the model did an admirable job of reproducing experimentally documented effects of STN DBS that it was not trained against, it should be noted that it failed to simulate the increase in GPe bursting observed experimentally.
In addition to burst rate, other dynamic properties of bursting spike trains were modified by DBS. The percentage of GPi spikes occurring in bursts (38%) and the percentage of time in bursts (20%) were both reduced during STN DBS relative to the MPTP state (61% spikes in bursts and 28% time in bursts). Similarly, the number of GPi spikes between bursts and the time between bursts both increased. The average burst duration decreased from 140 ms to 86 ms, and the average number of spikes per burst decreased from 20 to 12. The average GPi spike rate during bursts decreased (135 Hz to 96 Hz) and the average spike rate between bursts increased (42 Hz to 53 Hz). These results suggest that therapeutic STN DBS decreases not only the number of bursts in GPi, but also their intensity when they do occur.
Stimulation parameters and electrode position determine the activation of STN efferents during STN DBS (Miocinovic et al. 2006) . Further, the frequency of stimulation is known to be an important parameter in STN DBS clinical outcomes, with the best outcomes achieved with frequencies greater than 100 Hz (Rizzone et al. 2001) . Low frequency stimulation (25-50 Hz) in the network model resulted in a smaller reduction in GPi burst rate ( Fig. 10(a) ). As the stimulation frequency increased the GPi burst rate fell, saturating at its lowest levels when greater than 100 Hz. Variability in these results (Fig 10(a) error bars) was due to the presence of some MPTP trained networks that did not respond to STN DBS with lower GPi burst rates ( Fig.10(b) ). We also examined the affect of the size of the stimulated STN block by varying the percentage of STN efferent activation from 0 to 100% using 136 Hz pulse trains (Fig. 10(c) ). The mean burst rate in GPi decreased linearly as the percentage of STN stimulated increased (Fig. 10(c)-grey bars) . Similar to the stimulation frequency simulations, variability in these results was affected by data from the same network model instances that were outliers above ( Fig. 10(d) ).
Lesions in the subthalamic region are known to generate therapeutic benefits analogous to those achieved with STN DBS. A simple test of the effect of a lesion is to remove the output of 'lesioned' cells from the network. Eliminating increasing numbers of STN neurons from the network (Fig. 10(c) -hatched bars) reduced GPi bursting in a manner analogous to simulating increasing numbers of STN neurons with DBS. However, lesioning and DBS had opposite effects of GPi firing rate. Lesioning 40% of the STN decreased the average GPi firing rate to 53±15 Hz, while stimulating 40% of the STN increased the average GPi firing rate to 84±26 Hz. 
Discussion
The primary goals of this study were: 1) present a new training algorithm for the parameterization of large-scale neural network models, 2) evaluate the effects of STN DBS on subthalamopallidal network activity, and 3) identify a basal ganglia neural activity metric that robustly correlated with therapeutic benefit from DBS. Multiple instances of the network model were obtained via a least mean square error training algorithm that parameterized the model to match firing properties of MPTP treated non-human primates. We then used the model to recreate the original experiments of Hashimoto et al. (2003) in silico such that all aspects of the network could be monitored simultaneously during STN DBS. Analysis of both the experimental data and our simulations suggested that reducing GPi bursting is linked to the therapeutic benefits of STN DBS (Figs. 8, 9 ). Therefore, we used the model to further explore GPi burst activity during alterations in STN DBS parameters, as well as STN lesions (Fig. 10) . The results of these simulations further support the hypothesis that therapeutic outcomes from STN interventions are related to reducing GPi bursting.
Network model training
Neural network models suffer from a large number of unknown and/or unconstrained parameter values, and our subthalamopallidal network model is no exception. However, decades of experimental recordings in MPTP treated nonhuman primates have provided a gold standard for basal ganglia models to reproduce. Therefore, we set out to match the in vivo firing rate and burst rate characteristics of the STN, GPe, and GPi principally via adjustments in the synaptic connection weights of our network. Even though our model was constructed with a relatively simplistic and stereotyped functional channel architecture, there still existed an extremely large parameter space to search. Previous strategies to address this issue have focused on parameter sensitivity analyses to identify unique parameter sets that provide the desired network firing properties (e.g. . However, as network models become increasingly detailed such an approach becomes intractable. Therefore, we employed a least mean square error optimization algorithm to search through the complex parameter space. Under this approach a given set of parameter values represent a model instance, the model is run and the target output measures are calculated and compared to the target experimental values. The differences are weighted, squared and summed yielding a score for that network model instance. At each step an update vector for the parameters is calculated, and the process is iterated until a threshold minimum score is achieved. A byproduct of using a training algorithm to define network model parameters is the opportunity to create a population of equally qualified network models, where each model employs a somewhat different parameter set. This presents an opportunity to capture a fundamental feature of biological networks, intrinsic variability. For example, individual experimental subjects differ in the details of their anatomy and physiology; but on average they display common functions and/or pathologies. Likewise, our models also have multiple commonalities that underlie the general network activity. In turn, this type of numerical optimization procedure and analysis, similar in some ways to genetic algorithms, could be useful in future studies to help identify network parameters that are of fundamental importance in creating the neural activity seen experimentally. Our general method of training the network to match experimental data is independent of the network architecture used or the brain region under investigation. It could also be extended to match synchronization measures or other dynamic features of network output. For example, synchronization of GPi bursting has been suggested as an important feature in the pathology of parkinsonian symptoms that may be disrupted during STN DBS (Hammond et al. 2007 ). Acquisition of simultaneous multi-channel microelectrode recordings in behaving parkinsonian animals implanted with DBS systems will provide data necessary to address this hypothesis and further evolve the network model.
Cortical beta input
Recently, the PD research community has focused on the relationship between cortical and BG neural activity in the various frequency bands, particularly in the context of voluntary movements (Brown 2000; Kuhn et al. 2005) . Within the basal ganglia, beta activity during rest increases and gamma activity decreases following administration of MPTP in non-human primates (Courtemanche et al. 2003; Raz et al. 2000) . Beta activity is considered antikinetic and gamma activity prokinetic, though a detailed mechanism for this affect is lacking (Brown and Williams 2005) . Our results suggest that parkinsonian activity patterns can be generated in the subthalamopallidal network by modulating its input to be coherent with beta activity. This model prediction represents an alternative viewpoint to the hypothesis that interactions between STN and GPe instigate pathological activity patterns in a dopamine depleted state (Plenz and Kital 1999; Terman et al. 2002) . Interestingly, intrinsic burst patterns are possible in our general network architecture, but the parameter values reached through our training algorithm relied primarily on the descending cortico-subthalamic and striato-pallidal inputs to generate the burst statistics observed in our simulations (Fig. 7) .
The cortico-basal-ganglia-thalamo-cortical network is a closed loop system with multiple sub-loops. Over the course of development of parkinsonian symptoms, dopamine loss in the striatum, pallidum and STN lead to changes in activity within these loops. It has been well documented with functional imaging (Nandhagopal et al. 2008) and electrophysiological (Galvan and Wichmann 2008) studies that cortical changes are a fundamental component of transition to the parkinsonian state. This study presents an open loop model where the dynamic relationship between BG activity and descending cortical signals is considered an input parameter to the subthalamopallidal microcircuit. We simplified the higher level influences on the subthalamopallidal microcircuit by representing its inputs as generic spike trains with oscillatory patterns based on local field potential recordings (Goldberg et al. 2004; Courtemanche et al. 2003) . This approach provided a tractable method to parameterize the network model and analyze its results. However, it did not account for the subsequent return effect of the microcircuit on the cortical activity. It was therefore not possible to address the affects of thalamocortical interactions or antidromic cortical activation (Li et al. 2007; Gradinaru et al. 2009 ) during STN DBS. Thus, an important future step in our network model development will be incorporation of cortical feedback, either through a closed-loop version of the network or by imposing a functional relationship between the output of GPi and the inputs to the model.
Deep brain stimulation
STN DBS influences numerous neural elements in the vicinity of the electrode depending on the electrode location (d) relative to the anatomy, stimulation parameter settings, and the nature of the neural tissue surrounding the electrode (Miocinovic et al. 2006; Maks et al. 2009 ). In the subthalamic region this includes STN soma, STN efferents, GPe afferents, cortical afferents, and GPi fibers of passage, just to name a few. Our simulations focused on direct stimulation of selected STN efferents that trigger synaptic events in their GPe and GPi targets. This simplifying assumption was derived from the theoretical analysis of Miocinovic et al. (2006) which identified STN efferent activation as the therapeutic stimulation target in the Hashimoto et al. (2003) experiments we attempted to simulate. Our STN DBS network model implementation reproduced many of the experimental findings of Hashimoto et al. (2003) (Figs. 6, 8, 9) ; however, one limitation was its failure to capture the increase in GPe bursting observed during therapeutic STN DBS (Hahn et al. 2008) . The origin of this deficiency in the model remains unclear, but could be related to the open-loop structure and/or the lack of GPe antidromic activation. Another issue could have been our assumption of 80% transmission probability for stimulated STN efferents, which could be lower given the possibility of synaptic fatigue under high frequency inputs. It should also be noted that definition of the actual neural elements directly responsible for stimulation induced therapeutic benefit remain unclear, and may even be glial in origin (Bekar et al. 2008) . Such questions reinforce the need to better understand the effects of DBS on network activity (McIntyre and Hahn 2010) . Large-scale network models represent excellent tools to analyze the impact of directly stimulating each neural population individually to decipher their particular impact on the overall network activity. We propose that such analysis could be an important aspect of future studies, especially relative to recent results highlighting the role of cortical afferent activation in STN DBS (Li et al. 2007; Gradinaru et al. 2009 ).
Given the simplifying assumptions of the model, it was able to make the interesting and robust prediction that therapeutic interventions in the STN result in a common reduction in GPi burst activity (Fig. 10) . This finding was consistent with the available experimental data (Fig. 9) . In addition, statistical significance did not depend on the parameters of the burst detection algorithm (data not shown). Previous studies have documented that GPi burst firing increases following treatment with MPTP (Wichmann et al. 1999) , and intraoperative recordings from PD patients also exhibit strong GPi burst activity (Magnin et al. 2000) . Hahn et al. (2008) found that bursting in individual GPi neurons was reduced from 104±8.3 bursts/min to 76± 10.8 bursts/min in the Hashimoto et al. (2003) monkeys during therapeutic STN DBS, while non-therapeutic stimulation did not affect GPi bursting. We used the network model to extend upon the experimental analyses and show that the decrease in GPi bursting was directly proportional to the percentage of STN stimulated or ablated (Fig. 10) . This theoretical prediction highlights a common physiological effect between these two interventions known to generate similar behavioral outcomes with dramatically different effects on STN neurons. In either case the physiological significance of GPi burst firing on its thalamic targets remains unclear, but theoretical work suggests that it directly affects the ability of the thalamus to relay spikes (Rubin and Terman 2004) . Interestingly, when GPi spike trains from the Hashimoto et al. (2003) monkeys, acquired during therapeutic STN DBS, were feed into thalamic relay models they overcame the deficits incurred in the parkinsonian state (Guo et al. 2008) .
Defining relationships between stimulation parameter settings, the relative proportion of neurons directly stimulated, the stimulation-induced network activity, and the resulting behavioral outcomes, has potential to enhance understanding of the therapeutic mechanisms of DBS. This study represents a step in that general direction with the development of a subthalamopallidal network model useful for the evaluation of neural activity in response to clinically relevant stimulation conditions. Our results point toward controlling GPi burst activity as an important effect of DBS. We propose that this and future model predictions on DBS induced network activity patterns will enable the design of more efficacious stimulation paradigms (Feng et al. 2007; Tass 2003 ) that someday may be worthy of testing in human subjects (Birdno et al. 2008) . As new experimental data becomes available, and modeling technology evolves, we believe it will be possible to synergistically integrate the results of systems neurophysiology with largescale neural network models to create a realistic representation of the cortico-basal-ganglia-thalamo-cortical circuit. The model presented in this study provides a building block and methodological path toward achieving that goal.
Membrane currents
The active currents included in the single cell models followed a basic Hodgkin-Huxley paradigm. The individual channel kinetics were based on the formulation described in Otsuka et al. (2004) , and parameters were defined to reproduce the in vitro firing properties of isolated rodent neurons (Otsuka et al. 2004; Nambu and Llinas 1994; Cooper and Stanford 2000) . Corresponding intracellular current-clamp and voltage-clamp recordings from primates do not exist, so we used the next most appropriate animal model. However, we believe this is a relatively minor issue, as isolated neurons of the basal ganglia at are typically tonic firers with highly consistent pacemaker activity. We propose that the vast majority of the modulation seen in vivo is the result of network interactions, and as such we elected to concentrate on the network influence of neural activity rather than the possible nuances of interspecies channel kinetic differences. The maximum conductances for the STN and pallidal models are given in Table 5 .
The gating variables follow first order dynamics of the form Tables 6 and 7 list the values of the parameters for the STN and pallidal model kinetics. The steady state activation value for the calcium dependent potassium current (r ∞ ) and the inactivation value for L-type calcium current (d 2,∞ ) were functions of calcium level (Cai), rather than membrane voltage.
Calcium dynamics
Calcium level (Cai) follows the equation
The variable Cai was not meant to be a uniform intracellular calcium concentration. Rather, it was the calcium available at or near membrane bound potassium channels. Cai was increased by calcium currents (negative inward by convention) and decreased by calcium pumps. The constant ε Ca represents the combined effects of intracellular calcium buffering mechanisms and cellular geometry and F is Faraday's constant. The constant k Ca is the calcium pump rate. For all simulations ε Ca =337.1 and k Ca =.2/ ε Ca .
Synaptic currents
Synaptic currents were modeled by the equation I syn ¼ R V m À E rev ð Þwhere R is an activation level and E rev is the STN GPx g Na 49e-3 40e-3 g Kdr 57e-3 4.2e-3 g AHP 0.7e-3 0.1e-3 g a 5e-3 g T 5e-3 6.7e-5 g L 15e-3 g leak .29e-3 4e-5 reversal potential (0 for AMPA and −80 for GABA synapses) (Destexhe et al. 1994a,b) . Each synapse received events from its presynaptic cells. The conductance of the synapse increased exponentially toward the maximum conductance (gSrcTar set for each pathway) following a presynaptic event, and decreased exponentially following a set time (t rise ) during which no presynaptic events occurred. If multiple events occurred within a short period of time, R did not decay back to 0 and therefore reached levels closer to gSrcTar. The synapse could be thought of as having two states, "ON", where dR dt ¼ a R max À R ð Þand "OFF", where dR dt ¼ ÀbR and the initial condition was taken as R at the time of the last spike. This scheme was implemented as a continuous function dependent on the time of the last spike and the count of spikes occurring within a recent interval corresponding to the rise time of the synaptic current (t rise =.3).
Affects of DA level
Changing DA level from the MPTP state to the Normal state effected three parameters for each pathway in the network model, namely p syn and mean background interspike interval for input pathways, as well as scaling of maximal conductance for most BG pathways. The value of p syn was 0.25 in the MPTP state and 0.05 in the Normal state, as described in Methods. The mean interspike interval increased from 75 in the MPTP state to 100 in the Normal state in the CtxSTN and StrGPe pathways. The mean interspike interval decreased from 150 in the MPTP state to 100 in the Normal state in the StrGPi pathway. DA level has also been modeled as a scaling factor multiplying maximal synaptic conductances in BG (Humphries et al. 2006 ). Accordingly, a multiplicative factor for maximal synaptic conductances decreased from 1.25 in the MPTP state to 1.0 in the Normal state for the CtxSTN, StrGPe, GPeSTN and GPeGPi pathways and increased from 1.25 to 2.0 in the STNGPe pathway. These changes enabled the model to more closely follow the cortical beta rhythm in the low DA state.
