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【Abstract】In order to overcome the problems in resolving large scale 0-1 knapsack problem with genetic algorithm, this paper introduces the
directed mutation into the genetic algorithm and presents an active-evolution-based genetic algorithm(AEBGA) for the 0-1 knapsack problem. The
algorithm uses probability coding mechanism to construct seed individual, which is used to generate individuals in each generation. In each
generation, inducement is generated and used for seed individual evaluation. SGA, GQA and AEBGA are applied to solve large scale 0-1 knapsack
problem and experiment results show that AEBGA has good ability of global optimization and high efficiency. 
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2  基于主动进化遗传算法的 0-1背包问题求解方案 




2.1  编码 
本文采用了文献[7]的编码方案：利用概率编码取代传统













2.2  种群的生成 








tt xxxtX = ，其中 tix 为 0 或 1。对于每个 tir ，随机产生
一个(0,1)之间的随机数 ia ，如果 2)( tii ra ≤ ，则 1=tix ，否则
0=tix 。每一代根据上述个体生成方案，由该代种子个体产生
该代的种群。 
2.3  诱变因子的设计 
诱变因子的作用是引导个体在进化过程中产生有利于个
体适应环境的变异。在求解 0-1 背包问题时，诱变因子为一













(2)物品 i的重量同背包容量的比率关系 ti，即 wi/C； 
先计算 iii tkq = ，然后由式(1)得到 im ： 




−−=                (1) 
由式(1)可以看出， im 是一个 0~1的小数，表示对第 i个物品
放入背包的测度， im 越大，第 i个物品放入背包的概率越高。
诱变因子 M为 ( )nmmm ...21 。在本遗传算法中，M为常数因子，
在对每代种子个体进行进化操作时， im 用于指导种子个体中
第 i个基因位的变异。  
2.4  种子个体进化策略 
 定向变异的操作是通过诱变因子M、本代最优个体 A(t)、
历史最优个体 Y(t)之间的关系来诱发种子个体 R(t)产生进化
的，对 R(t)上每个 tir 的调整原则如图 1所示。 
图 1  染色体 R(t)上每个 tir 的调整原则 




为该基因位上取 1 的概率大幅地上升或下降，因此 para1 的
取值较小；para2和 para3反映基因渐变过程，表现在数值上
为该基因位上取 1 的概率产生小幅地变化，因此 para2 的取
值略大于 para1，而 para3的取值远大于 para1。 
图 2  基于诱变因子的定向变异操作 
除了 3 个调整参数，本文还将根据先验知识对物品 i 被
选中放入背包的测度因素(诱变因子 M)引入到种子个体的进
化过程(如图 2)。设计思想如下。 
设 A(t)第 i个基因位为 ia ，Y(t) 第 i个基因位为 iy ，R(t) 第
i个基因位为 ir ，其中， ia 、 iy 取值范围都为 0或 1； ir 为 0~1
的小数，即第 i位取 1的概率。 
若 F(A)>F(Y)，即本代最优个体 A(t)优于历史最优个体
Y(t)，则 R(t)的进化依赖 A(t)和 Y(t)在诱导因子的作用下共同
完成： 
 情况 1 如果 ia =1， iy =0，sita=sitk+(pi/2-sitk)/(para_a1*(1- m
ut(i,1)))，其中 sitk=acos( ir )。在 0→1 的情况下，如果 mut(i,1)越大
mut(i,1)表明第 i 位取 1 的测度，即 im ），则  sita 增加的幅度就越大，
cos(sita)就越小，该位取 1的概率就越大，反之则反； 
情况 2 如果 ia =0， iy =1，sita=sitk-sitk/(para_a1*(1+mut(i,1)))。
在 1→0 的情况下，如果 mut(i,1)越大，那么 sita 减少的幅度越小，
则 cos(sita)就越小，该位取 1的概率就越大，反之则反。 
以上 2种情况都属于突变类型，控制参数都取 para_a1。 
情况 3 如果 ia =1， iy =1，sita=sitk+(pi/2-sitk)/(para_a2*(1-mut(i,
1)))，分析过程与情况 1类似； 
情况 4 如果 ia =0， iy =0，sita=sitk-sitk/(para_a2*(1+mut(i,1)))。
分析过程与情况 2类似。 
以上 2种情况都属于渐变类型，控制参数都取 para_a2。 
若 F(A)≤F(Y)，即本代最优个体 A(t)比历史最优个体 Y(t)
差。此时，R(t)的进化依赖 Y(t)和诱导因子 M完成：  
情况 5 如果 iy =1，则 sita=sitk+(pi/2-sitk)/ (para_a3*(1-mut(i, 
1)))，分析过程与情况 1类似； 
情况 6 如果 iy =0，sita=sitk-sitk/(para_a3*(1+mut(i,1)))。分析过
程与情况 2类似。  
以上 2 种情况都属于渐变类型，但进化幅度较情况 3、
i=1; 
while(i<=n) 
  ki=R(t)中第 i位上的值 bi 
  deltki=acos(ki); //求取 ki与”1”轴间的夹角 deltki 
  //如果本代最优个体 A(t)优于历史最优个体 Y(t) 
  if (F(A)>F(Y))  
    if (A(t)的第 i位为 0, Y(t)的第 i位为 0)  
   delta=deltki-deltki/(para_a2*(1+mut(i,1))); 
    else if (A(t)的第 i位为 0, Y(t)的第 i位为 1)  
   delta=deltki-deltki/(para_a1*(1+mut(i,1))); 
    else if (A(t)的第 i位为 1, Y(t)的第 i位为 1)  
   delta=deltki+(pi/2-deltki)/(para_a2*(1-mut(i,1))); 
    else if (A(t)的第 i位为 1, Y(t)的第 i位为 0)  
   delta=deltki+(pi/2-deltki)/(para_a2*(1-mut(i,1))); 
    end if 
  else   //Y(t)优于 A(t) 
    if (Y(t)的第 i位为 0) 
  delta=deltki-deltki/(para_a3+mut(i,1));  
    else  //Y(t)的第 i位为 1 
  delta=deltki+(pi/2-deltki)/(para_a3*(1-mut(k,1))); 
    end if 
  end if 


























情况 4更为缓慢，因此控制参数都取 para_a3。 









2.6  执行步骤 
基于诱变因子的主动进化遗传算法的执行步骤如下： 
(1)初始化种种子个体 R(0)，并计算得到诱导因子 M，t=0； 
(2)对 R(0)进行测定，得到一组二值化个体 X(0)（即初始种群）；  
(3)对所有个体进行评估，记录下最佳个体 A(0)及其适应度值
F(A(0))。Y(0)= A(0)，F(Y)=F(A(0))； 
(4)t = t + 1； 




(7)依据定向变异机制对 R(t-1)进行更新，得到 R(t)； 
(8)如果 F(Y)<F(A(t))，Y(t)= A(t)，F(Y)=F(A(t))； 
(9)如果满足结束条件，则终止，否则，调整 Pm 并继续执行步
骤(4)~步骤(9)。 
3  实验结果与分析 
 实验中数据的产生参照文献[4]。设 ]10,1[∈iw 的随机数，








n分别为 200、500 和 1 000的 3组数据。为了进行对比分析，
本文对相同的数据样本采用标准遗传算法 SGA、遗传量子算
法 GQA和本文的主动进化遗传算法 AEBGA各测试了 20次，
3 种算法中种群规模都为 80，进化代数都为 300。实验中，
SGA中的交叉概率 0.85，变异概率 0.007 5。AEBGA中的 3
个控制参数 para1、para2和 para3的取值分别为 2.5、8和 40。
GQA 的设定参考文献[4]。实验在 CPU 为 P4 2.8GHz、内存
为 1GB的微机上，利用 Matlab7.0进行编程实现的。 








最好 最差 平均 
执行 
时间/s 
SGA 841.60 821.49 834.89 >5 
GQA 854.57 841.08 847.27 <3 200 
AEBGA 890.50 882.87 886.08 <3 
SGA 1 974.75 1 952.24 1 968.57 >15 
GQA 2 016.24 2 001.55 2 010.45 <11 500 
AEBGA 2 074.15 2 049.88 2 062.28 <9 
SGA 4 096.84 4 053.85 4 076.03 >26 
GQA 4 132.91 4 098.63 4 120.38 <17 1 000 
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(c) 1 000个物品 
图 3  3种算法的实验结果比较 
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