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APPROXIMATE ARITHMETIC STRUCTURE IN LARGE
SETS OF INTEGERS
JONATHAN M. FRASER AND HAN YU
Abstract. We prove that if a set is ‘large’ in the sense of Erdo˝s, then it
approximates arbitrarily long arithmetic progressions in a strong quanti-
tative sense. More specifically, expressing the error in the approximation
in terms of the gap length ∆ of the progression, we improve a previous
result of o(∆) to O(∆α) for any α ∈ (0, 1).
1. The Erdo˝s conjecture on arithmetic progressions
The Erdo˝s conjecture on arithmetic progressions is a famous open problem
in combinatorial number theory, which states that a set of positive integers
whose reciprocals form a divergent series1 should contain arbitrarily long
arithmetic progressions. More precisely, if A ⊂ N is such that ∑a∈A a−1 =
∞, then A should contain an arithmetic progression of length k for all k ≥ 1.
Note that the Green-Tao theorem, where A is the set of prime numbers, is
a special case of this conjecture, see [GT08].
In [FY18], we established the following weak version of this conjecture.
We say an arithmetic progression {a, a + ∆, . . . , a + (k − 1)∆} ⊂ R is of
length k ∈ N and gap length ∆ > 0.
Theorem 1.1 (Theorem 2.1 in [FY18]). If A ⊂ N is such that ∑a∈A a−1 =
∞, then for all ε > 0 and all k ≥ 1, there exists an arithmetic progression
P of length k and gap length ∆ ≥ 1 such that
sup
p∈P
inf
a∈A
|p− a| ≤ ε∆.
This result should be interpreted as saying that A gets arbitrarily close to
arbitrarily long arithmetic progressions, see also [Fr19]. One disadvantage
of this result is that the conclusion holds for natural examples of sets which
are known not to contain long arithmetic progressions, such as the squares.
Moreover, there is no information on how P depends on ε and k. Another
direction in which this result could be improved is to allow ε to depend on
∆, that is to improve the bound on the ‘uncertainty’ from o(∆) to some-
thing stronger. For example, if one could show that ε could be replaced by
C∆−1 for some constant C, then the Erdo˝s conjecture would follow. This is
because our ‘uncertainty’ ε∆ is at most C and the result would then follow
from Van der Waerden’s Theorem, see [vdW27]. More precisely, let P be a
very long arithmetic progression which our set approximates to within C.
Colour the points in our set which approximate P according to their distance
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1 Erdo˝s used the term ‘large’ to describe such sets.
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from P (in particular we need at most 2C+1 colours). Van der Waerden’s
Theorem allows us to extract a monochromatic arithmetic progression of
length k provided the length of P is large enough. Since this progression is
monochromatic it is a genuine arithmetic progression of length k inside our
set.
The main result of this paper addresses each of the above issues. For
example, the conclusion of our main result should not hold for sets such
as the squares or cubes (although proving this rigorously seems challenging
and is related to Mazur’s near miss problem, see Section 4), and we get
quantitative information regarding P . We essentially show that one can
choose ε = C∆−δ for any 0 < δ < 1. Thus, we push Theorem 1.1 further
towards Erdo˝s conjecture, which would follow if we could choose δ = 1. The
ideas in this paper can be used to push the result even further, relying on a
result of Gowers [G01], see Section 5.
2. Main result
Our main result is the following improvement over Theorem 1.1. We write
#E to denote the cardinality of a finite set E.
Theorem 2.1. Suppose A ⊂ N is such that there exists a constant γ > 0
such that
#A ∩ [0, n] ≥ n
(log n)γ
for infinitely many n. Then, for all α ∈ (0, 1), k ≥ 1,∆0 > 1, there exists
infinitely many arithmetic progressions P of length k and gap length ∆ ≥ ∆0
such that
sup
p∈P
inf
a∈A
|p− a| ≤ ∆α.
Moreover, there is a constant c > 0, depending only on α, γ, such that for
infinitely many n ∈ N, P can be chosen to have gap length at least cn and
lie in the interval
[
2n, 2n+1
]
.
Since sets of integers whose reciprocals form a divergent series necessarily
satisfy the power-log density assumption above (with γ > 1), Theorem 2.1
applies to sets which are ‘large’ in the sense of Erdo˝s. More precisely, if
A ⊂ N is such that ∑a∈A a−1 =∞, then for all γ > 1, we have
#A ∩ [0, n] ≥ n
(log n)γ
(*)
for infinitely many n. Indeed, if (*) were not true for some γ > 1 and all
n ≥ et for some positive integer t, then∑
a∈A
a−1 ≤
∑
a∈A∩[1,et]
1
a
+
∑
n≥t
∑
a∈A∩[en,en+1]
e−n ≤ 2t + e
∑
n≥1
n−γ < ∞.
Finally, we note that Theorem 1.1 follows directly from Theorem 2.1 as
follows. Fix ε > 0 and k ≥ 1 and apply Theorem 2.1 with α = 1/2 and ∆
chosen large enough to ensure that
√
∆ ≤ ε∆.
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3. Proof of Theorem 2.1
Fix α ∈ (0, 1), k ≥ 3 and γ > 0. Let ε ∈ (0, 1/2) andMε be an integer such
that, for all M > Mε, any subset of {1, . . . ,M} with at least εM elements
must contain an arithmetic progression of length k. Such a number Mε exists
as a direct consequence of Szemere´di’s celebrated theorem on arithmetic
progressions, [S75]. Later we will fix a particular ε depending on α and γ.
We write X . Y to mean that X ≤ cY for some universal constant c > 0.
We also write X & Y to mean Y . X and X ≈ Y to mean that both X . Y
and X & Y hold. The implicit constants c appearing here can, and often
will, depend on α, k, γ, ε. We write bxc to denote the integer part of x ≥ 0.
Consider the dyadic intervals [2n, 2n+1) for integers n ≥ 0 and let An =
A ∩ [2n, 2n+1). For notational simplicity we write N = 2n. Decompose
[2n, 2n+1) into smaller (half-open) intervals of equal length Nα
2
and la-
bel these intervals from left to right by 1, 2, . . . . We may not be able to
perform this decomposition exactly, in which case we will be left with an
interval of length N −bN/Nα2cNα2 at the right hand side, which we simply
discard. Group these intervals into equivalence classes by considering their
labels modulo bNα/Nα2c. Note that the set of centres of intervals in a given
equivalence class form an arithmetic progression of length (at least) 12N/N
α
and gap length Nα
2bNα/Nα2c.
Suppose that 12N/N
α > Mε, which is certainly true for all sufficiently
large n. In order to avoid the existence of an arithmetic progression P with
length k and gap length ∆ = Nα
2bNα/Nα2c such that
sup
p∈P
inf
a∈An
|p− a| ≤ 2∆α, (1)
we see that An can intersect no more than 2εN/N
α2 many intervals of length
Nα
2
. Indeed, each equivalence class contains at least Mε and at most 2N/N
α
many intervals and so must intersect An in fewer than 2εN/N
α many of these
intervals, and there are fewer than Nα/Nα
2
many equivalence classes.
We repeat the above argument inside each interval of length Nα
2
that in-
tersects An. That is, we decompose each interval of length N
α2 into intervals
of equal length Nα
4
(possibly discarding a small piece at the end) and then
we work modulo modulo bNα3/Nα4c. In particular, if 12Nα
2
/Nα
3
> Mε
and there does not exist an arithmetic progression P with length k and gap
length ∆ = Nα
4bNα3/Nα4c satisfying (1), then An can intersect no more
than
(2ε)2
N
Nα2
Nα
2
Nα4
many intervals of length Nα
4
. We can repeat this decomposition argument
(m′ + 1) times where m′ is chosen to be the largest integer satisfying
1
2N
α2m
′
/Nα
2m′+1
> Mε,
noting that
m′ ≈ log logN + log(1− α)− log logMε−2 logα . (**)
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However, repeating the argument this many times means we can only bound
the gap length of the arithmetic progressions we avoid below by
∆ ≥ Nα2m
′+2bNα2m
′+1
/Nα
2m′+2c ≥ 12Nα
2m′+1 ≈ 1
which is not sufficient to prove the theorem. Therefore we choose to repeat
the argument only (m+ 1) times where
m = m′ − log log logN−2 logα .
At the (l+ 1)st step we decompose intervals of length Nα
2l
into intervals of
length Nα
2l+2
and work modulo bNα2l+1/Nα2l+2c.
After applying this argument (m+ 1) times we see that if there does not
exist an arithmetic progression P satisfying (1) with gap length
∆ ≥ 12Nα
2m+1 & n,
then An contains at most
(2ε)m+1
N
Nα2
Nα
2
Nα4
· · · N
α2m
Nα2m+2
(
2Nα
2m+2
)
= 2(2ε)m+1N
many elements, where we used the fact that intervals of length Nα
2m+2
contain at most Nα
2m+2
+ 1 ≤ 2Nα2m+2 many integers. In particular,
#An ≤ 2(2ε)m+1N . (2ε)m2n .
(
log n
n
) log 2ε
2 logα
2n
where the implicit constants here depend on α and ε.
In order to reach a contradiction, suppose that for all but finitely many n
there does not exist an arithmetic progression P satisfying (1). Therefore,
the above cardinality estimate for An holds for all but finitely many n. We
now fix ε > 0 depending on α and γ such that(
log n
n
) log 2ε
2 logα
≤ n−γ
for all n ≥ 1. Therefore, for integer T > 0,
#A ∩ [0, T ] ≤
d log T
log 2
e∑
n=0
#An .
d log T
log 2
e∑
n=0
n−γ2n . T
(log T )γ
.
This contradicts the power-log density hypothesis since γ > 0 can be chosen
to be arbitrarily large. Therefore, for infinitely many n, there exists an
arithmetic progression P ⊂ [2n, 2n+1) satisfying (1) with gap length ∆ & n,
proving the theorem. Note that the upper bound of 2∆α in (1) can be
trivially upgraded to the desired upper bound of ∆α by replacing α with
α′ ∈ (0, α) in the argument and choosing ∆ large enough.
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4. A remark on Mazur’s near miss problem
From Theorem 2.1 we see that all ‘large enough’ sets A ⊆ N must ‘nearly’
contain arbitrarily long arithmetic progressions. It is interesting to consider
examples of sets A for which the conclusion of Theorem 1.1 is satisfied but
the conclusion of Theorem 2.1 fails. It is easy to show existence of such
examples but we are particularly interested in the sets At = {n−t : n ∈ N}
for a fixed integer t ≥ 2, which turn out to be elusive and related to a
deep problem posed by Mazur. It follows from [FY18] that At satisfies the
conclusion of Theorem 1.1 since the set of reciprocals of elements in At is a
set of full Assouad dimension. However, it is known that these sets do not
contain genuine arithmetic progressions of length k ≥ 4 (or k ≥ 3 provided
t ≥ 3). We make the following conjecture.
Conjecture 4.1. Let At = {n−t : n ∈ N} for a fixed integer t ≥ 2 and let
α ∈ (0, 1). There exist integers k0 ≥ 3 and ∆0 ≥ 1 such that if P is an
arithmetic progression of length k ≥ k0 and gap length ∆ ≥ ∆0, then
sup
p∈P
inf
a∈At
|p− a| > ∆α.
The above conjecture is related to Mazur’s near miss problem, see [M04,
Section 11]. To illustrate the connection, let us only consider arithmetic
progressions of length 3. If a, b, c forms an arithmetic progression then a+c =
2b. Suppose that a, b, c are t-th powers, in which case we can find rational
numbers r and s such that
rt + st = 2.
Our goal is not finding exact progressions in the set of t-th powers - indeed,
there are no arithmetic progressions of length 3 inside the cubes. Instead,
we want to know how close the set of t-th powers can get to an arithmetic
progression of length 3. Given a large positive integer Q, we are interested
in estimating the smallest distance between points on the lattice Z2/Q and
the curve defined by
{(x, y) ∈ R2 : xt + yt = 2},
which is in the spirit of Mazur’s near miss problem. More specifically,
Conjecture 4.1 is related to bounding this distance from below by Q−α for
α ∈ (0, 1). From here, it is natural to consider the following question.
Question 4.2. Given an integer t ≥ 3, what is
ft := inf
b>a≥10
log minn∈N |at+bt2 − nt|
log |bt − at| ?
In order to test this question numerically, we computed the values
ft(b) = min
b>a≥10
log minn∈N |at+bt2 − nt|
log |bt − at|
for integer values of b up to 10, 000. The results are plotted in Figure 1.
This simulation suggests that f3 = 0 but that ft > 0 for t ≥ 4, and we
believe this is the case.
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Conjecture 4.3. For integers t ≥ 4, ft > 0. On the other hand f3 = 0 and
there are infinitely many integer solutions to
x3 + y3 − 2z3 ∈ {±1,±2}.
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Figure 1. Plots of ft(b) as a function of b for different values
of t. The plot of f3(b) is shown in red, f4(b) is shown in blue,
and f5(b) is shown in black. There is one red point below the
x-axis which corresponds to a = 42, b = 71, n = 60.
5. Further comments
5.1. Higher dimensions. Szemere´di’s theorem can be generalized for study-
ing ‘structures’ in large subsets of Zd, d ≥ 2, see [FK78]. This can help us
get a higher dimensional version of Theorem 2.1 with an almost identical
proof as in Section 3.
Theorem 5.1. Let C ⊂ Zd be a finite set2. Suppose A ⊂ Zd is such that
there exists a constant γ > 0 such that
#A ∩ {x ∈ Zd : |x| ∈ [0, n]} ≥ n
d
(log n)γ
for infinitely many n. Then, for all α ∈ (0, 1), k ≥ 1,∆0 > 1, there exists
infinitely many translates t ∈ Zd and ∆ ≥ ∆0 such that
sup
p∈∆C+t
inf
a∈A
|p− a| ≤ ∆α,
2We use C for Constellation as suggested in [TZ15].
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where ∆C + t is the image of C under the similitude z 7→ ∆z + t.
5.2. Reducing the uncertainty. In proving Theorem 2.1, we used Sze-
mere´di’s theorem. In fact, one can obtain a slightly better result by per-
forming a more careful analysis. Let N1, N2 ≥ 2 be integers. Divide [0, 1]
into N1 equal pieces and then divide each of these small pieces into N2 pieces
of equal length. In total, we have N1N2 small pieces of length (N1N2)
−1.
These pieces can be grouped into N2 many ‘arithmetic progressions’ (more
precisely speaking, intervals whose centres form an arithmetic progression)
of length N1 with gap N
−1
1 . To proceed further, we use the standard nota-
tion rk(N) to denote the largest cardinality of a subset of {1, . . . , N} which
contains no arithmetic progressions of length k. We want to select a certain
number of small pieces of length (N1N2)
−1 such that we do not get any
arithmetic progressions of length of length k with gap N−11 . This number
can be bounded above by N2rk(N1). For each ε > 0, if N1 is large enough
then we can replace rk(N1) by εN1. This is what we did in the proof of The-
orem 2.1. However, there are now stronger quantitative upper bounds for
rk(N) than the Szemere´di bound of εN . For example, we have the following
result due to Gowers, see [G01].
Theorem 5.2. (Gowers) For each k ≥ 3, there are constants ck, Ck > 0
such that
rk(N) ≤ Ck N
(log logN)ck
for all N ≥ 100. Here ck can be chosen as 2−2k+9 .
By applying this result, it should be possible to improve Theorem 2.1
by replacing ∆α with f(∆) for a suitable increasing function f . One can
in principle compute f precisely but we decided not to pursue the details.
We suspect that f(∆) = ∆1/ log log log ∆ will probably do the job. (This is
obtained by replacing α in (∗∗) with 1/ log log logN .)
Finally, we remark that the arguments in this paper provide a road map
for translating estimates for rk(N) into statements of the type presented in
Theorem 2.1. In fact, if one could establish sufficiently good estimates for
rk(N), then one could prove the Erdo˝s conjecture.
5.3. Sharpness and non-integer sets. Instead of trying to reduce the
uncertainty, f(∆), as discussed in the previous subsection, consider f(∆) =
∆α for some α ∈ (0, 1), as in Theorem 2.1. What is interesting now is
improving the ‘largeness’ condition
#A ∩ [0, n] ≥ n
(log n)γ
in the statement of Theorem 2.1. In general, one can try to prove Theorem
2.1 with n/(log n)γ being replaced by a general increasing function g(n). A
natural question to ask is whether g(n) can be chosen to be nδ for a δ > 0.
As we have seen in Section 4, this is probably not true for δ = 1/2. Also we
suspect that δ can depend on α.
Our argument works not only for integer sets. Indeed, if we consider
A ⊂ R+ and require that A is uniformly δ-discrete for a number δ > 0, i.e.
infa,b∈A |a − b| > δ > 0, then all the arguments in the proof of Theorem
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2.1 apply in this case and we have the same result. Clearly, in this non-
integer case, one cannot hope to find exact arithmetic progressions since
small perturbations can destroy all exact progressions. Thus, the notion of
‘almost arithmetic progressions’ we introduce here is very natural. In this
case, one can try to lowering the ‘uncertainty’ f(∆) which was discussed in
the previous paragraph.
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