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ABSTRACT 
Augmented reality (AR) technology has been leveraged in a diverse set of tasks in 
multiple domains of human activity. The persistent use of AR in the naval domain, 
though futuristic in its application, could provide key decision-makers in a shipboard 
environment with additional capabilities in their arsenal and support more effective 
processing of information and sense-making. Though the use of AR has been examined 
in support of individual tasks, the persistent use of AR and its feasibility in the naval 
domain has yet to be studied. This thesis explores such feasibility and application on two 
tasks done by the shipboard commanders, damage control and communications domains, 
and provides early indicators for the value that the persistent use of AR could bring 
the U.S. Navy in the future. We designed and developed two applications with 
corresponding three-dimensional models and user interactions and executed a small-
scale user study to acquire early indicators of system usability. While more work is 
needed in the area of AR in the naval domain, the research conducted for this thesis 
suggests that AR technology has the potential to improve sense- and decision-making for 
a variety of personnel onboard naval vessels. 
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The motivation for this thesis is the ever-expanding and rapidly developing IT 
domain, most specifically a domain of emerging technologies. As an Information 
Professional officer (IP), the development and introduction of new systems that enable our 
commanders to make decisions faster, which, in turn, makes them more lethal and 
responsive, is at the forefront of my research. Knowing that the Navy is looking for 
technology to increase awareness, a myriad of possibilities for future investment in 
developing technology are closer to becoming a reality. In recent years, the Navy has 
invested in achieving greater autonomy and more robust networking, even diving head-first 
into projects such as the Sea Wolf autonomous vessels and a host of new wireless mesh-
networking technologies. 
One emerging technology that is being explored further is augmented reality (AR). 
Past research has focused on the application of AR in a variety of domains and examined the 
operation and usability of AR tools in support of individual tasks. This thesis further explores 
the applicability of AR with a specific focus on the Naval domain but through the lens of 
persistent use (i.e., full workday use of AR devices) to complete various tasks and augment 
capabilities while executing those tasks. 
B. RESEARCH DOMAIN AND PROBLEM SPACE 
1. Problem Statement 
In the shipboard environment, the commander relies on multiple visual displays and 
sources of information spread across various physical locations to make decisions and 
conduct the general business of the ship. In the current operating environment, shipboard 
commanders are presented with information by traditional means, such as paper charts and 
static displays, and they rely on these sources to acquire and update their situational 
awareness. As a result, this study examines two problems that occur: The first problem being 
that ship Commanding Officers (CO’s) are not always provided with information to realize 
how the navigational path of the ship affects their communications options and satellite 
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connectivity. The second is that in damage control situations, the CO is seldom on the scene 
and must make decisions based on voice reports and non-mobile, non-interactive panels and 
traditional displays. 
2. Purpose Statement 
The primary purpose of this study is to determine if the persistent use of AR conveyed 
through a mobile heads-up display is feasible in the daily routine of a ship’s commander and 
if the use of AR can lead to more informed and effective decisions in multiple tasks that a 
ship’s commander needs to attend. Because ship Commanding Officers (CO) are continually 
receiving and digesting a diverse set of information, they are the perfect candidates for an 
exploratory study on the persistent use of AR technology. Their job requires them to be 
mobile and make decisions “on the go” and having a mobile heads up display would suit 
perfectly to their work conditions and needs. The ultimate goal of the applications developed 
for this research is to benefit the commanders in their decision-making process and enable 
critical decisions to be made with easily digestible representations of visual information that 
are needed for specific problem sets. A secondary goal of this research is to highlight how a 
mobile heads-up display worn throughout the workday can be leveraged in a wide array of 
tasks across multiple industries, including the civilian domain. 
This study will examine the feasibility of AR mobile heads-up-displays used 
persistently throughout their workday to consolidate sources of information, enable 
necessary communication channels, and enhance situational awareness in a shipboard 
environment regardless of the commander’s physical location on the ship.  
C. RESEARCH QUESTIONS 
The following questions will be examined: 
1. Is the persistent use of AR technology feasible in the context of a 
shipboard’s commander operations?  
2. Can AR displays be used by shipboard commanders to facilitate efficient 
decision-making across multiple domains of their operation? 
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D. METHODOLOGY  
The approach for this study includes the following steps:  
1. Perform a literature review of relevant material in the fields of AR 
technology, human factors of AR, situational awareness, media richness, 
and AR applications.  
2. Conduct a task analysis. We plan to derive necessary information from 
manuals and literature focused on two tasks done by the shipboard 
commanders, as well as acquire insights about the daily operations of 
shipboard captains and decisionmakers from domains. 
3. Design a system. We envisioned building two applications to aid 
commanders in sense-making. The requirements for the design were 
derived from the task analysis. 
4. Develop the prototype system with two distinct HoloLens applications, each 
supporting a specific task led by the shipboard commander: damage control, 
and satellite positioning.  
5. Conduct a small-scale user study to collect initial feedback and assess the 
value of the applications developed.  
6. Analyze data and formulate conclusions based on an analysis of the 
informal user study and the technical performance of each application.  
7. Identify lines of future work and produce recommendations for potential 
approaches. 
E. THESIS CONTRIBUTION 
The contribution of this thesis is to suggest a future application of augmented 
reality technology in which a head-mounted display (HMD) can be used in a persistent 
environment to augment the situational awareness and decision-making capabilities of 
the commander. The ultimate goal of this work would be to enable commanders of U.S. 
Navy warships to make more timely and efficient decisions.  
4 
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II. BACKGROUND AND RELATED RESEARCH AND 
WRITINGS 
A. CHAPTER OVERVIEW 
This chapter introduces topics relevant to this research and concepts used for the 
development and analysis of the developed applications. The broad topics discussed 
provide an overview of concepts that are critical to this area of research. These topics 
include the history and application of augmented reality, the concepts that drive augmented 
reality technology, cybersickness, situational awareness, and media richness. 
The development of a successful AR application that will be used by ship COs 
through a head-mounted display and the subsequent research that examines the use of the 
application relies heavily on the understanding of the areas of research highlighted in this 
chapter.  
B. AUGMENTED REALITY HISTORY 
A brief timeline of the history of AR can be viewed in Table 1.AR’s origins date 
back to 1968, for the first time a, a head-mounted display was used to display images in 
real-time [1]. The term “Augmented Reality” was first used in 1992 to explain the 
overlaying of computer-generated information into the real [2]. Since then, technology 




Table 1. The Lengthy History of Augmented Reality. Source [3]. 
The Lengthy History of Augmented Reality 
1968 Ivan Sutherland developed the first head-mounted display system. The system used computer-
generated graphics to show users simple wireframe drawings. 
1974 Myron Krueger built an artificial reality laboratory called the Videoplace. The Videoplace 
combined projectors with video cameras that emitted onscreen silhouettes, surrounding users in 
an interactive environment. 
1990 Boing researcher, Tom Caudell, coins the term “Augmented Reality.” 
1992 Louis Rosenberg develops Virtual Fixtures – one of the earliest functioning AR systems, built 
for the Air Force. The full upper-body exoskeleton allowed the military to control virtually 
guided machinery to perform tasks from a remote operating space. 
1994 Julie Martin creates the first augmented reality Theater production. “Dancing in Cyberspace,” 
featuring acrobats who danced within and around virtual objects on their physical stage. 
1998 1st & Ten line computer system is broadcast by Sportsvision, casting the first virtual yellow first 
down marker during a live NFL game. 
1999 Naval researchers begin working on Battlefield Augmented Reality System (BARS), the robust, 
original model of early wearable units for soldiers. 
NASA X-38 spacecraft is flown using a Hybrid Synthetic Vision system that used augmented 
reality to overlap map data to provide enhanced visual navigation during flight tests. 
2000 Hirokaza Kato created the ARToolKit, an open-source software library that uses video tracking 
to overlay computer graphics on a video camera. The ARToolKit is still used widely to 
compliment many augmented reality experiences. 
2003 For the 2003 NFL season, Sportsvision unveils the first computer graphic system capable of 
inserting the 1st & Ten lines from the popular Skycam, the NFL’s mobile camera that provides 
the field’s aerial perspective. 
2009 Print media tries out AR for the first time. Esquire Magazine prompts readers to scan the cover 
to make Robert Downey Jr. come alive on the page. 
ARToolKit brings augmented reality to a web browser. 
2013 Car manufacturers begin to use augmented reality as the new age vehicle service manuals. 
The Volkswagen MARTA app (Mobile Augmented Reality Technical Assistance) provides 
virtual step-by-step repair assistance allowing service technicians to foresee how a repair process 
will look on the vehicle in front of them. 
2014 Google announces shipment of google glass devices for consumers, thus starting a trend of 
wearable AR. 
Magic Leap announces the most significant AR investment to date of $50M, Series A. 
2015 Augmented reality and Virtual reality investment reach 700 Million. 
2016 Augmented reality and Virtual reality investment reaches 1.1 billion. 
Microsoft HoloLens Developer Kit ships. 
Meta 2 Developer Kit ships. 
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C. AUGMENTED REALITY DEFINITION 
Augmented Reality is defined and distinctly differentiated from Virtual Reality by 
its properties, which allow the user to see the real-world environment and have virtual 
objects that can be manipulated as an overlay in the users’ view [4]. In “augmented reality: 
a class of displays on the reality-virtuality continuum,” the reality-virtuality (RV) 
continuum was established, as displayed in Figure 1. On this scale, augmented reality and 
virtual reality are compared in their relationship to the real environment and the virtual 
environment.  
 
Figure 1. Reality-Virtuality Continuum. Source [4]. 
The leftmost part of the scale consists of the real world and is composed of objects 
that can be viewed with the naked eye without the assistance of any device. On the 
rightmost part of the scale is the virtual world, and it is composed of virtual objects that 
can only be viewed using a special type of display: virtual head-mounted display (HMD). 
Virtual reality, existing on the rightmost part of the continuum, is composed of all virtual 
objects, and the user of this technology only interacts with virtual objects within the virtual 
space. Augmented reality is between these two extremes, and the user interacts with virtual 
objects in the real-world space.  
Azuma defines augmented reality as a system defined by three characteristics: 1. 
mixing actual reality with virtual reality, 2. real-time responsiveness, and 3. Presented in 
three dimensions [5]. These characteristics are critical because they further define 
augmented reality in terms of space and time. In doing so, Azuma makes it clear that 
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augmented reality is meant to enhance the user’s perception and allows for in-depth 
interactions with the real world and the virtual world simultaneously. Therefore, the objects 
and the data conveyed in the virtual space help the user interact with the physical space [5].  
Additional distinctions between augmented reality and virtual reality can be made 
using their technical functions. As defined by Billinghurst, Clark, and Lee [6], scene 
generation, display devices, and tracking and sensing intensities are different, as illustrated 
in Figure 2.  
 




Scene Generation requires realistic images minimal rendering okay 
Display Device fully immersive, wide FOV non-immersive, small FOV 
Tracking and Sensing low accuracy is okay high accuracy needed 
 
Figure 2. Virtual Reality Compared to Augmented Reality. Source [6]. 
Virtual reality replaces reality; augmented reality, as its name suggests, augments 
reality despite being capable of using similar hardware such as a head-mounted display 
(HMD).  
The users’ ability to see the elements of the real world is particularly important in 
the context of leveraging augmented reality technologies in the naval domain on a 
persistent basis because users must be able to maneuver themselves through real 
environments while wearing the headset. For the technology to be useful, users must be 
able to wear the technology while continuing to operate in the physical space, not just 
simultaneously but seamlessly. Users must have the ability to interact with other users, the 
ship, other systems, and maintain constant awareness of their surroundings.  
D. VISUAL DISPLAYS FOR AUGMENTED REALITY 
Augmented reality relies on adding 3D objects to the real-world space. For the use 
of augmented reality technology, users rely on 3D graphical objects to be projected in their 
real-world environment. This is achieved using an optical combiner, which creates layers 
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of the 3D objects and the real world rendering the 3D object in the users’ real space. This 
is illustrated in Figure 3.  
 
Figure 3. Optical See-Through HMD Conceptual Diagram. Source [6]. 
As the figure illustrates, the specific device uses the combiner to mesh the real and 
augmented worlds. This is done through a process called registration, in which the 3D 
graphical object is aligned and rendered in the user’s physical plane.  
The registration process is illustrated in Figure 4 and is defined by Bimber and 
Rashkar as “essentially image forming systems that use a set of optical, electronic and 
mechanical components to generate images somewhere on the optical path in between the 
observer’s eyes and the physical object to be augmented” [7]. 
10 
 
Figure 4. Registration Process. Source [7]. 
The registration process presents the augmented and physical worlds in a 
simultaneous way in which they are seamlessly overlaid and appear to coexist in a unified 
3D space [7]. As the backbone process of augmented reality, registration must have limited 
errors and must be accurate and precise. There are two types of errors that can occur: static 
and dynamic. Dynamic errors are centered in image processing, and processor lag, the 
sources of the static errors are in special misalignments and optical distortions [7].  
The Microsoft HoloLens (Figures 5–7) is a commercial off-the-shelf (COTS) 
mixed-reality device that can be used in a myriad of domains, including education, training, 
industrial visualization, and gaming. The headset supports wireless connection with the 
network and incorporates several features that allow it to be fully mobile and network 
capable. It is self-sufficient: it includes a self-contained battery and processors that run a 
mobile version of the Windows 10 operating system (OS). All these characteristics make 
it a prime candidate for the persistent mode of operation.  
11 
 
Figure 5. Microsoft HoloLens Processing and Memory. Source [8]. 
 
Figure 6. Microsoft HoloLens Sensors. Source [8]. 
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Figure 7. Microsoft HoloLens Sensors and Cameras. 
Source [8]. 
As illustrated, the HoloLens uses six cameras to build and coordinate the real and 
augmented planes. The headset weighs approximately 1.6 lbs., which makes it lightweight 
and maneuverable enough for a shipboard environment; the weight could present a 
challenge when used in the persistent mode as detailed in Chapter VI.  
E. CYBERSICKNESS AND COGNITIVE TUNNELING 
One of the most formidable challenges to using augmented reality in a shipboard 
environment is the possibility of triggering cybersickness. In anatomy, the vestibular 
system, which consists mainly of the inner ear, is used by the system for balance. The 
motion of a moving ship is already known to cause disruptions in this system, inducing 
motion sickness. This sickness can be compounded through the use of augmented reality 
on a moving platform and induces a sickness defined as cybersickness. This discomfort is 
caused due to an ocular and vestibular mismatch, the onset of which is caused by the 
augmented reality technology’s stimulation of the ocular system.  
In “A discussion of cybersickness in virtual environments,[9]” LaViola explains 
that the three leading theses on the origins of cybersickness are sensory conflict theory, 
poison theory, and postural instability theory. Sensory conflict theory, the longest standing 
and most credited theory is based on the idea of misinformation about the body’s 
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orientation and motion, which causes a perceptual conflict in the senses that produces 
symptoms of motion/cybersickness. This factor is limiting in the mixed reality environment 
because different people have varying reactions to the technology, while the sickness 
occurs in a wide range of forms.  
Cognitive tunneling is another phenomenon that is of concern when testing the 
feasibility of the persistent usage of augmented reality technologies. Cognitive Tunneling 
occurs when the user becomes fixated on virtual objects and lose situational awareness 
with the real world and the physical plane [10]. This mostly occurs when a user is focused 
on a singular, highly complex task within the mixed reality environment. This issue has 
been explored in scenarios when the user wore a heads-up display like in aviation and 
transportation-related domains. Shipboard examples include dedicated maintenance tasks 
that could have a short time on task and are more likely to result in cognitive tunneling. 
F. SITUATIONAL AWARENESS 
Situational awareness (SA) is defined as “human perception of the elements in the 
environment within a volume of time and space, the comprehension of their meaning and 
the projection of their status in the near future” [11]. In the shipboard environment, 
commanders must have accurate situational awareness about all shipboard activities. 
Currently, the information is provided in a host of ways, some in person, through printed 
reports, multiple digital displays, and various communications systems. The commanders 
must navigate all these systems to decipher pertinent information. Accurate situational 
awareness enables commanders to make decisions and, more importantly, in the context of 
a warship, timely decisions. Endsley, in “Designing for Situational Awareness in Complex 
Systems,” models decision-making in terms of situational awareness. The elements of that 
model are presented in Figure 8. 
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Figure 8. Situational Awareness Model. Source [11]. 
Endsley emphasizes that situational awareness and decision-making are 
inextricably linked [11]. For the purposes of this thesis, we will examine how the persistent 
use of augmented reality can improve situational awareness and have a positive effect on 
decision-making by enabling more timely decisions or better decisions overall.  
G. MEDIA RICHNESS 
Media Richness (MR) was born out of a 1986 thesis by Draft and Lengel [12]. This 
thesis concluded that “four factors influenced media richness: the ability of the medium to 
transmit multiple cues (e.g., vocal inflection, gestures), immediacy of feedback (how 
rapidly the medium enables receivers to respond to messages), language variety (e.g., 
words, mathematics, art), and the personal focus of the medium (the ability to personalize 
the message to the receiver) [12].” The premise of media richness is illustrated in the media 
richness scale shown in Figure 9. 
15 
 
Figure 9. Information Richness Continuum. Source [13]. 
This element of information delivery is important because the premise of the 
persistent use of augmented reality is focused on presenting information that has previously 
been provided in a mixture of low and high formats in a singular, high-richness, high-
feedback format. Though augmented reality is unlikely to completely replace all low-
richness content, the platform displays previously low-richness data in a more complex and 
richer format, making the information more understandable and quicker to analyze.  
H. APPLICATIONS OF AUGMENTED REALITY 
A host of studies have been conducted in the field of augmented reality and its 
potential impact across several domains. At the Naval Postgraduate School, two recent 
theses published research that directly correlated to the field of persistent augmented 
reality. In the first, applications created were to enable commanders to visualize shipboard 
computer networks utilizing the Microsoft HoloLens. This research concluded that 
augmented reality can be successfully used to augment decision-making and collaboration 
in the naval domain [14].  
In the second, the researcher tested the feasibility of using an augmented reality 
display for the purpose of ship navigation [15]. In this study, they examined the 
performance of multiple officers in a study designed to assess the use of a heads-up display 
being used for ship navigation. Despite not using the same mobile display and having 
mixed results, the underlying response from users in the study indicated that future research 
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might prove useful in various areas on the ship in which augmented reality could have 
value and that “from shipboard firefighting to real-time missile tracking, indicating that 
there is room for AR in all naval domains” [15]  
I. SUMMARY 
This chapter examined literature sources that provide details on the concepts that 
this research is focused on. The literature on AR and the effects of cybersickness are well 
documented in the general domain of studies; however, this topic is not covered as 
extensively as it relates to wearing a head-mounted display such as the HoloLens on a 
moving platform like a ship. Media Richness is an important aspect to integrating AR into 
any operational environment. Users (in this case Commanding Officers) should be 
presented with information in the most efficient form. In one of the scenarios built for this 
research time is a critical factor, and the way information is presented to the user matters. 
The use of AR for our purposes seeks to increase the richness of the transportation medium 




III. TASK ANALYSIS 
A. INTRODUCTION 
In order to create a successful application to aid commanders and decision-makers 
with shipboard tasks, the characteristics of the task as it is done currently must be adequately 
surveyed and analyzed; this information should also include the standards of performance 
applicable to the human operators. The framework we use to do this is a Task Analysis (TA). 
This technique, described by Kirwan as “the study of what an operator is required to do” [16], 
was used to evaluate the decision maker’s perspective with respect to the two scenarios. A 
thorough task analysis includes data gathering on task goals, personnel involved in task 
execution, performance steps that operators execute, the tools and systems used to support the 
task, the conditions under which the task is performed, and the standards of performance that 
need to be reached during the execution of the task. Task Analysis is done prior to the 
development of any system that aims to support the operator in accomplishing the same task.  
B. TASK I—DAMAGE CONTROL  
Effective damage control is one of the foundations of any ship training cycle and is 
almost always at the forefront of the commander’s priorities. Damage control is defined as 
“action taken to limit the damaging effects of an accident or error.[17]” The accidents on the 
ships can include fire, flooding, and electrical discharge, to name a few; the task analysis 
conducted for this study was focused on flooding. In the United States Navy, the Commanding 
Officer (CO) is responsible for the general safety of the ship and is therefore responsible for 
implementing effective damage control measures in the event of a catastrophic shipboard 
disaster. In case of a disaster, the CO is held responsible for the damage control efforts of the 
crew. The global damage control efforts are normally conducted as a team effort, with the CO 
usually physically being a different compartment of the ship than where the damage control 
team is directing damage control efforts. When there are situations that require guidance from 
the CO, the damage control team feeds information to him, and he then makes critical 
decisions. The information passed in these events must be concise, clear, and correct as 
damage control decisions rely on accuracy and time. 
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The challenge in this task that we are seeking to address is rooted in the fact that 
despite the multitude of information resources that the CO has at their disposal, they still rely 
on voice reports of damage and cannot assess the extent of damage sustained first-hand.  
1. Task Description 
In a case of shipboard casualty onboard an aircraft carrier, the CO has the 
responsibility for ensuring an effective damage control strategy is implemented as well as 
ensuring the safe launch and recovery of the valuable aircraft onboard. The CO must be in a 
location that is conducive to both tasks; the launch and recovery of aircraft often takes priority 
when executing both tasks. During the task execution, the CO must rely on various 
communications channels and displays for pertinent information regarding the casualty. For 
this research, we specifically focus on the process of making decisions about the material 
condition of the ship based on the reports and feedback from the executive officer, the CO’s 
‘lead’ in the damage control effort.  
2. User Characteristics 
Because this study is focused on the task executed by the decision-maker, we do not 
provide the details of the tasks executed by each member of the damage control team and 
mention their performance only when it directly concerns the performance of the CO.  
The damage control party is the CO’s eyes on the scene of the casualty. They are 
responsible for responding to and mitigating the casualty. The voice reports that are made by 
the damage control party are essential for the assessment of the damage to the ship by the 
Executive Officer (XO) and the CO. The damage control party is typically led by a sailor of 
mid-rank who has been through various training on damage control, including formalized 
schools and ‘on station’ training by the damage control training team.  
At the Executive level, the information is passed from the damage control party to 
Damage Control (DC) central, where the XO is usually located. The majority of information 
is passed through voice reports on handheld radios. The XO interprets the information, 
coordinates the damage control efforts, and relays pertinent information to the CO. With this 
information, the CO can make informed decisions about the material condition of the ship and 
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the damage control efforts being executed by the damage control team, while at the same time 
overseeing the successful launch and recovery of aircraft.  
3. Tools Used 
Ships are built with multiple damage control systems and monitors; these systems 
include the Damage Control Tactical Management System (DCTMS) which provides real-
time situational updates to the status of specific casualties throughout the ship. This system 
also contains software to model the spread of fire and flooding, so that the damage control 
team can better predict how a fire or flood might spread. During a casualty, the damage control 
team relies on handheld radios and sound powered phones to communicate and relay voice 
reports from the repair party at the scene of the casualty.   
4. Standards of Performance and Success Criteria 
Successful execution of the task requires that the CO is given accurate information at 
every level. That is accomplished when each member of the team can leverage the resources 
available to them, and convey the accurate picture to the CO. The material condition of the 
affected spaces post-casualty must be effectively communicated to the CO so that he can make 
an informed decision.  
The following are assumptions that we are making as we move forward with the 
application development and are items that we have deemed essential for task success: 
1. There should be uninterrupted and efficient communication between 
collaborating users. 
2. The damage control team must be able to communicate information to their 
superiors in an effective way. 
3. All users must understand the real-time damage control situation. 
4. CO must be presented with an accurate description of actual damage. 
Including the exact location and scope of the affected areas. 
20 
C. TASK II—MAINTAINING SATELLITE COMMUNICATIONS 
COVERAGE 
Achieving and maintaining the status of operational readiness depends on having a 
reliable command and control. In the naval environment, command and control are 
maintained through the flexing of multiple communications paths using both line-of-sight 
(LOS) techniques as well as satellite communications. These circuits are critical to passing 
information in voice and data forms. The U.S. Navy relies on the placement of strategically 
positioned satellite communications to maintain global command and control. That type of 
communication system provides the ship with satellite services via Ultra High Frequency 
(UHF), Super High Frequency (SHF), and Extremely High Frequency (EHF) to name a few. 
The communications paths are engineered with redundancy in mind; they provide constant 
data connections despite issues with a single path. The location of the ship is a critical factor 
in determining which communications paths the ship will have access to when sailing in a 
specific Area of Operations (AO). This is because the locations of the satellite are fixed, 
despite the ability to move the individual satellite beams. This means that there are locations 
around the globe that are not covered by a specific satellite constellation, which may result in 
a situation that the ship operates without a specific satellite path.  
1. Task Description 
The CO is responsible for the navigation of the ship. This person makes navigational 
decisions at various Navigation briefs, during which the ship navigator and operations officers 
present the proposed navigational path. The brief includes inputs from the communications 
and combat systems departments who inform the decision-makers on the impacts of a specific 
path on communications. The CO takes that information and makes an informed decision on 
the projected navigational path of the ship.  
The day to day communications operations on a ship are centered around maintaining 
constant connectivity to the satellites that are necessary for the given mission. The goal of the 
navigations team is to ensure safe navigation of the ship and execution of a navigational plan 
that meets operational requirements in the necessary amount of time. The two departments on 
the ship, Navigations, and Communications (Combat Systems) work together to ensure that 
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the ship maintains continuous connectivity. The shipboard team shares this information with 
the Regional Satellite Control Center through a Satellite Access Request in which the ship’s 
projected navigational path is included. The Regional Satellite Control center then 
appropriates satellite action based on mission and priority to the various units in the theater.  
As a result, deviations in the planned ship’s navigation route can have drastic 
consequences if the ship moves into an area with no communication signal coverage. 
Currently, the impact on communications concerning navigational changes is briefed using 
paper charts and low detailed satellite position charts which do not display the current beam 
positions. If the movement of the ship is not briefed or updated with the communications 
department, there could be a severe and potentially dangerous loss of communications. 
2. User Characteristics 
The decision-making process for communications and navigation decisions rests in 
two departments: Navigation and Communications (Combat Systems). The communications 
officer on most ships is a U.S. naval officer that is a member of the Informational Professional 
Community. The communications officer on large ships such as aircraft carriers is typically a 
senior lieutenant with multiple years of communications experience. The Navigations 
department is helmed by a Surface Warfare Officer who has multiple tours on various 
platforms and 5–10 years of experience.  
At the top of the decision matrix is the Commanding officer (CO). The COs of Aircraft 
Carriers typically have over two decades of experience and, at the minimum, a master’s 
degree. The COs on the carriers have had a command of a large deck ship before assuming 
command of the carrier. The CO is regularly briefed on the ship’s schedule and deviations 
from the approved routes.  
In a shipboard environment, the communications and navigation departments must 
collaborate and keep the CO informed about any impact on communications.  
3. Tools Used 
In the current environment, the navigations and communications departments have 
limited tools at their disposal to complete this task. The navigations departments use electronic 
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and paper charts to analyze the operating environment and decide proposed routes. These 
charts do not include information on satellite communications. The communications 
department makes use of paper satellite diagrams as well as limited use of the Afloat 
Electromagnetic Spectrum Operations Program (AESOP) software to make communications 
related decisions. 
4. Standards of Performance and Success Criteria 
Successful communications planning requires that pertinent and timely information is 
presented to the CO and navigator from the communications team before significant course 
changes are made. The information needs to be presented in a way that can be overlaid with 
the ship’s path to produce a simple visual of the communications repercussions on a specific 
route. The communications portion of the navigation brief must be visually simple enough 
that it can be easily understood. That helps avoid cognitive overload, which ultimately results 
in more timely decisions.  
The following assumptions and recommendations have been adopted for successful 
task execution: 
1. There are efficient and effective communications between the stakeholders. 
2. The information is properly briefed up the chain of command. 
3. All users have basic knowledge of communications systems. 
4. There is an easily understood visual representation of the implications that 
communications may have on the ship’s operational readiness. 
D. CHAPTER SUMMARY 
The two tasks outlined in this chapter are complex and require high levels of 
understanding in constant information to be passed in order to execute a decision successfully. 
By examining these tasks and users that conduct them, we have determined success criteria 
for each task. These criteria will be translated into requirements when we design the 
application and tools that will augment the team collaboration and decision-making. 
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IV. SYSTEM DESIGN AND IMPLEMENTATION 
A. INTRODUCTION 
The data and insights gained in task analysis were used as an essential basis and 
input for system design. In this chapter, we review several topic: the rationale for applying 
Augmented Reality through a Heads Up Device to the scenarios of our choice, 
development environment used to support our research, interaction modalities, and 
techniques used in applications, and details about different issues encountered while 
developing two applications that support the tasks done by the CO.  
The ship’s CO operates in a complex environment. He is constantly presented with 
information on which he must act decisively. The two tasks that we studied, are very 
different in their nature and conditions in which they get executed; our goal was to 
showcase the broad applicability of the device and augmented reality in general. In the first 
task the CO needs to understand and select a navigational path based on ship’s 
communications capabilities; there the AR and 3D data representation is used as a more 
superior form of data visualization when compared to 2D drawings. In the damage control 
scenario, the application seeks to provide additional information, real-time video, that CO’s 
generally do not have access to that could be useful in a time and information critical event 
such as a fire or flood.  
B. FRAMEWORK 
1. Choosing Augmented Reality 
The literature review introduces the concept of the mixed reality spectrum, in which 
AR is closer to the physical world than VR. AR allows the elements of the simulated world, 
and elements of the real world to be blended in the physical world space. In this mixed 
world, using AR, virtual objects can be placed in the physical world as if they are truly 
there. This creates an experience for the user in which they can augment their real 
environment with digital information that can be interacted with and manipulated. When 
this type of technology is applied in the naval environment, the ability to remain visually 
conscious of the physical world while having digital information displayed, is crucial. This 
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concept allows users to interact and collaborate while having physical and visual awareness 
of each other, as well as examine the digital information (virtual objects).  
Another component crucial to the tasks that we are interested in is the mobility of 
such a device. Unlike traditional digital displays such as computer monitors that are 
anchored to one place, augmented reality devices are mobile and can be worn. In a 
shipboard environment, mobility is crucial, and in an emergency situation such as a damage 
control event, the CO must have the ability to receive information “on the move,” as he 
might be traveling between several spaces during the event.  
2. Choice of Microsoft HoloLens 
Today a host of Augmented Reality devices is available on the market. The 
Microsoft HoloLens provides an “all in one” self-contained wireless apparatus that was 
more than adequate for the purposes of our study. The major competitors of the HoloLens 
are the Google Glass, Meta 2, and Magic Leap. Google Glass has the wireless functionality 
needed, but its monocle style display solution enables a very limited field of view (FOV). 
The Meta 2 device is not a self-contained mobile solution, and therefore it does not support 
the mode of operation needed in our study. The Magic Leap, which was released in late 
2018, is the closest competitor to the HoloLens, but it has more limited FOV when 
compared to HoloLens. The device requires a separate small CPU and battery to be carried 
with it, and due to its relatively new release, it lacks the support necessary to develop a 
working solution. HoloLens Version 2 was released during the course of this study, and 
the updated device brings new capabilities; however, the device is still not available for 
sale, and we were not able to acquire this device.  
The HoloLens also has an advantage over its competitors in that it is a Microsoft 
product because Microsoft has several contracts with DoD, and from a practical standpoint, 
a Microsoft device may be easier to integrate into a shipboard network that uses windows-
based devices. From a practical perspective, the device might also be easier to integrate 
with the DoD network because of Microsoft’s efforts to make their devices and software 
meet DoD cybersecurity requirements. This makes the HoloLens the most practical device 
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to be used for this project that one day could be experimented with on a live naval shipboard 
network.  
3. Software Environment 
a. Unity 
Unity was selected to be used as a real-time development platform. Unity provides 
a high level of support for the HoloLens. Despite the steep learning curve, Unity provides 
the appropriate toolkits designed for AR application development; Figure 10 shows user 
interface in Unity application. Unity also includes an asset store of 3D objects available for 
purchase or free use. The store also provides graphics for user interface buttons, texts, and 
canvases. The availability of these assets allowed us to use those readily available modules 
and focus our time on developing the application.  
 
Figure 10. Unity Interface 
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b. Microsoft Visual Studio 
Microsoft Visual Studio is an Integrated Development Environment, and it was 
used in conjunction with Unity to develop the application and debug the applications we 
developed for the HoloLens. Visual Studio development was conducive to the HoloLens 
due to its compatibility with the Universal Windows Platform, which enables applications 
to be used across windows platforms without the need to re-develop for each windows 
device.  
4. Hardware 
To develop the application that will run on a wirelessly connect AR device, the 
following hardware devices were utilized: 
• Microsoft HoloLens device and its clicker 
• Alienware 17, 8th Generation Intel® Core™ i7-8750H, 32GB RAM, GTX 
1080Ti Laptop 
C. SYNTHETIC ENVIRONMENT 
1. Controls 
The HoloLens version 1 is able to receive two types of user input that allow the 
user to navigate menus and manipulate the virtual objects; they are voice and hand gestures. 
a. Voice Controls 
The HoloLens has the ability to use voice commands as an input modality. This 
allows the user to interact with a scene and menu without using hand gestures or the clicker. 
Using voice input represents a more natural way of communicating one’s intent than using 
hand gestures. Voice inputs allow users to navigate menus and manipulate scenes quickly 
and avoid situations when a user would need to hold his hands stretched out for an extended 
time, to accomplish some interaction. Voice inputs were not used for our application 
because more research is needed on how the voice commands would be registered in a loud 
shipboard environment.  
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b. Gaze 
The gaze function of the HoloLens is most similar to how most people interact with a 
mouse to make selections on their computers. The gaze is the most fundamental method of 
interacting with the synthetic (virtual) elements in the AR scene, and it represents a focus 
of the user’s attention at any point in time; this is very similar to the concept of the cursor 
in 2D user interfaces. The HoloLens uses the position of the user’s head rather than the 
eyes to position the cursor within the gaze vector. The components in the HoloLens use 
this information to approximate where the user’s eyes are focused and draws a cursor where 
that point is approximated to be. The cursor appears in the room, and it can be used in 
conjunction with the hand gestures (like a mouse click). Either interaction modality can be 
used to interact with the virtual object that the cursor ‘hovers’ over. An example of a gaze 
indicator can be seen in Figure 11.  
 
Figure 11. Virtual Scene and a Cursor 
In this example, the cursor (gaze indicator) is seen in a room, as it ‘hovers’ over the 
globe.  
c. Hand Gestures 
The gaze feature allows users to target virtual objects in a scene, and the commit 
function allows users to select and act on virtual objects in a scene. This process is known 
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as gaze and commit. This combination is the foundational way of interacting with the 
virtual objects in any application, including ours. The cameras on the HoloLens recognize 
the user’s hands when they are stretched out in front of the device. The HoloLens tracks 
the user’s hands to recognize pre-programmed (specific) hand gestures. There are two types 
of hand gestures that are supported: Air Tap and Bloom.  
(1) Air Tap 
The air tap gesture is equivalent to a left click on a conventional mouse. To execute 
an air, tap the user’s hand must be in front of the HoloLens. The user must then raise their 
index finger, pinch it towards the thumb, then raise it again. This gesture is illustrated in 
Figure 12.  
 
Figure 12. Air Tap Gesture Hand Position. Source [18] 
(2) Bloom 
The “Bloom” gesture is used to go back to the main menu and initialize the 
Windows navigation pane. “Bloom” is performed by extending the hand palm up, 
fingertips together, followed by a rapidly expanding one’s fingers. This is illustrated in 
Figure 13.  
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Figure 13. Bloom Gesture. Source [19]. 
2. Augmented Reality Environment 
The objects used for this application were selected from the Unity asset store. These 
assets are imported into Unity; they are manipulated to fit the scale of the environment and 
the constraints of the application. The application is programmed to load this virtual 
environment at the user’s eye level approximately four feet away.  
a. Damage Control Video Application 
The dual video screens seen in this application were designed to show what a CO 
might see if two repair parties were dispatched to a shipboard casualty while wearing the 
HoloLens and transmitting one-way videos (Figure 14). For this scene, the video quality 
must be at least 480p resolution to be visually useful (the camera on the HoloLens version 
1 can produce video at a resolution of 720p). We used a video of 720p quality in our 
application as we wanted to stress the system and examine if a better-quality video could 
be effectively displayed inside the CO’s FOV. The video panels are modular and can be 
placed in the room to fit the need of the CO. The CO can stack the video feeds on top of 
one another or place them side by side. The videos can be paused and muted independently. 
Having multiple information sources able to be displayed at once enables the CO to receive 
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information quicker and in a more direct way which could improve their decision-making 
speed.  
Appendix C, Figures 23, 24, 25, and 26 illustrate user interaction in the Damage 
Control application. Figure 23 shows individual video panes being activated. Figure 24 
shows user repositioning of the video panes to the position that is more suitable for 
operation of the CO in the physical environment—video panes are stacked on the right side 
of FOV, leaving the central part of the FOV free for viewing of the objects in the real 
world. 
 
Figure 14. Application Display of Two Video Panes (No Videos Running) 
b. Navigation/ Communications Application 
This application was developed to visualize the ship’s current position and predict 
the satellite connectivity of the ship if it were to navigate to three different positions on the 
globe.  
This visualization is presented in a third-person’s view. We chose this view because 
it is very easy to see whether the ship is currently in the beam or outside the beam. In this 
scene, there is a globe on which there is a ship and three navigation points. Above the globe 
is a 3D object in the shape of a satellite which is projecting a beam onto the globe. This 
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beam covers two of the three navigation points (Figure 15). By clicking on the navigation 
points the scene is animated to move the ship between the points. Though simplistic this 
represents how a CO might choose locations on the map and can see where the ship can 
navigate to stay within the spot beam of the satellite and maintain connectivity.  
 
Figure 15. Application Display of Globe and Satellite 
By clicking on the globe (i.e., selecting the globe), that virtual object can be moved 
and anchored in the room at the user’s desired location. If needed, a user can move the 
globe closer to himself, or he can walk towards it and do a close-up examination of virtual 
objects seen in the virtual scene. Appendix C, Figures 22 and 27 illustrates that type of user 
interaction. 
D. SYSTEM PERFORMANCE 
1. Introduction 
In the development of AR applications, the quality of virtual objects and their 
registration in the physical space is of high importance. For a virtual scene to appear stable 
in the environment, each rendering of the virtual scene needs to place it in the correct spot. 
Another important element is the level of frame rate stability throughout the application. 
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High-quality applications achieve this stability by manipulating the scene and maintaining 
the same frame rate. The displays on the HoloLens refresh 240 times per second on 4 
separate fields resulting in the display of 60 frames per second (fps). 60 fps is the target for 
application development as it translates to high user experiences due to the consistency of 
the image being stable. The following is an analysis of the frame rate and other useful 
technical information about the applications that were developed.  
2. Tools Used 
Using the Windows Development Portal as well as the Microsoft Visual Profiler 
Interface (VPI), we were able to make real-time captures of frame rate as well as memory 
usage. The VPI provides frame rate, frame time, frame graph as well as memory utilization. 
Figure 16 shows an example of the VPI. In this example, the frame rate shown in the top 
left corner is 60 fps, the Frame Time is 16.7 milliseconds. The frame graph indicates five 
dropped (red) frames, and the current and peak memory utilization are shown in blue (230.8 
MB) and gold (301.4 MB), respectively.  
 
Figure 16. Visual Profiler Interface Example. Source [20]. 
The VPI, when enabled, is seen through the HoloLens just below the virtual scene; 
the interface remains visible throughout the session. 
For this study, we created two versions of the application build package. One 
version for the user study which did not contain the VPI—we wanted to avoid having any 
unnecessary visual clutter in the user’s field of view, and we also wanted to make sure that 
a maximum of processing power is dedicated to the rendering of the virtual scene. Another 
version of the application did contain VPI, and it was used to conduct a visual check of the 
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application performance as a user moves across physical space and interacts with the virtual 
scene and do the analysis of the parameters seen in the VPI.  
The maximum framerate possible for any Hololens application is 60 Frames per 
Second (fps) with the Frame time being 16.6ms.  
3. Application Analysis 
Starting from the application menu, the VPI data can be seen in Figure 17. Despite 
the frame rate of 26 FPS the menu appeared to be stable, with no visible glitches. The low 
memory usage also allowed for smooth selections of the applications with seamless 
transitions.  
 
Figure 17. The Main Menu with VPI Shown below the Virtual Scene 
In the application dedicated to satellite communications, the frame rate increased 
to 34 fps (Figure 18). That instance also shows only two missed frames and low memory 
usage, and the higher frame rate produced better stability than the menu. The animation of 
the ship did not appear to cause any significant drop in the frame rate, and it varied between 
30 and 45 throughout the session.  
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Figure 18. Communications Solution App with VPI 
The Damage Control application presented several challenges to our application 
development. The application included two displays capable of displaying video feeds. For 
this build of the application, the video quality was set to 720p with an aspect ratio of 16:9. 
With neither video being played, the frame rate was consistent between 25–35 fps seen in 
Figure 19 (that instance in time shows 26 fps).  
 
Figure 19. DC Application with no Active Video Feeds and VPI 
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With one video feed being turned on, the frame rate range dipped slightly to 25–33 
fps as seen in Figure 20. The memory usage also increased by over 50% to a peak of 248.1 
MB. Despite the decrease in frame rate, and the increase in memory usage, the application 
was stable, and the video feed (which included audio) provided consistent and clear video 
that was free from jitter.  
 
Figure 20. DC Application with One Active Video Feed and VPI 
Figure 21 shows the VPI data when both video feeds are turned on. The frame rate 
for this scene ranged from 25–37 fps. The memory usage, however, increased to a peak of 
almost 350 MB. The situation resulted in a fairly stable and clear virtual scene, but with 
jittery and inconsistent video streams. The jitter (i.e., the fluctuation) of the frame rate in 
the video feeds was a direct result of increased memory usage coupled with the limited 
processing power of the HoloLens device.  
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Figure 21. DC Application, with Two Active Video Feeds and VPI 
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V. USABILITY STUDY 
A. INTRODUCTION 
This chapter presents the results of a small-scale usability study that was executed 
for two distinct applications described in Chapter IV. The goal of this study was to collect 
initial feedback for the improvements of this prototype system and acquire indicators for 
future capabilities of the system. We decided to test the prototypes with the domain (end) 
users, individuals who have the knowledge of the domains covered in those applications. 
We reasoned that this choice in the audience was the best way to identify the issues with 
the usability of the applications and collect pertinent feedback for possible future updates 
and versions of the applications.  
B. INSTITUTIONAL REVIEW BOARD (IRB) DOCUMENTATION 
Before conducting this study, DON and Naval Postgraduate School policies dictate 
that the Institutional Review Board (IRB) must review all research studies that involve 
human subjects/participants. 
We were required to submit the following documents to the IRB: 
1. IRB Application 
2. Conflict of Interest Disclosure Form 
3. AR Communications Solution Questionnaire-CSQ (Appendix A) 
4. AR Damage Control Solution Questionnaire-DCQ (Appendix B) 
Following the submission of the required documentation, we were approved to start 
the study with an IRB exemption.  
C. PARTICIPANTS 
This study involved 3 U.S. Navy Lieutenants. All participants had previous 
experience with communications and damage control on the ship. The participants were 
recruited through personal exchanges with a group of peers who were interested in AR 
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technology. Their experience with AR and HoloLens varied. One subject previously 
conducted research using Microsoft HoloLens and AR. Another subject had previously 
participated in a separate MOVES institute usability study that also used the HoloLens and 
an AR application. The third user had no HoloLens or AR experience.  
D. PROCEDURE 
The steps completed by each participant in the usability study were as follows: 
1. Each participant was given the questionnaires to read before the study began 
to give them an idea of what type of feedback we would be looking for (Of 
note: If we were to run a formal, large scale usability study, the questions 
would not be shown to the participants in advance. In this study, we were 
more interested in their in-depth comments on a particular set of topics of 
interest.) Participants were also reminded that their participation in the 
study was completely voluntary. (5 min) 
2. Initial training on the HoloLens. This familiarization training included how 
to wear and adjust the device, control the brightness, and how to adjust the 
volume. The familiarization introduced the subjects to the gaze concept as 
well as the gestures applicable to the applications. (5 min) 
3. Familiarization with the interface of the application, and the gestures 
necessary to navigate back to the main menu. (2 min) 
4. Assessment of the Communications Solution Application. (10 min) 
5. Assessment of the Damage Control Application. (10 min) 
6. Completion of the Questionnaires. (10 min) 
7. General Discussion. (5 min) 
8. Questions from the subjects and study debrief. (5 min) 
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E. RESULTS: COMMUNICATIONS SOLUTION APPLICATION
1. AR Communications Solution (CSQ)
The CSQ was given to the participants after the study and the results were tabulated 
and calculated using Excel application. The quantitative portion of the questionnaire 
included seven questions that asked about subjects’ view of the value that this application 
would have in the fleet and their interactions with the scene seen in the application. The 
CSQ represents “the context in which a tool is to be used and its’ appropriateness to that 
context” or “its fitness for purpose” [21]. The participants were asked to score each 
question on a scale from one (1) to seven (7) where a score of 1 indicated a “Not very 
valuable” evaluation and a score of 7 indicated a “Very valuable” evaluation. The 
following table represents the results for questions 1 through 7:  
Table 2. Basic CSQ Statistics 
The data collected in questions 1–7 suggest that all participants felt that the 
application provided value.  
In the second part of the questionnaire, the subjects were asked three qualitative 
questions about the application. They were asked to give specific comments on the issues 
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they encountered, and lastly, they were asked to provide general comments on the 
application performance. The plurality of the feedback was positive. The subjects made 
comments about how helpful the AR display could have been while they were stationed on 
a ship. The users commented that seeing the visualization of the spot beam would help 
them assist the navigator in planning the route of the ship. The subjects also commented 
that the 3D representation of the satellite spot beam on the globe was tremendously easier 
to understand than the current 2D paper diagrams.  
F. RESULTS: DAMAGE CONTROL APPLICATION
1. Damage Control Solution Questionnaire-DCQ 
As with the Communications Solution application, the DCQ was given to the 
participants after the study and the results were tabulated and calculated using Excel 
application. The quantitative portion of the questionnaire included five questions that asked 
about how the subject would value this application in the fleet and about their interactions 
with the application. The DCQ represents “the context in which a tool is to be used and its’ 
appropriateness to that context” or “its fitness for purpose” [21]. The participants were 
asked to score each question on a scale from one (1) to seven (7) where a score of 1 
indicated a “Not very valuable” evaluation and a score of 7 indicated a “Very valuable” 
evaluation. The following table represents those values:  
Table 3. Basic DCQ Statistics 
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The data suggest that all users had favorable opinions about the value of the 
application in the Naval domain 
In the second part of the questionnaire, the subjects were asked three qualitative 
questions about the application and the issues they encountered. Lastly, they were asked to 
provide general comments about application performance. Similar to the results of the 
quantitative data set, all subjects provided positive feedback on the usefulness of the 
application and the value that the technology like this one could bring to the fleet. All 
subjects also indicated that there were significant issues with the video portion of the 
application, more specifically the issues with the video freezing when both video feeds 
were turned on (were played) at the same time. One subject also wondered if there was a 
need for audio in those videos, and if the processing power used to transmit the audio might 
have been better used to increase the video quality.  
G. DISCUSSION OF RESULTS 
1. Device 
Subjects made several comments about the weight of the device in the context of 
wearing it for an extended period of time. Also, all subjects required assistance adjusting 
the device to the size that was most comfortable to the size of their head, which indicates 
a possible weakness in the design of the “fitting” mechanism being located far behind the 
head. Users with a range of motion issues might experience significant problems while 
fitting the device to their head. The subjects also made comments about the durability of 
the device and how they felt the device in its current shape and form might be too delicate 
for the shipboard environment. If used in such an environment, they felt it would need to 
be made more rugged. 
2. Quality of Imagery 
Except for the video issues highlighted in the last section, all subjects had positive 
comments on the quality of the imagery (imagery that corresponds to the visualization of 
virtual objects). The subjects found the virtual objects easy to understand, and they were 
familiar with the icons used in both applications. In the case of Communications Solution 
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application, the users were extremely pleased with the ease of interaction supported by the 
application, and their ability to physically move around the globe.  
3. Future Iterations 
All subjects made comments on improvements for future iterations of the 
applications. In terms of the device technical capabilities, the subjects made 
recommendations that the processing power of the devices must increase before they could 
be used in their operational domains in a persistent mode. Multitasking is a significant part 
of the work environment for most shipboard officers and being able to receive information 
via AR display while doing specific tasks on the ships, would support that type of 
operation. All subjects also commented on the HoloLens capability to have enough 
processing power to run multiple applications at the same time, primarily if those 
applications relied on network connections or they were processing intensive as in the case 
of single or multiple video feeds.  
Subjects also provided a suggestion to integrate the HoloLens into the communications 
methods on the ship, including linking them to the wireless tactical radios used for data 
transmission as well as adapting the headset to use shipboard mounted LiFi terminals for 
their data connections. Subjects indicated that there is overall value in using AR to convey 
information in a shipboard environment—using a head-mounted display allows the user to 
be mobile rather than being tethered to traditional monitors. AR would also add value in 
helping the users collaborate and share information (both 2D and 3D) at any time and in 
any location on the ship.  
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VI. CONCLUSION AND FUTURE WORK 
A. DOMAIN CONTRIBUTIONS 
This research conducted for this thesis provides valuable contributions to several 
domains. In the domain of military research, we have examined the use of AR technology 
to support the tasks of individuals onboard the naval vessels. We designed and developed 
two applications that support the tasks regularly conducted by the COs and conducted a 
small-scale user study that provided initial feedback about the usability of AR display in 
those tasks. The results of our study also suggest a readiness of Naval officers to adopt and 
use this type of technology in their future operations. We also highlighted other potential 
use cases that could critically enhance the situational awareness and sense-making of 
shipboard Commanding Officers using inexpensive AR COTS Heads-Up Display 
solutions. 
B. FUTURE WORK 
There are several recommendations for future work that were generated out of this 
study. The first recommendation is to conduct a user study in an operational environment 
in which the COs would wear the HoloLens throughout the workday. That would provide 
valuable insight into the feasibility of the persistent use of AR technology onboard a Navy 
vessel. Secondly, more work is needed to advance the networking capabilities of the 
HoloLens. HoloLens can be used in conjunction with wireless tactical radios; however, 
more research is needed to examine how the network strength of these devices is impacted 
by the metal construction of a ship. Lastly, in the pursuit of persistent use of this 
technology, much more time must be invested in examining the integration of the current 
legacy software packages that ship commanders have access to and if the legacy software 
could be integrated for use on the HoloLens.  
Microsoft has made significant advances in the functionality of the HoloLens, and 
future work should be conducted on HoloLens Version 2; that device increases the user’s 
field of view, making it easier to view simulated scenes (3D virtual objects). Version 2 of 
the HoloLens also supports a higher number of gestures that the user can choose from. That 
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includes the gestures for resizing, dragging and grabbing 3D virtual objects, and the 
capability to track the user’s eye gaze. Most importantly, significant advances were made 
in reducing the weight of the HoloLens and a better fit on the user’s head. These two 
improvements make the device much more comfortable, and therefore suitable for more 
extended wear and operation.  
C. ADDITIONS TO SENSE-MAKING LEXICON 
The success of any application in this domain will rely on how the application helps 
users make better or faster decisions or increase the users’ understanding of information to 
augment their sense-making ability. Sense-making has been previously defined as “the 
attempt to find understanding of disparate and disjointed information by creating a new 
model [22].” In this research, the AR applications sought to demonstrate in part how AR 
might aid the COs in their ability to make sense of a damage control situation as well as a 
communications situation. In both scenarios, CO’s are faced with a myriad of complex 
sources of information on which need to act. They must leverage that information and their 
past experiences to make timely decisions within the confines of the operating 
environment.  
We know that better sense and decision making relies on having the right 
information at the right time with a cognitive load capable of processing the information. 
AR displays integrate into this concept by attempting to present decision-makers with 
information that is easier to understand. Successful technology does this by pre-digesting 
(processing) the information and presenting the information in a way that reduces the 
cognitive overload of the user.  
COs must be effective at multi-tasking especially in the event of a casualty and 
emergency. In the future, successful AR applications will be expected to make CO’s better 
multi-taskers by taking on some of the tasks and reducing the processing done by the COs 
by handing off some of that processing to the application. 
A damage control situation is a clear example of a time when COs must multi-task 
and ingest information from multiple sources to make decisions while continuing to make 
operational decisions and conduct operational tasks. Even for the most seasoned COs, the 
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amount of information being given coupled with the critical factor of time can create a 
situation of cognitive overload. Future research should examine how AR can be leveraged 
to reduce such cognitive overload.  
Similar to the reduction of cognitive overload, AR has the potential to help COs 
make better or faster decisions. For example, in the context of the classic Observe Orient 
Decide and Act (OODA) Loop model [23], future research should address how the 
information presented in 3D would reduce the time that CO spends in the orientation phase. 
Time saved in that phase would shorten the decision-making loop and ultimately increase 
the speed of the decision-making process.  
D. CONCLUSION 
This study adds to the collection of possible applications that could be useful to the 
United States Navy onboard ships. While more work is needed in the area of AR in the 
Naval domain, the research conducted for this thesis suggests that AR technology has the 
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APPENDIX A. COMMUNICATIONS SOLUTION QUESTIONNAIRE  
 
  
                                                                                                
1. How valuable would it be to use this type of system to visualize SATCOM WRT navigation? 
(select one answer) 
1 2 3 4 5 6 7 
Not very valuable   Not valuable Somewhat not valuable Neutral Somewhat valuable Valuable Very valuable 
2. How was your overall experience with the application? (select one answer) 
1 2 3 4 5 6 7 
      It was very      It was moderately       It was somewhat              Neutral               It was slightly     It was moderately    It was very  
          difficult                       difficult                        difficult                                                        easy                        easy                    easy 
3. How valuable would it be to use this type of system to support decision-making? (select one 
answer) 
1 2 3 4 5 6 7 
Not very valuable   Not valuable Somewhat not valuable Neutral Somewhat valuable Valuable Very valuable 
4. How valuable was the AR visualization in enabling greater understanding when choosing 
between the different Courses of Action?  (select one answer) 
1 2 3 4 5 6 7 
Not very valuable   Not valuable Somewhat not valuable Neutral Somewhat valuable Valuable Very valuable 
 
 
5. How valuable could a similar AR solution be in presenting/receiving a Navigation Brief 
(COMMS Inputs)? (select one answer) 
1 2 3 4 5 6 7 
Not very valuable   Not valuable Somewhat not valuable Neutral Somewhat valuable Valuable Very valuable 
 
6. How valuable was it to have SATCOM visualizations appear in the same physical space 
between your teammates and you while you all participated in decision-making session? 
(select one answer) 
1 2 3 4 5 6 7 
Not very valuable   Not valuable Somewhat not valuable Neutral Somewhat valuable Valuable Very valuable 
7. How easy or difficult was it to navigate i.e. move around three-dimensional model of the ship 
that you saw? (select one answer) 
1 2 3 4 5 6 7 
Very difficult   Difficult Somewhat difficult Neutral Somewhat easy Easy Very Easy 
8. If there was any issue in navigating i.e. moving around three-dimensional model, please 




9. If there was any issue in interacting with the visualization tool that you experienced, please 
explain what they were: 
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APPENDIX B. DAMAGE CONTROL QUESTIONNAIRE 
 
  
                                                                                                
 
1. How valuable would it be to use this type of system to inspect fire/flood affected areas? 
(select one answer) 
1 2 3 4 5 6 7 
Not very valuable   Not valuable Somewhat not valuable Neutral Somewhat valuable Valuable Very valuable 
       
2. How was your overall experience with the application?   (select one answer) 
1 2 3 4 5 6 7 
      It was very      It was moderately       It was somewhat              Neutral               It was slightly     It was moderately    It was very  
          difficult                       difficult                        difficult                                                        easy                        easy                    easy 
3. How valuable would it be to use this type of system to support decision-making?  
(select one answer) 
1 2 3 4 5 6 7 
Not very valuable   Not valuable Somewhat not valuable Neutral Somewhat valuable Valuable Very valuable 
 
 
4. How valuable was the AR visualization in enabling greater understanding when choosing 
between the different Courses of Action?    (select one answer) 
1 2 3 4 5 6 7 




5. How was the interaction in the system (i.e. stop and start video feeds)?   
It was:    (select one answer) 
1 2 3 4 5 6 7 
Very difficult   Difficult Somewhat difficult Neutral Somewhat easy Easy Very Easy 
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APPENDIX C. EXAMPLES OF USER INTERACTION 
 
Figure 22. User Interaction in Communications Application 
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Figure 23. User Interaction in Damage Control Application: Activation of 
Individual Video Feeds 
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Figure 24. User Interaction in Damage Control Application: Repositioning of 
the Video Panes 
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Figure 25. Damage Control Video Panes Recorded in HoloLens Emulator, 
View 1. 
s  




Figure 27. Communications Application View Recorded in HoloLens 
Emulator 
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