The problem of delay-dependent stabilisation of linear continuous-time systems with time delay in the state, additive bounded disturbances and limited actuators is presented. A design procedure based on the solution of coupled matrix inequalities and the use of the S-procedure is proposed. The links and the trade-offs between tolerance to both disturbance and delay, and the size of the region inside which the stability of the closed-loop saturated system is assured are discussed. or the induced matrix 2-norm. l 141i c = sup-, rt50114(t)ll stands for the norm of a function 4 E C, . When the delay is finite then 'sup' can be replaced by "ax'. C," is the set allowed to be arbitrarily large [4-61. However, these conditions can be conservative, especially in situations where the existing time delays are small. On the other hand, delay-dependent stabilisation conditions are discussed in [7, 81. In the proposed strategies, the size of the delays is directly taken into account and this fact can lead to less conservative results, especially when the time delays are small. Such strategies appear, however, to be very conservative for systems allowing unlimited size time delays (a delay-independent strategy is more adequate for such systems).
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Concerning the subject of constrained control of linear systems, great effort has been spent during the last decade to take into account saturating controls in linear systems control design. In fact, this is an important practical constraint usually disregarded in classical control design methods. See, for example, the two special issues [9, IO] and the references therein for an overview on this subject.
It can be observed that many practical systems are subject to both time delay and actuator saturation. To stabilise systems with delays and saturating controls, appropriate control design and stability analysis are required. In [l I], global stability via a state observer based controller is studied. In [12- 141, conditions of stability and stabilisation are proposed with state feedback. Nevertheless in these papers, the region of initial conditions from which the asymptotic stability of the closed loop is ensured in the presence of control saturation is not mentioned or explicitly characterised. In [ 151, the necessity to explicitly define a set of admissible initial conditions associated with the problem of stabilisation has been clearly underlined. It should be pointed out that all the papers cited above consider only the delay-independent case. This paper is concerned with the delay-dependent stabilisation of a continuous-time linear system subject to time delays in the state and saturating controls. Additive bounded disturbances are also considered in the system model. As the main contribution of the paper, a design method based on the solution of coupled matrix inequalities is derived from the use of both a Lyapunov-Krasovskii approach [ 161 and the S-procedure [ 171. A region in which the stability of the closed-loop saturated system is ensured is also characterised. The implicit objective is to obtain a region of stability as large as possible. With this aim, we propose constructive conditions in the delay-dependent context which allow one to formulate optimisation problems to search for state feedback gains that lead to the maximisation of the size of the region of stability associated to the closed-loop system. Moreover, the tradeoffs between tolerance to both disturbance and delay, and the size of the region inside which the closed-loop stability is assured, are discussed. To the knowledge of the authors, this paper (issued in part from a previous version [ 181) is the first to propose a constructive solution to delay-dependent stabilisation and disturbance tolerance for linear systems with actuator saturation. Sufficient conditions allowing one to derive results in the delay-independent case are also proposed.
Problem statement
Consider the linear continuous-time delay system presented for the case of one single-delay for simplicity, but the approach may be extended to multiple delays. It is defined as (2) with the initial conditions where x E 8" is the state, ZI E M" is the control and w E !H" is the disturbance. Matrices A , A,, 5 and D are real constant matrices of appropriate dimensions. The system (I), (2) is assumed to verify the following assumptions: 
Considering a state feedback memoryless control law, due to the controls bounds described in A2, the control signal to be injected in the system is a saturated one defined from the state feedback gain K E 9Y1 by
Hence, from (1) and (2) and ( 5 ) the closed-loop system reads:
In the disturbance-free case (w = 0), given a stabilising state feedback gain K, the resulting non-linear closed-loop system (6) will be said to be globally asymptotically stable if for any initial condition satisfying ll&lc 5 v with any finite v, the trajectories of system (6) converge asymptotically to the origin [ l l , 191. As in the delay-free case (z = 0), the determination of a global stabilising controller is possible only when some stability hypothesis are verified by the open-loop system (u(t)=O) [20] . Otherwise, it is possible to achieve only local stabilisation. In fact, in the generic case (w=O), given a stabilising matrix K , we associate a basin of attraction to the equilibrium point xe = 0 of system (6) . (6) is ensured [24] . Of course, the set Qo is included in the basin of attraction. A natural objective is then to maximise the size of this set, i.e. to obtain the maximal value of 6.
When w # 0, the objective is to study the tolerance of the closed-loop system (6) to the additive disturbance, that is to study the links between 6 and wo.
Furthermore, due to assumption AI the problem of stabilisation we want to study is in the delay-dependent context. Thus, we consider the Leibniz-Newton formula
and therefore, for t 2 z one has
with the initial data on [-2z, 01. Hence, to ensure the stability of system (6) , it suffices to ensure the stability of the following system (see, for example, [25] p. 101) : (8) with the initial data (9) Hence, the problem to be solved in the paper can be summarised as follows.
Problem I : Determine the gain matrix K E !)in' ', the upper bound on the delay z*, a positive scalar 6, as large as possible, and a set S, such that the closed-loop system (8) and therefore system (6) exhibit the following conditions: 0 when w=O (disturbance-free case), system (6) 
Stability results
In this section, we state the conditions based on coupled matrix inequalities that allow one to solve problem 1. First, we express a useful saturation non-linearities representation for system (6).
System (6) can be equivalently written as

Sa tura ti0 n n on -/in ea rities representation
where I-(a@)) is a diagonal matrix whose diagonal 
Since this paper addresses the problem of local stabilisation a limit is imposed on x yielding a lower bound for a (&) . Thus, the following lemma based on the use of differential inclusions [15, 261 can be stated.
Lemma I : Consider a vector E 9 Y whose components belong to the interval 10, I ] and define the following polyhedral set
Then, for x(t) E S(uo, at) and w(t) E W,, i ( t )
belongs to the convex hull as follows:
where T,(ae) is a diagonal matrix whose diagonal elements take values 1 or From lemma 1, it follows that for any x(t) E S(u0, .a): 0 One obtains: 0 < 0 i ( t ) belongs to the convex hull defined in (13) and one obtains:
Disturbance-free case (w= 0)
In this subsection, we present a solution to the first point of problem 1. Define M as:
+ Brj(ae)Y + ~A,QA: + ZA,RA: (16) Then, the stability of system (6) in the disturbance-free case (MI = 0) can be assessed by the following proposition. 
then, the system (6) with the feedback gain K = YW-' is locally asymptotically stable for any initial condition belonging to the set m0 = {$; ll$llf F 6) with Furthermore, z* corresponds to the maximal value of t for which relations (1 7), (1 8), (1 9) are satisfied.
Pmof If (IS) is satisfied, then the ellipsoid
with P = 1.V-' is included in the set S(uo, at) defined in (12) where the vector verifies (19) . Then, using the results of Lemma I, k(t) can be computed from the polytopic system (1 5) with w(t) = 0. Now, we have to prove that if (17) is satisfied then the closed-loop system (1 5 ) with w = 0 is locally asymptotically stable V~( O ) E @~, VOE [-2z, 01. For that, consider the Leibniz-Newton formula (7) . Then, for t 2 r and from the polytopic model (15) 
Thus, the stability of system (21) is a sufficient condition for the stability of the polytopic system (15) [25] .
Introduce the Lyapunov-Krasovskii functional
where P is a symmetric positive definite matrix and S(x,) is an appropriate positive definite quadratic form to be + q x t > + d x t ) + $<xJ (24) and x(t)'PA,Ap(t + p)dp (25) x(t)'PA,A,x(t -T + b)dp (26) Using x A&-'Ap(t + B)dp (27) x A:R-'A,x(~ -z + p)dp 
W=P-', Y = K W -q it can be verified that relation (17)
ensures W Y j W < 0 for a!l j = I , . 
is valid, that is, provided that x(t) E S(uo, at).
Furthermore, the Lyapunov functional defined in (22) satisfies X I llx(t)l12 5 V(xJ I n2IIXtIl; 7c2 = A,,,~~(P) + --ax A,,,~~(A;Q-'A,) with n l = Rmin(P) and 22 
J
Therefore, for any initial condition in (Do, system (6) verifies the conditions of the Krasovskii theorem [27] and V(x,) is a local strictly decreasing Lyapunov function. Thus, the asymptotic stability of system (6) is ensured.
n U
Disturbance case (w# 0)
A solution to problem 1 is presented now using the results developed in the previous subsection. In the conditions described below, matrix M is the one defined in (1 6). Proposition 2; For given w o > 0, if there exist matrices Y E 9im X n , W= W' > 0 E 9in and the set SI = E(W-', y-') = {x E X"; x(t)'W-'x(t) I y -' } solve problem 1 . Furthermore, z* corresponds to the maximal value of z for which relations (1 8), (19) , (33), (34) and ( 3 5 ) are satisfied.
Proof: Consider the Lyapunov functional
V(x, 1 w) = x(t)'Px(t) + qx,, w) (3 7 )
where f = P' > 0 and S(x,, w) has to be suitably determined.
Since the case w = 0 has been addressed in proposition 1 through the satisfaction of (1 7 ) , ( 1 8) and (1 9), in the case w#O it must be shown that for any 4~0~ and any w E Wo, the trajectories of the closed-loop system remain confined in €(e y-'). For this, we have to prove that V(x,, w) is such that b'(xt, w) I 0.
By using (7) , in the case w # 0 one obtains:
The symbol * stands for symmetric block in matrix inequalities. Therefore, v(xf, w) can be computed along the trajectories of system (38). Thus, by using the S-procedure [17] 
where the terms vi(xr) and y(xJ are defined as in (25) and (26) whereas the term ( ( x I , w) is given by
Furthermore, the terms vi@,) and q(xt) can be majorised as
s1; c, + p(t)'Px(t) -cflw(t)'w(t) -< x(t)'y',x(t) + ,o;(t)'Px(t) + 2x(t)'PDw(t) + T X (~) ' P A , Z A : P~(~) + T W (~) ' D ' Z -~D~(~) -ww(t)'w(t)
where YJ is defined in (32).
As in the proof of proposition 1, using Schur's plement and 'the change of variable W=P-' it can be verified that (33) and (34) ensure that inequalities (39) hold wo satisfying relations (34) and  (35) ), one obtains:
Note that relation (35) ensures the positiveness of the bound defining mO. For any initial condition in Qo defined in (36) and any admissible disturbance satisfying assumption A 3 , the asymptotic stability of system ( 6 ) is ensured when w = 0 and when w j 0 the closed-loop trajectories 0 remain confined in E(P, y-').
Remark 1: Proposition 2 only gives a sufficient condition for the solution of problem 1. The main sources of conservatism are the use of quadratic Lyapunov functionals, the modelling of the system by differential inclusions, the decomposition of the delay part. Note that the stability of system (38) for all z E [0, 2*] implies that of system (6), but the converse it not true.
Delay-independent solution
Note that from proposition 2, one can derive the conditions allowing the solution of problem 1 in the delay-independent context, as stated in the following corollary.
Corollary I : Suppose that pair (A, B) is stabilisable.
If there exist matrices YE T x n ,
a vector UeEYI"' and three positive scalars y, co, ,u satisfying ( 1 8), (19) , (34) and
[ then system ( 6 ) with the feedback gain K = YW-' is locally asymptotically stable for any initial conditions belonging to the set aO defined as
Proofi The proof of this proposition can be obtained by studying the decreasing of the Lyapunov functional along the trajectories of the closed-loop system (6) . Thus by using the S-procedure as in proposition 2, one proves 0 that V(x,) I 0 for any 4 E (Do and any w(t) E W O .
Computational issues
The variables to be found by applying proposition 2 are Z K R, Q, Z, % e , y, w , p, z and possibly wg. Relations (18), (33), (34) and (35) are bilinear in the decision variables due to terms involving products between these variables. Inequalities (19) are linear (Le. they are LMIs). The presence of these bilinearities induces some complexity to the computation of gain matrix K by solving constraints (18) , (19), (33), (34) Then at each relaxation step, the conditions of proposition 2 become LMIs and therefore can be efficiently solved. An important feature is the initialisation of this relaxation scheme. One can initiate the optimisation with the solution obtained in the linear case (Le. without saturation allowed, that is, with ae = 1,). The existence of a solution is guaranteed according to assumption A 1. Note that the solution to one step is also a feasible solution to the next step. Of course, taking different initial values for at, the proposed algorithm can converge to different solutions. (18) , (19) , (33), (34), (35)
4. Go to step 2 until no significant changes in the value o f 6 (computed from (36)) is obtained.
Illustrative example and concluding remarks
Consider system (1) described by the following data [6] :
We shall now try to illustrate different facets of the algorithm proposed in section 4. 6 is strongly dependent on the delay z. On the other hand, note that, considering a fixed value of T , the value of 6 obtained in the saturation allowance case is always greater than the one obtained in the linear case (ae = l,,). This means that, by considering the saturation and the nonlinear behaviour of the closed-loop system, it is CI priori possible to obtain larger domains of stability (Le. a greater ball (Do). Furthermore, by searching the maximal value of z for which proposition 2 and the algorithm of section 4 provide a solution to problem 1, we obtain T,,,,, = 0.8873. 0 For the weight parameters fixed as: / 3, = 1, V i = 0, . . . , 4 , Table 2 shows the minimal value of w0 (to maximise the size of the ball of admissible disturbances) obtained for different values of T . Similarly, we could compute for wo fixed, the maximal 7 for which one obtains a solution to problem 1 via proposition 2.
Given T = 0.5 and w o = 1. We illustrate in Table 3 the evolution of the optimal values of ae and 6 for different choices of weights pL, i= 0,. . . ,4. From Table 3 , it appears that the choice of the optimisation criterion (via the choice of the weight parameters /It, i = O , . . . , 4 j has an influence on the size of the set of admissible initial conditions (Do. First note that we always consider a non-zero weight on ut since saturation allowance generally induces larger domains of stability. Concerning the other weights, it is not sufficient to optimise y to increase Q,. Clearly the optimisation of trace(W-'j is one of the major ways to increase the size of the stability domain.
