Aggregation operators for linguistic variables usually assume a uniform and symmetrical distribution of the linguistic terms that define the variable. This paper defines the Induced Unbalanced Linguistic Ordered Weighted Average (IULOWA). This aggregator takes into account the fuzzy membership functions of the terms during the aggregation operations of the pairs of terms. There is no restriction on the form of the membership functions of the terms, which can be triangular or trapezoidal, non-symmetrical and non-equally distributed. Moreover, the paper proposes to use the specificity and fuzziness measures of the terms to induce the order of the arguments, providing some examples of this criterion in decision making.
Introduction
Aggregation operators are very common in the literature [1] [2] [3] . They are mathematical functions that reduce a set of values into a unique representative one that summarizes the inputs, in some way. They are useful in a wide range of applications including statistics, economics and engineering. An interesting aggregation operator is the ordered weighted averaging (OWA) operator [4] . It introduces an ordering of the values of the arguments before being aggregated according to some combination policy. In fact, it provides a parameterized family of aggregation operators between the minimum and the maximum.
In decision making, an interesting extension of the OWA operator is the induced OWA (IOWA) operator [5] . Its main difference is that it uses a reordering process in the aggregation based on order-inducing variables. Thus, it is able to consider an additional reordering criterion that does not depend on the values of the arguments. Since its appearance, it has been studied by many authors (e.g. [6] [7] [8] developed several extensions for group decision making problems, and [9] makes a generalisation based on quasi arithmetic means).
Although it is commonly assumed that we operate with numbers, we may find many applications where the available information cannot be assessed with numerical values. In this case, it is more appropriate to make use of linguistic variables. The use of linguistic assessments permits to deal with the information in a qualitative way. Most of the studies in this direction have assumed a uniform and symmetrical distribution of the linguistic terms that define the linguistic variable [10] . However, there are some situations that cannot be modelled with symmetric linguistic variables. Therefore, some authors [11, 12] have recently suggested the use of unbalanced linguistic variables because they give more flexibility in the definition of the linguistic terms (see Fig 1) . Recently, some unbalanced aggregation operators have appeared [13, 14] .
Fig. 1: An unbalanced linguistic variable
This paper is a step forward to suggest new unbalanced linguistic aggregation operators such as the induced unbalanced linguistic ordered weighted averaging (IULOWA) operator. It is an aggregation operator that provides a parameterized family of aggregation operators between the linguistic minimum and maximum. It is based on the definition of the ULOWA made by the authors in [15] , but including order-inducing variables in the aggregation. The paper shows that IULOWA fulfils the monotonicity, identity, symmetry and boundary conditions, usually required to aggregation operators.
The second important contribution of this paper is the proposal of using some of the information related to the definition of the labels as order-inducing criterion in IULOWA. In this sense, the arguments are decreasingly ordered by the degree of uncertainty of the labels, giving priority to more specific values as they represent more precise information given by the decision-maker.
The rest of the paper is organised as follows. Section 2 provides some basic preliminaries. Section 3 defines the IULOWA operator and studies its properties. Section 4 proposes how to make use of the different degrees of uncertainty in the unbalanced terms as orderinduction criterion. Section 5 develops several illustrative examples of the IULOWA operator with the proposed order induction. Finally, section 6 gives the main conclusions of the paper and suggests some lines of future work.
Preliminaries

Linguistic variables
Let us consider a set of linguistic labels } ,..,
. This set S is defined as a finite and totally ordered term set on a reference domain X= ] 1 , 0 [ , with an odd cardinal, where one of the labels corresponds to the neutral value and the remaining terms are placed around it [12, 16, 17] . The cardinality of the set must be small enough so as not to impose useless precision and rich enough in order to allow an appropriate discrimination level. The usual cardinality values are 7 or 9.
The 
ULOWA: Unbalanced Linguistic Ordered Weighted Average
The ULOWA operator was defined in [15] as an extension of the LOWA operator [17] 
is a permutation of the elements of A,
, where
, the convex combination of the two terms 
The similarity function of two fuzzy sets proposed after a study of the literature [15] is the following one: Another mechanism to solve the ties consists in including a secondary ordering criterion [7] .
The induced ULOWA operator
Introduction
The induced unbalanced LOWA (IULOWA) is an aggregation operator for linguistic values that are defined on an unbalanced vocabulary S. As IOWA, the operator is able to assess complex decision problems based on the use of order inducing variables.
Definition 1:
The Induced Unbalanced Linguistic Ordered Weighted Average, based on the ordering criterion u, is calculated as: Note that following the OWA literature [3, 6, 18 , 19] we could study many measures for characterizing the IULOWA operator such as the distinction between descending and ascending orders, the use of mixture aggregations and the use of infinitary aggregations.
Properties
As stated in [4] , an OWA operator should satisfy the following properties: monotonicity, commutativity, idempotency, and to be a bounded operator (i.e. "orand").
Property 1:
The IULOWA operator is increasingly monotonous with respect to the argument values if the associated order inducing values remain unchanged:
Let us consider two order-induced vectors
That means, as will be detailed in section 4, that if we substitute each term by another that it has the same specificity and fuzziness but has a greater preference in the scale S, the result will also be a term equal or better in the preference scale. In fact, this case reduces the proof to the ULOWA operator [15] because the inducing variable does not change the order.
, any induced permutation of the elements satisfies the condition
Property 2:
The IULOWA operator is commutative . This means that we cannot obtain a result out of the limits given by the labels that are aggregated at each step. 
Order Inducing Variables
In this section we analyse the distinctive feature of the IULOWA operator against the ULOWA operator, which is the order inducing variable that is used in the reordering process of the linguistic labels. With this type of operator, we are able to deal with complex reordering processes in the analysis of problems in which the highest numerical or linguistic value in S is not the optimal one for the decision maker.
For example, let us consider a linguistic variable describing the temperature. If we are dealing with temperatures of the human body, we assume that the optimal term is Adequate. Thus, if the temperature is higher, the results are not good and it becomes worse if it increases. On the other side, if the temperature is lower, the results are also negative and if it continues decreasing, even worse. So we can use the following order inducing variables: (2, Very High, 5, High, 10, Medium, 4, Low, 1, Very Low).
However, when considering the temperature that we want to decide the destination of a trip, we may be interested in a different ordering of the temperatures. For example, a person that prefers to visit places with cold weather would define (2, Very High, 4, High, 10, Medium, 8, Low, 6, Very Low), whereas for a person that it is not so averse to warm weather, we could assume that the ordering is: (4, Very High, 8, High, 10, Medium, 6, Low, 2, Very Low).
Note that, in this example, we associate each linguistic label with an order inducing value. However, in the usual IOWA, the order inducing variables are associated with the considered arguments, such as an order induced by the importance of each argument or its consistency [7] . When using linguistic variables, our suggestion seems to be very natural because the linguistic values have a semantic interpretation for the decision maker.
Moreover, this model regarding the use of order inducing variables with linguistic labels can be extended when using numerical values. In this case, the idea is the same but now we have numbers. That is, situations when, for example, in a numerical scale from 1 to 10 we get that the optimal ranking is not in descending or ascending order. Instead, we have for example: 7 > 6 > 8 > 5 > 9 > 4 > 10 > 3 > 2 > 1. Note that here ">" means "preferred to". Obviously, in this case we cannot use the OWA aggregation and we need to use the IO-WA aggregation.
In addition to the possibility that the decision maker defines his personal policy for inducing the ordering, a further interesting issue arises when dealing with unbalanced sets of terms. As it has been said in the introduction, unbalanced terms permit to define linguistic variables with different granularity and distribution of terms on the positive and on the negative terms. This gives the user a vocabulary with different types of uncertainty on the evaluations. For example, in Figure 1 , label L has a larger support that label VH (i.e. the set of values of x with
Consequently, we have labels with different degrees of uncertainty. This uncertainty should be taken into account during the aggregation process, as each label is providing a different amount of information about the evaluated alternative.
In fact, if we consider that both triangular and trapezoidal fuzzy sets can be associated to the labels (as in Figure 1 ), then, the uncertainty of labels is not only related to their support intervals in the reference domain but also on their kernel (i.e. the set of points of value 1).
Having into account these different features of the definition of the linguistic variable, we propose to use some measure of uncertainty for the linguistic labels as the order inducing criterion of the aggregation. So, the arguments will be ordered by decreasing uncertainty. In this way, the contribution of precise labels is prioritized while the effect of uncertain labels is reduced.
In the literature [16, [20] [21] [22] , two types of uncertainty are recognized: (1) specificity, related to the measurement of imprecision, which is based on the cardinality of the set, and (2) fuzziness, or entropy, which measures the vagueness of the set as a result of having imprecise boundaries.
Definition 2. Measure of Specificity [22] : Let X be a set and let [0, 1] X be the class of fuzzy sets on X. A measure of specificity is a function Sp: In [20] , the following specificity measure, for a fuzzy set A defined on X, is defined as a generalization of other previous formulations:
being T a T-norm, N a negation operator and M a fuzzy measure. In Eq. 7 a special case of Eq. 6 is given, by considering the T-norm min, the standard negation N=1-x and the Lebesgue-Stieltjes fuzzy measure M([a,b] 
The most common way to calculate the fuzziness is in terms of the lack of distinction between the fuzzy set A and its complement A C . A general definition of this type of fuzziness measures is based on an aggregation operator h and a distance function d, as:
For the case of continuous domains, and taking the standard negation operation and the Hamming distance, Eq. 8 corresponds to:
Specificity and fuzziness refer to two different characteristics of fuzzy sets. Specificity (or its counterpart non-specificity [24] ) measures the degree of truth of the sentence "containing just one element". Fuzziness is measuring the difference from a crisp set. For decision making purposes, it seems desirable to have labels that correspond to single elements, rather than to large sets of values, which may difficult the selection of the appropriate alternative. For this reason, we propose to use a measure of specificity as order inducing variable in the aggregation of linguistic terms that are qualifying a set of alternatives in a decision making process.
In case of having ties between different terms with the same specificity, a second ordering criterion may be the fuzziness associated to the set. An increasing ordering of fuzziness will be considered, as we prefer the terms with less uncertainty. If this second criterion also leads to some ties, a decreasing ordering on the preference scale associated to the terms can be considered (decreasing order of the linguistic labels in S). In Fig. 2 , we show two fuzzy sets with the same specificity (Sp(A)=Sp(B)=0.9) according to Eq. 7 but different fuzziness (Eq. 9) (Fz(A)=0.1 and Fz(B)=0.05) . In this example, the set A is more fuzzy than B, so B is preferred. 
Notice that if the set of terms corresponds to crisp numbers, IULOWA is reduced to the OWA operator. OWA weights w i are used to define different conjunction/disjunction aggregation models [19] . As proposed by [3, 6] , the procedure of inclusion of an additional variable into the OWA may involve also the transformation of the set of weights.
We also propose to modify the set of weights associated to the arguments by taking into consideration the specificity of the values that are aggregated. In this way, the more specific values should have a higher weight, whereas the less specific terms (less reliable) should have a lower weight.
Considering the family of fuzzy quantifiers proposed by Yager [4] , the set of weights is obtained by the expression:
) (  and  is the permutation according to the order inducing procedure established before (Eq. 10).
The properties of the quantifier function must be taken into account in order to generate a coherent set of weights for the OWA operator. Considering the usual quantifier a r r Q  ) ( [4] , when a [0, 1] then the weighting function is concave, satisfying that the largest the specificity, the higher the weight w k of the corresponding argument [6] . It is worth to note that with a[0,1] the aggregation policy is disjunctive, facilitating the replaceability of uncertain evaluations by the most specific (and less fuzzy) available values.
Examples
In this section three examples are analysed. The first is an example to show how the sorting of terms is performed according to the measures of specificity and fuzziness. The second example studies how the specificity can influence the generation of the aggregation weights. Finally, the third example is devoted to use the IULOWA operator in a decision problem in which research papers have to be evaluated.
Order induction example
As previously stated, the order of aggregation of the linguistic fuzzy terms is found by sorting the labels we want to aggregate according to their specificity. Ties between terms with the same measure of specificity are solved by taking into account the fuzziness of each fuzzy set. If that measure still has any ties, terms will finally be ordered according to the index (i.e. position) of the terms in the linguistic scale S, (assuming that the highest positions are the best). In this example we will show how would be sorted the terms depicted in Fig. 3 . The information regarding each of the terms necessary to conduct that sorting procedure is indicated in Table 1 . Specificity is calculated following Eq. 7, whereas fuzziness is obtained using Eq. 9. Table 1 : Uncertainty measures for the terms in test 1
Taking into account the specificity, the labels are ordered as A>C>(D,F,G)>(B,E) . Note that there are two ties: the first one between D, F and G (with Sp=0.85), and the second one between B and E (Sp=0.8). Using the fuzziness measure to solve the ties, we put G(Fz=0.05) before D and F (Fz=0.15) in the first tie, while B (Fz=0.10) goes before E (Fz=0.20) in the second tie. As we can see, the measure of fuzziness is still unable to decide the order between D and F, so we use the index of the terms to decide the position, putting F (index=5) before D (index=3). Thus, the induced order according to the procedure proposed in this paper (Eq. 10) is: A>C>G>F>D>B>E.
Weight generation example
Weight generation is conducted by using fuzzy quantifiers and taking into account the measure of specificity of each term we want to aggregate. We have tested how the specificity of the terms modifies the weights that are finally associated to each argument.
We will use the fuzzy quantifier a r r Q  ) ( to generate the weighting policy for the OWA operator. Table 2 shows the weights obtained without taking into account the specificities. Tests have been done considering several values of the parameter a, ranging from 0.1 (where we mostly base the result on the first argument) to 1 (which corresponds to an arithmetic average of the arguments, as the weights are equal for all the values). Fig.  3 . We consider the generation of weights for the values (A,C,F,B,B) with specificities (0.95,0.9,0.85,0.8,0.8) respectively. The results are shown in Table 3 . In this test, the specificities of the terms that are aggregated are very similar among them. For this reason, the weights in Table 3 are quite similar to the ones obtained in Table 2 when specificity was not considered. This illustrates that when the specificity (i.e. confidence) on the terms is similar, the weights are almost not modified.
For the second test we have used another set of terms with different degrees of specificity, as shown in Fig. 4 . In this case, we aggregate the values (E, B, B , C, C) with specificities (0.95, 0.8, 0.8, 0.5, 0.5) respectively. In this second test the two last terms have a low specificity (0.5) considering the rest of values for the first three terms (0.95 to 0.8). The results given in Table 4 show that this difference affects the weights as expected, giving more weight to the less uncertain terms. We can see a notable increase of the global weight of the first three terms and a decrease of the weight of the last two terms.
A complete example of IULOWA
Let us consider that the terms in Fig. 4 represent the evaluations the reviewers can give when reviewing a research paper, being A="Disaster", B="Bad", C="Normal", D="Good", E="Excellent". We consider that the reviewers who give the most precise evaluations (such as "Excellent" or "Disaster") are the ones with greatest knowledge in the paper's content or, at least, are more convinced to decide that extreme score. This is why we want to increase the weight we give to those specific evaluations rather than the ones that just give a "Normal" rating, which is quite unspecific. Thus, we are using an order inducing process because the information is reordered according to an additional criterion different from the values of the arguments.
In this example, we have five evaluations to aggregate in order to decide a global score for a paper, using the IULOWA operator. Those evaluations are (C, C, D, A, C).
The first step is to calculate the order in which the evaluations will be aggregated according to the measures of uncertainty given in this paper (Eq. 7 and Eq. 9). Those measures are given in Table 5 . The order of the arguments is, then, (A, D, C, C, C). C is calculated as follows: Note that if the same process is done without taking into account the specificities when sorting the labels and calculating the weights (as in ULOWA), the aggregation order would have been (D, C, C, C, A) and the weighting vector (0.299, 0.204, 0.179, 0.164, 0.154). In this case we obtain that the final aggregation result is C. This is not adequate if we want to increase the importance of the most precise evaluations, A in this case.
Conclusions and future work
The use of the IULOWA operator permits to deal with complex reordering processes by using order inducing variables. Thus, we are able to deal with problems where the highest results may not be the optimal ones, because there are other criteria that influence the ordering of the arguments. In particular, the IOWA operator defined in [5] has been extended to the case of dealing with unbalanced linguistic variables that use unbalanced fuzzy sets. Unbalanced sets of terms introduce the property of dealing with different degrees of uncertainty in the values that are aggregated.
The paper proposed a procedure to use the measurement of uncertainty as order inducing criterion in IU-LOWA. With this approach, the decision is based on the less uncertain values, which have more confidence from the user point of view. The concept of minimum uncertainty is interpreted as having the maximum specificity and the minimum fuzziness, two well-known measures in fuzzy theory. Ties are solved by taking as preference degree the scale of evaluation.
It can be easily seen that we have defined a more general framework that includes the ULOWA operator when all the terms have the same specificity and fuzziness. It is also reduced to the LOWA operator if the terms are balanced. In fact, the IULOWA operator provides a wide range of families of unbalanced linguistic aggregation operators following the methodology used in the OWA literature [1, 16, 18] . For example, we have the unbalanced linguistic minimum, the unbalanced linguistic maximum, the unbalanced linguistic average, the unbalanced linguistic weighted average or the unbalanced linguistic median.
The paper also shows that it is interesting to modify the weighting policy according to the level of uncertainty to make a coherent aggregation of the values.
In future research, we expect to develop further aggregation operators for unbalanced linguistic variables, for example, including the possibility of introducing the importance of the variables. We will also study the applicability of this approach in several areas such as decision making theory or online recommender systems.
