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Abstract
Piecewise uniform meshes introduced by Shishkin, are a very useful tool to construct robust and e/cient numerical
methods to approximate the solution of singularly perturbed problems. For small values of the di0usion coe/cient, the
step size ratios, in this kind of grids, can be very large. In this case, standard multigrid methods are not convergent. To
avoid this troublesome, in this paper we propose a modi4ed multigrid algorithm, which works 4ne on Shishkin meshes.
We show some numerical experiments con4rming that the proposed multigrid method is convergent, and it has similar
properties that standard multigrid for classical elliptic problems. c© 2002 Elsevier Science B.V. All rights reserved.
PACS: 65N12; 65N55; 65N06
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1. Introduction
In this paper we consider convection–di0usion problems of type
Lu ≡ −;u+ b ·u+ cu=f in =(0; 1)2; (1)
u=0 on = @ (2)
with 0¡6 1; where we assume that the convection term b satis4es
b=(b1; b2)¿ (1; 2)¿ (0; 0) (3)
or
b=(b1; 0)¿ (1; 0); (4)
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the reaction coe/cient is nonnegative, c¿ 0, and also b; c and f are su/ciently smooth functions.
It is well know [7,10] that for su/ciently small values of the di0usion coe/cient , the exact solution
of (1) and (2) presents regular boundary layers in the outHow boundary,
o = {(x; y)∈; b · n¿ 0} (5)
and parabolic layers in the characteristic boundary
c = {(x; y)∈; b · n=0}; (6)
where n is the outward normal to .
To avoid layers caused by data incompatibility at the corners of the unit square, the 4rst-order
compatibility conditions must be imposed, i.e.,
f(0; 0)=f(1; 0)=f(0; 1)=f(1; 1)=0: (7)
These ensure that the solution u∈C3; ( J) if f∈C1; ( J) with ∈ (0; 1] (see [4,7]). Here, the space
Ck;( J) consists of all functions in J whose partial derivatives of order k are HLolder continuous of
degree .
If classical stable numerical methods (4nite di0erences or 4nite elements) are used on a uniform
mesh, it is known [10] that the numerical solution is reliable only if a very large ( depending)
number of mesh points is taken. Thus, it is necessary to use robust numerical methods, i.e., methods
satisfying
‖UNi; j − u(xi; yj)‖6 CN−p; (8)
where C and p are positive constants independent of  and N and UNi; j; u(xi; yj) are the numerical
and the exact solution, respectively. We say that these methods are uniformly convergent of order
p with respect to .
In order to construct uniformly convergent methods, two di0erent techniques are applied. Firstly,
the numerical methods of exponential 4tting type (4tting operators) (see [10] for a review), which
have coe/cients incorporating exponential terms according to the exact solution of the problem.
Secondly, methods based on a priori special construction of the mesh (mesh operators) (see [7] and
references therein). In recent years, the second idea is the most commonly used in the numerical
integration of singularly perturbed problems. A priori meshes of Bakhvalov type were the 4rst special
meshes to be used [1,14]. However, the appearance of Shishkin meshes [11,12] increased the use
of special meshes for singular perturbation problems, since these meshes are piecewise uniform and
they can be easily constructed from the di0usion coe/cient  and the discretization parameter N .
For problem (1), (2), the Shishkin mesh is constructed as follows. Let N ¿ 4 be an even number.
We consider a rectangular grid J
N
= INx × INy where
INx = {0= x0¡x1¡ · · ·¡xN =1};
INy = {0=y0¡y1¡ · · ·¡yN =1}:
We denote the step size of the grid in each direction by
hxi = xi − xi−1; hyj =yj − yj−1; i; j=1; 2; : : : ; N (9)
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and the average of two consecutive sizes of the grid by
h˜
x
i =
hxi + h
x
i+1
2
; h˜
y
j =
hyj + h
y
j+1
2
; i; j=1; 2; : : : ; N − 1: (10)
First, we consider the case (b1; b2)¿ (0; 0). Thus, we de4ne the transition parameters
x =min{ 12 ; 0; x logN}; y =min{ 12 ; 0;y logN}; (11)
where 0; x ¿ 1=1; 0;y ¿ 1=2 are constants. Then, the piecewise Shishkin mesh have N=2 subin-
tervals in [0; 1 − x] and [0; 1 − y], and also N=2 subintervals in [1 − x; 1] and [1 − y; 1]. For
large values of  the mesh is uniform; otherwise, the points concentrate in the regular layer region.
Note that we have two di0erent step sizes in each direction. We will denote by
Hx =
2(1− x)
N
; hx =
2x
N
; (12)
Hy =
2(1− y)
N
; hy =
2y
N
; (13)
these step sizes.
In the case that b=(b1; 0), the transition parameters are de4ned by
x =min{ 12 ; 0; x logN}; y =min{ 14 ; 0;y
√
 logN}; (14)
and the piecewise mesh have N=2 subintervals in [0; 1 − x] and [1 − x; 1], N=4 subintervals in
[0; y] and [1− y; 1] and N=2 subintervals in [y; 1− y]. In this case, the step sizes are given by
(12) in x-direction and by
Hy =
2(1− 2y)
N
; hy =
4y
N
(15)
in y-direction.
If a stable classical 4nite di0erence scheme is considered on these meshes, it is known that the
scheme is uniformly convergent (see [7]). However, if ratios Hx=hx; Hy=hy are su/ciently large,
di/culties in the resolution of the associated linear systems can appear, because the matrix have
a large condition number [9]. To solve these linear systems, classical iterative methods are not
appropriate and the BI-CGSTAB method [13] is frequently used. Nevertheless, the computational
cost of this method is high when we consider a large number of mesh points. Multigrid methods
are generally accepted as fast e/cient solvers, especially for elliptic problems, and they consist of
two parts. The smoother reduces the high frequency components for nicely elliptic problems and
therefore smoothes the error between the numerical and the exact solution. The coarse grid correction
is based on the knowledge that a smooth error can be well represented on coarser grids. Repeating
this procedure on several grids, the multigrid solution is obtained. More details on multigrid methods
can be found in [2,15]. A robust and e/cient multigrid has not yet been achieved for general realistic
engineering applications in computational Huid dynamics (CFD). An important reason for this is that
in CFD one often has to deal with singular perturbation problems, for which is convenient to use
grids where cells with high aspect ratios can appear. An example are the Shishkin meshes, for
which standard multigrid methods do not converge. We are interested in the application of multigrid
methods on this kind of grids.
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In principle, it is possible to design fast multigrid solvers (in particular e/cient smoothing meth-
ods) with the help of Fourier analysis, as it is presented, for example in [2,15], or also for a di0erent
multilevel variant in [8]. However, with the severe stretching due to the Shishkin meshes, we have
a discrete problem with strongly varying coe/cients. These varying coe/cients cannot be analyzed
well with Fourier analysis. A locally freezing of coe/cients would be necessary which does not
give additional insight in this case. Therefore, we will not apply Fourier analysis here. Another
multigrid approach that will lead to e/cient multigrid methods for singular perturbation problems
is presented in [5,16]. In this approach the smoother is changed to an incomplete line LU relax-
ation method (ILLU), which makes classical multigrid more robust and the transfer operators are
operator-dependent. These transfer operators can also handle varying coe/cients and therefore this
method might be an alternative for the method proposed here. Finally, we would like to mention
that algebraic multigrid methods may also lead to robust solvers for the type of problems considered
here.
The paper is structured as follows. In Section 2 we will apply the standard multigrid method on
uniform and Shishkin meshes. In Section 3 we de4ne a di0erent multigrid method, modifying only
the restriction operator included in the coarse grid correction. We will see that the method is well
adapted to Shishkin meshes and also that it has good spectral properties. Finally, in Section 4 we
will present some numerical examples showing the e/ciency of the constructed method.
2. The discretization and the standard multigrid method
To discretize problem (1), (2) on the mesh JN , we will use the simple upwind 4nite di0erence
scheme. As usual, let us denote
D−x Ui; j =(Ui;j − Ui−1; j)=hxi ; D+x Ui; j =(Ui+1; j − Ui;j)=hxi+1;
the backward and forward di0erence, respectively,
D−x D
+
x Ui; j =
1
h˜
x
i
(D+x − D−x )Ui;j;
the central di0erence operator on nonuniform meshes and similarly for variable y. Thus, the simple
upwind scheme is given by
LN Ui; j ≡−(D−x D+x + D−y D+y )Ui;j + bi; j · (D−x Ui; j; D−y Ui; j)
+ ci; jUi; j =fi;j; i; j=1; : : : ; N − 1; (16)
Ui;j =0 on N = ∩ JN : (17)
In [7] the authors prove that this scheme, constructed on Shishkin meshes, is uniformly convergent
of order 1 except by a logarithmic factor.
To solve the linear system associated to (16), (17) we will use the multigrid algorithm. The
iteration operator of the two-grid method is de4ned as
Ml−1l = S
"2
l (Il − Pll−1L−1l−1Rl−1l Ll)S"1l :
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Fig. 1. Rate of convergence of standard multigrid method on uniform grids (a) and on stretched grids (b) with =10−4.
where Sl denotes the iteration operator corresponding to the relaxation process used, "1; "2 are the
pre- and post-smoothing steps applied, Ll−1 is the coarse grid operator, Rl−1l is the 4ne-to-coarse
restriction operator, Pll−1 is the coarse-to-4ne interpolation operator and Il is the identity operator.
We 4rst will use a multigrid method where all its components are standard; for example, the
smoother is a line Gauss–Seidel of alternating symmetric type, the lines are processed in x- and
y-directions in forward and backward lexicographical order, the restriction operator is the full weight-
ing operator and the prolongation operator is the bilinear interpolation. In the coarse grid, the dis-
cretization is obtained directly from the 4nite di0erence scheme (16), (17). We remark that only the
4nest grid is a Shishkin mesh. The grid associated to level l − 1 has step sizes, in each direction,
which are double of the corresponding step sizes in level l.
We consider the particular problem (1), (2) where b=(1; 1), c=0, and f such that the exact
solution is
u(x; y)= xy(e(x−1)= − 1)(e(y−1)= − 1): (18)
In Fig. 1(a) we show the residual in logarithmic scale against the number of cycles, on three
uniform grids of sizes 322, 642 and 1282, applying this multigrid method on an uniform grid, when
the di0usion parameter is =10−4. As it can be seen, the convergence of the multigrid method is
very fast, but one could even obtain good convergence using only a grid. However, it is well known
(see [10]), that uniform convergence with respect to  of the upwind scheme, cannot be obtained
on uniform grids.
Now, we consider stretched grids as a particular case of nonuniform grids. We outline the con-
struction of these meshes, indicating how we proceed for a 1D case on the interval [0; 1]. Our mesh
will be the tensorial product of these 1D grids. Given the 4rst step size h1, the single step sizes
h2; : : : hN are de4ned as hi = h1qi−1; i=2; : : : ; N , where q is chosen such that
∑N
i=1 hi =1. More
details about the construction of these meshes can be found in [6]. With this type of grids, we can
concentrate many points in the boundary layer. In Fig. 1(b) we present the convergence of standard
multigrid method using this kind of grids. The convergence of multigrid algorithm is still very fast,
but again we do not dispose of any theoretical results giving the uniform convergence of the 4nite
di0erence scheme.
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Fig. 2. Spectral radius of the multigrid iteration matrix as function of  (a) and as function of h=H (b) on a 322 grid.
Fig. 3. Spectrum of the multigrid iteration matrix with a 322 grid and =10−2 (a), =10−4 (b).
Finally, we apply the standard multigrid method on a Shishkin mesh when hx=hy=h, Hx=Hy=H .
In Fig. 2(a) the spectral radius of the multigrid iteration matrix is shown against the parameter  for
a 322 4xed grid. For  large enough, the standard multigrid method converges, but for smaller values
of , the spectral radius is larger than 1. Moreover, the spectral radius increases so dramatically that
even for =10−2 the algorithm diverges.
One may think of the nature of problem (1), (2) as the responsible of the divergence of multigrid
method. However, the same phenomenon happens when the Poisson equation is solved on the same
Shishkin mesh. The divergence of the multigrid method does not proceed from the equation but from
the grid, in particular, from the big jump in the grid size at some mesh points (those ones on lines
where the transition between the 4ne and the coarse mesh is). In Fig. 2(b) we have represented the
spectral radius against the ratio of the grid sizes h=H . If this ratio is equal to 1, the grid is uniform
and the method works 4ne. However, the smaller the ratio becomes, the larger is the spectral radius.
If this ratio is only 10−2 the multigrid algorithm diverges, and the same thing happens for smaller
values. In Fig. 3(a) we show the spectrum of the multigrid iteration matrix for =10−2. The real
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part is shown on the x-axis, the imaginary part is shown on the y-axis. As it can be seen, most of
the eigenvalues cluster around the origin. However, there is a real negative eigenvalue about −2:2
which is the cause for the divergence of the method. Something similar is observed for =10−4
(see Fig. 3(b)) where much larger eigenvalues occur.
3. A modied multigrid method for Shishkin meshes
We know that the di/culties of the convergence of the multigrid method come from the pecu-
liarities of the mesh, and not from the singularly perturbed character of the continuous problem.
Therefore, we concentrate the study on the restriction operator, modifying it to obtain a multigrid
method, which will be convergent on Shishkin meshes.
It is known that the restriction operator Rl−1l is a linear mapping
Rl−1l :l → l−1;
rl → Rl−1l rl= rl−1
which maps 4ne-grid functions onto coarse-grid ones. The restriction operator can be represented by
the stencil
Rl−1l =


%−1;1 %0;1 %1;1
%−1;0 %0;0 %1;0
%−1;−1 %0;−1 %1;−1

 ;
which describes the formula
rl−1(xi; yj)=
1∑
m;n=−1
%m;nrl(xi + m Jh
x
m; yj + n Jh
y
n) for (xi; yj)∈l−1;
where Jh
x
−1 = xi − xi−1; Jhx1 = xi+1− xi; Jhy−1 =yj − yj−1; Jhy1 =yj+1− yj and l−1 is the set of interior
points of the grid in the level l − 1. Note that only the 4nest mesh is the corresponding Shishkin
mesh and J
l−1
= I l−1x × I l−1x where
I l−1x = {xi = x2i ; i=0; : : : ; N=2; x2i ∈ I lx};
I l−1y = {yj =y2j; j=0; : : : ; N=2;y2j ∈ I ly}:
The most commonly used restriction operator is the full weighting operator de4ned by
Rl−1l =
1
16


1 2 1
2 4 2
1 2 1

 :
We indicate a way to de4ne a general restriction operator. Let P be a point of the coarse grid and
V lP a molecule de4ned on the 4ne grid around the point P (see Fig. 4). For any discrete function
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Fig. 4. Molecule on the 4ne grid around the point P.
rl de4ned on the 4ne grid (by example the residual), the restriction of it on the point P, rl−1P , is
given by
(area V lP)r
l−1
P =
∑
Pi ∈ V lP
aPi r
l
Pi ; (19)
where aPi are the coe/cients of a quadrature formula and r
l
Pi = r
l(Pi). In the sequel, we denote the
right-hand side of (19) by Ql
VlP
(rl). Depending on the formula used in (19), we can obtain di0erent
restriction operators.
Case 1: Choosing the composite trapezoidal rule on uniform meshes, we obtain the full weighting
operator, which works 4ne for uniform and stretched meshes but, as we have observed, does not
work properly for Shishkin grids.
Case 2: Using the composed trapezoidal rule on the grid used to discretize problem (1,2), we
deduce the restriction operator:
1
4V


hxi+1h
y
j h
x
i+1(h
y
j + h
y
j+1) h
x
i+1h
y
j+1
hyj (h
x
i + h
x
i+1) (h
x
i + h
x
i+1)(h
y
j + h
y
j+1) h
y
j+1(h
x
i + h
x
i+1)
hxi h
y
j h
x
i (h
y
j + h
y
j+1) h
x
i h
y
j+1

 ;
where V is the area of the molecule and hxi ; h
y
j ; h
x
i+1; h
y
j+1 are de4ned by (9). This operator is very
expensive for general nonuniform grids, because it is di0erent for every point. Nevertheless, if we
apply this operator on Shishkin meshes, only a small number of di0erent expressions are obtained,
depending on where the point is localized in the mesh. Thus, when b¿ 0 we have that the four
di0erent expressions are
R=
1
4


x(1− y) x xy
1− y 1 y
(1− x)(1− y) 1− x y(1− x)

 if (xi; yj)∈1−;
R=
1
8


1− y 1 y
2(1− y) 2 2y
(1− y) 1 y

 if (xi; yj)∈x;1−;
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Fig. 5. Molecule 1D around the point P.
R=
1
8


x 2x x
1 2 1
(1− x) 2(1− x) (1− x)

 if (xi; yj)∈1−;y;
R=
1
16


1 2 1
2 4 2
1 2 1

 if (xi; yj)∈r;
where x and y are given by (11) and
1−= {(1− x; 1− y)};
x;1−= {(xi; 1− y); i=0; : : : ; N}\1−;
1−;y = {(1− x; yj); j=0; : : : ; N}\1−;
r =\{x;1− ∪ 1−;y ∪ 1−}:
Similarly, the restriction operators could be deduced when the convection coe/cient is b=(b1; 0).
Case 3: We now use a di0erent quadrature formula. First we consider the 1D case (see Fig. 5).
Thus, when the step sizes are equal, hi = hi+1, we use as QlVlP
the trapezoidal rule, but if hi = hi+1
we will take
QlVlP(r
l)= rli hi +
rli + r
l
i+1
2
hi+1; (20)
where rli = r
l(Pi).
In same way, for the 2D case we will use, in each direction, the trapezoidal rule or formula (20)
depending on whether the corresponding step sizes are equal or not. For example, when hxi = hxi+1
and hyj = hyj+1, the quadrature formula associated to the molecule is given by
QVli; j(r
l) =
(
hxi +
hxi+1
2
)(
hyj +
hyj+1
2
)
rli; j +
hxi+1
2
(
hyj +
hyj+1
2
)
rli+1; j
+
hyj+1
2
(
hxi +
hxi+1
2
)
rli; j+1 +
hxi+1h
y
j+1
4
rli+1; j+1;
where rli; j = r
l(Pi;j) and Pi;j is the mesh point of coordinates (xi; yj). Therefore, for positive convec-
tion, b¿ 0, we obtain the following four expressions for the restriction operator on the corresponding
30 F.J. Gaspar et al. / Journal of Computational and Applied Mathematics 138 (2002) 21–35
Fig. 6. Spectrum of the multigrid iteration matrix with a 322 grid and =10−6 in Case 2 (a), and in Case 3 (b).
Shishkin grid, depending on where the point lies in the mesh:
R=
1
4


0 (2− x)y xy
0 (2− x)(2− y) x(2− y)
0 0 0

 if (xi; yj)∈1−;
R=
1
8


y 2y y
2− y 2(2− y) 2− y
0 0 0

 if (xi; yj)∈x;1−;
R=
1
8


0 2− x x
0 2(2− x) 2x
0 2− x x

 if (xi; yj)∈1−;y;
R=
1
16


1 2 1
2 4 2
1 2 1

 if (xi; yj)∈r:
In a similar form, we could obtain the di0erent six expressions associated to the restriction operator
when b=(b1; 0).
In Figs. 6(a) and (b) we show the spectrum of the multigrid iteration matrix for =10−6 on a
322 grid using the restriction operators of Cases 2 and 3, respectively. As can be seen, we obtain
convergence of multigrid algorithm in both cases. However, we already observe a better spectral
radius using the operator given in Case 3. In next section, we will see that this di0erence will grow
with 4ner mesh sizes.
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Table 1
Error, spectral radius, number of cycles and CPU time using the operator of Case 2 for Example 4:1
Grid =10−2 =10−4 =10−6 =10−8
322 ‖e‖∞ 7:89D− 2 9:83D− 2 9:85D− 2 9:85D− 2
. 0.10 0.10 0.11 0.11
No. of cycles 9 9 11 13
CPU 1 1 1.3 1.6
642 ‖e‖∞ 4:22D− 2 5:54D− 2 5:56D− 2 5:56D− 2
. 0.21 0.22 0.22 0.22
No. of cycles 10 13 16 17
CPU 4 5 6.1 7
1282 ‖e‖∞ 2:22D− 2 3:03D− 2 3:04D− 2 3:04D− 2
. 0.23 0.36 0.36 0.36
No. of cycles 11 19 23 23
CPU 17 28.9 35 40
2562 ‖e‖∞ 1:18D− 2 1:63D− 2 1:65D− 2 1:65D− 2
. 0.25 0.5 0.5 0.5
No. of cycles 11 28 32 32
CPU 71 175 200 200
4. Numerical results
In this section, we calculate approximations of some problems of type (1), (2) on Shishkin meshes,
using the previously described multigrid algorithm. A multigrid V-cycle process is used with one
pre- and one post smoothing iteration. In all cases, the coarsest grid used in multigrid algorithm
have only one point. The initial iteration U 0i; j is not obtained with the full multigrid method (FMG)
because the bilinear interpolation from coarse to 4ne Shishkin grid does not reach good results. We
hope to 4nd a di0erent interpolation adapted to these special meshes. The timings are performed on
a single RS6000 workstation. We show the results for di0erent examples.
Example 4.1. Again, we consider the same problem as in Section 2, where the exact solution is
given by (18). We begin with the restriction operator de4ned in Case 2 (see Section 3). We show
results on 322, 642, 1282 and 2562 Shishkin grids for four di0erent values of . In Table 1, the
spectral radius . of iteration matrix, the number of cycles needed to obtain a residual of 10−5 and
the wall-clock time, are shown. We also show the L∞ norm of the global discretization error, i.e.,
‖e‖∞=max
ij
|u(xi; yj)− Uij|; i; j=0; 1; : : : ; N:
From Table 1, we see the uniform convergence with respect to  of the 4nite di0erence scheme.
However, the number of cycles increases very fast with the size of the grid and therefore the
wall-clock does not increment linearly. Therefore, this method has not similar properties to standard
multigrid on uniform meshes. This fact, together with the increase of spectral radius with the number
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Table 2
Error, spectral radius, number of cycles and CPU time using the operator of Case 3 for Example 4:1
Grid =10−2 =10−4 =10−6 =10−8
322 ‖e‖∞ 7:89D− 2 9:83D− 2 9:85D− 2 9:85D− 2
. 0.08 0.03 0.02 0.02
No. of cycles 6 7 8 9
CPU 0.6 0.7 0.8 0.9
642 ‖e‖∞ 4:22D− 2 5:54D− 2 5:56D− 2 5:56D− 2
. 0.16 0.05 0.05 0.05
No. of cycles 9 8 9 10
CPU 3.7 3.2 3.6 3.8
1282 ‖e‖∞ 2:22D− 2 3:03D− 2 3:04D− 2 3:04D− 2
. 0.21 0.05 0.07 0.07
No. of cycles 10 8 10 10
CPU 15.5 12.5 15.5 15.5
2562 ‖e‖∞ 1:18D− 2 1:63D− 2 1:65D− 2 1:65D− 2
. 0.32 0.15 0.07 0.07
No. of cycles 12 11 10 10
CPU 76.6 70.4 70.5 70.5
Fig. 7. Rate of convergence of new multigrid method with =10−4 (a) and =10−6 (b) for Example 4.1.
of mesh points, shows that the method is not appropriate. Following, we consider the restriction
operator de4ned in Case 3. The obtained results are shown in Table 2. From these results, again
we see the uniform convergence of the discretization, together with a linear increment of CPU time
(better for smaller values of ), and also the independence of the spectral radius with respect to the
size of the mesh (see Fig. 7). From these facts we conclude that the method has all the expected
good properties of multigrid technique.
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Table 3
Error, spectral radius, number of cycles and CPU time using the operator of Case 3 for Example 4:2
Grid =10−2 =10−3 =10−4 =10−5 =10−6
322 ‖e‖∞ 0:10D− 2 0:11D− 2 0:11D− 2 0:11D− 2 0:11D− 2
. 0.03 0.03 0.03 0.03 0.03
No. of cycles 6 7 7 8 8
CPU 1.0 1.2 1.2 1.4 1.4
642 ‖e‖∞ 0:65D− 3 0:71D− 3 0:71D− 3 0:71D− 3 0:72D− 3
. 0.03 0.05 0.05 0.05 0.05
No. of cycles 7 8 9 9 10
CPU 4.7 5.4 6.0 6.0 6.7
1282 ‖e‖∞ 0:38D− 3 0:41D− 3 0:41D− 3 0:41D− 3 0:39D− 3
. 0.12 0.07 0.05 0.06 0.06
No. of cycles 10 9 10 10 11
CPU 26.4 23.8 26.4 26.4 29.1
2562 ‖e‖∞ 0:21D− 3 0:23D− 3 0:23D− 3 0:23D− 3 0:23D− 3
. 0.16 0.08 0.06 0.08 0.08
No. of cycles 12 11 10 11 12
CPU 129.4 118.4 107.9 118.4 129.0
Example 4.2. Now, we consider the problem (1), (2) with c=1, b=(2+x2y; 1+xy) and f(x; y)=
xy(1− x)(1− y). As the exact solution is not known, we use the double mesh technique (see [3])
to 4nd the numerical errors. The estimated errors are given by
max
ij
|uNi; j − u2N2i;2j|; i; j=0; 1; : : : ; N;
where U 2N is the approximation on the mesh J
2N
= {(xi; yj); i; j=0; 1; : : : ; 2N} de4ned by
(x2i ; y2j)= (xi; yj)∈ JN ; i; j=0; 1; : : : ; N;
(x2i+1; y2j+1)=
(
xi + xi+1
2
;
yj + yj+1
2
)
; i; j=0; 1; : : : ; N − 1:
We only show the results when we use the restriction operator de4ned in Case 3. The results appear
in Table 3 and Figs. 8(a) and (b).
Example 4.3. Finally, we consider the problem (1), (2) with c=0, b=(1; 0) and f(x; y)=
sin(/x) sin(/y). Again we do not know the exact solution and the errors are calculated as in previous
example. The results present in Table 4 again show that the method have the same good properties
that standard multigrid algorithm.
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Fig. 8. Rate of convergence of the modi4ed multigrid method with =10−4 (a) and =10−6 (b) for Example 4:2.
Table 4
Error, spectral radius, number of cycles and CPU time using the operator of Case 3 for Example 4:3
Grid =10−4 =10−5 =10−6 =10−7 =10−8
322 ‖e‖∞ 1:483D− 2 1:485D− 2 1:485D− 2 1:485D− 2 1:485D− 2
. 0.001 0.001 0.001 0.001 0.001
No. of cycles 4 4 4 4 4
CPU 0.73 0.73 0.73 0.73 0.73
642 ‖e‖∞ 8:086D− 3 8:051D− 3 8:047D− 3 8:047D− 3 8:047D− 3
. 0.004 0.004 0.004 0.004 0.004
No. of cycles 4 5 5 5 5
CPU 2.79 3.47 3.47 3.47 3.47
1282 ‖e‖∞ 4:604D− 3 4:570D− 3 4:567D− 3 4:566D− 3 4:566D− 3
. 0.013 0.013 0.013 0.013 0.013
No. of cycles 5 6 6 6 6
CPU 13.66 16.32 16.32 16.32 16.32
2562 ‖e‖∞ 2:609D− 3 2:577D− 3 2:573D− 3 2:573D− 3 2:573D− 3
. 0.032 0.030 0.030 0.030 0.030
No. of cycles 7 7 7 8 8
CPU 77.77 77.77 77.77 88.43 88.43
5. Conclusion
In this work we have considered multigrid techniques to solve the linear systems arising from 4nite
di0erence discretization on Shishkin meshes of 2D singularly perturbed problems. In this situation,
we have seen that it is necessary to modify the standard multigrid method to obtain its convergence.
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Modifying only the restriction operator, we show numerically that the method conserves the good
properties of standard multigrid algorithm.
Acknowledgements
The authors wish to thank Dr. F.J. Sayas for his help in the preparation of 4nal version of this
paper. The research of CC and FL has been partially supported by the DGES project PB97-1013.
References
[1] N.S. Bakhvalov, On the optimization of methods for boundary-value problems with boundary layers, J. Numer. Meth.
Math. Phys. 9 (4) (1969) 841–859.
[2] A. Brandt, Multi-level adaptive solutions to boundary-value problems, Math. Comp. 31 (1977) 333–390.
[3] P.A. Farrell, A.F. Hegarty, On the termination of the order of uniform convergence, in: R. Wichnevetsky, J.J.H.
Miller (Eds.), Proceeding of the 13th IMACS World Congress for Computation and Applied Mathematics, IMACS,
1991, pp. 501–502.
[4] H. Han, R.B. Kellogg, Di0erentiability properties of solution of the equation −;u + ru=f in a square, SIAM J.
Math. Anal. 21 (1990) 394–408.
[5] P.W. Hemker, Multigrid Methods for Problems with a Small Parameter in the Highest Derivative, Lecture Notes in
Mathematics, Vol. 1066, Springer, Berlin, 1983, pp. 106–121.
[6] G. Lonsdale, H. Ritzdorf, K. StLuben, The LiSS Package, Arbeitspapiere der GMD, 781.
[7] J.J. Miller, E. O’Riordan, G.I. Shishkin, Fitted numerical methods for singular perturbation problems, Error Estimates
in the Maximum Error for Linear Problems in One and Two Dimensions, World Scienti4c, Singapore, 1996.
[8] A. Reusken, Fourier analysis of a robust multigrid method for convection–di0usion equations, Numer. Math. 71
(1995) 365–397.
[9] H.G. Roos, A note on the conditioning of upwind schemes on Shishkin meshes, IMA J. Numer. Anal. 16 (1996)
529–538.
[10] H.G. Roos, M. Stynes, L. Tobiska, Numerical methods for singularly perturbed di0erential equations, Convection–
Di0usion and Flow Problems, Springer, Berlin, 1996.
[11] G.I. Shishkin, Grid approximation of singularly perturbed boundary value problems with convective terms, Sov. J.
Numer. Anal. Math. Modelling 5 (1990) 173–187.
[12] G.I. Shishkin, Grid approximation of singularly perturbed elliptic equations in domains with characteristics faces,
Sov. J. Numer. Anal. Math. Modelling 5 (1990) 327–343.
[13] H.A. Van Der Vorst, BI-CGSTAB: a fast and smoothly converging variant of BI-CG for the solution of nonsymmetric
linear systems, SIAM J. Sci. Statist. Comput. 3 (2) (1992) 631–644.
[14] R. Vulanovic, Mesh construction for numerical solution of a type of singular perturbation problems, in: G.V.
Milovanovic (Ed.), Numerical Methods and Approximations Theory, Nis, 1984, pp. 137–142.
[15] P. Wesseling, An Introduction to Multigrid Methods, Wiley, Chichester, 1992.
[16] P.M. De Zeeuw, Matrix-dependent prolongations and restrictions in a blackbox multigrid solver, J. Comput. Appl.
Math. 3 (1990) 1–27.
