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07 Sur l’homologie des fibres de Springer affines tronque´es
Pierre-Henri Chaudouard et Ge´rard Laumon
Re´sume´
Following Goresky, Kottwitz and MacPherson, we compute the homology of trun-
cated affine Springer fibers in the unramified case but under a purity assumption. We
prove this assumption in the equivalued case. The truncation parameter is viewed
as a divisor on an ℓ-adic toric variety. For each fiber, we introduce a graded quasi-
coherent sheaf on the toric variety whose space of global sections is precisely the
ℓ-adic homology of the truncated affine Springer fiber. Moreover, for some families
of endoscopic groups, these sheaves show up in an exact sequence. As a consequence
we prove Arthur’s weighted fundamental lemma in the unramified equivalued case.
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1 Introduction
1.1. Le lemme fondamental de Langlands et Shelstad est une famille d’identite´s combina-
toires entre inte´grales orbitales sur les groupes re´ductifs sur un corps local non archime´dien
F . Ici nous ne conside´rons que le cas ou` F est de caracte´ristiques e´gales et nous nous res-
treignons a` la variante du lemme fondamental pour les alge`bres de Lie. Des re´sultats de
Waldspurger (cf. [22]) permettent de ramener le lemme fondamental pour les alge`bres de
Lie sur un corps local non archime´dien F arbitraire (mais de caracte´ristique re´siduelle assez
grande) a` cette variante pour F de caracte´ristiques e´gales. D’autre part, en caracte´ristique
nulle, le lemme fondamental sur les groupes est essentiellement e´quivalent au lemme fon-
damental sur les alge`bres de Lie (pour des re´sultats plus ge´ne´raux, cf. [21]).
Les inte´grales orbitales qui interviennent dans le lemme fondamental admettent alors
une interpre´tation cohomologique graˆce au dictionnaire fonctions-faisceaux de Grothen-
dieck. Dans [11] et [12], Goresky, Kottwitz et MacPherson ont utilise´ cette interpre´tation co-
homologique et le the´ore`me de localisation d’Atiyah-Borel-Segal en cohomologie e´quivariante
pour de´montrer le lemme fondamental de Langlands-Shelstad dans de nombreux cas.
Le lemme fondamental ponde´re´ d’Arthur est une extension du lemme fondamental de
Langlands-Shelstad aux inte´grales orbitales ponde´re´es (cf. conjecture 5.1 de [4]). Rappelons
que le coˆte´ ge´ome´trique de la formule des traces d’Arthur-Selberg est une combinaison
line´aire d’inte´grales orbitales ponde´re´es globales qui se de´vissent en inte´grales orbitales
ponde´re´es locales (cf. [2]), et que pour stabiliser cette formule des traces, et donc obtenir le
transfert endoscopique du programme de Langlands, il faut disposer du lemme fondamental
ponde´re´.
Dans ce travail nous e´tendons l’approche de Goresky, Kottwitz et MacPherson au cas
du lemme fondamental ponde´re´ d’Arthur. Les limitations de notre travail sont les meˆmes
que celles de [11] et [12] : nous ne pouvons atteindre que les inte´grales orbitales ponde´re´es
en les e´le´ments semi-simples de valuations e´gales qui sont contenus dans les tores non
ramifie´s.
1.2. Plus pre´cise´ment, soit k une cloˆture alge´brique du corps fini Fq et τ le Frobenius. soit
G un groupe re´ductif connexe, T un sous-tore maximal de G et M un sous-groupe de Levi
de G contenant T , tous ces groupes e´tant de´finis sur Fq . Dans cette introduction, pour
simplifier, on suppose de plus que G est semi-simple, simplement connexe et de´ploye´ sur Fq.
Soit Ĝ le groupe complexe dual de G au sens de Langlands. Soit s ∈ T̂ τ un e´le´ment, fixe´
par le Frobenius τ , du tore complexe dual de T . La composante neutre du centralisateur
de s dans M̂ est le dual d’un groupe re´ductif connexe de´fini sur Fq qui admet T comme
tore maximal. Appelons ce groupe M ′ : c’est un groupe endoscopique de M .
Lorsque s1 parcourt sZMˆ ou` ZMˆ est le centre de Mˆ , la famille forme´e des composantes
neutres Gˆs1 des centralisateurs de s1 dans Gˆ est finie. Indexons la sous-famille des centrali-
sateurs maximaux (pour l’inclusion) par l’ensemble [n] = {1, . . . , n} pour un certain entier
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n. Pour toute partie I non vide de [n], on pose
ĜI = (
⋂
i∈I
Gˆi)
0.
Par dualite´ de Langlands, on obtient une famille de groupes re´ductifs connexes GI sur Fq
qui admettentM ′ comme sous-groupe de Le´vi. On comple`te cette famille en posantG∅ = G.
Lorsque la diffe´rence J − I est un singleton le groupe GJ est un groupe endoscopique de
GI .
Soit t ⊂ m les alge`bres de Lie de T ⊂ M . Soit o = Fq[[ε]] ⊂ F = Fq((ε)) et 1k la
fonction caracte´ristique du o-re´seau k = g(o) dans g(F ). Soit γ ∈ t(o) ⊂ g(F ) un e´le´ment
G-re´gulier.
Pour de´finir des inte´grales orbitales ponde´re´s, nous avons besoin d’introduire un certain
parame`tre de troncature adapte´ a` M que nous notons D. On lui associe une fonction poids
a` valeurs entie`res
x ∈ G(F ) 7→ vGD(x)
qui est invariante a` gauche par M(F ) et a` droite par G(o).
Pour tout γ′ ∈ m(F ) stablement conjugue´ a` γ, on de´finit a` la suite de Langlands un
accouplement 〈s, γ′〉 qui est une racine de l’unite´. Celui-ci ne de´pend que de la classe de
M(F )-conjugaison de γ′. Pour un tel γ′, on note Tγ′ le centralisateur de γ
′ dans G : c’est
un tore maximal.
On peut alors former la s-inte´grale orbitale ponde´re´e
JG,sD (γ) =
∑
γ′
〈s, γ′〉
∫
Tγ′ (F )\G(F )
1k(ad(g
−1)(γ′))vGD(g)
dg
dt
ou` γ′ parcourt un syste`me de repre´sentants des classes deM(F )-conjugaison dans la classe
stable de γ.
Pour chaque partie I ⊂ [n] non vide, le parame`tre D est adapte´ a` M ′. On a donc de
meˆme un poids vGID sur GI(F ) invariant a` gauche par M
′(F ) et a` droite par GI(o) et une
s-inte´grale orbitale ponde´re´e JGI ,sD (γ).
Notre re´sultat principal est alors le suivant :
The´ore`me 1.1. — Si la caracte´ristique de Fq est assez grande par rapport a` G, pour des
e´le´ments γ de valuations e´gales et pour des parame`tres de troncature D assez “re´guliers”,
on a la relation
∆s(γ)J
G,s
D (γ) =
∑
I
(−1)|I|−1qdI(γ)JGI ,sD (γ).
ou` ∆s(γ) est un facteur de transfert de Langlands-Shelstad et dI(γ) est la demi-somme des
valuations de α(γ) pour γ parcourant les racines de G qui ne sont pas dans GI .
Goresky, Kottwitz et MacPherson ont montre´ que les s-inte´grales orbitales s’interpre`tent
ge´ome´triquement comme des sommes finies indexe´es par les points rationnels de certains
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quotients des fibres de Springer affines. De meˆme les s-inte´grales orbitales ponde´re´es s’in-
terpre`tent comme des sommes finies indexe´es par les points rationnels de certains quotients
des fibres de Springer affines tronque´es. Elles admettent donc une interpre´tation en coho-
mologique ℓ-adique graˆce a` la formule des points fixes de Grothendieck-Lefschetz.
Une grande partie de ce travail porte sur l’e´tude de la cohomologie ℓ-adique des fibres
de Springer affines tronque´es.
1.3. Rappelons que k est une cloˆture alge´brique de Fq. On note X
G la grassmannienne affine
de G. C’est un ind-k-sche´ma projectif dont l’ensemble des k-points est G(k((ε)))/G(k[[ε]]).
La fibre de Springer affine en γ ∈ g(k((ε))) est le ferme´ XGγ de X
G de´fini par la condition
Ad(g)−1γ ∈ g(k[[ε]]). Si γ est re´gulier semi-simple, la fibre de Springer affine XGγ est un
k-sche´ma localement de type fini et de dimension finie (cf. [14]). Dans la suite on se limite
aux γ ∈ t(k[[ε]]) ⊂ g(k((ε))) re´guliers.
Les tronque´s de XGγ que nous conside´rons ici sont les intersections de X
G
γ avec des
tronque´s de la grassmannienne affine. Soit aM = HomZ(X
∗(M),Z). Les tronque´s de XG
ont e´te´ de´finis par Arthur ; ils sont relatifs au choix d’un sous-groupe de Levi M de G
contenant T et d’un parame`tre de troncature qui est une famille λ = (λP )P de points
λP ∈ aM , indexe´e par les sous-groupes paraboliques P de G de Levi M . Pour tout tel
P , en utilisant la de´composition d’Iwasawa G(k((ε))) = P (k((ε)))G(k[[ε]]), on de´finit une
fonction
HP : G(k((ε)))/G(k[[ε]]) −→ aM .
Le tronque´ par λ de la grassmannienne affine XG est l’ensemble des x ∈ XG qui ve´rifie :
pour tout sous-groupe parabolique P de G de Le´vi M , le point HP (x) se trouve dans
l’enveloppe convexe de la famille λ dans aM ⊗ R.
Lorsque de plus la famille λ est orthogonale au sens d’Arthur, elle s’interpre`te naturel-
lement comme un diviseur D sur une compactification torique partielle Y du tore dual Tˆ
de T . Pour notre calcul de cohomologie ℓ-adique, il est naturel de conside´rer Tˆ comme un
tore sur Q¯ℓ, une cloˆture alge´brique de Qℓ avec ℓ premier a` q. La compactification torique
partielle Y de Tˆ est associe´e a` l’e´ventail ΣGM forme´ des coˆnes a
G,+
P pour P parcourant les
sous-groupes paraboliques de G contenant M . Par diviseur on entend un diviseur de Weil
Tˆ -e´quivariant : c’est donc une combinaison line´aire a` coefficients entiers des composantes
irre´ductibles du bord de Y − Tˆ .
Pour chaque diviseur D, on a donc un tronque´ XG(D) de la grassmannienne affine XG
qui est un sous-ind-sche´ma ferme´, et par intersection avec la fibre de Springer affine on
obtient un tronque´ XGγ (D) qui est un ferme´ de X
G
γ . Le groupe X∗(T ∩Mder) agit librement
sur XGγ (D) et le quotient X∗(T ∩Mder)\X
G
γ (D) est k-sche´ma projectif.
Une proprie´te´ conjecturale essentielle des fibres de Springer affine est la proprie´te´ de
purete´ de leur homologie.
Conjecture 1.2. — (Goresky, Kottwitz et MacPherson) Pour tout entier n > 0, le groupe
d’homologie ℓ-adique Hn(X
G
γ , Q¯ℓ) est pur de poids n au sens de Grothendieck et Deligne.
De meˆme pour les fibres de Springer affines tronque´es on conjecture :
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Conjecture 1.3. — Soit γ ∈ t(k[[ε]]) un e´le´ment re´gulier. Pour tout diviseur D “assez
re´gulier” sur la compactification partielle Y de Tˆ , la fibre de Springer affine tronque´e
XGγ (D) est pure au sens de la de´finition 8.14. En particulier, pour tout entier n > 0,
le groupe d’homologie ℓ-adique Hn(X
G
γ (D), Q¯ℓ) est lui aussi pur de poids n au sens de
Grothendieck et Deligne.
On a alors les re´sultats suivants.
The´ore`me 1.4. — Soit γ ∈ t(k[[ε]]) un e´le´ment re´gulier et e´quivalue´ (au sens de la
de´finition 8.9) alors la fibre de Springer affine tronque´e XGγ (D) est pure au sens de la
de´finition 8.14 pour tout diviseur D sur Y assez “re´gulier”.
The´ore`me 1.5. — Il existe un OY -Module quasi-cohe´rent gradue´ F
G =
⊕
n>0 F
G
n qui
ve´rifie la proprie´te´ suivante : pour tout entier n, le OY -Module F
G
n est cohe´rent et pour
tout diviseur D assez “re´gulier” tel que la fibre de Springer affine tronque´e XGγ (D) soit
pure au sens de la de´finition 8.14, on a
H2n(X
G
γ (D), Q¯ℓ) = H
0(Y,FGn (D)),
et les H i(Y,FGn (D)) pour i > 0 sont tous nuls.
Par ailleurs, de`s que la fibre de Springer affine tronque´e XGγ (D) est pure, on a
H2n+1(X
G
γ (D), Q¯ℓ) = 0.
En guise d’illustration, conside´rons le cas ou` G = SL(2), M = T est le tore diagonal et
γ = diag(εd,−εd) ou` d > 1 est un entier.
Soit Pd la fibre de Springer classique forme´e des sous-espaces de dimension d dans un
espace de dimension 2d stables par le carre´ d’un nilpotent re´gulier. Dans ce cas, XGγ est une
chaˆıne infinie indexe´e par Z de Pd : deux Pd successifs indexe´s par n et n + 1 se recollent
suivant un Pd−1. Cette chaˆıne est pave´e par des espaces affines standard et son homologie
est donc pure. Le tore dual T̂ est le groupe multiplicatif Gm sur Q¯ℓ et la varie´te´ torique est
la droite projective Y = P1
Q¯ℓ
. Soit (x, y) des coordonne´es homoge`nes sur Y . Le OY -Module
quasi-cohe´rent FG est de´fini par la donne´e du Q¯ℓ[x, y]-module gradue´
Q¯ℓ[x, y][z]∑d
i=1(x− y)
iKer(∂iz)
∩Ker ∂z.
La graduation sur FG est donne´e par la graduation sur l’inde´termine´e z qui s’explicite de
la manie`re suivante
d−1∑
i=0
(x− y)i
Q¯ℓ[x, y]
(x− y)Q¯ℓ[x, y]
zi + (x− y)dQ¯ℓ[x, y]z
d.
Soit un diviseur D = n0[0]+n∞[∞] sur Y avec n0 et n∞ deux entiers. Ici D est re´gulier
si n0 + n∞ > 0. Si 0 6 n0 + n∞ 6 d, X
G
γ (D) s’identifie a` P
n0+n∞ . Si n0 + n∞ > d, X
G
γ (D)
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est une sous-chaˆıne dans XGγ forme´e de n0 + n∞ − d+ 1 copies de P
d. D’apre`s le the´ore`me
pre´ce`dent, l’homologie en degre´ 2i de XGγ (D) s’identifie a` la partie homoge`ne de degre´
n0 + n∞ de
(x− y)i
Q¯ℓ[x, y]
(x− y)Q¯ℓ[x, y]
si i > d et de
(x− y)dQ¯ℓ[x, y]
si i = d.
1.4. Reprenons les notations du §1.2 : l’e´le´ment s ∈ Tˆ τ de´finit un groupe endoscopique
M ′ de M . Pour toute partie I ⊂ [n], on a de´fini un groupe re´ductif connexe GI sur Fq.
Soit Ys l’adhe´rence dans Y de la classe sZMˆ ⊂ Tˆ . Pour tout OY -Module cohe´rent F, soit
Fˆ le comple´te´ de F le long de Ys. Le lemme fondamental ponde´re´ re´sulte alors d’une suite
exacte longue
0 −→ FˆG −→
⊕
|I|=1
FˆGI −→
⊕
|I|=2
FˆGI −→ . . . −→ FˆG[n] −→ 0
de OY -Modules cohe´rents sur le comple´te´ formel de Y le long de Ys.
1.5. Cet article est organise´ ainsi. Les sections 2 a` 4 sont consacre´es a` quelques notations et
pre´liminaires cohomologiques. Dans la section 5, on de´finit les varie´te´s toriques associe´es a`
T̂ . On introduit les grassmanniennes affines tronque´es et on e´tudie leurs orbites sous l’action
de certains tores aux sections 6 et 7. Dans la section 8, on introduit les fibres de Springer
affines tronque´es et on prouve leur purete´ dans la situation mentionne´e plus haut. La
de´monstration est en deux e´tapes. On commence par le cas ou` la troncature est comple`te
et re´gulie`re. On montre alors que la fibre de Springer affine tronque´e est une re´union
d’orbites sous G(k[[ε]]) intersecte´es avec la fibre de Springer affine : c’est re´miniscent d’un
lemme duˆ a` Arthur dans sa preuve de la formule des traces locales. Des re´sultats ante´rieurs
de Goresky-Kottwitz-MacPherson donnent alors la purete´ voulue. On e´largit ensuite la
troncature dans certaines directions et on montre que la diffe´rence est e´galement pure. En
suivant la me´thode de Goresky-Kottwitz-MacPherson, on proce`de au calcul de l’homologie
e´quivariante des fibres de Springer affines tronque´es d’abord pour SL(2) a` la section 9
puis, a` la section 10, pour un groupe quelconque mais sous une hypothe`se de purete´. On
introduit les faisceaux FG sur Y et on prouve dans les cas purs la suite exacte ci-dessus
a` la section 11. Dans la section 12 finale, on de´finit les inte´grales orbitales ponde´re´es. On
donne leur interpre´tation cohomologique et on de´duit des re´sultats pre´ce´dents le lemme
fondamental ponde´re´ dans le cas e´quivalue´ et non ramifie´.
1.6. Remerciements.— Nous remercions L. Fargues, L. Illusie, B.C. Ngoˆ et J.-L. Wald-
spurger pour l’aide qu’ils nous ont apporte´e durant la pre´paration de cet article. Nous
remercions e´galement les organisateurs des diffe´rents se´minaires ou confe´rences ou` nous
avons pu exposer une partie des re´sultats pre´sente´s ici. Enfin le premier auteur nomme´
remercie l’A.C.I. “Re´alisations ge´ome´triques de correspondances de Langlands” pour son
aide mate´rielle.
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2 Notations
2.1. Soit k une cloˆture alge´brique d’un corps fini de caracte´ristique assez grande (cf.
la remarque qui suit le the´ore`me 8.10). Soit F = k((ε)) le corps des se´ries formelles de
Laurent et o = k[[ε]] l’anneau des se´ries formelles. Soit val la valuation de F de´termine´e
par val(ε) = 1.
2.2. Pour tout ensemble fini E, on note |E| son cardinal.
2.3. Pour tout groupe re´ductif connexe G de´fini sur k, on note X∗(G) le groupe de ses
caracte`res alge´briques et ZG son centre. On note g son alge`bre de Lie. Pour tout tore T ,
on note X∗(T ) le groupe de ses cocaracte`res.
2.4. Soit T un sous-tore maximal de G. Pour tout sous-groupe ferme´ H de G stable par
T pour l’action adjointe, on note ΦH(T ) l’ensemble des racines de T dans H . On note
ΦG+(T ) un syste`me de repre´sentants du quotient de Φ
G(T ) par la relation d’e´quivalence
α ∼ β si α = ±β. Si Φ ⊂ ΦG(T ) est une partie stable par multiplication par ±1, on pose
Φ+ = Φ ∩ Φ
G
+(T ).
A` toute racine α ∈ ΦG(T ), on associe de la manie`re usuelle une coracine α∨ ∈ X∗(T ).
On de´finit alors ΦH,∨(T ) comme l’ensemble des coracines associe´es aux racines dans ΦH(T ).
Pour tout sous-groupe de Borel B de G qui contient T , on note ∆B l’ensemble des
racines simples dans ΦB(T ).
2.5. On note FG(T ) l’ensemble des sous-groupes paraboliques de G qui contiennent T .
Pour tout P dans FG(T ), on note NP le radical unipotent de P etMP l’unique sous-groupe
de Le´vi de P qui contient T . On note LG(T ) l’ensemble des MP pour P ∈ F
G. Dans la
suite, lorsque le tore T est clairement sous-entendu, on appelle simplement “sous-groupes
de Le´vi” de tels sous-groupes.
On omet le T dans les notations ΦG, FG et LG de`s que le contexte est clair.
2.6. Dans toute la suite, on fixe un nombre premier ℓ premier a` la caracte´ristique de
k, ainsi que Q¯ℓ une cloˆture alge´brique de Qℓ le corps des nombres ℓ-adiques. Conside´rons
la donne´e radicielle (X∗(T ),ΦG, X∗(T ),Φ
G,∨) associe´e au couple (G, T ). On fixe alors un
couple (Ĝ, T̂ ) forme´ d’un groupe re´ductif connexe Ĝ et d’un sous-tore maximal T̂ tous
deux de´finis sur Q¯ℓ de sorte que la donne´e radicielle associe´e a` (Ĝ, T̂ ) soit duale de celle
de (G, T ) au sens ou`
(X∗(T̂ ),Φ
bG, X∗(T̂ ),Φ bG,∨) = (X∗(T ),ΦG,∨, X∗(T ),ΦG).
L’application qui, a` une racine, associe une coracine, induit une bijection de ΦG sur ΦG,∨ =
Φ
bG. On en de´duit des bijections LG → L bG et FG → F bG, note´es H 7→ Ĥ . Si M ∈ LG, le
groupe re´ductif M̂ est un groupe dual pour M .
2.7. Soit s ∈ T̂ . Pour tout sous-groupe ferme´ H de Ĝ qui contient T̂ , on note
Hs = ZH(s)
0
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la composante neutre du centralisateur de s dans H . C’est un groupe re´ductif connexe qui
contient T̂ .
Un groupe endoscopique associe´ au triplet (G, T, s) est un groupe G′ re´ductif, connexe,
de´fini sur k et muni d’un plongement de T dans G′ de sorte que la donne´e radicielle de
(G′, T ) soit duale de celle de (Ĝs, T̂ ).
Si M ∈ LG, on a M̂ ∈ L
bG et on peut trouver s ∈ T̂ de sorte que M̂ = Ĝs. Par
conse´quent, M est un groupe endoscopique associe´ au triplet (G, T, s).
2.8. Pour tout M ∈ LG, on de´finit le Q-espace vectoriel a∗M = X
∗(M)⊗Q. Le morphisme
de restrictionX∗(M)→ X∗(T ) induit une injection a∗M → a
∗
T . On note (a
M
T )
∗ le sous-espace
de a∗T engendre´ par Φ
M . On a une de´composition en somme directe
a∗T = (a
M
T )
∗ ⊕ a∗M .
Plus ge´ne´ralement, si L ∈ LG contient M , on pose (aLM)
∗ = a∗M ∩ (a
L
T )
∗. On a une inclusion
canonique a∗L ⊂ a
∗
M et une de´composition
a∗M = (a
L
M)
∗ ⊕ a∗L.
L’accouplement canonique
X∗(T )×X∗(T )→ Z
se prolonge line´airement en un accouplement parfait a∗T × aT → Q, avec aT = X∗(T )⊗Q.
Plus ge´ne´ralement, pour M ∈ LG, on note aM l’espace vectoriel sur Q dual de a
∗
M . On
identifie alors aM au sous-espace de aT annule´ par (a
M
T )
∗. On note aMT le sous-espace de
aT engendre´ par Φ
M,∨. C’est aussi l’orthogonal du sous-espace a∗M de a
∗
T . On a donc la
de´composition aT = a
M
T ⊕ aM .
2.9. Les espaces vectoriels obtenus a` partir des Q-espaces du paragraphe pre´ce´dent par
extension des scalaires a` R sont de´signe´s par un a en lieu et place du a. Les espaces a et a∗
affuble´s des meˆmes indice et exposant sont alors en dualite´. Pour tout P ∈ FG, on de´finit
le coˆne dans a∗T
(2.1) aG,+P = {χ ∈ a
G,∗
T |∀α ∈ Φ
NP , χ(α∨) > 0 et ∀α ∈ ΦMP , χ(α∨) = 0}.
On notera que aG,+P ⊂ a
G,∗
MP
.
3 Cohomologie e´quivariante
3.1. Soit X un k-sche´ma se´pare´ et de type fini, muni d’une action alge´brique d’un tore
T . On peut alors de´finir la cohomologie ℓ-adique T -e´quivariante de X
H•T (X) = H
•
T (X, Q¯ℓ) =
⊕
n∈N
HnT (X, Q¯ℓ)
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a` savoir la cohomologie du champ alge´brique [X/T ] a` valeurs dans Q¯ℓ. La cohomologie
e´quivariante H•T (X) est une Q¯ℓ-alge`bre gradue´e pour le cup-produit ; en particulier, H
•
T (X)
a une structure naturelle de module gradue´ sur H•T (Spec(k)), toujours pour le cup-produit.
On note pour tout entier n
Dn = Dn(T ) = Symn(X∗(T )⊗ Q¯ℓ(−1))
et D = D• = ⊕n∈ND
n. On a un isomorphisme, dit de Chern-Weil,
D• → H•T (Spec(k))
d’alge`bres gradue´es, qui double les degre´s. En particulier, la cohomologie e´quivariante du
point s’annule en degre´s impairs.
La suite spectrale de Leray pour le morphisme structural [X/T ]→ [Spec(k)/T ] s’e´crit
Ep,q2 = H
p
T (Spec(k))⊗H
q(X)⇒ Hp+qT (X),
ou` H•(X) = H•(X, Q¯ℓ) de´signe la cohomologie ℓ-adique ordinaire de X .
3.2. Il existe un sous-corps fini Fq de k et un sche´ma X0 sur Fq tels que X = X0 ⊗Fq k.
Soit Fq le Frobenius ge´ome´trique qui est l’inverse du Fq-automorphisme de k de´fini par
l’e´le´vation a` la puissance q-ie`me. Il agit sur X via IdX0 ×Fq et sur la cohomologie ℓ-adique
ordinaire de X
H•(X) = X•(X, Q¯ℓ).
Cette cohomologie est pure si, par de´finition, pour tout entier n, l’espace Hn(X) est pur
de poids n au sens de Grothendieck et Deligne, c’est-a`-dire si pour tout plongement
ι : Q¯ℓ → C
et toute valeur propre λ de Fq dans H
n(X) on a
|ι(λ)| = qn/2,
ou` |.| est la valeur absolue usuelle de C. Cette proprie´te´ ne de´pend pas du choix de q et
X0.
La purete´ de la cohomologie de X implique que la suite spectrale de Leray ci-dessus
de´ge´ne`re en E2. En particulier, on a un isomorphisme non-canonique en tout degre´ n
HnT (X) ≃
⊕
p+2q=n
Hp(X)⊗Dq,
et la cohomologie ordinaire de X s’identifie a` la re´duction de la cohomologie e´quivariante
de X modulo l’ide´al d’augmentation D+ = ⊕n>1D
n.
3.3. Dans la suite, nous aurons a` travailler avec des ind-sche´mas projectifs X (cf. par
exemple [19]) qui sont des re´unions croissantes de sche´mas projectifs ∪n∈NXn. Dans ce cas,
la cohomologie de X est de´finie comme une limite projective
H•(X) = lim←−
n
H•(Xn).
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Il est cependant plus agre´able de travailler en homologie, de fac¸on a` manipuler des
limites inductives. On de´finit alors l’homologie et l’homologie e´quivariante par dualite´. Par
exemple, si X ve´rifie les hypothe`ses du §3.1, on pose
HT• (X) = HomQ¯ℓ(H
•
T (X), Q¯ℓ).
On pose pour tout entier n
Sn(T ) = Sn = Sym
n(X∗(T )⊗ Q¯ℓ(1)),
et S = S• = ⊕n∈NSn. On peut alors identifier S• a` H
T
• (Spec(k)) par un isomorphisme qui
double les degre´s et l’action de D sur S par de´rivation s’identifie a` l’action de H•T (Spec(k))
sur HT• (Spec(k)) par cap-produit. Pour tout χ ∈ X
∗(T ), on note ∂χ ∈ D la de´rivation
associe´e.
Sous les hypothe`ses de purete´ du §3.2, l’homologie ordinaire s’identifie au sous-module
HT• (X){D
+} de HT• (X) annule´ par tous les e´le´ments de l’ide´al D
+.
3.4. Soit V une repre´sentation alge´brique de dimension finie de T . SoitX un sous-k-sche´ma
ferme´ T -stable de l’espace projectif des droites dans V . On suppose que la cohomologie
de X est pure. Le lemme suivant est une version en homologie ℓ-adique d’un lemme duˆ
a` Chang-Skjelbred (cf. [6]). Notons X0 l’ensemble des points fixes de X sous T et X1 la
re´union des orbites de T de dimension 6 1 : ce sont des ferme´s de X .
Lemme 3.1. — On a une suite exacte
HT• (X1, X0)→ H
T
• (X0)→ H
T
• (X)→ 0.
Supposons de plus que les ensembles {t1, . . . , tn} des points fixes et {O1, . . . , Od} des
orbites de dimension 1 soient tous deux finis. Pour toute orbite Oi, l’alge`bre de Lie du
stabilisateur dans T de tout point de Oi est le noyau d’un caracte`re χi ∈ X
∗(T ), bien
de´fini a` un multiple pre`s. L’adhe´rence de cette orbite dans X est la re´union disjointe de Oi
et de deux points fixes ti0 et ti∞ . Alors la suite exacte ci-dessous s’explicite de la manie`re
suivante ⊕d
i=1 ker(∂χi)
β
−−−→
⊕n
i=1 S −−−→ H
T
• (X)→ 0.
ou` la fle`che de gauche β est de´finie ainsi : pour tout f ∈ ker(∂χi), on pose β(f)j0 = f ,
β(f)j∞ = −f et β(f)i = 0 si i /∈ {j0, j∞} (cf. [10] §6,§7, [11]§4).
4 Une suite spectrale
4.1. Soit k un corps alge´briquement clos. Par sche´ma on entend ici un sche´ma X se´pare´,
localement de type fini et de dimension finie sur k qui est admet un recouvrement ouvert
de´nombrable croissant (Um)m pour lequel chaque Um est de type fini sur k.
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Soit Λ un anneau commutatif unitaire nœthe´rien annule´ par une puissance de ℓ et
F un faisceau constructible de Λ-modules sur un tel sche´ma X . On de´finit ses groupes
d’homologie Hq(X,F), q > 0, par
Hq(X,F) = lim
−→
m
H−qc (Um,F ⊗KUm)
ou` (Um)m>0 est n’importe quel recouvrement comme ci-dessus et ou` pour tout k-sche´ma
se´pare´ de type fini U on a note´ KU ∈ D
b
c (U,Λ) son complexe dualisant. On pose la meˆme
de´finition pour un Zℓ-faisceau ou Qℓ-faisceau F . Si F est un Zℓ-faisceau on a comme
d’habitude
Hq(X,Qℓ ⊗Zℓ F) = Qℓ ⊗Zℓ Hq(X,F),
par contre la fle`che canonique
Hq(X,F)→ lim
←−
n
Hq(X,F/ℓ
nF)
n’est pas en ge´ne´ral un isomorphisme.
Soit G un groupe abe´lien libre de type fini de rang d et X un sche´ma muni d’une action
propre et libre de G (le morphisme G×X → X×kX, (g, x) 7→ (g ·x, x), est une immersion
ferme´e). On suppose que pour tout sous-groupe H de G le quotient X/H existe dans la
cate´gorie des sche´mas conside´re´s ici et que le morphisme quotient X → X/H est e´tale. On
note Y = X/G et f : X → Y le morphisme quotient. On suppose de plus que pour tout
ouvert V de Y qui est de type fini sur k il existe un ouvert U de f−1(V ) de type fini sur k
tel que les g · U recouvrent f−1(V ). Il est possible que certaines de ces hypothe`ses soient
redondantes ou ne soient pas ne´cessaires.
Soit κ : G→ Q×ℓ un caracte`re d’ordre fini. Le reveˆtement fini e´tale galoisienX/Ker(κ)→
Y de groupe de Galois G/Ker(κ) et le caracte`re κ de´finissent un syste`me local Lκ sur Y .
Le but de cette section est de prouver la proposition suivante.
Proposition 4.1. — Il existe une suite spectrale canonique
(4.1) E2pq = Tor
Qℓ[G]
p (Qℓ,κ, Hq(X,Qℓ))⇒ Hp+q(Y,Lκ)
ou` Qℓ,κ est le Qℓ[G]-module de rang 1 sur Qℓ de´fini par κ.
Le reste de cette section est consacre´e a` la preuve de cette proposition.
4.2. Le cas ge´ne´ral se de´duit du cas particulier ou` Y est de type fini par passage a` la limite
inductive sur les ouverts de type fini sur k de Y . On peut donc supposer et on supposera
dans la suite que Y est de type finie sur k.
4.3. Commenc¸ons par construire une suite spectrale analogue pour des coefficients de
torsion. Soit Λ un anneau commutatif unitaire nœthe´rien annule´ par une puissance de ℓ.
Pour chaque ouvert U de X on a le faisceau constructible de Λ-modules fU,!ΛU sur Y
ou` fU : U → Y est la restriction de f a` U . Les ouverts U conside´re´s forment un syste`me
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inductif pour l’inclusion et il en est de meˆme des fU,!ΛU . La limite inductive de ces faisceaux
de Λ-modules existe dans la cate´gorie de Λ-faisceaux de Λ-modules et n’est autre que le
faisceau f!ΛX dont les sections sur un ouvert e´tale V de Y sont les fonctions f
−1(V )→ Λ
localement constantes a` support propre sur V . L’action de G sur X munit le Λ-faisceau
f!ΛX d’une structure de faisceau de Λ[G]-modules. Comme f : X → Y est localement
trivial pour la topologie e´tale sur Y , f!ΛX est localement isomorphe au faisceau constant
ΛY [G].
On peut former le complexe RΓc(Y,KY⊗Λf!ΛX) dans la cate´gorie de´rive´e des complexes
borne´s de Λ[G]-modules a` cohomologie de type fini. Comme f est e´tale, on a KX = f
!KY =
f ∗KY et la formule des projections donne l’e´galite´
Hq(X,Λ) = H
−q
c (Y,KY ⊗
L
Λ f!ΛX)
pour tout entier q.
Soit maintenant χ : G → Λ× un caracte`re d’ordre fini. Si Λχ est le Λℓ[G]-module de
rang 1 sur Λ de´fini par χ, le faisceau localement constant de Λ-modules libres de rang 1
LΛχ = Λχ ⊗Λ[G] f!ΛX = Λχ ⊗
L
Λ[G] f!ΛX
est la version faisceau constructible de Λ-modules duQℓ-faisceau Lχ. Appliquant le foncteur
RΓc(Y,KY ⊗
L
Λ (−)) a` l’e´galite´ ci-dessus on obtient un isomorphisme canonique
RΓc(Y,KY ⊗Λ L
Λ
χ) = Λχ ⊗
L
Λ[G] RΓc(Y,KY ⊗Λ f!ΛX)
dans la cate´gorie de´rive´e des complexes borne´s de Λ-modules a` cohomologie de type fini.
On en de´duit la suite spectrale cherche´e
(4.2) E2pq = Tor
Qℓ[G]
p (Λχ, Hq(X,Λ))⇒ Hp+q(Y,L
Λ
χ).
Tous les termes Erpq sont des Λ-modules de type fini.
4.4. Revenons maintenant a` la situation de de´part a` coefficients dans Qℓ. Comme κ est
d’ordre fini, κ est a` valeurs dans Z×ℓ et, pour chaque entier n > 0 on peut le re´duire modulo
ℓn en un caracte`re κn : G→ (Z/ℓ
nZ)×.
On ve´rifie que pour n variable les suites spectrales 4.2 avec Λ = Z/ℓnZ et χ = κn
forment un syste`me projectif ℓ-adique. En passant a` la limite sur n on obtient une suite
spectrales de Zℓ-modules de type fini. Nous allons voir que cette suite spectrale tensorise´e
par Qℓ au-dessus de Zℓ re´pond a` la question.
Par construction de la cohomologie ℓ-adique on a
Hp+q(Y,Lκ) = Qℓ ⊗Zℓ lim←−
n
Hp+q(Y,L
Z/ℓnZ
κ ).
Pour terminer il ne reste donc plus qu’a` montrer que la fle`che naturelle
TorZℓ[G]p (Zℓ,κ, Hq(X,Zℓ))→ lim←−
n
Tor(Z/ℓ
nZ)[G]
p ((Z/ℓ
nZ)κ, Hq(X,Z/ℓ
nZ))
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est un isomorphisme pour tous entiers p et q.
Choisissons une base (e1, . . . , ed) du Z-moduleG et notons u : (Z/ℓ
nZ)[G]d → (Z/ℓnZ)[G]
la forme (Z/ℓnZ)[G]-line´aire de´finie par x 7→
∑d
i=1([ei] − κ(ei)[0])xi ou` on a note´ comme
d’habitude
∑
g∈G ag[g] avec ag ∈ Z/ℓ
nZ les e´le´ments de (Z/ℓnZ)[G]. Conside´rons alors le
complexe de Koszul
KZ/ℓ
nZ(e1, . . . , ed)
= (0→ ∧d(Z/ℓnZ)[G]d → · · · → ∧2(Z/ℓnZ)[G]d → (Z/ℓnZ)[G]d → (Z/ℓnZ)[G]→ 0)
ou` la diffe´rentielle ∧r(Z/ℓnZ)[G]d → ∧r−1(Z/ℓnZ)[G] envoie x1 ∧ · · · ∧ xr sur
r∑
ρ=1
(−1)ρ−1u(xρ)x1 ∧ · · · ∧ xρ−1 ∧ xρ+1 ∧ · · · ∧ xr
pour r = 1, . . . , d.
La fle`che (Z/ℓnZ)[G] → Z/ℓnZκn qui envoie
∑
g ag[g] sur
∑
g agκ(g)
−1 est une aug-
mentation de KZ/ℓ
nZ(e1, . . . , ed) et, comme ([e1]−κ(e1)[0], . . . , [ed]−κ(ed)[0]) est une suite
re´gulie`re dans (Z/ℓnZ)[G] le complexe KZ/ℓ
nZ(e1, . . . , ed) augmente´ est acyclique. Par suite
TorZ/ℓ
nZ[G]
p ((Z/ℓ
nZ)κ, Hq(X,Z/ℓ
nZ)) = Hp(K
Z/ℓnZ(e1, . . . , ed)⊗Z/ℓnZ[G] Hq(X,Z/ℓ
nZ))
pour tout p.
En remplac¸ant dans ce qui pre´ce`de Z/ℓnZ par Zℓ on a de meˆme un complexe de Koszul
KZℓ(e1, . . . , ed) et la relation
TorZℓ[G]p (Zℓ,κ, Hq(X,Zℓ)) = Hp(K
Zℓ(e1, . . . , ed)⊗Zℓ[G] Hq(X,Zℓ)).
On veut donc montrer que les fle`ches naturelles de complexes
KZℓ(e1, . . . , ed)⊗Zℓ[G] Hq(X,Zℓ)→ K
Z/ℓnZ(e1, . . . , ed)⊗Z/ℓnZ[G] Hq(X,Z/ℓ
nZ),
ou` plus explicitement les fle`ches naturelles de
C = [Hq(X,Zℓ)
(dd) → Hq(X,Zℓ)
( dd−1) → · · · → Hq(X,Zℓ)
d → Hq(X,Zℓ)]
vers les
Cn = [Hq(X,Z/ℓ
nZ)(
d
d) → Hq(X,Z/ℓ
nZ)(
d
d−1) → · · · → Hq(X,Z/ℓ
nZ)d → Hq(X,Z/ℓ
nZ)],
induisent un isomorphisme de l’homologie de la source vers la limite projective sur n de
l’homologie du but.
Soit U un ouvert deX de type fini sur k tel que les g ·U recouvrent X . On peut calculer a`
la Cˇech l’homologie des X a` partir des homologies des intersections g1 ·U∩g2 · · ·U∩· · · gq ·U
pour g1, . . . , gq ∈ G. Comme X est de dimension finie, on peut se limiter aux q infe´rieurs ou
e´gaux a` 2 fois la dimension de X . Comme chaque Hq(g1 ·U ∩ g2 · · ·U ∩ · · · gq ·U,Zℓ) est un
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Zℓ-module de type fini, il re´sulte de ce calcul a` la Cˇech que pour chaque entier q, Hq(X,Zℓ)
est un Zℓ[G]-module de type fini et il existe un entier N > 0 tel le noyau Hq(X,Zℓ)[ℓ
N ] de
la multiplication par ℓN dansHq(X,Zℓ) soit le sous-module de torsion de Hq(X,Zℓ) tout
entier. Comme l’homologie du complexe C est donc de type fini sur Zℓ et que la ℓ-torsion
dans C est borne´e, le syste`me projectif de morphismes quotients de complexes
C → C/ℓnC
est induit des isomorphismes
(4.3) Hq(C)
∼
−→ lim
←−
n
Hq(C/ℓ
nC).
En effet, remarquons que, si 0 → M ′ → M → M ′′ → 0 est une suite exacte courte de
Zℓ-modules et si M
′′[ℓn] ne de´pend pas de n pour n assez grand, alors la suite
0→ lim
←−
n
M ′/ℓnM ′ → lim
←−
n
M/ℓnM → lim
←−
n
M ′′/ℓnM ′′ → 0
est aussi exacte ; pour de´montrer 4.3 il suffit donc d’appliquer cette remarque aux suites
exactes
0→ Zq → Cq → Bq → 0
et
O → Bq+1 → Zq → Hq(C)→ 0
ou` Zq = Ker(Cq → Cq−1) et Bq = Im(Cq → Cq−1) (la ℓ-torsion de Bq est borne´e puisque
Bq ⊂ Cq et que celle de Cq l’est, et la ℓ-torsion de Hq(C) est borne´ puisque Hq(C) est de
type fini sur Zℓ).
Maintenant on a un syste`me projectif de suites exactes
0→ Hq(X,Zℓ)/ℓ
nHq(X,Zℓ)→ Hq(X,Z/ℓ
nZ)→ Hq−1(X,Zℓ)[ℓ
n]→ 0
obtenues par passage a` la limite inductive a` partir des suites exactes analogues pour les
ouverts de X de type fini sur k, et donc on a un syste`me projectif de suites exactes de
complexes
0→ C/ℓnC → Cn → Dn → 0
ou` le syste`me projectif des
Dn = [Hq−1(X,Zℓ)[ℓ
n](
d
d) → Hq−1(X,Zℓ)[ℓ
n](
d
d−1) → · · · → Hq−1(X,Zℓ)[ℓ
n]]
est essentiellement nul (pour tout n la fle`che de transition ite´re´e Dn+N → · · ·Dn+1 → Dn
est nulle).
On a donc un syste`me projectif de suites exactes longues
· · · → Hq(C/ℓ
nC)→ Hq(Cn)→ Hq(Dn)→ Hq−1(C/ℓ
nC)→ · · ·
d’ou` la conclusion puisque le syste`me projectif des Hq(Dn) est essentiellement nul.
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5 Varie´te´s toriques.
5.1. Soit T un tore de´fini sur k et Σ un e´ventail dans X∗(T ). On entend par la` un ensemble
Σ de coˆnes saillants dans a∗T , de la forme
{
N∑
i=1
xi̟i | (xi)16i6N ∈ R
N
+},
pour une famille (̟i)16i6N ∈ (X
∗(T ))N et un entier N , qui ve´rifie les deux proprie´te´s
suivantes :
– toute face d’un coˆne de Σ est dans Σ ;
– toute intersection de deux coˆnes de Σ est dans Σ.
Soit Y = YΣ la varie´te´ torique sur Q¯ℓ associe´e au tore T̂ et a` l’e´ventail Σ.
A` chaque coˆne σ ∈ Σ est associe´ un ouvert T̂ -invariant Uσ qui est isomorphe a`
Spec(Q¯ℓ[X∗(T )∩σ
∨]) ou` σ∨ est le coˆne dans aT dual de σ et l’application σ 7→ Uσ pre´serve
les inclusions. Les ouverts Uσ pour σ ∈ Σ recouvrent Y . On a e´galement une bijection qui
renverse les inclusions σ 7→ Dσ de Σ sur l’ensemble des sous-varie´te´s ferme´es de Y qui sont
irre´ductibles et T̂ -invariantes. La varie´te´ Dσ est recouverte par Uτ ∩Dσ pour τ ∈ Σ tel que
σ ⊂ τ . L’intersection Uτ ∩Dσ est de´fini dans l’ouvert affine Uτ par l’ide´al engendre´ par
{λ ∈ X∗(T ) | ∀α ∈ σ, α(λ) > 0}.
La codimension de Dσ dans Y est e´gale a` la dimension de l’espace vectoriel engendre´ par
σ. On appelle rayon un coˆne de Σ qui engendre une droite. Soit Σ(1) le sous-ensemble de
Σ forme´ des rayons. Soit Div bT (Y ) le groupe des diviseurs de Weil T̂ -invariants : c’est le
groupe abe´lien libre de base Dσ pour σ ∈ Σ(1).
Pour tout rayon σ ∈ Σ(1), on note ̟σ ∈ X
∗(T ) l’unique e´le´ment qui engendre le
mono¨ıde σ ∩ X∗(T ). Soit Q¯ℓ(Y ) le corps des fonctions de Y . Puisque la varie´te´ Y est
normale, toute fonction f ∈ Q¯ℓ(Y ) de´finit un diviseur (f). Si f est la fonction de´finie par
λ ∈ X∗(T ), on pose (λ) = (f) et ce diviseur est donne´ par
(λ) =
∑
σ∈Σ(1)
̟σ(λ)Dσ.
Le morphisme λ 7→ (λ) s’inse`re dans une suite exacte de groupes
(5.1) X∗(T ) −→ Div bT (Y ) −→ Cl(Y ) −→ 0,
ou` Cl(Y ) de´signe le groupe des classes de diviseurs de Y : c’est un groupe abe´lien de type
fini.
Soit D ∈ Div bT (Y ), on note [D] la classe D dans Cl(Y ). On dit que D est effectif, ce
que l’on note D > 0, si D =
∑
σ∈Σ(1) nσDσ avec nσ ∈ N. On e´crit aussi D > D
′ pour
D −D′ > 0.
5.2. Nous allons introduire l’anneau de Cox des coordonne´es homoge`nes de Y (cf. [7])
qui permet de re´aliser Y comme un quotient cate´gorique d’un ouvert d’un espace affine
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standard par un groupe diagonalisable et qui donne en sus une description agre´able des
faisceaux quasi-cohe´rents sur Y .
Soit S le sous-tore de T de´fini par
X∗(S) = ker(X∗(T )→ Div bT (Y )).
Le sous-Z-module X∗(S) est un facteur direct de X∗(T ). Soit
(5.2)
X∗(T ) → X∗(S)
λ 7→ λS
un projecteur. Les constructions qui suivent de´pendent de ce choix non-canonique.
La suite (5.1) se comple`te en une suite exacte
(5.3) 0 −→ X∗(S) −→ X∗(T ) −→ Div bT (Y ) −→ Cl(Y ) −→ 0,
qui donne par dualite´ une suite exacte de sche´mas en groupes diagonalisables sur Q¯ℓ
(5.4) 1 −→ Ĉl(Y ) −→ GΣ(1)m −→ T̂ −→ Sˆ −→ 1,
ou` l’on a pose´
Ĉl(Y ) = HomZ(Cl(Y ), Q¯
×
ℓ ).
Soit (yσ)σ∈Σ(1) une famille d’inde´termine´es. On introduit “l’anneau des coordonne´es
homoge`nes”
(5.5) A = Q¯ℓ[X∗(S)][(yσ)σ∈Σ(1)]
et A′ le localise´ de A par la partie multiplicative engendre´e par yσ, pour σ ∈ Σ(1),
A′ = Q¯ℓ[X∗(S)][(y
±1
σ )σ∈Σ(1)].
On de´finit un morphisme injectif de Q¯ℓ[X∗(T )] dans A
′ par
(5.6) λ ∈ X∗(T ) 7→ y
λ = λS
∏
σ∈Σ(1)
y̟σ(λ)σ
Pour D =
∑
σ∈Σ(1) nσDσ ∈ Div bT (Y ), on pose
yD =
∏
σ∈Σ(1)
ynσσ ∈ A
′.
L’anneau A est alors gradue´ par le groupe Cl(Y ) :
A =
⊕
[D]∈Cl(Y )
A[D]
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ou` A[D] est le sous-Q¯ℓ-espace de A engendre´ par les monoˆmes
yλ+D = yλyD
lorsque λ ∈ X∗(T ) ve´rifie (λ) +D > 0.
Pour tout σ ∈ Σ, on de´finit un monoˆme
uσ =
∏
τ∈Σ(1), τ 6⊂σ
yτ ,
et l’on note I l’ide´al de A engendre´ par les uσ lorsque σ de´crit Σ. L’anneau A est l’anneau
des fonctions re´gulie`res sur le produit AΣ(1) × Sˆ. Le sche´ma en groupes Ĉl(Y ) ope`re sur
le premier facteur via le morphisme Ĉl(Y ) → G
Σ(1)
m et l’action e´vidente de G
Σ(1)
m sur
AΣ(1). L’ouvert comple´mentaire du ferme´ de´fini par I est de la forme V × Sˆ et le quotient
V//Ĉl(Y )× Sˆ s’identifie non canoniquement a` Y .
Pour σ ∈ Σ, l’ouvert affine Uσ de´fini au paragraphe pre´ce´dent s’identifie a` Vσ//Ĉl(Y )×Sˆ
ou` Vσ × Sˆ est le comple´mentaire dans A
Σ(1) ×GBm du ferme´ de´fini par l’ide´al engendre´ par
uσ. En effet, par de´finition, le quotient Vσ//Ĉl(Y )× Sˆ est isomorphe a` Spec(Aσ[0]) ou` Aσ
est l’anneau obtenu a` partir de A par localisation par la partie multiplicative engendre´e
par uσ. On ve´rifie que le morphisme λ 7→ y
λ induit un isomorphisme de Q¯ℓ[X∗(T ) ∩ σ
∨]
sur Aσ[0].
On a un foncteur exact L 7→ L˜ de la cate´gorie des A-modules gradue´s vers la cate´gorie
des faisceaux quasi-cohe´rents sur Y . Ce foncteur envoie A sur un faisceau isomorphe au
faisceau structural et tout A-module de type fini sur un faisceau cohe´rent. De plus, tout
faisceau quasi-cohe´rent (resp. cohe´rent) sur Y est isomorphe a` un faisceau L˜ pour un
A-module gradue´ L (resp. et de type fini) (cf. [7] proposition 3.1 et the´ore`me 3.2).
Pour un A-module gradue´ L, le faisceau L˜ sur Uσ est le faisceau quasi-cohe´rent associe´
au Aσ[0]-module Lσ[0] avec Lσ = L ⊗A Aσ. Pour tout D ∈ Div bT (Y ), on note L(D) le
A-module dont la graduation est donne´e par L(D)[D′] = L[D +D′]. Dans ces conditions,
on note L˜(D) le faisceau qui devrait eˆtre note´ L˜(D).
5.3. Familles (G,M)-orthogonales. Soit G un groupe de´fini sur k re´ductif et connexe,
T un sous-tore maximal de G et M un sous-groupe de Le´vi dans LG(T ). On conside`re
l’e´ventail dans X∗(T ) de´fini par
(5.7) Σ = ΣGM = {a
G,+
P | P ∈ F
G(M)}.
Les coˆnes maximaux sont indexe´s par les e´le´ments de PG(M) et les rayons par les sous-
groupes paraboliques propres maximaux dans FG(M).
Soit P ∈ F(M). On pose
ΠP = {̟σ | σ ∈ Σ(1) et σ ⊂ a
G,+
P }.
Les e´le´ments de ΠP forment une base de l’espace vectoriel (a
G
M)
∗ et on note
Π∨P = {α
∨
σ | σ ∈ Σ(1) et σ ⊂ a
G,+
P }
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la base duale dans aGM . Soit B un sous-groupe de Borel inclus dans P et ∆B l’ensemble
des racines simples dans B. L’ensemble ∆B ∩ Φ
NP est en bijection avec l’ensemble des
sous-groupes paraboliques maximaux contenant P . Soit α ∈ ∆B ∩ Φ
NP ; le sous-groupe
parabolique maximal Q associe´ est de´fini de manie`re unique par Q ⊃ P et ∆B∩Φ
NQ = {α}.
Soit σ = aG,+Q . Avec ces notations, le vecteur α
∨
σ est e´gal a` la projection de α
∨ sur aGM a` un
coefficient rationnel positif pre`s. Soit (̟β)β∈∆B la base de (a
G
T )
∗ duale de la base (β∨)β∈∆B
de aGT . Les vecteurs ̟α et ̟σ sont e´gaux a` un coefficient rationnel positif pre`s.
Deux e´le´ments P et P ′ de P(M) sont adjacents si les chambres associe´es ont un mur
commun. Ce dernier est alors porte´ par un hyperplan de (aGM )
∗ d’e´quation χ(α∨P,P ′) = 0
pour un unique e´le´ment α∨P,P ′ ∈ Π
∨
P .
Soit une famille (λP )P∈P(M) d’e´le´ments de a
G
M . Suivant la terminologie d’Arthur (cf. [1]
en particulier), on dit que cette famille est (G,M)-orthogonale (resp. (G,M)-orthogonale
positive) si pour toute paire (P, P ′) de sous-groupes paraboliques adjacents de P(M), il
existe x ∈ R (resp. x ∈ R+) tel que
λP − λP ′ = xα
∨
P,P ′.
Toute famille (G,M)-orthogonale (λP )P∈P(M) s’e´tend en une famille (λQ)Q∈F(M) ou`,
par de´finition, λQ est le projete´ sur a
G
MQ
, relativement a` la de´composition
aT = a
MQ
T ⊕ a
G
MQ
⊕ aG,
de λP pour tout P ∈ P(M) tel que P ⊂ Q.
5.4. Soit B ∈ PG(T ) et P = MNP un sous-groupe parabolique de G qui contient B. La
projection de a∗T sur a
∗
M paralle`lement a` (a
M
T )
∗ envoie bijectivement l’ensemble ∆B ∩ Φ
NP
sur un ensemble note´ ∆P . Ce dernier ne de´pend pas du choix de B.
Soit λ une famille (G,M)-orthogonale. On pose
d(λ) = min{α(λP ) | P ∈ P
G(M), α ∈ ∆P}
et
δ(λ) = min{α(λP − λP ′) | P, P
′ ∈ PG(M) adjacents et α ∈ ∆P ∩ (−∆P ′)}.
Il re´sulte de la de´finition que δ(λ) est positif si et seulement si la famille λ est positive. On
dit que la famille λ est tre`s positive si d(λ) > 0. Il re´sulte de la majoration e´vidente
δ(λ) > 2d(λ)
que tre`s positif implique positif.
Soit λ ∈ X∗(T ) et P ∈ F
G(T ). Soit λP l’e´le´ment de a
G
MP
de´fini de la fac¸on suivante.
Soit B ∈ PG(T ) inclus dans P et c+B la chambre de Weyl correspondante dans a
G
T . Soit λ
′
l’unique e´le´ment de c+B + aG qui soit dans l’orbite de λ sous le groupe de Weyl W
G(T ) ; la
projection de λ′ sur aGMP paralle`lement a` a
MP
T ⊕ aG ne de´pend pas du choix de B tel que
B ⊂ P . Par de´finition, cette projection est λP .
18
Pour tout M ∈ LG(T ), la famille (λP )P∈P(M) est (G,M)-orthogonale. Posons
(5.8) d(λ) = d((λB)B∈P(T )).
On a l’ine´galite´ (cf. [3] l.(3.2) p. 20)
d(λ) 6 d((λP )P∈P(M)).
E´nonc¸ons le lemme suivant qui re´sulte imme´diatement de l’ine´galite´ ci-dessus.
Lemme 5.1. — Pour toute famille (G,M)-orthogonale (µP )P∈P(M), il existe un entier
d ∈ N de sorte que pour tout λ ∈ X∗(T ) tel que d(λ) > d, la famille (λP + µP )P∈P(M) est
(G,M)-orthogonale tre`s positive donc positive.
5.5. Diviseurs et familles (G,M)-orthogonales. — Soit ΣGM l’e´ventail de´fini en (5.7).
De´finition 5.2. — On appelle e´ventail (G,M)-adapte´ un e´ventail Σ dans X∗(T ) qui
ve´rifie la condition suivante : pour tout coˆne σ ∈ Σ, il existe σ′ ∈ ΣGM tel que σ ⊂ σ
′ + a∗G
c’est-a`-dire il existe P ∈ FG(M) tel que σ ⊂ aG,+P + a
∗
G.
Soit Σ un e´ventail (G,M)-adapte´.
Lemme 5.3. — Soit λ une famille (G,M)-orthogonale. Soit σ ∈ Σ(1) un rayon et P et Q
deux sous-groupes paraboliques dans FG(M) tels que σ ⊂ aG,+P ∩ a
G,+
Q + a
∗
G. Alors on a
̟σ(λP ) = ̟σ(λQ).
De´monstration. — Puisqu’il existe R ∈ FG(M) tel que aG,+R = a
G,+
P ∩ a
G,+
Q , il suffit de
prouver le lemme dans le cas ou` P ⊂ Q, cas que nous conside´rons de´sormais. En e´crivant
λP et λQ comme projete´s du meˆme e´le´ment λP0 pour P0 ∈ P(M) tel que P0 ⊂ P (cf. la fin
du §5.3), on voit que λP − λQ ∈ a
MQ
T . Comme ̟σ ∈ a
G,+
Q + a
∗
G, on a ̟σ ∈ a
∗
MQ
. L’e´galite´
cherche´e est alors e´vidente. 
Soit Y la varie´te´ torique associe´e a` l’e´ventail Σ. On pose
Div bT (Y )R = Div bT (Y )⊗Z R.
On de´finit alors une application line´aire du R-espace vectoriel des familles (G,M)-orthogonales
dans Div bT (Y )R par
(5.9) λ 7→ Dλ = D
Σ
λ =
∑
σ∈Σ(1)
̟σ(λQσ)Dσ
ou` la famille (Qσ)σ∈Σ(1) est une famille d’e´le´ments de F(M) qui ve´rifie σ ⊂ a
G,+
Qσ
+ a∗G. Le
lemme pre´ce´dent montre que Dλ ne de´pend pas du choix de cette famille.
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Lorsque Σ = ΣGM , l’application (5.9) est bijective et son inverse envoie le diviseur
D =
∑
σ∈Σ(1)
nσDσ ∈ Div bT (Y )R
sur la famille (G,M)-orthogonale µD de´finie pour tout P ∈ P(M) par
µDP =
∑
α∨σ∈Π
∨
P
nσα
∨
σ .
Si λ ∈ X∗(T ), on pose Dλ = D(λP )P∈PG(M) ou` (λP )P∈PG(M) est la famille (G,M)-
orthogonale associe´e a` λ (cf. la paragraphe pre´ce´dent).
5.6. De´sormais soit Σ = ΣGM l’e´ventail de´fini en (5.7) et Y = YΣ la varie´te´ torique associe´e
a` Σ. Soit D ∈ Div bT (Y )R. On de´finit une fonction ψD continue sur (aGM)∗ et line´aire par
morceaux de la fac¸on suivante : pour tout P ∈ P(M) et tout χ ∈ aG,+P , on pose
ψD(χ) = χ(µDP ).
Finalement, on de´finit un polye`dre dans (aGM)
∗ par
P(D) = {λ ∈ aGM | ∀χ ∈ (a
G
M)
∗ χ(λ) 6 ψD(χ)}.
Lemme 5.4. — Soit D ∈ Div bT (Y )R. Les assertions suivantes sont e´quivalentes :
1. la fonction ψD est convexe ;
2. le polye`dre P(D) est l’enveloppe convexe des points µDP pour P ∈ P(M).
De´monstration. — Pour alle´ger les notations, on omet la lettre D. Notons C l’enveloppe
convexe des points µP pour P ∈ P(M). On a toujours P ⊂ C. En effet, soit λ ∈ a
G
M tel
que λ /∈ C ; il existe donc χ ∈ (aGM)
∗ tel que
χ(λ) > sup
µ∈C
χ(µ).
Il est clair alors que χ(λ) > ψ(χ) et donc λ /∈ P. On est donc ramene´ a` prouver que
l’assertion 1 est e´quivalente a`
(5.10) C ⊂ P.
La fonction ψ est convexe si, par de´finition, pour tout t ∈ [0; 1] et tous χ et χ′ dans
(aGM)
∗, on a
(5.11) ψ(tχ+ (1− t)χ′) 6 tψ(χ) + (1− t)ψ(χ′).
Soit Q dans P(M) de sorte que tχ + (1 − t)χ′ appartienne a` aG,+Q . L’ine´galite´ (5.11) se
re´crit
(5.12) t(χ(µQ)− ψ(χ)) + (1− t)(χ(µQ)− ψ(χ
′)) 6 0.
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On voit alors que l’assertion 1 est e´quivalente a` l’ine´galite´ χ(µQ) 6 ψ(χ) pour tout Q ∈
P(M) elle-meˆme e´quivalente a` l’inclusion C ⊂ P, puisque P est convexe. 
Lemme 5.5. — Soit D ∈ Div bT (Y ). Les assertions du lemme 5.4 sont ve´rifie´es de`s que la
famille (µDP )P∈P(M) est positive.
De´monstration. — Pour alle´ger, on omet la lettre D. Reprenons les notations de la
preuve du lemme 5.4 : on y a vu qu’on a toujours P ⊂ C. Il s’agit donc de voir que µP
appartient a` P pour tout P ∈ P(M). Or µP appartient a` P si et seulement si on a
χ(µP ′ − µP ) > 0
pour tous P ′ ∈ P(M) et χ ∈ aG,+P ′ . On montre facilement cette dernie`re ine´galite´ en partant
du cas (e´vident) ou` P et P ′ sont adjacents (cf. [1] l.(3.2) p.217).

5.7. Soit λ ∈ X∗(T ) et Dλ le diviseur de Div bT (Y ) associe´ par l’application (5.9) a` la
famille (G,M)-orthogonale (λP )P∈P(M) de´finie au §5.4. Dans ce meˆme paragraphe, on a
de´fini un entier d(λ).
The´ore`me 5.6. — Pour tout A-module gradue´ L de type fini, il existe un entier d ∈ N tel
que pour tout λ ∈ X∗(T ) tel que d(λ) > d, on ait
1. H0(Y, L˜(Dλ)) = L[Dλ] ;
2. pour tout entier i > 0, H i(Y, L˜(Dλ)) = 0.
De´monstration. — On commence par traiter le cas du A-module A(D) pour D ∈
Div bT (Y ). On ve´rifie directement que le morphisme naturel
A[D]→ H0(Y, A˜(D))
est un isomorphisme.
Les e´le´ments yλ+D, pour λ ∈ X∗(T ), forment une base du Q¯ℓ-espace vectoriel A
′[D].
On munit A′[D] d’une action de T̂ en posant
t.yλ+D = λ(t)yλ+D
pour tout t ∈ T̂ et λ ∈ X∗(T ). Pour tout P ∈ P(M), soit UP l’ouvert affine de Y associe´
au coˆne aG,+P . Soit {P1, . . . , Pk} ⊂ P(M) une partie non vide. L’espace vectoriel
H0(UP1 ∩ . . . ∩ UPk , A˜(D))
est un sous-espace de A′[D] stable par T̂ . Soit
H0(UP1 ∩ . . . ∩ UPk , A˜(D))λ
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le sous-espace de poids λ ∈ X∗(T ). Cet espace est non nul si et seulement si pour tout
σ ∈ Σ(1) tel que σ ⊂ aG,+P1 ∩ . . . ∩ a
G,+
Pk
,
̟σ(λ) + nσ > 0,
c’est-a`-dire si et seulement si
bλ ∩ a
G,+
P1
∩ . . . ∩ aG,+Pk = a
G,+
P1
∩ . . . ∩ aG,+Pk
ou` l’on a pose´
bλ = b
D
λ = {χ ∈ (a
G
M)
∗ | χ(λ) + ψD(χ) > 0}.
Dans ce cas, H0(UP1 ∩ . . .∩UPk , A˜(D))λ est de dimension 1 engendre´ par y
λ+D. Pour tout
λ ∈ X∗(T ), on a donc un isomorphisme
(5.13) H0(UP1 ∩ . . . ∩ UPk , A˜(D))λ ≃ H
0
bλ∩a
G,+
P1
∩...∩aG,+
Pk
(aG,+P1 ∩ . . . ∩ a
G,+
Pk
, Q¯ℓ).
La cohomologie du faisceau A˜(D) se calcule comme la cohomologie du complexe de Cech
associe´ au faisceau A˜(D) et au recouvrement de Y par les ouverts UP pour P ∈ P(M).
Pour tout entier i, le Q¯ℓ-espace vectoriel H
i(Y, A˜(D)) est donc muni d’une action de T̂ et
il re´sulte de (5.13) que le sous-espace de poids λ ve´rifie
(5.14) H i(Y, A˜(D))λ ≃ H
i
bλ
((aGM)
∗, Q¯ℓ).
L’argument, qu’on ne reproduit pas ici, est celui donne´ par Fulton dans la preuve de la
proposition du §3.5 du livre [8] (le lecteur notera que notre fonction ψ est note´e −ψ dans
ce livre.)
On en de´duit alors le fait suivant : si la famille (µDP )P∈P(M) est positive, on a pour tout
entier i > 0
H i(Y, A˜(D)) = 0.
En effet, la positivite´ de la famille entraˆıne que la fonction ψD est convexe (cf. lemmes 5.4
et 5.5) et donc que l’ouvert aGM − bλ est convexe pour tout λ ∈ X∗(T ). L’isomorphisme
(5.14) ci-dessus donne l’annulation voulue.
Soit d un entier qui ve´rifie l’assertion suivante : pour tout λ tel que d(λ) > d, la famille
(G,M)-orthogonale (µD+DλP )P∈P(M) est positive. Comme µ
D+Dλ
P = µ
D
P + λP , un tel entier
existe (cf. lemme 5.1). On a donc
H i(Y, A˜(D +Dλ)) = 0.
qui est l’assertion 2 pour le A-module A(D).
Passons ensuite au cas ge´ne´ral d’un A-module L gradue´ de type fini. On commence
par prouver l’assertion 2. Soit r + 1 le nombre de coˆnes maximaux dans Σ. Alors Y est
recouvert par r + 1 ouverts affines et donc l’assertion 2 est vraie pour tout i > r et tout
faisceau cohe´rent. On raisonne alors par re´currence. Soit i > 1 telle que l’assertion 2 soit
22
vraie pour tout A-module gradue´ de type fini. Soit L un A-module gradue´ de type fini. Il
existe donc une suite exacte courte
0 −−−→ L2 −−−→ L1 −−−→ L −−−→ 0
ou` L1 et L2 sont des A-modules gradue´s de type fini et L1 est libre. En conside´rant la suite
exacte de faisceaux associe´e et la suite exacte longue de cohomologie qui en re´sulte, on
extrait la suite exacte
(5.15) H i−1(Y, L˜1(Dλ)) −−−→ H
i−1(Y, L˜(Dλ)) −−−→ H
i(Y, L˜2(Dλ)).
Par hypothe`se de re´currence, il existe d2 tel que si d(λ) > d2 le troisie`me terme est
nul. Comme L1 est isomorphe a` une somme directe finie de modules A(D) pour D ∈
Div bT (Y ), on sait, d’apre`s ce qui pre´ce`de, qu’il existe un entier d1 tel que d(λ) > d1 implique
H i−1(Y, L˜1(Dλ)) = 0. On en de´duit la nullite´ de H
i−1(Y, L˜(Dλ)) pour d(λ) > max(d1, d2)
ce qui prouve l’assertion 2 pour i− 1 et ache`ve la re´currence.
Prouvons maintenant l’assertion 1 pour le A-module L. Il existe une filtration finie
L0 = {0} ⊂ L1 ⊂ . . . ⊂ Ln = L
telle que chaque quotient Li+1/Li soit isomorphe a` un A-module de la forme A/p(D) ou` p
est un ide´al premier homoge`ne de A et D ∈ Div bT (Y ). On est alors imme´diatement ramene´
au cas ou` L = A/p(D). Conside´rons alors le diagramme commutatif
0 −−−→ p[D +Dλ] −−−→ A[D +Dλ] −−−→ A/p[D +Dλ] −−−→ 0y y y
0 −−−→ H0(Y, p˜(D +Dλ)) −−−→ H
0(Y, A˜(D +Dλ)) −−−→ H
0(Y, A˜/p(D +Dλ)) −−−→ 0
Les fle`ches verticales sont les morphismes naturels. Comme A/p est inte`gre, la dernie`re
fle`che verticale est injective. Il s’agit de prouver qu’elle est surjective. D’apre`s ce qui
pre´ce`de, il existe d tel que d(λ) > d implique la nullite´ de H1(Y, p˜(D+Dλ)) et donc l’exac-
titude de la suite horizontale du bas. On a vu que la fle`che A[D+Dλ]→ H
0(Y, A˜(D+Dλ))
est toujours bijective. On en de´duit la surjectivite´ voulue. 
6 Grassmanniennes affines tronque´es
6.1. Soit G un groupe re´ductif connexe de´fini sur k et K = G(o). Soit XG = G(F )/K la
grassmannienne affine. On rappelle que XG posse`de une structure naturelle de ind-sche´ma
projectif sur k (cf. par exemple [19]) i.e. il existe une suite croissante X0 ⊂ X1 ⊂ . . . de
sche´mas projectifs sur k de sorte que XG =
⋃
n∈NXn et les inclusions Xn ⊂ Xn+1 sont des
immersions ferme´es. La grassmannienne affine est alors munie de la topologie induite de
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sorte qu’une partie de XG est ferme´e si et seulement sa trace sur Xn est ferme´e dans Xn
pour la topologie de Zariski.
6.2. Soit HG l’unique application de G(F ) dans aG qui ve´rifie : pour tous χ ∈ X
∗(G) et
g ∈ G(F ),
χ(HG(g)) = val(χ(g)).
L’application HG est invariante a` droite par K. Elle induit donc une application X
G → aG
encore note´e HG.
Il est bien connu que les composantes connexes de XG sont les translate´s sous G(F ) de
l’image du morphisme naturel XGsc → XG. La proposition suivante montre que l’application
HG est constante sur les composantes connexes de X
G.
Lemme 6.1. — Soit g ∈ G(F ). On a HG(g) = 0 si et seulement si gK appartient a` l’image
du morphisme naturel XGder → XG.
De´monstration. — Soit g ∈ G(F ) et T un sous-tore maximal de G de´fini sur k. Soit L
une extension finie de F , t ∈ T (L) et g1 ∈ Gder(L) tels que g = g1t. Soit Tder = T ∩Gder :
c’est un sous-tore maximal de Gder. Comme H
1(L/F, Tder) = 1, on peut prendre t ∈ T (F )
et g1 ∈ Gder(F ). Soit λ ∈ X∗(T ) et u ∈ T (o) tels que t = ε
λu. Si HG(g) = 0, on a
λ ∈ X∗(Tder) et gK appartient a` l’image de X
Gder → XG. La re´ciproque est e´vidente. 
6.3. Soit P un sous-groupe parabolique de G de´fini sur k. Soit P =MN une de´composition
de Le´vi de´finie sur k. L’injection M(F ) → G(F ) induit une immersion ferme´e XM → XG.
On de´finit une re´traction (non-alge´brique)
πP : X
G → XM
en posant πP (xk) = mM(o) pour tout x ∈ G(F ) qui s’e´crit x = nmk suivant la de´composition
d’Iwasawa G(F ) = N(F )M(F )K.
Soit HP = HM ◦ πP . C’est une application de X
G dans aM . On note encore HP l’appli-
cation de´finie sur G(F ) obtenue par composition avec l’application canonique G(F )→ XG.
Lemme 6.2. —Soit X ∈ aM . La partie H
−1
P (X) de X
G est localement ferme´e. La re´traction
πP induit un morphisme de ind-sche´ma de H
−1
P (X) dans X
M .
De´monstration. — Soit X ∈ aM . Si H
−1
P (X) est vide, il n’y a rien a` prouver. Sinon
il existe g ∈ G(F ) tel que HP (g) = X et par translation a` gauche par g on se rame`ne
au cas ou` X = 0. Soit Pder le groupe de´rive´ de P . On note X
Pder = Pder(F )/Pder(o) la
grassmannienne affine de Pder : c’est un ind-sche´ma, limite inductive de sche´mas de type
fini. Comme le quotient G/Pder est quasi-affine, l’injection canonique Pder → G induit
un plongement localement ferme´ XPder → XG (cf. [5] the´ore`me 4.5.1). D’apre`s le lemme
6.1, l’image de ce plongement est pre´cise´ment H−1P (X). Le groupe Mder(o) ope`re sur le
produit Mder(F ) × N(F )/N(o) par γ.(m,n) = (mγ
−1, γn). La structure naturelle de ind-
sche´ma du “quotient” Mder(F ) ×
Mder(o) N(F )/N(o) (cf. [9] A.3) donne un isomorphisme
de ce quotient sur XPder. Via cet isomorphisme, l’application XPder → XM obtenue par
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composition de πP avec le plongement X
Pder → XG n’est autre que le morphisme canonique
Mder(F )×
Mder(o) N(F )/N(o)→ XM . Cela permet de conclure. 
6.4. Soit T ⊂ G un sous-tore maximal. Soit M ∈ LG(T ) et Σ un e´ventail (G,M)-adapte´
(cf. de´finition 5.2). Soit Y = YΣ la varie´te´ torique associe´e. Pour tout x ∈ G(F ), la famille
H(x) obtenue par projection sur aGT (paralle`lement a` aG) de la famille (HP (x))P∈P(M) est
une famille (G,M)-orthogonale positive (cf. [1] lemme 3.6). En utilisant la de´finition (5.9),
on obtient un e´le´ment de Div bT (Y )
(6.1) DGM(x) = D
G,Σ
M (x) = D
Σ
H(x).
Pour Q ∈ F(M) et P ∈ P(M) tels que P ⊂ Q, l’e´le´ment HQ(x) est la projection de HP (x)
sur aGMQ paralle`lement a` a
MQ
T ⊕ aG. On obtient alors l’expression suivante
(6.2) DGM(x) =
∑
σ∈Σ(1)
̟σ(x)Dσ
ou` l’on a pose´
̟σ(x) = ̟σ(HQσ(x))
et ou` la famille (Qσ)σ∈Σ(1) ve´rifie les conditions qui suivent (5.9).
On remarque que l’application x 7→ DGM(x) est invariante a` droite par K et a` gauche
par T ainsi que par S(F ) ou` S est le sous-tore de T de´fini au §5.2.
De´finition 6.3. — Soit D ∈ Div bT (YΣ). La grassmannienne affine tronque´e par le diviseur
D est de´finie par
XG(D) = XG(Σ, D) = {x ∈ XG | DGM(x) 6 D}.
Proposition 6.4. — Pour tout D ∈ Div bT (YΣ), la grassmannienne affine tronque´e XG(D)
est un sous-ind-sche´ma ferme´ de XG.
De´monstration. — Pour tout σ ∈ Σ(1), soit Pσ un sous-groupe parabolique tel que
σ ⊂ aG,+Pσ +a
∗
G ; cela existe puisque Σ est (G,M)-adapte´. Par conse´quent ̟σ est un caracte`re
de MPσ qui est Pσ-dominant. Soit (ρσ, Vσ) une repre´sentation alge´brique de G sur le k-
espace vectoriel de dimension finie Vσ de plus haut poids ̟σ (relatif a` l’ordre de´fini par
Pσ). Soit vσ ∈ Vσ un vecteur de plus haut poids ̟σ. Notons que si x ∈ G(F ) s’e´crit
x = nmk suivant la de´composition d’Iwasawa NPσMPσK on a
(6.3) ρ(x−1)vσ = ρ(k)
−1(̟σ(m)
−1vσ).
On pose alors (ρ, V ) =
⊕
σ∈Σ(1)(ρσ, Vσ). On de´finit V (F ) = V ⊗k F et V (o) = V ⊗k o.
Notons que V (o) est stable par K. On associe au diviseur D =
∑
σ∈Σ(1) nσDσ un vecteur
v ∈ V (F ) de´fini par
v =
⊕
σ∈Σ(1)
εnσvσ.
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Conside´rons alors la fibre de Springer affine “ge´ne´ralise´e”
XGv = {x ∈ G(F )/K|ρ(x)
−1v ∈ V (o)}.
On voit que c’est un sous-ind-sche´ma ferme´ de XG. Comme V (o) est stable par K, il re´sulte
de la ligne (6.3) que XG(D) = XGv . Cela donne le re´sultat. 
6.5. On continue avec les hypothe`se du paragraphe pre´ce´dent. Soit H un groupe re´ductif
connexe de´fini sur F de sorte que son groupe dual Ĥ s’identifie a` un sous-groupe ferme´
de Ĝ qui contient T̂ . Le groupe M̂ ∩ Ĥ est un sous-groupe de Le´vi de Ĥ qui contient T̂ .
Dualement, on obtient un sous-groupe de Le´vi MH de H .
Proposition 6.5. — L’e´ventail ΣGM de´fini en (5.7) est (H,MH)-adapte´.
De´monstration. — Soit σ ∈ ΣGM . Alors σ = a
G,+
P pour un sous-groupe parabolique P ∈
FG(M). Dualement, on a un sous-groupe parabolique P̂ ∈ F
bG(M̂). Soit PH ∈ FH(MH)
de´fini dualement par P̂H = P̂ ∩ Ĥ . Soit χ ∈ a
G,+
P . E´crivons χ = χ
H + χH suivant a
∗
T =
aH,∗T + a
∗
H . Toute racine α ∈ Φ
PH ve´rifie χ(α∨) = χH(α∨) et donc χH ∈ aH,+PH . Il s’ensuit
que aG,+P ⊂ a
H,+
PH
+ a∗H d’ou` le lemme. 
Soit L ∈ LG et R = M ∩ L ∈ LL. La proposition pre´ce´dente implique que l’e´ventail
ΣGM est (L,R)-adapte´. On peut donc conside´rer la grassmannienne affine tronque´e X
L(D)
mais on peut aussi regarder l’intersection de XG(D) avec XL ⊂ XG. Cela revient au meˆme.
Proposition 6.6. — Pour tout x ∈ L(F ), on a
DLR(x) = D
G
M(x).
Pour tout D ∈ Div bT (YΣ),
XL(D) = XG(D) ∩ XL.
De´monstration. — Soit σ ∈ Σ(1) et P ∈ FG(M) tels que σ ⊂ aG,+P + a
∗
G. Il re´sulte de
la preuve de la proposition 6.5 que
aG,+P ⊂ a
L,+
Q + a
∗
L
ou` Q ∈ FL(R) est de´fini par Q = P ∩ L. Il s’agit donc simplement de ve´rifier que pour
tout x ∈ L(F )
(6.4) ̟σ(HP (x)) = ̟σ(HQ(x)).
Or un tel x s’e´crit nmk suivant la de´composition d’Iwasawa L(F ) = NQ(F )MQ(F )(K ∩
L). Comme NQ ⊂ NP , on a les e´galite´s HP (x) = HMP (m) et HQ(x) = HMQ(m). Le
caracte`re ̟σ est naturellement un caracte`re de MP , donc de MQ, puisque ̟σ ∈ a
∗
MP
. Il
re´sulte alors de la de´finition des fonctions H que ̟σ(HMP (m)) = ̟σ(HMQ(m)), d’ou` (6.4).
Cela de´montre la premie`re e´galite´ de la proposition. Le seconde en est une conse´quence
imme´diate. 
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7 Les orbites de T dans la grassmannienne affine
7.1. Soit G un groupe re´ductif connexe de´fini sur k et T un sous-tore maximal. Le tore
T agit par translation a` gauche sur la grassmannienne affine XG. L’appartement associe´
a` T dans l’immeuble de Bruhat-Tits de G(F ) est un espace affine sous l’action de aT .
On choisit comme origine le sommet hyperspe´cial dont K est le fixateur dans G(F ) et on
identifie dans la suite cet appartement et aT . Soit x0 un point ge´ne´ral dans une alcoˆve de
sommet 0. Le fixateur de x0 dans G(F ) est alors un sous-groupe d’Iwahori de G(F ) note´
I. Pour tout λ ∈ X∗(T ), soit Cλ la cellule de Bruhat de´finie par
(7.1) Cλ = Iε
λK.
La de´composition de Bruhat donne la partition suivante de la grassmannienne affine XG
XG =
⋃
λ∈X∗(T )
IελK.
Notons que les cellules de Bruhat sont stables par T .
Les sous-groupes de Moy-Prasad Gx0,r (cf. [20]), pour r ∈ R+, forment une filtra-
tion de´croissante de I. Soit (ri)i∈N la suite croissante des indices r pour lesquels le terme
Gx0,r/Gx0,r+ du gradue´ associe´ est non trivial. Pour tout i ∈ N, soit Ii = Gx0,ri. En par-
ticulier I0 = I. Pour tout λ ∈ X∗(T ), soit Kλ = ε
λKε−λ. Pour tout entier i, le tore T
agit par conjugaison sur les groupes Ii et Ii ∩Kλ ; il agit donc sur le quotient Ii/Ii ∩Kλ.
L’isomorphisme e´vident I1/I1 ∩Kλ → Cλ est T -e´quivariant.
Lemme 7.1. — Soit i ∈ N∗ et x ∈ Ii/Ii ∩Kλ. Soit A un sous-tore du stabilisateur de x
dans T et M = ZG(A)
0. Alors x appartient a` l’image de
(M(F ) ∩ Ii)Ii+1(Ii ∩Kλ).
De´monstration. — Soit g(i) le k-espace vectoriel de´fini par
g(i) = ⊕ gαε
m
ou` (α,m) parcourt les couples de X∗(T ) × Z qui ve´rifient α(x0) + m = ri et ou` gα est
l’espace propre de T dans g associe´ a` α. On a un isomorphisme T -e´quivariant
(7.2) Ii/Ii+1 → g(i).
L’image de (Ii ∩Kλ)Ii+1 par cette application est le sous-k-espace vectoriel
g(i, λ) = ⊕ gαε
m,
ou` (α,m) parcourt le meˆme ensemble que ci-dessus avec en sus la condition α(λ)+m > 0.
Relevons x en un e´le´ment de Ii/Ii+1, par abus encore note´ x. Soit v ∈ g(i) l’image de x
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par (7.2). Soit t ∈ T . Par de´finition t stabilise x si txt−1 ∈ (Ii ∩Kλ)Ii+1 ce qui se traduit
par la condition Ad(t)(v)− v ∈ g(i, λ).
Soit v =
∑
vα,m la de´composition de v suivant g(i) = ⊕gαε
m. Soit (α,m) tel que vα,m
soit non nul et n’appartienne pas a` g(i, λ). Pour tout t ∈ T , on a
Ad(t)(vα,m)− vα,m = (α(t)− 1)vα,m.
Si t stabilise x cet e´le´ment doit eˆtre dans g(i, λ). Cela n’est possible que si α(t) vaut 1. On
en de´duit que α doit eˆtre une racine de T dans M et qu’on a v ∈ (m ∩ g(i)) + g(i, λ). On
conclut alors aise´ment. 
7.2. Pour tout entier r, on note XGr la re´union des orbites de dimension r de T dans X
G.
Le rang semi-simple d’un sous-groupe de Le´vi M ∈ LG(T ) est par de´finition le rang du
tore T/ZM . On note L
G
r (T ) ⊂ L
G(T ) le sous-ensemble des sous-groupes de Le´vi de rang
semi-simple r.
The´ore`me 7.2. — Pour tout r ∈ N, on a la re´union disjointe
XGr =
⋃
M∈LGr
XMr .
En particulier, l’ensemble des points fixes de T dans XG est la grassmannienne affine du
tore T . Si r est le rang semi-simple de T , on a
XGr = X
G −
⋃
M∈LG,M 6=G
XM .
De´monstration. — Soit n le rang de T . Commenc¸ons par prouver la premie`re e´galite´.
Seule l’inclusion ⊂ n’est pas e´vidente. Soit λ ∈ X∗(T ) et x ∈ Cλ∩X
G
r . La composante neutre
du stabilisateur de x est un tore A de rang n− r. La composante neutre du centralisateur
de A dans G est un sous-groupe de Le´vi M de rang semi-simple infe´rieur ou e´gal a` r.
Nous allons prouver que x ∈ XM . Rappelons que la cellule Cλ est isomorphe a` I1/I1∩Kλ.
Il suffit donc de prouver que x appartient a` l’image de M(F ) ∩ I1 dans I1/I1 ∩Kλ. On va
prouver par re´currence sur l’entier i que x appartient a` l’image de (M(F ) ∩ I1)Ii(I1 ∩Kλ)
dans I1/I1 ∩Kλ. Cela permettra de conclure puisque pour i assez grand Ii ⊂ I1 ∩Kλ. Le
cas i = 1 amorce la re´currence. Passons ensuite du cas i au cas i+ 1. Soit m ∈M(F ) ∩ I1
et v ∈ Ii tels que l’image de mv dans I1/I1 ∩Kλ soit x. Pour tout t ∈ A, l’e´le´ment x est
fixe par t. Comme t est central dans M , on a tvt−1 ∈ Ii ∩ Kλ. Donc A est un sous-tore
du stabilisateur dans T de l’image de v dans le quotient Ii/Ii ∩Kλ. Le lemme pre´ce´dent
montre que v appartient a` (M(F ) ∩ Ii)Ii+1(Ii ∩Kλ). On en de´duit l’assertion pour i+ 1.
L’action de T sur XM se factorise par le quotient T/ZM . Si le rang semi-simple de M
est strictement infe´rieur a` r, les orbites de T dans XM sont toutes de dimension infe´rieure
strictement a` r. On en de´duit que le rang semi-simple de M est r. D’ou` la premie`re e´galite´.
On ve´rifie avec ce qui pre´ce`de que la re´union est disjointe. Les autres assertions sont alors
e´videntes. 
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8 Fibres de Springer affines tronque´es.
8.1. Soit (G,M, T ) un triplet forme´ de G un groupe re´ductif connexe et de´fini sur k, de
M un sous-groupe de Le´vi de G et de T un sous-tore maximal ve´rifiant T ⊂M ⊂ G. Soit
Σ un e´ventail (G,M)-adapte´, Y = YΣ la varie´te´ torique associe´e et D ∈ Div bT (Y ).
Soit γ ∈ g(F ) un e´le´ment semi-simple et re´gulier. A` la suite de Kazhdan-Lusztig, on
introduit la fibre de Springer affine associe´e a` γ
XGγ = {x ∈ X
G = G(F )/G(o) | Ad(x−1)γ ∈ g(o)}.
De´finition 8.1. — La fibre de Springer affine associe´e a` γ tronque´e par le diviseur D est
de´finie par
XGγ (D) = X
G
γ (Σ, D) = X
G(Σ, D) ∩ XGγ
ou` XG(Σ, D) est la grassmannienne affine tronque´e par D (cf. de´finition 6.3).
On obtient ainsi un sous-ind-sche´ma ferme´ de la grassmannienne affine.
8.2. Soit H un groupe re´ductif connexe de´fini sur k muni d’un plongement de T dans H .
On suppose que le groupe dual Ĝ de G s’identifie a` un sous-groupe re´ductif du dual de Ĥ
qui contient T̂ . On a donc les inclusions ΦG(T ) ⊂ ΦH(T ) et ΦG,∨(T ) ⊂ ΦH,∨(T ).
Soit Σ = ΣHT l’e´ventail de´fini en (5.7) et Y = YΣ la varie´te´ torique associe´e au tore T̂
et a` l’e´ventail Σ. L’e´ventail Σ est (G, T )-adapte´.
Soit γ ∈ g(F ) un e´le´ment semi-simple et re´gulier. Par abus, on note encore G le groupe
re´ductif sur F obtenu par extension des scalaires. Le centralisateur de γ est un sous-tore
maximal Tγ de´fini sur F . Soit Aγ le plus grand sous-F -tore de´ploye´ de Tγ . Quitte a` conju-
guer γ par un e´le´ment de G(k), on peut et on va supposer que Aγ ⊂ T . Le centralisateur
connexe M0 de Aγ dans H est un sous-groupe de Le´vi M0 de H qui contient T . Soit
l’e´ventail Σ′ = ΣHM0 et Y
′ = YΣ′ la varie´te´ torique associe´e.
Soit λ ∈ X∗(T ). On a vu au paragraphe 5.4 comment de´finir une (H, T )-famille
(λB)B∈PH (T ) et une (H,M0)-famille (λP )P∈PH(M0). Soit Dλ = D
Σ
λ ∈ Div bT0(Y ) et D′λ =
DΣ
′
λ ∈ Div bT0(Y ′) les diviseurs qui leur sont associe´s par l’application (5.9).
8.3. Les deux propositions suivantes s’inspirent tre`s fortement du “lemme ge´ome´trique
principal” d’Arthur qui est au cœur du de´veloppement ge´ome´trique de la formule des traces
locale (cf. [3] lemme 4.4 et §5).
Proposition 8.2. — Il existe une constante c > 0 telle que pour tout λ ∈ X∗(T ) tel que
d(λ) > c, on ait
XGγ (Σ, Dλ) = X
G
γ (Σ
′, D′λ).
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Pour tout λ ∈ X∗(T ), soit
λ = λH + λH
la de´composition de λ suivant aT = a
H
T ⊕ aH . On pose
K = G(o).
Proposition 8.3. — Il existe une constante c > 0 qui ve´rifie : pour tout λ ∈ X∗(T ) tel
que d(λ) > c, on a
XGγ (Dλ) = X
G
γ (Σ, Dλ) =
⋃
µ
(
XGγ ∩Kε
µK/K
)
ou` la re´union est prise sur les cocaracte`res µ ∈ X∗(T ) tels que µ
H appartienne au polye`dre
P(Dλ) de´fini au §5.6.
La de´monstration de ces propositions occupe respectivement les paragraphes 8.5 et 8.6.
Elle s’inspire bien e´videmment des travaux d’Arthur mais aussi de la pre´sentation qu’en
a donne´e Kottwitz (cf. [18] et plus particulie`rement le paragraphe 22). Auparavant, nous
aurons besoin de quelques notions auxiliaires.
8.4. Soit V un sche´ma affine de type fini sur F et Z− l’ensemble des entiers relatifs ne´gatifs
ou nuls. Soient v1 et v2 deux applications
V (F )→ Z−.
On dit que v2 domine v1 s’il existe a ∈ N
∗ et b ∈ Z tels que pour tout x ∈ V (F )
av2(x) 6 b+ v1(x).
On dit que v1 et v2 sont e´quivalentes si v1 et v2 se dominent mutuellement.
Soit (f1, . . . , fn) un ensemble fini de ge´ne´rateurs de l’alge`bre des fonctions re´gulie`res
sur V . Pour tout x ∈ V (F ), on pose
v(x) = min(0, val(f1(x)), . . . , val(fn(x))).
On appelle valuation sur V toute application V (F )→ Z− e´quivalente a` v. Cette notion ne
de´pend pas du choix des ge´ne´rateurs f1, . . . , fn.
Lemme 8.4. — Soit vG une valuation sur G(F ). Il existe c1 > 0 tel tout x ∈ G(F ) qui
ve´rifie
Ad(x−1)γ ∈ g(o)
appartient a` l’ensemble
{εχy | χ ∈ X∗(Aγ) et vG(y) > −c1}.
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De´monstration. —Par abus, on ne distingue pas dans les notations un e´le´ment x ∈ G(F )
et ses images dans Tγ(F )\G(F ) et Aγ(F )\G(F ). Soit vg une valuation sur g(F ). Comme
le morphisme Tγ\G → g de´fini par x 7→ Ad(x
−1)γ est une immersion ferme´e, on de´finit
une valuation sur Tγ(F )\G(F ) en posant
vTγ\G(x) = vg(Ad(x
−1)γ)
(cf. [18] proposition 18.1). Comme Aγ est le sous-tore de´ploye´ maximal de Tγ, l’application
vAγ\G de´finie par
vAγ\G(x) = vTγ\G(x) = vg(Ad(x
−1)γ)
est une valuation sur Aγ(F )\G(F ) (cf. [18] corollaire 18.10). Comme Aγ est de´ploye´,
v(x) = max
t∈Aγ(F )
vG(tx)
est aussi une valuation sur Aγ(F )\G(F ) (cf. [18] proposition 18.3)). Comme la valuation
vg est minore´e sur g(o), on en de´duit qu’il existe c > 0 tel que si x ve´rifie
Ad(x−1)γ ∈ g(o)
alors x appartient a` l’ensemble
{ty | t ∈ Aγ(F ) et vG(y) > −c}.
Pour conclure, il suffit de remarquer que Aγ(F ) = ε
X∗(Aγ)Aγ(o) et qu’il existe c > 0 tel que
t ∈ Aγ(o) et vG(y) > −c implique vG(ty) > −c1. 
Pour tout P ∈ FH(T ), soit PG ∈ F
G(T ) de´fini par
(8.1) ΦPG = {α ∈ ΦP | α∨ ∈ ΦG,∨}.
Pour tout M ∈ LH(T ) et tout x ∈ G(F ), la famille (HPG(x))P∈PH(M) est une (H,M)-
famille.
On choisit un produit scalaire sur aT invariant par le groupe de Weyl W
H(T ). On note
‖ · ‖ la norme euclidienne associe´e sur aT . Ce produit scalaire sur aT permet d’identifier a
∗
T
a` aT . De cette manie`re, a
∗
T est aussi muni de la norme euclidienne ‖ · ‖.
Lemme 8.5. — Soit vG une valuation sur G(F ). Pour tout c1 > 0, il existe c2 > 0 et c3 > 0
tels que pour tout y et tout P ∈ FH(T ) l’assertion suivante soit vraie : si vG(y) > −c1
alors la de´composition d’Iwasawa
y = nmk
suivant G(F ) = NPG(F )MPG(F )K ve´rifie
1. ‖ν‖ 6 c2 pour tout ν ∈ X∗(T ) tel que
m ∈ (K ∩MPG(F ))ε
ν(K ∩MPG(F )) ;
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2. Pour tout χ ∈ X∗(T ) tel que α(χ) > c3 pour tout α ∈ Φ
NP , on a
εχnε−χ ∈ K.
De´monstration. —Comme P est isomorphe comme sche´ma au produitN×M , il est clair
que les valuations vN (n) et vM (m) sont minore´es pour tous n ∈ N(F ) et m ∈M(F ) pour
lesquels il existe k ∈ K tel que vG(nmk) > −c1. L’assertion 2 s’en de´duit imme´diatement.
Soit X0 une base du Z-module X
∗(T ). Pour tout ν ∈ X∗(T ) dominant (pour un certain
sous-groupe de Borel de M), on pose
v(k1ε
νk2) = min
χ∈X0
(0, χ(ν))
pour tout k1, k2 ∈ K ∩MPG(F ). Alors v est une valuation sur M(F ) ([18] lemme 18.11).
L’assertion 1 s’en de´duit.

8.5. De´monstration de la proposition 8.2. — Soit vG une valuation sur G(F ) et
c1 > 0 qui ve´rifie les conditions du lemme 8.4. On en de´duit une constante c2 qui ve´rifie
les conditions du lemme 8.5.
Montrons alors que la proposition 8.2 vaut pour la constante
c = c2 max
α∈ΦH
(‖α‖).
Soit λ ∈ X∗(T ) tel que d(λ) > c. Il s’agit de montrer l’inclusion
XGγ (Σ
′, D′λ) ⊂ X
G
γ (Σ, Dλ)
car l’inclusion inverse est triviale.
Soit x ∈ G(F ) dont la classe modulo K appartient a` XGγ (Σ
′, D′λ). D’apre`s le lemme 8.4
ci-dessus,
x = εχy
avec
χ ∈ X∗(Aγ) et vG(y) > −c1.
D’apre`s l’assertion 1 du lemme 8.5, pour tous B ∈ PH(T ) et α ∈ ∆B on a
α(HBG(y)) 6 ‖α‖c2 6 c.
Comme d(λ) > c, la (H, T )-famille (λB − HBG(y))B∈PH (T ) est tre`s positive. Soit D le
diviseur sur Y qui lui est associe´ par l’application (5.9). Il re´sulte des lemmes 5.4 et 5.5
que le projete´ χH de χ sur aHT appartient a` P(D) si et seulement la classe xK appartient
a` XGγ (Σ, Dλ).
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Soit P0 ∈ P
H(M0) tel que χ soit P0-dominant (i.e. pour tout α ∈ Φ
P0 , α(χ) > 0). Soit
B ∈ PH(T ) tel que B ⊂ P0. Soit P le sous-groupe parabolique qui contient P0 et qui admet
comme facteur de Le´vi M de´fini par
∆M∩B = {α ∈ ∆B | α(χ) = 0}.
Comme la famille (λB′ − HB′
G
(y))B′∈PH(T ) est tre`s positive et que χ est B-dominant, on
sait (cf. [3] lemme 3.1) que χH appartient a` P(D) si et seulement si
(8.2) ̟σ(χ) 6 ̟σ(λB −HBG(y))
pour tout σ ∈ Σ(1), σ ⊂ aH,+B .
Puisque xK appartient a` XGγ (Σ
′, D′λ), on sait que l’ine´galite´ (8.2) vaut pour les rayons
σ ∈ Σ(1) tels que σ ⊂ aH,+P0 . Comme a
H,+
P ⊂ a
H,+
P0
, il reste a` prouver l’ine´galite´ (8.2) pour
les rayons σ ∈ Σ(1) tels que σ ⊂ aH,+B et σ 6⊂ a
H,+
P . Or ces rayons correspondent aux racines
dans ∆M∩B (cf. la discussion du §5.3). D’apre`s un lemme de Langlands (cf. [1] corollaire
2.2), ces ine´galite´s re´sultent du fait que pour tout α ∈ ∆M∩B on a
(8.3) α(χ) 6 α(λB −HBG(y))
Cette dernie`re ine´galite´ est vraie puisque la famille (λB′−HB′
G
(y))B′∈PH (T ) est tre`s positive
et que α(χ) = 0 pour de tels α.
8.6. De´monstration de la proposition 8.3. — Soit vG une valuation sur G(F ) et
c1 > 0 qui ve´rifie les conditions du lemme 8.4. On en de´duit des constantes positives c2 et
c3 qui ve´rifie les conditions du lemme 8.5.
Pour toute base de ΦH , soit N la somme des coefficients des racines positives e´crites
dans cette base. Cet entier ne de´pend du choix de la base. On pose
c4 = max
α∈ΦH
(‖α‖)c2 + c3
et
c = Nc4 + max
α∈ΦH
(‖α‖)c2.
Montrons alors que la proposition 8.3 vaut pour la constante c. Soit λ ∈ X∗(T ) tel que
d(λ) > c et x ∈ G(F ) tel que xK ∈ XGγ . Comme pre´ce´demment on e´crit
x = εχy
avec
χ ∈ X∗(Aγ) et vG(y) > −c1.
Soit B ∈ PH(T ) tel que χ soit B-dominant. Alors xK ∈ XGγ (Dλ) si et seulement si les
ine´galite´s (8.2) sont vraies pour tout σ ∈ Σ(1), σ ⊂ aH,+B . Soit P ∈ F
H(T ) qui contient B
et de Le´vi M =MP de´fini par
∆M∩B = {α ∈ ∆B | α(χ) 6 c4}.
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En utilisant l’assertion 1 du lemme 8.5, on voit que l’ine´galite´ (8.3) vaut pour tout α ∈
∆M∩B. D’apre`s le lemme de Langlands de´ja` cite´ (cf. [1] corollaire 2.2), l’ine´galite´ (8.2) vaut
pour les coˆnes σ associe´s aux e´le´ments de ∆M∩B. On vient de prouver que xK ∈ X
G
γ (Dλ)
si et seulement si
(8.4) ̟σ(χ) 6 ̟σ(λB −HBG(y))
vaut pour tout σ ∈ Σ(1), σ ⊂ aG,+P . On a donc le lemme :
Lemme 8.6. — La classe xK appartient a` XGγ (Dλ) si et seulement si
(8.5) ̟σ(HPG(x)) 6 ̟σ(λP ).
pour tout rayon σ ∈ Σ(1), σ ⊂ aG,+P .
E´crivons
(8.6) y = nmk
suivant la de´composition d’Iwasawa G(F ) = NPG(F )MPG(F )K. La de´composition de Car-
tan de M(F ) donne l’e´criture
(8.7) m = k1ε
νk2
ou` k1 et k2 appartiennent a` K
M = K ∩MPG(F ) et ν ∈ X∗(T ) est MPG ∩ BG-dominant.
Soit µ ∈ X∗(T ) l’unique cocaracte`re MPG ∩BG-dominant qui ve´rifie
(8.8) εχk1ε
νk2 ∈ K
MεµKM .
On a alors
(8.9) ‖χ− µ‖ 6 ‖ν‖ 6 c2.
La premie`re ine´galite´ est une conse´quence du lemme 21.2 de [18] et la seconde provient de
l’assertion 1 du lemme 8.5.
Lemme 8.7. — Pour tout α ∈ ΦNP , on a
(8.10) α(µ) > 0.
De´monstration. — Une racine dans NP s’e´crit
α =
∑
β∈∆B
nββ,
ou` les entiers nβ sont tous positifs et il existe γ ∈ ∆B −∆M∩B tel que nγ > 0. Puisque χ
est B-dominant, l’ine´galite´
α(χ) > γ(χ) > c4
34
vaut pour tout racine α ∈ ΦNP . En combinant avec la majoration (8.9), on obtient
α(µ) = α(χ) + α(χ− µ) > c4 − ‖α‖‖ν‖ > c4 − c2 max
α∈ΦH
(‖α‖) > 0.

Soit w ∈ WM(T ) qui envoie ∆M∩B dans l’ensemble {α ∈ Φ
H | α(µ) > 0}. Soit B′ le
sous-groupe de Borel wB. Il re´sulte de l’ine´galite´ (8.10) que µ est B′-dominant. Donc µH
appartient a` P(Dλ) si et seulement pour tout σ ∈ Σ(1) tel que σ ⊂ a
H,+
B′ on a
(8.11) ̟σ(µ) 6 ̟σ(λB′).
Toute racine α ∈ ΦM ve´rifie la majoration grossie`re
α(χ) 6 Nc4.
En utilisant cette majoration et l’ine´galite´ (8.9), on obtient pour tout α ∈ w∆M∩B la
majoration
α(µ) 6 α(χ) + α(µ− χ) 6 Nc4 + max
α∈ΦH
(‖α‖)c2 6 c.
Or λ ve´rifie d(λ) > c. On a donc
α(µ) 6 α(λB′).
D’apre`s le lemme de Langlands de´ja` cite´, on a donc l’ine´galite´ (8.11) pour les coˆnes σ ∈ Σ(1)
tels que σ ⊂ aH,+B′ et σ 6⊂ a
H,+
P .
Lemme 8.8. — Soit µ1 ∈ X∗(T ) tel que
xK ∈ XGγ ∩Kε
µ1K/K.
Le projete´ µH1 appartient a` P(Dλ) si et seulement si
(8.12) ̟σ(µ) 6 ̟σ(λP ).
pour tout σ ∈ Σ(1) tel que σ ⊂ aH,+P .
De´monstration. — D’apre`s l’assertion 2 du lemme 8.5 et les e´galite´s (8.6), (8.7) et (8.8),
on a
x = εχy = εχnmk = εχnε−χεχk1ε
νk2k ∈ Kε
µK.
Donc si x ∈ Kεµ1K avec µ1 ∈ X∗(T ) alors µ1 est conjugue´ a` µ par un e´le´ment de W
G(T ).
Par conse´quent, µH1 ∈ P(Dλ) si et seulement si µ
H ∈ P(Dλ). Or on vient de voir que µ
H
appartient a` P(Dλ) si et seulement si l’ine´galite´ (8.11) vaut pour les rayons σ ∈ Σ(1) tels
que σ ⊂ aH,+P . Pour de tels rayons, l’ine´galite´ (8.11) se re´crit comme en (8.12). 
On peut maintenant donner la preuve de la proposition 8.3. D’apre`s (8.6), (8.7) et (8.8),
on a
HPG(x) = HPG(ε
χm) = HPG(ε
µ).
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Donc, pour tout rayon σ ∈ Σ(1) tel que σ ⊂ aH,+P on a
̟σ(µ) = ̟σ(HPG(x)).
La proposition 8.3 re´sulte alors des lemmes 8.6 et 8.8.
8.7. Pour tout entier N , soit N[ 1
N
] ⊂ Q le sous-mono¨ıde additif engendre´ par 1
N
. Soit
M ⊂ L deux sous-groupes de Le´vi dans LH(T ). Soit B un sous-groupe de Borel de H qui
contient T et P un sous-groupe parabolique qui contient B tels que MP = M . Soit p
L
M la
projection sur aLM relativement a` la de´composition
aT = a
M
T ⊕ a
L
M ⊕ aL.
Soit ∆∨B l’ensemble des coracines simples de T dans B et ∆
∨
P = ∆
∨
B ∩ Φ
NP ,∨. Soit AM le
tore de´ploye´ central maximal deM . Le groupe des cocaracte`res X∗(AM ∩Lder) et le projete´
pLM(∆
∨
P ) forment deux parties ge´ne´ratrices de a
L
M . Il existe donc des entiers N0, N et N
′ et
une constante c0 > 0 tels que les assertions suivantes soient vraies.
1. on a les inclusions
(8.13) pLM(X∗(T )) ⊂ Z[
1
N ′
]X∗(AM ∩ Lder) ⊂ Z[
1
N
]pLM(∆
∨
P ) ;
2. la boule dans aT de centre 0 et de rayon c0 contient une base du Z-module
X∗(AMQ ∩ Lder) ;
3. pour tout x ∈ aT tel que ‖x‖ 6 c0 dim(aT ), la de´composition
pLM(x) =
∑
α∈∆∨
P
mα p
L
M(α
∨)
ve´rifie
(8.14) mα 6 N0.
Soit N0, N , N
′ et c0 > 0 qui ve´rifient les assertions 1 a` 3 pour tous les sous-groupes
M , L, B et P comme ci-dessus. Soit B0 ∈ P
H(T ) un sous-groupe de Borel et
(8.15) λ0 = N0
∑
α∈Φ
NB0
α∨.
8.8. Soit
n : ΦH → N[
1
N
]
une application. SoitM ∈ LH(T ). Pour toute famille (H,M)-orthogonale µ, on de´finit une
famille µn = (µn,P )P∈PH(M) par
µn,P = µP + p
H
M(
∑
α∈ΦNP
nαα
∨).
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La famille µn est une famille (H,M)-orthogonale. En outre, on a l’ine´galite´
(8.16) δ(µn) > δ(µ).
8.9. Purete´ des fibres de Springer affines tronque´es dans le cas e´quivalue´. —
Soit (G, T ) forme´ d’un groupe re´ductif connexe G et d’un sous-tore maximal T tous deux
de´finis sur k. Soit γ ∈ g(F ) un e´le´ment semi-simple re´gulier. Soit Tγ le centralisateur de
γ dans G. Soit F1 une extension finie de F qui de´ploie le tore Tγ. Il existe une unique
valuation sur F1 qui induit la valuation val sur F . On la note encore val. A` la suite de
Goresky-Kottwitz-MacPherson [12], on introduit la de´finition suivante.
De´finition 8.9. — On dit que γ est e´quivalue´ s’il existe un rationnel s ∈ Q tel que pour
tout χ ∈ X∗(Tγ) on ait val(χ(γ)) > s et si val(α(γ)) = s pour toute racine α de Tγ dans
G.
On reprend les hypothe`ses et les notations du §8.2. Soit M ∈ LG(T ) le centralisateur
connexe de Aγ dans G.
The´ore`me 8.10. — Soit γ ∈ g(F ) un e´le´ment semi-simple re´gulier et e´quivalue´. Il existe
c > 0 tel que pour tout λ ∈ X∗(T ) qui ve´rifie d(λ) > c et toute application n : Φ
H → N[ 1
N
],
les composantes connexes de la fibre de Springer affine tronque´e XGγ (Σ
′, D′λn) sont des k-
varie´te´s projectives et pures.
Remarque. — Pour la preuve de ce the´ore`me, on fait appel au the´ore`me 1.1 de [12]. Pour
que ce dernier soit valable, il faut que la caracte´ristique de k soit assez grande (pour une
borne pre´cise, cf. ibid.).
De´monstration. — En raisonnant par re´currence, on suppose que le the´ore`me vaut pour
une constante c1, tout entier N qui ve´rifie (8.13) et tout sous-groupe de Le´vi propre L de H
qui contient M0. Le cas L = M0 amorce la re´currence. En effet, dans cette situation, il n’y
a pas de diffe´rence entre une fibre tronque´e et la fibre de Springer affine non tronque´e XM0γ .
D’apre`s Kazhdan-Lusztig (cf. [14] proposition 1), on sait que XM0γ est une varie´te´ projective.
Le re´sultat de purete´ est duˆ a` Goresky-Kottwitz-MacPherson (cf. [12], corollaire 1.3).
On raisonne ensuite par re´currence sur l’entier |n| = N
∑
α∈ΦH nα.
Le cas |n| = 0 de´bute la re´currence. D’apre`s Goresky-Kottwitz-MacPherson, il existe
un sous-groupe parahorique, disons J , tel que toute intersection d’une J-orbite dans la
Grassmannienne affine XG avec la fibre de Springer affine XGγ soit pure (cf. [12], the´ore`me
1.1). Ce sous-groupe parahorique J est le fixateur d’un certain point de “l’appartement”
aT . Il re´sulte de la construction de ce point (cf. [12], §5.3, 5.4) qu’on peut le supposer dans
aT∩Mder. Il existe donc m ∈ NormMder(F )(T ) tel que mJm
−1 ⊂ K. La translation a` gauche
par m envoie XGγ (Σ
′, D′λ) sur X
G
γ′(Σ
′, D′λ) avec γ
′ = Ad(m)γ. Soit c2 une constante qui
ve´rifie les conclusions des propositions 8.2 et 8.3 pour γ′. Alors pour tout λ ∈ X∗(T ) tel
que d(λ) > c2, on a
XGγ′(Σ
′, D′λ) = X
G
γ′(Σ, Dλ).
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D’apre`s la proposition 8.3, la fibre tronque´e XGγ′(Σ
′, D′λ) est une re´union de K-orbites dans
la grassmannienne affine XG intersecte´e avec la fibre de Springer affine XGγ′. Par conse´quent,
la fibre tronque´e XGγ (Σ
′, D′λ) est une re´union de J-orbites dans X
G intersecte´es avec XGγ .
Les parties de XG ou` la fonction HG est constante sont ouvertes et ferme´es. L’intersection
d’une telle partie avec XGγ (Σ
′, D′λ) est une re´union finie de J-orbites dans X
G intersecte´es
avec XGγ . C’est donc un sche´ma projectif qui est pur puisque pave´ par les intersections
(pures) des J-orbites dans XG avec XGγ .
De´sormais, on omet le symbole Σ′ dans les notations. Rappelons qu’on a de´fini en (8.15)
un cocaracte`re λ0. On pose
(8.17) c3 = ‖λ0‖ max
α∈ΦH
‖α‖.
Soit c4 > 0 tel que tout x ∈ G(F ) qui ve´rifie xK ∈ X
G
γ s’e´crive
(8.18) x = εχy
avec χ ∈ X∗(T ) et y ∈ G(F ) tel que vG(y) > −c4. Soit c5 qui ve´rifie l’assertion 1 du lemme
8.5 pour tout y tel que vG(y) > −c4. Posons
(8.19) c = max(c1, c2, c5 max
α∈ΦH
‖α‖) + c3.
Montrons par re´currence que le the´ore`me vaut pour la constante c et toute application
n : ΦH → N[
1
N
].
On a de´ja` vu le cas |n| = 0. Soit n tel que le the´ore`me vaut pour c et n. Soit α ∈ ΦH et n′
l’application de ΦH dans N[ 1
N
] de´finie par
n′β =
{
nβ si β 6= α ;
nβ +
1
N
si β = α.
On va montrer que le the´ore`me vaut alors pour c et n′. Si α ∈ ΦM0 , on a λn = λn′ et
le re´sultat est acquis. On suppose de´sormais α /∈ ΦM0 . Soit λ ∈ X∗(T ) tel que d(λ) > c.
Soit x ∈ XGγ , χ et y donne´s par (8.18). La famille µ de´finie pour tout P ∈ P
H(M0) par
µP = λP − HPG(y) est une (H,M0)-famille positive — ou` le sous-groupe parabolique PG
est de´fini en (8.1)—. Il en est donc de meˆme de la famille µn. Il re´sulte des lemmes 5.4 et
5.5 et que x appartient a` la diffe´rence
XGγ (D
′
λn′
)− XGγ (D
′
λn)
si et seulement si le projete´ pGM0(χ) appartient a` la diffe´rence
P(D′µn′ )−P(D
′
µn).
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Si cette dernie`re condition vaut alors il existe Q ∈ FH(M0) un sous-groupe parabolique
maximal propre tel que α ∈ ΦNQ et
̟Q(λn,Q −HQG(y)) < ̟Q(χ) 6 ̟Q(λn′,Q −HQG(y))
soit encore
(8.20) 0 < ̟Q(χ− λn,Q +HQG(y)) 6
1
N
̟Q(α
∨).
D’apre`s l’inclusion (8.13), il existe un entier i tel que
̟Q(χ− λn,Q +HQG(y)) =
i
N
̟Q(α
∨)
et l’ine´galite´ (8.20) est e´quivalente a` l’e´galite´
̟Q(χ) = ̟Q(λn′,Q −HQG(y)).
Chaque sous-groupe parabolique Q ∈ FH(M0) de´finit une face fQ du polygone P(D
′
µn′
) et
on obtient ainsi une bijection croissante entre FH(M0) et l’ensemble des faces de P(D
′
µn′
).
Les calculs pre´ce´dents montrent que x appartient a` la diffe´rence
(8.21) XGγ (D
′
λn′
)− XGγ (D
′
λn)
si et seulement si le projete´ pGM0(χ) appartient a` une face fQ telle que α ∈ Φ
NQ . On peut
donc e´crire
XGγ (D
′
λn′
)− XGγ (D
′
λn) =
⋃
{Q∈FH (M0) | α∈Φ
NQ}
XGγ (fQ)
ou` l’on pose´
XGγ (fQ) = {x ∈ X
G
γ | p
H
M0(χ) ∈ fQ}.
Les fibres de l’application HG de´finissent des parties ouvertes et ferme´es de la grassman-
nienne affine XG. L’intersection d’une telle fibre H−1G (X0) avec X
G
γ (D
′
λn′
) de´finit un sche´ma
projectif. Il s’agit de voir que ce sche´ma est pur. Comme on raisonne par re´currence, le
re´sultat est connu pour XGγ (D
′
λn
) ∩H−1G (X0) et il suffit d’analyser la diffe´rence
(8.22)
⋃
{Q∈FH(M0) | α∈Φ
NQ}
XGγ (fQ) ∩H
−1
G (X0).
On ve´rifie que XGγ (fQ) est un ouvert de la diffe´rence (8.21). De plus, une intersection
quelconque de tels ouverts est soit vide soit de la forme XGγ (fQ). Il en re´sulte que X
G
γ (fQ)∩
H−1G (X0) est un ouvert de (8.22) et qu’une intersection de tels ouverts est soit vide soit
de la forme XGγ (fQ) ∩ H
−1
G (X0). Par conse´quent, la purete´ des ouverts X
G
γ (fQ) ∩ H
−1
G (X0)
entraˆıne celle de (8.22) et par re´currence celle de XGγ (D
′
λn′
) ∩H−1G (X0).
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Soit Q ∈ FH(M0) tel que α ∈ Φ
NQ et X0 ∈ aG. Nous allons prouver la purete´ de
XGγ (fQ) ∩H
−1
G (X0). Commenc¸ons par un lemme.
Lemme 8.11. —Soit X0 ∈ aG tel que l’intersection
XGγ (fQ) ∩H
−1
G (X0)
soit non vide. L’application HQG ne prend qu’un nombre fini de valeurs sur cette intersec-
tion.
De´monstration. — Soit x ∈ XGγ (fQ)∩H
−1
G (X0). Puisque x ∈ X
G
γ (fQ) , il existe X1 ∈ aH ,
X2 ∈ a
M0
T et une famille (xP )P∈PH(M0),P⊂Q de re´els positifs de somme e´gale a` 1 tels que
(8.23)
∑
P∈PH(M0),P⊂Q
xPHPG(x) =
∑
P∈PH(M0),P⊂Q
xP λn′,P +X1 +X2.
Soit pMQG le projecteur sur aMQG parralle`lement a` a
MQG
T . En appliquant pMQG l’e´galite´
ci-dessus, on trouve
HQG(x) = pMQG (
∑
P∈PH(M0),P⊂Q
xP λn′,P ) +X1
puisque X2 ∈ a
M0
T ⊂ a
M
T ⊂ a
MQG
T et X1 ∈ aH ⊂ aG ⊂ aMQG . En projetant sur aG, on
obtient
X0 = pG(
∑
P∈PH(M0),P⊂Q
xP λn′,P ) +X1
et l’on voit que X1 est astreint a` eˆtre dans un compact. Par conse´quent, HQG(x), qui est
a` valeurs dans un ensemble discret, ne peut prendre qu’un nombre fini de valeurs. 
Notons {X1, . . . , Xi} l’ensemble fini des valeurs de HQG sur X
G
γ (fQ)∩H
−1
G (X0). Quitte a`
changer l’indexation, on peut supposer que l’adhe´rence de XGγ (fQ)∩H
−1
QG
(Xj) dans X
G
γ (fQ)∩
H−1G (X0) est incluse dans ⋃
16p6j
XGγ (fQ) ∩H
−1
QG
(Xp).
Si chaque intersection XGγ (fQ) ∩ H
−1
QG
(Xp) est pure, on voit, par re´currence sur j, que la
re´union ci-dessus est pure. En particulier pour j = i, on obtient que XGγ (fQ)∩H
−1
G (X0) est
pure.
On est donc ramene´ a` prouver la purete´ de toute fibre de l’application HQG intersecte´e
avec XGγ (fQ).
Introduisons l’e´ventail Σ
MQ
M0
et la varie´te´ torique Y
MQ
M0
associe´e. L’application P 7→ P∩M
de´finit une bijection de l’ensemble des sous-groupes paraboliques P ∈ PH(M0) tels que
P ⊂ Q sur PMQ(M0). On de´finit donc une (MQ,M0)-famille ν en posant
νP∩MQ = p
MQ
M0
(λn′,P ).
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Soit Dν le diviseur sur Y
MQ
M0
associe´ a` ν.
Lemme 8.12. — L’hypothe`se de re´currence entraˆıne que les composantes connexes de la
fibre de Springer affine tronque´e X
MQG
γ (Σ
MQ
M0
, Dν) sont des varie´te´s projectives et pures.
De´monstration. — D’apre`s les assertions 1 et 2 du paragraphe 8.7, on peut e´crire
p
MQ
M0
(
∑
β∈Φ
NQ
nαβ
∨) = χ1 + χ2
avec χ1 ∈ Z[
1
N ′
]X∗(AMQ ∩ Lder) et χ2 ∈ X∗(AMQ ∩ Lder) tels que ‖χ1‖ 6 c0 dim(aT ).
Soit P ∈ PH(M0) tel que P ⊂ Q et P
′ = P ∩MQ. On a
νP ′ = p
MQ
M0
(λP +
∑
β∈ΦNP
n′ββ
∨)
= p
MQ
M0
(λP +
∑
β∈ΦNP ′
n′ββ
∨) + χ1 + χ2(8.24)
En utilisant la translation a` gauche par εχ2 sur X
MQG
γ , on voit qu’il suffit de conside´rer le
cas ou` χ2 = 0, cas que nous conside´rons de´sormais.
Quitte a` changer λ dans son orbite sous le groupe de Weyl WH(T ), on peut et on va
supposer que λ ∈ c+B0 + aG (cf. §5.4), ou` B0 est le sous-groupe de Borel qui intervient dans
la de´finition (8.15) de λ0. En utilisant la de´finition (8.19) de c et l’ine´galite´ d(λ) > c, on
voit
λ− λ0 ∈ c
+
B0
+ aG.
On en de´duit plus ge´ne´ralement que pour tout sous-groupe de Borel B ∈ PH(T ) on a
λB = (λ− λ0)B +N0
∑
β∈ΦNB
β∨.
Pour tout λ ∈ X∗(T ), on note λ
MQ = (λ
MQ
R )R∈PMQ(M0) la famille (MQ,M0)-orthogonale
de´finie comme au §5.4. Soit B ⊂ P . On observe
p
MQ
M0
(
∑
β∈ΦNB
β∨) =
∑
β∈ΦNP ′
β∨
En reprenant la ligne (8.24), on peut e´crire
νP ′ = (λ− λ0)
MQ
P ′ + p
MQ
M0
(
∑
β∈ΦNP ′
(N0 + n
′
β)β
∨) + χ1.
Soit ∆P ′ = ∆B ∩ Φ
NP ′ . D’apre`s (8.13) , on a une e´criture unique
χ1 = p
MQ
M0
(
∑
β∈∆P ′
mββ
∨)
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avec mβ ∈ Z[
1
N
]. On prolonge la fonction m a` tout ΦMQ −∆P ′ par
mβ =
{
−mβ si − β ∈ ∆P ′
0 sinon.
On de´finit alors une application n′′ : ΦMQ → Z[ 1
N
] par
n′′β =
{
0 si β ∈ ΦM0
n′β +N0 +mβ si β ∈ Φ
MQ − ΦM0
L’ine´galite´ (8.14) assure que cette application est en fait a` valeurs dans N[ 1
N
]. Il s’ensuit
que
νP ′ = (λ− λ0)n′′,P ′.
Puisque d(λ) > c , on a d(λ− λ0) > c1 (cf. (8.17) et (8.19)), on peut utiliser l’hypothe`se
de re´currence qui donne la purete´ voulue. 
Soit X ∈ aMQG . Le lemme pre´ce´dent entraˆıne que X
MQG
γ (Dν)∩H
−1
MQG
(X) est une varie´te´
projective et pure. La purete´ de l’intersection XGγ (fQ)∩H
−1
QG
(X) est alors une conse´quence
du lemme suivant.
Lemme 8.13. — Le morphisme
πQG : X
G
γ (fQ) ∩H
−1
QG
(X)→ X
MQG
γ (Dν) ∩H
−1
MQG
(X)
fait de XGγ (fQ) ∩H
−1
G (X) un fibre´ vectoriel (ite´re´) sur X
MQG
γ (Dν) ∩H
−1
MQG
(X).
De´monstration. — En appliquant le projecteur p
MQ
M0
a` l’e´galite´ (8.23), on voit que la
re´traction πQG envoie X
G
γ (fQ) dans la grassmannienne affine tronque´e X
MQG (Dν). Soit xK ∈
XG et x = mnk suivant la de´composition d’Iwasawa
G(F ) = MQG(F )NQG(F )K.
Alors Ad(x−1)γ ∈ g(o) si et seulement si Ad(m−1)γ ∈ mQG(o) et
(8.25) Ad(n−1)((Adm−1)γ)− Adm−1γ ∈ nQG(o).
En particulier, πQG envoie X
G
γ (fQ) dans X
MQG
γ (Dν). Quitte a` translater a` gauche par un
e´le´ment de M(F ), on peut et on va supposer que X = 0. Soit N le radical unipotent de
QG, M
′ le groupe de´rive´ de MQG et M˜
′ l’ensemble des m ∈ M ′(F ) tels que mM ′(o) ∈
X
MQG
γ (Dν). Soit M˜
′ ×M ′(o) N(F )/N(o) le quotient de M˜
′ × N(F )/N(o) par M ′(o) ou` le
groupe M ′(o) agit sur le premier facteur par translation a` droite et par conjugaison sur le
second.
Notons V la partie de M˜ ′ ×M ′(o) N(F )/N(o) forme´e des couples (m,n) tels que la
condition (8.25) soit satisfaite. Alors π−1QG(X
MQG
γ (Dν) ∩ H
−1
MQG
(0)) s’identifie a` M˜ ′ ×M(o)
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N(F )/N(o) et V s’identifie a` XGγ (fQ) ∩H
−1
QG
(0). De plus, le morphisme πQG s’identifie a` la
projection e´vidente
M˜ ′ ×M ′(o) N(F )/N(o)→ X
MQG
γ (Dν) ∩H
−1
MQG
(0).
Introduisons la suite centrale de´croissante
N0 = N ⊃ N1 = [N,N ] ⊃ . . . ⊃ Ni+1 = [N,Ni] . . . ⊃ Nr = {1}.
Soit Vi la partie de
M˜ ′ ×M(o) N(F )/(Ni(F ) +N(o))
forme´ des couples (m,n) tels que
(8.26) Ad(n−1)((Adm−1)γ)− Adm−1γ ∈ n(o) + ni(F ).
Remarquons que V0 = X
MQG
γ (Dν)∩H
−1
MQG
(0) et Vr = V . Pour conclure, il suffit de voir que
le morphisme e´vident
M˜ ′ ×M(o) N(F )/(Ni+1(F ) +N(o))→ M˜
′ ×M(o) N(F )/(Ni(F ) +N(o))
se restreint en un morphisme
Vi+1 → Vi
qui fait de Vi+1 un fibre´ vectoriel au-dessus de Vi. C’est une conse´quence facile des calculs
de Kazhdan-Lusztig (cf. [14] §5).


8.10. Soit L ∈ LH(T ) tel que Tγ ⊂ L. On conside`re l’e´ventail Σ
H
L . Soit λ ∈ X∗(T ). Posons
DL,λ = D
ΣHL
λ ,
ou` le diviseur a` droite est de´fini en (5.9). Introduisons la de´finition suivante qui est commode
pour la suite.
De´finition 8.14. — On dit que la fibre de Springer affine tronque´e
XGγ (Σ
H
L , DL,λ)
est pure si elle est une re´union de varie´te´s projectives, pures et stables par T .
On a alors le corollaire suivant au the´ore`me 8.10.
Corollaire 8.15. — Soit γ ∈ g(F ) un e´le´ment semi-simple re´gulier et e´quivalue´. Il existe
c > 0 tel que pour tout λ ∈ X∗(T ) qui ve´rifie d(λ) > c la fibre de Springer affine tronque´e
XGγ (Σ
H
L , DL,λ)
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est pure.
De´monstration. — Il est clair que XGγ (Σ
H
L , DL,λ) est la re´union croissante des fibres
tronque´es XGγ (Σ
′, D′λni
) pour i ∈ N ou` ni est l’application
ni : Φ
H → N[
1
N
]
de´finie par nα = 0 sauf si α ∈ Φ
L − ΦM0 auquel cas nα = i. Le the´ore`me 8.10 permet de
conclure.

9 Homologie des fibres de Springer affines tronque´es
pour SL(2)
9.1. Dans cette section, on conside`re le groupe G = SL(2) de´fini sur k, T le sous-tore
maximal diagonal. On note B le sous-groupe de Borel des matrices triangulaires supe´rieures
et B¯ le sous-groupe de Borel oppose´. Soit α l’unique racine de T dans B et α∨ la coracine
associe´e. Le groupe X∗(T ) est engendre´ par α
∨. Pour tout x ∈ SL(2, F ), on de´finit les
entiers hB(x) et hB¯(x) par
HB(x) = hB(x)α
∨ et HB¯(x) = −hB¯(x)α
∨.
Soit Σ un e´ventail (G, T )-adapte´. Par conse´quent, Σ est inclus dans l’e´ventail
ΣGT = {(0), a
G,+
B , a
G,+
B¯
}.
Soit D =
∑
σ∈Σ(1) nσDσ un diviseur dans Div bT (YΣ). On pose
nB = na+
B
si le coˆne a+B est dans l’e´ventail Σ et nB = +∞ sinon. On de´finit de meˆme nB¯. Soit t ∈ F
et
γ =
(
t 0
0 −t
)
∈ t(F ).
On conside`re alors la grassmannienne affine tronque´e
X(D) = {x ∈ Xγ | hB(x) 6 nB et hB¯(x) 6 nB¯}.
et la fibre de Springer affine tronque´e
Xγ(D) = {x ∈ X(D) | x
−1γx ∈ sl(2,O)}
associe´es a` ces donne´es. Lorsque Σ ne contient que le coˆne nul, on obtient la fibre de
Springer affine usuelle Xγ.
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Lemme 9.1. — Soit x =
(
a b
c d
)
∈ SL(2, F ). Alors hB(x) = −min(val(c), val(d)) et
hB¯(x) = −min(val(a), val(b)). En particulier, xK ∈ X(D), resp. xK ∈ Xγ si et seulement
si les conditions suivantes 1 et 2 (resp. 3 et 4) sont re´alise´es :
1. val(a) > −nB¯ et val(b) > −nB¯ ;
2. val(c) > −nB et val(d) > −nB ;
3. val(ad+ bc) > − val(t) ;
4. val(bd) > − val(2t) et val(ac) > − val(2t).
De´monstration. — Par la de´composition d’Iwasawa, il existe s ∈ F× et u ∈ F de sorte
que
x =
(
s u
0 s−1
)
K.
On a alors hB(x) = val(s). Conside´rons l’action standard de SL(2, F ) sur l’espace F
2. La
projection sur la deuxie`me coordonne´e du sous-O-module xO2 de F 2 est le sous-O-module
de F
s−1O = cO + dO.
De la`, on en de´duit l’e´galite´ val(s−1) = min(val(c), val(d)) et le calcul de hB(x). On proce`de
de meˆme pour hB¯(x). Les conditions 1 et 2 sont alors e´videntes. Un calcul e´le´mentaire
montre que x ∈ Xγ si et seulement si(
t(ad+ bc) 2tbd
−2tac −t(ad+ bc)
)
∈ g(O),
d’ou` les conditions 3 et 4. 
9.2. Soit I le sous-groupe d’Iwahori standard de G(F ). Les intersections des cellules de
Bruhat avec la fibre de Springer affine tronque´e de´finissent, pour tout n ∈ Z, des “cellules
tronque´es”
Cn = Iε
nα∨K ∩ Xγ(D).
Proposition 9.2. — Pour n ∈ Z, les cellules tronque´es Cn sont soit vides soit isomorphes
a` des espaces affines standard.
De´monstration. — Supposons tout d’abord n ∈ N. Alors l’application
(9.1) u 7→ xu =
(
1 u
0 1
)(
εn 0
0 ε−n
)
K
induit un isomorphisme de O/ε2nO sur la cellule de Bruhat Iεnα
∨
K. Pour l’e´le´ment xu, les
conditions 1 a` 4 du lemme se traduisent par les ine´galite´s suivantes
– n > −nB¯ et val(u) > n− nB¯ ;
– n 6 nB ;
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– val(t) > 0 ;
– val(u) > 2n− val(2t).
Supposons −nB¯ 6 n 6 nB et val(t) > 0 sans quoi Cn est vide. On pose
m = max(0, n− nB¯, 2n− val(2t)).
Alors l’application (9.1) induit un isomorphisme de εmO/ε2nO sur Cn. Si n ∈ Z − N, on
proce`de de meˆme en remplac¸ant l’application (9.1) par
u 7→
(
1 0
u 1
)(
εn 0
0 ε−n
)
K
qui induit un isomorphisme de εO/ε−2nO sur Iεnα
∨
K. 
Remarque. — On voit que Xγ 6= ∅ si et seulement si γ ∈ t(O). On suppose dore´navant
que cette dernie`re condition est satisfaite.
9.3. Pour n ∈ N, on pose
C6n =
⋃
{n∈Z, −n6m6n}
Cm.
Ce sont des sche´mas projectifs sur k.
Corollaire 9.3. — La fibre de Springer affine tronque´e Xγ(D) est la re´union croissante
des sche´mas projectifs C6n, n ∈ N. L’homologie de C6n est pure et s’annule en degre´s
impairs.
De´monstration. —La premie`re assertion est claire. Pour n ∈ N, la diffe´rence C6n+1−C6n
est la re´union des deux cellules tronque´es C±(n+1). On vient de voir dans le lemme pre´ce´dent
que ces cellules sont vides ou isomorphes a` des espaces affines. Par re´currence sur n, on en
de´duit que l’homologie de C6n est pure et s’annule en degre´s impairs. 
9.4. On associe a` chaque λ ∈ k× un automorphisme σλ du corps F de´fini par σλ(ε
m) =
λmεm pour toutm ∈ Z. On en de´duit alors une action de k× sur F qui pre´serve la valuation
donc une action de k× sur SL(2, F ) qui pre´serve SL(2,O). On obtient ainsi une action de
Gm sur X qui commute a` l’action de T . Suivant [11] §5.5, on appelle tore pivotant le
groupe Gm muni de cette action sur la grassmannienne affine X et tore e´tendu le produit
T˜ = T × Gm. Le tore e´tendu T˜ pre´serve les fibres tronque´es Xγ(D) (puisqu’il pre´serve
clairement les conditions 1 a` 4 du lemme 9.1), les cellules tronque´es Cn et leurs re´unions
C6n. Le caracte`re α de T donne par composition avec la projection canonique T˜ → T
un caracte`re de T˜ encore note´ α. Pour n ∈ Z, on note λn le caracte`re de T˜ obtenu en
composant la projection T˜ → Gm avec le caracte`re t 7→ t
n de Gm.
Lemme 9.4. — Soit γ ∈ t(O) et n ∈ N. Dans C6n, il y a un nombre fini de points fixes
sous l’action de T˜ : ce sont les points tl = α
∨(εl)K ou` l est un entier qui ve´rifie les deux
conditions suivantes :
1. −nB¯ 6 l 6 nB ;
46
2. −n 6 l 6 n.
Deux tels points tl et tm, avec l 6= m, sont dans l’adhe´rence d’une orbite de T˜ dans C6n de
dimension 1 si et seulement si
val(2t) > |l −m|.
Sous cette dernie`re condition, l’orbite est unique et un point de cette orbite a pour centrali-
sateur le noyau du caracte`re αλl+m. Il n’y a donc qu’un nombre fini d’orbites de dimension
1 de T˜ dans C6n.
De´monstration. — D’apre`s le the´ore`me 7.2, les points de X fixes sous T sont les points
de XT a` savoir l’ensemble des tl, l ∈ Z. Ces points sont aussi fixes sous T˜ et ils sont
force´ment dans Xγ puisqu’on a suppose´ que γ ∈ t(O). On ve´rifie imme´diatement que les
conditions 1 et 2 expriment l’appartenance de tl respectivement a` X(D) et a` C6n.
Prenons deux entiers l et m tels que m < l. D’apre`s le lemme 6.4 de [11], il existe une
unique T˜ -orbite de dimension 1 dans X qui contient dans son adhe´rence tl et tm a` savoir
l’orbite de
xl,m =
(
εl εm
0 ε−l
)
K.
Supposons que tl et tm appartiennent a` C6n. A` l’aide du lemme 9.1, on voit que xl,m, et
donc sa T˜ -orbite, est dans Xγ(D) si et seulement si val(2t) > l − m. Il reste a` voir que,
sous cette dernie`re condition, xl,m ∈ C6n.
Si l +m > 0, en e´crivant(
εl εm
0 ε−l
)
=
(
1 εm+l
0 1
)(
εl 0
0 ε−l
)
,
on voit que xl,m ∈ Cl. Si l +m 6 −1, on utilise l’e´galite´(
εl εm
0 ε−l
)
=
(
1 0
ε−(m+l) 1
)(
εm 0
0 ε−m
)(
εl−m 1
−1 0
)
pour obtenir xl,m ∈ Cm.
Finalement, le calcul du centralisateur de xl,m dans T˜ est imme´diat (cf. la preuve du
lemme 6.4 de [11]). 
9.5. On note S et D les alge`bres de´finies aux §3.1 et §3.3 relatives au tore T . On note S˜
et D˜ les alge`bres analogues relatives a` T˜ .
Soit Q¯ℓ[T̂ ] = Q¯ℓ[X∗(T )] l’alge`bre des fonctions re´gulie`res sur T̂ . Soit O(D) le faisceau
cohe´rent sur la varie´te´ torique YΣ associe´ au diviseur T̂ -e´quivariant D. Soit Γ(D) le Q¯ℓ-
espace vectoriel des sections globales du faisceau O(D). C’est le sous-Q¯ℓ-espace de Q¯ℓ[T̂ ]
engendre´ par (α∨)n pour −nB 6 n 6 nB¯.
L’ensemble XT (D) des points de la grassmannienne affine tronque´e du tore est l’en-
semble
{tn | − nB¯ 6 n 6 nB}.
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En identifiant (α∨)n au point fixe t−n, on de´finit un isomorphisme de D-module
Γ(D)⊗Q¯ℓ S → H
T
• (X
T (D)).
Pour tout d ∈ N, d > 1, soit Rd le sous-D-module de Γ(D)⊗Q¯ℓ S engendre´ par
(1− α∨)d(α∨)n ⊗ ker(∂dα),
pour n ∈ Z ve´rifiant −nB 6 n 6 n + d 6 nB¯.
Proposition 9.5. — On a la suite exacte
0 −−−→ HT• (Xγ(D),X
T (D)) −−−→ HT• (X
T (D)) −−−→ HT• (Xγ(D)) −−−→ 0
et l’image du premier morphisme dans HT• (X
T (D)) s’identifie au sous-D-module
val(2t)∑
d=1
Rd.
De´monstration. — Soit n ∈ N. On a de´fini au §9.3 un sche´ma projectif C6n, qui est
muni d’une action du tore T˜ . Soit C06n le sous-ensemble des points fixes de T˜ et C
1
6n la
re´union des orbites de T˜ de dimension infe´rieure ou e´gale a` 1. Puisque l’homologie de C6n
est pure, le lemme de Chang-Skjelbred (cf. §3.4) donne une suite exacte
HT• (C
1
6n, C
0
6n)→ H
T
• (C
0
6n)→ H
T
• (C6n)→ 0.
Or les orbites de T˜ dans C6n de dimension infe´rieure ou e´gale a` 1 sont en nombre fini (cf.
lemme 9.4). Alors la suite exacte s’explicite de la manie`re suivante (cf. §3.4 et lemme 9.4)
(9.2)
⊕
(l, m) ∈ I2
0 < l −m 6 val(2t)
ker(∂α + (m+ l)∂λ) −→
∑
l∈I
(α∨)−l ⊗ S˜ −→ H T˜• (C6n) −→ 0,
ou` I est la partie de Z forme´e des entiers l qui ve´rifient les e´galite´s 1 et 2 du lemme 9.4 et
la fle`che de gauche envoie f ∈ ker(∂α + (m+ l)∂λ) sur ((α
∨)−l − (α∨)−m)⊗ f . Soit Rγ(D)
l’image de cette fle`che : c’est le sous-D-module de Γ(D)⊗ S˜ engendre´ par
((α∨)−l − (α∨)−m)⊗ ker(∂α + (m+ l)∂λ)
pour des entiers l et m qui ve´rifient 0 < l−m 6 val(2t) et −nB¯ 6 m < l 6 nB. Puisque la
limite inductive sur n de H T˜• (C6n) est l’homologie H
T˜
• (Xγ(D)), on obtient une suite exacte
courte
(9.3) 0 −→ Rγ(D) −→ Γ(D)⊗ S˜ −→ H
T˜
• (Xγ(D)) −→ 0.
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Comme l’homologie de Xγ(D) est pure, on a la relation
HT• (Xγ(D)) = H
T˜
• (Xγ(D)) ∩ ker ∂λ.
On ve´rifie que la de´rivation ∂λ induit une surjection de Rγ(D) sur lui-meˆme. On de´duit
alors de (9.3) la suite exacte
(9.4) 0 −→ Rγ(D) ∩ ker ∂λ −→ Γ(D)⊗ S −→ H
T
• (Xγ(D)) −→ 0.
Les sous-D-modules Rγ(D) ∩ ker ∂λ et
∑val(2t)
d=1 Rd sont e´gaux. En effet, le lemme 12.2 de
[11] donne une inclusion Rd ⊂ Rγ(D)∩ker ∂λ. Pour montrer l’inclusion inverse, on proce`de
comme dans la preuve de la proposition 12.7 de [11].
Finalement, la suite exacte courte
0 −→ HT• (Xγ(D),X
T (D)) −→ HT• (X
T (D)) −→ HT• (Xγ(D)) −→ 0,
qui provient du lemme de Chang-Skjelbred et de l’injectivite´ de la fle`che de gauche due a`
l’annulation de l’homologie de XT (D) en degre´ impair, s’identifie a` la suite (9.4). 
10 Homologie des orbites de dimension 0 et 1 des
fibres de Springer tronque´es.
10.1. Soit G un groupe re´ductif connexe, T un sous-tore maximal etM un sous-groupe de
Le´vi qui contient T , tous ces groupes e´tant de´finis sur k. Soit Σ un e´ventail (G,M)-adapte´
et D un diviseur T̂ -invariant sur la varie´te´ torique YΣ. Soit Γ(D) le Q¯ℓ-espace vectoriel des
sections globales du faisceau cohe´rent O(D) : c’est le sous-Q¯ℓ-espace de Q¯ℓ[T̂ ] engendre´
par
{λ ∈ X∗(T ) | (λ) +D > 0}.
Soit d ∈ N, d > 1 et α ∈ ΦG. Soit Rα,d le sous-D-module de Γ(D)⊗Q¯ℓ S engendre´ par
(1− α∨)dλ⊗ ker(∂dα),
pour λ ∈ X∗(T ) tel que l’ensemble
{λ, α∨λ, . . . , (α∨)dλ}
soit inclus dans Γ(D). On notera que Rα,d = Rα−1,d.
10.2. Pour α ∈ ΦG+, on note Lα l’unique sous-groupe Lα ∈ L
G(T ) de rang semi-simple 1
de´fini par ΦLα = {±α}. On a alors une inclusion naturelle
XLαγ (D) ⊂ X
G
γ (D)
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de la fibre de Springer affine tronque´e de Lα dans celle de G. Afin d’alle´ger les notations, on
pose Xαγ (D) = X
Lα
γ (D) et Xγ(D) = X
G
γ (D). Les points de Xγ(D) fixes sous T s’identifient
aux points de XT (D), la grassmannienne affine tronque´e de T (cf. the´ore`me 7.2). On note
enfin Xγ(D)1 la re´union des orbites de T dans Xγ(D) de dimension infe´rieure ou e´gale a` 1.
Proposition 10.1. — On a les isomorphismes de D-modules suivants :
1. HT• (X
T (D)) ≃ Γ(D)⊗Q¯ℓ S ;
2. HT• (Xγ(D)1,X
T (D)) ≃
⊕
α∈ΦG+
HT• (X
α
γ (D),X
T (D)) ;
3. HT• (X
α
γ (D),X
T (D)) ≃
val(α(γ))∑
d=1
Rα,d.
10.3. Ce paragraphe est consacre´ a` la preuve de la proposition pre´ce´dente.
Un point de XT est de la forme ε−λK pour λ ∈ X∗(T ). Ce point est dans la grass-
mannienne tronque´e XT (D) si et seulement si DGM(ε
−λ) 6 D c’est-a`-dire λ ∈ Γ(D) puisque
DGM(ε
−λ) = −(λ). L’isomorphisme 1 re´sulte alors de cette observation et de l’isomorphisme
de Chern-Weil.
Ensuite, le the´ore`me 7.2 implique d’une part l’e´galite´
Xγ(D)1 =
⋃
α∈ΦG+
Xαγ (D)
et d’autre part que, pour α et β deux e´le´ments distincts de ΦG+, on a
Xαγ (D) ∩ X
β
γ(D) = X
T (D).
L’isomorphisme 2 s’en de´duit imme´diatement.
Il reste a` prouver le troisie`me isomorphisme. Il suffit de conside´rer le cas ou` G est de
rang semi-simple 1. Dans ce cas, on a soit M = G soit M = T . Notons Gsc le reveˆtement
simplement connexe du groupe de´rive´ de G. C’est un groupe isomorphe a` SL(2). Soit Tsc
le sous-tore maximal de Gsc qui est l’image re´ciproque de T par le morphisme canonique
Gsc → G. On note tsc l’alge`bre de Lie de Tsc. Soit T0 la composante neutre du noyau
de l’une des deux racines de T dans G. On note t0 son alge`bre de Lie. On a alors une
de´composition t = tsc ⊕ t0 suivant laquelle on e´crit γ = γ
′ + γ0.
On pose simplement Xsc = XGsc . Le morphisme canonique Gsc → G induit une injection
(10.1) φ : Xscγ′ → Xγ.
La translation par ελ, pour λ ∈ X∗(T ), compose´e avec φ est note´e φλ. On note Λ un syste`me
de repre´sentants du quotient X∗(T )/X∗(Tsc). Le lemme 8.4 de [11] de´crit Xγ comme re´union
disjointe d’ouverts
(10.2) Xγ =
⋃
λ∈Λ
φλ(X
sc
γ′).
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Soit λ ∈ Λ. On va de´crire Xγ ∩φλ(X
sc
γ′). On identifie a
∗
Tsc a` (a
G
T )
∗. Soit B un sous-groupe
de Borel de Gsc . On note ΣB(1) le sous-ensemble de Σ(1) forme´ des coˆnes σ de sorte que
la condition suivante soit remplie
σ ⊂ a+B + a
∗
G et σ 6⊂ a
∗
G.
Soit α∨B l’unique coracine de Tsc positive pour B. Si σ ∈ ΣB(1), la condition ci-dessus
implique que ̟σ(α
∨
B) > 0.
On conside`re alors l’e´ventail Σ′ dans X∗(Tsc) forme´ du coˆne {0} et des coˆnes a
+
B, pour
les sous-groupes de Borel B de Gsc tels que ΣB(1) 6= ∅. On pose
(10.3) na+
B
(λ) = min
σ∈ΣB(1)
E(
nσ −̟σ(λ)
̟σ(α∨B)
)
ou` D =
∑
σ∈Σ(1) nσDσ et E de´signe la partie entie`re. On de´finit alors un diviseur T̂sc-
invariant sur la varie´te´ torique YΣ′ par D
′(λ) =
∑
σ′∈Σ′(1) nσ′(λ)Dσ′ . On introduit
(10.4) Λ(D) = {λ ∈ Λ | (σ ∈ Σ(1) et σ ⊂ a∗G)⇒ ̟σ(λ) 6 nσ}.
A` l’aide du lemme suivant, on ve´rifie
(10.5) Xγ ∩ φλ(X
sc
γ′) =
{
φλ(X
sc
γ′(D
′(λ))) si λ ∈ Λ(D);
∅ sinon.
Lemme 10.2. — Soit x ∈ Gsc(F ) et λ ∈ X∗(T ). Par abus, on ne distingue pas dans les
notations x et son image dans G(F ). Alors
DGM(ε
λx) = (λ) +
∑
B∈PGsc (Tsc)
̟a+
B
(HB(x))
∑
σ∈ΣB(1)
̟σ(α
∨
B)Dσ.
De´monstration. — Par de´finition,
DGM(ε
λx) =
∑
σ∈Σ(1)
̟σ(HPσ(ε
λx))Dσ,
ou` Pσ ∈ P
G(T ) ve´rifie σ ⊂ a+Pσ+a
∗
G (un tel sous-groupe parabolique existe puisque l’e´ventail
Σ est (G,M)-adapte´). De deux choses l’une : soit σ 6⊂ a∗G auquel cas Pσ est un sous-groupe
de Borel. On conside`re alors B le sous-groupe de Borel de Gsc image re´ciproque de Pσ et
α∨ la coracine de Tsc positive pour B. Alors
̟σ(HPσ(ε
λx)) = ̟σ(λ) +̟σ(α
∨)̟a+
B
(HB(x)).
Soit σ ⊂ a∗G et dans ce cas Pσ = G et ̟σ(HG(ε
λx)) = ̟σ(λ). 
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De (10.2) et (10.5), on de´duit la re´union disjointe d’ouverts
(10.6) Xγ =
⋃
λ∈Λ(D)
φλ(X
sc
γ′(D
′(λ)).
On pose Dsc = D(Tsc) et Ssc = S(Tsc). Le tore Tsc ope`re sur Xγ(D) via le morphisme
canonique Tsc → T . A` partir de (10.6) et de la proposition 9.5, on peut calculer le Dsc-
module HTsc• (Xγ(D),X
T (D)). On trouve qu’il est isomorphe au sous-Dsc-module de Γ(D)⊗
Ssc engendre´ par
(1− α∨)d(α∨)nλ−1 ⊗ ker(∂dα),
ou` α est l’unique e´le´ment de ΦGsc+ , λ ∈ Λ(D), d et n sont des entiers qui ve´rifient les
ine´galite´s
1 6 d 6 val(α(γ′))
et
−nB(λ) 6 n 6 n+ d 6 nB¯(λ).
C’est le sous-module engendre´ par
(1− α∨)dλ⊗ ker(∂dα),
pour λ ∈ X∗(T ) tel que l’ensemble
{λ, α∨λ, . . . , (α∨)dλ}
soit inclus dans Γ(D). On a introduit au de´but de ce paragraphe un tore T0. On a la
de´composition S = Ssc ⊗ S(T0). Comme le tore T0 agit trivialement sur Xγ(D), on a
HT• (Xγ(D),X
T (D)) = HTsc• (Xγ(D),X
T (D))⊗ S•(T0)
ce qui donne le re´sultat cherche´.
10.4. Indiquons un corollaire a` la proposition pre´ce´dente.
Proposition 10.3. — Supposons que Xγ(D) soit pure. Alors on a une suite exacte de
D-module
0 −−−→
∑
α∈ΦG+
val(α(γ))∑
d=1
Rα,d −−−→ Γ(D)⊗ S• −−−→ H
T
• (Xγ(D)) −−−→ 0.
En particulier, l’homologie T -e´quivariante de Xγ(D) s’annule en degre´ impair.
De´monstration. — L’hypothe`se de purete´ entraˆıne la validite´ du lemme de Chang-
Skjelbred
HT• (Xγ(D)1,X
T (D)) −−−→ HT• (X
T (D)) −−−→ HT• (Xγ(D)) −−−→ 0.
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Le module gradue´ Γ(D)⊗S• est isomorphe a`H
T
• (X
T (D)) par l’isomorphisme de Chern-Weil
qui double les degre´s. On en de´duit la dernie`re assertion. L’image de HT• (Xγ(D)1,X
T (D))
s’identifie pre´cise´ment au sous-module
∑
α∈ΦG+
val(α(γ))∑
d=1
Rα,d
(cf. proposition 10.1). 
11 Complexes de faisceaux sur les varie´te´s toriques.
11.1. Soit (G,M, T ) un triplet forme´ de G un groupe de´fini sur k, re´ductif et connexe ,
de M un sous-groupe de Le´vi de G et de T un sous-tore maximal ve´rifiant T ⊂ M ⊂ G.
Soit γ ∈ t(F ). Soit Σ = ΣGM l’e´ventail de´fini a` la ligne (5.7) du §5.3 et Y = YΣ la varie´te´
torique associe´e (cf. section 5). Soit A l’anneau gradue´ des coordonne´es homoge`nes de´fini
§5.2 l.(5.5). Rappelons qu’on fait le choix dans ce paragraphe d’une projection λ→ λS de
X∗(T ) sur X∗(S) (cf. (5.2)).
Pour tout λ ∈ X∗(T ), on introduit les e´le´ments suivants de A :
(11.1) yλ+ = λS
∏
σ∈Σ(1),̟σ(λ)>0
y̟σ(λ)σ et y
λ
− =
∏
σ∈Σ(1),̟σ(λ)<0
y−̟σ(λ)σ
On notera que yλ+ et y
λ
− sont homoge`nes de meˆme degre´ (pour la graduation de A).
On a de´fini au §3.3 des alge`bres S = S(T ) et D = D(T ). L’alge`bre D s’identifie a`
l’alge`bre des ope´rateurs diffe´rentiels a` coefficients constants sur l’alge`bre de polynoˆmes S.
Rappelons que tout caracte`re α ∈ X∗(T ) de´finit un e´le´ment ∂α ∈ D. On introduit alors
Rα le sous-A⊗D-module gradue´ de A⊗ S
Rα =
val(α(γ))∑
d=1
(yα
∨
+ − y
α∨
− )
dA⊗ ker(∂dα).
SoitH un groupe re´ductif connexe de´fini sur k dont le groupe dual Ĥ est un sous-groupe
de Ĝ qui contient T̂ . On de´finit alors le A⊗D-module gradue´ LHT par
LHT = A⊗ S/
∑
α∈ΦH+
Rα.
Soit LH = LHT {D
+} le sous-A-module de LHT annule´ par les e´le´ments de l’ide´al d’augmen-
tation D+ de D. La graduation naturelle sur S induit des graduations LHT = ⊕k∈NL
H
T,k et
LH = ⊕k∈NL
H
k . La proposition suivante justifie l’introduction du A-module L
H .
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Proposition 11.1. — Soit D ∈ Div bT (Y ) tel que la fibre de Springer affine tronque´e XHγ (D)
soit pure au sens de la de´finition 8.14. On a alors un isomorphisme naturel
H2n(X
H
γ (D), Q¯ℓ) ≃ L
H
n [D],
pour tout n ∈ N. Par ailleurs, pour tout entier n,
H2n+1(X
H
γ (D), Q¯ℓ) = 0.
De´monstration. — Puisque XHγ (D) est pure, on a
H•(X
H
γ (D), Q¯ℓ) = H
T
• (X
H
γ (D), Q¯ℓ){D
+}
(cf. §3.3). Comme on a, par ailleurs,
LH• [D] = L
H
T,•[D]{D
+}
il suffit d’exhiber un isomorphisme
HT2•(X
H
γ (D), Q¯ℓ)→ L
H
T,•[D].
On a de´fini au §5.2 un sous-tore S de T . En particulier, l’anneau Q¯ℓ[X∗(S)] est un sous-
anneau de Q¯ℓ[X∗(T )] et le morphisme injectif de Q¯ℓ[X∗(T )] dans A
′, de´fini l.(5.6) de ce
paragraphe, permet d’identifier Q¯ℓ[X∗(S)] a` son image A[0]. L’application λ 7→ y
Dyλ induit
un isomorphisme de A[0]-module entre Γ(D) = Γ(Y,O(D)) et A[D]. On en de´duit un
isomorphisme de A[0] ⊗ D-module entre Γ(D) ⊗ S et A[D] ⊗ S. De plus, on ve´rifie que
cet isomorphisme et son inverse e´change, pour chaque racine α ∈ ΦH+ , les sous-modules∑val(α(γ))
d=1 Rα,d ⊂ Γ(D)⊗S (de´finis au §10.1) et Lα[D] ⊂ A[D]⊗S. Cet isomorphisme induit
donc l’isomorphisme cherche´ comme on le voit sur le calcul explicite de HT2•(X
H
γ (D), Q¯ℓ)
donne´ a` la proposition 10.3. Finalement, l’annulation de l’homologie de XHγ (D) en degre´
impair re´sulte de l’annulation analogue en homologie T -e´quivariante donne´e dans cette
meˆme proposition. 
11.2. Soit Ĥ ′ ⊂ Ĥ des sous-groupes re´ductifs de Ĝ qui contiennent T̂ . Soit H ′ et H des
groupes duaux sur k munis d’un plongement de T . On pose
∇HH′ =
∏
α∨∈Φ
bH
+−Φ
bH′
+
(yα
∨
+ − y
α∨
− ).
C’est un e´le´ment homoge`ne de A qui ne de´pend du choix d’un syste`me de repre´sentants
Φ
bG
+ qu’a` un e´le´ment inversible de A pre`s. Soit V
H
H′ l’ouvert de V × Sˆ (cf. §5.2) ou` ∇
H
H′ ne
s’annule pas. Cet ouvert est stable par Ĉl(Y ) et le quotient est un ouvert de Y note´ UHH′ .
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A` la suite de Goresky-Kottwitz-MacPherson, on introduit le facteur de transfert homo-
logique
∆HH′ =
∏
α∨∈Φ
bH
+−Φ
bH′
+
∂val(α(γ))α
qui est un e´le´ment de D.
Soit L˜H(D) le faisceau quasi-cohe´rent associe´ a` LH(D) (cf. la fin du §5.2).
Lemme 11.2. — Le facteur de transfert ∆HH′ induit un isomorphisme de faisceaux
L˜H(D) −→ L˜H
′
(D)
sur l’ouvert UHH′.
De´monstration. — On fait appel aux notations des paragraphes 5.1 et 5.2. Le lemme
est de nature locale : il suffit de le prouver sur chaque ouvert Uσ ∩ U
H
H′ pour σ ∈ Σ. Soit
σ ∈ Σ et B = Aσ[0]. Sur l’ouvert affine Uσ ≃ Spec(B), le faisceau L˜
H(D) est le faisceau
quasi-cohe´rent associe´ au B-module (LH(D) ⊗ Aσ)[0]. Pour chaque racine α
∨ ∈ Φ
bG
+, on
a la proprie´te´ suivante : les entiers ̟τ (α
∨) sont tous de meˆme signe lorsque τ ve´rifie les
conditions τ ∈ Σ(1) et τ ⊂ σ. En effet, il suffit de se rappeler que σ = aG,+P pour un e´le´ment
P ∈ FG(M) et que α∨ ou −α∨ est une coracine dans P . Quitte a` changer le syste`me de
repre´sentants Φ
bG
+ et a` prendre −α
∨ ∈ Φ
bG
+, on suppose ces entiers positifs. On en de´duit
que pour toute racine α∨ ∈ Φ
bG
+, le monoˆme y
α∨
− est un e´le´ment inversible de Aσ, que les
e´le´ments yα
∨
− 1 et
f =
∏
α∨∈Φ
bH
+−Φ
bH′
+
(yα
∨
− 1)
appartiennent a` B. Par ailleurs, f et ∇HH′ sont e´gaux a` un e´le´ment inversible de Aσ pre`s.
L’ouvert Uσ ∩ U
H
H′ est alors isomorphe a` Spec(Bf) ou` Bf est l’anneau localise´ de B par
rapport a` la partie multiplicative engendre´ par f . Il s’agit donc de ve´rifier que le morphisme
de B-module donne´ par le facteur de transfert ∆HH′
(LH(D)⊗ Aσ)[0]→ (L
H′(D)⊗ Aσ)[0]
devient un isomorphisme apre`s tensorisation par Bf . Or ce morphisme s’explicite de la
manie`re suivante
A[D]⊗D/
∑
α∈ΦH+
val(α(γ))∑
d=1
(yα
∨
−1)dA[D]⊗ker(∂dα)→ A[D]⊗D/
∑
α∈ΦH
′
+
val(α(γ))∑
d=1
(yα
∨
−1)dA[D]⊗ker(∂dα).
On reprend alors brie`vement le raisonnement de la preuve du the´ore`me 10.2 de [11]. Le
morphisme ci-dessous est clairement surjectif. Il s’agit de prouver que son noyau s’annule
apre`s tensorisation par Bf . Soit x ∈ A[D]⊗D un e´le´ment qui s’envoie dans le noyau de ce
morphisme c’est-a`-dire x ve´rifie
∆HH′(x) ∈
∑
α∈ΦH
′
+
val(α(γ))∑
d=1
(yα
∨
− 1)dA[D]⊗ ker(∂dα).
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Le facteur de transfert ∆HH′ induit une surjection de ker(∂
d
α) dans lui-meˆme pour α ∈ Φ
H′
+ .
Ainsi, on peut supposer que x ∈ ker(∆HH′). Comme on a
ker(∆HH′) =
∑
α∈ΦH+−Φ
H′
+
ker(∂val(α(γ))α )
on voit qu’il existe n ∈ N tel que
fnx ∈
∑
α∈ΦH+−Φ
H′
+
val(α(γ))∑
d=1
(yα
∨
− 1)dA[D]⊗ ker(∂dα)
ce qui prouve bien que le noyau s’annule apre`s tensorisation par Bf . 
11.3. On a fixe´ au §5.2 en (5.2) une projection X∗(T ) → X∗(S). Ce choix donne une
de´composition non canonique
Y ≃ V//Ĉl(Y )× Sˆ.
On a donc une projection Y → Sˆ qui est un morphisme propre puisque le quotient
V//Ĉl(Y ) est propre. On ve´rifie que ce morphisme ne de´pend pas du choix du projec-
teur X∗(T )→ X∗(S). Soit sM ∈ Sˆ et YsM la fibre du morphisme
Y → Sˆ
au-dessus de sM .
L’ensemble
{Ĝs | s appartient a` la fibre de T̂ → Sˆ au-dessus de sM}
est fini. On note Eˆ = Eˆ(sM) le sous-ensemble de ses e´le´ments maximaux pour l’inclusion.
Pour Ĥ ∈ Eˆ , soit UH = U
G
H l’ouvert de´fini au de´but du paragraphe pre´ce´dent.
Lemme 11.3. — La re´union des ouverts UH pour Ĥ ∈ Eˆ contient YsM tout entier.
De´monstration. — Le choix d’une projection X∗(T ) → X∗(S) donne une section du
morphisme canonique T̂ → Sˆ. Par abus, on note encore sM l’e´le´ment de T̂ qui est l’image
de sM par cette section.
La projection sur le second facteur V × Sˆ → Sˆ se factorise par le morphisme Y → Sˆ. Il
suffit de prouver que V × {sM} est inclus dans la re´union des ouverts VH pour Ĥ ∈ Eˆ . On
va prouver la meˆme assertion au niveau des points sur Q¯ℓ. Soit x = (xσ)σ∈Σ(1) un point de
V (Q¯ℓ).
Soit P ∈ P(M) tel que que xσ 6= 0 pour σ 6⊂ a
G,+
P . Soit Σ(1)
′ l’ensemble des σ ∈ Σ(1)
pour lesquels xσ 6= 0. Soit z ∈ T̂ de´fini par
z =
∏
σ∈Σ(1)′
x̟σσ .
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Pour tout χ ∈ X∗(Sˆ) = X∗(S), on a χ(z) = 1. Donc z ∈ ker(T̂ → Sˆ). Soit s = sMz. Par
de´finition de Eˆ , il existe Ĥ ∈ Eˆ tel que Ĝs ⊂ Ĥ . Pour un tel Ĥ , nous allons montrer que
∇H(x) 6= 0 c’est-a`-dire que pour toute racine α
∨ hors de Φ
bH ,
(11.2) (yα
∨
+ − y
α∨
− )(x, sM) 6= 0.
Fixons une telle racine α∨ : on a donc
α∨(s) 6= 1.
Quitte a` prendre −α∨, on peut supposer que α ∈ ΦP . Dans ce cas, si ̟σ(α
∨) < 0, on a
σ 6⊂ aG,+P et xσ 6= 0. On en de´duit
yα
∨
− (x, sM) =
∏
σ∈Σ(1),̟σ(α∨)<0
x−̟σ(α
∨)
σ 6= 0.
D’autre part,
yα
∨
+ (x, sM) = α
∨(sM)
∏
σ∈Σ(1),̟σ(α∨)>0
x̟σ(α
∨)
σ .
Si yα
∨
+ (x, sM) = 0, l’ine´galite´ (11.2) est e´vidente. Sinon, pour tout σ ∈ Σ(1)− Σ(1)
′, on a
̟σ(α
∨) = 0 et
(yα
∨
+ − y
α∨
− )(x, sM) = y
α∨
− (x, sM)
−1(α∨(s)− 1).
ce qui montre que cette expression n’est pas nulle. 
11.4. Pour tout entier n, soit [n] l’ensemble {1, . . . , n}. Soit sM ∈ T̂ et n le cardinal de
l’ensemble Eˆ (cf. §11.3). On indexe les e´le´ments de Eˆ par [n] ainsi Eˆ = {Ĝ1, . . . , Ĝn}. Pour
toute partie I ⊂ [n], soit GI un groupe re´ductif sur k dont le dual est donne´ par
ĜI =
(⋂
i∈I
Ĝi
)0
.
Par convention, G∅ = G. On pose
∆IJ = ∆
GI
GJ
.
On remarque que si I est le comple´mentaire dans J d’un singleton alors le groupe GJ est
un groupe endoscopique de GI .
Soit I ⊂ [n] et CkI l’ensemble des parties a` k e´le´ments de I. Soit S
I le S-module libre
de base (ei)i∈I . L’alge`bre exte´rieure
∧
SI est un S-module libre de base (eK)K⊂I avec pour
K ⊂ I
eK = eφ(1) ∧ . . . ∧ eφ(|K|),
ou` φ est l’unique bijection croissante de [|K|] sur K. On le munit d’une structure de
D-module de la fac¸on suivante : pour tout ∂ ∈ D et tout a ∈ S, ∂(aeK) = ∂(a)eK .
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Pour toute partie J ⊂ [n] telle que I ∩ J = ∅, on de´finit une diffe´rentielle dJ (de degre´
1 pour la graduation naturelle de
∧
SI) par
dJ(aeK) =
∑
i∈I
∆J∪KJ∪K∪{i}(a)ei ∧ eK ,
pour toute partie K ⊂ I et tout a ∈ S.
On a alors un complexe de D-module de longueur |I|
0 −−−→
∧0 SI −−−→ ∧1 SI −−−→ . . . −−−→ ∧|I| SI −−−→ 0
En tensorisant par l’anneau A, on obtient un nouveau complexe. Pour toute partieK ⊂ [n],
on introduit le A⊗D-module
RK =
∑
α∈Φ
GK
+
Rα ;
on a donc
LGKT = A⊗ S/RK .
Alors, pour K ⊂ I, la diffe´rentielle 1⊗ dJ envoie le A⊗D-module LK∪JeK dans le module∑
i∈I LK∪J∪{i}ei ∧ eK . On en de´duit donc un complexe de A⊗D-modules :
0 −−−→ LGJT −−−→
⊕
K∈C1
I
LGJ∪KT −−−→ . . .
−−−→
⊕
K∈C
|I|−1
I
LGJ∪KT −−−→ L
GJ∪I
T −−−→ 0
En prenant le noyau de l’ide´al d’augmentation, on obtient un complexe pour les A ⊗ D-
modules LGJ∪K .
On pose
FH(D) = L˜H(D)
ou` L˜H(D) est le faisceau quasi-cohe´rent associe´ a` LH(D) (cf. la fin du §5.2). On note FˆH(D)
le comple´te´ de FH(D) le long de YsM . On de´duit du complexe pre´ce´dent un complexe note´
K(J, I,D)
0 −−−→ FˆGJ (D) −−−→
⊕
K∈C1
I
FˆGJ∪K(D) −−−→ . . . −−−→ FˆGJ∪I(D) −−−→ 0
The´ore`me 11.4. — Le complexe K(∅, [n], D)
0 −−−→ FˆG(D) −−−→
⊕
K∈C1
[n]
FˆGK (D) −−−→ . . . −−−→ FˆG[n](D) −−−→ 0
est exact.
De´monstration. — Puisque les ouverts UGi pour i ∈ [n] recouvrent YsM (cf. lemme 11.3),
il suffit de prouver que la suite ci-dessus est exacte sur chaque ouvert YsM ∩ UGi, i ∈ [n].
Fixons donc un tel i.
58
Nous allons en fait montrer que pour toutes parties J et I de [n] telles que i ∈ I et
I ∩ J = ∅, le complexe de faisceaux K(J, I,D) est exact sur l’ouvert YsM ∩ UGi. Pour cela,
on raisonne par re´currence sur le cardinal de I. Lorsque I = {i}, le complexe K(J, {i}, D)
est le complexe de longueur 1 suivant
FˆGJ (D)
∆J
J∪{i}
−−−−→ FˆGJ∪{i}(D).
On va montrer que ce morphisme est un isomorphisme sur l’ouvert YsM ∩UGi . Pour alle´ger
les notations, on pose H = GJ et H
′ = GJ∪{i}. On a alors le diagramme suivant d’inclusions
Ĥ ⊂ Ĝ
∪ ∪
Ĥ ′ ⊂ Ĝi
et l’inclusion ΦH+ − Φ
H′
+ ⊂ Φ
G
+ − Φ
Gi
+ . L’ouvert U
H
H′ contient donc UGi et sur cet ouvert le
lemme 11.2 donne l’isomorphisme
FH(D) −−−→ FH
′
(D)
d’ou` a fortiori un isomorphisme apre`s comple´tion.
Traitons maintenant le cas ou` le cardinal de I plus grand que 1. En particulier, il existe
j ∈ I distinct de i. Posons I ′ = I − {j} et J ′ = J ∪ {j}. On de´finit un endomorphisme f
du D-module
∧
(SI
′
) par
f(aeK) = ∆
J∪K
J ′∪K(a)eK
pour toute partie K ⊂ I ′. On ve´rifie que dJ ′ ◦ f = f ◦ dJ . En outre, f induit un morphisme
entre les complexes K(J, I ′, D) et K(J ′, I ′, D). Par hypothe`se de re´currence ces complexes
sont exacts. Il en donc de meˆme du coˆne du morphisme induit par f . On ve´rifie que ce
dernier est isomorphe a` K(J, I,D) ce qui ache`ve la re´currence. 
11.5. On a construit au paragraphe pre´ce´dent un complexe de A⊗D-modules
0 −−−→ LGJ −−−→
⊕
K∈C1
I
LGJ∪K −−−→ . . . −−−→ LGJ∪I −−−→ 0
Pour tout D ∈ Div bT (Y ), on en de´duit un complexe de A[0]⊗D-modules
0 −−−→ LG[D] −−−→
⊕
K∈C1
[n]
LGK [D] −−−→ . . . −−−→ LG[n] [D] −−−→ 0
Supposons que, pour tout I, l’homologie de XGIγ (D) soit pure. Alors, d’apre`s la proposition
11.1, ce complexe se re´crit
(11.3) 0 −−−→ H•(X
G
γ (D)) −−−→
⊕
K∈C1
[n]
H•(X
GK
γ (D)) −−−→ . . .
−−−→ H•(X
G[n]
γ (D)) −−−→ 0
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Pour tout I ⊂ [n], le groupe S(F ) agit sur XGIγ (D). Via le morphisme λ ∈ X∗(S) 7→ ε
λ,
on obtient une action du groupe X∗(S) sur X
GI
γ (D) et donc une action de l’alge`bre Q¯ℓ[Sˆ] =
Q¯ℓ[X∗(S)] sur H•(X
GI
γ (D)). Soit I l’ide´al maximal de Q¯ℓ[Sˆ] de´fini par le point sM . On note
Hˆ•(X
GI
γ (D)) le comple´te´ I-adique de H•(X
GI
γ (D)).
The´ore`me 11.5. — Pour tout λ ∈ X∗(T ) soit Dλ le diviseur de´fini au §5.7. Soit D
′ ∈
Div bT (Y ). Il existe un entier d tel que pour tout λ ∈ X∗(T ) tel que d(λ) > d on ait : si pour
tout I ⊂ [n], la fibre de Springer affine XGIγ (D
′+Dλ) est pure au sens de la de´finition 8.14
alors le complexe suivant pour D = D′ +Dλ
(11.4) 0 −−−→ Ĥ•(X
G
γ (D)) −−−→
⊕
K∈C1
[n]
Ĥ•(X
GK
γ (D)) −−−→ . . .
−−−→ Ĥ•(X
G[n]
γ (D)) −−−→ 0
obtenu par comple´tion I-adique a` partir du complexe (11.3) est exact.
De´monstration. — Comme l’homologie est gradue´e et que les facteurs de transfert sont
homoge`nes, nous allons prouver l’exactitude du complexe degre´ par degre´. Vu l’hypothe`se
de purete´, on sait que l’homologie de XGIγ (D) s’annule en degre´ impair. On se limite donc
aux degre´s paris. Si l’on pose
dK = deg(∆K),
on a en degre´ i (pair) un complexe
0 −−−→ Ĥi(X
G
γ (D)) −−−→
⊕
K∈C1
[n]
Ĥi−2dK (X
GK
γ (D)) −−−→ . . .
−−−→ Ĥi−2d[n](X
G[n]
γ (D)) −−−→ 0
Kazhdan-Lusztig ont prouve´ la formule suivante pour la dimension des fibres de Springer
dim(XGIγ ) =
∑
α∈Φ
GI
+
val(α(γ)).
En particulier, pour tout D, la dimension de XGIγ (D)) est majore´e par cette quantite´. On
en de´duit qu’en degre´ i tel que
i > 2
∑
α∈ΦG+
val(α(γ))
tous les termes du complexe sont nuls. Il suffit donc de conside´rer l’ensemble fini des
complexes indexe´s par 2i avec 0 6 i 6 2 dim(XGγ ). Fixons un tel i.
Pour tout I, la graduation LGI = ⊕j∈NL
GI
j entraˆıne des graduations naturelles sur les
faisceaux FGI (D) et FˆGI (D). Le the´ore`me 11.4 entraˆıne l’existence d’une suite exacte
(11.5) 0 −−−→ FˆGi (D) −−−→
⊕
K∈C1
[n]
FˆGKi−dK (D) −−−→ . . . −−−→ Fˆ
G[n]
i−d[n]
(D) −−−→ 0
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Soit F un module cohe´rent sur Y et Fˆ son comple´te´ le long de YsM , qui est, rappelons-le,
la fibre du morphisme propre
Y → Sˆ
au-dessus de sM . D’apre`s [13] §4 corollaire 4.1.7, il existe un isomorphisme canonique
(11.6) H•(Yˆ , Fˆ)→ Hˆ•(Y,F)
ou` le second membre de´signe le comple´te´ I-adique de H•(Y,F).
Pour chaque I ⊂ [n] et chaque entier i, le the´ore`me 5.6 applique´ au A-module de type
fini LGIi (D
′) donne un entier δ(i, I) qui ve´rifie : pour tous j > 0 et λ ∈ X∗(T ) tel que
d(λ) > δ(i, I) on a
Hj(Y,FGIi (D
′ +Dλ)) = 0
et
H0(Y,FGIi (D
′ +Dλ)) = L
GI
i [D
′ +Dλ].
Puisque XGIγ (D
′ +Dλ) est pure, la proposition 11.1 donne un isomorphisme
H0(Y,FGIi (D
′ +Dλ)) ≃ H2i(X
GI
γ (D
′ +Dλ), Q¯ℓ).
On en de´duit
Hj(Yˆ , FˆGIi (D
′ +Dλ)) = Hˆ
j(Y,FGIi (D
′ +Dλ)) = 0
et
(11.7) H0(Yˆ , FˆGIi (D
′ +Dλ)) = Hˆ
0(Y,FGIi (D
′ +Dλ)) ≃ Ĥ2i(X
GI
γ (D
′ +Dλ), Q¯ℓ).
On pose alors
δ = max8<
:
0 6 i 6 2 dim(XGγ )
I ⊂ [n]
9=
;
δ(i, I)
Pour tout λ tel que d(λ) > δ, le foncteur des sections globales transforme donc la suite
exacte (11.5) en une suite exacte
0 −−−→ H0(Yˆ , FˆGi (D
′ +Dλ)) −−−→ . . . −−−→ H
0(Yˆ , Fˆ
G[n]
i−d[n]
(D′ +Dλ)) −−−→ 0
qui s’identifie a` la suite exacte recherche´e graˆce aux isomorphismes (11.7).

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12 Inte´grales orbitales ponde´re´es
12.1. Soit Fq un corps fini et k une cloˆture alge´brique de Fq. On pose F = Fq((ε)),
L = k((ε)), o = Fq[[ε]] et oL = k[[ε]]. Soit τ l’automorphisme de Frobenius de k¯ sur k.
Soit L une cloˆture se´parable de L et F la cloˆture se´parable de F dans L. On note encore
τ l’automorphisme de L de´fini par
τ(
∞∑
n=n0
anε
n) =
∞∑
i=n
τ(an)ε
n.
Soit Γ = Gal(F¯ /F ) le groupe de Galois de F¯ sur F et ΓL celui de L¯ sur L.
12.2. Mesures de Haar. — Le groupe G(F ) est muni de la mesure de Haar qui donne
la mesure 1 au sous-groupe ouvert compact K = G(o).
Pour tout tore de´fini sur F , on note T nr le sous-tore non ramifie´ maximal de T . Il ve´rifie
X∗(T
nr) = X∗(T )
ΓL. Via le morphisme λ 7→ ελ, on identifie X∗(T
nr) a` un sous-groupe de
T (L). En particulier, X∗(T
nr)τ s’identifie a` un sous-groupe discret et cocompact de T (F ).
On munit T (F ) de l’unique mesure de Haar qui ve´rifie (cf. [11] §15.2, 15.3)
µ(T ) = mes(X∗(T
nr)τ\T (F )) =
|Cok[X∗(T
nr)Γ → X∗(T )Γ]|
|Ker[X∗(T nr)Γ → X∗(T )Γ]|
.
Si T est de´fini sur Fq, on a µ(T ) = 1.
12.3. Soit G un groupe re´ductif connexe et T ⊂ G un sous-tore maximal tous deux de´finis
sur Fq. Soit M un facteur de Le´vi d’un sous-groupe parabolique de G, tous deux de´finis
sur Fq. On suppose T ⊂M .
Soit Σ un e´ventail (G,M)-adapte´ dans X∗(T ). Le groupe engendre´ par le Frobenius τ
ope`re sur le Z-module X∗(T ) ainsi que sur a∗T . On suppose que Σ est τ -stable c’est-a`-dire
que l’action de τ sur a∗T permute les coˆnes dans Σ. Soit Y = YΣ la varie´te´ torique associe´e
au tore T̂ et a` l’e´ventail Σ. Soit D =
∑
σ∈Σ(1) nσDσ ∈ Div bT (Y ) un diviseur τ -stable au sens
ou`, pour tout rayon σ ∈ Σ(1), on a
nτ(σ) = nσ.
On suppose que la re´union des coˆnes dans Σ
|Σ| =
⋃
σ∈Σ
σ
forme un sous-R-espace vectoriel de a∗M . Soit S le sous-tore de T de´fini au §5.2 et aS =
X∗(S) ⊗ R. Notons que S est de´fini sur Fq. Pour tout ensemble muni d’une action du
Frobenius τ , on note par un exposant τ le sous-ensemble des points fixes par τ .
Le noyau de l’application line´aire
(12.1) λ ∈ aT 7→ (λ) =
∑
σ∈Σ(1)
̟σ(λ)Dσ ∈ Div bT (Y )R
62
est le sous-espace aS.
Soit
ΛΣ = {λ ∈ a
τ
T /a
τ
S | ∃t ∈ T (L) (λ) = (HT (t))}
On remarque que ΛΣ est un re´seau dans le quotient a
Γ
T/a
Γ
S.
On de´finit alors une application poids sur G(F ) par
(12.2) vD(x) = |{λ ∈ ΛΣ | (λ) +D
G
M(x) 6 D}|.
Lemme 12.1. — L’application vD est a` valeurs dans N. Elle est invariante par translation
a` gauche par M(F ) et a` droite par K.
De´monstration. — Dans la de´finition du poids, l’ensemble qui apparaˆıt est l’intersection
d’un re´seau avec un compact. Il est donc fini. Soit m ∈ M(F ), x ∈ G(F ) et k ∈ K. On a
la formule
DGM(mxk) =
∑
σ∈Σ(1)
̟σ(HM(m))Dσ +D
G
M(xk) = (HM(m)) +D
G
M(x)
qui donne de´ja` l’invariance par K. Soit B un sous-groupe de Borel de M de´fini sur k
et qui contient T . En utilisant la de´composition d’Iwasawa m = ntkM suivant M(L) =
NB(L)T (L)M(oL), on voit que (HM(m)) = (HT (t)). Il en re´sulte que la classe de HM(m)
dans aτT/a
τ
S appartient a` ΛΣ. L’invariance par M(F ) est alors claire. 
12.4. Par abus, on note encore G et M les groupes sur F obtenus par extension des
scalaires. Soit γ ∈ m(F ) un e´le´ment semi-simple et G-re´gulier ce qui signifie que son
centralisateur Tγ dans G est un tore maximal. Notons que Tγ ⊂M . On conside`re l’inte´grale
orbitale ponde´re´e convergente
JD(γ) = J
G
D(γ) =
∫
Tγ(F )\G(F )
1g(o)(Ad(x
−1)γ) vD(x)
dx
dt
.
Elle de´pend du choix des mesures de Haar sur Tγ(F ) et sur G(F ) (cf. §12.2).
On ve´rifie que, pour tout m ∈M(F ),
JD(Ad(m)γ) = JD(γ).
A` la suite de Kottwitz, on introduit B(G) l’ensemble des classes de τ -conjugaison dans
G(L). Pour tout F -tore U , soit
D(U) = ker(B(U)→ B(M)).
L’isomorphisme
B(U) ≃ X∗(U)Γ
duˆ a` Kottwitz (cf. [16] ou [17]) permet de de´finir un accouplement
〈., .〉 : UˆΓ × B(U)→ Q¯ℓ,
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ou` Û est le tore sur Q¯ℓ dual de U .
Tout t ∈ D(Tγ) est la classe de τ -conjugaison d’un e´le´ment de Tγ(L) qui s’e´crit
m−1t τ(mt) avec mt ∈M(L). On pose alors
γt = Ad(mt)γ.
C’est un e´le´ment de m(F ) dont la classe de M(F )-conjugaison ne de´pend pas du choix
de mt. L’expression JD(γt) est donc de´finie sans ambigu¨ıte´. De plus, l’application t 7→ γt
de´finit une bijection de D(Tγ) sur l’ensemble des classes deM(F )-conjugaison dans l’orbite
sous M(F ) de γ.
Pour tout s ∈ T̂ Γγ , on conside`re la s-inte´grale orbitale ponde´re´e
JsD(γ) =
∑
t∈D(Tγ )
〈s, t〉JD(γt).
Remarquons que si s ∈ ZΓcM ⊂ T̂ Γγ , l’accouplement 〈s, t〉 vaut 1 pour tout t ∈ D(Tγ).
12.5. On continue avec l’e´le´ment γ de´fini au paragraphe pre´ce´dent. On suppose de plus
que γ est entier au sens ou` pour toute racine de Tγ dans G la valuation de α(γ) est positive.
Rappelons la de´finition de la fibre de Springer affine tronque´e (cf. de´finition 8.1)
XGγ (D) = {x ∈ G(L)/G(oL) | Ad(x
−1)γ ∈ g(oL) et D
G
M(x) 6 D}.
Comme D est τ -stable, la fibre ci-dessus est stable par τ et l’ensemble des points τ -fixes
admet la description suivante
(12.3) XGγ (D)
τ = {x ∈ G(F )/G(o) | Ad(x−1)γ ∈ g(o) et DGM(x) 6 D}.
Soit Sγ le sous-tore de Tγ de´fini par
(12.4) X∗(Sγ) = Ker
(
X∗(Tγ) → Div bT (Y )
λ 7→ DGM(ε
λ)
)
.
Le groupe Sγ(L) ope`re par translation a` gauche sur X
G
γ (D). On en de´duit une action
libre de X∗(Sγ) sur X
G
γ (D), via le morphisme usuel de X∗(Sγ) dans Sγ(L). Le quotient
X∗(S
nr
γ )\X
G
γ (D) est un sche´ma projectif de´fini sur Fq.
12.6. Le morphisme de restriction X∗(M) → X∗(Tγ) induit l’inclusion canonique a
∗
M ⊂
a∗Tγ . En particulier, pour tout rayon σ ∈ Σ(1), le vecteur ̟σ ∈ a
∗
M de´finit une forme line´aire
sur aTγ . On a donc une application line´aire
λ ∈ aTγ 7→
∑
σ∈Σ(1)
̟σ(λ)Dσ ∈ Div bT (Y )R.
Rappelons qu’on dispose d’un morphisme
HTγ : Tγ(L)→ aTγ .
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Soit Λγ le re´seau de a
τ
T/a
τ
S de´fini par
Λγ = {λ ∈ a
τ
T/a
τ
S | ∃t ∈ Tγ(F ), (λ) = (HTγ (t))}.
Pour tout x ∈ G(F ), on introduit la variante suivante du poids vD
vγ,D(x) = |{λ ∈ Λγ | (λ) +D
G
M(x) 6 D}|
Lemme 12.2. — Le poids vγ,D est une application sur G(F ) a` valeurs dans N, invariante
par translation a` gauche par Tγ(F ) et a` droite par K.
De´monstration. — Seule l’invariance par Tγ(F ) n’est pas e´vidente. Pour tous t ∈ Tγ(F )
et x ∈ G(F ), on a la formule
DGM(tx) = (HM(t)) +D
G
M(x).
L’invariance cherche´e re´sulte de la relation (HM(t)) = (HTγ (t)). 
Contrairement au poids vD, le poids vγ,D n’est pas invariant a` gauche par M(F ). En
fait pour m ∈ M(F ), on a
vγ,D(m
−1x) = vγ,D+DG
M
(m)(x).
Lemme 12.3. — On a
vγ,D(x) = |λ ∈ X∗(T
nr
γ )
τ/X∗(S
nr
γ )
τ | DGM(ε
λx) 6 D|
De´monstration. — Les morphismes t ∈ Tγ(F ) 7→ (HTγ (γ)) et λ ∈ X∗(T
nr
γ )
τ 7→ DGM(ε
λ)
ont meˆme image. Pour conclure, il suffit de remarquer que le noyau du second morphisme
est X∗(S
nr
γ )
τ (cf. (12.4)).

On de´finit alors la variante de l’inte´grale orbitale ponde´re´e
J˜D(γ) =
∫
Tγ(F )\G(F )
1g(o)(Ad(x
−1)γ) vγ,D(x)
dx
dt
.
Cette inte´grale admet une interpre´tation en terme de comptage.
Lemme 12.4. — On a l’e´galite´
J˜D(γ) = µ(Tγ)
−1|X∗(S
nr
γ )
τ\XGγ (D)
τ |.
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De´monstration. — On e´crit a` l’aide du lemme pre´ce´dent
J˜D(γ) = µ(Tγ)
−1
∫
X∗(Tnrγ )
τ \G(F )
1g(o)(Ad(x
−1)γ) vγ,D(x) dx
= µ(Tγ)
−1|{x ∈ X∗(S
nr
γ )
τ\G(F )/G(o) | Ad(x−1)γ ∈ g(o) et DGM(x) 6 D}|
On conclut a` l’aide de (12.3). 
12.7. Soit Sˆnrγ le tore sur Q¯ℓ dual de S
nr
γ . Soit s ∈ (Sˆ
nr
γ )
Γ d’ordre fini. Pour alle´ger les
notations, on pose
Xγ = X∗(S
nr
γ )
La repre´sentation ℓ-adique donne´e par
χ ∈ Xγ 7→ χ(s) ∈ Q¯ℓ
de´finit un syste`me local sur Fq, note´ Ls, sur Xγ\X
G
γ (D).
Comme Sγ(L) agit sur X
G
γ (D) par translation a` gauche et que cette action commute a`
celle de Xγ, le groupe Sγ(L) agit sur les groupes d’homologie
Hi(Xγ\X
G
γ (D),Ls).
Onmontre comme dans [11] 15.6 que cette action est semi-simple et qu’on a une de´composition
en sous-espaces isotypiques
(12.5) Hi(Xγ\X
G
γ (D),Ls) =
⊕
s′
Hi(Xγ\X
G
γ (D),Ls)s′
ou` s′ parcourt la fibre de SˆΓLγ → Sˆ
nr
γ au-dessus de s. Un tel s
′ s’interpre`te comme un
caracte`re de Sγ(L) a` valeurs dans Q¯ℓ via le morphisme de Kottwitz Sγ(L)→ X∗(Sγ)ΓL (cf.
[17] 7.6).
On pose
trace(τ,H•(Xγ\X
G
γ (D),Ls)) =
2 dim(XGγ (D))∑
i=0
(−1)i trace(τ,Hi(Xγ\X
G
γ (D),Ls)).
On a une de´finition semblable pour tout sous-espace τ -stable deH•(Xγ\X
G
γ (D),Ls). La pro-
position suivante est l’analogue (en homologie) du the´ore`me 15.8 de [11] pour les inte´grales
orbitales ponde´re´es.
Proposition 12.5. — Pour tout t ∈ D(Sγ), soit mt un e´le´ment de M(L) tel que m
−1
t τ(mt)
appartienne a` Sγ(L) et dont la classe de τ -conjugaison soit celle de t.
Soit s ∈ SˆΓγ et s¯ l’image de s par le morphisme canonique Sˆ
Γ
γ → (Sˆ
nr
γ )
Γ. On suppose
que s¯ est d’ordre fini.
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On a l’e´galite´
trace(τ,H•(Xγ\X
G
γ (D),Ls¯)s) =
µ(Tγ)
µ(Sγ)
∑
t∈D(Sγ )
〈s, t〉−1J˜D+DG
M
(mt)(Ad(mt)γ).
De´monstration. — C’est une simple adaptation des arguments de Goresky-Kottwitz-
MacPherson (ibid.). Soit t ∈ Sγ(L) et x ∈ G(L)/G(oL) dont la classe modulo Xγ est fixe´e
par tτ . Il existe alors λx ∈ Xγ tel que
tτ(x) = λxx
et la classe de λx dans les co-invariants (Xγ)Γ ≃ B(S
nr
γ ) ne de´pend que de la classe de x
modulo Xγ.
La version homologique de la formule des traces de Grothendieck-Lefschetz donne
l’e´galite´
trace(tτ,H•(Xγ\X
G
γ (D),Ls¯)) =
∑
x∈(Xγ\XGγ (D))
tτ
〈s¯, λx〉
=
∑
λ∈(Xγ )Γ
〈s¯, λ〉−1|(Xγ\X
G
γ (D))
ελtτ |.
Par ailleurs, comme τ permute les composantes isotypiques de la de´composition (12.5), on
a
trace(tτ,H•(Xγ\X
G
γ (D),Ls¯)) =
∑
s′
trace(tτ,H•(Xγ\X
G
γ (D),Ls¯)s′)
ou` la somme est prise sur les s′ ∈ SˆΓγ qui s’envoient sur s¯. Introduisons une constante c
c = |Cok[B(Snrγ )→ B(Sγ)]| = |Cok[(Xγ)Γ → X∗(Sγ)Γ].
On en de´duit
trace(tτ,H•(Xγ\X
G
γ (D),Ls¯)s) = c
−1
∑
t∈Cok[B(Snrγ )→B(Sγ )]
〈s, t〉−1trace(tτ,H•(Xγ\X
G
γ (D),Ls¯))
= µ(Sγ)
−1
∑
t∈B(Sγ )
〈s, t〉−1|(Xγ\X
G
γ (D))
tτ |
Si (Xγ\X
G
γ (D))
tτ 6= ∅, il existe x ∈ G(L) tel que x−1tτ(x) ∈ G(oL). En utilisant la
de´composition d’Iwasawa G(L) = P (L)G(oL) pour x, on voit qu’il existe m ∈ M(L) tel
que m−1tτ(m) ∈ M(oL). On sait bien alors que la classe de t est triviale dans B(M). Dans
la somme ci-dessus, on peut donc se restreindre aux t ∈ D(Sγ). Pour un tel t, il existe
mt tel que t = m
−1
t τ(mt). Soit γ
′ = Ad(mt)γ. La translation x 7→ mtx re´alise alors une
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bijection entre les ensembles (Xγ\X
G
γ (D))
tτ et (Xγ′\X
G
γ′(D + D
G
M(mt)))
τ . On conclut en
utilisant le lemme 12.4 et le fait que
µ(Tγ′) = µ(Tγ).

12.8. Soit t ∈ Tγ(F ). On a vu dans la de´monstration du lemme 12.2 que (HTγ (t)) =
(HM(t)). Dans la de´monstration du lemme 12.1, on a dit que la classe de HM(t) dans
aτT/a
τ
S appartient a` ΛΣ. Il s’ensuit que
Λγ ⊂ ΛΣ.
Soit ΛγΣ un syste`me de repre´sentant du quotient fini ΛΣ/Λγ. Pour tout x ∈ G(F ), on a la
relation
vD(x) =
∑
λ∈ΛγΣ
vT,D+(λ)(x)
et donc
(12.6) JD(γ) =
∑
λ∈ΛTΣ
J˜D+(λ)(γ).
Soit m ∈ M(L) tel que m−1τ(m) ∈ Tγ(L). La conjugaison par m induit alors un iso-
morphisme entre Tγ(F ) et (mTγm
−1)(F ) a` partir duquel on voit que ΛAd(m)γ = Λγ. Donc
la relation ci-dessus est encore vraie pour le meˆme ensemble ΛγΣ si l’on remplace γ par
Ad(m)γ.
The´ore`me 12.6. — Soit κ ∈ T̂ Γγ . Soit s et s¯ les images de κ
−1 par les morphismes
canoniques T̂ Γγ → Sˆ
Γ
γ et T̂
Γ
γ → (Sˆ
nr
γ )
Γ. On suppose s¯ d’ordre fini. On a la relation suivante
∑
λ∈ΛγΣ
trace(τ,H•(Xγ\X
G
γ (D + (λ)),Ls¯)s) =
µ(Tγ)
µ(Sγ)
| ker(X∗(Sγ)Γ → X∗(Tγ)Γ)|J
κ
D(γ).
De´monstration. — Soit λ ∈ ΛγΣ. La proposition 12.5 donne l’e´galite´
trace(τ,H•(Xγ\X
G
γ (D + (λ)),Ls¯)s) =
µ(Tγ)
µ(Sγ)
∑
t∈D(Sγ )
〈s, t〉−1J˜Dλ,t(Ad(mt)γ).
ou` l’on a pose´ Dλ,t = D + (λ) +D
G
M(mt). En sommant le second membre sur λ ∈ Λ
γ
Σ, on
trouve
µ(Tγ)
µ(Sγ)
∑
t∈D(Sγ )
〈s, t〉−1
[ ∑
λ∈ΛγΣ
J˜Dλ,t(Ad(mt)γ)
]
.
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D’apre`s l’e´galite´ (12.6) applique´e a` Ad(mt)γ, la somme entre crochets vaut
JD+DG
M
(mt)(Ad(mt)γ)
qui n’est autre que
JD(Ad(mt)γ)
puisque pour t ∈ D(Sγ), on ve´rifie que D
G
M(mt) ∈ ΛΣ.
Pour conclure, il nous reste a` prouver
(12.7) | ker(X∗(Sγ)Γ → X∗(Tγ)Γ)|J
κ
D(γ) =
∑
t∈D(Sγ )
〈s, t〉−1JD(Ad(mt)γ).
Soit Tsc l’image re´ciproque de Tγ dans le reveˆtement simplement connexe du groupe de´rive´
de M . Il est bien connu que
(12.8) D(Tsc)→ D(Tγ)
est surjective. Or X∗(Tsc) est le sous-groupe de X∗(Tγ) engendre´ par les coracines de Tγ
dans M . On en de´duit l’inclusion
X∗(Tsc) ⊂ X∗(Sγ).
Par conse´quent, l’application (12.8) se factorise par D(Sγ) et l’application
D(Sγ)→ D(Tγ)
est surjective. Son noyau est fini et s’identifie a`
ker(X∗(Sγ)Γ → X∗(Tγ)Γ).
Si t ∈ D(Sγ) a pour image t¯ dans D(Tγ), on a mt¯ = mt et 〈s, t〉
−1 = 〈κ, t¯〉. L’e´galite´ (12.7)
est alors claire. 
12.9. On a fixe´ au §12.3 un sous-tore maximal T deM de´fini sur Fq. Soit P un sous-groupe
parabolique de G de´fini sur Fq ayant M comme facteur de Le´vi. Soit B un sous-groupe de
Borel de G de´fini sur k qui contient T et qui est inclus dans M .
Le Frobenius τ ope`re sur la donne´e radicielle associe´e a` (G, T )
(X∗(T ),ΦG, X∗(T ),Φ
G,∨)
et il pre´serve la donne´e radicielle associe´e a` (M,T ).
Soit s ∈ T̂ τ . Soit H∗ un groupe de´ploye´ sur Fq et T
H∗ un sous-tore maximal de H∗
de´fini sur Fq de sorte qu’on ait
(X∗(TH
∗
),ΦH
∗
, X∗(T
H∗),ΦH
∗,∨) = (X∗(T ),ΦMs , X∗(T ),Φ
M,∨
s )
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ou` l’on a pose´
ΦM,∨s = {α
∨ ∈ ΦM,∨ | α∨(s) = 1}
et
ΦMs = {α ∈ Φ
M | α∨ ∈ ΦM,∨s }.
Puisque s est fixe´ par le Frobenius τ , ce dernier stabilise ΦMs et Φ
M,∨
s . On en de´duit une
action du Frobe´nius τ sur la donne´e radicielle de H∗.
Soit ∆H
∗
⊂ ΦH
∗
la base forme´e du sous-ensemble des racines simples dans ΦH
∗
∩ ΦB.
Le Frobenius τ ne pre´serve pas ne´cessairement ∆H
∗
. Cependant il envoie ∆H
∗
sur la base
forme´e de l’ensemble des racines simples dans ΦH
∗
∩ Φτ(B). Soit wτ l’unique e´le´ment du
groupe de Weyl du syste`me de racines ΦH
∗
qui ve´rifie
(wτ ◦ τ)∆
H∗ = ∆H
∗
.
Soit BH
∗
le sous-groupe de Borel de H∗ qui contient TH
∗
et qui est de´fini par la base
∆H
∗
. Pour tout α ∈ ∆H
∗
, soit EH
∗
α un vecteur radiciel de poids α. Soit Ψ
H∗ l’unique
automorphisme de H∗ qui stabilise l’e´pinglage (BH
∗
, TH
∗
, {EH
∗
α }α∈∆H∗ ) et qui induit sur
la donne´e radicielle de H∗ l’automorphisme wτ ◦ τ .
Soit H le groupe sur Fq de´fini comme la forme exte´rieure de H
∗ obtenue par torsion par
l’automorphisme ΨH
∗
. L’isomorphisme T → TH
∗
sur k induit un plongement ι : T → H .
Il re´sulte des de´finitions que
ι ◦ τ = w−1τ ◦ τ ◦ ι.
D’apre`s le the´ore`me de Kottwitz-Steinberg (cf. [15]), quitte a` conjuguer ι par un e´le´ment
de H , on peut et on va supposer qu’on a
(12.9) ι ◦ τ = τ ◦ ι.
Rappelons qu’on a a de´fini au §12.3 un sous-tore S de T de´fini sur Fq. On a donc un
morphisme τ -e´quivariant T̂ → Sˆ. Pour tout s′ ∈ sKer(T̂ → Sˆ), on pose
Φ∨s′ = {α
∨ ∈ Φ∨ | α∨(s′) = 1}.
L’ensemble
{Φ∨s′ | s
′ ∈ sKer(T̂ → Sˆ)}
est fini et non vide. Soit E = Es l’ensemble des e´le´ments de cet ensemble maximaux pour
l’inclusion. Soit n le cardinal de E . On fixe
i ∈ [n]→ Φ∨i ∈ E
une bijection de [n] sur E . Puisque s est fixe´ par le Frobenius τ , ce dernier stabilise E et
de´finit une permutation de [n], par abus encore note´e τ , de la manie`re suivante
Φ∨τ(i) = τ(Φ
∨
i ).
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Soit I une partie non vide de [n] et
Φ∨I =
⋂
i∈I
Φ∨i .
Soit ΦI ⊂ Φ
G d’image Φ∨I par l’application qui a` une racine associe sa coracine.
Soit G∗I un groupe re´ductif connexe et de´ploye´ sur Fq et T
∗
I ⊂ G
∗
I un sous-tore maximal
de´fini sur Fq tels que la donne´e radicielle associe´e a` (G
∗
I , T
∗
I ) soit e´gale a`
(X∗(T ),ΦI , X∗(T ),Φ
∨
I ).
Soit ∆I la base du syste`me de racines ΦI forme´e de l’ensemble des racines simples dans
ΦI ∩ Φ
B. Soit B∗I le sous-groupe de Borel de G
∗
I qui contient T
∗
I et qui est de´fini par ∆I .
Soit (B∗I , T
∗
I , {E
I
α}α∈∆I ) un e´pinglage .
Lemme 12.7. — On a la relation
(12.10) wτ ◦ τ(∆I) = ∆τ(I).
De´monstration. — L’e´le´ment wτ , vu comme e´le´ment du groupe de Weyl W
cM(T̂ ), fixe
tous les points de sKer(T̂ → Sˆ). En effet, par de´finition, wτ fixe s. D’autre part, on ve´rifie
que Ker(T̂ → Sˆ) ⊂ ZcM .
On en de´duit qu’on a
wτ ◦ τ(ΦI) = Φτ(I).
On a ΦB = ΦM∩B ∪ ΦP . Donc on a aussi
ΦI ∩ Φ
B = (ΦI ∩ Φ
M∩B) ∪ (ΦI ∩ Φ
P ).
Pour tout I, on a
ΦI ∩ Φ
M∩B = ΦH
∗
∩ ΦB.
Par conse´quent, par de´finition de wτ , on sait que wτ ◦ τ stabilise
ΦI ∩ Φ
M∩B = Φτ(I) ∩ Φ
M∩B.
Comme wτ se de´compose en syme´trie e´le´mentaires associe´es a` des racines dans M , le
compose´ wτ ◦ τ stabilise aussi Φ
P et envoie ΦI ∩Φ
P sur Φτ(I) ∩Φ
P . La relation (12.10) est
alors e´vidente. 
Du lemme pre´ce´dent, on de´duit que wτ◦τ induit un isomorphisme de la donne´e radicielle
de G∗I sur celle de G
∗
τ(I) qui envoie ∆I sur ∆τ(I). Il existe donc un unique isomorphisme
ΨI : G
∗
I → G
∗
τ(I)
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qui envoie l’e´pinglage (B∗I , T
∗
I , {E
I
α}α∈∆I ) sur celui associe´ a` G
∗
τ(I) et qui induit sur les
donne´es radicielles correspondantes le meˆme isomorphisme que wτ ◦ τ .
Soit
G∗I =
∐
J
G∗J
ou` J parcourt l’ensemble des parties de [n] qui sont dans l’orbite de I sous l’action de τ .
On munit G∗I de l’automorphisme ΨI de´fini sur la composante d’indice J par ΨJ . On note
alors GI la forme exte´rieure de G
∗
I tordue par ΨI . Si τ(I) = I alors GI est un groupe
re´ductif connexe sur Fq et c’est la forme exte´rieure de G
∗
I tordue par ΨI .
SoitM∗I l’unique sous-groupe de Le´vi de G
∗
I qui contient T
∗
I et dont la donne´e radicielle
est e´gale a`
(X∗(T ),ΦH
∗
, X∗(T ),Φ
H∗,∨).
Remarquons l’e´galite´ ΨI(M
∗
I ) = M
∗
τ(I). On de´finit alors de manie`re e´vidente des sous-
varie´te´s M∗I ⊂ G
∗
I et MI ⊂ GI . Le morphisme e´vident H
∗ → M∗I permet de de´finir une
action (par translation a` gauche) de´finie sur Fq de H sur MI . Si τ(I) = I, ce morphisme
induit un Fq-isomorphisme de H sur MI .
Rappelons qu’on a de´fini un plongement ι de T dans H de´fini sur Fq. On en de´duit une
action de T sur GI de´fini sur Fq.
12.10. Soit Σ = ΣGM l’e´ventail de´fini en (5.7). C’est un e´ventail τ -stable. Soit D ∈ Div bT (Y )
un diviseur τ -stable. Soit I ⊂ [n] non vide. On sait que l’e´ventail Σ est (G∗I ,M
∗
I )-adapte´
au sens de la de´finition 5.2 (cf. proposition 6.5). Soit γ ∈ t(F ) un e´le´ment semi-simple,
G-re´gulier et entier (cf. de´but du §12.5). Par abus, on note encore γ l’image de γ dans h(F )
par le plongement ι ou son image dans h∗I obtenue par composition avec l’isomorphisme
h→ h∗I sur k.
On introduit alors la grassmannienne affine tronque´e
XGIγ (D) =
∐
J
X
G∗
J
γ (D) ;
dans la somme, J parcourt l’orbite de I sous τ et pour un tel J
X
G∗J
γ (D) = {x ∈ G
∗
J(L)/G
∗
J(oL) | Ad(x
−1)γ ∈ g∗J(oL) et D
G∗J
M∗
J
(x) 6 D},
L’action de τ sur GI induit une action de τ sur∐
J
G∗J(L)/G
∗
J(oL)
et on ve´rifie que cette action stabilise XGIγ (D).
Soit s¯ ∈ Sˆτ l’image de s par le morphisme T̂ → Sˆ. On suppose que s¯ est d’ordre fini.
Comme au §12.7, la repre´sentation ℓ-adique de X∗(S) associe´e a` s¯ fournit un syste`me local
LIs¯ sur le quotient X∗(S)\X
GI
γ (D) de´fini sur Fq.
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Soit α ∈ ΦG. On dit que cette racine est syme´trique si τ(α) = −α. On de´finit alors un
signe
∆s(γ) =
∏
α
(−1)val(α(γ))
ou` α parcourt un syste`me de repre´sentants des orbites syme´triques de τ dans ΦM tel que
α∨(s) 6= 1.
On pose
dI =
∑
α∈ΦG+−Φ
G∗
I
+
val(α(γ)).
On remarque que dI ne de´pend que de l’orbite sous τ de I. On note C
i
[n]/τ l’ensemble des
orbites de τ dans C i[n].
The´ore`me 12.8. — Soit κ ∈ T̂ τ dont l’image dans Sˆ est d’ordre fini et D un diviseur
Γ-stable. On suppose que pour tout λ dans l’ensemble fini ΛγΣ les assertions suivantes sont
ve´rifie´es :
1. pour tout I ⊂ Eκ, la fibre de Springer affine tronque´e X
G∗
I
γ (D + (λ)) est pure au sens
de la de´finition 8.14 ;
2. le diviseur D + (λ) satisfait les conclusions du the´ore`me 11.5.
Alors la relation suivante est vraie
∆κ(γ)J
G,κ
D (γ) =
∑
I
(−1)|I|−1qdIJGI ,κD (γ)
ou` la somme est prise sur les parties I non vides de Eκ telles que τ(I) = I.
De´monstration. — Soit D un diviseur τ -stable qui satisfait les hypothe`ses du the´ore`me
11.5 et qui ve´rifie : pour tout I ⊂ Eκ, la fibre de Springer affine tronque´e X
G∗
I
γ (D) est
pure. Soit l’anneau A = Q¯ℓ[Sˆ] et son ide´al maximal I de´fini par le point s¯ ∈ Sˆ, image de
s = κ−1 par le morphisme canonique T̂ → Sˆ. Pour tout A-module V , on note Vˆ le comple´te´
I-adique de V . On dispose de l’ensemble fini Es = Eκ−1 qu’on met en bijection avec [n].
Rappelons qu’on a de´fini au paragraphe 11.3 un ensemble fini Eˆ(s¯). L’application qui a` un
sous-groupe de Ĝ qui contient T̂ associe l’ensemble des racines de T̂ dans ce sous-groupe
envoie Eˆ(s¯) bijectivement sur Es.
Pour alle´ger les notations, on pose pour tous i ∈ N et I ⊂ [n] (avec la convention G∅ = G)
HGIi = Hi(X
GI
γ (D)).
On a la de´composition
HGIi =
⊕
J
Hi(X
G∗J
γ (D)),
ou` J parcourt l’orbite de I sous l’action de τ . Le Frobenius τ envoie Hi(X
G∗J
γ (D)) sur
Hi(X
G∗
τ(J)
γ (D)). La trace de τ sur H
GI
i est donc nulle sauf si τ(I) = I.
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On suppose de´sormais que τ(I) = I. On fait l’hypothe`se que X
G∗I
γ (D) est pure. Il re´sulte
du calcul explicite de HGIi donne´ a` la section 10 que H
GI
i est soit nul si i est impair soit un
sous-espace d’un certain quotient de Q¯ℓ[X∗(T )]⊗ Sym
i/2(X∗(T )⊗ Q¯ℓ(1)) si i est pair. Soit
χ⊗X ∈ Q¯ℓ[X∗(T )]⊗ Sym
i/2(X∗(T )⊗ Q¯ℓ(1)). L’action de τ sur H
GI
i re´sulte de l’action de
τ sur Q¯ℓ[X∗(T )]⊗ Sym
i/2(X∗(T )⊗ Q¯ℓ(1)) donne´e par
τ(χ⊗X) = τ(χ)⊗ qi/2X.
Pour tout A-module V , l’isomorphisme
Vˆ ⊗ Aˆ/IAˆ ≃ V ⊗A/I,
induit pour tout entier p un isomorphisme
TorAˆp (Vˆ , Aˆ/IAˆ) ≃ Tor
A
p (V,A/I).
On en de´duit pour tous entiers i et p un isomorphisme τ -e´quivariant
(12.11) TorAˆp (Hˆ
GI
i , Aˆ/IAˆ) ≃ Tor
A
p (H
GI
i ,A/I).
La conclusion du the´ore`me 11.5 pour le diviseur D est l’exactitude en tout degre´ i du
complexe de Aˆ-modules
0 −−−→ ĤGi −−−→
⊕
I∈C1
[n]
/τ Ĥ
GK
i−2dI
−−−→ . . . −−−→ Ĥ
G[n]
i−2d[n]
−−−→ 0
ou` les fle`ches sont donne´es par les facteurs de transfert. Pour I ⊂ Es tel que τ(I) 6= I, on a
trace(τ,TorAˆp (Ĥ
GI
i , Aˆ/IAˆ)) = 0.
Si τ(I) = I et I 6= ∅, on ve´rifie que
τ(∆GG∗
I
) = ∆s(γ)∆
G
G∗
I
.
De ces deux remarques et de la suite exacte ci-dessus, on de´duit la relation
∑
I⊂Es, τ(I)=I
(−1)|I|eI q
dI
∞∑
p=0
(−1)p trace(τ,TorAˆp (Ĥ
GI
i−2dI
, Aˆ/IAˆ)) = 0,
ou` eI = ∆s(γ) si I 6= ∅ et e∅ = 1. Vu l’isomorphisme (12.11), on a aussi
(12.12)
∑
I⊂Es, τ(I)=I
(−1)|I|eI q
dI
∞∑
p=0
(−1)p trace(τ,TorAp (H
GI
i−2dI
,A/I)) = 0.
La proposition 4.1 implique l’existence d’une suite spectrale
E2pq = Tor
A
p (H
GI
i ,A/I)⇒ Hp+q(X∗(S)\X
GI
γ (D),L
I
s¯).
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De cette suite spectrale, on de´duit la relation suivante
(12.13) trace(τ,H•(X∗(S)\X
GI
γ (D),L
I
s¯)) =
∞∑
i=0
(−1)i
∞∑
p=0
(−1)p trace(τ,TorAp (H
GI
i ,A/I)),
ou` les sommes sont bien suˆr a` support fini.
En combinant (12.12) et (12.13), on obtient∑
I⊂Es, τ(I)=I
(−1)|I|eI q
dI trace(τ,H•(X∗(S)\X
GI
γ (D),L
I
s¯)) = 0.
On conclut en utilisant le the´ore`me 12.6. 
12.11. Soit λ ∈ X∗(T )
τ . Le diviseur Dλ (cf. la fin du §5.5) est τ -stable. On a e´galement
de´finit un entier d(λ) (cf. §5.4).
Corollaire 12.9. — Soit γ ∈ t(F ) un e´le´ment semi-simple, G-re´gulier, entier et e´quivalue´.
Soit κ ∈ T̂ τ dont l’image dans Sˆ est d’ordre fini. Il existe une constante c > 0 tel que pour
tout λ ∈ X∗(T )
τ tel que d(λ) > c on ait
∆κ(γ)J
G,κ
Dλ
(γ) =
∑
I⊂Eκ, τ(I)=I
(−1)|I|−1qdIJGI ,κDλ (γ).
De´monstration. — Soit λ1, . . . , λr une famille finie d’e´le´ments de a
τ
T dont l’ensemble
des classes dans aτT/a
τ
S est Λ
γ
Σ. Pour tout indice i, soit ti ∈ T (L) tel que (λi) = (HT (ti)).
Soit I ⊂ Eκ. D’apre`s le corollaire 8.15, il existe cI tel que pour tout λ ∈ X∗(T ) qui ve´rifie
d(λ) > cI , la fibre de Springer affine tronque´e X
G∗
I
γ (Dλ) est pure. La translation a` gauche
par ti est un isomorphisme de X
G∗
I
γ (Dλ) sur X
G∗
I
γ (Dλ+ (λi)). Par conse´quent, cette dernie`re
est e´galement pure. On voit que les hypothe`ses du the´ore`me 11.5 sont ve´rifie´es. Donc ses
conclusions valent et on peut appliquer le the´ore`me 12.8. 
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