The Xinanjiang (XAJ) model has been successfully applied in humid and semi-humid regions. Considering the geomorphologic factors to accurately estimate floods, this study adopted the geomorphologic instantaneous unit hydrograph (GIUH) method to calculate the surface runoff instead of the experience unit hydrograph (EUH) in the original model. The geomorphologic factors of the case study basin were obtained by using a digital elevation model (DEM) and the Terrain analysis using Digital Elevation Models (TauDEM). Furthermore, the dynamic Muskingum model was used for the channel flood routing. This study focused on the simulation of heavy precipitation and floods over the Chong River, which is a tributary river to the Songhua River on the right bank in northeast China. The detailed steps of the method were shown, up to the estimated value of flood runoff discharges and flood peaks and their comparison with observed values. The average deterministic coefficients (DCs) of model calibration and validation were 0.89 and 0.83, respectively. The results show that the model precision is high and the model is feasible for flood forecasting. Lastly, some methodological perspectives to enhance the method are presented.
Introduction
Floods caused by extreme precipitation affect a great number of people every year, displacing them, damaging homes and destroying supplies of food and water (Webster, 2013) . However, flood forecasting is little used in developing countries, especially for the mesoscale and small-scale basins, resulting in thousands of deaths each year. Thus in a floodprone region, quick and accurate flood forecasting is imperative. Accurate forecasting of water levels or discharge is a key requirement for the successful implementation of flood management and mitigation in a river basin. For example, accurate water level forecasts can help reservoir operators manage reservoirs more efficiently and reduce flood risks. Flood forecasting also provides early warning of impending floods with the potential of saving human lives and property.
As a vital non-structural measure for minimizing flood damage, hydrological models provide information for flood warning systems. And using hydrological rainfall-runoff models and achieving better streamflow simulations becomes an objective common to most hydrologists. During the past decades, some hydrological models have been developed with computer technology, such as TOPMODEL (Beven & Kirkby, 1979) , Xinanjiang model (Zhao, 1984) , IHDM (Beven, Calver, & Morris, 1987) , MIKE-SHE (Refshaard, Storm, & Singh, 1995) , HEC-HMS (Scharffenberg & Fleming, 2006) , etc. Among these models, the Xinanjiang model (XAJ) has been widely applied in humid and semi-humid regions as a basic tool for rainfall-runoff simulation, flood forecasting and water resources planning (Zhao, Liu, & Singh, 1995) . It provides an integral structure to statistically describe the non-uniform distribution of runoff producing areas. Previous research has shown that the XAJ model did consistently better than other models because it accounted for the vertical spatial distribution of soil moisture storage (Yew Gan, Dlamini, & Biftu, 1997) . This advantage provided much of the incentive for other models (Todini, 1996) .
Distributed hydrological models generally perform better than most conceptual hydrological models with lumped or semi-distributed structure because the spatial variation of hydrological variables is generally difficult to consider in lumped or semi-distributed models (Chen, Chen, & Xu, 2007) . It is necessary and useful to develop a new type of flood forecasting model based on the existing XAJ model to improve the model capability in using more detailed information in real time flood forecasting.
For many years hydrologists have attempted to relate the hydrologic response of watersheds to its topographic structures (Chutha & Dooge, 1990; Rinaldo & Rodriguez Iturbe 1996) . The geomorphologic instantaneous unit hydrograph (GIUH) method is the most promising development in this direction Rodríguez Iturbe & Valdes (1979) . It is a mathematical method for predicting the changing magnitude and celerity of a flood wave as it propagates down rivers through reservoirs (Tewolde & Smithers, 2007) . The Muskingum method is widely accepted and used in flood routing models due to its adequate level of accuracy and the reliable relationship between parameters and channel properties (Haktanir & Ozmen, 1997) . Liu, Chen, Zhang, and Flury, (2009) indicated that coupling is not a virtue in itself, but it can reflect the necessary physical processes and produce an operational methodology. It was assumed that spatial distribution of tension water capacity is equally the same in every sub-basin, i.e. the curve can be regarded as an accumulative function or statistical description of the spatial heterogeneity. Runoff generated on a partial area in each sub-basin is averaged on the whole sub-basin and routed to the downstream sub-basin. The main objective here is to develop an improved hydrological model, coupling the XAJ model with GIUH method.
Methodology

Model description
The Xinanjiang (XAJ) model was initially developed by Zhao (1992) ; it was first used in prediction of Xinanjiang Reservoir inflow and then for flood forecasting, streamflow simulation and hydrological impact studies. Previous research (Yao, 2013) has shown that the accuracy of flood peak simulations in the XAJ model is not very accurate in the basin slope compared to the effect of the flat basin. Hence, the effect of topographic attributes should be considered in operational application of the XAJ model. In this study, the XAJ model was used to calculate the basin runoff generation. Better surface routing simulations can be achieved by GIUH, while the process of runoff in soil and groundwater routing requires the linear reservoir regulating model to calculate. In addition, channel flood routing will require the dynamic Muskingum model.
The XAJ model is made up of an evapotranspiration module, a runoff generation module, a runoff separation module and a runoff concentration module. Considering the vertical humidity difference in the soil, the model is divided into three components to calculate, according to different water storages in different soil layers. The modified model structure is shown in Fig. 1 and the model parameters are listed in Table 2 .
The major feature of the runoff generation module is the concept of runoff formation as a dependent variable of filling of storage. The Thiessen polygon method is used for dividing the catchment into sub-basins for calculation of runoff yield and flow concentration in order to consider the unevenness of hydrological phenomena. There are two stages in the runoff concentration process in sub-basins, which are a slope runoff gathering process and a river network concentration process.
(1) Slope runoff
The surface runoff (RS) empties into the river network directly, becoming the total surface runoff (TRS) to river inflow. The total subsurface runoff (TRSS) is the ratio of subsurface runoff (RSS) by subsurface runoff Table 2 Parameters of Xinanjiang model. reservoir (KKSS is the regression coefficient). Similarly, the total groundwater runoff (TRG) is groundwater runoff (RG) regressed by groundwater runoff reservoir (KKG is the regression coefficient). TR is the sum of TRS, TRSS and TRG, which can be expressed in (Eqs.1-4) as follows:
TRðtÞ ¼ TRSðtÞþTRSSðtÞþTRGðtÞ ð 4Þ
where U is the unit conversion factor, and t is the time variable. (2) River-network runoff Dimensionless unit hydrograph is used in XAJ to simulate the runoff emptying into the unit export of the river network. We need to analyze the surface runoff unit hydrograph as an initial value in the study basin or an adjacent gauged basin with similar area and units. After obtaining the unit hydrograph, the river-network runoff is calculated using the following formula (Eq. 5):
where Q(t) is the runoff at time t, UH i is the unit hydrograph, and n is the number of periods for the unit hydrograph. As restrictions of techniques and methods, it is unrealistic to calculate every unit hydrograph of every unit for the study basin. Thus, the flow concentration process needs to be simplified, and then Eq. (5) can be transformed into equations as follows:
where Q RS (t), Q RSS (t), Q RG (t) and Q(t) are the surface runoff, subsurface runoff, groundwater runoff and total runoff at the outlet of basin unit, respectively. In the XAJ model all the units use the same group parameters of KKS, KKSS and KKG, since each unit cannot distinguish the difference between confluence characteristics of the basin. It is necessary to improve the XAJ model with the calculation of each unit hydrograph (UH) for each unit of the basin. The relationship of hillslopes and channels is represented in a GIUH model in a probabilistic sense. The travel times on a hillslope or along streams are assumed exponentially distributed and the probabilities include the initial probability. Transition probability is calculated based on Horton's mophormotric parameters. The velocity of channel flow is generally calculated according to Mannings equation. All of the sub-basin slope can be obtained by DEM data, and then runoff velocity can be computed in each sub-basin. Based on the runoff flow velocity, runoff time and DEM, the probability density distribution of runoff time can be confirmed. After the conversion of time and units, the corresponding unit hydrograph can be developed.
Case study area description
The study area is the Chong River basin (44. 761N-44.481N, 127.71E-128.41E) , with a drainage area of 766 km 2 , an elevation ranging from 221 to 1640 m amsl and land slope ranging from 4.4% to 36.9%. Chong River (Fig. 2) is the third grade tributary of the Songhua River, one of the major rivers in northeast China. The average annual rainfall is 660.9 mm. The rainfall of the rainy season (June to September) accounts for 87% of the mean annual rainfall. Floods mainly occurred in July and August; for the past 60 years floods occurred on average once every three years. Table 1 summarizes the stations used in this study, including exact position and absolute elevation for each raingauge. Ten rain gauges and two evaporation stations (Sipingshan and Longfengshan) were selected in and near the main streams of the basins. The streamflow data were from the Chonghe hydrologic control station.
Data collection and preprocessing
The Chong River basin is characterized as cold in winter and rainy in summer, the simulations are conducted only in the flood season from month 6 to 9 yearly. Observed hydro-meteorological data were obtained from the Hydrological Data in the annual hydrological report of the Heilongjiang River Basin. Available data included the daily data of rainfall, flow discharge, pan evaporation data, and flood events from 1975 to 2009. The rainfall data is available from 10 gauging stations, evaporation data was from the Sipingshan station, and discharge data was available from the Chonghe hydrologic control station. A Type E-601 evaporation pan was used to observe the amount of evaporation during this period. All historical records were input into the database with SQLServer. This database system can ensure high data integrity, recovery, and concurrency control, supporting the high-level query language SQL and enable users to perform sophisticated data retrievals. DEM data (1:50000) contains a wealth of topography and hydrological information, which is used to calculate the flow path, automatic generation of river and division of the sub-basin. According to the DEM of Chong River basin, precipitation data for model input was interpolated from observation station data using the Delaunay triangulation method. Then, the basin was divided into 47 sub-basins as shown in Fig. 1 using the TauDEM (Terrain analysis using Digital Elevation Models).
Model calibration and validation
The model parameters were calibrated using the historical data of rainfall, discharge, and evaporation by a total of 10 historical floods from 1975 to 1985, while 6 floods between 1986 and 2009 were used for parameter validation. In the XAJ model there are 14 parameters, and they are grouped into four types ( Table 2 ). The details of these parameters are given by Singh (1995) and the initial value was referred to the previous studies (Jayawardena & Zhou, 2000; Zhao et al., 1995) .
Modeling evaluation criteria
The criterion of model parameter calibration is to minimize the difference between simulated and observed discharges at the outlet of the catchment. According to the Accuracy Standard for Hydrological Forecasting in China, the assessment criteria include relative peak error (RPE), relative runoff error (RRE), relative peak time error (RPTE) and deterministic coefficient (DC). The bigger DC value (close to 1) means a better fit of the simulated or predicted hydrograph to the observed one. The result of flood forecasting is acceptable if the relative percentage error between the simulated and observed value is less than 20%. When the two ratios are more than 85% and DC is more than 0.90, the performances of parameter calibration satisfy the first level standard of flood forecasting calibration or validation (NCHI, 1985) . When the ratios are more than 70% and less than 85%, and DC is more than 0.70 and less than 0.90, the parameter calibration satisfies the second level standard. Otherwise, the results of the performances of parameter calibration are meaningless for flood forecasting.
Results
Model performance
The calibration and validation results are summarized in Table 3 . It shows that the statistical indices include peak flow error, runoff error, relative peak error, relative runoff error and the deterministic coefficient (DC). The code of each flood event in the Flood code column of Table 3 is the start of peak time of every event.
The relative peak flow errors range from À 26.6% to 12.0%, and the relative runoff errors range from À 8.7% to 10.1%. Most of the calibrated floods met the monitored total runoff volume, while two floods (Event 19820830 and 19850730) are not overlaid to peak discharge, with the fitting ratios as 80%. For the validated floods, all floods are fit to peak discharge and total runoff volume, with the fitting ratio as 100%. The average DCs of calibration and validation are 0.889 and 0.827, respectively. The DCs of all the events in Table 3 are greater than 0.7, and among all the DCs of six floods are greater than 0.9. The results satisfy the second level standard of flood forecasting. Figs. 3  and 4 show the simulated and interpolated observed hydrographs in calibration and validation period respectively.
Comparison between forecasted and observed hydrographs
The scatter plot of forecasted streamflows on the test data set is shown in Fig. 5 , in which the simulation result is highly correlated with the observed results ( R 2 ¼ 0.928). The scatter plots of peak discharge and runoff volume are shown in Fig. 6 . The correlation coefficients (R 2 ) of the forecasted and observed peak discharges and runoff volumes are 0.976 and 0.979, respectively. They agreed well, which was corroborated by DCs value close to 1. 4. Discussion
Generalized analysis for forecast effects
The comparisons of the observed and forecasted hydrographs in calibration and verification are shown in Figs. 3 and 4 respectively. As shown, peak flows and the total volume of runoff were both underestimated. Peak flows were underestimated for 80% of forecasted flood events in the calibration stage and 83.3% in validation stage, especially for major floods. This may be due to the theory of runoff production, since the XAJ model assumes full saturation of the unsaturated soil layer before the generation of overland flow. This theory might not fit well for heavy rains or steep ground topography which may exist in the study basin. And in most cases (more than 65%), the model also underestimated the amount of runoff. This is probably because the simulation only includes the portion near the peak. Furthermore, it can be caused by human activity and hydraulic works. Because there are many farms and small water conservancy projects in the catchment such as small water storage dams and reservoirs, they may have some influence on the runoff. On the other hand, irrigation and hydraulic works may also contribute to the underestimation of peak flows. And in the actual work of flood forecasting, a reservoir may release and when extraordinary floods occur, the basin natural discharge may occur. The slopes of the fitted lines in Fig. 6 are both less than 1. This means the forecasted value is less than the observed value. For further research, the slope of the forecasted peak discharge is smaller than that of runoff volume, showing that the accuracy of runoff simulations is better than that of flood peak simulations. Yao (2013) experienced similar results, owing to the effect of the basin slope in the model. 
Special values of the forecasts
It can be seen from Fig. 3 that the simulated versus the observed hydrographs (calculation period is 0.5 h) at calibration stage are in good agreement (DC ¼ 0.889). Event 19820830 and 19850730 are not as good as others because of some special features of these storms. The observed runoff did not reach the total rainfall of Storm 19820830 and 19850730, which means that there is a delay of runoff from the pervious region. Even if we set the initial degree of saturation to be 100%, the forecasted peak flow was still lower than the observed flow in this case. Moreover, the observed hydrographs of the two events have too steep a rising climb to be simulated well, which is probably caused by data inaccuracy or error. Du, Xie, Xu, Xu, & Singh, (2007) also encountered the similar situation in runoff simulation in a humid forested basin that resembles our study area.
At the validation stage, Fig. 4 also showed that the simulated hydrographs satisfactorily fit the interpolated observed hydrographs, with the fitting ratio as 100%. However, we can see that Storm 19870828 and 20080719 have a low DC value. Previous study (Du et al., 2007) presented that if a storm had rising climbs with long and large prestorm runoff rates it would decrease the modeling efficiency. Storm 19870828 may be this case. Storm 20080719, we can see from the penultimate figure in Fig. 4 , may be caused by the lack of data before and after the peak. Nevertheless, the results in general are acceptable with the lowest DC value of 40.7. They clearly show that the model parameters are able to provide reliable simulation and forecast. This method is effective, as the first and second grades of accuracy evaluation in flood forecasting can be used for official forecasts. 
Methodological perspectives
In the modified XAJ model coupled with GIUH, the hydrological response of a watershed can be derived by using the information obtainable from a digital elevation data set. The initial and boundary condition are completely neglected in the GIUH method, because this approach is based on an empirical approach (Quan, 2006) . The model outcomes in this approach are not dependent on updating of internal state variables (Rientjes, 2005) . The GIUH is calculated based only on the catchment boundary. The traditional XAJ model only takes the spatial distribution of rainfall into consideration (Zhao, 1984) . In fact, the topographic features not only affect the characteristics of runoff generation, but also affect the convergence process of the basin runoff (Quinn, Beven, Chevallier, & Planchon, 1991; Quinn et al., 1995) . This study takes advantages of new information and technology to improve simulation accuracy and make the XAJ model more perfect.
The better modeling simulation results need a longer time of observation for model calibration and validation. And finer time steps i.e. quarter-hourly recording and denser rainfall gauge stations' records for model simulation is highly recommended. Nowadays, satellite retrieved rainfall distribution is improving simulation results, Biftu and Gan (2001) , etc. have confirmed that the development direction of operational hydrology is utilizing satellite data to complement (may not replace) lumped conceptual models.
Conclusions
This study applied GIUH for runoff confluence and focused on the evaluation of coupling the XAJ model with GIUH for flood forecasting. Coupling these two methods makes it possible to calculate every UH for every subbasin, which also developed the XAJ model and achieved the original assumption of model developers. It is likely that more significant improvements to the model structure to integrate the use of GIUH can further reduce the uncertainty in runoff simulation. Better understanding and combining the structure of the hydrological models is highly required for better streamflow simulation.
According to the evaluation of calibration and validation performance using observed precipitation and discharge data, the performance of the coupled model, with an average DC value of over 0.8 in both the calibration and validation periods, is not only feasible, but also very satisfactory in simulation of historical streamflow in the Chong River basin. The study of applying XAJ model in northeast China is just beginning and it has not been widely applied. Also, the process of model calibration and validation needs further study. Determining the quantitative relationship between flow velocity and basin topography and adopting long term and high-accuracy observations will improve the model simulation accuracy and needs further study. In our study, this approach for flood forecasting is feasible and robust, and it is better put to use in practice.
