Recently, big data has received greater attention in diverse research fields, including medicine, science, engineering, management, defense, politics, and others. Such research uses big data to predict target systems, thereby constructing a model of the system in two ways: data modeling and simulation modeling. Data modeling is a method in which a model represents correlation relationships between one set of data and the other set of data. On the other hand, physics-based simulation modeling (or simply simulation modeling) is a more classical, but more powerful, method in which a model represents causal relationships between a set of controlled inputs and corresponding outputs. This paper (i) clarifies the difference between the two modeling approaches, (ii) explains their advantages and limitations and compares each characteristic, and (iii) presents a complementary cooperation modeling approach. Then, we apply the proposed modeling to develop a greenhouse control system in the real world. Finally, we expect that this modeling approach will be an alternative modeling approach in the big data era.
Introduction
As a means of forecasting for a diversified society, the phrase ''big data'' has become widespread. The word means data sets with sizes beyond the ability of common software tools to capture, curate, manage, and process within a tolerable elapsed time. 1 Since such big data provides more insight than existing limited data, it has received greater attention in diverse research fields, including science, engineering, defense, management, medicine, and politics.
Hence, many researchers in modeling and simulation (M&S) have paid much attention to it. These researchers have usually focused on using it to validate a developed model with real big data and predict system behavior with the model. However, before such uses are advanced, more fundamentally, researchers must construct a model using big data. For this reason, modeling with big data is becoming a necessary and important issue in the era of big data.
This approach, that is, modeling with big data, has been referred to as data modeling, which has focused on representing correlations of data. In detail, such an approach has been classified and studied in each research field in two ways: data mining and machine learning. Figure 1 illustrates how data modeling can be achieved in both ways.
Data mining can be a means of data modeling, as shown in Figure 1(a) . By using data-mining techniques, users who want to predict the future are able to not only analyze a pattern or property of data in one dimension, but also identify a distribution function of the data from the pattern. Then, after validating the distribution function with data in the real world, using such methods as the goodness of fit (GOF) test, users can acquire a ''random number generation'' model. Ultimately, the acquired model can be utilized in the process of prediction of future data patterns.
On the other hand, machine learning can be another means of data modeling, as shown in Figure 1(b) . With a machine-learning algorithm, such as an artificial neural network (ANN) and the genetic algorithm (GE), users can map associations between one set of data (d1) and another (dn).
Similar to the process of data mining, after passing through a validation process of this map with data in the real world, using general performance indices such as the root-mean-square error (RMSE), users can acquire a data model. By extension, it enables the prediction of a future value of data set ''dn'' using given data set ''d1.'' Data modeling thus consists of a series of processes: acquisition, modeling, validation, and prediction. It has seen wide use in various fields, including science, engineering, economic, industries, and others, in order to predict the future behavior of the target system. 2 Moreover, some researchers have claimed that, given enough information, correlation is enough to make robust and informative predictions. 3 However, contrary to that expectation, data modeling is not always a powerful modeling approach. It has some limitations. One of the representative limitations is that it is able to just describe correlations between data, not represent causal relationships between controlled inputs and corresponding outputs. It cannot cope with anomalies and changing circumstances of the system. 4 It can also be influenced by how much data we have of the target system.
To overcome such limitations of data modeling, it is necessary to use another approach through simulation modeling. Simulation modeling is a theory-based modeling approach generally used in the simulation field. To build a model, it uses physical or operational laws. Because the theory means a statement of what causes what and why, 5 it is possible to represent clearly the causality between a set of controlled inputs and the corresponding outputs of the system contrary to the data-modeling approach. Nevertheless, simulation modeling cannot alone be a perfect solution for big data. For example, when it is difficult to acquire the knowledge on the system, it is not possible to completely build a model that satisfies the objectives of M&S. 6 The simulation-modeling approach is based on the prior knowledge of the target system, and its completion depends on how much we can understand about the system.
To sum up, each modeling approach has its advantages and disadvantages. To mitigate the disadvantages, a new modeling method is required. In this respect, this study presents the new modeling approach that employs advantages of both data modeling and simulation modeling, as depicted in Figure 2 , ''complementary cooperation modeling.'' Accordingly, this study focuses on identifying the limitations of data modeling and simulation modeling, a comparison between the modeling approaches, and their complementary cooperation. Then, to demonstrate how to apply this approach, this paper applies it to a greenhouse control system in the real world. We expect our study to provide a new possibility for M&S in the era of big data. This paper is organized as follows: Section 2 presents some of the basic knowledge about the two modeling approaches, and Section 3 introduces previous works similar to our study and compares them. Section 4 discusses the limitations of both approaches and compares their characteristics. Section 5 describes the complementary cooperation between them, using an example of the greenhouse control system. Finally, Section 6 concludes the discussion.
Preliminaries
Before moving to the central part of our work, it is imperative to clarify some issues related to modeling or analysis to understand the overall context of the study. Therefore, this section describes background knowledge for data modeling and simulation modeling, such as correlation and causality, and model usage in system analysis.
Correlation versus causality
Knowing the difference between correlation and causality is essential in order to understanding system modeling. Correlation means whether and how strongly pair variables are related. 7 Causality means a relationship in which one action or event is the direct consequence of another. 8 Correlation and causality may seem similar, but they have an entirely different meaning. The sentence ''Correlation does not imply causation'' is frequently used in statistics, and it means that correlation between two variables does not necessarily imply that one causes the other. 9 While causation implies correlation, the reverse is not necessarily true. Even though much scientific evidence is based on the correlations of variables, they do not always imply causalities. Figure 3 (a) shows the relation between quantities of imported oil and chicken consumption. 10 The graph, made from observational data (data model), shows the information that quantities of imported oil increase as the consumption of chicken increases. However, this linear function does not assure causality between these two variables. Actually, rising quantities of imported oil do not cause an increase of consumption: an invigorated economy does. This shows the fact that the relationship between these two variables describes a correlation only, not a causality.
On the other hand, the relation between car speed and distance moved, as shown in Figure 3 (b), contrasts with the previous example. Since the graph in the figure is made from a physical law (simulation model), the simulation model can assure causality between two variables. This simple example shows that it is important to identify that the relationship means whether correlation or causality is present in the system analysis.
Levels of system analysis
As Figure 4 illustrates, a user who wants to analyze certain systems can generally acquire a data set regardless of having knowledge of the target system. The data set can comprise a data model that represents correlations between variables through the data-modeling approach, such as data-mining or machine-learning techniques. In addition, in this situation, if the user can acquire physical or operational laws of the target system, he or she can construct a simulation model representing causalities between variables by adding causal inference to the data model. The above data model and simulation model can be used to analyze the target system. They do not have the same analysis level but different levels of system analysis, as shown in Figure 4 . The level of system analysis is divided into three parts: descriptive analysis, predictive analysis, and prescriptive analysis. 11 Firstly, the descriptive analysis explains what has happened in the system. Secondly, the prescriptive analysis, an added pattern of data into the descriptive analysis, gives the prediction of what will happen in the future. Lastly, the prescriptive analysis, which is the highest level of system analysis, is possible with some additional information of the system structure. It gives the discernment of how we can make things happen.
The data set and data model can be used in the descriptive and predictive analysis, respectively, but cannot be used for the prescriptive analysis due to lack of causality. In this respect, the two analyses are mostly used in the diagnosis of the system. On the other hand, the simulation model can be used for prescriptive analysis as well as for predictive analysis, and meeting the needs of various applications, including treatment of disease, control of policy, management of organization, and optimization.
To put it plainly, the user can model any system he or she wants to analyze as a different model according to the given information. As a result, it enables analysis of different levels, depending on the modeling approach.
Related works
In recent years, some researches have been conducted on data modeling and simulation modeling with big data in various domains. These researches can be classified into two groups according to whether or not big data is used to build a model.
Regarding the former, there is one research study on the dynamic data-driven application system (DDDAS). 12 It provides better analysis and prediction of a system through inputting big data into the simulation model in real time. In other words, real-time data continually influences simulation. The DDDAS sees use in many fields, especially research on wildfire spread simulation. 13 The DDDAS has improved the estimation of fire growth. It reflects the dynamic and stochastic nature of real data and informs real-time decision-making. 14 However, the DDDAS is not complete enough to represent a complex system because it utilizes big data only to simulate the model in real time. It does not utilize big data for data modeling to overcome the limitations of the simulation model.
In addition, simulation of traffic systems is a major field that makes good use of big data. In traffic simulations, big data from traffic sensors is used to calibrate the existing traffic model or help decision-making regarding traffic policy. 15, 16 On the other hand, some researches only use data modeling to represent and analyze the traffic system. 17 However, not all of them provide the cooperation modeling approach between two modeling approaches. Researches about building energy modeling similarly apply big data to improve the simulation result. 18 However, it is important to manage and process the big data of buildings. 19 They focus on technical challenges to improve big data processing, but they do not approach the use of big data as a modeling means.
In the latter case, relatively little research has been carried out. One representative study by Todorovski and Sašo Džeroski 20 combines modeling approaches. This study suggested a framework for modeling a dynamic system by integrating knowledge-driven and data-driven approaches. The framework is an automated modeling of dynamic systems based on equation discovery, inducing the unspecified parts of the system model from data. Even though this study tried to combine modeling approaches, it has limited relevance to the general M&S domain because it is focused on a restricted and dedicated application. Similarly, researches about combining rule-based and data-driven techniques have the same limitations. [21] [22] [23] Unfortunately, to the best of our knowledge, no study explicitly uses cooperative modeling with both data and knowledge from identifying characteristics, limitations, and roles. In this respect, we suggest a new cooperation approach, which allows us to develop an enhanced model for complex systems or to improve the performance of simulation by taking advantage of two modeling approaches: data modeling and simulation modeling. For this, prior to describing our proposed approach, the following sections deal with the limitations of each approach and the comparison of their characteristics.
Data modeling versus simulation modeling
In this section, we explain the limitations of each existing modeling approach through brief examples, and then compare their characteristics.
Limitations of data modeling
This section largely describes two weaknesses of the datamodeling approach through predictions of a simple queuing system and a traffic simulation. The former example shows its inability to predict under changed conditions, and the latter shows its inability to cope with unexpected events. Figure 5 , assume there is a queuing system in the real world, and we want to predict a turnaround time, that is, how long a customer stays in the system. Data sets are composed of three kinds of data: inter-arrival time, service time, and the turnaround time of past customers. From a data-modeling perspective, the most intuitive method is to construct a static map of input (inter-arrival time, service time) to output (turnaround time), using machine-learning techniques, such as the neural network and nonlinear autoregressive exogenous model (NARX), without knowledge of the queuing system. 24 Then, when given a new customer, one can substitute the inter-arrival time and service time from the static map, as shown in the left-hand part of Figure 5 .
Prediction under the changed condition. As depicted in
On the other hand, from a simulation modeling view, a modeler would make an abstracted single-queue single-server (SQSS) model with a first-in, first-out (FIFO) policybased knowledge of the queuing system. It would take the shape of a dynamic map of input (inter-arrival time, service time, state: status of queue and server) to output (turnaround time), using the modeling formalism of discrete event system specification (DEVS), shown in the righthand part of Figure 5 . 25 The overall procedure in Figure 5 shows how well the data model can predict the inter-arrival time of the queuing system. For this, we designed the input data set with the following model parameters: inter-arrival time follows exponential distribution ð 1 l = 5Þ and service time follows normal distribution ðm = 3; s = 0:3Þ. At first, with the input data set, from execution of the simulation model designed as DEVS in DEVSim++, we acquire output data set inter-arrival, and then construct a data model as NARX with the total data set (inter-arrival time, service time, inter-arrival time). 26 After that, we compare the interarrival time of the new customer from the data model and the simulation model with extra testing of the data input set with the same probability distribution in training. This graph shows that if data for prediction have the same statistical property when training, then prediction from the data model is plausible within the margin of error. If conditions for prediction change after training, is the prediction with the data model reasonable? To answer this, we consider two situations: changes to the parameters of the model and to its policy. In case of the former, we change the model parameter for the input data set from the existing normal distribution (m = 3, s = 0.3) to a new normal distribution (m = 4, s = 0.4). For the latter, we change the policy of the queue from FIFO to last-in, firstout (LIFO). In both, we forecast the inter-arrival times of new customers with the data model constructed in the previous example. The experiment results from the graphs in Figure 6 show that prediction through the data model is no longer valid. That is, the data model cannot predict, if the model parameter or policy changes after training.
Unexpected events.
Another limitation of the data model is that it cannot cope with unexpected events. In a real system, unexpected events, such as a rare event with a probability of 10 À8 or less, may occur due to its high complexity and uncertainty. Usually, a data set does not include these events. When the event happens, the data model subordinated to the data set cannot predict the result of the unexpected events precisely. On the contrary, the simulation model, not dependent on the data set, may make a reasonable result in these events. To show the limitation, the vehicle allocation system (VAS) is described by the data model and the simulation model, as shown in Figure 7 .
One objective of the VAS is to find the average waiting time of passenger (AWT) in Daejeon, Korea, in given parameters: the number of passengers per hour (NP) and the number of vehicles in the city (NV). The data model is constructed with an ANN using the data set of the VAS, as shown in Figure 7 . The simulation model of the VAS is an agent-based model using DEVS. The passengers and vehicles are described as agents who observe an environment and decide their behaviors based on the predefined rule set. The environment in the simulation model is organized as a graph that reflects the real traffic environment of Daejeon with 223 vertexes and 390 edges. 27 The simulation model is validated with the data set of the VAS.
As shown in Figure 7 , both the data model and the simulation model accurately predict the results of usual events. However, both models give different results when unexpected events happen, as shown in Figure 8 . For example, some roads in the city may jam up due to a major traffic accident. In this case, the simulation model can predict reasonable results of the event, reflecting this traffic on the environment. For the VAS simulation model, the reflection is achieved by modification of some parameters at a lower cost. However, the data model, which did not include unexpected events, just gives a similar prediction result to the given data set.
In addition, when the traffic policy of some roads, such as a speed limit, is changed, the data model requires a new data set of this environment to predict the result accurately. Acquiring the new data set entails heavy costs. Even if the data set is regarded as a rare event, it is impossible to get the data in the real system. Meanwhile, the simulation model can present a reasonable result by changing some parameters without much cost.
Limitations of simulation modeling
To judge from the above example, are we sure that prediction by the simulation model is always better than that by the data model? If we have knowledge of the system for prediction, this goes without saying; however, it is not always possible to have such knowledge. In other words, there might exist situations in which we are able to know little or nothing about the system. Simulation requires extensive physical and operational knowledge of a target system in order to be accurate. In this condition, for prediction, we should adopt the approach of data modeling explained in the previous section. To put it another way, the simulation model has the following property: if knowledge about the system can be obtained, it should be applied to the prediction.
In addition, the simulation model requires idealistic assumptions and constraints about the system, while the data model does not. For example, when we perform a modeling of the controller in the automotive engine, the controller may be valid in a narrow range of operation because the models include some ideal behavior assumptions and the model parameters are generally calibrated using steady-state experimental data. 6 This can be one of limitations of simulation modeling.
Comparison of data modeling and simulation modeling
On the basis of the features mentioned above, Table 1 illustrates generalized characteristics of two modeling approaches in various perspectives. From the point of view of the modeling structure, the data-modeling approach merely associates the input variable with the output variable in static map form; for that reason, a modeler can make the data model without any knowledge. Conversely, the simulation-modeling approach is to make a dynamic map of the input and state to the output variable based on cause-effect; thereby, this approach requires knowledge of the target system. The former approach has been studied in research areas of computer science, such as data mining and machine learning, and the latter has been dealt with in research focusing on clear causality, such as physical and operational laws. The primary difference of the modeling approaches is the level of analysis. Because the data-modeling approach is built on learned information, it enables the analysis of a low level, such as to describe the past and to predict the future under the same condition when training. As this approach represents the system as a simple static model, execution of the model is fast enough to be feasible in real time. On the other hand, since the simulation-modeling approach is based on knowledge, a higher level of analysis is possible in comparison with the data-modeling approach. For instance, it enables not only the prediction of the future under a different condition when training, but also the controlling and planning of the system. Such a difference allows the simulation-modeling approach to conduct an analysis of a system with an abnormal or nonexisting system, for example, a rare event or new design, which is impossible in the data-modeling approach. However, due to the high complexity of the model, simulation or decision time through this approach is relatively longer than in the former approach. This causes difficulty in real-time execution. In summary, the data-modeling approach has an advantage in that analysis is possible regardless of knowledge of the system, but it has a weakness regarding the depth of analysis and can therefore only be used in superficial analysis. Conversely, while the simulation-modeling approach requires knowledge, it enhances the depth of analysis; in other words, profound analysis can be conducted. In these circumstances, we have a question. Can we complement the defects of both modeling approaches? The following section will the focus on this question.
Application of complementary cooperation between two modeling approaches: greenhouse control system
From the limitations and comparison of the data-and simulation-modeling approaches in the previous section, we confirmed that it is difficult to describe a complex system using only one of the two approaches. Therefore, it is necessary to suggest a new type of modeling approach that can combine the advantages of each and yield enhanced results. It is also important to identify how the simulation and data models are constructed from prior knowledge and experimental data, respectively, and furthermore how these two models complement each other. This section applies this approach to a greenhouse control system. It presents descriptions of the system, greenhouse modeling, experimental design, and experimental results.
Greenhouse control system: overview
A key challenge in greenhouse control systems is to set up a favorable environment for the growth of crops at a minimum price. 28 For this, it is necessary to optimize the control parameters by maintaining a set point suitable for the development of plants: temperature, humidity, and so on. To find the optimal control parameters, it is difficult to experiment in a real greenhouse because variations of the internal environment of a greenhouse according to the specification of greenhouses is considerable. As a result, it requires a M&S approach.
As the greenhouse has high complexity and various factors influencing it, there is a limitation to construct a greenhouse model for accurate simulation with only existing theory. For this reason, to acquire high accuracy, there is a complementary modeling between simulation modeling and data modeling from the real greenhouse. Some research studies have been conducted on the modeling of the greenhouse control system, [29] [30] [31] but these approaches were almost all conducted with one modeling approach. Bennis et al. 28 also performed a perceptive research on greenhouse modeling and robust control. However, their research is a kind of simulation modeling for both the controller and plant from the M&S standpoint. Accordingly, we arrive at cooperation modeling to amplify the synergy. The greenhouse control system is composed of a plant, a sensor, a controller, an actuator, and disturbance of the environment. Its execution process is shown in Figure 9 . When the control parameters are set up in the controller, the result of operation occurs by the controller and actuator. Then, after the result and extra disturbance from the environment have influenced the plant model of the greenhouse, the plant generates output: internal temperature, internal humidity, and so on, and consequently, the output, measured through the sensors, reaches the controller as feedback. Such a process is recursively executed in every clock and, ultimately, the plant outputs can be adjusted close to the set point that we want to acquire. In brief, the objective of a greenhouse control system is to find optimized environments for crop growth through M&S.
Greenhouse control system modeling
To model a greenhouse control system, one should first acquire observational data from real greenhouses. Table 2 depicts the concrete specifications of the greenhouse used in this application.
After that, one must build a conceptual model that expresses the abstraction level, structure, and system elements according to the objectives of M&S. Greenhouse models broadly consist of a controller model, a plant model, an actuator model, a sensor model, and an outdoor environment, as mentioned earlier. The input of the system is the control parameter settings, and the output is the inner temperature or humidity inside the greenhouse. Then, the conceptual model should be partitioned into two models according to the objective of M&S and the acquisition of data/knowledge.
In the greenhouse control system, the plant and actuator can be represented as simulation models because knowledge about them can be obtained sufficiently. On the other hand, the controller model can be represented as a data model with the acquisition of environmental data. This partitioning (simulation modeling: plant and actuator; data modeling: controller) is only valid in this paper. It can vary depending on the domains to apply. This partitioned conceptual model can be modeled using each modeling approach as follows.
Simulation modeling: plant.
For simulation modeling, acquiring prior knowledge, including physical operations, laws, algorithms, structures, and mathematical equations, is essential. In the greenhouse control system, the overall structure of the system, plant, and actuator is modeled with the simulation-modeling approach.
Above all, a plant demands much knowledge due to its complexity. The plant is a model depicting the internal environment of the greenhouse, calculating internal temperature and humidity based on physical laws or control factors, or external environment parameters. To carry out a simulation modeling of the plant, one must acquire knowledge or theories about how to control factors; the internal and external environments have an impact on the plant, so one must obtain environment parameter data and inner temperature (T i )/humidity (H i ) data in the real greenhouse system. Table 3 describes the parameters of the greenhouse plant model, which consists of control input, control output, and disturbance. For simulation modeling, we use physical laws containing these parameters. Equations (1) and (2) show the physical laws derived from the energy balance for the temperature equation and the water mass balance for the hygrometry equation, respectively. 32 In this case study, we only consider the temperature of the greenhouse in order to simplify the model:
The temperature model can be converted and arranged as a discrete model, as shown in Equation (3) . At that time, we must estimate the coefficients of the physical plant model. We use the off-line least squares method 33 to estimate them using the observational greenhouse data in Table 2 . Equation (4) shows the cost function of the plant model:
The optimal values of the coefficients can be determined to minimize the cost function J by zeroing the derivative of J, as represented in Equation (5) . To obtain the optimal coefficients, we use the acquired greenhouse data displayed in Table 2 .
The off-line least squares method is applied to the plant model by using greenhouse data from five successive days. Table 4 shows the estimated results that complete the simulation modeling of the plant.
After deriving the coefficients, a validation process should be performed to check the validity of the simulation model. We use the RMSE as a means of validation. The same greenhouse data is used to validate the model. Figure 10 shows a graph of the validation results and the RMSE value. From the validation results, we consider that the plant model can provide somewhat fine predictions of the indoor greenhouse temperature. Therefore, we use this plant model for the simulation of the greenhouse control system.
5.2.2.
Data modeling: controller. One important factor in the greenhouse control system is the controller. Even though there are many factors to be controlled, this control system deals with two: the presence of a window and a heater. The window and heater play a significant role in decreasing and increasing the inner temperature, respectively. In our case, we only consider the window controller. In the greenhouse system, a proportional (P) control algorithm generally controls the window. We apply the concept of P-band for the P control. 34 The P-band is a kind of proportional parameter that determines the opening angle of the window according to an excess of desired temperature: the difference between the set point and the measured point is the reciprocal of the proportional gain constant (K P ), which is the general proportional parameter. This P control can be operated in two ways: a fixed or variable P-band (or K P ) value. The general controller, which we can usually see, uses the fixed P-band value. On the other hand, the outdoor temperature and wind speed from the real greenhouse data dynamically influence the variable P-band. It decreases with high temperature and conversely increases with high wind speed. Figure 11 shows a graph that determines the variable Pband value, depending on the outdoor temperature and wind speed. The graph is based on prior knowledge of plant growth.
The shape of the variable P-band value graph is determined by the seven input parameters shown in Table 5 . When the shape of the graph changes due to the input parameters, the inner temperature and humidity can be affected. As a result, if there is a model drawing optimal values regardless of parameter change, it will bring an improved result. Therefore, we need to build a data model that can fluently cope with the circumstance regardless of changes of the input parameters.
To build a data model, we have to acquire experimental data through repeated simulation using the controller (shown in Figure 11 ). The design of the experiment for the repeated simulation is accomplished through the combination of the parameters shown in Table 5 . We can obtain a data model using the simulation result. The inputs of the model are the seven parameters shown in Table 5 , and its output is the P-band value. An ANN can be used to extract this data model. We use the acquired model in the following section. Degree of window opening by one execution Figure 11 . Graph of the P-band value according to outdoor temperature and wind speed. À1:884 × 10 À5 a 5 2:813 × 10 À4
Experimental design
In this section, we design experiments of the developed greenhouse model to show the effect of the cooperation of the two modeling approaches. We can show the contribution by comparing two experiments; one uses a model from the complementary cooperation approach, and the other uses a model from simulation modeling. For this comparison, we use the model shown in Figure 12 in two ways. In this case study, MATLAB/Simulink is used to build both the simulation model and data model. The plant model based on the physical laws is implemented using MATLAB. The controller model based on the observational data is learned using an ANN toolbox that MATLAB provides. We can easily integrate both models into one model and simulate using MATLAB. The enhanced result can be shown with two performance indices: the RMSE and moving (or rolling) standard deviation. Firstly, the RMSE, used in Section 5.2.1 to validate the model, is evaluated from the difference between the set point and the predicted greenhouse temperature. (The set point is determined by domain knowledge of plant growth.) That is, it shows that the smaller RMSE value means a better control performance.
Next is the aspect of the moving standard deviation. Although the lower RMSE is a significant element, Kamp and Timmerman 34 mentioned that it is also important to maintain a constant temperature for optimal plant growth. Therefore, in the greenhouse system, evaluating the temperature fluctuation can be a significant performance index, apart from performance indices generally used in the control system. To evaluate it, we use the moving standard deviation frequently used for analysis of a time series model. 35 The moving average and standard deviation are represented as follows: 
We can see the stability of the time-varying greenhouse temperature by deriving the mean value of the moving standard deviation. Its small value implies the high stability of the temperature. 35 That is, it provides a stable environment for plant growth.
In our case study, we use the observational data of the Jinju greenhouse as depicted in Table 2 . From this data set, we use the 6000 sample data for four days to simulate the model.
Experimental results
This section will discuss the experimental results. Figure  13 shows the simulation results of the greenhouse control system designed in the previous section. Table 6 also shows the numerical results in order to analyze the results specifically. It represents comparative performances between cooperation M&S modeling. Because we do not consider the heater in this case study, we only use data controlled by the window when we calculate the performance indices.
The first performance index is the RMSE. Its result shows that the cooperation of the two models has enhanced control performance compared to the simulation model. To put it concretely, this cooperation brings a 14.0% performance improvement. This results from supplementing the P-band value with the data model and deducting the optimized P-band value, regardless of control parameter changes. In this regard, because the RMSE is relative to the change of the set point, its absolute value is more important than the rate of improvement. The important fact is that it reduces the error from using two models complementarily.
The second performance index is the mean of the moving standard deviation. The results in Table 6 also show the performance improvement using two modeling approaches in concert. This technique brings a 14.4% stability improvement over the simulation model. It means that the data model of the controller helps the simulation models maintain temperature. The reason is as follows. In this greenhouse simulation, the roof window is the only control element that we use to reduce the interior temperature. When controlling the temperature through regulating the opening angle of the window, the quantity of heat emission varies according to not only the opening angle, but also disturbances (outdoor temperature, wind speed, etc.). This can lead to a higher temperature fluctuation. Therefore, the greenhouse model with only the simulation model makes it difficult to maintain the quantity of heat because it does not reflect the disturbances. On the other hand, a data model that reflects the change of disturbances makes it possible to keep the quantity of heat emission constant, as shown in Figure 13 .
To sum up, because it is difficult to completely represent the real system using physical laws inside the greenhouse, due to its complexity, the data model of the controller can assist this defect through the complementary cooperation. Defects of the simulation model can be mitigated with the data model and, from this, the cooperation of two kinds of models ensures a certain improvement of performance and more stable plant growth.
Conclusion
In modern society, a large amount of information can be stored and processed due to the development of information technology, and many researchers have thus used it to predict target systems in various research fields, such as medicine, science, engineering, management, defense, and politics. Before such a prediction, a model for forecast should be constructed, and therefore two types of models have been studied: data modeling and simulation modeling. Even though both approaches have advantages and limitations, existing studies have constituted models with one modeling perspective between two. For this reason, it is difficult to get the benefits of each model concurrently.
To overcome these weaknesses, in this study, we showed a complementary cooperation modeling that is able to combine the merits of both with two issues: (i) indepth consideration of existing modeling; and (ii) empirical analysis with our proposed approach.
For the intensive study of previous modeling, we first clarified the differences between the existing modeling approaches. Then, we explained their advantages and limitations in detail. From a practical queuing system and a VAS, we showed the limitations of data modeling compared with simulation modeling with a machine-learningbased NARX and a DEVS formalism-based simulation model, respectively, and addressed the opposite situations. On the basis of the in-depth considerations, we suggested a complementary cooperation modeling method, and applied it to a real-world greenhouse control system. In the process of modeling the system, we designed a plant model and a controller model using simulation and data modeling with physical equations and real data from the system, respectively. For the empirical analysis, after constructing one simulation environment including the two kinds of models, we conducted an experiment and showed relatively enhanced performance on control of the temperature in comparison with the existing method. As a main contribution, we showed a possibility of a new modeling approach that differs from the existing modeling approach. We then showed how the proposed modeling approach can be applied in the real system, and how it can create synergy through the cooperation between two models. In future works, we will establish a complementary cooperation modeling methodology between the datamodeling and simulation-modeling approaches, applying the concepts of interoperability 36 and composability. 37 Also, although we applied only one dedicated agriculture system in this paper, we will apply the proposed works to various other research fields that are influenced by big data.
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