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Let X be an Rd-valued random variable with unknown density f. Let X1, ..., Xn
be i.i.d. random variables drawn from f. The objective is to estimate f(x), where
x=(x1, ..., xd). We study the pointwise convergence of two new density estimates,
the Hilbert product kernel estimate
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2 log n |xj−Xij |
,
where Xi=(Xi1, ..., Xid), and the Hilbert k-nearest neighbor estimate
k(d−1)!
2dn logd−1(n/(k(d−1)!))<dj=1 |xj−X(k) j |
,
where X(k)=(X(k) 1, ..., X(k) d), and X(k) is the kth nearest neighbor of x when points
are ordered by increasing values of the product <dj=1 |xj−X(k) j |, and k=o(log n),
kQ.. The auxiliary results needed permit us to formulate universal consistency
results (pointwise and in L1) for product kernel estimates with different window
widths for each coordinate, and for rectangular partitioning and tree estimates. In
particular, we show that locally adapted smoothing factors for product kernel
estimates may make the kernel estimate inconsistent even under standard condi-
tions on the bandwidths. © 2002 Elsevier Science (USA)
AMS 1991 subject classification: 62G05.
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1. INTRODUCTION
The objective of this note is to study two new multivariate density
estimates that avoid the messy problem of smoothing factor selection (in
one case, at least), are invariant to affine transformations of the coordi-
nates, and provide easy means to jointly estimate all 2d−1 marginal densi-
ties of a density f on Rd. As a by-product, we will be able to study the
universal consistency of product kernel estimates and of rectangular
partition estimates.
Let X1, ..., Xn be independent observations of an Rd-valued random
vector X with unknown density f. The classical kernel estimate of f is
fn(x)=
1
n
C
n
i=1
Kh(x−Xi) ,
where h > 0 is a smoothing factor depending upon n, K is an absolutely
integrable function (the kernel), and Kh(x)=(1/hd) K(x/h) (Akaike, 1953;
Parzen, 1962; Rosenblatt, 1956). Observe that for the kernel K(u)=1/||u||d,
the smoothing factor h is canceled and we obtain
fn(x)=
1
n
C
n
i=1
1
||x−Xi ||d
.
One may wonder what happens in this situation, now that the smoothing
factor is absent. This problem is dealt with by Devroye and Krzyz˙ak (1998),
who showed the following.
Theorem 1. The Hilbert estimate
fn(x)=
1
Vdn log n
C
n
i=1
1
||x−Xi ||d
,
where Vd is the volume of the unit ball in Rd, is weakly consistent at almost all
x, that is,
fn(x)Q f(x)
in probability at almost all x.
We use the name Hilbert estimate because of the related Hilbert integral
with a similar kernel. The Hilbert estimate is not invariant under affine
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transformations of the coordinates. That is, in transparent notation, where
fn(x; Y) denotes the density estimate at x ¥ Rd given data Y ¥ (Rd)n,
fn((x1−b1)/a1, ..., (xd−bd)/ad; Y)
<di=1 ai
] fn(x1, ..., xn; b+aY) ,
where b+aY denotes the sample of size n in which each i-th coordinate of
each observation is transformed by bi+aix. In kernel density estimation,
the invariance may be obtained if one uses product kernels. However, this
causes additional problems as each component kernel requires its own
smoothing factor. If we apply that principle to the Hilbert estimate, we
obtain the product Hilbert estimate
fn(x)=
d!
n
C
n
j=1
D
d
i=1
1 1
2 log n |xi−Xji |
2 .
With this estimate, which once again has no smoothing factor, the
invariance mentioned above follows readily. However, the weak pointwise
consistency does not hold in Rd for d > 1 for all densities. Counterexamples
will be provided below. In fact, for the product kernel estimate
fn(x)=
1
n
C
n
j=1
D
d
i=1
1
hi
K 1xi−Xji
hi
2 ,
where h1, ..., hd are positive smoothing parameters, it is known that if
h1=·· ·=hd=
def h, hQ 0 and nhdQ., then fn Q f in probability at almost
all x when K is a bounded compact support density (Devroye and Györfi,
1985), and > |fn−f|Q 0 almost surely for any K with > K=1, > |K| <..
However, it is less known that if we allow the individual smoothing factors
to tend to zero at different rates and are allowed to depend upon x, this
universality is lost! The natural conditions on hi would seem to be
lim
nQ.
max
i
hi=0
and
lim
nQ.
n D
d
i=1
hi=. .
Within these conditions, and with K the uniform density on [−1, 1], there
exist densities f for which fn ^Q f almost everywhere in probability. It
turns out that a sufficient condition on f for almost everywhere pointwise
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convergence is > f logd−1(f+1) <. (we write f ¥ L(1+log+L)d−1). The
proof and the counterexamples follow in Section 3. The paper then explores
sufficient conditions for various types of convergence of the estimates, and
discusses in this context the Jessen–Marcienkiewicz–Zygmund condition.
Consistency is proved for the multivariate Hilbert product estimate, the
product nearest neighbor estimate (which has a nearest neighbor ranking
that is invariant under scaling of the axes, a very desirable feature in high-
dimensional data collection!), the ordinary product kernel estimate and
finally, tree-based and rectangular partitioning estimates.
2. SUMS OF PRODUCTS OF INVERSE UNIFORMS
Let Z=<di=1 Ui be the product of d i.i.d. uniform [0, 1] random
variables. Its density is given by
f(z)=
logd−1(1/z)
(d−1)!
, 0 < z [ 1 .
Let Z1, ..., Zn be i.i.d. and distributed as Z. Then we have:
Lemma S1.
1
n logd n
C
n
i=1
1
Zi
Q
1
d!
in probability.
Proof. The result follows from Theorem 2 of Rogozin, (1971) and
Theorem 8.8.1 of Bingham et al. (1987) about stability of sums of i.i.d.
random variables Sn=;ni=1 Yi: if Y=Y1 has distribution function F, then
Sn/an Q 1 in probability if >x0 ydF(y) ’ l(x), where l(x) is a slowly varying
function and an is chosen such that l(an)/an ’ 1/n. Take Y=1/Z with
densityfY(y)=y−2(log y)d−1/(d−1)!, y > 1.Wehave>x0 ydF(y)=logd x/d!
and so we can take l(x)=logd x/d! and an=n(logd n)/d!. Indeed,
l(an)
an
=
(logd(n(logd n)/d!))/d!
(n logd n)/d!
’
1
n
. L
3. THE SAKS RARITY THEOREM AND ITS IMPLICATIONS
To understand the reasons for defining conditions on f, it helps to
understand why we have to do so. The reasons go back to the theory of
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differentiation (de Guzman, 1981, is a good reference). Consider a function
f on Rd, together with a collection B of bounded measurable sets with the
property that for every x ¥ Rd, there exists a sequence B1, B2, ... from B
with diameters (written diam(.)) decreasing to zero and such that x ¥4i Bi.
Such a collection is called a basis. The collection of sets in B containing x
is denoted by B(x). We define upper and lower derivatives of f by
D+(f, x)= lim sup
B ¥B(x) : diam(B) a 0
>Bf(x) dx
>B dx
and
D−(f, x)= lim inf
B ¥B(x) : diam(B) a 0
>Bf(x) dx
>B dx
respectively (de Guzman, 1981, p. 105). We say that B differentiates f if
D+(f, x)=D−(f, x) almost everywhere (x). For example, it is known that
if B is the collection of all balls or all hypercubes, then B differentiates all
integrable functions f. This is a form of the celebrated Lebesgue density
theorem, and is at the basis of the pointwise convergence properties of
kernel estimates and indeed most density estimates. Let B2 denote the
interval basis, that is, the collection of all products of d finite intervals
containing at least two points. This is the collection of all bounded
rectangles of positive measure aligned with the axes. We will require the
following result:
Lemma A1 (The Jessen–Marcinkiewicz–Zygmund Theorem, 1935). B2
differentiates L(1+log+L)d−1 (Rd), that is, all functions f on Rd for which
F |f| logd−1(1+|f|) <. .
While this includes most densities f, there are indeed exceptions. A good
account of these is chapter 7 of de Guzman (1981, p. 167). First of all,
according to the Saks rarity theorem (Saks, 1935), there exists a nonnega-
tive function f on R2 such that D+(f, x)=. almost everywhere (x) (with
respect to B2). Later, Marstrand (1977) found an f with this property that
works for all orientations of the axes (each orientation of the axes has a
different collection B2). El Helou (1978) found an f with the latter
property and in addition
F |f| loga(1+|f|) <.
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for all a ¥ (0, 1). Thus, with respect to B2, the logarithmic condition on f is
nearly necessary.
Consider now a standard kernel estimate onR2with product kernelK(x)=
1
4 I|x1| [ 1I|x2| [ 1. If we have different smoothing factors for each coordinate,
the form is
fn(x)=
1
nh1h2
C
n
j=1
I|x1 −Xj1| [ h1I|x2 −Xj2| [ h2 ,
where Xj=(Xj1, Xj2) and x=(x1, x2). It is easy to see that
Efn(x)=
1
h1h2
F
|x1 −y1| [ h1; |x2 −y2| [ h2
f(y1, y2) dy1 dy2 .
But by the result mentioned above, there exists a density f ¥40 < a < 1
L(1+log+L)a such that at almost all x, there exist h1=h1(n, x) a 0,
h2=h2(n, x) a 0 as nQ., such that Efn(x)Q.. Note that the results do
not imply this when h1 and h2 are not allowed to depend upon x. As the
variance of fn is O(Efn(x)/(nh1h2)), it is easy to see that if nh1h2 Q., then
fn(x)/Efn(x)Q 1 in probability at almost all x, and thus, fn(x)Q. in
probability at almost all x. Therefore, if one adapts the smoothing factors
to x, it is not true any longer that kernel estimates are pointwise consistent
for all densities!
We turn finally to the basis B3 of all rectangles in R2 (rotated with
respect to all possible orientations). Here the situation is extremely volatile
(de Guzman, 1981, p. 224), as B3 does not even differentiate the charac-
teristic functions of bounded measurable sets. The counterexamples on
which differentiability fails include densities f=cIB where B is a bounded
measurable set of area 1/c that is a specially selected subset of the
Nikodym set N on [0, 1]2 (N has measure one, but for each x ¥N, there
exists a line l(x) through x such that l(x) 5N={x}). Take such an f. The
implication is that there exist inconsistent kernel estimates of the rotation
kind: for almost every x, there exist smoothing factors h1(n, x)Q 0 and
h2(n, x)Q 0 (with nh1(n, x) h2(n, x)Q., the standard conditions on
smoothing factors) and orthonormal rotation matrices A(n, x) such that
the kernel estimate
fn(x)=
1
nh1h2
C
n
j=1
K(A(n, x)(x−Xj))Q.
at almost all x, where as before K(x)=14 I|x1| [ 1I|x2| [ 1. Thus, adaptation to
both x and allowing adaptive rotations makes kernel estimates potentially
inconsistent even on bounded densities with compact support.
In the remainder of the paper, a rectangle is a set fromB2, and not fromB3.
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4. WEAK POINTWISE CONSISTENCY OF THE MULTIVARIATE
HILBERT PRODUCT KERNEL ESTIMATE
In this section, we prove the main consistency theorem:
Theorem 2. Assume that f is a density with > f logd−1(1+f) <., and
for which > g log s−1(1+g) <. for all its marginal densities g, where s
denotes the dimension of the domain of g. Then the multivariate Hilbert
product kernel estimate is weakly pointwise consistent almost everywhere: at
almost all x,
fn(x)Q f(x)
in probability.
Proof. LetM denote the space of all d×d diagonal matrices with diagonal
elements 1 or −1. Clearly, |M|=2d. Let x=(x1, ..., xd) and y=(y1, ..., yd)
be vectors from Rd. For fixed x ¥ Rd, define the flipped density
fgx(y)=˛ CM ¥M f(x+M(y−x)) if y \ x
0 otherwise,
where y \ x means that yi \ xi for all i. Observe in particular that
fgx(x)=2
df(x) and that fg is a bona-fide density with support on the
positive quadrant with origin x. By the Jessen–Marcinkiewicz–Zygmund
theorem (Lemma A1), we have, if B2 denotes the interval basis on Rd, for
almost all x,
lim
B ¥B(x) : diam(B) a 0
>Bf(y) dy
>B dy
=f(x).
This implies that for almost all x,
lim
B=[x, y], y > x : diam(B) a 0
>Bfgx(z) dz
>B dz
=fgx(x).
Here [x, y] denotes the rectangle<di=1[xi, yi]. To see this, note the following:
letB be of the form [x, y]. Then as diam(B) a 0 (while varyingy, not x),
F
B
fx= C
M ¥M
F
MB
f=F
1M ¥M MB
f ’ f(x) F
1M ¥M MB
dz
=f(x) 2d F
B
dz=fgx(x) F
B
dz .
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This little excursion allows us to study the behavior of fgx instead of f.
Interestingly, as <di=1 |xi−Xji |=<di=1 |M(xi−Xji)| for all matricesM, we
see that the same flipping applied to our estimator fn leaves fn unaltered.
Thus, to show that fn Q f at almost all x is equivalent to showing that
fn(x)Q f
g
x(x)/2
d at almost all x.
The remainder of the proof requires the introduction of the marginal
densities fS and f
g
x, S, where S ı {1, 2, ..., d}: thus, fS is the marginal
density of f with respect to all components whose index is in S, and
similarly, fgx, S is the marginal density of f
g
x with respect to all components
whose index is in S. We call x a jmz point (after Jessen, Marcinkiewicz and
Zygmund) if for all S ]”,
lim
B ¥B(xS) : diam(B) a 0
>BfS(y) dy
>B dy
=fS(xS).
Here xS is the |S|-dimensional vector composed of components of x whose
index is in S, and B is the collection of rectangles in this |S|-dimensional
space. By Lemma A1, almost all points are jmz points. Fix such an x for
the remainder of the proof. For e > 0, we can thus find d > 0 such that
simultaneously for all S ]”, for all yS [ xS+(d, d, ..., d)S,
: >[xS, yS] fgx, S(z) dz
>
[xS, yS] dz
−fgx, S(xS) : < efgx, S(xS).
Also, recall that fgx, S(xS)=2
|S|fS(xS).
Lemma B1. Let x=(x1, ..., xd) be a jmz point of f with f(x) > 0. Let e
and d be as above. Let X=(X1, ..., Xd) be a random vector with density fg.
Let S ı {1, ..., d} be a nonempty set of indices. Let A be the event that
xi < Xi < xi+d for all i ¥ S. Then, conditional on A, there exist i.i.d. uniform
[0, 1] random variables Ui such that
1− e
(1+e)< i ¥ S Ui
QD
i ¥ S
d
Xi−xi
Q
1+e
(1− e)< i ¥ S Ui
,
where Q denotes stochastic domination.
Proof. We assume without loss of generality that S={1, ..., d} and
that x=0. We write fg instead of fgx and f
g
S instead of f
g
x, S. Conditional
on A, X has density fg/p, where p=>Bfg and B=[0, d]d. Note that
p ¥ [1− e, 1+e] fgS(0) dd .
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Furthermore, if F is the multivariate distribution function for the condi-
tional X, then as x is a jmz point,
(1− e) fgS(0)
p
[
F(X1, ..., Xd)
<di=1 Xi
[
(1+e) fgS(0)
p
.
and therefore, as it is well known that F(X1, X2, ..., Xd)=
L <di=1 Ui, which
can be seen by applying the probability integral transform to each condi-
tional distribution function in the conditional decomposition of F, we see
that
1− e
(1+e) dd
Q D
d
i=1
Ui
Xi
Q
1+e
(1− e) dd
. L
We now return to the proof of our theorem, where e and d remain as
defined earlier. We enlarge the data by considering an infinite i.i.d.
sequence Y1, Y2, ..., all distributed as X. Let B(Yj) ı {1, ..., d} be the
collection of indices i in Yji with Yji ¥ [xi, xi+d], where x=(x1, ..., xd) is a
jmz point. Let S ]”, and let T be the collection of the first n indices j with
B(Yj) — S. We have
C
j ¥ T
1
<di=1(Yji−xi)
[
1
dd
C
j ¥ T
d |S|
<i ¥ S (Yji−xi)
Q
1
dd
C
j ¥ T
1+e
(1− e)<i ¥ S Ui
by Lemma B1, where U1, ..., Ud are as in Lemma B1. By Lemma S1, the
right-hand-side is in probability asymptotic to
(1+e) n log |S| n
(1− e) |S|! dd
.
Thus, the contribution of all Yj, j ¥ T, when |S| < d, is asymptotically
negligible. Assume first fgx > 0. Then, taking |S|=d, we can no longer
afford to artificially increase the data size as we did above. Thus, let T now
be those j [ n for which |B(Yj)|=d. Note that T is binomial (n, p), where
p=P{X−x ¥ [0, d]d}. By the independence of T and the Ui’s in Lemma
B1, it is easy to see that
C
j ¥ T
1
<di=1 (Yji−xi)
Q
1
dd
C
j ¥ T
1+e
(1− e) <di=1 Ui
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and the right-hand-side is in probability asymptotic to
(1+e)(np) logd(np)
dd(1− e) d!
[
(1+e)2 nfgx(x) d
d logd n
dd(1− e) d!
[
(1+e)2 n2df(x) logd n
(1− e) d!
.
A similar weak lower bound is obtained, and by letting e a 0, we obtain the
sought result. The contribution of those terms in the density estimate with
|S|=d is o(n logd n) when f(x)=0 (as seen from the last chain of
inequalities as well), just as with all S of size less than d. Thus, the proof of
Theorem 2 is complete. L
5. LACK OF STRONG CONVERGENCE
For all f, it is true that at almost all x with f(x) > 0, the Hilbert product
kernel estimates cannot possibly converge to f in a strong sense. Rather
than to prove the full-blown universal theorem, we restrict ourselves to the
uniform density on the real line and recall the following result from
Devroye and Krzyz˙ak (1998), which is applicable as for d=1, the Hilbert
product kernel estimate coincides with the standard Hilbert kernel estimate.
Theorem 3. Let f be the uniform density on [0, 1]. Then, for any
x ¥ [0, 1], P{fn(x) \ log log n i.o.}=1, so that there is no strong conver-
gence at any point in the support.
The poor rate of convergence of the estimate is best seen by considering
points outside the support of f. If x is at least distance s away from the
support of f, then fn(x) \ c/(sd(log n)d) for some constant c only depending
upon k and d.
6. A PRODUCT NEAREST NEIGHBOR ESTIMATE
The k-nearest neighbor density estimate of Fix and Hodges (1951) and
Loftsgaarden and Quesenberry (1965) is
gk, n(x)=
def k
nVd ||x−X(k, x) ||d
,
where X(k, x) is the kth nearest neighbor of x among X1, ..., Xn. Its proper-
ties are well-understood (Moore and Yackel, 1977; Devroye and Wagner,
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1977; Mack, 1980; Bhattacharya and Mack, 1987; Mack and Rosenblatt,
1979). For example, at almost all x, we have gk, n(x)Q f(x) as nQ. if
k=o(n) and kQ.. The k-nearest neighbor density is not scale-invariant
because the relative order of the distances ||x−Xj ||, 1 [ j [ n changes when
the coordinates are linearly scaled. To remedy this, we introduce the
product k-nearest neighbor density estimate
gk, n(x)=
k (d−1)!
n logd−1(n/k(d−1)!) 2d<di=1 |xi−X(k) i |
,
where x=(x1, ..., xd), and X(1), ..., X(n) is a permutation of X1, ..., Xd
according to increasing values of <di=1 |xi−X(j) i |, 1 [ j [ n. This permuta-
tion is invariant under linear transformations of the coordinate axes (but
not rotations). Interestingly, this product estimate has not been considered
before except in the trivial case d=1, where we obtain the standard
univariate kth nearest neighbor estimate. As the choice of scale is a perpe-
tual cause of concern in estimation, the product kth nearest neighbor
estimate should be particularly useful. We will prove its weak consistency:
Theorem 4. If kQ. such that kQ., k/log nQ 0, and if > f logd−1
(f+1) <., and if > g logd−1(g+1) <. for all lower-dimensional marginals
of f, then at almost all x (that is, at all jmz points for f and all lower-
dimensional marginals f), gk, n(x)Q f(x) in probability.
Proof of Theorem 4. We only sketch a rough outline. Mimicking the
proof of Theorem 2, we note first that we may wish to consider the flipped
density at x, which is 2df(y), with y \ x, all coordinates of y are at least
equal to those for x. We will consider a small square of size e in each
coordinate with bottom lower vertex at x. We will show that the kth
nearest neighbor of x is with probability tending to one in this square.
Indeed, if Y+(Y1, ..., Yd) has density f, and x is a jmz point, then
<di=1 |Yi−xi | is approximately distributed as <di=1 Ui/fg(x), where the
Ui’s are i.i.d. uniform [0, 1] random variables, and fg(x)=2df(x). As
<di=1 Ui has density logd−1(1/z)/(d−1)!, z > 0, and distribution function
’ z logd−1(1/z)/(d−1)! as zQ 0, we see that the order statistics of a
sample of size n drawn from<di=1 |Yi−xi | are approximately distributed as
F inv(1/n)/fg(x), F inv(2/n)/fg(x), and so forth, where F inv is the inverse
distribution function of <di=1 Ui. A good approximation is F inv(u) ’
u(d−1)!/(logd−1(1/(u(d−1)!))). Thus, the kth nearest neighbor has a
value<di=1 |Yi−xi | concentrated in probability about
(d−1)! k/n
fg(x) logd−1(n/(k(d−1)!))
. (D)
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The concentration follows from kQ.. We only need to show that the
probability that the kth nearest neighbor is in the square tends to one. To
this end, we show that the nearest neighbor among all points that have m
coordinates outside the square and d−m coordinates in the square is at
distance (always measured by <di=1 |Yi−xi |) asymptotically much larger
than (D). Without loss of generality, fix the first m \ 1 (m < d) coordinates.
If x is also a jmz point for the marginal density for the last d−m coordi-
nates, then given that the first m coordinates are outside the square and the
remaining ones inside (and assuming that e is small enough), the nearest
neighbor distance is asymptotically of the order of 1/(n logd−m−1 n) and
thus it is improbable that the kth nearest neighbor point can have any
coordinate outside the small square. This concludes the sketch of the
proof. L
7. PRODUCT KERNEL ESTIMATES
In this section, we consider product kernel estimates defined by
fn(x)=
1
n
C
n
j=1
D
d
i=1
1
hn, i
Ki 1xi−Xj, ihn, i 2 ,
where x=(x1, ..., xd), and K1, ..., Kd are univariate kernels with > Ki=1.
The smoothing factors hn, i are for now deterministic sequences. Product
kernel estimates are of interest because they offer scale invariance if the
hn, i’s are proportional to scale (e.g., make hn, i proportional to a weighted
sum of the pairwise distances |Xj, i−Xm, i |, 1 [ j, m [ n). This may introduce
big differences between the hn, i’s. In fact, such differences may be desirable
in situations like this one: let d=2 and let f be the product of two
univariate densities, a smooth one and a jagged one. For each density,
one may want to pick different smoothing factors, and even different orders
for the kernel. In those cases, hn, 1 and hn, 2 may tend to zero at different
rates. As each density is locally a product density (as it resembles a uniform
density), it is really important to consider product kernels with d indi-
vidually picked smoothing parameters.
It is interesting that the literature offers little help with respect to the
universal consistency properties of these estimates with respect to pointwise
or L1 convergence. The ‘‘natural’’ conditions on the hn, i’s would appear to be
lim
nQ.
max
i
hn, i=0 (1)
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and
lim
nQ.
n D
d
i=1
hn, i=. . (2)
In this section, we prove two basic consistency results, which we have not
been able to find in the vast literature.
Theorem 5. Let fn be the product kernel estimate, and let each component
kernel Ki be absolutely integrable. Then under the natural conditions (1) and
(2),
lim
nQ.
E F |fn−f|=0
for all f.
Theorem 6. Let fn be the product kernel estimate, and let all kernels Ki
be bounded, of compact support, and Riemann approximable, that is, in
the L. sense, each Ki is in the closure of the space of functions that are
finite weighted sums of indicators of finite intervals. Then, under the natural
conditions (1) and (2),
lim
nQ.
E |fn(x)−f(x)|=0
at almost all x provided that > f logd−1(1+f) <..
Note. The conditions on the kernels are satisfied by kernels Ki that are
continuous, bounded and of compact support. With a bit of effort, we can
extend Theorem 6 to include kernels Ki with Ki(x)=O(1/|x|) as |x|Q..
Perhaps the easiest proof of Theorem 5, and the most transparent one,
uses the embedding device from Devroye (1985) (where the embedding is
used to handle the L1 consistency of variable kernel estimates), which may
be summarized in the following lemma:
Lemma B2. Let f and g be two densities on Rd, and let fn=fn(x; x1, ...,
xn) be a density estimate based on an i.i.d. samples of size n drawn from f.
Assume that
sup
j, x1, ..., xn, xŒj
F |fn(x; x1, ..., xj−1, xj, xj+1, ..., xn)
−fn(x; x1, ..., xj−1, x
−
j, xj+1, ..., xn)| [
C
n
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for some constant C. Then, if gn is the density estimate based upon an i.i.d.
sample of size n drawn from g, we have
E F |fn−f| [ (C+1) E F |gn−g|+F |f−g|.
Proof. Consider a uniform Poisson point process on Rd×[0,.)2. Let
(U, V, T) be a typical point in this process. Keep only those points with
V < f(U) or V < g(U). For T < t, there is almost surely a finite number of
such points (with a Poisson (2t) distribution), so that we may order the
points according to increasing values of T, obtaining (U1, V1, T1), ... . Let
X1, X2, ..., Xn be the first n values of Uj for which Vj < f(Uj). Let
Y1, Y2, ..., Yn be the first n values of Uj for which Vj < g(Uj). Now, throw
away the Poisson point process, which was only needed to couple the two
samples. Interestingly, X1, ..., Xn is i.i.d. and drawn from f and Y1, ..., Yn is
i.i.d. and drawn from g. Also, for every i,
P{Vj <min(f(Uj), g(Uj))}=E 3min(f(Uj), g(Uj))max(f(Uj), g(Uj))4
=F max(f(x), g(x))> max(f, g)
min(f(x), g(x))
max(f(x), g(x))
dx
=F > min(f, g)> max(f, g)
=def p .
Each one of the triples (Uj, Vj, Tj) with Vj <min(f(Uj), g(Uj)) generates a
common point in both samples, and thus, the number of common points is
stochastically greater than a binomial (n, p) random variable. The number
of points in one sample not seen in the other sample is not more than a
binomial (n, 1−p) random variable, and its expected value does not exceed
n(1−p)=n > |f−g|/(1+(1/2) > |f−g|) [ n > |f−g|. We may assume that
fn and gn are based on the (coupled) Xj and Yj samples, respectively. Then
E F |fn−f| [ E F |fn−gn |+E F |gn−g|
+E F |g−f| [ (C+1) F |f−g|+E F |gn−g|
as > |fn−gn | [ C(n−N)n by applying the triangle inequality n−N times. L
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Proof of Theorem 5. We first verify that Lemma B2 applies to the kernel
estimate with kernel K. Indeed, if y=(y1, ..., yd) and xj=(xj1, ..., xjd),
then
F |fn(y; x1, ..., xj−1, xj, xj+1, ..., xn)−fn(y; x1, ..., xj−1, x −j, xj+1, ..., xn)|
[
1
n
F :Dd
i=1
h−1n, iKi(yi−xji) :+1n F :D
d
i=1
h−1n, iKi(yi−x
−
ji) :
=
2
n
D
d
i=1
F |Ki |
so that Lemma B2 applies with C=2<di=1 > |Ki |. If all kernels Ki are
nonnegative, then simply, C=2. By Lemma 2 then, it suffices to prove
theorem 5 for all continuous densities g of compact support, as those den-
sities are dense in the L1 space of all densities. Indeed, pick g continuous
and of compact support such that > |f−g| < e. Let fn and gn denote the
product kernel estimate, but based on samples drawn from densities f and
g respectively. Applying Lemma B2, we have
E F |fn−f| [ (C+1) F |f−g|+E F |gn−g| .
As e is arbitrary, it suffices therefore to prove Theorem 5 for all such g.
Since each Ki is measurable and absolutely integrable, we may approx-
imate it in the L1 sense by a sum of indicator functions of intervals. Thus,
for e > 0, we find a finite number of intervals [aij, bij] and coefficients kij
such that
F |Ki−Li | < e ,
where
Li=
def C
j
kijI[aij, bij] < e .
The Li can even be picked such that > Li=1. Note also that > |Li | <
> |Ki |+e, and that > |Ki | \ 1 (as > Ki=1). Define the constant
D=D
d
i=1
1F |Ki |+e2 .
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But if fn and gn are two product kernel estimates with the same data but
different product kernels Ki, Li, 1 [ i [ d, then
F |fn−gn | [ F :Dd
i=1
Ki−D
d
i=1
Li :
[ F :Dd
i=1
Ki−L1 D
d
i=2
Li :+F :L1 Dd
i=2
Ki−L1L2 D
d
i=3
Li :
+·· ·+F :Kd Dd−1
i=1
Li−D
d
i=1
Li :
[ F |K1−L1 | D
d
i=2
F |Ki |+F |K2−L2 | F |L1 | D
d
i=3
F |Ki |
+ · · ·+F |Kd−Ld | F |Kd | D
d−1
i=1
F |Li |
[ eD.
Again, by the arbitrary nature of e, it suffices to consider kernels that are
products of finite sums of weighted indicator functions of intervals. Let N
be a bound on the number of indicators for any of the component kernels.
It is easy to see then, by forming the Cartesian grid of these intervals, that
such an estimate is equivalent to a kernel estimate with kernel
L(x)=C
Nd
j=1
ajI[aj, bj](x) ,
where [aj, bj] is the shorthand notation for a rectangle of Rd with vertices
aj and bj, and aj is a real number. Also, > L=1 and > |L| [ D. Let pj
denote the volume of [aj, bj]. Introduce the notation Mj=I[aj, bj]/pj, and
note that Mj is a bona fide kernel with integral one. Then we have, letting
fn denote the kernel estimate with kernel L, and f a continuous density of
compact support, as ;j aj pj=1,
F |fn−f| [ C
Nd
j=1
|aj | pj F |fnj−f| ,
where fnj is the kernel estimate with kernel Mj. The upper bound tends to
zero in the mean if each individual term tends to zero. Thus, it suffices to
prove the Theorem for kernels that are indicator functions of rectangles.
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But by Theorem 6, we have E |fnj−f|Q 0 for all bounded f at almost
all x. But then
E F |fnj−f|=2E F (f−fnj)+=2 F E(f−fnj)+ Q 0
by dominated convergence. This concludes the proof of Theorem 5. L
Proof of Theorem 6. Let x be a jmz point for f. Let the kernel K=cIR
be proportional to an indicator a bounded rectangle R=[a, b] not
necessarily containing the origin, where c=1/l(R) and a=(a1, ..., ad) and
b=(b1, ..., bd) denote the vertices of R. By varying each coordinate in turn,
we see that
K=c C
d
i=1
siI[0, zi] ,
where zi are points of Rd and si=±1. Denote the volume of [0, zi] by pi.
Let Mn denote the d×d diagonal matrix with elements hn, 1, ..., hn, d on the
diagonal. By Lemma A1 and condition (1),
>x+Mn[0, zi] f
l(x+Mn[0, zi])
Q f(x)
and thus
c >x+MnR f
l(x+MnR)
Q cf(x) C
d
i=1
sil(x+Mn[0, zi])
l(x+MnR)
=f(x),
because > K=1. We conclude that Efn(x)=>x+MnR f/l(x+MnR)Q f(x),
and that
Var fn(x)=
Var{cIx+MnR(X1)}
n
[
E{c2Ix+MnR(X1)}
n
=
c2l(x+MnR) Efn(x)
n
=
f(x)+o(1)
l(R) n<di=1 hn, i
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and therefore,
E{|fn(x)−f(x)|} [ E{|fn(x)−Efn(x)|}+|Efn(x)−f(x)|
[`Var{fn(x)−Efn(x)}+: >x+MnRf
l(MnR)
−f(x):
== f(x)+o(1)
l(R) n<di=1 hn, i
+o(1)
=o(1)
if f(x) > 0. When f(x)=0 and x is a jmz point, then
E{|fn(x)−f(x)|}=Efn(x)=
>x+MnR f
l(x+MnR)
Q f(x)=0
by Lemma A1 and (2).
We now turn to more general kernels. It will take some work to
generalize the above results to a reasonably big class of kernels. It is easy to
verify from the last chain of inequalities that under condition (2), for any
bounded kernel, Var{fn(x)}Q 0 at points x at which Efn(x)Q f(x). Thus,
Theorem 6 is valid for all bounded kernels for which (1) implies that
Efn(x)Q f(x) at almost all x. Define H=<di=1 hn, i. We find for each
e > 0 a finite collection of rectangles Ri and constants ai such that
sup
x
:K(x)−C
i
aiIRi (x) : < eI[−s, s]d(x),
where s > 0 is a large positive integer. From this, by integration, we note
that
:1−C
i
ail(Ri) :=:F K(x)−C
i
ail(Ri) : < el([−s, s]d)=e(2s)d .
Then
|Efn(x)−f(x)|
[
> f(y) |K(M−1n (x−y))−;i aiIRi (M−1n (x−y))| dy
H
+:> f(y);i aiIRi (M−1n (x−y)) dy
H
−f(x):
MULTIVARIATE PRODUCT DENSITY ESTIMATORS 105
[ e
> f(y) I[−s, s]d(M−1n (x−y)) dy
H
+:C
i
ai
> (f(y)−f(x)) IRi (M−1n (x−y)) dy
H
:
+f(x) :C
i
ail(Ri)−1 :
=e(2s)d (f(x)+o(1))+o(1)+f(x) e(2s)d ,
where in the last step, we used (1) and the first part of the proof for kernels
that are indicators of rectangles. Since e was arbitrary, the proof is
complete. L
8. TREE-BASED AND RECTANGULAR PARTITIONING
DENSITY ESTIMATES
Let A1,A2, ... be a sequence of partitions of Rd into rectangles (which
do not have to be open or closed). For x, let An(x) denote the rectangle in
An to which x belongs. Then the partitioning estimate of f is given by
fn(x)=
#An(x)
nl(An(x))
,
where l(.) is Lebesgue measure, and #(.) denotes the number of data
points falling in a set. We assume for now that the sequence of partitions is
picked before the data are collected. The present estimates contain all
standard histogram estimates and indeed most tree-based density estimates.
The purpose of this section is to discuss its universal consistency, pointwise
and in L1. For L1 consistency, there is a rather general theorem by
Abou-Jaoude (1976a, 1976c) of which Theorem 7 below is a special case.
However, we include it here, as our proof is short and uses new tools. The
L. convergence was dealt with by Abou-Jaoude (1976b), but it is irrelevant
here. There are just a few general consistency theorems for partitioning
estimates, such as estimates that partition the space via order statistics
(Hanna and Abou-Jaoude, 1981) or via multivariate rectangular partitions
(Gessaman, 1970). The most difficult problem, from a universal conver-
gence point of view, is the pointwise convergence. We give just such a
theorem below.
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Theorem 7. Let fn be a partitioning density estimate. Assume that
diam(An(x))Q 0 at almost all x, and that nl(An(x))Q. at almost all x.
Then
lim
nQ.
E F |fn−f|=0 .
(There is no condition on f.)
Theorem 8. Let fn be a partitioning density estimate. Assume that
diam(An(x))Q 0 at almost all x, that nl(An(x))Q. at almost all x, and
that > f logd−1(1+f) <.. Then
E |fn(x)−f(x)|Q 0
at almost all x.
Proof. Let x be a jmz point for f. Then
E{|fn(x)−f(x)|} [ E{|fn(x)−Efn(x)|}+|Efn(x)−f(x)|
[`Var{fn(x)−Efn(x)}+: >An(x) f
l(An(x))
−f(x) :
==n >An(x) f(1− >An(x) f)
(n >An(x) f)2
+o(1)
[
1
`n >An(x) f
+o(1)
=
1
`n(f(x)+o(1)) l(An(x))
+o(1)
=o(1)
if f(x) > 0. Thus, by Lemma A1, the theorem is proved at almost all points
with f(x) > 0. When f(x)=0 and x is a jmz point, then
E{|fn(x)−f(x)|}=Efn(x)=
>An(x)f
l(An(x))
Q f(x)=0
by Lemma A1 again. L
Proof of Theorem 7. We simply use the result of Theorem 8 and
bounded convergence: indeed, if fn Q f at almost all x, and each fn is a
bona fide (deterministic) density, then > |fn−f|Q 0. Glick (1974) (see also
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Devroye and Györfi, 1985) has shown that we may add the phrases ‘‘in
probability’’ or ‘‘almost surely’’ on both sides in case fn is a data-dependent
sequence of estimates. Now note that the condition of Lemma B2 is
satisfied for any partition estimate in which the partition does not depend
upon the data with C=2: indeed, consider two determistic samples differing
in only the ith point, and let the corresponding partitioning estimates be
called fn and gn. Let #An(x) and ##An(x) denote the cardinalities of An(x)
under both samples. Then
F |fn−gn |= C
A ¥An
F
A
|fn−gn |
=
1
n
C
A ¥An
|#A−##A|
=
1
n
|#An(xi)−##An(xi)|+
1
n
|#An(x
−
i)−##An(x
−
i)|
[
2
n
.
So, now let fn and gn denote the same partitioning estimate, but based on
samples drawn from densities f and g respectively, where g is a density that
will be picked later. Applying Lemma B2, we have
E F |fn−f| [ 3 F |f−g|+E F |gn−g| .
At this point, we pick g=min(f, M)/> min(f, M) where M is picked so
large that that > |f−g| [ e. By Theorem 8, at almost all x, E |gn(x)−g(x)|
Q 0, as g is bounded, but then E > |gn−g|=2E >(g−gn)+ Q 0 by bounded
convergence. Thus,
E F |fn−f| [ 3e+o(1).
As e was arbitrary, the proof is complete. L
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