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Introduction 
Les langages rationnels de mots biinfinis ont CtC rkemment dCfinis et CtudiCs 
dans divers articles [2,3, lo]; ce sont les langages de mots biinfinis qui appartiennent 
5 la fermeture rationnelle biinfinie des langages rationnels de mots finis (c’est B dire 
qui sont union finie de langages de la forme “ABC” oh A, B, C sont des langages 
rationnels de mots finis). 
Nous nous proposons dans ce papier, de dtfinir la notion d’algCbricitC pour les 
langages de mots biinfinis. Nous allons &re amen& $ dCfinir diffkentes classes de 
langages, incluses les unes dans les autres, et dont la plus grande est en bijection 
naturelle avec l’ensemble des relations infinitaires qui sont l’image par une substitu- 
tion algCbrique finitaire de relations rationnelles infinitaires. 
La notion d’algCbricit6 pour les langages de mots infinis a 6tt dtfinie en utilisant 
trois approches differentes; trois familles de langages de mots infinis ont alors &t 
dCgag6es Z,,, We,, E2 formant une hikrarchie stricte: 
l %?,, est la fermeture rationnelle infinie des langages alg6briques de mots finis; c’est 
aussi la famille des langages de mots infinis qui sent de la forme L”‘(G, F, u), 
pour quelque grammaire algCbrique G et sous ensemble F de l’ensemble de ses 
variables 
l %?, est la famille des langages de mots infinis qui sont I’ensemble L”(G, v), des 
mots infinis engendrts par une grammaire algCbrique G B partir d’une variable 
v PI 
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l Ce2 est la famille des langages de mots infinis qui sont l’adherence d’un langage 
algebrique de mots finis. 
Nous allons, dans ce papier, suivre ces trois approches pour Ctudier la notion 
d’algebricite pour les langages de mots biinfinis. 
Dans une premiere &tape, nous definissons et Ctudions la notion de derivation 
biinfinie: 
(a) Nous introduisons pour cela la notion de genealogie (qui est une sorte d’arbre 
pouvant s’accroitre aussi bien a partir de sa racine qu’a partir de ses feuilles), puis 
la notion de gentalogie de G-derivation, si G est une grammaire algebrique; nous 
montrons une propriett de substitution relative aux genealogies de G-derivation 
qui doit 6tre rapprochee du theoreme de substitution de [9]. 
(b) Nous definissons ensuite la notion de G-derivation biinfinie et nous notons 
I-, la famille des langages de mots biinfinis qui sont l’ensemble “_L”( G, v) des mots 
biinfinis engendres par une G-derivation biinfinie, pour quelque grammaire alge- 
brique G. 
(c) Utilisant alors la propritte de substitution relative aux genealogies de G- 
derivation, nous obtenons une forme gtrkrale pour tout langage de T, : tout langage 
de T, est l’image par une substitution algebrique finitaire propre d’un langage de 
mots biinfinis qui est l’union d’un rationnel et d’un lineaire pur. Nous notons alors 
I-, la famille des langages de mots biinfinis ayant cette forme et nous prouvons 
l’inclusion stricte de r, dans I’,. 
(d) Nous generalisons ensuite la notion de G-derivation biinfinie en imposant 
des restrictions sur les variables qui sont derivees une infinite de fois et nous 
definissons la famille “CF” des langages de mots biinfinis qui sont les resultats de 
G-derivations biinfinies gentralistes pour quelque grammaire algtbrique G. 
(e) D’autre part, la forme des langages de I’,, et le fait que la famille des langages 
lineaires de mots finis soit en bijection avec la famille des relations rationnelles 
finitaires, nous conduit a considerer la famille des langages de mots biinfinis, qui, 
en tant que relations infinitaires, sont les images par des substitutions algebriques 
finitaires propres de relations rationnelles infinitaires. Nous montrons que cette 
famille coi’ncide avec “‘CF” et contient strictement r,,. 
Dans une seconde Ctape, nous dtfinissons la notion de biadherence, BA( L), d’un 
langage de mots finis L et nous notons r, la famille des langages de mots biinfinis 
qui sont la biadhtrence d’un langage algtbrique de mots finis. 
Nous prouvons que, si G est une grammaire reduite sous forme normale 
bigreibach, et si ~1 est son axiome, l’ensemble, “L” (G, v), des mots biinfinis engendres 
par une G-derivation biinfinie coi’ncide avec la biadherence du langage algebrique 
L(G, 0). On en deduit l’inclusion de r, dans r, et on montre qu’elle est stricte. 
Cette etude de la notion d’algebricite pour les langages de mots biinfinis a des 
relations tres etroites avec [ 11: en effet, dans [ 11, les auteurs montrent que le bicentre 
d’un langage algebrique est encore algebrique; ce resultat et l’inclusion de r, dans 
I-, sont t&s proches et leurs preuves utilisent en fait les m2mes considerations de 
base sur les arbres de derivation. 
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Pdiminaires 
(1) Nt (resp N-) designe I’ensemble des entiers n de Z strictement positifs (resp. 
strictement negatifs). 
Soit X un alphabet fini, nous notons: 
l X” le monoi’de libre engendre par X; E designe le mot vide; 
l X” l’ensemble des mots infinis a drone sur X, ou applications de Nt dans X; 
l “X l’ensemble des mots infinis a gauche sur X, ou applications de TV dans X; 
l “X” l’ensemble des mots biinfinis sur X: un mot biinfini sur X est une classe 
d’tquivalence de l’ensemble des applications de Z dans X pour la relation 
d’equivalence - defini par 
u - u si et settlement si 3p E Z tel que Vn E Z, u(n +p) = v(n); 
l X”=X*“X”; “X=X*““X; “X”ZX”““X”“X”. 
Si o est un element de “X”, nous notons 1~1 sa longueur (par convention, IcyI = cc 
si LY E X”’ u “X u “X” et loI= 0 si a = E) et si x est une lettre de X, nous notons 
]alx le nombre d’occurences de la lettre x dans (Y. Pour tout mot (Y de “X” et tout 
entier n de Z, a(n) dtsigne: 
l la n ieme lettre de (Y si CZEX* et nE[l,Io[], si (YEX” et n>O, si (YE”X et 
n<O, si nEWXW; 
l le mot vide dans les autres cas. 
On etend de maniere classique (voir par exemple [4]) a “X” l’optration de 
concatenation de X* et on munit ainsi “X” d’une structure de monoi’de; on adopte, 
dans cette extension, la convention suivante: 
Va E X”, vp E “X”, 
VCI E “X, vp E “X”, 
Va E “X”, vp E “X”, cup = LY. 
“Xa est muni des deux relations d’ordre suivantes: 
(a) Va, p 62 “X”, as/3 a 3yEXiD tel que cwy=p. 
On notera: (Y < /3 pour (a < p et CY # p). Si Q s p, on dit que (Y est un fucteur gauche 
de p. Pour tout mot p de X”, on note FG(P) I’ensemble des facteurs gauches finis 
de /3 et, si n appartient a [ 1, (PI], on note P[n] le facteur gauche de /3 de longueur 
n. 
(b) VCY, p E mXcn, (YIP CJ 3yEXar tel que ya=/3. 
On notera: CY >/I pour (a 2 p et (Y # p). Si CY 2 p on dit que CY est un facteur droit 
de ,L?. Pour tout mot /I de “X, on note FD(P) I’ensemble des facteurs droits finis 
de p et, si n appartient a [l, IpI], on note [n]p le facteur droit de j3 de longueur n. 
Pour tout mot o de mX”, on note F(a) l’ensemble des fucteursJinis de (Y c’est 
a dire l’ensemble des mots w de X* pour lesquels il existe p dans “X et y dans 
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X” verifiant cy = pwy. Si n et p sont deux entiers tels que n < p, CI (n) # E et CX( p) # E, 
on note cz[ n, p] le facteur de LY suivant: 
a(n)cu(n+l). . .a(p-l)a(p). 
Si {ui, i E N+} est une suite de mots de X* croissante pour la relation G (resp. 
pour la relation a), il existe un unique mot u de X” (resp. de “X) satisfaisant 
Vi E N+, u, s 1.4 (resp. u, 2 u). On note 
u = G{ ui, i E N+} (resp. u = &{ui, i E N+}). 
(2) Soient X et Y deux alphabets et S une application de X dans CP(wY u Y” u 
Y*); nous notons 
vx E x, S*(x) = S(x) n Y”, 
S,(x) = S(x) n Y”, 
,S(x) = S(x) n “Y, 
et on pose, par convention: S*(E) = S,(F) = ,S(E) = E. 
Nous etendons S en une application de “X” dans LP(“Y”) comme suit: pour 
tout mot (Y de inXm, on definit les ensembles suivants: 
S*(a)={. . .lL_1U_j.. . U_~tJ~U~. . . U,U,+, . ., 
ViEZ, uiES.+.(a(i))}, 
$*(a) = {fJup+,up+*. . .1 PEjZIcy(p)cu(P+l)(Y(p+2)... 
est un facteur droit de (Y, 
cr(p)f~ et vE,S(o(p)), uiES*(a(i)), Viap+l}, 
*s,((Y)={...Up~2Up_,v,~EZ)...(Y(~-2)(Y(~-1)LY(~) 
est un facteur gauche de cy, 
aft et vES,(cu(P)),~~ES*(‘~(i)),t/i~p-l}, 
wSw(~)={qJ+,Up+Z.. . u~-~+~~IP et 4EC a(p)...a(q) 
est un facteur de (Y, 
a(p) f F et 0~ ,S(Q(P)), a(q) f E et w E S,(a(q)), 
ui E S*(a(i)), Vi E IP; 9U. 
On pose alors: S(~)=S,(~~)~,S,((Y)U*S,((Y)~,S,(LY). 
S sera dite propre si et seulement si Vx E X, S(x) d E. 
Si L est un langage de “X”, nous notons S(L) (resp. S,(L), ,,,S,(L), *S,(L), 
A,(L)) l’ensemble UatL S(Q) (rev. UarL S*(a), UutL ,%(a), UatL y;Sw(a)7 
U aEL ,fL(c.u)). 
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Nous dirons que S est: 
l jnitaire si et settlement si S(x) C X”, Vx E X; 
l alge’brique (resp. rutionnelle) si et seulement si S(x) est un langage algebrique 
(resp. rationnel) de mots finis, Vx E X. 
(3) Pour toute grammaire algebrique G, nous adoptons la notation suivante: 
G=(X, V, P,a) 
oti X est l’alphabet terminal, V est l’alphabet non terminal, P est I’ensemble des 
regles de production et CJ est l’axiome. 
Pour tout couple (m, m’) de mots de (X u V)*, on note: 
1 
m=m,vm, avec m, et m, E (X u V)*, 
rnzrn’e m’= rn,prn> avec p E (X u V)“, 
( 4 E.L 1E J? 
On dit que la derivation m 2 m’ est gauche (resp. droite) si et settlement si m, E X” 
(resp. m, E X*). Nous notons $+ la fermeture transitive de la relation 2 et pour 
tout mot m de (X u V)* nous posons: 
L(G, m)={fEX*Im 2f}. 
Une grammaire algebrique G =(X, V, P, CT) sera dite: 
l propre si et seulement si (( 0, m) E P) * m # E et m & V; 
* rkduite si et seulement si Vv E V, L( G, u) f B et il existe m,, m2 E (X u V)* tels 
que u % m,vm,; 
l sous forme greibuch si et seulement si (( q m) E P) =3 m E X(X u V)“; 
l sous forme bigreibach si et seulement si ((21, m) E P) =3 m E (X(X u V)*X) u X; 
l h&ire si ((u, m) E P) =3 (m E X” VX” u X*), 
lineaire pure si ((21, m) E P) =3 (m E (X’u X+ VX’), 
lineaire droite si ((v, m)E P) + (mEX*VuX*), 
lineaire gauche si ((u, m) E P) =3 (m E VX*u X*), 
unilutPre si elle est lineaire droite ou lineaire gauche. 
Soit G =(X, V, P, CT) une grammaire algebrique. Une G-dkriuation injnie 6 est 
une suite infinie de mots de (X LJ V)*, 6 = (mi),iN+, verifiant, Vi E N’, m, 2 mi+, . 
Une G-derivation infinie 6 = (m,);, N + est dite gauche (resp. droite) si et seulement 
si pour tout entier i de Nt la derivation m, 3 m,,, est gauche (resp. droite). 
Pour tout m de (X u V)*, on note FGT(m) (resp. FDT(m)) le plus long facteur 
gauche (resp. droit) de m qui appartient a X*. Si 8 = (mi),i N+ est une G-derivation 
infinie, l’ensemble {FGT(m,), i E N+} (resp. {FDT( m,), i E N+}) est totalement 
ordonne pour la relation G (resp. 3); 6 est alors dite r&Me ri droite (resp. ti gauche) 
si et settlement si i$FGT(m,), iE N’} est un mot de X” (resp. &{FDT(m,), 
i E N’} est un mot de “X); ce mot est alors appele r&ultut ri droite (resp. d gauche) 
de 6. Souvent, la precision “a droite” ou “a gauche” concernant le resultat dune 
derivation infinie sera omise lorsqu’il n’y a aucune ambiguite sur la nature des mots 
que l’on Ctudie (infinis a droite ou infinis a gauche). 
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Pour tout mot m de (X u V>*, on note L”(G, m) (resp. “L(G, m)) I’ensemble 
des mots de X” (resp. de “X) qui sont les rk.&ats d’une G-dkrivation infinie 
rtussie h droite (resp. B gauche) et dont le premier terme est m. Soit F un sous 
ensemble de V, et m un mot de (X u V)“, on note: L”(G, F, m) (resp. wL( G, F, m)) 
l’ensemble des rtsultats B droite (resp. B gauche) de G-dtrivation infinies gauches 
(resp. droites) d’origine m et au tours desquelles un variable de F au moins a CtC 
dCrivCe un infiniti de fois. 
1. G6dalogies et gh6alogies de dhivation 
Nous prtsentons dans cette section les notions de gCnCalogies et de gCn&alogies 
de dtrivation qui ndcessitent l’introduction d’un certain nombre de difinitions. 
Un domaine de ge’ne’alogie est un sous ensemble D de (N-)*(N+)* qui satisfait 
les propriCt6.3 suivantes: 
(1) V~E(N~)*(N’)*,V~EN+ unED=$uED, 
VUE(N-)*,\d(-~)EN” u(-~)ED+uED; 
(2) tlu E (N-)*(N’)’ u {E}, tin E N’ (un E D et n’< n) =+ (un’g D), 
Wu, E (N-)*, ‘d(-m) E N-- si u = ul(-m) E D alors: 
tlp<m, upED, 
Vn E N’, 
n*m 
un f D =+ 
(p<netpfm)+upED; 
(3) ‘dn E N+, card{uE(N~-)+nDjlul=n)~l. 
Nous utilisons pour les domaines de gknkalogies la mEme terminologie que pour 
les domaines d’arbres: 
l si D est un domaine de gMalogie, les Clkments de D sont appelk des neetrds 
l soit u un nceud de D; si u appartient 5 (N-)*( N+)+u {F} (resp. si u = u,(-n) 
pour quelque t--n) E NW et u) E (N-)*), on note SD(u) I’ensemble D n UN+ (resp. 
I’ensemble (Dn uN+)u {u])); les nceuds de SD(u) sont appelk les Jils de u et 
inversement 24 est appeIC leur ptre 
l on vkifie qu’il existe au plus un nceud de 5 qui n’a pas de p&e; un tel nreud, 
s’ii existe, est appel6 la racine de D et est not6 r(D); trivialement, si D est fini, 
D a alors une racine. 
Soit D un domaine de gtntalogie; on dit qu’un sous ensemble D’ de D est un 
sous domaine de ge’ne”aZogie de D si et seulement si: 
(1) D’ est un domaine de gCnCalogie 
(2) Vu E D’, S,(u) # $4 =+ S,,(u) = SD(u). 
Soit X un alphabet fini; une ge’nkalogie sur X est une application partielle 8 
valeurs dans X u {E} dont le domaine de dCfinition est un domaine de gknkalogie. 
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Soit y une genealogie sur X, on note D(y) son domaine; pour tout nozud u de 
D(y), y(u) est appele I’e’tiquette de u dans y; on dit que y est finie lorsque D(y) 
est fini. Nous notons T(X) l’ensemble des genealogies sur X. 
Si y est une genealogie sur X et si u est un nceud de D(y), nous definissons le 
sous arbre y[u] issu de u duns y: 
(a) On d&nit tout d’abord l’ensemble, A(u), des descendants de u comme suit: 
[Dnu(N+)* si u E (N^)*( TV+)+, 
si uE(N-)*. 
(b) Si u E (TV)“, nous notonsf, l’application suivante de A(u) dans (N+)*: pour 
tout u = u[i]v, oh iC [0, lull et 21, E (IV’)“, 
fU(v)=uO,. . .u(i+2)u(i+l)v,, 
(-n) designant l’entier n, pour tout entier n de N’. On verifie facilement que 
f,(A(u)) est un domaine d’arbre. 
(c) Soit u E D(y); le sous arbre y[ u], issu de u dans y a pour domaine: 
si u E (IV)“, 
WEA( si UE(N-)*(N+)+. 
y[u] est alors dttini sur son domaine D( y[u]) par: 
(si u E (N-)* et si 0’ est l’unique 
tfu E WY[Ul), Y[Ul(U) = element de A(u) t.q. fU(v’) = U, 
alors y( v’), 
(si u E (A.-)*( IV+)+, alors y( WI). 
Remarquons que si u appartient a (IV)“, A(u) est un domaine de genealogie; 
on dtfinit dans ce cas la sous-ge’&alogie y\, issue de u, comme suit: 
WY/,) = A(u), VDE Wrl,), Yl,W = Y(U). 
1.1. FrontiPre et feuillage d’une gt%alogie 
Soit y une gtntalogie sur X; la fronfiPre de y est l’ensemble de noeuds de D(y) 
suivant, que nous notons fr(y): 
fr(y) = {u E WY) lSD~v~(u) ~01. 
Pour definir le feuillage d’une genealogie, nous avons besoin d’etendre a 
(IV)*(N+)* l’ordre lexicographique classique de (IV)” que nous notons sp. Soient 
u=u,uz et u’=ulu; deux elements de (IT)*(W)* (u~,u~E(W)* et u2, USE 
(IV+)*); si ur (resp. u;) est non vide, notons (-p) (resp. (-p’)) sa derniere lettre. 
Nous dirons que u Gf u’ si et seulement si: 
(u,I>(u~( et (u,=e ou u,(l)cp) 
ou 
IkI<I4I et u;(~)>P’, 
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OU 
I4 = lu:l et uzSru;. 
Nous noterons u gpu’ pour (U S~U’ et u # u’). 
Le feuillage, fg(y), d’une gkalogie finie y est d6fini comme suit: soit 
UI,U2,..., up la suite croissante via 2 vis de l’ordre lexicographique des Cltments 
de fr( y); fg( y) est le mot y( u,)y( uJ. . . y( u,) de X”. 
Feuillage point6 d’une gCnCalogie: soit y une gkkalogie finie sur X et soit u un 
neud de D(y) ayant au moins deux fils; notons S,(U), s2(u), . . . , s,(u) la suite 
croissante vis k vis de l’ordre lexicographique des fils de u, et choisissons un entier 
i de IO, n[: le feuillage i-point& de y en u est la paire de mots de Xc suivante: 
(y(w). . . y(u,), Y($+,). . y(u,)) oG 
l fr(y)={uI,u2,..., u,), MY) = Y(uI)Y(u?)~. . . y(u,); 
l {u,, u2,. . -, qJ={~Efr(y)l21 gisi+l(u)l; 
l {up+,, . . ., ~,>4~~fd~)j~i+~(u) soul. 
Exemple 1. Voir la Fig. 1. fg(y) = abaaabca; le feuillage 2-point6 de y en (-2)(-2) 
est (abaaa, bca); le feuillage l-point6 de y en F est (&I, uubcu). 
On vCrifie facilement la propriCt6 suivante: 
PropriCtC 1. Soit y une gthhlogie sur X et soit (a, /3) une puire de mots de X+ telle 
que a/3 = fg( y); il existe un unique noad u de D(y) et un unique entier i v&i$unt que 
(CY, @) est le feuilluge i-point& de y en u. 
Nous dCfinissons sur T(X) la relation suivante que nous notons E: 
(1) D( y,) est un sous domaine de 
ylr y2 e 
gCn6alogie de D( y2), 
(2) y, est la restriction de y2 B D(y,): 
Yl = Y21D(y,,. 
X= a,b,c c 1 
a 
Y= /\ 11 
b b (E) b a 
/I\ I\ 
a a a b c 
D(y) = { (-2)(-2) ; (-2)(-2)l ; (-2) ; (-2)(-2)3 ; (-2)1 ; E ; (-2)(-2)31 : 
(-2)(-2)32 ; 1 ; 2 ; 3 ; (-2)(-2)311 : (-2x-2)312 ) 
Fig. 1 
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La relation E est clairement une relation d’ordre, et on a la propriM suivante: 
PropriCtC 2. Soit (Yi)lcN + une suite injinie de gkntalogies sur X, croissante vis Li vis 
de la relation E; il existe une unique gknkalogie sur X, 6, satisfaisant: 
(1) Vis N+, Y,ES; 
(2) VS’ET(X), (Y,E~‘, ViE N+)=+ 8~6’. 
6 est appele’e la limite supe’rieure de ( yi),, N+ et nous notons 6 = supi( 
Preuve. Notons D = U, D(n); on vkifie facilement que D est un domaine de 
gt%Calogie et que, pour tout i, D(y,) est un sous domaine de gCnCalogie de D; de 
plus remarquons que les relations yi E yj ou y, C y, impliquent que: 
VUE D(Yi)n o(%), on a Y,(u) = Yjt"). 
Ceci nous permet de dCfinir 6 de la manikre suivante: 
. D(6)=D, 
l Vu E 0, 6(u) = x(u) pour quelque entier i t.q. 2.4 E D(n). Clairement, on a: 
(1) 
On vtrifie d’autre part facilement que si 6’ est une gCnCalogie qui satisfait les 
relations (I), alors D(S’) doit contenir D comme sous domaine de gCnCalogie et 6 
doit &re la restriction de 6’ 5 D; en d’autres termes on doit avoir 6~8’. 0 
Notons igalement la propri6tC suivante qui est immkdiate mais qui sera souvent 
utiliske: 
PropriCtC 3. Soient y, et yz deux gknkalogies (y,c yz et D(yl) = D(y,)) =+ y, = y2. 
Nous aurons besoin dans la suite de substituer des arbres dans des gCnCalogies: 
(a) Substitution d’un arbre dans une gPn6alogie: Soit u un arbre sur X et y une 
gCnCalogie sur X tels qu’il existe un neud u de D(y) n’ayant aucun fils et vtrifiant 
y(u) = I. La substitution de CT dans y a pour rhultat la ghkalogie sur X suivante 
que nous notons y[ (T/ u]: 
l Wr[alul) = WY) u ma); 
l VvE WY), Y[uIuI(v) = Y(V), 
VvE uD(cr), -y[a/u](v) = a(~,) si v = uv, avec v, E D(o). 
On a clairement la relation suivante: yG -y[a/u]. 
(b) Substitution d’unefamille d’arbres dans we ge’ne’alogie: Soit {IT,, i E N+} une 
famille d’arbres sur X et y une gCnCalogie sur X tels que, pour tout entier i de 
Nf, il existe un nceud U, de D(y) n’ayant pas de fils et vhifiant: y(ui) = Us. 
Nous definissons une suite (8i)rcN de ghialogies sur X, comme suit: 
&I= Y; vi E N, a,+, = &t~j+Il~,+Il. 
La suite (8i)it N est croissante vis A vis de la relation E ; nous dkfinissons le rtsultat 
de la substitution de la famille d’arbres {a,, i E N+} dans y comme la ghkalogie sur 
X qui est la limite suphieure de la suite (8i)iEN; nous la notons y[{gi/ui, ic N+}]. 
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1.2. Ge’ne’alogies de de’rivation 
Soit G =(X, V, P, a) une grammaire algibrique; une g&kalogie de G-dkrivation 
est une gCnCalogie y sur X v V satisfaisant la propriCtC suivante: si u est un tlkment 
de D(y) dont l’ensemble des fils est non vide, et si ul, u2,. , . , uk est la suite 
croissante vis B vis de sL. des 6lCments de S,,,,(u), alors: 
l Y(U)E V; 
l (Y(U), Y(%)Y(%). . .Y(Uk))E p. 
On d&nit dans l’ensemble des g6nCalogies finies de G-dkrivation les deux relations 
UP - et d suivantes: soient y, et yz deux gCnCalogies finies de G-derivation; 
(1) y, % y2 si et seulement si il existe une rkgle (w, m) de P et un entier i de 
[l, /ml] tels que, si u dksigne la racine de D(y,): 
l m(i) = Y,(U), 
l ~(y,)=~(yl)u{u(-i)}u{u(-i)plpE[l,jmll\{i}}, 
. Yzlncy,, = Yl, 
l yAu(-9) = w, 
l VP E [I, lmIl\{i), y2(4--i)P) = m(p). 
On note y2 = up[ y,, (w, m), il. 
(2) Yl d yz si et seulement si il existe un arbre Cltmentaire (T de G-dkivation 
et un nceud u de D(y,) sans fils vkifiant: 
yI(u)=a(E) et Y2=Y1[g/u1. 
Remarquons que y, Up y2 ou y, d y2 entraine y, C y2, 
Exemple 2. G = (X, V, P, S, ) avec X = {a, b, c}, V = {S, T} et P = {(S, ST), (S, aSb), 
(S, ab), (T, Tc), (T, c)}. Considkons les g6nCalogies de G-dkrivation suivantes: 
S 
y1= /I\ WY,) = {e, 1,2,3), 
a S b 
1; 
Yz= ,S\ T WY21 = {C-l), E, (-1)2,1,2,3), 
a S b 
A 
y3=a/S\b WY,) = I&, 1,2,3,21,22). 
a b 
On a y, Up y2 et plus prhiskment: y2 = up[ y, , (S, ST), l] et y, d y3; si 
(T = 
a 
/S\haiors y3 = y,[v/2]. 
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Nous allons maintenant Ctablir un rt%ultat technique ayant trait aux suites infinies 
de genealogies finies de G-derivation deduites les unes des autres par des operations 
- ou -%.; nous avons besoin pour cela de preciser un certain nombre de UP 
definitions et de notations. 
Soit (gilteN + une suite de genealogies finies de G-derivation verifiant: Vi E N+, 
gi up gi+l O” g8 A gi+l. 
(1) Now definissons tout d’abord une suite (ri)lcN+ obtenue, en quelque sorte, 
a partir de (g,)itN+ en “oubliant” chaque operation A; plus precisement, notons 
Cni)icN + la suite croissante d’entiers definie par 
Vi E N+, g,, Up g,,+, , et 
Vj@{(n,, iE N+}, g,& g,+1. 
Now posons: y, = g, et si g,,,, = up[g,,, T;, &] pour quelque regle 7, de P, alors 
y;+1 = up[ yj, rrj, $1. On verifie que cette definition a un sens du fait que l’ttiquette 
de la racine de D(g,,+,) est la mgme que celle de la racine de D(g,,+,). La suite 
(Yi)rsN + verifie par construction: Vi E N+, yi Up yi+, . Nous appelons ( yi)icN+ la 
suite Zimite montante de (gi),cN+. 
(2) Notons A4 = N+\{n,, i E N+}; pour tout entier j de M, nous avons done 
g -% g,+, et, plus precisement, il existe un arbre elementaire de G-derivation a; 
et un nceud U, de fr(gj) tels que g,,, = g,[a,/ u,]. Notons U = { Uj, j E M} et notons 
min( U) l’ensemble des elements de U qui sont minimaux vis a vis de la relation 
s. Pour tout entier j de M, nous definissons l’ensemble suivant: 
U(j) = {Uk E u) u, c Uk}. 
Nous allons associer a chaque element u, de min( I/), un arbre de G-derivation 
que nous notons p[j]: soit done ui un element de min( U); notons p{ =j, 
pi )...) p’, )... la suite croissante (finie ou infinie) des entiers de M satisfaisant: 
U(j) = {u,:, up; 3. . . 9 up:, . . .l 
et pour tout n, posons up;, = ujvn oti v, represente le complement de uj dans up!,. 
Nous definissons par recurrence une suite (B( n, j)),, Ni d’arbres de G-derivation: 
l B(l,j)=aj, 
. QncN+, B(n + 1, j) = B(n, A[~p,:,l~,l, 
et nous posons p[ j] = sup, B( n, j). 
(3) Soit maintenant un entier i; nous notons: 
l nk, le plus petit entier de la suite (nj)j, N+ verifiant i C nk,, s’il existe. 
l J(i) l’ensemble des entiers j de M satisfaisant j < i et uj E min( U). 
l n(j, i) le cardinal, pour chaque entier j de J(i), de I’ensemble {uk E U(j) 1 k < i}. 
Pour plus de commodites, nous noterons, pour chaque entier j de J(i), p”‘[ j] l’arbre 
de G-derivation B(n(j, i), j). 
On a alors la propriete suivante: 
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PropriCth 4. Pour tout entier i de N+, la relation (I) suivante est satisfaite: 
gi = Yk,[{Pci)[jl IUjljtJ(r~l. (I) 
La Propriete 4 traduit l’idte intuitive suivante: on peut obtenir le i &me terme de 
la suite (gi)ii N + en effectuant tout d’abord toutes les operations Up ayant eu lieu 
avant le rang i; on obtient alors la gtnealogie yk, dont la front&e contient l’ensemble 
{u,, jcJ(i)} qui represente l’ensemble des nceuds ayant CtC a la source d’une 
operation d avant le rang i mais n’etant apparus que lors d’une operation Pj; 
g, s’obtient alors a partir de yk, en effectuant a partir de chacun des nceuds de 
{ Uj, j E J(i)} toutes les operations d ayant eu lieu avant le rang i A partir de uj 
ou de descendants de Uj ({Uk E U(j) ( k < i}) apparus au fur et a mesure lors 
d’optrations d.t; cela revient done a substituer dans yk, les arbres {p”‘[ j], j E J(i)} 
aux nceuds { uj, j E J(i)}. 
La preuve formelle de la PropriCtC 4 est longue mais ne presente pas de difficult&; 
elle se fait par recurrence sur l’entier i: on montre tout d’abord que chaque nceud 
L$, j E J(i), appartient a la frontiere de yk, ; on considere ensuite deux cas selon que 
i appartient ou non a M. 
2. DCrivations biinfinies 
Nous definissons dans cette section, la notion de derivation biinfinie et de mots 
biinfinis engendres par une grammaire algebrique. A partir de maintenant, toutes 
les grammaires que nous utiliserons seront supposees reduites et propres. Soit 
G = (X, V, P, CT) une grammaire algebrique: 
Definition 1. Une G-derivation biinfinie est une suite infinie (ai, /3i)iEN+ de paires 
de mots de (X u V)’ satisfaisant les proprietes suivantes: 
(1) tli E N’, il existe une genealogie de G-derivation g, telle que alPi = fg(g,); 
(2) g, est un arbre elementaire de G-derivation; 
(3) ViE N+, g, Up gi+l ou g, d gl+, et de plus: 
(a) si g,+, =up[g,, (w, m), j] 06 (w, m)E P et jE [l, Im]], alors 
a,+,=m(l)m(2)...m(j-l)a, et Pl+i=Pim(j+l). . .m(lml), 
(b) si g,,, =gi[c/u]: notons u,, u2,. . . , u, la suite croissante pour l’ordre 
lexicographique des elements de fr(g,) et notons p l’entier tel que 
a, = gi(“l)g,(uZ). . .s,(u,) et PI = g,(u,+J.. .a(k) 
l si u=u, avecjE{l,...,p}alors 
Prtl=Pi et 
“i+l=gi(“l). . .gl(",-l)fg(a)gl(uj+-,).. .git"p)7 
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0 si u=uj avecjE{p+l,...,n} alors 
a,+1 = a, et 
Pi+l=gi("p+l 1.. .gn(U;-l) fg(c+)gz(u;+l). ..gi("~). 
Si Cai, PIIIE~ + est une G-derivation biinfinie, tome suite (gi)itN+ de genealogies 
de G-derivation satisfaisant les proprietes de la definition precedente sera dite 
associ& a (a,, /3,)iEN+; d’autre part, si i, est l’entier tel que (cr, , p,) est le feuillage 
&-point& de g, en E, on a clairement Vi E N’, (cyi, &) est le feuillage &-point6 de 
g, en E. 
Nous dirons qu’une G-derivation biinfinie (cr,, /3,)it N + utilise la stratkgie middiane 
si elle peut &re associee 2 une suite (g,)i, N + de genealogies de G-derivation verifiant 
les proprietes suivantes: Vi E TV+, si g,+,=g,[a/U] avec ai=g,(Ul)...g,(U,) et pi= 
gi(up+r). . .giC”rt) ah-s 
et 
(u = uj, j E [P + l, nl) * (Sl(“p+l). . .gr(“,-l) E x*). 
Pour tout mot w de (X u V)*, notons FGT( w) (resp. FDT( w)) le plus long facteur 
gauche (resp. facteur droit) de w qui appartient a X”. Nous dirons qu’une G- 
derivation biinfinie (a,, Pt)it N + est re’ussie si et seulement si l’un au mains des deux 
ensembles {FDT(cyi), iE IV+} ou {FGT(P,), in NW} est infini. 
Remarquons que I’ensemble {FGT(P,), ig IV+} (resp. {FDT(cu;), iE IV+}) est un 
emsemble de mots de X” entibrement ordonnt pour la relation 5 (resp. 2) et il 
definit done un unique mot B (resp. A) de X” (resp. de “X): 
B=lim{FGT(P,), in N+} (resp. A = iim{FDT(a,), i E IV+}). 
Si (ai, j3i)irN+ est une G-derivation biinfinie reussie, son rksultat est par definition 
le mot AB, qui appartient a X” ou “X ou “X” selon que B seulement, ou A 
seulement, ou A et B sont infinis. 
Nous noterons: 
,Lw( G, a) (resp. *L”( G, a), wL*( G, o)) l’ensemble des mots biinfinis (resp. infinis 
a droite, infinis B gauche) sur X, qui sont les resultats de G-derivations biinfinies 
reussies. 
,La( G, a) l’ensemble “L”‘( G, a) u *Lw( G, a) u “L*( G, v) u L( G, a). 
“‘L-(G, a) (resp. *L”(G, (T), “_k*(G, m)) 1’ ensemble des mots biinfinis (resp. infinis 
a droite, infinis a gauche) sur X, qui sont les resultats de G-derivations biinfinies 
reussies auxquelles on peut associer une suite (gz)riN+ de genealogies de G- 
derivation verifiant Vi E N+, gi Up g,+,; de telles G-derivations biinfinies seront 
appelees des G-up-derivations biinfinies. 
-Lw( G, a) l’ensemble -l-( G, a) v *L*( G, a) v w~*( G, a) u L( G, a). 
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Exemple 3. Reprenons la grammaire algebrique de 1’Exemple 2 et considerons la 
G-derivation biinfinie suivante: 
(ax+, LL+J = (aa’sb’, be’), 
(a3i+2, p3i+2) = (aa'Sb', bc'T), ViE N+. 
(a,,, &) = (au’-‘Sb’-‘, bc’), 
La suite (gi)itN+ de genealogies de G-derivation ci-dessous peut 6tre associee a 
(a;, Pi)icN+ (voir la Fig. 2). t/i E N+, (a,, pi) est le feuihage 2-point6 de gi en E. Le 
mot ‘“bc” appartient a ,.Lw( G, S): A = “b et B = bc”. 
Nous allons maintenant etablir une propriete de substitution relative aux deriva- 
tions biinfinies, qui doit &tre rapprochee du thioreme de substitution de [9]. 
Soit G =(X, V, P, a) une grammaire algebrique; nous notons V, q et e trois 
copies disjointes de V; si m est un mot de (X u V)*, nou; notons ti (resp. fi, &) 
la copie de m sur (X u V) (resp. sur (X u Q), sur (X u V)). Nous definissons la 
grammaire lintaire 6 de la maniere suivante: d = (X u Vu V, ?, @, 6). L’ensemble 
Fig. 2. 
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de regles 13 est defini par: 
Vm,, rn*E(XU v>*, Vv, WE V 
(fi+ E,&)E B si et seulement si (u-t m,m,)E P, 
(u^+ ti, @I-J E ? si et seulement si (u + m, wmJ E P. 
Notons enfin S la substitution de X u vu r dans 9(“X”) suivante: 
VXEX, S(x)=x, 
VVE v; S(B)=L(G, v)uY(G, a), 
VI?&, S(B)=L(G,u)uL”(G,u). 
ProprM 5. ‘*L-(G, +S[“k(&, c+)]n”X”. 
Preuve. (A) Prouvons tout d’abord l’inclusion de “‘L”(G, a) dans S[m~m(&, &)J n 
“X”: soit (Cy,, Pi)jeN + une G-derivation biinfinie reussie et soit Al? son resultat: 
A=E{FDT(a,), iEN+}, AE~X, 
B =G{FGT(P,), i e TV+}, BE X”. 
Soit (gi)icN+ une suite infinie de genealogies de G-derivation associee & (a,, pi),E,4 ; 
notons (n)<t N+ 
S[“k( 6, S)], 
sa suite limite montante; pour demontrer que AB appartient a 
nous allons construire a partir de la suite limite montante (Y,),~~+ 
une G-up-derivation biinfinie reussie et nous montrerons en utilisant la PropriCk 
4 que AB appartient a I’image par S du resultat de cette G-up-derivation. 
Dans ce qui suit nous utilisons les definitions et notations introduites pour l’enonce 
de la Propriete 4. Soit iO l’entier tel que ((Y;, ,f3,) est le feuillage &-point6 de g, en e 
pour chaque entier i de Nf; S,(E), sJE), . . , sp(c) designe la suite croissante pour 
l’ordre lexicographique des fils de E. Notons 
MI = {j E M 1 u, E min( U) et S,,,+,(E) c( uj}, 
M,={jEMIu,Emin(U) et uiSIsi,,+,(~)}. 
Nous avons quatre cas a envisager: 
Cus 1: Pour chaque u, dans min( U), p[j] est fini. 
Cas 2: Pour chaque j dans M, , p[j] est fini mais il existe j dans M7 pour lequel 
p[j] est infini. 
Cus 3: C’est le cas symetrique du cas 2: pour chaque j dans M:, /3[j] est fini 
mais il existe j dans M, pour lequel /?[j] est infini. 
Cus 4: I1 existe j, dans M, et j, dans M2 pour lesquels p[j,] et p[j,] sont infinis. 
Now n’examinerons en detail que les Cas 1 et 2 (l’examen des Cas 3 et 4 se fait 
de maniere tout a fait analogue). 
Notons, d’autre part, pour tout entier n: 
l I,,={jE M]uj~min(U)nD(-y,,)}; 
l UI,, (resp. uk,,) est le minimum (resp. ie maximum) pour l’ordre Iexicographique 
de l’ensemble: {Uj,jE I,, et u, gfsifl+,(~)}, (resp. {u,,j~ I,, et S,,+,(E) C(u,}). 
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Considtrons maintenant un entier n. Darts le cas oii l’ensemble {u, E 
min( U) 1 u, S ( si,+ ,( F)} (resp. { uj E min( U) ( S,,,+,(F) Sf u,}) est fini, nous supposons 
que n a CtC choisi suffisamment grand pour satisfaire la propriete suivante: Vp 2 n, 
nl,, = n/,, (resp. uk,, = uk,). Choisissons d’autre part un entier i plus grand que max 
I, ; nous sommes ainsi assures que J(i) contient l’ensemble I,. 
Gas 1: Pour chaque uj dans min( U), p[ j] est fini. Nous supposerons dans ce 
cas que l’entier i a Cte choisi suffisamment grand pour que l’on ait: 
Vj E I,, P”‘[jl = PM. 
D’apres la Propriete 4, nous avons 
gi = Yk,[{P”‘[.d I UjI,tJ(i)l. 
Notons ~4 ,,,, u,,,_, , . . . , uj, (rev. u,; > u,;, . . . , u,;) la suite croissante pour l’ordre 
lexicographique des elements de l’ensemble {u;, j E J( i) et v, ~csj,+l(~)} (resp. {Uj, 
j E J(i) et si,+,(a) s! u,}). Soit q l’entier de [ 1, p] tel que j, = I, et soit s l’entier de 
[l, r] tel que j: = k, ; pour tout entier m de [l, p], notons u,,,, la variable de V qui 
est l’etiquette de uj,,, dans yk, et pour tout entier m de [l, r], notons w,~,, la variable 
de V qui est L’etiquette de u,!;? dans yk; 
Les ensembles {u,, m E [ 1, p]} et { u,,;~, m E [ 1, r]} sont form& d’elements de fr( yk,) 
et si (ai, bi) dtsigne Le feuillage &-point6 de yk, en E, on peut ecrire 
ai = mpvi,mp_,Vi,_, . . . m, Z&m0 avec Vj E [0, p], mj E (X u V)*, 
bi=~oWil~lWiz...Wi,~L, avec Vj E [0, r], pLI E (X u V)*. 
Nous deduisons immediatement de la Propriete 4 les Cgalites suivantes: 
ai = m P fg(p”‘[j ])m P _ p I.” ml fg(P”‘[jIl)mo, 
PI = PO fg(P(%il)b. . . bl fsW”[j~l)~r. 
(0 
Notons 
A, = fdP”‘[jql)m,-l. . . ml fgW”[jIl)~O 
= fg(P[jql)m,-l. . ml fgKhNm0; 
E.L, = PO fdP”‘Ml)h.. .t-kl fgW’[.dl) 
= PO MPLGI). . .kI MPMI). 
Pour tout entier j 2 i, l’inclusion I, c J(j) est satisfaite; par consequent, A, et pn 
sont respectivement facteur droit et facteur gauche de ~yi et /3,. Les ensembles 
{FDT(a,), i E N+} et {FGT(P,), i E N+} devant 6tre infinis, on en deduit que A,, et 
j_~,, appartiennent a X”, et, de plus, on a: 
A, E FD(A) et CL,, E FG(B). 
Considerons d’autre part la suite (4, G),tN+; cette suite est clairement une 
6-up-derivation biinfinie: en effet, pour chaque entier j, (4, 6,) est le feuillage 
Langages algcfbriques de mats biinjinis 293 
i,-point6 de qk, en E, oti -&, est la genealogie de G-derivation obtenue a partir de 
yk, de la manitre suivante: 
D(+,,) = D(yk,), 
vu E D(%,)n (N-)*, ?k,(d = ??&d 
Vu E D( qk,)\(K)*, si 2.4 g/i,+ 1 alors 
?k,b) = 
{ 
si Yk,(U)EXy yk,(u) 
Yk,(U) si Yk,(U)E y 
si i,+l se24 alors 
?k,b) = 
on a 
- _-- - - 
a, = mpv,pm,_, . . . mlv,,mo, 
b,=/.Z”Gl,F,.. ./_T-lZi,Fr, 
or, les ensembles {aj, j E TV+} et {b,, j E TV+} sont tous les deux infinis: en effet, si 
ce n’ttait pas le cas, en utilisant l’hypothese que nous avons faite dans ce Cas 1 et 
les Cgalites (I), nous en deduirions que l’un des deux ensembles {czj, j E IV+} ou 
{p,, j E IV+} est fini, ce qui est impossible; les ensembles {6,, .j E TV+} et {6,, j E IV+} 
sont done infinis Cgalement et 
reussie; notons a& son rtsultat 
(a 6.) ,, , jtN+ est done une G-up-derivation biinfinie 
a = iG{ti,, j E Iv+}, 6=iKi{h, js N+}, 
66 appartient done a -L-( &, 3). 
Montrons maintenant que AB appartient a S( ti6). Nous avons vu que A, E FD( A) 
et p,, E FG(B) de plus 
vie [I, 41 MP[~,l) E UG, vi,). 
VIE [I, ~1 fg(P[j;l) E L(G, w,). 
On en deduit que 
A,ES(~,4m,_,...Z1,,m,) et ~UnES(~CLO~i,~UI...~,-,~i,). 
Posons 6, = Cj4rnq_, . . . Z)i,m,; 6, est done un facteur droit de 6. 
(i) Si {u, E min( U), uj 9r.si0+l(~)} est infini, la suite (Gn)ntN+ est une suite infinie 
de facteurs droits de a et on a Vn E IV+, A, ES(&), et si &+r = r,,& alors A,,, E 
S(r,)A,. On en deduit que la suite (An)nfN + est une suite infinie de facteurs droits 
de A vtrifiant &{A,, n E IV+} E S(a). A appartient done a S(d). 
294 E Gire, M. Nivat 
(ii) Si {Uj E min( U), u, %e s,o+I(~)} est fini, puisque n a CtC choisi de maniere a 
ce que r4,, soit le plus petit nccud pour l’ordre lexicographique de l’ensemble 
{Uj E min( U), Uj SfYSi,,+I(e), on a q =p, 6, = r?r,S, et (Yi = m,h,. On a Vj> i, a,,, = c,a, 
et aj+l = cjaj; on en deduit que Vj 2 i, czj E X”, et done mp E X” et ci E X* pour tout 
j3 i. 
aj+l = cjc,-, . . . cim,& et a=. . .CjC,_l.. .c,m,S,, 
a,+1 = cjcj-, . . . WQ n et A = . . . cjcj-, . . . cimph,. 
A appartient done a bien a S(6). 
Clairement de maniere analogue on montrerait que B appartient a S(6), en 
considtrant deux cas, selon que {u, E min( U), S,,+,(E) cy u,} est infini ou non. On 
a done ABE S(d) et par consequent, AB appartient a S[wLw(G, r?)]. 
Gas 2: Pour chaque j dans M, , /3[j] est fini, mais il existe un entier j de M, 
pour lequel p[ j] est infini. Notons 1 l’entier qui satisfait: uI est le plus grand Clement 
pour l’ordre lexicographique de l’ensemble { 1.4~ E min( U), uj s y si,,+, ( E) et j3[ j] est 
infini}. Nous supposerons dans ce cas que: 
l l’entier n a &tC choisi de maniere a ce que 1 appartienne a I,,, 
l i, qui designe toujours un entier plus grand que max I,,, verifie de plus: pour tout 
element j de I, 
(j E MI ou r4 %f u, gr si,,+r(c)) * P’%l = PM. 
Nous utiliserons les msmes notations que dans le Cas 1 a l’exception du fait que q 
dtsigne maintenant l’entier de [ 1, p] verifiant j, = 1. Comme dans le Cas 1, nous 
pouvons ecrire les Cgalites (I) et nous avons 
A, = fdB”‘[&l)m,-I. . . ml fdP’Lhl)mo 
= fdB”‘[&l)m,-I fg(P[j,-,I).. . ml fdP[jJ)~o, 
pcL, =p. fdP[j~l)~LI.. bI MPMI). 
La G-up-derivation biinfinie (6. 6 ). ,, I ,e ,,,+ est encore reussie car l’ensemble { 6j, j E IV+} 
est infini (clairement, si {b,, j E IV’} Ctait fini, l’ensemble {pi, j E IV+} serait Cgalement 
fini). &= G{6,, j E N+} est done infini; a =&{tij, j E N+} est fini ou infini. 
On montre exactement comme dans le Cas 1 que B appartient a S(6). Montrons 
que A appartient a S(a): pour tout ja i, fg(/?“‘[I]) contient certainement une 
variable sinon @[I] serait fini; on a done 
FDT(a;) = FD’VfdP”‘[~l)~m,-I fdP[j,-,I). . .m fdP[j,l)~o. 
On en dtduit que {FDT(fg(P”‘[I])), jz i} est infini; or, {fg(p”‘[l]), j3 i}u{qf,} 
constitue clairement une G-derivation infinie d’origine vi<, ; on a done 
&{FDT(fg(P”‘[I])), j 2 i} E wL( G, Us,,). 
Finalement, A appartient a 
“UG, Qm,-,UG, vi_,). . .UG, s,)mo 
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et puisque iJi,,WZqzl,y;, . . . &mu est un facteur droit de a, on obtient A E S(6). Or, ti6 
appartient a o k(G,6)ouB*t” (6, 6) selon que Cs est infini ou non; par consequent, 
AB appartient a S[“lW( 6, &)I. En Ctudiant de maniere analogue les Cas 3 et 4, on 
obtient finalement l’inclusion de “‘LW( G, a) dans S[‘2r’( 6,6)] n “X”. 
(B) Montrons maintenant I’inclusion inverse. Soit w un mot de S[“LW( 6,6)] n 
“X”; il existe done U dans -L-( 6,;) tel que w E S(U). Nous supposerons dans 
un premier temps, que U n’appartient pas a L( 6, 6). Notons (A;, Bi)is,v+ une 
G-up-derivation biinfinie reussie dont le resultat est U et notons ( yi)it N+ une suite 
infinie de genealogies de G-derivation associee a (Ai, B,)iEN+ et verifiant 
ViE N+, yi-lffl, y,+,, 
Nous avons quatre cas a considerer, selon que w est obtenu a partir de U en 
substituant des mots finis ou infinis: 
cus 1: WE.!?*(U). 
cas 2: WE&S*(U). 
Cas 3: WE,&(U). 
Cas 4: WE,&(U). 
Nous n’etudierons en detail que les Cas 1 et 2; les Cas 3 et 4 pouvant ctre trait& 
de man&e tout a fait similaire. De plus, si U appartient a L(6, 6), w est alors 
forcement un Clement de ,S,( U) et la situation est clairement la m6me que dans 
le Cas 4 precedent; aussi, nous n’exposerons pas non plus ce cas la. 
Cus 1: w E S,(U). Puisque w est biinfini, lJ l’est aussi et s’ecrit done 
U = AB avec A = lim{FDT(A,), i E N+}, 
B = lirn{FG~(B~), i E N+}. 
Du fait que 6 est une grammaire lineaire et que pour tout entier i de N+ on a 
Y, up Yitl 3 on est assure que tfi E N+, A, et Bi appartiennent a (X u vu q)* et, 
par consequent, 
A = &{A,, i E N+}, 
B = G{Bi, i E Nf}. 
Si f est un mot de (X u vu Y)“, nous notons E(f) le mot de (X u V)* obtenu a 
partir de f en remplacant chaque lettre V ou ~7 par ZI. Pour tout entier i de N+‘, Ai 
et Bi s’ecrivent: 
l Ai=fn,w,,fn,_lw,,_ ,... f,w,fo avecJ;EX*, Vj~[O,rr~], WOE vu q, Vjc[l, n,]; 
l Bi=g,wlg,...wk,g,, avec g, E X”, Vj E [0, m;], wi E Vu q Vj E [ 1, m,]. 
Puisque A = &{Ai, i E N+} et B = G{B,, i E TV+} et puisque w est un element de 
S,(AB), on en dtduit que w a la forme suivante: 
w =. . .J-hjh_, . . .f*h,“&g,h;g,. . .Ir;g,Ir;+, . . . 
avec Vj E N’, h, E L( G, E( w,)), VI E N’, hj E L( G, E( w;)). 
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Nous allons maintenant definir une G-derivation biinfinie (ai, Pi)icN+ reussie 
dont le resultat sera w en construisant, par recurrence sur l’entier i, une suite infinie 
de genealogies de G-derivation ( gi)iE N+ qui lui sera associte; de plus, (ai, /3i)ieN+ 
utilisera la strategic mediane. 
g, est la genealogie de G-derivation obtenue a partir de y, en supprimant 
chapeaux, barres et double barres sur toutes les variables de V; on pose (Y, = E(A,) 
et p, = E(B,). 
Posons PO = 1 et supposons avoir construit jusqu’a un rang pi les suites (aj, /3j)jEEl,p,l 
et (gj)jc[l,p,l, en utilisant la strategic mediane, de sorte que les egalites suivantes 
soient vtrifiees: 
up, = E(f,,+~w,,+,fn,+,-1.. . wn +,)_L,hn,fn,-, . . .fihh, 
P,, = Ok,. . .hincgm,E(4n,+,gm,+, . . w',,+,gm,+,) 
(notons par C(i) ces deux egalites) et de sorte que la racine de g,,, ait pour etiquette 
E(ei+l) si e,+, designe l’etiquette de la racine de yi+, . 
Nous allons alors definir un entier p,+, strictement plus grand que pi, et construire 
les suites ( aj, pi) et (g,) du rang p, + 1 au rang pi+, en utilisant la strattgie mediane 
et de man&e a ce que les conditions exprimees ci-dessus soient satisfaites si I’on 
remplace i par i + 1. Pour tout entiers j, I de N+, notons A, une G-derivation droite 
d’origine E(w,) et engendrant hi et notons I-, une G-derivation gauche d’origine 
E(w;) et engendrant g,. Soit 
N = /An,+,/+ kL,+z~ f. . ++ t&r+,/+ tL,+,~+k,,+~~+~ . .+lCn,+lt. 
Clairement, en utilisant les derivations {4j, j E [ni + 1, ni+,]} et {r,, I E [ mi + 1, mi+l]}, 
on construit aisement les suites (ai, pi) et (8,) du rang pi + 1 au rang pi + N, en 
utilisant la strattgie mediane et de telle sorte que 
ffp,+N =fnl+,hni+,. . .h,,+,f,,hn,. . .fih,.h~ X*, 
P p,+N = g&k,. . . h’,,g,n,h’,,+, . . . h’,,+,gm,+, E X”, 
et que l’etiquette de gp,+N soit encore E ( e,+l). Posons alors pi+, = pi + N + 1. Nous 
construisons g,,+, de la manibre suivante: si yI+2 = up[yi+, , (I?‘, fi,i%&), k] avec 
ml, m2 E (x u VI* et v^ = et+1 ah-s &+, = dgp,+N , tw, mlum2)y kl; Or, 
Ai+2=fn,+~Wnltr.. .fn,+,+~w~,,,+lA+~, et 
Bi+2 = Bi+,Winc+l+lgm,+,+, . . . Winl+zgm,+z. 
On a done 
ml = E(f,,+zw,,+z.. .fn,+,+l~n,+,+l), et 
m2 = E(w’,,+,+lgm,+,+l. . . wl,,+2gm,+2). 
On en deduit que les deux egalites C( i + 1) sont satisfaites puisque cyp,+, = m,q,,+, 
et &,+, = &+ N m,. D’autre part, l’etiquette de la racine de g,,,, est w, soit E(e,+J 
(puisque ei+z= R ). Ainsi toutes les conditions sont remplies pour l’indice i+ 1. 
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Nous avons dorm construit par recurrence une G-derivation biinfinie (LY,, Pi)icN+ 
utilisant la strattgie mediane et une suite croissante (P,);~~+ d’entiers tels que 
ViE N’, fn,hJ,,-1.. ._f,hf,~FDT(~p,), 
g&k,. . . hIw,g,n, E FGVP,). 
On en deduit que (Q,,P;),~~+ est rtussie, de resultat w; w appartient done a 
wL”(G, a). 
Cus 2: w E ,S,( U). I1 existe alors un facteur droit xU, de U (x~ vu Q et 
U, E (X u vu p)“) et un mot wg de (S(x) n”‘X) tels que w E w,S,( U,). Puisque 
S(x) n “X # 0, on a clairement x E E Posons done x = V; w0 est done un mot de 
“L(G, u). Nous allons alors utiliser le fait qui suit, dont la preuve ne presente pas 
de difficult&. 
Fait. Soit U un d6ment de =ix(G, 19). Si U s’kcrit U = U,UU, avec U, E “(X u P), 
UE V et U, E (Xv Vu @a et si w appartient d S( U2V)S,( U,), alors il existe U’E 
=,k(d, 6) et une e-up-dkrivation biinJinie (A,, BorlN+ dont le rhultat est U’ et qui 
v&$e : 
. U’= u,vlJ;, 
. V~EN+, 3r1, et m, E Ni tels que Ai = [nil U,a et B, = U{[m,], 
l w E S( U$$!&( u;). 
En utilisant le fait precedent, nous pouvons done supposer, sans perte de gent- 
ralites, que la G-up-derivation (A,, B-) I IF N+ dont le resultat est U verifie Vi E N’, 
A, = A:ti et Bi = g,x;g, . .xL,,g,, est un facteur gauche de U, (Vj E [0, m,], gj E X* 
et Vj E [ 1, m,], xJ E vu 8). w s’tcrit done w = w,g,h;g, . . . hlg,. . . avec VI E IV’, 
h;~ L(G, E(x;)). 
Comme dans le Cas 1, nous allons construire une G-derivation biinfinie 
(a;, Pi)!FN + reussie dont le resultat est w, en exhibant une suite (gi)ie N+ de genealogies 
de G-derivation qui lui est associee. On dtfinit: 
0 g, comme dans le Cas 1, 
l notons A = (P,),~~ + une G-derivation infinie droite d’origine v et engendrant le 
mot w,; soit (n,),, N+ une sous-suite d’entiers telle que Vi E N’, FDT(p,,) est un 
facteur droit propre de FDT(p,,+,). 
Nous noterons A[i, j] la derivation (,uL,, P~+~, . . . , II,) oti i et j sont deux entiers 
tels que i <j. Posons p0 = 1 et supposons avoir construit jusqu’a un rang p, les suites 
C&j3 Pj)jc[l,p,l et (gj),El,,p,lr en utilisant la strategic mediane, de sorte que les egalitts 
suivantes, que nous noterons C(i), soient verifiees 
&I, =&Ihl.. .h:,,g,~E(x~,+,g,,+,. . .4n,+,&,+,), 
et de sorte que l’etiquette de la racine de g,,, soit E(ei+r) oti e,,, est l’etiquette de 
la racine de yi+, . 
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Clairement en utilisant la G-derivation droite A[niy q+,], des G-derivations 
gauches engendrant les mots hi h partir des variables E(xj) pour 1 E [m, + 1, mi+,], 
ainsi que le relation Y,+~ = up[ yi+r , (6, 6i,i%,), k], on montre comme dans le Cas 
1 que I’on peut definir un entier Pi+, et construire les suites ( cxj, /3,) et (g,) jusqu’au 
rang p,+, , en respectant la strategic mtdiane et de sorte que les egalites C( i + 1) 
soint vtrifites. 
On a done ainsi construit une G-derivation biinfinie (ai, /Y?~).,_++ utilisant la 
strategic mediane et une suite (P,),~~+ d’entiers tels que Vi E TV+, FDT&) est un 
facteur droit de FDT(a,,) et g,h;. . hk,gm, est un facteur gauche de FGT(&,). Or, 
KI{FDT(~~,), iE N+}= wO. On en conclut que (LY,, @J)jcN+ est rtussie et que son 
resultat est wOg,,h: . . . h{g,. . . = w; w appartient done a “L”(G, (T). 
Ceci termine done la preuve de l’inclusion de S[“lw( 6, &)I n “X” dans “‘L” (G, a) 
et par consequent la Propriett 5 est prouvee. 0 
Remarquons que la preuve de la PropriM 5 prouve en mfme temps la propriete 
suivante. 
PropriCtC 6. Pour tout mot w de ,LW( G, a), il existe une G-derivation biinjinie reussie 
utilisant la strategic mediane, dont le resultat est le mot w. 
Nous notons r, la famille des langages de mots biinfinis qui sont de la forme 
“L” (G, v) pour quelque grammaire algebrique G = (X, V, P, v). On Ctablit facilement 
les lemmes suivants relatifs au cas oti G est une grammaire unilatere. 
Lemme 1. Soit G = (X, V, P, a) une grammaire lineaire gauche (resp. droite); on a 
(resp. “i”(G,~)=LU~*(G,~)uL(G,~)) 
et *t”(G, a) (resp. “L*(G, a)) es un langage rationnel de mots injinis. t 
La preuve de ce lemme se fait comme la preuve de la proprittt qui etablit que 
si G est lineaire droite (resp. gauche) L”(G, a) (resp. wL(G, a)) est un langage 
rationnel de mots infinis. 
En utilisant la PropriCtC 5 et le Lemme 1, on en dtduit facilement le 
Lemme 2. Soit G =(X, V, P, CT) une grammaire line’aire unilatere; “L”(G, u) est un 
langage rationnel de mots biinjinis. 
Nous allons maintenant, en utilisant la PropriCtC 5, mettre en evidence une forme 
g&n&ale que possedent tous les elements de r, . Posons tout d’abord la definition 
suivante. 
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Dkfinition 2. Un langage L de “X” est appele lineaire pur, si et seulement si il 
existe une grammaire lineaire pure G =(X, V, P, v) telle que L = +( G, a). 
Nous notons r,, la famille des langages de mots biinfinis obtenus comme images 
par des substitutions algebriques finitaires propres de langages de mots biinfinis qui 
sont I’union d’un rationnel et d’un lineaire pur. 
Tout element de r, est done de la forme suivante: 
( lj “(L,)LI( L:‘)” u S( L,), i=l > 
oti nE N’; tli E [I, n], L,, L:, L: sont des langages algebriques de mots finis; L,, 
est un langage lineaire pur de mots biinfinis; et S est une substitution algebrique 
finitaire propre. 
En utilisant la Propriett 5, nous allons montrer I’inclusion de r, dans F,. Pour 
cela, nous devons prealablement Ctablir le lemme suivant. 
Lemme 3. Soit G = (X, V, P, a) une grammaire linkaire; il existe une grammaire 
linkaire pure G,, = ( Y, W, v, up> et une substitution rationnelle jnitaire propre S de 
iT, Y” dans “X” telles que 
+(G, a) = S[“li”(G,, CT,,)]. 
Preuve: Sans perte de generalites, on peut clairement supposer que les regles de G 
ont l’une des quatre formes suivantes 
(I) UI -+ Xu2J1, 
(2) f4 -+ xu,, 
(3) vi -+ u2JS 
(4) Ul-+.% 
oti x, y E X et ui , QE V Soient u et w deux variables de V; nous notons 
L(u, w) = {J-e X’I u 2.w 
R(?J, w) = {ftE x+ (0 2 wf}. 
Les langages L( u, w) et R( 21, w) sont des langages rationnels. A chaque langage non 
vide L( ZI, w) (resp. R( v, w)), nous associons une nouvelle lettre I( V, w) (resp. r( v, w)) 
et nous notons: 
L={l(u, w)lu, WE V} et R={r(v, w)Iu, WE V}. 
Nous numerotons les regles de G ayant la forme (l), et nous construisons de 
nouvelles regles: 
l celles, tout d’abord, qui sont de l’une des deux formes suivantes: 
(a) UI+~(O,, rk) u3 dU2,. 4, 
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l celles, ensuite, qui sont obtenues de la maniere suivante: si u + xwy est la regle 
de G de numero i, on associe a chaque variable v, telle que Z(w, u,) existe (resp. 
Q chaque variable vz telle que r( w, ZJ,) existe) une nouvelle lettre I( w, u, , i) (resp. 
r(w, u2, i)) et on construit les regles suivantes: 
(c) u+ Qw, ulr i) vly, 
(d) v+xv2r(w,vz,i). 
On note L”’ (resp. R”‘) l’ensemble des nouvelles lettres du type I(v, w, i) (resp. du 
type r(v, w i)). 
Posons Y=Xu.LuRuL”‘uR”‘; notons rr l’ensemble des regles ayant l’une 
des six formes (l), (4), (a), (b), (c), (d). La grammaire algtbrique G, = ( Y, V, T, a) 
est lintaire pure. 
Considerons alors la substitution S definie sur Y par: Vx E X, S(x) = x; VZ( ZI, w) E 
L, S(l(v, w))=L(v, w); Vr(v, w)ER, S(r(v, w))=R(v,w); Vl(v, w,i)~L(“, 
S(l(v, w, i)) = xL(v, w) si x est la premiere lettre du membre droit de la regle de G 
numero i; Vr(v, w, i) E R(l), S(r(v, w, i)) = R(v, w)y si y est la derniere lettre du 
membre droit de la regle de G numero i. S est clairement une substitution rationnelle 
finitaire propre et on verifie que 
S[“t”(G,, u)] = +(G, a). 
I1 suffit en effet de remarquer que dans une G-up-derivation biinfinie reussie dont 
le resultat est un mot biinfini, le nombre d’utilisations consecutives de regles de G 
ayant la forme (2) (resp. (3)) est fini; ainsi l’utilisation d’un nombre fini de regles 
de G ayant la forme (2) (resp. (3)) puis d’une regle de G ayant la forme (l), est 
simule par une regle de G,, ayant la forme (c) (resp. (d)) suivie de l’application de 
S; et l’utilisation d’un nombre fini de regles de G ayant la forme (2) (resp. (3)) 
puis d’un nombre fini de regles de G ayant la forme (3) (resp. (2)) est simule par 
l’utilisation d’une regle de G,, ayant la forme (b) (resp. (a)) suivie de l’application 
deS. q 
Nous etablissons maintenant la propriete suivante. 
PropriCtC 7. r, est inch duns r,. 
Preuve. Soit G = (X, V, P, (T) une grammaire algtbrique; 6 = (Xu vu q ?, p, 6) 
et S sont respectivement la grammaire lineaire et la substitution construites a partir 
de G et intervenant dans la PropriCtC 5; on a done 
‘“Lw( G, u) = S["t"( &‘, G)] n “X”, 
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et plus precistment 
“‘L”(G,u)=(S,[“~~(~,c;)]n”X”j 
u (,S_,[rLm( 6, G)] n ,Xw) 
u (,S,[“2rc( 6, &)I n ,Xw) 
Nous allons montrer que ,LU( G, a) appartient a r, en considerant successivement 
chacun des termes de l’union que constitue le membre droit de l’egalite ci-dessus. 
On a tout d’abord clairement 
S*[“t”( 6, CT)] n “X” = s*[+ 6,G)]; 
or, d’aptes le Lemme 3, il existe une grammaire lineaire pure G, = (Y, W, n, a,,) et 
une substitution rationnelle finitaire propre S, definie sur Y telles que 
-t-(&,6) = S,[+(G,, a,,)]. 
On a done par consequent 
S,[-LW(G, &)]n”X” = (S,o S,)[“~“(G,,, a,,)]. 
Or, S, 0 So est clairement une substitution algebrique finitaire propre; 
S,[“lW( 6,6)] n “X” est done l’image par une substitution algtbrique finitaire 
propre d’un langage lineaire pur de mots biinfinis. 
Considerons maintenant le terme ,S,[“Lm( 6, &)I n “X”. Nous allons montrer que 
$5,[“Lm(G, f?)] n “X” = Z[“L”(T, CT)]. (I) 
- - 
oh r est la grammaire lineaire gauche (X u V, V, P, @) ayant pour ensemble de regles 
P = (zT+ Gm) m E (X u V)*, v et w E V et il existe m’c (X u V>* t.q. 
(u + m’wm) E P}; 
et 2 est la substitution algebrique finitaire propre definie sur X u V par 
VXEX, 2(x)=x; VVE v, Z(v)=L(G, u). 
Montrons done l’egalite (I): 
(a) Soit w un mot de _SJmkm( 6, &)I n “X”. On a clairement 
,S,[“~~(6,;)]nwX-=,S*[wt-(~,s)u*~’~(e,~)]. 
11 existe done un Clement W de +(G, ci)v”k (6, 6) tel que w E ,,S,( U). U 
possede un facteur droit de la forme tTU, (V E c U, E (X u Vu c)-) et w s’ecrit 
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w = uw’ avec u E S( 6) n “X = wL( G, u) et w’ E S,( U,). D’aprks le fait &on& dans 
la preuve de la ProprittC 5, now pouvons, sans perte de gCnCralit&, supposer qu’il 
existe une 6’-up-dtrivation biinfinie (a,, bi)ltN+ de r&sultat U et vkrifiant: Vi E N’, 
a, = a:~?; et U, =lim{b,, ie N’}. 
Si, pour tout mot (Y de “(X u vu q>@, E(a) dksigne le mot de “(X u V)” obtenu 
k partir de (Y en remplasant chaque lettre V ou ii; par la lettre II, on vkrifie facilement 
que la suite (17, ~?(b,))~,, + constitue une I--dtrivation biinfinie rkussie de r&.&at 
G{E( b,), i E N+} = E( U,). D’autre part, u ktant un Clkment de wL( G, v), nous 
savons (cf. [9]) qu’il existe un mot U, de “L(T, ~7) tel que u E E( U,). Soit alors 
(v,),,!w + une r-dkrivation infinie rCussie B gauche, de risultat U, et d’origine 6: 
Vi E N+, vi = i&p, avec pi E (X u V)* et vi E V; U, = &{pi, i E N+}. 
Nous construisons 6. partir de la r-dkivation biinfinie (3, E(6,))itN+ et de la 
r-dtrivation infinie (v,),, N+, une r-dtrivation biinfinie (ai, /3,)reN+ riussie, de 
rksultat U,E( U,), comme suit: 
(a,, PI) = (6, E(b,)), 
CaZi, P*t) = Cc&i7 E(bi)), 
((Y,, PI)ICN+ est clairement une T-dkrivation biinfinie rtussie de rksultat 
&{pi, iE N+}i&{E(&), iE N’}= U&(U,). 
Or, on a 
par consiquent, w est bien un tltment de E[“L”‘(T, a)]. 
(p) Soit maintenant w un mot de Z[“L”(T, a)]; il existe done un mot u de 
“L”(T, CT) tel que w E I(u). En utilisant la Proprittk 5 et le fait que T est une 
grammaire lintaire gauche, on en dCduit qu’il existe: 
l une r-up-derivation (ai, f~~),~~+ et une variable 6 t.q. Vi E N+, a, = 6, 
b, E (X u V)“; cette I--up-dkrivation est rCussie, de r&&at V lim{ b;, i E N+}; 
l un mot u0 de “L(T, 6) 
tels que u = ug i&{b,, i E N+}. 
Notons alors (g,)iiN+ la suite de gkrkalogies de r-derivation associie g (ai, b,)rsN+ 
et telle que Vi 3 1, gi Up g,+, . Nous construisons 1 partir de (g,)iCN+ une suite 
(Y,)riN+ de gtrkalogies de &-derivation, comme suit: 
(1) Si g, est l’arbre ClCmentaire de Z’-dkrivation associk ?I la rkgle 6, + I%, de r, 
on sait, par construction de r qu’il existe m, E (Xv V)” tel que v, + m,vb, soit une 
rkgle de G; 6, + 61,176, est done une rkgle de G et on choisit y, Cgal 2 l’arbre 
tlkmentaire de 6-dkrivation associC 2 la rtigle 8, + fi,z%, . 
(2) Pour tout entier i 3 1, si g,+, = up[g,, (Cl+, , zlipt+1), 11, Ci+, + fiip~+l Ctant une 
rkgle de r, on sait qu’il existe WI,+, E (X u V)* tel que Ui+l--, mi+lUip,+l soit une rkgle 
de G; on dkfinit alors yi+, A partir de y, comme suit 
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Definissons alors la suite infinie (ai, ,f3i)riN+ suivante: 
tai, PilieN + est clairement une 6-up-derivation biinfinie construite a partir de la 
suite (x),,~ + de g6nCalogies de &-derivation. Or, G{b,, in N+} est un mot inlini 
de (Xu V)w; done 6n{61, in N+} est un mot de (Xu ?)“. (LY,, fl,)IEN+ est done 
rtussie et son resultat est 
U G{6,, i E N+} est done un facteur droit d’un mot de -L-(6, L;)v*L”(&, 6); or, 
wEZ(u)=Z(uOlim{b,, iEN+]) avec u,,E’“L(T, 6) et on a 
Z(“L(T,V))=“L(G, v)=J(V), et 
.Z(iGi{b,, iE N+}) = S,(lim{6i, ic N+}). 
On a done 
wE,,S(tT)S,(Gi{l;,, iE N+})c,S,.* w L (&,62)u d-(6, c;)]. 
Soit encore 
WEwS*[ -E-( 6, c?)] n “X”. 
Ainsi done l’tgalite (I) 
,S*[“i-(&,6)] n “X” = Z[“L”(T, cl?)] 
est itablie. 
Clairement, on montrerait de man&e analogue que le terme *SW[ITE5( 6, G)] n 
“X” satisfait l’egalite (11) suivante: 
*S,[“kyd, c?)] n “X” = Z:[“L”(T’, CT)] (11) 
- - 
oti r’ est la grammaire lineaire droite (X u V, V, P’, a) ayant pour ensemble de 
regles P’={zT+m~/m~(Xu V)*, u, w E V et il existe m’E (Xu V)* t.q. (v+ 
mwm’) E P}. 
2 Ctant une substitution algebrique finitaire propre, r et r’ Ctant unilateres, en 
utilisant les egalites (I) et (II) et le Lemme 2, on obtient immediatement que chacun 
des deux termes 
.S,[rfLm( 6, S)] n “X” et -S.JWLm( 6, G)] n “X’” 
est l’image par une substitution algebrique finitaire propre d’un langage rationnel 
de mots biinfinis. 
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Considerons enfin le terme oSw[w~~(G, S)] n “X”: chaque facteur d’un mot de 
-k@(G, 6), ttant un facteur d’un mot de L(G, 6), on a 
wsrke, 611 n “X” = J,[L(G, c?)]. 
Pour chaque triplet ( ZI, , v2, z)J de V x V x V, notons F( vr , v2, vj) l’ensemble 
F(v,,v,,v~)={yE(XuV)*~Ix,z~(Xu v)* t.q. 
(v, + xv~yv~z) E P}. 
Soit w un mot de ,S,,,[L( 6, &)I; il existe un facteur u d’un mot f de L( 6, 6) tel 
que w E ,S,( u). u s’icrit u = c’u, 6” avec v’, v”E V et u1 E (X u Vu V)* et 
w E ,S(v’)S,(u,)S,(5”) =wL(G, v’)S,(u,)L”(G, ZI”). 
Soit alors (Y l’arbre de G-derivation obtenu, a partir de l’arbre de G-derivation 
dont le feuillage est f, en supprimant chapeaux barres et double barres sur toutes 
les variables v de V: a a done pour feuillage E(f). 
Considerons dans cr le plus jeune anc&tre commun TV des occurrences de v’ et de 
v” dans E(f) qui sont respectivement la premiere et la derniere lettre de E(U), et 
notons v, et v2 les deux fils de u qui sont les an&tres de ces occurrences (voir la 
Fig. 3). Si xv,yv,z (x, y, z E (X u V)*) est le feuillage du sous-arbre Clementaire issu 
de U, on verifie facilement que 
“L(G,v’)S,(u,)L”(G, v”)cwL(G,v,)~(y)L”(G, ~2). 
Ainsi w appartient a “L(G, v,)Z(F(v, TV,, t+))L”(G, v,). Inversement si y est un mot 
de F(v, v, , uJ on a 
“L(G, v,P(y)L”(G, 4 = ,S(G)~‘(YVL(G) c AU@, 6)). 
On en deduit done que 
J“MG, 6)) = u “UG, u,)z(F(u, ~1, q))L”(G, 4 
(U,UI,CZ)t v” 
Fig. 3. 
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Or, “L(G, u,) = E(“L(T, 5,)) et L”(G, u2) = E(L”(T’, 6,)). On a done 
,S&(G’, 6)) = u 
(L’,q,l+)c v3 
#.E[wL(r, zT,)F(v, ZJ,, uJLw(r’, Q]. 
Or, pour tout triplet (0, 21,) 0,) de V’, F(v, II,, u2) est fini et par consequent, 
“L(T, ?Y,)F(u, 0,) uJLW(l-‘, 272) 
est un langage rationnel de mots biinfinis (puisque, r (resp. r’) etant unilatere 
gauche (resp. droite), “L(I’, 6,) (resp. L”(T’, ih)) est un langage rationnel de mots 
infinis a gauche (resp. a droite)). 
Le dernier terme ,$,[-t-( &,&)I n”X” est done l’image par une substitution 
algebrique finitaire propre d’un langage rationnel de mots biinfinis. 
Ceci termine done la preuve de l’appartenance a T, de “‘L”(G, u). 0 
L’exemple qui suit montre que l’inclusion de r, dans T0 est stricte. 
Exemple 4. Soit L,, le langage L, = {u”b”, n 2 1). Posons L = “Lt. L appartient 
. clairement a r,, mais n’appartient pas a T,. en effet, on montre facilement que si 
L s’tcrivait L = “L”( G, a) pour quelque grammaire algebrique G = (X, V, P, u), il 
existerait une derivation dans G du type v 2 cvv/3 avec cy E a+ ou p E a+ et v E V. 
“‘L”(G, a) devrait par consequent contenir le mot wuw, qui n’appartient pas a L. 
11 est tentant de rapprocher l’inclusion de rr dans J’, de l’inclusion, dans l’ttude 
des langages algebriques de mots infinis, de la famille %‘, dans la famille %‘(,. Ceci 
nous conduit a faire deux remarques: 
(1) Si Ceo est la fermeture rationnelle infinie des langages algebriques de mots 
finis, r, est une famille de langages de mots biinfinis qui contient strictement la 
fermeture rationnelle biinfinie des langages algebriques de mots finis, c’est a dire 
la famille des langages de mots biinfinis qui sont une union finie de langages de la 
forme “ABC“’ oti A, B, C sont des langages algebriques de mots finis. En effet, la 
description des langages de r0 fait intervenir en plus d’un langage de mots biinfinis 
qui est rationnel, un langage de mots biinfinis qui est lineaire pur. 
Considerons alors 0 l’application de X” x X” dans “X” definie par V(cu, /3) E 
X” x X”‘, @((a, /I)) = $3 (ou & designe l’image miroir du mot (Y). Le resultat 
suivant est classique [ll]: 
O(Rat(X* x X*)) = Lin. 
Si 9 est une famille de langages, notons 2 “‘“(9) la famille des langages qui sont 
l’image par une substitution algebrique finitaire propre d’un langage de 9. 
La description des elements de r0 et le resultat classique ci-dessus reliant les 
relations rationnelles finitaires et les langages lineaires de mots finis, nous conduit 
naturellement a comparer F’,, et la famille _ZAlg( O(Rat(X” x Xw)). 
(2) %‘,, est Cgalement la famille des langages de mots infinis qui sont de la forme 
L”(G, F, v) (i.e. l’ensemble des mot infinis qui sont resultats dune G-derivation 
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infinie gauche d’origine v au tours de laquelle au moins une variable de F est 
d&i&e une infinite de fois) pour une grammaire algebrique G, un sous-ensemble 
F de ses variables et une variable u de G. Ceci nous conduit a essayer de gtneraliser 
la notion de derivation biinfinie et a etudier la nouvelle famille de langages de mots 
biinfinis que cette generalisation peut permettre de definir. 
La section qui suit a pour objet d’tclaircir les deux problemes soulevts par les 
remarques prtcedentes. 
3. Dtkivations biinfinies gCnhrali&es 
Nous definissons maintenant une notion de derivation biinfinie rtussie qui est 
plus restrictive que celle que nous avons jusqu’ici Ctudite. Soit (gi)iEN+ une suite 
infinie de genealogies de G-derivation verifiant: Vi E NW, g, Up g,,, ou gi d g,+, 
et soit v une variable, nous dirons que v est 
l up-d&i&e si et seulement si il existe ig N’ tel que 
g, s &+I et g,+l = upk, (v+ m), A 
pour quelque regle (u + m) de P et quelque entier j de [ 1, lml], 
l d&k&e ci [‘extrgme gauche (eg-d&iv&e pour abreger) si et seulement si il existe 
ie N+ tel que 
g, d g,+,; g,+, =g,[a/u] pour quelque arbre de G-derivation (T 
et quelque nceud u de D(g,) t.q. 
l g,(u)= v et 
l Vj> i, g,+, = g,[a’/u’] * u stll’, 
l d&i&e ti l’extre^me droite (ed-dirivbe pour abreger) si et seulement si il existe 
ie N’ tel que 
gi d gi+l; gt+l = g,[c/u] pour quelque arbre de G-derivation (T 
et quelque nceud u de D(gi) t.q. 
l g,(u) = v et 
l v_ij-> i, g,+, = g;[u’/u’] * (U’G/U ou u’a u). 
Soient F, , F2, F3 trois sous-ensembles de V. Notons 9 = {F, , F2, F3}. Nous 
definissons la notion de derivation biinfinie 9-reussie comme suit: 
DCfinition 3. Nous dirons qu’une G-derivation biinfinie (cu,, /3i)lc N+ est 9-reussie 
si et seulement si elle est reussie et il existe une suite infmie de genealogies de 
G-derivation (gi)rtN+ qui lui est associee, qui utilise la strategic mediane et qui 
verifie: si U (resp. L, R) est l’ensemble des variables de V qui sont up-derivees 
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(remarquons que les implications ci-dessus entrainent que si F, (resp. F2, F3) est 
vide alors U (resp. L, R) doit Ctre vide). 
Nous notons ,Lw( G, 9, a) l’ensemble des mots biinfinis sur X qui sont les rksultats 
de G-dkrivation biinfinies 9-rhssies. 
Soit Fc V; now dirons qu’une G-up-dkrivation biinfinie est F-rhssie si et 
seulement si elle est rkussie et il existe une suite infinie (gi)icN+ de gCnCalogies de 
G-dkrivation qui lui est associCe et qui vkrifie tli~ IV+, g, Up gi+, et l’ensemble U 
des variables de V qui sont up-dCrivCes une infinitC de fois satisfait U n F f 0. 
Nous notons -iw( G, F, a) (resp. *Lw( G, F, a), wL*( G, F, a)) l’ensemble des mot3 
de “X” (resp. X”, de “‘X) qui sont les rksultats de G-up-dtrivations biinfinies 
F-rkussies, et nous posons 
“I”(G,F,~)=~~~(G,F,~~)~*~~(G,F,~)~”~*(G,F,~). 
Si 9 = {F, , F2, F3}, les inclusions suivantes sont immCdiates: 
+(G, F,,a)c”L”(G, $,c~a),=“L”(G,a). 
D’autre part, notons “CF” la famille des langages de mots biinfinis qui sont de la 
forme ,L,( G, 9, CT) pour quelque grammaire algkbrique G = (X, V, P, a) et quelque 
famille 9 = {F,, F2, F3} de trois sous-ensembles de V; nous avons clairement 
r, c “‘CF”. 
Exemple 
x = Ia, b, cl, v = is, 53, s, 3 a, 
P={S+cSc+S,s,; s,+s,so+s”; Sz+SoSz+So; 
So + aS,b + ab}, 
G = W, v, P, S>, 
Fl= is>, Fz = {W, F3 = {So>. 
ConsidCrons la G-derivation biinfinie ((Y,, ,BI)iE N+ suivante: 
(S, > S,), (CS,, S*c), (CSISO, S,c), (c&ah S2c), (&ah Sot), 
(cS,ub, ah), ( c2S,ub, ubc2), (c*S,S”ub, ubc2), . . . ) 
(c’S,(ub)‘-‘, ubc’), (c’S,S,(ub)‘-‘, ah-‘), (C’S,(&)‘, ubc’), 
(c’+‘S,(uby, ubc’+‘), . . . 
ainsi que la suite (gj),tN+ de gCn6alogies de G-dkrivation de la Fig. 4 qui lui est 
associCe. 
La suite (gi)itN+ utilise la strattgie mCdiane et on a 
u = ISI, L = {SJ, R =0. 
(Icyi, Pf)ieiV + est done 9-rtussie de r&.ultat “( ub)ubc”. On peut vtrifier que, si Lo 
dCsigne le langage Lo = {u”b”, n 2 l}, on a 
“L”(G, 9, S) = “c(L,)+((L,)+c” u a”) u “(L,)(c” u a-‘). 
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Fig. 4. 
Nous allons maintenant enoncer une propriete de substitution relative 
langages de la forme ,L”‘( G, 9, (T), qui est une gentralisation de la Propriete - _ _ 
aux 
5. 
Soit G = (X, V, P, u) une grammaire algebrique; G = (X u vu V, ii, p, 6) designe 
toujours la grammaire lineaire introduite dans la Propritte 5 du paragraphe pre- 
cedent. Soient F, et F2 deux sow-ensembles de V; nous notons <S% la substitution 
suivante definie sur “(X u Vu q)” par: 
VXEX, F’SF2(x) =x, 
VVE V, ‘~S’z(a)= L(G, v)uwL(G, F,, v), 
VBE Q, ‘;S”~(6)=L(G,v)uL”(G, Fz,v). 
S, designe la substitution algebrique finitaire propre de “(X u vu 9)” dans “X”, 
definie dans le paragraphe precedent par: 
vx E x, S*(x) = x, 
tlu~ V, S,(a)=S,(r7)=L(G,u). 
Pour tout ensemble F de variables de V, nous notons fi la copie de F sur l’alphabet 
0: +={;jv~F}. 
PropriM 8. Soit 9 = {F, , F2, F3}. 
“L”(G,~,u)=S,[-~~(e,~,,~)] 
v F$3*, ‘r+@, s,, +J”L”(e, fi,, c?)] 
u F gq”L*( 6,l$ , &) u +( 6, lq ) 6>] 
u F$g)[ L( 6, G)]. 
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Nous ne donnons pas la preuve de cette propriete qui est identique a la preuve 
de la Propriete 5 Q ceci prts qu’il faut tenir compte des variables qui sont infiniment 
souvent up-dtrivees ou eg-derivees ou ed-derivtes, ce qui donne la decomposition 
du membre droit de l’egalite ci-dessus. 
Notons le cas interessant oti G est une grammaire unilatere. 
Lemme 4. Soit G =(X, V, P, CT) une grammaire linkaire unilatt%e, et 9= {F, , F,, F3} 
une famille de trois sous-ensembles de V; “L”(G, 9, a) est un langage rationnel de 
mots biinjinis. 
Ce lemme s’ttablit, exactement comme le Lemme 2, en utilisant la PropriCtC 8 et 
le fait que L”(G, F, ZJ) ou wL(G, F, v) sont des langages rationnels de mots infinis 
lorsque G est unilatere. 
Nous posons la definition suivante. 
DCfinition 4. Un langage L de mots biinfinis sera dit lineaire generalist (resp. lineaire 
pur generalise) si et seulement si il existe une grammaire lineaire (resp. lineaire 
pure) G = (X, V, P, a) et un sous-ensemble F de l’ensemble V de ses variables, tels 
que L= +( G, F, CT). 
Nous notons A0 la famille des langages de mots biinfinis qui sont l’union d’un 
langage rationnel et d’un langage lineaire generalist. 
La Propriett 8 va nous permettre de demontrer la propriete suivante. 
PropriM 9. “CF” = ~A’g(.&). 
Preuve. (A) Montrons tout d’abord l’inclusion de “CF” dans ZA’g(JU,): soit done 
,Lw( G, 9, a) un Clement de “CF”; considerons les difftrents termes de la dtcompo- 
sition de wL”(G, 9, a) donnee par la PropriCtC 8: 
l le premier, S*[-L-( 6, P, , 6)], est l’image par une substitution algebrique finitaire 
propre d’un langage de mots biinfinis qui est lineaire gtneralise; 
l soient r (resp. r’) la grammaire lineaire gauche (resp. droite) introduite dans la 
preuve de la PropriCtC 7, et soit .E la substitution algtbrique finitaire propre 
definie sur “(X u V)” par 
VXEX, X(x)=x, 
VUE V, 2(u)= L(G, v). 
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On montre comme dans la preuve de la Propritte 7, les egalites suivantes: 
Les langages “L”(T, 9, I?), “L”(T’, 9,6) et “L(T, F,, C,)F(v, u,, uz)Lw(T’, F,, f&) 
pour tout (u, vr, ~1~) &ant des langages rationnels de mots biinfinis, on obtient 
immediatement l’appartenance B ZA’g(~O) de ,,CU( G, 9, a). 
(B) Montrons maintenant l’inclusion inverse: soit L un Clement de 2A’g(.&); il 
existe: 
un langage lineaire generali& Lo = +(G, JT ) CT avec G = (X, V, P, CT) grammaire 
lintaire et Fc V; 
un entier n E IV+ et pour chaque i de [ 1, n] des langages algebriques propres de 
mots finis L,, Li, L:’ ; 
une substitution algtbrique finitaire propre S tels que 
L=iJ “(L;)L,(L:‘)“us(L”). 
i=l 
Pour chaque i de [l, n], soit Gi = (Y, Vi, Pi, a,), Gi = (Y, Vi, Pi, dJ et G: = 
(Y, Vy, Py, CT:) des grammaires algebriques propres telles que L, = L(Gi, (TV), Li = 
L( Gi, a{) et L:’ = L( G:‘, (~:l). Pour chaque lettre x de X, soit H, = (Y, V,, Px, a,) 
une grammaire algebrique propre telle que L(H,, u.~,) = S(x). 
Nous supposons que les ensembles de variables V,, Vi, V:‘, i E [l, n] et v, pour 
x E X sont disjoints les uns des autres. Nous allons a partir des grammaires Gi, Gi, 
Gy, i E [l, n], et des grammaires G et H, pour x E X, construire une nouvelle 
grammaire algebrique H = (Y, W, II, 2”) et definir trois sous-ensembles F, , F2, et 
F3 de W tels que, si 9 = {F, , F2, F3} alors L = ,L”‘( H, 9, &). 
Pour cela, considerons le morphisme (Y de (X u V)* dans (Vu {a,, x E X})* 
dtfini par 
VXEX, cr(x)=u,, VVE v, a(u)=u, 
et notons GS la grammaire algtbrique suivante: 
G”=(Y, VU(~ K),Ps.+ 
Oti 
PS= u P,u{v+a(m)~(u+m)EP}. 
xtx 
On a clairement L( GS, CT) = S( L( G, a)). 
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D’autre part, en utilisant la PropriCtC 8, on montre sans grande difficult6 que 
WLW(GS, {F, 0, a}, a) = S(+(G, F, a)) = S(L,). 
On construit alors la grammaire algbbrique H = (Y, W, II, -I$,) ainsi: & et Vi E [l, n], 
2: et Z;:‘, &ant de nouvelles lettres non encore utiliskes, on pose 
w={~,}u{~;:,~;:l,iE[l,n]}u cj (ViU v;u V:l) ( i=l > 
On vCrifie que 
w 
“L”(JX {E 0,0), ZJ = "L"(GS, {F, 0,0), u)= SC&) 
et que 
“L”(H, 10, 6, W, &J = ; “(C)L(G’Y. 
i=, 
On a done “‘L”(I-Z, {F, , F2, F3}, &) = L. Ainsi L appartient B “CF”. q 
Les relations I-, c r,,, r, c “‘CF”, “CF” = IA’g(.kO), nous conduisent B comparer 
r, et EA’g(.&). 
Tout tlCment de r, Ctant I’image par une substitution algCbrique finitaire propre 
d’un langage de mots biinfinis qui est l’union d’un rationnel et d’un 1inCaire pur, 
et tout langage lirkaire pur de mots biinfinis &ant un langage linkaire gCnCralisC. 
On a done TOc .EA’g(&,,). L’exemple ci-dessous nous montre que cette inclusion est 
stricte. 
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Exemple. X = {a, b, c}, V = {S, 4, P={cr+cSc+aab+ab; S+aub}, G= 
(X, V, P, CT). Considerons le langage L, = “L”(G, {{S}, fl,@}, a). On a 
&,={. . a”~. . .ca”~cu”~b”~cb”~c.. .cb”i.. .I(~I~),~~+ est une suite 
infinie d’entiers non nuls}. 
Lo appartient done a “CF”’ = IA’g(JllO). Montrons que Lo ne peut appartenir a T,: 
soit 
u =. . .a”ca”-‘c.. . ca’cabcb2c.. .cb”cb”+‘. . .E Lo. 
Supposons qu’il existe une substitution algebrique finitaire propre S un langage 
rationnel de mots biinfinis L, et un langage lintaire pur de mots biinfinis L, tels 
que Lo = S(L, u L2) avec L2 = -t-( G, u) oti G =(X, V, P, CT) est une grammaire 
lineaire pure. II existe alors z, E L, u Lz tel que u E S(V); u s’ecrit done 
U =. . .hpn,. . ..AJifi. . .“fn.. . avec Vi E Z, f; E S(u( i)). 
D’autre part, il existe certainement un entier p strictement ntgatif tel que 
. . . fi-,f;. . .f,_,f, est un facteur gauche de U, =. . .a”ca”-‘c.. . ca’ca, posons u2= 
bcb’c. . . cb”-’ cb”. . . . On a la propriete suivante: si u, = awp avec w et /3 E {a, c}* 
et si w’ est un mot de {a, c}* distinct de w, alors czw’pu, e L,. 
On en deduit done que tli <p, card(S(v( i))) = 1. De la mEme faGon, on montre 
qu’il existe un entier q > 0 tel que Vi > q, card(S( v( i))) = 1. L’ensemble E = {S( v( i)), 
i <p ou i > q} est done un ensemble fini de mots. 
En utilisant le lemme d’iteration des rationnels, on montre facilement que ZI ne 
peut appartenir a L, . 
v appartient done A Lz; E Ctant fini, tout bloc, dans le mot u, de lettres a (resp. 
de lettres b) situ6 entre deux occurrences de c, et suffisamment loin a gauche (resp. 
a droite) dans u, contient l’image par S d’un facteur de u aussi grand que l’on veut. 
On deduit alors facilement d’une G-up-derivation biinfinie de resultat v, l’existence 
dans G d’une derivation du type 
ol 4 fiffIf2 avec cl E V, f,, f2c X", 
S(f,) = a+ et S(f*) = b+. 
Soit alors h un mot de L(G, a,). 
"cfii~(f2Y E + (G, a) et done “aS(h)b”c S(L,)c 
On aboutit done a une contradiction. On a done finalement les 
Tl s r,s “CF” = ZA’g(.&). 
L”. 
relations suivantes: 
La propriete qui suit Cclaircit la premiere remarque faite a la fin du paragraphe 
precCdent et conduit a considerer “CF” comme la version biinfinie de la famille %YO. 
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PropriCtC 10. O(Rat(X” x Xw)) = &. 
Preuve. (A) Montrons tout d’abord l’inclusion de O(Rat(X” x Xw)) dans A,,: soit 
R un ClCment de Rat(X” x Xw); il existe [6] un automate A deux bandes ti = 
(2, Q, 6, qo, F) tel que R = z,(d, F): 
. ~=(XU{E})x(XU{F});~=(E,F), 
l Q est un ensemble d’hats, 
l 6 est une application partielle de Q x (T?\(g)) dans P(Q), 
l q,, est 1’Ctat initial et F est un sous ensemble de Q. 
i, (d, F) dCsigne l’ensemble des tltments ti de (X” x X”)\( X” x X*) qui posstdent 
une lecture dans LZI d’origine q. et passant une infinitC de fois par au moins un Ctat 
de E On peut de plus supposer que l’automate A deux bandes & est F-rCduit, c’est 
$ dire, pour tout &at q de Q, il existe un 6lCment G de X” x X” admettant une 
lecture dans & d’origine q,, et se terminant en q, et il existe un tlkment u’ de 
(X”X X”)\(X*x X*) admettant une lecture dans ti d’origine q et passant une 
infinitk de fois par au moins un ttat de F. On a clairement R = UycF .f,( ~4, (9)). 
On montre sans peine que l’union de deux langages 1inCaires gCnCralis& est encore 
un langage linkaire gkn&alisC et done que J& est une famille de langages de mots 
biinfinis stable par union. Ainsi, pour dkmontrer l’inclusion envisagke, il nous suffit 
de montrer que 
vq E F, @(&4 191)) E A,. 
Soit done q un ClCment de F; nous construisons la grammaire linkaire suivante: 
G = (X, Q, P, q) oh P est l’ensemble de rkgles dCfini par 
v(x, Y) E k\{% Vq,, 4 E Q x 0, 
OnvCrifiealorssanspeineque8(i,(~,{q}))=”i”(G,{q},q).O(~,(~,{q}))appar- 
tient done B J&. 
(B) O(Rat(X” x X”‘)) Ctant une famille de langages de mots biinfinis fermte par 
union, pour montrer l’inclusion de .I&, dans O(Rat(X” x Xw)) il nous suffit de 
montrer que tout langage rationnel (resp. 1inCaire ghCralis6) de mots biinfinis 
appartient 2 O(Rat(X” x Xw)). 
(1) Soit A, B et C trois langages rationnels de mots finis sur X; le langage 
L = “‘ABC” est clairement l’image par 0 de la relation rationnelle A” x BC”; tout 
langage rationnel de mots biinfinis ktant une union finie de langages du meme type 
que L, appartient done B O(Rat(X” xx”‘)). 
(2) Soit L= -I!,-(G, F, ) u un langage de mots biinfinis lintaire ghCralisC; G = 
(X, V, P, a) est une grammaire 1inCaire et F est un sous-ensemble de V. On construit 
l’automate h deux bandes suivant: 
a=(% VuCqoI, 4 qo, F) 
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oti qOpl V, 6 est definie par 
+ 
V(x, Y) E x\w, WV,, q) E vx v, 
vjES(ui,(x,Y)) G (“,+xviY)EP, 
u,E6(q0,(x,Y)) @ (vj+xY)EP. 
On verifie B nouveau sans peine que 
o(~,(~,F)n(X”xX”))=“~~(G,F,rs). 
Or, i,(&, F)n (X”’ xXw) appartient a Rat(X” x Xw) (cf. [7]). Tout langage de 
mots biinfinis lineaire generalise appartient done a O(Rat(X” x Xw)). 
Ceci termine la preuve de la Propriett 10. 0 
Remarque. On peut gtniraliser sans grande difficult6 le Lemme 3: 
Lemme 5. Soit L un langage de mots biinjinis sur X lint?aire gCn&alish; il existe un 
langage L, de mots biinjnis sur Y linkaire pur ge’ne’ralise’ et une substitution rationnelle 
jinitaire propre u tels que L = CT( L,). 
On en deduit que “CF” coincide avec la famille des langages de mots biinfinis 
qui sont l’image par une substitution algtbrique finitaire propre d’un langage de 
mots biinfinis qui est l’union d’un rationnel et d’un lintaire pur generalise. 
On a done obtenu les inclusions suivantes: 
r, s r,~ C*‘“(JU,,) = EA”(O(Rat(XW xX”))) = “CF”. 
I1 nous reste maintenant a nous demander si l’approche de la notion de langage 
algebrique de mots infinis ayant conduit a definir la famille (e2 des langages qui 
sont l’adherence d’un langage algebrique de mots finis, possede un equivalent dans 
le cadre de l’etude de la notion de langage algebrique de mots biinfinis. C’est l’objet 
du paragraphe suivant. 
4. Biadhkrences de langages de mots finis 
Soit L un langage de mots finis sur X. La biadhkrence de L est le langage de mots 
biinfinis, note BA(L), defini par 
BA(L)={uE”X”IF(U)~F(L)}. 
Exemples 
(A) X = {a, b, c>, L = {a”b”c”, n 3 1, p 2 l}, 
BA( L) = {“am, “b”, “‘P, Wabw, WbcW}. 
(B) X = {a,, a,, 4, G>, L={wG, wE{a,, aJ*}. 
BA(L)=“{a,, u~}~ u “{a,, CT,}” u {uu’, u E “{a,, a2}}. 
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Notons d’autre part BC(L), le bicentre de L defini en [5]: 
BC(L)={WEX*\V HEN, 3u,vEX* tels que InJZn, JvJan et uwvEL}. 
PropriCtC 11. Soit Lc X*; BC(L) = F(BA(L)). 
Preuve. L’inclusion F(BA( L)) dans BC( L) est Cvidente; montrons l’inclusion inverse 
et soit done w un mot de BC(L). Pour chaque entier n, il existe deux mots U, et u, 
tels que (~~12 n, Iu,[ 2 n et U,WU, E L. I1 existe done un sous-ensemble infini N, de 
N et deux lettres a, et b, de X tels que 
VnEN, 
a, est la premiere lettre de G,,, 
b, est la premiere lettre de v,. 
Supposons avoir construit deux suites finies a,, a,, . . . , a, et b,, bZ,. . . , bi de 
lettres de X, et un sous-ensemble infini Ni de N tels que 
VnE IV, 
ai est un facteur gauche de ti,, 
. bi est un facteur gauche de v,. 
Puisque N, est infini et X fini, il existe certainement deux lettres a,+, et b,+, de X 
et un sow-ensemble infini N,,, de N, tels que 
Vn E N,,, 
ai+1 
b t+, 
est la (i + 1)’ lettre de li,, 
est la (i + 1)’ lettre de u,, 
et, par consequent, 
Vn E N,+, 
a,a2.. .a,+, est un facteur gauche de G,, 
b, b2. . . b,,, est un facteur gauche de v,. 
On construit done ainsi, par induction sur i, deux suites intinies (u,),~~+ et (b,)riN+ 
de lettres de X telles que 
Vi E N+, aiai_, . . a2a, wb, b,. . . 6, E F(L). 
Le mot biinfini u = . . . a,a,_ ,... a,wb ,... b,_,b ,... appartient done a la biadhtrence 
de L, ce qui prouve que w est un Clement de F(BA(L)). IJ 
Nous notons r2 la famille des langages de mots biinfinis qui sont la biadherence 
d’un langage algebrique de mots finis. 
La proprittt qui suit, rapprochee du fait que tout langage algebrique propre de 
mots finis peut 2tre engendre par une grammaire algebrique reduite sous forme 
bigreibach, permet d’etablir, l’inclusion de r2 dans r, 
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ProprMtC 12. Soit G =(X, V, P, cr) une grammaire alge’brique r&d&e sous forme 
bigreibach; on a BA( L( G, o)) = wLw( G, c). 
Preuve. (1) L’inclusion de ,Lw( G, a) dans BA( L( G, u)) est immediate. En effet, si 
Cai2 Pl)icN + est une G-derivation biinfinie de rtsultat u, on a 
u =iim{~DT(~,), iE N+}.lim{FGT(p,), id N+}. 
Or, ViE N+, cqPi est le feuillage d’une genealogie finie de G-derivation, et le fait 
que G soit reduite assure que FDT(cz,)FGT(P,) est un Clement de F(L(G, (T)); par 
consequent u appartient a BA( L( G, v)). 
(2) Montrons l’inclusion inverse et soit done u un Clement de BA(L( G, u)). I1 
existe certainement deux suites infinies (I,,)nsN+ et (r,),,tN+ de mots, telles que 
VnEN+ 
1 
1, est un facteur droit propre de I,,,, , 
r, est un facteur gauche propre de r,,+, , 
u =&{I,, n E N+}.G{r,, n E N+}, 
posons alors, pour tout n, (Y, = I,r,. 
Pour chaque entier n, notons G(a,) l’ensemble des genealogies finies de G- 
derivation g verifiant les conditions suivantes: 
(1) Si le feuillage de g s’ecrit fg(g) = g( ul)g( u2). . .g( u,) (oti u, , u2, . . . , u, est 
la suite croissante pour l’ordre lexicographique des elements de fr( g)) alors il existe 
trois entiers i, i, , j tels que 
0 lSi<i,<jSp, 
l g("i)g(ui+,)...g(u,~,)g(uj)=a,, 
l g(u,)...g(u,,)= L et g(ui,+,)...du,)= r,, 
l le plus jeune anc&re commun de u, et u, est r(D(g)), 
l le plus jeune ancztre commun de uj, et Ui,+l est E. 
11 existe done un entier I tel que le feuillage I-point6 de g en e s’ecrit, (A,&,,, r,p,). 
(2) Soit u un element de D(g) distinct de la racine; on a 
ou bien 
fgk[ul) = g(u), 
ou bien 
fddul) = g(%Jg(~k+l)‘~ .A%) 
avec[k,l]s[i,j] ou k<isZ<j ou i<ksj<l. 
Fait 1. tin E N+, G(a,) est Jini. 
Preuve du Fait 1. Soit g un Clement de G(LY,); notons m la longueur de (Y,. On a 
done g(u,)=a,(l) et g(u,)=cY,(m). Notons (r+);=” et (~k)~zO les deux suites 
d’elements de D(g) qui sont les suites d’ancstres de u, et de u, respectivement: 
l vO=pO= r(D(g)), 
l V,fPl, 
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l b‘k E [O, s - 11, 2/k+l E Sxgkvk), 
. Vk E [o, 2- 11, @k+l E sD(g)hk), 
l v, = u, et CL, = ui, 
soient k, et k2 deux entiers de [ 1, s] (resp. de [ 1, t]) distincts; G etant sous forme 
bigreibach, on est assure que les dernieres (resp. les premieres) lettres des mots 
fddvd et fg(dv~,l) Crew. fdd.p~,l) et fgk[a,l)) sent des kttres de a, qui, de 
plus, sont de rangs distincts (voir la Fig. 5). On en deduit que s + t c ILY,]. 
T 
Vs = Ui 
g(vs) = an(l) 
a” = l”r” 
Fig. 5. 
g(k) = a,(m) 
D’autre part, si p est un nceud de D(g) appartenant a SDCn,( vk) pour un certain 
k de [0, s - 11, tel que p s? vk+, et p Z Vk+l on est assure par la condition (2) que 
fg(g[p]) = g(y) (de m$me si p est un nceud de D(g) appartenant i SDCn,(pk) pour 
un certain k de [0, t- I] tel que ,LQ+, S(/_L et /_L f &+[). 
On deduit alors facilement des remarques prtcedentes que D(g) possede au plus 
j,,+a,,l+l nceuds, M ttant le maximum des longueurs des membres droits des regles 
de G. G(o,) est done fini et le Fait 1 est prouve. 0 
Pour tout entier n, posons E,, = G(cu,): 
(a) E,, est done fini. 
(b) E,, est egalement non vide: en effet, cy, etant un facteur de u, est un facteur 
de L( G, a); il existe done une genealogie de G-derivation T dont le feuillage contient 
(Y,, en facteur; si u,, u2,. . . , up est la suite croissante pour l’ordre lexicographique 
des elements de fr(r), il existe trois entiers i, i,, j de [ 1, p] verifiant i < i, <j, 
~(U,)...7(Ui,)=Inetr(ui,+,)... T( u,) = r,. D’autre part on peut clairement supposer 
que T a CtC choisi de telle sorte que le plus jeune anc&re commun de ui, et uili, 
soit E. 
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Si v est le plus jeune ancctre commun de ui et de uj, supprimons du domaine de 
la sous-genealogie issue de v, ~1”) l’ensemble suivant de nocuds: 
N(7, v, i,j)={vED(~(~)Isi v, est le pere de n alors fg(T[v,]) = 
r(uk)...r(uI) avec[k,1]n[i,j]=0}. 
La genealogie de G-derivation obtenue comme restriction de T/” a l’ensemble de 
noeuds restants est alors clairement un element de G(cu,). Voir la Fig. 6 oii les 
parties hachurees schematisent les nceuds de N( r, v, i, j) qui ont CtC supprimes de 
D(r] .). 
(c) Nous allons maintenant montrer que Vg E E,,, , 3g’E E, tel que g’ et g sont 
respectivement les premier et dernier elements d’une suite ( gi) :=, de genealogies de 
G-derivation vtrifiant 
ViE[l,r-11, g,agi+r OU gi d gi+l7 
et, de plus, si (A,+,L+, , rn+,pn+,) est le feuillage I-point& de g en E, alors (A&, mu,,) 
est aussi le feuillage I-point6 de g’ en F. 
Soit done g un element de E,,,; notons u,, . . . , up la suite croissante pour l’ordre 
lexicographique des nceuds de fg(g); (Y,, Ctant un facteur de a,+,, il existe deux 
entier i etj de [l,p] tels que g(u,)g(uj+,)...g(uj)=cu,. 
Soit v le plus jeune ancctre commun de Ui et u,; la genealogie g’ obtenue comme 
la restriction de la sous-genealogie gl, a l’ensemble D(gl,)\N(g, v, i, j), est un 
Clement de G((Y,). 
Fig. 6. 
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Q(s)) = vIc 
, - 
Qn + 1 
Fig. 7(a) 
r(W)) = v 
an 
an + I 
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Fig. 7(b). 
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Considerons deux cas selon que v est distinct de r( D(g)) ou non (voir la Fig. 7). 
Dans le Cas 2, on obtient g h partir de g’ en substituant a chaque nccud p de 
D(g’) tel que SD(Jp.) =0 et S D(gI(p) # 0, l’arbre de G-derivation g[l]. On peut 
done construire une suite ( gi) :=, de genealogies de G-derivation telle que 
g1= g’, g, = g, viE[l,r-ll, g,Lgt+l. 
Dans le Cas 1, on obtient la suite (g,) I=, en deux ttapes: 
(1) Notons v,= v, v2,. . . , vk = r( D(g)) la suite des ancctres de v dans D(g) 
(Vi E [I, k - 11, Vi E S,,g,(Vi+l)); vi E [2, kl, notons mi le feuillage du sous-arbre 
eltmentaire issu de v, dans g (concatenation des images par g des elements de la 
suite des fils de u, ordonnee par ordre lexicographique croissant); on a done 
(g( vi), m,) E l? On pose 
g, = g’, 
Vi~[l, k-11, gi+l =uP[g,, (g(vi+l)> mi+l), nrl 
(n, designant le rang de g(v,) dans WI,,,). 
(2) A partir de gk, on obtient g, comme dans le Cas 2, en substituant a chaque 
nozud j_~ de D(gk) tel que 
SD(Rkj(~) =0 et Su&) #0, 
l’arbre de G-derivation g[p]. 
On a done construit une suite (g,);,, de genealogies de G-derivation telle que 
g1 = g’, 
vi~[l,k-ll, giagi+l, 
ViE [k, r- 11, gi d g;+l et 
De plus, dans les deux cas, si (h,+IZ,+,, r,,+r~~+,) est le feuillage Z-point6 de g 
en e, alors (A,&, r,p,) est le feuillage I-point6 de g’ en E. 
En utilisant le lemme de Koenig, on deduit de (a), (b) et (c) qu’il existe une suite 
infinie de genealogies de G-derivation (gn)ntN+ et un entier I, tels que 
gnE&, 
Vn E N+, (X,1,, r&) est le feuillage I-point& de g, en E, 
(up,d)* 
oti s designe la fermeture reflexive et transitive de la relation (a ou -%). 
La suite (LL rHPn)niN + est done une sous-suite infinie d’une G-derivation biinfinie 
(a,, Pi)itN+; or, 
lim{I,,,n~ N+}E~X et G{r,,nE N+}EX”‘. 
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On en deduit que (ai, Pl)iEN+ est reussie, de resultat 
iim{l,, n E N+}.lim{r,, n E N+} = U, 
u appartient done a “L” (G, u). 
Ceci termine done la preuve de la PropriCk? 12. •i 
L’exemple qui suit montre que l’inclusion de I’, dans r, est stricte. 
Exemple 
X = Ia, b, cl, v = is,, Sz, S, , S), 
P={S+S,S,S,; S,-+S,a+u; &+S>b+b; 
S, -j cS3 + cl, 
G = (X, v, P, S). 
On a 
L( G, S) = u+b+c+, 
BA(L(G, S)) = {“a”‘, “b”, wcw, “ab”, “bc”} 
u Wub+cw, 
“L”(G, S) = {“a-‘, wb”, wcw, “bc”} u Wubtcw. 
On a done ,Lw( G, S) 5 BA( L( G, S)). 
De plus, on montre facilement que wL”(G, S) ne peut appartenir a r,: en effet, 
supposons qu’il existe un langage algebrique L, de mots finis tel que “L”(G, S) = 
BA( L,); puisque, pour tout entier i de N+, w ub’c” appartient a “‘L”(G, S) = BA(L,,), 
on a 
Vi, jE N+, u’b’ E F(L,). 
Le mot “ub” doit done aussi appartenir a BA( Lo) = “‘L,( G, S); or, ceci n’est pas vrai. 
Nous achevons ainsi l’etude de la notion de langage algebrique de mots biinfinis, 
qui s’est resumee par les inclusions suivantes: 
I’,sr, sTOs”CF” =.ZA’p(O(Rat(X”xX”))). 
Terminons par une derniere remarque. 
Remarque. Pour construire des mots biinfinis a partir dune grammaire algebrique 
G = (X, V, P, a) nous avons defini la notion de derivation biinfinie etroitement like 
a la notion de genealogie de G-derivation; wL”‘(G, U) est l’ensemble des mots 
biinfinis qui sont les resultats de G-derivation biinfinies rtussies: ce sent, intuitive- 
ment, les feuillages biinfinis de genealogies infinies de G-derivation. 
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On aurait pu suivre une autre idee pour construire des mots biinfinis a partir de 
la grammaire G: notons “t”( G, U) l’ensemble des mots biinfinis u de “X” satis- 
faisant les conditions suivantes: 
(1) 11 existe une suite infinie (gl),EN+ de genealogies finies de G-derivation telle 
que Vi E N+, gi Up gi+l ou gi -L gi+l. 
(2) I1 existe deux suites ( Zi)it ,,, + et (ri)ltN+ de mots de X* telles que 
l ViEN+ , I,r, est un facteur de fg(g,); 
l 3i E N+, li est un facteur droit propre de I,+, et ri est un facteur gauche propre 
de r,+l; 
l u=fi{Ii, ie N+}*hni{r,, iE N+}. 
Cette notion de mot biinfini engendre par une grammaire algebrique est presque 
identique a celle definie precedemment, a ceci pres que les relations liant la position 
du facteur l,r, dans fg(gi) et la position du facteur li+,ri+, dans fg(gi+,) ne sont pas 
precisees. Les deux notions sont differentes en general et on ales inclusions suivantes: 
“‘L”(G, (T)C “L”‘(G, n)c BA(L(G, v)). 
L’exemple qui suit montre que ces inclusions peuvent 6tre strictes: 
X = {a, b, c, 4, v = {S, S, > S* > S3 3 SJ, 
P={S+S,Sz; s,+as,+a; s,+s,s,+s,; 
S,-, b&c+ b&c; S,+ S,d +d}, 
G =(X, V, I’, S). 
Si LO designe le langage {b”d”c”, n 2 1, p 3 l}, on a L(G, S) = a+(&)+. 
Considerons la suite de genealogies de G-derivation de la Fig. 8. Le mot 
“bd” =&{b’, iE N+}.G{d’, if N+} 
appartient B “L”( G, S) mais n’appartient pas a ,L”‘( G, S). 
D’autre part, le mot “ab” appartient a BA(L( G, S)) mais n’appartient pas a 
“L”( G, S): intuitivement, si g est une gentalogie de G-derivation, fg(g) ne peut 
contenir qu’une occurrence d’un mot de u+b+ et s’il contient une telle occurrence, 
il n’est plus possible de produire des lettres a, car Si n’apparait plus dans fg(g) (si 
S, apparaissait dans fg(g), il se trouverait entre des lettres a et des lettres b, et fg(g) 
ne contiendrait aucun facteur appartenant a u+b+). Les deux inclusions 
wL”(G,S)c”L’L(G,S) et RL”(G,S)cBA(L(G,S)) 
sont done strictes. 
I1 est cependant interessant de noter que, en vertu de la PropriM 12, si G est 
reduite et sous forme bigreibach, alors les deux notions de mots biinfinis engendrts 
par une grammaire algebrique coyncident; on a, en effet, dans ce cas 
BA(L(G,S))=“L”(G,S)=f’Lf’(G,S). 
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g1 = sz d 
S2/’ * s2 
- S2/s2\S2 -+ 
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