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Abstract
In this paper we shall discuss the Abel–Gontscharo' interpolation problem in the continuous, discrete and
time scale cases. Let Pn−1 denote the (n− 1)th degree Abel–Gontscharo' interpolating polynomial of a given
function x. The interpolating conditions in the continuous, discrete and time scale cases are, respectively,
given by P(i)n−1(ai+1) = x
(i)(ai+1); iPn−1(ai+1) = ix(ai+1), and P
i
n−1(ai+1) = x
i(ai+1); 06 i6 n− 1 where
ai; 16 i6 n are the interpolating nodes. In each of the three cases we shall present the best possible error
bounds under di'erent settings of ai’s. Furthermore, as an application of the error estimates obtained, criteria
are developed for the right disfocality as well as disconjugacy for higher order equations in each of the three
cases.
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1. Introduction
The Abel–Gontscharo' interpolation problem in the real case was introduced in 1935 by Whit-
taker [14] and subsequently by Gontscharo' [10] and Davis [9]. Here, let x(t) be a given function
that is n-times continuously di'erentiable on the interval [a; b] (i.e., x∈C(n)[a; b]), and let Pn−1(t)
be the (n− 1)th degree polynomial satisfying the Abel–Gontscharo' interpolating conditions
P(i)n−1(ai+1) = x
(i)(ai+1) = Ai+1; 06 i6 n− 1; (1.1)
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where a6 a16 a26 · · ·6 an6 b. Although Abel–Gontscharo' interpolation was introduced as early
as in 1935, the error analysis for the interpolation problem was not discussed until 1964 by Levin
[13] and subsequently by several authors [1,4,5,8,18]. Indeed, denoting the error function by e(t) =
x(t)−Pn−1(t), the quest is on for the best possible constants Ci; 06 i6 n−1 such that the following
error inequalities hold under di'erent assumptions on ai’s:
max
t∈[a;b]
|e(i)(t)|6Ci max
t∈[a;b]
|x(n)(t)|; 06 i6 n− 1: (1.2)
The Abel–Gontscharo' interpolation problem in the discrete case was introduced much later in
the early 1990s by Agarwal and Lalli [3]. In this case, let x(k) be a given function deHned for
k ∈{a; a+1; : : : ; b+ n− 1} (where a; b are integers with b− a¿ n− 1¿ 1), and let Pn−1(k) be the
Abel–Gontscharo' interpolating polynomial of degree (n− 1) satisfying
iPn−1(ai+1) = ix(ai+1) = Ai+1; 06 i6 n− 1; (1.3)
where ai’s are integer nodes such that a6 a16 a26 · · ·6 an6 b (an¿a1). The error analysis for
discrete Abel–Gontscharo' interpolation was initiated by Wong [15] in 1999. In fact, for the error
function e(k)= x(k)−Pn−1(k), the problem is to search for the optimal constants Ci; 06 i6 n− 1
in the following error inequalities:
max
k∈[a;b+n−1−i]∩Z
|ie(k)|6Ci max
k∈[a;b−1]∩Z
|nx(k)|; 06 i6 n− 1 (1.4)
under di'erent assumptions on the ai’s.
Recently, a research trend has started to unify the continuous and discrete cases by considering
the time scale case. A time scale T is a closed subset of R, thus both R and Z are special
examples of time scales. Very recently, Agarwal and Bohner [2] and Wong [16,17] have discussed
Abel–Gontscharo' interpolation problem in the time scale case. Here, let x(t) be a function deHned
on [a; b] ∩ T (a; b∈T), and let Pn−1(t) be the (n − 1)th degree polynomial satisfying the Abel–
Gontscharo' interpolating conditions
P
i
n−1(ai+1) = x
i(ai+1) = Ai+1; 06 i6 n− 1; (1.5)
where ai ∈T ; 16 i6 n are such that a6 a16 a26 · · ·6 an6 n−1(b). To obtain bounds for the
error function e(t) = x(t)− Pn−1(t), we shall derive, based on di'erent assumptions on the ai’s, the
best possible constants Ci; 06 i6 n− 1 in the following error inequalities:
max
t∈[a;i(b)]
|ei(t)|6Ci max
t∈[a;n(b)]
|xn(t)|; 06 i6 n− 1: (1.6)
The plan of the paper is as follows. In Section 2, we shall present the error analysis for continuous
Abel–Gontscharo' interpolation. As an application of the results obtained, we shall provide tests for
the right disfocality as well as disconjugacy for a higher order equation. Section 3 deals with discrete
Abel–Gontscharo' interpolation in which the major di'erences from the continuous case will be
highlighted. Finally, in Section 4 we include some preliminaries on time scale calculus before we
discuss Abel–Gontscharo' interpolation on time scale. The treatment in Section 4 not only uniHes
those in Sections 2 and 3, but also provides further insights into the analysis.
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2. Abel–Gontscharo interpolation in real domain
Let −∞¡a¡b¡∞, and a6 a16 a26 · · ·6 an6 b be the given points. The Abel–
Gontscharo6 interpolating polynomial Pn−1(t) of degree (n − 1) satisfying the Abel–Gontscharo6
conditions (1.1) exists uniquely and can be expressed as [5]
Pn−1(t) =
n−1∑
i=0
Ti(t)Ai+1; (2.1)
where T0(t)=1, and Ti(t); 16 i6 n−1 is the unique polynomial of degree i satisfying T (k)i (ak+1)=
ki; 06 k6 i. In fact, Ti(t) can be written as
Ti(t) =
∫ t
a1
∫ t1
a2
· · ·
∫ ti−1
ai
dti dti−1 · · · dt1 (t0 = t): (2.2)
Let M = maxt∈[a;b]|x(n)(t)|. For the error function e(t) = x(t) − Pn−1(t), we shall obtain the best
possible constants Ci; 06 i6 n− 1 such that the following error inequalities hold:
max
t∈[a;b]
|e(i)(t)|6Ci M; 06 i6 n− 1: (2.3)
This will be accomplished based on the following two di'erent assumptions on ai’s:
(I) a6 a16 a26 · · ·6 an6 b;
(I;) Let ;  be integers such that 06 6 n− 2; 16 6 n− 1, and
a= a1 = · · ·= a+1¡a+26 · · ·6 an−6 an−+1 = · · ·= an = b:
We remark that other than being a special case of condition (I), condition (I;) reIects the situation
when a1 = a and an = b, i.e., interpolation in the exact sense of the word.
For 06 i6 n− 1, deHne
r;i =


(
n−i−1
max{−i; ; [ n−i−12 ]}
)
if 06i6n−−1;
1 if n−6i6n−1
and
ri = r
0;0
i
=


n−i−1[
n−i−1
2
]

 :
(2.4)
Theorem 2.1. (a) Under condition (I), (2.3) holds with Ci = [(b− a)n−i=(n− i)!]ri.
(b) Under condition (I;), (2.3) holds with Ci = [(b− a)n−i=(n− i)!]r;i .
Also, the constants Ci; 06 i6 n− 1 are the best possible ones in the respective cases.
To prove Theorem 2.1, we require the following lemmas.
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Lemma 2.1 (Error representation). Let condition (I) hold. The error function e(t) can be written
as
e(t) =
∫ t
a1
∫ t1
a2
· · ·
∫ tn−1
an
x(n)(tn) dtn · · · dt1: (2.5)
Proof. From (2.5) we have
e(i)(t) =
∫ t
ai+1
∫ t1
ai+2
· · ·
∫ tn−i−1
an
x(n)(tn−i) dtn−i · · · dt1; 06 i6 n− 1 (2.6)
from which it is immediate that e(i)(ai+1) = 0; 06 i6 n− 1 and e(n)(t) = x(n)(t).
Lemma 2.2. Let condition (I) hold. For each 06 i6 n− 1, the following holds for t ∈ [a; ai+1]:
|e(i)(t)|6M (b− t)
n−i
(n− i)! : (2.7)
Proof. In view of (2.6) it immediately follows that
|e(i)(t)|6
∫ b
t
∫ b
t1
· · ·
∫ b
tn−i−1
|x(n)(tn−i)| dtn−i · · · dt16M (b− t)
n−i
(n− i)! :
The next lemma is obvious.
Lemma 2.3. Let condition (I;) hold. For each n−6 i6 n−1, inequality (2.7) holds for t ∈ [a; b].
Lemma 2.4. Let condition (I;) hold. For each 06 i6 n−−1, the following holds for t ∈ [ai+1; b]:
|e(i)(t)|6M (b− a)
n−i
(n− i)!
(
n− i − 1
max{− i; ; [ n−i−12 ]}
)
: (2.8)
Proof. First we shall prove that for t ∈ [ai+1; an], there exists an integer ‘; 16 ‘6 n− i − 1 such
that
|e(i)(t)|6M
∫ t
a
∫ t1
a
· · ·
∫ t‘−1
a
∫ b
t‘
· · ·
∫ b
tn−i−1
dtn−i · · · dt1: (2.9)
Denoting | ∫ dc |= ∫ max{c;d}min{c;d} , from (2.6) we have
|e(i)(t)|6M
∫ t
a
∣∣∣∣
∫ t1
ai+2
∣∣∣∣ · · ·
∣∣∣∣
∫ tn−i−2
an−1
∣∣∣∣
∫ b
tn−i−1
dtn−i · · · dt1: (2.10)
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If t16 ai+2, then |
∫ t1
ai+2
|6 ∫ bt1 . Further, since t2 lies between ai+2 and t1, we Hnd that t16 t26
ai+26 ai+3 and hence |
∫ t2
ai+3
|6 ∫ bt2 . Continuing in this way, (2.10) leads to (2.9) with ‘ = 1.
If t1¿ ai+2, then |
∫ t1
ai+2
|6 ∫ t1a : Further, since t2 lies between ai+2 and t1, it is clear that ai+26
t26 t1. Now there are two possibilities: (i) t26 ai+3, then |
∫ t2
ai+3
|6 ∫ bt2 , and as before we have
| ∫ t3ai+4 |6 ∫ bt3 , and so on, and from (2.10) we get (2.9) with ‘= 2; (ii) t2¿ ai+3, then | ∫ t2ai+3 |6 ∫ t2a ,
and (2.10) becomes
|e(i)(t)|6M
∫ t
a
∫ t1
a
∫ t2
a
∣∣∣∣
∫ t3
ai+4
∣∣∣∣ · · ·
∣∣∣∣
∫ tn−i−2
an−1
∣∣∣∣
∫ b
tn−i−1
dtn−i · · · dt1: (2.11)
Since t3 is between ai+3 and t2, we have ai+36 t36 t2. Now once again we have two possibilities,
either t36 ai+4 in such a case (2.11) leads to (2.9) with ‘=3; or t3¿ ai+4 for which (2.11) becomes
|e(i)(t)|6M
∫ t
a
∫ t1
a
∫ t2
a
∫ t3
a
∣∣∣∣
∫ t4
ai+5
∣∣∣∣ · · ·
∣∣∣∣
∫ tn−i−2
an−1
∣∣∣∣
∫ b
tn−i−1
dtn−i · · · dt1:
Continuing in this way, we Hnd that (2.9) holds.
Next, the right-hand side of (2.9) can be explicitly integrated and it attains its maximum at t= b,
thus we obtain
|e(i)(t)|6 M
(n− i)!

(−1)‘(b− t)n−i +
‘−1∑
j=0
(−1)‘−j+1(b− a)n−i−j
(
n− i
j
)
(t − a)j


6
M
(n−i)!
‘−1∑
j=0
(
n−i
j
)
(−1)‘−j+1(b−a)n−i= M
(n−i)!
(
n−i−1
‘−1
)
(b−a)n−i: (2.12)
Now, we shall maximize the right-hand side of (2.12) over ‘. For this, if 06 i6  (6 n−−1),
then it is clear from (2.6) and (2.9) that we must have ‘¿  − i + 1 or ‘ − 1¿  − i. Moreover,
since i6 n− − 1, from (2.6) and (2.9) again we observe that n− i− ‘¿ . Combining all these
with the relation ( n−i−1‘−1 ) = (
n−i−1
n−i−‘), we see that
max
‘
(
n− i − 1
‘ − 1
)
= max
j¿−i
j¿
(
n− i − 1
j
)
=
(
n− i − 1
max{− i; ; [ n−i−12 ]}
)
:
Hence, from (2.12) we immediately get (2.8).
Proof of Theorem 2.1. (a) Since the function g(t)=e(i)(t) satisHes g(ai+1)=g′(ai+2)= · · ·=g(n−i−1)
(an) = 0; g(n−i)(t) = x(n)(t), and a6 ai+16 · · ·6 an6 b it suMces to prove (2.3) for i = 0 only.
For this, Lemma 2.2 (i = 0) implies that
|e(t)|6M (b− a)
n
n!
; t ∈ [a; a1]: (2.13)
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Further, we have
e(t) =
∫ t
a1
∫ t1
a2
· · ·
∫ tj−1
aj
e(j)(tj) dtj dtj−1 · · · dt1; 16 j6 n: (2.14)
Thus, for t¿ aj (16 j6 n) it follows that
|e(t)|6
∫ t
a
∫ t1
a
· · ·
∫ tj−1
a
|e(j)(tj)| dtj dtj−1 · · · dt1 =
∫ t
a
(t − s)j−1
(j − 1)! |e
(j)(s)| ds: (2.15)
In particular, we get (j = n)
|e(t)|6M
∫ b
a
(b− s)n−1
(n− 1)! ds=M
(b− a)n
n!
; t ∈ [an; b]: (2.16)
Using (2.7) in (2.15), it follows that for t ∈ [aj; aj+1]; 16 j6 n− 1,
|e(t)|6M
∫ t
a
(t − s)j−1
(j − 1)!
(b− s)n−j
(n− j)! ds6M
∫ b
a
(b− s)n−1
(n− j)!(j − 1)! ds
= M
(
n− 1
n− j
)
(b− a)n
n!
6M
(
n− 1
[ n−12 ]
)
(b− a)n
n!
: (2.17)
Now, a combination of (2.13), (2.16) and (2.17) yields the result immediately.
(b) From Lemma 2.3, the result is immediate for each n−6 i6 n−1. Next, for 06 i6 n−−1,
we combine Lemmas 2.2, 2.4 and the fact that any binomial coeMcient is at least 1 to obtain the
result.
Theorem 2.1(b) leads to the following corollaries.
Corollary 2.1. For the (m1; : : : ; mr) right focal point interpolation described by
P(i)n−1(aj) = x
(i)(aj) = Ai;j; 16 j6 r (¿ 2); a6 a1¡a2¡ · · ·¡ar6 b;
sj−16 i6 sj − 1; s0 = 0; sj =
j∑
‘=1
m‘ (m‘¿ 1);
r∑
j=1
mj = n (2.18)
with a1 = a and ar = b, the following inequalities hold:
max
t∈[a;b]
|e(i)(t)|6M (b− a)
n−i
(n− i)! r
m1−1;mr
i ; 06 i6 n− 1: (2.19)
Proof. It is noted in this case that = m1 − 1 and  = mr .
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Corollary 2.2. For the two-point right focal interpolation described by
P(i)n−1(a1) = x
(i)(a1) = Ai; 06 i6 ;
P(i)n−1(a2) = x
(i)(a2) = Bi; + 16 i6 n− 1; a6 a1¡a26 b (2.20)
with a1 = a and a2 = b, the following inequalities hold:
max
t∈[a;b]
|e(i)(t)|6M (b− a)
n−i
(n− i)! r
;n−−1
i ; 06 i6 n− 1
= M
(b− a)n−i
(n− i)!


(
n− i − 1
− i
)
if 06 i6 ;
1 if + 16 i6 n− 1:
(2.21)
Proof. Here, we have +1+ = n, i.e., = n− − 1. Since ( n−i−1−i )= ( n−i−1n−−1)= ( n−i−1 ), (2.21)
follows from the symmetry of binomial coeMcients.
Remark 2.1. Corollary 2.2 has also been obtained in [1], however, by using a di'erent error repre-
sentation in terms of the Green’s function.
Remark 2.2. The result of Theorem 2.1(b) is obviously sharper than that of Theorem 2.1(a).
Remark 2.3. Theorem 2.1(b) o'ers the best possible error inequalities (2.3). To prove this, for a
Hxed i (06 i6 n− 1) we deHne the nth degree polynomial
x$(t) =
(−1)n
n!
n∑
%=$
(−1)%
(
n
%
)
t%; t ∈ [0; 1]; (2.22)
where
$= $(i) =
{
n−  if ¿max{− i; [ n−i−12 ]};
max{− i; ; [ n−i−12 ]}+ i + 1 otherwise:
(2.23)
Obviously, x(n)$ (t) = (−1)2n = 1=maxt∈[0;1] |x(n)$ (t)|=M . Further, we have for 06 j6 n− 1 and
t ∈ [0; 1],
x(j)$ (t) = (−1)n
j!
n!
n∑
%=max{$; j}
(−1)%
(
n
%
)(
%
j
)
t%−j: (2.24)
770 P.J.Y. Wong / Journal of Computational and Applied Mathematics 164–165 (2004) 763–782
It follows from (2.24) that
x(j)$ (0) = 0; 06 j6 $− 1 (2.25)
and
x(j)$ (1) = (−1)n
j!
n!
n∑
%=j
(−1)%
(
n
%
)(
%
j
)
= (−1)n j!
n!
(−1)jnj = 0; $6 j6 n− 1: (2.26)
Let Pn−1(t) be the Abel–Gontscharo' interpolating polynomial of x$(t) satisfying the following
interpolating conditions:
P(j)n−1(0) = x
(j)
$ (0); 06 j6 $− 1; P(j)n−1(1) = x(j)$ (1); $6 j6 n− 1:
Then, in view of (2.25) and (2.26), we see that Pn−1(t) ≡ 0 and hence e(t) = x$(t).
If $6 i6 n− 1, then it follows from (2.24) that
max
t∈[0;1]
|x(i)$ (t)|¿ |x(i)$ (0)|=
1
(n− i)! : (2.27)
If 06 i6 $− 1, then from (2.24) we Hnd that
max
t∈[0;1]
|x(i)$ (t)|¿ |x(i)$ (1)|
=
i!
n!
∣∣∣∣∣
n∑
%=$
(−1)%
(
n
%
)(
%
i
)∣∣∣∣∣= 1(n− i)!
(
n− i − 1
n− $
)
=
1
(n− i)!
(
n− i − 1
max{− i; ; [ n−i−12 ]}
)
: (2.28)
Subsequently, a combination of (2.27) and (2.28) yields
max
t∈[0;1]
|x(i)$ (t)|¿
1
(n− i)!


(
n− i − 1
max{− i; ; [ n−i−12 ]}
)
if 06 i6 $− 1;
1 if $6 i6 n− 1:
(2.29)
It can be shown that (i) if 06 i6 n− − 1, then i6 $− 1; and (ii) if n− 6 i6 n− 1, then
$= n− . Hence, in view of (i) and (ii), (2.29) subsequently leads to
max
t∈[0;1]
|x(i)$ (t)|¿
1
(n− i)! r
;
i :
Hence, for the function x$(t) (=e(t)) equality holds in (2.3). This shows that the error inequalities
(2.3) are the best possible.
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Remark 2.4. Theorem 2.1(a) provides the best possible error inequalities (2.3). Note that in this
case the constants Ci obtained are actually those of Theorem 2.1(b) when ==0. Therefore, from
(2.23) we have $= $(i) = [(n− i − 1)=2] + i + 1 = [(n+ i + 1)=2] and the veriHcation is similar to
that in Remark 2.3.
To illustrate the importance of the error inequalities obtained in Theorem 2.1, we shall now provide
tests for the right disfocality as well as disconjugacy for the higher order di'erential equation
x(n) + pn−1(t)x(n−1) + · · ·+ p0(t)x = 0; t ∈ [a; b] (2.30)
in terms of Mi =maxt∈[a;b] |pi(t)|; 06 i6 n− 1.
De$nition 2.1. The di'erential equation (2.30) is said to be (; )-right disfocal on [a; b] if and
only if the only solution of (2.30) satisfying
x(i)(ai+1) = 0; 06 i6 n− 1; (2.31)
where (I;) holds, is the trivial solution. Further, we say that (2.30) is right disfocal on [a; b] if
and only if the only solution of (2.30) satisfying (2.31) where (I) holds, is the trivial solution.
Theorem 2.2. De;ne
';(h) =
n−1∑
i=0
Mi(h− i)n−i
(n− i)! r
;
i and '= '
0;0:
(a) If ';(b− a)6 1, then (2.30) is (; )-right disfocal on [a; b].
(b) If '(b− a)6 1, then (2.30) is right disfocal on [a; b].
Proof. We shall prove (a) only as the proof of (b) is similar. Suppose on the contrary that (2.30)
has a nontrivial solution x(t) satisfying (2.31) where (I;) holds. Then, the Abel–Gontscharo'
interpolating polynomial Pn−1(t) of x(t) is zero and so e(t)=x(t)−Pn−1(t)=x(t). Applying Theorem
2.1(b) we obtain
max
t∈[a;b]
|x(i)(t)|6M (b− a)
n−i
(n− i)! r
;
i ; (2.32)
where M =maxt∈[a;b] |x(n)(t)|= |x(n)(%)| for some %∈ [a; b]. Subsequently, using (2.32) we Hnd that
M = |x(n)(%)|= |p0(%)x(%) + · · ·+ pn−1(%)x(n−1)(%)| (2.33)
6M';(b− a): (2.34)
Clearly, M ¿ 0, since otherwise x(t) would coincide on [a; b] with a polynomial of degree m¡n
and x(m)(t) would not vanish on [a; b]. Hence, it follows from (2.34) that ';(b − a)¿ 1. It only
remains to exclude the possibility of equality. At least one of the numbers Mi; 06 i6 n − 1 is
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di'erent from zero, since otherwise x(t) would be a polynomial of degree less than n and cannot
satisfy (2.31). Thus, if ';(b− a) = 1 then equality must hold in (2.32) for at least one value of i.
In view of Remark 2.2 this is possible only if x(t) coincides on [a; b] with a polynomial of degree
n. But we can then take % to be any point in [a; b], and |x(i)(%)| is not constant on [a; b] for any
06 i6 n− 1. So (2.33) cannot hold. Therefore, we must have ';(b− a)¿ 1.
De$nition 2.2. The di'erential equation (2.30) is said to be disconjugate on [a; b] if no nontrivial
solution of (2.30) has n zeros on [a; b].
Corollary 2.3. If '(b− a)6 1, then (2.30) is disconjugate on [a; b].
Proof. By Rolle’s theorem, the right disfocality of (2.30) on [a; b] implies the disconjugacy of (2.30)
on [a; b]. The conclusion now follows immediately from Theorem 2.2(b).
Lemma 2.5 (Coppel [8]). Suppose x∈C(n−1)[a; b] has at least n zeros in [a; b]. Then, we can ;nd
points ai; 16 i6 2n − 1 such that a6 a16 a26 · · ·6 a2n−16 b and 0 = x(a1) = x′(a2) = · · · =
x(n−2)(an−1) = x(n−1)(an) = x(n−2)(an+1) = · · ·= x′(a2n−2) = x(a2n−1).
Theorem 2.3. Let the functions pi(t); 06 i6 n− 1 be continuous on [a; b]. Then, the di6erential
equation (2.30) is disconjugate on [a; b] if '((b− a)=2)6 1.
Proof. The proof follows from Lemma 2.5, Theorem 2.2(b) and Corollary 2.3.
Lemma 2.6 (Coppel [8]). The di6erential equation (2.30) is disconjugate on [a; b] if and only
if for any r distinct points a6 a1¡ · · ·¡ar6 b and for any n arbitrary constants Ai;j where
16 j6 r; 06 i6mj and
∑r
j=1 mj + r = n, there exists a solution x(t) of (2.30) such that
x(i)(aj) = Ai;j: (2.35)
Remark 2.5. It follows from Lemma 2.6 that disconjugacy of a di'erential equation means the
possibility of interpolation by the solutions of the di'erential equation.
Corollary 2.4. If '((b − a)=2)6 1, then the boundary value problem (2.30), (2.35) has a unique
solution on [a; b].
Proof. This is an immediate consequence of Theorem 2.3 and Lemma 2.6.
3. Abel–Gontscharo interpolation in discrete domain
Let a; b (b¿a) be integers. We shall deHne the discrete interval N [a; b] = {a; a+ 1; : : : ; b}. The
symbol i is used to denote the ith forward di'erence operator with stepsize 1. For a nonnegative
integer m, we deHne the factorial expression k(m) =
∏m−1
‘=0 (k − ‘), with the usual understanding that
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k(0) = 1. Further, for integers p; q and any function u(k), we shall denote
q−1∮
‘=p
u(‘) =


q−1∑
‘=p
u(‘); q¿p;
−
p−1∑
‘=q
u(‘); p¿ q:
In this section we let x(k) be a given function deHned on N [a; b+n−1] (with n¿ 2; b−a¿ n−1),
and let Pn−1(k) be the Abel–Gontscharo6 interpolating polynomial of degree (n − 1) satisfying
the Abel–Gontscharo6 interpolating conditions (1.3). This polynomial exists uniquely and can be
explicitly expressed as [2,3]
Pn−1(k) =
n−1∑
i=0
Ti(k)Ai+1; (3.1)
where T0(k) = 1 and
Ti(k) =
k−1∮
‘1=a1
‘1−1∮
‘2=a2
· · ·
‘i−1−1∮
‘i=ai
1; 16 i6 n− 1 (‘0 = k): (3.2)
Let M =max‘∈N [a;b−1]|nx(‘)|. For the error function e(k) = u(k)− Pn−1(k), we shall search for
the best possible constants Ci; 06 i6 n− 1 such that the following error inequalities hold:
max
k∈N [a;b+n−1−i]
|ie(k)|6Ci M; 06 i6 n− 1: (3.3)
This will be carried out under two di'erent assumptions on the ai’s, namely, (I) and (I;)
(see Section 2).
Theorem 3.1 (Wong [15]). For 06 i6 n− 1, de;ne r;i and ri as in (2.4).
(a) Under condition (I), (3.3) holds with Ci = [(b+ n− 1− a− i)(n−i)=(n− i)!]ri.
(b) Under condition (I;), (3.3) holds with Ci = [(b+ n− 1− a− i)(n−i)=(n− i)!]r;i .
Also, the constants Ci; 06 i6 n− 1 are the best possible ones in the respective cases.
Remark 3.1. The arguments used to obtain Theorem 3.1 are similar to those in the continuous
case (Section 2). The most obvious modiHcations include replacing integrals by summations and
di6erentials by di6erences. We have the following analog to Lemmas 2.1–2.4.
Lemma 3.1 (Error representation): Let condition (I) hold. The error function e(k) can be
written as
e(k) =
k−1∮
‘1=a1
‘1−1∮
‘2=a2
· · ·
‘n−1−1∮
‘n=an
nx(‘n); k ∈N [a; b+ n− 1]: (3.4)
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Lemma 3.2. Let condition (I) hold. For each 06 i6 n− 1, the following holds for k ∈N [a; ai+1]:
|ie(k)|6M (b+ n− 1− k − i)
(n−i)
(n− i)! : (3.5)
Lemma 3.3. Let condition (I;) hold. For each n − 6 i6 n − 1, inequality (3.5) holds for
k ∈N [a; b+ n− 1− i].
Proof. It is obvious from Lemma 3.2 that (3.5) holds for k ∈N [a; b]. Using (3.4), we can show
easily that |ie(k)|= 0 for k ∈N [b; b+ n− 1− i]. This completes the proof.
Lemma 3.4. Let condition (I;) hold. For each 06 i6 n −  − 1, the following holds for k ∈N
[ai+1; b+ n− 1− i]:
|ie(k)|6M (b+ n− 1− a− i)
(n−i)
(n− i)!
(
n− i − 1
max{− i; ; [ n−i−12 ]}
)
: (3.6)
Theorem 3.1(b) leads to the following corollaries.
Corollary 3.1. For the (m1; : : : ; mr) right focal point interpolation described by
iPn−1(aj) = ix(aj) = Ai;j; 16 j6 r (¿ 2); a6 a1¡a2¡ · · ·¡ar6 b;
sj−16 i6 sj − 1; s0 = 0; sj =
j∑
‘=1
m‘ (m‘¿ 1);
r∑
j=1
mj = n (3.7)
with a1 = a and ar = b, the following inequalities hold:
max
k∈N [a;b+n−1−i]
|ie(k)|6M (b+ n− 1− a− i)
(n−i)
(n− i)! r
m1−1;mr
i ; 06 i6 n− 1: (3.8)
Corollary 3.2. For the two-point right focal interpolation described by
iPn−1(a1) = ix(a1) = Ai; 06 i6 ;
iPn−1(a2) = ix(a2) = Bi; + 16 i6 n− 1; a6 a1¡a26 b (3.9)
with a1 = a and a2 = b, the following inequalities hold:
max
k∈N [a;b+n−1−i]
|ie(k)|6M (b+n−1−a−i)
(n−i)
(n−i)!


(
n−i−1
−i
)
; if 06i6;
1 if +16i6n−1:
(3.10)
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Remark 3.2. Corollary 3.2 has also been obtained in [3], however, by using a di'erent error repre-
sentation which is in terms of Green’s function.
Remark 3.3. Remarks similar to Remarks 2.2–2.4 hold for discrete Abel–Gontscharo' interpolation.
To illustrate the importance of the error inequalities obtained in Theorem 3.1, we shall now provide
tests for the right disfocality as well as disconjugacy for the higher order di'erence equation
nx + pn−1(k)n−1x + · · ·+ p0(k)x = 0; k ∈N [a; b− 1] (3.11)
in terms of Mi =maxk∈N [a;b−1] |pi(k)|; 06 i6 n− 1.
De$nition 3.1. The di'erence equation (3.11) is said to be (; )-right disfocal on N [a; b + n − 1]
if and only if the only solution of (3.11) satisfying
ix(ai+1) = 0; 06 i6 n− 1; (3.12)
where (I;) holds, is the trivial solution. Further, we say that (3.11) is right disfocal on N [a; b+n−1]
if and only if the only solution of (3.11) satisfying (3.12) where (I) holds, is the trivial solution.
Using a similar argument as in the continuous case, we obtain the following result.
Theorem 3.2 (Wong [15]): De;ne
';(h) =
n−1∑
i=0
Mi(h− i)(n−i)
(n− i)! r
;
i and '= '
0;0:
(a) If ';(b+ n− 1− a)6 1, then (3.11) is (; )-right disfocal on N [a; b+ n− 1].
(b) If '(b+ n− 1− a)6 1, then (3.11) is right disfocal on N [a; b+ n− 1].
De$nition 3.2. Let u(k) be deHned on N [a; b]. We say that k = a is a node of u(k) if u(a) = 0.
Further, a¡k6 b is a node of u(k) if either u(k) = 0 or u(k − 1)u(k)¡ 0.
De$nition 3.3. The di'erence equation (3.11) is said to be disconjugate on N [a; b + n − 1] if no
nontrivial solution of (3.9) has n nodes on N [a; b+ n− 1].
Our next result requires a discrete Rolle’s Theorem.
Theorem 3.3 (Discrete Rolle’s theorem) (Agarwal and Lalli [3], Wong [15]). Suppose that the
function u(k) is de;ned on N [a; b] and has p nodes, and Pu(k) is de;ned on N [a; b − 1] and
has q nodes. Then, q¿p− 1.
Corollary 3.3. If '(b+ n− 1− a)6 1, then (3.11) is disconjugate on N [a; b+ n− 1].
Proof. The proof uses Theorem 3.3 and is similar to that of Corollary 2.3.
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Lemma 3.5. The di6erence equation (3.11) is disconjugate on N [a; b + n − 1] if and only if
for any r distinct integers a6 k1¡ · · ·¡kr6 b and for any n arbitrary constants Ai;j where
16 j6 r; 06 i6mj and
∑r
j=1 mj + r = n, there exists a solution x(k) of (3.11) such that
ix(kj) = Ai;j: (3.13)
Remark 3.3. It follows from Lemma 3.5 that disconjugacy of a di'erence equation means the pos-
sibility of interpolation by the solutions of the di'erence equation.
Corollary 3.4. If '(b+n−1−a)6 1, then the boundary value problem (3.11), (3.13) has a unique
solution on N [a; b+ n− 1].
4. Abel–Gontscharo interpolation on a time scale
Let T be a time scale, i.e., T is a closed subset of R. We assume that T has the topology that
it inherits from the standard topology on R. Throughout this section, the interval [c; d] is deHned as
[c; d]={t ∈T | c6 t6d}. We shall begin with some preliminaries on time scale analysis [2,7,11,12].
De$nition 4.1. For t ¡ supT and s¿ inf T , the forward jump operator , and the backward jump
operator  are, respectively, deHned by
,(t) = inf{%∈T | %¿ t}∈T and (s) = sup{%∈T | %¡ s}∈T :
For n¿ 1, we write ,n(t)=,(,n−1(t)) and n(s)=(n−1(s)). For the sake of notation, let ,0(t)= t
and 0(s) = s.
Remark 4.1. When T =R, we have ,n(t) = t = n(t); and when T =Z , we have ,n(t) = t + n and
n(t) = t − n.
De$nition 4.2. Let
T- =
{
T if T is unbounded above;
T \ ((maxT);maxT] otherwise:
We say that a function f : T → R is di6erentiable at t ∈T- if for some .¿ 0, there is a neighbor-
hood U of t such that for some real number 0 the inequality
|f(,(t))− f(s)− 0(,(t)− s)|¡.|,(t)− s|
is true for all s∈U . We shall write f(t) = 0 and we call f(t) the delta derivative of f(t). The
function f is di6erentiable on T- if f(t) exists for all t ∈T-. For n¿ 1 and t ∈T-n , the nth delta
derivative of f(t) is deHned by f
n
(t) = (f
n−1
)(t). Again, for notation’s sake, let f
0
(t) = f(t).
Remark 4.2. When T=R, we have f(t)=f′(t); and when T=Z ; f(t)=Pf(t)=f(t+1)−f(t).
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De$nition 4.3. If F(t) = f(t), then we deHne the integral
∫ t
a f(%)P%= F(t)− F(a).
Lemma 4.1 (Agarwal and Bohner [2], Wong [16]). Let g0 = h0 ≡ 1,
gk+1(t; s) =
∫ t
s
gk(t; %)P% and hk+1(t; s) =
∫ t
s
hk(%; s)P%; k¿ 0:
We have the following:
gk+1(t; s) =
∫ t
s
∫ t
%1
∫ t
%2
· · ·
∫ t
%k
P%k+1P%k · · ·P%1;
hk+1(t; s) =
∫ t
s
∫ %1
s
∫ %2
s
· · ·
∫ %k
s
P%k+1P%k · · ·P%1:
Remark 4.3. When T = R, we have gk(t; s) = hk(t; s) = (t − s)k =k!; and when T = Z , we have
hk(t; s) = (t − s)(k)=k! and gk(t; s) = (t − s+ k − 1)(k)=k!.
We shall now present Abel–Gontscharo' interpolation on a time scale. The analysis here reduces
to the results in Section 2 when T = R and to the results in Section 3 when T = Z . Let a; b∈T
with a¡n−1(b), and let ai ∈T ; 16 i6 n be such that a6 a16 a26 · · ·6 an6 n−1(b). For a
given function x(t) deHned on [a; b], we shall let Pn−1(t) be the Abel–Gontscharo6 interpolating
polynomial of degree (n− 1) satisfying the Abel–Gontscharo6 interpolating conditions (1.5). This
polynomial exists uniquely and has the representation (2.1) [2,15] where T0(t) = 1 and
Ti(t) =
∫ t
a1
∫ %1
a2
· · ·
∫ %i−1
ai
P%iP%i−1 · · ·P%1; 16 i6 n− 1 (%0 = t): (4.1)
Let M =maxt∈[a;n(b)] |yn(t)|. For the error function e(t)= y(t)−Pn−1(t), we shall o'er the best
possible constants Ci; 06 i6 n− 1 in the following error inequalities:
max
t∈[a;i(b)]
|ei(t)|6CiM; 06 i6 n− 1: (4.2)
Our analysis will base on two di'erent assumptions on the ai’s:
(I) a6 a16 a26 · · ·6 an6 n−1(b);
[(I;) Let ;  be integers such that 06 6 n− 2; 16 6 n− 1, and
a= a1 = · · ·= a+1¡a+26 · · ·6 an−6 an−+1 = · · ·= an = n−1(b):
Clearly, (I;) is a special case of condition (I) and corresponds to interpolation in the exact sense of
the word. Moreover, both assumptions reduce to those in the real and discrete (with b→ b+ n− 1)
cases.
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Let 3j; i = (−1)j−1
∑j−1
k=0 gk(a; 
i(b))gn−i−k(n−1(b); a). For 06 i6 n− 1, deHne
Q;i =


max
{
31; i ; max
−i+16j6n−i−
3j; i
}
if 06i6−1;
max
16j6n−i−
3j; i if 6i6n−−1;
31; i if n−6i6n−1
and
Qi =Q
0;0
i
= max
16j6n−i
3j; i:
(4.3)
The following result uniHes Theorems 2.1 and 3.1.
Theorem 4.1 (Agarwal and Bohner [2], Wong [16]). (a) Under condition (I), (4.2) holds with
Ci = Qi.
(b) Under condition (I;), (4.2) holds with Ci = Q
;
i .
Also, the constants Ci; 06 i6 n− 1 are the best possible ones in the respective cases.
Remark 4.4. The arguments used to obtain Theorem 4.1 generalize those in Theorems 2.1 and 3.1.
Here, instead of integrals (in R) and summations (in Z), we employ integrals on a time scale (see
DeHnition 4.3). The proof of Theorem 4.1 requires Lemmas 4.1–4.4 below which generalize those
in Sections 2 and 3.
Lemma 4.1 (Error representation): Let condition (I) hold. The error function e(t) can be written
as
e(t) =
∫ t
a1
∫ %1
a2
· · ·
∫ %n−1
an
x
n
(%n)P%nP%n−1 · · ·P%1; t ∈ [a; b]: (4.4)
Lemma 4.2. Let condition (I) hold. For each 06 i6 n− 1, the following holds for t ∈ [a; ai+1]:
|ei(t)|6Mgn−i(n−1(b); t)6Mgn−i(n−1(b); a): (4.5)
Lemma 4.3. Let condition (I;) hold. For each n − 6 i6 n − 1, inequality (4.5) holds for
t ∈ [a; i(b)].
Lemma 4.4. Let condition (I;) hold. For each 06 i6 n −  − 1, the following holds for t ∈
[ai+1; i(b)]:
|ei(t)|6M max
max{1;−i+1}6j6n−i−
3j; i: (4.6)
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Theorem 4.1(b) leads to the following corollaries.
Corollary 4.1. For the (m1; : : : ; mr) right focal point interpolation described by
P
i
n−1(aj) = x
i(aj) = Ai;j; 16 j6 r (¿ 2); a6 a1¡a2¡ · · ·¡ar6 n−1(b);
sj−16 i6 sj − 1; s0 = 0; sj =
j∑
‘=1
m‘ (m‘¿ 1);
r∑
j=1
mj = n (4.7)
with a1 = a and ar = n−1(b), the following inequalities hold:
max
t∈[a;i(b)]
|ei(t)|6MQm1−1;mri ; 06 i6 n− 1: (4.8)
Corollary 4.2. For the two-point right focal interpolation described by
P
i
n−1(a1) = x
i(a1) = Ai; 06 i6 ;
P
i
n−1(a2) = x
i(a2) = Bi; + 16 i6 n− 1; a6 a1¡a26 n−1(b) (4.9)
with a1 = a and a2 = n−1(b), the following inequalities hold:
max
t∈[a;i(b)]
|ei(t)|6M
{
max{31; i ; 3−i+1; i}; 06 i6 ;
31; i ; + 16 i6 n− 1:
(4.10)
Remark 4.5. The constants Ci’s in Theorem 4.1(b) are the best possible. To prove this, for a Hxed
i (06 i6 n− 1) we deHne the integer $= $(i)∈{i+1; i+2; : : : ; n} to be such that Ci = 3$−i; i. Let
x$(t) be the nth degree polynomial given by
x$(t) =
n∑
k=$
hn−k(a; n−1(b))hk(t; a); t ∈ [a; b] (4.11)
and let Pn−1(t) be the Abel–Gontscharo' interpolating polynomial of x$(t) satisfying P
j
n−1(aj+1) =
x
j
$ (aj+1); 06 j6 n− 1 where a= a1 = a2 = · · ·= a$ and a$+1 = a$+2 = · · ·= an = n−1(b). It can
be shown that the error function e$(t) = x$(t)− Pn−1(t) = x$(t), and
max
t∈[a;i(b)]
|ei$ (t)|= |e
i
$ (
i(b))|=M3$−i; i =MCi:
Hence, for the function x$(t) equality holds in (4.2). This shows that the error inequalities (4.2) are
the best possible.
Remark 4.6. When T = R, in view of Remark 4.3 we have
3j; i = (−1)j−1
j−1∑
k=0
gk(a; b)gn−i−k(b; a)
= (−1)j−1
j−1∑
k=0
(a− b)k(b− a)n−i−k
k!(n− i − k)! =
(b− a)n−i
(n− i)!
(
n− i − 1
j − 1
)
:
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Therefore, using the symmetry of binomial coeMcients, it is easy to see that Theorem 4.1 reduces
to the best possible error estimates obtained in Theorem 2.1.
When T = Z , once again from Remark 4.3 we Hnd
3j; i = (−1)j−1
j−1∑
k=0
gk(a; b− i)gn−i−k(b− n+ 1; a)
= (−1)j−1
j−1∑
k=0
(−1)k (b− a− i)
(k)(b− a− i − k)(n−i−k)
k!(n− i − k)! =
(b− a− i)(n−i)
(n− i)!
(
n− i − 1
j − 1
)
:
In the context of Section 3, b→ b+ n− 1 and so it is easily seen that Theorem 4.1 reduces to the
optimal error inequalities obtained in Theorem 3.1.
Example 4.1. Let T ={qk | k ∈Z}∪{0} where q¿ 1 is Hxed. For this time scale, it is known that
[2]
gk(s; t) = (−1)k
k−1∏
5=0
t − q5s∑5
m=0 q
m :
Consider Abel–Gontscharo' interpolation on T when q= 2; a= 1 and b= 32 (note a; b∈T). The
best possible constants Ci; 06 i6 n − 1 in (4.2) (provided in Theorem 4.1) are computed for
n= 2; 3; 4; 5 and various values of ; .
n : 2 3 4 5
;  : 0,1 0,0 0,2 1,1 0,0 0,3 1,2 2,1 0,0 0,4 1,3 2,2 3,1 0,0
i
0 155 310 155 930 1240 31 434 1736 1984 1 30 280 960 1024
1 15 15 35 35 70 15 15 90 120 1 1 14 56 64
2 7 7 7 7 7 7 14 1 1 1 6 8
3 3 3 3 3 1 1 1 1 2
4 1 1 1 1 1
To illustrate the importance of the error inequalities obtained in Theorem 4.1, we shall provide
tests for the right disfocality as well as disconjugacy for the following equation:
x
n
+ pn−1(t)x
n−1
+ · · ·+ p0(t)x = 0; t ∈ [a; n(b)]: (4.12)
For each 06 i6 n− 1, we shall denote Mi =maxt∈[a;n(b)] |pi(t)|.
De$nition 4.4. We say that (4.12) is (; )-right disfocal on [a; b] if and only if the only solution
of (4.12) satisfying
x
i
(ai+1) = 0; 06 i6 n− 1; (4.13)
where (I;) holds, is the trivial solution. Further, Eq. (4.12) is said to be right disfocal on [a; b] if
and only if the only solution of (4.12) satisfying (4.1) where (I) holds, is the trivial solution.
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Theorem 4.2 (Wong [16]): De;ne
'; =
n−1∑
i=0
MiQ
;
i and '= '
0;0:
(a) If ';6 1, then (4.12) is (; )-right disfocal on [a; b].
(b) If '6 1, then (4.12) is right disfocal on [a; b].
De$nition 4.5. Let u(t) be deHned on [a; b]. We say that t=a is a node of u(t) if u(a)=0. Further,
t ∈ (a; b] is a node of u(t) if either u(t) = 0 or u((t))u(t)¡ 0.
De$nition 4.6. Eq. (4.12) is said to be disconjugate on [a; b] if no nontrivial solution of (4.12) has
n nodes on [a; b].
Our next result requires Rolle’s theorem on a time scale.
Theorem 4.3 (Rolle’s theorem, Bohner and Eloe [6]): Let u be de;ned on T and have p nodes.
Then, u has at least (p− 1) nodes on T-.
Corollary 4.3. If '6 1, then (4.12) is disconjugate on [a; b].
Lemma 4.5. Eq. (4.12) is disconjugate on [a; b] if and only if for any r distinct numbers di ∈T ,
16 i6 r; a6d1¡ · · ·¡dr6 n−1(b) and for any n arbitrary constants Ai;j where 16 j6 r;
06 i6mj and
∑r
j=1 mj + r = n, there exists a solution x(t) of (4.12) such that
x
i
(dj) = Ai;j: (4.14)
Remark 4.7. It follows from Lemma 4.5 that disconjugacy of a di'erential equation on a time scale
means the possibility of interpolation by the solutions of that equation.
Corollary 4.4. If '6 1, then the boundary value problem (4.12), (4.14) has a unique solution on
[a; b].
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