Consider a multilayer graph, where the different layers correspond to different proprietary social networks on the same ground set of users. Suppose that the owners of the different networks (called hosts) are mutually non-trusting parties: how can they compute a centrality score for each of the users using all the layers, but without disclosing information about their private graphs?
INTRODUCTION
Nowadays social networking platforms, such as Facebook or Twitter, have realized that their proprietary social graph is an important asset with inestimable value, thus they keep it secret for obvious reasons of commercial benefits, as well as due to privacy legislation. 1, 2 At the same time, users are more and more allowed to log in one platform using another platform's account (e.g., log in Tripadvisor using a Facebook account) or by explicitly connecting their accounts in different networks 3 . This flexibility gives rise to a situation in which multiple social networks are defined over the same set of users (nodes), but the connections among these users (links) are secret information of the different social networking platforms' owners (which we call in the following hosts).
Multilayer graphs (sometimes called multi-dimensional networks or multiplex networks) are graphs that are composed of several layers, where each layer is a graph on the same set of nodes. Recently, the problem of computing node centrality measures in multilayer graphs has received a lot of attention [17, 9, 20, 31] . All of these studies assume a centralized setting, where all the layers are accessible at once. Contrarily to the literature, in this work we consider the problem of computing centrality measures in distributed multilayer graphs, i.e., where each layer in the graph is held by a different host. We assume that the hosts are mutually distrustful and do not wish to reveal any sensitive information about their perspective layer. In particular, we study three simple -yet meaningful -measures of centrality, one progressively generalizing the previous, which enable efficient and provably secure computation.
The first measure counts the number of nodes reachable from a node within a given radius D: this is a straightforward generalization of the most trivial definition of centrality, which is the degree (corresponding to the case D = 1).
The second measure extends the first one by counting the number of paths between any two nodes: this is the truncated version of the classic index introduced by the sociologist Leo Katz in 1953 [19] , which, according to a recent axiomatization by Boldi and Vigna [4] , is one of the centrality definitions exhibiting most of the desirable properties of centrality measures. The Katz index has been widely applied in link prediction (where it is known to be one of the best performing predictors [22] ), anomalous link detection [28] , and recommendation [29] . It is also worth mentioning that the Katz index is a close progenitor of PageRank [5] : the two measures differ only by a constant factor and by the 1 normalization of the adjacency matrix in PageRank [4] .
While the first two measures are relevant for both a normal (i.e. single-layered) graph and a multilayer graph, the third measure extends the Katz index to the multilayer setting, by keeping in consideration the fact that one node might be reachable from another node by different paths and in different layers. For example, if Bob is a friend of Alice in Facebook, Twitter and Linkedin, the chances of Bob being influenced by Alice in doing some action are, arguably, greater than Carol's, if Carol is a friend of Alice only in Facebook. Based on this intuition we introduce our third centrality measure, called Multilayer Truncated Katz.
The main challenges. The problem we study is significantly more challenging than the centralized case, as no algorithm can freely access all the layers at once. Secure multiparty computation, introduced by Yao in 1982 [36] , provides general solutions for problems that are similar in nature to ours: mutually distrustful parties wish to compute some joint function on their inputs without revealing them to one another. There are three main different approaches for this problem: garbled circuits [37, 25] , boolean sharing [14, 13] , and arithmetic sharing [3, 8, 1] . Unfortunately, all of these general solutions do not cope easily with the volume of graphs we are interested in, as these protocols require the transmission of a large amount of data and heavy processing for the participating parties. Despite the latest important efficiency improvements in the area (see [27, 2, 10] , to state a few), designing the right protocol for a given task is highly non-trivial, as it requires some subtle algorithmic design, and as it depends on many parameters that should be considered and on the exact application scenario (such as the properties of the underlying network, the computational resources of the parties, etc.).
The protocols that we introduce in this paper are based on the protocol of Ben-Or, Goldwasser and Wigderson [3] (BGW). The BGW protocol allows n parties, Pi, 1 ≤ i ≤ n, each holding a private integer xi in some finite field F, to jointly compute a multi-polynomial f (x1, . . . , xn) = (y1, . . . , yn) over those private inputs, without disclosing to each other their private inputs. The main challenge in this context is to cast the needed centrality scores as polynomials, over the private inputs of the different hosts, with as minimal degree as possible, as the degree is tightly connected to the running time of the protocol. This is non-trivial, since even a simple operation such as an IF-statement is translated to a polynomial with relatively high degree (specifically, the size of the underlying finite field, which in our setting is larger than the number of nodes). devise two protocols, the second of which is highly scalable and can be efficiently run on very large networks. We obtain this significant scalability boost by modifying the output of the protocol. Specifically, all of our centrality scores depend on a radius parameter D; while our basic protocol for the multilayer Katz score outputs only the D-centrality score, our scalable protocol outputs the d-centrality score for all 1 ≤ d ≤ D. This slight modification of the problem definition enables not only the scalability boost (which makes the difference between a theoretical protocol and a practical one) but also increased flexibility and independence for the collaborating hosts, as explained in Section 5.
Paper contributions and roadmap. The contributions of this paper are summarized as follows:
• We initiate investigation in the area of secure distributed computation of centrality measures over multiple, mutually non-trusting, social networks.
• Our main contribution is a suite of multiparty protocols to compute three different measures of centrality of increasing complexity. Our protocols are provably secure in the information-theoretic sense.
• The third of the measures of centrality that we consider is the most sensitive one, as it takes into consideration the multiplicity of paths in the multilayer graph. For that measure we devise a scalable protocol and empirically show that it can be efficiently run on very large real-world multilayer graphs.
To the best of our knowledge ours is the first study that deals with problems of computing centrality scores over multiple, mutually non-trusting, social networks.
The paper is organized as follows. The next section discusses related work. Section 3 introduces the three measures of centrality and provides the formal problem statement and some background in Secure Multiparty Computation needed to understand the protocols, which are given in Section 4. Scalability is discussed in Section 5, while Section 6 reports our empirical assessment, and Section 7 concludes the paper.
RELATED WORK
Several authors have proposed definitions of centrality measures in multigraphs [17, 9, 20, 31] . However, none of these previous articles deal with the distributed setting in which each layer in the graph is owned by a different party.
Secure protocols have been shown to be useful in a widevariety of applications. Protocols for secure computation were studied in the area of privacy-preserving data mining where the data is distributed among several parties who aim to jointly perform data mining on the unified corpus of data, while protecting the data records of each of the data owners from the other parties. For example, Lindell and Pinkas [24] showed how to securely build an ID3 decision tree when the training set is distributed horizontally; Lin et al. [23] discussed secure clustering using the EM algorithm over horizontally distributed data; and the problem of distributed association rule mining was studied in [34, 38] in the vertical setting, and in [18, 33] in the horizontal setting.
PRELIMINARIES
We consider a setting with players (named hosts), H1, . . . , H , each one holding a private directed graph on the same set of nodes V . We do not tackle here the technical problem of network reconciliation [21] , i.e., identifying which node corresponds to which node in different networks, as it is beyond the scope of this paper. We assume that the problem is solved and we know the identity of the same users across different networks: this is more and more the case as nowadays many users explicitly connect their accounts in different networks. A directed edge (or an arc for short) (u, v) indicates the fact that v is a follower of u, i.e., v is notified about u's activities and thus u can influence v, or in other terms, information can propagate from u to v. The private graphs Gt, 1 ≤ t ≤ , induce also a multilayer graph G = (V, {E1, . . . , E }). While in G each ordered pair of nodes (u, v) ∈ V 2 is either connected by an arc or not, as indicated by A(u, v), in G such a pair is connected by any number of arcs between 0 and . The number of connecting arcs for any ordered pair of nodes is given by the entries of the matrix B = t=1 At.
Definition 1 (Path and path scenario) Consider the collection of private graphs G1, . . . , G and the corresponding unified graph G and multigraph G.
then a (directed) path from u to v is a sequence of nodes w0 = u, w1, . . . , ws−1, ws = v such that (wi−1, wi) ∈ E for all 1 ≤ i ≤ s; in that case s is the length of the path. A path scenario is a path as defined above together with a sequence of indices 1 ≤ t1, . . . , ts ≤ such that (wi−1, wi) ∈ Et i for all 1 ≤ i ≤ s.
Example 1 Let G = (V, {E1, E2, E3}) be the multigraph induced by the three graphs G1, G2, G3 depicted in Figure 1 . An example of path scenario in G is ( v1, v2, v4 , 3, 2 ), indicating that one can go from v1 to v4 trough v2 with an arc in E3 and then with an arc in E2.
The following is a simple observation (we omit the proof for space economy). For example A(1, 2) = 1 indicates that there is an arc in G from v1 to v2, while B(1, 2) = 2, indicates that such arc exists in two of the private graphs. Next, we have Here, A 2 (1, 2) = 2 indicates that G has two paths from v1 to v2 of length 2 (one through v3 and one through v4). However, B 2 (1, 2) = 7 as there are 7 ways to realize those paths in G.
Definition 2 Given an integer D and k scalar weights
When all weights β k = 1, it is easy to see that A [D] (u, v) equals the number of paths of length at most D from u to v in G, while B
[D] (u, v) equals the number of path scenarios of length at most D from u to v. The weights β k are used to give more importance to shorter paths over longer ones.
We are now ready to define the three measures of centrality which are the main focus of our work. In the context of social networks they may be viewed as measures of influence or prestige. The measures are denoted for simplicity π1, π2, and π3 in increasing order of complexity. The first measure counts the number of nodes that are reachable from u by a path of length at most D in the union graph G.
The reach of a node is a straightforward generalization of the most trivial definition of centrality, which is the degree of a node (corresponding to the case D = 1).
The next measure we consider is the classic index introduced by the sociologist Leo Katz in 1953 [19] .
In the classic Katz index β k = a k for a constant a, and D = ∞: the infinite sum converges if a < 1/ρ(A), where ρ(A) is the spectral radius of A. When we consider a given D < ∞, the index is called Truncated Katz [11, 35, 26] . Truncated Katz can be seen as an extension of the Reach score: instead of just counting the reachable nodes, it gives each such node v a multiplicity weight that equals the number of different paths from u to v of length at most D in G, and it then applies the distance weights β k .
The measures π1 and π2 are relevant for both a normal graph and a multigraph. The third measure, π3, that we introduce next, is relevant only in a multigraph setting. It gives higher weights to nodes v that can be reached by u in more ways: e.g., if Bob is a friend of Alice in Facebook, Twitter and Linkedin, the chances of Bob being influenced by Alice in doing some action are, arguably, greater than Carol's, if Carol is a friend of Alice only in Facebook. Based on this intuition we introduce Multi-layer Truncated Katz.
Surprisingly, Multi-layer Truncated Katz is not only the most sensitive of the three measures, it is also the most efficient and scalable to compute. Before getting into the details, some background in secure multiparty computation is needed.
Secure multiparty computation
In the setting of secure multiparty computation (MPC) [36] , n mutually distrustful parties, P1, . . . , Pn, that hold private inputs x1, . . . , xn wish to compute some joint function on their inputs, i.e., (y1, . . . , yn) = f (x1, . . . , xn), without revealing any unnecessary information about these inputs (except for what is logically learned from the output).
MPC enables the parties to compute the function using an interactive protocol, where each party Pi learns exactly yi and nothing else. The security of the protocol is preserved even in the presence of an adversarial entity that corrupts some of the parties, combines their transcripts and tries to learn information about the honest parties' inputs. In this work, we consider a semi-honest adversary (who follows the protocol's specification but tries to learn more than it should by inspecting the protocol's transcript) that may have an unbounded computational power.
MPC provides a formal and rigorous definition of security, where the standard definition follows the "simulation paradigm", and it is similar in its nature to the definition of semantic security of encryptions [15] and zero-knowledge proofs [16] . In order to prove that a protocol is secure in the presence of a semi-honest adversary, one needs to show the existence of a simulator that receives as input the inputs and outputs of the corrupted parties, and simulates the messages that the corrupted parties see during the execution of the protocol. The existence of such a simulator implies that all the messages that the corrupted parties see during the interaction can be computed solely from their own input and output. Hence, the messages that the honest parties send during the protocol do not provide any other meaningful information. The formal definitions are more subtle, and we refer to [7, 13, 1] for formal definitions. We emphasize that even though secure protocols are very powerful, they cannot hide information that is logically leaked from the function that the parties compute. (For example, in case where three parties compute, say, the average of their salaries, the result reveals to each party the average of the other two.)
The BGW protocol
Our protocols, described in Section 4, are inspired by the BGW protocol [3] (the security of which was proven in [1] ), with the efficiency improvement of [12] . Consider n parties, Pi, 1 ≤ i ≤ n, each holding a private element xi in some finite field F. They wish to jointly compute a function over those inputs, f (x1, . . . , xn) = (y1, . . . , yn), where yi is the output to Pi, without disclosing to each other their private input. To that end, the parties P1, . . . , Pn agree on some arithmetic circuit C that computes f over the finite field F; the field's size must be greater than the number of participating parties as well as greater than the apriori bound on the input and output values. The circuit consists of two different types of gates: addition gates, and multiplication gates. Let α1, . . . , αn be distinct non-zero elements in F; then αi will be used as a public identifier of Pi. The parties preserve the following invariant during the computation: the value of each wire of the circuit is secret-shared using a Shamir's (t + 1)-out-of-n secret sharing scheme (see [30] ), with t < n/2. The protocol consists of the following three stages: input sharing phase, circuit emulation phase, and output reconstruction phase.
The input sharing phase. In this phase, each party Pi shares its input xi with all parties; i.e., it chooses a random polynomial gi of degree t such that gi(0) = xi, and it then sends to each party Pj the value gi(αj), 1 ≤ j ≤ n.
The circuit emulation phase. In this phase, the parties emulate the computation of C(x1, . . . , xn), where in each gate, the parties compute shares of the value of the output wire using their shares of the input wire by invoking a secure protocol. There are two types of gates to consider: addition gates and multiplication gates.
Addition gates. The computation of the output shares can be performed locally and without any interaction, since if f1(αi) and f2(αi) are the shares that Pi holds for the two input wires to an addition gate, then f (αi) = f1(αi) + f2(αi) is a valid sharing of the output wire. Indeed, if the polynomials f1(x) and f2(x) are of degree at most t, then so is their sum f (x) := f1(x) + f2(x); and, in addition,
Multiplication gates. The case of multiplication gates is more involved as it requires interaction among the parties. In particular, given shares f1(αi) and f2(αi) for the two input wires of a multiplication gate, then f (αi) := f1(α) · f2(αi) are shares of a polynomial f (x) with the correct constant term f (0) = f1(0) · f2(0), as required, but its degree could be as high as 2t, while we need the sharing polynomial to be of degree at most t. Hence, the players must interact in order to reduce the degree of that polynomial. The degree reduction procedure can be done using the method of [12] , which is based on the fact that if f is a polynomial of degree at most n − 1 and α1, . . . , αn are n distinct non-zero points in the field, then the constant term f (0) is a linear combination of the other points on that polynomial. That is, f1(0)·f2(0) = f (0) = n i=1 λi ·f (αi), where λi := j =i αj/(αi − αj) are the Lagrange coefficients.
The multiplication sub-protocol proceeds as follows. Given the shares f1(αi), f2(αi) of the party Pi, the party Pi locally multiplies these two shares and gets the value f (αi). Then, it chooses a polynomial gi(x) of degree at most t such that gi(0) = f (αi) = f1(αi) · f2(αi). It then shares the polynomial gi with all parties, so that each party Pj receives the share gi(αj). At the end of this stage, each party Pj holds the shares g1(αj), . . . , gn(αj). Next, let us define the polynomial h(x) := n i=1 λi · gi(x), which has a degree at most t. Each party Pj locally computes the linear combination n i=1 λi · gi(αj) = h(αj), which is its share in the implicitly defined polynomial h(x). Note that h(x) is a polynomial of degree at most t, and
. We later relate to this multiplication procedure as "the multiplication protocol of BGW".
Output reconstruction phase. In this phase, each party Pi receives all the shares of the output wire that corresponds to its respective output yi, and it then reconstructs yi.
THE PROTOCOLS
All of our protocols are based on sharing values among the hosts using Shamir's -out-of-secret sharing scheme. If x is any integer that the hosts share among themselves, then [x] denotes the set of all shares in x and [x]t denotes Ht's share, 1 ≤ t ≤ . The parameters of the scheme must satisfy < /2, where is the number of corruptions that our protocols can deal with. We note that this bound is tight for protocols that are perfectly secure [3] .
Our protocols use the following building blocks as subprotocols. The F Bool sub-protocol, defined below, is used in implementing the operator (see Definition 3) in a secure manner. The FOR sub-protocol is used when computing shares of the adjacency matrix A of the unified graph.
The FBool sub-protocol. Assume that the hosts hold shares [x] in some nonnegative integer x using an -outof-secret sharing scheme. The function F Bool enables them to translate those shares into shares in the corresponding boolean value (x). Formally, F Bool (x1, . . . , x ) → (y1, . . . , y ), where (x1, . . . , x ) are -out-of-shares of a secret x, and (y1, . . . , y ) are fresh -out-of-shares of y = (x) (i.e., y = 1 if x > 0 and y = 0 if x = 0). Note that the definition of this function does not leak to a set of less than parties any information about the value of x nor that of y.
The classical way to realize this function (e.g. [6] ) is based on Fermat's little theorem, by which x p−1 = (x) in the prime-order field Zp. Therefore, in order to compute this function, the hosts can just raise the underlying secret of their input shares to the power p − 1. By using the squareand-multiply method (see e.g. [32] ), this results in a circuit of depth O(log p), which can be evaluated using the BGW protocol.
The FOR sub-protocol. The OR function is defined by FOR(b1, . . . , b ) → (y1, . . . , y ), where b1, . . . , b are private bits (bt is known only to Ht) and (y1, . . . , y ) are freshout-of-shares of the bit y := ∨ i=1 bi, which is also kept secret. Since y = 1 − i=1 (1 − bi), such a function can be implemented by the BGW protocol using only − 1 multiplication gates, which can be parallelized and implemented in O(log ) layers.
We proceed to describe three protocols, Πj, for computing π D j , j = 1, 2, 3. We begin with Π3 which is the simplest one, as well as the most efficient one.
Protocol for Multigraph Truncated Katz
We present here Protocol Π3 that enables the hosts to compute together π
At. We begin by making the following observation, which enables us to refrain from computing explicit shares in all |V | 2 entries of the matrix powers
Then the required centrality score π
We show below how the hosts can compute shares in the values s k (u) for all k = 1, . . . , D and u ∈ V . After computing such shares, each host can compute shares in π 
2 independent -out-of-secret sharings for each entry in its adjacency matrix At(u, v). At the end of this step, each host Ht holds a share [Aj(u, v)]t for each (u, v) ∈ V 2 and 1 ≤ j ≤ . Then, each host Ht computes [B(u, v)]t = j=1 [Aj(u, v)]t, which is its share in an -outof-secret sharing of B(u, v), for all (u, v) ∈ V 2 . To conclude the initialization phase, Ht computes, for every u ∈ V , the sum [s1(u)]t = v∈V [B(u, v)]t, which is its share in s1(u) (Step 2).
Next, the hosts can proceed by induction to compute shares in s k (u), for all u ∈ V and k = 2, . . . , D (Steps 3-6). It is easy to see that Eq. (1) implies that
Hence, as each host holds shares in B(u, v) (computed in
Step 1) as well as in s k−1 (v) (induction) 
Protocol for Truncated Katz
Here we present Protocol Π2 for computing π D 2 (u) for all u ∈ V . The protocol is similar to Protocol Π3, except for the initialization phase, where here the parties share the matrix A = t=1 At (rather than sharing the matrix B = t=1 At). This is done by invoking the FOR sub-protocol independently and concurrently for all |V | 2 entries of the matrix. Protocol Π2 now proceeds (Steps 2-8) just like the corresponding steps in Protocol Π3, where the hosts use their computed shares in the matrix A (rather than B as in Π3).
Sub-Protocols:
The multiplication protocol of BGW and the FOR sub-protocol. Input: Each host Ht holds its association matrix At.
1: Sharing of the matrix A. The parties invoke the FOR subprotocol for every (u, v) ∈ V 2 , where in each invocation the input of the host Ht is At(u, v) and its output is its share [A(u, v)]t, i.e., its share in A(u, v) = t=1 At. 
Protocol for the Reach score
Here we present Protocol Π1 for computing π D 1 (u) for all u ∈ V . That protocol, as opposed to the previous two, requires the hosts to compute shares in all powers of the relevant matrix, B; that renders this protocol more costly in terms of both computation and communication.
The protocol begins by sharing the matrix B among all hosts (Step 1). Then, the hosts proceed to compute shares in the matrix powers Inp, Emu, Rec relate to the input sharing phase, circuit emulation phase and output reconstruction phase, respectively. ||F|| denotes the number of bits required to represent an element in the underlying field (which is O(log ) for Π 1 , and O(D log(|V | )) for Π 2 and Π 3 ). The communication column shows the total number of field elements that are transmitted by all hosts.
Protocol Stage
Rounds Communication
Communication and round complexity. number of field elements that are transmitted in the protocol by all hosts. Since our protocols are symmetric (in the sense that each host performs the exact same amount of work), the communication complexity of each host is the value in the table divided by . We also recall that in our scenario, both and D are relatively small (typically no more than 10) while |V | can be several millions. Privacy. Our protocols are optimizations of circuits that implement the scores π 
SCALING TO BIG GRAPHS
All protocols in the previous section begin by computing shares in all entries of the matrix B (Π3 and Π1) or A (Π2), which entails Ω(|V | 2 ) complexity. In case where |V | is in the millions, that communication overhead is clearly impractical. In this section we show that it is possible to avoid sharing the matrix of the multigraph, but still compute properties of that multigraph, in particular the centrality score π Such a significant acceleration of runtime is possible due to the following two reasons. First, as we will see, our protocol heavily relies on the the special algebraic structure of the score π , does not seem to allow a similar improvement in their respective protocols. Second, the Protocol Π4 that we propose here reveals some additional values to the hosts, in comparison to Protocol Π3. Intuitively, by revealing more information there is less to hide, and therefore the computation can become more efficient. As a result, we benefit twice: the hosts gain more from the interaction, and enjoy this significant acceleration. To elaborate further, while protocol Π3 reveals only the final vector of π D 3 scores, the efficient Protocol Π4 that we present here reveals the set of vectors {π d 3 } for every 1 ≤ d ≤ D, and nothing more. We stress that these intermediate vectors reveal only general, yet meaningful, information about each of the nodes. Importantly, these vectors do not reveal any information about specific relationship between nodes nor specific information on any of the private graphs.
Our protocol proceeds in iterations, where in each iteration the hosts compute the vector s k from the vector s k−1 . Recall that by Eq.
denote its row corresponding to u. Therefore, we can write s k (u) = B[u], s k−1 , and, consequently,
Moreover, if we let 1 denote the all-one vector of size |V | then, by Eq.
In view of the above, Protocol Π4 consists of a main loop over k = 1, . . . , D (Steps 2-9) . In each iteration in that loop, each host Ht, for 1 ≤ t ≤ , individually computes the value yt(u) := At[u], s k−1 , for all u ∈ V (Step 3), where s0 was initialized to 1 in Step 1. Then, Ht secret shares yt(u), for all u ∈ V , with all hosts (Step 4). Each host then proceeds to locally sum up all the shares that it received from all hosts (Step 5). The resulting value for each u ∈ V is that host's share, [s k (u)]t, for s k (u) (as implied by Eq. (4)). The hosts proceed to broadcast these shares (Step 6) and then each host reconstructs the value s k (u), for each u ∈ V , by applying the secret sharing reconstruction procedure, and construct the vector s k (Steps 7-8). After completing the loop, each host has recovered all vectors s k , 1 ≤ k ≤ D. Finally, each host computes π Input: Each host Ht holds its association matrix At.
1: All hosts set s0 := 1.
Ht shares yt(u) with H1, . . . , H for every u ∈ V . At the end of this step, Ht holds [yj(u)]t for every u ∈ V and 1 ≤ j ≤ .
5:
Ht
Ht has now the shares {[sk(u)]j : 1 ≤ j ≤ t}. It proceeds to reconstruct the secrets {sk(u) : 1 ≤ j ≤ t}.
8:
Ht sets sk = (sk(u) : u ∈ V ). 9: end for 10: Ht computes the value π In addition to its scalability, Protocol Π4 enjoys the following advantages:
(1) As opposed to the protocols described earlier, in Π4 each host can internally represent its respective graph using adjacency lists or a sparse adjacency matrix, rather than a full adjacency matrix. Then, the individual computation of At[u], s k−1 (Step 3) is proportional to the actual size of the row At[u]; in particular, it is independent of the size of the multigraph.
(2) The functionality that is computed in Π4 is linear and does not contain any multiplication gates. Therefore, in this protocol, instead of using Shamir's -out-of-secret sharing scheme with < /2, we may use a secret sharing scheme with = . The advantage is twofold: such a protocol is immune against coalitions of any size (while the previous protocols were immune only against coalitions smaller than ); and instead of a polynomial-based secret sharing scheme (which requires costly polynomial evaluations and interpolations), the -out-of-secret sharing scheme is a simple scheme in which any given secret is split into uniformly random shares whose sum equals the secret. In such a scheme, the generation of shares is very efficient and so is the reconstruction of the secret from all shares.
(3) Having the vectors s1, . . . , sD grants each host the freedom to apply an individual score function (say, by selecting its own weights β1, . . . , βD).
Communication costs. As opposed to protocols Π1, Π2 and Π3, the hosts here do not share the matrices A or B, and the communication complexity is proportional to |V | only (and not |V | 2 , or even |E|, where E is the set of edges in the unified graph). The number of rounds in each iteration is 2 (and therefore there are 2D rounds in total), and the total number of field elements that are transmitted in each iteration is 2 ( − 1)|V | (or 2 ( − 1)D|V | overall). Proof. The protocol can be represented as D sequential invocations of a "secure addition" protocol. That is, let F add be the following addition functionality,
where each yj = (yj(u) : u ∈ V ) is a vector of size |V |, and each component in the output is the vector s = j=1 yj. Thus, given the output of the previous stage s k−1 (where initially s0 is the all-one vector 1), each host Ht, 1 ≤ t ≤ , computes its input vector y (k) t = At · s k−1 , and the parties then invoke the functionality F add . The output of F add , denoted s k , will be served as the input for the next stage. Note that Protocol Π4 implements this F add -functionality exactly as the BGW protocol implements it; hence, the security of this sub-protocol relies on the security of the BGW protocol [3, 1] . Interpreting the protocol as D sequential invocations of the F add -functionality, we have in fact a protocol in the F add -hybrid model. It is easy to see that in this protocol, the corrupted parties do not receive any messages from the honest parties and their view consists of the outputs of the F add invocations only. However, these values are exactly the vectors s1, . . . , sD which the simulator receives as input (as the output of the F add -functionality for the corrupted parties). Therefore, simulation is straightforward, where the simulator just outputs the values s1, . . . , sD (that it received as input) as the outputs of F add ; clearly, those values are exactly the view of the corrupted parties in the real execution of the protocol Π4. 2
EXPERIMENTS
Since our protocols are provably secure (Theorems 2 and 3), and correct (i.e., return the same answer as their nonsecure counterparts), the main goal of our experimental assessment is to study their efficiency. In this regard we will report and analyze their total work defined as the sum of running times over all hosts. Observe that, while the number and total size of communication messages may also be of interest, no experiments are required here as these numbers are completely determined by our protocols (see Table 1 ). Experiments settings. All our experiments are run on a dual-core Intel i7-5600U CPU (2.60 GHz) with 16Gb RAM under Linux. We implemented our protocols in C++ and compiled the code using g++ with speed optimizations. We used the NTL library 5 to perform computations with arbitrary length integers, as well as polynomial interpolation over large finite fields (as required by our protocols). The finite fields we use are integers modulo a prime large enough to guarantee exact computation of the results (e.g., of length O(log ) for π1, and O(D log(|V | )) for π2 and π3). The threshold parameter is set to ( − 1)/2 for Π1, Π2, and Π3 as in Theorem 2 (recall that ≥ 3 denotes the number of hosts). For Π4 we set = as this protocol allows the use of the -out-of-secret sharing scheme (see Section 5) . The weights β k for matrix powers are set to 1/2
Datasets. For our experiments we used publicly-available real-world multigraphs of various types and sizes, spanning different domains: offline relationships (aarhus), road networks (london), genetic interactions (hiv, arabi), online social networks (higgs, obama), interactions in sharing sites (youtube), human genealogies (wikitree) and co-authorship networks (dblp). All except dblp are separated by layers; for dblp we use instead the timestamp information to partition the edges into 3 groups. Some of these graphs are undirected; in this case we duplicate each edge. Table 2 reports their main characteristics and origin. 6, 7, 8, 9 6.1 π3 as a median ranking
In this section we show that, if the hosts are interested in a ranking of "influential" users, the ranking obtained by joining forces through secure multiparty computation is intuitively better than the individual rankings that each host should be able to obtain on its own. Specifically, the ranking Table 2 : Dataset characteristics: name, directed (D) or undirected (U), source (please refer to the footnotes below), number of hosts, number of nodes, number of edges in the union graph G = (V, E) (corresponding to the sum of entries of the matrix A), and number of edges considering their multiplicity (corresponding to the sum of entries of the matrix B). obtained by π3 on the multilayer graph lies "in the middle" of all the individual rankings obtained on each layer (π2 and π3 coincide when using a single layer).
We proceed as follows for an -layer dataset:
(1) Compute all π3 (or equivalently π2) scores based on each single layer, obtaining rankings R1, . . . , R . Then we obtain the additional ranking R +1 induced by the π3 scores on the multilayer network.
(2) Compute a symmetric table with the Kendall- Tau   10 correlation between all the rankings from the previous step. (3) For each i ∈ [ + 1], define the global score of i as the sum of all Kendall-Tau correlations between Ri and Rj for j = i. The larger this value is, the better the ranking i correlates with all other rankings on average. Tables 3 and 4 show the correlations thus obtained for arabi and youtube, respectively. We verify that the global score of the ranking induced by π3 is larger than any of the individual scores. That is, by applying a secure protocol to compute π3, all parties can obtain a ranking that is closer on average to all individual rankings.
Efficiency of Π1, Π2, and Π3
We next report runtime comparison of the three basic protocols Π1, Π2, and Π3. We already know, by the computational complexity analysis reported in Section 5, about the inefficiency of Π1, which constraints us to use small graphs for this comparison. Figure 2 reports the running time of the three protocols on the datasets aarhus, london, and hiv. It is important to note that in the first two, due to the different order of magnitude of the runtime of Π1, the Y -axis has a logarithmic scale. On the third dataset instead, we do not report Π1 at all. The figure confirms that, as expected, Π3 and Π2 are close in runtime, even if Π3 is always faster. Π1 instead is, as already mentioned several times, totally impractical.
Efficiency and scalability of Π4
We now focus on our most efficient protocol, Π4, and study how its runtime varies with the size of the graph, the number of hosts, and the parameter D, when everything else is fixed. Table 5 reports run-times of Π4 versus a centralized computation, as a demonstration of the price of privacy.
We observe that in youtube, for D = 3, the secure protocol runs faster than the centralized one. Moreover, while the run-times are comparable, they increase quadratically with D in the secure protocol, but roughly linearly in the centralized one. While these two facts may seem counterintuitive, the reason behind them is our choice of different implementations, tailored to the needs of each task so as to speed them up. The centralized computation of π3 only needs to use arbitrary-size integer arithmetic, but there is no need to perform arithmetic modulo a large prime (which would slow things down). In contrast, for the secure computation, this is not possible as we need to work over a large finite field, whose size needs to be known right from the start. But instead of performing all computations modulo a large prime (of the order of ( |V |) D ), we choose to use D different primes of the order of |V |, and then reconstruct the final result using the Chinese Remainder Theorem. This speeds up some computations as opposed to working directly on a very large field, as only word-size integers are used. However, as D increases, we pay a factor of D because we perform similar work D times. While this factor of D is also implicit in the centralized computation 
CONCLUSIONS AND FUTURE WORK
We study a setting in which several social network hosts wish to compute a centrality score for each user in the multilayer graph induced by their private graphs. We define three centrality scores and devise secure multiparty protocols for computing them. For π D 3 -the most sensitive measure -we devise a protocol which has computational and communication costs that are linear in the number of users, whence it is scalable to very large graphs.
This study is one of very few studies to date that present secure multiparty protocols on distributed multilayer graphs, where different players hold different layers of links. As future work we intend to explore the applicability of the methods presented here to compute the PageRank score [5] when the underlying graph data is distributed among several hosts. The PageRank score is closely related to our π D 2 ; the only difference between the two scores is that while π D 2 is based on powers of the adjacency matrix A, PageRank is based on powers of the matrix (K −1 A) T , where K is a diagonal matrix that records the out-degrees.
