Previous studies have suggested that Southern Hemisphere (SH) summertime trends in the atmospheric circulation in the second half of the twentieth century are mainly driven by stratospheric ozone depletion in spring. Here, the authors show that the pattern and timing of observed trends, characterized by downward propagation of signals, can be approximately captured in an idealized atmospheric global circulation model (AGCM) by imposing ozone depletion-like radiative cooling.
Introduction
Substantial evidence has suggested that the Southern Hemisphere (SH) summertime circulation trends over the late twentieth century are primarily caused by the anthropogenic Antarctic ozone hole in spring [see Polvani et al. (2011) , and references therein]. These circulation changes are characterized by a strengthening of the circumpolar winds in the lower stratosphere, an accelerated polar downwelling in the stratosphere (McLandress et al. 2010; Lin and Fu 2013) , and a trend toward the positive phase of the southern annular mode (SAM) in the troposphere associated with a poleward shift of the tropospheric eddydriven jet [see the review by Thompson et al. (2011)] .
Given the complex interplay between chemistry, radiation, and dynamics in the tropospheric response to stratospheric ozone depletion, the underlying mechanism(s) has (have) not been fully understood (Thompson et al. 2011) . By directly imposing stratospheric ozone loss, Orr et al. (2012) found the feedback between the upward cross-tropopause propagation of planetary waves and the strength of the stratospheric polar vortex is crucial to explain the downward influence of the ozone depletion radiative cooling on the tropospheric jet shift. In an idealized model, Kushner and Polvani (2004, hereafter KP04) showed that the tropospheric jet moves poleward in response to idealized polar stratospheric cooling and emphasized the importance of eddies. Using a similar model, Song and Robinson (2004) found that the tropospheric response to stratospheric forcing is largely reduced when planetary waves are damped. Recently, Sun et al. (2014) stressed that the delay in the breakdown of the polar vortex is crucial in producing a deep response in planetary waves that can, in turn, influence the tropospheric circulation.
It is then important to understand how the stratospheric perturbation from ozone depletion can impact the synoptic waves in the troposphere that dominate the tropospheric variability. Three mechanisms are illustrated schematically in Fig. 1 . First, the radiative cooling from the ozone depletion can directly influence the synoptic eddies in the upper troposphere and lower stratosphere via increased tropopause height (Williams 2006; Lorenz and DeWeaver 2007; Simpson et al. 2009) or accelerated synoptic eddy phase speed (Wittman et al. 2007; Chen and Held 2007) . Through interactions with the zonal flow, these synoptic eddy anomalies in the lower stratosphere can further communicate with the tropospheric synoptic eddies. Second, the radiative cooling can produce a stratospheric planetary wave change, and this anomalous planetary wave drag can induce a residual-mean meridional circulation that extends downward into the troposphere, as described by the downward control mechanism (Haynes et al. 1991) . In the troposphere, a weak zonal flow anomaly associated with the residual circulation can be amplified by a positive synoptic eddy feedback (e.g., Lorenz and Hartmann 2001) . This was summarized as the downward control with eddy feedback (DCWEF) mechanism by Song and Robinson (2004) , who found a more poleward tropospheric jet when an eastward zonal torque is applied to the polar stratosphere. Last, the stratospheric zonal flow anomalies, initiated by the ozone depletion radiative cooling, can impact planetary eddies through wave propagation (Chen and Robinson 1992) and wave refraction (Shaw et al. 2010) . While propagating downward, the changes in planetary eddies can directly couple with synoptic eddies via nonlinear eddy-eddy interaction to produce a pronounced tropospheric response.
Although most previous studies have focused on the tropospheric responses to stratospheric perturbations in the winter solstice, idealized models can also simulate qualitatively the seasonal cycle in the Brewer-Dobson circulation (BDC) from winter to summer ) and the final breakdown of the polar vortex in spring (Sun and Robinson 2009; Sun et al. 2011) . Sun et al. (2014) used the idealized model of KP04 to simulate the pattern and timing of the observed trends in austral summer by applying idealized radiative cooling to the polar stratosphere in spring. They found the timing of the stratospheric polar vortex breakdown and planetary wave drag is critical for the tropospheric response. Specifically, while the synoptic eddies can interact with the polar stratospheric cooling in both delayed stratospheric final warming (SFW) and undelayed SFW events, only the composite from the years with delayed SFW has a strong tropospheric circulation response, accompanied by distinct behaviors of the lower-stratosphere temperature anomalies and planetary eddies (see their Figs. 10 and 11, respectively) . This FIG. 1. Mechanisms by which ozone depletion-like stratospheric cooling impacts synoptic eddies: (a) the stratospheric radiative cooling induces a direct impact on synoptic eddies; (b) the stratospheric radiative cooling generates planetary wave drag anomalies, and a planetary wave-induced residual circulation impacts synoptic eddies by the anomalous zonal flow associated with the residual circulation; and (c) the stratospheric radiative cooling impacts the planetary waves in the stratosphere and troposphere via changes in reflection and propagation, and altered planetary waves then interact with the synoptic eddies by nonlinear eddy-eddy interactions.
indicates that both the radiative cooling and the eddies can be crucial in interpreting the downward influence of stratospheric ozone depletion-like cooling toward tropospheric circulation. As such, in this work, we will further separate the mechanisms of transient circulation responses simulated in this model (Sun et al. 2014) .
The paper is organized as follows. Section 2 introduces the diagnostics in a quasigeostrophic framework to separate the wind tendency into contributions from polar stratospheric cooling and eddy forcings. The idealized model of the atmosphere used in this study is described in section 3. In section 4, we present the analysis of the transient circulation responses to stratospheric ozone depletion-like cooling. Conclusions are given in section 5. Details of the zonally symmetric model are summarized in the appendix.
Diagnostics in a quasigeostrophic framework
For simplicity, we introduce the diagnostics using a quasigeostrophic (QG) framework. Following Eq. (3.5.7) in Andrews et al. (1987) , the zonal wind tendency can be written as
where L(X) 5 › 2 X/›y 2 1 (1/r 0 )(›/›z)[r 0 (f 2 0 /N 2 )(›X/›z)] is a linear elliptic operator and its inversion L 21 (X) can be nonlocal, r 0 (z) } e 2z/H , N 2 (z) 5 (g/u 0 )(du 0 /dz), $ Á F denotes the Elliassen-Palm flux divergence, X denotes momentum forcing (i.e., surface friction and unresolved wave drag), H denotes diabatic heating, and readers are referred to Andrews et al. (1987) for conventions of other symbols. Given appropriate boundary conditions, the zonal wind tendency can be attributed linearly through the inverted operator L 21 to the eddy forcing, momentum forcing, and diabatic heating, respectively. The nonlocal response takes place through altered residual overturning circulations that are implicit in the operator. Using the radiative cooling rate from ozone depletion Q, we can obtain the tendency of the anomalous zonal wind du as
Similarly, we can obtain the anomalous zonal wind tendencies due to the changes of planetary wave forcing dF p and synoptic eddy forcing dF s as
The total zonal wind response to radiative cooling and eddy forcings can be obtained as du 5 du Q 1 du p 1 du s . For the second mechanism shown in Fig. 1b , the polar stratospheric cooling and planetary wave forcing can induce a zonal wind change via the residual circulations, as diagnosed from du Q 1 du p (note that this includes planetary waves in both the stratosphere and troposphere). As synoptic eddies can provide a positive feedback to the zonal jet variability (e.g., Lorenz and Hartmann 2001) , the positive feedback is expected to maintain or amplify the zonal jet shift that is diagnosed from du Q 1 du p . On the other hand, as shown in Fig. 1c , stratospheric cooling and the resultant polar vortex change may alter planetary wave propagation (Chen and Robinson 1992) and reflection (Shaw et al. 2010) in the vertical direction. The change in planetary waves may impact synoptic eddies directly via nonlinear eddy-eddy interactions.
It should be noted that boundary conditions are crucial for the diagnostics in the QG framework (Haynes and Shepherd 1989) . To avoid this problem, we have used the same idealized model (described in section 3) to construct a zonally symmetric model with the same boundary conditions. Also, eddy forcings are computed directly within the same model (described in the appendix) to be consistent with the model discretization in the horizontal and vertical directions.
Model setup
We use the Geophysical Fluid Dynamics Laboratory (GFDL) atmospheric dynamical core at T42 horizontal resolution and 40 unevenly spaced sigma levels. Following Kushner and Polvani (2006) , the control simulation is forced by a Newtonian relaxation toward a prescribed time-dependent zonally symmetric radiative equilibrium temperature profile T eq and damped by a linear friction in the planetary boundary layer. As illustrated by contours in Fig. 2 , T eq in the polar stratosphere is set by the lapse rate g 5 6 K km 21 in midwinter and g 5 0 K km 21 in midsummer, and the variation between midwinter and midsummer induces a stratospheric seasonal cycle [here g is defined as in Eq. (3) of KP04]. The value of T eq in the troposphere, on the other hand, is set by a hemispheric asymmetry parameter 5 10 K to yield perpetual austral summer. This setup ensures that the downward influence of SFWs in the troposphere is initialized from the stratosphere. Moreover,
there is no topography, but planetary waves can be generated through nonlinear interactions of baroclinic waves (Scinocca and Haynes 1998) .
In the perturbation run, following Sun et al. (2014) , radiative cooling induced by stratospheric ozone depletion is mimicked by idealized polar stratospheric cooling in spring as
Here the parameters f 0 5 21.57, s f 5 0.28, s 0 5 0.05, and s s 5 4000 (where f denotes the latitude, the sigma level s 5 p/p s , p is the pressure, and p s is the surface pressure) define the spatial pattern of cooling [similar to Butler et al. (2010) ]. The time t 0 (corresponds to 1 October), s t 5 20 days, and the time t define the peak and persistence of cooling, respectively. The pattern of cooling is shown by shading in Fig. 2 , which mimic the observed structure of the Antarctic ozone hole [e.g., Fig. 1 in Polvani et al. (2011) ]. As such, we have assumed that the polar stratospheric cooling in observations is dominated by the radiative cooling due to the ozone depletion, although our simulations can also produce small dynamical cooling due to the residual circulation anomalies driven by altered wave forcing in the presence of anomalous radiative cooling (Figs. 4g,i) . The control run (FM C ) is integrated for 80 years after a year of spinup is discarded. Starting from the beginning of austral autumn each year, a 1-yr time-slice experiment is performed with the polar stratospheric cooling [Eq. (5)] turned on in the spring to form an 80-yr ensemble of perturbed run (FM F ). A brief summary of the numerical experiments and notations of experiments are described in Table 1 . The perturbed run minus the control run is referred to as the ozone depletion response (i.e., FM F 2 FM C ).
To assess the effects of planetary eddies and synoptic eddies in the downward influence of polar stratospheric cooling on the tropospheric circulation, a zonally symmetric model is constructed, as in KP04. With only zonalmean quantities being resolved, the zonally symmetric model is unable to simulate eddy forcings directly. The eddy effect on the zonal-mean flow can be assessed by adding the eddy forcings extracted from the full model (i.e., FM F ) as external forcings to the zonally symmetric model for integration of the zonal means of zonal wind, meridional wind, temperature, and surface pressure, respectively. Unlike KP04 who used the time-mean eddy forcings, here we have calculated 80-yr-mean annual cycles of eddy forcings in the full model (i.e., FM F ) to drive the zonally symmetric model (see the appendix for details).
As illustrated in the QG framework in section 2, the transient ozone depletion responses (i.e., FM F 2 FM C ) can be separated by individual responses to radiative cooling with no eddy forcing, planetary eddy changes alone (zonal wavenumbers 1-3), and synoptic eddy changes alone (zonal wavenumbers 4 and above). These three perturbation simulations minus the corresponding control run in the zonally symmetric model are separately referred to as radiative cooling, planetary eddy, and synoptic eddy responses (i.e., ZM Q 2 ZM C , ZM P 2 ZM C , and ZM S 2 ZM C ). Furthermore, the zonally symmetric model simulation with all these three forcings included (i.e., ZM F 2 ZM C ) successfully reproduces the ozone depletion 
Results
We first compare the transient responses to polar stratospheric cooling simulated in the idealized model with the observed trends in the Interim European Centre for Medium-Range Weather Forecasts (ECMWF) Reanalysis (ERA-Interim; Dee et al. 2011) (Fig. 3) . The observed trends are calculated with a linear trend for the years 1979-2002 and the months of September-February, when pronounced ozone depletion has developed in the stratosphere followed by tropospheric signals (e.g., Thompson et al. 2011) .
Despite its simplicity, the idealized model can capture many important features of the observed trends in the reanalysis data. In the polar region (908-608S), the temperature is cooled, as expected, in spring between 30 and 300 hPa; this cooling migrates downward with dynamical warming aloft (Figs. 3a,d ). There is anomalous westerly wind at the edge of the polar vortex (708-508S) in early summer, indicating a delayed breakdown of the polar vortex (Figs. 3b,e) . The westerly anomaly
propagates from the stratosphere to the troposphere. To highlight the structure of tropospheric wind change, the zonal wind response in December-February (DJF) is plotted in the latitude-altitude cross section (Figs. 3c,f) . The tropospheric wind is characterized as a poleward shift of the tropospheric jet that projects positively onto the SAM. The similarities between the reanalysis data and the idealized model indicate that the polar stratospheric cooling induced by ozone depletion alone can contribute to the surface wind trends in observations, as in the idealized model.
There are also noticeable differences between the idealized model and observations. The seasonal transition of stratospheric anomalies in the model is more gradual than the observed trends, which may be attributed to the simplicity of idealized ozone depletion cooling. In the idealized model, the maximum tropospheric zonal wind anomalies occur right after the corresponding maximum stratospheric anomalies in early summer (cf. Fig. 3e ), while, in the observations, the tropospheric maximum occurs in midsummer with a distinct lag from its stratospheric counterpart. Also, the tropospheric zonal wind anomalies are more equatorward in the model than observations, which may be explained by an equatorward bias in the climatological jet. Despite these shortcomings, the model provides a simple framework to understand, at least qualitatively, the mechanism(s) of the tropospheric response to stratospheric ozone loss.
Using the zonally symmetric model, we can separate the mechanisms of transient tropospheric response to individual forcings, as noted in sections 2 and 3. Figure 4 shows a separation of atmospheric ozone depletion responses discussed above into contributions from radiative cooling, planetary waves, and synoptic waves. We find, as expected, that the lower stratospheric cooling initially in spring is dominated by prescribed radiative cooling. As the polar cooling without any eddy forcing tends to migrate upward as time evolves (Fig. 4d) , the downward migration seen in the full model (i.e., FM F 2 FM C ) should be attributed to the change in eddy forcing, consistent with Orr et al. (2013) . Particularly, the midstratosphere warming in late spring and summer (Fig. 4g) is dynamically driven by the polar downwelling (not shown) associated with enhanced planetary wave drags. This is consistent with the strengthened polar downwelling of the BDC in summer simulated in chemistry-climate models with realistic ozone depletion (McLandress et al. 2010; Lin and Fu 2013; Orr et al. 2013) .
The change in subpolar zonal wind is consistent with polar cap temperature by the thermal wind relationship. Without any eddy forcing, the springtime strengthening of the polar vortex remains above the level of thermal forcing (Fig. 4e) . It is therefore the eddy forcing that drives the downward propagation of westerly anomalies from the stratosphere into the troposphere. In response to planetary wave forcing, the polar stratospheric wind is strengthened in late spring and weakened in summer (Fig. 4h) , which indicates a delay in the breakdown of polar vortex and planetary wave drag, as found in McLandress et al. (2010) and Sun et al. (2014) . For the downward propagation of anomalous westerlies, planetary waves and synoptic waves in early summer work constructively in the stratosphere, and synoptic waves are the primary driver of the tropospheric signal. The increased planetary wave drag in late summer (not shown) causes anomalous stratospheric easterlies in the full model (i.e., FM F 2 FM C ). While most synoptic waves are confined in the troposphere, synoptic waves drive persistent anomalous westerlies from the surface to the stratosphere throughout the summer (Fig. 4k , also seen in Fig. 4l and discussed later) .
As for the meridional structure of zonal wind in austral summer (DJF), spring cooling with no eddy forcing can induce a zonal wind increase only in the polar stratosphere (Fig. 4f) . By contrast, planetary waves lead to the zonal wind deceleration at 508-608S and acceleration at 608-708S, and these signals extend downward into the upper troposphere and lower stratosphere, leading to a weak equatorward shift of the tropospheric jet (Fig. 4i) . Moreover, synoptic waves shift the tropospheric jet poleward, with a deep acceleration on the jet's poleward flank from the surface to the stratosphere (Fig. 4l ). This deep acceleration (i.e., a stratospheric control from synoptic waves) was also reported in KP04, and it can be partly understood by the downward control theory as a barotropic zonal wind response above the level of the eddy forcing (Haynes et al. 1991) . In addition, the zonal wind response to synoptic eddy forcing is partially canceled by the planetary eddy response in the troposphere and leaves a net poleward shift of the tropospheric jet, as observed in the full model (i.e., FM F 2 FM C ).
What are the implications of the results above for our understanding of the tropospheric response to stratospheric ozone depletion-like cooling? If the DCWEF mechanism were the dominant mechanism at play, the equatorward jet shift associated with the planetary wave-induced residual circulations in Fig. 4i would be expected to be maintained or amplified by a positive synoptic eddy feedback. However, the stronger poleward tropospheric jet shift due to the synoptic eddy forcing in Fig. 4l suggests that the mechanism of DCWEF is not dominant.
To explicitly test the role of the synoptic eddy feedback, a synoptic wave model would be the first choice. Ideally, in the synoptic wave model, the planetary wave forcing due to ozone depletion-like cooling can be specified similarly to ZM P , and these specified zonal flow anomalies represent the effects of downward control via altered residual circulation. Meanwhile, only the zonal-mean and the synoptic eddies are resolved in this synoptic wave model. This setup not only allows the synoptic eddy feedback to dominate in the troposphere FEBRUARY 2015 Y
but also eliminates the nonlinear eddy-eddy interaction between planetary waves and synoptic waves. However, as shown in Fig. 5 , the control run of this synoptic wave model (SM C ; see Table 1 for details) is characterized with a double-jet structure, which is different from the single-jet structure in the full model (FM C ) and the zonally symmetric model (ZM C ). This indicates that the synoptic wave model is practically inappropriate for the explicit test of DCWEF in this current study. This also suggests that the nonlinear eddy-eddy interaction between planetary waves and synoptic waves, which is missing in SM C , is critical to maintain the reasonable jet structure, despite a small contribution from planetary waves to the zonal-mean eddy forcing. Instead, an additional experiment, denoted by FM P in Table 1 , is performed in the full model. In this experiment, we specify anomalous zonal-mean planetary wave forcing extracted as the difference between the perturbed run and the control run, FM F 2 FM C . Compared with the full model simulation in FM F , only the zonal-mean forcings of anomalous planetary eddies are included in this experiment, and therefore the majority of the eddy-eddy interactions with planetary waves are excluded. Note that the resolved planetary waves in FM P can also be affected by the specified zonalmean planetary wave forcing (i.e., FM F 2 FM C ). This limitation counts as an important factor to explain the simulated stratospheric zonal wind difference between FM F and FM P (cf. Figs. 3f and 6c ). In comparison with the corresponding zonally symmetric model simulation in ZM P , the specified anomalous planetary wave forcing is identical, but the synoptic eddy feedback is allowed in Table 1 for details. Implications of the results are as follows: keeping the zonal-mean planetary wave drags and resolving the synoptic eddies in SM C produces a very different jet structure, as compared with FM C . This indicates that the synoptic eddy-planetary eddy interaction (e.g., wave breaking) is crucial in maintaining the mean jet structure. Fig. 3d -f, but for specified anomalous zonal-mean planetary wave forcing extracted as the difference between the perturbed run (with ozone depletion-like cooling) and the control run in the full model (i.e., FM F 2 FM C ). See the text in section 4 for details.
FIG. 6. As in
FM P . Therefore, this can be approximately thought of as a direct simulation of the DCWEF response to the anomalous planetary wave drag induced by ozone depletion-like radiative cooling. The results are displayed in Fig. 6 . Generally speaking, the response to anomalous planetary wave forcing in the full model resembles its counterpart in the zonally symmetric model (cf . Figs. 6a-c and 4g-i) , except for the meridional structure of the DJF stratospheric zonal wind anomaly seen in Fig. 6c . This is not surprising, as these stratospheric changes are primarily driven by specified anomalous planetary wave drag. Moreover, even in the presence of synoptic eddy feedbacks, the anomalous planetary eddy forcing produces a weak equatorward shift in the tropospheric jet (cf. Fig. 6c ), in contrast to the poleward movement of the tropospheric jet in response to polar stratospheric cooling in the full model (cf. Fig. 3f ). Therefore, this directly supports that DCWEF is not the dominant mechanism in generating the poleward tropospheric jet shift in response to stratospheric ozone depletion-like cooling in this full model. This is consistent with the implication deduced from Figs. 4i and 4l, characterized with opposite tropospheric jet shifts under the influences of planetary waves versus synoptic waves.
As noted in section 1, Sun et al. (2014) found that only the composite from the years with delayed SFW has a prominent tropospheric circulation response. The tropospheric response associated with the delayed SFW could be attributed to either an anomalous temperature cooling in the lowermost stratosphere (see their Fig. 10 ) that impacts synoptic eddies directly (i.e., the first mechanism in Fig. 1a) or the changes in the planetary eddies (see their Fig. 11 ) that further influence the synoptic eddies via nonlinear eddy-eddy interaction (i.e., the third mechanism in Fig. 1c) . However, given that the stratospheric cooling tends to propagate upward in the summer by only imposing the radiative forcing with eddies being fixed, as shown in Fig. 4d , we argue that the summertime temperature cooling in the lowermost stratosphere [compare with Fig. 3d , similar to Fig. 10 in Sun et al. (2014) ] is unlikely to be caused by a pure downward advection of the imposed radiative cooling but rather with the aid of altered eddies (cf. Figs. 4g,j) .
Therefore, we propose that the tropospheric circulation response is less likely to be contributed solely by a direct impact on the synoptic eddies from the imposed radiative perturbation. A synthetic influence from both the imposed radiative cooling and resultant planetary wave changes onto the synoptic eddies in the upper troposphere and lower stratosphere that triggers the tropospheric circulation response remains possible in this model simulation, but the importance of eddies, in particular the planetary eddies at the altitude of the imposed radiative cooling, seems to be crucial in the downward influence. To further confirm the dominance of the altered planetary eddies and subsequent nonlinear eddy-eddy interaction in Fig. 1c , one could investigate the planetary wave structure changes in response to the imposed perturbation, as in this mechanism, planetary waves can communicate between the stratosphere and troposphere by wave propagation (e.g., Chen and Robinson 1992) or reflection (e.g., Shaw et al. 2010) .
Conclusions
We have examined transient atmospheric responses to stratospheric ozone depletion-like cooling in the idealized model of KP04. Despite its simplicity, the idealized model captures approximately the pattern and timing of the austral summertime circulation trends associated with radiative cooling (McLandress et al. 2010; Lin and Fu 2013; Thompson et al. 2011) . In contrast to the unrealistic long persistence of the tropospheric response in KP04, the tropospheric persistence in our simulation is reasonable, as compared with observations. This was also noted by Kushner and Polvani (2006) , who pointed out that the seasonal cycle of T eq in the stratosphere helps to reduce the unrealistically long persistence in the tropospheric response seen in KP04.
By extending the method of KP04 and Domeisen et al. (2013) to different wavenumbers in the context of the seasonal cycle, we are able to separate the mechanisms of transient atmospheric responses to stratospheric radiative cooling in a zonally symmetric model. While the initial responses, mostly in the stratosphere, are caused by a direct adjustment to thermal forcing, the subsequent downward migration of signals is primarily driven by eddy forcing. We found that the synoptic eddies shift the tropospheric jet poleward, as in the full model with ozone depletion-like radiative cooling, against a weak equatorward tendency of the jet associated with the planetary wave forcing. This indicates that the equatorward tropospheric jet shift due to the planetary wave-induced residual circulations, arguably a result of stratospheric eddy-zonal flow interaction, is not maintained by a positive synoptic eddy feedback in the troposphere. This contrasts with the mechanism of planetary eddy-induced residual circulation in the tropospheric response to stratospheric forcing (Song and Robinson 2004; Thompson et al. 2006) . However, the stratospheric forcing considered by Song and Robinson (2004) and Thompson et al. (2006) is associated with major stratospheric variability, rather than an external forcing like the stratospheric ozone depletion-like cooling imposed in this study.
Furthermore, the tropospheric circulation response associated with the polar stratospheric cooling, consistent with the delayed SFW composite in Sun et al. (2014) , could be contributed from a direct impact from the imposed radiative perturbation to synoptic eddies in the upper troposphere and lower stratosphere, an indirect impact from the radiative perturbation via resultant planetary wave changes and subsequent nonlinear eddy-eddy interaction or a synthetic impact from both. However, the temperature decrease in the lowermost stratosphere, the key in the mechanism for a direct impact to the synoptic eddies, is unlikely to be a pure advection of the imposed radiative cooling from higher altitudes; the aids from altered eddies are critical. Therefore, this mechanism for a direct impact alone does not fully explain the downward influence of the polar stratospheric cooling toward tropospheric circulation response, and the role of the planetary eddies seem to be crucial. In this mechanism, resultant planetary wave changes from imposed radiative perturbation propagate from the stratosphere to the troposphere through wave propagation (e.g., Chen and Robinson 1992) or reflection (e.g., Shaw et al. 2010 ), which in turn impacts synoptic eddies through nonlinear eddy-eddy interactions.
While our simulations compare well with other studies with more sophisticated GCMs and realistic ozone depletion (McLandress et al. 2010; Orr et al. 2013) , our results may be limited by the simplicity of the idealized model. One key simplification of the model is the flat lower boundary, which causes the planetary waves to be solely generated by nonlinear wave-wave interactions (Scinocca and Haynes 1998) . In reality, planetary waves in the SH may be additionally generated by land-sea contrast or topography. This is partly reflected in that the zero-wind line in the summertime stratospheric wind is higher (or wave drag is weaker) in the idealized model, as compared with the observations (cf . Figs. 3c,f) . Meanwhile, the onset date for the stratospheric final warming is generally too late in the current climate models (e.g., Wilcox and Charlton-Perez 2013) . It would be interesting to explore the sensitivities of the dynamical mechanisms with respect to the model biases in the summer stratosphere relative to the observed climate. forward in the model). The synoptic eddy forcing 2u s Á $q s and planetary eddy forcing 2u p Á $q p are derived from the corresponding full model by Eq. (A4), and then these eddy forcings are specified in the zonally symmetric model. More explicit expressions of the zonally symmetric model with zonal winds, temperature, and surface pressure can be found in appendix B of Sun et al. (2011) . As shown by a comparison between Figs. 3d-f and 4a-c, the zonally symmetric model simulation successfully reproduces the full model responses to polar stratospheric cooling.
