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1. INTRODUCTION
In the first part of this paper the family
f z s l q z q e z .l
for l ) 0 is considered. It is interesting to note that essentially the
same}up to linear conjugation}iteration has been considered by Keen
w x11 .
 .Particular functions in the family f z have already been studied. Inl
w x  .Fatou's 7 paper on entire functions, the linear conjugation of f z isy1
considered. Fatou shows that there is one simply connected completely
invariant domain of stability which is an essential parabolic domain. The
Toda lattice model of solitons leads to an auxiliary function and we need
to find the zeroes of this function to explain the nonlinear interaction
between solitons. In the simplest case of one soliton the respective
 . yz w xequation is h z s 1 q e , and despite its simplicity, Konno 12 applies
Newton's method. The reason lies in the fact that in the more interesting
case of two solitons he has to resort to Newton's method; the basis for
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 .  .  .finding zeroes of h z is the function f z . M. Herman used f z to1 1
construct one of the first examples of an entire function with a wandering
 .domain, f z .1q2p ı
 . zqlFurthermore, our family is semiconjugate to the family g z s ze .l
wSince g is critically finite, all its Fatou components are preperiodic 5, 6,l
x9 . It follows that the only wandering domains of f are those that arisel
from the different branches of the logarithm, and they have to tend to
infinity at a linear rate. Hence the Julia set of f is the closure of the setl
of points that tend exponentially rapidly to infinity in the asymptotic
w xdirection. Baker 2 proved that every multiply connected component of
 .N f , where f is a transcendental entire function, is a wandering domain.
Since f has no wandering domains except for those due to the branchesl
of the logarithm, all the stable domains of f are simply connected. Bakerl
w x1 proved that for a certain real value l, the function g has the wholel
w xcomplex plane for its Julia set. In addition, Jang 10 showed that there
w xexist innumerable such real values of l, and Fagella 8 proved the
existence of infinitely many curves of such parameter values.
w xFirst we generalize some statements in the paper by Petek 13 . Examin-
 . zing the dynamics of f z we can show that many results for e , proved byl
w x  .Devaney and Krych 3 , are also valid for f z , l ) 0, which is not of finitel
w xtype. Devaney and Tangerman 4 proved that entire functions which are
critically finite and which meet certain growth conditions admit ``Cantor
bouquets'' in their Julia sets. Though g is of finite type, it is notl
w xstraightforward to apply the theorem in 4 to it because some hypotheses
are not satisfied. For example, since z s 0 is a repelling fixed point and
also an asymptotic value for g , no open disk D containing critical andl
y1 .finite asymptotic values exists such that g C y D l D s B. Hence wel
prove our statements for f ab initio, using the methods of Devaney andl
w xKrych 3 .
We divide the complex plane into strips bounded by invariant lines. A
refined itinerary is assigned to every point in the Julia set that never lands
on one of the invariant lines. The refined itinerary gives us the information
in which strip the nth iteration of the point lies. In continuation, necessary
and sufficient conditions for the existence of an orbit with the prescribed
refined itinerary are given.
We prove that the set of points that share the same refined itinerary and
tend monotonically to infinity lie on a Lipschitz curve. If 0 - l F 1, then
for each repeating refined itinerary we can say even more: there exists a
unique periodic point equipped with a continuous curve of points which
share the same itinerary.
In the second part of the paper we consider f where l s a q ıb ,l
b / 0. For some values of the parameter there exist invariant curves which
divide the complex plane into bent strips giving rise to symbolic dynamics
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 .FIG. 1. The Julia set of 0.1 q z q exp z .
similar to those in the first part of the article. Such an f -invariant curve isl
equivalent to the g -invariant curve attached to z s 0 that is crucial inl
constructing the hairs of parameter values for which the Julia set of
 w x.corresponding maps is the whole plane see 8 .
2. DOMAINS OF NORMALITY
 .  .Let J f denotes the Julia set and N f the set of normality. Figures 1l l
wand 2 show part of the dynamic plane for l s 0.1 and l s 1 y3p F x F
x  .  .3p ; y2p F y F 2p ; black points belong to J f . Since f z q 2p ı sl l
 .  .  .f z q 2p ı, J f and N f are periodic with a period 2p ı.l l l
The lines
 4L s z s t q kp ı; t g R, k g Zk
are invariant under f . The lines L , for k even, belong to the Julia setl k
and divide the plane into parallel strips of width 2p . These strips are
denoted by S , m being the odd index of L in the middle of the strip,m m
further dividing the strip into its upper and lower part. Let us denote the
 . q  y.  .upper lower part of S by S S see Figure 3 .m m m
Inside every strip S , we find for each k / m exactly one branch of them
curve
kp y y
y1f L : x s ln . .l k sin y
 .THE DYNAMICS OF l q z q exp z 41
 .FIG. 2. The Julia set of 1 q z q exp z .
FIGURE 3
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For k - m, the branch of the inverse lies in the upper half of the strip and
for k ) m in the lower half. Taking two consecutive even integers k s m9
 ." 1 m9 odd; m9 / m , the points between two curves in S are mappedm
diffeomorphically onto the strip S . However, on looking for preimages inm9
the same strip, we find two of them: one lying in the upper and the other
in the lower part of the strip.
Inside each strip we define a set M , where the derivative is bounded:m
< X . <f z F 1. An easy calculation yieldsl
M s z s x q ıy g S ; e x q 2 cos y F 0 . 4m m
 .  . X  .If l ) 0, then f has fixed points ln l q 2k q 1 p ı, k g Z and f ln ll l
 . .q 2k q 1 p ı s 1 y l.
PROPOSITION 1. If 0 - l F 1, then the set M belongs to the immediatem
 .basin of attraction of ln l q mp ı.
Proof. It is enough to show that for every point z s x q ıy g S ,1
x  .pr2 - y F p , such that e q 2 cos y s 0, its image f z lies in M :1
exp l q x q e xcos y q 2 cos y q e xsin y - 0. .  .
Using e x s y2 cos y, we obtain the inequalities
y2 cos y exp l y 2 cos2 y q 2 cos y y 2 cos y sin y - 0, . .
ycos y exp cos 2 y q l y 1 q cos y y sin 2 y - 0. .  .  . .  .
Since pr2 - y F p , let us define « s y y pr2. Hence we have to show
sin « exp cos 2« q l y 1 y sin « q sin 2« - 0. 1 .  .  .  . .  .
Using inequalities
sin a - a,
b3
sin b ) b y ,
3!
c2
cos c - 1 y ,
2!
d2
de s 1 q d q q ???
2!
2d d
- 1 q d 1 q q q ??? / /2 2
2 d
s 1 q ,
2 y d
 .THE DYNAMICS OF l q z q exp z 43
we obtain
sin « exp cos 2« q l y 1 y sin « q sin 2« .  .  . .  .
322 q 1 y 2« « q sin 2« .  . .
- « y « q sin 2« q . .2 3!2 y 1 y 2« .
3 323 y 2« 2« 3« .  .
- « y « y 2« q q2 6 61 q 2«
« 35
2 2 2 2s 3 y 2« y 3 1 q 2« q « 1 q 2« .  .2  /61 q 2«
« 3
2s 70« y 13 . .26 1 q 2« .
 . ’From the above we obtain the inequality 1 for « - 13r70 . Now let us
 . w x’show that 1 holds also for « g 13r70 , pr2 s I. It is enough to show
that
max sin « exp cos 2« q l y 1 - min sin « q sin 2« . .  .  . .  . .
«gI «gI
   .  ...First, sin « exp cos 2« q l y 1 9 s 0, if
p
ly2cos « s 0 « « s « sin « exp cos 2« q l y 1 s e , .  . .
2
1 p
sin « s « « s « sin « exp cos 2« q l y 1 .  . .
2 6
’e
ly1 ly1s e s 0.82 e .Ç
2
   ...Second, sin « q sin 2« 9 s 0, if
p
1 q 2 cos 2« s 0 « « s « sin « q sin 2« s 0.94, .  . . Ç
3
p
« q sin 2« s « sin « q sin 2« s 1, .  . .
2
  ..  .’ ’and sin 13r70 q sin 2 13r70 s 0.93. Therefore the inequality 1Ç
 xholds for any « g 0, pr2 .
PROPOSITION 2. If 0 - l - 2, then the in¨ariant lines L , k g Z,2 kq1
 .belong to the Fatou set N f .l
 .Proof. Since N f is periodic with period 2p ı, it is enough to provel
 .that L belongs to it. Let us denote the real part of f by h x s l q x1 l l
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x  .y e . Since 0 - l - 2, h has an attractive fixed point p s ln l . Supposel
 .now that 0 - l F 1. Since h has a maximum at x s 0 and h 0 s l y 1l l
 .  .F 0, h x F 0 for any x. In other words, h x lies in M . If, on the otherl l 1
 .  .hand, l lies in the interval 1, 2 , then for every x ) p ) 0, h x - p.l
 .Therefore it is enough to consider the case x - p. If h x - p, thenl
 . x <  . < < <h x y x s l y e ) 0 and hence h x y p - x y p . If, on the otherl l
 . 2 . 2 .hand, h x ) p, then h x - p. So we have to show that h x y x sl l l
 .g x ) 0. Let us prove that g is a decreasing function in the intervall l
 . X  . x lye x x.. x  .y`, p . Since g x s ye 1 q e 1 y e s ye q x , we have tol l
 .  .prove that q x is positive. But this is obvious, since q p s 2 y p andl l
 .  .q x is decreasing in the interval y`, p .l
3. REFINED ITINERARIES
Let us denote by S the set of points from the Julia set that never land
on any invariant line L under iteration. For z g S let us introduce thek
refined itinerary
s z s m s m« 0 , m«1 , . . . , .  .0 1
where m is the odd integer denoting the strip of the jth iteration and «j j
 .  .is the plus or minus sign. The plus minus sign denotes the upper lower
part of the strip. Since a point in S has exactly one preimage in any strip,
except for its own strip, where it has two one in the upper and one in the
.lower part of the strip , « is necessary only if m s m .j j jq1
Let S denote the set of refined itineraries m which satisfy0
1. if « s y, then m G m ;j jq1 j
2. if « s q, then m F m ;j jq1 j
 < < . j .3. ' x g R such that p m q 1 F f x for all j.j l
Our next goal is to show that there are still some elements in S that0
must be excluded.
PROPOSITION 3. There is no point in S with the refined itinerary
 y y .1 , 1 , . . . .
 y y .Proof. Suppose z s x q ıy g S has the refined itinerary 1 , 1 , . . . .
Let
x s R f jq1 z s l q x q e x jcos y , .jq1 l j j
y s I f jq1 z s y q e x jsin y . .jq1 l j j
 .  4Since y g 0, p for all j, the sequence y is monotonically increasing.j j
 4  4Therefore, y converges iff it is bounded. Suppose y converges to y .j j `
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 4  4First, if y F pr2, then x ª `. Therefore y is unbounded.` j j
Second, if pr2 - y - p , then for given « there exists such n that`
 .exp x - « for all k ) 0. If we take « s lr2, then x ) x qnqk nqkq1 nq1
 .  .k lr2 , k ) 0. Hence for some k we get exp x ) lr2.nqk
 4Third, if y s p , then y comes arbitrarily close to p . Hence for` n
 .  .l g 0, 2 there exists some k such that y lies in N f . If, on the otherk l
hand, l G 2, then we can easily see that there exists such m that x ) 1r3m
 . .and p y y - 1r3. But points above the curve x s ln p y y rsin y arem
mapped by f in the half-plane I z ) p .l
Remark. Similar arguments apply to any refined itinerary which is
constant from some point on. Note that constant or eventually constant
itineraries do not exist since these itineraries correspond to the invariant
lines which tend to y`, which is acting as a fixed point. If we project by
the exponential, y` is sent to 0, which is a fixed point for g , and all thesel
invariant lines are sent to the real positive axis, which is the fixed tail that
is attached to 0.
Let us define
 4S s S y refined itineraries which are constant from some point on .0
 .PROPOSITION 4. Let z s a q ıb g S ha¨e a refined itinerary s z s
 « 0 «1 .  .m , m , . . . . Then s z g S.0 1
< < < < < j . <Proof. Suppose y s a q b . Then, by induction, it follows f z Fl
j . j . j .f y . If x s y q 2p , then, by induction, f x G f y q 2p . Therefore,l l l
we have
j< <p m q 1 F f z q 2p . .j l
F f j y q 2p .l
F f j x . .l
 4 j . j .If x ) max 2, l , we can easily check that f x - h 2 x for all j, wherel
 . x h x s e . Therefore refined itineraries must be exponential order see
w x.3 .
4. EXISTENCE OF POINTS WITH A PRESCRIBED
REFINED ITINERARY
w xUsing the method due to Devaney and Krych 3 we will show that for
 .any m g S, there exists a z g S with s z s m.
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 « 0 «1 .  < <Let m s m , m , . . . g S. There exists an x g R such that p m qÃ0 1 j
. j .  41 F f x for all j. In the following construction x ) max l, 2p isÃ Ãl
 . q  y .assumed. Denote the upper lower part of S by S S . Let usm m mi i i
 .construct a sequence B defined as follows see Figure 4 :i
1. B ; clos S« i ;i m i
2. each side of B is parallel to the x or y axis and has length p ;i
i .3. the leftmost vertical side of B lies in R z s f x .Ãi l
 .PROPOSITION 5. B ; f B .jq1 l j
Proof. Without loss of generality we may assume « s y. Therefore,j
 the f image of B is a region contained in the half-plane I z G p m yl j j
.41 . Let us denote the edges of B byj
j ja s f x , p m y 1 , f x q p , p m y 1 , .  .Ã Ã .  . .  .j l j l j
j jb s f x q p , p m y 1 , f x q p , p m , .  .Ã Ã . .  .j l j l j
j jc s f x , p m , f x q p , p m , .  .Ã Ã .  .j l j l j
j jd s f x , p m y 1 , f x , p m . .  .Ã Ã . .  .j l j l j
FIGURE 4
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Then
f a ; z ; z g L , z G f jq1 x q p m y 1 ı , . Ã  . . 5l j m y1 l jj
f c ; z ; z g L , z F f jq1 x q p m ı . . Ã . 5l j m l jj
 . jq1 .Let us find the point where f b meets R f z q p and denote it byl j l
 .z s j , h . Since
f b s l q f j x q p q exp f j x q p cos a , p m y 1 q a .  .Ã Ã .  . . l j l l j
j w xqexp f x q p sin a , a g 0, p , .Ã . 5.l
the meeting point is found by solving the equation
lq f j x qpqexp f j x q p cos a s f jq1 x q p , .  .  .Ã Ã Ã .l l l
exp f j x q p cos a s exp f j x .  .Ã Ã .  .l l
a s arccos eyp .
 .  j . .Therefore, h s p m y 1 q a q exp f x q p sin a .Ãj l
It is enough to show that h y p m G 0. There are two possibilities:jq1
a. If m s m , thenj jq1
h y p m s p m y 1 q a q exp f j x q p sin a y p m .Ã .  .jq1 j l jq1
s a q exp f j x q p sin a y p .Ã .l
) 0.
b. If m - m , then there are again two possibilities:j jq1
b.1. If m ) 0, thenj
< <p m q 1 s p m q 1 . .jq1 jq1
F l q f j x q exp f j x .  .Ã Ã .l l
- 2 exp f j x . .Ã .l
Therefore,
h y p m s p m y p 1 q m q a q exp f j x q p sin a .Ã .  .jq1 j jq1 l
) p m y 2 exp f j x q a q exp f j x q p sin a .  .Ã Ã .  .j l l
) 0.
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b.2. If m - 0, then there are again two possibilities:j
b.2.1. If m - 0, it is enough to show that h ) 0. Usingjq1
 < < . j .inequality p m q 1 F f x we obtainÃj l
h s p m y 1 q a q exp f j x q p sin a .Ã .  .j l
G yf j x q a q exp f j x q p sin a .  .Ã Ã .l l
) 0.
jq1 .b.2.2. If m ) 0, inequality yp m y p G yf xÃjq1 jq1 l
holds. Therefore,
h y p m G yf j x q a q exp f j x q p sin a y f jq1 x q p .  .  .Ã Ã Ã .jq1 l l l
G y1 y 2 f j x y exp f j x q exp f j x q p sin a .  .  .Ã Ã Ã .  .l l l
G y3 q ep sin a exp f j x .  .Ã .l
G 0.
 .THEOREM 1. Let m g S. There exists a point z g S with s z s m.
Proof. Define
iV s z g B f z g B for i F n . . 4n 0 l i
< n.  . < yn .V is compact and V ; V . Since f 9 z ) 1 for z g f B , then nq1 n n
intersection F V is one point. Let us denote this point by z. Now wenG 0 n
have to show that z g S and that it has the desired refined itinerary.
n . nq1 . nq1Suppose f z g L . Then f z f B . If, on the other hand,l 2 kq1 l
n . nqm .f z g L , then f z g L for all m G 1. But this contradicts thel 2 k l 2 k
assumption that m is not constant from some point on. Hence z g int S« 0m0n .and has the desired itinerary. Since f z tends to infinity at the rate ofl
 .iterated exponentiation and f has no wandering domains, z lies in J f .l l
5. TAILS OF REFINED ITINERARIES
w xBy the same reasoning as that of Devaney and Krych 3 , we will show
that the set of those points which share the same refined itinerary and
which tend monotonically to infinity lie on a continuous curve or ``tail.''
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THEOREM 2. The set of those points which share the same refined itinerary
and tend monotonically to infinity lie on a Lipschitz cur¨ e.
Proof. Let us fix m g S and h g R. Define
« i i0g m s z g S s z s m and R f z G f h . .  .  .  . 5h m l l0
 . y1 .g m is the set of points in s m which move sufficiently quickly to theh
 .right. Our goal is to show that g m is Lipschitz if h is sufficiently large.h
Using the same construction as in the proof of the existence of z with a
 . « jprescribed refined itinerary, a set of squares B x ; S for each x G xÃj m jyj  ..can be defined such that F f B x is a single point. Let us denotejG 0 l j
 .  .  .this unique point by z x . Obviously, z x is a parametrization of g m .xÃ
 .LEMMA 1. z x is continuous.
 .Proof. Let z s z x and take any neighborhood U of z . From the0 0 0
yn  ..construction of B , it is clear that there exists an n with f B x ; U.n l n 0
yn  ..There exists a neighborhood V of x such that f B x ; U for any0 l n
x g V.
j . jq1 j .LEMMA 2. If k ) 2, then f kx ) k f x .Ã Ãl l
 4Proof. Recall that x G l, 2p . For j s 1 we haveÃ
k xÃf kx s l q kx q e .Ã Ãl
k xÃ) e
kqxÃ) e
since the product of two numbers larger than 2 is larger than the sum.
On the other hand,
2 2 xÃk f x s k l q x q e .  .Ã Ãl
2 xÃ- 1.5k e .
k 2  . 2  .Since e ) 1.5k for k ) 2, f kx ) k f x . By induction, for j ) 1,Ã Ãl l
f jq1 kx s l q f j kx q exp f j kx .  .  .Ã Ã Ã .l l l
) exp k jq1 f j x .Ã .l
) exp k jq1 exp f j x .  .Ã .l
) 1.5k jq2 exp f j x .Ã .l
) k jq2 f jq1 x . .Ãl
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 .   j ...  . w xLet u z s arg f 9 f z be such that u z g yp , p .j j
j .LEMMA 3. For a gi¨ en d ) 0, there exists an h ) 0 such that if f z gl
« j j . j .  j ..S , R f z G f h for j s 0, . . . , n and cos I f z ) 0.5 for j s 0, . . . , nm l l lj ny1 <  . <y 1, then  u z - d .js0 j
Proof. Let h s kx, where k will be chosen later. Let us denote x sÃ j
j . j .R f z and y s I f z . Note that for x G x we have the inequalityÃl j l
l q x q e x - 1.5e x. Using this inequality, our assumptions, and the above
lemma, we obtain for j s 0, . . . , n y 1,
< x j <e sin yj
tan u z s . .j x j1 q e cos yj
< < < x j <y q y q e sin yj j
- x j0.5e
< < < <2 y q y .j jq1
- x j1r1.5 l q x q e .  .j
3 f j x q f jq1 x .  .Ã Ã .l l
- xl q x q e cos yj j j
3 1.5 f jq1 x .Ã .l
-
x jq1
4.5 f jq1 x .ÃlF jq1f kx .Ãl
4.5 f jq1 x .Ãl
- .jq2 jq1k f x .Ãl
ny1 <  . <Therefore, we must choose k, so that  tan u z - d .js0 j
Let us now define the semi-infinite strip
« iiC h s z g S R z ) f h . .  . 5i m li
 4  i . < « i .If h ) x G max l, 2p , then the rightmost point of f R z s f h z g SÃ l l m iiq1 .  .has a real component equal to f h . Therefore, f C covers C .l l i iq1
 . yi .Denote D h s f C , where the appropriate inverse is chosen at eachi l i
stage
z g D « f j z g C for 0 F j F i . .i l j
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In this way we get a nested sequence of strips in S« 0 . Each D has threem i0
boundary components: two of them are smooth curves which tend to
 .infinity and the third lies in the square B h .i
Let d ) 0. Choose h s kx as in Lemma 3 and let us denoteÃ
« iH h s z g S f z g C h . .  .  . 5i m l iq1i
 .  .LEMMA 4. If z g H h , then cos I z ) 0.5.i
Proof. Without loss of generality we may assume « s y. Suppose nowi
« s y. For « s q the proof is almost the same. Note that ifiq1 iq1
y1 y .m ) m , then f S lies between the curvesiq1 i l mq1
p m y yiq1
x s ln , y g p m y 1 , p m , . .i isin y
and
p m y 1 y y .iq1
x s ln , y g p m y 1 , p m . . .i isin y
y1 y .If m s m , then f S lies between the curveiq1 i l mq1
p m y yiq1
x s ln , y g p m y 1 , p m , . .i isin y
 .  . y1 y . i .and the line y s p m y 1 . Since H h ; f S and R z G f h si i l mq1 l
i .  .f kx if z g H h , it is enough to show thatÃl i
p m y p m y 1 q pr3 . .iq1 i iln - f kx . .Ãlsin p m y 1 q pr3 . .i
But
p m y p m y 1 q pr3 p m y m q 1 .  . .iq1 i iq1 i
ln - ln
sin p m y 1 q pr3 sin pr3 .  . .i
f iq1 x q f i x .  .Ã Ãl l
- ln ’3 r2
f i xÃ. il1.5e q f x .Ãl
- ln ’3 r2
- 1 q f i x .Ãl
- f i kx . .Ãl
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" .  . " .Let G h denote the upper and lower boundaries of D h . G hj j j
have the form
¡ q ¦t q ım t , .j
yj jq ¡ ¦~ ¥R f f h q p m q 1 ı if « s q .  . .G h s . l l j jj q ~ ¥t G h sj yj j¢ §¢ §R f f h q p m ı if « s y . .l l j j
and
¡ y ¦t q ım t , .j
yj jy ¡ ¦~ ¥R f f h q p m ı if « s q . .G h s , . l l j jj y ~ ¥t G h sj yj j¢ §¢ §R f f h q p m y 1 ı if « s y .  . .l l j j
where appropriate inverses are chosen at each stage. By Lemmas 4 and 3,
" . < ".  . < < n.  . <m t satisfy m 9 t - d . Since f 9 z ) 1, the vertical widths ofj j l
 . " .  .D h tend to zero. Hence G h ª g m as j tends to infinity. More-i j h
" .  .over, since the slopes of the G h are bounded by d , g m is Lipschitzj h
with Lipschitz constant d .
6. PERIODIC POINTS
In this section we show that if 0 - l F 1, then there is unique periodic
point corresponding to each repeating sequence m in S. Moreover, each
such periodic point comes equipped with a continuous curve of points
which share the same refined itinerary.
Let us define
Xq q qR s int S y M s z g S , f z ) 1 , 4 . .i i i i l
Xy y yR s int S y M s z g S , f z ) 1 . 4 . .i i i i l
 .Note that by Proposition 1 each M belongs to N f if 0 - l F 1. Hencei l
by restricting ourselves to points from R" , only uninteresting points arei
left out and an estimate of the absolute value of the derivative used in the
proof of Theorem 3 is gained. A region Q in C is called quasi-horseshoe-
 w x.shaped see 3, p. 42 if
v
q yQ ; R or Q ; R for some i;i i
v  .Q is bounded by two smooth curves h t , k s 1, 2, defined fork
y` - t - `, except perhaps for t s 0;
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v  .lim Rh t s `, k s 1, 2;t ª "` k
v
X  .lim h t s 0, k s 1, 2t ª "` k
In what follows we will write f instead of f .l
"  y.y1  .PROPOSITION 6. If Q ; R is quasi-horseshoe-shaped, then f Q ,i j
 q.y1  . . " < "j F i f Q , j G i is also quasi-horseshoe-shaped, where f s f R .j j j
 <  . 4Proof. Let us define H s z I z ) j y 1 p . Suppose there is a pointj
y y.  y.y1  .w in H y M that does not belong to f R . Then f w lies in Mj j j j j j
y y. y yand so does w. Hence H y M ; f R s V. Since f : R ª V isj j j j j j
 y.y1  y.y1  .bijective and holomorphic, f is holomorphic. Therefore f hj j k
are two continuous curves. In fact, they are smooth except perhaps at
 y.y1   ..f h 0 , k s 1, 2.j k
Let
yG s z g R R z s a ) p . 4a j
a The curve G is mapped onto the smooth curve l q a q ıy q e cos y qa
.  . y .ı sin y , j y 1 p - y - jp . If a is large enough, then f G meets Q inj a
y .two arcs. Moreover, the angles between f G and the boundary of Qj a
 y.  . ytend to pr2 as a tends to `. Since for any z from R , f 9 z / 0, f isj j j j
y1 .conformal. Therefore, the angle between G and f h also tends toa j k
pr2.
Let us define
« « « i «0 n 0 iV m , . . . , m s z g R f z g R , 1 F i F n . 2 .  . .  50 n m m0 i
 « 0 «1.PROPOSITION 7. Suppose m / m or « / « . Then V m , m is a0 1 0 1 0 1
quasi-horseshoe-shaped region or an empty set.
Proof. Without loss of generality we may assume « s y. If m ) m ,0 1
 y « 1.then V m , m is an empty set. Hence let us assume m F m . Let us0 1 0 1
 y . y < y ydefine V s f R and f s f R . Since f : R ª V is holomorphicm m m m m0 0 0 0 0y y1 y y1 « 1 .  .   ..and bijective, f is holomorphic. Therefore, f ­ R are twom m m0 0 1
continuous curves in Ry . Moreover, one of them is smooth and them0
 y .y1 .other is smooth except at f ln 2 q m p ı . Let us parametrizem 10 1y y1 « «1 1 .   ..  .f ­ R by the real part of ­ R shifted by ln . Hencem m m 20 1 1
y y1 « 1 .   ..R f ­ R tends to ` as t tends to "`. As in Proposition 6 them m0 1
 y < 4 «1image of G s y g R R z s a ) p cuts R into two arcs and thea m m0 1y « 1 .  .angles between f G and ­ R tend to pr2 as a tends to `. Sincem a my10y y y1 « 1 .   ..f is conformal, the angles between G and f ­ R tend to pr2m a m m0 0 1
y y1 « 1 .   ..as a tends to `. Hence the slopes of f ­ R tend to zero.m m1 1
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PROPOSITION 8. Suppose m / m or « / « and n G 1. Thenn ny1 n ny1
 « 0 « n.V m , . . . , m is quasi-horseshoe-shaped or an empty set.0 n
 « 0 « n.Proof. If m , . . . , m cannot be the beginning of an m g S, then0 n
 « 0 « n.  « ny 1 « n.V m , . . . , m is an empty set. Otherwise, V m , m is quasi-0 n ny1 n
 « i « n.horseshoe-shaped by Proposition 7. Suppose V m , . . . , m is quasi-i n
 « iy1 « n.  « iy1 .y1  « i « n..horseshoe-shaped. Then V m , . . . , m s f V m , . . . , miy1 n m i niy1
is quasi-horseshoe-shaped by Proposition 6. Therefore, by induction,
« «0 n .V m , . . . , m is a quasi-horseshoe-shaped region.0 n
THEOREM 3. There exists a unique periodic point corresponding to each
 <  . 4repeating sequence m g S and g s z g S s z s m is a continuous cur¨ e.
« «0 ny1Proof. Let m s m , . . . , m be a repeating sequence. Since no0 ny1
m g S is constant from some point on, there exists an i such that
m / m or « / « . Without loss of generality we may assume thati iq1 i iq1
 « 0 « ny 1 « 0.m / m or « / « . Hence by Proposition 8, V m , . . . , m , m0 ny1 0 ny1 0 ny1 0
« 0 n  « 0is a quasi-horseshoe-shaped region in R and f maps V m , . . . ,m 00
« ny 1 « 0. « 0m , m diffeomorphically onto R . For any i s 0, . . . , n y 1 let usny1 0 m0
a   « i « ny 1 « 0. < 4 a  a <define V s z g V m , . . . , m , m R z F a and W s z g V R zi i ny1 0 i i
4  .  « i « 0.s a see Figure 5 . Since V m , . . . , m are quasi-horseshoe-shaped, wei 0
a a can choose a so that each W consists of two disjoint intervals, V ; z gi i
« i < < 4  < < .  « i <R ¬ R z F a and a ) m q 1 p . Let us define U s z g R R z sm i i mi i
4  .  .a and assume « s y. Since f U is a concave curve and I f U has ai i i
w . xmaximum at z s a q ıw, w g m y 1 p q pr2, m p ,i i
2m y 1i
I f a q ıw ) I f a q ı p . .  / /2
2m y 1i as p q e
2
) a
) m q 1 p . .iq1
FIGURE 5
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 y.  < 4 y  < wHence f U ; z g C R z G a , where U s z g U J z g m yi i i i
.  . x41 p , m y 1 p q pr2 . Similar arguments work if « s q.i i
Without loss of generality we may assume « s y. It can be easilyny1
 a .  « 0 < < 4seen that f W is the subset of z g R ¬ R z ) a : on the right theny1 m0
above arguments hold and on the left we can use the inequalities
2p
R f a q ı m y 1 p q - ya , .ny1 / / /3
2p
I f a q ı m y 1 p q ) m q 1 p . .  .ny1 0 / / /3
 « iy1.y1 a . a  a . n a . aSince f V ; V , f W lies between f W . Hence V ;iy1 i iy1 ny1 0 0
n a . <  . < « i < n.  . < ny1f V . Since f 9 z ) 1 for every z g R and f 9 z s 0 m is0i
<  i .. < < n.  . < a n < af 9 f z , we have f 9 z ) 1 for every z g V . Hence f V has an0 0
inverse which is a contradiction. Therefore, there is a unique fixed point
for f n in V a. Since the argument is independent of a for large a , it0
follows that there is a unique periodic point in R« 0 with refined itinerarym0
m.
 .Let us take g m defined as in Theorem 2 and iterate it backwardh
 .  .where the appropriate inverse is chosen at each stage . All points in g mh
are backward asymptotic to the unique periodic point with refined itinerary
m.
7. INVARIANT CURVES
 .  .Suppose now l s a q ıb , b / 0. J f and N f are still periodic withl l
period 2p ı, but the lines L are no longer invariant. For every l therek
q 2 2  . .’is a fixed point z in S , z s ln a q b , arctan bra y p andfix y1 fix
2 2<  . < ’f 9 z s 1 y a q b . .fix
 4If l y l s 2kp ı, k g Z y 0 , then f ( f s f ( f and hence by1 2 l l l l1 2 2 1w x  .  .Baker 2 , J f s J f . Of course the dynamics of f and f are quitel l l l1 2 1 2
different. For example, if l g R, then all the stable domains of f are1 l1
 .preperiodic, but f has wandering domains. On the other hand, f zl l2
 .  .s f z , so J f and J f are symmetric with respect to the real axis. .l l l1
Let us restrict the parameter b : 0 - b - p . We are looking for invari-
ant curves that divide the plane into bent strips of width 2p . Figures 6, 7
and 8 show part of the dynamic plane for l s 0.9 q 0.2 ı, l s 1 q ı, and
w xl s 1 q 2.5ı y3p F x F 3p , y2p F y F 2p , respectively; black points
belong to the Julia set. We denote by S the semistrip S s x q ıy; x G 3,
4ypr2 F y F 0 .
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 .FIG. 6. The Julia set of 0.9 q 0.2 ı q z q exp z .
 .FIG. 7. The Julia set of 1 q ı q z q exp z .
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 .FIG. 8. The Julia set of 1 q 2.5ı q z q exp z .
PROPOSITION 9. Let a ) 0 and 0 - b - p . Then there exists an in¨ari-
ant cur¨ e in the semistrip S, which is a graph of a continuous function
 .y s f x .
Proof. Let C 0 be the set of points that stay in the semistrip S foreverl
during the iteration. Then we denote by s and s the inverse images0 yp r2
of the lines I z s 0 and I z s ypr2 in the semistrip. These two curves,
y q b
s : x s ln ,0 ysin y
y q b q pr2
s : x s ln ,yp r2 ysin y
intersect the line R z s 3 between 0 and ypr6. Together with the
segment of the line R z s 3 they determine a curvilinear triangle
T s x q ıy ; x G 3, s F y F s , 40 yp r2
 .extending to infinity see Figure 9 . T is mapped into S.
For an x G 3 let I be the vertical interval x q ıy between the twox
curves s and s . Iterating the interval we obtain by intersection with0 yp r2
T the arcs a :j
a s I , a s f a l T . .0 x jq1 l j
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FIG. 9. The set T.
 .f a are arcs extending from the line y s ypr2 to y s 0. To see thatj
they again intersect T in an arc, we define the total angle of rotation of a
point in T ,
k
X jr z s arg f f z , .  . . . l l
js0
 . j . where k s k z is the integer such that f z g T , 0 F j F k k s ` forl
0.z g C . The rotation angle is obviously negative, and elementary calcula-l
<  X .. < < <tions, taking into account that arg f z - I z and estimating s byl yp r2
 . . <  . <the curve x s ln b q pr2 ryy , lead to r z - pr3 for all z g T.
a s are moving quickly to the right, rotating in the negative sense by lessj
than pr3. Their preimages on I ,x
I s fyj a l I , .x , j l j x
form a sequence of nested closed intervals, and their intersection obviously
are one point
`
f x s I , . F x , j
js0
 .thus defining a function y s f x .
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The upper and lower endpoints of I define two sequences of continu-x, j
 .  .ous functions f x and f x .j, q j, y
 .PROPOSITION 10. The function y s f x , x ) 3, is continuous and in-
creasing.
<  .Proof. Take x ) 3 and « ) 0. Then there is a k such that f x y0 k , q
 . <f x - «r3 for all x in the neighborhood of x . From the continuityk , y 0
<  .  . < < <of f there is a d such that f x y f x - «r3 for x y x -k , q k , q k , q 0 0
<  .  . <d . Therefore f x y f x - « .0
 .In a similar way as above we prove that the function y s f x is
increasing. We prove for all y on the curve C 0 that there is only one pointl
with that y. Let H be the horizontal interval between the two curves sy 0
and s :p r2
y q b y q b q pr2
H s x q ıy ; ln F x F ln .y  5ysin y ysin y
< <  .We easily estimate that H - ln 1 q prb . Its images in T are denotedy
by b :j
b s H , b s f b l T . .0 y jq1 j
They too, like a , are moving to the right, and their preimagesj
H s fyj b l H .y , j l j y
form a sequence of nested closed interval with only one point of intersec-
tion.
< < 0PROPOSITION 11. Let a y 1 - 0.2 and 0 - b - 0.2. Then the cur¨ e Cl
can be continued into the half-plane R z - 3.
Proof. Take an elementary arc of C 0, starting on the line R z s 3 withl
 .  .z s 3 q ıf 3 and ending in its image z s f z :0 1 0
c s z s x q ıf x ; 3 F x F a q 3 q exp 3 cos f 3 . 4 .  .  . .0
Between s and s we find its preimage c , again lying in the strip0 yp r2 y1
ypr2 - y - 0, and since we are far from any critical point, being a simple
arc. From the relations
x ¬ a q x q e xcos y ,
y ¬ b q y q e xsin y ,
and the limitations on l s a q ıb , we conclude that we can repeat this
process of finding preimages at least eight times to stay in the strip to
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arrive at the arc c and its endpoint z . Because cos y ) 0 in the stripy8 y8
ypr2 - y - 0 we have x - x y a - x y 0.8. The preimagesy jy1. yj yj
are moving to the left. If we take A small enough, say A - y2, the
  . 4mapping f on the half-plane H s z, R z - A , being almost a transla-l
 .tion, is a bijection f : H ¬ f H . Therefore since x - y5 all furtherl l y8
 .preimages are uniquely defined and almost translations . However, we
cannot ascertain that one line y s bra q c is the asymptotic of C s C 0l l
j D` c , as the whole curve between two consecutive preimages isjs1 yj
almost translated.
 < <Hence for the values of the parameter from the set l; a y 1 - 0.2
4and 0 - b - 0.2 the union of the invariant curve in S and the elementary
arcs is the whole invariant curve:
`
0C s C j c .Dl l yj
js1
The whole invariant curve lies in the Julia set. Translating C by al
multiple of 2p ı again results in an invariant curve C s C q 2kp ı.l, k l
Thus the whole complex plane is divided into countably many bent strips
between the invariant curves, each containing one critical point yp ı q
2kp ı. Inside each strip there is one attractor yp ı q ln l q 2kp ı.
Remark. Propositions 9 and 10 proved that for the parameters a ) 0
and 0 - b - p the tail of the invariant curve is always present. A problem
arises when we try to pull back the invariant tail C 0. There are fourl
possibilities that can occur. First, the invariant tail might converge to the
 .2 2repelling fixed point z if we are outside the disc a y 1 q b - 1.fix
Second, the invariant tail might tend to y`. Hence the whole invariant
curve C divides the complex plane into two connected sets. Third, thel
 .  .invariant tail might hit a critical value a y 1 q b y p ı and hence the
pullback is not well defined. In this case the Julia set is the whole plane.
Last, the invariant tail might accumulate in some compact set. This last
possibility is unlikely but difficult to rule out.
w xThe above discussion is equivalent to the discussion in 8 about when
 . zqlthe hair of g z s ze is attached to the repelling fixed point z s yll
or to z s 0 or neither. Fagella resolved it for all values of the parameter l
except for a band. She conjectured the existence of a hair in the parameter
plane composed of l values for which the critical value lies on the fixed
hair of g and which should separate the region of ls for which the fixedl
hair is attached to z s 0, from the one for which is attached to z s yl. In
w x  < <.8 it is proved that if a G 1 q ln brsin b , then the fixed hair of g isl
attached to z s 0 and hence for these values of l the whole f -invariantl
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curve divides the complex plane. Note that Proposition 11 adds some new
values of the parameter l for which the fixed hair of g is attached tol
z s 0.
In what follows let us assume that the pullbacks are well defined. The
bifurcation diagram in Figure 10 suggests that C divides the complexl
 .2 2plane for the values of the parameter in the disc a y 1 q b s 1. We
 .will confirm the conjecture for l s 1 q ı Figure 7 . In Proposition 12 we
will define the set of values of the parameter l for which C does notl
divide the complex plane Figure 8 shows part of the Julia set for such a
.value of the parameter .
Note that the invariant curve C , if it exists, cannot meet itself. Sincel
 .f z works almost as translation z q l for z with a large negative reall
component, there exists n g N such that C 0 j Dn c intersect the linel js1 yj
Ä  4L s z s t q ıy ; t g R, y s b y pb
for the first time. Let us denote the first intersection point by z s x , b1 1
.y p , the second, if it exists, by z , . . . .2
LEMMA 5. Suppose there are r, r ) 1, intersection points z , . . . , z . If1 r
x ) a y 1, then x ) x for each m, 1 - m F r.1 m 1
FIG. 10. The bifurcation diagram for f .l
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Proof. Suppose there are some intersection points z , . . . , z , m -m m 11 k
m - ??? - m , such that x ) x , 1 F i F k. Let us define2 k 1 m i
yp y y
j s z s x q ıy ; x s ln , y g yp , 0 , . 5sin y
and
y  4L s z s x y ıp ; x F 0 .y1
y Ä .  .  .Note that f j j L s L and f yıp s a y 1, b y p . If x ) a yl y1 b l 1
y1 . q1, then no preimage of z lies at L and w s f z l S lies at j . If1 y1 1 l 1 y1
z exists, then for some n, C 0 j Dn c must intersect j at a point wm l js1 yj1 Ä .  .such that Iw - Iw and Rw - Rw . But then f w g L and R f w1 1 b l
- x , which contradicts our assumption that z is the first such point.1 m1
 . . qPROPOSITION 12. If ln 2b y p rsin b G a y 1, then C ; S .l y1
Ä  .Proof. Let us find w g L , pr2 - b - p , such that I f w s 0:b l
2b y p
pb q b y p q e sin b y p s 0 « x s ln . .
sin b
 . .If ln 2b y p rsin b G a y 1, then for each n,
n
0 Ä  4C j c l L l z ; R z F a y 1 s B.Dl yj b /
js1
qHence C ; S . In other words, C does not divide the complex plane.l y1 l
LEMMA 6. For l s 1 q ı there exists an f -in¨ariant cur¨ e C which1q ı 1qı
di¨ ides the complex plane into two connected sets.
 .Proof. By Propositions 9 and 10 we know that y s f x , x ) 4 is an
 .increasing, continuous function. We can easily verify that y0.05 - f x -
0 for x ) 4. Rather cumbersome but elementary calculations give us
 4c ; x q ıy ; 0.8 - x - 4, y0.33 - y - y0.01y1
 4c ; x q ıy ; y0.7 - x - 0.9, y0.94 - y - y0.29y2
 4c ; x q ıy ; y1.9 - x - y0.3, y1.8 - y - y0.8y3
 4c ; x q ıy ; y3 - x - y0.8, y2.8 - y - y1.4y4
 4c ; x q ıy ; y4.1 - x - y1.5, y4 - y - y2.2y5
 4c ; x q ıy ; y5.2 - x - y2.3, y5.2 - y - yp .y6
 .THE DYNAMICS OF l q z q exp z 63
Since x - y2.3, all further preimages are uniquely defined see Propo-y5
.sition 11 .
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