This paper studies the achievable rates of the multi-antenna or multiple-input multiple-output (MIMO) secrecy channel with multiple single-/multi-antenna eavesdroppers. It is known that the maximum achievable secrecy rate is obtained with the optimal transmit covariance matrix that maximizes the minimum difference between the channel mutual information of the secrecy user and those of the eavesdroppers. The maximum secrecy rate computation can thus be formulated as a nonconvex max-min problem, which cannot be solved efficiently by existing methods. To handle this difficulty, this paper explores a new relationship between the secrecy channel and the recently developed cognitive radio (CR) channel, in which the secondary user transmits over the same spectrum simultaneously with multiple primary users, subject to the received interference power constraints at the primary users, or the so-called "interference temperature (IT)" constraints. By constructing an auxiliary multi-antenna CR channel that has the same channel responses as the secrecy channel, this paper shows that the optimal transmit covariance to achieve the maximum secrecy rate is the same as that to achieve the CR spectrum sharing capacity with properly selected IT constraints. Thereby, finding the optimal complex transmit covariance matrix for the secrecy channel becomes equivalent to searching over a set of real IT constraints in the auxiliary CR channel. Based on this relationship, efficient algorithms are proposed to solve the non-convex secrecy rate maximization problem by transforming it into a sequence of convex CR spectrum sharing capacity computation problems, under various setups of the secrecy channel.
I. INTRODUCTION
In the 1970s, Wyner introduced a secrecy transmission model in his seminal work [1] on information-theoretic secrecy. In this model, the secrecy transmitter sends confidential messages to a legitimate receiver subject to the requirement that the messages must be kept secrete from an eavesdropper. The information-theoretic study of the secrecy transmission problem has been continued and extended to many other channel models, including broadcast channels (BCs) [2] , [3] , multiple-access channels (MACs) [4] , [5] , interference channels (ICs) [6] , [7] , and cognitive ICs [8] . Very recently, the secrecy capacity of the multi-antenna/multiple-input multipleoutput (MIMO) channel has been characterized by Khisti and Wornell [9] , and Oggier and Hassibi [10] . In their work, the MIMO secrecy channel with a single eavesdropper having multiple antennas is transformed into a degraded MIMO-BC, whose capacity is an upper bound on the secrecy capacity. It was shown in [9] , [10] that this capacity upper bound is indeed tight for the Gaussian noise case, i.e., the exact secrecy capacity. Moreover, Liu and Shammai [11] also established the MIMO secrecy capacity with a single multi-antenna eavesdropper by using the channel enhancement technique proposed in [12] . However, this secrecy capacity result cannot be extended to the general case of multiple eavesdroppers [13] . Computation of multi-antenna secrecy capacities has also been studied in [14] , [15] , for the case of a single eavesdropper.
On the other hand, cognitive radio (CR) is considered as a promising technology to dramatically improve wireless spectrum utilization, thus having a great potential to address the spectrum scarcity problem. In a spectrum-sharing CR system, the CR user or the so-called secondary user (SU) is allowed to simultaneously transmit with the licensed primary user (PU) over the same spectrum, provided that the SU to PU interference level is regulated below a predefined threshold, which is also called the "interference temperature (IT)" constraint. The capacity achieving transmission problems under the IT constraint for the secondary users have been studied in [16] for the multi-antenna CR channels. Since the IT constraint is linear over the transmit covariance matrix, the capacity characterization problems for the MIMO CR channels can be formulated as convex optimization problems, and are thus solvable via standard convex optimization techniques. It is worth noting that the system models of the secrecy channel and the CR channel are fairly similar in the sense that the secrecy and SU transmitters need to regulate the resultant signal power level at the eavesdropper and PU, respectively, so as to achieve the goals of confidential transmission and PU protection, respectively.
In this paper, we study the achievable rates for the MIMO secrecy channel with multiple single-/multi-antenna eavesdroppers. According to [9] - [11] , [13] , the achievable secrecy rate can be maximized via optimizing over the transmit covariance matrix of the secrecy user to maximize the minimum difference between the mutual information of the secrecy channel and those of the channels from the secrecy transmitter to different eavesdroppers. It can thus be shown that the resulting secrecy rate maximization problem is a non-convex max-min optimization problem, which is difficult to solve via existing methods. To address this problem, we consider an auxiliary CR channel with multiple PUs bearing the same channel responses as those eavesdroppers in the secrecy channel. We then establish a relationship between this auxiliary CR channel and the secrecy channel by proving that the optimal transmit covariance matrix for the secrecy channel is the same as that for the CR channel with properly selected IT constraints for the PUs. Thereby, finding the optimal complex transmit covariance matrix for the secrecy channel becomes equivalent to searching over a set of real IT constraints in the auxiliary CR channel, thus substantially reducing the computational complexity. Based on this relationship, we transform the nonconvex secrecy rate maximization problem into a sequence of convex CR spectrum sharing capacity computation problems, under various setups of the secrecy channel. For the case of multiple-input single-output (MISO) secrecy channel with single-antenna eavesdroppers, we propose an efficient algorithm to compute the maximum achievable secrecy rate, while for the cases with multi-antenna secrecy and/or eavesdropper receivers, we obtain various new bounds on the achievable secrecy rate.
The rest of this paper is organized as follows. Section II presents the system models and problem formulations for the CR transmission and the secrecy transmission. Section III describes the main theoretical results of this paper on the relationship between the secrecy achievable rate and the CR spectrum sharing capacity, and develops an efficient algorithm to compute the maximum achievable rate for the MISO secrecy channel with single-antenna eavesdroppers. Section IV and Section V then extend the results to the cases of multi-antenna secrecy and eavesdropper receivers, respectively. Section VI presents some numerical examples. Finally, Section VII concludes this paper.
Notation: Uppercase boldface and lowercase boldface letters are used to denote matrices and vectors, respectively. (S) T , (S) H , tr(S), and |S| denote the transpose, the conjugate transpose, the trace, and the determinant of a matrix S, respectively. R K denotes the K×1 real vector space, and R denotes the real number space, while R K + and R + denote their non-negative orthants, respectively. I denotes an identity matrix of proper dimensions. E[·] denotes the statistical expectation. |·| denotes the absolute value of a complex number.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we present system models and problem formulations for the CR transmission and the secrecy transmission. For the ease of illustration, we first consider the MISO secrecy channel with single-antenna eavesdroppers, and we then discuss the general cases with multi-antenna secrecy and eavesdropper receivers in Sections IV and V, respectively.
A. CR MISO Transmission
As shown in Fig. 1(a) , we consider a MISO CR channel, where the SU transmitter (SU-Tx) is equipped with N transmit antennas, and the SU receiver (SU-Rx) is equipped with a single receive antenna. The SU-Tx to SU-Rx channel is denoted by a N ×1 complex vector h s . Moreover, there are K single-antenna PU receivers denoted by PU i , i = 1, · · · , K, and the channel from SU-Tx to PU i is denoted by the N × 1 complex vector h i . The received signal at SU-Rx is given by
where x is the transmit signal vector at SU-Tx, and z denotes the circular symmetric complex Gaussian (CSCG) noise at SU-Rx with zero mean and unit variance. Since the SU shares the same spectrum with the PUs, there are K IT constraints imposed to the SU transmission, expressed as E[|h H i x| 2 ] ≤ Γ i , i = 1, · · · , K, where Γ i denotes the IT limit for PU i .
Consider the CR MISO transmission problem, in which we determine the optimal transmit covariance matrix for SU-Tx to maximize the transmit rate subject to the transmit power constraint and the IT constraints for the K PUs. Mathematically, the CR spectrum sharing capacity problem can be formulated as [16] (PA) : max
K where x is CSCG distributed with zero means and a covariance matrix denoted by S = E[xx H ], and P denotes the transmit power constraint. Note that (PA) is a convex optimization problem and thus can be solved efficiently by convex optimization techniques [16] .
B. Secrecy MISO Transmission
As shown in Fig. 1(b) , we consider a MISO secrecy channel, where the secrecy transmitter (SC-Tx) is equipped with N transmit antennas, and the secrecy receiver (SC-Rx) is equipped with a single receive antenna. Moreover, there are K single-antenna eavesdroppers. In accordance with the previously introduced MISO CR channel, the channel response from SC-Tx to SC-Rx is denoted by h s , and the channel response from SC-Tx to the ith eavesdropper (EA i ) is denoted by h i , i = 1, · · · , K. According to the secrecy requirement, the transmitted message W from SC-Tx must be kept secret from any of the eavesdroppers, i.e., H(W |y i ) ≥ r, ∀i, with y i denoting the received signal at EA i , and r denoting the secrecy transmit rate. According to [9] - [11] , [13] , the maximum achievable rate for this MISO secrecy channel can be obtained (assuming that the Gaussian input distribution is optimal) by solving the following optimization problem.
where S denotes the transmit covariance matrix of SC-Tx, similar to that of SU-Tx in the CR case, and σ 2 i denotes the variance of the zero-mean CSCG noise at EA i . For convenience, we simply denote the above achievable secrecy rate as the "secrecy capacity" for the rest of this paper.
We see that (PB) is a non-convex optimization problem since its objective function is the difference between two concave functions of S and thus not necessarily concave or convex. Existing methods in the literature (e.g., [9] , [10] , [14] , [15] ) for the MISO secrecy channel rate maximization are only applicable to the case of a single eavesdropper, since these methods cannot be directly extended to the case with multiple eavesdroppers each having single or multiple antennas.
Remark 1: According to Fig. 1 , it is easy to observe that the system models of the CR transmission and the secrecy transmission bear the similarity that they both need to control the received signal power levels at PUs or eavesdroppers. However, note that (PA) guarantees that the interference power at each PU receiver is below the required threshold without considering the PU noise power, while for (PB), through the second term in the objective function, the confidential level at each eavesdropper is not only related to the received signal power from SC-Tx, but also related to the noise power at eavesdroppers. Therefore, one immediate question is whether there exists a relationship between these two systems such that we can solve the non-convex problem (PB) by transforming it into some form of (PA) that is convex and thus efficiently solvable. With this motivation, we first study the relationship between these two problems, and then propose a new efficient algorithm to solve (PB), as presented next.
III. RELATIONSHIP BETWEEN SECRECY CAPACITY AND
CR SPECTRUM SHARING CAPACITY In this section, we first present the main theoretical results of this paper on the relationship between the secrecy rate maximization problem (PB) and the CR spectrum sharing capacity computation problem (PA). Based on such a relationship, we then propose a new efficient algorithm to compute the MISO secrecy capacity with multiple single-antenna eavesdroppers.
A. Main Results
In this subsection, the main theoretical results of this paper are summarized, for which the detailed proofs are omitted here and will be presented in the journal version of this paper.
Proposition 1: For a given (PB), there exists a set of IT constraint values, Γ i , i = 1, · · · , K, such that the resulting (PA) has the same solution as that of (PB).
Proposition 1 establishes the relationship between (PA) and (PB). To further investigate this relationship, we define an auxiliary function of Γ i 's as
Note that the only difference between Problem (2) and (PA) is that the objective function in Problem (2) does not involve a logarithmic function while that in (PA) does. Also note that Problem (2) is equivalent to (PA) since they have the same optimal solution for S. Proposition 2: (PB) is equivalent to the following optimization problem:
Proposition 2 establishes the relationship between (PB) and the auxiliary function g(Γ 1 , · · · , Γ K ) that is related to (PA). The equivalence between Problem (3) and (PB) means that by solving the optimal Γ i 's in Problem (3), we could solve an optimal S given that g(Γ 1 , · · · , Γ K ) is an embedded optimization problem over S inside Problem (3). Such an optimal S is also the solution for (PB). Comparing (PB) and its equivalent problem (3), it is observed that finding the optimal complex transmit covariance matrix, S, for the MISO secrecy channel becomes equivalent to finding the corresponding set of real IT constraints, Γ i 's, in the auxiliary MISO CR channel.
Problem (3) can be solved by utilizing an important property of g(Γ 1 , · · · , Γ K ) described as follows.
Proposition 3: g(Γ 1 , · · · , Γ K ) is a concave function with respect to Γ 1 , · · · , Γ K , and
for i = 1, · · · , K, where S (1) and µ
i are the optimal solution of (PA) and the corresponding Lagrange multiplier (the dual solution) with respect to the ith IT constraint, respectively.
Note that from Proposition 3, it follows that the gradient of g(Γ 1 , · · · , Γ K ) in (3) can be obtained by solving (PA) via the Lagrange duality method, which completes the relationship between (PA) and (PB) via the intermediate problem (3) . At last, we have the following proposition.
Proposition 4: Problem (3) is a quasi-concave maximization problem.
Proposition 4 suggests that Problem (3) can be solved efficiently by utilizing convex optimization techniques, for which the details are given next.
B. Algorithms
In this subsection, we present a new algorithm to compute the MISO secrecy capacity by exploiting the relationship between the secrecy transmission and the CR transmission, which was developed in the previous subsection. According to Propositions 2 and 4, (PB) is equivalent to the quasi-concave maximization problem (3). Thus, we study next the solution of Problem (3) since it is easier to handle than (PB).
According to [17] , a quasi-concave maximization problem can be reduced to solving a sequence of convex feasibility problems. Thus, Problem (3) can be further transformed as
Let t * be the optimal solution of Problem (5) . Clearly, t * is also the optimal value of Problem (3). If the feasibility problem max Γ1,··· ,ΓK 0 subject to : g(Γ 1 , · · · , Γ K ) ≥ t(1 + Γ i /σ 2 i ), i = 1, · · · , K
for a given t is feasible, then it follows that t * ≥ t. Conversely, if Problem (6) is infeasible, then t * < t. Therefore, by assuming an interval [ 0,t ] known to contain the optimal t * , the optimal solution of Problem (5) can be found easily via a bisection search. Note that a suitable value fort can be chosen as g(∞, · · · , ∞) from (2). We next solve the feasibility problem (6) by a similar method discussed in [18] . It is worth noting that the feasibility problem (6) can be viewed as an optimization problem. The Lagrangian of Problem (6) can be written as
where ν i is the non-negative dual variable for the ith constraint, and we use {ν i } to denote ν 1 , · · · , ν K . The corresponding dual function is then defined as
Due to its convexity, Problem (6) can be transformed into its equivalent dual problem as min {νi} f 0 ({ν i }) (9) and the duality gap between the optimal values of Problem (6) and Problem (9) is zero if Problem (6) is feasible. Since it is known from Proposition 3 that g(Γ 1 , · · · , Γ K ) is a concave function with respect to Γ i 's, Problem (8) can be solved via a gradient-based algorithm (with a complexity of O(K 2 )). According to Proposition 3, the gradient of g(Γ 1 , · · · , Γ K ) can be obtained by solving (PA). Furthermore, since f 0 ({ν i }) is convex with respect to {ν i }, Problem (9) can be solved by a subgradient-based algorithm, such as the ellipsoid method [17] (with a complexity of O(K 2 )). Similar to Lemma 3.5 in [18] , Problem (6) is infeasible if and only if there exists a set of {ν i } such that f 0 ({ν i }) < 0. Using this fact along with the subgradient-based search over {ν i }, the feasibility problem (6) can be solved with an overall complexity of O(K 4 ). In summary, the algorithm for Problem (3) with a target accuracy parameter ǫ is listed as follows:
• The optimal value of Problem (3) is taken as t min . Since the number of iterations required for the bisection search over t is independent of K, the overall complexity of Algorithm 1 for Problem (3) bears the same order over K as that for Problem (6) , which is O(K 4 ).
According to Proposition 1, we can find a set of parameters Γ i 's such that the corresponding problem (PA) has the same solution as that of (PB). Since the optimal solution of (PA) is known to be a rank-one matrix [16] , so is the optimal solution for (PB). Thus, we obtain the following corollary.
Corollary 1: The optimal solution for Problem (PB) is a rank-one matrix. 1 Remark 2: It should be pointed out that there in fact exists an alternative method to solve (PB), without resorting to the relationship between the secrecy transmission and the CR transmission. We present this method as follows. Similar to Proposition 4, we can prove that the function 
1 Note that this result in the special case of a single eavesdropper has also been obtained in [14] via a different proof.
where t is a positive variable. For the fixed t, all the constraints in the above problem are linear matrix inequalities [17] over S, and thus the corresponding feasibility problem (similarly defined as Problem (6)) can be viewed as a semi-definite programming (SDP) [17] feasibility problem. Correspondingly, the optimal value of t can be obtained by a bisection search. However, without resorting to the secrecy and CR transmission relationship, it would be difficult to prove that the optimal transmit covariance matrix obtained above in (10) should be rank-one.
IV. MULTI-ANTENNA SECRECY RECEIVER
In this section, we extend our results for the MISO secrecy channel to the case where the secrecy receiver is equipped with M antennas, M > 1. In such cases, the MIMO channel from SC-Tx to SC-Rx can be denoted by a N × M complex matrix, H s . Without loss of generality, it is assumed that the receiver noise vector at SC-Rx is CSCG distributed with zero means and an identity covariance matrix. Similar to (PB), the capacity computation for the MIMO secrecy channel with multiple single-antenna eavesdroppers can be formulated as the following optimization problem [9] - [11] , [13] .
Similar to Propositions 1 and 2 in the case of MISO secrecy channel, it can be shown (proof is omitted here for brevity) that (PC) is equivalent to the following optimization problem:
whereĝ(Γ 1 , · · · , Γ K ) is similarly defined as g(Γ 1 , · · · , Γ K ) in (2), while the objective function for the maximization problem therein is given for the MIMO case as |I +H H s SH s |. Note thatĝ(Γ 1 , · · · , Γ K ) for a given set of Γ i 's can be obtained by solving the corresponding CR MIMO channel capacity computation problem, which can be similarly defined as (PA) for the MISO case and efficiently solvable via convex optimization techniques [16] . Therefore, by taking the logarithm of min iFi (Γ 1 , · · · , Γ K ) in (11), for a given set of Γ i 's, a corresponding lower bound on the MIMO secrecy channel capacity is obtained. The remaining problem is then to find the set of optimal Γ i 's that attain the maximum of all the achievable capacity lower bounds, i.e., the MIMO secrecy capacity. This problem can be easily resolved when the number of eavesdroppers, K, is small, via a simple grid-based search over Γ i 's in R K + . Note that when K is small, e.g., K = 1, the grid-based search over Γ i 's is far more efficient than a direct search over S in (PC). However, the complexity for such a grid-based searching scheme increases exponentially with K.
As for the MISO secrecy channel case, if similar results like Propositions 3 and 4 can be shown for functionĝ(Γ 1 , · · · , Γ K ) in the MIMO case, Problem (11) then becomes a quasiconcave maximization problem and is thus solvable by a similar algorithm like Algorithm 1. As shown in Section III, such an algorithm has only a polynomial complexity over K. However, it can be shown that in generalĝ(Γ 1 , · · · , Γ K ) is not a concave function over Γ i 's. As a result, Propositions 3 and 4 do not hold in general for the case of secrecy MIMO channel and thus efficient algorithms proposed for the MISO secrecy channel cannot be applied to the MIMO case.
V. MULTI-ANTENNA EAVESDROPPER RECEIVER
In this section, we extend our results for the MISO secrecy channel with single-antenna eavesdroppers to the case with multi-antenna eavesdroppers. We assume that each eavesdropper is equipped with N e receive antennas, and the channel from SC-Tx to the ith eavesdropper receiver is denoted by the complex matrix H i of size N × N e . Similar to (PB), the MISO secrecy capacity in the multi-antenna eavesdropper case can be obtained from the following optimization problem [9] - [11] , [13] .
where without loss of generality, we assume that the noises at the eavesdropper receivers are independent CSCG vectors each with zero means and an identity covariance matrix. Note that unlike the single-antenna eavesdropper case where the IT constraint Γ i in the auxiliary CR channel uniquely determines the penalty for the secrecy capacity due to the ith eavesdropper, there is no such a direct relationship between the IT constraints and the secrecy capacity in the case of multiantenna eavesdroppers. Nevertheless, we could still derive new upper and lower bounds on the MISO secrecy capacity in the multi-antenna eavesdropper case based on the relationship between the secrecy transmission and the CR transmission, as shown next.
A. Capacity Lower Bound
First, we have the following lemma that relates the constraint on the total receive signal power at the ith eavesdropper, i.e., tr(H H i SH i ) ≤ Γ i , to an upper bound on the resulting secrecy capacity penalty, log |I + H H i SH i |, given as the second term in (12) . N ) . The proof of Lemma 1 will be presented in the journal version of this paper. Similar to Proposition 2, from Lemma 1 the following proposition holds (proof is omitted here for brevity).
Proposition 5: The optimal value for (PD) is lowerbounded by the logarithm of that for the following optimization problem:
whereg(Γ 1 , · · · , Γ K ) is similarly defined as g(Γ 1 , · · · , Γ K ) in (2), while the ith IT constraint for the maximization problem therein is re-written as tr(H H i SH i ) ≤ Γ i , i = 1, · · · , K. Problem (13) can be solved by a gradient-based method similar to Algorithm 1 (the details of this method are thus omitted here). Accordingly, a lower bound on the MISO secrecy capacity in the case of multi-antenna eavesdroppers is obtained. Note that this capacity lower bound is tight when N e = 1 and thus L = 1.
B. Capacity Upper Bound
In the multi-antenna eavesdropper case, the signals received at different antennas of each eavesdropper are jointly processed to decode the contained secrecy message. Therefore, a straightforward upper bound on the secrecy capacity in this case is obtained by assuming that the signals at different antennas of each eavesdropper are decoded independently. Suppose that h i,j is the jth column of matrix H i , j = 1, · · · , N e ; then, the upper bound on the MISO secrecy capacity in the case of multi-antenna eavesdroppers can be obtained as
subject to: tr(S) ≤ P.
The above problem is the same as (PB) with the number of single-antenna eavesdroppers equal to N e K, and thus can be solved by Algorithm 1.
VI. NUMERICAL EXAMPLES
In this section, we provide several numerical examples to illustrate the effectiveness of the proposed algorithms in computing the secrecy channel capacity or its upper/lower bounds under different system settings. For the examples on the MISO secrecy channel, it is assumed that N = 4, while for the example of MIMO secrecy channel, it is assumed that M = N = 4. The elements in the secrecy channel vectors/matrices as well as those from SC-Tx to eavesdroppers are generated from independent CSCG random variables each with zero mean and unit variance. Moreover, the noise power at each eavesdropper receiver antenna is chosen to be one, while the transmit power of the secrecy transmitter, P , is defined in dB relative to the noise power, and ranges from 0 dB to 10 dB for each secrecy rate plot. Numerical results are shown in the following subsections for different cases of the secrecy channel.
A. MISO Secrecy Channel with Two Single-Antenna Eavesdroppers
In this example, we consider a MISO secrecy channel with two single-antenna eavesdroppers, where Fig. 2 plots the secrecy capacity of this channel obtained by Algorithm 1. Moreover, a reference achievable secrecy rate of this channel is obtained by the Projected-Channel SVD (P-SVD) algorithm in [16] . In this algorithm, the secrecy user transmits over the subspace of the secrecy channel h s , which is orthogonal to both h 1 and h 2 , and thus the secrecy signals cannot be received by any of the eavesdroppers. It is easy to observe from Fig. 2 the secrecy rate obtained by P-SVD is less than the secrecy capacity obtained by Algorithm 1. Moreover, from Proposition 4, it is known that the function min i=1,2 F i (Γ 1 , Γ 2 ) should be quasi-concave. In Fig. 3 , we plot the value of this function for P = 5 dB. It is observed that this function is indeed quasiconcave in this example.
B. MIMO Secrecy Channel with One Single-Antenna Eavesdropper
In this example, we show the capacity of a MIMO secrecy channel with one single-antenna eavesdropper by applying a one-dimensional grid-based search over the IT constraint in Problem (11) . As shown in Fig. 4 , the secrecy capacity obtained is larger than the achievable secrecy rate obtained by the P-SVD algorithm [16] . 
C. MISO Secrecy Channel with One Multi-antenna Eavesdropper
In this example, by applying the methods discussed in Section V, we show in Fig. 5 the lower and upper bounds on the capacity of a MISO secrecy channel with a single eavesdropper having N e = 2 receive antennas. Moreover, the achievable secrecy rate by the P-SVD algorithm [16] is also shown for comparison. It is observed that the achievable secrecy capacity lower bound using the proposed method is larger than the achievable rate by P-SVD.
VII. CONCLUSION
In this paper, we have quantified the relationship between the multi-antenna CR transmission problem and the multi-antenna secrecy transmission problem. By exploiting this relationship, we have transformed the non-convex secrecy capacity computation problem into a quasi-convex optimization problem for the MISO case, and developed various algorithms to obtain the maximum achievable secrecy rate or new upper/lower bounds for different cases of the multiantenna secrecy channel.
