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RÉSUMÉ 
Ce mémoire porte sur des assemblages supramoléculaires d'oligothiophènes et des états 
excités présents dans ces structures. L'intérêt de ces assemblages est la présence d'un 
couplage électronique supramoléculaire élevé ayant des conséquences majeures dans le 
transport d'excitons et de charges, donnant possiblement des mobilités de porteurs inté-
ressantes pour des applications dans des dispositifs électroniques. Nous tentons d'iden-
tifier la nature des photoexcitations et d'étudier leur dynamique. 
Nous présentons des mesures de photoluminescence résolue'temporellement et dé-
pendante de la température ainsi que d'absorption transitoire qui nous permettent d'affir-
mer que les photoexcitations sont divisées en deux branches intrinsèques .: rv 95% sont 
des excitons singulets alors que t'V 5% sont des paires polaroniques géminées (PPG). 
Ce haut taux de création de PPG est une co'nséquence directe du couplage électronique 
intermoléculaire élevé. Les PPG présentent une distribution de taux de recombinaison 
centrée à (0,55 ± 0,1) J.lS-1 qui est responsable de l'émission de photoluminescence re-
tardée décroissant selon une exponentielle étirée. De plus, nous trouvons que le désordre 
énergétique et le couplage électron-phonon font en sorte que le rayon de séparation des 
PPG est de seulement 2-3 sites et que toutes les photoexcitations sont localisées et immo-
. biles sur les échelles de temps étudiées. Ainsi, le couplage intermoléculaire est identifié 
comme le facteur fixant la nature des photoexcitations alors que le désordre énergétique 
est le facteur limitant de la dynamique. Nous présentons également un modèle phénomé-
nologique sur lequel des simulations Monte Carlo sont effectuées pour étudier l'impact 
du désordre énergétique sur la mobilité des polarons. 
Mots clés: semi-conducteur organique, auto-assemblage, couplage électronique, 
désordre énergétique, photoluminescence, absorption transitoire, exciton, polaron. 
ABSTRACT 
v 
This Master's thesis focuses on oligothiophene supramolecular assemblies and their ex-
cited states. The interest for such structures resides primarily in the fact that they present 
high intermolecular electronie coupling whieh has significant consequences on elec-
tronie properties such as exciton and charge transport, possibly giving mobilities inter-
esting for future use as active components in electronic deviees. We attempt to identify 
the nature of the photoexcitations and to study their dynamics. 
We present time-resolved and temperature-dependant photoluminescence (PL) mea-
surements as weIl as transient absorption measurements, allowing us to say that the 
photoexcitations present intrinsic branching to two distinct species: rv 95% are singlet 
excitons and rv 5% are geminate polaron pairs (OPP). This significant OPP yield is a 
direct consequence of strong intermolecular electronic coupling. These OPPs present 
a distribution of recombination rates centered at (0,55 0,1) jlS-l which is responsi-
ble for the delayed PL that decays as a stretched exponential. AIso, we find that these 
OPPs present separation radii spanning 2-3 sites and that energetic disorder and electron-
phonon coupling make for strongly localized and statie polarons over all timescales stud-
ied. Therefore, the intermolecular electronie coupling is identified as being the main fac-
tor dietating the nature of the photoexcitations. whereas energetie disorder is the limiting 
factor of their dynamics. We aiso present a phenomenologieal model on which Monte 
Carlo simulations were carried out to try and probe in more detail the impact of energetic 
disorder on the dynamics of the polarons. 
Keywords: organic semiconductor, self-assembly, electronic coupling, energetic 
disorder, photoluminescence, transient absorption, exciton, polaron. 
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CHAPITRE 1 
INTRODUCTION 
La découverte de polymères conducteurs date des années soixante [1-3], mais c'est 
véritablement depuis le début des années quatre-vingt-dix que l'intérêt pour les maté-
riaux conjugués semi-conducteurs a pris son envol. En effet, depuis la découverte que de~ 
poly-p-phénylènes pouvaient être utilisés comme composantes actives dans des diodes 
électroluminescentes organiques [4, 5], une véritable explosion s'est produite dans le 
milieu de la recherche en électronique organique. De plus en plus de matériaux synthé-
tisés ont des propriétés Ïiltéressantes pour d'éventuelles applications, entre autres dans 
des transistors à effet de champ [6, 7], des diodes électroluminescentes [4, 5, 8, 9] et 
des cellules photovoltaïques [10, Il]. Les propriétés électroniques des matériaux orga-
niques sont généralement bien en dessous de celles des matériaux inorganiques, mais 
ils possèdent des avantages certains comme une grande flexibilité et la possibilité d'être 
utilisés en solution rendant ainsi possible l'impression de circuits électroniques pour des 
dispositifs à grande échelle et à faible coût. 
Une bonne mobilité de charges et d'excitons est une propriété cruciale pour l'utilisa-
tion de molécules organiques dans des dispositifs électroniques, mais elle demeure bien 
en dessous de ce qui se fait en électronique inorganique. Une approche dans cette quête 
vers l'amélioration des propriétés électroniques est celle de l'auto-assemblage [12-14]. 
Il s'agit de synthétiser des molécules fonctionnalisées qui s'assemblent par elles-mêmes 
en structures supramoléculaires stables. Dans ces structures organiques, la photoexcita-
tion primaire est un état excité neutre appelé excitan. Celui-ci est une quasi-particule 
formée d'un électron et d'un trou liés par les forces de Coulomb. Le contrôle de l'ordre 
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de ces assemblages est critique pour l'obtention de mobilités intéressantes des porteurs 
de charge (les électrons et les trous) puisqu'un assemblage désordonné énergétiquement, 
c'est-à-dire où l'énergie d'un site n'est pas corrélée à celle des voisins, présente des 
photoexcitations statiques, limitant ainsi la mobilité tant escomptée pour d'éventuelles 
applications. Une preuve de l'efficacité de l'auto-assemblage de structures ordonnées est 
l'obtention de mobilités à effet de champ de l'ordre de O,6cm2V- 1çl [15, 161, ce qui 
est comparable au silicium amorphe. 
L'ampleur du couplage électronique intermoléculaire a également un impact majeur 
sur les propriétés électroniques des structures en question. Un couplage intermoléculaire 
élevé est un signe de grand recouvrement des orbitales moléculaires dans les assem-
blages supramoléculaires, ce qui a tendance à favoriser la mobilité des porteurs le long 
de la structure. Le passage d'un couplage intermoléculaire faible à un couplage fort fait 
passer la diffusion excitonique d'un régime de sauts lents et aléatoires vers un transport 
rapide et cohérent [17-19]. 
Comme nous l'avons mentionné précédemment, il y a beaucoup d'intérêt dans le 
développement de nouveaux composés organiques formant des assemblages supramo-
léculaires pouvant être utilisés comme composantes actives de dispositifs électroniques. 
Dans cette optique, ce projet de maîtrise consiste en l'étude des photoexcitations d' oligo-
thiophènes substitués-a, a' qui ont la propriété de former des assemblages supramolécu-
laires de forme hélicoïdale [13] lorsque placés dans un solvant semi-polaire sous la tem-
pérature de transition de Tc=(31 12) K. On dit que les molécules sont substituées parce 
que les atomes d'hydrogène aux positions a, a' des thiophènes sont remplacés par les 
thiophènes voisins et à chaque extrémité par des chaînes latérales. La structure chimique 
est présentée à la figure 1.1 et tous les résw.tats expérimentaux contenus dans ce mémoire 
se rapportent à des molécules composées de 6 thiophènes (n=6) que nous appelIons OT6. 
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Figure 1.1: Structure chimique des oligothiophènes étudiés (n=6) et illustrations des assemblages supra-
moléculaires selon deux angles de vue légèrement différents (images fournies par David Beljonne). 
Celles-ci possèdent également des chaînes latérales d'oligo(oxyde d'éthylène) qui sont 
ajoutées pour rendre l' oligomère soluble. Elles comprennent un centre chiral énantio-
mérique (images miroirs) situé au niveau du carbone ayant une liaison avec le carbone 
du CH3. Puisque les groupes méthyles ne sont pas dans le même plan que la chaîne, 
l'interaction stérique due à leur proximité avec la molécule adjacente de l'assemblage 
supramoléculaire provoque une rotation de la molécule. La géométrie du centre chiral 
induit une rotation toujours dans le même sens, ce qui explique la forme hélicoïdale de 
l'assemblage. Les molécules sont isolées les unes des autres (phase dissolue) lorsque 
T > Tc et forment des agrégats (phase supramoléculaire) lorsque T < Tc. Cette transi-
tion est thermoréversible, ce qui permet de facilement comparer la photophysique des 
régimes dissolus et assemblés. 
L'agrégat se forme pour minimiser l'énergie libre de Gibbs et le choix du solvant est 
critique. Au dessus de Tc. l'énergie thermique les empêche de s'agréger. Mais lorsque 
la température est plus basse que Tc. les molécules s'assemblent par réaction solvopho-
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bique. Dans un assez mauvais solvant (comme l'eau ou le n-butanol), les molécules 
expulsent le solvant pour s'assembler alors que dans un bon solvant comme le chloro-
forme, même à température très basse, les molécules sont dissoutes complètement. Les 
mesures ont donc été faites avec du n-butanol qui présente une température de transition 
facilement atteignable (313 ± 12) K à laquelle le solvant n'est pas trop volatile. Puisque 
l'empilement se fait avec les molécules faces à faces, on parle d'un agrégat de type H 
[20]. Le rapprochement des molécules conjuguées-1t' fait intervenir des interactions in-
termoléculaires de types 1t' -1t' et de Van der Waals. 
Enfin, des simulations de DFf, de mécanique moléculaire de champ de force et de si-
mulations de dynamique moléculaire ont permis d'établir que l'angle entre les molécules 
est de 2± 10 [21]. Le nombre de molécules dans un agrégat est difficile à estimer mais 
on suppose qu'il s'agit au moins d'une centaine [21]. Ces agrégats de type H forment 
d'ailleurs des structures secondaires en s'assemblant sous forme de vésicules sphériques 
ayant un rayon de 55 nm [21]. Les molécules ont été synthétisées par W. J. Feast, O. 
Henze et A. F. M. Kilbinger à Durham University au Royaume-Uni et purifiées par A. 
P. H. J. Schenning et M. Wolffs à Eindhoven University of Technology aux Pays-Bas 
[13,22]. 
Notre intérêt pour cette molécule vient du fait qu'elle forme des agrégats en solu-
tion caractérisés par un couplage intermoléculaire assez élevé, que l'on place dans un 
régime intermédiaire [23]. Il s'agit d'un système idéal pour l'étude de molécules dans 
un tel régime de couplage puisque l'assemblage supramoléculaire se fait en solution de 
façon bien contrôlée. Nous pouvons donc utiliser une série d'expériences de spectrosco-
pie laser ultrarapide pour en arriver à une meilleure compréhension de la nature et de 
la dynamique des photoexcitations pour des assemblages caractérisés par un couplage 
intermoléculaire, ainsi que des facteurs agissants sur ces propriétés électroniques. 
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Les chapitres 2 et 3 présentent respectivement les éléments théoriques en lien avec 
la recherche et les expériences utilisées pour sonder nos échantillons. 
Au chapitre 4, nous présentons nos résultats expérimentaux. Il y a tout d'abord des 
mesures de photoluminescence et d'absorption nous permettant de caractériser la struc-
ture des assemblages supramoléculaires et de confirmer qu'il s'agit d'agrégats de type 
H. Nous obtenons également une première indication que le désordre énergétique est 
grand dans les structures, ce qui devrait avoir des conséquences majeures sur la mobilité 
des charges et des excitons. Ensuite, nous présentons des mesures de photoluminescence 
(PL) résolue temporellement et d'absorption transitoire. Nous observons une émission de 
PL en deux étapes que nous expliquons par un branchement des photoexcitations en deux 
espèces distinctes: des excitons singulets ('" 95% des photoexcitations) responsables de 
la PL primaire qui décroît quasi-exponentiellement et des paires polaroniques géminées 
('" 5% des photoexcitations) causant la PL retardée qui décroît selon une exponentielle 
étirée. La création de tant' de charges est causée par le couplage intermoléculaire qui en 
séparant les niveaux électroniques rend de nouveaux états accessibles. Des mesures de 
dépendance en température et d'absorption transitoire nous permettent d'affirmer que le 
désordre énergétique présent dans les structures fait en sorte que toutes les photoexcita-
tions sont localisées. Enfin, nous introduisons une analyse qui nous permet d'obtenir les 
taux de recombinaison pour les paires polaroniques géminées à l'aide de transformées 
inverses de Laplace. Ces taux forment un delta à (6,06 ± 0, 83) Ils-1 pour la phase disso-
lue et une distribution centrée à r = (0,55 ± 0, 1) llç1 pour la phase supramoléculaire. 
Cela nous permet de trouver que les charges immobiles ont un rayon de séparation de 
l'ordre de 2-3 sites. 
Au chapitre 5, nous présentons un modèle phénoménologique avec lequel nous avons 
effectué des simulations Monte Carlo pour tenter de mieux comprendre l'effet du désordre 
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énergétique sur la dynamique des charges. Le grand nombre de paramètres de notre mo-
dèle nous a cependant empêché d'en tirer une conclusion solide. Nous avons néanmoins 
pu confirmer que la distribution de distances des charges obtenue au chapitre précédant 
donne bel et bien une décroissance en exponentielle étirée comme celle mesurée expéri-
mentalement. 
CHAPITRE 2 
CONTEXTE THÉORIQUE 
Le chapitre suivant est une présentation de la théorie reliée au sujet traité dans ce 
mémoire. Les sections 2.1 à 2.3 sont une brève introduction aux semi-conducteurs orga-
niques. Les sections 2.4 à 2.8 traitent tant qu'à elles de notions directement reliées aux 
expériences de spectroscopie utilisées ainsi qu'à l'analyse de nos résultats expérimen-
taux. 
2.1 POLYMÈRES CONJUGUÉS 
Un système conjugué est caractérisé par une alternance de liens simples et doubles 
entre les atomes d'une molécule organique. C'est cette conjugaison qui permet aux 
électrons de valence n d'être délocalisés le long de la molécule. Les propriétés semi-
conductrices de polymères, qui peuvent même être conducteurs lorsque dopés, découlent 
du fait que les électrons forment des bandes et n'appartiennent plus à un seul atome. 
Cette situation permet le déplacement libre de ceux-ci. Tout découle des liaisons que les 
atomes de carbone font avec leurs voisins. La configuration électronique de base d'un 
atome de carbone est Is22s22p2. Dans une molécule conjuguée, il y a mélange des or-
bitales 2s, Px et py pour former trois orbitales hybrides sp2, alors que les orbitales Pz 
sont perpendiculaires au plan d'hybridation sp2. L'éthylène est un bon exemple pour re-
présenter les liens faits par les nouvelles orbitales, qui sont des liaisons (J formées par 
les orbitales hybrides avec les orbitales ls de l'hydrogène ainsi qu'avec une autre or-
bitale sp2 du carbone voisin. Les orbitales Pz forment quant à elles des liaisons n. Le 
polyacène est un exemple de polymère conjugué qui a pour unité de base un anneau de 
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vue de côté vue de haut 
Figure 2.1: Vue de côté (a) et de haut (b) de la configuration électronique d'un atome de carbone hybridé. 
(c) Liaisons 71: et cr de l'éthylène. Illustrations adaptées de [24]. 
(b) 
Figure 2.2: (a) Illustration des orbitales Pz perpendiculaires au plan de la molécule. Les traits noirs re-
présentent des liaisons cr qui forment en quelque sorte le squelette de la molécule. (b) Délocalisation des 
électrons Pz de part et d'autre du plan de la molécule donnant lieu à des liaisons 71:. Illustrations adaptées 
de [24]. 
benzène. Dans ce dernier cas, les orbitales s p2 forment des liaisons (J ayant des den-
sités électroniques très localisées dans le plan de l'anneau. Cela fonne le squelette de 
la molécule. Les orbitales Pz sont quant à elles perpendiculaires au plan contenant les 
atomes de carbone, provoquant un recouvrement des orbitales Pz voisines et par le fait 
même, des liaisons 7r qui donnent la rigidité à la molécule. Cela permet une délocalisa-
tion des électrons de part et d'autre du plan de l'anneau de benzène et c'est bien sûr cette 
délocalisation qui amène les propriétés semi-conductrices. 
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2.2 ApPROXIMATION DE BORN-OPPENHEIMER 
L'étude des propriétés électroniques de systèmes conjugués passe par le calcul des 
niveaux d'énergie et dès fonctions d'onde de la molécule. Pour obtenir ces informations, 
il faut résoudre l'équation de Schrodinger indépendante du temps: 
Hm\fl(r,R) = E\fI(r,R) (2.1) 
où r et R sont respectivement les coordonnées électroniques et nucléaires, \fI(r,R) est la 
fonction d'onde moléculaire et E est l'énergie. L'Hamiltonien moléculaire, Hm est pour 
sa part : 
Hm = Hel-el + Hn~e-nue + Hel-nue (2.2) 
Dans le cas d'une molécule contenant deux atomes, a et [3, on a : 
(2.3) 
qui est l'Hamiltonien électronique comprenant l'énergie cinétique électronique et l'éner-
gie potentielle due à l'interaction coulombienne. 
~ P~ 1 ZaZf3e2 
Hnue-nue = i..J 2M + 2: E IR -R 1 
a a a#f3 a J3 
(2.4) 
est l'Hamiltonien nucléaire qui comprend encore une fois les énergies cinétique et po-
tentielle mais cette fois pour les noyaux. 
(2.5) 
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est l'Hamiltonien qui introduit l'interaction entre le noyau et les électrons par un terme 
d'énergie potentielle provenant de l'attraction coulombienne. La complexité de l'Hamil-
tonien moléculaire fait en sorte que l'équation de Schrodinger est impossible à résoudre 
analytiquement. On doit donc faire des approximations dont la plus fondamentale nous 
est donnée par Born et Oppenheimer. Puisque les électrons ont des masses beaucoup plus 
petites que les noyaux, on peut affirmer que leur mouvement est beaucoup plus rapide 
que celui des noyaux. Ainsi, on peut dire que les électrons réagissent instantanément 
à tout changement de configuration nucléaire. On considère donc qu'il est possible de 
découpler le mouvement des électrons de celui des noyaux en considérant ces derniers 
fixes dans l'étude des fonctions d'ondes électroniques. Les distances intermoléculaires 
deviennent alors de simples paramètres. L'Hamiltonien moléculaire devient donc: 
Hm = Hel-el + Hel-nue + Vnue (2.6) 
où Vnue est l'énergie potentielle nucléaire. La résolution de l'équation de Schrodin-
ger se voit simplifiée par l'utilisation du nouvel Hamiltonien moléculaire qui remplace 
Hnue-nue par une constante Vnue qui dépend seulement de la distance entre les noyaux. 
On peut donc construire la fonction d'onde moléculaire suivante: 
\II(r;R) = E 4>a(r;R)Xa(R) (2.7) 
a 
où a représente un niveau électronique moléculaire, 4>a(r;R) est la fonction d'onde élec-
tronique qui dépend seulement paramétriquement des coordonnées nucléaires R et Xa(R) 
est la fonction d'onde nucléaire. La forme de l'équation 2.7 est une illustration de l'ap-
proximation de Born-Oppenheimer qui a pour effet de découpler la partie nuclaire de la 
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partie électronique de la fonction d'onde moléculaire. 
2.3 MÉTHODE DES ORBITALES MOLÉCULAIRES DE HÜCKEL 
La méthode de Hückel est une approche simple permettant d'étudier la structure 
électronique pour des molécules organiques conjuguées. On y fait de nombreuses hypo-
thèses qui simplifient la résolution mathématique mais qui ne sont pas justifiables dans 
tous les cas. Par exemple, les interactions électron-électron ou électron-phonon ne sont 
pas prises en compte. De plus, les orbitales moléculaires 7r sont obtenues en utilisant 
une combinaison linéaire d'orbitales atomiques Pz et en ne s'occupant pas des orbitales 
(j qui servent simplement à donner la forme de la molécule. On utilise un Hamiltonien 
obtenu en faisant l'approximation de Born-Oppenheimer pour une chaîne périodique de 
N niveaux quantiques identiques (ceux des électrons sur leur orbitale atomique) et en 
tenant compte seulement des interactions de plus proches voisins [25] : 
N N-l 
Hm = L êo Ilf/i)(lf/d + L V (Ilf/i+l)(lf/il + Ilf/i)(lf/i+ll) (2.8) 
i=l i=l 
Les énergies des orbitales Pz sont représentées par êo et V est l'interaction électrostatique 
entre deux orbitales Pz adjacentes (c'est en fait le couplage dont on discutera un peu plus 
loin). Les états propres de cet Hamiltonien sont les orbitales moléculaires 7r que nous 
cherchons. Pour les obtenir, on doit résoudre l'équation de Schrodinger indépendante du 
temps: 
(2.9) 
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Cela se fait à partir des fonctions d'onde des orbitales atomiques Pz : 
l\Pa) = LCa(i) Iljfi) (2.10) 
i 
où a est le nombre quantique de l'état électronique. Pour alléger la présentation, les 
étapes de la résolution mathématique ne sont pas toutes explicitées. Les détails sont pré-
sentés par V. Mayet O. Kühn [25]. L'équation 2.9 nous permet d'obtenir les expressions 
des coefficients Ca(i) : 
(êa eo)Ca(i)) =V[CaU + 1) + CaU - 1)] 
(êa eo)Ca(1)) =V[Ca(2)] 
(êa eo)Ça(N)) =V [Ca (N -1)] 
(2.11) 
(2.12) 
(2.13) 
Il est à noter que Ca(N + 1) 0 puisque c'est une condition à la frontière de la molécule 
(qui est une chaîne linéaire). En supposant que les coefficients prennent la forme Ca (i) 
Csin(ai), on obtient les équations suivantes: 
êa =eo+2Vcos (N: 1) (2.14) 
l\Pa ) =c~sin (:n\) 11JIi) (2.15) 
où 0 < n ::; N et C est une constante réelle. Il est maintenant possible d'obtenir l'énergie 
et les fonctions d'onde des orbitales de nombreux systèmes qui forment des chaînes li-
néaires. Par exemple, dans le cas de l'éthylène présenté à la figure 2.1(b), deux atomes de 
carbone (N = 2) donnnent trois orbitales avec les énergies ên=o = eo + 2V, ên=l = eo + V 
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10/1) + 10/2). L'orbitale non-nulle de plus haute énergie Co + V est l'orbitale anti-liante 
n*. Celle-ci correspond à la plus basse orbitale non-occupée par un électron (communé-
ment appelée LUMO pour « lowest unoccupied molecular orbital»). L'orbitale de basse 
énergie Co - V est l'orbitale dite liante n qui correspond à la plus haute orbitale occupée 
par au moins un électron (HOMO pour « highest occupied molecular orbital» ). 
Dans le cas où N -t <Xl, le très grand nombre d'orbitales fait apparaître une bande 
continue de valeurs propres d'énergie centrée en Co et dont la largeur est de 4V. L'ab-
sence d'une bande interdite fait en sorte que la méthode de Hückel prévoit qu'un po-
lymère (molécule constituée de l'enchaînement répété à l'infini d'un même motif: le 
monomère) comme le polyène devrait être métallique alors que dans les faits il s'agit 
d'un semi-conducteur, caractérisé par une bande interdite. Celle-ci est de hauteur Eg tel 
qu'illustrée à la figure 2.3. Le modèle de Hückel n'a donc pas réussi à décrire cette pro-
priété fondamentale des polymères. Pour se rapprocher des conditions réelles, on peut 
commencer par tenir compte du couplage de la fonction électronique avec le réseau, ce 
qui est fait dans le modèle de Peierls [26]. 
2.4 PRINCIPE DE FRANCK-CONDON ET TRANSITIONS ÉLECTRONIQUES 
2.4.1 États singulets et triplets 
Pour bien comprendre les concepts ayant tràit aux transitions électroniques, il est 
important de tout d'abord jeter un coup d'oeil à la multiplicité des états. D'après le 
principe d'exclusion de Pauli, deux électrons étant sur une même orbitale électronique 
doivent être de spins opposés. Dans une configuration excitée, il y a un des électrons qui 
se trouve sur une orbitale d'énergie supérieure alors que l'autre demeure sur le niveau 
énergétique initial. L'orientation relative des spins donne lieu à des états de multiplicité 
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OMH EN RÉALITÉ 
80+ 
V LUMO r* 
80 2V Eg 
L eo-V 
HOMO 
1 1 ,.. a 1 
1 2 N 
Figure 2.3: Représentation des niveaux d'énergie pour une chaîne de N atomes de carbone. Pour N=l, 
c'est l'énergie du niveau de base d'un atome de carbone. Pour N=2, il s'agit des niveaux calculés pour 
l'éthylène. Pour N=oo, la méthode de Hückel donne une bande continue alors qu'en réalité, il devrait y 
avoir une bande interdite de largeur Eg. 
différente: singulet ou triplet. Dans la figure 2.4, So représente l'état fondamental qui 
est un singulet, SI est l'état excité de plus basse énergie qui est également un singulet 
et Tl est l'état triplet de plus basse énergie. Une présentation mathématique de la multi-
plicité des états s'impose. Puisque les particules étudiées sont des fermions, la fonction 
d'onde totale du système 'Ptot doit être antisymétrique par rapport à l'échange de deux 
particules. Cela veut dire que l'échange de deux particules identiques entraîne un chan-
gement de signe de la fonction d'onde, ce qui n'est pas le cas pour une fonction d'onde 
symétrique. En négligeant le couplage spin-orbite, on a 'PlOt = 1JI(Qt,Q2)q>(SI,S2) où 1JI 
est la fonction d'onde totale électronique et q> est la fonction d'onde totale de spin. Il faut 
donc s'assurer que le produit de 1JI et q> donne bel et bien une fonction antisymétrique. 
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Pour construire une telle fonction, on utilise le déterminant de Slater [25] : 
où o/i(j) correspond à la fonction d'onde électronique de l'électron j dans l'état i. Pour 
le spin, on définit les états 1 et 2 comme étant s = - ~ et s = ~ respectivement. La 
fonction d'onde totale de spin peut s'écrire comme un produit des fonctions d'ondes des 
particules individuelles et comme une combinaison linéaire de tels produits. 
[ CPl (1) CPI (2) ] 
[q>z(2)q>z(1)] 
1 V2 [CPI (1 )q>z(2) + CPI (2) q>z(1)] 
1 V2 [CPI (1 )q>z(2) - CPI (2) q>z(1)] 
(2.17) 
(2.18) 
(2.19) 
(2.20) 
Puisque la dernière fonction d'onde de spin est antisymétrique, il faut la multiplier à la 
fonction d'onde électronique symétrique, 0/1(1)0/2(2) + 0/1(2)0/2(1), pour obtenir une 
fonction d'onde totale antisymétrique. Les différentes combinaisons donnent les fonc-
tions d'ondes totales suivantes: 
1 
'l's = 2 [0/1(1)0/2(2) + 0/1(2)0/2(1)] [cpl(1)q>z(2) - CPl(2)q>z(1)] . (2.21) 
V2 [q>z(1)q>z (2)] 
T 1 
'l' = 2 [0/1(1)0/2(2) -0/1(2)0/2(1)] V2[CP1(2)CPl(1)] (2.22) 
[CPI (1 )q>z(2) + CPl (2)q>z(1)] 
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Nous calculons maintenant la projection du spin ms = msl + ms2 dans les cas ci-dessus. 
Pour 'Ps nous avons: ms = [! - !] - [-! +!] = O. Pour 'PT nous avons: ms = ! +! = 
1, ms = -! -! = -1 et ms [! -!] + [-! +!] = O. On sait que ms = -s, -s+ 1, ... ,s-
l,s. 'PT a donc un spin total s=l et il s'agit d'un état triplet puisqu'il peut prendre trois 
valeurs distinctes. 'Ps n'a qu'une seule valeur de projection autorisée. C'est donc un état 
singulet de spin total s=O. 
Dans l'état triplet, les spins des électrons sont parallèles et par le principe d'exclu-
sion de Pauli, ils ne peuvent pas se retrouver dans la même orbitale. Cette contrainte ne 
s'applique pas pour les électrons d'état singulet puisque leurs spins sont opposés. L'in-
teraction d'échange entre les électrons de l'état triplet est donc plus petite puisque le 
principe d'exclusion de Pauli fait en sorte qu'ils s'évitent plus «efficacement ». L'éner-
gie du niveau triplet est donc plus faible que celle du singulet. On peut prouver que 
[27] : 
(2.23) 
où J est un paramètre mesurant la répulsion entre électrons causée par l'interaction 
d'échange. 
2.4.2 Principe de Franck-Condon 
Le principe de Franck-Condon est une règle spectroscopique qui permet de prédire 
l'intensité des transitions électroniques. Ces dernières se produisent suite à l'émission ou 
l'absorption d'un photon en causant un changement de niveaux vibrationnel et électro-
nique d'une molécule. Le principe de Franck-Condon stipule que puisque le mouvement 
des électrons est beaucoup plus rapide que le mouvement nucléaire, les transitions élec-
troniques se produisent plus favorablement lorsque la configuration nucléaire des états 
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initial et final est similaire. D'un point de vue quantique, cela se produit lorsqu'il y a 
recouvrement maximal des fonctions d'ondes vibrationnelles. Donc, puisque les transi-
tions électroniques se produisent beaucoup plus rapidement que le mouvement nucléaire, 
le niveau vibrationnel favorisé est celui qui correspond à un changement minimal de co-
ordonnées nucléaires. Dans le cas le plus simple d'une molécule diatomique, ces coor-
données représentent la distance interatomique. On voit à la figure 2.4 que les transitions 
\---+-f~L-~;"--- Niveaux vibrationnels 
____ -AQ 
Coordonnées nucléaires Q 
Figure 2.4: Les niveaux d'énergie vibrationnelle et électronique en fonction des coordonnées nucléaires. 
Image adaptée de [27]. 
électroniques se produisent verticalement, ce qui représente un minimum de changement 
de coordonnées nucléaires. On peut faire un développement mathématique décrivant une 
transition électronique. Prenons par exemple le cas de l'absorption d'un photon. D'après 
l'approximation de Born-Oppenheimer, et comme nous avons vu à l'équation 2.7, la 
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fonction d'onde du niveau électronique a peut s'écrire comme: 
lJIa(r;R) = cf>a(r;R)Xa(R) (2.24) 
où <Pa(r;R) est la fonction d'onde électronique et Xa(R) est la fonction d'onde nucléaire. 
Le moment dipolaire de transition entre les états initial et final du processus d'absorption 
est quant à lui défini comme étant: 
(2.25) 
où Ji est l'opérateur du moment dipolaire électrique de la molécule. Le couplage entre 
----+ 
une molécule et le champ électrique, E , est le facteur principal dans le calcul de la pro-
babilité qu'une transition se produise. Il est donné par V = - 11 . Ji. La règle d'or de 
Fermi permet de trouver le taux de transition de l'absorption d'un photon: 
(2.26) 
où la somme se fait sur tous les niveaux vibrationnels des états initial et final, ro est la fré-
quence de l'onde électromagnétique et p(Ej) est la densité d'états. Le taux de transition 
radiative implique le produit scalaire du vecteur de champ électrique et du moment dipo-
laire de transition de la molécule. Donc, plus les deux entités sont parallèles, plus la tran-
----+ ----+. . 
sition est favorisée. Le champ électrique s'écrit sous la forme E (t) = E o(e1Cùt + e-1Cùt ) 
et on peut écrire l'équation 2.26 de la façon suivante [25] : 
(2.27) 
19 
OÙ dif est la composante du moment dipolaire de transition qui est parallèle au champ 
électrique. Le principe de Franck-Condon est en quelque sorte une reformulation de 
l'approximation de Born-Oppenheimer. Le mouvement des électrons et les transitions 
électroniques étant beaucoup plus rapides que le mouvement nucléaire, il est possible 
de simplifier l'élément (xi! dif 1 Xf) de l'équation 2.27. En effet, on peut séparer la par-
tie purement électronique dif du facteur vibrationnel <Xi IXf) que l'on appelle facteur 
Franck-Condon. Le taux de transition d'absorption est donc finalement: 
(2.28) 
Les différents taux de transition provoquent l'apparition de pics, représentés par les del-
tas de l'équation 2.28, dans le spectre d'absorption pour les transitions qui sont favori-
sées. En réalité les pics sont cependant plus larges qu'un delta. Dans un premier temps, 
la présence de défauts peut limiter la longueur de conjugaison. Les longueurs variables 
de conjugaison ont des énergies de transitions différentes, ce qui amène un élargisse-
ment spectral inhomogène [28, 29]. Ce type d'élargissement peut aussi se produire par 
des interactions avec l'environnement ou par des fluctuations aléatoires des atomes qui 
se produisent sur des périodes de temps beaucoup plus longues que le temps requis 
pour compléter une transition. D'autre part, des interactions qui amènent des fluctuations 
d'énergie plus rapides qu'une transition produisent un élargissement spectral homogène 
[25,30]. 
2.4.3 Transitions électroniques 
Les transitions électroniques sont régies par des règles de sélection qui découlent de 
l'équation 2.26. La plus fondamentale est la conservation du spin. Lors d'une transition, 
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le spin de l'électron est conservé. II peut donc seulement y avoir des transitions entre 
deux états singulets ou deux états triplets, pour lesquels le spin est s=o (ms = 0) et 
s=l (ms = -1,0,1), respectivement. D'autres règles de sélection, telles que f).m = O,±l 
et Al = ±l (règle de Laporte), limitent également le nombrede transitions possibles 
[31,32]. 
Dans l'étude spectroscopique d'un échantillon, plusieurs transitions optiques peuvent 
avoir lieu. Tout d'abord, l'absorption d'un photon se fait à partir de l'état fondamental 
qui est singulet. Par conservation du spin, la transition doit se faire vers un niveau vibra-
tionnel d'un état singulet. Suite à cela, il y a relaxation vibrationnelle de la molécule qui 
prend une géométrie d'équilibre ayant une énergie plus basse. Cette variation d'énergie 
se nomme énergie de réorganisation. L'électron prend de 1O- 14S à 1O-Ils pour retrou-
ver le niveau vibrationnelle plus bas de l'état électronique. C'est à partir de ce niveau 
qu'il se produit une transition radiative (avec émission de photon) vers le niveau vibra-
tionnel de l'état singulet fondamental par conservation du spin. Cette transition optique 
se nomme photoluminescence (ou fluorescence) et d'après la loi de Kasha [30], elle se 
produit toujours à partir du niveau vibrationnelle plus bas de l'état excité. 
La transition SI ----t Tl est interdite par la règle de conservation du spin, mais il se peut 
tout de même qu'elle se produise. Le couplage spin-orbite ainsi que le couplage entre 
les niveaux vibrationnels de SI et Tl font en sorte qu'une transition non-radiative (sans 
émission de photon) puisse se produire. Puisque le couplage spin-orbite est d'autant 
plus grand que la masse est élevée, ce processus nommé transition inter-système est 
davantage possible pour les atomes plus lourds [27]. L'état Tl a une durée de vie pouvant 
aller jusqu'à quelques secondes puisqu'il n'a pas de chemin permis par les règles de 
sélection menant à une désexcitation. II peut y avoir transition non-radiative Tl ----t So, 
mais également émission radiative lorsqu'il y a mélange des états singulet et triplet par 
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couplage spin-orbite. La transition radiative Tl ---t So est nommée phosphorescence et le 
photon émis est d'énergie différente de la fluorescence SI ---t So. La collision entre deux 
triplets peut amener une désexcitation radiative de la façon suivante: 
Tl + Tl ---t So + SI 
SI ---t So + hv (2.29) 
Ce processus se nomme annihilation bimoléculaire de triplets et émet de la fluorescence 
retardée à un temps pouvant aller jusqu'à la durée de vie de l'état triplet. Comme nous 
le verrons dans les résultats expérirrientaux, il y a cependant d'autres chemins menant à 
la fluorescence retardée. Il est à noter qu'il peut également se produire une transition 
non-radiative entre deux états de même spin par couplage entre les niveaux vibrationnels 
des deux états. Il s'agit d'un processus nommé conversion interne. Tout état excité qui 
est atteint suite à l'absorption d'un photon se nomme photoexcitation. 
2.5 ASSEMBLAGES SUPRAMOLÉCULAIRES 
Le regroupement de molécules pour former des nanostructures amène de nouvelles 
propriétés électroniques, comme par exemple un transport de charges ou d'énergie plus 
efficace sur de longues distances. De plus, par sa taille plus importante, l'assemblage 
supramoléculaire facilite l'intégration dans des dispositifs à l'échelle humaine. 
Les molécules peuvent former des structures supramoléculaires par des interactions 
secondaires non-covalentes. Ces liens généralement faibles qui unissent les molécules 
sont habituellement des interactions de van der Waals, des liaisons hydrogènes ou des 
interactions 7r - 7r causées par le recouvrement d'orbitales Pz moléculaires. 
L'auto-assemblage est une organisation moléculaire réversible qui ne nécessite pas 
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de force externe: la nanostructure se construit d'elle-même [12-14]. Pour qu'il y ait 
auto-assemblage, le processus doit mener à une diminution de l'énergie libre de Gibbs 
(G = H - T S), rendant la structure supramoléculaire thermodynamiquement plus stable 
que les molécules isolées. 
Les oligomères sont des molécules constituées d'un nombre fini de monomères. Il 
s'agit du type de molécules étudiées. Elles peuvent se regrouper de diverses façons pour 
former des agrégats de géométries variables. Parmi celles-ci, on dénote les agrégats de 
type H et de type J. Ceux-ci sont illustrés à la figure 2.5 où les ovales représentent la 
, .. (a) bout à bout: agrégat J •.. (b) face à face: agrégat R 
Figure 2.5: Illustration de la géométrie des agrégats H et J 
section conjuguée de la molécule et les flèches sont les moments dipolaires de tran-
sitions associés. On remarque que ces derniers sont perpendiculaires à la direction de 
l'empilement dans le cas des agrégats H et parallèles pour les agrégats J. Le fait d'avoir 
plusieurs molécules identiques proches l'une de l'autre cause entre autres une levée de 
dégénérescence des niveaux d'énergie et donc une diminution de la bande interdite. 
La présence de structures supramoléculaires fait en sorte que les fonctions d'onde 
électroniques peuvent être délocalisées sur quelques molécules. On ne peut plus trai-
ter chaque molécule indépendamment mais il faut plutôt voir l'ensemble des molécules 
comme un système quantique unique. L'Hamiltonien de ce système prend la forme sui-
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vante: 
Hagrégat = [Hm + EHmn (2.30) 
m mn 
où Hm est l'Hamiltonien moléculaire de l'équation 2.2 et Hmn est l'Hamiltonien qui 
contient les interactions coulombiennes entre les molécules pouvant être d'ordre nucléaire-
nucléaire, électron-nucléaire, nucléaire-électron et électron-électron. 
2.6 COUPLAGE INTERMOLÉCULAIRE 
Lorsque deux molécules sont proches l'une de l'autre, ce qui est le cas dans un 
assemblage moléculaire, les nuages électroniques interagissent de façon coulombienne. 
Le couplage coulombien Vnm entre les molécules n et m est composé de deux termes, le 
couplage électronique Jmn et l'interaction d'échange Snm [25] : 
(2.31) 
où j = e2 /41rêolr' 1 r' 21 est le potentiel électrostatique et IlPm) et IlPm) sont les fonc-
tions d'onde des molécules m et n. On peut écrire le couplage électronique Jmn en fonc-
tion des densités de transitions p (r')p*(r') [33] : 
(2.32) 
Comme c'est l'interaction électronique que l'on veut généralement étudier et que Vnm 
possède un terme négatif d'échange, on utilise plutôt Jmn comme indicateur du couplage 
intermoléculaire. De plus, au lieu de parler de couplage électronique intermoléculaire, 
on parle parfois de largeur de bande excitonique W = 4J. 
Le couplage électronique intermoléculaire est donc une mesure de l'interaction in-
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termoléculaire qui se produit lorsqu'au moins deux molécules sont à proximité l'une de 
l'autre. Pour que l'interaction d'échange soit non-nulle, il doit y avoir recouvrement des 
fonctions d'onde moléculaires, ce qui par le fait même augmente la grandeur de l'in-
teraction électronique. On peut donc affirmer que le couplage intermoléculaire est une 
représentation de l'importance du recouvrement des orbitales moléculaires. 
Le couplage électronique intermoléculaire peut être illustré par la séparation de Da-
vydov qui se produit par la levée de dégénérescence de la LUMO lorsqu'on forme un 
dimère à partir de deux molécules isolées [34, 35] : Plus l'interaction intermoléculaire 
.... 
.... 
LUMO ------t" 
.... 
# .. --~r---­
.... 
2J Dm 
.... 
.... 
.... ,-------
Figure 2.6: Illustration du couplage électronique intermoléculaire pour un assemblage de deux molécules 
(dimère). 
est grande, plus les nouveaux niveaux électroniques sont énergétiquement distants. 
La distance de séparation entre les molécules est également un facteur important de 
Jmn puisque si rnm est petit, les fonctions d'onde des orbitales moléculaires se recouvrent 
davantage. De plus, de nombreuses études montrent que plus la longueur de la molécule 
est grande, plus Jmn est petit [36-38]. 
Il ne semble pas y avoir de convention sur la méthode à utiliser pour mesurer l'am-
pleur du couplage électronique intermoléculaire. Le couplage est parfois évalué comme 
étant proportionnel à la différence entre l'énergie du maximum du spectre d'absorption 
de la molécule isolée et de l'assemblage supramoléculaire [20]. Récemment, J. Giersch-
ner et D. Beljonne [33] ont démontré que les interactions à longue distance peuvent avoir 
un impact significatif dans le couplage électronique intermoléculaire. Ils en viennent à 
la conclusion qu'une mesure plus précise de Jmn consiste en la moitié de la différence en 
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énergie entre le début de croissance du spectre d'absorption et son maximum. 
Comme nous l'avons mentionné précédemment, lorsqu'une structure moléculaire est 
dans un état excité, elle prend une géométrie d'équilibre différente de celle dans l'état 
fondamental. L'énergie de réorganisation (À) associée est égale à environ la moitié du 
décalage de Stokes, qui est la différence entre les maximums des spectres de photolu-
minescence et d'absorption [34, 39]. Cependant, cette valeur a deux composantes: une 
liée au solvant et l'autre à la réorganisation structurelle. Il est difficile d'identifier cor-
rectement l'apport structurel, ce qui fait en sorte que l'on se rapporte plutôt à des calculs 
numériques pour obtenir une valeur de À pour la structure associée. De plus, dans le 
cas d'un assemblage supramoléculaire, l'énergie de réorganisation a des composantes 
intramoléculaire et intermoléculaire. 
On définit quelques régimes de couplages différents. Lorsque le couplage électro-
nique intermoléculaire est petit par rapport à l'énergie de réorganisation intramolécu-
laire, on parle d'un régime de couplage faible. Dans la situation inverse, on parle d'un 
régime fort. Il existe également un régime intermédiaire lorsque les deux quantités ont 
le même ordre de grandeur [23]. 
2.7 NATURE DES EXCITATIONS: NEUTRES ET CHARGÉES 
Dans les assemblages supramoléculaires, la présence d'un système quantique com-
prenant un grand nombre de molécules fait en sorte que l'on ne peut plus parler d'état 
excité moléculaire puisque l'état excité n'est plus nécessairement relié à une molécule en 
particulier. Il peut être délocalisé sur une région comprenant plusieurs molécules. Ainsi, 
un changement de terminologie s'impose. 
Lorsqu'un électron est excité de la HOMO vers la LUMO, il laisse derrière lui un 
26 
trou. L'interaction électron-électron fait en sorte que cette paire électron-trou est liée par 
des forces de Coulomb et peut être traitée comme une quasi-particule [34]. Puisqu'elle 
est composée d'une particule positive (trou) ét d'une particule négative (électron), il 
s'agit d'une excitation neutre, appelée exciton. L'énergie de liaison coulombienne entre 
l'électron et le trou, que l'on nommne énergie de liaison excitonique, abaisse le niveau 
énergétique de l'exciton faisant en sorte qu'il se situe dans la bande interdite, comme le 
montre la figure 2.7. Dans une situation simple, l'étendue spatiale de l'exciton, rb, est 
LUMO u rea I2!Wj 
exciton polaron- polaroo+ 
• • 
-o-e- • • 
HOMO 
Figure 2.7: Illustration des niveaux d'énergie se trouvant dans la bande interdite pour l'exciton et les 
polarons. Les cercles remplis sont des électrons et les cercles vides sont des trous. 
inversement proportionnelle à l'énergie de liaison excitonique Eb[40] : 
(2.33) 
La constante diélectrique er a pour effet d'écranter les répulsions électron-électron et 
de façon équivalente, les interactions électron-trou. La constante diélectrique er élevée 
des semi-conducteurs inorganiques fait en sorte que l'énergie de liaison excitonique est 
faible. L'étendue spatiale de l'exciton est donc très grande, couvrant une infinité de mo-
lécules. On parle alors d'exciton Wannier-Mott. La petite constante diélectrique er, qui 
caractérise les semi-conducteurs organiques, fait en sorte que l'exciton y est générale-
ment localisé sur une ou quelques molécules. On parle alors d'un exciton Frenkel. Si 
l'état excité est délocalisé sur deux molécules identiques, on parle d'excimère. Dans 
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le cas spécifique où l'électron et le trou sont sur deux molécules différentes, on parle 
alors d'exciplexe. L'exciton transfert de charge englobe quant à lui les deux catégories 
précédentes. 
Les polarons, présentées à la figure 2.7, sont des excitations chargées qui sont pro-
duites en ajoutant ou en retirant un électron au système. La charge (électron ou trou) se 
couple aux vibrations moléculaires, permettant à la molécule de se déformer et réduisant 
ainsi l'énergie de l'état. C'est pourquoi le niveau d'énergie des polarons se trouve éga-
lement dans la bande interdite. Le polaron est donc défini comme une charge couplée à 
une déformation moléculaire. 
Un exciton peut se former par l'absorption d'un photon ou par capture coulombienne 
d'un trou et d'un électron qui ont été injectés dans le système. Il peut également se 
coupler à des vibrations moléculaires. Ce couplage a un effet de confinement puisque 
l'exciton se retrouve alors coincé dans la déformation de réseau q':le le couplage exciton-
vibration a provoquée. On parle alors d'un exciton fortement localisé nommé « self-
trapped» ou exciton-polaron [35,41,42]. 
Le couplage intermoléculaire a également un impact sur le transport excitonique. 
Dans un régime de couplage faible, les excitons passent d'un site à l'autre en effectuant 
des sauts incohérents. Il s'agit du processus de transfert énergétique par résonance (type 
Forster). Pour un système dans un régime de couplage fort, le transfert se fait de façon 
beaucoup plus cohérente (type Redfield), ce qui peut être intéressant pour d'éventuelles 
applications en électronique. Ainsi, le couplage électronique intermoléculaire, qui est 
une représentation du recouvrement des orbitales moléculaires, a tendance à produire des 
excitons plutôt statiques dans le cas d'un couplage faible et des excitons plutôt mobiles 
dans le cas de couplage élevé. Donc, la localisationldélocalisation agit sur l'étendue 
spatiale de l'exciton mais également sur sa liberté de mouvement (diffusion de l'exciton). 
1· 
/ 
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En effet, un exciton délocalisé sur plusieurs molécules se déplace plus aisément qu'un 
exciton localisé sur une molécule. 
Dans les assemblages supramoléculaires, le couplage électronique intermoléculaire 
joue un rôle fondamental dans l'étendue spatiale de l'exciton. En effet, plus le couplage 
est fort, plus il y a partage cohérent de l'excitation entre les unités formant l'assemblage 
[34]. 
On peut expliquer l'origine de l'énergie de liaison excitonique à partir de l'interaction 
électron-électron, qui est reliée au principe d'exclusion de Pauli. Dans cette approche, 
l'attraction entre l'électron et le trou provient d'une diminution de la répulsion électron-
électron dans l'état excité par rapport à l'état fondamental puisqu'une paire d'électrons 
peut y occuper des orbitales différentes. C'est cette baisse de répulsion électron-électron 
qui est à l'origine de l'énergie de liaison excitonique. L'interaction d'échange qui est 
la partie négative dans l'expression du couplage intermoléculaire coulombien a égale-
ment son importance. Les deux interactions sont intimement liées à l'étendue spatiale de 
l'exciton puisqu'elles dictent la séparation électron-électron. 
Tout comme le système étudié à la section traitant des états singulets et triplets, l'ex-
citon est composé de deux fermions de spin 1. Il peut donc y avoir des excitons singulets 
avec spin s=O (projection ms=O) et des excitons triplets avec spin s= 1 (projections ms=-
1,0 ou 1). 
Tel que mentionné précédemment, le couplage de l'exciton avec un mode vibration-
nel du réseau localise l'exciton dans une déformation de réseau alors que le couplage 
électronique intermoléculaire a l'effet inverse. Plus Jnm est élevé, plus il y a recouvre-
ment des orbitales moléculaires et plus l'exciton est délocalisé. Il y a donc compétition 
entre ces deux processus pour dicter la dynamique et l'étendue spatiale de l' exciton. 
L'image n'est cependant pas tout à fait complète puisque le désordre énergétique, qui est 
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abordé à la section suivante, a aussi un rôle à jouer. 
2.8 DÉSORDRE ÉNERGÉTIQUE 
Le désordre énergétique a un impact majeur sur la dynamique des états excités. Il 
y a d'ailleurs plusieurs types de désordre énergétique et il est important de les définir 
avant de continuer. Le désordre peut être diagonal ou off-diagonal [30]. Dans le premier 
cas, on fait allusion au fait que l'énergie d'un site varie d'une molécule à l'autre, c'est-
à-dire qu'il n'y a pas de corrélation entre l'énergie du site A et celle du site B voisin. Le 
désordre peut être statique s'il est causé par des défauts, des impuretés ou des fluctuations 
aléatoires lentes d'atomes ou molécules. Il se produit alors un élargissement spectral 
inhomogène, comme nous avons pu voir dans la section traitant du principe de Franck-
Condon. Si toutefois des effets thermiques font en sorte que les fluctuations aléatoires 
deviennent rapides, l'élargissement spectral est plutôt de type homogène. Le désordre 
énergétique off-diagonal fait plutôt allUSIon à un manque de corrélation au niveau de 
l'énergie d'interaction entre sites voisins. Ainsi, l'énergie d'interaction entre le site A et 
le site B n'est pas la même que celle entre le site B et le site C. Pour le désordre off-
diagonal, le cas général est statique et s'il y a inclusion des interactions avec des phonons, 
il est alors dynamique. Les deux cas de désordre off-diagonal amènent un élargissement 
spectral homogène et inhomogène. Dans le reste de la discussion, le désordre énergétique 
fait référence au désordre diagonal statique puisque c'est celui qui a le plus d'impact 
dans les systèmes conjugués comme les oligothiophènes que nous étudions [29, 30, 43]. 
Les termes diagonal et off-diagonal proviennent du positionnement des éléments de 
matrice. L'Hamiltonien de liaisons fortes qui est souvent utilisé pour faire des calculs 
sur des structures supramoléculaires est le suivant [44] : 
H = Lfi li) (il + L Vij li) UI 
ij 
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(2.34) 
où les sites i forment un réseau régulier. Le désordre off-diagonal est associé à des va-
leurs aléatoires des éléments off-diagonaux Vij, qui représentent l'interaction entre les 
sites i et j. Le désordre diagonal est quant à lui relié à des valeurs aléatoires des élé-
ments de matrice diagonaux fi, qui sont l'énergie de sites i. Cependant, la corrélation 
entre l'énergie des différents sites fi est directement reliée à la grandeur de l'interaction 
entre les sites, Vij, et la distance sur laquelle cette interaction agit. Ainsi, le désordre éner-
gétique diagonal est représenté par le fait d'avoir des énergies de sites fi non-corrélées 
entre elles, mais il dépend par le fait même des éléments off-diagonaux Vij. 
En 1958, P.W. Anderson étudia le mouvement d'électrons et de quasi-particules dans 
. des systèmes caractérisés par un désordre énergétique diagonal statique [45]. Le but 
était de trouver à quel point un réseau doit être désordonné pour que la quasi-particule 
devienne localisée. Dans son modèle, l'énergie d'un site Ei est une variable stochastique 
indépendante du temps et qui a une distribution de probabilité de largeur Y. La distance 
entre des sites i et j est notée rij. Anderson prouva que si l'énergie d'interaction entre les 
sites i et j, qui est Vij, diminue plus rapidement que ri/ et que la valeur moyenne de Vij 
est plus petite qu'une valeur critique Ve (de l'ordre de W) aucun transport ne se produit 
et la quasi-particule est fortement localisée [46]. On peut résumer ses conclusions de la 
façon suivante [30] : 
(Vij) < Ve = a-ly (état localisé) 
(Vij) > Ve = a-ly (état délocalisé) 
(2.35) 
(2.36) 
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où a est une constante numérique pouvant prendre des valeurs entre 6 et 28. 
Le désordre énergétique a un impact majeur sur la dynamique des photoexcitations. 
En effet, si ùn exciton se trouve dans un système désordonné, il fait face à d'immenses 
barrières de potentiel à chaque site, ce qui a tendance à produire des excitons localisés. 
Dans le cas inverse, il y a beaucoup moins de barrières de potentiel, ce qui favorise la 
mobilité des excitons. 
Il est également possible d'avoir une bonne idée de l'importance du désordre éner-
gétique simplement en regardant le spectre de photoluminescence. Dans un article de 
F. Spano [47], un développement de chimie quantique complexe et des simulations nu-
mériques montrent que le ratio, SR, des pics d'émission 0-0 et 0-1 est un indicateur de 
la grandeur du désordre énergétique. Dans la transition 0-1, le 0 fait référence au ni-
veau vibrationnelle plus bas de l'état excité alors que le 1 est associé au premier niveau 
vibrationnel de l'état fondamental. 
(2.37) 
où S est le spectre d'émission et co est la fréquence associée au photon émis. Plus le 
pic de transition 0-0 est petit par rapport à celui de 0-1, plus le désordre est marginal. 
Cette technique, qui est fort complexe à développer, donne une méthode très simple pour 
évaluer l'ampleur du désordre énergétique présent dans le système étudié. 
Ce chapitre sur la théorie en lien avec le sujet de recherche nous a permis de faire un 
bref survol des éléments traitants de propriétés électroniques des semi-conducteurs orga-
niques. Les notions présentées aux sections 2.1 à 2.3 sont importantes pour le domaine 
d'étude, mais ne sont pas essentielles à la compréhension de l'analyse présentée dans ce 
mémoire. La section 2.4 est une description de la physique des transitions électroniques 
32 
pour bien comprendre les expériences de spectroscopie utilisées pour sonder nos échan-
tillons. Les sections 2.5 à 2.8 traitent plutôt de sujets en lien avec l'analyse des résultats 
et nous ferons donc régulièrement appel à des concepts décrits dans ces sections. 
CHAPITRE 3 
MÉTHODESEXPÉR~ENTALES 
Une bonne partie des deux dernières années fut consacrée à la mise en place, avec 
Paul-Ludovic Karsenti et Mathieu Perrin, des expériences d'absorption transitoire et de 
photoluminescence nanoseconde. L'étude des oligothiophènes s'est faite à travers ces 
expériences ainsi qu'à l'aide du comptage de photons uniques corrélés en temps. Le 
système laser ainsi que toutes les expériences utilisées sont décrites ci-dessous. 
3.1 LE SYSTÈME LASER 
Le coeur du laboratoire est un système laser produisant des impulsions de 100 femto-
secondes (10-,14 s) à une fréquence de 1 kHz et à des longueurs d'onde allant de 250 nm à 
2,5 J..Lm. L~ première étape du système est la création d'impulsions d'une durée de 30 fs, 
de 1,5 J..LJ et ayant un taux de répétition de 90 MHz. Ceci se produit dans l'oscillateur 
qui est illustré au haut de la figure 3.1. L'oscillateur, fabriqué par KM Labs comprend 
un cristal de titane-saphir pompé en continu par un laser Nd :YV04 (modèle Millenia 
de Spectra Physics, 5 W et 532 nm), ce qui provoque une inversion de population dans 
le cristal. La fluorescence émise par le cristal fait des allers-retours successifs dans la 
cavité laser et est amplifiée par émission stimulée à chaque passage dans le cristal, ce 
qui donne un faisceau laser en mode continu (ou CW' pour « continuous wave ») cen-
tré à, 780 nm. Le mode continu est en fait composé de plusieurs modes longitudinaux 
permis par la géométrie de la cavité laser. Ces modes oscillent de façon indépendante, 
sans relation fixe entre eux. En induisant une perturbation dans la cavité en faisant bou-
ger un prisme, il est possible d'amener le système à être en asservissement de phase 
Dragon 
Darwin 
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Figure 3.1: Schéma du système laser fait par Paul-Ludovic Karsenti. Oscillateur: le cristal de titane-saphir 
est en OCI, la cavité laser est formée des miroirs OMI et OOC et deux prismes OPI et OP2 minimisent 
la dispersion du faisceau. Amplificateur: le cristal de titane-saphir est en DCL 
(ou « mode-Iocking ») où il produit des impulsions de très courte durée. Le principe de 
«mode-Iocking» est d'induire une relation de phase constante entre les différents modes 
de la cavité laser. C'est l'interférence entre ces modes qui fait apparaître le train d'im-
pulsions [48]. Dans notre cas, suite à la perturbation induite, trois processus d'optique 
non-linéaire sont exploités: l'auto-focalisation et l'auto-modulation de phase qui sont 
reliées à l'effet Kerr ainsi que la dispersion de la vitesse de groupe qui est compensée 
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par une paire de prismes. Une explication détaillée de ces phénomènes et de leur rôle 
dans le processus d'asservissement de phase est faite dans la thèse de Clément Daniel 
[49] et le livre Ultrashort Laser Pulse Phenomena [50]. 
La deuxième étape du système laser consiste en l'amplification des impulsions. Cela 
se produit dans le Dragon de KM Labs [51, 52], dont le montage est illustré au milieu 
de la figure 3.1. On doit tout d'abord étirer temporellement les impulsions puisque la 
concentration d'énergie est assez grande pour endommager les éléments optiques. Ainsi, 
en utilisant un réseau et plusieurs miroirs, la durée des impulsions est augmentée à une 
vingtaine de picosecondes. Les impulsions passent ensuite dans une cellule de Pockels 
qui permet de sélectionner une impulsion à toutes les millisecondes, ce qui est ample-
ment suffisant pour effectuer nos expériences. Cette cellule induit une biréfringence dans 
un cristal ne possédant pas de centre d'inversion en lui imposant un puissant champ élec-
trique à une fréquence de 1kHz. Le cristal devient alors une lame demi-onde qui modifie 
la polarisation de l'impulsion. À la sortie de la cellule de Pockels, un polariseur bloque 
toutes les impulsions dont la polarisation n'a pas été modifiée. Nous avons donc mainte-
nant des impulsions ayant un taux de répétition de 1 kHz appelées « seed » qui passent 
dans un cristal titane-saphir refroidi «50 K) par un compresseur et maintenu à basse 
pression « 10-7 torr) dans un cryostat. Le cristal est pompé par un laser Nd :YLF (mo-
dèle Darwin de Quantronix, 15W, 15mJ par impulsion de 150ns à 527nm) ayant un 
taux de répétition de 1 kHz et qui est synchronisé avec la cellule de Pockels. Le « seed » 
est amplifié en passant 13 fois dans le cristal. Ensuite, deux réseaux parallèles com-
pressent temporellement les impulsions leur donnant une durée de t'V 1 00 fs. À la sortie 
de l'amplificateur, les impulsions ont une longueur d'onde de 780nm et une énergie de 
1,5 ml 
La fréquence de l'onde électromagnétique peut ensuite être doublée en passant dans 
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un cristal de BBO, donnant des impulsions à 390 nm. La génération de seconde harmo-
nique, qui permet de doubler la fréquence, est un processus d'ordre X2 dans l'expansion 
de Taylor de la polarisabilité (dans les phénomènes d'optique linéaire, seul Xl est non-
nul). 
(3.1) 
La très grande majorité des matériaux possèdent une inversion de symétrie, ce qui signi-
fie que la transformation r ---+ -r laisse le matériau invariant. Ainsi, la transformation 
E ---+ -E doit correspondre à P ---+ -P et donc tous les X pairs doivent être nuls. Un 
petit nombre de matériaux dont le cristal de BBO (/3 - BaB204) ne possèdent pas une 
inversion de symétrie et ont un grand X2, ce qui donne lieu à des phénomènes d'optique 
non-linéaires d'ordre X2 et nous permet d'écrire: 
(3.2) 
Le champ électrique incident de fréquence ro induit une polarisation non-linéaire du mi-
lieu p(2) à une fréquence 2ro, et c'est cette polarisation non-liéaire qui émet un champ 
électrique à une fréquence 2ro. Pour que ce doublage de fréquence de l'onde électroma-
gnétique soit efficace, il y a une condition d'accord de phase à respecter: 2kl = k2 
qui mène à n( ro) = n(2ro). Puisque le cristal de BBO est un matériel biréfringent, 
son indice de réfraction dépend de l'angle d'incidence de l'onde électromagnétique: 
l/n(B),,) = sin2(B)/npar()") + cos2(B)/nperp(Â) où npar et nperp sont respectivement 
les indices de réfraction perpendiculaire et parallèle à l'axe du cristal. On peut donc 
maximiser l'efficacité du doublage de fréquence en tournant le cristal. 
Si les longueurs d'onde de 780 nm et 390 nm ne conviennent pas pour l'expérience à 
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réaliser, on peut utiliser un amplificateur optique paramétrique (TOPAS pour« Travelling 
wave Optical Parametric Amplifier of Superftuorescence »). Cet appareil qui contient 
également un cristal BBO permet d'obtenir une longueur d'onde entre 250nm et 2,5 /lm 
par divers phénomènes d'optique non:-linéaire d'ordre X2. Lorsqu'un photon du« seed» 
de fréquence (j)p est envoyé sur le cristal de BBO, il produit deux photons de fréquences 
(j)s et (j)i que l'on nomme« signal» et« idler ». Tout comme dans le cas décrit plus haut, 
il y a des conditions d'accord de fréquence et de phase: 
(j)p = (j)s + Wï 
np(j)p =ns(j)s +niWï 
(3.3) 
(3.4) 
Pour obtenir la gamme complète de longueurs d'onde de 250 nm à 2,5 /lm, les faisceaux 
font cinq passages dans le cristal de BBO et peuvent également passer dans un cristal 
supplémentaire à la sortie du TOPAS. 
La description du système peut donner l'impression qu'il n'est pas si complexe mais 
un simple coup d'oeil au montage expérimental devrait convaincre du contraire. L'ali-
gnement des très nombreux éléments optiques est un processus très sensible qui nécessite 
beaucoup de dextérité manuelle, de temps et de patience. Il faut s'assurer que la pompe 
et le « seed » soient bien synchronisés et focalisés au même point du cristal pour obtenir 
une bonne amplification. L'alignement des 13 passes est aussi critique à l'obtention d'un 
bon mode (impulsions spatialement uniformes sans structures secondaires) puisque l' ef-
ficacité du TOPAS .en dépend directement et un mode structuré amène des focalisations 
non-voulues qui endommagent les éléments optiques. Il faut aussi que la compression 
soit bien effectuée puisque la durée des impulsions est le facteur qui limite la résolution 
temporelle des expériences. 
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3.2 ABSORPTION TRANSITOIRE 
L'absorption transitoire est une expérience permettant de faire une étude temporelle 
'-
des populations de niveaux électroniques d'un échantillon suite à une excitation. Cela 
se fait en mesurant la variation de la transmission d'un échantillon suite à une première 
excitation. Pour y arriver, on utilise deux impulsions laser : la pompe et la sonde. La 
pompe excite tout d'abord 1'échantillon et est suivie de la sonde, dont on mesure la 
transmission. On calcule ensuite la variation de la transmission de la sonde en fonction 
du délai entre la pompe et la sonde. Ce délai est ajusté à 1'aide d'une ligne à retard qui 
fait varier la longueur du trajet optique de la pompe. Le changement de transmission de 
la sonde est calculé de la façon suivante: 
t1T T* - T 
T T (3.5) 
où T est la transmission de la sonde sans qu'il y ait eu d'excitation préalable de la pompe 
(l'échantillon est dans son état fondamental) alors que T* est la transmission de la sonde 
à un temps t suivant une excitation par la pompe (l'échantillon est alors dans un état 
excité). La transmission d'un échantillon est donnée par la loi de Beer-Lambert : 
(3.6) 
, 
où 10 et T sont les intensités incidente et transmise, e est le coefficient d'extinction 
molaire (en M-1cm- I ), C est la concentration de l'espèce absorbante (en M), Lest 
l'épaisseur de 1'échantillon, nf est la densité de population de l'état fondamental et (J 
est la section efficace d'absorption. Le changement de la transmission est calculé de la 
façon suivante avec ni2 qui est la densité de population de l'état fondamental à un temps 
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t suivant l'excitation par la pompe: 
t1T T* - T exp ( -ani2L) - exp( -anilL) 
- = = = exp( -aLt1n) - 1 (3.7) 
T T exp ( -anilL) 
où t1n = nil - ni2 = n j qui est la population de l'état excité. On peut donc isoler n j : 
n. = __ 1 ln (t1T + 1) ] aL T (3.8) 
Puisque cette équation nous donne directement la population de l'état excité j, on préfère 
généralement présenter graphiquement ln( 81 + 1) plutôt que 81. L'expérience d'ab-
sorption transitoire permet d'identifier trois processus: le photoblanchiment, l'absorp-
tion photoinduite et l'émission stimulée. Dans le premier cas, la pompe amène une di-
minution de la population de l'état fondamental qui favorise la transmission de la sonde 
en limitant le nombre d'électrons pouvant absorber des photons à partir du fondamental 
(81 > 0). L'absorption photoinduite se produit lorsque l'état excité par la pompe peut 
absorber les photons de la sonde, provoquant ainsi un signal négatif 81 < O. L'émis-
sion stimulée est provoquée lorsqu'un photon de la sonde amène un électron excité par 
la pompe à se désexciter de façon radiative faisant ainsi augmenter le signal détecté 
(81 > 0). 
La pompe utilisée consiste en des impulsions femtosecondes décrites à la section 
précédente. Pour la sonde, on utilise un continuum de lumière blanche qui est produit en 
focalisant une petite partie de la sortie du Dragon sur une fenêtre de CaF2 (Cl à la figure 
3.2). La lumière blanche présente une plage spectrale allant de 350 nm à 1100 nm. Le 
principe physique de la création du continuum est fort complexe et implique des phéno-
mènes d'optique non-linéaire tels que l'auto-modulation de phase, l'auto-focalisation et 
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Figure 3.2: Schéma du montage expérimental fait par Paul-Ludovic Karsenti. Le trajet optique mauve 
représente la pompe, le parcours bleu est la sonde et le tracé orange qui se dirige vers le spectromètre 
attaché à l'ICCD est la photoluminescence nanoseconde. 
le mélange à quatre ondes [53]. Le processus d'acquisition de données de l'expérience 
est relativement simple. La pompe et la sonde ont initialement des taux de répétition de 
1 kHz mais la pompe passe à travers un secteur tournant qui bloque une impulsion sur 
deux. Cela nous permet de détecter alternativement la transmission de la sonde avec la 
pompe et sans la pompe. On prend alors quelques milliers de mesures pour un position-
nement de la ligne à retard. On diminue ensuite le trajet optique de la pompe à l'aide de 
cette ligne à retard. On répète ces étapes plusieurs fois ce qui nous donne un graphique 
de lil en fonction du délai entre la pompe et la sonde. À l'aide d'un monochromateur 
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ayant une résolution de rv 1 nm, nous sélectionnons la longueur d'onde de la sonde que 
nous voulons étudier et le signal de transmission est détecté par des photodiodes. 
3.3 PHOTOLUMINESCENCE NANOSECONDE (ICCD) 
L'expérience de photoluminescence (PL) résolue en temps permet d'étudier l'émis-
sion radiative des états excités en fonction du temps. Pour ce faire, nous utilisons des im-
pulsions femtosecondes (les mêmes que celles utilisées comme pompe dans l'expérience 
d'absorption transitoire) pour exciter un échantillon. La fluorescence est alors transmise 
à une caméra avec capteur de couplage de charge intensifié (lCCD pour « intensified 
charge-coupled device ») via deux miroirs paraboliques qui collimatent le faisceau et 
un spectromètre qui sélectionne la plage spectrale à étudier. La fonction de réponse du 
spectromètre est obtenue à l'aide d'une lampe à incandescence. Tous les spectres de 
photoluminesence sont cali-brés avec cette fonction. Le montage de cette expérience est 
présenté à la figure 3.2. La caméra a une résolution temporelle de 5 ns et est synchroni-
sée avec le système laser. Elle fonctionne en détectant un signal pendant un temps que 
l'on nomme largeur de porte. Prenons l'exemple d'une largeur de porte de 5 ns (qui est 
l~ plus petite valeur possible). Après l'excitation par l'impulsion laser, la caméra détecte 
tout d'abord la photoluminescence de 0 ns à 5 ns en intégrant le signal mesuré suite à 
plusieurs impulsions. Ce processus est ensuite répété par intervalles de 5 ns. Cela donne 
au final une décroissance complète de la fluorescence avec une largeur de porte qui est 
choisie en fonction du temps de vie de la PL. 
Les mesures de photoluminescence intégrée en temps sont également prises avec 
la caméra ICCD. Celle-ci possède un obturateur mécanique qui peut s'ouvrir pendant 
plusieurs dizaines de rnillisecondes, permettant l'acquisition du spectre de PL. 
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3.3.1 Anisotropie 
Les oligothiophènes étudiés forment des assemblages supramoléculaires qui ont une 
forme hélicoïdale où l'angle entre les molécules voisines est de 2± 1 0. Ainsi, si un exci-
ton se déplace dans cet agrégat, le moment dipolaire de transition associé à la molécule 
où il se trouve change en fonction du temps. L'anisotropie de la polarisation est une va-
leur qui permet d'étudier la variation de l'orientation du moment dipolaire de transition 
en fonction du temps. Elle est définie en fonction de l'orientation de la polarisation de 
l'impulsion qui excite l'échantillon (le long de l'axe z pour notre développement) : 
III h 
r( t) = ---"----:--
111+2h 
(3.9) 
où III et h sont les intensités de la PL pour les polarisations parallèles et perpendicu-
laires par rapport à la polarisation linéaire de l'impulsion laser. Les mesures s'effectuent 
en fixant la polarisation du laser et en prenant une série de données avec un polariseur 
placé devant le spectromètre qui est perpendiculaire à la polarisation du laser. On tourne 
ensuite le polariseur de 90° pour prendre les données pour la configuration parallèle. 
Puisqu'il y a deux axes perpendiculaires à l'orientation de l'excitation, l'intensité totale 
est donnée par Ir III + 2h. Prenons le cas où les molécules sont ordonnées aléatoire-
ment dans les trois dimensions. Comme nous l'avons vu à l'équation 2.26, l'absorption 
dépend du produit scalaire entre le champ électrique et le moment dipolaire de transition. 
Ce dernier dépend à son tour de l'orientation de la molécule. Ce produit fait intervenir 
un facteur cos e où e est l'angle entre les deux entités ci-dessus. Écrivons donc deux 
composantes du champ électrique (une Il et une ~) en coordonnées scalaires: 
Ez = zcose = cos2 e (3.10) 
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Ex =xcosB = sinBcosBcosl/J (3.11) 
Puisque dans notre cas les molécules sont orientées aléatoirement dans toutes les direc-
tions, il faut faire une intégrale sur tout l'espace pour trouver l'intensité de la PL: 
!o21r !o1r 4n h = =E;sinBdl/JdB =-, 0 0 15 (3.12) 
{21r (1r 4n 
III = Jo Jo = E;sinBdl/JdB = 5 (3.13) 
En remplaçant ces valeurs dans l'équation 3.9, on obtient: 
r(t) = 0,4. (3.14) 
Ainsi, lorsque l'on mesure l'anisotropie d'un système où l'espèce absorbante est orien-
tée aléatoirement, on s'attend à avoir une anisotropie initiale de 0,4. Avec le temps, on 
dit que les excitons perdent la mémoire de leur orientation initiale. C'est-à-dire que leur 
orientation change avec le temps que ce soit par rotation des molécules ou par un trans-
port excitonique dans les agrégats. Ainsi, par un calcul beaucoup plus complexe que 
celui ci-dessus, on peut montrer qu'un exciton qui perd la mémoire de l'orientation ini-
tiale dans deux dimensions mais la garde dans l'autre présente une anisotropie de 0, l 
[54]. Cela peut par exemple se produire dans un agrégat hélicoïdal où l'exciton peut mi-
grer le long de la structure changeant seulement d'orientation selon 2 axes (l'équivalent 
d'un mouvement dans un plan). Dans le cas où toute mémoire est perdue, on obtient une 
anisotropie nulle. 
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3.4 COMPTAGE DE PHOTONS UNIQUES CORRÉLÉS EN TEMPS 
Les mesures de comptage de photons uniques corrélés en temps (TCSPC pour « time 
correlated single photon counting » ) ont été prises par Agnese Abrusci au laboratoire Ca-
vendish de l'université de Cambridge. L'expérience est toute indiquée pour étudier les 
décroissances de photoluminescence sur des échelles de temps de l'ordre de quelques na-
nosecondes. Les échantillons sont excités à l'aide d'un laser pulsé à 407 nm et à 470 nm 
ayant respectivement une largeur à mi-hauteur de ",50 ps et ",80 ps. On mesure le délai 
entre l'émission d'une impulsion laser et la détection d'un photon émis par l'échantillon. 
En répétant cette démarche un très grand nombre de fois, la décroissance du nombre de 
photons détectés en fonction du délai devient proportionnelle à la décroissance de la 
population de l'état excité responsable de la photoluminescence. 
Lorsqu'un pulse laser est émis, un signal déclencheur de départ est envoyé vers le 
convertisseur temps à amplitude (CTA) qui débute une croissance linéaire de voltage. 
Quand un photon est détecté, le photomultiplicateur envoie un signal d'arrêt au CTA qui 
cesse sa croissance. Le voltage atteint est proportionnel au temps écoulé depuis l'émis-
sion du pulse laser. En répétant le processus, on construit une sorte d'histogramme du 
nombre de détections en fonction du temps de délai. C'est cet histogramme qui repré-
sente la décroissance temporelle de la photoluminescence. La résolution temporelle est 
limitée par la largeur du pulse laser et par l'électronique du système d'acquisition ra-
pide Edinburgh Instruments Life Spec-ps, fonctionnant à une fréquence allant jusqu'à 
40 MHz, ce qui donne une résolution de ",80ps. Une description plus détaillée de l'ex-
périence TCSPC à Cambridge est présentée dans les thèses de Clément Daniel [49] et de 
Jenny Clark [55]. 
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Figure 3.3: Schéma du montage de l'expérience de comptage de photons uniques corrélés en temps adapté 
de [55]. 
3.5 PRÉPARATION DES ÉCHANTILLONS ET ABSORPTION 
Les échantillons d'oligothiophènes sont conservés dans une boîte à gants sous at-
mosphère d'azote. La synthèse des molécules est décrite dans un article de A. F. M. 
Kilbinger et al. [22]. Les solutions étudiées sont obtenues en dissolvant les oligothio-
phènes dans du n-butanol de telle à une concentration de 10-4 M. Les mesures prises 
en solution sont effectuées dans une cuvette de fluorescence ayant un trajet optique de 
1 mm. Cette cuvette est placée dans un porte-échantillon dont la température peut être 
contrôlée à l'aide d'un élément Peltier. Des films ont également été produits en boîte à 
gants par « drop casting» sur un substrat de verre quartz Spectrosil. Ce dernier est placé 
lors des mesures dans un cryostat dont on peut contrôler la température et qui est refroidi 
à l'hélium liquide (4 K). La pression y est inférieure à 10-4 mbar pour éviter qu'il y ait 
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photo-oxydation. Les spectres d'absorption sont obtenus tout simplement en plaçant une 
cuvette remplie de solution dans un spectromètre UV-visible Varian Cary-SOO. 
CHAPITRE 4 
RÉSULTATS EXPÉRIMENTAUX 
4.1 CARACTÉRISATION PHOTOPHYSIQUE DES OLIGOTHIOPHÈNES 
Des oligothiophènes composés de 5, 6 et 7 monomères ont été préalablement étu-
diés par S. Westenhoff et A. Abrusci à Cambridge sous la supervision de Carlos Silva. 
Ils ont fait des mesures de TCSPC et de photoluminescence intégrée en temps et ont 
publié leurs résultats dans Advanced Materials [20]. Ceux-ci comprenaient des analyses 
de spectres d'absorption et de PL reliées à la structure des agrégats et au couplage in-
termoléculaire. Ils faisaient également état d'une possible migration d'excitons le long 
des assemblages supramoléculaires. Les échantillons que nous utilisons sont d'une pu-
reté supérieure à ceux utilisés à Cambridge et la première étape de notre étude est la 
reproduction de certains de leurs résultats concernant la caractérisation photophysique 
des oligothiophènes. 
Nous commençons tout d'abord par prendre des spectres d'absorption et de pho-
toluminescence intégrée en temps en phase dissolue et supramoléculaire. Il est à noter 
que l'on présente dans le texte les données de photoluminescence pour une longueur 
d'onde d'excitation et celles obtenues avec l'autre longueur d'onde sont présentées en 
annexe. Les résultats sont toujours identiques, montrant que nos résultats ne sont pas dus 
à l'excitation d'un niveau en particulier. Le but premier de ces mesures est de confirmer 
la structure des assemblages supramoléculaires. Tel que mentionné précédemment, les 
calculs de chimie quantique pointent vers une structure stable caractérisée par un em-
pilement face à face avec un angle de 2±1° entre les molécules voisines [21]. De plus, 
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des mesures de dichroïsme circulaire (mesure de la différence entre l'absorption de lu-
mière polarisée circulairement droite et circulairement gauche) ont permis d'associer les 
structures à des assemblages hélicoïdaux [13]. Nous remarquons tout d'abord à la figure 
4.1(a) qu'il y a un décalage vers le rouge du maximum de la PL de la phase supramolécu-
laire. Comme nous en avons discuté dans le chapitre sur la théorie, le fait de rassembler 
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Figure 4.1: (a) Spectres de photoluminescence intégrée temporellement sur 40 ms: la ligne pleine bleue 
représente la phase supramoléculaire (283 K) et la ligne pointillée rouge illustre la phase dissolue (350 K). 
(b) Spectres d'absorption. Les flèches horizontales associent un axe à une série de données et les flèches 
verticales indiquent les deux énergies d'excitation utilisées au cours du projet de recherche : 2,64 eV 
(470 nm) et 3,18 eV (390 nm). Excitation avec des impulsions femtosecondes de 2,64 eV (470 nm). 
des molécules pour former des assemblages supramoléculaires cause une levée de dé-
générescence de la LUMO et de la HOMO. Il Y a donc séparation de ces orbitales en 
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plusieurs niveaux pouvant former des bandes continues dans le cas de gros agrégats où 
il Y a une interaction à longue distance. Dans le cas de la photoluminescence, l'émission 
se fait toujours à partir du niveau de plus basse énergie de l'état excité. La levée de dé-
générescence a permis d'abaisser l'énergie de ce dernier, provoquant un décalage vers 
le rouge du spectre de photoluminescence, en accord avec les résultats expérimentaux 
présentés à la figure 4.1 (a). 
Pour ce qui est de la figure 4.1 (b), on peut remarquer qu'il Y a une légère composante 
décalée vers le rouge (vers 2,3 eV). Cela s'explique par le fait que pour un agrégat de 
type H où l'empilement est parfaitement co-facial, la transition d'absorption de plus 
faible énergie entre la HOMO et la LUMO est interdite puisque l'intégrale du produit 
-+ -+ 
scalaire du champ électrique et le moment dipolaire de transition 1 (Xii E . d if IXf) 1 est 
nulle [56]. Si un angle est introduit entre les molécules, l'intégrale devient non-nulle et 
une petite force d'oscillateur apparaît, rendant la transition faiblement permise. La petite 
composante reproductible décalée vers le rouge est donc en accord avec une structure 
supramoléculaire prenant la forme d'un agrégat de type H avec un léger angle entre les 
molécules. 
De plus, on observe à la figure 4.1 (b) qu'il Y a un décalage vers le bleu du maximum 
d'absorption de la phase supramoléculaireque. Puisque l'absorption se fait majoritaire-
ment vers les niveaux énergétiques plus élevés, il est normal que cela se produise. Une 
fois de plus, la prévision théorique est obtenue expérimentalement, confirmant ainsi la 
structure en agrégat de type H. 
Le spectre d'absorption nous donne également de l'information concernant le cou-
plage intermoléculaire électronique. Celui-ci équivaut à la moitié de la différence éner-
gétique entre le début de la croissance de l'absorption (au niveau de la composante de 
faible énergie à 2,3 eV) et le maximum du spectre [33]. On obtient donc J~370 meY. 
50 
Pour savoir dans quel régime de couplage on se trouve, il faut comparer cette valeur 
avec l'énergie de réorganisation intramoléculaire (À) qui est de ",300 meV [57]. Puisque 
J est légèrement plus élevé que À, les agrégats sont dans le régime de couplage intermé-
diaire. On a donc un bon recouvrement des orbitales moléculaires, ce qui suggère que 
l'exciton peut se délocaliser sur la structure supramoléculaire. 
On remarque à la figure 4.1 (a) que le ratio entre les pics de transitions 0-1 (à 2,04 eV) 
et 0-0 (à 2,22 eV) est de : 
(4.1) 
. Comme nous l'avons mentionné précédemment, le spectre de photoluminescence des 
agrégats est une bonne estimation du niveau de désordre énergétique dans l'assemblage 
supramoléculaire. SR a une valeur intermédiaire entre le désordre total SR = 1 et la cor-
rélation énergétique parfaite SR = O. Ce désordre énergétique est donc assez important 
pour avoir de grosses répercussions sur les photexcitations en localisant les excitons. On 
remarque donc qu'il y a une compétition entre l'effet de délocalisationdu régime inter-
médiaire de couplage électronique et l'effet de localisation du désordre. Cette conclusion 
est également obtenue par des analyses de David Beljonne et les calculs de chimie quan-
tique de Frank Spano et al. [47, 58]. 
4.2 ÉTUDE DES PHOTOEXCITATIONS 
Nous tentons maintenant de connaître la nature des photoexcitations et d'étudier leur 
dynamique. Pour ce faire nous avons pris des mesures de TCSPC, de PL retardée avec 
l'ICCD et d'absorption transitoire. 
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4.2.1 Photoluminescence et anisotropie des OT6 par TCSPC 
Les mesures de PL résolue temporellement par èomptage de photons uniques cor-
rélés en temps (TCSPC avec résolution temporelle de 80 ps) ont été effectuées à Cam-
bridge par Agnese Abrusci puisque l'expérience de TCSPC de notre département n'était 
pas disponible. Les données de TCSPC permettent d'étudier la PL dans les premières 
nanosecondes, ce qui n'est pas possible avec l'ICCD qui a une résolution temporelle de 
5 ns. La décroissance de la PL spectralement intégrée pour les deux phases étudiées est 
présentée à la partie (a) de la figure 4.2. La PL de la phase dissolue décroît exponentielle-
ment avec un temps de vie de (950± 15) ps. Pour ce qui est de la phase supramoléculaire, 
la décroissance n'est pas exponentielle sur la plage temporelle mesurée. Il reste que pour 
les 4 premières nanosecondes, on peut ajuster 'les données expérimentales à une expo-
nentielle ayant un temps de vie de (1150±15) ps. Après cela, le taux radiatif diminue 
substantiellement. Il a été préalablement démontré que la séparation des niveaux éner-
gétiques causée par l'assemblage supramoléculaire provoque une diminution du taux 
radiatif [59], ce qui est en accord avec les données expérimentales. L'anisotropie de la 
PL est une donnée par l'équation 3.9. La mesure d'anisotropie permet de sonder la dif-
fusion de l'exciton sur les structures supramoléculaires, comme nous l'avons expliqué 
dans le chapitre sur la théorie. Pour la phase supramoléculaire, on remarque que l'ani-
sotropie débute à une valeur de 0,33±0,02 ce qui est proche de 0,4, la valeur calculée 
au chapitre 2 pour une distribution aléatoire de l'orientation des assemblages supramo-
léculaires (i.e. des moments dipolaires de transitions). Après 6 ns l'anisotropie est à 0,1 
ce qui correspond à une perte de mémoire de l'orientation en deux dimensions, compa-
tible avec la migration de l'exciton sur l'assemblage. La décroissance de l'anisotropie 
est beaucoup plus lente que celle observée dans des assemblages d'oligophénylèneviny-
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Figure 4.2: (a) Photoluminescence résolue en temps et spectralement intégrée en phases supramoléculaire 
(losanges bleus) et dissolue (cercles rouges). L'énergie d'excitation est de 3,05 eV (407 nm). (b) Aniso-
tropie de la polarisation de la PL résolue temporellement, r(t). Mesures effectuées par Agnese Abrusci à 
Cambridge avec leur dispositif de TCSPC. 
lènes (l'anisotropie y est à 0.1 après rv70ps)[60], nous portant à croire que la diffusion 
excitonique est très lente ou même nulle dans les OT6. Ainsi, bien que l'assemblage 
soit caractérisé par un couplage électronique fort, le désordre énergétique joue un rôle 
prépondérant en limitant la liberté de mouvement de l'exciton. Des études préalables ont 
permis d'affinner par un calcul thermodynamique que la décroissance rapide jusqu'à 0 
de l'anisotropie de la phase dissolue pouvait être expliquée par la rotation des molécules 
dans le solvant, alors que la décroissance de r(t) pour la phase supramoléculaire est trop 
rapide pour être associée à une rotation des agrégats. Une migration lente des excitons le 
long de l'assemblage [20] est donc la meilleure interprétation. Il reste que ce calcul est 
assez rudimentaire et des doutes persistent toujours à savoir s'il est possible d'expliquer 
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la décroissance de r(t) par la rotation des agrégats. 
4.2.2 Photoluminescence retardée des OT6 
Suite aux mesures de TCSPC, nous avons voulu étudier la photoluminescence à 
des échelles de temps plus grandes en utilisant un dispositif beaucoup plus sensible : 
l'ICCD. Les résultats sont présentés à la figure 4.3. On remarque que la décroissance 
de la PL pour les solutions chaudes (cercles rouges) et froides (losanges bleus) se font 
en deux étapes. La décroissance quasi-exponentielle sur les premières nanosecondes de 
'la photoluminescence primaire est caractéristique des temps de vie excitoniques pour 
des oligomères conjugués [59]. Dans les deux cas, on observe de la photoluminescence 
retardée, illustrée par la deuxième étape de décroissance de la PL. La photolumines-
cence retardée de la phase dissolue décroît suivant une exponentielle avec un temps de 
vie 't' = (165 20)ns. Dans le cas de la phase supramoléculaire, il s'agit plutôt d'une 
exponentielle étirée: 
I(t) = 10 exp [-(t/'t')fJ] (4.2) 
où 't' = (300 50) ns et f3 = 0,5. Ce résultat est plutôt surprenant puisque pour des 
oligomères conjugués, la PL retardée suit généralement une loi de puissance [61-64]. 
La partie (b) de la figure 4.3 est une représentation loge -log(I)) vs log(t) qui permet de 
vérifier la validité des paramètres f3 utilisés pour les ajustements exponentiels et expo-
nentiels étirés de la PL retardée. Nous tentons tout d'abord de détenniner la nature des 
photoexcitations qui donnent cette décroissance en exponentielle étirée. Deux possibili-
tés sont considérées: l'annihilation bimoléculaire de triplets (ABT) et la recombinaison 
de paires polaroniques géminées (PPG). Le premier cas, qui est expliqué à la section 
portant sur les transitions électroniques du chapitre sur la théorie, consiste en rémission 
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Figure 4.3: (a) Photoluminescence résolue en temps et spectralement intégrée pour les phases dissolue 
(cercles rouges) et supramoléculaire (losanges bleus) en solution et un film d'agrégats à 8 K (carrés noirs). 
Excitation avec des impulsions femtosecondes de 3, 18 eV (390 nm). Les courbes passant à travers les 
données expérimentales sont des ajustements de l'équation 4.2 avec 13=0,5 et 't" = (300 ± 50) ns pour la 
solution à 283 K et le film à 8 K. L'ajustement pour la solution à 350 K est une fonction exponentielle 
avec 't" = (165 ± 20) ns. (b) Représentation de Kohlrausch-Williams-Watt de la PL retardée. Fluence du 
laser :(325 ± 20) pJ/cm2 . 
d'un photon d'un état singulet suite à la collision entre deux excitons se trouvant dans 
un état triplet. Cette collision donne entre autres un état singulet qui émet un photon. 
Dans le deuxième cas, des charges polaroniques se recombinent, donnant un exciton 
singulet qui émet également un photon. On utilise le tenne géminé pour préciser que 
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les polarons qui se recombinent proviennent de la même photoexcitation et non pas de 
deux charges qui se rencontrent au hasard. Un point important à remarquer est que la 
décroissance de la PL retardée de la phase supramoléculaire est indépendante de la tem-
pérature. En effet, celle de la phase supramoléculaire est identique en solution à 283 K 
(losanges bleus) et en film à 8 K (carrés noirs). Cela n'est pas compatible avec l'annihi-
lation bimoléculaire de triplets puisque ce processus collisionnel de second ordre devrait 
dépendre de la température. Plus l'énergie thermique est grande, plus il y a de collisions 
excitoniques et donc d'annihilation bimoléculaire de triplets [63]. De plus, s'il y avait 
présence de triplet, une certaine partie de ceux-ci se désexciteraient radiativement sous 
forme de phosphorescence. Or, nous ne détectons pas de telle émission. Comme nous 
allons voir plus loin dans cette section, d'autres arguments viennent écarter l'hypothèse 
de l'ABT et confirmer celle de la recombinaison de PPG qui est le processus présent 
dans bon nombre de films de polymères conjugués [61,62,65]. 
Il est important de mentionner que le spectre de la PL retardée à la figure 4.4 est iden-
tique à celui de la PL intégrée présentée à la figure 4.1 (b), ce qui nous permet d'affirmer 
que l'émission vient des mêmes niveaux énergétiques. Les charges se recombinent donc 
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Figure 4.4: Spectres de photoluminescence retardée intégrée temporellement entre 50 ns et 550 ns suivant 
l'excitation par des impulsions femtosecondes de 2,64 eV (470 nm). 
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pour donner un exciton singulet dans le même état énergétique que celui qui émet la 
photoluminescence primaire. De plus, l'absence de dépendance en température de la dé-
croissance de la PL retardée de la phase supramoléculaire fait en sorte que ce n'est pas 
un exciton qui se sépare éventuellement en charges. En effet, l'absence de processus 
thermiquement activé nous dit qu'il ne semble pas y avoir de processus de diffusion. 
Il s'agit donc nécessairement d'un branchement direct de la photoexcitation en paires 
polaroniques géminées. De plus, nous aurions pu croire que l'énergie thermique à 283 K 
aurait été suffisante pour franchir la barrière de potentiel entre deux sites et provoquer un 
mouvement des charges. Ce déplacement aurait induit une modification de la distribu-
tion spatiale des charges et par le fait même de la distribution de temps de recombinaison 
puisque les charges se recombinent par effet tunnel, un processus qui dépend exponen-
tiellement de la distance entre les charges. L'absence de différence entre la décroissance 
de la PL à 283 K et 8 K (voir figure) nous porte donc à croire que les charges sont quasi-
immobiles. Nous ne nous attardons pas trop au cas de la phase dissolue pour le moment, 
mais on peut tout de même affirmer que la PL retardée est également émise par la re-
combinaison de PPG. Étant donné que les molécules sont isolées, les charges se séparent 
à une distance plus petite et donc se recombinent plus rapidement. Cela explique que la 
décroissance de la PL a plutôt une forme exponentielle. La distribution de distances des 
charges est d'ailleurs étudiée à la section 4.3. 
La PL résolue temporellement présentée à la figure 4.5 a été mesurée avec une 
fluence du laser de (1,95 ± 0, 25) J.J.J/cm2, ce qui est rv 170 fois plus petit que la fluence 
utilisée pour les données présentées à la figure 4.3. On remarque que les temps de vie 
des décroissances sont quasi-identiques pour les deux fluences, ce qui est incompatible 
avec un processus collisionnel qui dépend de la densité des excitations. En effet, dans 
un tel cas, plus la densité est grande, plus il y a de collisions entre excitons et plus la PL 
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Figure 4.5: (a) Photoluminescence résolue en temps et spectralement intégrée pour les phases dissolue 
(cerles rouges) et supramoléculaire (losanges bleus) en solution. Excitation avec des impulsions femto-
secondes de 3, 18 eV (390 nm). L'ajustement des données de la solution à 283 K est dérivé de l'équation 
4.2 avec 13=0,5 et .. = 340 ± 50 ns. L'ajustement pour la solution à 350 K est une fonction exponentielle 
avec .. = 150 ± 20 ns. (b) Représentation de Kohlrausch-Williams-Watt de la PL retardée. Fluence du 
laser :( 1,95 ± 0, 25) }J.Jlcm2. 
décroît abruptement [63]. 
Les mesures de dépendance en puissance présentées à la figure 4.6 sont également de 
bons indicateurs de la nature des photoexcitations. En effet, l'annihilation bimoléculaire 
de triplets est un processus collisionnel qui varie de façon non linéaire en fonction de la 
densité des photoexcitations. L'intensité de la PL croît sous-linéairement avec la fluence 
du laser [63, 66]. Or, nous mesurons une variation linéaire de la PL en fonction de la 
fluence (figure 4.6). Cela est compatible avec la création de paires polaroniques géminées 
puisque la quasi totalité des charges finissent par se recombiner. Ainsi, lorsqu'un photon 
absorbé génère une PPG, il Y a nécessairement émission d'un photon de PL. Il n'y a 
qu'un seul processus de désexcitation alors que dans le cas de triplets, il peut y avoir 
désexcitation non-radiative ou phosphorescence. 
Nous avons mesuré la dépendance en puissance de la PL primaire 4.6(a) ainsi que 
58 
celle de la PL retardée 4.6(b). Dans les deux cas, la dépendance est linéaire, faisant en 
sorte que la PL primaire et la PL retardée ne sont pas causées par des processus colli-
sionnels. Ce résulat en (a) nous pennet d'affinner que les excitons responsables de la 
PL primaire sont très peu mobiles. Ainsi, toutes les photoexcitations (excitons et pola-
rons) sont quasi-immobiles, une conséquence directe du désordre énergétique puisque le 
couplage intennoléculaire élevé aurait à lui seul donné lieu à de grandes mobilités. Les 
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Figure 4.6: (a) Intensité de la PL intégrée temporellement sur 40 ms en fonction de la ftuence du laser. (b) 
Intensité de la PL retardée intégrée temporellement entre 0,5 J.ls et 1 J.ls après l'excitation en fonction de 
la ftuence du laser. L'excitation est produite avec des impulsions femtosecondes à 3,18 eV (390 nm). 
processus collisionnels étant mis de côté, il semble bien que l'émission primaire soit due 
à des excitons singulets alors que la PL retardée est produite à la suite de recombinaison 
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de PPG. De plus, on remarque à la figure 4.6 que l'intensité est différente pour chaque 
série de données. Il est vrai que l'émission de la phase dissolue est toujours plus intense 
que celle de la phase supramoléculaire, mais la non linéarité du détecteur de l'ICCD est 
un facteur important dont il faut tenir compte. En effet, lorsque les paramètres d'acqui-
sition sont différents, le détecteur réagit selon une fonction de réponse qui est difficile à 
déterminer. 
4.2.3 Absorption transitoire d'OT6 
Les mesures d'absorption transitoire permettent d'étudier les populations des ni-
veaux énergétiques avec une résolution temporelle de l'ordre d'une centaine de fem-
tosecondes. Étant donné l'échelle de temps de la mesure, l'expérience d'absorption tran-
sitoire étudie les photoexcitations primaires et non celles causant la PL retardée. Le 
signal transitoire présenté à la figure 4.7(b) est produit par l'absorption des photons de 
la sonde à partir des niveaux excités par le passage de la pompe. Ainsi, la sonde est da-
vantage absorbée lorsque l'échantillon a été préalablement excité par la pompe. Il s'agit 
donc d'absorption photoinduite (AP) et le signal détecté dT /T est négatif, comme nous 
l'avons expliqué au chapitre 2. . 
On remarque à la figure 4.7(a) que l'amplitude du signal d'AP varie linéairement en 
fonction de la ftuence du laser. Il s'agit encore une fois d'une mesure incompatible avec 
un processus collisionnel. En effet, la collision de deux excitons singulets peut mener à 
une désexcitation radiative, mais il y a alors plutôt une relation sous-linéaire [66] entre le 
signal maximal d'AP et la ftuence du laser. De plus, lorsque les processus collisionnels 
sont importants, la décroissance du signal transitoire change en fonction de la densité 
des photoexcitations. Plus la densité est grande, plus il y a de collisions entre excitons et 
plus le signal décroît abruptement [66]. Mais pour ce faire, il faut que les excitons soient 
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Figure 4.7: (a) Signal maximal d'absorption transitoire en fonction de la fluence du laser. La ligne 
pleine est un ajustement linéaire passant par l'origine. (b) Absorption transitoire femtoseconde pour deux 
fluences du laser. Pour ( a) et (b), la pompe est à 3, 18 eV et la sonde est à 1 ,42 eV. 
mobiles dans l'assemblage supramoléculaire. Or, à la figure 4.7(b), on remarque que la 
forme du signal transitoire ne varie pas en fonction de la fiuence du laser. Ainsi, puisque 
les processus collisionnels ne sont pas importants, on peut affirmer une fois de plus que 
les excitons singulets sont quasi-immobiles, ce qui est dû au désordre énergétique qui 
prévaut dans les ass~mblages supramoléculaires d' oligothiophènes. 
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4.2.4 Modèle photo physique 
Comme nous l'avons mentionné précédemment, les deux étapes de la décroissance 
de la PL proviennent de la même émission excitonique puisque le spectre ne change pas 
avec le temps. Nous proposons donc l'image photophysique présentée à la figure 4.8 
pour les agrégats. La photoexcitation initiale se divise en deux branches distinctes. La 
Figure 4.8: Modèle pholophysique illustrant les deux branchements de la photoexcitation initiale: ex-
citons « self-trapped » (EST) et paires polaroniques géminées (PPG) qui se recombinent en excitons. Il 
y a apparition de bandes énergétiques plutôt que de niveaux discrets puisqu'il y a un grand nombre de 
molécules qui s'assemblent. 
photoluminescence primaire est expliquée par un branchement initial excitonique ayant 
une efficacité de rv 95% pour la phase supramoléculaire. Cette efficacité représente l'ap-
port de la PL primaire par rapport à la PL totale. Les excitons sont fortement localisés 
par le désordre énergétique et possiblement par un couplage avec les vibrations molécu-
laires (couplage électron-phonon) qUI font en sorte que l' exciton (de type « self-trapped » 
dans ce cas-ci) reste coincé dans une déformation du réseau. L'autre branchement initial, 
qui consiste en des paires polaroniques géminées, a une efficacité de rv 5%. Les valeurs 
exactes sont de (4,8 ± 1,0)% à 283 K et (3,9 ± 1,0)% à 8 K et ne sont pas significative-
ment dépendantes de la température, donnant une preuve supplémentaire que les charges 
62 
sont créées directement par photoexcitation. L'efficacité du deuxième branchement est 
grande comparativement à celle de la plupart des systèmes conjugués qui est « 1 % [67]. 
Nous croyons que cela est dû à la grandeur du couplage intermoléculaire qui amène une 
grande séparation des niveaux énergétiques. Celle-ci provoque un abaissement de cer-
tains niveaux excités, rendant l'état de charges séparées accessible. Lorsque le couplage 
est plus faible, ce qui est le cas de la plupart des polymères, l'état de charges séparées de-
vient inaccessible et l'efficacité de ce branchement devient très faible ou nulle [68, 69]. 
Ce branchement est responsable de la deuxième étape de décroissance de la PL (l'ex-
ponentielle étirée de la PL retardée). Il y a tout d'abord création de paires polaroniques 
géminées (PPG) qui restent fixes jusqu'à ce qu'il y ait recombinaison en exciton singulet 
« self-trapped » et ensuite émission. Dans le cas de la phase dissolue, le branchement de 
PPG a une efficacité beaucoup plus petite; (0,25 0,15)%. Les taux de recombinaison 
des PPG suivent une distribution qui est étudiée à la section 4.3 et qui dicte la forme 
fonctionnelle de la décroissance de PL retardée. 
4.3 ANALYSE DE LA DÉCROISSANCE DE LA PHOTOLUMINESCENCE RETARDÉE 
Dans cette section, nous présentons une approche mathématique permettant d'obte-
nir les taux de recombinaison pour les paires polaroniques géminées à partir de la PL 
retardée. Il nous est alors possible de déduire la ditribution de distances séparant l'élec-
tron et le trou des paires polaroniques géminées. 
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4.3.1 Distribution de taux de recombinaison 
L'intensité de la photoluminescence peut s'écrire comme la transformée de Laplace 
de la distribution de probabilité des taux de recombinaison, P( r) [70] : 
(4.3) 
En inversant la transformée de Laplace, on peut écrire P( r) en fonction de I(t) : 
P(r) = - I(i(jJ)eikCOd(jJ 1 JOO 
211: -00 
(4.4) 
où le changement de variable t = i(jJ est effectué. 
Les résultats expérimentaux montrent que la recombinaison des paires polaroniques 
se fait sous la forme de décroissances de PL exponentielles dans le régime dissolu et 
exponentielles étirées avec f3 = 0,5 dans le régime agrégé. Heureusement pour nous, la 
transformée inverse de Laplace se résout analytiquement dans ces deux situations! Pour 
une exponentielle, nous avons: 
I(t) = e-t / To 
I(t) = e-ico/ To 
P(r) = ~ [OC> cos [(jJ( ~)] = ô (r-~) . 
11: Jo 'fo 'fo 
(4.5) 
(4.6) 
(4.7) 
Pour une exponentielle étirée avec f3 = 0,5, le calcul est beaucoup plus complexe 
alors nous ne détaillerons pas la démarche mais ceux qui veulent en savoir plus peuvent 
consulter l'article de M. N. Berberan-Santos [70] : 
l(t) = loe-(t/ ro )f3 
e- 1/(4yro) 
P (r) = ---,=====;;== J4nr3-ro 
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(4.8) 
(4.9) 
À l'aide des relations 4.7 et 4.9, il est possible de tracer la distribution de probabilité 
des taux de recombinaison pour les phases dissolue et agrégée caractérisées respective-
ment par une exponentielle de -ro = 165 ns et par une exponentielle étirée avec f3 = 0,5 
et -ro = 300 ns : 
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Figure 4.9: Distribution de probabilité des taux de recombinaison pour la solution chaude (tirets rouges) 
et pour la solution froide (ligne pleine bleue) 
La distribution de la phase supramoléculaire est centrée à y = (0,55 ± O,I),uÇ 1 et 
présente une queue se rendant à de très grands taux. Il y a donc contribution venant d'un 
grand nombre de taux de recombinaison. Pour la phase dissolue, nous obtenons plutôt 
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une contribution unique illustrée par un delta P( y) = 8( y- (6,06 ± 0, 83)). 
4.3.2 Distribution de rayons des PPG 
Nous savons que la photoluminescence retardée est causée par la recombinaison par 
effet tunnel de paires polaroniques géminées et que les deux phases étudiées donnent 
des distributions de taux de recombinaison très différentes. Puisque le processus d'effet 
tunnel diminue exponentiellement avec la distance r séparant les charges (rayon PPG), 
nos pouvons écrire : 
y(r) = yoe-ar (4.10) 
où a est le facteur d'atténuation du processus d'effet tunnel et Yo est le taux de recom-
binaison pour r = O. Il nous est possible d'associer la courbe de la figure 4.3.2 à une 
distribution de r. Cela nous donne la possibilité d'étudier les rayons de séparation des 
PPG présents dans notre système. La relation 4.10 relie un taux de recombinaison à une 
séparation de PPG. On peut donc obtenir une distribution de probabilité de distances en 
intégrant 4.10 à 4.9 si l'on a une idée de la valeur des paramètres a et Yo. Notre colla-
borateur David Be1jonne s'est gracieusement offert pour trouver les valeurs associées à 
notre système. L'histogramme de la figure 4.10 illustre la population des sites présentant 
des distances de séparation des PPG variables et il est généré par une simulation de type 
INDO/SCI. Cette dernière est une méthode semi-empirique de chimie quantique décrite 
en détail ailleurs [38, 71]. Les courbes présentes à la figure 4.10 sont des ajustements 
permettant de trouver les bonnes valeurs pour les paramètres a et Yo. On débute par le 
choix d'un a qui donne une largeur à mi-hauteur cohérente avec l'histogramme. Il suffit 
ensuite de sélectionner un Yo qui donne un maximum de la courbe au bon endroit. Dans 
notre cas, les paramètres qui donnent la meilleure courbe d'ajustement sont a= 0, 9A- 1 
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Figure 4.10: Distribution de probabilité de séparation des PPG. Histogramme généré par David Beljonne 
etyo=40,5.us- 1. 
Le paramètre de maille de notre réseau, qui est la distance intermoléculaire, est une 
donnée calculée à maintes reprises sur ce système et d'autres assemblages n d'oligo-
thiophènes similaires [21,60]. Sa valeur est de (3,7±0,5)A. On remarque donc que 
dans la phase supramoléculaire, les charges se limitent à seulement 2-3 sites de distance. 
De plus, la distribution ne contient pas seulement des valeurs discrètes représentant la 
distance entre deux molécules. En effet, les charges peuvent non seulement se séparer 
dans le sens de l'empilement, mais également le long d'une molécule, créant ainsi une 
distribution continue de distances. Il reste que ces dernières sont très petites considé-
rant qu'il s'agit d'un système caractérisé par un régime de couplage intermédiaire. Il 
y a donc un bon recouvrement des orbitales entre les molécules, ce qui pourrait nous 
porter à croire au premier coup d'oeil que les charges devraient pouvoir se déplacer sur 
67 
de grandes distances. La très forte localisation des charges que nous trouvons est donc 
une belle représentation du pouvoir qu'a le désordre énergétique à fixer la dynamique 
des photoexcitations. En effet, bien que le couplage soit fort, le désordre énergétique du 
système est tel qu'il n'est pas possible pour la charge de s'éloigner. C'est la localisation 
d'Anderson [30,45,46] qui dicte la dynamique des charges. Dans la phase supramolécu-
laire, l'absence de corrélation entre l'énergie de sites voisins fait en sorte que la charge 
doit constamment surmonter de très grandes barrières énergétiques si elle veut se dé-
placer, de telle sorte qu'indépendammment de la température, les charges restent fixes, 
créant une distribution de rayons de PPG étroite. 
Pour ce qui est du cas de la phase dissolue, il est intéressant de remarquer que si l'on 
remplace a = 0, 9A- 1, ro = 40,5 J1s-1 et r(r) = 6,06J1s-1 (valeur obtenue de la figure) 
dans l'équation 4.10, on obtient r = 2, lA, ce qui est beaucoup plus petit que la distance 
intermoléculaire. Ainsi, l'émission de la PL provient bel et bien de molécules isolées sur 
lesquelles les charges se séparent et se recombinent par la suite avec un temps de vie de 
165 ns. 
CHAPITRES 
SIMULATION NUMÉRIQUE 
5.1 MISE EN CONTEXTE 
Suite aux mesures expérimentales, des calculs numériques furent effectués avec l'aide 
de Mathieu Perrin pour tenter de comprendre la dynamique des charges. Il s'agit d'une 
simulation Monte Carlo basée sur un modèle phénoménologique que nous avons essayé 
de rendre le plus complet possible sans toutefois se lancer dans des calculs très lourds de 
chimie quantique. Le code est écrit en MATLAB et contient également une petite partie 
en C. Nous partons de l'idée que les photoexcitations primaires se divisent en deux es-
pèces distinctes: d'un côté une population d'excitons « self-trapped» qui présente une 
désexcitation radiative sous forme quasi-exponentielle et de l'autre côté une population 
de paires polaroniques géminées représentant rv 5% des photoexcitations totales et dont 
la désexcitation radiative prend la forme d'une exponentielle étirée avec f3 = 0,5. Ces 
charges finissent par se recombiner et émettre un photon à partir de l'état de l' exciton 
« self-trapped ». 
C'est le moment entre la séparation initiale et la recombinaison qui nous intéresse 
dans la simulation numérique. Au moment d'écrire le code nécessaire à la simulation, 
nous n'avions pas encore obtenu de distribution de distances des charges. À l'aide de 
notre modèle phénoménologique nous tentions de répondre à la question suivante: est-
ce que la corrélation énergétique peut expliquer l'exponentielle étirée? En effet, plu-
sieurs études sur des polymères conjugués obtiennent des lois de puissance plutôt que 
des exponentielles étirées pour la photoluminescence retardée [61-64]. Bien que les ré-
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sultats n'aient pas été aussi impressionnants que ceux escomptés, le modèle utilisé nous 
semble physiquement intéressant. Nous décrivons ici les différentes démarches suivies 
pour faire nos simulations dans le but de donner une bonne base à quiconque voudrait 
tenter une expérience semblable à la nôtre. 
5.2 RELIEF ÉNERGÉTIQUE 
La première étape consiste en la génération d'un relief énergétique qui permet de 
faire varier la corrélation énergétique entre les différents sites du réseau. Pour ce faire, 
nous avons suivi en bonne partie une méthode décrite par D. Abramavicius et L. Valku-
nas [72]. Nous avons considéré un réseau unidimensionnel composé de N=1001 sites qui 
représente un empilement face à face de 1001 molécules. Nous avons opté pour un grand 
réseau afin de limiter la possibilité que des charges puissent rejoindre une extrémité de 
l'assemblage supramoléculaire. Nous minimisons ainsi l'impact d'effets aux frontières 
lors de la simulation. 
La corrélation entre l'énergie de deux sites, un étant à la position x et l'autre à x', 
peut être décrite par la fonction suivante, qui représente la moyenne des énergies en x et 
x' : 
(5.1) 
où Re est le rayon de corrélation au sein duquel l'énergie d'un site est fonction de celle 
d'un autre site et non pas un ensemble de valeurs aléatoires. Une analyse de Fourier 
permet de représenter notre réseau dans l'espace réciproque et d'associer l'énergie d'un 
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site à sa transformée inverse (et par 1e fait même à un tas de nouve11es variables ... ) : 
k=(Nïl) 
e = cr L ak exp(il1kx) 
k=_(Nï ') 
(5.2) 
où 11 = 21[: IN et les k sont les coordonnées du vecteur du réseau réciproque. L'amplitude 
ak est tant qu'à elle définit comme : 
(5.3) 
où (f'k est l'élément aléatoire du processus de formation du relief puisqu'il s'agit d'une 
phase prise au hasard entre 0 et 21[:. h est l'amplitude d'un spectre de puissance. Ce 
dernier est la transformée de Fourier inverse de la fonction de corrélation: 
11 liRe 
h = n (l1k)2 + (1IRe)2 (5.4) 
11 suffit donc de définir un vecteur k du réseau réciproque, de choisir une valeur pour le 
rayon de corrélation et la dispersion pour que le relief soit prêt à être généré. Comme on 
peut voir à la figure, un rayon de corrélation très petit amène un relief très désordonné 
caractérisé par de grandes et fréquentes variations énergétiques alors qu'un grand rayon 
donne naissance à un relief présentant des structures plus étendues où l'énergie varie plus 
lentement. Dans nos simulations, c'est l'effet de la corrélation énergétique sur l'émission 
de la photoluminescence résolue temporellement que nous étudions. 
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Figure 5.1: Présentation de deux reliefs générés avec des longueurs de corrélation énergétique très diffé-
rentes. (a) Rayon de corrélation de 1 site. (b) Rayon de corrélation de 100 sites. 
5.3 MODÈLE STATIQUE 
Dans toutes les simulations effectuées, une charge se trouve au centre du réseau 
unidimensionnel, soit au site 501, et l'autre charge est placée sur un autre site suivant 
une distribution de probabilité qui dépend de la différence d'énergie et de la distance 
entre les deux sites. Nous avons utilisé des distributions gaussiennes, lorentziennes et 
exponentielles. En voici un exemple: 
(5.5) 
où a et b sont des facteurs permettant de faire varier le poids mis sur la différence d'éner-
gie des deux sites ou sur la distance entre les deux charges. La simulation est effectuée 
50 000 fois sur chacun des 50 reliefs énergétiques de même rayon de corrélation. 
Puisque les mesures de photoluminescence résolue en temps ne dépendent pas de la 
température, il nous est permis de croire que les charges sont fixes. Ainsi, une fois la 
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distribution de charges calculée celles-ci restent en place jusqu'à ce qu'il y ait recom-
binaison par effet tunnel. Cela nous permet de calculer le temps de vie moyen puisque 
celui-ci varie de façon exponentielle en fonction de la distance séparant les charges. 
't"o = e4 lx- xOl (5.6) 
où lx - xOl est la distance séparant les charges et A est un facteur d'ajustement. Ayant 
calculé les temps de vie, il est possible d'obtenir l'intensité de la photoluminescence en 
fonction du temps puisque la désexcitation radiative est un processus exponentiel. On 
utilise un vecteur ligne T sur une plage de temps qui nous intéresse: 
et le vecteur colonne des temps de vie To 
pour former une matrice m x n 
-T 
U =e To 
(5.7) 
(5.8) 
(5.9) 
(5.10) 
En faisant une somme sur toutes les colonnes, on obtient un vecteur ligne qui est l'inten-
sité de la photoluminescence en fonction du temps. 
i=m i=m i=m 
y = [( L, Uil)( L, Ui2) ... ( L, Uin)] (5.11) 
i=l i=l i=l 
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Il est alors possible de tracer la courbe de la photoluminescence en fonction du temps à 
l'aide de la distribution des temps de vie. Les données présentées à la figure 5.2 sont in-
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Figure 5.2: Résultats d'une simulation numérique utilisant une distribution de probabilité exponentielle 
et Re = 1 ou Re = 1000. La courbe pleine est une exponentielle étirée avec f3 = 0,5. 
dépendantes du rayon de corrélation. Qu'il soit petit comme Re = 1 ou immense comme 
Re = 1000, le résultat reste le même. Le rayon de corrélation énergétique n'a donc mal-
heureusement pas d'impact sur la décroissance de la PL pour toutes les distributions 
de charges utilisées. Effectivement, la loi de puissance qui est souvent observée pour 
des oligomères conjugués semble être imposée de force. Nous avons fait varier tous les 
paramètres possibles et la loi de puissance est toujours au rendez-vous. Par mégarde, 
il nous est arrivé d'utiliser une probabilité de recombinaison qui dépend linéairement 
de la distance entre le trou et l'électron, ce qui a donné une décroissance sous forme 
d'exponentielle étirée. Malheureusement, une dépendance linéaire n'a aucune significa-
tion physique! Cela nous a tout de même permis de conclure que pour les distributions 
utilisées, la recombinaison par effet tunnel impose une décroissance en loi de puissance. 
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5.4 MODÈLE DYNAMIQUE 
Suite à cet échec, nous avons adopté une approche légèrement différente qui permet 
un certain mouvement des charges. Cela permet d'avoir des accumulations de charges 
dans certains sites, donnant une distribution moins lisse que dans le cas statique et avec 
un peu de chance, une décroissance sous forme d'exponentielle étirée. Dans ce cas-ci, 
nous partons encore une fois d'une distribution de probabilité, mais nous permettons aux 
charges de se déplacer. Pour justifier ce mouvement, nous affirmons que kbT est toujours 
(de 8 K à 283 K) plus petit que l'amplitude du relief énergétique mais qu'il existe tou-
jours une probabilité non-nulle que la charge puisse se déplacer, surtout vers des sites 
d'énergie plus faible. Le taux de saut d'un site i à un site j, Vij, dépend du recouvrement 
des fonctions d'ondes des orbitales des deux molécules en question, ce qui est pris en 
compte par un facteur exponentiel de la distance entre i et j. Le taux dépend également 
d'une composante énergétique qui englobe les vibrations intramoléculaires et intermolé-
culaires et de l'interaction entre le milieu moléculaire et l'électron (solvation d'électron). 
Il s'agit d'un mouvement non-markovien puisqu'un saut ne dépend aucunement de celui 
effectué précédemment. On a donc : 
(5.12) 
où yest un facteur de recouvrement de fonctions d'ondes. Bij(M) est un facteur d'éner-
gie tiré du modèle Miller-Abrahams [73] qui a les valeurs suivantes: 
siM<O 
(5.13) 
siM>O 
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où M = Ei - Ej et kB est la constante de Boltzmann. Une fois la matrice de taux de saut 
générée, une charge mobile est placée sur un site selon une distribution de probabilité 
définie précédemment alors que l'autre charge est fixée au site 501. La modélisation 
se fait en deux étapes. En premier lieu, on génère un nombre aléatoire entre 0 et 1 et 
on le compare à la probabilité de recombinaison. Si cette dernière est plus grande que 
le nombre aléatoire, il y a recombinaison. Dans le cas contraire, la charge effectue un 
saut vers un site selon la matrice de taux de saut. Pour ce faire, nous calculons d'abord le 
temps nécessaire pour quitter le site. Ce temps dépend des taux de transitions cumulatifs; 
plus la charge a des sites présentant des taux de transitions élevés, moins de temps il lui 
faut pour quitter son site. On calcule donc ce temps de départ en générant un nombre 
aléatoire, u, et en divisant son logarithme par la somme de tous les taux de saut, Rtot . 
t = -log(u)/Rtot (5.14) 
Une fois ce temps calculé, nous déterminons le site vers lequel la charge saute. Pour ce 
faire, il s'agit encore une fois de générer un nombre aléatoire, u, et de le comparer au 
taux de saut des différents sites (RI, R2, R3, etc.). Si u < RI, la charge se déplace vers le 
premier site, si RI < u < RI + R2 la charge va au deuxième site et ainsi de suite. Après 
chaque saut, on vérifie la probabilité de recombinaison et on peut donc trouver le temps 
nécessaire à la recombinaison de la paire polaronique géminée étudiée. Le processus 
complet est alors répété pour 50 000 paires et ce, sur 50 reliefs énergétiques de même 
rayon de corrélation. 
Avec l'approche dynamique décrite ci-dessus, il est possible d'obtenir une exponen-
tielle étirée lorsque le rayon de corrélation énergétique est très petit et d'obtenir une loi 
de puissance pour un relief très ordonné énergétiquement. Cela s'explique par le fait 
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que le relief très désordonné limite le mouvement des charges alors que l'ordre permet à 
certaines charges de s'éloigner d'avantage et ainsi de voir apparaître quelques temps de 
recombinaison plus lents qui caractérisent la loi de puissance dans ce cas. À première vue 
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Figure 5.3: Simulation numérique dynamique avec Re = 100 en (a) et Re = 1 en (b). La courbe pleine est 
une exponentielle étirée avec f3 = 0,5. 
cela semble répondre à notre interrogation initiale, mais on se rend rapidement compte 
que le modèle a malheureusement quelques failles. Il y a trop de paramètres pouvant être 
ajustés tels que la température, la dispersion, le rayon de corrélation, la forme de la dis-
tribution initiale de charges ainsi que quelques paramètres d'ajustement arbitrairement 
fixés. On s'aperçoit égalem~nt que la situation menant à l'exponentielle étirée est très 
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fragile. Elle nécessite que tous les paramètres soient choisis très judicieusement, autre-
ment la loi de puissance apparaît automatiquement. Le simple fait que la température 
doive avoir une valeur bien précise va à l'encontre des mesures expérimentales. De plus, 
le rayon de corrélation utilisé est trop grand pour avoir une signification physique. Nous 
sommes donc forcés d'admettre que la simulation dynamique nous donne encore une 
fois naturellement une désexcitation qui suit une loi de puissance pour les distributions 
initiales utilisées. 
5.5 PHOTOLUMINESCENCE DE LA DISTRIBUTION DE LAPLACE 
À l'aide d'une analyse théorique introduisant une transformée inverse de Laplace, 
nous avons obtenu une distribution de distances entre les charges qui est très étroite. 
Cette distribution provient des équations 4.9 et 4.10 avec les paramètres a = 0,9 A-1 
et Yo = 40,5 p,s-l. En utilisant la même approche que pour notre modèle statique, il est 
0.001 0.01 0.1 1 10 100 
Temps (u. arb.) 
Figure 5.4: Résultats d'une simulation numérique utilisant une distribution statique de charges obtenue à 
l'aide de l'analyse de Laplace. La courbe pleine est une exponentielle étirée avec f3 0,5. 
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possible de trouver la décroissance de la photoluminescence en fonction du temps pour 
cette distribution de distances. Comme on peut voir à la figure 5.4, la décroissance est bel 
et bien sous forme d'une exponentielle étirée avec f3 = 0,5, confirmant ainsi la validité 
de la distribution de distances obtenue précédemment. 
CHAPITRE 6 
CONCLUSION 
Ce projet de maîtrise a tout d'abord commencé par la mise en place d'expériences 
de spectroscopie laser de haut niveau. Nous avons par la suite débuté le projet de re-
cherche en confirmant que les oligothiophènes forment des agrégats de type H. Ensuite, 
des mesures de PL résolue temporellement et d'absorption transitoire nous ont permis 
d'identifier la nature des photoexcitations. Celles-ci forment deux branches: des exci-
tons singulets (rv 95% des photoexcitations) responsables de la PL primaire qui décroît 
quasi-exponentiellement et des paires polaroniques géminées (rv 5% des photoexcita-
tions) causant la PL retardée qui décroît selon une exponentielle étirée. 
Les taux de recombinaison pour les paires polaroniques géminées ont été obtenus à 
l'aide de transformées inverses de Laplace. Ils forment un delta à (6,06±0,83)j1s-1 
pour la phase dissolue et un~ distribution centrée à r = (0,55 ± 0,1) j1s-1 pour la phase 
supramoléculaire. Ces taux nous ont permis de trouver que les charges immobiles ont un 
rayon de séparation de l'ordre de 2-3 sites. 
Les simulations numériques tentant d'étudier la dynamique des polarons ne nous ont 
pas permis d'en tirer une conclusion claire. En effet, les simulations étaient basées sur 
notre modèle phénoménologique qui, bien que physiquement intéressant, comportait un 
trop grand nombre de variables à fixer. Il reste qu'une partie de notre simulation nous 
a permis de confirmer la validité de la distribution de distances des polarons en repro-
duisant une décroissance en exponentielle étirée avec f3 = 0,5 comme la PL retardée 
obtenue expérimentalement. 
Nous avons démontré que le couplage électronique supramoléculaire a un impact 
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décisif dans la détermination de la nature des photoexcitations. En effet dans notre cas, 
c'est la séparation de niveaux énergétiques amenée par le couplage électronique qui rend 
l'état de charges séparées accessible. De plus, la dynamique des photoexcitations est li-
mitée par le désordre énergétique. En effet, le couplage intermoléculaire élevé devrait 
avoir pour effet de rendre les photoexcitations délocalisées et très mobiles. Cependant, le 
désordre énergétique, par l'imposition de barrières énergétiques entre les sites, provoque 
des photoexcitations localisées et immobiles. Ainsi, il n'est pas envisageble d'utiliser 
ces oligothiophè.nes dans des dispositifs électroniques. Nos recherches montrent l'im-
portance lors de la synthèse de favoriser le couplage intermoléculaire tout en s'assurant 
de limiter le désordre énergétique pour obtenir des semi-conducteurs organiques ayant 
de grandes mobilités de porteurs. 
Malgré tout, les oligothiophènes étudiés sont des systèmes idéaux pour approfondir 
notre compréhension des propriétés électroniques d'assemblages supramoléculaires ca-
ractérisés par un couplage intermoléculaire élevé. Il reste encore beaucoup de questions 
à répondre et plusieurs expériences intéressantes à effectuer. L'étudiant qui prendra le re-
lais aura l'embarras du choix. Une expérience de photoluminescence où un champ élec-
trique est appliqué dans de courts intervalles de temps permettra d'approfondir l'étude 
des charges. De plus, des mesures d'absorption transitoire utilisant le mode spectral de 
l'expérience permettront d'étudier la dynamique des populations de niveaux associées 
à d'autres transitions électroniques. Des mesures préliminaires d'absorption transitoire 
en phase dissolue présentent des signaux immenses ayant des relaxations assez parti-
culières. Pour le moment, nous émettons l'hypothèse que ces signaux sont dus à des 
électrons solvatés, mais il reste beaucoup de travail pour en arriver à une bonne compré-
hension de ces résultats suprenants. La caméra à balayage de fente récemment installée 
et l'expérience de photoluminescence par effet Kerr seront utiles pour bien sonder la dy-
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namique des photoexcitations lors des premiers instants suivant l'excitation. Enfin, des 
mesures préliminaires avec l'ICCD ont permis de voir que l'anisotropie prend plus de 
1 J.1s pour atteindre O. Une mesure importante à effectuer par celui qui continuera ce pro-
jet sera celle de l'anisotropie d'un film à 8 K en phase supramoléculaire. L'absence de 
rotation des agrégats permettra de simplifier l'analyse. Une décroissance lente de l'ani-
sotropie pourrait alors définitivement être reliée à une diffusion excitonique lente alors 
qu'une anisotropie stable autour de 0,4 (ce qui a de bonnes chances d'être observée) per-
mettrait d'affirmer que les excitons sont immobiles, illustrant bien l'ampleur du désordre 
énergétique. Il y a donc beaucoup de pain sur la planche! 
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Annexe 1 
Données supplémentaires 
Voici des graphiques présentant des données obtenues avec des énergies d'excitation 
différentes de celles utilisées pour les données présentées dans l' analyse. li suffit sim-
plement de s'assurer que les spectres de PL ainsi que la PL résolue temporellement ne 
changent pas pour les deux énergies d'excitation utilisées. Cela nous indique que nos 
résultats ne sont pas dus à l'excitation d'un niveau électronique particulier . 
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Figure 1.1: (a) Spectres de photoluminescence intégrée temporellement sur 40 ms. Excitation avec des 
impulsions femtosecondes de 3, 18 eV (390 nrn). (b) Spectres de photoluminescence retardée intégrée tem-
porellement entre 50 ns et 550 ns suivant l'excitation. Excitation avec des impulsions femtosecondes de 
3,18eV (390nrn) . 
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Figure I.2: (a) Photoluminescence résolue en temps et spectralement intégrée pour les phases dissolue 
(cerIes rouges) et supramoléculaire (losanges bleus) en solution. Excitation avec des impulsions femto-
secondes de 2,64 eV (470nm). L'ajustement des données de la solution à 283 K est dérivé de l'équation 
4.2 avec f3=ü,5 et 't' = 330 ± 50) ns. L'ajustement pour la solution à 350 K est une fonction exponentielle 
avec 't' = (150 ± 20) ns. (b) Représentation de Kohlrausch-Williams-Watt de la PL retardée. Fluence du 
laser :(290 ± 20) j.lJ/cm2 . 
