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The intensity and direction of the incident beam at the sample position in synchrotron full-field trans-
mission X-ray microscopy is subject to change. Incident-beam fluctuation in computed tomography
results in significant contrast degradation of the reconstructed image. In the present study, we devised
a simple method by which that problem could be corrected using sinogram normalization. According
to our results, the image contrast was improved by 13%, and the artifacts were suppressed. Published
by AIP Publishing. https://doi.org/10.1063/1.5004061
Phase-contrast microscopy utilizes the artificial phase
delay between the un-diffracted reference wave and the
diffracted object wave. It is widelyemployed not only in optical
microscopy but also in synchrotron hard X-ray microscopy.1
Synchrotron hard X-ray phase-contrast microscopy takes a
series of 2D radiographs while rotating the sample in order
to numerically obtain tomographic slice images by a filtered
back-propagation algorithm.2 This process is known as X-ray
phase-contrast computed tomography (XPCT). XPCT, a non-
destructive method for high-resolution investigation of speci-
men’s structural information, is employed in various research
fields such as materials science, molecular and biochemical
analysis, and others.3 Generally, it is assumed that the incident
beam is uniform and time-invariant. But if the incident beam
is non-uniform and (even) time-varying in intensity and posi-
tion, every single 2D radiograph must be normalized according
to its own background image using the flat-field correction
(FFC) method.4,5 It is both time-consuming and subject to
error. Recently, a method that uses the borders of projections
to describe the actual flat-field during a scan in synchrotron
computed tomography was proposed.6
In this paper, we introduce a simple, sinogram-based
method for the correction of incident-beam fluctuation. By this
method, tomographic slice-image artifacts are significantly
suppressed, and the image contrast is clearly enhanced. A
reconstruction software using a similar method is already in
use,7 but in-depth study on this has not yet been reported.
The projection (or 2D radiograph) of a sample is made up
of a set of line integrals at an angle. A set of many such projec-
tions under different angles organized in 2D, or in other words,
a row of CCD images of different angles, is called a sinogram.
This is also known as the Radon transform of the sample. In
theory, the inverse Radon transform would yield the original
image of the sample. However, if all of the incident beams of
2D radiographs are slightly different, the sinogram contains
horizontal stripes [see Fig. 1(1)] that result in contrast degra-
dation of the reconstructed image. To solve this problem, we
assume that the incident beam has a constant intensity along
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a row of CCD images. This is a quite reasonable assumption in
our case because the effective single pixel size is∼0.45 µm, the
field of view (FOV) is∼50 µm, and the undulator source is of a
long shape in the horizontal direction. Under this assumption,
we can define the part where the sample does not exist as the
incident beam [for example, the red box in Fig. 1(1)]. Figure 1
shows simulation results for the reconstruction of a Shepp-
Logan phantom. Figures 1(1) and 1(2) show a sinogram and
its reconstructed slice for incident-beam intensity variation up
to 20%. For the part (red box), we could rescale, for every sino-
gram, the average intensity of each row so as to equalize it to the
average intensity of the first row. Then, we rescaled the entire
sinogram according to the scale factors in order to achieve the
normalization of the sinogram. In this way, we could obtain (3)
the corrected sinogram and (4) its reconstructed slice, which
showed high contrast relative to that of Fig. 1(2). Quantitatively
speaking, the root mean square (RMS) contrast was increased
by 13.6% (from 0.164 to 0.187) and the Michelson contrast
(or visibility) by 10.5% (from 0.160 to 0.176). In addition, the
streak artifact is effectively diminished. The phantom is a hat
shape with a background of 0.2 and a top of 0.3. However, the
reconstructed slice image [Fig. 1(4)] has slightly shifted val-
ues (0.227 and 0.329, respectively). The shift is mainly due to
the discrete Fourier transformation. It should be noted that the
height (∼absorption coefficient) of 0.102 is well match with
the actual value of 0.1.
To verify the simulation results, we performed an experi-
ment on the 7C beamline at Pohang Light Source-II (PLS-II).
The 7C X-ray Nano Imaging (XNI) beamline is utilized for
the purposes of hard X-ray full-field Zernike phase-contrast
microscopy.8,9
It applies off-axis illumination and a hole-type phase plate
that provides outstanding contrast enhancement with minimal
halo artifact. For imaging, a tungsten objective zone plate of
40 nm outermost zone width, 150 µm diameter, and 0.6 µm
thickness was used. As a detector, a Scintillator-coupled Opti-
cal Microscope (SOM) incorporating thin scintillation crystal
(15 µm-thick Tb:LSO), a 20× optical objective, and a large-
area CCD with 4096 × 4096 sensors of 9 µm pixel size was
utilized. As a sample, a micron-size ruby sphere is used widely
for ruby-line spectroscopy. All natural rubies have internal
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FIG. 1. Simulation results of tomographic reconstruction with the Shepp-Logan phantom. (1) Sinogram for incident-beam fluctuation and (2) its reconstructed
slice image. (3) Normalized sinogram and (4) its reconstructed slice image. The line plots show the Michelson contrast of each of the lines of the reconstructed
slice images.
defects, including color impurities and inclusions of rutile
needles known as silk. The ruby is attached inside a 5-µm-
thick thin-glass capillary by electrostatic force. The capillary
is mounted on an air-bearing rotation stage (ABRS-150MP;
Aerotech). The specifications of the rotation stage are as fol-
lows: <450 nm radial motion error; <175 nm axial motion
error; <10 µrad wobble error. In order to obtain a tomographic
image of better-than 50 nm resolution, errors have to be cor-
rected using the intensity summation method.10 Figure 2(1)
shows a transmission X-ray microscopy (TXM) image of a
ruby sphere of ∼20 µm size. There is a very complicated
structure inside. A borosilicate glass capillary of ∼50 µm
diameter and 10 µm thickness is used to hold the ruby and
for rotation error correction. The exposure time of each angle
is 5 s and the lead time is 1 h for 720 images. Figures 2(2)
and 2(3) show the sinograms [of the red line indicated in (1)]
before and after correction of the incident-beam fluctuation,
respectively. The red box in Fig. 2(2) shows the change in
intensity of the incident beam as the ruby rotates. It is a part
of the glass capillary, but it is assumed to be empty because
the thickness is sufficiently uniform.10 The maximum inten-
sity variation was 21.7% of the first upper line. This indicated
FIG. 2. (1) TXM images of ruby and
capillary: sinograms (2) before and (3)
after correction of incident-beam fluctu-
ation.
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that the incident beam had changed over time, which phe-
nomenon could be attributed to the beam-direction movement
due to electron-beam movement as well as the vibration and
thermal instability of the cryogenically cooled double-crystal
monochromator and mirrors. In order to stabilize the beam
FIG. 3. Reconstructed slice images of ruby powder (a) before and (b) after
correction. The line plot of the reconstructed slice image shows a contrast
improvement of 10%.
movement, diamond screen based x-ray beam monitor and
feedback system (1 Hz) is installed upstream of the sample
position.11 However, there is high frequency (>10 Hz) beam
motion, which makes intensity fluctuation. As we did in the
simulation, after correction of the incident-beam fluctuation,
the sinogram had no stripes at all [Fig. 2(3)]. Figures 3(1) and
3(2) show reconstructed slice images of the ruby before and
after correction, respectively. The corrected image (2) shows
higher contrast and prominently fewer artifacts compared with
the uncorrected image (1). Quantitatively speaking, the RMS
contrast of the images was increased by 13.8% (from 0.035
to 0.041) and the Michelson contrast of the red lines shown
in the images was increased by 10.8% (from 0.530 to 0.588).
Relative to the simulation results, the absolute amount of RMS
contrast was small because of low contrast of X-ray imaging.
The DC level shift in the line plot is likely due to improper
construction of the ramp filter.
Obviously, there is a constraint of this method in which
the sample should be prepared smaller than the FOV because
it utilizes the intensity over an empty area that is not covered
by the sample. However, if the FOV is larger than the depth of
focus (DOF ∼ 4∆r2/λ) of the zone plate, the constraint can be
relaxed. In theory, in order to get an isotropic resolution image,
the region of interest of a sample should be in the DOF. It
means the DOF is the acceptable maximum size of the sample
in computed tomography. In this study, all requirements are
satisfied: FOV ∼ 60 µm > DOF ∼ 35 µm > sample ∼ 20 µm.
In summary, in the synchrotron experimental setup, the
intensity and direction of the incident beam are subject to
change, which, in computed tomography, causes contrast
degradation and artifact generation. In this study, using a
simple mode of sinogram normalization, the image contrast
was improved, and artifacts were suppressed. Note that this
method is effective only to synchrotron-based CT and not for
tube X-ray CT. This method of sinogram normalization also
can be applied in high-precision 2D-detector-based intensity-
measurement experiments such as those entailing X-ray
absorption near-edge spectroscopy (XANES) imaging.12
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