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I. INTRODUCTION AND SUMMARY 
The o b j e c t i v e  of t h i s  s tudy was t o  determine t he  f e a s i b i l i t y  
of d i g i t a l  t ransmiss ion of rea l - t ime,  s t andard  format TV, toge ther  
wi th  voice  and a l l  the  o t h e r  d a t a  t h a t  must be re tu rned  from t h e  
Apollo s p a c e c r a f t .  The p r i n c i p a l  b e n e f i t  o f f e r ed  by a d i g i t a l  
system i s  a reduc t ion  i n  the  RF power requ i red  t o  t r ansmi t  a good 
p i c t u r e  and r e l i a b l e  da ta .  To achieve t h i s  improvement i t  i s  ne- 
cessary  t o  use two techniques,  always considered toge ther ,  made 
pos s ib l e  by conver t ing  t o  an a l l - d i g i t a l  system: e r ro r - co r r ec t i ng  
codes and d a t a  compression. Data compression makes each t ransmit -  
t ed  b i t  more important  s o  t h a t  fewer e r r o r s  can be t o l e r a t e d ,  and 
e r r o r  co r r ec t i on  g ives  more improvement a t  low e r r o r  r a t e s .  
For both e r r o r  c o r r e c t i o n  and d a t a  compression we have s e l e c t e d  
p r e f e r r ed  techniques ,  s imula ted  t he se  techniques ,  and made prelim- 
i na ry  hardware des igns ,  I n  t h e  course  of t h i s  work w e  have a l s o  
obtained r e s u l t s  and c r ea t ed  i d e a s  t h a t  may f i n d  a p p l i c a t i o n  i n  
communication l i n k s  t h a t  opera te  a t  much lower d a t a  r a t e s  than t h ~  
Apollo l i n k .  
I n  s e l e c t i n g  techniques f o r  e r r o r  c o r r e c t i o n  and d a t a  compres- 
s i o n  hardware requirements  and performance were c ~ n s i d e r e d .  For 
e r r o r  co r r ec t i on ,  block codes were e l imina ted  from cons ide ra t ion  
because hardware s i z e  l i m i t a t i o n s  r e q u i r e  t he  use of a r e l a t i v e l y  
small c o n s t r a i n t  l eng th  making performance subs t a n t i a l l y  poorer  
than can be obta ined wi th  convolu t iona l  codes. 
For decoding convolut ional  codes two methoas were considered,  
s equen t i a l  decoding and t he  V i t e r b i  a lgor i thm.  V i t e rb i  decoding 
is  q u i t e  new, r e ce iv ing  s e r i o u s  cons ide ra t ion  a s  a p r a c t i c a l  method 
only a f t e r  Heller demonstrated a t  the  Jet  P ropu l s i o~ l  1,aboratory 
(JPL) t h a t  e x c e l l e n t  performance wi th  reasonable  amounts of compu- 
t a t i o n  could be obta ined wi th  codes of smal l  c o n s t r a i n t  l eng th .  
We reduced t he  V i t e r b i  a lgor i thm t o  a paper hardware des ign 
and concluded t h a t  i t  i s  f e a s i b l e  t o  opera te  a t  7.5 x lo6 b i t s i s e c  
wi th  TTL components. Th i s  des ign was compared w i th  t he  Codex Corp- 
o r a t i o n ' s  h igh speed s e q u e n t i a l  decoder.  Performance is about  t h e  
same i n  terms of e r r o r  r a t e  vs  SNR f o r  the  c u r r e n t  e r rv2r  rate ap- 
p l i c a t i o n .  The curve i s  s t e e p e r  f o r  s e q u e n t i a l  decoding; i f  e r r o r  
rates above 10'~ can be t o l e r a t e d  the  V i t e r b i  performance i s  b e t t e r ,  
and i f  r a t e s  below 10'~ are needed s e q u e n t i a l  decoding r e q u i r e s  
less SNR. 
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I n  t h i s  performance comparison, the  high d a t a  r a t e  i s  an impor- 
t a n t  cons ide ra t ion .  The Codex machine uses  hard  d i c i s i o n  de t ec t i on  
( r a t h e r  than mul t i - l eve l  quan t iz ing)  t o  s impl i fy  the  a lgor i thm and 
permit  opera t ion  a t  5 x lo6  b i t s / s e c .  Sequen t ia l  decoders designed 
f o r  lower speeds perform b e t t e r  by 2dB o r  more, A p a r t s  count 
shows t h a t  the  Codex decoder needs about a s  many f la t -packs  a s  the  
V i t e rb i  des ign ,  bu t  i t  a l s o  r equ i r e s  a  core  memory unnecessary i n  
the  V i t e rb i .  
The V i t e r b i  decoder i s  recommended f o r  t h i s  app l i c a t i on  f o r  
two reasons:  the  p a r t s  co s t  i s  lower, and the  maximum speed i s  
s l i g h t l y  h igher .  The development c o s t  f o r  V i t e r b i  decoding should 
be low because the  a lgor i thm i s  simple and w e l l  def ined,  Unlike 
s equen t i a l  decoding, i t  has  no parameters  t h a t  must be chosen by 
t r i a l  t o  optimize the performance. Another round of hardware dev- 
elopment may give  t he  advantage t o  s e q u e n t i a l  decoding, but  the  
Codex machine i s  designed f o r  h igh speed opera t ion  and a complete 
redes ign would be necessary t o  inprove i t s  speed. 
For TV compression we recommend the  ze ro  o rde r  i n t e r p o l a t o r  
(261) algor i thm,  bu t  r e s u l t s  do n o t  show much d i f f e r e n c e  between 
the  Z O I  and the  ze ro  o rder  p r e d i c t o r  (ZOP). Both a lgor i thms a r e  
f a i r l y  simple t o  implement, and our  des ign s t u d i e s  show t h a t  opera- 
t i o n  a t  5 x 106 p i x e l s / s e c  is  - f ea s ib l e  (p ixe l :  p i c t u r e  element) .  
The f i r s t  o rder  i n t e r p o l a t o r  (FOI) g ives  p i c t u r e s  wi thout  contour- 
i n g ,  bu t  i t  i s  nluch more d i f f i c u l t  t o  implement because i t  r equ i r e s  
taking the  quo t i en t  of two numbers. Simulat ion of these  techniques 
inc ludes  d i t h e r i n g  the  quan t i z a t i on  l e v e l s  from l i n e  t o  l i n e  t o  
decrease  t h e  component of contouring t h a t  r e s u l t s  from the  f i n i t e  
quan t iz ing  i n t e r v a l s .  
Resu l t s  show t h a t  a  good T'J p i c t u r e ,  wi th  s t andard  format and 
frame r a t e ,  can be t r ansmi t t ed  wi th  7 x l o 6  b i t s / s e c  o r  235,000 
b i t s l f r ame .  Techniques t h a t  can be developed dur ing an ex tens ion  
of t h i s  s tudy con t r ac t  should reduc.e t h i s  r a t e .  
For the  voice  channels ,  w e  recommend d e l t a  nodula t ion  a s  an 
e f f e c t i v e  bu t  s imple compression technique.  Since the  b i t  r a t e  
requ i red  f o r  voice  i s  much l e s s  than f o r  TV, a  l a r g e  e f f o r t  was 
no t  inves ted  i n t o  t h i s  p a r t  of the  s tudy and our recommendation 
i s  based on published r e s u l t s .  The experience of i n v e s t i g a t o r s  
a t  t he  Manned Space Center agree  v i t h  our conclusions.  
The o v e r a l l  performance comparison between an FM system and 
the  d i g i t a l  system wi th  d a t a  compression and e r r o r  co r r ec t i on  shows 
a d i f f e r ence  of 3 t o  4 db i n  requ i red  RF power. Fur the r  ref inements 
i n  t he  compression techniques may i nc r ea se  t he  margin. 
A technique f o r  combining d a t a  compression and s e q u e n t i a l  de- 
coding was a l s o  considered.  This  method uses  redundancy i n  the  
da t a  t o  he lp  i n  the  decoding process .  The theory  was worked out  
p r i o r  t o  t h i s  con t r ac t  under one of our company funded research 
t a sks .  Under the  con t r ac t  opera t ion  was v e r i f i e d  wi th  computer 
s imula t ion .  I t  was a l s o  determined t h a t  too  much computation was 
needed f o r  decoding f o r  the  TV d a t a  r a t e .  However, t h e r e  may be 
v a l i d  app l i c a t i ons  where d a t a  r a t e s  a r e  lower and t he  t r a n s m i t t i n g  
i n t e r v a l  i s  s o  aus t e r e  t h a t  conventional  d a t a  compression hardware 
c a n ' t  be supported.  
Hardware requirements of t he  d i g i t a l  system were s tud i ed  i n  
varying depth. The V i t e rb i  decoder received t he  most a t  t e n t i o n  
s i nce ,  t o  our knowledge, rone had been designed previously .  Two 
paper des igns  were made. The f i r s t  w i l l  o p e r a t e  a t  a d a t a  r a t e  
of a t  l e a s t  7.5 x lo6 b i t s / s ec . and  r e q u i r e s  about 850 dua l  i n - l i n e  
packages. T i e  second type i s  f o r  much lower speeds ,  less than 
5 x l o 4  b i t s l s e c ,  and uses about 250 packages. Hardware is  saved 
by performing opera t ions  i i i  series and by us ing  MSI. 
We d id  no t  make any hardware s t u d i e s  f o r  s e q u e n t i a l  decoding 
because Codex Corporation made a v a i l a b l e  a p a r t s  count of t h e i r  
high speed machine. 
Also i n v e s t i g a t e d  were the  core  requirements  and decoding 
speeds f o r  s e v e r a l  smal l  genera l  purpbse computers used a s  V i t e r b i  
decoders. Many space veh i c l e s  w i l l  have considerable  memory and 
l o g i c  capac i ty  on board f o r  d a t a  handl ing and nav iga t ion ,  and 
l i t t l e  a d d i t i o n a l  equipment would be requ i red  t o  program a V i t e r b i  
decoder t o  improve t he  margin, speed,  and r e l i a b i l i t y  of t h e  com- 
mand l i n k .  
To suppor t  the  s imula t ion  and hardware s t u d i e s ,  w e  wrote a 
program t h a t  he lp s  t o  f i n d  good convolut ional  codes. It f i n d s  
a l l  codes t h a t  give maximum-minimum weight and t a b u l a t e s  t h e  
number of words of each weight.  
I n  t he  course ~f s tudying t he  V i t e r b i  a igor i thm,  a way was 
conceived t o  use i t  i n  a r e p e t i t i v e  fashion f o r  codes wi th  very 
l a r g e  c o n s t r a i n t  l eng th .  Although the  t h e o r e t i c a l  groundwork has  
been done, i t  w i l l  be necessary  t o  run some s imula t ions  t o  de te r -  
mine the  performance. We expect  t o  be ab l e  t o  eva lua t e  t h i s  tech- 
n ique ,  r e f e r r e d  t o  a s  i t e r a t i v e  V i t e r b i  decoding (IVD) , dur ing  
t he  ex tens ion  of t h i s  con t r ac t .  
I t  i s  expected t o  outperform s e q u e n t i a l  decoding, and we hope 
the  i d e a  w i l l  promote a u se fu l  exchange of ideas .  
During t h i s  study we have been fortunate i n  having Dr. David 
Forney, Director of Research of the Codex Corporation, as a consult- 
ant. We have been pleased by h i s  knowledge and h i s  a b i l i t y  t o  con- 
tribute t o  a l l  aspects of the work. 
11. CODING AND DATA COMPRESSION STUDIES 
A. COOING STUDIES 
I 
The f i r s t  decis ion i n  choosing a coding-decoding method w a s  
t o  r e j e c t  block orthogonal codes. A convolut ional  code was chosen 
f o r  two reasons: performance is b e t t e r  f o r  a given decoding hard- 
ware complexity, and the  band expansion can be low. 
Convolutional cc Les may be decoded sequen t i a l l y  using a Fano 
algorithm* o r  Gallager algorithm,* or with the  V i t e rb i  algorithm.§ 
A sequent ia l  decoder incorporates  searchback operations,  and a core  
memory un i t  is required t o  s t o r e  pas t  da t a  t h a t  would be c a l l e d  
back i f  noise  l eve l4  increase .  However, searchbacks hamper t he  
speed of the  decoding operat ion.  The decoder must be r e s t a r t e d  i f  
an erasure  occurs, which may requi re  s eve ra l  hundred b i t s  of good 
data ;  i.e., data  wi th  l i t t l e  no ise  on i t .  Thus, r e s t a r t i n g  t h e  
decoder requires  s eve ra l  cons t r a in t  lengths ,  and cons t r a in t  l eng ths  
fo r  a sequent ia l  decoder are 4 t o  10 t i m e s  longer than a V i t e r b i  
decoder. The information rates of e x i s t i n g  decoders of t h i s  type 
do not exceed 5 Mbps. 
h e  parameter common t o  both systems is the  quant iza t ion  of 
the  s igna l  a t  the  rece iver .  Each of t he  received b i t s  is put  
i n t o  an integrate-and-dump c i r c u i t  t h a t  quant izes  the  information 
Q l eve l s .  The Vi t e rb i  decoder apera tes  a t  higher  e f f i c i e n c i e s  
with l a rge r  2 .  The high-speed Fano decoders can only opera te  wi th  
hard decision,  Q = 2. This is caused bv the  f a c t  t h a t  t he  Dranch 
metric f o r  t h i s  sytem can have only th ree  values (e.g., 1, -5, 
-1l ) ,  which al laws very simple modulo-6 a r i thmet ic .  I f  t he  Fano 
*R. M. Fano: "A Heur i s t i c  Discussion of P r o b a b i l i s t i c  Decod- 
ing." IEEE Transactions on lizfoma$ion Theorg, Vol IT-9, Apr i l  
1963, p 64-73. 
*R. G. Gallager : Information Theory and !?e Ziab 2e Connmozica- 
t ion. John Wiley and Son, Inc. ,  New York, N. Y., 1968. 
§A. J. Viterbi:  "Error Bounds f o r  Convolutional Codes and an 
Asymptotically Optimum Decoding Algorithm." IEEE Transactions on 
Information Theoq,  IT-13, Apri l  1967. 
decoder were t o  operate  a t  more than twc l e v e l s  of quant iza t ion ,  
an appropr ia te  branch metr ic  wi th  more e n t r i e s  would have t o  be 
implemented, and the  system would be much slower. Thus, the  
high-speed Fano decoder is t i e d  t o  the  parameters R = 112 and 
Q = 2, and o f f e r s  very l i t t l e  f l e x i b i l i t y .  The code f o r  t h i s  
system is not a s  c r i t i c a l  as with the  V i t e rb i  system. 
The Vi te rb i  algori thm decoder, which a l s o  decodes convolu- 
t i o n a l  codes, operates  a t  a f ixed  r a t e  with no searchbacks; thus 
i t  does not  requi re  a memory u n i t  and lends i t s e l f  t o  smal l  pack- 
aging. Since i t  has  no memory t o  access ,  i t  may be made t o  run 
f a s t e r  than the  Fano decoder wi th  about the  same number of e lec-  
t ron i c  components. This decoder is based on the  state of t he  
f i r s t  k-1 s t ages  of t he  s h i f t  r e g i s t e r  of t he  convolut ional  en- 
k-1 
coder. There a r e  2 poss ib le  states one must examine t o  de- 
code 1 b i t  of information. For t h i s  reason the  c o n s t r a i n t  length 
of a Vi t e rb i  system normally does not  exceed 8 b i t s .  Shor t  con- 
s t r a i n t  lengths  imply less performance. I n  t h e  Fano system t h e  
-9mber of allowable searchbacks r e s t r i c t s  t he  performance of t h e  
sys  t e m .  
The Vi te rb i  decoder is se l ec t ed  over the  Fano decoder because: 
1)  It is  p o t e n t i a l l y  f a s t e r ;  
2) It is smal ler  and l e s s  complex t o  implement; 
3) It requi res  no r e s t a r t  a f t e r  a bu r s t  of noise;  
4) It is competive and outperforms the  Fano at  
e r r o r  rates g r e a t e r  than 2 x 
5 )  It requi res  no memory un i t ;  
6)  It is p o t e n t i a l l y  more f l e x i b l e ;  i .e., can 
e a s i l y  run a t  var ious  input  quant izat ion l eve l s ,  
Q, can operate  a t  s h o r t e r  cons t r a in t  l enghts ,  and 
can e a s i l y  be designed t o  run a t  r a t e s  112, 113, 
o r  114. 
2. Choosing a Convolutional Code 
For V i t e rb i  decoding, a s n a l l  cons t r a in t  length is  necessary 
t o  keep the  amount of hardware wi th in  reason. Performance s t rongly  
depends on the  p a r t i c u l a r  code t h a t  is chosen, and t h i s  s e c t i o ~  
descr ibes  c r i t e r i a  t h a t  w i l l  e l iminate  bad codes and he lp  i n  choos- 
ing  good ones. 
The Hamming d i s tance  (or  simply "distance") between any two 
code words is the  number of p laces  i n  which they d i f f e r .  Thus, 
190111 and 110101 d i f f e r  i n  two places ,  t h e  2nd and Sth,  and 
there fore  have a d i s tance  of 2 .  If the  d i s ta r -ce  between two 
code words A and B is small, i t  is easy f o r  channel no ise  t o  make 
the  rece iver  th ink t h a t  B was t ransmit ted when i n  f a c t  i t  was A, 
and v ice  versa.  I n  c t h e r  words, A plus  t he  no ise  can e a s i l y  look 
more l i k e  B than l i k e  A. 
Thus a code with a l a r g e  minimum dis tance  between code words 
is  des i rab le .  It is a fundamental property of p a r i t y  check codes, 
including convolutional  codes, t h a t  a list of t h e  Haarming dis-  
tances between a p a r t i c u l a r  code word A and a l l  o the r  words i n  
the  code are indepelident of A. This  s i m p l i f i e s  t h e  problem of 
f inding the  minimum dis tance  s i n c e  we can examine the  d i s tances  
from the  a l l -zero code word 000 ... 00. The Hamming d i s tance  from 
t h i s  word t o  a second word is simply the  mumber of  ones i n  t he  
second word, and t h i s  number is :ailed the  Hamming weight (or  
simply the  ''weight") of t h e  word. It is much e a s i e r  t o  test a 
given code f o r  the  minimum weight than f o r  minimum dis tance.  
~ e l l e r *  gives a method f o r  determining an upper bound on the  
minimum weight of a convolutional  code f o r  any c o n s t r a i n t  length 
k and r a t e  1 / V .  For k = 5 and V = 2, t he  g r e a t e s t  minimum weight 
is 8. This minimum weight is  obtained only wi th  t he  code gener- 
a ted by the  s h i f t  r e g i s t e r  connections 10111, 11101 (and symmet- 
r i c a l  xansformat ions  of t h i s  code). Unfortunately, i t  tu rns  out  
t ha t  t h i s  code is not a good one. Because the re  are an even num- 
ber  of connections t o  each mod--2 adder, t h e  coded b i t  s tream is 
the  same f o r  t he  complement of the  message as i t  is f o r  the  m e s -  
sage i t s e l f .  For ins tance ,  t h e r e  is no way t o  d i s t i ngu i sh  between 
the  messages ... 000000. .. and ... lllll.... Simulation on a gen- 
eral-purpose computer confirms t h i s  p red ic t ion .  When the  message 
is a l l  zeros,  t he  decoder pu ts  ou t  long s t r i n g s  of zeros and ones. 
The simulated noise  f l i p s  t h e  decoder from one state t o  t he  o ther .  
Xore general  considerat ions  permit a quick test t o  e l imina te  
degenerate codes l i k e  t he  one j u s t  described.  I t  is  convenient 
t o  t r e a t  the  connection vec tors  as "polynominals with c o e f f i c i e n t s  
from the  f i e l d  of two elements." These "elements" a r e ,  of course, 
0 and 1 and they obey the  r u l e s  0 + 0 = 0;  0 + 1 = 1; 1 + 1 = 0; 
0 . 0 = 0; 0 . 1 = 0; 1 . 1 = 1. I n  polynominal form, the  con- 
nection vec tors  f o r  the  code discussed above a re :  
*J. A. Hel ler  : Short Constmint Length ConvoZutionaZ Codes. 
JPL Space Programs Sumnary, Vol 111, p 37-54. 

For each of t he  good k = 5,  V = 2 codes, the  d i s t r i b u t i o n  of 
code word weights f o r  t h s  256 messages of 9 o r  fewer b i t s  i s  given 
i n  Table 11-1. The b e s t  code is probably 11101, 10011 s i n c e  i t  
has t he  l a a s t  number of words of t h e  lowest weights.  Simulations 
run s o  f a r  do not  show a d e f i n i t e  d i f f e r ence  i n  performance be- 
tween the codes, but  b e t t e r  information w i l l  be ava i l ab l e  soon. 
iable 11-1 Numbers o f  Code Words o f  Each Weight for 
Messages o f  Length 9-Bits o r  Less 
3.  . Score Control f o r  V i  t e rb i  Decoding 
2 
In decoding, t he  s c o r e  increment AS is never negative;  and 
i t  i s  necessary t o  p r o v i d ~  some means t o  prevent overflow of t he  
score  r e g i s t e r s .  Since only the  d i f fe rences  between the  scores  
i n  the  var ious  r e g i s t e r s  a r e  s i g n i f i c a n t ,  decoding w i l l  not  be 
a f f ec t ed  i f  a l l  scores  a r e  reduced by the  same amount whenever 
overflow i s  threatened.  
- 
A simple way t o  prevent overflow i. as  follows: Whenever 
a l l  score  r e g i s t e r s  have a "1': f o r  the  most s i g n i f i c a n t  b i t ,  t h i s  
b i t  is r e s e t  t o  zero i n  a l l  r e g i s t e r s .  This process sub t r ac t s  
- 
2s-1 from each score ,  where s is  the  number of b i t s  i n  each sco re  
r e g i s t e r  . 
It is necessary t h a t  no r e g i s t e r  overflows before  a l l  of them 
CODE WORD WEIGHTS FOR K = 5, V = 2 
s-1 
reach a count of 2 . This condi t ion is f u l f i l l e d  i f  the  maximum 
di f fe rence  S between two scores  is always l e s s  than 2'-l - AS 
m 
where AS is  the  l a r g e s t  score  increment t h a t  is possible .  There- 
m 
fo re ,  i t  is use fu l  i n  choosing the  score  r e g i s t e r  s i z e  t o  know an 
upper bound on the  d i f f e r ence  between any two scores .  Such a 
bound i s  demonstrated next. 
- 
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Let t he  message of lowest s co re  (not  n e c e s s a r i l y  t h e  c o r r e c t  
message) be t h e  a l l - z e ro  message. (Because of  t h e  p r o p e r t i e s  of 
group codes, t h i s  assumption does not  s a c r i f i c e  g e n e r a l i t y  .) Be- 
cause t he  decoding procedure chooses t he  lower s c o r e  a t  each mode, 
any s t a t e  is always reached v i a  t he  path  t h a t  y i e l d s  t h e  lowest 
score .  Therefore,  i f  an  upper bound is  e s t a b l i s h e d  f o r  t h e  s c o r e  
i f  a p a r t i c u l a r  pa th  is assumed, t he  s co re  cannot be l a r g e r  f o r  
the  t r u e  path .  
For any path  t he  maximum s c o r e  d i f f e r e n c e  is equa l  t o  t h e  
Hamming weight W of  t he  path  times t he  maximum sco re  change f o r  
a  s i n g l e  channel b i t  o r  ASm/V where V i s  t h e  r e c i p r o c a l  of t h e  
r a t e .  
From any s t a t e  t o  any o t h e r  s t a t e  t h e r e  is  a unique pa th  of 
k-1 s t e p s  and t h e r e  a r e  two pa ths  :-f k s t e p s .  The messages cor-  
responding t o  t h e  two pa ths  of k s t e p s  d i f f e r  only i n  a  s i n g l e  
b i t .  Therefore ,  t he  Hamming d i s t a n c e  between t h e  code words is  
equal  t o  W t he  t o t a l  number of connections between t h e  mod-2 
0' 
adders and t he  s h i f t  r e g i s t e r .  
Consider now t h e  two paths  of k s t e p s  l ead ing  from t h e  a l l -  
zero  s t a t e  t o  a given s t a t e .  The code words w i l l  have kV b i t s  of 
which U a r e  d i f f e r e n t  anu kV-Wo are a l i k e .  We a r e  i n t e r e s t e d  i n  
0 
t h e  maximum minimum weight t h a t  is pos s ib l e  f o r  t h i s  p a i r .  Th i s  
w i l l  be  achievsd when t h e  s i m i l a r  b i t s  a r e  1's and t h e  d i s s i m i l a r  
b i t s  a r e  s p l i t  a s  evenly a s  pos s ib l e  between 1's and 0 ' s .  Thus 
the  maximum minimum weight is  bounded by 
The maximum s c o r e  d i f f e r ence  between s t a t e s  is  
and t o  a s su r e  t h a t  t h e r e  w i l l  be no overrlow i n  a  s co re  r e g i s t e r  
of s s t a g e s ,  w e  r equ i r e  
A s  ;In example, consider  t h e  k = 5, V = 2 code wi th  W = 7 
0 
cru a decoder wi th  q = 8 l e v e l s  of quan t i z a t i on  s o  t h a t  ASm = 7.  
o r ,  s i n c e  W i s  an i n t e g e r  
Thus 7 s t a g e s  a r e  adequate. 
4. Sequential Decodinq f o r  Data Compression 
This s e c t i o n  desc r ibes  a method f o r  us ing redundancy i n  d a t a ,  
such as images, i n  t he  s e q u e n t i a l  decoding process .  The t heo re t i -  
c a l  work was done under a company-funded program,*+ and t h e  simu- 
l a t i o n s  were run under t h i s  c o n t r a c t .  From t h e  amount of computa- 
t i o n  requ i red  f o r  decoding, t h i s  method was found no t  app l i c ab l e  
t o  real- t ime TV. 
However, f o r  extremely a u s t e r e  space probes i t  has  t h e  advan- 
tage  of r equ i r i ng  no a d d i t i o n a l  equipment a t  t h e  t r an smi t t e r .  
When t r a n s n i t t e r  c o s t s  a r e  ~ u c h  g r e a t e r  than r ece ive r  c o s t s ,  a s  
i n  space-to-earth o r  air-to-ground l i n k ,  o r  where t h e r e  a r e  many 
t r a n s m i t t e r s  and a s i n g l e  r e ce ive r ,  t h i s  method is  l i k e l y  t o  be 
cos t - e i f e c t i ve  and may be  t h e  only  pos s ib l e  choice.  
For t h e  space-to-earth l i n k  t he  savings  a r e  i n  producing s o f t -  
ware f o r  genera l  purpose computers on t h e  ground r a t h e r  than hard- 
ware i n  space.  I n  add i t i on  t o  t h e  obvious savings  i n  r e l i a b i l i t y ,  
and i n  power and weight on t h e  spacec r a f t ,  c o s t  and development 
time can be reduced by avoiding hardware design aud q u a l i f i c a t i o n  
tests. It is even pos s ib l e  t o  i nc r ea se  t h e  informat ion r a t e  of  
veh i c l e s  a l ready  f l y i n g  by modifying t h e  decoding program t o  ex- 
p l o i t  da t a  redundancy. 
The r e s u l t s  of t he  s imula t ion  s t u d i e s  a r e  repor ted  he r e  wi th  
only an abrev ia ted  d e s c r i p t i o n  of t he  t h e o r e t i c a l  background, 
which may be found i n  t h e  program repor t .+  
t ~ .  B. B l i za rd ,  H. M. Gates, and J. L. McKinney: Convotu- 
t ionat Coding for Data Compression. Martin Mariec ta  Research Re- 
po r t  R-69-17, November 1969. 
Figurs  11-2 shows how a  s e q u e n t i a l  decoder can be modified 
t o  use  source  redundancy. The Message Branch Metric  Subprogram 
is added t o  modify t h e  branch met r i c  according t o  t h e  l i ke l i hood  
of t he  decoded message. This type  of  decoder is e f f e c t i v e  aga in s t  
channel  no i se ,  l i k e  a n  o rd inary  decoder,  b u t  t h e  a d d i t i o n a l  in-  
formation der ived from t h e  l i ke l i hood  of  t h e  p o s s i b l e  decoded 
messages permits  i t  t o  decode wi th  a  lower SNR, and t h e  gain  
achieved i n  t h i s  way can be c r e d i t e d  t o  d a t a  compression. It is  
a l s o  pos s ib l e  t o  ope ra t e  i n  a  t r u e  compression mode, s h i f t i n g  
more message b i t s  i n t o  t h e  encoder than channel b i t s  taken ou t .  
This  mode was used i n  t h e  s imula t ion  because i t  is s impler  t o  
program, cheaper t o  run, and i s  more d i r e c t  proof t h a t  compres- 
s i o n  can be achieved. 
The f i r s t  s imula t ion .  was of a  b ina ry  a s syme t r i c a l  source  com- 
pressed 2  t o  1. Two b i t s  a r e  s h i f t e d  i n t o  t h e  encoding r e g i s t e r  
(Figure 11-3) and a  s i n g l e  b i t  i s  read  o u t  of the  mod-2 adder 
dur ing each u n i t  of time. The source  is a s syme t r i c a l  i n  t h a t  a  
0  is many times more l i k e l y  than  a  1. A s  w a s  shown i n  t h e  re- 
p o r t ,  t h e  computational l i m i t  K comp is reached when 
where. D i s  t he  number of channel  b i t s  pe r  inpu t  symbol. I n  t h i s  
c a se  I /D i s  t h e  compression r a t i o .  
The system aesc r ibed  i n  Figure  11-3 was progralfied on t h e  CDC 
6400 computer i n  Ascent. The system t e s t  cons i s t ed  of t he  Fano 
a lgor i thm decoder,  encoder,  and random number genera to r ,  which 
generated t h e  b inary  informat ion stream s o  t h e r e  would b e  c o n t r o l  
over  t h e  number of b ina ry  ones. The systpm performs 12,000 ca l -  
c u l a t i o n s  pe r  second. The CDC 6400 has  a  6iT.-bit word, which re-  
p r e sen t s  t h e  maximum c o n s t r a i n t  l eng th  p o s s i b l e  f o r  t h i s  system. 
-. 
Simulat ions f o r  t h i s  system were obta ined f o r  8- and 48-bit  
c o n s t r a i n t  l eng ths  a t  r a t e  211 convolu t iona l  codes and s e q u e n t i a l  
decoding 300-bit b locks  wi th  a  12-bi t  t a i l .  The decoder uses hard 
dec i s i on  (Q = 2)  i npu t .  The code, i n  o c t a l ,  used f o r  k = 8 is 716 
a s  shown i n  Figure  11-3 and 7162610413051275 f o r  k = 48. The com- 
pu t e r  s imula t ions  were made f o r  informat ion content  P(1) = 4%, 4.6%, 
5%, and 5.5% where t h e  t h e o r e t i c a l  R comp i s  a t  4.6%. The r e s u l t s  
of t h i s  s imula t ion  a r e  shown i n  Figure  II-4, where P  r (C 2 L) i s  
the  p r o b a b i l i t y  t h a t  t he  number of computations C i s  g r e a t e r  than 
t he  number of computations pe r  b i t  L when moving through a  s i n g l e  
branch.  
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Figure 11-3 Simulat ion o f  2 t o  1 Compression w i t h  Sequential Decoding 
The second s imula t ion  wae much more d i f f i c u l t ,  b u t  more 
s i g n i f i c a n t  because i t  a p p l i e s  d i r e c t l y  t o  a t y p i c a l  space-probe 
problem, t h e  e f f i c i e n t  t ransmiss ion of d i g i t i z e d  images. To 
v e r i f y  t he  t h e o r e t i c a l  performance p r ed i c t i ons  f o r  t h i s  tech- 
nique we have experimented wi th  seven d i g i t i z e d  p i c t u r e s  t h a t  
were e u p ~ l i e d  by R e  Rice of JPL. These p i c t u r e s  vary i n  a c t i v i t y  
from t y p i c a l  f lyby d a t a ,  which genera l ly  a r e  i n a c t i v e ,  t o  p ic-  
t u r e s  taken from landers ,  which a r e  q u i t e  d e t a i l e d  and very ac- 
t i v e  ( i . e . ,  d i f f i c u l t  t o  compress). 
The p i c t u r e s  a r e  quant ized 
t o  6 b i t s ,  and vary i n  a c t i v i t y  
from an  entropy of 1 .9  t o  4.67 
b i t s l p i x e l  on a f i r s t  d i f f e r ence  
c a l c u l a t i o n  of one p i c t u r e  ele- 
ment t o  t h e  element immediately 
behind i t .  Each p i c t u r e  has  a 
f i e l d  of 684 x 600 elements.  
P i c t u r e  d a t a  a r e  summarized i n  
Table 11-2. 
1 10 100 1.000 10,000 
L ,  Number o f  Computations per B i t  
w 
dote: 
Source Act.ivi t y  Errors a t  k=8 
v 5.5% 4*85 x lo-3 
A 5.0% 5.4 10-3 
0 4.5% 6.7 x lo-3 
0 4.0% 9.5 x 10-3 
b 
F igure 11-4 Simulation o f  Con- 
volut ional  Data Camp:-ession 
f o r  k inary  Symmetric Channel 
Table 1 1 - 2  Summary o f  P i c t u r e  D a t a  
5 
AVERAGE STANDARD 
PICTURE ENTROPY GRAY LEVEL D E V I A T I C N  D  
1 1.90 50.3 2.48 2.3 
2 2.60 54.9 9.22 2.85 
3 3.06 34.8 9.85 3.4 
4 3.33 50.8 12.45 3.65 
5 3.65 41.5 10.0b 3.9 
1 i::: 1 U:: 1 11.79 1 11.61 
- 
Note: 1. P i c t u r e  f i e l d s  are 684 e lements / l ine ,  and 
-
no l e s s  than 598 l ines / f rame .  
2. Each p i x e l  is 6 b i t s .  
The key t o  t h e  d a t a  compression decoding problem, whether 
using s e q u e n t i a l  decoding o r  b lock decoding, is  t o  a ccu ra t e ly  
p r e d i c t  what p i c t u r e  element va lue  should be given t h e  values  
of i t s  surrounding neighbors.  More e x p l i c i t l y ,  a s  t h e  decoder 
moves through t he  p i c t u r e  from l e f t  t o  r i g h t  and from top t o  
bottom, t h e  va lue  sought i s  t h a t  of t h e  nex t  p i x e l  given p a s t  
da ta  po in t s .  
For t h i s  : imulat ion,  t h e  p r ed i c t ed  va lue  of . the  next  gray 
l e v e l  was a l i n e a r  combination of t he  l e v e l s  of t h e  preceding 
p i x e l  i n  t h e  same l i n e ,  slid t h e  t h r e e  n a r e s t  p i x e l s  i n  t h e  
preceding l i n e .  With t h i s  techafque w e  a re  making use of t h e  
l i ne - t o - l i ne  c o r r e l a t i o n s  a s  w e l l  a s  t h e  c o r r e l a t i o n  between 
ad jacen t  p i x e l s  i n  a l i n e .  
A 3-to-2-compression r a t i o  was used f o r  opera t ion  s i n c e  
t h i s  is about  a l l  +ha t  can be expectec? t o  work,with more a c t i v e  
p i c tu r e s .  A s  Tab12 11-2 shcws, t h e  parameter I) exceeds 4 b i t s /  
p i x e l  f o r  p i c t u r e  7, based on us ing only t h e  preceding p i x e l  
f o r  p r ed i c t i on .  I n  t h i s  case ,  D is  t h e  number of b i t e l p i x e l  
t h a t  corresponds t o  t h e  computat ional  l i m i t .  
Again t h e  s y s t e u  was programed on t h e  CDC 6400, which pro- 
vided s u f f i c i e n t  core  s t o r a g e  t o  s t o r e  t he  da ta  f i e l d s  r equ i r ed  
t o  make proper eva lua t i on  of t h e  base  p i x e l .  Searching time, 
however, is slow (100 sea rches  p e r  second) due i n  p a r t  t o  i he  
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eva lua t ion  of the branch metr ice .  The r e s u l t s  of t h e  s imula t ion  
a r e  shown i n  Figure 11-5 where t h e  average number of  sea rches  
pe r  l i n e  is shown a s  B func t ion  of f i r s t  d i f f e r ence  p i c t u r e  en- 
t ropy.  Each p i c t u r e  con ta ins  684 elements pe r  l i n e  and we a r e  
s imula t ing  683 coded elements.  Our programs have been l i m i t e d  
t o  40,000 searching opera t ions .  We attempted t o  decode p i c t u r e  
6 ,  f i r s t  d i f f e r ence  entropy = 4.00, wi th  some i n t e r e o t i n g  r e s u l t s .  
The system s t a r t e d  decoding p roper ly ,  bu t  a f t e r  50 o r  s o  l i n e s  
t he  maximum number of searches  was exceeded and an e r a su re  oc- 
curred .  The decoding of success ive  l i n e s  d e t e r i o r a t e d  r a p i d l y  
where e r a su re s  occurred sooner on each l i n e  than the  l i n e  be fore .  
Complete e r a su re s  occurred 7 t o  8 l i n e s  a f t e r  t h e  f i r s t  e r a su re  
was de tec ted .  
The system was forced t o  re- 
s t a r t  halfway down and the  same 
phenomena occurred a f t e r  s e v e r a l  
- l i n e s .  The decoder s imula t ion  of 
p i c t u r e  7 would exceed t h e  40,000- 
c a l c u l a t i o n  l i m i t  w i th  every l i n e .  
Only a smal l  po r t i on  of p i c t u r e  7 
was s imula ted  because of the  long 
run times encountered. 
The re ; :u l t s  imply t h a t  once 
w e  exceed an entropy of G value  
i n  t h e  neighborhood of 3.65, re 
FIRST DIFFERENCE EMCROP(, ;I exceed R . From Fiqurz 11-5 comp 
we s e e  t h a t  f o r  E . L.tj5, a = 3 .  
Figure I i - 5  Performance of the For a = 3, D =  3.9, which is  very 
614 Decoder-Compress~r near  t he  output  va lue  of  t h e  co.1- 
vo lu t i ona l  encoder of 4. Theo- 
r e t i c a l l y ,  a t  l e a s t ,  a c t i v i t y  any 
h igher  than H = 3.6 o r  s o  should be d i f f i c u l t  t o  decode. This  was 
v e r i f i e d  by p i c t u r e s  6 and 7.  The s i m d a t i o n  uses a p a t t e r n  of 5 
elements bu t  t he  entropy was computed on two p a t t e r n s  ( f i r s t  d i f -  
f e rences  between t he  preceding element and t h e  base  p i x e l ) .  Thus 
some information should be decoded above t h e  f i r s t  d i f f e r e n c e  en- 
t ropy of 3.65. 
The agreement wi th  theory i n d i c a t e s  t h a t  performance can be 
p red ic ted  f o r  any d a t s  source  wi th  known s t a t i s t i c s .  
5. I t e r a t i  ve V i  t e r b i  Decodi ng ( I V D )  
The fol lowing pages a t e  included i n  t h i s  r epo r t  t o  document 
the  progress made on a new idea  f o r  a coding and decoding scheme. 
The techniqce may permit a c l o s e r  approach t o  channel capac i ty  
than is poss ib le  wi th  s equen t i a l  decoding. Not enough has  been 
done, e i t h e r  a n a l y t i c a l l y  o r  wi th  simulatior., t o  permit  a v a l i d  
es t imate  of t he  u l t ima te  performance, bu t  accumulated r e s u l t s  i n  
the  near  f u tu r e  should he lp  determine whether f u r t h e r  work a long 
these  l i n e s  is warranted. 
Sequent ia l  decoding of  convolut ional  codes has  been very suc- 
c e s s f u l  i n  improving t he  e f f i c i ency  of  power-limited communica- 
t i o n  l i n k s  wi th  a modest amount of decoding equipment. However, 
s equen t i a i  decoding behaves badly a t  informat ion rates above h a l f  
the  channel capaci ty ,  and some new method must be found i f  w e  a r e  
t o  make f u r t h e r  progress.  The combination of b lock codes w i th  
convolut ional  codes and s e q u e n t i a l  decoding is one approach t h a t  
i s  being worked now. Another approach based on s h o r t  cons t r a in t -  
length convolut ional  codes and t h e  V i t e r b i  decoding a lgor i thm,  is 
ou t l ined  below. 
The V i t e r b i  a lgor i thL.  has  been shown t o  be  optimum i n  t h a t  it 
chooses t h e  most l i k e l y  message. The problem is t h a t ,  l i k e  cor- 
r e l a t i o n  decoding of block codes, t h e  V i t e r b i  a lgor i thm is i m -  
p r a c t i c a l  f o r  l a r g e  c o n s t r a i n t  l engh ts .  Some means must be  found 
t o  inczzase  t he  c o n s t r a i n t  l eng th  wi thout  making t h e  decoding job 
impract ica l .  
The n a t u r a l  approach is t o  use  s e v e r a l  channels  of convolu- 
t i o n a l  codes wi th  a block code in te rconnec t ing  t h e  channels .  I f  
t h i s  is  done, i t  is important t o  g e t  e f f i c i e n t  cooperat ion be- 
-ween t h e  two types of codes. For i n s t ance ,  i f  t he  convolut ional  
a a n n e l  outputs  are connected wi th  a BCH code, t h e  BCH code would 
then co r r ec t  t he  e r r o r s  and e r a su re s  of t h e  convolut ional  channels .  
This procedure is i n e f f i c i e n t  because i t  does no t  u t i l i z e  t h e  in -  
formation received by t he  convolut ional  channels when they a r e  un- 
ab l e  t o  decode c o r r e c t l j .  Only a sma l l  amount of a d d i t i o n a l  in -  
formation is  o r d i n a r i l y  needed t o  make t h e  d i f f e r ence  between 
f a i l u r e  and success  i n  a coded channel ,  bu t  t h e  BCH code would 
have t o  fu rn i sh  t he  e n t i r e  message wi thout  making use of  t h e  in -  
formation i n  those convolut ional  channels  t h a t  a r e  i n  e r r o r .  
I t e r a t i v e  V i t e r b i  Decoding (IVD) s u p p l i e s  a d d i t i o n a l  i n f o r -  
mation i n  smal l  increments t o  h e l p  i n  decoding t h e  troublesome 
p a r t s  of t h e  message. A s i n g l e  V i t e r b i  decoder makes s e v e r a l  
passes  over  t h e  rece ived s i g n a l  improving t h e  message r e l i a b i l i t y  
each t i m ~ .  
From pre l iminary  paper  s t u d i e s ,  i t  appears  t h a t  hardware 
V i t e r b i  decoders can b e  b u i l t  wi th  i n t e g r a t e d  c i r c u i t s  t o  run  
a t  message rates of s e v e r a l  megabits p e r  second, and thus  t h e  
I V D  should b e  capable .  of performance i n  t h e  neighborhood of a 
megabit pe r  second. 
a ,  Conf igura t ion  - Figure  11-6 shows a simple convo lu t iona l  
encoder f o r  IVD. A t  t h e  l e f t  is  an  o r d i n a r y  k = 5 ,  V = 4 encoder.  
The connect ions t o  t h e  f o u r  mod-2 adders  a r e  shown i n  matrix form 
f o r  c l a r i t y .  The o u t p u t s  from t h e  f i r s t  two mod-2 adders  a r e  
sampled by t h e  swi tch  i n  t h e  o r d i n a r y  way. The remaining two a r e  
combined (mod-2) wi th  a 30-bit r e l a t i v e  de lay  i n  t h e  second s h i f t  
r e g i s t e r .  Thus w e  have a r a t e  113 code. 
The I V D  decoder i s  shown i n  F igure  11-7. The incoming 
s i g n a l  i s  converted t o  d i g i t a l  form i n  t h e  i n t e g r a t e  and dump 
( I  & D) c i r c u i t .  Each rece ived  channel  symbol is now represen ted  
by a d i g i t a l  number (3 b i t s  is s u f f i c i e n t ) ,  and t h e s e  a r e  s t o r e d  
i n  t h e  b u f f e r  f o r  p e r i o d i c  d i scharge  i n t o  t h e  R r e g i s t e r .  The 
con ten t s  of t h e  R r e g i s t e r  a r e  c i r c u l a t e d  a t  a speed s e v e r a l  t imes 
t h e  channel  speed s o  t h a t  t h e  V i t e r b i  decoder makes s e v e r a l  passes  
over  each p a r t  of t h e  I & D ou tpu t .  A good choice  f o r  Q and i t s  
e f f i c i e n t  use  w i l l  be  impor tant  i n  o b t a i n i n g  h igh performance. 
Two p o s s i b i l i t i e s  f o r  Q are be ing  cons idered .  The f i r s t  i s  simply 
t h e  r a t e  of i n c r e a s e  of t h e  "score" used i n  t h e  decoder.  The 
s c o r e  i n  t h e  V i t e r b i  a lgor i thm i s  t h e  c o r r e 7 a t i o n  of t h e  rece ived  
s i g n a l  w i t h  t h e  assumed message. It may be s u f f i c i e n t  t o  use  a 
s i n g l e  b i t  f o r  Q i n d i c a t i n g  e i t h e r  r e l i a b l e  o r  u n r e l i a b l e  r e s u l t s ;  
b u t  s i n c e  Q would only  have t o  b e  determined a t  i n t e r v a l s  of sev- 
e r a l  message b i t s ,  t h e  use  of two b i t s  would n o t  add very much t o  
t h e  memory requirement .  Another c r i t e r i o n  is t h e  d i f f e r e n c e  be- 
tween t h e  s c o r e s  of  t h e  s e l e c t e d  message and t h a t  of  t h e  message 
it defea ted  i n  t h e  comparisons t h a t  occur wi th  each message b i t .  
This  d i f f e r e n c e  i n d i c a t e s  t h e  r e l i a b i l i t y  of each b ina ry  cho ice  
i n  s e l e c t i n g  a message. I f  t h e  d i f f e r e n c e  is l a r g e  t t  i n d i c a t e s  
t h a t  t h e  message is  l i k e l y  t o  be  c o r r e c t .  
A s  soon a s  some nessage is  s t o r e d  i n  t h e  M r e g i s t e r ,  
t h e  decoder can s ~ a r t  making use  of t h e  t h i r d  symbol i n  each 
t r i p l e .  This  symbol was formed a s  t h e  mod-2 sum of t h e  t h i r d  
Message 
__C_ 
S h i f t  
Register 
1 1 1 1  
Switch 
1  1 1  0  1 - =  
1 0 0 1 1 ' -  
1 0 1 0 1  = 
11 1 1 1 1  1 
Connect i on 
Matr ix  I I I I# IIII-d 
- 30 b i t s  - 
S h i f t  
Regi s t e r  
Figure 11-6 A Simple Convolutional Encoder f ~ r  IVD 
Figure 11-7 Decoder f o r  Coder o f  Figure 11-6 
check symbol ou t  of the  connection matr ix  ( t he  one wi th  connec- 
t i on  vector  10101 i n  Figure 11-6) and the  four th  (with vec tor  
11111) from a t i m e  30-message-bits e a r l i e r .  To make use of the  
t h i r d  check symbol, the  decoder takes  the  previously decoded 
message from the  M r e g i s t e r ,  a t  a pos i t i on  30 b i t s  downstream, 
forms the  four th  check symbol (vector  1111) and, i f  t h i s  is  a 1, 
i t  changes t he  s i g n  of t he  I & D number taken from the  R regis-  
ter. This operat ion i s  performed i n  t he  log ic  box L2. Another 
function of L2 is t o  use the  q u a l i t y  funct ion from the  Q regis-  
t e r  t o  make the  I & D number 0 when i t  is un re l i ab l e .  
Af te r  one pass has been made, t he  four th  check symbol 
(11111) can be used. The I 6 D number is  found i n  t h e  R regis-  
t e r  30 b i t s  upstream and its s ign  is  corrected according t o  t h e  
assumed message I n  the  M r e g i s t e r .  The log ic  box L1 is  iden t i -  
c a l  t o  L2. 
A s  success ive  passes a r e  made, the  t h i r d  and four th  check 
b i t s  a r e  ava i l ab l e  a g rea t e r  f r a c t i o n  of the  t i m e  u n t i l  some l i m i t  
i s  reached. The p robab i l i t y  i s  high t h a t  both t h e  t h i r d  and four th  
check symbols w i l l  be ava i l ab l e  f o r  decoding, and there fore ,  t h e  
p robab i l i t y  of e r r o r  w i l l  approach the  value f o r  a V = 4 ( r a t e  114) 
code a t  the  same energy per  channel symbol. Thus only 314 a s  much 
power is  required,  o r  an improvement of 1.5 dB is achieved over 
the  corresponding V = 4 code. 
b .  More Powerful Codes - I f  V i t e rb i  decoding is t o  be i m -  
proved s u f f i c i e n t l y  t o  compete wi th  s equen t i a l  decoding, many more 
code vec tors  must be combined i n  the  encoding process. I n  the  
f i r s t  s t ages  of decoding only a small amount of s i g n a l  ( t he  vec- 
t o r s  t h a t  a r e  not  combined) w i l l  be ava i l ab l e ,  and t h e  c r u c i a l  
question is  whether decoding w i l l  bog down before  most of the  
check b i t s  a r e  ava i l ab l e .  To ge: i n s i g h t  i n t o  t h i s  problem, a 
s impl i f ied  system was considered. This system c o n s i s t s  of an era- 
su re  channel with "message un i t s"  o r  W O ~ ~ S  cons i s t ing  of s eve ra l  
message b i t s  each. The r e s u l t s  of t h i s  ana lys i s  give t he  condi- 
t i ons  f o r  success fu l  decoding and i n d i c a t e  an approach t o  deciding 
how many vec tors  t o  combine i n  p a i r s ,  t r i p l e t s ,  e t c .  
c .  Analysis of an Erasure Channel - A coded channel with an 
ind i ca t ion  of the  r e l i a b i l i t y  of the  decoded message u n i t s  can 
be t r e a t e d  as an e rasure  channel i f  fuzzy r e s u l t s  are acceptable.  
I n  an e rasure  channel, some of t he  message u n i t s  are known with  
c e r t a i n t y  and the  o the r s  a r e  known no b e t t e r  than they would have 
been without the  received s i g n a l .  To make the  r e a l  channel wi th  
r e l i a b i l i t y  i nd i ca t ion  look l i k e  an  e r a su re  channel, a threshold 
T is chosen f o r  t h e  r e l i a b i l i t y  i n d i c a t o r  Q a t  a l e v e l  h igh  
enough s o  t h a t  when T < Q, t h e  message u n i t  is almost  c e r t a i n l y  
c o r r e c t .  "Almost c e r t a i n l y "  depends on t h e  use  t o  be  made of 
t h e  message, which w i l l  n o t  be  c o q i d e r e d  i n  t h i s  s e c t i o n .  
1 )  The code h a s  a  h w  rate and each message u n i t  
is  encoded i n t o  a l a r g e  number of  channel  b i t s ;  
2) The code s t r u c t u r e  is f l e x i b l e  enough s o  t h a t  
t h e  e f f e c t  of  changing t h e  number of channel  
b i t s  t h a t  are a v a i l a b l e  f o r  decoding a  given 
message u n i t  i s  t h e  same a s  changing S  by an  
e q u i v a l e n t  amount. That is,  t h e  e f f e c t i v e  
va lue  of  S  is p r o p o r t i o n a l  t o  t h e  number of 
b i t s  a v a i l a b l e  f o r  decoding t h e  message u n i t ;  
3) A cading s u p e r s t r u c t u r e  w i l l  be  added by t r ans -  
p i t t i n g  channel  b i t s  t h a t  l i n k  t h e  message 
u n i t s  Each of t h e s e  b i t s  is  t h e  mod-2 sum of 
N b i t s  t h a t  would normally appear  i n  t h e  codes 
f o r  N d i f f e r e n t  message u n i t s  chosen from a  
l a r g e  amount of message m a t e r i a l  so t h a t  any two 
message u n i t s  w i l l  n o t  be  l i n k e d  by more than 
one of  t h e s e  b i t s .  The message u n i t s  might, f o r  
i n s t a n c e ,  be  words of an or thogonal  code, b u t  
of course ,  f o r  I V D  each r e p r e s e n t s  a message 
segment a  few times k b i t s .  
A c e r t a i n  f r a c t i o n  A1 of t h e  c h a r n e l  symbols is used i n  
t h e  o rd ina ry  way, t h a t  is, they a r e  n o t  sha red  by two o r  more mes -  
sage  u n i t s .  A f r a c t i o n  A2 i s  sha red  by two u n i t s ,  and s o  on up 
t o  AN which is  t h e  f r a c t i o n  sha red  by S u n i t s .  
A t  t h e  f i r s t  decoding p a s s ,  t h e  d e l e t i o n  r a t e  is  
where S  is  t h e  t o t a l  SNR f o r  t h e  channel  and SA! i s  t h e  amount 
a v a i l a b l e  wi thout  any previous  decoding. 
On t h e  second and subsequent passes ,  more s i g n a l  i s  a v a i l -  
a b l e  and Di, t h e  d e l e t i o n  rate a f t e r  t h e  i ' t h  pass ,  approaches a  
11  11  l i m i t  as i i n c r e a s e s .  For t h e  i ' t h  p a s s ,  t h e  d e l e t i o n  r a t e  t h a t  
determines t h e  amount of s i g n a l  ( o r  number of  channel  symbols) 
a v a i l a b l e  f o r  decoding is D; - I f  a  symbol is  shared  by j u n i t s ,  
i ts p r o b a b i l i t y  of b e i n g  a v a i l a b l e  i s  (l-Di-l) . s i n c e  i t  is 
shared by j un i t s ,  i t  has a chance of be ins  used i n  j places;  
and thus t h e  cont r ibu t ion  of a l l  symbols shared by j u n i t s  is 
The de l e t i on  r a t e  following the  i ' t h  pass i s  the re fo re  
To optimize the  u l t imate  performance, t he  A should be 
chosen t o  maintain D 
j 
i < Di-l t o  a s  low a value of D as required i 
with C A a s  small  as possible .  However, i n  a p r a c t i c a l  system, 3 
a limit w i l l  he placed on the  number of passes u, and i n  t h i s  
case the  ob jec t ive  is t o  minimize D . 
u 
As an example t h a t  is mathematically t r a c t a b l e ,  consider 
D(S) = exp (-S). If we choose A = l / j ( j - 1 ) S ,  then i n  the  l i m i t  
f o r  l a r g e  N j 
and 
Thus, l e t t i n g  W permits  a choice of the  Ai t h a t  gives 
a  de l e t i on  r a t e  t h a t  decreases by a f a c t o r  exp (-SA~) with each 
decoding pass. The t o t a l  amount of s i g n a l  S t h a t  is required 
is  e a s i l y  determined by r e c a l l i n g  t h a t  
Thus 
d .  The Use of t h e  R e l i a b i l i t y  I n d i c a t o r  Q - I r r  t h e  previous  
d i scuss ion  i t  was assumed t h a t  a  th resho ld  T f o r  t h e  r e l i a b i l i t y  
i n d i c a t o r  Q was chosen t o  g i v e  n e g l i g i b l e  p r o b a b i l i t y  of e r r o r  
wi th  T < Q.  No a t tempt  was made t o  use  channel  symbols t h a t  re- 
qu i red  knowledge of any message u n i t  w i t h  Q < T ,  and f u l l  weight 
was given t o  those  t h a t  m e t  t h e  c r i t e r i o n .  It is  important  t o  
have a comprehensive understanding of t h e  use  of Q.  
Let t h e  normalized rece ived  v o l t a g e  f o r  a  p a r t i c u l a r  de- 
t e c t e d  channel  b i t  on a memoryless Gaussian channel  b e  x s o  t h a ~  
p(xl 1 )  , t h e  p r o b a b i l i t y  of x when 1 was t r a n s m i t t e d  is given by 
exp [-(x - I)l2/2] 
p(x l1 )  = - 
This l e a d s  t o  t h e  fa l lowing  e q u a t i o n  f o r  t h e  p r o b a b i l i t y  
r a t i o  C: 
c = .=-p = exp 21. 
P (0 x) 
When t h e  channel  b i t  is shared  by two o r  more message 
u n i t s ,  i f  a n  odd number of t h e  b i t s  from t h e  o t h e r  message u n i t s  
a r e  i n  e r r o r ,  t h e  e f f e c t  i s  t h e  same a s  a change i n  t h e  s i g n  of 
x. I f  t h i s  p r o b a b i l i t y  i s  J, then  
1 r p (XI 1 )  + - ((1-J) exp ~ - ( x - 1 ) ~ / 2 ]  + J exp [-(x-1)2/2]), 
J--% 
and 
( 1 4 )  exp x + J exp (-x) C = (1-J) exp (-x) + J exp x 
The logar i thm of C i s  shown i n  Figure  11-8 f o r  va r ious  
v a l - e s  of J. 
The proper  q u a n t i t y  t o  use  i n  de termining t h e  s c o r e  i n -  
crement AS is  I n  C,  and f o r  J = 0 t h e  ou tpu t  of t h e  i n t e g r a t e -  
and-dump ( I  & D) c i r c u i t  is a quant ized  r e p r e s e n t a t i o n  of K + I n  
C ,  where K is  chosen t o  make AS non-negative. For o t h e r  va lues  
of J t h e  I 6 D ou tpu t  should b e  modified t o  conform a s  c l o s e l y  
a s  p o s s i b l e  t o  t h e  a c t u a l  va lue  of  I n  C wi thout  i n t r o d u c i n g  too 
much hardware complexity.  The shape of t h e  curves  i n  Figure  8 
sugges ts  n combination of a  change i n  s l o p e  and l i m i t s  on t h e  
extreme values  of AS. 
Figure 11-8 The Logarithm o f  the  P r o b a b i l i t y  Rat io  as a Function o f  
the  Signal-to-Noise Rat io  f o r  Various Values o f  J. 
e .  P ro jec ted  Performance Improvement - Under t he  ex tens ion  
of t h i s  c o n t r a c t  w e  w i l l  e i n u l a t e  decoding wi th  very low s igna l -  
to-noise r a t i o  and var ious  r e l i t b i l i t y  i n d i c a t o r s .  The r e s u l t s  
should permit  a choice of r e l i a b i l i t y  i n d i c a t o r  and a l s o  a b e t t e r  
b a s i s  f o r  p r e d i c t i n g  performance. I f  I V D  s t i l l  looks good, s imple 
and than more e l a b o r a t e  schemes w i l l  be  programed. 
If IVD is a v a l i d  means f o r  approaching channel  c apac i t y ,  
c a r e f u l  design of t h e  code and t h e  decoding a lgor i thm w i l l  be re- 
quired  t o  r e a l i z e  i t s  p o t e n t i a l .  The throwing away o i  many t e n t h s  
of a dB cannot b e  a f fo rded .  
I f ,  however, i t  t u r n s  ou t  t h a t  t h e r e  is  a fundamental 
d i f f i c u l t y  t h a t  imposes a l i m i t  s i m i l a r  +o t h e  computat ional  
l i m i t  of s e q u e n t i a l  dzcoding, t h e  i d e a  w i l l  be abandoned and 
t i m e  w i l l  be devoted t o  o t h e r  t h ings .  
6 .  Random Number Generators 
Two random number gene ra to r s  have been prepared f o r  t h e  CDC 
6500 and t he  I B M  360144. The numbers genera ted  a r e  used t o  s i n -  
u l a t e  random n o i s e  which would occur  i n  a d a t a  t ransmiss ion chan- 
ne l .  
The b a s i c  idea  f o r  both  gene ra to r s  is  t o  genera te ,  by con- 
gruence methods, a sequence of  numbers (from 0 t o  999) i n  such a 
way t h a t  t h e  sequence w i l l  no t  r epea t  ( cyc le )  u n t i l  a very l a r g e  
amount of numbers have been genera ted  ( t h i s  l a r g e  amount of num- 
b e r s  i s  c a l l e d  t h e  "period" of t h e  c y c l e ) .  The numbers should 
be a s  unre la ted  a s  pos s ib l e .  
The b a s i c  f o ~ m u l a  f o r  Xn ( t h e  n th  number genera te  is 
'n+l : n+b (modulo T) . 
The symbol "-" may be i n t e r p r e t e d  a s :  a E b (mod C )  only  i f  
C is an exac t  d i v i s o r  of a - b .  
1) The formula used f o r  t he  CDC 6500 uses  a = 23, 
b = 0 ,  X = 47594118, and T = 1000000001; 
0 
2) Tha formula used f o r  t he  I B M  360144 uses  a = 2 3 ,  
b = 0, X = 47594118, and T = 10901009. 
0 
The reason t h a t  t h e  second formula had t o  b e  devised  i s  t h a t  t h e  
IBM 360144 i s  a 32-bit  word machine, and t h e  CDC 6500 i s  a 60-bi t  
word machine. The IBM 360144 could no t  handle  t h e  magnitude of 
t h e  numbers which a r e  involved i n  t h e  f i r s t  formula. 
The numbers generated i n  both  formulas vary from 1 t o  magni- 
tudes  f a r  l a r g e r  than  999. Therefore ,  i n  bo th  formulae, t h e  sec-  
ond, f o u r t h ,  and s i x t h  d i g i t s  (from t h e  l e f t )  a r e  chosen. This  
genera tes  a sequence of random numbers between 0 and 999 inc lu -  
s i v e l y .  
The cyc le  pe r iod  f o r  t h e  f i r s t  formula is approximately 
5 x l o 6 ,  and t h e  c y c l e  per iod  f o r  t h e  second formula i s  approx- 
imately lo7 .  
The f i r s t  formula was suggested by a p u b l i c a t i o n  by t h e  
National  Bureau of s tandards*  and h a s  been t e s t e ?  f o r  randorn- 
ness  i n  s e v e r a l  ways. 
The second formula is  more advantageous i n  t h a t  i t  h a s  a 
c j c l e  pe r iod  of almost twice t h e  c y c l e  per iod  of t h e  f i r s t  for -  
mula. 
For t h e  second formula, t h r e e  randomness t e s t s  have been 
made The f i r s t  test was a simple d i s t r i b u t i o n  t e s t ,  t h e  second 
was a Chi-square test ,  and t h e  t h i r d  was an auto-correlation be- 
tween t h e  n t h  and (n  + k) t h  elements  f o r  k varying from 1 t o  
4000. The s t r o n g e s t  a u t o - c o r r e l a t i o n  c o e f f i c i e n t  was 0.2,  which 
means t h e r e  is  v i r t u a l l y  no l i n e a r  c o r r e l a t i o n  between t h e  e l e -  
ments. The Chi-square t e s t  r e s u l t e d  i n  a p r o b a b i l i t y  of 0.987 
t h a t  a random sample g ives  no b e t t e r  f i t .  
7. Burst ~ f f e c t s  o f  V i  t e r b i  Decoders 
Error  b i t s  on t h e  output  of a V i t e r b i  decoder tend t o  occur 
i n  b u r s t s  a s  v e r i f i e d  by s imula t ion .  Three m i l l i o n  informat ion  
b i t s  were processed by our  V i t e r b i  K = 5 V = 2 s imula ted  decoder 
on the  CDC 6500 computer, Input  d a t a  was assumed a s  a l l  ze ros ,  
and s imula ted  Gaussian no i se  was impressed upon i t  i n  t h e  f o r r  
of 3-bi t quant ized  i n p u t  from a pseudo-randsw-number g e n e s a t ~ r  . 
The quan t i z ing  scheme was suggested by ~ a c o b , ?  
*National  Bureau of Standards Applied Mathematics S e r i e s  55, 
Handbook of Mathematical Functions with Formulas, Graphs, and 
Mathematical Tables, p 950. 
*E.  M. Jacob: "Sequential Decoding f o r  E f f i c i e n t  Communica- 
t i o n  from Deep Space. " Ih'h'h' Transaction for Irzformations Theory, 
Vol. COM-15, No. 4 ,  August 1968, p 492. 
Output of the  program onto magnetic tape were the  pa t t e rns  of 
e r r o r  bu r s t s .  These bu r s t s  were counted by weights (number of 
e r r o r s  per  bu r s t )  and bura t  length (where k-1 zeros a f t e r  the  
l a s t  one b i t  cons t i t u t ed  an end of the  b u r s t ) ,  Table 11-3 pre- 
s e n t s  these  counts f o r  s imulat ion runs using two encoder connec- 
t i on  codes; one i s  an optimum connection with maximized minimum 
word weights, and one i s  no t ,  Figure 11-9 shows the  number of 
bu r s t  t o t a l s  with i ts  uncer ta inty  vs signal-to-noise r a t i o  f o r  
the  optimum connection, Although the  t a b l e  and graph cannot show 
a d i f fe rence  due t o  encoder connection l a r g e  enough t o  be s t a t i s -  
t i c a l l y  s i g n i f i c a n t ,  the  da t a  i m ~ l i e s  t h a t  the  optimum connection 
gives  a higher number of b u r s t s  but  a lower b i t  r a t e .  I t  is  
there fore  necessary t o  consider the  e f f e c t s  of b i t  bu r s t  e r r o r  
r a t e s  i n  the  decoder appl ica t ion  t o  make a choice of connection 
codes, 
Table 11-3 Each Run 500,000 Bits (K = 5,  V = 2)  
Bursts o f  
Weight: 2.5 db 3.0 db 4.0 db 
1 112 58 9 
2 30 11 3 
3 120 6 8 19 
4 55 22 1 
5 46 2 3 1 
6 46 24 2 
7 47 28 3 
8 15 4 0 
9 31 13 3 
10 13 6 0 
11 12 7 0 
12 5 1 C 
13 12 5 0 
14 3 2 0 
15 3 1 0 
16 3 0 0 
17 1 0 0 
18 0 1 0 
19 1 0 0 
20 3 0 0 
2 1 0 0 0 
2 2 0 9 0 
2 3 0 0 0 
24 0 9 0 
25 0 0 0 
Count o f  e r r o r  burst,s o f  weights from 
1-25 f o r  0.5 x 1Q6 b i t s  processed by 
V i  t e r b i  decoder K = 5, V = 2 
Bursts o f  
Length: 2.5 db 3.0 db 4.0 db 
1 112 58 9 
2 2 5 9 2 
3 7 2 0 
4 103 6 3 10 
5 3 7 19 2 
6 38 20 1 
7 20 8 0 
8 44 2 2 2 
9 23 17 2 
10 16 6 0 
11 18 6 1 
12 13 7 0 
13 14 5 0 
14 13 11 3 
15 11 4 0 
1 c 
ru  10 6 0 
17 2 G 0 
18 8 0 0 
19 10 3 0 
20 8 3 0 
2 1 1 1 0 
22 0 0 0 
23 4 3 0 
24 1 1 0 
25 0 0 0 
Count o f  e r r o r  bursts o f  lengths from 
1-25 for 0.5 x lo6 b i t s  processed by 
V i te rb i  decoder K = 5, V = 2 
E N (db) s 0 
Figure 11-9 Burst  S t a t i s t i c s  
B . DATA COMPRESS ION STUD I ES 
Del ta  modulation, polynomial p r e d i c t i o n  and i n t e r p o l a t i o n ,  
and t h e  use  of d a t a  redundancy i n  s e q u e n t i a l  decoding have been 
considered a s  ways t o  compress t h e  TV and vo ice  s i g n a l s .  
For voice ,  d e l t a  modulation was chosen because of its s impl ic-  
i t y  and e f f e c t i v e n e s s  and because t h e r e  i s  cons ide rab le  work a l -  
reaoy done i n  developing t h e  technique.  
d e l t a  modulation was a l s o  considered f o r  TV, b u t  was r e j e c t e d  
as not  be ing pow.rfu1 enough f o r  t h e  h igh  d a t a  rate needed f o r  
real-time image transmission.  
The polynomial algori thms were narrowed down t o  zero- and f i r s t -  
order  p r e d i c t o r s  and i n t e r p o l a t o r s ,  and t h e s e  were programed i n  
many v a r i a t i o n s  f o r  t h e  TV. The a lgor i thms were t e s t e d  on a p ic -  
t u r e  t h a t  may b e  t y p i c a l ,  and s u b j e c t i v e  e v a l u a t i o n s  were made. 
The method s c o r i n g  h ighes t  a l s o  r e q u i r e s  more hardware, and i t  
may be d i f f i c u l t  t o  make i t  run a t  t h e  r e q u i r e d  speed.  The s t u d -  
i e s  have l e d  t o  i d e a s  f o r  improving on t h e  a lgor i thms ,  and t h e  
ideas  w i l l  b e  evaluated  dur ing  t h e  ex tens ion  of  t h i s  c o n t r a c t .  
The use of d a t a  redundancy i n  s e q u e n t i a l  decoding was s t u d i e d  
before  s t a r t i n g  t h e  c o n t r a c t .  Uder t h e  c o n t r a c t  w e  have v e r i f i e d  
t h e  theory through computer s imula t ion ,  and a l s o  determined t h a t  
decoding would be  too  slow f o r  TV even wi th  a hardware des ign .  
There a r e ,  however, o t h e r  a p p l i c a t i o n s  t h a t  c o ~ i l d  b e n e f i t  from t h i s  
technique. 
The d a t a  compression s t u d i e s  a r e  descr ibed i n  d e t a i l  below. 
1. Voice D i  g i  ti z a t i  on and Compression 
This s e c t i o n  d e s c r i b e s  t h e  r e s u l t s  of a s tudy  t o  determine ac- 
ceptable  methods of d i g i t i z i n g  real t i m e  and delayed vo ice  t rane-  
missions;  t h e  o b j e c t i v e  be ing t o  determine t h e  necessary  vo ice  
channel b i t  r a t e  requirements and o t h e r  p e r t i n e n t  s i g n a l  charac- 
t e r i s t i c s  f o r  t h e  purpose of i n t e g r a t i n g  vo ice  and te lemetry  i n t o  
a s i n g l e  t i m e  d i v i s i o n  mul t ip lex  d i g i t a l  communications channel .  
The stuciy inc luded an in te i l s ive  l i t e r a t u r e  s e a r c h  a s  a b a s i s  
f o r  t h e  d e s c r i p t i o n  and recommendations. D r .  Denmer Baxter  of 
Martin ~ a r i e t t a ' s  Orlando Divis ion  has  been p a r t i c u l a r l y  h e l p f u l  
i n  f u r n i s h i n g  unpublished m a t e r i a l  i n  t h i s  a r e a  of s p e c i a l i z a t i o n .  
Much of t h e  a v a i l a b l e  l i t e r a t u r e  p e r t a i n s  t o  m i l i t a r y  v o i c e  
communications i n  t.hich v o i c e  channel  b i t  e r r o r  r a t e s  a r e  h i g h e r ,  
and i n t e l l i g i b i l i t y  goa l s  lower,  than  f o r  t h e  USB a p p l i c a t i o n .  
This  pltls t h e  f a c t  t h a t  p r e s e n t  work was done wi thou t  t h e  
b e n e f i t  of exper imenta l  v e r i f i c a t i o n  has  l e d  t o  some conservat i sm 
i n  recommendations of bandwidth requirements  and implementation 
techniques.  However, s i n c e  b c t h  r e a l  t i m e  and playback v o i c e  
d a t a  r e p r e s e n t s  only a small f r a c t i o n  of t h e  t o t a l  d a t a  compared 
t o  TV, t h e  e f f e c t  on t h e  o v e r a l l  channel requirements  i s  r e l a -  
t i v e l y  s l i g h t  . 
a .  Voice Svstem Summary - The g e n e r a l  c o n s t r a i n t s  on t h e  
vo ice  handl ing  system i n c l u d e  h igh i n t e l l i g i b i l i t y ,  moderate chan- 
n e l  bandwidth, and s imple  mechanization. This  s tudy has de f ined  
a system conf igura t ion  t h a t  is p r e d i c t e d  t o  meet t h e  USB needs 
wi th  modest des ign  and develcpment e f f o r t .  T\e  system con ta ins  
t h e  fo l lowing components : 
1)  Analog p reprocess ing  (ban? l i m i t  and probably square-  
root-law s y l l a b i c  compression) ; 
2) Delta modulation us ing  any one of 3 approaches: a 20 
Kb/s c lock wi th  double i n t e g r a t i o n  and p r e d i c t i o n ,  
delta-sigma i n t e g r a t i o n ,  Winkler ' s  h igh  informat ion  
technique d e l t a  modulation (HIDM); 
3) Demodulation, p o s t  f i l t e r i n g ,  and square  law expansion 
t o  compensate f o r  any pre-modulation s y l l a b i c  compres- 
s i o n .  
The s tudy  i n d i c a t e s  d e l t a  nlodulation i s  s u p e r i o r  t o  PCM 
f o r  system b i t  r a t e s  under 30 Kb/s and t h a t  vocoders would b e  too  
complicated f o r  t h i s  a p p l i c a t i o n .  Voice d a t a  redundancy r e d u c t i o n  
is  d i f f i c u l t  t o  j u s t i f y  i n  view of t h e  smal l  p a r t  v o i c e  channels  
would r e q u i r e d  of t h e  t o t a l  USB d a t a  b i t  r a t e ,  and t h e  complica- 
t i o n s  t o  modulation and demodulation t h a t  would arise. 
The 3-del ta  modulation approaches sugges ted  a s  cand ida tes  
a r e  l i s t e d  i n  o r d e ~  of i n c r e h s i n g  complexity and performance. 
Any of t h e  t h r e e  should provide  t h e  d e s i r e d  performance assuming 
b i t  e r r o r  r a t e  equa l  t o  and a 20-Kb/s d a t a  r a t e  a l l o c a t i o n  
f o r  t h e  real t i m e  v o i c e  channel.  A 640-Kb/s r a t e  is  assumed f o r  
t h e  recorded v o i c e  channel  played back wi th  a speed-up of 32 
times . 
MCR- 70 - 34 
The system deveiopment a r ea  most open t o  quest ion,  neet-  
i ng  t h e  90% i n t e l l i g i b i l i t y  requirement, has not  c lose ly  matched 
USB requirements wi th  t h e  l i t t l e  experimental work reported t o  
date .  I n t e l l i g i b i l i t y  measures are of course dependent on both 
t h e  system parameters and the  test ma te r i a l ;  assuming a Fairbanks- 
Rhyme-articulation test would be used i n  development eva lua t ion  
work. 
The use of companding and demodulator f i l t e r i n g  are two 
important des ign areas t h a t  s t rongly  a f f e c t  i n t e l l i g i b i l i t y .  A l -  
though t h e  parametric v a r i a t i o n s  i n  these  a reas  a r e  a develop- 
mental problem ( f o r  exampie, compander dynamic range spec i f i ca -  
t i o n ,  and p o s t - f i l t e r  cutoff  frequency and r a t e ) ,  t he  design of 
such hardware does not  appear t o  be  c r i t i c a l .  
b. USB Voice Channel Requirements - The performance spec i f i ed  
i n  t he  NASA-furnished guidel ines  is 90% word i n t e l l i g i b i l i t y  ( f o r  
analog FM voice ,  t h i s  corresponds t o  an rms/rms post-detection 
signal-to-noise r a t i o  of 14 db). 
Other c o ~ s i d e r a t i o n s  should inc lude  moderate power con- 
sumpticn, bandwidth, and equipment complexity. Approaches should 
be  l imi ted  t o  cur ren t  technology r equ i r ing  only modest design and 
development cos t  . 
c. D i g i t a l  Coding Techniques - There a r e  s e v e r a l  pos s ib l e  
methods of coding voice  s i g n a l s ,  which may be broadly grouped 
in to :  (1) PCM, (2) d i f f e r e n t i a l  o r  d e l t a  modulation, and (3) 
information content  (e.g.,  vocoders).  
When speech is used, e i t h e r  t he  waveform o r  the informa- 
t i o n  content  can be  d i g i t i z e d .  The speech waveform is  represented 
by a s i g n a l  whose nominal upper frequency l i m i t  i s  3500 Hz, a l -  
though the  information content  is  only 25 t o  50 b i t s  per  second. l 
The low d a t a  r a t e  corresponding t o  information content  can be  ap- 
proached with  vocoders . 
For USB t h e  bandwidth compression techniques of the  vocod- 
ers cannot be  used because t h e i r  i n t e l l i g i b i l i t y  is  usual ly  not  as 
high a s  t he  waveform d i g i t i z a t i o n  techniques,  nor i s  the  voice  
qua l i t y  a s  na tu ra l .  
PCM Coding B i t s  = J 
/ 
Delta Themretical 
Po! 
Theant ica l  
Figure 11-10, shows s ig -  
nal-to-noise r a t i o  f o r  t he  range 
of output  b i t  r a t e s  of i n t e r e s t  
f o r  PCM and d e l t a  modulation. 
The experimental d e l t a  modula- 
t i o n  used was a double-integra- 
t i o n  d e l t a ,  and the  comparison 
shows t h e  5-db improvement of 
d e l t a  modulation over PCM a t  a 
20-Kb/s l i n e  rateO2 There is 
no s i g n i f i c a n t  s i g n a l  t o  no ise  
d i f f e r ence  f o r  t he  two systems 
at  8000 and 40,000 b i t s  per  sec- 
ond ( 1  and 5 b i t  per  sample PCM 
samples a t  8000 samples per  sec- 
I ond), however, t he  d e l t a  modu- o i l  1 1 1 I I l i  l a t o r  hardware would be  s im~le r  
.- ~ 
8 20 40 80 t o  implement and the  one b i t  per  
Output B i t  Rate ir: K i l o b i t ~ / ~ e c  
sample encoding e a s i e r  t o  decom- 
mutate. Therefore only d e l t a  
Figure 11-10 Signal -to-ttoi se Rati 0 for modulation techniques w i l l  be  
Del t a  Modulation and PCM t r e a t e d  fu r the r .  
d. Delta Modulation Implementation - For an audio bandwidth 
of 3 KHz, probably l i t t l e  more than 18 Kb/s of d e l t a  modulation 
is required t o  render a s i g n a l  equal  t o  any p r a c t i c a l  econonical 
PCM system. However, t o  a s su re  meeting t h e  90% i n t e l l i g i b i l i t y  
requirement, 20 Kb/s w i l l  be  a l l oca t ed  t o  t h e  real-time voice  
channel and 640 Kb/s t o  the  high-ra te  voice  playback. 
With t h i s  sampling rate, t h r e e  d e l t a  modulation candidates ,  
i n  order  of p r i o r i t y  and increas ing  complexity, can be named as 
suggested techniques. These are: 
1 )  Limited double i n t e g r a t i o n  (Ref. 2) ; 
2) Delta-sigma i n t e g r a t i o n  (Ref. 3, 8 and 9 ) ;  
3) HIDM (Ref. 4) .  
Each is b r i e f l y  described below following a desc r ip t ion  of 
the  b a s i c  operat ion of a d e l t a  modulator. 
Delta Modulation - Basic Operation - The block diagram, 
Figure II-ll,u shows a conventional delta modulation scheme. 
~h; letter symbols in this diagram corresponds to those on the 
pulse trains and clock train a, pass through or are inverted by 
the pulse generator, depending on the waveform at the gating in- 
put c. The output pulse train b, which, in the case shown, has 
eight inverted pulses sent out over the communications channel 
to the decoder. Here a waveform f is developed by integrating 
pulse train b. The integrator at the encoder produces an iden- 
tical stepped waveform at. point e. The reconstructed waveform 
can be viewed as a "quantized" or incremental approximation of an 
analog signal. 
Clock Pulse Train 
O u t ~ u t  Pulse Train 
Analog Input 
Signal d 
Quantized \ 
Gutput Signal 
ENCODER DECODER 
Figure 11-11 Basic Del ta  Modulator Block and Response Timing Diagram 
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A t  each clock-pulse i n t e r v a l  a comparison is  made between 
the  analog input  s i g n a l  d and the  l o c a l  approximation e .  The com- 
par ison is ,  i n  e f f e c t ,  between the  present  value of the  analog 
input  s i g n a l  and i ts value approximately one clock pulse  i n t e r v a l  
earlier. I f  the  presen t  analog input  vol tage i s  g r e a t e r  than t h e  
delayed quantized output  s i g n a l ,  the  pu lse  generator  is t r iggered  
by a p o s i t i v e  s t e p  waveform and a p o s i t i v e  output  pulse  appears 
a t  b. I f  t he  present  analog input  vo l tage  is less than the  stepped 
s i g n a l  at e, a negat ive  s t e p  t r i g g e r s  t he  pulse  generator and a 
negat ive  pu lse  appears a t  output  b. For c i r c u i t  simplTcity i n  
p rac t i ce ,  t he  p o s i t i v e  and negat ive  pulses  would be encoded as  
t he  presence and absence of a unipolar  pu lse  a t  each sample clock 
t i m e  . 
I n  t h i s  manner t h e  reconstructed waveform is cont inual ly  
compared t o  the  analog input  s i g n a l ,  and quantized d i f f e r e n t i a l s  
are encoded t o  minimize the  e r r o r .  
Limited-Double In t eg ra t ion  Delta-flodulation - When the  
period of t he  i n t e g r a t i o n  approaches o r  becomes less than the  
period of t he  lowest frequency of i n t e r e s t ,  the  system character-  
i s t i c s  change s i g n i f i c a n t l y .  This type of modulation is  c a l l e d  
"Limited-Integration Delta Modulation." Since the  vo l tage  from 
the  l imi ted  i n t e g r a t o r  decays continuously,  t he  memory of t he  in -  
t eg ra to r  is r e l a t i v e l y  sho r t .  consequently, e r r o r s  due t o  no ise  
i n  transmission have only short-term e f f e c t .  For conventional 
d e l t a  modulation with large-time cons tan ts ,  such e r r o r s  may a f f e c t  
t he  system f o r  a prolonged period.  
A b e t t e r  approximation t o  t he  input  s i g n a l  is  obtained 
when the  i n t e g r a t i o n  is double r a t h e r  than s ing le .  I n  t h i s  sys- 
t e m ,  c a l l ed  "Double Integrat..ion," every input  pulse  has the  ef-  
f e c t  of changing the  s lope  in s t ead  of the  amplitude of the  output  
s igna l .  This r e s u l t s  i n  3 smoother approximation t o  the  i npu t .  
However, add i t i ona l  delay is introduced i n  the  feedback 
c i r c u i t ,  causing t h e  system t o  be  somewhat s luggish.  To remedy 
t h i s ,  the  d i f f e r ence  c i r c u i t  is fed from a point  s l i g h t l y  ahead 
of the  output  of t h e  double i n t e g r a t o r  thus  introducing some pre- 
d i c t i on .  Comparison shows t h a t  t h e  approximation t o  the  o r i g i n a l  
s i g n a l  i s  b e t t e r  wi th  pred ic t ion  than without.  Double in tegra-  
t i o n  has t he  e f f e c t  of breaking long s teady-s ta te  pa t t e rns  i n t o  
higher frequency components which can e a s i l y  be f i l t e r e d .  
Studies  of double i n t e g r a t i o n  have shown a use fu l  improve- 
ment i n  signal-to-noise r a t i o .  
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Delta-Sinn.a Modulation - A modulation technique called 
I1 Delta-Sigma Modulation1' employs the same functional components 
as conventional delta-modulation but arranged somewhat differently, 
4, 9, 10. The integrator is placed in the fo,mard loop while the 
input signal and feedback pulse train are subtracted from each 
other ahead of the integrator. A low-pass filter or short-term 
integrator is used in the output decoder (see Figure 11-12). The 
remainder of the circuit is essentially the same as the other 
delta-modulation methods described. 
Pulse 
Generator 
Figure 11-12 Del ta-Sigma Modulator Block Diagram 
b 
Its advantage o\er conventional delta-modulation is that 
cumulative transmission errors are not possible since signal- 
amplitude information is directly transmitted. Only a partial 
integrator at the output is necessary to provide dc level informa- 
tion. 
High Information Delta Modulation - High Information 
Delta Modulation (HIDM) is a method suggested by Marion R. Wink- 
ler. By weighting the contribution of successive pulses it 
provides more ir~formation per pulse. Excellent voice communica- 
tions at 20,000 pulses per second have been demonstrated. 
d(t) = ~ ( t )  - ~ ( t )  ~ ( t )  = /dit)dt 
Integrator 
The essential difference between HIDM and conventional 
delta-modulation is in the manner of counting amplitude levels. 
Counting for HIDM is in binary steps and proceeds exponentially 
for the duration of a sequence of pulses of one polarity. 
Modu 1 a tor 
Pulse Low-Pass 
Filter 
Initially, with the first pulse following a delta sign 
change, a transmitted level would be one unit. If this is insuf- 
ficient, another pulse adds another unit, doubling the quantity. 
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The t o t a l  count proceeds exponential ly wi th  pulses  t ransmi t ted ,  
according t o  2, such a s  ?, 2, 4 ,  8, 16,  32, 64, e t c .  
Should the  increment be  too l a r g e ,  the  pu lse  and count 
d i r ec t ions  reverse ,  reducing i n  magnitude by a f a c t o r  of two. 
I I I I I n  two s t e p s  i t  r e t r a c e s  the  over-correction,  searching f o r  
t he  co r r ec t  magnitude (see  Figure 11-13). 
Other Del ta  Modulation Methods - The 2-bit d e l t a  modula- 
t o r s  (2 b i t s  per  sample) and the  exponential  modulators have been 
excluded from f u r t h e r  considerat ion due t o  increased complexity. 
Analog Preprocessing/Demodulation and Post Process ing - 
Each e n t i r e  candidate system 4-ncludes t he  following sec t ions :  
1 )  The analog preprocessing - t h i s  s e c t i o n  includes  both, 
band l i m i t i n g  f i l t e r i n g  and amplitude compression 
and expansion. The p r e f i l t e r f n g  is  required t o  as- 
s u r e  t h a t  a t  l e a s t  four  t o  s i x  sample clock pulses  
w i l l  occur f o r  t h e  h ighes t  analog frequency of in-  
t e r e s  t . 
Amplitude compression and expansion are used on most 
speech d i g i t i z a t i o n  systems t o  increase  speech en- 
ergy i n  comparison t o  a constant  no ise  power of t he  
transmission channel and quant iz ing noise .  Compres- 
s ion  minimizes the  e f f e c t s  of threshold-induced cen- 
ter c l ipp ing .  L ick l ider  has shown t h a t  only a few 
db of cen te r  c l ipp ing  can reduce word a r t i c u l a t i o n  
scores  by 2 0 % ~ ~  Companding may be ca r r i ed  ou t  by 
changing the  d e l t a  modulator s t e p  s i z e  i n  accordance 
with t he  input  s i g n a l  l e v e l .  Reference 6 o u t l i n e s  a 
d e l t a  modulator wi th  a square-root-type compression 
c h a r a c t e r i s t i c s ,  and a matching demodulator wi th  a 
square law c h a r a c t e r i s t i c .  The range of compression 
is 26 db i n  t h i s  system. Companding may be c a r r i e d  
out  e i t h e r  by analog s i g n a l  processing o r  by the  
transmission of a va r i ab l e  s t e p  s i z e  reference.  1 0  
Delta modulator -- i n  considering the  s e v e r a l  types 
of d e l t a  modulators, t he  s i m i l a r  components include 
the  comparator o r  d i f f e r ence  ampl i f i e r ,  t he  sample 
clock generator ,  and the  encoding pu lse  gennrator.  
The unique components f o r  each s p e c i f i c  d e l t a  modu- 
l a t o r  general ly  i w o l v e  the  demodulation method; t h e  
same demodulator would be used a t  both the  transmit-  
t i n g  and receiving terminals .  
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Demodulation and post  processing -- t he  rece iver  de- 
modulator is  normally t h e  same as t h a t  used a t  t he  
t r ansmi t t e r ;  pos t  f i l t e r i n g  t o  reduce i d l e  c i r c u i t  
and quant iz ing n c i s e  f o r  example and t o  s i g n i f i c a n t l y  
i nc rease  i n t e l l i g i b i l i t y .  The addi t ion  of an 18 db 
per  octave 3 KHz pos t  f i l t e r  increased i n t e l l i g i b i l i t y  
by about 8% over using a 6 db per  octave 25 KHz f i l t e r  
(20 Kbls ample clock).  Addi t ional ly ,  a post-process 
expansion c i r c u i t  is  suggested t o  compensate f o r  any 
amplitude compreesioll before  modulation. 
Conclusions - The a c t u a l  performance of a d e l t a  modulator 
ray d i f f e r  s i g n i f i c a n t l y  from t h a t  ind ica ted  by analyses alone.  
AS- Gerber po in t s  o u t ,  t h e  l i t e r a t u r e  abounds wi th  words l i k e  
"good," and "high qua l i ty"  bu t  nowhere can i n t e l l i g i b i l i t y  d a t a  
be  found. Figure 11-14 maps the  l i t t l e  evaluat ion d a t a  ava i l -  
a b l e  on d e l t a  modulation i n t e l -  
l i g i b i l i  t y  . I n  p a r t i c u l a r ,  t h e  
mtr: 0 motm r prr t icu l l r  tat condition d a t a  and claims of References 2,  
tn Grrbrrb 
Region of USB 4 ,  and 7 i n  t he  region of USB 
l n t r m t  app l i ca t ion  corroborate  t he  
-x- L-& i Gzu% - 
(Mf 3) 
I 
s e l e c t i o n  of 20 Kb/s d e l t a  modu- 
I l a t i o n  t h a t  has been made t o  a 
I Ytnhlw 
01 0 w (,f 5) achieve the  i n t e l l i g i b i l i t y  re- 
L - - - - - - - - quirements. 
I I n t . l l i p i b l l t ~  0) 
Since t h e  primary objec- 
For t he  32-times play- 
151: - 0 back voice ,  a r a t e  of 640 Kb/s 
should be  a l l oca t ed .  When play- 
t a c k  voice  i s  no t  being used the  
t i v e s  of t h i s  po r t i on  of t he  
Figure 11-14 Experimenta1 Speech study have been met ( a l l o c a t i n g  
I n t e l l i g i b i l i t y  vs b i t  rate and s e l e c t i n g  a b a s i c  
Delta  Modulator B i  t voice  coding technique) no ad- 
Rate d i t i o n a l  study i n  t h i s  area i s  
planned. 
101: 
2 
- o o 640 Kb/s a l l o c a t i o n  might be  
used t o  improve t h e  TV q u a l i t y  
by allowing a h igher  p i c t u r e  
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information transmission r a t e .  
2 .  De'l t a  Modulation as a Means o f  TV Data Compress1 on 
--- 
I n  a d d i t i o n  t o  polynomial a lgor i thms ,  t e n  types  of models of 
d e l t a  modulation a s  a means of  compressing TV d a t a  have been 
s t u d i e d .  These systems inc lude :  
1 )  S i n g l e  i n t e g r a t o r  d e l t a  modulator (Ref. 1 2 ) ;  
2 )  Double i n t e g r a t o r  d e l t a  modulator (Ref. 12) ; 
3) Double i n t e g r a t o r  wi th  p r e d i c t o r  d e l t a  modulator 
(Ref. 1 2 ) ;  
4) Expcnential  i n t e g r a t o r  ( t  = 3 f s )  d e l t a  modulator 
(Ref. 1 7 ) ;  
5) Linear  exponen t i a l  i n t e g r a t o r  d e l t a  modulator (Ref. 
18) ; 
6) M u l t i b i t  " d e l t a  modul s t o r "  (Ref. 16)  ; 
7) Sigma d e l t a  modulator (Ref. 13) ; 
8 j  Companded d e l t a  modulator (Ref. 14) ; 
9)  De l t a -de l t a  modulator (Ref. 15) .  
We have s e l e c t e d  a s  p o s s i b l e  d a t a  compression d e l t a  modulators 
t h e  s i n g l e  l i n e a r  i n t e g r a t o r  d e l c a  modulator wi th  op t ions  on t h e  
l e v e l s  of t h e  q u a n t i z e r  w i t h i n  t h e  feedback 1003 f o r  m u l t i l e v e l  
o r  s i n g l e  l e v e l  va lues .  P r e d i c t o r  d e l t a  modulators produce ex- 
cess ive  overshoot  f o r  p i c t u r e s  which i n  t u r n  produce contouring.  
These devices  i n c l u d e  t h e  double i n t e g r a t o r  d e l t a ,  exponen t i a l  
i n t e g r a t o r s ,  and t h e  d e l t a - d e l t a  modulation techniques ,  and 
o t h e r s .  
The d e l t a  modulators ,  though easy t o  implement a t  t h e  source ,  
s t i l l  w i l l  r e q u i r e  some c o r e  memory u n i t s  f o r  b u f f e r i n g  d a t a  f o r  
frame and l i n e  r e t r a c e ,  and f o r  t h e  mul t ip lex ing  of o t h e r  d a t a .  
I f  co re  i s  r e q u i r e d ,  t h e  p r e d i c t o r s  and i n t e r p o l a t o r s  make more 
e f f i c i e n t  use  of a v a i l a b l e  memory. I n  o t h e r  words, t h e  p r i n c i p l e  
advantage of d e l t a  xr~odulation i s  t h e  absence of c o r e  a t  t h e  source  
which seems impera t ive  f o r  t h i s  h igh  speed mixing and t r ansmiss ion .  
The way s t a t i s t i c s  of p i c t u r e s  a r e  used i s  n o t  f a v o r a b l e  f o r  
d e l t a  modulators ,  compared t o  a lgor i thms t h a t  have a l a r g e  b u f f e r -  
i n g  c a p a b i l i t y .  P i c t u r e s  t y p i c a i l y  have broad d u l l  r eg ions  wi th  
pa tches  of d e t a i l .  The eye focuses  on t h e  d e t a i l  and demands t h a t  
i t  b e  reproduced s h a r p l y ,  i f  n o t  w i t h  p e r f e c t  b r i g h t n e s s  f i d e l i t y .  
It is  imposs ib le  f o r  a system wi thout  a b u f f e r  t o  encode t h i s  type  
of source  e f f i c i e n t l y ,  and t h e r e f o r e  cc ; -cen t ra t ion  on polynomial 
a lgor i thms began e a r l y  i n  t h e  s tudy .  
3. P o l n o m i  a1 Data Compression - Techniques 
The group of a lgor i thms c a l l e d  "p red ic to r s"  might more desc r ip -  
t i v e l y  be  c a l l e d  e x t r a p o l a t o r s  because they do i n  f a c t  p r e d i c t  by 
11 
e x t r a p o l a t i o n .  The group of a lgor i thms i d e n t i f i e d  a s  i n t e r p o l a -  
t o r s "  a l s o  use  p r e d i c r i o n  when compressing d a t a  a s  a means of de- 
termining which p i x e l s  a r e  nonredundant. However, i n  t h e  recon- 
s t r u c t i o n  process  t h e  i n t e r p o l a t o r s  make use of t h e  two widely 
spaced t r ansmi t t ed  va lues  t o  determine t h e  p i x e l s  i n  between; 
i . e . ,  r e c o n s t r u c t i n g  t h e  redundant p i x e l s  by i n t e r p o l a t i o n .  
Zero Order P r e d i c t o r  (ZOP) - The ZOP a lgor i thm has  two b a s i c  
forms ,* on2 of which is c a l l e d  " f ixed aper tu re"  and t h e  o t h e r  
c a l l e d  " f l o a t i n g  a p e r t u r e .  " Only t h e  f l o a t i n g  a p e r t u r e  method 
w i l l  be  descr ibed because of i ts s u p e r i o r  performance over  t h e  
f i x e d  a p e r t u r e  method. The a p e r t u r e  l o c a t i o n  of t h i s  a lgor i thm 
is based on a p r e d i c t i o n  t h a t  t h e  new p i x e l  va lue  w i l l  be  t h e  
same a s  t h e  preceding p i x e l  va lue  as shown i n  F igure  11-15. The 
new p i x e l  va lue  is compared with t h e  p r e d i c t e d  va lue  and i f  t h e  
d i f f e r e n c e  is  no a o r e  than  t h e  a l lowable  t o l e r a n c e ,  t h e  p i x e l  i s  
considered redundant acd dropped. I f ,  however, L',,e d i f f e r e n c e  
is g r e a t e r  than t h e  allowab1,e t o l e r a n c e ,  t h e  new p i x e l  va lue  i s  
tagged and s e n t  t o  t h e  b u f f e r  f o r  t r ansmiss ion .  
F i r s t  Order P r e d i c t o r  (FOP) - The FOP i s  much t h e  same a s  t h e  
ZOP f l o a t i n g  a p e r t u r e .  I n  t h i s  case ,  however, t h e  p red ic ted  v a l u e  
l ies  on a s t r a i g h t  l i n e  drawn through two preceding po in t s . ?  Here 
again ,  i r  t h e  d i f f e r e n c s  between t h e  p r e d i c t e d  p i x e l  va lue  and t h e  
new p i x e l  va lue  is  l e s s  than  t h e  a i lowable  t o l e r a n c e  t h e  p i x e l  i s  
e l iminated;  i f  t h e  d i f f e r e n c e  exceeds t h e  l i m i t ,  t h e  p i x e l  i s  
tagged and s e n t  t o  t h e  b u f f e r  which is shown i n  F igure  11-16. 
P r e d i c t o r  Reconst ruc t ion  - Descr ip t ion  of r e c o n s t r u c t i o n  of 
t h e  zero  o r d e r  and f i r s t  o r d e r  p r e d i c t o r  a lgor i thms is e x a c t l y  
t h e  same. Reconst ruc t ion  proceeds on a p o i n t  by p o i n t  b a s i s  from 
l e f t  t o  r i g h t  by drawing s t r a i g h t  l i n e s  between ad jacen t  p i x e l  
va lues .  
*W. A. Stevens : Dcta Compression Concepts and PhiZosophies. 
American As t ronau t i ca l  Soc ie ty ,  Rocky Mountain Resources f o r  
Aerospace Science and Technclogy, J u l y ,  3957. 
tJ. E. Medline: fie Comparatizje Efjectiveness of Several 
Telemetroy Data Comprlession Techniques. I n t e r n a t i o n a l  Telemetry 
Conference, 1963. 
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I n t e r p o l a t o r s  - The i n t e r p o l a t o r  group of a lgor i thms works on 
an " a f t e r  t h e  f a c t "  type of curve f i t t i n g  b a s i s .  Severa l  types of 
i n t e r p o l a t o r s  can be  used depending on t h e  e r r o r  c r i t e r i a  d e s i r e d ,  
e .g. ,  peak, RMS o r  average e r r o r .  The i n t e r p o l a t q r  d i f f e r s  from 
the  p r e d i c t o r  i n  t h a t  t he  re fe rence  from which t h e  t o l e r ance  i s  
measured may change according t o  t r ends  i n  t he  p i x e l  va lues  s i n c e  
t he  l a s t  t ransmiss ion.  A t  such time as a p i x e l  va lue  i s  o u t s i d e  
t he  p red ic ted  t o l e r ance  band a va iue  equa l  t o  t h e  ca l cu l a t ed  r e f -  
e rence  is t ransmi t t ed .  To demonstrate t h i s  d i f f e r e n c e  t h e  opera- 
t i o n  of a zero  o rder  i n t e r p o l a t o r  wi th  peak e r r o r  c r i t e r i a ,  F igure  
12-17, is desc r ibed  next .  
Zero Order I n t e r p o l a t o r  (ZOI) - Each new p i x e l  is  succe s s ive ly  
checked f o r  a maximum o r  minimum va lue  s i n c e  t h e  l a s t  t r ansmiss ion .  
When e i t h e r  of t he se  values  is  exceeded by a new p i x e l  va lue ,  t h e  
new maxim*~m-minimum d i f f e r e n c e  is compared t o  2K. I f  t h e  d i f f e r -  
ence is less than  2K t h e  p i x e l  is redundant. A d i f f e r e n c e  of 
g r e a t e r  than 2K r e s u l t s  i n  t h e  c a l c u l a t i o r  of t h e  maximum-minimum 
average. This  average is then  tagged wi th  t h e  t i m e  of t h e  l a s t  
11 i n  'olerance" p i x e l  and s e n t  t o  t he  b u f f e r .  The new series of 
I I peak e r r o r  comparisons begins  wi th  t h e  l a s t  out  -of- toler  ance" 
p i x e l  va lue .  I n  summary, t h e  t o l e r ance  hand of +K i s  no t  t i e d  t o  
a predetermined va lue ,  bu t  is allowed t o  f l o a t  s o  a s  t o  i n c l u d e  
a l l  of t h e  previous p l x e l s  which w i l l  be  w i th in  +K of t h e  last  
t r ansmi t t ed  value.  Using t he  peak e r r o r  c r i t e r i a  t h e  t r an smi t t ed  
va lue  is then a po in t  which b e s t  r ep r e sen t s  t he  amplitude of a l l  
p i x e l s  s i z c e  t h e  last  t ransmiss ion which, of course ,  i s  :he aver- 
age of  t h e  maximum and minimum values .  The t i m e  t a g  placed on 
t h e  t r ansmi t t ed  va lue  corresponds t o  t h e  t i m e  of occurrence of 
t h e  l a s t  in - to le rance  p ixe l .  
The po in t  by po in t  g r aph i ca l  r e cons t ruc t i on  of t h e  d a t a  when 
t h i s  a lgor i thm i s  used i s  b e s t  accomplished 5y drawing s t r a i g h t  
l i n e s  from t ransmi t t ed  va lues  toward t h e  l e f t .  A s  long as no 
va lue  was t r ansmi t t ed  a t  a s p e c i f i c  sample t i m e ,  i t  is  known t h a t  
t h e  p i x e l  va lue  d i d  not  change. 
F i r s t  Order I n t e r p o l a t o r  - The FOI approximates t he  func t i on  
wi th  a s t r a i g h t  l i n e  drawn between d a t a  po ln t s  es f a r  a p a r t  a s  
p o s s i b l e  s o  t h a t  no d a t a  po in t s  i n  between a r e  more than a spec i -  
f i e d  t o l e r ance  above o r  below t h e  l i n e .  It is i l l u s t r a t e d  i n  Fig- 
u r e  11-18. Reconst ruct ion  i s  ty drawing s t r a i g h t  l i n e s  between 
t ransmi t t ed  po in t s .  
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Run Length Coding - I n  t h e i r  o rd ina ry  form, ~ k .  each of t he  
polynomial a lgor i thms,  t he  t r ansmi t t ed  message c o r ~ s l s t s  of a  se-  
quence of words each of which has  a  gray l e v e l  code and a run 
l eng th  code. The run l eng th  tells t h e  r ece ive r  how many p i x e l s  
i n  a row a r e  t o  be  pa in ted  wi th  the  gray l e v e l .  Shor t  runs  a r e  
more f requen t ,  and i t  is  e f f i c i e n t  t o  use  a  code t h a t  has  s h o r t  
words f o r  s h o r t  run l eng ths  and long words f o r  long runs .  
I f  w e  assume t h a t  run l eng th ,  p r o b a b i l i t y  d i s t r i b u t i o n  f o r  our  
v ideo Cata fo l lows t h e  equat ion 
RL- 1 
P(RL) = PQ , 
where q = 1 - p and RL is  t h e  run l eng th ,  w e  can use  an e f f i c i e n t  
run l eng th  code.* From histograms made dur ing t h e  compression 
eva lua t ion  runs ,  i t  is  apparent  t h a t  t h e  run l eng th  p r o b a b i l i t y  
d i s t r i b u t i o n  does i n  f a c t  fol low t h i s  equation.  
11 I 1  The run l eng th  coding c o n s i s t s  of a base  word of m b i t s  
pluc overflow u i t s  followed by a comma b i t .  For example, i f  t h e  
average run l eng th  is  4 ,  a  base  code of 2 b i t s  ( i . e . ,  m = 2) would 
be  s e l ec t ed .  For a run l eng th  of 7 ,  t h e  code word would read a 
base  code of 11 followed by me overflow b i t  (I), and terminated 
by a comma b i t  (0) ( i - e . ,  1110). Again, f o r  m = 4 and a run l eng th  
of 37, t h e r e  would 5e 4 b i t s  base  code p lu s  2 overflow b i t s  and a 
comma, r e su l t i i l g  i n  a c m p l e t e  code word of 0101110. 
I n  our case ,  where w e  want an average run l eng th  of between 
3 and 4 t he  optimum run l eng th  code c o n s i s t s  of a  base code of 
m = 2 . i  This code word conf igura t ion  w a s  used f o r  a l l  of our 
s imula t ions .  
*C. Cherry: An Experimental Study f o ~  the Poss<ble B a h i d t h  
Compression 9 f  V;sual Image Signals. Proceedings of IEEE,  Novem- 
b e r  1965. 
t S ,  A. Sheldahl:  ChcnneZ Ident i f icat ion  Coding for Data Com- 
pressors. EASCON Convention Record, 1963. 
4. Preliminary Test o f  Polynomial Algorithms 
For a preliminary test of these compression algorithms, two 
digital Surveyors mom scenes of uniform high data a c t i v i t y  were 
used as shown in Figure 11-19. Figures 11-20 and 11-21 show per- 
formance p l o t s  for the ZOP, 201, FOP, and FOI a l g e r i t h ~ l s ,  The ab- 
scissa of these p lo t s  is given in bi t s i 'p ixe l .  The term b i t s l p i x e l  
was chosen so that the nuaber of quantization l eve l s  of any one 
picture could be varied and ye t  have the results d i r e c t l y  related 
from one picture t o  the other. T h i s  is not p o s s i b l e  when using 
compression ratio as the abscissa. aitslpixel is  found by divid- 
ing the t o t a l  number of ceded non-redundant p i x e l  bits by the num- 
ber of original pixe ls .  
When examining the results it should  be remembered t h a t  these 
two pictures are very active and are not t y p i c a l  video pictures. 
The runs were made with fixed apertures, as noted,  and used no 
buffer  control.  From earlier runs it w a s  noticed t h a t  t he  signal- 
to-noise ratio and b i t s  /p ixe l  measurements d i d  no t  change signif - 
icant ly  after the f irs t  15 lines of Pictures I or 2 .  Therefore, 
t h e  runs represented in Figures 11-19 and 11-20 terminated ar the 
end of 15 lines. 
-. 
P i c t u r e  No. 1 Picture i4o. 2 
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Figure 11-21 Algorithm Coaparison (Picture 2, 6-Bits) 
Both f igu re s  show t h a t  the  Z O I  algori thm performed the  bes t  
by a smal l  margin and the  FOP algor i thm performed much poorer 
than the  o the r  t h r e e  a l g o r i t h m .  The comparative performance of 
t he  FOI a lgor i thm was somewhat b e t t e r  f o r  the  l e s s  a c t i v e  p i c t u r e ,  
P i c t u r e  1, than i t  was f o r  P i c tu ro  2. 
A s  expected a l l  of t he  algori thms performed considerably b e t t e r  
on f i c t u r e  1 tharA on P i c u r e  2. I n  genera l ,  t h i s  was done with  
l i t t l e  s a c r i f i c e  i n  e r r o r  signal-to-noise r a t i o .  
I n  most previous s t u d i e s ,  t he  f i r s t - o r d e r  p red i c to r  algorithm 
has shown r a t h e r  poor performance; r e s u l t s  confirm t h i s .  
5. L i  ne-to-1 i ne Ci ther  
The c r i t e r i a  of p i c t u r e  q u a l i t y  f o r  TV a r e  not  such things  as 
rms e r r o r ,  r e so lu t ion ,  and numer of d i s t i ngu i shab le  gray l e v e l s ,  
which a r e  u se fu l  because they a r e  f a i r l y  we l l  defined and not  too 
hard t o  measure. The u l t imate  c r i t e r i a  is whether t he  p iccure  i s  
s a t i s f a c t o r y  t o  t h e  v ieuer .  
A study of t he  c a p a b i l i t i e s  of t he  eye cannot g ive  t he  whole 
answer e i t h e r ,  bu t  i t  does suggest  some approaches t o  reducing the  
number of b i  cs thac  a r e  t ransmit ted without appreciable  sub jec t ive  
degradation of t he  TV image. 
I n  p a r t i c u l a r  , l a r g e  d i f f e r ences  between adjacent  l i n e s  and 
between s u b s e q u e ~ t  frames can be detected by the  eye,  bu t  small 
d i f fe rences  w i l l  not  be  seen,  and the  eye w i l l  tend t o  s e e  t he  
average gray l eve l .  ?is e f f e c t  can be explo i ted  by two kinds of 
d i t h e r  a s  explained below. 
a. Gray-Level Dither - To avoid c o ~ t o u r i n g ,  i t  is des i r ab l e  
t o  quant ize  t o  a l a r g e  nirmber of l e v e l s ,  bu t  t h i s  increases  t h e  
number of b i t s  t h a t  must be t ransmit ted.  Gray-level d i t h e r  can 
reduce the  contouring without increas ing  the  b i t  r a t e ;  b u t ,  i f  
applied too  ambit iously,  v i s i b l e  f l i c k e r  w i l l  r e s u l t .  
Gra.,.-level d i t h e r  can b e s t  be  explained by descr ib ing  a 
p a r t i c u l l -  :ase. Assume t h a t  i r  t i a l  quant iza t ion  is t o  6 b i t s  
o r  64 le\ .s from 0 t o  63. We wish t o  t ransmit  3 b i t s  of gray 
l e v e l  per  p rxe l ,  s o  w e  simply round of f  t o  t h r e e  s i g n i f i c a n t  b i t s .  
A gray l e v e l  of 13, binary code 001101, w i l l  be  rounded t o  16 and 
'ransmitted as 010. The rece iver  adds t h ree  zeros t o  make 010000 
and puts  gray l e v e l  16 on the  screen.  This process w i l l  produce 
no t i ce sb l e  contouring on the  f l a t  por t ions  of t h e  p i c t u r e  s i n c e  
the  reproduced gray l e v e l  jumps from 8 t o  16 where the  o r i g i n a l  
gray l e v e l  goes from 12 t o  13. 
To g i v e  t h e  e f f e c t  of f i n e r  q u a n t i z a t i o n  and s o f t e n  t h e  
contours ,  t h e  next  f i e l d  (which is i n t e r l a c e d  wi th  the  f i r s t  one) 
is t r e a t e d  d i f f e r e n t l y ,  Four is  added t o  each gray l e v e l  b e f o r e  
rounding. Thus, 1 3  + 4 = 17,  010001, which is aga in  rounded t o  
16. This  t ime,  however, t h e  r e c e i v e r  s u b t r a c t s  G 3nd pu t s  12  on 
t h e  sc reen .  The contours  i n  t h i s  f i e l d  occur  m:.iway between those  
i n  t h e  previous  one; t h e  t r a n s i t i a n  from 4 t o  1 2  occurs  where t h e  
o r i g i n a l  goes from 8 t o  9 ,  a ~ i d  t h e  t r a n s i t i o n  from 12 t o  20 i s  
where i t  changes from 16 t o  17. 
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Figure  11-22 shows how 
a s lowly changing gray l e v e l  
would b e  reproduced i n  odd and 
even f i e l d s .  The eye tends  t o  
average t h e  gray l e v e l s  of ad- 
j a c e n t  f i e l d s  and g ives  t h e  e f -  
f e c t  of twice  a s  many quant iza-  
t i o n  l e v e l s .  
The d i t h e r  scheme de- 
s c r i b e d  uses  only  two d i f f e r e n t  
q u a n t i z i n g  r u l e s :  i t  rounds t o  
Figure 11-22 Superposition o f  F ie lds  t h e  n e a r e s t  m u l t i p l e  of 8 ,  o r  t o  
w i  t h  Gray -Level D i  ther t h e  n e a r e s t  odd m u l t i p l e  of  4 ( i . e . ,  4 ,  12 ,  20, 28, e t c ) .  More 
e l a b o r a t e  d i t h e r  schemes can a l s o  
be  used, wi th  more q u a n t i z i n g  r u l e s .  These r e q u i r e  a l a r g e  number 
of f i e l d s  and a longer  t i m e  t o  complete t h e  cyc le .  I f  t h e  c y c l e  
t i m e  i s  too  long,  t h e  eye w i l l  average t h e  b r i g h t n e s s ,  and f l i c k e r  
w i l l  b e  apparenr .  
To m i n i ~ i z e  t h e  f l i c k e r  , t h e  lnw-f requency compcnents of 
t h e  gray l e v e l  ver3us t i m e  f u n c t i o n  should be  kep t  smal l .  For an  
8- level  d i t h e r ,  t h e  amount added b e f o r e  rounding could b e  i n c r e a s e d  
by 3 f o r  each new f i e l d .  I f  t h e  o r i g i n a l  gray l e v e l  i s  13,  t h e  
reproduced l e v e l  w i l l  go threrlgh the c y c l e  1.6, 13,  10 ,  15 ,  1 2 ,  17 ,  
14,  11, t o  g i v e  a r e l a t i v e l y  s m a l l  low-frequer,cy components. 
b .  Hor izon ta l  Di the r  - One way t o  reduce t h e  requ i red  b i t  r a t e  
f o r  TV i s  to  i n c r e a s e  t h e  h o r i z o n t a l  d i s t a n c e  between sampling 
p o i n t s .  The r e s o l u t i o n  is reduced and t h e  p i c t u r e  becomes g ra iny  
a s  t h e  s e p a r a t i o n  of t h ?  sampling p o i n t s  is i n c r e a s e d .  However, 
some of t h e  l o s s  can b e  regained by us ing  h o r i z o n t a l  d i t h e r .  
The s i m p l e s t  t y p e  i s  
shown i n  F i g u r e  11-23 where 
t h e  sampl ing  p o i n t s  a r e  s t a g -  
gered  t o  g e t  a more uniform 
coverage of  t h e  o r i g i n a l  p i c -  
t u r e .  
The p r a c t i c a l  l i m i t  of  
h o r i z o n t a l  d i t h e r  a s  ~f gray-  
F i g u r e  11-23 Staggered Sampl ing P o i n t s   level^ d i t h e r ,  w i l l  de?end on 
i n  Successive F i e l d s  t h e  f l i c k e r  s e n s i t i v i t y  of TV 
v i ewer s .  A l l  of ou r  compres- 
s i o n  s i m u l a t i o n s  d e s c r i b e d  i n  t h e  f o l l o w i n g  s e c t i o n  u s e  t . 4 0  l e v e l s  
as shown i n  F igu re  11-23, 
6. S i m u l a t i o n  Resu l t s  -
Figures  11-24 2nd 11-25 show t h e  r e s u l t s  of p r o c e s s i n g  a typ-  
i c a l  p i c t u r e  w i t h  v a r i a t i o n s  of t h e  z e r o  an< f i r s t - o r d e r  a lgo -  
r i t hms .  The r i g i n a l  p i c t u r e  h a s  512 x 512 p i x e l s  w i t h  6  b i t s  
q u a n t i z a t i o n .  F i g u r e  11-24 shows t h e  d i s t r i b u t i o n  c f  g ray  l e v c l s .  
Each compressed p i c t u r e  i s  reproclliced from abou t  240,000 b i t s .  
H o r i z o n t a l  d i t h e r  i s  used i n  each compressed p i c t u r e  s o  t h a t  256 
p i x e l s  a r e  used i n  each l i n e  s t a g g e r e d  as p r e v i o u s l y  d e s c r i b e d .  
4 s u b j e c t i v e  e v a i u a t i o n  of t h e  p i c t u r e s  w i t h  5 and 6 b i t s  
q u a n t i z a t i o n  by a  n a i v e  oLserver  ranked them a s  shown i n  Tab le  
11-4. 
Tab le  11-4 S u b j e c t i v e  Ranking o f  Zonipressed P i c t u r e s  
( B e s t  P i c t u r e  i s  Ranked i )  
ALGORIT; IMS 
Z O I  
Z OF 
FO I 
QUANTIZATION 
6  
5 
- 
3 
6 
5 
5 
6 
5 
5 
- 
INTENSITY 
DITHER 
Yes 
Yes 
Yes 
RANK 
-- 
5 
3  
4 
9 
6 
7 
8 
1 
L A  
The p i c t u r e s  ran.ked 8 and 9 have s t r e a k s  caused by t h e  last- 
d l t c h  b u f f e r  c o n t r o l  mode i n  which t h e  run leng.::l i s  fo rced  t o  be 
a t  least 6. The t w c  u m t r e a k e d  FOI p i c t u r e s  a r e  r a t e d  b e s t  f o l -  
lowed by t h e  Z O I  and ZOP. The choice  of FOI a s  b e s t  seems t o  be 
b ~ . s e d  on t h e  abs tnce  of contour ing ,  i n  s p i t e  of t h e  f a c t  t h a t  some 
b e t a i l  i s  l o s t  t h a t  i s  preserved i z  t h e  zero-order  a lgor i thms .  
It is d i sappo in t ing  t h a t  t h e  p i c t u r e s  wi th  i n t e n s i t y  d i t h e r  
ranked be lo^ t h e  corresponding p i c t u r e s  wi thou t .  The d i f f e r s n c e  
1 3  admit tedly s l i g h t .  bu t  w e  f e e l  t h a t  i n t e n s i t y  d i t h e r  does i m -  
prove t h e  p i c t u r e  a t  l e a s t  f o r  3 and 4 b i t s  of q u a n t i z a t i o n .  
7.  Results and Conclusions 
The r e s u l t s  of t i le conqress ion  s i m u l a t i o n  show t h a t  good pic-  
t u r e s  can be t r a n s r i t t e d  wi th  240,000 b i t s  p e r  frame o r  7 . 2  X l o 6  
b i t s / s e c .  The only n o t i c e a b l e  degrada t ion  of t h e  p i c t u r e s  is  c9n- 
tour ing  wi th  t h e  ZOI and ZOP a lgor i thms ,  and l o s s  of low c o n t r a s t  
d e t a i l  wi th  FOI. D e t a i l  wi th  c o n t r a s t  equa l  t o  more than a  few 
gray l e v e l s  i s  reproduced w i t h  resolur!on equa l  t o  t h a t  of t h e  
o r i g i n a l  d i g i t a l  p i c t u r e .  POP !.s apparen t ly  n o t  a  compet i t ive  
me thoci. 
F ive  b i t s  of gray l e v e l  q u a n t i z i n g  (32 levels !  i s  adequate r o r  
t h e  test  p i c t u r e  t h a t  w e  used. The h is togram (Figure  11-24) shows 
tha;  a l l  hilt 4 l e v e l s ,  o u t  of t h e  o r i g i n a l  64 ,  a r e  used. Poor 
adjustment of t h e  A I D  i n t e r f a c e  could r e s u l t  i n  f e v e r  a c t i v e  
l e v e l s ,  cnd i n c r e a s e  c c n t c w i n g .  A simple level-hnd-gain c o n t r o l  
c i r c u i t  could b e  incorpora ted  i n  t h e  o p z r a t i o n a l  equipment t o  com- 
pensa te  f o r  chsnging l i g h t  le-leis and c o n t r a s t .  
The smal l  b e n e f i t s  of i n t e n s i t y  d i t h e r  s - e  dishppo in t ing .  The 
reason i s  t h a t  contouring i s  no t  caused p r i m a r i l y  by the  s i z e  of 
t h e  quan t i z ing  s t e p s  b u t  r a t h e r  by t h e  s i z e  of t h e  t c l e r i n c e  i n .  
t h e  zero  o r d e r  a l g  ~ r i t h m s .  'fhe smalles , t  t o le ran t  e i s  21-level  
whi le  t h e  maximum q u a n t i z ~ n ~  e r r o r  is ' i-level.  To e x 2 l o i t  t t e  
c loseness  of t h e  TV l i n e s ,  a  modified a lgor i thm s'lould be  deviscd .  
TI-'-= is  d i s c u s . ~ e d  i n  t h e  fo l lowing s e c t i n n .  
Buffer  c o . ~ t r o l  was s a t i s f a c t o r y  except  t h a t  t h e  l a s t  dit.ch 
mcde, used when   he b u f f c r  wia nea r ly  f u l l ,  produced e a s i l y  v i s i -  
b l e  f laws.  T ~ I  t h i s  mode t h e  run l ~ n 3 t h  i s  fo rced  t o  b e  ?t l e a s t  
,ix. The e f f e c t  call be  seen  cn t h e  FOP p i c t u r e  and near  t h e  bot-  
t o 9  of t h e  6 -b i t  ZOP p i c t u r e .  While t 1 . h  ruode is  e f f e c t i v e  i n  
p o s i t i v e l y  p reve i~ t in ;  overf lew; o t h e r  r e t t o d s ,  i n c l u d i n g  some 
menti.oned i n  t h e  fo l lowing s e c t i o n ,  shoul?  b e  t r i d d .  
A forced mi>imum-run-length i s  u n s a t i s f a c t o r y  f o r  a  l a s t  d i t c h  
method of p reven t ing  b u f f e r  overf low, and something b e t t e r  should 
b e  worked o u t .  One p o s s i b i l i t y  i s  t o  d e l e t e  a l i n e  and send a  
s p e c i a l  code word t o  o r d e r  t h e  r e p e t i t i o n  of t h e  preceding l i n e .  
Our work s o  f a r  has been wi th  a  l i n e a r  q u a n t i z i n g  scheme. 
That i s ,  each gray l e v e l  r e p r e s e n t s  a n  equa l  increment of l i g h t  
i n t e n s i t y  . It i s  g e n e r a l l y  considered t h a t  a roughly l o g a r i t h m i c  
r e l a t i o n s h i p  is  b e t t e r ,  g i v i n g  s d l l e r  s t e m  i n  t h e  da rke r  p o r t i o n s  
of t h e  p i c t u r e .  
Gray Level 
Figure 11-24 Histogram o f  Test  P i c t u r e  
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Figilre 11-25 Typ~cal Picture w i t h  Zero and First-Order Comgar~scns 
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Figure 11-25 ( c o n t )  
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Figure 11-25 (cont) 
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Figure 11-25 (concl) 
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8. Recomnendations for Continued Study 
The FOI algori thm avoids contouring, bu t  i t  is  not  enough bet-  
ter than the  ZOP and 201 t o  j u s t i f y  t he  g r e a t e r  hardware complex- 
i t y .  Therefore, w e  recommend t h a t  f u r t h e r  work be done on zero 
order  algori thms with  t h e  ob jec t ive  t o  be  increas ing  the  compres- 
s i o n  r a t i o  whi le  maintaining qua l i t y .  
A decrease of about 10% i n  t he  required b i t s ,  wi th  no reduc- 
t i o n  i n  qua l izy ,  can be  achieved by t r ansmi t t i ng  changes i n  gray 
l e v e l  ins tead  of t h e  l e v e l s  themselves; and using an e f f i c i e n t  
variable-word-length code similar t o  t he  one we have used f o r  run 
lengths.  This w i l l  save about 1 -b i t  per  word over t h e  presen t  
scheme. Both t h e  run-length and the  gray-level  d i f f e r ence  codes 
should be t a i l o r e d  t o  t h e  a c t u a l  s t a t i s t i c s  of t he  expected sub- 
j e c t  matter. A s l i g h t  improvement might be r e a l i z e d  by modifying 
our run-length code t o  f i t  t he  a c t u a l  d i s t r i b u t i o n  of run lengths  
i n  t y p i c a l  p i c tu re s .  To g e t  t he  advantage from i n t e n s i t y  d i t h e r ,  
l a r g e  quant iz ing i n t e r v a l s  (few l e v e l s )  should be  used with a 
small tolerance.  I f  t he  to le rance  is 0,  small f luc tua t ions  t h a t  
ca r ry  t h e  i n t e n s i t y  s i g n a l  back and f o r t h  across  a quant iz ing 
boundary w i l l  r equ i r e  many b i t s  t o  be  t ransmit ted without convey- 
ing  use fu l  information. To avoid t h i s  d i f f i c u l t y ,  w e  can i n t r o -  
duce some h y s t e r e s i s  i n  t h e  AID convertor s o  t he  gray l e v e l  is 
not changed u n t i l  t he  i n t e n s i t y  s i g n a l  has moved some se l ec t ed  
vol tage beyond t h e  quant iz ing boundary, o r  has remained i n  the  
new quant iz ing zone f o r  some se l ec t ed  t i m e .  The se l ec t ed  vo l tage  
and t i m e  can be var ied t o  con t ro l  t he  bu f f e r  queue i n  the  same 
way t h a t  t he  to le rance  is  var ied  i n  t h e  present  programs. 
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C . PERFORMANCE COMPARISON 
f o r  t h i s  app l i c a t i on ,  c e r t a i n  ground r u l e s  must be  e s t a b l i s h e d  
t o  compare t he  performance of a d i g i t a l  system w i t h  t h e  e x i s t i n g  
analog system. The g r e a t  bulk of t r ansmi t t ed  informat ion is i n  
t h e  TV p i c t u r e ,  and any comparison w i l l  b e  based p r i n c i p a l l y  on 
the  a b i l i t y  t o  t r ansmi t  a good p i c t u r e  wi th  a minimum s ignal - to-  
no i se  r a t i o  i n  a given band. The FM system gives  an accep tab le  
p i c t u r e  when the  video signal- to-noise r a t i o  is g r e a t e r  than 22 
db, and t he  video band is  2.5 MHz. 
Our compression s t u d i e s  show t h a t  equal  r e s o l u t i o n  and good 
p i c t u r e  q u a l i t y  can be achieved w i t h  Z O I  image compression us ing  
270 p i x e l s l l i n e  and an average of 1 .8  b i t s j p i x e l .  However, de- 
coding e r r o r s  w i l l  produce s e v e r a l  types of blemishes i n  t h e  
image. More than ha l f  of t h e  e r r o r s  w i l l  occur i n  t he  gray- 
l e v e l  code and w i l l  produce e r r o r s  i n  t h e  b r igh tness  of a few 
p i x e l s ,  t he  number depending on t h e  p a r t i c u l a r  run l eng th .  Er-  
r o r s  occurr ing i n  t h e  run-length codes w i l l  a f f e c t  t h e  r e s t  of 
t he  l i n e  i f  the  e r r o r  i n s e r t s  o r  removes a comma t h a t  i n d i c a t e s  
the  s t a r t  of t h e  next  gray-level  run-length p a i r .  
Much l e s s  f requen t ly ,  an e r r o r  w i l l  des t roy  an end-of-line 
code o r  produce a f a l s e  end-of-line code. This  type  of e r r o r  
w i l l  usual ly  make t he  rest of t h e  f i e l d  one l i n e  high o r  low. 
A very r a r e  occurrence i s  t h a t  of an e r r o r  i n  t h e  end-of-field 
(or  frame) code, which w i l l  u sua l ly  produce a v e r t i c a l  e r r o r  of 
s e v e r a l  l i n e s  i n  t h e  next  f i e l d .  
To s impl i fy  t he  comparison, i t  i s  assumed t h a t  every e r r o r  
s p o i l s  one l i n e .  However, wi th  V i t e r b i  decoding, e r r o r s  tend t o  
occur i n  b u r s t s  ( i . e . ,  i n  c l o s e l y  spaced groups) which can do no 
more damage t o  a l i n e  than can a s i n g l e  e r r o r .  Therefore  t he  
assumption is modified t o  s t a t e  t h a t  every b u r s t  of e r r o r s  s p o i l s  
one l i n e .  
Figure 11-26 is const ructed  on t he  fol lowing b a s i s .  
1 )  The RF bandwidth of t h e  d i g i t a l  system i s  15 MHz, 
Required RF s ignal - to-noise  r a t i o  i s  referenced t o  
t h e  no i s e  i n  t h i s  band. 
The threshold f o r  t he  FM l i n k  i s  9 db. The base 
band f o r  the  FM system is 2.5 MHz, and t h e  i9 band 
i s  2(M+l) times as wide, where M i s  the  modulation 
index. Thus, f o r  M=2 t he  RF bands of t he  two systems 
a r e  equal .  For smal ler  M, t he  RF band is narrower, 
and the  threshold is shown a s  l e s s  than 9 db over 
t h e  15 MHz band, although i t  is st i l l  9 db over 
t he  a c t u a l  RF band. 
3) The video signal-to-noise r a t i o  i s  r e l a t i v e  t o  a 
s i n e  wave with  negat ive  and p o s i t i v e  peaks a t  
f ul l-black and f ull-white l eve l s .  
4) The video signal-to-noise r a t i o  f o r  the  FM system is  
Video SNR = ~ M ~ S  / 2 ~  B 
0 v 
where M is the  modulation index, S the  RF power, No 
the  no ise  s p e c t r a l  energy dens i ty ,  and B is t h e  
video bandwidth. v 
I f  the  RF bandwidth is 
Bf = 2(M+l)B 
v' 
t h e  r e l a t i o n  between video signal-to-noise r a t i o  and 
RF signal-to-noise r a t i o  i s  
Video 'IR = 3 ( ~ + 1 ) ~ 2 .  
RF SNR 
For M-2 t h i s  r a t i o  is equivalent  t o  15.5 db. 
5)  For d i g i t a l  t ransmission,  V i t e rb i  decoding is used 
w i t h  k=5 and V=2.  
6 )  Burst e r r o r  frequencies a r e  f o r  s imulat ions  a s  
shown previously i n  Table 11-2 and Figure 11-9. 
7) An average of 486 b i t s  is  needed f o r  each l i n e  (270 
p i x e l s ,  and 1.8 b i t s l p i x e l )  . 
8) An add i t i ona l  400,000 bi ts /second of voice and da t a  
a r e  c a r r i e d  by ' the d i g i t a l  system. The same informa- 
t i o n  is t ransmit ted by t he  FM system during r e t r a c e  
time without requi r ing  any increase  i n  c a r r i e r  power. 
For the  d i g i t a l  system the  t o t a l  b i t  r a t e  is  7.5 
megabits/second. 
9) Quad-phase modulation is used for the digital syt.tem. 
Thus with V.2, 7.5 x lo6 quad-phase symbols are trans- 
mitted each second. The 15-MHz band limitation trun- 
cates the power spectrum at the first minimum with a 
loss of 1 db. Since the band is twicc the bit rate, 
N is 2 db more than carrier signal-to-noise 
0 
ratio (3 db for the factor of two, 1 db subtracted 
for the truncation). 
10) Each burst produces one defective line. 
The interpretation of Figure 11-26 depends on a subjective 
assessment of the relative merits of a picture with a certain 
fraction of the lines defective one with a certain video signal- 
to-noise ratio. If one bad line in 100 is equivalent to a 22-db 
video signal-to-noise ratio, the digital system needs about 5.6 
db less signal-to-noise ratio than the FM system. If one bad line 
in 100,000 is taken as the equivalent of 25 db, the difference is 
reduced to 4.5 db. 
.If the RF bsnd could be increased, the digital system would 
regain the l-db spectrum truncation loss and it would also be 
possible to get an additional 0.4-db coding gain by using V = 3  
instead of V=2. 
In summary, the digital system has an advantage that is be- 
tween 4 db and 6.4 db. Improvements in the compression techniques 
might add 1 db. 
If a nominal figure o f  5 db is assumed it is pertinent to 
consider how much this will buy in terms of relaxed requirements 
on the total system; 5 db is equivaient to any one of the follow- 
ing : 
1) A reduction of 44% (or more if surface imperfections 
are considered) in the diameter of the receiving an- 
tenna. If cost is proportional to volume, it is re- 
duced by 82%; 
2) A similar reduction in transmitting antenna diameter 
with 82% less weight and pointing tolerance increased 
by 78%; 
3 )  A 78% increase in range; 
4) A reduction of 68% in radiated RF power. 
2 3 4 5 6 7 8 9 10 11 
RF Signal-to-noise Ratio, db, (15 MHz Band) 
Figure 11-26 Performance Comparison o f  D i g i t a l  
and FM Systems 
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1 I. SOFTWARE STUDIES 
A. FAN0 ALGORITHM 
Computer simulation of the Fano algorithm was accomplished in 
two versions, both coded in Fortran for the CDC 6000 series ma- 
chines. First was a 2/1 data compressor for studies of perform- 
ance with variations of the threahold, metric, and computational 
limit parameters. Second was the 6/4 data compressor in combina- 
tion with an aposteriori probability predictor for picture appli- 
cation. Both compressors are discussed in Subsection 4 of Sectio~, 
A, Chapter 11. 
8. V I T E R B I  SIMULATION 
Simulation of the Viterbi algorithm on the computer was accom- 
pliehed in three versions: (1) Metasyntbol assembler programing 
for the Sigma-7, for hardware etudy purpose; (2) Fortran and C o w  
pass assembler for the CDC 6000 series, for performance verifica- 
tions; and (3) Fortran for the IBM 360 for further studies, hard- 
ware design, and further development of variations to the Viterbi 
algorithm. 
1. Metasymbol  
The Metasymbol veraion of the prcgram was developed as an aid 
in hardware design of the algorithm. It can be run on an XDS 
Sigma-5 or -7, and uses 2150 words of core. It will decode at 
approximately 300 bits per second at a constraint length of 8. 
Algorithm operatioib is almost the same as in actual hardware with 
the same regioter shifts, stc.; except that in the hardware fewer 
registers are used, becauqe transfers can be done in parallel. 
Because this program wau not designed far performance verifqcation 
runs, the bits decoded are arranged in blocks, and thus have stkit- 
ing and ending effects which alter the statistics of errors. 
2. F o r t r a n  for the CDC 6000 
This version provided statistics for algorithm performance 
for different constraint lengths, encoder connections, and quanti- 
zation schemes. This program is usable on a CDC 6400 or 6500 
without alteration except for reaction to compilers, which incre- 
ment their control variable in a DO loop before a botVm exit. 
The program is convertible to any machine in Fortran by adjustment 
to different word lengths. Decoding speed 'is approxiutely 25 
bits per second at a constraint length of 8,,and the speed in- 
creases approximately by a factor of 2 for each reduction of the 
constraint length by 1-bit. Llmits of table sire restrict .use 
to rate 112 and 113, and constraint length of 3 to 8. This pro- 
gram blocks the input and output bits into groups of 300, but 
does not clear registers between blocks, therefore it simulates 
an endless stream of data without beginning and endirg effects. 
This program is coded in a manner not to exactly simulate a hard- 
ware decoder, but to run at the mexi- speed ia Fortran without 
seriously affecting adaptability to other machines. In order to 
do this the registere are not actually shifted; but instead, point- 
ers modified to simulate shifts are kept to indicate which bits 
represent the first or last bit of the register. 
The Compass assembler version for the CM: 6000 is a direct 
conversion of the Fortran program to assembly language, and runs 
at approximately 80 bits per second at a constraint length of 8. 
It does not differ from the above program exeept in-speed of exe- 
cution. Figure 111-1 shows a comparison of the,results from 
this version with other coding methods. 
k z S , V = 2  
V i  k r b i  
Flgure I 11-1 V i  terbl Performance Canparison 
3. Fortran for the IBM 360 
The Fort ran f o r  t he  IBM 360 v a r i e s  as t o  the  output  opt ions  
f o r  use i n  a id ing  hardware design. These op t ions  include: (1) 
d iagnos t ic  p r in tou t s  so  t h a t  decoding d e t a i l s  can be observed, 
and (2) r e g i s t e r  l eng ths  t o  prevent overflows i n  t he  hardwara. 
Also, metr ic  o r  scor ing s tud ie s  can be run. Running speed i s  ap- 
proximately 15 b i t s  per second a t  a c o n s t r a i n t  length of 5. 
C .  COMPRESSION SIMULATION 
We have w r i t t e n  a For t ran program f o r  use  on the  CDC 6500 t o  
s imulate  four  compression algori thms as they would be used t o  com- 
press  TV p i c t u r e  da ta .  The algori thms included are Z O I ,  ZOP, FOI, 
and FOP. In  add i t i on ,  ho r i zon ta l  and i n t e n s i t y  d i t h e r  can be added 
ind iv idua l ly  o r  i n  combination. 
Input t o  t he  program is a 7-track d i g i t a l  tape wi th  up t o  
6 -b i t s lp ixe l ,  and of v a r i a b l e  record length. Output is t h e  com- 
pressed vers ion of t h e  tape  of t h e  form of a 5- o r  6 -b i t lp ixe l ,  
a 2- o r  3-bit run length code, and a va r i ab l e  number of mul t ip le  
b i t s  t o  the  run length code, terminated by a zero comma. Output 
f o r  gach record is a compression summary f o r  each record o r  l i n e  
ds the  thresholds  f o r  when a l e v e l  w i l l  be changed is var ied wl th  
t h e  buffer  contents  t o  prevent overflow o r  underflow of t he  bu f f e r ,  
thus producing a v a r i a b l e  compression f ac to r .  
'I'nic program has been used extensively  t o  process p i c t u r e  
tapes  generated on our image f a c i l i t y .  
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I V .  HARDWARE DESIGN 
A. CONVOLUTIONAL ENCODER 
A s h i f t  r e g i s t e r  encoder i s  most gene ra l l y  used t o  gefierate 
a convolut ional  code. It  is t h e  hardware implementation of a 
mathematical ly desc r ibed  technique of genera t ing  codes. Of t h e  
numerous methods o f  genera t ing  t he se  codes i n  hardware, t he  one 
s e l e c t e d  and descr ibed he r e  can ope ra t e  a t  t h e  h ighes t  frequency 
wi th  t he  g r e a t e s t  r e l i a b i l i t y .  
This  hardware des ign c o n s i s t s  of a s h i f t  r e g i s t e r  of K b i t s  
where K is t h e  c o n s t r a i n t  l eng th  of t h e  code, and V mod-2 adders 
where V is the  denominator of t h e  r a t e  f r a c t i o n  N / V  ( i n  t h i s  case  
N = 1 ) .  The connections between t h e  s h i f t  r e g i s t e r  and t he  mod-2 
adders a r e  determined by a n  op t imiza t ion  procedure descr ibed i n  
Subsect ion 2 of Sect ion  A, Chapter X I .  The output  of t h e  mod-2 
adders a r e  time-multiplexed t o  produce a conticuous b i t  stream 
f o r  t ransmission.  The block diagram f o r  t h i s  encoder is  shown 
i n  Figure IV-1.  
The encoder is designed us ing TTL wi th  MSI wherever poss ib le .  
The encoder r e g i s t e r  (Figure  IV-2) is  a dynawic-serial s t a t i c -  
pa r a l l - e l  s h i f t  r e g i s t e r  of f l i p f l o p s  packaged 2 pe r  pack and 
clocked by DACL o r  d a t a  clock,  which is  a clock s i gna l  a t  1 / V  t he  
rate of encoder c lock  ECL. Each of t he  ou tpu t s  ER (0), t h r u  ER 
(7 ) ,  are presented  t o  t h e  mod-2 adders.  The mod-2 adders  a r e  
MSI modules t h a t  genera te  cdd o r  even . a r i t y ,  dependent on t h e  
s tate  of PARS ( p a r i t y  s e l e c t )  which, i n  ? h i s  case ,  is  made a 
11 I1 l o g i c a l  1 f o r  even p a r i t y .  The i n p u t s  ER ( 0 )  t h r u  ER (7)  a r e  
connected f o r  a b-alid code, and t h e  ou tpu t s  PAR (N) a r e  p resen ted  
t o  t h e  Ercoder-Multiplexer as shown i n  Figure  IV-3. The Encoder- 
Mul t ip lexer  i n  Figure  IV-4 c o n s i s t s  of a sum of products  g a t i n g  
from p a r a l l e l  t o  s e r i a l  conversion of t he  PAR(N) sLgnals ,  and a 
synchronous r i n g  counter  f o r  genera t ing  the  commutation s i g n a l s  
COM (N)  f o r  t h i s  ga t ing .  The r i n g  counter  can be opera ted  f o r  a 
112 o r  113 r a t e  by use of t he  mode c o n t r o l  MODE', and is synchro- 
n ized  wi th  t h e  incoming d a t a  by t h e  power up r e s e t  PUR. If MODE' 
is he ld  t o  l o g i c  "o", t h e  r i n g  counter  holds  COM3 t o  reset and 
only two counts  are used. This  counter  always resets i t s e l f  t o  
t he  001 state on t h i s  f i r s t  c lock pu l s e  ECL, o r  v i a  PUR s o  t h a t  
r ega rd l e s s  o: what s t a t e  i t  comes up i n  i t  always s t a r t s  up cor- 
r e c t l y .  
IV-  1 
IV- 2 MCP- 79- 34 
ECL/V ShiftRegister: Serial-Parallel 
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Figure IV- 2 Encoder Register 
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IV- 3 
Figure IV- 3 Mod-2 Adders 
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B. HIGH-SPEED VITERBI DECODER 
I n  the  beginning of t h i s  s tudy ,  w e  eva lua ted  s e v e r a l  a lgor i thms 
f o r  s e q u e n t i a l  decoding of convolu t iona l  codes, and s e l e c t e d  t h e  
V i t e r b i  a l t o r i t hm.  
D r .  G. D. Forney w a s  co rqu l ted  i n  regard  t o  t h e  e x i s t i n g  de- 
coder,  which was based on t he  a lgor i thms  by R. M. Fano. The Codex 
decoder is opera ted  a t  5 Mbps. Th i s  rate can b= inc reased  by 
about  2 o r  3 kbps us ing an  emit ter-coupled l o g i c ,  such a s  Motorola's 
MECL 111, bu t  cannot  be  i nc r ea sed  by us ing  TTL. - 
A t  t h e  o u t s e t  of t h i s  s tudy,  D r .  H. M. Gates and Mr. W.  B. 
Anthony of Mart in Marietta, and M r .  I?. Batson of NASA-MSC, made a 
t r i p  t o  NASA's Jet Propuls ion Laboratory (JPL) t o  d i s cus s  the  se- 
q u e n t i a l  decoder a lgor i thm conceived by A. J .  V i t e r b i .  The JPL 
personnel  involved i n  t h i s  d i s cus s ion  were J. Heller, E. Posner,  
and S. Butman. D r .  Gates and M r .  Anthony r e l a t e d  t h e  con ten t s  of 
t h e i r  t a l k s  a t  JPL t o  t he  o t h e r s  on the  s tudy  team. 
They concluded t h a t  t h e  JPL personne l  had a thorough under- 
s t and ing  of t h e  V i t e r b i  a lgor i thm,  a working computer program t o  
s imula te  t he  a lgor i thm,  and a conceptual  design f o r  a  low-speed 
(100-MHz) hardware decoder. A d e c i s i o n  w a s  made no t  t o  u se  t h e i r  
hardware decoder des ign;  b u t ,  by us ing a f u l l y  p a r a l l e l  system 
and s e l e c t i n g  a family of l o g i c  t h a t  was c o n s i s t e n t  w i th  our  needs, 
w e  could des ign a high-speed decoder t h a t  could opera te  above 10  
Mbps, and a t  a speed as g r e a t  as 30 Mbps i f  necessary ,  t o  implement 
t he  algori thm. 
The des ign was based, where pos s ib l e ,  on a f u l l y  p a r a l l e l  ap- 
proach w i th  no dependence on l o g i c  family t o  al low the  use of any 
family of l a g i c  elements  from DTL t o  MECL 111. This c rea ted  prob- 
lems, s i n c e ,  i n  some areas, family dependence was mandatory. The 
o r i g i n a l  l o g i c  family chosen was MECL I11 b z c a ~ s e  i t  was t h e  f a s t -  
est a v a i l a b l e ,  had very few elements ,  and bas  t he  most r e s t r i c t i v e  
i n  hardware conf igura t ion .  I n  September 1969, Mr. D. L. Manion 
(Martin Mar i e t t a )  m e t  w i th  personnel  from Motorola 's  Semiconductor 
Products  Divis ion t o  d i s cus s  a p p l i c a t i o n s  of MECL 111 and o t h e r  
ECL l i n e s  and t h e  p o t e n t i a l  use c f  C u s t ~ m  LSI i n  the  des ign and 
cons t ruc t ion  of a system l i k e  t h e  V i t e r b l  decoder. Af t e r  review- 
i n g  the  speed requirement f o r  t h e  decoder,  and t he  complex packag- 
i n g  problems of MECL l o g i c ,  i t  was decided t o  base t h e  des igns  on 
the  high speed TTL family.  From t h i s  po in t ,  a l l  subsequent s tudy 
was d i r ec t ed  t o  the  use of TTL wi th  maximun use of  MSI and LSI t o  
i nc r ea se  speed and reduce cos t s .  
MCR- 70- 34 
The block diagram of Figure  IV-5 shows t h e  V i t c r b i  a lgor i thm 
implemented a s  p a r a l l e l  hardware systems f o r  K = 3 and V = 2. 
K = 3 and V = 2 a r e  chosen f o r  s i m p l i c i t y  of drawing and can be 
expanded by p a r a l l e l  a d d i t i o n  of adders ,  comparators,  and r e g i s -  
ters. 
Figure I V - 5  V i  t e r b i  Decoder 
The p a r a l l e l  approach has  been s e l e c t e d  t o  t a k e  advantage of 
i t s  speed,  b u t  invo lves  us ing  more hardware than  a more s e r i a l  
system would use. The block diagram is  presen ted  as a s i n g l e  
l i n e  flow diagram i n  which che type of t r a n s f e r  and t h e  number 
of b i t s  a r e  i n d i c a t e d  on t h e  l i n e  [P ( N )  = p a r a l l e l  t r a n s f e r  of 
N b i t s ] .  The symbols on t h e  b locks  are: 
Ij I & D = I n t e g r a t e  and dump; 
2) AS Generator  = t h e  score-increment genera to r ;  
3) A = an adder  r e c e i v i n g  d a t a  from t h e  S r e g i s t e r  
xy X 
and p r e s e n t i n g  i t s  sum t o  t h e  S r e g i s t e r ;  
Y 
4) C = a comparator t h a t  g e n e r a t e s  t h e  load  command 
Y 
f o r  t h e  S Register; 
Y 
5 )  S o r  Sx (same i f  x  - y )  - t h e  s c o r e  accumulator;  Y 
11 6 )  0 = t h e  ou tpu t  tale" r e g i s t e r .  
Y 
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The quant izer  c i r c u i t  contains  an i n t e g r a t o r  t h a t  e x t r a c t s  
the  s i g n a l  from the  no i se  picked up during transmission and re- 
ceiving,  and an analog-to-digital  converter  t h a t  takes  the  ana- 
log  l e v e l  of the  channel b i t  and converts  i t  t o  a 3-bit binary 
number. This conversion is made i n  p a r a l l e l  on each channel b i t  
( i n  t h i s  case 2) t o  form the  outputs  A = (MO, M 1 ,  M2) and B = 
(NO, N 1 ,  N2), and t h e i r  complements A' = (MO', M I ' ,  M2') and B' = 
(NO', N l ' ,  N2'). These outputs  then a r e  the  inputs  of the  AS 
generator.  The I & D is shos~ .  i n  the  block diagram of Figures 
IV-6 th ru  IV-8. 
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I V -  10 
The adders Axy c o n s i s t  of two 4-bi t  adders t o t a l i n g  8 b i t s .  
These adders r e ce ive  t h e i r  addends from t h e  AS genera to r  and t he  
Sx r e g i s t e r  and preserlt  t h e i r  sum t o  the  Cy comparator, f o r  s e l ec -  
t i o n ,  and t o  t he  s e l e c t i o n  l o g i c  of t he  Sx r e g i s t e r s .  The l o g i c  
f o r  t h i s  i 9  shown i n  Figure IV-10. 
Ad de r Adder 
Figure I V -  10 V i  terbi  Adder 
The Cy comparators c o n s i s t  of b-bit  l o g i c a l  comparators o,>er- 
a t i n g  i n  a  p a r a l l e l  combinational mode. The comparator p u t s  o ~ t  
a  s i g n a l  i n d i c a t i n g  whether t h e  Axy o r  A(x' + 1') sum is  t he  l e s s e r  
of  t he  two and s t e e r s  t h i s  sum t o  t he  i n p u t s  of t h e  Sy register. 
The output  s i g n a l  mnemonic is  Txy = (T(x + l ) y ,  which is a l s o  used 
by the  8 r e g i s t e r  f o r  t r a n s f e r  con t ro l .  Comparator l o g i c  i s  showr, 
i n  Figure I V - 1 1 .  
Fi  gure IV-11 Comparator 
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Figure IV-12 Score Register  
The Sy o r  Sx r e g i s t e r s  a r e  
t h e  s c o r e  accumula tors  f o r  t h e  
node s c o r e s .  They c o n s i s t  of 
8 - b i t  f l i p - f l o p  p a r a l l e l - p a r a l l e l  
r e g i s t e r s .  These r e g i s t e r s  r e -  
c e i v e  t h e i r  i n p u t s  from t h e  Axy 
adder s .  The l o g i c  f o r  t h i s  
r e g i s t e r  i s  shown i n  F i g u r e  
IV-12. 
The ou tpu t  r e g i s t e r s  8y, 
shown i n  Figure I V - 1 3 ,  are 15- 
b i t  p a r a l l e l - p a r a l l e l  f l i p -  
f l o p  r e g i s t e r s  wired  f o r  a 1- 
b i t  s h i f t  t r a n s f e r  on command 
of Txy. 
A t iming diagram f o r  t h e  
c l o s e d  loop  f u n c t i o n  i s  shown 
i n  Figure IV-14. 
I n  a d d i t i o n  t o  t h e  k = 5 ,  V = 2  mode, t h e  high-speed V i t e r b i  
encoder-decoder w i l l  a l s o  be a b l e  t o  o p e r a t e  w i t h  k = 3 o r  4 and 
w i t h  V = 3 .  These o p t i o n s  r e q u i r e  only a sma l l  i n c r e a s e  i n  ha rd -  
wsre over  a single-mode system. 
A p a r t s  count f o r  t h e  system i s  shown i n  Table 11-1. 
Table 11-1 V i  t e r b i  Decoder Logic ( k  = 3, 4 o r  5; V = 2 o r  3)  
No. of  Dual 
In-Line Packages 
(k = 5 and V = 3) 
1 6  
128 
64 
120 
500 
40 
868 
A -
L 
Symbol 
& 
Sx 
Axyz 
c Y 
Cx 
- -- 
Func t i o n  
8 Adders 
K - 1  8 B i t s  x 2  R e g i s t e r s  = 8  x 1 6  = 
128  
2 Adders x zK = 2 x 32 
7 
L 
K - 1 (7x-OR, 1 1 2  2 - Inpu t ,  1 4 - I n p u t ,  
6 8 - Inpu t ,  113 And) 
K - 1  (5  x K) B i t s  x 2 R e g i s t e r s  = 
400 Bits + 100 
Cont ro l  
T o t a l  
Data 
Figure IV-13 Output Register  
 Data Ready 
, Ready 
AXY Ready, 
Figure IV-14 V i t e r b i  Timing Diagram 
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C. SERIAL VITERBI DECODER 
The Vi t e rb i  algori thms can be implemented f o r  low-speed opera- '  
t i o n  a s  a serial system, which has fewer components than a p a r a l l e l  
sys  tem. 
The decoder shown i n  FigureIV-is is a K  -- 3 rate 113 decoder. 
The e f f e c t  of increas ing  t h e  c o n s t r a i n t  length K by olie is t o  double 
the  number of S r e g i s t e r s  and output  r e g i s t e r s .  The output  reg is -  
t e r s  each have 5 ( K )  s tages .  The hookup f o r  t he  AS'S a l s o  changes 
with a change ic cons t r a in t  length.  Because of t he  s e r i a l  na ture  
of t h i s  decoder, i t s  maximum opera t ing  frequency w i l l  decrease  wi th  
an increase  i n  K. 
The serial Vi t e rb i  decoder rece ives  3 channel b i t s  and quan- 
t i z e s  each of these  v i a  an A/D conver ter  t o  3 b i t s .  These 9 b i t s  
a r e  then compared t o  t h e  8 poss ib l e  hard-one and zero cases  t h a t  
could have occurred, and a d e l t a  s co re  (AS) is  generated. These 
AS'S a r e  then added t o  the  previous nodal scores  according t o  a 
p a t t e r n  determined by t h e  convolut ional  encoder connections. These 
addi t ions  are handled s e r i a l l y  i n  p a i r s  by t he  r e l a t i o n  
S ( t  + 1 )  = min (Sx + Sz), (S(x+l) 
Y 
+ S-), z 
where x is the  number of a sco re  r e g i s t e r  S and z is the  hard 
X' 
binary number t h a t  t he  input  b i t s  were compared to .  These p a i r s  
of sums a r e  then compare3 by C i n  p a r a l l e l ,  and t h e  lower i s  
Y' 
loaded i n  p a r a l l e l  i n t o  t h e  appropr ia te  S -7 r e g i s t e r .  The output  
> 
tale r e g i s t e r  is a l s o  t r ans fe r r ed  zt t h e  sane t i m e  t he  A is 
XY 
t r ans fe r r ed  co S . The sequencing of t h i s  decoder w i l l  be  done by 
Y 
a s t a g e  counter  wi th  2 (k-l) s t ages ,  where k is  the  cons t r a in t  
length of the  code, and by a substage sequencer t o  ensure time f o r  
the  t h ree  operat ions  of adding, comparing, and t r ans fe r r ing .  A t  
t he  end of each cycle ,  t h e  r o l e s  of t h e  S and S r e g i s t e r s  axe 
X Y 
interchanged and the  process is repeated. 
The hardware requirements for a X = 7 r a t e  113 decoder a r e  
summarized i n  Table IV-2. The d e t a i l e d  l o g i c  of t he  serial decoder 
is  the  same as t h a t  f o r  the  p a r a l l e l  decoder. 

Table IV-2 Hardware Requirements 
HARDWARE 
@ Generatox 
Sx and S 
2 x 10 b i t s  each x 2 k-l = 2 x 10 x 64 
1280 b i t s  a t  64  b i t s / I C  
Cx and C 
- 2  x 45 b i t s  x 5(k) = 3150 b i t s  
3 1 5 ~ 1 6 4  b i t s / I C  = 50 
A 
xyz 
2 x 3 adder x 2 s e t s  = 
2 x 25  packs s t e e r i n g  x 2 s e t s  
5 
3 adders x 2 
Miscellaneous 
Tota l  
QUANTITY 
25 ICS* ' 
20 ICs 
20 ICs 
50 ICs 
12 ICs 
100 ICs 
6 ICs 
50 ICs 
283 
*T ~ t e g r a t e d  c i r c u i t s .  
_1 
D. CORRELATION DECODER FOR BISIMPLEX CODES 
I n  the  beginning of t h i s  s tudy,  bisimplex codes were re jec ted  
f o r  e r r o r  cor rec t ion  because: 
1 )  Large amounts of hardware were required;  
2) A l a r g e  bandwidth was required t o  ob ta in  the  same gain  
as t h a t  f o r  t he  s equen t i a l  codes; 
3) Their performance is no t  a s  good as t h a t  of s equen t i a l  
codes. 
The following descr ibes  a block decoder b u i l t  by Har t in  Mari- 
e t t a  on a company-funded research p ro j  e c t  . 
A system block diagram is shown i n  Figure IV-16. A s  can be 
seen, the  system must i n t e g r a t e  and dump the  input  s i g n a l ,  d i g i t i z e ,  
operate  a r i t hme t i ca l ly  on t h e  word r e g i s t e r s ,  generate a l i  con t ro l  
s igna l s ,  secure  and maintain b i t  and word synchronization,  and se- 
l e c t  a word r e g i s t e r  and index f o r  an output .  ( I t  i s  assumed t h a t  
the  input s i g n a l  t o  t h e  decoder comes from t h e  de tec tors  of a re- 
ce iver  t h a t  is holding c a r r i e r  lock.) 
The operat ing r a t e  of such a decoder depends on t h e  code used; 
e.g., a (15,5) bisimplex code with  a 10-Mbps information r z t e  re- 
qu i res  a channel r a t e  of 30 Mbps. 
We have designed, b u i l t ,  and success fu l ly  t e s t e d  a decoder us- 
ing a (15,5) code with a 33.3-kbps information r a t e .  The system 
works i n  r ea l - t i ne ,  and operat ions  are performed a t  a 10-MHz clock 
rate. 
I n  a bi-orthogc2al o r  bisimplex system, t h ree  areas o f f e r  major 
obs tac les  t o  high-speed operation:  
1)  In t eg ra t ing  and dumping; 
2) Dig i t i z ing  and t r a n s f e r r i n g  the  word r e g i s t e r s ;  
3) Selec t ing  the  word r e g i s t e r  wi th  t h e  h ighes t  count. 
The a r i thmet ic  operat ions  involved are minor problems when compared 
with  these. 
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The fo l lowing d i s cus s ion  dea l s  with ways t o  maxirnize speed i n  
each of t h e  t h r e e  major problem a r e a s ,  us ing  components p r e sen t l y  
ava i l ab l e .  
A t  l e a s t  two word i n t e g r a t o r s  must be  used. Each must be  se- 
quenced t o  i n t e g r a t e  a f u l l  b i t  t ime, hold  t h e  answer u n t i l  i t  i s  
d i g i t i z e d ,  and i n i t i a l i z e  t h e  r e g i s t e r s  be fo r e  r e ce iv ing  t h e  next  
s i g n a l .  Thus, t h e  two i n t e g r a t o r s  must work a l t e r n a t e l y .  I n  addl- 
t i o n ,  continuous b i t - synchron iza t ion  requ i red  ano ther  p a i r  of i n t e -  
g r a t o r s  t h a t  w i l l  each i n t e g r a t e  a smal l  p a r t  of t h e  t r a i l i n g  edge 
of one b i t  ana a  small p a r t  of t h e  l ead ing  edge of t h e  succeeding 
b i t .  A l l  t h e  i n t e g r a t o r  modules must have a  bandwidth much g r e a t e r  
than t h e  channel r a t e s  ( o r  a  r i s e  and f a l l  t i m e  equa l  t o  a  neg l i -  
g i b l e  p a r t  of a channel  b i t  t ime).  Any l o s s  of bandwidth is  a  
d i r e c t  l o s s  of s i g n a l .  
Conventionally, an  i n t e g r a t i n g  and dumping module is arranged 
as shown i n  Figure  IV-17. A t  h igh megahertz rates, however, such 
an  arrangement is  i m p r a c t i c a l  because t h e  i s o l a t i n g  switches a r e  
too  slow. I n  such a ca se ,  t h e  c i r c u i t  shown i n  Figure  IV-18 can 
b e  used t o  e l i m i n a t e  t h e  i s o l a t i n g  swi tches .  Fur themore ,  i f  t h e  
d i g i t i z e r  cont inuously  reads  t h e  i n t e g r a t e d  s i g n a l ,  i t  i s  p o s s i b l e  
t o  e l im ina t e  t h e  "hold" c y c l e  of t h e  i n t e g r a t o r s .  I n  Figure  IV-19, 
t h e  Schmitt  t r i g g e r s  are ad ju s t ed  t o  respond a t  t h e  quan t iz ing  
th resho lds ,  and are in te rconnec ted  s o  t h a t  t h e  only one turned on 
i s  t h e  one corresponding t o  t h e  quantum l e v e l  of t h e  inpu t .  A t  
t h e  p r e c i s e  end of a  b i t  t i m e  i n t e g r a t i o n ,  i t  is  pos s ib l e  t o  s t o r e  
t h e  d i g i t i z e d  r e s u l t .  
# 
This  concept combines and minimizes t h e  f i r s t  two of t h e  speed- 
l i m i t i n g  a r e a s  and w i l l  permit  system ope ra t i on  up t o  a  50-Mbps 
channel r a t e  -- 20 nsec f o r  i n t e g r a t i o n ,  3 nsec f o r  dumping, and 
between 1 and 2 nsec  f o r  d i g i t i z i n g  and t r a n s f e r r i n g  i n t o  word 
r e g i s t e r s .  One t o  16 d i g i t i z i n g  l e v e l s  may be  used wi thout  d i f f i -  
c u l t y ,  depending on requirements  and on funds f o r  hardware. Schmitt  
t r i g g e r s  are shown a s  t h e  d i g i t i z i n g  elements ( tunne l  d iodes  could 
a l s o  have been used) p r i n c i p a l l y  because h y s t e r e s i s  can be  more 
c lo se ly  and e a s i l y  con t ro l l ed .  

- 
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Word s e l e c t i o n  can be done as a serial operat ion i n  t h ree  ways: 
) By comparing each b i t  i n  each :egis t e r  sucnessively 
with t he  same b i t  i n  a l l  o the r  r e g i s t e r s  and e l iminat-  
ing the  snallest; 
2) By turning i t  i n t o  a p a r a l l e l  operat ion (with four 
l o g i c  l e v e l s )  ; 
3) By handling s e r i a l l y  w i th in  one b i t  t i m e  (20 nsec).  
For both of t he  l a s t  two schemes, the  opera t ion  must be  a clock 
r a t e  g rea t e r  than 200 MHz. This is f e a s i b l e ,  bu t  has t he  major 
drawback of depending o: one series of l o g i c  elements from one 
mimlif ac tu re r  . 
A b e t t e r  s o l - ~ t i c \ n  would be t o  t r a n s f e r  the  contents  of t he  
r e g i s t e r s  i n t o  a matchins set of simple l a t ch ing  elements and t o  
s e r i a l l y  decode t h i s  set of l a t ch ing  r e g i s t e r s  ( ac tua l ly ,  only one 
wauld have t o  be t r ans fe r r ed  from each orthogonal pa i r ) .  The de- 
coding o r  word s e l e c t i o n  could now b e  done i n  approximately ha l f  
of t l ~ e  word t i m e ,  and the  balance of t h e  t i m e  could be used t o  
achieve and maintain word synchronization.  This method, too,  would 
require  less hardware than e i t h e r  of the  f i r s t  two decoding methods 
and would allow components t o  be  obtained from two manufacturers. 
Figure IV-20 shows the  conf igurat ion of t he  f i r s t  4 b i t s  of a 
~ y p i c a l  word r e g i s t e r  and t r a n s f e r  r e g i s t e r .  The algori thm f o r  
1 I se l ec t i cn  is: i f  t h e r e  is a one" i n  t he  Nth b i t  of any r e g i s t e r ,  
11 a l l  r e g i s t e r s  having zero" i n  t h a t  pos i t i on  a r e  c leared;  a f t e r  t he  
least s i g n i f i c a n t  b i t  has been checked, t h e  l a r g e s t  remaining reg- 
ister is indexed according t o  its proper code word, 
No d i f f i c u l t y  is expected wi th  implementing word and b i t  syn- 
chronization i n  e.quations, although some compromises may be neces- 
sary  i n  the  t i m e  i t  takes t o  achieve b i t  synchronization. However, 
t h i s  w i l l  be a neg l ig ib l e  f a c t o r ,  considering a 50-Mb channel rate. 
A bisimplex decoder can be b u i l t  t o  opera te  a t  up t o  a 50-Mb 
channel r a t e .  The components a r e  a l l  p resen t ly  on t h e  market. Two 
manufacturers a r e  ava i l ab l e  a s  sources,  and both are r e l i a b l e  and 
have proven products. The s i g n a l  can be d i g i t i z e d  t o  up t o  16 
l eve l s ,  and up t o  a (15,5) code can be used a t  a reasonable cos t  
with an unduly complex hardware configuration.  So major problems 
a r e  contemplated cs ing  the  suggested system. 
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E . COMPRESSION HARDWARE 
1. Zero-Order Predi ctor 
The zero-order p red ic tor  (ZOP) operates  by t ransmi t t ing  only 
samples t h a t  d i f f e r  from the  previously t ransmit ted sample by 
more than a to lerance (TOL). 
The ZOP w i l l  be constructed of TTL micrologic elements. Max- 
imum use w i l l  be made of mdium-scale i n t eg rn t ion  (MSI) and large- 
s c a l e  i n t e g r a t i o n  (LSI) wherever poss ible .  Many of the  operat ions  
must be done i n  p a r a l l e l  t o  permit operat ion a t  the  maximum da ta  
r a t e .  The bas i c  elements are an input  reg!ster, two holding re- 
g i s t e r s ,  two comparators, and two adders. 
The s t e p s  i n  the  operat ion of the  u n i t  are: 
1 )  Receive Y N ,  the  cur ren t  da t a  value;  
2) Compare YN t o  YMIN,  the  minimum of YN s i n c e  the  last  
t ransruss ion.  Compare iN t o  YMAX, the  maximum s ince  
the  last  transmission; 
3) I f  YN < YMIN o r  YN > YMAX, set YMIN = YN - TOL and 
YMAX = YN + TOL, and t ransmit  YN. 
The l o g i c  flow of these  s t e p s  i s  shown i n  Figure IV-21, and 
the  block diagram is  shown i n  Figure IV-22. 
2 .  Zero-Order Interpolator 
I 
The zero-order i n t e r p o l a t o r  (201) operates  by t ransmi t t ing  
only the  average of the  maximum and minimum values of a number 
of samples t h a t  do no t  d i f f e r  from one another by more than a 
to lerance of 2T. 
The Z O I  w i l l  be a l s o  constructed of TTL micrologic elements, 
and maximum use w i l l  be made of MSI and LSI wherever poss ib le .  
A s  with the  ZOP, p a r a l l e l  l o g i c  w i l l  be used t o  ensure operat ion 
a t  the  maximum da ta  r a t e .  The bas i c  elements a r e  an input  r e g i s t e r ,  
an anverage generator ,  th ree  comparators, two holding r e g i s t e r s ,  
a  sub t rac tor ,  and a bu f f e r  r e g i s t e r .  
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Figure IV-21 Zero-Order Predi ctor Flow Chart 
Input -4 YN R M Z L  output 
Comparator MAX Register 
-TOL +TOL 
To All Blocks 
-- - 
- Control 
Clock 
Figure IV-22 Zero-Order Predi ctor Block Diagram 
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The s t e p s  i n  the  operat ion of the  u n i t  are:  
1 )  Receive input  b i t s  YN; 
2) Compare YN t o  YMAX, Compare YN t o  YMIN;  
3) 12 YN > YMAX, set YMAX = YN, I f  YN < YMIN,  set YMIN = 
YN; 
4) Se t  AVG = YMAX + YMIN.  2 9 
5) Subt rac t  YMIN from YMAX = DIFF; 
6)  I f  DIFF > TOL, set AVG i n t o  BUFF; 
7) Se t  YMIN = YMAX = YN. 
The l o g i c  flow of these  s t e p s  is shown i n  Figure IV-23, and 
each block of the  Z O I  is shown i n  maximum l o g i c  d e t a i l  i n  Figures 
IV-24 th ru  IV-31. 
The input  r e g i s t e r  YN rece ives  N b i t s  i n  p a r a l l e l  from the  
AID converters.  These ou tpu ts  are simultaneously presented t o  
two comparators t h a t  compare YN t o  t he  previous maximum and min- 
i m u m  values of YN, designated YMAX and WIN, respect ively .  I f  YN 
i s  found t o  be above YMAX o r  below Y M I N ,  t h i s  new YN is made the  
. - 
new YMAX o r  YMIN value. . , YN is wi th in  the  YMAX and YMIN values,  
a new YN is accepted and these  s t e p s  are repeated. When a new 
YMAX o r  YMIh  is assigned,  YMIN is subt rac ted  from YMAX and t h i s  
d i f fe rence  (DIFF) is compared t o  a to le rance  (TOL). I f  DIFF is 
l e s s  than o r  equal  t o  TOL, a new YN is accepted and the  process 
i s  repeated,  a t  which time a new average (AVG) is generated and 
s to red .  I f  DIFF -is g r e a t e r  than TOL, the  average (AVG) s to red  i n  
the  avercge r e g i s t e r  (AVGR) i s  t r ans fe r r ed  t o  the  bu f f e r  r e g i s t e r  
(BUFF), YMAX and YMIN are set t o  the  value of YN,  and AVG is re- 
ca lcu la ted  as YN and s to red  i n  AVGR. 
3. Transmitter  B u f f e r  
The ZOP and Z O I  compression algori thms depend on a bu f f e r  t o  
achieve e f f i c i e n t  compression. The bu f f e r  must accept  da t a  at a 
maximum rate from a c t i v e  por t ions  of the  da ta ,  and i t  must have 
enough capaci ty  t o  take advantage of per iods  of low a c t i v i t y .  
For TV, t he re  is a per iod of zer@ a c t i v i t y  during the  v e r t i c a l  re- 
t r ace  time. This zero-act ivi ty  per iod lasts 11.5 l i n e  times, o r  
c lose  t o  0.001 sec .  During t h i s  time, about 7500 b i t s  w i l l  be 
t ransmit ted a t  the  da ta  rate t h a t  w e  w i l l  use f o r  TV. The memory 
should have enough add i t i ona l  buf fe r ing  capacity t o  absorb s e v e r a l  
TV l i n e s  a t  the  maximum a c t i v i t y  . 
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I Figure IV-28 Tolerance Register 
Control a f f J J  
Figure IV-29 Buffer Register 
Figure IV-30 Average Generator 
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For an a c t u a l  spaceborne system, i t  might b e  economical t o  
s a c r i f i c e  some compression e f f i c i e n c y  t o  reduce t h e  s i z e  o f  t h e  
b u f f e r ;  b u t ,  we  b e l i e v e  i t  is  impor tant  t o  b e  a b l e  t o  e x p l o r e  t h e  
range of parameters  on both  s i d e s  of t h e  optimum va lues ,  and we 
w i l l  t h e r e f o r e  use  a 2048x45 memory as a  b u f f e r ,  
With a  1-psec c y c l e  t ime,  t h e  45-bit  word pe rmi t s  a  maximum 
loading r a t e  of f i v e  9-bi t  TV p i x e l - w o r d s / ~ s e c .  The 9 -b i t  word 
inc ludes  a  6-bi t  gray- level  code and a  3-bit  run-length code. 
The run-length code i s  of v a r i a b l e  l e n g t h ,  b u t  when i t  i s  longer  
than  3-bi t s ,  t h e  run  l e n g t h  i s  a t  l e a s t  f i v e ,  and t h e r e  i s  no 
problem w i t h  memory speed s i n c e  no more than  one word is  t rans -  
m i t t e d  f o r  f i v e  p i x e l s .  
The 90,000-bit capac i ty  i s  e q u i v a l e n t  t o  72% of a TV f i e l d  
and w i l l  be  adequate  t o  demonstrate  t h e  f u l l  p o s s i b i l i t i e s  of t1.e 
compression a lgor i thms.  
4. D i ther ing  
.Hor izonta l  d i t h e r i n g  i s  t h e  p rocess  of  s h i f t i n g  t h e  sample 
p o i n t  w i t h i n  a  sampling t i m e  accorciing t o  a  f i x e d  c y c l i n g  con- 
f i g u r a t i o n .  Its purpose i s  t o  minimize contour ing  and g i v e  t h e  
e f f e c t  of a h i g h e r  sampling r a t e .  The second Eorr~ of d i t h e r i n g  
we s t u d i e d  w a s  i n t e n s i t y  d i t h e r i n g .  
11 F igures  IV-32 t h r u  IV-34 a r e  f u n c t i o n  diagrams of t h e  d i t h e r -  
ing" s e c t i o n  of t h e  test s e t .  S ince  a l l  proposed d i t h e r i n g  ~ h a n g e s  
l e v e l  on a  f i e l d  mark, a  f i e l d  counter  is  requi red .  The sample 
pe r iod  i s  d iv ided  i n t o  l e v e l s  i n  a second s h i f t  r e g i s t e r  counter .  
Note t h a t  t h e  c lock  t o  t h i s  counter  should be  a t  N (N = number of 
d i t h e r  l e v e l s )  times t h e  d e s i r e d  s a n ~ p l i n g  r a t e .  A t h i r d  coun te r  
i s  r e q u i r e d  f o r  c o n t r o l l i n g  t h e  a r i t h m e t i c  i n  i n t e n s i t y  d i t h e r i n g .  
Contro l  l o g i c  f o r  t h e  coun te r s  i s  s i n g l e - l e v e l ,  h o r i z o n t a l  
d i t h e r i n g  l o g i c  is two-level,  and i n t e n s i t y  d i t h e r i n g  l o g i c  i s  
shown a s  four - l eve l  ( t h i s  could be reduced t o  two-level, b u t  speed 
i s  of no r e a l  concern and i t  is  deba tab le  whether t h e  inc reased  
c o s t  of t h e  components could be j us t i £  i e d )  . 
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Figure IV-34 Di ther ing Logi c 
Figure  IV-35 shows t h e  elements i n  t h e  r e cons t ruc t i on  s e c t i o n  
of t he  r e ce ive r ,  The b i t  s t ream from the  V i t e r b i  decoder i s  s t o r e d  
i n  t h e  b u f f e r  a t  t h e  cons tan t  r a t e  of 7.5 Mbps, and i t  i s  removed 
a t  a v a r i a b l e  r a t e  t o  r e c r e a t e  t h e  TV p i c t u r e  ( o r  o t h e r  analog 
da t a ) .  Each word i n  t h e  b u f f e r  i n d i c a t e s  a gray l e v e l  and t h e  num- 
b e r  of success ive  p i x e l s  t h a t  should be  pa in t ed  wi th  t h i s  gray 
l e v e l .  
From Decoder 
- - - - -  7 
Controls 
L--,,,,J L-----J 
I 
C ompensation Output 
Time Slot 
I 
I 
_. L 
Figure IV-35 Reconstruction Skct ion 
The decompxcst~ion module t akes  d a t a  from t h e  b u f f e r ,  r e c r e a t e s  
t h e  i nd i ca t ed  nuncaer of p i x e l s  a t  a  f i xzd  rate i n  p ixe l s / u sec ,  and 
addresses  ' - i t  b u f f e r  t o  ob t a in  moro d a t z  when needed, Reconstruc- 
t i o n  is t : l a  :id t o  d u p l i c a t e  t h e  s t andard  TV f o m a t ,  even f o r  t h e  
l i n e  and f i e l d - r e t r a c i n g  timer. Spec i a l  code words ar used t o  
i n d i c a t e  end-of-line and end-of-frame s o  t h e  decompression module 
can put  t h e  p i x e l s  i n  t h e  r i g h t  time s l o t s  a f t e r  a channel  e r r o r  
has  upse t  t he  run-length coding. 
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These code words w i l l  be seLected t o  plevent aLly confusion wi th  
the  ordinary coding f o r  gray leva1  and run length.  It i s  impossible 
t o  have more than 15 ones i n  succession,  s i x  f o r  t h e  gray l e v e l  and 
nine f o r  a maximum run length of 32. (This naximum is a design 
parameter.) The run-length code always ends i n  a zero. The end- 
of- l ine  and end-of-frame codes w i l l . h a v e  a p r e f i x  cons i s t i ng  of 16 
ones, and w i l l  thus be uniquely de tec tab le .  
The d i t h e r  compensator removes the  v a r i a b l e  b i s s  t h a t  was in-  
s e r t e d  a t  t he  t r ansmi t t e r  t c  a l l e v i a t e  contouring. The synchroni- 
zat ion i n s e r t  nodule generates  t he  l i n e  and f i e l d  synchronization 
pulses t h a t  are naeded f o r  commercial TV rece ivers .  
V. SYSTEMS DESCRIPTION AND HARDWARE 
A. INTRODUCTION AND GROUND RULES 
An all-digital spacestation-to-ground telecommunications sys- 
tem (less the RF link) is described herein. 
The thrte data sources in the spacestation that output data to 
be processed into a single PCM data train are: 
1) A TV camera with a commercial, black-and-white, inter- 
laced-field format; 
2) A 50.4-kbps PCM telemetry train; 
3) Two 3-KHz analog voice channels to be converted to 
digital. 
Before performing the main-stream multiplexing 2rocess (serial 
multiplexing of the four channels), a redundancy-removal-and-run- 
length-encoding operation is performed on the TV video data. The 
multiplexed data are then encoded for error detection and correc- 
tion. 
Performance ground rules for the system are: 
1) TV picture quality shall be equal or betier than Apollo 
TV quality for a 19-db rmslrms output SIN ratio; 
2) BER for the 50.4-kbps PCM t lemetry data shall 5e 
n r  better; 
3) Voice channels shall have 90% worl intelligibility and 
be equal to or better than Apcrllo voice at a S/N ratio 
equivalent tc a 14-db rms/rms post-detection SIN ratio 
;'or the F?I systen; 
4) The vide3 bandwidth for the TV canera outpt is limited 
to 2.5 MHz and the RF bandwidth fcr the channel is lim- 
ited to 12 HHz. 
At the ground station, the RF channel is decoded and demulti- 
plexed into the three data sourccs, and each is processed sepa- 
rately to recover the data. 
Digital voice communications are converted to analog using a 
delta demodulator for each chennel. The 50.4-kbps PCM data are 
processed in the same manner as the data in the Apollo 51.2-kjps 
channel. The TV data stream is brffered, reconstructed digitally 
for processing in an AID conversion, and synchronized tc provide 
a composite analog TV wa~eform for transmission to comm2rcial TV 
networks or stations. 
The step-by-step system description tnat follows begins with 
the spacestation functions and components and ends with ground- 
station functions. Simplified system block diagrams are shown in 
Figures V-1 and V-2. 
B. SPACEBORNE SUBbYSTEM 
1. Data Sources 
- 
According to the ground rules listed in the previous section, 
data from faur sources must be processed and multiplexed into a 
serial PCM data stream for transmission to Earth. 
The two voice channels are individually preprocessed at analog 
to limit the Sand and to perfon* square-root-law syilabic compres- 
sion. This is followed by a 1-b;? delta modulation for each chan- 
nel, sampled at a 25.2-kbps rate. This rate, which exceeds the 
minimum required estimate of 20 kbps, was chosen to simplify the 
multiplexing of the main stream, as will be shown later. 
A third data source is assumed to be a 50.4-kbps PCM instrument 
data stream (science and engineering data), typically equivalenr to 
the 51.2-kbps Apollo data channel. The 50.4-kbps rate was chosen 
to accommodate the main-stream multiplexing format, and legitimately 
falls withir. the 50 to 51.2-kbps limits for this source, as estab- 
lished in the ground rules for the system. 
It is assumed that the 50.4-kbps source data format consists 
of 128 eight-bit words per frame. 
The fourth, and most abundant, source of data is a TV camera 
operated at the standard commercially-broadcast, black-and-white 
TV frame, field, and line rates. 
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Table V-1 lists some of the major characteristics of the stand- 
ard system. The video bandwidth is constrained to be no greater 
than 2.5 MHz, which is, of course, somewhat less than the standard 
broadcast video bandwidth. 
Table V - 1  TV Standards* 
525 lineslframe 
60 f ieldslsec 
2 fieldslframe (interlaced) 
13 to 21 inactive lineslfield 
249% to 241% active lineslfield 
*Camera scan blanking for line 
retracing and for vertical re- 
tracing can be generated 
internally and trimmed extcr- 
nally in the pixel sarcpling of 
the v i ~  o (analog) since the 
line scan frequency and the 
pixel sampling frequency are 
synchronously related. 
. 
Camera-scanning syn2hronization is controlled from the space- 
station master clock, which supplies a 15,750-line synchronization 
rate, a 30-.frame-per-sec synchronization, a 5.04-MHz pixel sample 
clock, and a 7.56-Mbps data rate clock, all of which are synchron- 
ous with the master clock, as indicated in Figure V-3. 
Caqera-scanning blanking for line retracing and for vertical 
retracing can be generated internally and trimmed externally in 
the pixel sampling of the video (analog) since the line-scanning 
frequency and tile pixel- sampling frequency are synchranously re- 
lated. 
A fixed number of active lines per frame to be sampled and the 
number of active samples per line must be established to enable 
programing of the spaceborne data compressor aad the ground-sta- 
tion reconstruction processes. 
1 60.48 MHz I 
15.12 MHz 
i 
1 J 
z 3 z 2 
, 
t 
- 
I . 
I 5.04-MHz 7.56-MHz 
TV Sample Overa l l  
Rate Data Rate 
Figure V-3 Typica l  S t a t i o n  
Clock Relationships 
Of t h e  262% l i n e s  pe r  f i e l d ,  from 13 t o  21 a r e  i n a c t i v e  due 
t o  t h e  i n t e r f i e l d  b lanking ( v e r t i c a l  b lanking)  pu l se .  I n  t h i s  re- 
p o r t ,  491 l i n e s  were assumed a c t i v e  pe r  f r a a e ,  o r  245% pe r  f i e l d .  
Four l i n e s  i n  each f i e l d ,  were assumed blanked b e f o r e  t h e  v e r t i c a l  
r e t r a c i n g ,  t h r e e  were assumed blanked dur ing  t h e  verti;,, r e t r a c -  
t 
,ng, and LO were asstmed blanked fo l lowing t h e  vertica:'. r e t r a c i n g .  
2. T? Sarn~l i n a  and A/D Conversion 
Two-hn2re.d-seventy a c t i v e  samples pe r  l i n e  were assumed from 
a t o t a l  af 32b sample pe r iods  ?er l i n e  a t  a  sample r a t e  of 5.04M 
samples/sec. 
S ix -b i t  A I D  conversion a t  t h i s  r a t e  i s  accomplished by con- 
v e r t i n g  two b i t s  i n  p a r a l l e l  f o r  each module and r i p p l i n g  through 
t h r e e  modules t o  o b t a i n  a  s i x - b i t  conversion.  This  approach has 
previously  been s a t i s f a c t o r i l y  demonstrated a t  Mar t in  Mar i e t t a ,  
and is advantageous i n  t h a t  t h e  AID conversion is  e s s e n t i a l l y  c ~ n -  
t inuous and t h e  b ina ry  va lue  can b e  read i n t o  a  holding r eg ; s t e r  
whenever des i red .  
3. Redundancy Removal 
The next  s t e p  i n  t h e  p rocess ing  where d i t h e r i n g  is  no t  used 
is  t o  remove redundant d a t a  us ing  a  zero-order i n t e r p o l a t o r  (ZOI). 
The zero-order i n t e r p o l a t o r  (201) t r an smi t s  only t h e  average 
of t h e  maximum and minimum va lues  of a number of samples t h a t  do 
no t  d i f f e r  from one another  by more than a t o l e r ance  of 2T. 
The Z O I  w i l l  b e  cons t ruc ted  of TTL micrologic  elements.  Maxi- 
mum use  w i l l  be  made of MSI and LSI wherever 2os s ib l e .  A s  w i t h  
t h e  ZOP, p a r a l l e l  l o g i c  ensures  ope ra t i on  a t  t h e  maximum d a t a  
rate. The b a s i c  elements are an  i npu t  r e g i s t e r ,  an average gen- 
e r a t o r ,  t h r e e  comparators,  two ho ld ing  r e g i s t e r s ,  a  s u b t r a c t o r ,  
and a b u f f e r  r e g i s t e r  . 
The s t e p s  i n  t h e  opera t ion  of t h e  u n i t  a r e :  
1 )  Receive i npu t  b i t s  YN;  
2) Compare YN t o  MAX, compare YN t o  YMIN;  
3) I f  YN > YMAX, s e t  YMAX = Y N ,  i f  YN < Y M I N ,  set  Y M I N  = 
YN; 
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YMAX + YiVIIN* 4) Se t  AVG = - 2 s 
5) Sub t rac t  Y M I N  from YMAX = DIFF; 
6) I f  DIFF > TOL, set  AVG i n t o  BUFF; 
The l o s i c a f  flow of these  s t e p s  is shown i n  Figure  V - 4 .  
The Z O I  hardware opera tes  i n  conjunct ion wi th  a main-elast ic-  
memory Q c o n t r o l  and a run-length encoder. Main memory Q i s  con- 
t r o l l e d  by c o n t r o l l i n g  t h e  minimum and maximum run l eng th  and by 
c o n t r o l l i n g  t o l e r ance  l i m i t s  on t h e  a l lowable  amplitude spread f o r  
samples i n  any run l eng th .  Run leng th  is def ined as t h e  number of 
s e q u e n t i a l  samples which meet t h e  ampl i tude- to lerancs  va lue  es tab-  
l i s h e d  f o r  t he  Z O I  a lgor i thm,  o r ,  i n  a forced-sample mode, t h e  
number of quant ized sainples represen ted  by a s i ng l e -va r i ab l e  l eng th  
code. 
The run-length code chosen f o r  i l l u s t r a t i o n  is  based on an  
average run l eng th  of f o c r  samples. I n  us ing  t h i s  code, t h e  aver- 
age sample-interisity l e v e l  ( represen ted  by s i x  b i t s )  i s  followed 
by two b i t s  des igna t ing  ru.1 l eng ths  of f ou r  o r  l e s s ,  follvwzd by 
a one f o r  each overflow of t h e  2-bj.t run-length des igna to r .  4 
I 1  11 0 comma b i t  then terminates  t h e  code f o r  a given run  l eng th .  
The codes used f o r  a run l eng th  of t h r e e  and f o r  a run  l eng th  
of 20 ( t h e  maximum allowed) are show2 i n  Table V-2, a long w i th  t h e  
codes used t o  i n d i c a t e  rea l - t ime end of frame synchron iza t ion ,  
buffered  end-of-line, buf fe red  end-of-f ield,  and buf fe red  end-of- 
frame. 
Table V-2 Codes Used for Compressed Data 
RUN LENGTH 
1 
2 
3 
4 
5 
8 
16 
19 
23 
End of Line 
End of F i e ld  
End of Frarne 
CODE 
000 
010 
100 
110 
0010 
1110 
111110 
1011110 
1111110 
00111110 
01111110 
10111110 
. - L 

4. Main E l a s t i c  Memcry (MEM) 
Since  output  from t h e  ZOI and t h e  run-length encoder i s  spo- 
r a d i c  and v a r i a b l e  i n  word l eng th  ( run  l eng th  code) a s  well a s  i n  
speed (45-Mbps maximum) , bu f f e r i ng  is  requ i red  ahead of t h e  main-' 
memory loading r e g i s t e r s .  A t y p i c a l  arrangement is  t o  use  s i x  6- 
b i t  high-speed b u f f e r  memories t o  handle  ZOI ou tpu t ,  and s i x  7-bi t  
b u f f e r  memories f o r  t h e  run-length code (RLC). These a r e  loaded 
and unloaded s e q u e n t i a l l y  i n t o  one o r  t he  o t h e r  of two 45-bit  main- 
memory loading r e g i s t e r s .  The number of b i t s  t r a n s f e r r e d  f r o n  t he  
RLC b u f f e r s  w i l l  . ?my  from t h r e e  t o  seven,  depending on t h e  run 
length .  When a 45-bit  b u f f e r  is f u l l y  loaded,  i t s  con ten t s  a r e  
t r a n s f e r r e d  t o  t h e  main e l a s t i c  memory (MEM). Buffered end-of- 
l i n e ,  f i e l d ,  o r  frame codes a r e  a l s o  i n s e r t e d  i n t o  t h e  MEN loading 
r e g i s t e r ( s )  a t  t h e  app rop r i a t e  t i m e .  
Dual high-speed 45-bit ou tpu t  r e g i s t e r s  a r e  used t o  unload t h e  
MEM a word a t  a t i m e .  A se r i a l -by-b i t  ou tpu t  mode is used t o  sup- 
p ly  TV d a t a  t o  t h e  main-stream mu l t i p l exe r  from t h e  high-speed 
(MEM) unloading r e g i s t e r s  (7.56-Mbps peak r a t e )  . 
When one r e g i s t e r  is be ing  unloaded s e r i a l l y ,  t he  o the r  is 
being para l l e l - loaded  from t h e  MEM a t  a maximum r a t e  of one par- 
a l l e l  t r a n s f e r  pe r  5.95 usec .  
'fie NEM s t o r a g e  capac i ty  is t y p i c a l l y  45 x 2048 = 92,160 b i t s ,  
o r  approximately 184 TV l i n e s ,  assuming even d i s t r i b u t i o n  per  l i n e  
(92,160 + 122,850 X 245.5 184),  where 122,850 is  t h e  average num- 
b e r  of b i t s  pe r  f i e l d  and 245.5 Is t h e  number of l i n e s  pe r  f i e l d .  
5 .  Hain-Stream D i g i t a l  Data Mu1 t i p l e x i  ng and Formats 
The main-stream d a t a  mul t ip lexer  must s e r i a l l y  i n t e r l e a v e  da t a  
from each of t h e  fou r  d a t a  sources  desc r ibed ,  p lu s  a main-stream 
fram-synchronj .zat ion s i g n a l  from a frame-synchronization genera to r .  
'l3e main-stream d a t a  format s e l e c t e d  a s  t y p i c a l  is shown i n  
Fig-ire  V-5. The f rame-synchronization i d e n t i f i c a t i o n  word (28 
b i t s )  I s  followed by a n  & b i t  word f o r  Voice 1, an 8-bi t  word f o r  
Voice 2 ,  two 8-b i t  words of YCW ins t rumenta t ion  (50.4-kbps da t a )  , 
and f i n a l l y ,  by 2048 b i t s  oh variable-word-length TV da ta .  Thus, 
t he  main-stream frame leng th  is 2400 b i t s .  The f r m e  r a t e  is 3150 
frames/sec,  which is 115 t h e  TV l i n e  r a t e .  
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Since the TV frame-scanning rate is constant, but the number 
of bits Fer frame (after compression) is a variable, t k  buffered 
end-of-picture frame synchronization is nonsynchronous with the 
main--stream data frame. However, the real-time end-of-picture 
frame TV synchronization is synchronous with the main-stream frame 
because the real-time end-of-picture synchronization is inserted 
in the main-stream format as the first 45-bit word of the TV data 
once every 105 main-stream frames in order to give a video frame 
rate of 30 frames/sec. This real-time frame synchronization (it 
bypasses the TV data MEM) is rsed to synchronize the reconstructed 
analog video composite wave frame at the ground station. 
The 50.4-kbps PCM subframe is synchi mous with the main data 
stream since it is assumed that there are 128 eight-bit words per 
50.4-kbps data frame. Thus, for every 64 main-stream frames, one 
complate 128-bit, 50.4-kbps data frame is received. 
The two voice channels do not have synchronized words (other 
than bit synchronization) since the digital data are single-bit 
de'ia modulated. 
The main-stream synchronization and ID word is composed of 22 
synchronized bits followed by six bits to identify one of 64 sub- 
frames of 50.4-kbps PCH. 
6. Channel Encoding 
Convolutional Encoder - Convolutional codes are generally con- 
ceded to be better than block codes for most channels.* They are 
easy to implement, are less complex, consume less power, require 
less weight, and offer flexibility fron the standpoint of decoding, 
particularly at high data rates. A binary convolutianal encoder 
is shown in Figure V-6. 
*I. M. Jacobs : "Sequential Decoding for Efficient Communica- 
tion from Deep Space." IEEE Transactions on Ccnmunication Tech- 
nology, Vol COM-15, No. 4 August 1967, pp 492-501. 
I1 D. R. Lumb: Tes . an-! Preliminary Flight Results on the Sequen- 
tial Decoding of Convolutional Encoding Data from Pioneer IX." 
Confer~nce Records, IEEE International Conference on Ccmmunications , 
Boulder, Colorado, 1969, pp 39-1 to 39-8. 
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The stream of input  symbols, such as p i c t u r e  elements o r  t e l e -  
metry da t a ,  e n t e r s  a K-bit s h i f t  r e g i s t e r  N b i t s  a t  a time from 
the  l e f t .  The V Mod-2 adders a r e  each connected t o  a l a r g e  number 
of s t ages  of t h e  s h i f t  r e g i s t e r .  (The p a r t i c u l a r  connections can 
be spec i f i ed  by a s e t  of s p e c i a l  b inary coe f f i c i en t s . )  When a 
t h 
connection is made between the  jth Mod-2 adder and the  i s t a g e  
of t he  K r e g i s t e r ,  t he  c o e f f i c i e n t  is 1; otherwise i t  is  0 f o r  an 
open connection. The c o e f f i c i e n t s  f o r  t h e  t h r e e  Mod-2 adders shown 
i n  Figure V-7 a r e  1010000...000 f o r  t he  f i r s t  Mod-2 adder,  and 
10000101...000 and 1010010...001 f o r  t h e  l a s t  two adders. The r a t e  
of the  encoder and decoder, R ,  i c  -pecif  i e d  by N / V ,  and f o r  the  
convolutional  codes used f o r  t h i s  p r o j e c t ,  N = 1. The Mod-2 adders 
a r e  sampled i n  t u rn  by t h e  switch f o r  each N-bit s h i f t  t o  form the  
encoded o u t p ~ t  iilessage. The message vec tors  M a r e  preceded by a 
r e g i s t e r  f i l l e d  wi th  zeros. The output  sequence is denoted as X ,  
.... . where X xl, x2, x ( t/ .r I *  
For t h e  system descr ibed he re ,  a r a t e  4 convolut-tonal encoder 
having a cons t r a in t  l eng th  of f i v e  has been se l ec t ed .  A t y p i c a l  
set of connections f o r  t h e  encoder is  shown i n  Figure V-7. 
The r e s u l t i n g  code c h a r a c t e r i s t i c s  and expected performance 
a r e  discussed ia Subsection 1 of Sect ion A, C h a ~ ~ t c r  11. 
Output from t h e  encoder is p a r a l l e l  (two b i t s  a t  a time) t o  
t h e  quaerature  phase modulator. 
Conrmunications Link - The communications l i ; l k  is undefined a s  
t o  frequency band; however, i t  is assumed t h a t  ,*hen quadrature 
phase modulation of a c a r r i e r  is employed, lt c~nfo rms  t o  t he  RF 
bandwidth a l l o c a t i o n  of 12 MHz. 
For a & r a t e  system, t h e  convolutional~-encoder output  r a t e  is 
twice the  input  rate (2 x 7.56), o r  15.12 1fbps. The channel sym- 
b o l  r a t e  f o r  quadphase is, there fore ,  7.5E x 1~~ symbols/sec, o r  
15.12 Mbps. 
AkTzz7 
Data 
Input 
Figure V-7 Connections f o r  Encoder 
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C.  GROUND STATION EQUIPMENT 
1. Signal Detect ion and Quant iz ing 
For quadraphase demodulation, two channel b i t s  a r e  represen ted  
by a s i n g l e  symbol; t h e r e f o r e ,  i n  t h e  d e t e c t i o n  p rocess ,  s imultan-  
eous ou tpu t s  from two phase d e t e c t o r s  opera t ing  i n  quadra tu re  pro- 
v ide  t h e  s i g n a l s  t o  b e  i n t e g r a t e d ,  dumped, sampled, quant ized t o  
t h r e e  b i t s ,  and fed  t o  a high-speed V i t e r b i  decoder. Due t o  t h e  
high symbol rate (>7.5 Mbps), two i n t e g r a t i n g  a1 lumping c i r c u i t s  
a r e  required  ahead of each A I D  conver ter .  These c i r c u i t s  ope ra t e  
a l t e r n a t e l y  i n  an i n t e g r a t i n g  mode, and a continuous sum of t h e i r  
outputs  is supp l ied  t o  t h e  high-speed A I D  (which is i d e n t i c a l  t o  
t h a t  used i n  TV A I D  convers ion) ,  as shown i n  Figure  V-8. Symbol 
synchroniza t ion  is  der ived  from a VCO locked t o  e i t h e r  of t h e  in-  
conirng b i t  s t reams.  Each stream is i n t e g r a t e d  over a symbol per- 
iod  t h a t  l a s t  f o r  two b i t s .  
2.  14igh-Speed V i t e r b i  Decoder 
The V i t e r b i  decoder matches t h e  s p a c e s t a t i o n  encoder c o n s t r a i n t  
l eng th  of f i v e ,  and t h e  rate of k ,  b u t  i n s t e a d  of making a hard  
dec i s i on  on each p a i r  of b i t s  r ece ived ,  t h e  analog r ep re sen t a t i on  
of each is quant ized t o  t h r e e  b i t s  be fo r e  decoding. Output from 
t h e  decoder ts delayed about  f i v e  c o n s t r a i n  l eng ths  from t h e  in-  
put  symbol r a t e ,  and apnzars  s e r i a l l y ,  a  b i t  a t  a t i m e ,  f o r  demul- 
t i p l ex ing .  
The fol lowing p r e sen t s  a b r i e f  f u n c t i o n a l  d e s c r i p t i o n  of a  de- 
coder and methods of s e l e c t i n g  good codes. 
The block diagram of Figure  V-9 shows t h e  V i t e r b i  a lgor i thm 
implemented a s  p a r a l l e l  hardware systems f o r  K = 3 ,  and V = 2.  
K = 3 and V = 2 a r e  chosen f o r  s i m p l i c i t y  of drawing, and can be  
expanded by p a r a l l e l  a d d i t i o n  of adders ,  comparators,  and r eg i s -  
ters. 
The p a r a l l e l  approach has been s e l e c t e d  t o  t ake  advantage of 
i t s  speed, bu t  n e c e s s i t a t e s  more hardware than a more s e r i a l  sys- 
t e m  would use.  The block diagram is  presented a s  a  s i n g l e - l i n e  
flow diagram i n  which type  of t r a n s f e r  and number of b i t s  a r e  in-  
d i ca t ed  on t h e  l i n e  [P(N) = p a r a l l e l  t r a n s f e r  of N b i t s ] .  The 
symbols on t h e  b locks  are: 
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1) I & D  = i n t e g r a t i n g  and dumping; 
2) AS generator = t he  s co re  increment generator ;  
3)  A = an adder receiving d a t a  from the  S r e g i s t e r  and 
XY X 
present ing i t s  sum t o  the  S r e g i s t e r ;  
Y 
4) C =. a comparator t h a t  generates  t he  load command f o r  
Y 
t he  S r e g i s t e r ;  
Y 
5) S o r  S (same i f  x = y )  = t he  score  accumulator; 
Y X 
6) 0 = the  output  " ta le"  r e g i s t e r .  
Y 
The I&D c i r c u i t  contains  an i n t e g r a t o r  t o  e x t r a c t  the  s i g n a l  
from the  no ise  picked up during t ransmiss ion and receiving,  and 
an analog-to-digital  conver ter  t h a t  takes  t he  analog l e v e l  of t he  
channel symbol and converts  i t  t o  a 3-bi t  b inary number. 
The AS generator rece ives  s i x  b i t s  ( t h r e e  b i t s  f o r  each of two 
channel symbols) f ron the  I & D  and converts  these  t o  four  4-bit 
score  increments. The f i r s t  operat ion i s  t o  take t h e  two 3-bit  
numbers (A and B) and s u b t r a c t  each from 78, which i n  e f f e c t  cre- 
a t e s  A, B ,  A', and B'. These a r e  then taken i n  p a i r s  and added 
t o  y i e l d  A + B ,  A' + B', A' + B ,  and A' + B' (where the  + operator  
designates a  SUM, not a  l o g i c a l  OR). This operat ion i s  implemented 
by four  6-input-bit c i r c u i t s ,  which a r e  presented as  AB, AB, AB, 
and AB, and a r e  used t o  generate  CD, CC, CB,  and LA. This c i r c u i t  
arrangement i s  shown i n  Figure V-10. 
There a r e  two 4-bit A adders which t o t a l  e igh t  b i t s .  These 
xy 
adders receive t h e i r  addends from the  AS generator acd the  S reg- 
X 
i s t ~ r ,  and present  t h e i r  sum t o  t he  C comparator f o r  s e l e c t i o n ,  
Y 
and t o  the  s e l e c t i o n  l o g i c  f o r  t h e  S r e g i s t e r s .  The l o g i c  f o r  
X 
t h i s  is shown i n  Figure V - 1 1 .  
The C comparators a r e  8-bit  l o g i c a l  comparators t h a t  opera te  
Y 
i n  a combined mode. The comparator pu ts  out  a s i g n a l  
i nd i ca t ing  whether t he  A o r  A (x+l) sum is  the  l e s s e r  of t h e  two, XY 
and s t e e r s  t h i s  sum t o  t he  inputs  of the  S r e g i s t e r .  The output  
Y 
s i g n a l  mnemonic is T = T (x+l) Y ' which is  a l s o  used by the  0 reg- XY 
i s t e r  f o r  t r a n s f e r r i n g  c o n t r o l .  Comparator l og i c  is  shown i n  Fig- 
u re  V-12. 
I . .  
. 7 ,  
. . 
'. ( 
I :  
. .' 
3 .  
, .  . . . 
' . $  . . #  
, . - ,. , :* : 
' I '  
' ,  I , ' . , ' '  ,',, 
I .: . . .  . '. 
Figure V-10 AS Generator 
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3. Main-Stream D i q i  t a l  Demul t ip lexer  
The main-stream d i g i t a l  demul t ip lexer  ( a f t e r  locking on t o  t h e  
main frame synchronizer)  s epa ra t e s  t h e  main s t ream of d a t a  i n t o  
t h r e e  s e p a r a t e  channels f o r  f u r t h e r  process ing.  
Only a frame-synchronization code is  used f o r  main-stream syn- 
chroniza t ion .  Standard 3-mode synchronizer  a c q u i s i t i o n  and lock- 
on procedures a r e  requ i red  ( sea rch ,  tes t ,  and lock) .  A subframe 
synchroniza t ion  code f o r  t h e  50.4-kbps d a t a  i s  contained I n  t h e  
f i r s t  t h r e e  8-bi t  words of t h e  50.4-kbps frame, which is  subsyn- 
chronous wi th  t h e  main frame (1:64).  The compressed TV te lemetry  
frame leng th  v a r i s s  and is nonsynchronous w i th  t h e  main-stream 
frame. A real- t ime end-of-TV-picture frame, 3 l u s  delayed end-of- 
p i c t u r e  frame, f i e l d ,  and l i n e -  synchron iza t ion  code words form t h e  
b a s i s  f o r  TV recons t ruc t ion  and synchroniza t ion .  
Voice channel b i t  synchroniza t ion  occurs  automat ica l ly  wi th  
t he  main-stream frame synchroniza t ion  and, of course ,  f o r  a  b i t  
A-e dula ted  s i g n a l ,  no o t h e r  synchroniza t ion  s i g n a l  i s  required .  
4. TV Reconstruct ion and Svnchroni z a t i o n  
The compressed TV d a L ~  a r e  recons t ruc ted  i n  r eve r s e  sequence 
t o  t h a t  of t h e  compressors i n  t h e  space  s t a t i o n .  Since  t h e  uncom- 
pressed TV frame r a t e ,  TV l i n e  r a t e ,  and p i x e l  r a t e  a r e  synchron- 
ous with the  main-stream b i t  rate, t h e  analog synchroniza t ion  t r a i n  
can b e  generated i n  synchronism wi th  t h e  rea l - t ime frame synchron- 
i z a t i o n ,  g iv ing a constant  delay (except  f o r  Doppler) between t h e  
space-s ta t ion  scanning waveform and t h e  reconst -ucted  analog syn- 
chron iza t ion  waveform. 
Froper r e cons t ruc t i on  of p i x e l  d a t a  then is  a mat te r  of decod- 
i n g  t h e  b r i gh tne s s  l e v e l  and run l eng th ,  a s  w e l l  as matching up 
t h e  delayed end-of-line, f i e l d ,  and frame wi th  t he  recons t ruc ted  
analog synchroniza t ion  waveform. 
The s e r i a l  TV output  from t h e  main-stream mu l t i p l rxe r  a l t e r -  
na t e ly  f i l l s  two 45-bit high-speed b u f f e r s ,  which a r e  a l k r ; ~ a t e l y  
dumped (45-bit-word p a r a l l e l )  i n t o  a main e l a s t i c  memory (ML'F1) a t  
a  ground s t a t i o n .  Output from t h e  memory is  a 45-bit word t h a t  
is b i t - p a r a l l e l e d  a l t e r n a t e l y  i n t o  two high-speed unloading buf- 
f e r s .  They a r e  a l t e r n a t e l y  unloaded s e q u e n t i a l l y  i n t o  s i x  13-bi t  
pixel-value and run-length code r e g i s t e r s ,  which a r e  emptied spo- 
r a d i c a l l y  a t  t h e  p i x e l  r a t e  dur ing t h e  r econs t ruc t i on  of each l i n e .  
Reca l l  t h a t  t h e  run-length code word has  a v a r i a b l e  l eng th  and, 
therefore, that the number of bits transferred to each 13-bit hold- 
ing register varies with run length; consequently, the length of 
the transfsrred word length varies from nine to 13 bits. Recogni- 
tion of the end-of-rurr length code, as well as that of the special 
end-of-line, end-of-frame, and end-of-field codes, must take place 
during continued search of the MEM unloading registers to enable a 
logical transfer of the correct number of bits to each 13-bit hold- 
ing register . 
Initial TV synchronization is obtained (following main-s tream 
format frame synchronization) by recognizing the real-time TV pic- 
ture frame synchronization and by synchronizing the analog synchron- 
ization waveform generator to this. (This synchronization process 
is exactly equivalent to synchronizing any sub commutated channel. ) 
The buffered-run-length data are allowed to fill the MEM, and 
are then clocked 01 :, at a 45-Mbps rate until a buffered end-of- 
frame is recognized. (Buffer Q control can prevent emptying this 
MEM if an end of frame synchror.i;.ation is missed.) 
The MEM outpat is halted at an end-of-frame synchronization 
condition until the next real-tine end-of-frame synchronization 
time is used to start the pixel reconstruction process. 
5 .  Grcund Rules i n  TV Sync and Reconstruction when Errors Occur 
- 
i n  the Data 
Coding errors in run length and in the delayed end-of-line, 
end-of-field, and end-of-frame must be handled logically to main- 
tain synchronization or to regain synchronization with as little 
loss of data as possible. This logic follows: 
1) Errors in the real-time TV picture synchronization - 
Errors in the real-time TV picture synchronization 
can be handled like those in any subcommutated PCM 
channel. A search, check, and lock mode will be used 
when a search for the synchronization pattern occurs 
every frame (the first 45-bit TV word) until it is 
found and when this search is repeated every 105 frames. 
When the error rate in the synchro~~i~ation code is low 
enough, a lock-on mode is enabled. One can usually 
set a threshold for errors in the synchronization code 
before starting a new search; 
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2) Errors inside a line (run length) - A line may be short 
or long with regard to the number of pixels. If the 
line is short, revert the mid-grey level until reach- 
ing the end-of-line time, and then begin a new line. 
If the line is long, ignore the extra pixels and begin 
a new line. If the next end-of-line code cannot be 
found in time, then begin a new linz at the mid-grey 
level and fill sach line until the next end-of-line 
code is recagnized. The line will now be resynchron- 
ized but will be offset vertically. 
Depending upoc the type of run-length errors, one may 
be either in synchronization or one or more lines be- 
hind the output synchronization waveform at the end of 
the field. If the end-of-field (or end-of-frame) code 
is not found (if one is behind a line), discard data 
during blanking at the end of the field or frame by 
going to the next end-of-line (or end-of-field) code 
when reaching the end of the frame. 
3) False end-of-line code - If a false end-of-line code 
occurs, handle this the same as a short line, except 
that at the end of the field this system will be a 
line behind, and one must discard a line during the 
between-field blanking period by going to the next end- 
of-line (or end-of-field or end-of-frame) code. 
4) Missed end-of-line code - If an end-of-line synchron- 
ization code is missed, terminate at an end-of-line 
pixel count and discard the remainder. Begin the next 
line at the value set 5y the first run-length code 
which follows the ilext end-of-line synchronization code 
unless the next end-of-line synchronization code cannot 
be pul!ed from the buffer in time. In this case, begin 
thc next iine using the mid-grey scale, and terminate 
at the correct pixel count. Continue filling the screen 
until the next end-of-line code is recognized. 
Under this condition (missed end-of-line code), the 
system may be either in synchronization or be one line 
high on the screen. When the system recognizes the 
end of a field or frame and the system is ahead, stop 
unloading from the buffer and fill the screen until 
reaching the time to begin the next field or frame, as 
the case may be. 
5) Missed end of f i e l d  code - I f  an end-of-£ i e l d  (frame) 
code is missed, terminate t he  l i n e  a t  t he  co r r ec t  p i x e l  
count and go t o  t he  next  recognizable end-of-line code 
t o  begin the  next f i e l d .  
This w i l l  r e s u l t  i n  t he  system being one o r  more l i n e s  
ahead i n  t he  next f i e l d .  Follow the  same procedure a t  
the  end-of-field code as described under missed end- 
o f - l i ne  code where t he  system is ahead one o r  more 
l i n e s .  
If Buffer Q g e t s  ou t  of to le rance ,  resynchronization must be  
accomplished. 
APPENDIX A 
AN ADDITION TO FORTRAN :O SlMPLIFY PROGRAMING 
OF ALGORITHMS OR Sli4ULATION OF HARDWARE 
During programing of  bo th  V i t e r b i  and Fano a lgor i thms i t  i s  
apparent  t h a t  Fo r t r an ,  which is  b a s i c a l l y  a computational language, 
i s  not  w e l l  s u i t e d  t o  t h i s  work. These programs use  mainly l o g i c  
i n s t r u c t i o n s  such a s  a d ,  o r ,  and excZusive or ,  and s h i f t s  both  
l o g i c a l  and c i r c u l a r  a s  t h e  bu lk  o f  t h e  program. I n  o rde r  t o  do 
t \ e se  opera t ions  i n  Fo r t r an ,  i t  i s  necessary  t o  supply subrou t ines  
t o  >e.:fsrm some o r  a l l  of  t he se  i n s t r u c t i o n s  on most of t h e  machines. 
The r e s u l t  i s  t h a t  t he  prcgraming i t s e l f  is d i f f i c u l t ,  hard t o  f o l -  
low, and execu t ion  is slow. I n  o rde r  t o  speed up t he  execu t ion ,  
i t  i s  necessary  f o r  t h e  programer t o  e i t h e r  recode, i n  a form of 
machine ~ a u g u a g e ,  o r  use unorthodox techniques t o  avoid t h e  use 
of  t h e  l o g i c a l  set and s h i f t s .  These techniques a l s o  must be v a r i e d  
f o r  e a - n  a p p l i c a t i o n ,  and thus  they are n o t  e a s i l y  used by t h e  en- 
g inee r  who does n o t  cons t an t l y  do t h i s  work. 
It appears  t h a t  a d d i t i o n  of s e v e r a l  i n s t r u c t i o n s  t o  the  normal 
For t ran  set could enhance t h e  s u i t a b i l i t y  of For t ran  f o r  t h i s  work. 
F i r s t ,  i t  must be recognized t h a t  f o r  maximum ga in  i n  the  use of 
these  a d d i t i o n s ,  t h e  c a p a b i l i t y  would have t o  be coded i n t o  t h e  
For t ran  complier.  Also u sab l e ,  b u t  less e f f e c t i v e ,  would be  t h e  
coding of some of  t h e  i n s t r i l c t i o n s  as subrou t ines  i n  the  machine 
language of  t he  p a r t i c u l a r  computer t o  be used. Leas t  e f f e c t i v e  
of  a l l ,  b u t  a t  least naking t h e  program much e a s i e r  t o  understand 
and t o  code, would be  t o  program the se  i n s t r u c t i o n s  a s  Fo r t r an  
subrout ines .  
The g r e a t e s t  s i n g l e  d i f f i c - u l t y  encountered i n  use of For t ran  
i s  the  i n a b i l i t y  t o  e a s i l y  s imula te  a r e g i s t e r  o r  s h i f t  r e g i s t e r  
of n b i t s  long,  and have any freedom of complicat ion i f  t he  number 
of  b i t s  i n  tne  r e g i s t e r  dces no t  match t he  number of b i t s  i n  the  
computer word. An " i n s t r u c t i o n  s i m i l a r  t o  the  For t ran  DIMENSION 
i n s t r u c t i o n .  For example, SIZE could i n d i c a t e  any v a r i a b l e  t h a t  
i s  used t o  s imula te  a hardware r e g i s t e r ,  and t h e  number of b i t s  
i t  would con ta in  would a l s o  be s p e c i f i e d .  I t  would then be up t o  
t he  complier t o  set up t h e  mechanism s o  t h a t  when t h i s  v a r i b l e  i s  
used i t  i s  t o  be of  n b i t s  long ,  a s  opposed t o  a f i x e d  computer 
word. The needed a d d i t i o n a l  i n s t r u c t i o n s  t o  make use of t h i s  
c a p a b i l i t y  would be: (1) e .g. , OR VMl (26 ,29) ,  VAR2 (21,241 whose 
use would r e s u l t  i n  b i t s  26 through 29 of t he  v a r i a b l e  V A R l  t o  be  
b i t  by b i t  i n c l u s i v e l y  OR'd i n t o  b i t s  21-24 of VAR2; (2 )  AND ......) 
same as above except  t he  l o g i c a l  and; (3) EXOR ......) same a s  above 
except  exc lus ive  o r ;  (4)  M O W  VARl ( 2 , 4 ) ,  L4R2 i7,9) which would 
simply move b i t s  from one v a r i a b l e  t o  ano ther ;  (5) SHIFTL VAR4 
( - 8 )  which would s h i f t  l o g i c a l  (with automatic zero f i l l  of  vacated  
p o s i t i o n s  8 b i t s  to. t h e  l e f t ,  where nega t ive  members would i n d i c a t e  
l e f t  and p o s i t i v e  t o  t he  r i g h t ,  and SHIFTC VAR4 ( 2 2 )  which would 
treat t h e  r e g i s t e r  as c i r c u l a r  ( those  b i t s  f a l l i n g  from th2  r i g h t  
s i d e  of t he  r e g i s t e r  would be fed  i n t o  t he  l e f t  end).  
APPENDIX B 
SMALL COMPUTER USE FOR DECODING 
I n  the  course of programing the  s imulat ion of the  V i t e rb i  
algori thm on var ious  computers, an obvious quest ion arose  a s  t o  
whether spec i a l i zed  hardware is necessary a s  opposed t o  having 
the  computer s imulat ion a c t u a l l y  a c t  as a decoder. Although i t  
is  not  p r a c t i c a l  on the  Apollo USB, i t  could be of s ign i f i cance  
i n  an app l i ca t ion  when an on-board computer is  no t  being f u l l y  
, used and could perform the  decoding func t ion  i n  a background o r  
t i m e  shar ing mode. 
The presen t  state-of-the-art  of small computer execution speed 
is cont ro l led  by the  access-time-to-memory, wi th  these memories 
being no t  s i g n i f i c a n t l y  slower than those of l a r g e  computers. 
Therefore, the  execution speed is mainly a f f ec t ed  by d i f fe rences  
i n  the  s u i t a b i l i t y  of the  machines i n s t r u c t i o n  s e t  f o r  performing 
the  algorithm. I n  the  fu tu re ,  e l e c t r o n i c  memories (without mag- 
n e t i c  d a t a  r e t en t ion )  may make a c t u a l  decoding a t  higher speeds 
a rea l icy .  (See Figure B-1) 
The main loop of the  V i t e rb i  Algorithm can be programed on a 
computer wi th  a powerful i n s t r u c t i o n  s e t  i n  65 i n s t r u c t i o n s ,  t h i s  
K-1 loop being executed 2 times f o r  each information b i t .  Some 
adjustment of t h i s  loop length  is poss ib le  i f  core requirements 
a r e  r e l a t i v e l y  un re s t r i c t ed ,  as when t a b l e s  f o r  scanning a r e  more 
expanded, the  i n s t r u c t i o c 3  involving lookup from the  t a b l e s  can 
be reduced i n  numbers. 
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Figure B - 1  Core Requirements and Speed on Small Computers 
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The V i t e r b i  a lgor i thm is  a maximum l i ke l i hood  decoder t h a t  
a c t s  on t he  p r i n c i p l e  t h a t  a  s h i f t  r e g i s t e r  can proceed from one 
s t a t e  t o  only two o t h e r s ;  t h e  f i r s t  is  a r e s u l t  of a  1 -b i t  s h i f t e d  
i n t o  one end of t h e  s h i f t  r e g i s t e r ,  and t he  second is  a r e s u l t  of 
a  0-bi t .  Should t h e  s ta te  appear t o  change i n  any o t h e r  way, 
i t  i s  obvious t h a t  i n c o r r e c t  informat ion has  been rece ived  by t h e  
decoder.  This a lgor i thm then uses  previous  and subsequent i n f o r -  
mation t o  t he  received e r r o r  b i t ( s )  t o  c o r r e c t  t he  e r r o r .  
To i l l u s t r a t e ,  Figure C-1 i s  a 3-bi t  o r  c o n s t r a i n t  l eng th  of 
3 - sh i f t  r e g i s t e r ;  and f o r  s t a t e  diagram purposes,  the  " s t a t e "  o f  
t h e  r e g i s t e r  i s  t h e  f i r s t  two b i t s ,  1 and 2,  of t he  r e g i s t e r .  
B i t  3 has  no e f f e c t  on t he  con ten t s  of t he  r e g i s t e r  bectiuse each 
t i m e  a new b i t  is  s h i f t e d  i n t o  p o s i t i o n  1 of t he  r e g i s t e r ,  b i t  3  
i s  s h i f t e d  ou t .  The Mealy model s tate  diagram of Figure C-2 shows 
the  l e g a l  moves from s t a t e - t o - s t a t e  ( t h e  double d i g i t s  r ep r e sen t  
t he  s t a t e ;  t h e  s i n g l e  d i g i t s ,  t h e  b i t  s h i f t e d  i n ;  t he  Errow, t he  
d i r e c t i o n  of l e g a l  movement). F igure  C-3 shows t he  type  of encoder 
used f o r  c o n s t r a i n t  l e n g t h  3, r a t e  1 /2 .  As  p a i r s  of b i t s  a r e  re- 
ceived from t h e  encoder ( a  p a i r  f o r  each s t a t e  o r  each i n p u t  b i t ) ,  
they r ep re sen t  moves from s t a t e - t o - s t a t e  on t h e  diagram. When an 
i l l e g a l  move i s  made on t he  diagram, e s co re  i s  kept  a s  t o  how un- 
l i k e l y  t he  l e g a l i t y  of t he  move was t o  reach  each of t he  four  
states. Afte; a  few moves, some of t he  pa th s  around t he  d i ~ g r a m  
would r e s u l t  i n  h igh s c c r e s  f o r  some pa th s  s i n c e  many i l l e g a l  moves 
would be requ i red .  To e l im ina t e  t h e  u n l i k e l y  pa th s ,  3 dec i s i on  is 
made a s  t o  t he  most l i k e l y  e n t r y  t o  each s t a t e ,  and i t s  corre-  
sponding pa th  record  i s  he ld ;  t he  o t h e r  is  r e j e c t e d .  
To implezect  ,:,he V i t e r b i  a l g o r i t h ~ . ,  i t  is  necessary  t o  de f inp  
a method of scor ing  each pa th ,  a  method 3f r e t a i n i n g  t he  pa th  
record  f o r  each s t a t e ,  and a comparison f o r  r e j e c t i n g  pa th s  t h a t  
do no t  s c o r e  w e l l .  
This  can be more r e a d i l y  accomplished by rea r rang ing  t h e  s t a t e  
diagram t o  a  more usable  form. Figure C-4 shows a redrawn s t a t e  
diagram wi th  t h e  states v e r t i c a l  and a l l  moves going t o  t he  r i g h t  
from A t o  3. By cont inuing C ,  D ,  e t c ,  a s  many consecut ive  moves 
as needed can be  d r a m ,  bu t  t h e  p a t t e r n  i s  the  same a s  f o r  t he  
f i r s t  move. The encoded ou tpu t  t h a t  would r e s u l t  wi th  each move 
can be der ived from Figure C-3 and can be l i s t e d  a s  i n  Table C-1. 
Then t h e  encoded output  can be  t r a n s f e r r e d  t o  Figure  C - 4  a s  t h e  
double d i g i t s  alonz t he  pa th  l ines.  The s i n g l e  d i g i t s  show what 
L i t  would have been s h i t t e d  i n t o  t h e  s t a t e  A t o  produce t h e  move 
t o  B. Scoring is  accomplished by counting t he  b i t  d i f f e r e n c e  
between t he  double d i g i t s  i n  Figure C-4 and t h e  two d i g i t s  of t he  
received message f o r  each s t e p .  The two s co re s  f o r  each s t a t e  
a r e  then added t o  t h e  s co re s  from t h e  previous  s t e p ,  then compared 
and t h e  pa th  wi th  t he  sma l l e r  s co re  is  taken a s  t he  most l i k e l y  
path .  Tile previous  pa th  record i s  taken ,  s h i f t e d  on p o s i t i o n ,  and 
the  corresponding 1 o r  0 b i t  ( s i n g l e  d i g i t s  i n  Figure  C-4) i n s e r t e d  
i n  t he  vacated  end p o s i t i o n .  
Figure C-5 shows a completed diagram of 11 moves proceeding 
from the  l e f t  t o  t he  r i g h t  wi th  only t he  chosen path  t o  each s t a t e  
drawn i n ,  and t h e  r e s u l t i n g  s co re  a t  t h a t  state and a t  t h a t  move. 
The accompanying t a b l e  shows t h e  d a t a  message, t he  encoded message, 
and t he  received message. Move No. 3 simulated an e r r o r  i n  t h e  
received message. However, when t h e  d a t a  g e t  f a r  enough down- 
stream, t h e  message has  been cor rec ted  by e l imina t ion  of the  i n -  
co r r ec t  pa th .  
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