ABSTRACT. We consider a stationary and ergodic random field {ω(e) : e ∈ E d } that is parameterized by the edge set of the Euclidean lattice
where the edge set, E d , is given by the set of all non-oriented nearest neighbor bonds. Let (Ω, F) = ([0, ∞) E d , B([0, ∞)) ⊗E d ) be a measurable space equipped with the Borel-σ-algebra. For ω ∈ Ω, we refer to ω({x, y}) as the conductance of the corresponding edge {x, y}. Henceforth, we consider a probability measure P on (Ω, F), and we write E to denote the expectation with respect to P. Further, a translation or shift by z ∈ Z d is a map τ z : Ω → Ω, (τ z ω)({x, y}) := ω({x + z, y + z}), {x, y} ∈ E d .
(1.1)
The set {τ x : x ∈ Z d } together with the operation τ x • τ y := τ x+y defines the group of space shifts. For any ω ∈ Ω, the induced set of open edges is denoted by
We also write x ∼ y if {x, y} ∈ O(ω). Further, we denote by C ∞ (ω) the subset of vertices of Z d that are in infinite connected components.
Throughout the paper, we will impose assumptions both on the law P and on geometric properties of the infinite cluster.
Assumption 1.1. Assume that P satisfies the following conditions: (i) The law P is stationary and ergodic with respect to translations of Z d . (ii) E[ω(e)] < ∞ for all e ∈ E d . (iii) For P-a.e. ω, the set C ∞ (ω) is connected, i.e. there exists a unique infinite connected component -also called infinite open cluster -and P[0 ∈ C ∞ ] > 0.
Let Ω 0 = ω ∈ Ω : 0 ∈ C ∞ (ω) and introduce the conditional measure
and we write E 0 to denote the expectation with respect to P 0 . We denote by d ω the natural graph distance on (C ∞ (ω), O(ω)), in the sense that for any x, y ∈ C ∞ (ω), d ω (x, y) is the minimal length of a path between x and y that consists only of edges in O(ω). For x ∈ C ∞ (ω) and r ≥ 0, let B ω (x, r) := {y ∈ C ∞ (ω) : d ω (x, y) ≤ ⌊r⌋} be the closed ball with center x and radius r with respect to d ω , and we write B(x, r) := {y ∈ Z d : |y − x| 1 ≤ ⌊r⌋} for the corresponding closed ball with respect to the ℓ 1 -distance on Z d . Further, for a given subset B ⊂ Z d we denote by |B| the cardinality of B, and we define the relative boundary of A ⊂ B by 
Definition 1.2 (regular balls)
. Let C V ∈ (0, 1], C riso ∈ (0, ∞) and C W ∈ [1, ∞) be fixed constants. For x ∈ C ∞ (ω) and n ≥ 1, we say a ball B ω (x, n) is regular if it satisfies the following conditions:
i) volume regularity of order d:
ii) (weak) relative isoperimetric inequality: There exists S ω (x, n) ⊂ C ∞ (ω) connected such that B ω (x, n) ⊂ S ω (x, n) ⊂ B ω (x, C W n) and |∂ ω S ω (x,n) A| ≥ C riso n −1 |A| (1. 4) for every A ⊂ S ω (x, n) with |A| ≤ 1 2 |S ω (x, n)|.
Assumption 1.3 (θ-very regular balls).
For some θ ∈ (0, 1) assume that for P 0 -a.e. ω there exists N 0 (ω) < ∞ such that for all n ≥ N 0 (ω) the ball B ω (0, n) is θ-very regular, that is, the ball B ω (x, r) is regular for every x ∈ B ω (0, n) and r ≥ n θ/d . (ii) The notion of θ-very regular balls is particularly useful in the context of random graphs, e.g. supercritical Bernoulli percolation clusters [7] or clusters in percolation models with long range correlations [24] (see the examples below for more details). Such random graphs have typically a local irregular behaviour, in the sense that the conditions of volume growth and relative isoperimetric inequality fail on small scales. Roughly speaking, Assumption 1.3 provides a uniform lower bound on the radius of regular balls.
(iii) In contrast to the (weak) relative isoperimetric inequality (1.4), the (standard) isoperimetric inequality on Z d reads
On random graphs, however, such an inequality is true only for large enough sets. However, under the assumption that the ball B ω (x, n) is θ-very regular, the isoperimetric inequality (1.5) holds for all A ⊂ B ω (x, n) with |A| > n θ ; cf. Lemma 2.10 below.
For any fixed realization ω ∈ Ω, we are interested in a continuous-time Markov chain, X = {X t : t ≥ 0}, on C ∞ (ω). We refer to X as random walk among random conductances or random conductance model (RCM). Set µ ω (x) = y∼x ω({x, y}), X is the process that waits at the vertex x ∈ C ∞ (ω) an exponential time with mean 1/µ ω (x) and then jumps to a vertex y that is connected to x by an open edge with probability ω({x, y})/µ ω (x). Since the holding times are space dependent, this process is also called variable speed random walk (VSRW). The process X is a Markov process with generator, L ω , acting on bounded functions as
We denote by P ω x the quenched law of the process starting at the vertex x ∈ C ∞ (ω). The corresponding expectation will be denoted by E ω x . Notice that X is a reversible Markov chain with respect to the counting measure.
Main result.
We are interested in the long time behavior of the random walk among random conductances for P 0 -almost every realization ω. In particular, we are aiming at obtaining a quenched functional central limit theorem (QFCLT) for the process X in the following sense.
We say that the quenched functional CLT or quenched invariance principle holds for X, if for every T > 0 and every bounded continuous function F on the Skorohod space
Our main result relies on the following integrability condition.
Assumption 1.6 (Integrability condition).
For some p, q ∈ [1, ∞] and θ ∈ (0, 1) with
assume that the following integrability condition holds
where we used the convention that 0/0 = 0. Remark 1.8. If the law P of the conductances is invariant under reflection and rotation of Z d by π/2, the limiting Brownian motion is isotropic in the sense that its covariance matrix Σ 2 is of the form Σ 2 = σ 2 I for some σ > 0. (Here I ∈ R d×d denotes the identity matrix.) Remark 1.9. Consider the Markov process Y = {Y t : t ≥ 0} on C ∞ (ω) that waits at the vertex x ∈ C ∞ (ω) an exponential time with mean 1 and then jumps to a neighboring vertex y with probability ω({x, y})/µ ω (x). This process is also called constant speed random walk (CSRW). Notice that the process Y can be obtained from the process X by a time change, that is Y t := X at for t ≥ 0, where a t := inf{s ≥ 0 : A s > t} denotes the right continuous inverse of the functional
By the ergodic theorem and Lemma 2.4, we have that lim t→∞ A t /t = E 0 [µ ω (0)] for P 0 -a.e ω. Hence, under the assumptions of Theorem 1.7, the rescaled process Y converges to a Brownian motion on R d with deterministic and non-degenerate covariance matrix
Remark 1.10. Notice that Assumption 1.1 and the remark above implies that P 0 -a.s. the process X does not explode in finite time.
Random walks among random conductances is one of the most studied examples of random walks in random environments. Since the pioneering works of De Masi, Ferrari, Goldstein and Wick [15] and Kipnis and Varadhan [17] which proved a weak FCLT for stationary and ergodic laws P with E[ω(e)] < ∞, in the last two decades much attention has been devoted to obtain a quenched FCLT.
For i.i.d. environments (P is a product measure), it turns out that no moment conditions are required. Based on the previous works by Mathieu [19] [21] have studied a quenched invariance principle for simple random walks on a certain class of percolation models with long range correlations including random interlacements and level sets of the Gaussian Free Field (both in d ≥ 3).
For general ergodic, elliptic environments, P[0 < ω(e) < ∞] = 1, where the infinite connected component C ∞ (ω) coincides with Z d , the first moment condition on the conductances, E[ω(e)] < ∞ and E[ω(e) −1 ] < ∞, is necessary for a QFCLT to hold, see Barlow, Burdzy and Timár [6, 5] . The uniformly elliptic situation, treated by Boivin [12] , Sidoravious and Sznitman [25] (cf. Theorem 1.1 and Remark 1.3 therein), Barlow and Deuschel [8] , has been relaxed by Andres, Deuschel and Slowik [2] to the condition in Assumption 1.6 with θ = 0. As it turned out, for the constant speed random walk Y as defined above, this moment condition is optimal for a quenched local limit theorem to hold, see [3] . In dimension d = 2, Biskup proved a QFCLT under the (optimal) first moment condition, and it is an open problem if this remains true in dimensions d ≥ 3.
In this paper, we are interested in the random conductance model beyond the elliptic setting. We prove a quenched invariance principle in the case of stationary and ergodic laws under mild assumptions on geometric properties of the resulting clusters and on the integrability of P. This framework includes the models considered in [2] and [21] . The main novelty is a new anchored relative isoperimetric inequality (Lemma 3.7) that is used to show in a robust way the ℓ 1 -sublinearity of the corrector (for more details see below). Another important aspect is that neither an a priori knowledge on the distribution of the size of holes in the connected components nor on properties of the chemical distance is needed. In particular, our proof does not rely on the directional sublinearity of the corrector.
In the sequel, we give a brief list of motivating examples of probability measures on [0, ∞) E d for the conductances. Example 1.11 (Supercritical Bernoulli percolation cluster). Consider a supercritical Bernoulli bond percolation {ω(e) : e ∈ E d }, that is, ω(e) ∈ {0, 1} are i.i.d. random variables with P[ω(e) = 1] > p c . The almost sure existence of a unique infinite cluster is guaranteed by Burton-Keane's theorem, while Assumption 1.3 on θ-very regular balls for any θ ∈ (0, 1) follows from a series of results in [7] : Theorem 2.18 a), c) together with Lemma 2.19, Proposition 2.11 (combined with Lemma 1.1), and Proposition 2.12 a). More precisely, we choose S ω (0, n) as the largest cluster C ∨ (Q 1 ) where Q 1 is the smallest special cube appearing in the proof of [7, Theorem 2.18] . In this case, our result on the quenched invariance principle Theorem 1.7 contains the ones in [25, 20, 11, 9] . Example 1.12 (Percolation clusters in models with long-range correlations). Consider a family of probability measure P u on {0, 1} Z d indexed by u ∈ (a, b) that satisfies the assumptions P1-P3, S1 and S2 in [24] . For a given sample {η(x) : Let us consider a more general model in which random walks move on percolation clusters with arbitrary jump rates.
Example 1.13 (RCM defined by level sets of the Gaussian Free Field). Consider the discrete Gaussian Free Field
φ is a Gaussian field with mean zero and covariances given by the Green function of the simple random walk on Z d . The excursion set of the field φ above level h is defined as V ≥h (φ) := {x ∈ Z d : φ(x) ≥ h}, which can be considered as vertex set of the random graph of with edge set E ≥h (φ) := {{x, y} : φ(x) ∧ φ(y) ≥ h}. It is well known [14, 22] that there exists a threshold
We are interested in the first case, where the family {P h * −h , h ∈ (a, b)}, with P u denoting the law of the site percolation process {½ φ(x)≥u : x ∈ Z d }, satisfies for some 0 < a < b < ∞ the assumptions P1-P3, S1 and S2 in [24] (for more details, see Subsection 1. every p, q ∈ (0, ∞), Theorem 1.7 holds for this random conductance model.
The method.
We follow the most common approach to prove a QFCLT that is based on harmonic embedding, see [10] for a detailed exposition of this method. A key ingredient of this approach is the corrector, a random function, χ :
is an L ω -harmonic function in the sense that P 0 -a.s.
This can be rephrased by saying that χ is a solution of the Poisson equation
where Π denotes the identity mapping on Z d . The existence of χ is guaranteed by Assumption 1.1. Further, the L ω -harmonicity of Φ implies that
is a martingale under P ω 0 for P 0 -a.e. ω, and a QFCLT for the martingale part M can be easily shown by standard arguments. In order to obtain a QFCLT for the process X, by Slutsky's theorem, it suffices to show that for any T > 0 and P 0 -a.e ω
which can be deduced from ℓ ∞ -sublinearity of the corrector:
The main challenge in the proof of the QFCLT is to show (1.10). In a first step we show that the rescaled corrector converges to zero P 0 -a.s. in the space averaged norm · 1,B ω (0,n) (see Proposition 2.9 below). A key ingredient in the proof is a new anchored relative isoperimetric inequality (Lemma 3.7) and an extension of Birkhoff's ergodic theorem, see Appendix A for more details. In a second step, we establish a maximal inequality for the solution of a certain class of Poisson equations using a Moser iteration scheme. As an application, the maximum of the rescaled corrector in the ball B ω (0, n) can be controlled by the corresponding · 1,B ω (0,n) -norm. In the case of elliptic conductances such a Moser iteration has already been implemented in order to show a QFCLT [2] , a local limit theorem and elliptic and parabolic Harnack inequalities [3] as well as upper Gaussian estimates on the heat kernel [4] . The Moser iteration is based on a Sobolev inequality for functions with compact support which follows in the case of elliptic conductances (C ∞ (ω) ≡ Z d ) from the isoperimetric inequality (1.5) on Z d . Since such an isoperimetric inequality on random graphs is true only for sufficiently large sets (Lemma 2.10), the present proof of the Sobolev inequality relies on an interpolation argument in order to deal with the small sets (see Lemma 3.3 below).
The paper is organized as follows: In Section 2, we prove our main result. After recalling the construction of the corrector and proving the convergence of the martingale part, we show the ℓ 1 -and ℓ ∞ -sublinearity of the corrector. The proof of the ℓ 1 -sublinearity is based on an anchored Sobolev inequality that we show in a more general context in Section 3. Finally, the Appendix contains an ergodic theorem that is needed in the proofs.
Throughout the paper, we write c to denote a positive constant that may change on each appearance, whereas constants denoted by C i will be the same through each argument.
QUENCHED INVARIANCE PRINCIPLE
Throughout this section we suppose that Assumption 1.1 holds.
Harmonic embedding and the corrector.
In this subsection, we first construct a corrector to the process X such that M t = X t − χ(ω, X t ) is a martingale under P ω 0 for P a.e. ω. Second, we prove an invariance principle for the martingale part. Definition 2.1. A measurable function, also called a random field, Ψ : Ω × Z d → R satisfies the cocycle property if for P 0 -a.e. ω, it hold that
We denote by L 2 cov the set of functions Ψ : Ω×Z d → R satisfying the cocycle property such that
In the following lemma we summerize some properties of functions in L 2 cov .
Proof. (i) follows from the definition.
(ii) "⇐" The assertion follows immediately from the definition of · L 2 cov . "⇒" Suppose that Ψ L 2 cov = 0. By using the stationarity of P and the cocycle property, we obtain that, for any y ∈ Z d ,
Hence, for any y ∈ Z d there exists Ω * y ⊂ Ω such that P[Ω * y ] = 1 and for all ω ∈ Ω * ω({y, y + x})
Set Ω * := y∈Z d Ω * y . Obviously, P[Ω * ] = 1, and for any ω ∈ Ω * , (2.2) holds true for all y ∈ Z d . In particular, for any ω ∈ Ω * ∩ Ω 0 and z ∈ C ∞ (ω), there exist
Hence, Ψ(ω, z) = Ψ(ω, 0) = 0. This completes the proof.
In particular, it can be checked that L 2 cov is a Hilbert space (cf. [11, 20] ). We say a function ϕ : Ω → R is local if it only depends on the value of ω at a finite number of edges. We associate to ϕ a (horizontal) gradient Dϕ :
Obviously, if the function ϕ is bounded, Dϕ is an element of L 2 cov . Following [20] , we introduce an orthogonal decomposition of the space L 2 cov . Set
cov of the set gradients and let L 2 sol be the orthogonal comple-
In order to define the corrector, we introduce the position field Π :
We write Π j for the j-th coordinate of Π.
for all x, y ∈ Z d , the j-th component of the position field Π j satisfies the cocycle property for every ω ∈ Ω 0 . Moreover,
where e j denotes the j-th coordinate unit vector. Hence, Π j ∈ L 2 cov . So, we can define χ j ∈ L 2 pot and Φ j ∈ L 2 sol as follows
This defines the corrector
The following proposition summarizes the properties of χ, Φ and M ; see, for example, [1] , [8] or [10] for detailed proofs. 
In particular, for P 0 -a.e. ω and for every v ∈ R d , M and v · M are P ω 0 -martingales with respect to the filtration F t = σ(X s , s ≤ t). The quadratic variation process of the latter is given by
In the sequel, we prove a quenched invariance principle for the martingale part. This is standard and follows from the ergodicity of the process of the environment as seen from the particle {τ Xt ω : t ≥ 0} which is a Markov process taking values in the environment space Ω 0 with generator
acting on bounded functions ϕ : Ω 0 → R. The following result is a generalization of Kozlov's theorem [18] in the case that the underlying random walk is reversible. Proof. The reversibility of {τ Xt ω : t ≥ 0} with respect to P 0 follows directly from Assumption 1.1. The proof of the ergodicity of the environmental process relies on the ergodicity of P with respect to shifts of Z d and the fact that for P-a.e. ω the infinite cluster, C ∞ (ω), is unique. See [15, Lemma 4.9] for a detailed proof.
In the next proposition we show both the convergence of the martingale part and the non-degeneracy of the limiting covariance matrix. The proof of the latter, inspired by the argument given in [21] (see also [9] ), relies on the ℓ 1 -sublinearity of the corrector that we will show below in Proposition 2.9. Proposition 2.5 (QFCLT for the martingale part). For P 0 -a.e. ω, the sequence of processes { 1 n M tn 2 : t ≥ 0} converges in P ω 0 -probability to a Brownian motion with a deterministic covariance matrix Σ 2 given by
Additionally, if θ ∈ (0, 1) satisfies Assumption 1.3 and E[(1/ω(e))½ e∈O ] < ∞ for any e ∈ E d , then the limiting covariance matrix Σ 2 is non-degenerate.
Proof. The proof follows from the martingale convergence theorem by Helland, cf.
[16, Theorem 5.1a)]; see also [1] or [20] for details. The argument is based on the fact that the quadratic variation of { 1 n M tn 2 : t ≥ 0} converges, for which the ergodicity of the environment process in Lemma 2.4 is needed.
It remain to show that the limiting Brownian motion is non-degenerate. The argument is similar to the one in [21] , but avoids the use of the ℓ ∞ -sublinearity of the corrector. Assume that (v, Σ 2 v) = 0 for some v ∈ R d with |v| = 1. First, we deduce from Lemma 2.2 that, for P 0 -a.e. ω, v · Φ(ω, x) = 0 for all x ∈ C ∞ (ω). Since x = χ(ω, x) + Φ(ω, x), this implies that, for P 0 -a.e. ω, |v · x| = |v · χ(ω, x)| for all x ∈ C ∞ (ω). In particular,
In view of Proposition 2.9, the right-hand side of (2.7) vanishes for P 0 -a.e. ω as n tends to infinity. On the other hand, for any δ ∈ (0, 1) we have that
Due to (1.3), |B ω (n)| ≥ C V n d for all n ≥ N 1 (ω) and P 0 -a.e. ω. Moreover, the other two terms in the bracket above are of order δn d . Hence, by choosing δ sufficiently small, there exists c > 0 such that
Thus, we proved that (v, Σ 2 v) > 0 for all 0 = v ∈ R d , which completes the proof.
Sublinearity of the corrector.
Recall that we denote by B ω (x, r) and B(x, r) a closed ball with center x ∈ C ∞ (ω) and radius r ≥ 0 with respect to the graph distance d ω and usual ℓ 1 -distance on Z d , respectively. To lighten notation, we write B ω (r) ≡ B ω (0, r) and B(r) ≡ B(0, r). Further, for any non-empty A ⊂ Z d , we define a locally space-averaged norm for functions f :
Our main objective in this subsection is to prove the ℓ ∞ -sublinearity of the corrector. 
The proof is based on both ergodic theory and purely analytic tools. In a first step, we show the ℓ 1 -sublinearity of the corrector, that is the convergence of 1 n χ to zero in the · 1,B ω (n) -norm. This proof uses the spatial ergodic theorem as well as the anchored S 1 -Sobolev inequality that we established in Proposition 3.9. In a second step, we use the maximum inequality in order to bound from above the maximum of where we still use the convention that 0/0 = 0. Lemma 2.7. Suppose that for P 0 -a.e. ω there exists N 1 (ω) < ∞ such that the ball B ω (n) satisfies the volume regularity (1.3) for all n ≥ N 1 (ω). Further, assume that
(2.9)
Proof. The assertions follows immediately from the spatial ergodic theorem. For instance, we have for P 0 -a.s.
where we exploit the observation that B ω (n) ⊂ B(n) ∩ C ∞ (ω) for every n ≥ 1.
The next lemma relies on an extension of Birkhoff's ergodic theorem that we show in the appendix. Lemma 2.8. Let w n : E d → (0, ∞) be defined by w n ({x, y}) = (n/ max{|x| 1 , |y| 1 }) d−ε for some ε ∈ (0, 1), and assume that E[(1/ω(e))½ e∈O ] < ∞ for all e ∈ E d . Then, there exists C 5 < ∞ such that for any Ψ ∈ L 2 cov and P 0 -a.e. ω,
Proof. First, an application of the Cauchy-Schwarz inequality yields
which is finite since Ψ ∈ L 2 cov and E[(1/ω(e))½ e∈O ] < ∞ by assumption. Recall that Ψ satisfies the cocycle property, that is Ψ(ω, x) − Ψ(ω, y) = Ψ(τ x ω, y − x) for P 0 -a.e. ω and for every x, y ∈ C ∞ (ω). Since B ω (n) ⊂ B(n) ∩ C ∞ (ω) for every n ≥ 1, we obtain that, for any ω ∈ Ω 0 , 1
where we introduced ψ(ω) = y∼0 |Ψ(ω, y)|½ 0∈C∞(ω) ½ {0,y}∈O(ω) to lighten notation. Further, an application of (A.1) yields
which concludes the proof.
Proposition 2.9 (ℓ 1 -sublinearity). Suppose θ ∈ (0, 1) satisfies Assumption 1.3, and assume that E (1/ω(e))½ e∈O < ∞ for all e ∈ E d . Then, for any j = 1, . . . , d,
Proof. Since χ j ∈ L 2 pot , there exists a sequence of bounded functions ϕ j,k : Ω → R such that Dϕ j,k → χ j in L 2 cov as k → ∞. Thus, for any fixed k ≥ 1 we obtain 1 n d+1
In order to bound from above the second term on the right hand-side of (2.13) we consider the deterministic edge weight w n : E d → (0, ∞) that is defined by w n ({x, y}) = (n/ max{|x| 1 , |y| 1 }) d−ε for some ε ∈ (0, 1). Since d ω (x, y) ≥ |x − y| 1 for any x, y ∈ C ∞ (ω), the w n satisfies the assumption in Proposition 3.9. By applying (3.15) and the cocycle property, we find for any ω ∈ Ω 0 that 1 n d+1
Hence, by combining the estimate above with (2.13), we get 1 n d+1
(2.14)
In view of Lemma 2.8, we obtain that there exists c < ∞ such that for P 0 -a.e. ω,
In the following lemma we show that under the assumption that the ball B ω (n) is θ-very regular, the random graph (C ∞ (ω), O(ω)) satisfies P 0 -a.s. an isoperimetric inequality for large sets.
Lemma 2.10 (isoperimetric inequality for large sets).
Suppose that θ ∈ (0, 1) satisfies Assumption 1.3. Then, for any ω ∈ Ω 0 and n ≥ N 0 (ω), there exists C iso ∈ (0, ∞) such that
Proof. First, note that (2.15) follows trivially from (1.4) for sets with |A| ≥ cn d . Consider A ⊂ B ω (n) with |A| ≥ n θ and set r d := (2/C V ) |A|. Since r ≥ n θ/d , the Assumption 1.3 implies that any ball B ω (y, 3r) with y ∈ B ω (n) is regular. Further, there exists a finite sequence {y i ∈ B ω (n) : i ∈ I} such that r) . Clearly, the sets B ω (y i , 3r) cover the ball B ω (n), that is, B ω (n) ⊂ i∈I B(y i , 3r). We claim that there exists M < ∞, independent of n, such that every x ∈ B ω (n) is contained in at most M different balls B ω (y i , 3C W r). To prove this claim, set
Notice that for any i ∈ I x we have that B ω (y i , r) ⊂ B ω (x, 4C W r). By the fact that the sets B ω (y i , r) are disjoint and regular, (1.3) hold. In particular,
where 
By setting C iso := C riso C V /(2M ), the assertion (2.15) follows.
The next proposition relies on the application of the Moser iteration scheme that has been established for general graphs in [2] . A key ingredient in this approach is the following Sobolev inequality
for some suitable d ′ that we will prove in Proposition 3.5. 
.
Proof. In view of Lemma 2.10 and Assumption 1.3, for any ω ∈ Ω 0 and n ≥ N 0 (ω) the assumptions of Proposition 3.5 are satisfied. Further, let ζ
|u(x) − u(y)| for any u : C ∞ (ω) → R with supp u ⊂ B ω (n). By taking this inequality as a starting point and using the fact that by definition χ(ω, x) = 0 for any x ∈ Z d \ C ∞ (ω), the assertion for 
, the ℓ ∞ -sublinearity of the corrector that we have established in Proposition 2.6 implies that for any T > 0 and P 0 -a.e. ω
Thus, the assertion of Theorem 1.7 now follows from Proposition 2.5.
SOBOLEV INEQUALITIES ON GRAPHS
As seen in the previous section, both the Sobolev and the anchored Sobolev inequality turned out to be a crucial tool in order to prove the ℓ 1 -and ℓ ∞ -sublinearity of the corrector. In this section we will prove these inequalities for general graphs.
3.1. Setup and preliminaries. Let us consider an infinite, connected, locally finite graph G = (V, E) with vertex set V and edge set E. Let d be the natural graph distance on G. We denote by B(x, r) the closed ball with center x and radius r, i.e. B(x, r) := {y ∈ V | d(x, y) ≤ ⌊r⌋}. The graph is endowed with the counting measure, i.e. the measure of A ⊂ V is simply the number |A| of elements in A. Given a non-empty subset B ⊆ V , we define for any A ⊂ B the relative boundary of A with respect to B by ∂ B A := {x, y} ∈ E : x ∈ A and y ∈ B \ A , and we simply write ∂A instead of ∂ V A. We impose the following assumption on the properties of the graph G. 
(ii) (weak) relative isoperimetric inequality: there exists N 2 (x) < ∞ and an increasing sequence {S(x, n) ⊂ V : n ∈ N} of connected sets such that for all n ≥ N 2 (x),
and
4)
for all A ⊂ B(x, n) with |A| ≥ n θ .
Remark 3.2. Suppose that a graph G satisfies the relative isoperimetric inequality (3.3) and C 1 ∈ (0, 1/2). Then, for all n ≥ N 2 (x) and any A ⊂ S(x, n) such that
Thus, any such set A also satisfies the relative isoperimetric inequality however with a smaller constant.
3.2.
Sobolev inequality for functions with compact support. By introducing an effective dimension, we first prove a (weak) isoperimetric inequality that holds for all subsets A ⊂ B(x, n) provided that n is large enough.
Lemma 3.3. Suppose that Assumption 3.1 (i) and (iii) hold for some θ ∈ [0, 1) and let ζ ∈ 0, Proof. Consider ζ ∈ 0, (1 − θ)/(1 − θ/d) and x ∈ V . For any n ≥ N 1 (x) ∨ N 3 (x), let A ⊂ B(x, n) be non-empty. In the sequel, we proceed by distinguish two cases: |A| ≥ n θ and |A| < n θ . If |A| ≥ n θ , we have
On the other hand, in case |A| < n θ , due to the choice of ζ we obtain that
This completes the proof.
Proposition 3.5 (Sobolev inequality). Suppose that Assumption 3.1 (i) and (iii) hold
for some θ ∈ [0, 1). Then, for any ζ ∈ 0,
for every function u : V → R with supp u ⊂ B(x, n).
Proof. The assertion follows by an application of the co-area formula as in [26, Proposition 3.4] . Nevertheless, we will repeat it here for the readers' convenience. Let u : V → R be a function with supp u ⊂ B(x, n). Note that it is enough to consider u ≥ 0. Moreover, by Jensen's inequality it suffices to prove (3.6) for ζ = 1−θ 1−θ/d . Define for t ≥ 0 the super-level sets of u by A t = {y ∈ V : u(y) > t}. Obviously, A t ⊂ B(x, n) for any t ≥ 0. Thus,
Here, ·, · denotes the scalar product in ℓ 2 (V ). Finally, taking the supremum over all g : B(x 0 , n) → [0, ∞) with g ℓ α * (V ) = 1 implies the assertion (3.6).
Remark 3.6. It is well known, see [23, Lemma 3.3.3] , that for functions u : V → R that are not compactly supported, the following (weak) Poincaré inequality follows from the (weak) relative isoperimetric inequality: For x ∈ V and n ≥ N 2 (x)
3.3. Anchored Sobolev inequality. As a second result, we prove a Sobolev inequality for functions with unbounded support that vanishes at some point x ∈ V . The proof is based on an anchored relative isoperimetric inequality. For this purpose, let w : E → (0, ∞) be an edge weight and for any A ⊂ B non-empty we write
w(e).
Lemma 3.7 (anchored relative isoperimetric inequality). Suppose that the graph G satisfies Assumption 3.1 (i) and (ii).
For any x ∈ V and ε ∈ (0, 1), choose n large enough such that
Then, there exists C 2 ∈ (0, ∞) such that
for all A ⊂ S(x, n) with |A| ≤ (1 − C 1 )|S(x, n)|. Suppose that n is chosen in such a way that ⌊n β ⌋ ≥ N 1 (x) ∨ N 2 (x) and let A ⊂ S(x, n) \ {x} be non-empty. Since S(x, n) ⊂ B(x, C W n), we have that w n ({y,
Thus, (3.8) follows from (3.9) for any A ⊂ S(x, n)\{x} with |A| ≤ (1−C 1 )|S(x, n)|.
It remains to consider the case |A| > (1 − C 1 )|S(x, n)|. We proceed by distinguishing two different cases. First, assume that A ∩ S(x, ⌊n β ⌋) = ∅. Due to the fact that A does not contain the vertex x, there exists at least one edge {y, y ′ } ∈ E with y ∈ A ⊂ S(x, ⌊n β ⌋) and y ′ ∈ S(x, ⌊n β ⌋) \ A. This implies By combining (3.12) and (3.13), we find that |∂ S(x,n) A| wn (3.1)
By setting C 2 := min{C 3 , C −1 reg C −2d
W }, the assertion (3.8) follows. for every function u : V → R with u(x) = 0.
Proof. The proof is based on an application of the co-area formula and the anchored relative isoperimetric inequality as derived in Lemma 3.7. For some x ∈ V , let u : V → R be a function with u(x) = 0. It suffices to consider u ≥ 0. Define for t ≥ 0 the super-level sets of u by A t = {y ∈ S(x, n) : u(y) > t}. Then, Since S(x, n) ⊂ B(x, C W n) by Assumption 3.1(ii), (3.15) follows.
APPENDIX A. ERGODIC THEOREM
In this appendix we provide an extension of the Birkhoff ergodic theorem that generalises the result obtained in [13, Theorem 3] . Consider a probability space (Ω, F, P) and a group of measure preserving transformations τ x : Ω → Ω, x ∈ Z d such that τ x+y = τ x • τ y . Further, let B 1 := {x ∈ R d : |x| ≤ 1}.
Theorem A.1. Let ϕ ∈ L 1 (P) and ε ∈ (0, d). Then, for P-a.e. ω,
where the summation is taken over all x ∈ B(0, n) \ {0}.
Proof. To start with, notice that the ergodic theorem, see [13, Theorem 3] , implies that for P-a.e. ω . From this estimate we deduce that for any ϕ ∈ L 1 (P) and P-a.e. ω Since the last factor on the right-hand side of (A.4) is finite due to (A.3), we conclude that P-a.s. 
