The football pool problem for 6 matches: A new upper bound obtained by simulated annealing  by Wille, L.T
JOURNAL OF COMBINATORIAL THEORY, Series A 45, 171-177 (1987) 
The Football Pool Problem for 6 Matches: 
A New Upper Bound Obtained by Simulated Annealing 
L. T. WILLE* 
SERC Daresbury Laboratory, 
Daresbury, Warrington WA4 4AD, United Kingdom 
Communicated by J. H. van Lint 
Received August 20, 1986 
The set V; of all n-tuples x = (x,, .x2 ,..., x,) with X,E (0, 1, 2) is considered. The 
problem mentioned in the title consists of determining o,, the minimal size of a 
subset W of V;, such that for any element x in V; there is at least one element y in 
W at a Hamming distance d(x, y)< 1. More popularly stated, on is the minimum 
number of forecasts in a football pool of n matches, such that at least one forecast 
has at least n- 1 correct results. In this paper it is shown that a,< 74, which 
improves the previous best upper bound (u6 < 79). This solution has been obtained 
by a computer search using the recently developed simulated annealing method. 
$1 1987 Academic Press. Inc. 
1. INTRODUCTION 
Let Vi denote the set of all n-tuples x = (x1, x2,..., x,) with X~E Z, = 
(0, l,..., k - 1 }. One can then construct a metric space by defining the Ham- 
ming distance d(x, y) as the number of places in which the two n-tuples x 
and y differ. For all x E V;, the rook domain of x, B(x) is defined as 
B(x)= {YE V;Id(x,y)< l}. (1) 
A subset W of Vt is called a covering by rook domains if 
vi= u B(x). (2) 
xew 
This means that each element of Vi has distance < 1 to at least one element 
in W. The elements of W are also called rooks. This nomenclature comes, 
of course, from the similarity to an n-dimensional chess game (played on 
an n-dimensional hypercube with sides of length k and consisting of nk 
“cubicles”). A rook attacks all cubicles which have coordinates that differ 
in only one place from its own. A rook domain is the collection of all 
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cubicles attacked by a rook. A covering by rook domains is a collection of 
rooks so that all cubicles of the hypercube are attacked at least once. 
A problem which has attracted a fair amount of attention in the last 
decades is the determination of minimal coverings by rook domains [l-6]. 
Few exact values for a(n, k), the number of elements in a minimal covering 
of Vz, are known [2,6] and much work has been done on finding good 
upper bounds [l-6]. The case k = 3 is known as the football pool problem, 
since o(n, 3) is the number of forecasts in a football pool necessary to 
guarantee that at least one forecast has at most one error. Henceforth this 
quantity will be denoted by (T,, and the best upper bounds and some exact 
results are shown in Table I. 
All the previously mentioned work [l-6] was of a combinatorial nature. 
No results based on a computer search seem to have been presented. This 
is not surprising, since the number of possible combinations grows 
exponentially with n and consequently an exhaustive search is clearly out 
of the question. On the other hand, it is not obvious how a polynomial 
time algorithm, yielding near-optimal solutions, can be found. In the 
present work it will be shown in Section 3 how the simulated annealing 
method [7] can be implemented to deal with this problem. In particular, 
a new upper bound o6 < 74 has been found using an algorithm based on 
this method. A brief description of simulated annealing will be given in 
Section 2. 
The purpose of this paper is twofold. First, it is hoped that the results 
presented here will inspire new combinatorial work on the covering 
problem, which is not only of recreational and theoretical value, but has 
important applications in coding theory [8]. Second, this work is the first 
in which the simulated annealing technique has been used to obtain better 
upper bounds for a combinatorial problem, and hopefully it will point the 
TABLE I 
Exact Results and Upper Bounds for 6,. 
n 0, Reference 
3 
5 
9 
21 
<79 
<74 
~216 
< 567 
~2x3~ 
3’0 
Cl1 
c41 
present work 
C61 
cs1 
PI 
PI 
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way to further applications. Sine this method is very flexible and can easily 
be adapted to deal with other problems of a similar nature, it is hoped that 
it will become an important computational tool in situations where 
classical search techniques are inadequate. 
2. THE SIMULATED ANNEALING METHOD 
The simulated annealing method, developed by Kirkpatrick et al. [7], is 
an optimisation technique based on concepts borrowed from statistical 
mechanics. In many optimisation problems one wants to find a con- 
figuration {ei} which yields an absolute minimum for a cost function 
C( {e;} ). For example, in the Euclidean travelling salesman problem the 
ei are the edges of a tour and the cost function is the sum of the lengths 
of all edges. A well-known heuristic for such problems is “iterative 
improvement.” Starting from a random initial configuration one explores 
“neighbouring” configurations. If a configuration with a lower cost is 
found, the process is repeated starting from this new configuration. The dis- 
advantage of such schemes is that they usually get stuck in a local 
minimum of the cost function. One would have to repeat this process a 
number of times starting from different random conligurations in order to 
obtain good approximations to the global minimum. 
Kirkpatrick et al. [7] noted that iterative improvement is like suddenly 
cooling a molten solid. It is well known that this gives rise to a disordered 
structure, whereas a process of slow cooling produces the highly regular 
crystalline structure, typical for the true ground state. Such a process of 
slow cooling is known as annealing and the reason for its effectiveness is 
that it allows the physical system to escape from local minima in the total 
energy surface. 
The Monte Carlo technique developed by Metropolis et al. [9] allows 
theoretical physicists to simulate this sort of behaviour in atomic systems in 
equilibrium at a temperature T. In this method each atom in turn is given a 
small random displacement dr with a corresponding change in energy AE. 
If AE < 0 this displacement is accepted and the process is repeated with the 
atom in its new position. If AE > 0 the new configuration is accepted with a 
probability 
p = exp( - AE/T), (3) 
where T is the temperature (in reduced units). In this way displacements 
which increase the energy are accepted with a temperature dependent 
probability. 
The simulated annealing method consists of introducing a fictitious tem- 
perature and, starting from a random initial configuration, accepts 
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neighbouring configurations if they have a lower cost, or with a probability 
similar to (3) if they have a higher cost. A number of iterations is perfor- 
med and then the temperature is reduced by a factor xr (typically 
0.7550.90). This process is repeated until no further improvements have 
been made over a number of iterations. It is obvious that in this way 
trapping in local minima can be avoided and if a sufficient number of 
iterations is performed and xT is not too small (i.e., “cooling proceeds 
slowly”) the global minimum or a good approximation of it will be 
obtained. This method has been used very successfully to solve a large 
number of discrete as well as continuous optimisation problems [lo]. In 
the next section it will be described how simulated annealing can be 
implemented to deal with covering problems. 
3. A SIMULATED ANNEALING SCHEME FOR THE FOOTBALL POOL PROBLEM 
The simulated annealing algorithm proceeds as follows. A number of 
rooks, a,*, is placed at random in the n-dimensional hypercube. In general, 
this will leave a number of cubicles, say N, uncovered. Start the simulation 
at a certain temperature (this initial temperature can be obtained from a 
preliminary simulation and should be high enough, so that initially a large 
fraction of the moves are accepted) and move a rook to a randomly 
selected cubicle in its rook domain. This will uncover a number of cubicles 
and cover a number of new ones. Call the change in the total number of 
uncovered cubicles AN. If AN 6 0, i.e., the number of uncovered cubicles 
decreases or remains constant, accept the move. Otherwise, accept it with a 
probability 
p = exp( -AN/T). (4) 
Repeat this process a number of times for each of the rooks in succession. 
Then reduce the temperature by a factor xr. As soon as N =0 the 
algorithm terminates and one knows that B, < a,*. One can then decrement 
CJ,* until a value is found for which the algorithm does not terminate. If the 
number of iterations is sufficiently large and xT is not too small this 
procedure should produce a good approximation (upper bound) to qn. 
Note that it is indeed necessary to accept moves that increase the num- 
ber of uncovered cubicles. Simulations have been performed in which the 
temperature was put equal to zero, i.e., only moves with AN<0 were 
accepted. It was then found that the algorithm tended to get stuck in local 
minima (no improvements in N could be made by moving any one rook) 
in particular when a,* was close to the best value obtained. On the other 
hand, when a,* is much larger than the best value, i.e., a number of rooks 
are in fact redundant, the density of global minima (with N = 0) becomes 
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so large, that a global minimum will be accessible from almost any initial 
random configuration of rooks, and consequently even the zero tem- 
perature algorithm converges. It is also worth pointing out that the notion 
of local minimum depends of course on the procedure used to generate AN. 
One could, for example, allow two (or more) rooks to be moved 
simultaneously. Although this reduces the number of local minima it has 
been found to lead to an unacceptable decrease in the convergence rate of 
the algorithm. 
It may be considered a slight disadvantage that a new simulation has to 
be performed for each af: value. However, as already noted, unless o,* is 
close to the best result, the algorithm converges very quickly, hence a 
relatively fast cooling is possible. Moreover, an alternative algorithm has 
been investigated in which one starts from a large number of initial rooks 
and proceeds according to the previous algorithm, but with the extra 
possibility for rooks to be removed, either when they are redundant (i.e., 
removing them uncovers no cubicles) or by a temperature-dependent 
probability similar to (4). This algorithm performed less satisfactorily than 
the one described earlier. 
The results of an actual simulation for n = 5, 0; = 27 (i.e., the known 
optimal value), are shown in Fig. 1 (inset). The parameters were 20 
iterations at each temperature, initial temperature 2.0, xT = 0.9. This 
simulation (programmed in Fortran 77) took only 6 sec. on a NAS-7000. 
Similarly the results for n = 6, CJ$ = 74 are shown in Fig. 1. Note how 
moves that increase N are accepted in the simulation: the curve shows a 
global downwards trend, but many local fluctuations. In this case the 
calculation is much more difficult and extremely slow cooling is needed: 
100 iterations, xT= 0.99. Consequently the calculation is much more time 
consuming: 5 min 36 set of CPU time. This is still, however, a relatively 
fast calculation, Monte Carlo calculations in solid state physics, for 
example, typically taking several hours. The corresponding positions of the 
rooks are shown in Fig. 2, a list of the n-tuples is available from the author 
on request. 
Certainly this is a significant improvement over Weber’s result [4] and it 
indicates the potential that simulated annealing holds for this and related 
problems. The most difficult part of a simulated annealing calculation is the 
determination of the best cooling rate. If the cooling proceeds too slowly 
the calculation becomes time consuming, but otherwise the resulting a,* 
may be a bad approximation to the actual on. So far one has proceeded by 
trial and error and further theoretical work needs to be done on this aspect. 
The calculations presented here are currently being extended to deal with 
other (n, k) values. In order to achieve maximum speed the algorithm will 
be adapted for use on parallel or vector computers and rewritten in 
assembly language. 
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FIG. 1. Number of uncovered cubicles N against fictitious annealing temperature T. The 
simulation proceeds from right to left. Note how moves that increase N are accepted. (Inset) 
n = 5, of = 27; (main figure) n = 6, CJ~ = 74. 
FIG. 2. A covering of V: by 74 rook domains. The positions of the rooks are indicated by 
crosses. The 9 squares in the heavy outline correspond to the first two elements of the n-tuples. 
Inside each of these there are 9 intermediately sized squares corresponding to the next two 
elements. Finally the smallest squares correspond to the last two elements. 
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