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  Fluorescence spectroscopy field has evolved tremendously over the past 50 years and still 
developing.  Now with the advance of computational calculation, we are able to understand more 
about photophysical processes and invent new ideas and designs. We use the approach of applying 
aromaticity experimentally and theoretically to understand the chemical processes in the ground 
state and excited state of chromophores. Chapter 2 of this dissertation focuses on how aromaticity 
effects the hydrogen transfer in Schiff bases, hence change the enol-keto equilibrium. We created 
quinoxaline and benzothiadiazole Schiff base systems where competing resonance-assisted 
hydrogen bonding can happen and that allows us to gauge the effect of aromaticity change to the 
proton transfer. Our results confirm the dominance of aromaticity in determining the tautomeric 
equilibrium. 
 Chapter 3 of this dissertation looks at the less red-shift emission of hydroxy-
naphthylbenzoxazoles compared to hydroxy-phenylbenzoxazoles. In contrast to the common 
notion that expansion of π-conjugation generally leads to a more red-shift absorbance and emission 
wavelengths, we found that less aromaticity in ground state S0 leads to less antiaromaticity in the 
first excited state S1, and hence less red-shift emission will happen. 
Chapter 4 of this dissertation proposes the combination of Baird’s and Clar’s description 





CHAPTER 1: PROTON TRANSFER AND RESONANCE-ASSISTED PROTON 
TRANSFER PHENOMENA 
1.1 Ground state proton transfer GSPT 
Ground state proton transfer is one of the most common chemical reactions. It has been 
observed to play important role in diverse chemical and biological processes. There are two 
distinctive categories of ground state proton transfer: intramolecular and intermolecular proton 
transfer. For examples, ground state intermolecular proton transfer appears in acid-base reaction, 
proton shuttle between different forms of green fluorescent protein (GFP).1 More than half of all 
known enzyme-catalyzed reactions involve one or more hydrogen transfers.2-7 
To name a few (Fig 1.1), proton pumping from N side to P side of membrane during 
Cytochrome c (Cyt c) oxidase catalyzed water generation from oxygen8, Zinc-containing enzymes 
transfer proton to water to initiate the hydration of carbonic gas.9 Flavoprotein morphinone 
reductase (MR) proton-transfers with coenzyme nicotinamide adenine dinucleotide (NADH) 
during the reduction step.10 The proton transfer in these massive biological systems takes place 
over long distance and interfered by other hydrogen bonding molecules such as water and amino 
acids. Because of this complexity, studying proton transfer in biological systems are extremely 
difficult. However, lots of insights about long-ranged proton transfer can be learnt in small 
molecules systems, for example: 7-hydroxyquinoline11, 7-Hydroxyquinoline-8-carbaldehydes.12 
Beside long range proton transfer, examples of studies on short range intramolecular proton 
transfer include the keto-enol tautomerization in pyruvic acid, a key component in the metabolism 
of carbohydrates.13,14 Proton transfer happens very often in Schiff bases due to temperature change 
at ground state or photoexcitation, resulting in enol-keto equilibrium at ground state or excited 
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state. This equilibrium is responsible for thermochromic and photochromic properties of Schiff 
compounds.15-21 
 
Figure 1.1 Common ground state proton transfer processes. 
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Solvent - polarity dependence22 and solvent acidity dependence23 are also other characters of 
Schiff-base enol-keto equilibrium. These properties lend Schiff bases wide applications in 
molecular chemo-sensor and memory device,24,25 optical switches26 and photodetectors in 
biological systems.27 
Noticeably, the ground state intramolecular proton transfer can happen over a conjugated 
system via the resonance-assisted hydrogen bonding (RAHB) (Fig 1.2). 
         
Figure 1.2 Resonance-assisted hydrogen bonding. 
RAHB is a term coined by Gilli and cowork to describe hydrogen bonds that are formed 
by the proton transfer between a proton donor and a proton acceptor that are linked through a π-
conjugate system.28-35 
Gilli group found that due to the closer in proximity of the proton donor and acceptor 
brought together via the π-conjugate system, the proton affinity difference between H donor and 
acceptor is equalized (Fig 1.2). As a result, RAHB is strengthened and facilitate the transfer of the 
proton to the new donor.36 
The balance of the enol-keto tautomerism is partially dependent on the aromaticity in both 
rings (a and q), of which ring q is formed via RAHB. The research in our group aim to exploring 
the RAHB equilibrium in heterocycles (Fig. 1.3). We hypothesized that nitrogen heterocycles 
could act as Lewis basic atoms to coax the NH-O form to open up to an unprecedented NH-N form 
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and 2, evaluate the effect of aromaticity change during this process. This work is presented in 
Chapter 2. 
 
X : S or CH=CH 
Figure 1.3 Competing RAHB in NH-O and NH-N form. 
1.2 Excited State Intramolecular Proton Transfer ESIPT 
ESIPT stands for excited state intramolecular proton transfer, which is a phenomenon 
happen upon excitation of ESIPT molecules. ESIPTS process requires hydrogen bond between 
proton donor and acceptor groups close in proximity to each other in a molecule (Fig 1.4). In the 
ground state, ESIPT molecules exist as an enol (E) form. Upon photoexcitation, a redistribution of 
electrons occurs, causing a change in acidity of the proton donor and basicity of the proton acceptor. 
Consequently, the proton is transferred from the proton donor to acceptor. Accordingly, an excited 
state enol (E*) is converted into its keto form (K*) and an equilibrium at the excited state is 
established. After both of these exited state species decay to ground state, the reverse ground state 
intramolecular proton transfer (GSIPT) happens from ground state keto (K) to enol (E). 
 




































The unique feature of ESIPT is its dual emissions from the excited state enol and keto. Due 
to the remarkable geometry relaxation during the process from E* to K* and the geometry of K* 
is drastically different from that of E*, thus the large Stokes shift (the difference in wavelength 
between positions of the band maxima of the absorption and emission spectra) can be observed for 
ESIPT dyes, 50-150 nm.37,38 As a result, ESIPT dyes are also resistant to self-absorption of emitted 
photon. Because of these high-performance properties, ESIPT dyes have been used in many fields, 
including UV stabilizer,39,40 proton transfer laser,41,42 fluorescence probe for ions, chemicals, and 
biomolecules,43-49 optical memory and organic light emitting diodes.50   
Several ESIPT dye classes have been developed (Fig 1.5). Those are salicylic acid,51-55 
methyl salicylate,56-61 salicylideneaniline,62-65 hydroxy-acetophenones,59,61,68 hydroxy-
indanone,53-55,59 hydroxyflavones,66-74 (pyridyl)-pyrroles, -pyrazoles and -indoles,75-82 fluorescent 
protein chromogens (HBDI, BFP),83,84 hydroxy-benzofluorenone,85 hydroxyphenyl-oxazole 
(HO),61 hydroxyphenyl-benzoxazoles (HBO),86-101 hydroxy- benzofuran-benzoxazoles 
(HBBO),102 hydroxyphenyl-benzothiazole (HBT),86,94,103-113 and hydroxyphenyl-benzimidazoles 
(HBI).88,92,94,110,114-122 
Among those, Schiff base, HBO, HBI are the most popular ESIPT cores. Because of its 
structural and synthesis simplicity, ESIPT in Schiff base system has been used in many 
experimental studies to demonstrate the process of ESIPT coupled with twisted intramolecular 
charge transfer ICT in solvent as one of the reason to quench fluorescence.123,124  It also has been 
used theoretically to determine the ESIPT mechanistic process.62,64,125-127 Schiff base ESIPT 
fluorophores have applications in molecular sensor,128 solid phase emitter,129 aggregation-induced 





































































From our understanding of aromaticity-change effect in ground state proton transfer in 
Schiff base systems, we aim to investigate the effect of changing aromaticity in excited state proton 
transfer process. As we observed, expanding aromaticity in some Schiff  bases leads to more proton 
transfer in the ground state rather than in the excited state.35,133 Thus, we chose HBO systems, 
which is a simple ESIPT dye and structurally similar to Schiff-bases to investigate the effect of 
aromaticity in ESIPT process. Contrast to the common notion that expansion of conjugation 
generally leads to a red shift in absorbance and emission wavelengths, we found that less 
aromaticity in ground state S0 leads to less antiaromaticity in the first excited state S1, and hence 
less red-shift emission will happen. This work is presented in Chapter 3. 
1.3 Aromaticity 
Compare to their linear conjugated analogues, cylic π-conjugated compounds exert 
aromaticity134-144 via possessing reduced bond-length alternation, enhanced stability energetically, 
π-conjugated structured preservation during chemical reactions and they can also induce a ring 
current when being placed in a magnetic field. 
Why we study aromaticity? A chemical reaction has kinetic and thermodynamic aspects. 
The quantity related to kinetics is associated with the reaction activation energy. The 
thermodynamic quantity is the energy difference resulting from the free energy change (ΔG) 
during a chemical reaction. 
DG= DH - TDS 
A reaction is favorable if DG is negative, this means that the system has lost energy and 
become more stable. Since, ΔG is related to the stability of the products relative to the reactants, 
which could be affected by the change in aromaticity during the reaction, it is easily seen that 
 8 
 
understand aromaticity change during the course of a reaction could help to explain the reaction 
mechanism.145-147 
Chemists have been for a long time set up rules to determine the aromaticity of cyclic 
systems. In 1931, Erich Hückel created a rule for aromaticity which states that in the ground state 
S0 a planar, monocyclic, and fully π-conjugated hydrocarbon with 4n+2 π-electrons is aromatic.148 
However, Hückel's rule is only valid for monocyclic π-conjugated molecules. In 1972, Clar 
made up a rule for describing aromaticity in polycyclic π-conjugated systems.149,150 According to 
Clar’s rule, the resonance structure with the largest number of disjointed aromatic π-sextets is the 
most important for describing the properties of a polycyclic aromatic hydrocarbons. For 
phenanthrene (Fig 1.6), the most important resonance structure is P-1 since it has one extra π- 
sextet than P-2. Phenanthrene is more stable thermodynamically than anthracene because it has 
two benzene π-sextets. 
 
Figure 1.6 Aromaticity in phenanthrene and anthracene. 
Bair’s rule shows the reversal of Hückel’s S0 state aromaticity in the π-π* triplet state (T1). 
151 According to Baird’s rule, the ring with 4n π-electrons show aromaticity and those with (4n + 
2) π- electrons antiaromaticity. This rule helps to understand why photochemical pericycle ring 
closing reaction passes through antiaromatic transition states.140,152  
Based on different ways that aromaticity is characterized, there are a few computational 





Harmonic oscillator model of aromaticity (HOMA)144,153-155: Based on the distortion of 
bond length of a cyclic π-conjugated system compared to benzene. HOMA index value is 1 for 
benzene, approaching 1 for an aromatic molecule, negative for an antiaromatic molecule and 0 for 
a non-aromatic molecule. 
Nucleus independent chemical shifts (NICS)134: NICS index is based on the magnetic 
properties of a molecule. Negative NICS values indicate aromaticity while positive NICS values 
signify antiaromaticity. 
Aromatic stabilization energy (ASE)156-158: ASE index measures the energy by which the 
aromatic compound is more stable than its virtual olefinic analogue. Negative ASE values 
represent aromatic stabilization whereas positive values show destabilization due to 
antiaromaticity. 
1.4 Aromaticity Explanation to proton transfer in the ground state and excited state 
Proton transfer has been studied extensively on Schiff base systems. Some of the Schiff 
base system can transfer proton at ground state while others can only carry out this process under 
the excitation of light. For example, salicylideneaniline requires high energy for proton transfer in 
the ground state. However, in excited state this process is barrierless.126 
Numerous evidences have shown that the proton transfer is mediated by the resonance 
assisted hydrogen bonding which happens over a conjugated system.42,126,159 
Thus, we are keen on changing aromaticity of those conjugated systems that involve in the 
proton transfer to see how it affects the ground state or excited state proton transfer. Expanding 
the conjugated ring where the donor is (Fig 1.7) has been shown to result in substantial different 




Figure 1.7 Difference percentage of keto form upon expanding the conjugated ring. 
We explore the RAHB equilibrium in heterocycles (Fig 1.8).  
 
Figure 1.8 RAHB equilibrium in heterocycles. 
Our system allows us to observe competing RAHB in OH-N and NH-N which has not 
observed before. Furthermore, the phenol proton donor units as shown above have same pKa 












































ASE ring a -21.29 -16.27
NICS ring a -9.2 -7.91






Figure 1.9 pKa control units. 
This pKa control help us to justify how different aromatic systems have different degree of 
proton transfer at ground state. This work is demonstrated in detailed in Chapter 2. 
We also attempt to Baird aromaticity to explain the different degree of red-shifting in 
emissions resulted from proton transfer process in the excited state of simple ESIPT systems of 
phenol and naphthol (Fig 1.9). We found that ESIPT is driven by the relief of antiaromaticity in 
the excited state. This work is demonstrated in Chapter 3. 
  
Abs lmax 335 nm 
Em lmax 508 nm 
Stoke shift 173 nm 
 
Abs lmax 378 nm 
Em lmax 400,460 nm 
Stoke shift 22, 82 nm 
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In Chapter 4, we propose the combination of Baird’s and Clar’s description of aromaticity 
to rationalize the different degree in red-shift ESIPT emissions among 2-hydroxy-
naphthylbenzoxazole derivatives. 
1.5 Conclusion 
Proton transfer process seems to be one of the most universal and simple chemical reactions. 
However, there are a lot of proton transfer mechanisms we cannot explain. Understanding more 
insights of these processes can help us tremendously to understand the behavior of proton transfer 
and design new proton transfer systems. Knowing how aromaticity can affect proton transfer is 
one of the approaches to understand this phenomenon. 
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2.1 Abstract 
The delocalization of electron density upon tautomerization of a proton across a conjugated 
bridge can alter the strength of hydrogen bonds. This effect has been dubbed resonance-assisted 
hydrogen bonding (RAHB) and plays a major role in the energetics of the tautomeric equilibrium. 
The goal of this work was to investigate the role that π-delocalization plays in the stability of 
RAHBs by engaging other isomerization processes. Similarly, acid-base chemistry has received 
little experimental attention in studies of RAHB and we address the role that acid-base effects play 
in the tautomeric equilibrium. We find that π-delocalization and the disruption of adjacent aromatic 
rings is the dominant effect in determining the stability of a RAHB. 
2.2 Introduction 
The tautomeric equilibrium between enolimines (OH-form) and enaminones (NH-form, 
Figure 1A) plays a critical role in biosynthesis and medicinal chemistry.2 For example, the Schiff 
bases of pyridoxal phosphate (Figure 1B) are important in the enzymatic transformations of amino 
acids, where proton transfer between oxygen and nitrogen is often the first step of the catalytic 
cycle.3-5 Additionally, several enolimine drugs have been reported that act on the central nervous 
system6,7 and K+ channels.8 Similarly, sirtinol (Fig 1B) is a deacetylase inhibitor9 that displays 
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anticancer10-15 and antiviral16 activity. The structure of sirtinol features a Schiff base with 2-
hydroxynaphthalene, which is important for drug action.9,17 
 
Figure 2.1. A, tautomeric equilibrium of enolimine and enaminone. B, tautomeric 
examples. 
 
The balance of the equilibrium between both tautomeric forms is partially dependent on 
the π-delocalization in both of the rings indicated in Figure 1A (a and q).18-23 The π-delocalization 
in ring q favors the enaminone (NH-O) tautomer with a strong O···H hydrogen bond24,25 and this 
stabilization is termed a resonance-assisted hydrogen bond (RAHB).2,22,24-28 While the tautomeric 
equilibrium can be affected by substituents,2,29 in general, an increase in the aromaticity of ring q 
leads to a loss of aromaticity in ring a,2,17,22,30,31 and these results suggest that π-delocalization in 
ring a and q are coupled to each other. This interplay was recently demonstrated to operate in the 
excited state as well.32 To investigate the coupling of π-delocalization further, we sought to “open 
up” the RAHB to engage a new tautomeric, quasiaromatic structure (Scheme 1). Previous studies 





Scheme 2.1. Tautomeric forms under consideration. 
Intriguingly, the RAHB equilibrium of Figure 1A has not received much attention in the 
context of heterocycles. Most experimental studies have focused on all-carbon cycles except for 
some reports that employ the pyridine or quinolone nitrogen in the role of the Schiff-base in Figure 
1A.33-35 We hypothesized that nitrogen heterocycles could suitably position Lewis basic atoms to 
coax the NH-O form to open up to an unprecedented NH-N form (Scheme 1). To test our 
hypothesis, we elected to focus on 1 and 2 (Scheme 1 and 2) for three reasons: (i) The geometry 
of the RAHB in ring q’ is different for both compounds. The 6-membered pyrazine ring in 1 
presents a different hydrogen bonding geometry than the thiadiazole ring in 2. This geometric 
effect might alter the stability of the RAHB in q’. (ii) The basicity of the nitrogen atoms in each 
compound are different. The large difference in the pKaH values of the parent heterocycles, 
pyrazine and thiadiazole (Scheme 1), may also play a role in enticing the NH-O form to open up 
into the NH-N form. (iii) It has been proposed that π-delocalization within the RAHB heavily 
perturbs the OH pKa, ultimately making analysis of the effect of acidity difficult36 or impossible.29 
For this reason, we sought to clarify our analysis and control for OH acidity by employing 
compounds with similar “initial” pKa values at the OH group. Towards this goal, we selected 
quinoxaline (3) and benzothiadiazole (4) because we measured similar OH pKa values for both 
compounds (Figure 2). The similar acidities of these base heterocycles also imply similar electron-




Figure 2.2. Determination of pKa of compounds 3 and 4 by monitoring the onset of 
phenolate formation.37 See SI for experimental details and data processing. 
 
2.3 Results and Discussion 
The synthesis of 1 and 2 commenced with diamine 5 as the starting point for both 
molecules. Closure of the pyrazine ring to form 6 was achieved via condensation with glyoxal,38 
while the benzothiadiazole variant (7) was synthesized using thionyl chloride in sulfuric acid.39 
Substitution of –Cl for –OH was performed via Pd-catalyzed cross coupling to give 3 and 4.40 
Installation of the aldehyde required two distinct conditions for each heterocycle. The Reimer–
Tiemann reaction was required to convert 3 to 8,41 while the Duff reaction42 using 
hexamethylenetetramine (HMTA) was employed to convert 4 to 9.43 The final Schiff bases were 




Scheme 2.2. Synthesis of 1 and 2. 
Examination of the NMR data of 1 and 2 provided insight into the dynamic tautomeric 
equilibrium proposed in Scheme 1 and reveals that the unprecedented NH-N form was present in 
both compounds. Various NMR solvents were used for the characterization of compounds 3–9, 
and assigned NMR spectra for 1 and 2 in CDCl3 used for analysis can be found in the SI (pages 
S3-S4).  
A. Evidence of only two forms in solution. The OH and NH-O forms cannot be distinguished 
spectroscopically because proton exchange is fast on the NMR time-scale. Thus, a single peak is 
observed for the OH/NH-O ensemble (Figure 3, Table 1). For both 1 and 2, however, another 
form is observable in solution and corresponds to the NH-N form. Other tautomeric structures of 
1 and 2 were disqualified because they were deemed to be too high in energy to warrant 
consideration based on their calculated energies (Figure S20). 
B. Dominance of NH-O within the OH/NH-O ensemble. Both 1 OH/NH-O and 2 OH/NH-O 
exist predominantly (> 85%) in their NH-O forms, as evinced by the following data summarized 
in Table 1: (i) A 3JHH splitting is observed between H7 and NH8 for both compounds (Figure 3, 
Table 1, row 1 and 2), indicating that the NH-O form dominates over the OH form. (ii) The 
chemical shift of C1 in both compounds (row 3) approaches a shift more similar to a carbonyl 




Figure 2.3. NMR data for (A) 1 and (B) 2. One-dimensional 1H NMR (top) and 1H projections 
from the 2D 1H{15N} HMBC experiments (bottom). 
 
similarly indicates the dominance of the NH-O form. The observed 15N chemical shifts are typical 
of those for conjugated NH (ca. –200 ppm), while an imine nitrogen chemical shift typically occurs 
between –25 to –90 ppm.44 Finally, Figure 4 displays the X-ray crystal structures of 1 and 2 with 
the position of H8 determined by dispersion-corrected plane-wave DFT calculations. Plane-wave 
DFT was used to take account of the periodicity of the crystal structure and more accurately locate 
the hydrogen atom within the crystal structure. The experimentally measured C–C, C–N and C–O 
bond lengths correspond to those of the NH-O form and are consistent with the NH tautomer being 
the lower energy form in the crystal state,2,45 likely due to the higher proton affinity of N versus 
O.30,46-49 Previously reported crystal structures of Schiff-base RAHB compounds can show solid-
state intermolecular interactions that directly contact the RAHB and cause the OH form to be 
lower in energy. In contrast to these previous reports,50, 51 however, there are no clear 
 28 
 
intermolecular interactions with the RAHB of 1 and 2 evident in the crystal states (Figure S15 and 
S16). 
C. Evidence for the NH-N form. Inspection of the 1H{15N} HMBC NMR spectra reveals two 
distinct cross-peaks that reveal the 1JNH(1H8-15N8) coupling (Figure 3). The major set of 1H NMR 
signals corresponds to the NH-O form and the second, minor set of signals are assigned to the NH-
N form in both 1 and 2. The ratio between the OH/NH-O ensemble and the NH-N form was 
measured directly from the proton signal integration and indicates that only 6% and 15% of 1 and 
2 are found in the NH-N form, respectively (Table 1, row 5). It is noteworthy that the NH-N form 
opens up the classical RAHB in ring q to form an unprecedented, new quasiaromatic ring q’.17 The 
tautomeric state of the NH-N form is similarly support by the spectroscopic evidence as for NH-
O above (rows 1–4). Transfer of the proton to the nitrogen of the heterocycle (from N8-H to N3-
H) was calculated to be too high in energy to be observable (Scheme 3). However, the 1H{15N} 
HMBC NMR show a weak correlation between H8 and N3 at lower temperatures of 273 K, 
consistent with the presence of a weak hydrogen bond (Figure S12). 
Table 2.1. Spectral data in support of tautomeric equilibrium and open RAHB*. 
Row    
1. 1H7 ppm 9.64 8.97  9.05 8.74 
2. 1H8 ppm 15.24 13.20  14.19 11.32 
 1H7–1H8 coupling (Hz) 9.0 13.7  10.7 14.4 
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Table 2.1. (Continued). 
3. 13C1 ppm 179.3 183.3  184.0 184.1 
4. 15N8 ppm –197.9 –233.8  –229.4 –243.3 
 1H8–15N8 coupling (Hz) 67.2 89.5  84.2 91.2 
5. 1H7 Integr. Ratio (%) 94 6  85 15 
6. Tautomeric NH-O% a 70   88  
       
7. Overall population (%) 28 66 6  10 75 15 
         
8. NICS(1) a –9.74 –4.27 –2.16  –6.66 –2.66 –1.26 
9. HOMED a 0.924 0.762 0.682  0.876 0.714 0.646 
10. HOMED q 0.849 0.892   0.860 0.884  
11. HOMED a (from xray)  0.873    0.795  
12. HOMED q (from xray)  0.953    0.926  
13. HOMED q’   0.937    0.906 
14. HOMED c 0.977 0.983 0.983  0.977 0.983 0.983 
15. NICS(1) c –13.24 –9.35 –9.39  –13.42 –9.37 –9.54 
16. NICS(1) b –10.02 –9.04 –8.50  –12.91 –11.20 –10.50 
*All energetic (kcal/mol, 298 K), geometric and NMR shielding calculations performed at 
B3LYP/6-311+g(d,p). NICS(1), HOMED values calculated for the 6-membered ring indicated by 
(a). NICS(1) values are reported as the negative isotropic shielding of a ghost atom 1.0 Å above 
the plane of the ring. HOMED: 0.0–0.4, 0.4–0.8, and 0.8-1.0 signify weak, moderate, and strong 
delocalization respectively. See SI for methods to calculate HOMED. All 15N chemical shifts are 
referenced to CH3NO2. Experimental energy values measured by variable temperature NMR (see 
SI for details). aNH-O% = [1JNH/(96 Hz) x 100%]. 
 
D. Quantification of tautomeric population. The 1H NMR spectra were integrated to quantify 
the relative amounts of OH/NH-O and NH-N and showed that the NH-N form represents 6% and 
15% of the total molecules in solution for 1 and 2, respectively (row 5). Based on these populations, 
we determined the ΔG0 difference between the OH/NH-O ensemble and the NH-N form at 298K 
to be 1.62 and 1.01 kcal/mol for 1 and 2, respectively. 
The relative amount of OH versus NH-O form within the OH/NH-O ensemble (the NH-
O%, Table 1, row 6), can be estimated by measuring how closely the 1JNH value of NH8 
 30 
 
corresponds to an idealized 1JNH value of 96 Hz.45,52,53 Numerous studies make use of 13C and 17O 
chemical shifts to estimate the %NH-O form, but there is often disagreement between the methods 
used to calculate the final NH-O%.17,54-56 Indeed, recent theoretical studies suggest the NMR 
chemical shift of atoms within the RAHB is not a reliable proxy for determining the 
equilibrium.57,58 Furthermore, the electron withdrawing nature of the heterocycles in 1 and 2 will 
also perturb the chemical shifts. Therefore, chemical shift is likely an inappropriate metric in our 
system. Thus, the %NH-O form within the OH/NH-O ensemble is most accurately determined 
from the 1JNH coupling values that have historically been a more reliable indicator than 3JH7–H8 
coupling values.59 
 
Figure 2.4. Single crystal X-ray diffraction structures of 1 NH-O and 2 NH-O comparing 
experimental and calculated (in brackets) bond lengths. Heavy-atom bond lengths were calculated 
using molecular DFT B3LYP/6-311+g(d,p). The H8 position and N8-H8 bond lengths were 
predicted with dispersion-corrected plane-wave DFT calculations with heavy atom positions fixed 
from single X-ray diffraction. Bond lengths for 2 NH-O are an average of two structurally 
independent molecules in the asymmetric unit (s.u. are 0.004 for 1 NH-O and 0.003 Å for 2 NH-
O). Anisotropic thermal ellipsoids depicted in (Figure S17). 
 
The 1JNH coupling values were measured for 1 and 2 using 1H{15N} HMBC NMR on a cryoprobe 
800 MHz spectrometer and 1JNH was found to be 67.2 Hz and 84.2 Hz for 1 and 2 respectively 
(Figure 3, Table 1 row 4). The measured 1JNH were converted to %NH-O via the equation %NH-
O = [1JNH/(96 Hz) x 100%] (row 6). The 1JNH coupling values were also measured for the NH-N 
form in each case. Both 1 NH-H and 2 NH-N show nearly identical 1JNH (15N8–1H8) coupling 
values of 89.5 and 91.2 Hz, respectively (row 4), which suggests that both NH-N forms exist, to 
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the same extent, with the proton predominantly on N8. These measured 1JNH are consistent with 
computational results that show proton transfer to the nitrogen atom in the heterocycle is 
energetically unfavorable (Figure S20). These results indicate that the geometry of the hydrogen 
bond and the basicity of the heterocyclic nitrogen (see pKaH values of the parent heterocycles, 
Scheme 1) are unlikely to play a large role in the stability of the RAHB within NH-N because the 
heterocyclic nitrogen atoms do not appear to interact very strongly with H8. 
E. Energetic balance of tautomers. The data from row 5 and 6 in Table 1 can be used to 
estimate the overall population of tautomers in solution (row 7) by multiplying the %NH-O for 
each OH/NH-O ensemble (row 6) by the integration value for 1H7 (row 5). The values of NH-O% 
(Table 1, row 6) further confirm that the NH-O form is the majority form within the OH/NH-O 
ensemble for both 1 and 2. Interestingly, however, the 1 OH/NH-O ensemble is closer to parity, 
with the 1 NH-O form slightly dominant, while the 2 OH/NH-O ensemble is almost completely 
dominated by the 2 NH-O form. These results align with the smaller calculated energy difference 
between 1 OH and 1 NH-O (1.28 kcal/mol) versus 2 OH and 2 NH-O (2.96 kcal/mol) at 298 K.  
F. π-Delocalization and competing aromaticity. We sought to investigate the reason 
behind the difference in the tautomeric equilibria of OH, NH-O and NH-N between 1 and 2. As 
mentioned previously, the basicity of the heterocyclic nitrogen atoms (Scheme 1) does not appear 
to play a major role. Likewise, the inherent pKa of the OH groups in each heterocycle (3 and 4, 
Figure 2) are so similar, we propose that the acidity—and the electron-withdrawing capacity of the 
heterocycles—plays very little role in the balance of tautomers. We therefore turned to investigate 
the role that aromaticity in rings a, q and q’ might play in 1 and 2 (Table 1, rows 8–13).  
Briefly, the aromaticity of a molecule can be estimated using computational chemistry to 
calculate the Nucleus Independent Chemical Shift (NICS) of a dummy atom placed 1 Å above the 
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plane aromatic ring.60 The more negative the NICS value, the more aromatic the ring (full NICS 
plots from 0–4 Å can be found in the SI, Figure S21). Alternatively, the Harmonic Oscillator Model 
of Electron Delocalization (HOMED)61 is a geometry-based measure of aromaticity in which the 
closer the HOMED value is to 1, the more aromatic the molecule. An older index, HOMA62 is 
prevalent in the literature of RAHB, and HOMA values have also been calculated and can be found 
in the SI (Table S3). We elected to go with HOMED in place of HOMA because HOMED is 
derived from computationally determine structural parameter, and we sought to cancel out any 
potential computational errors with the computed structures for 1 and 2.  
In general, for compounds 1 and 2, ring a loses aromaticity upon tautomerizing from the 
OH form to the NH-O form as indicated by both NICS (1) and HOMED methods (Table 1, rows 
8 and 9). The aromaticity in ring a for the OH forms, however, is greater for 1 than for 2. Thus, 
there is a smaller sacrifice of aromaticity in ring a for 2 upon tautomerization to the NH-O form, 
which explains why 2 exists in the NH-O form to a greater extent than 1. Likewise, a small increase 
in the aromaticity of quasi-aromatic ring q is observed for both compounds upon tautomerization 
to NH-O (row 10). This observation aligns with previous reports that show ring q always displays 
significantly less change in its index of aromaticity relative to the sacrifice of aromaticity in ring 
a to form the RAHB.17 The overall trend of this data is mirrored in the HOMED indices calculated 
from the X-ray crystal structures of 1 and 2 (rows 11 and 12). 
For the NH-N forms, the quasiaromatic ring q’ display high aromatic character according 
to HOMED indices (row 13), while ring a in each case loses still more aromatic character (row 9) 
relative to the NH-O forms. Again, we attribute the lower aromaticity in ring a of 2 as the reason 
that 2 displays more of the NH-N form in solution compared to 1.  These results suggest that acid-
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base effects play very little role in determining the equilibrium of 1 and 2, and the equilibrium is 
chiefly governed by aromaticity. We further propose that aromaticity considerations account for 
 
Scheme 2.3. Proton transfer to the heterocyclic ring nitrogen disrupts the aromaticity in both 
rings of the heterocycle. Energy differences calculated using DFT B3LYP/6-311+g(d,p). 
 
why proton transfer from N8 to N3 does not occur (described in section C above) (Scheme 3). The 
energy difference between 1 NH-N to 10 and 2 NH-N to 11 is too large to have an appreciable 
concentration at equilibrium. Tautomerization to form either 10 or 11 disrupts the aromaticity of 
both rings in the heterocycle because of π-delocalization to form the new q’ N8-HN3 
quasiaromatic ring. We propose that this aromatic disruption is the main factor responsible for the 
large energy difference.  
Finally, rings b and c appear to be largely spectators in this isomerization process (Table 
1, rows 14-16). HOMED values for ring c (row 14) indicate no change in aromaticity during 
tautomerization. The NICS(1) values (row 15), however, show a slight decrease in aromaticity of 
ring c upon tautomerization to the NH-O and NH-N forms which is likely due to changes in 
conjugation along the RAHB which alters conjugation effects and electron density within ring c. 
HOMED values were not calculated for ring b because N–S bonds have not been parameterized 
for analysis.61 Alternatively, NICS(1) values were calculated for compounds 1 and 2 (row 16). In 












































tautomers. Comparison between ring b of 1 and 2 is not appropriate because of the different ring 
sizes (6-membered vs 5-membered) in 1 and 2. 5-Membered rings typically appear 'more aromatic' 
than 6-member rings because the NICS measurement quantifies the magnetic field at the center of 
the ring. Thus, the field is enhanced as the π-bonds move closer to the point where NICS is being 
measured. 
2.4 Conclusions 
Collectively, these results indicate that resonance-assisted hydrogen bonds (RAHB) can be 
opened up provided there is a suitable Lewis base to stabilize the proton. This effect has not been 
observed before in the literature of RAHB, and we provide the first characterization of such an 
effect to open a RAHB to form quasi-aromatic ring q’. We also sought to investigate the effect that 
acid-base interactions might have on the RAHB and the equilibrium in Figure 1. We selected 
quinoxaline (3) and benzothiadiazole (4) as the base heterocycles for this analysis because our 
measurements revealed them to have very similar pKa values for their hydroxyl groups. These 
similar acidities allowed us to isolate the aromaticity in ring a as the chief factor in determining 
the balance of tautomers in the OH/NH-O equilibrium ensemble. Similarly, the difference in 
basicity of the heterocyclic nitrogen atoms in the NH-N tautomer did not appear to influence the 
position of the proton in the RAHB (based on 1JN8–H8 coupling values in NH-N. These findings 
support the primacy of aromaticity and π-delocalization in determining the tautomeric position in 
RAHB. 
2.5 Experiment and Computation 
Materials. Silica gel (40 μm) was purchased from Grace Davison. All solvents used for 
photophysical experiments were reagent grade. 4-chlorobenzene-1, 2-diamine (1) was purchased 
from Oakwood Chemicals, Palladium catalyst from Strem Chemicals, Hexamethylenetetramine 
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from Alfa Aesar. All other reagents were purchased from Sigma Aldrich and used without further 
purification.  
General Method. NMR Spectroscopy: 1H and 13C NMR spectra for all compounds were acquired 
in deuterated solvents (as indicated) on a Bruker Spectrometer at the field strengths reported in the 
text. The chemical shift data are reported in units of δ (ppm) relative to residual solvent. 1D 1H 
NMR and 1H-13C HMBC NMR spectra were obtained using a 600 MHz Bruker Avance III 
spectrometer. Quantitative 1D 1H NMR spectra were obtained at different temperatures for the 
thermodynamic analysis using long recycle delays of 100 s (> 5 × T1) between subsequent scans. 
1H-15N HMBC NMR spectra were recorded using a 700 MHz Bruker Avance II NMR 
spectrometer. IR Spectroscopy: Solutions of 1 and 2 in CCl4 were dropped onto KBr plates before 
collection of the spectrum on a Bruker Vertex 80 FTIR spectrometer. 
General Computational. All molecules considered were optimized at the nonlocal three-
parameter hybrid B3LYP level of theory63, 64 under the 6-311+g(d,p) basis set. Vibrational analysis 
of each structure verified the existence of a minima due to the absence of imaginary frequencies. 
All calculations were carried out with the Gaussian 09 package.65 Additionally, the hybrid CAM-
B3LYP66 and M06-2X67 functionals were also for their ability to model charge transfer reactions 
and weak non-covalent interactions, respectively (Table S4). However, recent literature precedent 
has utilized the B3LYP functional to model proton transfer reactions and isomerizations.68-70 
HOMED values were obtained by using equation 1 where j indicates the bond type.  
𝐻𝑂𝑀𝐸𝐷 = 1 −	
𝛼 ∑(𝑅./0,2 − 𝑅3,2)5
𝑛  
Ropt and α values used were from Raczyńska et. al. initial report of HOMED:61 CC(Ropt = 1.394, 
α2i = 88.09), CN(1.334, 91.60), CO(1.281, 75.00). 
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Plane-wave DFT calculations were performed on compounds 1 and 2 using CASTEP.71 
The X-ray crystal structures were used to fix the heavy atom positions and the hydrogen atom 
positions were optimized. All calculations used the Perdew-Burke-Ernzerhof (PBE) functional72 
with the Tkatchenko-Scheffler (TS) dispersion correction scheme73 and ultra-soft pseudopotentials 
generated on-the-fly. The wavefunctions were expanded using a plane-wave basis set with a kinetic 
energy cut-off of 630 eV. A Monkhorst-Pack grid with a k-point spacing of 0.07 Å-1 was used to 
calculate the integrals over the Brillouin zone. 
2.5.1 Synthetic procedure 
Synthesis of 6-chloroquinoxaline (6). The diamine 5 (428 mg, 3.00 mmol) was added to a 
solution of glyoxal in water and stirred at RT for 1h. Upon completion (determined by TLC), the 
reaction was extracted with DCM, dried over MgSO4 and concentrated in vacuo. 1H NMR of the 
crude product matched previously reported literature.38 1H NMR (CDCl3, 600Hz): δ 8.83 (d, J = 
6 Hz, 2H), δ 8.09 (s, 1H), δ 8.03 (d, J = 9 Hz, 1H), δ 7.70 (d, J = 8.4 Hz, 1H). 
Synthesis of quinoxalin-6-ol (3). Compound 6 (164 mg, 1.0 mmol), K2CO3 (414 mg, 3.0 mmol) 
and precatalyst Pd-t-BuXphos (40 mg, 5.0 mol %) (see SI for structure) were added together in a 
vial, then vacuumed and back-filled with nitrogen three times. Next, 5 mL of degassed DMF/water 
(5:1 v/v) was added. The reaction mixture was stirred at 115 oC for 4 h. Upon completion, the 
reaction was poured into 1M HCl and extracted with diethyl ether three times. The combined 
organic fractions were dried over MgSO4 and concentrated in vacuo. The crude residue was 
triturated with hexane and DCM to give 3 (87.6 mg, 60% yield). 1H NMR of the product matched 
previously reported literature.74 1H NMR (DMSO, 600Hz): δ 10.56 (s, OH, 1H), δ 8.77 (d, J = 
2.4Hz, 1H), δ 8.67 (d, J = 2.4 Hz, 1H), δ 7.90 (d, J = 9 Hz, 1H), δ 7.42 (dd, J = 9 Hz, 2.7 Hz, 1H), 
δ 7.24 (d, J = 2.7 Hz, 1H). 
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Synthesis of (Z)-5-((phenylamino)methylene)quinoxalin-6(5H)-one (1). Compound 3 (1.0 
mmol, 146 mg) and NaOH (4.0 mmol, 160 mg) were dissolved in 2.0 mL of water by heating to 
100 oC for 30 min. Then 1.5 mL chloroform was added with vigorous stirring. More NaOH was 
added to keep the pH of the reaction at 10 (determined with pH paper). Upon completion, the 
reaction was acidified to pH 6, and the solid was collected by filtration. The crude product was 
condensed with excess aniline (1.0 mL) in 5.0 mL DCM at 45 oC, in a seal tube for 1h and 
monitored by TLC. The reaction was quenched with 1M HCl. The organic layer was separated, 
concentrated under vacuum and purified by silica gel column chromatoghraphy (1:5 EtOAc:Hex) 
to obtain the final product 1 (99 mg, 40%). 1H NMR (DMSO, 600 Hz): δ 9.67 (s, 1H), δ 8.73 (s, 
1H), δ 8.63 (s, 1H), δ 7.92 (d, J = 9.68 Hz, 1H), δ 7.58 (d, J = 7.4 Hz, 2H), δ 7.50 (t, J =7.4 Hz, 
2H), δ 7.34 (t, J = 7.4 Hz, 1H), δ 7.15 (d, J = 9.68 Hz, 1H). 13C NMR (DMSO, 150 Hz): δ 176.3, 
153.5, 144.5, 141.6, 140.9, 137.1, 136.9, 129.9, 129.3, 127.0, 119.7, 108.0. HRMS (ESI, TOF) 
m/z:  [M +H]+ Calcd for C15H11N3O 250.0975, found 250.0975. 
Synthesis of 5-chlorobenzo[c][1,2,5]thiadiazole (7). Based on a previously reported procedure,39 
4-chlorobenzene-1,2-diamine (1.43 g, 10 mmol) was added to a flame dried round bottom flask 
and placed under nitrogen. SOCl2 (8.2 g, 5.0 mL, 68 mmol) and 0.220 mL of concentrated H2SO4 
(405 mg, 4.1 mmol) were subsequently added. The reaction mixture was refluxed for 6 h and 
cooled to RT. The solution was diluted with water and extracted with EtOAc. The EtOAc phase 
was repeatedly washed with water until the aqueous phase was no longer acidic by pH paper. The 
organic phase was dried over MgSO4 and concentrated under vacuum. The crude mixture was 
purified by silica gel flash column chromatography (5:1, Hexanes: EtOAc, Rf = 0.7) to afford the 
product 7 as a reddish brown solid (1.2 g, 70%). 1H NMR (CDCl3, 400 MHz) δ 7.85 (d, J = 4 Hz, 
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1H), δ 7.77 (d, J = 12 Hz, 1H), δ 7.38 (dd, J = 4 Hz, 6 Hz, 1H). Spectra of product match those 
previously reported.39 
Synthesis of benzo[c][1,2,5]thiadiazol-5-ol (4). Compound 7 (17.0 mg, 0.10 mmol), KOH (17.0 
mg, 0.30 mmol) and 3.96 mg (5% mmol) of Pd-t-BuXPhos precatalyst (see SI for structure) were 
added to a flame dried round bottom flask. The reaction flask was evacuated and back filled with 
nitrogen three times before 36 μL of degassed water:DMF (1:9 v:v) was added. The reaction was 
stirred for 18h at 80 oC. Upon cooling to RT, the reaction was diluted with water, acidified with 
1M HCl and extracted with EtOAc three times. The combined organic fractions were dried over 
MgSO4 and concentrated under vacuum. The residue was purified by silica gel flash column 
chromatography (start with 5:1 and gradient to 1:1, Hexanes:EtOAc, Rf = 0.2) to afford a light 
yellow solid (10.6 mg, 70%). 1H NMR ((CD3)2CO, 600 Hz), δ 7.88 (d, J = 9.6 Hz, 1H), δ 7.37 (dd, 
J = 2.40 Hz, 9.6 Hz, 1H), δ 7.22 (d, J = 2.4 Hz, 1H). Spectra of product match those previously 
reported.40 
Synthesis of 5-hydroxybenzo[c][1,2,5]thiadiazole-4-carbaldehyde (9). Based on a previously 
reported procedure,43 4 (76 mg, 0.50 mmol) and hexamethylenetetramine (HMTA) (70 mg, 0.50 
mmol) were dissolved in 1.0 mL of TFA in a round bottom flask at RT. After the consumption of 
starting material (tracked by TLC), the reaction was heated to 70 oC for 48 h. Upon cooling to RT, 
the reaction was quenched with water and the mixture was extracted with ethyl acetate. The EtOAc 
portion was dried over MgSO4 and concentrated in vacuo. The residue was purified by silica gel 
column chromatography (1:1, Hexanes:EtOAc, Rf = 0.35) to afford a crude orange yellow product 
that was used without further purification (44 mg, 49.0 %). 1H NMR (CDCl3, 600 MHz) δ 13.0 (br 
s, OH, 1H), δ 10.7 (s, CHO, 1H), δ 8.11 (d, J = 9.6 Hz, 1H), δ 7.33 (d, J = 9.6 Hz, 1H). 13C NMR 
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(CDCl3, 150 MHz) δ 193.7, 167.4, 154.2, 150.3, 130.0, 124.8, 108.82. HRMS (ESI, TOF) m/z: [M 
- H]- Calcd for C7H4N2O2S 178.9921, found [M-H] 178.9897. 
Synthesis of (Z)-4-((phenylamino) methylene)benzo[c][1,2,5]thiadiazol-5(4H)-one (2). 
Compound 9 (108 mg, 0.60 mmol) was dissolve in EtOH (3.0 mL, 0.50 M in 9). Aniline (54 mg, 
0.60 mmol) was added, and the reaction was warmed to 40 oC and tracked by TLC until 
completion. The reaction was poured into water and extracted with ethyl acetate. The EtOAc 
portion was dried over MgSO4 and purified by silica gel flash chromatography (5:1, 
Hexanes:EtOAc, Rf = 0.45) to give a quantitative yield of 2 (153 mg, 99%). 1H NMR (CDCl3, 400 
Hz): δ 14.2 (d, J = 10.4 Hz, 1H, H8), δ 8.90 (d, J = 11.2 Hz, 1H, H7), δ 7.63 (d, J = 9 Hz, 1H), δ 
7.36 (m, 2H), δ 7.33 (m, 2H), δ 7.2 (t, J = 7.4 Hz, 1H). 13C NMR (CDCl3,100 Hz): δ 183.1, 156.4, 
149.4, 149.0, 138.5, 131.9, 129.9, 129.3, 126.6, 118.3, 104.7. HRMS (ESI, TOF) m/z: [M +H]+ 
Calcd for C13H9N3OS 256.0539, found (M+H) 256.0568. 
Structures of catalysts discussed in main text 
 
2.5.2 NMR spectra 
Assigned spectra for 1 and 2 
Assignment of the major OH/NH-O ensemble form. For the minor NH-N form, only peaks relevant 


































Figure 2.S1: 1H NMR spectra of 1 in CDCl3 (700 MHz). 
 
 





Figure 2.S3: 1H NMR spectra of 2 in CDCl3 (700 MHz). 
 
Figure 2.S4: 13C NMR spectra of 2 in CDCl3 (600 MHz). 
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NMR Spectra for characterization 
 
Figure 2.S5: 1H NMR spectra of 6 in CDCl3 (600 MHz). 
 




Figure 2.S7: 1H NMR spectra of 1 in DMSO (600 MHz). 
 




Figure 2.S9: 1H NMR spectra of 7 in CDCl3 (400 MHz). 
 




Figure 2.S11: 13C NMR spectra of 4 in (CD3)2CO (100 MHz). 
 




Figure 2.S13: 13C NMR spectra of 9 in CDCl3 (150 MHz). 
 




Figure 2.S15: 13C NMR spectra of 2 in CDCl3 (100 MHz). 
 
 
2D NMR spectra for chatacterization 
 




Figure 2.S17: 1H-13C HMBC NMR spectra of 1 and 2 recorded in CDCl3 at 298 K. Correlations 
between 1H7 and 13C1 are indicated by a blue box. 1H 1D NMR spectra are shown in red above 
the 1H projections of the 2D spectra. 
 
2.5.3 Variable temperature NMR experiments 
Thermodynamic analysis of the population distribution of NH-O and NH-N forms. 
The NH-O and NH-N forms of 1 and 2 are in thermal equilibrium in solution. The ratio of the 
populations of the two forms is directly proportional to the equilibrium constant (Keq) and 
therefore, to the difference in Gibbs free energy of the two forms (ΔG). It is well known that ΔG 
and Keq are related by the following equation: 
 
where cNH-O and cNH-N are the concentrations of the NH-O and NH-N forms, R is the 
universal gas constant, T is the temperature and ΔG is the difference in Gibbs free energy at a 
given temperature. Since the NH-O form has a higher probability of being occupied due to its 
stronger stabilizing hydrogen bonding interaction, it corresponds to the more favorable low energy 
state. The relative concentration of the NH-O and NH-N forms were determined at different 
ln ln NH Oeq
NH N




D = - = -
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temperatures by integrating the 1H NMR peaks corresponding to the respective N-H resonances in 
quantitative 1D 1H NMR spectra (Table S1). By substituting ΔG = ΔH – TΔS and assuming that 
ΔH and ΔS are temperature independent, a plot of ln (cNH-O/cNH-N ) as a function of 1/RT will yield 
a straight line (Figure S18): 
 
Linear regression analysis yields ΔH (determined from the slope) and ΔS (determined from the y-
intercept) for the exchange process. 
At 298 K the experimentally determined ΔH° and ΔS° are -0.38 kcal mol-1 and 4.17 cal 
mol-1 K-1 for 1 and, -0.54 kcal mol-1 and 1.59 cal mol-1 K-1 for 2 respectively. This corresponds to 
ΔG° of -1.62 kcal mol-1 and -1.01 kcal mol-1 for 1 and 2 respectively at 298 K. 
Table 2.S1:  Table listing the ratios of NMR N-H peak integrals of the NH-O and NH-N forms 






Compound 1 Compound 2 
cNH-O/cNH-N ln (cNH-O/cNH-N) cNH-O/cNH-N ln (cNH-O/cNH-N) 
278 0.00043 16.97 2.83 5.95 1.78 
288 0.00042 16.47 2.80 5.73 1.75 
298 0.00040 16.14 2.78 5.56 1.72 
308 0.00039 15.82 2.76 5.39 1.68 













Figure 2.S18: Linear regression plots of ln (cNH-O/cNH-N) vs 1/RT for compounds (A) 1 and (B) 2. 
2.5.4 pKa Determination for 3 and 4  
Results: Data Presentation.  
The pKa values for 3 and 4 were determined following a previously reported procedure.37  
2.5.4.1 Preparation of buffer solutions  
The pH of the buffer solutions (Table S1) was measured with a Mettler Toledo pH meter at 25 oC. 
All of the solutions were prepared with distilled water. Stock solutions of each pH range were 
prepared from the appropriate salt and distilled water (Table S2, see Buffer, Stock Conc. column). 
Then to each 25 mL of stock solutions was added HCl or NaOH via a titration buret to achieve the 
target pH value. Then water was added to make a total volume of 50 mL. The ionic strength of 
each buffer solution was calculated using equation 1 and the amount of KCl needed to adjust the 
ionic strength in the range 0.1 - 0.13 M was calculated for each buffer (Table S2).  
(eq.1) Ionic Strength:    I = 0.5* (c1z12 + c2z22+… cnzn2) 
where c is the molar concentration of ion, z is the charge number of that ion, and the sum is taken 
over all ions in the solution. 
2.5.4.2 Experimental procedure 
0.05 M stock solution of solid analyte 3 or 4 was prepared in THF.  
Then 0.1 mL of each analyte stock solution was transferred to 3 mL of buffer solution in a vial. 
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A blank solution was prepared from 0.1 mL THF and 3 mL of buffer. 
All of the samples were left to sit at 25 oC for 30 min before the absorbance spectrum was collected. 
The number and range of buffer solutions needed to determine pKa was adjusted depending on the 
compound tested. A first screening with buffers ranging from 3 to 12 should gave an approximate 
pKa value which was further refined through replicate measurements using buffers within ±0.2 pH 
units of the pKa value. 


































5.5 0.05 186.38 
  4.00 4.02 15.1 9.9 0.05 186.38 
  5.00 5.00 5.4 19.6 0.05 186.38 
KH2PO4 
 
6.25 6.17 0.05 50   1.9 23.1 0.0326 251.065 
K2HPO4   
  
 
    
  6.4 6.34 2.8 22.2 0.0362 237.655 
  6.6 6.53 3.6 21.4 0.0394 225.735 
  6.8 6.72 4.9 20.1 0.0446 206.365 
  7 6.93 6.2 18.8 0.0498 186.995 
  7.2 7.15 7.7 17.3 0.0558 164.645 





Table 2.S2: (Continued) 
  7.6 7.56 
   
9.6 15.4 0.0634 136.335 
  7.8 7.79 10.8 14.2 0.0682 118.455 
  8 8.02 11.6 13.4 0.0714 106.535 
  8.2 8.2 12.5 12.5 0.075 93.125 




20.1 0.0098 335.995 
  8.6 8.71 3.8 21.2 0.0076 344.19 
  8.8 8.91 2.8 22.2 0.0056 351.64 
  9 9.08 2.3 22.7 0.0046 355.365 
Na2HPO4 
Na3PO4 11.00 11.00 0.05 50   1.9 23.1 0.0739 97.2225 
  12.00 11.99   10.3 14.7 0.1243 0.0000 
 
2.5.4.3 Data Analysis 
The raw UV-spectra scans were imported to the Excel program and processed as follows:  
a) UV-spectra of the analyte compounds were normalized to the maximum absorbance value. 
 
b) The spectral difference was obtained by subtracting the most acidic spectra from the spectra at 




c) The wavelengths of maximum positive and negative absorbance were determined graphically 
from the spectral difference plot 
d) The total absorbance difference Atot at the chosen wavelengths (that is: the sum of the absolute 
values of the maximum positive and negative absorbance in the spectral difference plot) was 
calculated for each pH. This value is used in eq.2 
e) pKa values were worked out by non linear regression using Excel Solver using equation 2. 
 (eq. 2) 
 
εHA and εA are the extinction coefficients of the acid and base forms of the compound, 
respectively (i.e., the minima and maxima of the absorbance difference curve, respectively), and 







2.5.5 Xray unit cell and anisotropic thermal ellipsoid data 
 
Figure 2.S19: X-ray crystal structure unit cell of 1 NH-O. No intermolecular hydrogen bond 




Figure 2.S20: X-ray crystal structure unit cell of 2 NH-O. No intermolecular hydrogen bond 
contacts are present. 
 
Figure 2.S21: Single crystal x-ray diffraction structures of 1 NH-O and 2 NH-O comparing 
experimental and (calculated) bond lengths (B3LYP/6-311+g(d,p)). Anisotropic thermal 
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ellipsoids set to 50%. Bond lengths for 2 NH-O are an average of two structurally independent 
molecules in the asymmetric unit. 
 
X-ray quality crystals were selected under polarized microscope, covered with mineral oil and 
placed to Bruker Apex II   with Cu-radiation IµS source diffractometer under the stream of cold 
nitrogen. Both structures were resolved routinely using direct methods and least-squares 
refinement algorithms. 1 NH-O at 173 K; a = 7.2678(8), b = 24.682(3), c = 6.8030(9) Å, 𝛽= 
102.275(9) ̊, Z = 4, sp. gr. P21/c.  2 NH –O at 173K; a = 4.873, b = 13.275, c = 17.609 Å, 𝛼 = 
100.00,  𝛽 = 90.58, 𝛾 = 91.12 ̊ , Z =4, sp. gr. P1.  
2.5.6 Experimental and calculated infrared spectra 
 
















































































Figure 2.S23: Infrared spectrum of 2. 
Table 2.S3: Calculated IR stretching frequencies 
IR stretching frequencies as obtained from frequency calculations. Note: molecules 3 and 4 values 
are lone X-H bonds and not intramolecular hydrogen bonding. Based on structures optimized using 
DFT (B3LYP/6-311g+(d,p). 
 
 OH-N (cm-1) NH-O (cm-1) NH-N (cm-1) 
1 2990 3196 3345 
2 2987 3271 3425 
3 3826 3606  
4 3825 3625  
 
2.5.7 Comparison of computational methods 
Table 2.S4: Comparison of DFT functionals. 
 
ΔG (kcal/mol) = G(X) – G(NH-O), where X = OH-N or NH-N 
 B3LYP CAM-B3LYP M06-2X expa 
1 OH-N 1.279 -0.624 -2.417 - 
1 NH-O - - - - 
1 NH-N 1.858 2.685 0.541 1.62 





































































































Table 2.S4: (continued) 
2 OH-N 2.960 1.475 -0.109 - 
2 NH-O - - - - 
2 NH-N 1.447 0.053 0.031 1.01 
All energies were calculated at the indicated DFT functional with a 6-311+g(d,p) basis set. ΔG 
values are reported with respect to the equilibrium between the NH-O form with the respective 
isomers. a Experimental ΔG values were obtained for the OH-N and NH-O forms from the 
equations ΔG=-RTln(Keq) where Keq is equal to the ratio of tautomeric OH-N/NH-O forms as 
indicated in Table 2.1.  The experimental ΔG values for the NH-O and NH-N forms were 
obtained from NMR experiments as described in the main text. 
 




Figure 2.S24: Tautomeric structures not considered in Table 1 of the main text (highlighted by 
the grey box) because they were calculated to be too high in energy (kcal/mol, B3LYP/6-


























































































































Table 2.S5: HOMA values for 1 and 2 
Row    
9. HOMA a 0.706 0.175 -0.077  0.550 0.019 -0.193 
10. HOMA q 0.544 0.668   0.583 0.656  
11. HOMA a (from xray)  0.499    0.282  
12. HOMA q (from xray)  0.842    0.752  
13. HOMA q’   0.790    0.777 
HOMA values reported as bond type (Ropt, α): CC(1.388, 257.7), CN(1.334, 93.52), 
CO(1.265,157.38).62 
 
Table 2.S6: Second-order perturbation analysis of RAHB in each tautomer 
 OH-N (kcal/mol) NH-O (kcal/mol) NH-N (kcal/mol) 
1 X = N   |   X’ = O 
CC = C1-C2 
X = O   |   X’ = N 
CC = C7-C2 
X = N   |   X’ = N 
CC = C7-C2 
nX à σ*HX’ - - 10.03 
nX’ à π*CC 41.44 59.34 56.91 
 OH-N (kcal/mol) NH-O (kcal/mol) NH-N (kcal/mol) 
2 X = N   |   X’ = O 
CC = C1-C2 
X = O   |   X’ = N 
CC = C7-C2 
nN = nN   |   X’ = N 
CC = C7-C2 
nX à σ*HX’ 28.89 3.18 7.09 




Second order perturbation theory NBO analysis of presented equilibrium for molecules 1 and 2. 
The nx à σ*HX’ energy corresponds to the hydrogen bond strength while nx’ à π*CC represents the 
delocalization energy of the lone pairs of the heteroatom that is bound to the proton into the pi 
system. The blanks listed for molecule 1 are due to the NBO analysis predicting the intramolecular 
hydrogen bond as a high energy intermolecular interaction and could be interpreted as a weak 
intramolecular hydrogen bond.  
2.5.9 NICS Values curves (0 to 4 Å from ring plane) 
 
 
Figure 2.S25: NICS values from 0 Å to 4 Å, taken every 0.1 Å. Ring a (Blue), Ring b (Orange), 



















































































































Table 2.S7: Calculated coordinates for Compound 3 
Symbol X Y Z 
C -1.826573 -2.061953 0 
C 0 -0.704641 0 
C -0.859979 0.437391 0 
C -2.678553 -0.928537 0 
H 2.034166 -1.408343 0 
H -2.25329 -3.061824 0 
C 1.40299 -0.525886 0 
C -0.281476 1.732971 0 
H -3.757568 -1.056885 0 
C 1.079719 1.885762 0 
C 1.927593 0.747071 0 
H -0.946357 2.588274 0 
H 1.538701 2.866766 0 
N -0.516017 -1.965542 0 
N -2.21142 0.300416 0 
O 3.266431 1.006762 0 
H 3.762632 0.180724 0 




Table 2.S8: Calculated coordinates for Compound 3 NH form 
Symbol X Y Z 
C -2.623031 -0.863445 0 
C -0.225036 -0.635411 0 
C -0.476145 0.809482 0 
C -2.760897 0.495618 0 
H 1.20406 -2.232078 0 
H -3.458469 -1.550077 0 
C 1.034163 -1.160482 0 
C 0.679026 1.671008 0 
H -3.741502 0.952588 0 
C 1.928401 1.15818 0 
C 2.200128 -0.297988 0 
H 0.489472 2.738258 0 
H 2.803147 1.799127 0 
N -1.683165 1.328737 0 
O 3.357701 -0.725362 0 
N -1.377354 -1.407812 0 
H -1.274343 -2.413174 0 
 





Table 2.S9: Calculated coordinates for Compound 1OH Form 
Sum of Electronic and Thermal Free Energies:  -817.6858 Hartree/Particle 
 
Symbol X Y Z 
C 2.434619 2.352444 -0.197569 
C 3.52536 1.533269 -0.131187 
C 3.368007 0.124711 -0.002142 
C 2.053027 -0.428225 0.056293 
C 0.909124 0.433163 -0.014915 
C 1.117248 1.817624 -0.139777 
H 2.535126 3.426636 -0.29468 
H 4.534018 1.926731 -0.173411 
C 2.967032 -2.510131 0.238192 
C 4.266418 -1.958796 0.18122 
H 2.832344 -3.584261 0.335509 
H 5.140202 -2.601862 0.234578 
C -0.427884 -0.118559 0.043373 
H -0.504027 -1.20115 0.150214 
N -1.471228 0.641575 -0.012932 
C -2.770846 0.09725 -0.014469 
C -3.790983 0.836052 0.600252 
C -3.089412 -1.117665 -0.640095 
C -5.093634 0.349833 0.626275 
H -3.542081 1.783211 1.06462 
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Table 2.S9: (Continued) 
C -4.397348 -1.593179 -0.618513 
H -2.321526 -1.671913 -1.167211 
C -5.402989 -0.867445 0.018907 
H -5.870951 0.925638 1.115847 
H -4.633749 -2.528823 -1.112973 
H -6.420688 -1.240011 0.029923 
O 0.106201 2.681073 -0.206806 
H -0.742601 2.146643 -0.147882 
N 4.468396 -0.66247 0.062176 
N 1.879674 -1.769319 0.17716 
 
Table 2.S10: Calculated coordinates for Compound 1 OH twist 
Symbol X Y Z 
C 3.007145 2.143407 -0.07215 
C 3.803376 1.033748 -0.125679 
C 3.228941 -0.262238 -0.062448 
C 1.811591 -0.401497 0.062821 
C 0.980938 0.767046 0.086384 
C 1.600168 2.010741 0.02819 
H 3.419216 3.143569 -0.12664 
H 4.879849 1.109739 -0.219489 
C 2.072726 -2.662349 0.170963 
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Table 2.S10: (Continued) 
C 3.469649 -2.524876 -0.010708 
H 1.633131 -3.648778 0.296728 
H 4.108513 -3.402684 -0.055608 
C -0.484601 0.696814 0.210964 
H -0.940381 1.410788 0.918219 
N -1.215602 -0.111543 -0.449736 
C -2.598219 -0.162202 -0.203827 
C -3.456132 -0.305941 -1.304299 
C -3.143684 -0.130688 1.089079 
C -4.832341 -0.359649 -1.117473 
H -3.022603 -0.364154 -2.295674 
C -4.523043 -0.206051 1.268847 
H -2.483853 -0.089548 1.948197 
C -5.372794 -0.3099 0.169134 
H -5.486707 -0.454534 -1.976873 
H -4.933094 -0.194519 2.272731 
H -6.44546 -0.369611 0.312732 
O 0.914299 3.188062 0.031245 
H -0.03478 3.031939 -0.028232 
N 4.044709 -1.346873 -0.109146 
N 1.257959 -1.632285 0.211047 
Sum of Electronic and Thermal Free Energies:  -817.6585 Hartree/Particle  
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Table 2.S11: Compound 1 NH-O form 
Sum of Electronic and Thermal Free Energies:  -817.6729 Hartree/Particle  
Symbol X Y Z 
C -2.411773 2.405306 0.000008 
C -3.502624 1.60475 -0.000016 
C -3.387074 0.167942 -0.000021 
C -2.095653 -0.428829 0.000011 
C -0.917237 0.414267 -0.000017 
C -1.054862 1.86675 -0.000055 
H -2.497067 3.48564 0.000071 
H -4.507335 2.01321 -0.000006 
C -3.082979 -2.486143 0.000013 
C -4.353916 -1.893398 -0.00001 
H -2.978466 -3.567612 0.00002 
H -5.252273 -2.503003 -0.000014 
C 0.342998 -0.178245 -0.000003 
H 0.398435 -1.259753 0.000083 
N 1.476543 0.518341 -0.00011 
C 2.796152 0.026818 -0.000058 
C 3.832805 0.968668 -0.000084 
C 3.103945 -1.338894 0.000008 
C 5.158369 0.549949 -0.000025 
H 3.59207 2.026161 -0.000141 
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Table 2. S11:(Continued). 
C 4.434689 -1.745451 0.00006 
H 2.321493 -2.08692 0.000006 
C 5.467975 -0.809264 0.000058 
H 5.950332 1.289846 -0.000033 
H 4.663064 -2.805111 0.000119 
H 6.500979 -1.135784 0.000103 
O -0.063297 2.632949 0.000199 
H 1.312217 1.53923 -0.000303 
N -4.507272 -0.576069 -0.000022 
N -1.966693 -1.771536 0.000029 
  
Table 2.S12: Compound 1, NH-N Form 
Symbol X Y Z 
C -3.187061 2.11258 -0.000055 
C -3.87656 0.95366 -0.00004 
C -3.207133 -0.329228 0.000002 
C -1.781148 -0.375147 0.000018 
C -1.020729 0.852139 0 
C -1.715632 2.157459 -0.00001 
H -3.68799 3.073686 -0.000092 
H -4.96098 0.933117 -0.000061 
C -1.906683 -2.668191 0.00007 
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Table 2.S12: (Continued) 
C -3.299337 -2.607563 0.000051 
H -1.391422 -3.623959 0.0001 
H -3.897766 -3.512772 0.000067 
C 0.364119 0.906376 -0.000005 
H 0.798076 1.899476 -0.000008 
N 1.190977 -0.141555 -0.000013 
C 2.600099 -0.125172 -0.000004 
C 3.260722 -1.360384 -0.000148 
C 3.350489 1.056637 0.000148 
C 4.649989 -1.412998 -0.000145 
H 2.680328 -2.27694 -0.000265 
C 4.740432 0.990838 0.000144 
H 2.867005 2.024855 0.000276 
C 5.39942 -0.237808 -0.000002 
H 5.146314 -2.376597 -0.000259 
H 5.311161 1.912377 0.000263 
H 6.48199 -0.278016 -0.000001 
O -1.116868 3.235533 -0.000069 
H 0.713508 -1.048436 -0.00004 
N -3.947889 -1.443224 0.000017 
N -1.150401 -1.570968 0.000055 
Sum of Electronic and Thermal Free Energies:  -817.6684 Hartree/Particle   
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Table 2.S13: Compound 1, N-HN Form 
Sum of Electronic and Thermal Free Energies:  -817.6696 Hartree/Particle  
 
Symbol X Y Z 
C -3.176382 2.099034 -0.1382 
C -3.873935 0.947679 -0.038497 
C -3.193386 -0.321563 0.043013 
C -1.74715 -0.306571 0.013314 
C -0.998364 0.867194 -0.088567 
C -1.698514 2.151225 -0.170754 
H -3.675878 3.059242 -0.200479 
H -4.95742 0.92579 -0.015985 
C -1.847571 -2.675476 0.190698 
C -3.221052 -2.616895 0.214629 
H -1.28686 -3.598774 0.248302 
H -3.812982 -3.51978 0.294551 
C 0.439798 0.862025 -0.111888 
H 0.9028 1.847088 -0.200485 
N 1.147419 -0.224562 -0.04959 
C 2.554667 -0.159237 -0.008044 
C 3.280231 -1.19192 -0.619303 
C 3.255413 0.859678 0.656257 
C 4.670829 -1.186722 -0.600448 
H 2.737295 -1.98462 -1.121701 
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Table 2.S13: (Continued) 
C 4.647278 0.855248 0.677354 
H 2.710079 1.63849 1.176434 
C 5.362147 -0.162189 0.0466 
H 5.216877 -1.985979 -1.089189 
H 5.17508 1.645719 1.199388 
H 6.44572 -0.162764 0.068479 
O -1.114312 3.233798 -0.260532 
H -0.095071 -1.47157 0.061284 
N -3.887882 -1.442663 0.140272 
N -1.140852 -1.531673 0.090269 
 
Table 2.S14: Compound 4 
Symbol X Y Z 
C 0.26391 -0.632433 -0.000001 
C 0.49792 0.799333 0 
C -0.608086 1.697459 0 
C -1.868935 1.177561 0.000001 
C -2.094807 -0.239495 0 
C -1.062646 -1.141919 -0.000001 
H -0.433143 2.765726 0 
H -2.740888 1.820067 0.000001 
H -1.230688 -2.212704 -0.000001 
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Table 2.S14: (Continued) 
S 2.635032 -0.276694 0.000001 
N 1.388699 -1.352344 -0.000001 
N 1.789856 1.131376 -0.000002 
O -3.40993 -0.600205 0 
H -3.490377 -1.560605 0 
Sum of Electronic and Thermal Free Energies:  -813.9764 Hartree/Particle 
Table 2.S15: Compound 4 – NH Form 
Symbol X Y Z 
C -0.386811 0.784138 -0.020063 
C -0.150671 -0.663444 -0.029967 
C 1.102014 -1.19853 -0.007823 
C 2.252664 -0.310889 0.010571 
C 1.982727 1.155484 -0.00384 
C 0.741491 1.680705 -0.02003 
H 1.28587 -2.265457 -0.012321 
H 2.864564 1.78591 0.002843 
H 0.552381 2.747382 -0.025177 
S -2.665792 -0.130502 0.028729 
N -1.637221 1.163195 0.017183 
N -1.376545 -1.286345 -0.08173 
H -1.520172 -2.249127 0.187047 
O 3.414739 -0.719177 0.033337 
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Sum of Electronic and Thermal Free Energies:  -813.989554 Hartree/Particle 
Table 2.S16: Compound 2, OH Form 
Symbol X Y Z 
C -3.330044 0.211342 0.008896 
C -2.005737 -0.373224 -0.0513 
C -0.838024 0.456958 0.018719 
C -1.044198 1.836343 0.14217 
C -2.363903 2.400364 0.200946 
C -3.481998 1.624819 0.137045 
H -2.429837 3.477301 0.297594 
H -4.475669 2.052529 0.180767 
C 0.487884 -0.109928 -0.040847 
H 0.554615 -1.19485 -0.147719 
N 1.540263 0.638316 0.013725 
C 2.834679 0.082515 0.014175 
C 3.141619 -1.13988 0.631173 
C 3.862131 0.816848 -0.593803 
C 4.445124 -1.627109 0.606962 
H 2.369132 -1.691284 1.15458 
C 5.160327 0.319164 -0.622045 
H 3.62227 1.769508 -1.051613 
C 5.457888 -0.905622 -0.023963 
H 4.672477 -2.568532 1.094557 
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Table 2.S16: (Continued) 
H 5.943275 0.891599 -1.106507 
H 6.472104 -1.287435 -0.036919 
O -0.029686 2.694682 0.20923 
H 0.81694 2.156256 0.149999 
N -4.314925 -0.681523 -0.06583 
N -2.020144 -1.699571 -0.169072 
S -3.606166 -2.157415 -0.20182 
Sum of Electronic and Thermal Free Energies:   -1138.4663 Hartree/Particle 
Table 2.S17: Compound 2, OH twist 
Symbol X Y Z 
C 3.198437 -0.214348 0.011557 
C 1.751735 -0.341222 0.026417 
C 0.915286 0.830373 -0.051757 
C 1.578444 2.049754 -0.144024 
C 3.004802 2.163278 -0.153324 
C 3.810159 1.068035 -0.082094 
H 3.415285 3.16239 -0.232316 
H 4.889495 1.148873 -0.095088 
C -0.542175 0.781225 -0.005146 
H -1.04826 1.719839 0.277447 
N -1.240858 -0.256515 -0.259576 
C -2.633917 -0.217805 -0.097655 
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Table 2.S17: (Continued) 
C -3.261955 0.412083 0.989325 
C -3.422427 -0.892703 -1.042097 
C -4.650036 0.394972 1.103353 
H -2.660187 0.87476 1.76354 
C -4.807757 -0.887763 -0.931827 
H -2.926402 -1.40478 -1.857973 
C -5.428977 -0.2441 0.140444 
H -5.12285 0.871812 1.954958 
H -5.406402 -1.399618 -1.677077 
H -6.508756 -0.257161 0.23348 
O 0.948834 3.250832 -0.252919 
H -0.003535 3.137451 -0.343418 
N 3.845757 -1.374846 0.107555 
N 1.343099 -1.603337 0.144286 
S 2.692202 -2.539251 0.217182 
 








Table 2.S18: Compound 2, NH-O Form 
Sum of Electronic and Thermal Free Energies:   -1138.4699 Hartree/Particle 
Symbol X Y Z 
C -3.347368 0.24992 0.000008 
C -2.042852 -0.373356 -0.000122 
C -0.845695 0.439189 0.000078 
C -0.992332 1.891754 0.000372 
C -2.353756 2.450286 0.000517 
C -3.468514 1.685305 0.000332 
H -2.410281 3.532477 0.00077 
H -4.460711 2.12141 0.00042 
C 0.405686 -0.159939 -0.000056 
H 0.458719 -1.242145 -0.000367 
N 1.550564 0.523687 0.00011 
C 2.864129 0.016605 0.000072 
C 3.156299 -1.352493 0.001444 
C 3.912145 0.945978 -0.00132 
C 4.482326 -1.774549 0.00128 
H 2.366331 -2.092616 0.00273 
C 5.232609 0.511792 -0.001416 
H 3.68463 2.006473 -0.002357 
C 5.526624 -0.850901 -0.000151 
H 4.697761 -2.836898 0.002352 
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Table 2.S18: (Continued) 
H 6.032948 1.242637 -0.002505 
H 6.555682 -1.18951 -0.000239 
O -0.005414 2.65812 0.000583 
H 1.40549 1.543458 0.000206 
N -4.356134 -0.606662 -0.000213 
N -2.09256 -1.696495 -0.000399 
S -3.69851 -2.123219 -0.000524 
 
Table 2.S19: Compound 2, NH-N Form 
Symbol X Y Z 
C -3.163179 -0.298759 0.014588 
C -1.716743 -0.307837 0.003274 
C -0.972446 0.92436 -0.022536 
C -1.718044 2.199258 -0.044318 
C -3.198586 2.115915 -0.030081 
C -3.883071 0.953563 -0.00317 
H -3.7102 3.071206 -0.044372 
H -4.966582 0.925287 0.005569 
C 0.405669 0.979756 -0.027835 
H 0.858576 1.96329 -0.051289 




Table 2.S19: (Continued) 
C 2.624541 -0.095358 -0.000864 
C 3.390509 1.067002 0.143304 
C 3.266376 -1.333119 -0.131912 
C 4.779593 0.981322 0.142123 
H 2.919805 2.034087 0.264095 
C 4.654664 -1.406043 -0.126181 
H 2.673191 -2.234734 -0.24262 
C 5.420649 -0.249242 0.00815 
H 5.36323 1.887839 0.253869 
H 5.13724 -2.371023 -0.229635 
H 6.502475 -0.305595 0.011241 
O -1.160822 3.296634 -0.071378 
H 0.743713 -0.992575 -0.011468 
N -3.710587 -1.498559 0.038536 
N -1.201184 -1.531426 0.018777 
S -2.480748 -2.607333 0.046862 








Table 2.S20: Compound 2, N-HN Form 
Sum of Electronic and Thermal Free Energies:   -1138.4554 Hartree/Particle 
 
Symbol X Y Z 
C -3.118634 -0.29668 0.042225 
C -1.669457 -0.226123 0.006782 
C -0.952845 0.958088 -0.094462 
C -1.714628 2.203614 -0.172726 
C -3.202714 2.093876 -0.134969 
C -3.875792 0.92872 -0.033951 
H -3.726691 3.040929 -0.195454 
H -4.957533 0.877164 -0.008116 
C 0.483378 0.949907 -0.117759 
H 0.967 1.925521 -0.203337 
N 1.161786 -0.153734 -0.057565 
C 2.570009 -0.117693 -0.013982 
C 3.289611 0.86547 0.683421 
C 3.276591 -1.145009 -0.656053 
C 4.681208 0.832873 0.707117 
H 2.757835 1.636978 1.228081 
C 4.666951 -1.167233 -0.635359 
H 2.719093 -1.910937 -1.183366 
C 5.377114 -0.177696 0.045112 
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3.1 Abstract 
The aromatic character of an arene switches from aromatic in the ground state (S0) to 
antiaromatic in its S1 and T1 excited states. This behavior is known as Baird’s rule and has been 
invoked to explain excited-state properties, primarily in the triplet state, whereas rationalization of 
antiaromaticity in the singlet state is less developed. This work demonstrates an application of 
Baird’s rule to rationalize previously unexplained behavior of the singlet state process known as 
excited-state intramolecular proton transfer (ESIPT). By analyzing the variations in isotropic 
magnetic shielding around the base arenes (benzene and naphthalene) of ESIPT fluorophores in 
the S0 and S1 electronic states, different shielding distributions indicate a complementarity to 
Baird’s rule: Greater aromaticity in S0 leads to greater antiaromaticity in S1 and vice versa. These 
findings have immediate application in the design of functional ESIPT fluorophores and, more 
generally, for photochemical reactions that are driven by the relief of antiaromaticity in the excited 
state. Notably, a tenet of traditional chromophore design states that expansion of conjugation 
generally leads to a red-shift in absorbance and emissive properties. The results of this study show 
that ESIPT fluorophores run contrary to those conventional design principles and this behavior can 




Aromaticity plays a major role in the chemical and electronic properties of molecules in 
the ground state following Hückel’s rules.2-4 Alternatively, the concepts of aromaticity and 
antiaromaticity have also been shown to influence the properties of singlet and triplet excited 
states. In general, an annulene with [4n +2] π-electrons in its aromatic ground state (S0) can be 
regarded as antiaromatic in its S1 and T1 excited states. The converse is similarly true for annulenes 
with a 4n π-electron antiaromatic ground states possessing aromatic character in the excited state.5-
10 This inversion of aromaticity between the ground and excited states has colloquially come to be 
known as Baird’s rule.11, 12 Baird originally proposed the inversion of Hückel’s rules between S0 
and T1,5 but subsequent theoretical work suggested Baird’s rule to be applicable to S1 states as 
well.13-16 While numerous studies11 have been conducted to investigate the excited-state 
aromaticity of various annulenes—establishing Baird’s rule as a useful convention for 
understanding electronic states—the application of excited-state aromaticity to rationalize and 
design photochemical properties is less developed and predominantly focused on triplet 
aromaticity.17-20  
The goal of this work was to apply Baird’s rules to interpret the unconventional behavior 
of benzoxazole fluorophores that undergo excited-state intramolecular proton transfer (ESIPT), 
where traditional strategies to red-shift the fluorescent wavelength instead lead to blue-shifted 
emission.21, 22 In doing so, we demonstrate the complementarity of Baird’s rule, where lower 
aromaticity in S0 leads to lower antiaromaticity in S1. These results provide a deeper understanding 
of excited-state potential energy surfaces for applications in the design of functional chromophores 
and photochemical pathways. 
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 Excited-state intramolecular proton transfer (ESIPT) is a photochemical process that leads 
to a dramatically large Stokes shift of the wavelength of fluorescence.21 Briefly, the 2-(2'-
hydroxyphenyl)benzoxazole derivative (Figure 1) exists in its phenolic enol form E in the ground 
state. After excitation of E, direct fluorescence from E* can produce an emitted photon with a 
relatively small Stokes shift. Alternatively, the structure of E* is such that an excited-state 
tautomerization can occur to produce the keto form K* (Figure 1, ESIPT step). The isomerization 
from E* to K* is fast (~ps) and highly favorable. Emission then takes place from K* to the ground-
state keto form K—where the quinoidal character of K places it higher in energy in the ground 
state than E (an example of Hückel [4n +2] aromatic stability). The net result is that a stabilized 
K* and destabilized K closes the energy gap (S1'→S0') such that fluorescence from K* can be 
>150 nm red-shifted relative to fluorescence from E* (S1→S0). 
 
 
Figure 3.1. Excited-state intramolecular proton transfer (ESIPT). Isomerization to the keto form 
closes the energy gap, red-shifts emission and create a large Stokes shift. 
The ESIPT process has been applied to the design of new functional molecules for biosensing and 
imaging.21, 22 Thus, insights into the factors that govern the isomerization and wavelength of 
emission are immensely valuable to the design and optimization of novel chemical tools based on 
ESIPT. While the excited-state behavior of derivatives based on E has been extensively studied, 
one aspect of their emissive behavior has eluded explanation.23-25  
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 Consider the behavior of two benzoxazole derivatives HBO and NAP (Figure 2 and Table 
1). In general, expansion of conjugation leads to a red-shift in the absorption and emission of a 
chromophore. Accordingly, the absorbance maximum of NAP is ~40 nm longer than HBO. In 
contrast, however, the emission wavelength of NAP is not similarly red-shifted and the Stokes 
shift is far smaller than for HBO. The origins of this odd behavior have not been adequately 
explained.23-25 Additionally, for NAP, two emissive bands are observed. The predominant band is 




Figure 3.2. Absorbance and emission traces of HBO (solid) and NAP (dashed) in toluene. 
From the spectral data of HBO and NAP in Table 1, we can develop the potential 
energy diagrams in Figure 3.24 Based on the higher energy of emission from NAP-K* (460 nm) 
versus HBO-K* (508 nm), HBO-K* is more stabilized relative to HBO-E* than for NAP-K* 
relative to NAP-E* (eHBO > eNAP). Similarly, the smaller energy difference between NAP-E* 
and NAP-K* (eNAP) means that a detectable amount of NAP-E* exists and a minor band for enol 
emission is observed.26 Overall, these results are congruent with the notion that tautomerization 
of NAP-E* to NAP-K* is not as energetically stabilizing as tautomerization of HBO-E* to 




Table 3.1. Spectral data of ESIPT fluorophores in toluene. 
 abs λmax (nm) em λmax (nm) Stokes shift (nm) 
 
335 508 173 
 
378 400, 460 22, 82 
 
variety of sensing and imaging applications,21, 22 it is essential to understand the factors that 
contribute to the photochemical mechanism to establish reliable design criteria. 
 
Figure 3.3. Qualitative potential energy diagram for HBO and NAP based on the spectral 
properties of Figure 2 and Table 1 that demonstrates that expanded conjugation of NAP reduces 
the stabilization of the keto form in the excited state. 
 It has been proposed theoretically that aromaticity may play a role in the tautomeric proton 
transfer of phenolic derivatives in the excited state.27, 28 Similarly, according to Baird’s rule, the 
aromatic phenol (E) is antiaromatic in the excited state, and isomerization to the quinoidal keto 
form (K) can be conceptually understood to relieve the destabilizing effects of antiaromaticity.  
 Naphthalene is generally understood to be less aromatic than benzene in the ground state.29-
32 We therefore propose that naphthalene is less antiaromatic than benzene in the excited state. 










in the excited state (and vice versa) is an aspect of Baird’s rule that has not been experimentally 
demonstrated.  
 Thus, NAP-E* is less antiaromatic relative to HBO-E*, which creates a lower driving 
force to form NAP-K*. Consequently, NAP-K* is less stabilized in the excited state and a larger 
energy gap must exist between NAP-K* and NAP-K relative to the energy gap between HBO-K* 
and HBO-K. As an aside, the reduced Stokes shift of NAP likely also derives from the lower 
energetic bias between the enol and keto tautomers in the ground state (gHBO and gNAP, Figure 3). 
The lower ground-state aromaticity of naphthalene versus benzene means that gHBO > gNAP. Thus, 
because NAP-K is not as destabilized relative to NAP-E due to this reduced aromaticity, the 
energy gap between NAP-K and NAP-K* is necessarily larger than for HBO.  
3.3 Results and Discussion 
The proposed role that the reduced excited-state antiaromaticity of naphthalene plays in 
the photophysics of NAP is supported by calculations off-nucleus isotropic magnetic shielding 
isosurfaces of benzene and naphthalene in the ground and excited state (Figures 4–6). The 
comparison of ground and excited-state aromaticity is well-served by this computational 
approach16 because the off-nucleus magnetic isotropic shielding, displayed as a function of 
position in the contour plots of Figures 4–6, addresses important drawbacks associated with single-
point nucleus-independent chemical shift (NICS) values.33 Mainly, the arbitrary position at which 
a single-point NICS value is calculated may not possess sufficient information to fully characterize 
the aromaticity of a p-system.34, 35 Additionally, geometric indices of aromaticity are often not 
applicable for excited-state aromaticity. For example, bond-length alternation is often invoked as 
an indication of reduced aromaticity in the ground state,36 but benzene maintains the same D6h 
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symmetry across S0 and S1.37-39 Thus, off-nucleus isotropic magnetic shielding isosurfaces provide 
one of the most insightful and succinct means of comparing aromaticity between molecules. 
The contour plots in Figures 4–6 display the spatial variation in the values of the off-
nucleus isotropic magnetic shielding, σiso(r). The shape of the isotropic shielding surfaces and 
contour plots in Figures 4–6 show profoundly different isotropic shielding distributions between 
the S0 and S1 of both benzene and naphthalene, where positive σiso(r) values indicate more shielded 
regions that can be associated with stronger bonding (aromatic) and negative σiso(r) values indicate 
more deshielded regions corresponding to weaker bonding (antiaromatic). Such contour plots have 
been referred to as “fingerprints” of aromaticity that allow for unambiguous classification of the 
degree of aromaticity and antiaromaticity in the electronic states of benzene and naphthalene.16 
The isotropic shielding is represented by three plotting plane orientations (Scheme 1) to 
provide a more comprehensive picture of the spatial variation of σiso(r). 
Scheme 3.1. Planes of contour plots in Figures 4–7. 
 
 In general, the contour plots in Figures 4–6 reveal that benzene is more aromatic relative 
to naphthalene in the ground state and, conversely, benzene is more antiaromatic relative to 
naphthalene in the excited state. 
 The S0 of benzene in Figure 4 displays a shielded ring inside of which the isotropic 
shielding, σiso(r), is above 15 ppm. In contrast, the regions where σiso(r) exceeds 15 ppm in each 
of the six-membered rings in S0 of naphthalene are smaller and discontinuous, indicating a lower 
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aromaticity compared with S0 of benzene. The S1 contour plots reveal a complimentary relationship 
to the aromaticity in S0. The S1 of benzene shows σiso(r) going down to under –30 ppm in a sizeable 
central circular region, which indicates that it is more antiaromatic than S1 of naphthalene where 
the contour line surrounding the corresponding deshielded regions has σiso(r) of –25 ppm. 
 
Figure 3.4. Isotropic shielding contour plots 1 Å above the molecular (horizontal) plane for the S0 
and S1 states of benzene (left) and naphthalene (right). siso(r) values were obtained using state-
optimized  p-space CASSCF(6,6)-GIAO/6-311+G* and CASSCF(10,10)-GAIO/6-311+G* 
wavefunctions for benzene and naphthalene respectively, siso(r) in ppm, axes in Å. 
 The spatial variation of σiso(r) represented in Figure 5 reinforces the conclusions from 
Figure 4. The areas of strong bonding exhibiting σiso(r) over 40 ppm, are larger in the S0 of benzene 
than for naphthalene (see inset). Here we have another confirmation that the greater aromaticity of 
benzene in S0 leads to greater antiaromaticity in S1 compared with naphthalene: The most 
deshielded region extending above and below the central parts of the benzene ring features σiso(r) 




 The in-plane variation in σiso(r) represented in Figure 6 is less indicative of differences in 
aromaticity in S0. We do note, however, that the area where σiso(r) falls to under 10 ppm at the 
center of each ring is smaller for benzene than for naphthalene, which shows that benzene 
possesses higher values of σiso(r) overall compared with naphthalene. The S1 contour plots 
reinforce the observations made in relation to Figure 5. the central region of the benzene ring 
features more extensive deshielding that the central regions of the six-membered rings in 
naphthalene, which is an indication of greater antiaromaticity. 
 
 
Figure 3.5. Isotropic shielding contour plots in the vertical plane slicing through the C–C bonds 
for the S0 and S1 states of benzene (left) and naphthalene (right). Same wavefunctions as for Figure 





Figure 3.6. Isotropic shielding contour plots in the molecular (horizontal) plane for the S0 and S1 
states of benzene (left) and naphthalene (right). Same wavefunctions as for Figure 4, siso(r) in 
ppm, axes in Å. 
 Finally, we introduce a new “fingerprint” of aromaticity switching in Figure 7, which 
displays the difference contour plots that result from subtracting σiso(r) for S0 from σiso(r) for S1. 
Figure 7 confirms that the overall change in aromatic character from ground to excited state is 




Figure 3.7. Isotropic shielding difference plots between S1–S0 for benzene (left) and naphthalene 
(right) in three orientations described by Scheme 1): A, same as for Figure 4; B, same as for Figure 
5; C, same as for Figure 6. Same wavefunctions as for Figure 4, siso(r) differences in ppm, axes in 
Å. 
 The overall conclusion from all of the contour plots is that differences in aromaticity and 
bonding between benzene and naphthalene are smaller in S0 relative to S1. Indeed, differences in 
ground-state aromaticity are small (these are more obvious in the S0 shielding plots 1 Å above the 
molecular plane, see Figure 4, wheras the S0 shielding plots in Figures 5 and 6 display very similar 
bonding patterns). This finding, albeit based on a single comparative example, may imply that 
small differences in ground state aromaticity can lead to much larger differences in antiaromaticity 
in the excited state.  
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 Collectively, these results affirm the greater aromaticity of benzene compared with 
naphthalene in S0.29-32 Conversely, benzene is more antiaromatic in S1 than naphthalene. Therefore, 
the greater aromaticity of benzene in S0 similarly leads to greater antiaromaticity in S1 relative to 
naphthalene (Δσiso(r) of about –5 ppm). These results demonstrate that, when applied to singlet 
states, Baird’s rule is complimentary between S0 and S1, where greater aromaticity in S0 leads to 
greater antiaromaticity in S1. The implications of this observation build a compelling case for the 
role that aromaticity effects play in the ESIPT process of HBO and NAP. 
 The greater antiaromaticity in the phenol of HBO-E* creates a larger energetic difference 
between HBO-E* and the quinoidal HBO-K* (which could be considered nominally nonaromatic 
by Hückel’s rules). In contrast, the reduced antiaromaticity of NAP-E* relative to HBO-E* creates 
a smaller energetic driving force to form NAP-K*. We therefore propose that these aromaticity 
effects are responsible for the reduced Stoke’s shift for NAP. Similarly, the smaller energetic bias 
between NAP-E* and NAP-K* means that enol emission from NAP-E* can be detected relative 
to keto emission. 
 Finally, we note that Baird’s rules of excited-state aromaticity have primarily been 
validated in arenes with (π,π*) excited states.11 The ESIPT process similarly occurs in the (π,π*) 
excited state,25 which justifies our application of Baird’s rule to explain the behavior of NAP.  
 The potential energy diagrams in Figure 3 were constructed based on the observable 
spectral properties of HBO and NAP. To gain further insight into the ESIPT process, we calculated 




Figure 3.8. Computed TD-DFT potential energy diagram for HBO and NAP (at the TD-DFT 
B3LYP 6-311+G(d,p) level). All vertical transitions are reported in nm with experimentally 
determined values from Table 1 provided in brackets. Adiabatic energy differences reported in kcal 
mol-1. 
 The computed wavelengths of absorption and emission correspond to the Frank-Condon 
vertical transitions from the ground state and the optimized excited state geometry for both HBO 
and NAP. All electronic energies were normalized to the ground state energy of the enol form (E) 
for both HBO and NAP. As anticipated, based on the lower aromaticity of naphthalene versus 
benzene discussed above, there is a smaller energy difference between the E and K species of NAP 
relative to HBO.  
 Alternatively, in the excited state, the analysis in Figures 4–7 predict a greater stabilization 
of HBO-K* compared with HBO-E*, in accord with Baird’s rule. Indeed, we compute a favorable 
stabilization (6 kcal mol-1) of HBO-K* following ESIPT, whereas the energetic stabilization of 
NAP-K* was computed to be energetically uphill (4 kcal mol-1) relative to NAP-E*. The 
spontaneous formation of NAP-K* has been spectroscopically confirmed,23 implying an 
exothermic ESIPT process to form NAP-K*. We therefore conclude that our computed 
endothermic process likely arises from error associated with excited-state geometry optimization 
of K*. TD-DFT geometry optimizations have been characterized to significantly underestimate 
CO bond lengths and as a result, will give inaccurate emission energies.40, 41 Nevertheless, the 
reported gas phase transition energies (in nm) match experimental observables within documented 
TD-DFT errors (0.2–0.3 eV),42 where emission from NAP-K* shows the most inaccurate 
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computed value (418 nm) relative to experiment (460 nm). This inaccuracy further suggests that 
an error in the computed geometry is responsible for the discrepancy in energy between theory and 
experiment of NAP-E* and NAP-K*. 
3.4 Conclusion 
 We present compelling evidence that aromaticity plays a key role in determining the 
energetic difference between tautomeric species in the excited state. This result has immediate 
implications for the design of ESIPT chromophores based on HBO. The ESIPT process has been 
applied to the development of new functional molecules and sensors.21, 21, 43 Thus, an 
understanding of how structure relates to spectral features is critical to the design of novel ESIPT 
materials. This work reveals that expansion of conjugation is not a viable strategy to red-shift the 
emissive properties of ESIPT fluorophores unless expansion of the π-system leads to a more 
aromatic phenolic partner than the base phenol in HBO. Notably, this result runs contrary to 
traditional chromophore design principles in which expansion of conjugation generally leads to a 
red-shift in absorbance and emissive properties. These results can only be rationalized by 
considering Baird’s rule (see below). 
 We propose that the aromaticity of the phenolic ring should be given strong consideration 
during the design of novel ESIPT chromophores as it can dramatically impact the Stokes shift of 
keto emission. Further, we predict that strategies centered around using electron-donating and 
electron-withdraw substitution (so called “push-pull” chromophores) may provide more fruitful 
avenues to increase the Stokes shift of keto emission, as has been demonstrated.44 To date, 
however, a systematic investigation of the role that substitution of the HBO core can play in tuning 




 More generally, this work corroborates the tenets of Baird’s rule that [4n + 2] Hückel 
aromatic character in the ground state flips to antiaromatic character in the excited state.11 
Furthermore, experimental evidence for Baird’s rule operating in the singlet excited state is 
lacking.13-16 This report provides experimental demonstration of Baird’s rule in the singlet state, 
where the excited-state isomerization observed in HBO can be rationalized to be a process by 
which excited-state antiaromaticity is alleviated via intramolecular proton transfer to a quinoidal 
isomer.  
 Finally, this work proposes and demonstrates a largely intuitive concept within Baird’s rule 
that greater aromaticity in S0 leads to greater antiaromaticity in S1, and presumably vice versa in 
terms of antiaromaticity in S0.  
Computational Details 
 All complete-active-space self-consistent field calculations with gauge-including atomic 
orbitals (CASSCF-GIAO) on benzene and naphthalene reported in this paper were carried out 
using the MCSCF-GIAO (multiconfigurational SCF with GIAOs) methodology45, 46 and 
implemented in the Dalton 2016.2 program package,47 within the 6-311+G* basis set. 
 The S0 (1 1A1g) and S1 (1 1B2u) electronic states of benzene were described using state-
optimized π-space CASSCF(6,6) wavefunctions (with ‘6 electrons in 6 orbitals’), at the 
experimental D6h gas-phase ground-state geometry established through analysis of the ν4 vibration-
rotation bands of C6H6 and C6D6.48 The geometry of benzene chosen for the current calculations 
is identical to that used in previous shielding studies.13, 16, 49 
 In the calculations on the S0 (1 1Ag) and S1 (1 1B3u) electronic states of naphthalene we 
employed state-optimized π-space CASSCF(10,10) wavefunctions (with ‘10 electrons in 10 
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orbitals’), at the D2h gas-phase ground-state geometry determined through a combination of 
ultrahigh-resolution laser spectroscopy and ab initio calculations.50 
 As ground-state geometries were used in excited state calculations, the comparisons 
between the properties of the S0 and S1 electronic states of benzene and naphthalene are in the 
context of vertical excitations.  
 σiso(r) contour plots for the S0 and S1 electronic states of benzene and naphthalene were 
constructed using regular grids of points with a spacing of 0.05 Å. To reduce computational effort, 
for each grid σiso (r) values were calculated within one quadrant of the respective grid only and 
replicated by symmetry. 
 The CASSCF(6,6)/6-311+G* and CASSCF(10,10)/6-311+G* S1 ← S0 vertical excitation 
energies of 4.98 eV and 4.22 eV that we obtained for benzene and naphthalene, respectively, agree 
well with experimental data and other theoretical results.13, 51 
 Additional data on NICS and magnetic susceptilities for the S0 and S1 electronic states of 
benzene and naphthalene, calculated at the CASSCF(6,6)-GIAO/6-311+G* and CASSCF(10,10)-
GIAO/6-311+G* levels of theory, respectively, are reported in Table 2. The selection of NICS 
indices includes the original NICS index, NICS(0),52 defined as –σiso(at ring center), NICS(1) = –
σiso(at 1 Å above ring center),53, 54 NICS(0)zz = –σzz(at ring center)55, 56 and NICS(1)zz = –σzz(at 1 Å 
above ring center).57 The magnetic susceptibility data is comprised of the isotropic magnetic 
susceptibilities, χiso, and the out-of-plane components of the magnetic susceptibility tensor, χzz. 
Table 3.2. NICS values (ppm) and magnetic susceptibilities (ppm cm3 mol–1) for the S0 and S1 
states of benzene and naphthalene. 
  NICS(0) NICS(1) NICS(0)zz NICS(1)zz χiso χzz 




Table 3.2. (Continued) 
 S1 44.4 33.3 143.1 100.1 1.3 76.6 
C10H8 S0 –8.1 –9.8 –8.2 –25.4 –99.3 –176.2 
 S1 37.7 28.3 127.8 87.9 9.9 147.2 
 
 The comparison between the CASSCF-GIAO NICS values for the S0 and S1 electronic 
states of benzene and naphthalene shows clearly that whereas, in the electronic ground states, the 
six-membered ring in benzene is more aromatic than a six-membered ring in naphthalene, in the 
first singlet excited states a six-membered ring in naphthalene is less antiaromatic (or, more 
aromatic) than the six-membered ring in benzene. The NICS(0)zz and NICS(1)zz indices suggest 
more pronounced differences between the aromaticities of the six-membered rings in the two 
molecules in each electronic state than do NICS(0) and NICS(1). The CASSCF(6,6)-GIAO/6-
311+G* NICS values for the S0 and S1 electronic states of benzene are in good agreement with the 
corresponding CASSCF(6,6)-GIAO/6-311++G(2d,2p) NICS data from literature,13 which is an 
indication that the accuracy afforded by the 6-311+G* basis is sufficient for the purposes of the 
current investigation. As expected, the NICS data in Table 2 fully supports the conclusions 
following from the analyses of Figure 4–7. 
 When comparing the isotropic magnetic susceptibilities and the out-of-plane components 
of the magnetic susceptibility tensor for the two molecules, it is important to remember that these 
are ‘entire molecule’ and not ‘per ring’ values, so each of χiso and χzz for naphthalene needs to be 
divided by 2 before juxtaposing it with the correspond value for benzene. A comparison of this 
type leads to conclusions analogous to those derived from the NICS values, with one exception: 
Due to the larger differences between the diagonal components of the S1 magnetic susceptibility 
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tensor for naphthalene, the corresponding χiso value turns out to be higher than the corresponding 
value for benzene. 
 Finally, we note that HBO and NAP possess large p-systems making calculation of the full 
p-space by CASSCF impractical. For this reason, we chose TD-DFT to analyze these molecules 
in Figure 8 (see ESI† for details). TD-DFT allowed for computation of these systems in a 
straightforward manner, introducing correlation effects for both core and valence electrons. 
However, TD-DFT cannot be used to describe single excited state (anti)aromaticity as the required 
methodology has not been developed and implemented in code. 
3.5 Experiment and Computation 
Spectroscopic Methods 
Absorption and emission spectroscopy: Fluorescence spectra were measured on an Agilent 
Technologies Cary Eclipse fluorescence spectrophotometer using right-angle detection. 
Ultraviolet−visible absorption spectra were measured with an Agilent Technologies Cary 8454 
UV−vis diode array system and corrected for background signal with a cuvette containing the 
same solvent used for analysis.  
Computational Methods  
Computations for Fig. 8 were performed using the Gaussian09 suite.58 B3LYP and TD-B3LYP 
were the functional and method of choice.59, 60 This selection was justified by its use in modeling 
ESIPT fluorescence24 as well as by the fact that our own functional screen of HBO absorption 
showed that B3LYP best matched experiment (Table S1). All optimized geometries were 
verified to be local minima by the absence of any imaginary frequencies in the vibrational 
analysis. Ground state and excited state vibrational analyses were done using analytic and 
numeric methods, respectfully. All geometric and vibrational parameters were determined using 
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the 6-31+G(d) basis set while both ground and excited state electronic energies were determined 
using a more extended basis set, 6-311+G(d,p).61 All calculations were obtained using default 
G09 parameters unless otherwise stated. Excited state geometries were obtained by taking the 
ground state optimized geometries and subjecting them to TD- DFT geometry optimizations. We 
restricted these optimizations to the respective first singlet excited states. Absorption values 
reported were obtained by vertically exciting the ground state optimized geometry from S0 to Sn 
while emission values reported were obtained by vertically exciting the relaxed excited state 
optimized geometry from S0 to Sn.62 All reported excited state energies are from the S1 state. 
There was no observed switching of orbitals involved in the lowest energy excited states across 
the ESIPT potential energy surface.  
TD-DFT Functional Screen 
Table 3.S1. Functional Screen of HBO So – S1 Excitation 
 
s0-s1 Excitation 
Energy (eV) ΔE 
experiment 3.721a - 
b3lyp 3.8691 0.1481 
cam-b3lyp 4.1859 0.3168 
LCwPBE 4.3936 0.2077 
M062x 4.2393 -0.1543 
PBE1PBE 3.969 -0.2703 
wB97xD 4.2096 0.2406 
 
Calculated Coordinates 
HBO Enol S0 
 
X Y Z 
C -1.909668 0.646875 -0.000104 
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HBO Enol S0 (Continued) 
 
C -1.957643 -0.753872 0.000088 
C -3.133332 -1.487597 0.000189 
C -4.315344 -0.737487 0.000086 
C -4.294835 0.670603 -0.000108 
C -3.095541 1.386595 -0.000206 
C 0.113406 -0.081713 -0.00003 
H -3.136517 -2.572725 0.000338 
H -5.270141 -1.255644 0.000157 
H -5.237001 1.211691 -0.000181 
H -3.07823 2.472101 -0.000353 
C 1.555516 -0.209335 -0.000032 
C 2.179314 -1.474059 -0.000146 
C 2.359699 0.962314 0.000085 
C 3.56248 -1.586384 -0.000152 
H 1.556226 -2.363017 -0.000232 
C 3.757189 0.835161 0.000076 
C 4.348668 -0.422605 -0.000041 
H 4.030002 -2.566462 -0.000239 
H 4.353003 1.742789 0.000169 
H 5.432894 -0.501303 -0.000045 
N -0.571673 1.035072 -0.00015 
O -0.659946 -1.216608 0.000148 
O 1.844458 2.209059 0.000221 
H 0.855921 2.156492 0.000261 
    





HBO Keto S0 
 
X Y Z 
C -1.951393 -0.762345 0.000084 
C -1.897317 0.636008 0.000006 
C -3.06524 1.394402 -0.000068 
C -4.274662 0.688658 -0.000041 
C -4.31158 -0.714885 0.000032 
C -3.134416 -1.47748 0.000103 
C 0.175363 -0.184072 -0.000006 
H -3.038673 2.479275 -0.000088 
H -5.208229 1.243692 -0.000061 
H -5.270768 -1.22388 0.000043 
H -3.146714 -2.562243 0.000136 
C 1.574482 -0.252043 -0.000077 
C 2.292978 1.025381 -0.000029 
C 2.270688 -1.495673 -0.000131 
C 3.730913 0.924903 0.00006 
C 3.643422 -1.522135 -0.000037 
H 1.698734 -2.420018 -0.000136 
C 4.366619 -0.293115 0.000096 
H 4.287739 1.85747 0.00008 
H 4.177475 -2.467538 -0.000001 
H 5.454502 -0.324831 0.000159 
N -0.544262 0.952867 0.000111 
O -0.656044 -1.259518 0.000031 
O 1.693513 2.148909 -0.000159 
H 0.036875 1.827253 0.000157 
    
 




HBO Enol S1 
 
X Y Z 
C -1.893169 0.644606 0.000097 
C -1.97314 -0.772939 -0.0001 
C -3.160564 -1.478466 -0.00014 
C -4.339585 -0.704888 0.000023 
C -4.290526 0.702631 0.000221 
C -3.082863 1.403363 0.000264 
C 0.121567 -0.149653 -0.000122 
H -3.182586 -2.56345 -0.000287 
H -5.302905 -1.206635 -0.000001 
H -5.224045 1.259586 0.000344 
H -3.05108 2.488363 0.000415 
C 1.537353 -0.26669 -0.000112 
C 2.235327 -1.481692 -0.000006 
C 2.343523 0.953639 -0.000083 
C 3.653682 -1.510932 0.000179 
H 1.677923 -2.412313 -0.00002 
C 3.752054 0.902067 0.000125 
C 4.416211 -0.333887 0.000264 
H 4.152474 -2.476231 0.000277 
H 4.290903 1.844393 0.000141 
H 5.500242 -0.375785 0.000412 
N -0.576484 1.004623 0.000074 
O -0.691934 -1.275143 -0.000214 
O 1.756691 2.143847 -0.000356 
H 0.737182 2.017117 -0.000889 
    




HBO Keto S1 
 
X Y Z 
C -1.970353 -0.754419 0.000015 
C -1.941314 0.649241 -0.000108 
C -3.132536 1.394356 -0.00011 
C -4.325172 0.652606 0.000033 
C -4.337698 -0.74742 0.000157 
C -3.136586 -1.497079 0.000145 
C 0.152225 -0.134059 -0.000155 
H -3.130677 2.478873 -0.000218 
H -5.271185 1.187412 0.000036 
H -5.287355 -1.273798 0.000257 
H -3.127469 -2.581247 0.000242 
C 1.596921 -0.225383 -0.000079 
C 2.364158 1.015397 -0.000028 
C 2.247964 -1.442227 -0.000119 
C 3.785077 0.891452 0.000114 
C 3.685234 -1.527249 -0.00006 
H 1.668994 -2.362192 -0.000239 
C 4.434393 -0.368064 0.000066 
H 4.357579 1.814348 0.000306 
H 4.156298 -2.505081 -0.00009 
H 5.520078 -0.412576 0.000168 
N -0.602317 0.982958 -0.000266 
O -0.663577 -1.222354 -0.000027 
O 1.775697 2.153422 0.000346 
H -0.10087 1.88209 -0.000371 
    
 








X Y Z 
C 2.758526 0.553797 -0.000014 
C 2.454815 -0.812189 0.000044 
C 3.407447 -1.818653 0.000105 
C 4.740185 -1.390223 0.000088 
C 5.073236 -0.021714 0.000023 
C 4.092561 0.972658 -0.000023 
C 0.603793 0.355956 -0.000213 
H 3.137984 -2.86985 0.000149 
H 5.534186 -2.131498 0.000126 
H 6.121038 0.265615 0.000022 
H 4.349006 2.027573 -0.00005 
C -0.820426 0.640956 -0.00011 
C -1.867548 -0.367661 -0.000066 
C -1.187739 2.007545 -0.000029 
C -1.636649 -1.772181 -0.000128 
C -3.237716 0.061339 0.000047 
C -2.553353 2.396052 0.000082 
C -2.682882 -2.677779 -0.000082 
H -0.626952 -2.152743 -0.000212 
C -4.287573 -0.891993 0.000091 
C -3.541731 1.45291 0.000118 
H -2.769982 3.4595 0.000139 
C -4.02463 -2.245429 0.000028 
H -2.459307 -3.741822 -0.000133 
H -5.313088 -0.528743 0.000177 
H -4.585743 1.757948 0.000208 
H -4.836169 -2.967914 0.000063 
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NAP Enol S0 (continued) 
O 1.083016 -0.933102 0.00002 
N 1.562599 1.259426 0.000001 
O -0.313865 3.026006 -0.000042 
H 0.615738 2.662373 -0.000091 
    
 
NAP Keto S0 
 
X Y Z 
C 2.774045 0.547133 0.000032 
C 2.458106 -0.813875 -0.000142 
C 3.408793 -1.817305 -0.000127 
C 4.746452 -1.394566 0.000078 
C 5.081394 -0.031209 0.000252 
C 4.101578 0.969385 0.000229 
C 0.546226 0.307955 -0.000094 
H 3.133353 -2.866665 -0.000267 
H 5.536585 -2.139374 0.000093 
H 6.128477 0.257528 0.0004 
H 4.363813 2.022484 0.000353 
C -0.820597 0.62022 0 
C -1.894232 -0.371747 0.000017 
C -1.124037 2.054085 0.00009 
C -1.694433 -1.774473 -0.000024 
C -3.245971 0.092116 0.000091 
C -2.524451 2.433781 0.000025 
C -2.765477 -2.660011 0.000014 
H -0.692599 -2.179159 -0.000078 
C -4.315878 -0.827559 0.00012 
C -3.514655 1.506257 0.000085 
 111 
 
H -2.731728 3.499582 -0.000064 
C -4.089698 -2.194505 0.000087 
H -2.566804 -3.729107 -0.000014 
H -5.33256 -0.439675 0.000163 
H -4.556254 1.823489 0.000092 
H -4.921803 -2.893203 0.000111 
O 1.07846 -0.948897 -0.000321 
N 1.556042 1.209513 -0.000078 
O -0.236974 2.960789 -0.000255 
H 1.252358 2.208289 -0.000031 
    
 
Energy -859.677383604 ht 
 
NAP Enol S1 
 
X Y Z 
C 2.746414 0.558244 0.000045 
C 2.448373 -0.824969 -0.000043 
C 3.404388 -1.822081 -0.000061 
C 4.742144 -1.387482 0.000015 
C 5.070463 -0.015147 0.000104 
C 4.092034 0.977574 0.000121 
C 0.582911 0.339203 -0.000053 
H 3.140306 -2.874685 -0.000126 
H 5.538564 -2.126059 0.000005 
H 6.118345 0.272894 0.000159 
H 4.346074 2.03289 0.000187 
C -0.805054 0.622292 -0.000053 
C -1.872377 -0.370671 -0.000026 
C -1.198158 2.045999 -0.000034 
C -1.645426 -1.76861 -0.000049 
 112 
 
C -3.244045 0.080067 0.000042 
C -2.5373 2.426679 0.000035 
C -2.69719 -2.702925 -0.000014 
H -0.632837 -2.143447 -0.000097 
C -4.278505 -0.880836 0.000078 
C -3.549639 1.466479 0.000075 
H -2.759195 3.488772 0.000047 
C -4.016841 -2.258472 0.00005 
H -2.46739 -3.764335 -0.000035 
H -5.308137 -0.530108 0.00013 
H -4.591444 1.775138 0.000127 
H -4.842198 -2.965362 0.000079 
O 1.082496 -0.959649 -0.000092 
N 1.574466 1.253903 0.00003 
O -0.289176 3.02445 -0.000131 
H 0.636928 2.626496 -0.000307 
    
 
Energy -859.566916014 ht 
NAP Keto S1 
 
X Y Z 
C 2.778927 0.562854 0.000024 
 
C 2.470188 -0.806861 -0.00001 
C 3.425511 -1.806698 -0.000036 
C 4.766682 -1.370947 -0.000026 
C 5.092736 -0.005745 0.000011 
C 4.113046 0.996139 0.000038 
C 0.549378 0.309794 0.00001 
H 3.156762 -2.857466 -0.000062 
H 5.562184 -2.110053 -0.000045 
 113 
 
H 6.139547 0.285532 0.00002 
H 4.37056 2.04999 0.000068 
C -0.84355 0.61429 0.00002 
C -1.891711 -0.35993 0.000012 
C -1.190794 2.067684 0.000028 
C -1.664131 -1.775749 0.000001 
C -3.279454 0.096197 0.000014 
C -2.571092 2.432391 -0.000009 
C -2.705178 -2.687103 -0.000003 
H -0.650125 -2.148295 -0.000005 
C -4.307261 -0.863521 0.00001 
C -3.578967 1.487695 -0.000001 
H -2.785452 3.496529 -0.00004 
C -4.040563 -2.230687 0.000004 
H -2.490734 -3.751818 -0.000012 
H -5.337923 -0.515946 0.000009 
H -4.621953 1.794078 -0.000017 
H -4.861821 -2.942483 0 
O 1.095506 -0.948394 -0.000013 
N 1.56721 1.210255 0.000042 
O -0.278919 2.956038 -0.000089 
H 1.27319 2.208174 0.000078 
    
 
Energy -859.563201528 ht 
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CHAPTER 4: A COMBINATION OF BAIRD’S RULE AND CLAR’S RULE TO 
EXPLAIN THE REDSHIFT PHENOMENA IN HYDROXY-
NAPHTHYLBENZOXAZOLE ESIPTS DYES 
4.1 Abstract 
Herein we propose the explanation for different redshift emissions among hydroxy-
naphthylbenzoxazole ESIPT dyes. Baird’s rule of reversal aromaticity provides the explanation 
for different degree in red-shifting of ESIPT emissions between 2-hydroxy-pheylbenzoxazole 
(HBO) and 2-hydroxy-naphthylbenzoxazole. However, it fails to explain the different degree in 
red-shifting among derivatives of hydroxy-naphthylbenzoxazole dyes. The combination of Baird’s 
and Clar’s description of aromaticity that we postulate is able to rationalize the phenomena. 
4.2 Introduction 
The concept of aromaticity is used to rationalize the chemical and electronic properties of 
molecules.1-6 Through history, major aromaticity counting rules of a cyclic µ-conjugated system 
have been known as Huckle’s rule, Baird’s rule and Clar’s rule. Huckle rule is applied to mono-
cyclic µ-conjugated ring in the ground state.7 Clar made up a rule for describing aromaticity in 
polycyclic π-conjugated systems.8,9 Bair’s rule shows the reversal of Hückel’s S0 state aromaticity 
in the π-π* triplet state (T1).10 
Recently, we have applied Baird’s rule to explain the unconventional behavior of 
benzoxazole fluorophores that undergo excited state intramolecular proton transfer (ESIPT), where 





Figure 4.1 Absorbance and emission traces of HBO (solid) and NAP (dashed) in toluene. 
In general, expansion of conjugation leads to a red shift in the absorption and emission of a 
chromophore. Accordingly, the absorbance maximum of NAP is ~40 nm longer than HBO. 
However, the emission wavelength of NAP is not as red-shifted and its Stokes shift is much smaller 
than that of HBO (Table 4. 1). 
Table 4.1. Spectral data of ESIPT fluorophores in toluene. 
 abs λmax (nm) em λmax (nm) Stokes shift (nm) 
 
335 508 173 
 
378 400, 460 22, 82 
 
Naphthalene is generally understood to be less aromatic than benzene in the ground state.8, 
13-15 Based on Baird’s rule of reversal aromaticity in the excited state, we proposed that naphthalene 
is less antiaromatic than benzene in the excited state. Thus, NAP-E* is less antiaromatic relative 
to HBO-E* (Fig 4.2), which creates a lower driving force to form NAP-K*. Consequently, NAP-










NAP-E due to this reduced aromaticity. Hence, a larger energy gap must exist between NAP-K* 
and NAP-K relative to the energy gap between HBO-K* and HBO-K, resulting in a smaller Stoke 
shift for NAP. 
 
Figure 4.2 Qualitative potential energy diagram for HBO and NAP based on the spectral 
properties of Figure 2 and Table 1 that demonstrates that expanded conjugation of NAP reduces 
the stabilization of the keto form in the excited state. 
However, Baird rule cannot seem to justify the case of derivatives of hydroxy-
naphthylbenzoxazole. (Table 4.2 and Fig 4.3) 
Table 4.2 Spectral data of NAP ESIPT fluorophores in toluene. 
 abs λmax (nm) em λmax (nm) Stokes shift (nm) 
 
373 400, 466 27, 93 
 
378 400, 460 22, 82 
 















Figure 4.3 Absorbance and emission traces of NAP derivatives in toluene. 
In details, all the NAP ESIPT derivatives have the same hydroxyl-naphthol core, however, 
NAP-1 and NAP-2 have similar absorbance and emission wavelength with the maximum Stoke 
shift of 93 and 82 nm accordingly. Meanwhile NAP-3 have smaller absorbance of nearly 40 nm 
but exceptionally larger Stoke shift of 363 nm.  By Baird’s rule of reversal aromaticity in excited 
state S1 and T1, all three NAP ESIPT derivatives have similar number of π-electrons, so there is 
no derivative has a distinguishable energy favor upon being excited.  
In this proposal, we use Clar’s rule of aromaticity to identify the structural difference in 
keto tautomers in the excited state among NAP ESIPT derivatives. And then we apply Baird’s rule 
of reversal aromaticity during the transition from the ground state to the excited state to determine 
the most stable keto tautomer. Accordingly, we were able to explain the most red-shifted emission 
in one particular derivative of hydroxy-naphthylbenzoxazole. 
4.3 Result and Discussion 
Based on the high energy emission from NAP-1,2 > NAP-3, it could indicate that the energy gap 
NAP-1,2 ( K-K*) > NAP-3 ( K-K*), meaning the NAP-3(K*) of  is more stabilized than NAP-1 














Clar’s rule has success in discriminate between the relative stability of structural isomers 
of anthracence and phenantherene (Fig 4.4) as well as the local aromaticity within phenanthrene. 
According to Clar’s rule, the resonance structure with the largest number of disjointed aromatic π-
sextets is the most important for describing the properties of a polycyclic aromatic hydrocarbons. 
In particular, based on Clar’s rule, anthracence is less stable then phenanthrene because 
phenanthrene has two benzene π-sextets.16-18 
 
Figure 4.4 Aromaticity in phenanthrene and anthracene. 
This result is also supported by our recent calculation using Off-nucleus isotropic magnetic 
shielding ONIMS isovalue contour surfaces of anthracene and phenanthrene. This method has 
been shown to overcome the drawback of NICS method about predicting aromaticity.19-21Among 
phenanthrene isomers, P1 is the most important because it has two π-sextets. 
Based on Clar’s rule, the E* of NAP-1,2,3 have two π-sextets, however NAP-1,2 (K*) 
have two π-sextets while NAP-3 (K*) has only one sextet (Fig 4.5). In our compliance to Baird’s 
aromaticity20 at the excited state S1, more π-sextets means more antiaromaticity. NAP-1,2 has two 
π-sextets in the E* and K* while NAP-3 has two π-sextets in the E* and only has one sextet in the 
K*. So, NAP-3 has energy favor from being able to release more antiaromatic energy than other 
two isomers. Hence, it is the least anti-aromatic in the excite state or the most stable among those 






Figure 4.5 Clar description of aromaticity in excited NAP ESIPT derivative. 
4.4 Conclusion 
In conclusion, we have demonstrated an explanation for the irregular red-shifting emission 
among hydroxy-naphthylbenzoxazole ESIPT derivatives. This explanation has identified how 
seemingly similar structure in the grounds state could take up distinctively more stable structures 
in the excited state from releasing massive anti-aromatic π-sextet energy, thus resulting in a 
phenomenal red-shift emission. This finding indicates that aromaticity might be used as a new tool 
to tune in more red-shift emissions for fluorophores.  
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CHAPTER 5: CONCLUSIONS  
 Through the research in the VanVeller lab, we have expanded the theory of aromaticity to 
understand the ground state proton transfer of Schiff-base derivatives and redshift emissions of 
hydroxy-naphthyl benzoxazoles after their excited state proton transfer.  
 In our initial work (Fig 5.1), we have been able to demonstrate that the proton transfer in 
enol-keto equilibrium of Schiff bases is heavily dependent on the change in aromaticity of the 
proton donor ring. The effect of the aromaticity of the quasi-ring formed by resonance-assisted 
hydrogen bonding is far less important. Furthermore, different proton donor-acceptor pairs do not 
seem to be a significant factor in the enol-keto equilibrium.  
 
Figure 5.1 RAHB equilibrium in heterocycles 
 
In our second work (Fig 5.2), we continued to explore the effect of Baird’s reversal excited 
aromaticity in assisting hydrogen transfer in the excited state of ESIPT dyes. By tracking the 
aromaticity in ground state and excited state of HBO and NAP ESIPT dyes, we found that the 
more anti-aromatic character in the excited state in HBO-E* is the main reason why it can release 
much more anti-aromatic energy upon hydrogen transferring to form HBO-K*, resulting in a more 



























ASE ring a -21.29 -16.27
NICS ring a -9.2 -7.91







Figure 5.2 ESIPT in HBO and NAP. 
In our most recent work, we further combined the idea of Baird’s reversal excited 
aromaticity and Clar’s π-sextet to explain the keto emission trends among NAP ESIPT derivatives.  
Figure 5. 3 Clar description of aromaticity in excited NAP ESIPT derivatives. 
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We found that the Baird’s rule is still applicable to predict aromaticity in the excited state, 
but it fails to predict the anti-aromaticity among isomers in the excited state. Meanwhile, by 
applying the Clar’s π-sextet we were able to identify the isomer that is able to release the most 
anti-aromatic energy due to the reduction of Clar’s π-sextet in the excited state. 
From these projects, we found that in the ESIPT fluorophore, tuning aromaticity 
dramatically change the keto emission. Releasing anti-aromaticity in the excited state is one way 



















CHAPTER 6: FUTURE DIRECTIONS 
Thio-amide is important in biochemistry. It has been calculated that thio-amide is a worse 
proton acceptor but a better proton-donor than than oxo-amide.1 This makes thio-amide important 
in probing hydrogen bond contribution to protein folding.2  
 
Figure 6.1. Thio-amide Hydrogen bond stability compared to oxo-amide. 
Traditional way of solid phase peptide synthesis uses thio-acylating reagent to couple with 
the resin, then de-Fmoc, coupling more amino acid to N-terminal and repeat. This suffers from  
 




severe epimerization at alpha-C next to the thio-amide (Table 1). In our previous publication,3 we 
have shown that by using thio-imidate as the protecting group, the epimerization has dramatically 
improved (Fig 3).  
Table 6.1. Epimerization at alpha-C to thio-amide on solid phase synthesis. 
 






Figure 6.3. Epimerization under 20% piperidine solution. 
The deprotection in thio-imidate was done successfully by H2S. However, the deprotection 
of thio-imidate required H2S, which is toxic and problematic upon scaling up. Our next attempt 
used NaSH but resulted in epimerization at alpha-C to thio-amide. So, we hypothesize to used 
benzyl-azide as a new protection group. Upon reduction of azide to amine, the strong electron 
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donating effect of amine will increase the nucleophilic of the C=N bond, deprotect the thio-amide 
and release the aza-quinone methide unit (Scheme 1). 
Table 6.2. Deprotection conditions and yield of 4. 
entry condition yield of 4 
1 PPh3, THF, H2O (1:1) 0 
2 PPh3, THF, H2O (1:1), then AcOH 0.5M quant. 
3 dithiothreitol (DTT), DMF 97 
 
 
Scheme 6.1. Hypothesized protection and deprotection of thio-amide using benzyl-azide. 
 
First, we used PPh3 to reduce the azide to amine (Table 2), but the deprotection did not 
happen simultaneously due to the strong intermediate iminophosphorane. Thus, we have to 
hydrolyze it using AcOH 0.5M. This results in quantitative conversion back to thio-amide; 





























deprotect and the conversion back to thio-amide was done successfully with 97% yield. Moreover, 
there is no epimerization happened. (Fig.4) 
  
Figure 6.4. Top: At 1 min, thio-amide deprotection product and correct mass was found. 
Bottom: At 1 and 1.2 min, thio-amide and its epimer6 
 
We also successfully demonstrated the protect and deprotect of thio-amide on solid phase 
using benzyl-azide (Scheme 2). Interestingly, the broad UV peak of 11 could be resulted from 
equilibrium of 12 and 13. More investigation is under way.  
           





































[M+H]+ = 907.65 Da
[M+H]+ = 1038.45 Da






Our protecting strategy (Fig.5) prevents the epimerization on solid phase; however, it is 
still in the linear synthesis as the traditional methods (Fig.2).  
  
Figure 6.5. Protecting strategy for solid phase synthesis of thio-amide. 
So, we propose to make a dimer that contained the thio-amide first, then couple the dimer 
with solid phase (Scheme 3). This strategy can be more convenient than the linear synthesis. 
However, the thio-dimer tends to react with the coupling reagent first, for example 1-Ethyl-3-(3-
dimethylaminopropyl)carbodiimide (EDC) to form an intermediate with the C-termnial become 
electrophilic enough so that the thio-sulfur can attack and form the 5-exo-trig product. 
 
 






Scheme 6.4. Protected thio-amide could prevent the ring-closed product. 
 
Our future work is by using the protected thio-amide, we hope to avoid this process since 
sulfur atom is less likely to possess an oxidation state of -3 like in the 5-exo-trig product.  
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