While Langevin integrators are popular in the study of equilibrium properties of complex 1 systems, it is challenging to estimate the timestep-induced discretization error: the degree to which 2 the sampled phase-space or configuration-space probability density departs from the desired target 3 density due to the use of a finite integration timestep. In [1], Sivak et al. introduced a convenient 4
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Introduction
48
Langevin dynamics [2] is a system of stochastic differential equations which describes the behavior 49 of condensed phase systems subject to random weak collisions with fictitious bath particles at thermal 50 equilibrium. In this article we are concerned with the efficient numerical simulation of the Langevin 51 dynamics system. The equations governing the ith atom of an N-body Langevin system are
in any expectation also goes to zero. It should also be defined for all densities, and not rely on a system-specific choice of observables. One such measure is the Kullback-Leibler (KL) divergence,
There are several possible ways to discretize Langevin dynamics. A flexible approach to this task is via operator splitting, where the Langevin system is split into components, for example,
where each component can be solved "exactly" (in the sense of distributions) for a small time increment. 113 The label O indicates that the corresponding part of the splitting has the form of an Ornstein-Uhlenbeck 114 process. The labels of the deterministic parts, R and V, have been chosen to reflect the deterministic 115 updates of position and velocity, respectively; this notation has been used in some previous articles [23, Once a splitting is defined, the propagator e L∆t can be approximated as a Trotter factorization, i.e. 123 a product of the propagators corresponding to the individual components, defining thus a family of 124 numerical methods indexed by the string indicating the order of appearance of these individual terms. 125 For example, we would use OVRVO to refer to the composition method, 126 e L∆t ≈ e L OVRVO ∆t = e L O ∆t 2 e L V ∆t 2 e L R ∆t e L V ∆t 2 e L O ∆t 2 .
Due to the lack of commutativity of the operators, equality between the true propagator and the 127 Strang splitting is only achieved in the limit ∆t → 0, i.e., for vanishing timestep. However, in the case 128 of splitting methods as defined above, it is possible to analyze the error in the effective probability 129 distribution sampled by the finite timestep method [29] . Simple nonequilibrium protocols can be used in complex molecular systems to rapidly estimate-utilizing the Crooks fluctuation theorem-the KL divergence of sampled Langevin densities from equilibrium. In both panels, the x-axis is the number of steps taken so far in the length-2T protocol, and w shad π indicates the average (reduced, unitless) shadow work accumulated over T steps of Langevin dynamics, initialized from equilibrium ((x 0 , v 0 ) ∼ π). (a) The original scheme described in Sivak et al.
[1] to measure the KL divergence between the sampled phase-space density ρ and the equilibrium phase-space density π. w shad ρ is the average shadow work accumulated over T steps of Langevin dynamics, initialized from the integrator's steady state ((x 0 , v 0 ) ∼ ρ). (b) The modified scheme introduced here to measure the KL divergence in the configuration-space marginal density between the marginal sampled configuration-space density ρ x and marginal equilibrium density π x . w shad ω is the average shadow work accumulated over T steps of Langevin dynamics, where the initial configuration is drawn from the integrator's steady state, and the initial velocities are drawn from equilibrium (x 0 ∼ ρ x , v 0 ∼ π(v|x 0 )). We denote this distribution ω(x, v) ≡ ρ x (x)π(v|x). The top row schematically illustrates "distance from equilibrium", with y-axis ticks for D KL (π π) = 0, D KL (ω π) ≤ D KL (ρ π). The bottom row illustrates the average work (here, just shadow work) accumulated throughout each protocol.
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where a(τ) = e −γτ and ξ ∼ N (0, 1) 3N is a vector of standard normal random variables drawn for each 133 degree of freedom in each O step. 134 By chaining the operations in the order specified by the splitting string, we can unroll them into 135 the sequence of mathematical updates needed to implement one cycle of the integrator for a total time 136 ∆t. For VRORV, for example, translating the splitting string into the appropriate sequence of update 137 equations in (8)-(10) produces the following equations for one complete integrator timestep: 2
Due to the different naming convention they adopt, this is referred to as the "BAOAB" method in the While both the VRORV and OVRVO discrete time integration schemes reduce to the same stochastic 144 differential equations in the limit that ∆t → 0, they can behave quite differently for finite timesteps 145 (∆t > 0), especially for timesteps of practical interest for atomistic molecular simulation.
146
Langevin integrators introduce sampling bias that grows with the size of the timestep 147 In many types of molecular simulations, only configuration-space properties are of interest. The 148 configurational canonical density is defined by marginalization, viz,
Here · · · p;Λ indicates an average over the dynamical ensemble produced by initialization in 184 microstates sampled from density p and subsequent driving by protocolΛ that is the time-reversal 185 of protocol Λ. The expectation w π,Λ;Λ = w ρ;Λ represents a procedure in which initial microstates 186 are sampled from an initial density ρ = (π, Λ) prepared by sampling π and applying protocol 187 Λ; the expectation is subsequently computed by averaging the work during the application of the 188 time-reversed protocolΛ over many realizations of this sampling process. Note that this is distinct 189 from w π;Λ , the expectation where the initial sample is selected from π and the work is measured 190 during the execution of time-reversed protocolΛ.
Sivak, Chodera, and Crooks [1] demonstrated how to apply this estimator when ρ is the biased (nonequilibrium) stationary distribution resulting from protocol Λ, the repeated application of a particular numerical Langevin integrator for sufficiently long to reach steady state. In particular,
Figure 2. Comparison of Langevin integrators in terms of phase-space and marginal distributions.
For a simple 1D system with the quartic potential U(x) = x 4 , the error in sampled phase-space density ρ and its marginal density ρ x grows as a function of timestep ∆t. However, different Langevin integrators (OVRVO and VRORV shown here) derived from symmetric Strang splittings can lead to drastically different error structures in phase space, which can induce fortuitous cancellation of error in the marginal distribution under certain circumstances (VRORV), see [20] . In the top row, we illustrate the definition of the 1D system (left: the potential energy function, U(x) = x 4 ; middle: the equilibrium marginal density over configuration space, π x (x) ∝ e −βU(x) ; right: the equilibrium joint distribution over phase space π(x, v)). In the middle row, we illustrate the increasing discrepancy between the sampled distribution ρ and the equilibrium distribution π, for both the full phase-space and the marginal configuration space, as a function of timestep ∆t, for the given model problem and the particular choice of the Bussi-Parinello Langevin integrator OVRVO (7). Here the difference between exact and discrete configurational measures are plotted above the contours of the phase space density, for four values of the stepsize ∆t =[0.43, 0.66, 0.88, 1.1]. In the bottom row, we illustrate the timestep-dependent error in a similar way for another integrator VRORV (11). The top row of 2D contour plots illustrates the difference between the phase-space density ρ(x, v) sampled at the maximum timestep considered (∆t = 0.7, close to the stability limit) and the equilibrium density π(x, v); solid lines indicate positive contours, while dashed lines indicate negative contours. The bottom row of 1D density plots shows timestep-dependent perturbation in the sampled marginal distribution in configuration space, ρ x , with the equilibrium distribution π x depicted as a solid black line. The sampled marginal distributions ρ x are shown for increasingly large timestep, denoted ρ ∆t , depicted by increasingly light dotted lines, for ∆t = 0.3, 0.5, 0.7 (arbitrary units). Inspecting the contour plots suggests that some integrator splittings (especially VRORV) induce error that fortuitously "cancels out" when the density is marginalized by integrating over v, while the error in other integrator splittings (ORVRO, OVRVO) constructively sums to amplify the error in configuration space.
because the numerical Langevin integrator is symmetric (soΛ = Λ) and because the time-independent Hamiltonian produces no explicit protocol work (so w = w shad ), in this case the KL divergence is approximately
the halved difference of two work averages: the work w shad π required to drive from equilibrium π 192 into the steady state ρ, and the steady-state work w shad ρ expended over the same length of time, but In this study, we are especially interested in the configuration-space marginal distribution
, the KL divergence between the full equilibrium distribution π and the distribution
that differs from π only in its x-marginal:
This distribution ω is reached via an augmented protocol Λ consisting of the original protocol Λ (repeated application of the numerical Langevin integrator) followed by final randomization of velocities according to the equilibrium conditional distribution π(v|x). Thus we construct an 3 In the limit that ∆t → 0, this relation is exact, since D KL (ρ π) → 0 and both w shad π;Λ → 0 and w shad ρ;Λ → 0.
analogous near-equilibrium estimator of D KL (ω π) based on average the average shadow work w shad accumulated by trajectories initiated from the respective distributions:
Equation ( Figure 5b shows that the measured KL divergence between the configuration-space marginals ρ x 221 and π x can be drastically different among the four integrator schemes, and in some cases grow much 222 more slowly than the associated phase-space sampling error ( Fig. 5a ). In particular, for VRORV, the 223 error in the x-marginal is very nearly zero for the entire range of feasible timesteps, and it can be run 224 at ∆t ≈ 6 fs while introducing the same amount of configuration error as other methods at ∆t ≈ 2 fs.
225
This is consistent with prior findings [4, 14] , which showed the VRORV scheme introduces very little 226 error in the average potential energy and multiple other system-specific observables. 227 We also note that for the OVRVO scheme, D KL (ρ x π x ) ≈ D KL (ρ π) over the range of measured The bottom left panel shows, as a function of ∆t, growth in the magnitude of the error in average potential energy, | U ρ − U π |, which has been used previously as a sensitive measure of sampling error [14] . The bottom center panel shows the error in the apparent free energy difference between the two wells as a function of ∆t. Note that the timestep-dependent behavior of these two observables imply different rankings of integrator fidelity that may mislead one into believing error in all observables remains low with increasing timestep. However, as is clear here, just because an integrator introduces low timestep-dependent error in one observable does not mean that the method will introduce low error in another observable: for example, OVRVO preserves the well populations as accurately as VRORV, but introduces much larger errors in the average potential energy. The right column summarizes the growth in timestep-dependent error, as measured by the KL divergence. While all four integrators introduce comparable levels of ∆t-dependent error in the phase-space distribution, they induce dramatically different magnitudes of error in the configuration-space marginal. 
240
In Figure 6 , we report near-equilibrium estimates of D KL (as in Figure 5 ) over a range of collision 241 rates spanning γ from 0.1-100 ps −1 . Strikingly, the configuration-space error introduced by VRORV 242 remains low over this entire range, while other integrators (such as OVRVO) display a significant 243 sensitivity to collision rate. In general, increasing collision rate increases phase-and configuration-space 244 error for all integrators for which differences can statistically be differentiated, though the effect is 245 modest over several orders of magnitude relative to the sensitivity with respect to timestep. For each 246 condition, 50000 protocol samples were collected (one half the number of samples used in Figure 5 ), and 247 the protocol length was 2000 steps (twice the protocol length used in Figure 5 ). Figure A7 demonstrates 248 that this result is robust to protocol length for all collision rates considered. Figure 6 . The choice of collision rate influences sampling bias. As we vary the collision rate γ over a few orders of magnitude, the resulting measured KL divergence responds in different ways for the different schemes. The phase-space bias appears to increase with increasing collision rate for all schemes. The configuration-space bias for OVRVO and ORVRO appears to increase with increasing collision rate, but the configuration-space bias for RVOVR appears to decrease with increasing collision rate. The anomalous low configuration-space error for VRORV is observed across all collision rates tested. The non-monotonic curves in the γ = 100 ps −1 condition are expected to be due to finite-sampling error, and are expected to be attenuated at a larger number of protocol samples. (Note that one condition is omitted from these plots for clarity: estimates of D KL for OVRVO at ∆t = 8 fs. At that timestep, the variance of the resulting D KL estimates for this scheme were much larger than for the other schemes.) See Figure A6 for a comparison grouped by collision rate, rather than by integrator. First, we will derive an exact expression for the KL divergence between ρ and π in terms of 274 quantities that we can measure, then discuss practical challenges that arise when using this expression, 275 and under what conditions it becomes impractical. We start by writing the KL divergence as an
We note that the inner ratio of nonequilibrium steady-state to equilibrium densities, ρ(x, v)/π(x, v), 278 can be expressed in terms of e −w x,v;Λ -the average of exponentiated nonequilibrium work measured 279 under the application of the time-reversed protocolΛ starting from (x, v) (31). Λ denotes the protocol 280 used to generate ρ from a sample from π-in this case, T applications of the Langevin integrator step 281 kernel;Λ denotes the time-reverse of this protocol. Since the protocol we apply to generate ρ from π is 282 time-symmetric for integrators derived from symmetric Strang splittings 5 , we can substitute Λ =Λ. In Spatial discretization or density estimation are infeasible, due to curse of dimensionality. There are direct estimators of the KL divergence based on Euclidean nearest-neighbor distances that perform well in some high-dimensional settings (e.g., [37]), but Euclidean distance is an unsuitable metric on molecular configurations. 5 Note that applying this methodology to non-symmetric integrators (where the sequence of operations for the integrator its time-reverse are not identical) would require modifications to this scheme, as well as the manner in which shadow work is computed. 
To measure configuration-space-only KL divergence, we draw 309 initial configuration from the integrator's steady state, and velocities from equilibrium:
. Note that, for constrained systems, π(v|x) is not independent of x, and care must be 311 taken to eliminate velocity components along constrained degrees of freedom before measuring the 312 contribution of the integrator substep to the shadow work (see Detailed Methods). 313 We note that the nested plug-in Monte Carlo estimator of the KL divergence is asymptotically exact inner-loop expectations is an exponential average (log exp(−w) ), which we will underestimate when 320 we plug in a finite sample of w's (for the same reasons that the EXP estimator for free energies is biased
321
[40] -To leading order, that under-estimate is related to the variance of w [40], which here grows 322 rapidly with ∆t as shown in Figure A2 ).
323
In practice, we use a simple adaptive scheme (described in detail in Section 6.6) that draws inner- = ln e −w ρ;Λ .
The analogous inequality for the configuration-space marginal is
This provides a particularly convenient upper bound on the KL-divergence, since it can be computed 331 by reprocessing work samples collected from the nested Monte Carlo scheme 6 . 332 3.6.3. Sandwiching the KL divergence to validate the near-equilibrium estimate 333 We compared these three estimates of the KL divergence on the molecular mechanics system 334 introduced in Figure 5 , and confirmed that the near equilibrium estimate falls between the likely over- Figure A5 ). We conclude that the near-equilibrium approximation is empirically reliable 337 for measuring integrator bias on molecular mechanics models for practical timesteps. To answer this question, we estimated the GHMC acceptance rate at all conditions for which we 350 have estimated steady-state D KL . Given a collection of equilibrium samples (described in Section 6.3), 351 we can efficiently estimate the acceptance rate of an MCMC proposal by taking the sample average of 352 the acceptance ratio α over proposals originating from equilibrium, (x 0 , v 0 ) ∼ π. 353 We compared the GHMC acceptance rate to the histogram-based D KL estimates for the 1D 354 double-well system in Figure 8 . There does not appear to be a consistent relationship between D KL 355 and acceptance rate across the four schemes. Notably, the GHMC rejection rate can be extremely 356 "conservative" for splittings such as VRORV.
357
Next, we compared the GHMC rejection rate with the near-equilibrium D KL estimates for the 358 water cluster considered in Figure 9 . A similar pattern is recapitulated in this molecular mechanics 359 model as in the 1D system-there is not a consistent relationship between configuration-space bias 360 introduced by a Langevin integrator and the rejection rate of its corresponding GHMC method.
361
This complicates the decision of whether to Metropolize or not. As noted in Section 6.3, incurring Note that when we approximate this bound with a finite number of samples, we will underestimate it for the reasons mentioned in Section 3.6.1. However, since we are pooling all work samples, the magnitude of this underestimate should be much smaller than for the inner-loop underestimates in Section 3.6.1 above, and we expect the magnitude of this bias to be negligible compared with the effect of invoking Jensen's inequality. Figure 5 for the water cluster against a likely under-estimate and a likely over-estimate of the D KL . In the top row, we validate near-equilibrium estimates of the KL divergence on the full state space (x, v). In the bottom row, we validate near-equilibrium estimates of the KL divergence on configuration space (x) alone. Each column corresponds to a numerical method for Langevin dynamics. The darker band in each plot corresponds to the near-equilibrium estimate ± 95% confidence intervals from asymptotic uncertainty estimate (details in section 3.1). The lighter band with a solid line corresponds to the nested Monte Carlo estimate ± 95% confidence intervals from bootstrapping (details in section 6.6). The lighter band with a dotted line corresponds to the exponential average estimate ± 95% confidence intervals from bootstrapping (details in section 6.6). Log-scale versions of these plots are provided in the appendix also, A5. In the lower two panels, we summarize these results by plotting all near-equilibrium estimates vs. (c) GHMC reject rate vs configuration space KL Figure 8 . No consistent relationship between the GHMC acceptance rate and the steady-state bias is apparent for a 1D system. Since the GHMC rejection rate grows similarly with ∆t across all four schemes, but the configuration-space KL divergence does not, the GHMC rejection rate can be overly "conservative" for some splittings. Panel (a) shows the growth in the GHMC rejection rate as a function of timestep ∆t, for the 1D double-well model considered in Figures 3 and 4 . On the x-axis is an evenly spaced grid of 50 timesteps between 0.1 and 0.7. On the y-axis is the estimated rejection rate, which is based on a sample average of the GHMC acceptance criterion. The shaded region is the mean ± 95% confidence interval. Panel (b) compares the GHMC rejection rate vs. the phase-space bias at steady state, over the range of timesteps plotted in panel (a). The y-axis is KL divergence between the phase-space histograms, plotted on a log-scale. Panel (c) compares the GHMC rejection rate vs. the configuration-space bias at steady state, over the range of timesteps plotted in panels (a), (b). The y-axis is the KL divergence between the configuration-space histograms, plotted on a log-scale. Note that in panel (c), we have truncated the leftmost parts of the curves for RVOVR and VRORV rejection rates less than 0.05 and 0.1, respectively, due to noise in histogram estimates of very small D KL (ρ x π x ). Panel (a) shows the growth in the GHMC rejection rate (1 minus the acceptance rate) as a function of timestep ∆t (in femtoseconds), for the water cluster test system illustrated in Figure 5 . On the x-axis are timesteps [0.1 fs, 0.5 fs, 1.0 fs, . . . 7.5 fs, 8fs]. On the y-axis is the estimated rejection rate, which is based on a sample average of the GHMC acceptance criterion, over 10000 proposals per condition. The shaded region is the mean ± 95% confidence interval. Panel (b) compares the GHMC rejection rate vs. the phase-space bias at steady state, over the range of timesteps plotted in panel (a). The y-axis is the KL divergence between the phase-space distributions as measured by the near-equilibrium estimate, plotted on a log-scale. Panel (c) compares the GHMC rejection rate vs. the configuration-space bias at steady state, over the range of timesteps plotted in panels (a), (b). Note that in panels (b) and (c), we have truncated at D KL ≤ 10 −4 , due to noise in near-equilibrium estimates of very small D KL . momentum flipping. An open challenge is to construct Metropolis criteria for GHMC that might be any subset S of the state variables z = (x, v), provided we can sample from the conditional distribution for the complementary subset S of the state variables: π(z S |z S ). To measure KL divergence over the 413 configuration variables, we need only sample from the conditional distribution of velocities given 414 positions, which is typically tractable. Provided that the required conditional distribution is tractable, 415 this method could also prove useful in contexts other than measuring integrator error. 416 Finally, in this study we have only considered sampling the canonical ensemble (NVT; constant 417 temperature, particle number, and volume), but the isothermal-isobaric ensemble (NpT; constant 418 temperature, particle number, and pressure) also has wide practical relevance. In OpenMM, the given ρ and π was then computed using scipy.stats.entropy on the histogram representation. 445 6.2. Model molecular mechanics system: A harmonically restrained water cluster 446 As noted, the exact Monte Carlo method involves exponential work averages, resulting in a 447 statistical inefficiency that grows rapidly with both the size of the system and the distance from 448 equilibrium. Since we are interested in identifying whether the near-equilibrium approximation breaks 449 down over the timestep ∆t range of interest to molecular simulations, it is important to be able to 450 compute a reliable estimate of D KL far from equilibrium. Thus, we aim to select the smallest system 451 we think will be representative of the geometry of molecular mechanics models generally in order to 452 allow the exact estimate to be computable with reasonable computing resources. In [23], the error in phase space was measured for an ensemble of constant-volume Langevin trajectories with initial conditions drawn from the isothermal-isobaric ensemble.
To compare the proposed method with a reference estimator, we needed to select a test system 454 which met the following criteria: 455 1. The test system must have interactions typical of solvated molecular mechanics models, so 456 that we would have some justification for generalizing from the results. This rules out 1D 457 systems, for example, and prompted us to search for systems that were not alanine dipeptide in 458 vacuum. 459 2. The test system must have sufficiently few degrees of freedom that the nested Monte Carlo 460 estimator remains feasible. Because the nested estimator requires converging many exponential 461 averages, the cost of achieving a fixed level of precision grows dramatically with the standard 462 deviation of the steady-state shadow work distribution. The width of this distribution is 463 extensive in system size. Empirically, this ruled out using the first water box we had tried 464 (with approximately 500 rigid TIP3P waters [22] , with 3000 degrees of freedom). Practically, 465 there was also a limit to how small it is possible to make a water system with periodic boundary 466 conditions in OpenMM (about 100 waters, or 600 degrees of freedom), which was also infeasible. 3. The test system must have enough disordered degrees of freedom that the behavior of work 468 averages is typical of larger systems. This was motivated by our observation that it was 469 paradoxically much easier to converge estimates for large disordered systems than it was to 470 converge estimates for the 1D toy system.
471
To construct a test system that met all of those criteria, we used a WaterCluster test system, which 472 comprises 20 rigid TIP3P waters weakly confined in a central harmonic restraining potential with force To enable this study, we attempted to amortize the cost of collecting i.i.d. samples from each test 479 system's equilibrium distribution π and various integrator-and-∆t-specific distributions ρ. Since there 480 are many different distributions ρ, and all are relatively small perturbations of π, we invest initial 481 effort into sampling π exhaustively, and then we draw samples from each integrator-specific ρ by 482 running the integrator of interest from initial conditions (x 0 , v 0 ) ∼ π. 483 For each test system, we pre-computed a large collection of K = 1000 equilibrium samples Our initial experiments (on larger systems than reported here) suggested that the cost of collecting uncorrelated samples using GHMC without "extra-chances" was prohibitive, since we needed to make 499 the timestep extremely small (around 0. 
where z n ≡ (x n , v n ) are phase-space points. LetZ denote the time-reversal of all substeps of Z with all 522 velocities negated,
wherez n = (x n , −v n ) denotes negating the velocity of phase-space point z n .
524
To compute the reduced, unitless shadow work w[Z], we use the definition of work that satisfies which is identical to the forward sequence of integrator operations Λ because the integrators we consider here are symmetric. Since the Hamiltonian is time-independent, the free energy change 534 ∆ f eq = 0, and this simplifies to
Computation of the shadow work then proceeds by simple mechanical algebra by computing the log 536 ratio of conditional path probabilities in the last term.
537
For the family of integrators considered here (symmetric Strang splittings of the propagator, 538 composed of R, V, and O steps), the shadow work has an especially simple form:
where ∆h is the total change in reduced Hamiltonian, and ∆q is the total change in reduced heat across 540 each of the O substeps. We note that accumulation of the shadow work during integration requires no 541 extra force evaluations, and simply requires knowledge of the potential energy at the beginning and 542 end of the integrator cycle as well as the changes in kinetic energy for each O substep.
543
For OVRVO, this is
We illustrate how to arrive at this result in detail for OVRVO below. 
549
To compute the conditional path probability P[Z|z 0 ], we write a transition probability density 550 kernel for each substep:
To compute the ratios involving K O kernels, we note that K O (z 0 , z 1 ) perturbs the velocity 556 according to the update equation
where ξ is a random variate drawn from the unit normal density, which allows us to solve for the 558 random variate required to propagate from z 0 to z 1 ,
where the probability density is given by
We can then rewrite the log ratio of O kernels as
Combining this with (49), this provides the overall work as practical approach employing finite computational resources can only estimate this quantity to some 567 finite statistical precision, and even then, the logarithm will induce some bias in the computed estimate 568 for finite sample sizes. Here, we take the approach of setting a sensible target statistical error for this 569 inner estimate, arbitrarily selecting 0.01, since we would like to resolve features in D KL larger than this 570 magnitude. Notably, the difficulty in achieving this threshold increases exponentially as the width of 571 the sampled distribution p(w) increases with increasing timestep ∆t.
572
To determine the number of inner-loop samples required to meet this statistical error threshold, we Figure A4 .
578
Choosing the inner-loop threshold is subtle. If the inner-loop threshold is chosen too large, then 579 the resulting estimate will be very biased (the whole procedure only becomes unbiased in the limit that Figure A3 . Exponential averages with respect to the shadow work distribution become increasingly difficult with increasing timestep. It becomes increasingly difficult to estimate the expectation of e −w with respect to Gaussian fits to work distributions p(w) for the water cluster, as the timestep ∆t increases. The four panels increase in ∆t from left to right: note the changing x-axis scales. The solid line is the shadow work distribution p(w) measured at each timestep. The dashed line is e −w . The dash-dotted line is e −w · p(w). variance-controlled estimator of KL ( | ) requires effort that increases rapidly with t scheme ORVRO OVRVO RVOVR VRORV Figure A4 . The computational effort required to reach a fixed uncertainty threshold depends sharply on ∆t. The total computational effort is determined by the total number of trajectories sampled in that condition (i.e. ∑ N i=1 M i ), multiplied by the length of each trajectory. Note that the curves are not monotonic, since the number of required trajectories increases superlinearly with ∆t, but the number of timesteps in each trajectory decreases linearly with ∆t. This is reflected in the computational effort required by the variance-controlled estimator, Figure A6 . Integrator accuracy can be compared at different collision rates. Here we have plotted the same results as in Figure 6 but grouped by the collision rate γ rather than by scheme. Note that the ordering over schemes induced by configuration-space error can vary as a function of collision rate-i.e. at the lowest measured γ, the ordering from lowest to highest error is (1) VRORV, (2) OVRVO, (3) RVOVR, (4) ORVRO, but at the highest measured γ, the ordering is different.
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