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Simple inequalities for weighted entropies
Yuri Suhov∗, Salimeh Yasaei Sekeh†
Abstract. A number of inequalities for the weighted entropies is proposed, mirroring prop-
erties of a standard (Shannon) entropy and related quantities.
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1 The weighted Gibbs inequality and its consequences
The definition and initial results on weighted entropy were introduced in [1, 9]. Further progress
was made, subsequently, in [16, 5, 11, 15, 17, 20, 12], and, more recently, in [4, 18, 2, 14, 19].
Certain applications emerged, see [6, 10], along with a number of theoretical suggestions.
The purpose of this note is to extend a number of inequalities for a standard (Shannon)
entropy to the case of the weighted entropy. Cf. [3, 7, 13].
Let (Ω,B,P) be a standard probability space (see, e.g., [8]). We consider random variables
(RVs) as (measurable) functions Ω → X , with values in a measurable space (X ,M) equipped
with a countably additive reference measure ν. Probability mass functions (PMFs) or probability
density functions (PDFs) are denoted by letter f with various indeces and defined relative to
ν. The difference between PMFs (discrete parts of probability measures) and PDFs (continuous
parts) is insignificant for most of the presentation; this will be reflected in a common acronym
PM/DF. In a few cases we will address directly the probabilities P(X = i) (when X is a finite or
countable set, assuming that ν(i) = 1 ∀ i ∈ X ). On the other hand, some important facts will
remain true without assumption that
∫
X
f(x)ν(dx) = 1. When we deal with a collection of RVs
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Xi, the space of values Xi and the reference measure νi may vary with i. Some of RVs Xi may
be random vectors, viz., Xn1 = (X1, . . . ,Xn), with random components Xi : Ω→ Xi, 1 ≤ i ≤ n.
Definition 1.1 Given a function x ∈ X 7→ φ(x) ≥ 0, and an RV X : Ω→ X , with a PM/DF f ,
the weighted entropy (WE ) of X (or f) with weight function (WF) φ and reference measure
ν is defined by
hwφ (X) = h
w
φ (f) = −
∫
X
φ(x)f(x) log f(x)ν(dx) (1.1)
whenever the integral
∫
X φ(x)f(x)
(
1 ∨ | log f(x)|
)
ν(dx) < ∞. (A standard agreement 0 =
0 · log 0 = 0 · log ∞ is adopted throughout the paper.) If f(x) ≤ 1 ∀ x ∈ X , hwφ (f) is non-
negative. The dependence of hwφ (X) = h
w
φ (f) on ν is omitted.
Given two functions, x ∈ X 7→ f(x) ≥ 0 and x ∈ X 7→ g(x) ≥ 0, the relative WE of g
relative to f with WF φ is defined by
Dwφ (f‖g) =
∫
X
φ(x)f(x) log
f(x)
g(x)
ν(dx). (1.2)
Alternatively, the quantity Dwφ (f‖g) can be termed a weighted Kullback–Leibler divergence with
WF φ.
In what follows, all WFs are assumed non-negative and positive on a set of positive f -
measure.
Theorem 1.1 (The weihghted Gibbs inequality) Given non-negative functions f , g, assume
the bound ∫
X
φ(x)
[
f(x)− g(x)
]
ν(dx) ≥ 0. (1.3)
Then
Dwφ (f‖g) ≥ 0. (1.4)
Moreover, equality in (1.4) holds iff the ratio
g
f
equals 1 modulo function φ. In other words,[
g(x)
f(x)
− 1
]
φ(x) = 0 for f -almost all x ∈ X .
Proof. Following a standard calculation (see, e.g., [3], Theorem 2.6.3 or [13], Theorem 1.2.3
(c)) and using (1.2), we write
−Dwφ (f‖g) =
∫
X
φ(x)f(x)1(f(x) > 0) log
g(x)
f(x)
ν(dx)
≤
∫
X
φ(x)f(x)1(f(x) > 0)
[
g(x)
f(x)
− 1
]
ν(dx)
=
∫
X
φ(x)1(f(x) > 0)
[
g(x) − f(x)
]
ν(dx) ≤
∫
X
φ(x)
[
g(x)− f(x)
]
ν(dx) ≤ 0.
(1.5)
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The equality in (1.5) occurs iff φ(g/f − 1) vanishes f -a.s. ✷
Theorem 1.2 (Bounding the WE via a uniform distribution.) Suppose an RV X takes at most
m values, i.e., X = {1, . . . ,m}, and set pi = P(X = i), 1 ≤ pi ≤ m. Suppose that for given
0 < β ≤ 1
m∑
i=1
φ(i)(pi − β) ≥ 0. (1.6)
Then
−
m∑
i=1
φ(i)pi log pi ≤ − log β
m∑
i=1
φ(i)pi, (1.7)
with equality iff for all i = 1, . . . ,m, φ(i)(pi − β) = 0.
More generally, assume that for β > 0 we have∫
X
φ(x) [f(x)− β] ν(dx) ≥ 0. (1.8)
Then
hwφ (X) ≤ − log β
∫
X
φ(x)f(x)ν(dx); (1.9)
equality iff φ(x) [f(x)− β] = 0 for f -almost all x ∈ X .
Proof. The proof follows directly from Theorem 1.1, with g(x) = β, x ∈ X .
Definition 1.2 Let (X1,X2) be a pair of RVs Xi : Ω → Xi, with a joint PM/DF f(x1, x2),
xi ∈ Xi, i = 1, 2, relative to measure ν1(dx1)× ν2(dx2), and marginal PMFs/PDFs
f1(x1) =
∫
X2
f(x1, x2)ν2(dx2), x1 ∈ X1, f2(x2) =
∫
X1
f(x1, x2)ν1(dx1), x2 ∈ X2.
Let (x1, x2) ∈ X1×X2 7→ φ(x1, x2) be a given WF. We use Eqn (1.1) to define the joint WE of
X1,X2 with WF φ (under an assumption of absolute convergence of the integrals involved):
hwφ (X1,X2) = −
∫
X1×X2
φ(x1, x2)f(x1, x2) log f(x1, x2)ν1(dx1)ν2(dx2). (1.10)
Next, the conditional WE of X1 given X2 with WF φ is defined by
hwφ (X1|X2) = −
∫
X1×X2
φ(x1, x2)f(x1, x2) log
f(x1, x2)
f2(x2)
ν1(dx1)ν2(dx2), (1.11)
and the mutual WE between X1 and X2 by
iwφ (X1 : X2) := D
w
φ (f‖f1 ⊗ f2)
=
∫
X1×X2
φ(x1, x2)f(x1, x2) log
f(x1, x2)
f1(x1)f2(x2)
ν1(dx1)ν1(dx2).
(1.12)
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We will use notation Xki = (Xi, . . . ,Xk) and x
k
i = (xi, . . . , xk), 1 ≤ i < k ≤ n, for collections
of RVs and their sample values (particularly for pairs and triples of RVs) allowing us to shorten
the notation throughout the paper. In addition, we employ Cartesian products X ki = Xi×. . .×Xk
and product-measures νki (dx
k
i ) = νi(dxi) × . . . × νk(dxk). Given a vector X
n
1 with a PM/DF
f , we denote by fi, fij and fijk the PM/DFs for component Xi, pair Xij = (Xi,Xj) and triple
Xijk = (Xi,Xj ,Xk), respectively. The arguments of fi, fij and fijk are written as xi ∈ Xi,
xij = (xi, xj) ∈ Xij = Xi×Xj and xijk = (xi, xj , xk) ∈ Xijk = Xi×Xj ×Xk. Next, symbols fi|j,
fij|k and fi|jk are used for conditional PM/DFs:
fi|j(xi|xj) =
f(xij)
fj(xj)
, fij|k(xij |xk) =
fijk(xijk)
fk(xk)
, fi|jk(xi|xjk) =
fijk(xijk)
fjk(xjk)
.
For a pair of RVs X21 = (X1,X2), set
ψ1(x1) =
∫
X2
φ(x1, x2)f2|1(x2|x1)ν2(dx2), x1 ∈ X1, (1.13)
and define quantity ψ2(x2), x2 ∈ X2, in a similar (symmetric) fashion.
Next, given a triple of RVs X31 = (X1,X2,X3), with a joint PM/DF f(x
3
1), set:
ψ123 (x3) =
∫
X 2
1
φ(x31)f12|3(x
2
1|x3)ν
2
1(dx
2
1) = E
[
φ(X31)|X3 = x3)
]
, x3 ∈ X3,
ψ12(x
2
1) =
∫
X3
φ(x31)f3|12(x3|x
2
1)ν3(dx3) = E
[
φ(X31)|X
2
1 = x
2
1)
]
, x21 ∈ X
2
1 ,
(1.14)
and define functions ψijk and ψij for distinct labels 1 ≤ i, j, k ≤ 3, in a similar manner.
Lemma 1.1 (Bounds on conditional WE, I.) Let X21 = (X1,X2) be a pair of RVs with a joint
PM/DF f(x21). Suppose that a WF x
2
1 = (x1, x2) ∈ X
2
1 7→ φ(x
2
1) obeys∫
X 2
1
φ(x21)f(x
2
1)
[
f1|2(x1|x2)− 1
]
ν21(dx
2
1) ≤ 0. (1.15)
Then
hwφ (X
2
1) ≥ h
w
ψ
2
(X2), or, equivalently, h
w
φ (X1|X2) ≥ 0, (1.16)
with equality iff φ(x21)
[
f1|2(x1|x2)− 1
]
= 0 for f -almost all x21 ∈ X
2
1 .
In particular, suppose that X1 takes finitely or countably many values and ν1 is a counting
measure with ν1(i) = 1, i ∈ X1. Then the value f1|2(x1|x2) yields the conditional probability
P(X1 = x1|x2), which is ≤ 1 for f2-almost all x2 ∈ X2. Then h
w
φ (X1|X2) ≥ 0 and the bound is
strict unless, modulo φ, RV X1 is a function of X2. That is, there is a map ϕ : X2 → X1 such
that
[
x1 − ϕ(x2)
]
φ(x21) = 0 for f -almost every x
2
1 = (x1, x2) ∈ X
2
1 .
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Proof. The statement is derived similarly to Theorem 1.1:∫
X 2
1
φ(x21)f(x
2
1) log f1|2(x1|x2)ν
2
1(dx
2
1) ≤
∫
X 2
1
φ(x21)f(x
2
1)
[
f1|2(x1|x2)− 1
]
ν21(dx
2
1).
The argument is concluded as in (1.5). The cases of equalities also follow.
In a modified setting, we can consider a triple of RVS, X31 = (X1,X2,X3), and assume that∫
X 3
1
φ(x31)f(x
3
1)
[
f1|23(x1|x
3
2)− 1
]
ν31(dx
3
1) ≤ 0. (1.17)
Then
hwφ (X
3
1) ≥ h
w
ψ
23
(X32), or, equivalently, h
w
φ (X1|X
3
2) ≥ 0, (1.18)
with equality iff φ(x31)
[
f1|23(x1|x
3
2)− 1
]
= 0 for f -almost all x31 ∈ X
3
1 . ✷
Theorem 1.3 (Sub-additivity of the WE.) Let X21 = (X1,X2) be a pair of RVs with a joint
PM/DF f(x21) and marginals f1(x1), f2(x2), x
2
1 = (x1, x2) ∈ X
2
1 . Suppose that a WF x
2
1 =
(x1, x2) ∈ X
2
1 7→ φ(x
2
1) obeys∫
X 2
1
φ(x21)
[
f(x21)− f1(x1)f2(x2)
]
ν21(dx
2
1) ≥ 0. (1.19)
Then
hwφ (X
2
1) ≤ h
w
ψ1
(X1) + h
w
ψ2
(X2), or, equivalently, h
w
φ (X1|X2) ≤ h
w
ψ
1
(X1),
or, equivalently, iwφ (X1 : X2) ≥ 0.
(1.20)
The equalities hold iff X1, X2 are independent modulo φ, i.e., φ(x
2
1)
[
1−
f1(x1)f2(x2)
f(x21)
]
= 0 for
f -almost all x21 ∈ X
2
1 .
Proof. The subsequent argument works for the proof of Theorem 1.4 as well. Set (f1 ⊗ f2) (x1, x2) =
f1(x1)f2(x2). According to (1.2), (1.10) – (1.12) and owing to Theorem 1.1 and Lemma 1.1,
0 ≥ −Dwφ (f‖f1 ⊗ f2) =
∫
X 2
1
φ(x21)f(x
2
1) log
f1(x1)f2(x2)
f(x21)
ν21(dx
2
1)
= hwφ (X1,X2)− h
w
ψ1
(X1)− h
w
ψ2
(X2)
= hwφ (X1|X2)− h
w
ψ1
(X1) = −i
w
φ (X1 : X2).
(1.21)
This yields the inequalities in (1.20). The cases of equality are also identified from Theorem 1.1.
If in (1.19) we use function ψ12(x
2
1) emerging from a triple of RVs X
3
1, the assumption
becomes ∫
X 3
1
φ(x31)
[
f12(x
2
1)− f1(x1)f2(x2)
]
f3|12(x3|x12]ν
3
1 (dx
3
1) ≥ 0 (1.22)
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and the conclusion
hwψ
12
(X1|X2) ≤ h
w
ψ23
1
(X1). (1.23)
✷
Lemma 1.2 (Bounds on conditional WE, II.) Let X31 = (X1,X2,X3) be a triple of RVs , with
a joint PM/DF f(x31). Given a WF x
3
1 = (x1, x2, x3) 7→ φ(x
3
1), assume that∫
X 3
1
φ(x31)f(x
3
1)
[
f1|23(x1|x
3
2)− 1
]
ν31(dx
3
1) ≤ 0. (1.24)
Then
hwψ
23
(X2|X3) ≤ h
w
φ (X
2
1|X3); (1.25)
equality iff φ(x31)
[
f1|23(x1|x
3
2)− 1
]
= 0 for f -almost all x31 ∈ X
3
1 .
As in Lemma 1.1, assume X1 takes finitely or countably many values and ν1(i) = 1, i ∈ X1.
Then the value f1|23(x1|x
3
2) yields the conditional probability P(X1 = x1|x
3
2), for f23-almost all
x32 ∈ X
3
2 . Then h
w
φ (X
2
1|X3) ≥ h
w
ψ
23
(X2|X3), with equality iff modulo φ, RV X1 is a function of
X32.
Proof. Observe that hwφ (X
2
1|X3) = h
w
φ (X
3
1) − h
w
ψ12
3
(X3) and h
w
ψ
23
(X2|X3) = h
w
ψ
23
(X32) −
hw
ψ12
3
(X3), so that we need to prove that h
w
φ (X
3
1) ≥ h
w
ψ
23
(X32). The proof follows that of Lemma
1.1, with obvious modifications.
Of course, if we swap labels 1 and 3 in (1.24), assuming that∫
X 3
1
φ(x31)f(x
3
1)
[
f3|12(x3|x
2
1)− 1
]
ν31(dx
3
1) ≤ 0 (1.26)
we get
hwψ
12
(X1|X2) ≤ h
w
φ (X13|X2),
with equality iff φ(x31)
[
f3|12(x3|x
2
1)− 1
]
= 0 for f -almost all x31 ∈ X
3
1 . ✷
Theorem 1.4 (Sub-additivity of the conditional WE.) Let X31 = (X1,X2,X3) be a triple of
RVs , with a joint PM/DF f . Given a WF x31 = (x1, x2, x3) 7→ φ(x
3
1), assume the following
bound ∫
X 3
1
φ(x31)
f(x31)− f2(x2) ∏
i=1,3
fi|2(xi|x2)
 ν13(dx13) ≥ 0. (1.27)
Then
hwφ (X13|X2) ≤ h
w
ψ
12
(X1|X2) + h
w
ψ
23
(X3|X2), (1.28)
with equality iff, modulo φ, RVs X1 and X3 are conditionally independent given X2. That is:
φ(x31)
[
f(x31)− f2(x2)f1|2(x1|x2)f3|2(x3|x2)
]
= 0 for f -almost all x31 ∈ X
3
1 .
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Proof. The proof is based on the equation (1.29):
hwφ (X13|X2)− h
w
ψ
12
(X1|X2)− h
w
ψ
23
(X3|X2)
=
∫
X 3
1
φ(x31)f(x
3
1) log
f1|2(x1|x2)f3|2(x3|x2)
f12|3(x13|x2)
=
∫
X 3
1
φ(x31)f(x
3
1) log
f2(x2)f1|2(x1|x2)f3|2(x3|x2)
f(x31)
.
(1.29)
After that we apply the same argument as in (1.21). ✷.
Lemma 1.3 (Bounds on conditional WE, III.) For a triple of RVs X31 = (X1,X2,X3) with a
joint PM/DF f(x31) and a WF x
3
1 = (x1, x2, x3) 7→ φ(x
3
1), assume the bound as in (1.27). Then
hwφ (X1|X
3
2) ≤ h
w
ψ
12
(X1|X2); equality iff X1 and X3
are conditionally independent given X2 modulo φ.
(1.30)
Proof. Write (1.30) as
hψ
12
(X21)− hψ13
2
(X2) ≥ h
w
φ (X
3
1)− h
w
ψ32
(X32)
and then pass to an equivalent form hwφ (X13|X2) ≤ h
w
ψ
12
(X1|X2)+h
w
ψ
32
(X3|X2) which is exactly
(1.28). ✷
Summarizing, we have an array of inequalities (1.31) for hwφ (X1|X
3
2) and its upper bounds,
each requiring its own assumption:
by Lemma 1.1: 0 ≤ hwφ (X1|X
3
2), assuming (1.17) (a modified form of (1.15)),
by Lemma 1.3: hwφ (X1|X
3
2) ≤ h
w
ψ12
(X1|X2), assuming (1.27),
by Theorem 1.3: hwψ12(X1|X2) ≤ hψ231 (X1), assuming (1.22),
by Lemma 1.2: hwψ
12
(X1|X2) ≤ h
w
φ (X1,3|X2), assuming (1.26),
by Theorem 1.4: hwφ (X13|X2) ≤ h
w
ψ
12
(X1|X2) + h
w
ψ
23
(X3|X2), assuming (1.27).
(1.31)
Theorem 1.5 (Strong sub-additivity of the WE). Given a triple of RVs X31 = (X1,X2,X3),
assume that bound (1.27) is fulfilled. Then
hwφ (X
3
1) + h
w
ψ13
2
(X2) ≤ h
w
ψ
12
(X21) + h
w
ψ
23
(X32). (1.32)
The equality in (1.28) holds iff, modulo φ, X1 and X3 are conditionally independent given X2.
Proof.Write the inequality in Eqn (1.32) in an equivalent form:
hwφ (X
3
1)− h
w
ψ13
2
(X2) ≤ h
w
ψ
12
(X21)− h
w
ψ13
2
(X2) + h
w
ψ
23
(X32)− h
w
ψ13
2
(X2). (1.33)
The LHS in (1.33) equals hwφ (X13|X2) while the RHS yields h
w
ψ
12
(X1|X2) + h
w
ψ
23
(X3|X2). The
inequality then follows from Theorem 1.4. ✷
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2 Convexity, concavity, data-processing and Fano inequalities
Theorem 2.1 (Concavity of the WE.) The functional f 7→ hwφ (f) is concave in argument f .
Namely, for given PM/DFs f1(x), f2(x), non-negative function x ∈ X 7→ φ(x) and λ1, λ2 ∈ [0, 1]
with λ1 + λ2 = 1,
hwφ (λ1f1 + λ2f2) ≥ λ1h
w
φ (f1) + λ2h
w
φ (f2). (2.1)
The inequality in (2.1) is strict unless one of the values λ1, λ2 vanishes (and the other equals 1)
or when f1 and f2 coincide modulo φ, that is, φ(x)
[
f1(x)− f2(x)
]
= 0 for (λ1f1 + λ2f2)-almost
all x ∈ X .
Proof. Let X1,X2 : Ω→ X be RVs with PM/DF f1 and f2, respectively. Consider a binary
RV Θ with
Θ =
1, with probability λ1,2, with probability λ2.
Setting Z = Xθ yields an RV Z with values from X and with PM/DF f = λ1f1 + λ2f2. Thus,
hwφ (Z) = h
w
φ (λ1f1 + λ2f2).
On the other hand, take the conditional WE hw
φ˜
(Z|Θ) with the WF φ˜(z, θ) = φ(z) depending
on the first argument z ∈ X and not on value θ = 1, 2 of RV Θ. Then the WF ψ1(z) =
E
[
φ˜(Z,Θ)|Z = z
]
coincides with φ(z). According to Theorem 1.3, hw
φ˜
(Z|Θ) ≤ hwφ (Z), with
equality iff Z and Θ are independent modulo φ. The latter holds when the product λ1λ2 = 0 or
when f1 = f2 modulo φ. Now,
hwφ (Z|Θ) = −
2∑
θ=1
λi
∫
X
φ(z)fi(z) log fi(z)ν(dz) = λ1h
w
φ (f1) + λ2h
w
φ (f2).
This completes the proof. ✷
Theorem 2.2 (a) (Convexity of relative WE). Consider two pairs of non-negative functions,
(f1, g1) and (f2, g2), on X . Given a WF x ∈ X 7→ φ(x) and λ1λ2 ∈ (0, 1) with λ1 + λ2 = 1, the
following property is satisfied:
λ1D
w
φ (f1‖g1) + λ2D
w
φ (f2‖g2) ≥ D
w
φ (λ1f1 + λ2f2‖λ1g1 + λ2g2), (2.2)
with equality iff λ1λ2 = 0 or f1 = f2 and g1 = g2 modulo φ.
(b) (Data-processing inequality for relative WE). Let (f, g) be a pair of non-negative functions
and φ a WF on X . Let Π = (Π(x, y), x, y ∈ X ) be a stochastic kernel. (That is, ∀ x, y ∈ X ,
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Π(x, y) ≥ 0 and
∫
X
Π(x, y)ν(dy) = 1; in other words, Π(x, y) is a transition function of a
Markov chain). Set Ψ(u) =
∫
X
φ(x)Π(u, x)ν(dx). Then
DwΨ(f ||g) ≥ D
w
φ (fΠ ‖ gΠ) (2.3)
where
(
fΠ
)
(x) =
∫
X
f(u)Π(u, x)ν(du) and
(
gΠ
)
(x) =
∫
X
g(u)Π(u, x)ν(du). The equality oc-
curs iff fΠ = f and gΠ = g.
Proof. (a) The log-sum inequality yields
λ1φ(x)f1(x) log
λ1φ(x)f1(x)
λ1g1(x)
+ λ2φ(x)f2(x) log
λ2φ(x)f2(x)
λ2g2(x)
≥ (λ1φ(x)f1(x) + λ2φ(x)f2(x)) log
λ1φ(x)f1(x) + λ2φ(x)f2(x)
λ1g1(x) + λ2g2(x)
, x ∈ X .
Integrating in ν(dx) yields the asserted inequality (2.3). The cases of equality emerge from the
log-sum equality cases.
(b) Again, a straightforward application of the log-sum inequality gives the result. ✷
Theorem 2.3 Let X31 = (X1,X2,X3) be a triple of RVs with joint PM/DF f(x
3
1). Let x
3
1 =
(x1, x2, x3) ∈ X
3
1 7→ φ(x
3
1) be a WF such that X1 and X3 are conditionally independent given
X2 modulo φ. (This property can be referred to as a Markov property modulo φ.)
(a) (Data-processing inequality for conditional WE). Assume inequality (2.4) (which is (1.27)
with X1 and X2 swapped):
∫
X 3
1
φ(x31)
f(x31)− f1(x1) ∏
i=2,3
fi|1(xi|x1)
 ν31(dx31) ≥ 0. (2.4)
Then the conditional WEs satisfy property (2.5):
hwψ23(X3|X2) ≤ h
w
ψ13
(X3|X1), (2.5)
with equality iff X2 and X3 are independent modulo φ. Furthermore, assume in addition that
bound (2.6) holds true ∫
X 3
1
φ(x31)f(x
3
1)
[
f2|13(x2|x13 − 1
]
ν31(dx
3
1) ≤ 0 (2.6)
(which becomes (1.24) after a cyclic substitution X1 → X2 → X3 → X1) and suppose h
w
ψ
23
(X3|X2) =
hwψ
12
(X2|X1) (a stationarity-type property). Then
hwψ13(X3|X1) ≤ 2h
w
ψ23
(X3|X2); (2.7)
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equality
(b) (Data-processing inequality for mutual WE). Assume inequality (2.8):∫
X 3
1
φ(x31)
[
f(x31)− f3(x3)
∏
i=1,2
fi|3(xi|x3)
]
ν31(dx
3
1) ≥ 0 (2.8)
(similar to (1.27), with X3 and X2 swapped). Then
iwψ
13
(X1 : X3) ≤ i
w
ψ
12
(X1 : X2). (2.9)
Here, equality in (2.9) holds iff, modulo φ, RVs X1 and X2 are conditionally independent given
X3.
Proof. (a) Following the argument in Lemma 1.3, we observe that
hwφ (X3|X
2
1) ≤ h
w
ψ
13
(X3|X1).
On the other hand, owing to conditional independence,
hwφ (X3|X
2
1) = h
w
ψ
23
(X3|X2). (2.10)
This yields the inequality in (2.5); for equality we need that, modulo φ, RVs X2 and X3 are
conditionally independent given X1. Together with conditional independence of X1 and X3
given X2, it implies that for i = 1, 2, the conditional PM/DF f3|i does not depend on i.
Next, using Lemma 1.2, we can write
hwψ
13
(X3|X1) ≤ h
w
φ (X
3
2|X1) := h
w
φ (X3|X
2
1) + h
w
ψ12
(X2|X1).
Applying (2.10) yields the following assertion:
hwψ
13
(X3|X1) ≤ h
w
ψ
32
(X3|X2) + h
w
ψ
21
(X2|X1).
Now, the assumption that hwψ
32
(X3|X2) = h
w
ψ
21
(X2|X1) implies (2.7). The cases of equality
follow from Lemmas 1.3 and 1.2.
(b) As before, we use Lemma 1.3 and Eqn (2.10) (implied by conditional independence):
hwψ
12
(X1|X2) = h
w
φ (X1|X
3
2) ≤ h
w
ψ
13
(X1|X3).
Consequently,
iwψ
12
(X1 : X2) = h
w
ψ23
1
(X1)− h
w
ψ
12
(X1|X2) ≥ h
w
ψ23
1
(X1)− h
w
ψ
13
(X1|X3) = i
w
ψ
13
(X1 : X3),
with the case of equality also determined from Lemma 1.2. ✷
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Theorem 2.4 (The Fano inequality). Let RV X take m > 1 values (that is, X = {1, . . . ,m})
with probabilities pi = P(X = i) and assume that WF φ satisfies∑
2≤i≤m
φ(i)
(
pi −
1
m− 1
)
≥ 0. (2.11)
Then
hwφ (X) ≤ −φ(1)p1 log p1 + φ
∗ log
(
m− 1
1− p1
)
(2.12)
where φ∗ =
∑
2≤i≤m
φ(i)pi.
More generally, suppose an RV X takes a value x∗ ∈ X with probability p∗ = P(X = x∗) < 1
(i.e., p∗ = f(x∗)ν({x∗})). Given a WF x ∈ X 7→ φ(x), assume that∫
X\{x∗}
φ(x)
[
f(x)−
1− p∗
ν(X \ {x∗})
]
ν(dx) ≥ 0. (2.13)
Then
hwφ (X) ≤ −φ(x
∗)p∗ log p∗ + φ∗(1) log
(
ν(X \ {x∗})
1− p∗
)
. (2.14)
Here RV X∗ takes two values, say 0 and 1, with probabilities p∗ and 1− p∗, and
φ∗(0) = φ(x∗), φ∗(1) =
∫
X\{x∗}
φ(x)f(x)ν(dx). (2.15)
The equality in (2.14) is achieved iff φ(x)
[
f(x)−
1− p∗
ν(X \ {x∗})
]
= 0, for f -almost all x ∈
X \ {x∗}, i.e., iff RV X is (conditionally) uniform on X \ {x∗} modulo φ.
Proof. Using (2.15), we write
hwφ (X) = −φ(x
∗)p∗ log p∗ −
∫
X\{x∗}
φ(x)f(x) log f(x)ν(dx)
= −φ(x∗)p∗ log p∗ − log (1− p∗)
∫
X\{x∗}
φ(x)f(x)ν(dx)
−(1− p∗)
∫
X\{x∗}
φ(x)
f(x)
1− p∗
log
f(x)
1− p∗
ν(dx).
(2.16)
Theorem 1.2, with β =
1
ν(X \ {x∗})
, yields that the last line in Eqn (2.16) is upper-bounded by
φ∗(1) log ν(X \ {x∗}). This leads to (2.14). ✷
Theorem 2.5 (The generalized Fano inequality). Let Xi : Ω → Xi, be a pair of RVs, i = 1, 2.
Suppose that X2 takes exactly m values 1, . . . ,m (that is, X2 = {1, . . . ,m}) while X1 takes values
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1, . . . m and possibly other values (that is, X1 ⊇ {1, . . . ,m}), and set: ǫj = P(X1 6= j|X2 = j).
Let a WF (x1, x2) ∈ X
2
1 7→ φ(x1, x2) be given such that ∀ j = 1, . . . ,m,∫
X1\{j}
φ(x1, j)
[
f1|2(x1|j) −
ǫj
ν(X1 \ {j})
]
ν1(dx1) ≥ 0. (2.17)
Then
hwφ (X1|X2) ≤
∑
1≤j≤m
P(X2 = j)
[
− φ∗j (0)(1 − ǫj) log (1− ǫj) + φ
∗
j (1) log
(ν1(X1 \ {j})
ǫj
)]
.(2.18)
Here RV X∗j takes two values, say 0 and 1, with P(X
∗ = 0) = 1− ǫj = 1− P(X
∗ = 1), and the
WF φ∗ has
φ∗j(0) = φ(j, j) and φ
∗
j(1) =
∫
X\{j}
φ(x1, j)f(x, j)ν1(dx1). (2.19)
Proof. By definition of the conditional WE, the weighted Fano inequality, Theorem 1.2 and
with definitions (2.19) at hand, we obtain that
hwφ (X1|X2) ≤
∑
j
P(X2 = j)
[
− φ(j, j)(1 − ǫj) log (1− ǫj)
+
∫
X\{j}
φ(x1, j)f(x, j)ν1(dx1) log
ν1(X1 \ {j})
ǫj
]
.
This yields inequality (2.18). ✷
3 Maximum WE properties
Theorem 3.1 Suppose X0 : Ω → X is an RV with a PM/DF f0 and x ∈ X → φ(x) is a
given WF. Then f0 (or X0) is the unique maximizer, modulo φ, of the WE hφ(f) under the
constraints∫
X
φ(x)
[
f(x)− f0(x)
]
ν(dx) ≥ 0 and
∫
X
φ(x)
[
f(x)− f0(x)
]
log f0(x)ν(dx) ≥ 0. (3.1)
Proof. Using definition (1.2) and Theorem 1.1, we obtain
0 ≥ −Dwφ (f‖f
0) = hwφ (f) +
∫
X
φ(x)f(x) log f0(x)ν(dx). (3.2)
Under our constraint (3.1) it yields
hwφ (f) ≤ −
∫
X
φ(x)f0(x) log f0(x)ν(dx) = hwφ (f
0).
The uniqueness of the maximizer follows from the uniqueness case for equality in the weighted
Gibbs inequality. ✷
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Example 3.1 Consider a random vector Xd1 = (X, . . . ,Xd) : Ω → R
d with PDF f (relative
to the d-dimensional Lebesgue measure dxd1), mean vector µ = (µ1, . . . , µd) with EXi = µi and
covariance matrix C = (Cij) with Cij = E
[
(Xi − µi)(Xj − µj)
]
, 1 ≤ i, j ≤ d. Let f0 be the
normal PDF with the same µ and C. Let xd1 = (x1, . . . , xd) ∈ R
d 7→ φ(xd1) be a given WF which
is positive on an open domain in Rd. Introduce d× d matrices Φ = (Φij) and Φ
0 = (Φ0ij) where
Φij =
∫
Rd
φ(xd1)f(x
d
1)(xi − µi)(xj − µj)dx
d
1, Φ
0
ij =
∫
Rd
φ(xd1)f
0(xd1)(xi − µi)(xj − µj)dx
d
1.
Suppose that
log
[
(2π)d(detC)
] ∫
Rd
φ(xd1)
[
f(xd1)− f
0(xd1)
]
dxd1 ≥ 0 and tr
[
C−1
(
Φ0 −Φ
) ]
≥ 0.
Then
hwφ (f) ≤ h
w
φ (f
0) =
1
2
log
[
(2π)d(detC)
] ∫
Rd
φ(xd1)f
0(xd1)dx
d
1 +
log e
2
trC−1Φ0,
with equality iff f = f0 modulo φ.
Proof. Using the same idea as before, write
0 ≥ −Dwφ (f‖f
0) = hwφ (f)−
1
2
log
[
(2π)d(detC)
] ∫
Rd
φ(xd1)f(x
d
1)dx
d
1 −
log e
2
trC−1Φ,
Equivalently,
hwφ (f) ≤
1
2
log
[
(2π)d(detC)
] ∫
Rd
φ(xd1)f(x
d
1)dx
d
1 +
log e
2
trC−1Φ
which leads directly to the result. ✷
To further illustrate the above methodology, we provide some more examples, omitting the
proofs.
Example 3.2 Let f0 denote an exponential PDF on R+ = (0,∞) (relative to the Lebesgue
measure dx) with mean λ−1. Suppose a PDF f on R+ satisfies the constraints(
log λ
) ∫
R+
φ(x)
[
f(x)− f0(x)
]
dx ≥ 0 and
∫
R+
x φ(x)
[
f(x)− f0(x)
]
dx ≤ 0
where x ∈ R+ 7→ φ(x) is a given WF positive on an open interval. Then
hwφ (f) ≤ h
w
φ (f
0) =
(
λ log λ
) ∫
R+
φ(x)e−λxdx+
∫
R+
xφ(x)e−λxdx,
and f0 is a unique maximizer modulo φ.
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Example 3.3 Consider a PDF f0 from an exponential family
f0(xd1) = B(x
d
1) exp
[
s∑
i=1
ηi(θ)Ti(x
d
1)−A(θ)
]
, xd1 ∈ R
d
with parameter vector θ = (θ1, . . . , θs)
T . (Measure ν is again taken to be Lebesgue.) Suppose
that A(θ), ∀i, ηi(θ) ≥ (≤)0. Let φ(x
d
1) be a given WF. Suppose that a PDF f(x
d
1) satisfies the
constrains∫
Rd
φ(xd1)
[
f(xd1)− f
0(xd1)
]
dxd1 ≥ 0,
∫
X
φ(xd1)
[
f(xd1)− f
0(xd1)
]
log B(xd1)dx
d
1 ≥ 0
and for i = 1, . . . , s, ∫
Rd
φ(xd1)Ti(x
d
1)
[
f(xd1)− f
0(xd1)
]
ν(dx) ≥ 0.
Then hwφ (f) ≤ h
w
φ (f
0) with equality iff f = f0 modulo φ.
Example 3.4 Take X = Z+ = {0, 1, . . .} and let ν be the counting measure: ν(i) = 1 ∀ i ∈ Z+.
Then, for a RV X with PMF f(i) we have f(i) = P(X = i). Fix a WF i ∈ Z+ 7→ φ(i).
(a) Let f0 be a geometric PMF: f0(x) = (1−p)xp, x ∈ Z+. Then for any PMF f(x), i ∈ Z+,
satisfying the constraints∑
i∈Z+
φ(i)
[
f(i)− f0(i)
]
≤ 0 and
∑
i∈Z+
iφ(i)
[
f(i)− f0(i)
]
≤ 0
we have hw(f) ≤ hwφ (f
0), with equality iff f = f0 modulo φ.
(b) Let f0 be a Poissonian PMF: f0(k) =
e−λλk
k!
, k ∈ Z+. Then for any PMF f(k), k ∈ Z+,
satisfying the constraints∑
k∈Z+
φ(k)
[
f(k)− f0(k)
]
≤ 0 ,
∑
k∈Z+
(log k!)φ(k)
[
f(k)− f0(k)
]
≤ 0
and
log λ
∑
k∈Z+
kφ(k)
[
f(k)− f0(k)
]
≥ 0.
we have hw(f) ≤ hwφ (f
0), with equality iff f = f0 modulo φ.
Theorem 3.2 (The weighted Ky Fan inequality; cf. [13], Worked Example 1.5.9). Let C be a
positive definite d × d matrix. Let fC denote the normal PDF with zero mean and covariance
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matrix C. Let φ(xd1) be a given WF positive on an open domain and set σφ(C) = h
w
φ (fC). Then,
∀ λ1, λ2 ∈ [0, 1] with λ1 + λ2 = 1 and positive-definite C1, C2,
σ(λ1C1 + λ2C2)− λ1σ(C1)− λ2σ(C2) ≥ 0; (3.3)
equality iff λ1λ2 = 0 or C1 = C2.
Proof. Take values λ1, λ2 ∈ [0, 1], such that λ1 + λ2 = 1. Let C1 and C2 be two positive
definite matrices. Let X1 and X2 be two multivariate normal vectors, with PDFs fk ∼ N(0,Ck),
k = 1, 2. Set Z = Xθ, where the random variable Θ, takes two values, θ = 1 and θ = 2 with
probability λ1 and λ2 respectively, and is independent of X1 and X2. Then variable Z has
covariance C = λ1C1 + λ2C2. Recall, we denote the normal N(0,C)-PDF by fC. Also set:
α(C) =
∫
Rd
φ(xd1)fC(x
d
1)dx
d
1. (3.4)
Let xd1 = (x1, . . . , xd) ∈ R
d 7→ φ(xd1) be a given WF and set φ˜(x
d
1, θ) = φ(x
d
1). Following the
same arguments as in the proof of Theorem 2.1, hw
φ˜
(Z|Θ) ≤ hwφ (Z). It is plain that
hw
φ˜
(Z|Θ) = λ1h
w
φ (X1) + λ2h
w
φ (X2)
=
∑
k=1,2
λk
12 log [(2π)d(detCk)]
∫
Rd
φ(xd1)fk(x
d
1)dx
d
1 +
log e
2
trC−1k Φ
(k)

where
Φ(k) = (Φ
(k)
ij ), Φ
(k)
ij =
∫
Rd
xixjφ(x
d
1)fk(x
d
1)dx
d
1, k = 1, 2.
According to Example 3.1, we have
hwφ (Z) ≤
1
2
{
log
[
(2π)d(detC)
]}
α(C) +
log e
2
trC−1Φ,
where
Φ = (Φij), Φij =
∫
Rd
xixjφ(x
d
1)fC(x
d
1)dx
d
1. (3.5)
The inequality (3.3) then follows. The cases of equality are covered by Theorem 2.1. ✷
Remark. It would be interesting to maximize the left-hand side in (3.3) in φ, strengthening
the standard Ky Fan inequality.
The following lemma is an immediate extension of Lemma 1.1.
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Lemma 3.1 Let Xd1 = (X1, . . . ,Xn) be random vector, with components Xi : Ω → Xi, 1 ≤ i ≤
n, and the joint PM/DF f . Extending the notation used in Sect 1, set:
xn1 = (x1, . . . , xn) ∈ X
n
1 := ×
1≤i≤n
Xi and ν
n
1 (dx
n
1 ) =
∏
1≤i≤n
dνi(dxi),
and more generally,
xlk = (xk, . . . , xl) ∈ X
l
k := ×
k≤i≤l
Xi and ν
l
k(dx
l
k) =
∏
k≤i≤l
dνi(dxi), 1 ≤ k ≤ l.
Next, introduce
fi(xi) =
∫
X i−1
1
×Xn
i+1
f(xi−11 , xi,x
n
i+1)ν
i−1
1 (dx
i−1
1 )ν
n
i+1(dx
n
i+1)
(the marginal PM/DF for RV Xi),
and
f |i (x
d
1|xi) =
f(xd1)
fi(xi)
(the conditional PM/DF given that Xi = xi).
Given a WF xn1 ∈ X
n
1 7→ φ(x
n
1 ), suppose that∫
Xn
1
φ(xn1 )
[
f(xn1 )−
n∏
i=1
fi(xi)
]
νd1 (dx
n
1 ) ≥ 0. (3.6)
Then
hwφ (X
d
1) ≤
d∑
i=1
hwψi(Xi), (3.7)
where
ψi(xi) =
∫
X i−1
1
×Xn
i+1
φ(xd1)f |i (x
d
1|xi)ν
i−1
1 (dx
i−1
1 )ν
n
i+1(dx
n
i+1).
Here, equality in (3.7) holds iff, modulo φ, Components X1, . . . ,Xn are independent.
Theorem 3.3 (The weighted Hadamard inequality; cf. [13], Worked Example 1.5.10). Let
C = (Cij) be a positive definite d× d matrix and fC the normal PDF with the zero mean vector
and the covariance matrix C. Given a WF function xd1 = (x1, . . . , xd) ∈ R
d 7→ φ(xd1), positive on
an open domain in Rd, introduce quantity α = α(C) by (3.4) and matrix Φ = (Φij) by (3.5). Let
fi stand for the N(0, Cii)-PDF (the marginal PDF of the i-th component). Then under condition∫
Rd
φ(xd1)
[
fC(x
d
1)− fi(xi)
]
dxd1 ≥ 0 ∀ i = 1, . . . , d,
we have:
α log
∏
i
Cii + (log e)
∑
i
C−1ii Φii − α log detC− (log e)trC
−1Φ ≥ 0, (3.8)
with equality iff C is diagonal.
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Proof. If X1, . . . ,Xd ∼ N(0,C), then in Lemma 3.1, by following (3.7) we can write
1
2
log
[
(2π)d(detC)
] ∫
Rd
φ(xd1)f(x
d
1)dx
d
1 +
log e
2
trC−1Φ
≤
1
2
d∑
i=1
log (2πCii)∫
R
ψi(x)fi(x)dx+
log e
2
C−1ii Ψii
 .
Here
ψi(xi) =
∫
Rd−1
φ(xd1)f |i (x
d
1|xi)
∏
j:j 6=i
dxj, Ψii =
∫
Rd
x2iψi(xi)fi(xi)dxi = Φii
and
f |i (x
d
1|xi) =
fC(x
d
1)
fi(xi)
(the conditional PDF).
With
α =
∫
R
ψi(xi)fi(xi)dxi =
∫
Rd
φ(xd1)fC(x
d
1)dx
d
1,
the bound (3.8) follows. ✷
Remark. As above, maximizing the left-hand side in (3.8) would give a bound between
detC and the product
d∏
i=1
Cii.
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