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Abstract
In this thesis we investigate particular problems in connection with solutions of the mean
curvature flow. More precisely we are interested in solutions of the mean curvature flow
which keep their form. Such solutions have, as we will see, special geometric and analytical
properties.
In Chapter 1 we introduce the necessary tools from differential geometry and describe the
general framework which we are going to work in. We briefly summerize the situation here.
Let N be an n-dimensional Riemannian manifold with metric g¯ equipped with a Killing
vector fieldX : M → N . This means, thatX generates a one-parameter group ϕ : N×R →
N of isometries on N by
dϕ(x, t)
dt
= X(ϕ(x, t)) on N × R
ϕ(x, 0) = x on N.
Moreover, let M be a differentiable, connected m-dimensional manifold, m = n − 1. Let
Ft : M → N, t ≥ 0, be a smooth family of immersions from M to N . The family Ft is
called a solution of the mean curvature flow on ]0, T [, T > 0, if
d
dt
Ft = −Hν on M×]0, T [
F0 = f on M,
where f : M → N describes a given initial hypersurface M0. H is the mean curvature of
Ft(M) with respect to the unit normal vector field ν on Ft(M).
We say that Ft is a soliton solution of the mean curvature flow with respect to the Killing
vector field X, if F˜t := ϕ
−1(Ft, t) is stationary in normal direction, i.e. if F˜t(M) is the
given initial manifold M0 = F0(M) for all t ∈ ]0, T [. In Section 1.2 we prove that soliton
solutions are characterized by
−〈X(f), ν(f)〉 = H(f). (∗)
In the same chapter we briefly comment on the physical roots of the mean curvature flow
and give a survey on some important mathematical results concerning the mean curvature
flow including the relevant references. In particular we motivate the notation of a soliton
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solution by the blow-up results on singularities of the mean curvature flow. In the sequel
we see that soliton solutions have interesting geometric properties (c.f. Section 2.3).
In Chapter 2, we investigate soliton curves on surfaces. We start with an inverse problem
in Section 2.1: We prescribe a curve and ask, if there exists a metric which makes the given
curve a soliton. In a particular case, our Theorem 2.1.1 answers this question completely. In
Section 2.2 we treat the existence and uniqueness problem for global solutions for curves.
In particular, we prove the following theorem:
Theorem 2.2.5. Let N be a two-dimensional differentiable, geodesically complete Rie-
mannian manifold, which carries a smooth Killing vector field X : N → TN . Then, for
each point P ∈ N and every direction Q ∈ TPN with Q 6= 0 there exists a unique soliton
curve through P which is tangential to Q and which can be extended arbitrarily far to both
sides.
In addition, we prove, that every pair of points which are close to each other can be joined
by a unique short soliton curve. In Section 2.3, we investigate the geometric properties of
soliton curves on Riemannian surfaces. Here, the following theorem plays a crucial role:
Theorem 2.3.9. Each Killing vector field on a two dimensional Riemannian manifold
possesses locally a conjugate potential.
From this theorem, it follows that the total curvature of a closed polygon whose sides are
soliton curves and which is the boundary of a simply connected domain, vanishes. This
fact, together with the Gauss-Bonnet theorem then yields the central Theorem 2.3.12. This
theorem establishes a formula, which formally looks like the formula of Gauss-Bonnet for
closed polygons which consists of geodesic curves. From this formula arise criteria for the
possibility for soliton curves to be closed, as well as for soliton curves to be embedded
(which means that the curves have no self intersections). Finally the formula allows to
exclude that two distinct soliton curves cut each other more than once if the Gaussian
curvature of the surface is non-positive. In particular this answers the question when two
arbitrary points (which may be located far away from each other) can be joined by a unique
soliton curve. In particular, it follows immediately that in euclidian space R2 soliton curves
cannot be closed and are always embedded, independently of the Killing vector field. As
a further example, we prove that every soliton curve on a regular cone must be embedded
if the opening angle of the cone is larger than or equal to pi3 . This and further examples
are illustrated by computer images. The conclusions of this section generalize in particular
the results for Yin-Yang curves in [14].
Chapter 3 is dedicated to the study of higher dimensional soliton solutions. Section 3.1
introduces the problem of local solvability of the soliton equation. We confine ourselves to
the corresponding boundary value problem. We motivate this investigation by the following
question: Let γ be a closed curve in a three-dimensional manifold N , which moves under
the action of a one parametric group of isometries on N . The question is whether or
not one can find a surface with boundary γ which solves the soliton equation (∗). This
surface would then move under the influence of the mean curvature flow together with the
boundary γ by the group of isometries. In Section 3.2 we prove a corresponding existence
result for small Killing vector fields and for a certain class of boundary curves. The key
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ingredient here is the implicit function theorem. The existence theorem reads as follows:
Theorem 3.2.3 Let N be an n-dimensional Riemannian manifold with a Killing vector
field X. Moreover let N ′ ⊂ N be an admissible minimal hypersurface. If γ is the boundary
of a C2,α domain Σ ⊂⊂ N ′, then there exists a soliton hypersurface with respect to the
Killing field λX and boundary γ provided λ is sufficiently small.
The chapter ends with a brief description of a numerical algorithm to solve the boundary
value problem for a soliton surface that is a soliton with respect to a screw motion in R3.
The numerical solution is presented in a computer image.
Some tedious proofs and calculations are placed in the appendix.
Zusammenfassung
In dieser Arbeit geht es um spezielle Probleme im Zusammenhang mit Lo¨sungen des
mittleren Kru¨mmungsflusses. Genauer gesagt interessieren uns Lo¨sungen des mittleren
Kru¨mmungsflusses, welche ihre Form beibehalten. Derartige sogenannte Solitonlo¨sungen
haben, wie sich zeigt, besondere geometrische und analytische Eigenschaften.
Im Kapitel 1 stellen wir die no¨tigen differentialgeometrischen Werkzeuge zusammen und
beschreiben den allgemeinen Rahmen, in dem wir arbeiten werden. Diesen geben wir hier
kurz wieder.
Sei N eine n-dimensionale Riemannsche Mannigfaltigkeit mit der Metrik g¯, ausgeru¨stet
mit einem Killingfeld X : N → TN . Das heisst, X generiert eine Einparametergruppe
ϕ : N × R → N von Isometrien auf N via
dϕ(x, t)
dt
= X(ϕ(x, t)) auf N × R
ϕ(x, 0) = x auf N.
Weiter sei M eine differenzierbare, zusammenha¨ngende m-dimensionale Mannigfaltigkeit,
m = n− 1. Sei Ft : M → N , t ≥ 0, eine glatte Familie von Immersionen von M nach N .
Die Abbildung Ft heisst eine Lo¨sung des mittleren Kru¨mmungsflusses auf ]0, T [, T > 0,
wenn:
d
dt
Ft = −Hν auf M×]0, T [ (1)
F0 = f auf M, (2)
wobei f : M → N eine gegebene Anfangshyperfla¨che M0 beschreibt. H ist die mittlere
Kru¨mmung von Ft(M) bezu¨glich des Einheitsnormalenvektorfeldes ν auf Ft(M).
Wir sagen nun, dass Ft eine Solitonlo¨sung des mittleren Kru¨mmungsflusses bezu¨glich des
Killingvektorfeldes X ist, wenn F˜t := ϕ
−1(Ft, t) in Normalenrichtung stationa¨r ist, das
heisst F˜t(M) ist die gegebene Untermannigfaltigkeit M0 = F0(M) fu¨r alle t ∈ ]0, T [. Wir
beweisen im Abschnitt 1.2, dass die Solitonlo¨sungen durch folgende Gleichung charakteri-
siert sind:
−〈X(f), ν(f)〉 = H(f). (3)
Im selben Kapitel gehen wir kurz auf die physikalischen Wurzeln ein und geben einen
U¨berblick u¨ber einige wichtige mathematische Resultate zum mittleren Kru¨mmungsfluss
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mit entsprechenden Literaturhinweisen. Wir motivieren insbesondere den Begriff der Soli-
tonlo¨sung durch die Blow-up-Resultate von Singularita¨ten des mittleren Kru¨mmungsflus-
ses. Im Weiteren werden wir sehen, dass Solitonlo¨sungen auch interessante geometrische
Eigenschaften (siehe Abschnitt 2.3) besitzen.
Im Kapitel 2 untersuchen wir Solitonkurven auf Riemannschen Fla¨chen. Im Abschnitt 2.1
betrachten wir zuna¨chst ein inverses Problem. Das heisst, wir geben eine Kurve vor und
fragen uns, ob eine Metrik existiert, so dass diese Kurve eine Solitonkurve ist. In einem
speziellen Fall beantwortet das Theorem 2.1.1 diese Frage vollsta¨ndig. Im Abschnitt 2.2
behandeln wir die Existenz und Eindeutigkeit von globalen Lo¨sungen. Dabei bewiesen wir
das folgende Theorem 2.2.5:
Theorem 2.2.5. Sei N eine zweidimensionale, differenzierbare, geoda¨tisch vollsta¨ndige
Riemannsche Mannigfaltigkeit, welche ein glattes Killingvektorfeld X : N → TN tra¨gt.
Dann existiert fu¨r jeden Punkt P ∈ N und jedes Q ∈ TPN mit Q 6= 0 eine eindeutige und
beidseits beliebig weit fortsetzbare Solitonkurve γ bezu¨glich X durch P und tangential an
Q.
Zusa¨tzlich bewiesen wir, dass zwei genu¨gend nahe beieinander liegende Punkte durch eine
eindeutige kurze Solitonkurve verbunden werden ko¨nnen. Im Abschnitt 2.3 untersuchen
wir dann die geometrischen Eigenschaften von Solitonkurven auf Riemannschen Mannig-
faltigkeiten. Dabei spielt das folgende Resultat eine wichtige Rolle:
Theorem 2.3.9. Jedes Killingvektorfeld auf einer zweidimensionalen Riemannschen Man-
nigfaltigkeit besitzt lokal ein konjugiertes Potential.
Mit Hilfe dieses Satzes wird dann gezeigt, dass die Totalkru¨mmung eines Polygonzuges,
welcher aus Solitonstu¨cken besteht und ein einfachzusammenha¨ngendes Gebiet berandet,
verschwindet. Aus dieser Tatsache und dem Satz von Gauss-Bonnet folgt dann das zentrale
Theorem 2.3.12. Dieses Ergebnis etabliert eine Formel, welche formal wie die Formel von
Gauss-Bonnet fu¨r Polygonzu¨ge aus Geoda¨ten aussieht. Daraus ergeben sich dann Aussagen
daru¨ber, unter welchen Umsta¨nden geschlossene Solitonkurven vorkommen ko¨nnen, sowie
daru¨ber wann Solitonkurven eingebettet sind (das heisst, keine Selbstschnitte aufweisen).
Schliesslich werden auch Aussagen daru¨ber mo¨glich, wann sich zwei verschiedene Soliton-
kuven mehr als einmal schneiden ko¨nnen. Insbesondere beantwortet dies die Frage nach der
eindeutigen Verbindbarkeit zweier weit auseinanderliegenden Punkte durch Solitonkurven.
So zeigt sich beispielsweise, dass im euklidischen R2 unabha¨ngig vom Killingvektorfeld kei-
ne geschlossenen Solitonkurven existieren, und dass Solitonkurven dort eingebettet sein
mu¨ssen. Als weiteres Beispiel beweisen wir, dass jede Solitonkurve auf einem Rotations-
kegel eingebettet ist, wenn der der halbe O¨ffnungswinkel des Kegels gro¨sser oder gleich pi6
ist. Diese und weitere Beispiele werden mit Computergraphiken illustriert. Die Ergebnisse
dieses Abschnittes verallgemeinern insbesondere Resultate u¨ber Yin-Yang-Kurven in [14].
Im Kapitel 3 geht es um mehrdimensionale Solitonlo¨sungen. Im Abschnitt 3.1 wird das
Problem der lokalen Lo¨sbarkeit der Solitongleichung eingefu¨hrt. Wir beschra¨nken uns auf
das entsprechende Randwertproblem. Wir motivieren die Untersuchung durch folgende
Fragestellung: Sei eine geschlossene Kurve γ auf einer drei-dimensionalen Mannigfaltigkeit
N vorgegeben, welche sich unter dem Einfluss einer einparametrigen Gruppe von Isometri-
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en auf N fortbewegt. Die Frage ist dann, ob in die gegebene Kurve eine Fla¨che eingespannt
werden kann, die der Solitongleichung (3) genu¨gt. Diese Fla¨che wu¨rde sich dann unter dem
mittleren Kru¨mmungsfluss zusammen mit der gegebenen Randkurve gerade unter der Iso-
metriegruppe bewegen. Im Abschnitt 3.2 wird fu¨r kleine Killingvektorfelder und geeignete
Randdaten das genannte Problem mit Hilfe des Satzes u¨ber implizite Funktionen gelo¨st
und folgender Satz bewiesen:
Theorem 3.2.3. Sei N eine n-dimensionale Riemannsche Mannigfaltigkeit mit einem
Killingvektorfeld X. Weiter sei N ′ ⊂ N eine zugelassene minimale Hyperfla¨che. Ist dann
γ der Rand eines C2,α Gebietes Σ ⊂⊂ N ′, so existiert fu¨r genu¨gend kleines λ eine Soliton-
hyperfla¨che bezu¨glich des Killingvektorfeldes λX mit dem Rand γ.
Das Kapitel wird durch eine kurze Beschreibung eines numerischen Verfahrens zur Lo¨sung
des Randwertproblems fu¨r eine Solitonfla¨che bezu¨glich einer Schraubung in R3 abgeschlos-
sen. Die Numerische Lo¨sung ist in einer Computergraphik dargestellt.
Einzelne technische Beweise und Berechnungen sind in den Appendix verbannt.
Kapitel 1
Einleitung
1.1 Notationen und Definitionen
In diesem Abschnitt fu¨hren wir die im weiteren Verlauf no¨tigen Notationen und Definitio-
nen ein. Die grundlegenden Objekte, mit denen wir uns befassen sind Mannigfaltigkeiten.
Sie stellen die natu¨rliche Verallgemeinerung des Fla¨chenbegriffs der klassischen Geometrie
dar.
Definition 1.1.1. Eine Mannigfaltigkeit M der Dimension m ist ein zusammenha¨ngen-
der parakompakter1 Hausdorff Raum mit der Eigenschaft, dass jeder seiner Punkte p eine
offene Umgebung U besitzt, die homo¨omorph zu einer offenen Teilmenge Ω von Rm ist.
Ein solcher Homo¨omorphismus x : U → Ω ⊂ Rm heisst Karte und U das dazugeho¨rige
Kartengebiet.
Ein Atlas ist eine Menge {Uα, xα}α∈A von Karten, falls die Mengen Uα eine offene U¨ber-
deckung von M bilden.
Zwei Atlanten heissen kompatibel, wenn ihre Vereinigung wieder ein Atlas ist. Im allge-
meinen wird eine Karte kompatibel mit einem Atlas genannt, wenn das Hinzufu¨gen
der Karte zum Atlas wieder einen Atlas liefert. Ein Atlas heisst maximal, wenn jede
kompatible Karte mit diesem Atlas bereits in diesem liegt.
Ein Atlas {Uα, xα}α∈A einer Mannigfaltigkeit heisst differenzierbar, falls alle Karten-
wechsel
xβ ◦ x−1α : xα(Uα ∩ Uβ) → xβ(Uα ∩ Uβ)
von der Klasse C∞ sind (im Falle Uα ∩ Uβ 6= ∅).
Ein maximaler differenzierbarer Atlas heisst differenzierbare Struktur.
1Ein Hausdorff Raum M heisst parakompakt, wenn jede offene U¨berdeckung eine lokal endliche Ver-
feinerung besitzt. Das heisst, dass fu¨r jede offene U¨berdeckung (Ωα)α∈A von M eine lokal endliche offene
U¨berdeckung (Ω′β)β∈B von M existiert, so dass ∀β ∈ B ∃α ∈ A : Ω
′
β ⊂ Ωα.
1
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Eine Mannigfaltigkeit mit einer maximalen differenzierbaren Struktur heisst differenzier-
bare Mannigfaltigkeit. ♦
Bemerkung 1.1.2. Jeder Atlas ist in einem maximalen Atlas enthalten, na¨mlich in jenem,
der alle Karten, die mit ihm kompatibel sind, entha¨lt. ♦
Gewisse Teilmengen von differenzierbaren Mannigfaltigkeiten ko¨nnen in natu¨rlicher Weise
selbest als Mannigfaltigkeiten aufgefasst werden:
Definition 1.1.3. Sei N eine n-dimensionale differenzierbare Mannigfaltigkeit. Eine Teil-
menge M ⊂ N heisst differenzierbare Untermannigfaltigkeit der Dimension m =
n− k der differenzierbaren Mannigfaltigkeit N , falls es fu¨r jeden Punkt p ∈M eine Karte
(U, x) von N mit p ∈ U gibt, so dass x(U ∩M) ⊂ Rm ≡ Rm × {0} ⊂ Rm × Rk = Rm+k.
x|U∩M ist dann eine Karte fu¨r M und die Gesamtheit dieser Karten ist ein differenzier-
barer Atlas fu¨r M . Die Zahl k heisst Codimension von M in N . Falls k = 1 ist, so sagt
man, M sei eine Hyperfla¨che in N . ♦
Die Differenzierbarkeit von reellen Funktionen auf Mannigfaltigkeiten wird mit Hilfe von
Karten definiert:
Definition 1.1.4. Sei U ⊂ M ein Kartengebiet. Die Abbildung f : U → R heisst dif-
ferenzierbar von der Klasse C∞ (glatt), falls (f ◦ x−1)|x(U) differenzierbar von der
Klasse C∞ ist.
Ist W eine beliebige offene Teilmenge von M , so heisst f : W → R glatt, falls f |U∩W glatt
ist fu¨r alle Kartengebiete U ⊂M. ♦
Motiviert durch den Begriff der Tangentialebene an eine Fla¨che im Raum definiert man
den Begriff des Tangentialraums an eine allgemeine differenzierbare Mannigfaltigkeit.
Definition 1.1.5. Sei M eine C∞-Mannigfaltigkeit und p ∈ M . Der Tangentialraum
TpM von M im Punkt p ist die Menge aller linearen Abbildungen
Xp : C
∞(M) → R,
die
Xp(f · g) = Xp(f)g(p) + f(p)Xp(g)
erfu¨llen. Mit den Vektorraumoperationen
(Xp + Yp)(f) = Xp(f) + Yp(f)
(αXp)(f) = αXp(f)
fu¨r f ∈ C∞(M), α ∈ R wird TpM zu einem Vektorraum. ♦
Sei p ∈ U ⊂M und x : U → V ⊂ Rm eine Karte. Wir betrachten die folgenden Elemente
aus TpM :
Bi(p) : f 7→ ∂
∂ξi
(f ◦ x−1)|x(p) (1.1)
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wobei f ∈ C∞(M), i = 1, 2, . . . ,m. Diese Vektoren Bi(p), i = 1, 2, . . . ,m, bilden eine Basis
von TpM . Jeder Vektor Xp ∈ TpM la¨sst sich also schreiben als Xp = X iBi(p), X i ∈ R,
wobei wir hier und im weiteren stillschweigend die u¨bliche Summenkonvention verwenden.
Nun lassen sich Vektorfelder auf differenzierbaren Mannigfaltigkeiten einfu¨hren:
Definition 1.1.6. Sei W ⊂M . Ein Vektorfeld v auf W ist eine Abbildung
v : W → TM =
⋃
p∈W
TpM
p 7→ v(p) ∈ TpM.
Sei U ⊂M ein Kartengebiet zur Karte x. Dann gilt fu¨r p ∈ U :
v(p) = vi(p)Bi(p).
Das Vektorfeld v heisst glatt auf U , falls die Koeffizienten vi(p) glatte Funktionen auf U
sind. v heisst glatt auf W , falls v|U∩W glatt ist fu¨r alle Kartengebiete U . ♦
Nun ko¨nnen wir die Ableitung reellwertiger Funktionen auf Mannigfaltigkeiten definieren.
Definition 1.1.7. Sei f : M → R eine glatte Abbildung auf einer differenzierbaren
Mannigfaltigkeit M . Das Differential von f in p ∈M ist dann die lineare Abbildung
dfp : TpM → R, Xp 7→ dfp(Xp) := Xp(f). ♦
Um weiter unten allgemeine Tensorfelder auf M definieren zu ko¨nnen, beno¨tigen wir nun
noch den zu TpM dualen Vektorraum sowie dessen Basis.
Definition 1.1.8. Sei M eine differenzierbare Mannigfaltigkeit und sei p ∈ M . Der zum
Tangentialraum TpM duale Vektorraum heisst Kotangentialraum von M im Punkte p
und wird mit T ∗pM bezeichnet. ♦
Bemerkung 1.1.9. Die duale Basis in T ∗pM zur Basis Bi(p) in TpM , welche in (1.1)
eingefu¨hrt wurde, besteht aus den Koordinatendifferentiale dxj :
dxjp (Bi(p)) = Bi(p)
(
xj
)
=
∂
∂ξi
(xj ◦ x−1)|x(p) =
∂
∂ξi
ξj |x(p) = δji
denn xj ◦ x−1 : V ⊂ Rm → R ist die Abbildung (ξ1, . . . , ξm) 7→ ξj . ♦
Wir machen differenzierbare Mannigfaltigkeiten zu metrischen Ra¨umen, indem wir zu-
na¨chst Riemannsche Metriken einfu¨hren:
Definition 1.1.10. Eine Riemannsche Metrik auf M ist eine Familie g von Skalar-
produkten 〈·, ·〉p : TpM × TpM → R, welche differenzierbar von p abha¨ngen. Das heisst,
fu¨r alle differenzierbaren Vektorfelder v und w auf M ist die Abbildung p 7→ 〈v(p), w(p)〉p
glatt. Die Riemannsche Metrik (〈·, ·〉p)p∈M heisst auch die erste Fundamentalform von
M .
Eine differenzierbare Mannigfaltigkeit mit einer Riemannschen Metrik g heisst Riemann-
sche Mannigfaltigkeit. Wir schreiben gelegentlich 〈·, ·〉g, um anzudeuten, welche Metrik
gemeint ist. ♦
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Auf einer differenzierbaren Untermannigfaltigkeit einer Riemannschen Mannigfaltigkeit
wird durch Einschra¨nkung der ersten Fundamentalform eine Riemannsche Metrik indu-
ziert.
Sei v, w ∈ TpM mit v = viBi(p), w = wjBj(p). Dann ist 〈v, w〉p = gij(p)viwj . Dabei ist
gij(p) = 〈Bi(p), Bj(p)〉 eine positiv definite (m×m)-Matrix.
Mit der Metrik g einer Riemannschen Mannigfaltigkeit ko¨nnen wir neben der Ableitung
einer reellen Funktion auf einer Riemannschen Mannigfaltigkeit auch ihren Gradienten
definieren.
Definition 1.1.11. Sei M eine Riemannsche Mannigfaltigkeit mit Metrik g und F : M →
R glatt. Der Gradient ∇gFp ∈ TpM von F in p ∈M bezu¨glich der Metrik g ist definiert
durch die Bedingung
dFp v = 〈∇gFp , v 〉g
fu¨r alle v ∈ TpM . ♦
Wir interessieren uns fu¨r Kurven auf Mannigfaltigkeiten, insbesondere fu¨r Kurven auf
Riemannschen Mannigfaltigkeiten mit speziellen Eigenschaften. Zuerst definieren wir, was
eine glatte Kurve auf einer Mannigfaltigkeit ist, bevor wir mit Hilfe der Riemannschen
Metrik ihre La¨nge definieren.
Definition 1.1.12. Eine stetige Kurve γ : I := [a, b] → M heisst glatt, falls fu¨r jede
Karte x : U → V ⊂ Rm gilt, dass x ◦ γ|γ−1(U) glatt ist. ♦
Sei γ : I →M eine glatte Kurve. Wir definieren dγ
dt
(t) = γ˙(t) ∈ Tγ(t)M durch
γ˙(t) : C∞(U) → R
ϕ 7→ d
dt
(ϕ ◦ γ)(t).
Ist dann γ : R → M eine glatte Kurve, so erhalten wir folgende Beziehung zwischen der
Ableitung von ϕ(γ(t)) und dem Gradienten:
d
dt
ϕ(γ(t)) = dϕ(γ(t))γ˙(t) = 〈∇gϕ(γ(t)) , γ˙(t) 〉g . (1.2)
Definition 1.1.13. Sei γ : I := [a, b] → M eine glatte Kurve. Die La¨nge von γ ist
definiert durch
L(γ) =
∫
I
‖γ˙(t)‖dt =
∫
I
√
〈γ˙(t), γ˙(t)〉γ(t) dt.
Diese Definition u¨bertra¨gt sich in natu¨rlicher Weise auf stu¨ckweise glatte Kurven. ♦
Sei M eine zusammenha¨ngende Riemannsche Mannigfaltigkeit. Mit Hilfe der soeben defi-
nierten Kurvenla¨nge la¨sst sich nun M in der Tat zu einem metrischen Raum machen:
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Definition 1.1.14. Die Abbildung
d : M ×M → R, (p, q) 7→ inf{L(γ) | γ : I = [a, b] →M glatt , γ(a) = p, γ(b) = q}
definiert eine Metrik auf M . ♦
Kurven, welche lokal ku¨rzeste Verbindungslinien zwischen je zwei ihrer Punkte sind, heis-
sen geoda¨tische Kurven:
Definition 1.1.15. Eine glatte Kurve γ : I → M heisst geoda¨tisch genau dann, wenn
jeder Punkt γ(t), t ∈ I, in einer nichttrivialen Teilkurve enthalten ist, deren La¨nge die
Distanz ihrer Endpunkte im Sinne der Metrik d ist. ♦
Je zwei genu¨gend nahe beieinanderliegende Punkte auf einer Riemannschen Mannigfal-
tigkeit lassen sich durch eine Geoda¨te verbinden. Andererseits ist es, selbst fu¨r zusam-
menha¨ngende Mannigfaltigkeiten, eine spezielle Eigenschaft, wenn sich zwei beliebige Punk-
te durch eine Geoda¨te verbinden lassen oder wenn sich jede Geoda¨te beliebig weit fortset-
zen la¨sst:
Definition 1.1.16. Eine Mannigfaltigkeit M heisst geoda¨tisch vollsta¨ndig, wenn sich
jede geoda¨tische Kurve im Sinne der Kurvenla¨nge beliebig als Geoda¨te fortsetzen la¨sst. ♦
Die Eigenschaft der geoda¨tischen Vollsta¨ndigkeit la¨sst sich mit Hilfe der zuvor eingefu¨hrten
Metrik d charakterisieren: Die Tatsache, dass M geoda¨tisch vollsta¨ndig ist, ist na¨mlich
nach dem Satz von Hopf-Rinow a¨quivalent dazu, dass (M,d) vollsta¨ndig ist.
Bisher haben wir reelle Funktionen auf Mannigfaltigkeiten, sowie Kurven auf Mannigfal-
tigkeiten betrachtet. Wir beno¨tigen auch allgemeine Abbildungen zwischen Mannigfaltig-
keiten:
Definition 1.1.17. Seien M und N zwei differenzierbare Mannigfaltigkeiten.
Eine Abbildung f : M → N heisst differenzierbar in p ∈M , wenn fu¨r Karten (U, x) mit
p ∈ U ⊂M und (V, y) mit f(p) ∈ V ⊂ N gilt, dass y ◦ f ◦ x−1 glatt ist in x(p). Sie heisst
differenzierbar (glatt), falls f differenzierbar in jedem Punkt p ∈M ist.
Das Differential dfp einer glatten Abbildung f : M → N in p ∈ M ist die lineare Ab-
bildung dfp : TpM → Tf(p)N, X 7→ dfp(X) mit dfp(X) : C∞(N) → R, ϕ 7→ dfp(X)(ϕ) =
X(ϕ ◦ f).
Eine Abbildung f : M → N heisst Immersion, falls dfp : TpM → Tf(p)N in jedem Punkt
p ∈M injektiv ist, d.h. rang dfp = m = dimM .
Eine Abbildung f : M → N heisst Einbettung, falls f eine Immersion ist und M ho-
mo¨omorph auf f(M) abbildet.
Sind M und N Riemannsche Mannigfaltigkeiten mit induzierter Metrik dM respektive dN ,
so heisst f : M → N Isometrie, falls ∀ p, q ∈M dM (p, q) = dN (f(p), f(q)). ♦
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Bemerkung 1.1.18. (a) Ist f : M → N eine Einbettung, so ist das Bild f(M) eine
Untermannigfaltigkeit von N .
(b) Die obige Definition des Differentials stimmt im Falle N = R mit der Definition 1.1.7
u¨berrein, falls wir TqR mit R identifizieren:
i : TqR → R
X 7→ i(X) := X(id) ♦
Zuvor betrachteten wir allgemeine Vektorfelder auf Mannigfaltigkeiten. Jetzt definieren
wir spezielle Vektorfelder auf einer Mannigfaltigkeit M , welche im Zusammenhang mit
Isometriegruppen von M stehen, na¨mlich Killingvektorfelder:
Definition 1.1.19. Sei M eine m-dimensionale Riemannsche Mannigfaltigkeit. Ein Vek-
torfeld X : M → TM heisst Killingvektorfeld auf M , falls X eine Einparametergruppe
ϕ : M × R →M von Isometrien auf M generiert via
dϕ(x, t)
dt
= X(ϕ(x, t)) auf M × R
ϕ(x, 0) = x auf M.
Dabei fassen wir ϕ(x, ·) als Kurve in M auf. ♦
Als Verallgemeinerung von Richtungsableitungen von Funktionen betrachten wir nun noch
Ableitungen von Vektorfeldern la¨ngs anderen Vektorfeldern.
Definition 1.1.20. Sei M eine Mannigfaltigkeit. Dann bezeichnet Γ(TM) die Menge aller
glatten Vektorfelder auf M .
Ein linearer (Koszul-) Zusammenhang oder eine kovariante Ableitung ∇ auf TM
ist eine bilineare Abbildung
∇ : Γ(TM)× Γ(TM) → Γ(TM)
(X,Y ) 7→ ∇XY
mit den Eigenschaften
a) ∇fXY = f∇XY
b) ∇XfY = X(f)Y + f∇XY
fu¨r alle X,Y ∈ Γ(TM), f ∈ C∞(M). ♦
Definition 1.1.21. Sei x : U → Ω eine Karte. Der Zusammenhang ∇ definiert die Chri-
stoffelsymbole Γkij ∈ C∞(U) bezu¨glich der Basis Bi durch
∇BiBj =: ΓkijBk. ♦
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Mit Hilfe einer Einbettung f : M → N ko¨nnen wir auch Vektorfelder auf M nach N
transportieren.
Definition 1.1.22. SeienM und N zwei differenzierbare Mannigfaltigkeiten und f : M →
N eine Einbettung. Dann definieren wir:
(i) Die Einbettung f induziert eine Abbildung f∗ : TM → Tf(M) ⊂ TN durch
X 7→ f∗(X) = Y ∈ Tf(M), Y : C∞(f(U)) → R, ϕ 7→ X(ϕ ◦ f).
Dabei ist U eine offene Menge in M . Die Abbildung f∗ heisst push forward.
(ii) Ist N eine Riemannsche Mannigfaltigkeit mit Metrik h, so wird auch M zu einer
Riemannschen Mannigfaltigkeit durch die Definition
〈X,Y 〉f∗hp := 〈f∗(X), f∗(Y )〉hf(p) fu¨r X,Y ∈ TpM.
Dann heisst f∗h pull back der Metrik h. Die Einbettung f wird dadurch zu einer
isometrischen Immersion. ♦
Mit Hilfe der kovarianten Ableitung definieren wir nun die zweite Fundamentalform. Damit
werden wir schliesslich zum Begriff der Kru¨mmung einer Mannigfaltigkeit gelangen.
Definition 1.1.23. Sei f : M → N eine Immersion. Unter dem zweiten Fundamental-
tensor von M an p ∈M verstehen wir die Abbildung
A : TpM × TpM → Npf(M)
(X,Y ) 7→ (∇¯X¯ Y¯ )⊥(p).
Hierbei sind X¯, Y¯ ∈ Γ(TN) beliebige glatte Fortsetzungen von X,Y ∈ TpM und ∇¯ ist
ein linearer Zusammenhang auf N . Ferner bezeichnet Γ(Nf(M)) die Menge der glatten
Normalenvektorfelder auf f(M), d.h. Vektorfelder Z auf N , fu¨r die gilt 〈Z(p),W (p)〉N =
0 ∀p ∈ f(M), W (p) ∈ Tpf(M). Fu¨r p ∈ f(M) wird TpN 〈·, ·〉N -orthogonal zerlegt in
TpN = Tpf(M) ⊕Npf(M), und fu¨r V ∈ TpN bedeutet V = Vq ⊕ V ⊥, Vq ∈ Tpf(M) und
V ⊥ ∈ Npf(M) die entsprechende Zerlegung.
Ist ν ∈ Γ(Nf(M)), so setzen wir
hν(X,Y ) = h(X,Y ) := −〈A(X,Y ), ν〉N
und nennen diese bilineare Abbildung die zweite Fundamentalform von M bezu¨glich
der Immersion f und dem Normalenfeld ν. ♦
Einer der verschiedenen Kru¨mmungsbegriffe, die wir brauchen, ist die mittlere Kru¨mmung,
welche wir nun mit Hilfe des zweiten Fundamentaltensors definieren ko¨nnen.
Definition 1.1.24. Die mittlere Kru¨mmung H von M ist definiert durch
H = spurh. ♦
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Um weiter unten die Tensorbu¨ndel einzufu¨hren, fu¨hren wir noch den Begriff des Vek-
torbu¨ndels ein. Dieser erlaubt insbesondere, die Gesamtheit der Tangentialra¨ume TM
einer Mannigfaltigkeit M einheitlich als Tangentialbu¨ndel anzusprechen.
Definition 1.1.25. Ein differenzierbares Vektorbu¨ndel von Rang n besteht aus einem
Totalraum E, einer Basis M und einer Projektion pi : E → M . Dabei sind E und M
differenzierbare Mannigfaltigkeiten und pi differenzierbar. Jede Faser Ex := pi
−1(x), x ∈
M , ist ein n-dimensionaler Vektorraum und die folgende lokale Trivialita¨tsbedingung muss
erfu¨llt sein: Fu¨r jedes x ∈M existiert eine Umgebung U ⊂M und ein Diffeomorphismus
ϕ : pi−1(U) → U × Rn
mit der Eigenschaft, dass fu¨r jedes y ∈ U
ϕy := ϕ|Ey : Ey → {y} × Rn
ein Vektorraumisomorphismus ist. Ein solches Paar (ϕ,U) heisst Bu¨ndelkarte. ♦
Wir werden das Wort “differenzierbar” im Weiteren unterdru¨cken und einfach von Vek-
torbu¨ndel sprechen.
Der Begriff des Schnittes verallgemeinert nun den Begriff der Vektorfelder:
Definition 1.1.26. Sei (E, pi,M) ein Vektorbu¨ndel. Ein Schnitt von E ist eine differen-
zierbare Abbildung s : M → E mit pi ◦ s = idM . Der Raum der Schnitte von E wird mit
Γ(E) bezeichnet. ♦
Bemerkung. Siehe die Definition 1.1.20 fu¨r das Beispiel Γ(TM). ♦
Bevor wir zum Begriff des Tensorbu¨ndels kommen, erinnern wir an den Begriff des Ten-
sorproduktes von Vektorra¨umen.
Definition 1.1.27. Seien V undW zwei Vektorra¨ume der Dimensionen n undm und seien
(e1, . . . , en) und (f1, . . . , fm) die Basen. Das Tensorprodukt V ⊗W ist der Vektorraum
der Dimension nm aufgespannt durch die Basis (ei ⊗ fj)i=1,...,n
j=1,...,m
.
Es existiert eine kanonische bilineare Abbildung
L : V ×W → V ⊗W, (a, b) 7→ a⊗ b,
wobei fu¨r a = aiei ∈ V, b = bjfj ∈ W das Element a ⊗ b ∈ V ⊗W definiert ist durch
a⊗ b := aibj ei ⊗ fj .
Analog kann man das Vektorprodukt mehrerer Vektorra¨ume definieren.
Der Vektorraum der r-fach kontravarianten und s-fach kovarianten Tensoren u¨ber
dem endlichdimensionalen Vektorraum V ist
T rs (V ) := V ⊗ . . .⊗ V︸ ︷︷ ︸
r-fach
⊗V ∗ ⊗ . . .⊗ V ∗︸ ︷︷ ︸
s-fach
.
Man setzt T 00 (V ) := R. ♦
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Definition 1.1.28. Mit
T rsM =
⋃
p∈M
T rs (TpM)
wird das Vektorbu¨ndel u¨ber M bezeichnet, dessen Fasern die Tensorra¨ume T rs (TpM) sind.
Insbesondere ist T 01M = T
∗M das sogenannte Kotangentialbu¨ndel von M . Die Elemen-
te von T ∗M heissen Kotangentialvektoren, die Schnitte von T ∗M sind 1-Formen. Ein
r-fach kontravariantes und s-fach kovariantes Tensorfeld auf einer differenzierbaren
Mannigfaltigkeit M ist ein Schnitt von T rsM , also ein Element von Γ(T
r
sM). Γ(T
0
0M) ist
in diesem Sinne die Menge der reellen glatten Funktionen auf M . ♦
Elementare Funktionen auf Tensorbu¨ndeln sind die Kontraktionen:
Definition 1.1.29. Eine Kontraktion
k : Γ(T rsM) → Γ(T r−ts−tM)
ist eine t-fache Komposition von elementaren Kontraktionen kij , die auf zerlegbaren Ele-
menten von T rs (TpM) durch
kij(x1 ⊗ . . .⊗ xr ⊗ y∗1 ⊗ . . .⊗ y∗s) := y∗j (xi)x1 ⊗ . . .⊗ x̂i⊗ . . .⊗ xr ⊗ y∗1 ⊗ . . .⊗ ŷ∗j ⊗ . . .⊗ y∗s
definiert sind. Auf nicht zerlegbare Elemente wird kij linear erweitert. ♦
Nun erweitern wir den Koszul-Zusammenhang auf allgemeine Tensorfelder.
Definition 1.1.30. Sei ∇ ein linearer Zusammenhang auf TM . Dann existiert genau eine
Familie bilinearer Operatoren
(r,s)
∇ : Γ(TM)× Γ(T rsM) → Γ(T rsM)
fu¨r r, s ∈ N0 mit folgenden Eigenschaften:
(i)
(0,0)
∇Xf = X(f) = df(X)
(ii)
(1,0)
∇XY = ∇XY
(iii)
((0,1)
∇Xω
)
(Y ) = X(ω(Y ))− ω(∇XY )
(iv)
(r+r′,s+s′)
∇X(T ⊗ T ′) =
((r,s)
∇XT
)
⊗ T ′ + T ⊗
((r′,s′)
∇XT ′
)
Diese bilinearen Operatoren heissen kovariante Ableitungen von Tensorfeldern. ♦
Bemerkung 1.1.31. Die Eigenschaft (iii) folgt aus den Eigenschaften (i), (iv) und (iii’):
(iii’) Ist k : Γ(T rsM) → Γ(T r−ts−tM) eine Kontraktion, so gilt
k
((r,s)
∇XT
)
=
(r−t,s−t)
∇ Xk(T ). ♦
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1.2 Der mittlere Kru¨mmungsfluss
In den Fu¨nfzigerjahren des Zwanzigsten Jahrhunderts machten Physiker die folgende Ent-
deckung: Im Labor wurde geschmolzenes Aluminium langsam abgeku¨hlt und es wurde der
Erstarrungsprozess genauer untersucht. Dabei stellte man fest, dass es zuna¨chst in der
Schmelze spontan an bestimmten Punkten zur Kristallisation kam. Dabei bauten sich aus
Kristallisationskernen langsam homogene Aluminiumgitter auf. Das atomare Gitter des
Aluminiums ist von der Art fcc (“face centered cubic”), die Gitterkonstante betra¨gt rund
4.05 10−10m. Beim Erstarrungsprozess wachsen diese, zuna¨chst isoliert in der Schmelze
befindlichen homogenen Kristalle, bis sie schliesslich aneinander stossen. Wenn der Er-
starrungsprozess abgeschlossen ist, setzt sich das Aluminium aus einzelnen Zellen oder
Ko¨rnern (“grains”) zusammen, die aus homogenen Kristallgittern (Einkristallen) beste-
hen (siehe Figur 1.1).
Figur 1.1: Haufwerk von Einkristallen mit Korngrenzen
Eine typische Korngro¨sse ist etwa 10 Mikrometer. Atome, die am Rand einer Zelle (Korn-
grenze) sitzen, also nur einseitig in ein Atomgitter eingebunden sind und sich daher in
einem leicht erho¨hten Energiezustand befinden, ko¨nnen spontan ihre Zellenzugeho¨rigkeit
wechseln, das heisst, sie ko¨nnen sich dem Gitter der benachbarten Zelle anschliessen. Es
stellt sich heraus, dass ein solcher U¨bertritt umso wahrscheinlicher ist, je konvexer der
Zellrand an der betreffenden Stelle ist. Man kann sich das etwa so vorstellen, dass ein
Atom an einer scharfen Spitze einer Zelle ja von mehr Atomen der Nachbarzelle umgeben
ist als von eigenen, und es daher zur Nachbarzelle u¨berspringt. Durch diesen Mechanismus
bewegen sich die Zellra¨nder. Man stellte experimentell fest, dass die Geschwindigkeit, mit
der sich eine Zellwand bewegt, proportional zur mittleren Kru¨mmung des Zellrandes am
betreffenden Ort ist. Man kann diesen Sachverhalt auch wie folgt begru¨nden: Der erho¨hte
Energiezustand der Randatome entspricht einer Oberfla¨chenenergie, die im einfachsten
Fall isotrop und proportional zur Fla¨che ist. Das System versucht nun, seine potentielle
Energie zu verringern, also die Oberfla¨chen der Zellen zu minimieren. Die erste Variati-
on des Fla¨chenfunktionals ist nun aber gerade die mittlere Kru¨mmung. Das heisst, das
System wird versuchen seine Energie zu verringern, indem es die Oberfla¨chen in jedem
Punkt in Richtung und mit der Geschwindigkeit des negativen mittleren Kru¨mmungsvek-
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tors bewegt. Dies ist der mittlere Kru¨mmungsfluss.
Der mittlere Kru¨mmungsfluss wurde mathematisch zum ersten Mal 1978 von Brakke unter-
sucht (siehe [3]), spa¨ter von Huisken (siehe [12]). Brakke verfolgte dabei einen Ansatz aus
der geometrischen Masstheorie, wa¨hrend Huisken einen klassischen differentialgeometri-
schen Zugang wa¨hlte. Um Singularita¨ten des mittleren Kru¨mmungsflusses beschreiben zu
ko¨nnen, fu¨hrten Osher-Sethian eine “level-set” Beschreibung des mittleren Kru¨mmungs-
flusses ein (siehe [17]), der spa¨ter von Evans-Spruck (siehe [6], [7], [8], [9]) und Chen-
Giga-Goto (siehe [4]) im Detail untersucht wurde. Ilmanen gelang es schliesslich in [15]
einen Zusammenhang zwischen der level-set-Formulierung und dem Varifaltigkeitsansatz
von Brakke herzustellen.
In dieser Arbeit benu¨tzen wir das folgende Modell des mittleren Kru¨mmungsflusses: Sei
N eine n-dimensionale Riemannsche Mannigfaltigkeit mit der Metrik g¯, ausgeru¨stet mit
einem Killingvektorfeld X. Weiter sei M eine differenzierbare, zusammenha¨ngende m-
dimensionale Mannigfaltigkeit, m = n− 1. Sei Ft : M → N, t ≥ 0, eine glatte Familie von
Immersionen von M nach N .
Definition 1.2.1. Die Abbildung Ft ist eine Lo¨sung des mittleren Kru¨mmungs-
flusses auf (0, T ), T > 0, wenn:
d
dt
Ft = −Hν auf M × (0, T )
F0 = f auf M,
wobei f : M → N eine gegebene Anfangshyperfla¨che M0 beschreibt. H ist die mittlere
Kru¨mmung von Ft(M) bezu¨glich des Einheitsnormalenvektorfeldes ν auf Ft(M). ♦
Geometrisch bedeutet dies, dass sich die Hyperfla¨che Ft(M) in jedem Punkt in Normalen-
richtung mit der Geschwindigkeit, die durch den negativen mittleren Kru¨mmungsvektor
gegeben ist, fortbewegt. Die Richtung ist also so, dass der Fluss die Fla¨che bzw. die Kur-
venla¨nge verringert.
Wir bemerken noch, dass der Vektor Hν unabha¨ngig von der Wahl der zwei mo¨glichen
Orientierungen von ν ist. Dieser Term Hν kann auch geschrieben werden als ∆Ft(M)Ft,
wobei ∆Ft(M) der Laplace-Beltrami Operator auf M ist, bezu¨glich der von N via Ft
zuru¨ckgeholten Metrik. In dieser Form sieht die Gleichung des mittleren Kru¨mmungs-
flusses aus, wie eine parabolische Gleichung. Diese Analogie ist aber nur vordergru¨ndig,
der Operator evolviert ja zusammen mit der Lo¨sung, und die Gleichung ist daher hoch-
gradig nicht-linear.
Die (klassischen) Lo¨sungen der Gleichung des mittleren Kru¨mmungsflusses “erben” jedoch
von der parabolischen Natur der Gleichung immerhin ein Vergleichsprinzip:
Vergleichsprinzip Sind die Initialfla¨chen F0(M) und G0(M
′) disjunkt, so bleiben die
Lo¨sungsfla¨chen Ft(M) und Gt(M
′) disjunkt, solange sie (als klassische Lo¨sungen) existie-
ren.
Dieses Vergleichsprinzip erlaubt bereits erste Aussagen u¨ber das Verhalten von Lo¨sungen
des mittleren Kru¨mmungsflusses. Betrachten wir folgendes Beispiel im Euklidischen Raum:
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D
S S
Figur 1.2: Ausgangskonfiguration
Die beiden Spha¨ren S in der Abbildung 1.2 haben denselben Radius R. Wenn wir sie dem
mittleren Kru¨mmungsfluss unterwerfen, so werden sie schrumpfen. Da dabei der Betrag
der mittleren Kru¨mmung zunimmt, schrumpfen die Kugeln umso schneller, je kleiner sie
werden. Das bedeutet, dass sie in endlicher Zeit TS zu einem Punkt zusammenschrump-
fen. Man berechnet ganz leicht, dass TS =
R2
2 dim S . Zwischen den beiden Spha¨ren ist ein
spezieller Torus platziert. Dieser hat die Eigenschaft, unter dem mittleren Kru¨mmungs-
fluss selbsta¨hnlich zu schrumpfen. Ein solcher Torus wurde 1992 von Angenent (siehe [1])
gefunden (dieser wird “Angenent’s doughnut” genannt). Sagen wir, der gegebene Torus
D schrumpfe in der Zeit TD < TS zu einem Punkt. Dies kann man etwa dadurch sicher-
stellen, dass D in einer Spha¨re mit Radius r < R enthalten ist. Zwischen den Torus und
die zwei Spha¨ren ist in der angegebenen Weise eine hantelfo¨rmige Fla¨che eingefa¨delt. Wir
lassen diese Konfiguration von Initialfla¨chen nun unter dem mittleren Kru¨mmungsfluss
evolvieren und beachten, dass wegen des Vergleichsprinzips die Lo¨sungsfla¨chen disjunkt
bleiben. Nach einer gewissen Zeit stellt sich die Lo¨sung etwa folgendermassen dar:
Figur 1.3: Wirkung des mittleren Kru¨mmungsflusses auf die Ausgangs-
konfiguration nach einer gewissen Zeit t < TD
Spa¨testens zur Zeit TD (falls sich vorher noch keine Singularita¨t gebildet hat) muss sich
eine Singularita¨t bilden:
Figur 1.4: Bildung einer Singularita¨t
Da die Hantelfla¨che immer noch die Spha¨ren enthalten muss, hat der schrumpfende To-
rus die Hantelfla¨che an der Taille eingeschnu¨rt. Es ist also eine Singularita¨t entstanden,
und zwar eine, die keine Verschwindungssingularita¨t ist wie etwa bei der schrumpfenden
Spha¨re. Will man den mittleren Kru¨mmungsfluss u¨ber diese Singularita¨t fortsetzen, be-
nutzt man geeignete Lo¨sungsbegriffe (siehe [3] und [4], respektive [6]–[9]).
Ist die Initialfla¨che konvex, ist die Situation insofern besser, als Huisken 1984 bewies, dass
dann die Lo¨sung konvex bleibt, und in endlicher Zeit zu einem “runden Punkt” schrumpft,
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das heisst, es tritt nur eine Verschwindungssingularita¨t auf. Damit meint man folgendes:
Wird die Lo¨sungsfla¨che derart skaliert, dass sie ein konstantes Volumen umschliesst, so
konvergiert diese skalierte Lo¨sung in endlicher Zeit gleichma¨ssig gegen eine runde Spha¨re.
In R2 ist die Situation sogar noch besser: Startet man dort den “mittleren Kru¨mmungs-
fluss”(also einfach den Kru¨mmungsfluss, oder den “curve-shortening flow”) mit einer ein-
gebetteten geschlossenen Kurve, so bleibt die Kurve wa¨hrend der Evolution eingebettet
und konvergiert in endlicher Zeit zu einem runden Punkt. Dieses Resultat wurde 1987 von
Grayson bewiesen (siehe [11]).
Nichtsdestotrotz kann auch der Kru¨mmungsfluss fu¨r Kurven in der Ebene Singularita¨ten
entwickeln, dann na¨mlich, wenn die Initialkurve nicht eingebettet ist. Das folgende Beispiel
stammt von Angenent (siehe [2]):
−→ −→
Figur 1.5: Bildung einer Singularita¨t
Hier leidet der innere Loop unter seiner gro¨sseren Kru¨mmung und schrumpft daher schnel-
ler als der a¨ussere Loop. Es entwickelt sich in endlicher Zeit, sagen wir zum Zeitpunkt T ∗,
eine Singularita¨t. Nun untersucht man die Entwicklung dieser Singularita¨t indem man ein
“blow-up” Verfahren anwendet: Um den Punkt maximaler Kru¨mmung skaliert man die
Lo¨sung so, dass die reskalierte maximale Kru¨mmung konstant bleibt. Es zeigt sich, dass die
skalierte Lo¨sung im Limes, wenn die Zeit gegen T ∗ strebt, eine wohldefinierte Grenzkurve
ergibt, na¨mlich x = − log cos y:
–1.5
–1
–0.5
0
0.5
1
1.5
1 2 3 4 5
PSfrag replacements
x
Figur 1.6: Grim Reaper
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Angenent hat gezeigt, dass jede sogenannte Typ II Singularita¨t von konvexen ebenen Kur-
ven im “blow-up”-Limes exakt diese Kurve erzeugt. Diese Kurve hat nun eine spezielle
Eigenschaft: Wenn wir sie als Startkurve fu¨r den Kru¨mmungsfluss wa¨hlen, so evolviert sie,
indem sie mit konstanter Geschwindigkeit nach rechts wandert, dabei jedoch ihre Form
beibeha¨lt. Hamilton nannte die Kurve aufgrund dieses Verhaltens “Grim Reaper”. Die-
ses Beispiel verallgemeinernd, nennt man jede Lo¨sung des mittleren Kru¨mmungsflusses,
welche unter der Aktion einer Isometriegruppe der umgebenden Mannigfaltigkeit evol-
viert, ein Soliton2. In [13] wurde gezeigt, dass noch weitere Solitonlo¨sungen als parabo-
lische Reskalierungen von Typ II Singularita¨ten auftreten. Der Grim Reaper (und seine
ho¨herdimensionalen Verwandten) war lange Zeit das einzige Beispiel eines Solitons.
Das Wort Soliton wurde von Kruskal und Zabusky gepra¨gt, als sie 1965 in [19] die
Korteweg-de Vries Gleichung untersuchten. Dabei stellten sie fest, dass die besagte nicht-
lineare Gleichung sogenannte “traveling wave” Lo¨sungen zula¨sst, welche sich “u¨berlagern”
ko¨nnen. Diese Lo¨sungen heissen auch “solitary waves”. Da die Interaktion dieser Lo¨sungen
an das Verhalten von Elementarteilchen (die meist auf “. . . ton”, wie in “Proton”, enden)
erinnert, kreierten sie daraus das Kunstwort “Soliton”. Diese Bezeichnung hat sich auch
in der Geometrie fu¨r Lo¨sungen, die sich unter Isometriegruppen bewegen, eingebu¨rgert,
obwohl dort die Eigenschaft der Interaktion im allgemeinen nicht gegeben ist.
Wie wir im Abschnitt 2.3 sehen werden, besitzen Solitonlo¨sungen interessante geometri-
sche Eigenschaften. Des weiteren wurde in gewissen Fa¨llen gezeigt, dass Solitonlo¨sungen
Stabilita¨tseigenschaften aufweisen. Dies wurde erstmals in [14] im Fall der Yin-Yang-Kurve
untersucht. Dort wurde gezeigt, dass eine lokale Sto¨rung der Yin-Yang-Kurve unter dem
mittleren Kru¨mmungsfluss gegen eben diese rotierende Lo¨sung konvergiert. In [18] wur-
de die Stabilita¨t des Grim Reapers untersucht. Ku¨rzlich wurde in [5] gezeigt, dass auch
rotationssymmetrische, strickt konvexe, translatierende Solitonen ebenfalls stabil sind.
Solitonen sind im Falle des mittleren Kru¨mmungsflusses noch aus einem weiteren Grund
nu¨tzlich: Um das Vergleichsprinzip anwenden zu ko¨nnen, ist man oft froh, einen mo¨glichst
grossen Vorrat an Lo¨sungen zu besitzen, von denen man exakt weiss, wie sie sich verhalten.
Sei nun N eine n-dimensionale Riemannsche Mannigfaltigkeit mit der Metrik g¯, aus-
geru¨stet mit einem Killingvektorfeld X mit der Isometriegruppe ϕ : N×R → N . Weiter sei
M eine differenzierbare, zusammenha¨ngende m-dimensionale Mannigfaltigkeit, m = n−1.
Sei Ft : M → N, t ≥ 0, eine Lo¨sung des mittleren Kru¨mmungsflusses auf (0, T ), T > 0.
Die folgende allgemeine Definition einer Solitonlo¨sung fu¨r den mittleren Kru¨mmungsfluss
geht auf [14] zuru¨ck:
Definition 1.2.2. Wir sagen nun, dass Ft eine Solitonlo¨sung des mittleren Kru¨mmungs-
flusses bezu¨glich dem Killingvektorfeld X ist, wenn F˜t := ϕ
−1(Ft, t) in Normalenrichtung
stationa¨r ist, das heisst, F˜t(M) ist fu¨r alle t ∈ (0, T ) die gegebene Untermannigfaltigkeit
M0 = F0(M). ♦
2In [16] ist der Begriff der Solitonlo¨sung des mittleren Kru¨mmungsflusses leicht anders definiert. Dort
heisst eine Lo¨sung eine Solitonlo¨sung, falls die Lo¨sungsfla¨chen zu verschiedenen Zeiten streckungsa¨hnlich
bezu¨glich des Ursprungs sind. Dort wird also nicht die Erhaltung der Form und Gro¨sse verlangt, sondern
nur die Erhaltung der Form.
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Um diese Definition genauer zu erla¨utern, betrachten wir die folgende Figur:
Ft(x)
Ft(M)
ν
f(M) = F0(M)
F˜t(x)
f(x) = F0(x)
d
dt
F˜t(x)
ϕ−1(Ft(x), t) ϕ
−1(·, t)
Dϕ−1
`
Ft(x), t
´
ν =: ν˜
Figur 1.7: Illustration zur Definition von Solitonlo¨sungen.
Wir fixieren einen Punkt x ∈ M und betrachten den Bildpunkt f(x) ∈ f(M) = F0(M).
Dieser Punkt wird zur Zeit t > 0 vom mittleren Kru¨mmungsfluss an den Ort Ft(x) ∈
Ft(M) transportiert. Diesen Punkt bewegen wir nun mit ϕ
−1(·, t) weiter und erhalten
den Punkt F˜t(x) := ϕ
−1(Ft(x), t). Die Definition verlangt nun, dass F˜t(x) ∈ F0(M).
Geometrisch heisst das gerade, dass Ft(M) = ϕ(F0(M), t), also dass sich die Initialfla¨che
F0(M) unter dem mittleren Kru¨mmungsfluss genauso bewegt, wie unter dem isometrischen
Fluss ϕ(·, t). Das bedeutet, im allgemeinen, aber eben nicht, dass der Fluss F˜t(x) stationa¨r
ist, sondern nur, dass F˜t(x) ein Fluss auf der Initialfla¨che ist. Oder anders gesagt, F˜t(x)
ist stationa¨r in Richtung der Normalen zur Initialfla¨che.
Um Solitonlo¨sungen zu untersuchen, beno¨tigen wir nunmehr natu¨rlich die sie beschreiben-
de Gleichung. Dazu berechnen wir:
d
dt
F˜t(x) =
∂ϕ−1(Ft(x), t)
∂t
+Dϕ−1(Ft(x), t)
∂Ft(x)
∂t
= −X(F˜t(x))−Dϕ−1(Ft(x), t)Hν. (1.3)
Da X ein Killingvektorfeld ist, ist ν˜(x, t) = Dϕ−1(Ft(x), t)ν ein Einheitsnormalenvek-
torfeld auf F˜t(M) (siehe Figur 1.7). Die Definition verlangt nun, wie oben gesagt, dass
〈 d
dt
F˜t(x), ν˜(x, t)〉 = 0. Also erhalten wir aus (1.3)
−〈X(F˜t), ν˜〉 = H〈Dϕ−1ν, ν˜〉 = H〈ν˜, ν˜〉 = H.
Dies gilt insbesondere fu¨r t = 0. So erfu¨llt eine Solitonlo¨sung f : M → N des mittleren
Kru¨mmungsflusses die Gleichung
−〈X(f), ν(f)〉 = H(f). (1.4)
(Diese Gleichung erscheint erstmals in [14] und sie wurde in der betreffenden Arbeit auch
erstmals untersucht.) Umgekehrt ist leicht zu sehen, dass eine Funktion f , welche (1.4)
erfu¨llt, in der Tat Anlass zu einer Solitonlo¨sung bezu¨glich X gibt.
Bemerkung 1.2.3. Durch Multiplikation mit ν sieht man ein, dass (1.4) a¨quivalent zu
−〈X(f), ν(f)〉ν(f) = H(f)ν(f).
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Das heisst, eine Solitonfla¨che ist dadurch charakterisiert, dass in jedem ihrer Punkte der
mittlere Kru¨mmungsvektor Hν die Normalkomponente des Killingfeldes annihiliert. ♦
Fu¨r konkrete Berechnungen, ist es notwendig, die Terme in (1.4) in lokalen Koordinaten
auszudru¨cken.
Wir bezeichnen die Metrik auf der Mannigfaltigkeit N durch g¯αβ . Dann sind die Christof-
felsymbole bezu¨glich des Levi-Civita-Zusammenhangs gegeben durch Γ¯γαβ =
1
2 g¯
γε(g¯αε,β +
g¯βε,α − g¯αβ,ε). Die Griechischen Indizes α, β, γ laufen von 1 bis n. Die Metrik und die
Christoffelsymbole auf der immersierten Mannigfaltigkeit M bezeichnen wir mit gij und
Γkij =
1
2g
kl(gil,j + gjl,i− gij,l) mit Indizes laufend von 1 bis m = n− 1. Fu¨r die Berechnung
der mittleren Kru¨mmung ist die Gaussgleichung
∂2fα
∂xi∂xj
− Γkij
∂fα
∂xk
+ Γ¯αβγ
∂fβ
∂xi
∂fγ
∂xj
= −hijνα (1.5)
nu¨tzlich. Dabei bezeichnet hij die zweite Fundamentalform. Diese kann berechnet werden,
indem man (1.5) mit να = g¯αβν
β multipliziert. Dann ist die mittlere Kru¨mmung gegeben
durch
H = gijhij . (1.6)
Hierbei ist zu beachten, dass 〈 ∂f
∂xk
, ν〉g¯ = 0, das heisst, der mittlere Term in (1.5) fa¨llt weg.
Kapitel 2
Solitonkurven
In diesem Abschnitt untersuchen wir den Fall von Solitonkurven auf Riemannschen Fla¨-
chen.
2.1 Inverse Problemstellung
U¨blicherweise ist man daran interessiert, bei gegebener Metrik Solitonlo¨sungen zu finden.
Hier drehen wir diese Problemstellung einmal um. Das heisst, wir geben uns eine Kurve
vor und fragen uns nach einer Metrik, fu¨r die diese Kurve ein Soliton wird.
Sei (
R
2,
(
g¯11 0
0 1
))
, g¯11 = g¯11(x1) > 0,
eine globale Karte der zweidimensionalen Riemannschen Mannigfaltigkeit N . Offenbar ist
durch
X =
(
0
1
)
darauf ein Killingvektorfeld gegeben. Weiter sei M = R. Wir geben uns nun die Kurve
γ : M → N, x 7→
(
x
f(x)
)
vor und fragen uns, ob ein g¯11(x1) existiert, so dass die Kurve γ ein Soliton wird. Die
induzierte Metrik auf M ist gegeben durch g11 = 〈γ′, γ′〉g¯ = g¯11 + (f ′)2. Um die (mittlere)
Kru¨mmung H = g11h11 in Abha¨ngigkeit von g¯ aus der Gaussformel (1.5) zu erhalten,
mu¨ssen wir zuerst ν und die Christoffelsymbole auf N berechnen.
1. Berechnung von ν: Es muss gelten, dass 〈γ ′, ν〉g¯ = 0 ist. Offenbar ist diese Bedingung
fu¨r
µ =
(−f ′
g¯11
)
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erfu¨llt. Damit erhalten wir einen Einheitsnormalenvektor
ν =
µ
‖µ‖g¯ =
1√
g¯11
√
g¯11 + (f ′)2
( −f ′
g¯11
)
.
2. Berechnung der Christoffelsymbole: Mit der Formel fu¨r die Christoffelsymbole, erhalten
wir:
Γ¯111 =
1
2
1
g¯11
g¯′11
Γ¯γαβ = 0, sonst
Multiplizieren wir nun (1.5) mit g¯αβν
β, so erhalten wir fu¨r H = g11h11:
−H = 1
g¯11 + (f ′)2
· 1√
g¯11
√
g¯11 + (f ′)2
(
f ′′g¯11 − 1
2
f ′g¯′11
)
=
f ′′g¯11 − 12f ′g¯′11
(g¯11 + (f ′)2)
3
2
√
g¯11
Aus den fru¨heren Berechnungen wissen wir, dass eine Solitonlo¨sung die Gleichung (1.4),
〈X, ν〉 = −H, erfu¨llen muss. Setzen wir unsere Ausrechnungen ein, so erhalten wir die
folgende Gleichung: √
g¯11√
g¯11 + (f ′)2
=
f ′′g¯11 − 12f ′g¯′11
(g¯11 + (f ′)2)
3
2
√
g¯11
Formen wir diese Gleichung etwas um, so erhalten wir fu¨r g¯11 die folgende Differentialglei-
chung
g¯′11 + 2
(
f ′ − f
′′
f ′
)
g¯11 +
2
f ′
g¯211 = 0. (2.1)
Diese Bernoulli-Gleichung hat die Lo¨sung
g¯11(x) =
(f(x)′)2
Ce2f(x) − 1 . (2.2)
Da g¯11 > 0 gelten muss, erhalten wir die Bedingung
(f(x)′)2
Ce2f(x) − 1 > 0 ∀x ∈ R. (2.3)
Zur Diskussion dieser Bedingung betrachten wir zwei Fa¨lle:
1. Fall: f ′(x) 6= 0 ∀x. Dann muss gelten, dass Ce2f(x) − 1 > 0 ∀x ⇐⇒ C > e−2f(x) ∀x.
Damit die letzte Bedingung fu¨r eine Konstante C ∈ R erfu¨llt ist, muss f von unten
beschra¨nkt sein. Ist dies der Fall, so gilt fu¨r
C0 := inf{f(x) | x ∈ R}
dass f(x) > C0 fu¨r alle x ∈ R, da f ′(x) 6= 0 fu¨r alle x ∈ R. Dann ist fu¨r jedes C mit
C ≥ e−2C0 die Bedingung (2.3) und somit (2.2) erfu¨llt.
2. Fall: Es existiert ein x0, so dass f
′(x0) = 0 ist. Dann muss
(i) Ce2f(x0) = 1 (oder a¨quivalent C = e−2f(x0)) und
(ii) lim
x→x0
(f ′(x))2
Ce2f(x) − 1 > 0
2.2. SOLITONKURVEN AUF RIEMANNSCHEN FLA¨CHEN 19
erfu¨llt sein, damit (2.3) in x0 gilt. (ii) ist a¨quivalent zu f
′′(x0) > 0, denn nach de l’Hoˆpital
gilt:
lim
x→x0
(f ′(x))2
Ce2f(x) − 1 = limx→x0
f ′′(x)
Ce2f(x)
= lim
x→x0
f ′′(x)
e2(f(x)−f(x0))
= f ′′(x0)
Mit anderen Worten, x0 ist ein isoliertes lokales Minimum der Funktion f und C = e
−2f(x0)
ist eindeutig bestimmt. Falls f ′(x1) = 0 fu¨r ein x1 6= x0 wa¨re, so mu¨sste in x1 ebenfalls
C = e−2f(x1) gelten, das heisst f(x1) = f(x0) und f ′′(x1) > 0. Aus dem Satz von Rolle folgt
dann, da f in x0 und x1 isolierte lokale Minima hat, dass es ein x2 ∈]x0, x1[ mit f ′(x2) = 0
gibt, aber f(x2) > f(x0). Dies ist ein Widerspruch, da in x2 ebenfalls f(x2) = f(x0)
gelten muss. Also darf f nur einen einzigen Punkt mit verschwindender Ableitung besitzen.
Schliesslich folgt dann wegen f(x)− f(x0) > 0, dass
(f ′(x))2
e2(f(x)−f(x0)) − 1 > 0 ∀x 6= x0.
Damit haben wir den folgenden Satz bewiesen.
Theorem 2.1.1. Die Kurve x 7→
(
x
f(x)
)
ist genau dann Solitonlo¨sung des Kru¨mmungs-
flusses zu einer Metrik
(
g¯11 0
0 1
)
, falls eine der beiden Bedingungen erfu¨llt ist:
(a) f ′(x) 6= 0 ∀x und f ist von unten beschra¨nkt.
(b) Es gibt genau ein x0, so dass f
′(x0) = 0 und dort gilt f ′′(x0) > 0.
Im Fall (a) ist jede Metrik mit
g¯11(x) =
(f(x)′)2
Ce2f(x) − 1
fu¨r ein C > e−2C0 mo¨glich, wobei C0 = inf f . Im Fall (b) ist g¯11 durch
g¯11(x) =
(f(x)′)2
e2(f(x)−f(x0)) − 1
eindeutig bestimmt.
2.2 Solitonkurven auf geoda¨tisch vollsta¨ndigen Riemann-
schen Fla¨chen
Sei N eine 2-dimensionale differenzierbare Riemannsche Mannigfaltigkeit mit der Metrik
g¯. Wir nehmen an, dass auf N ein glattes Killingvektorfeld X : N → TN existiert. Weiter
sei M ein offenes Intervall von R.
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Um in lokalen Koordinaten rechnen zu ko¨nnen, beno¨tigen wir Karten von N . Eine solche
Karte sei durch φ : U ⊂ N → V ⊂ R2 gegeben. Die gesuchte Solitonlo¨sung des Kru¨m-
mungsflusses γ : M → N bezeichnen wir in lokalen Koordinaten mit f = φ◦γ : γ−1(U) →
V , s 7→ (x(s), y(s)). Umgekehrt ist γ dann in der betreffenden Karte durch γ = φ−1 ◦ f
gegeben.
Die Abbildung γ : M → N ist eine Solitonlo¨sung des mittleren Kru¨mmungsflusses, wenn
ihre lokale Darstellung f die Gleichung
−〈X(f), ν(f)〉g¯ = H(f) (2.4)
erfu¨llt. Wir suchen nun eine explizite Formulierung dieser Gleichung, das heisst, wir
beno¨tigen Koordinatenausdru¨cke fu¨r X(f), ν(f) und H(f).
Zur Vereinfachung der Berechnungen setzen wir g¯αβ = g¯αβ(x(s), y(s)), wobei griechi-
sche Indizes die Werte 1 und 2 annehmen. Ferner schreiben wir kurz f ′ = d
ds
f(s) =
(x′(s), y′(s)) = (x′, y′). Es stellt sich als gu¨nstig heraus, die Kurve γ nach ihrer Bogenla¨nge
zu parametrisieren, das heisst
〈f ′, f ′〉g¯ = (x′)2g¯11 + 2x′y′g¯12 + (y′)2g¯22 = 1. (2.5)
Als erstes berechnen wir die Einheitsnormale ν an die Kurve γ. Sie ist lokal in der gewa¨hlten
Kartenumgebung beschrieben durch
ν =
µ
‖µ‖g¯
wobei µ die Bedingung
0 = 〈f ′ , µ〉g¯ = (x′ , y′)
(
g¯11 g¯12
g¯12 g¯22
)(
µ1
µ2
)
erfu¨llt. Daraus erhalten wir die Gleichung
µ1(g¯11x
′ + g¯12y′) + µ2(g¯12x′ + g¯22y′) = 0,
die mit µ1 := g¯12x
′ + g¯22y′ und µ2 := −(g¯11x′ + g¯12y′) erfu¨llt ist. Dann gilt
‖µ‖2g¯ = 〈µ , µ〉g¯αβ = g¯11µ21 + 2g¯12µ1µ2 + g¯22µ22
= det g¯αβ(g¯11(x
′)2 + g¯122x′y′ + g¯22(y′)2) = det g¯αβ‖f ′‖2g¯
(2.5)
= det g¯αβ .
Somit erhalten wir fu¨r die Normale ν
ν =
1√
det g¯αβ
(
g¯12x
′ + g¯22y′ , −(g¯11x′ + g¯12y′)
)
. (2.6)
Die (mittlere) Kru¨mmung H ist nach (1.6) durch H = g11h11 gegeben. Wegen (2.5) ist die
durch f auf M induzierte Metrik gerade die Standardmetrik, das heisst H = h11, wobei
h11 nach (1.5) durch die Gauss Gleichung
∂2fα
∂s2
− Γ111
∂fα
∂s
+ Γ¯αβγ
dfβ
ds
dfγ
ds
= −h11να (2.7)
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bestimmt ist.
Wie wir am Ende des Abschnitts 1.2 bemerkt haben, fa¨llt der mittlere Term auf der linken
Seite weg, wenn wir mit g¯αβν
β multiplizieren. So genu¨gt es, nur die Christoffelsymbole
von N zu berechnen. Mit der Formel fu¨r die Christoffelsymbole in lokalen Koordinaten,
Γ¯γαβ =
1
2 g¯
γε(g¯αε,β + g¯βε,α − g¯αβ,ε), erhalten wir
Γ¯111 =
1
2
1
det g¯αβ
(g¯22g¯11,1 − 2g¯12g¯12,1 + g¯12g¯11,2)
Γ¯211 =
1
2
1
det g¯αβ
(−g¯12g¯11,1 + 2g¯11g¯12,1 − g¯11g¯11,2)
Γ¯112 =
1
2
1
det g¯αβ
(g¯22g¯11,2 − g¯12g¯22,1)
Γ¯121 = Γ¯
1
12
Γ¯212 =
1
2
1
det g¯αβ
(−g¯12g¯11,2 + g¯11g¯22,1)
Γ¯221 = Γ¯
2
12
Γ¯222 =
1
2
1
det g¯αβ
(−2g¯12g¯12,2 + g¯12g¯22,1 + g¯11g¯22,2)
Γ¯122 =
1
2
1
det g¯αβ
(2g¯22g¯12,2 − g¯22g¯22,1 − g¯12g¯22,2).
(2.8)
Multiplizieren wir nun die Gleichung (2.7) mit g¯αβν
β , dann erhalten wir
−h11 = 〈f ′′, ν〉g¯ + Γ¯αεγ
df ε
ds
dfγ
ds
g¯αβν
β =: D1 +D2.
Berechnung von D1:
D1 = x
′′(g¯11ν1 + g¯12ν2) + y′′(g¯12ν1 + g¯22ν2)
(2.6)
= (x′′y′ + y′′x′)
√
det g¯αβ
Berechnung von D2:
D2 = Γ¯
α
εγ
∂f ε
∂s
∂fγ
∂s
g¯αβν
β
= (x′)2(Γ¯111g¯11ν
1 + Γ¯111g¯12ν
2 + Γ¯211g¯12ν
1 + Γ¯211g¯22ν
2)
+2x′y′(Γ¯112g¯11ν
1 + Γ¯112g¯12ν
2 + Γ¯212g¯12ν
1 + Γ¯212g¯22ν
2)
(y′)2(Γ¯122g¯11ν
1 + Γ¯122g¯12ν
2 + Γ¯222g¯12ν
1 + Γ¯222g¯22ν
2)
=: (x′)2D21 + 2x′y′D22 + (y′)2D23
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Berechnung der D21, D22, D23:
D21 = Γ¯
1
11(g¯11ν
1 + g¯12ν
2) + Γ¯211(g¯12ν
1 + g¯22ν
2)
(2.8)
=
1
2
1
det g¯αβ
(g¯22g11,1 − 2g¯12g¯12,1 + g¯12g¯11,2) ·(
g¯11
1√
det g¯αβ
(g¯12x
′ + g¯22y′)− g¯12 1√
det g¯αβ
(g¯11x
′ + g¯12y′)
)
+
1
2
1
det g¯αβ
(−g¯12g¯11,1 + 2g¯11g¯12,1 − g¯11g¯11,2) ·(
g¯12
1√
det g¯αβ
(g¯12x
′ + g¯22y′)− g¯22 1√
det g¯αβ
(g¯11x
′ + g¯12y′)
)
=
1
2
1√
det g¯αβ
(
(g¯12g¯11,1 − 2g¯11g¯12,1 + g¯11g¯11,2)x′ + (g¯22g¯11,1 − 2g¯12g¯12,1 + g¯12g¯11,2)y′
)
D22 = Γ¯
1
12(g¯11ν
1 + g¯12ν
2) + Γ¯212(g¯12ν
1 + g¯22ν
2)
(2.8)
=
1
2
1
det g¯αβ
(g¯22g11,2 − g¯12g¯22,1) ·(
g¯11
1√
det g¯αβ
(g¯12x
′ + g¯22y′)− g¯12 1√
det g¯αβ
(g¯11x
′ + g¯12y′)
)
+
1
2
1
det g¯αβ
(−g¯12g¯11,2 + g¯11g¯22,1) ·(
g¯12
1√
det g¯αβ
(g¯12x
′ + g¯22y′)− g¯22 1√
det g¯αβ
(g¯11x
′ + g¯12y′)
)
=
1
2
1√
det g¯αβ
(
(g¯12g¯11,2 − g¯11g¯22,1)x′ + (g¯22g¯11,2 − g¯12g¯22,1)y′
)
D23 = Γ¯
1
22(g¯11ν
1 + g¯12ν
2) + Γ¯222(g¯12ν
1 + g¯22ν
2)
(2.8)
=
1
2
1
det g¯αβ
(2g¯22g12,2 − g¯22g¯22,1 − g¯12g¯22,2) ·(
g¯11
1√
det g¯αβ
(g¯12x
′ + g¯22y′)− g¯12 1√
det g¯αβ
(g¯11x
′ + g¯12y′)
)
+
1
2
1
det g¯αβ
(−2g¯12g¯12,2 + g¯12g¯22,1 + g¯11g¯22,2) ·(
g¯12
1√
det g¯αβ
(g¯12x
′ + g¯22y′)− g¯22 1√
det g¯αβ
(g¯11x
′ + g¯12y′)
)
=
1
2
1√
det g¯αβ
(
(2g¯12g¯12,2 − g¯12g¯22,1 − g¯11g¯22,2)x′ + (2g¯22g¯12,2 − g¯22g¯22,1 − g¯12g¯22,2)y′
)
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Damit erhalten wir fu¨r D2:
D2 =
1
2
1√
det g¯αβ
×
×
(
(x′)2
(
(g¯12g¯11,1 − 2g¯11g¯12,1 + g¯11g¯11,2)x′ + (g¯22g¯11,1 − 2g¯12g¯12,1 + g¯12g¯11,2)y′
)
+2x′y′
(
(g¯12g¯11,2 − g¯11g¯22,1)x′ + (g¯22g¯11,2 − g¯12g¯22,1)y′
)
+(y′)2
(
(2g¯12g¯12,2 − g¯12g¯22,1 − g¯11g¯22,2)x′ + (2g¯22g¯12,2 − g¯22g¯22,1 − g¯12g¯22,2)y′
))
=
1
2
1√
det g¯αβ
(
(x′)3
(
g¯12g¯11,1 + g¯11(−2g¯12,1 + g¯11,2)
)
+(x′)2y′
(
g¯22g¯11,1 + g¯12(−2g¯12,1 + 3g¯11,2)− 2g¯11g¯22,1
)
+x′(y′)2
(
2g¯22g¯11,2 + g¯12(2g¯12,2 − 3g¯22,1)− g¯11g¯22,2
)
+(y′)3
(
g¯22(2g¯12,2 − g¯22,1)− g¯12g¯22,2
))
Fu¨r −H = −h11 = D1 +D2 erhalten wir schlussendlich
−H = (x′′y′ + y′′x′)√det g¯αβ
+
1
2
1√
det g¯αβ
(
(x′)3
(
g¯12g¯11,1 + g¯11(−2g¯12,1 + g¯11,2)
)
+(x′)2y′
(
g¯22g¯11,1 + g¯12(−2g¯12,1 + 3g¯11,2)− 2g¯11g¯22,1
)
+x′(y′)2
(
2g¯22g¯11,2 + g¯12(2g¯12,2 − 3g¯22,1)− g¯11g¯22,2
)
+(y′)3
(
g¯22(2g¯12,2 − g¯22,1)− g¯12g¯22,2
))
.
Nun mu¨ssen wir noch 〈X , ν〉g¯ berechnen. Das Killing Vektorfeld X sei in den verwen-
deten Koordinaten durch X = (η, ξ) gegeben. An Regularita¨t setzen wir voraus, dass X
mindestens lokal Lipschitz-stetig ist. Dann ist
〈X , ν〉g¯ =
√
det g¯αβ(ηy
′ − ξx′).
Somit erhalten wir fu¨r 〈X , ν〉g¯ = −H explizit in Koordinaten die Differentialgleichung√
det g¯αβ(ηy
′ − ξx′) = (x′′y′ + y′′x′)√det g¯αβ
+
1
2
1√
det g¯αβ
(
(x′)3
(
g¯12g¯11,1 + g¯11(−2g¯12,1 + g¯11,2)
)
+(x′)2y′
(
g¯22g¯11,1 + g¯12(−2g¯12,1 + 3g¯11,2)− 2g¯11g¯22,1
)
+x′(y′)2
(
2g¯22g¯11,2 + g¯12(2g¯12,2 − 3g¯22,1)− g¯11g¯22,2
)
+(y′)3
(
g¯22(2g¯12,2 − g¯22,1)− g¯12g¯22,2
))
.
Mit der Bedingung der Bogenla¨nge (2.5) und der Gleichung 〈X , ν〉g¯ = −H erhalten wir
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das folgende Gleichungssystem:
g¯11(x
′)2 + 2g¯12x′y′ + g¯22(y′)2 = 1 (2.9)
x′′y′ − x′y′′ = −1
2
1
det g¯αβ
(
(x′)3
(
g¯12g¯11,1 + g¯11(g¯11,2 − 2g¯12,1)
)
+(x′)2y′
(
g¯22g¯11,1 + g¯12(3g¯11,2 − 2g¯12,1)− 2g¯11g¯22,1
)
+x′(y′)2
(
2g¯22g¯11,2 + g¯12(2g¯12,2 − 3g¯22,1)− g¯11g¯22,2
)
+(y′)3
(
g¯22(2g¯12,2 − g¯22,1)− g¯12g¯22,2
))
−x′ξ + y′η (2.10)
=: θ(x, y, x′, y′, ξ, η)
Wir geben uns die folgenden Anfangsbedingungen in der gewa¨hlten Karte vor
x(s0) = x0
y(s0) = y0
x′(s0) = u0
y′(s0) = v0
(2.11)
und es soll gelten, dass
‖(u0, v0)‖g¯ = 1. (2.12)
Damit wir ein Gleichungssystem zweiter Ordnung erhalten, das wir nach x′′ und y′′ auflo¨sen
ko¨nnen, leiten wir die Gleichung (2.9) nach s ab. Damit erhalten wir das Gleichungssystem
x′′2(g¯11x′ + g¯12y′) + y′′2(g¯12x′ + g¯22y′) = −(x′)3g¯11,1
−(x′)2y′(g¯11,2 + 2g¯12,1)
−x′(y′)2(2g¯12,2 + g¯22,1)
−(y′)3g¯22,2
x′′y′ − x′y′′ = θ(x, y, x′, y′, ξ, η)
(2.13)
mit den Anfangsbedingungen (2.11) und (2.12).
Die linke Seite dieses Systems ko¨nnen wir schreiben als A
(
x′′
y′′
)
mit der Matrix
A =
(
2(g¯11x
′ + g¯12y′) 2(g¯12x′ + g¯22y′)
y′ −x′
)
Dann ist detA 6= 0, denn
detA = −2(g¯11x′ + g¯12y′)x′ − 2(g¯12x′ + g¯22y′)y′
= −2((x′)2g¯11 + 2x′y′(g¯12) + (y′)2g¯22)
= −2.
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Damit ko¨nnen wir (2.13) nach x′′ und nach y′′ auflo¨sen und das System als ein Differenti-
algleichungssystem erster Ordnung schreiben
x′ = u
y′ = v
u′ = −1
2
1
det g¯αβ
(
u2(g¯22g¯11,1 + g¯12(g¯11,2 − 2g¯12,1))
+uv(2g¯22g¯11,2 − 2g¯12g¯22,1)
+v2(g¯22(2g¯12,2 − g¯22,1)− g¯12g¯22,2)
)
−u2g¯12ξ − uv(g¯22ξ − g¯12η) + v2g¯22η
v′ = −1
2
1
det g¯αβ
(
u2(g¯12g¯11,1 + g¯11(g¯11,2 − 2g¯12,1))
+uv(2g¯12g¯11,2 − 2g¯11g¯22,1)
+v2(g¯12(2g¯12,2 − g¯22,1)− g¯11g¯22,2)
)
+u2g¯11ξ − uv(g¯12ξ − g¯11η)− v2g¯12η
(2.14)
mit den Anfangsbedingungen (2.11) und (2.12).
Zur Abku¨rzung schreiben wir fu¨r (2.14) einfach (x, y, u, v)′ =: Θ(x, y, u, v).
Wir haben also gesehen, dass aus (2.9)–(2.12) das System (2.14) mit (2.11), (2.12) folgt.
Umgekehrt ist sehr leicht zu sehen, dass jede Lo¨sung (x, y) von (2.14) mit (2.11), (2.12)
eine Lo¨sung von (2.9)–(2.12) ist.
Nun zeigen wir, dass (2.14) in der gegebenen Karte eine maximale Lo¨sung (x, y, u, v)
besitzt und dass diese, durch Anha¨ngen weiterer Karten fortgesetzt werden kann. Ist N
geoda¨tisch vollsta¨ndig, kann die Lo¨sung sogar global fortgesetzt werden.
Definition 2.2.1. Eine C1 Abbildung γ : ]a, b[→ N heisst Lo¨sung von
〈X , ν〉g¯ = −H (2.15)
falls folgende Bedingung erfu¨llt ist:
Fu¨r jedes s0 ∈]a, b[ existiert eine Karte φ : U ⊂ N → V ⊂ R2 mit γ(s0) ∈ U so, dass
(i) γ|Uε(s0) = φ−1 ◦ f fu¨r eine C1 Kurve
f : Uε(s0) ⊂]a, b[ → V
s 7→
(
x(s)
y(s)
)
(ii)
(
x(s), y(s), u(s), v(s)
)
mit u(s) := x′(s) und v(s) := y′(s) ist eine Lo¨sung von (2.14).
♦
Sei nun
I := { s ∈ R \ {0} | ∃ γ ∈ C1([−|s|, |s|], N) so, dass γ auf ]− |s|, |s|[ eine Lo¨sung im
Sinne der Definition 2.2.1 ist und γ(0) = P ∈ N und γ ′(0) = Q ∈ TPN, ‖Q‖g¯ = 1 }
∪{0}
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Lemma 2.2.2. I ist nicht leer.
Beweis: 0 ist in I enthalten und somit ist I nicht leer. 
Lemma 2.2.3. I ist offen.
Beweis: Wir zeigen, dass mit jedem s˜ ∈ I eine Umgebung von s˜ in I enthalten ist.
1. Fall : 0 = s˜ ∈ I : Die rechte Seite Θ(x, y, u, v) in (2.14) ist lokal Lipschitz-stetig bezu¨glich
x, y, u und v. Nach dem Satz von Picard-Lindelo¨f existiert daher eine eindeutige lokale
C1-Lo¨sung
(
x(s), y(s), u(s), v(s)
)
von (2.14) auf einem Intervall ]− ε, ε[ zu den gegebenen
Anfangsbedingungen. Dann geho¨ren alle s mit |s| < ε zu I.
2. Fall : 0 6= s˜ ∈ I: Wegen der Definition von I gibt es γ ∈ C1([−|s˜|, |s˜|], N) so, dass
γ auf ]−|s˜|, |s˜|[ eine Lo¨sung im Sinne der Definition 2.2.1 ist und γ(0) = P ∈ N und γ ′(0) =
Q ∈ TPN, ‖Q‖g¯ = 1. Wa¨hle eine Karte φ : U ⊂ N → V ⊂ R2 mit γ(|s˜|) ∈ U . Dann gibt
es ein δ > 0 so, dass γ(]|s˜| − δ, |s˜|]) ⊂ U respektive φ ◦ γ(]|s˜| − δ, |s˜|]) ⊂ V . Nach der
Definition 2.2.1 ist die Abbildung f : ]|s˜|− δ, |s˜|[→ V, s 7→ φ◦γ(s) eine Lo¨sung von (2.14).
Da γ ∈ C1([−|s˜|, |s˜|], N) sind γ(|s˜|) und γ ′(|s˜|) wohldefiniert. Nach dem Satz von Picard-
Lindelo¨f existiert fu¨r ein δ˜ ∈]0, δ[ eine eindeutige Abbildung f˜ : ]|s˜|− δ˜, |s˜|+ δ˜[→ V so, dass
f˜ eine Lo¨sung von (2.14) ist und so, dass f˜(|s˜|) = φ ◦ γ(|s˜|) und f˜ ′(|s˜|) = d
ds
φ ◦ γ(|s˜|). We-
gen der Eindeutigkeit der Lo¨sung folgt, dass f˜ |]|s˜|−δ˜,|s˜|[ = f |]|s˜|−δ˜,|s˜|[ ist. In einer Umgebung
von −|s˜| gibt es eine analoge Fortsetzung.
Damit geho¨ren alle s ∈ R mit |s| < |s˜|+ δ˜ zu I, und somit ist I offen. 
Schliesslich beweisen wir noch:
Lemma 2.2.4. Falls N geoda¨tisch vollsta¨ndig ist, so ist I abgeschlossen.
Beweis: Sei (sn)n∈N eine reelle Folge in I. Wir zeigen, dass, wenn limn→∞ sn = s ist, dann
gilt s ∈ I. Es genu¨gt dies fu¨r den Fall 0 < sn ↗ s zu zeigen. Es gilt:
0 ≤ d(γ(sm), γ(sn)) ≤ La¨nge der Kurve γ([sn, sm]) = |sm − sn| (2.16)
wobei d die in der Definition 1.1.14 definierte geoda¨tische Distanz auf N ist. Daraus folgt,
dass γ(sk) eine Cauchy-Folge auf N ist. Nach dem Satz von Hopf-Rinow ist somit γ(sn)
in N konvergent: limn→∞ γ(sn) =: A ∈ N .
Falls s /∈ I ist, so setzen wir γ(s) := A.
Stetigkeit : Wir zeigen zuna¨chst, dass dann γ in s stetig ist, das heisst, dass γ(τi) → A (i→
∞) fu¨r jede reelle Folge τi ↗ s: Offensichtlich ist (s1, τ1, s2, τ2, . . .) eine Cauchy-Folge in
R. Mit dem selben Argument, welches wir in (2.16) verwendet haben, folgt dann, dass(
γ(s1), γ(τ1), γ(s2), γ(τ2), . . .
)
eine Cauchy-Folge in N ist. Wir wissen, dass die Teilfolge
γ(sn) gegen A konvergiert. Wegen der Eindeutigkeit des Grenzwertes konvergiert die ganze
Folge gegen A, insbesondere gilt auch limi→∞ γ(τi) = A. Das heisst, dass limi→∞ γ(τi) =
γ(s) fu¨r jede Folge τi ↗ s. Somit ist γ in s stetig. Nun wissen wir, dass γ auf [0, s] stetig
ist.
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stetig differenzierbar : Wir zeigen nun, dass γ ∈ C1([0, s], N). Zuna¨chst ist klar, dass
γ ∈ C1([0, sn], N) fu¨r jedes n und somit γ ∈ C1([0, s[, N). Wir betrachten weiter eine
Karte φ : U ⊂ N → V ⊂ R2, wobei γ(s) ∈ U . Dann ist f := φ ◦ γ auf ]s − ε, s] fu¨r
genu¨gend kleines ε > 0 wohldefiniert und auf ]s − ε, s[ eine Lo¨sung von (2.14) im Sin-
ne von Definition 2.2.1. Das bedeutet insbesondere, dass f ∈ C1(]s − ε, s[, V ), und nun
mu¨ssen wir noch zeigen, dass f ∈ C1([s − ε, s], V ). Dazu betrachten wir die Funktion
Θ
(
x(·), y(·), u(·), v(·)) aus der Gleichung (2.14) auf ]s−ε, s[. Die Funktionen x(·), y(·), u(·)
und v(·) sind stetig und beschra¨nkt auf diesem offenen Intervall. Fu¨r x(·) und y(·) ist
dies klar: Beide Funktionen sind ja sogar differenzierbar, und
(
x(·), y(·)) liegt in der (ohne
Einschra¨nkung) beschra¨nkten Menge V . Die Funktionen u(·) und v(·) sind wegen (2.14)
ebenfalls differenzierbar, also stetig. Aufgrund der A¨quivalenz von (2.14) und (2.9)–(2.10)
folgt aus (2.9) wegen u = x′ und v = y′, dass ‖(u(·), v(·))‖g¯ = 1. Also sind in der Tat u(·)
und v(·) beschra¨nkt (woraus noch einmal die Beschra¨nktheit von x(·) und y(·) folgt).
Dann ist Θ
(
x(·), y(·), u(·), v(·)) ebenfalls stetig auf dem Intervall ]s−ε, s[. Da Θ Lipschitz-
stetig ist, ist Θ
(
x(·), y(·), u(·), v(·)) ausserdem beschra¨nkt auf ]s− ε, s[. Somit sind, wegen
Gleichung (2.14), die Funktionen x′(·), y′(·), u′(·) und v′(·) auf ]s − ε, s[ stetig und be-
schra¨nkt. Insbesondere sind also u(·) und v(·) Lipschitz-stetig auf ]s − ε, s[. Somit lassen
sich u = x′ und v = y′ (und somit f ′ und schliesslich γ′) stetig in den Punkt s fortsetzen.
Analog zeigt man dies fu¨r s < 0. Somit ist gezeigt, dass s eben doch zu I geho¨rt. 
Als Korollar der drei letzten Lemmas erhalten wir folgenden Satz:
Theorem 2.2.5. Sei N eine zweidimensionale, differenzierbare, geoda¨tisch vollsta¨ndige
Riemannsche Mannigfaltigkeit, welche ein glattes Killingvektorfeld X : N → TN tra¨gt.
Dann existiert fu¨r jeden Punkt P ∈ N und jedes Q ∈ TPN mit Q 6= 0 eine eindeutige und
beidseits beliebig weit fortsetzbare Solitonkurve γ bezu¨glich X durch P und tangential an
Q.
Aus dem Beweis von Lemma 2.2.3 folgt insbesondere, dass durch jeden festen Punkt von
N in jede Richtung genau eine lokale Lo¨sung der Solitongleichung geht. Diesen Sachverhalt
wollen wir noch weiter pra¨zisieren. Dazu fu¨hren wir einige Bezeichnungen ein.
Sei v ∈ TpN . Dann bezeichnet γv die eindeutige Lo¨sung der Solitongleichung mit γv(0) = p
und γ˙v(0) = v. Weiter betrachten wir die Menge Ω := { v ∈ TN | γv ist auf [0, 1] definiert }.
Wir bemerken, dass Ω∩TpN sternfo¨rmig ist. Nun definieren wir noch die Abbildung solexp:
Definition 2.2.6. Die Soliton-Exponentialabbildung ist definiert durch
solexp : Ω → N
v 7→ γv(1).
Der Ku¨rze halber schreiben wir solexpp := solexp|TpN ♦
Proposition 2.2.7. (i) solexp : Ω → N ist differenzierbar
(ii) Die Abbildung
Φ : Ω → N ×N
v 7→ (pi(v) , solexppi(v) v)
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ist ein lokaler Diffeomorphismus in einer Umgebung von (p0, 0) ∈ Ω auf eine Umge-
bung von Φ(p0, 0) = (p0, p0) ∈ N ×N .
Beweis:
(i) Folgt aus der Theorie der gewo¨hnlichen Differentialgleichungen (differenzierbare Ab-
ha¨ngigkeit von den Anfangsbedingungen).
(ii) Lokal ist TN |U ∼= U × Rn, wobei U eine genu¨gend kleine Umgebung von p0 in N
ist. Im weiteren betrachten wir die Einschra¨nkung von Φ auf
(
U × Rn) ∩ Ω und
bezeichnen sie immer noch mit Φ. Wir betrachten nun eine lokale Kartenabbildung
von einer Teilmenge von
(
U × Rn) ∩ Ω nach V × V , V ⊂ Rn. Weiter betrachten
wir eine Kartenabbildung von einer Umgebung von Φ(p0, 0) = (p0, p0) ∈ N ×N auf
V ′ × V ′, V ′ ⊂ Rn. Dann kann Φ als eine Abbildung V × V → V ′ × V ′ aufgefasst
werden. Zu zeigen ist nun, dass DΦ(p0, 0) invertierbar ist. Dazu berechnen wir die
Matrix, welche DΦ(p0, 0) in den gegebenen Koordinaten darstellt. Zu diesem Zweck
sei α eine differenzierbare Kurve in N mit α(0) = p0. Dann gilt
d
dt
∣∣∣∣
t=0
Φ
(
α(t), 0
)
=
d
dt
∣∣∣∣
t=0
(
α(t), α(t)
)
=
(
α˙(0), α˙(0)
)
.
Andererseits gilt fu¨r ein beliebiges v ∈ Tp0N
d
dt
∣∣∣∣
t=0
Φ
(
p0, tv
)
=
d
dt
∣∣∣∣
t=0
(
p0, γtv(1)
)
=
d
dt
∣∣∣∣
t=0
(
p0, γv(t)
)
=
(
0, γ˙v(0)
)
= (0, v).
Wir lesen ab
DΦ(p0, 0) =
(
0
)
,
und damit ist das Gewu¨nschte gezeigt. 
Korollar 2.2.8. (i) Fu¨r jedes p0 ∈ N existiert eine Umgebung U und ein ε > 0, so
dass jedes Punktepaar p, q ∈ U durch eine eindeutige Solitonkurve der La¨nge kleiner
ε miteinander verbunden werden kann.
(ii) Fu¨r ε > 0 klein genug ist solexpp0 ein Diffeomorphismus von Bε(0) ⊂ Tp0N auf sein
Bild.
Beweis:
(i) Sei Φ : U ′ → V ′ ⊂ N ×N der Diffeomorphismus aus Proposition 2.2.7, mit (p0, 0) ∈
U ′. Wir wa¨hlen eine offene Menge V ⊂ N mit p0 ∈ V und ε > 0 so, dass
U ′′ :=
⋃
p∈V
Bε(p) ⊂ U ′.
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Dabei ist Bε(p) der ε-Ball in TN . Wir betrachten nun die Restriktion Φ|U ′′ : U ′′ →
V ′′ := Φ(U ′′). Insbesondere ist Φ(p0, 0) = (p0, p0) ∈ V ′′. Nun wa¨hlen wir eine offene
Umgebung U von p0 in N so, dass U × U ⊂ V ′′. Seien nun p, q ∈ U , also (p, q) ∈
U × U . Sei Φ−1(p, q) =: (p, v) ∈ U ′′, das heisst Φ(p, v) = (p, q). Das heisst, p und
q sind durch eine Solitonkurve verbunden, deren La¨nge gleich ‖v‖ < ε ist. Nehmen
wir an, es ga¨be eine weitere Solitonkurve, die p mit q verbindet und deren La¨nge
kleiner als ε ist. Dann wu¨rde ein v′ ∈ TpN , v′ 6= v, mit ‖v′‖ < ε existieren, so
dass Φ(p, v′) = (p, q) = Φ(p, v), was der Injektivita¨t der Abbildung Φ widersprechen
wu¨rde.
(ii) Folgt direkt aus Proposition 2.2.7. 
Bemerkung 2.2.9. (i) Das Theorem 2.2.5 verallgemeinert die Resultate in [14, Section
2.1–2.4].
(ii) Das Theorem 2.2.5 zeigt insbesondere die globale Existenz von Lo¨sungen der Glei-
chung fu¨r Solitonkurven. Korollar 2.2.8 beschreibt deren lokale Eindeutigkeit. Wir
behandeln weiter unten im Korollar 2.3.18 die Frage der globalen Eindeutigkeit, das
heisst die Frage, ob zu zwei gegebenen Punkten auf einer Fla¨che ho¨chstens eine
verbindende Solitonkurve existiert. Bereits das Beispiel des Grim Reapers zeigt im
U¨brigen, dass zu zwei beliebigen Punkten nicht zwingend eine verbindende Soliton-
kurve existieren muss.
2.3 Geometrie von Solitonkurven
In diesem Abschnitt werden wir sehen, dass Solitonkurven auf Riemannschen Fla¨chen in-
teressante geometrische Eigenschaften aufweisen. Diese Tatsache ist insofern erstaunlich,
als dass es sich bei diesen Solitonkurven um Lo¨sungen einer hochgradig nicht linearen Dif-
ferentialgleichung handelt. Andererseits sind Solitonkurven geometrisch motiviert, so dass
aus diesem Blickwinkel geometrische Eigenschaften eben doch zu erwarten sind (siehe [14,
Proposition 1, Corollary 1]). Auf Grund der Nichtlinearita¨t der Gleichung ist es jedoch
nicht so offensichtlich, wie man diese Eigenschaften herausarbeiten kann. Zentraler Punkt
wird das Theorem 2.3.9 sein, welches im Spezialfall N = R2 die Invariante aus [14, Lemma
1] liefert. Alles Weitere folgt dann durch Anwendung des Satzes von Gauss-Bonnet.
Beginnen wir mit dem Bereitstellen einiger technischer Hilfsmittel.
Lemma 2.3.1. In einer gegebenen Karte x : U ⊂ M → Rm ist der Gradient ∇gF einer
differenzierbaren Funktion F : M → R bezu¨glich der in (1.1) eingefu¨hrten Basis Bi von
TpM gegeben durch
∇gF = g−1∂F.
Dabei ist ∂F := (∂F◦x
−1
∂ξ1
, . . . , ∂F◦x
−1
∂ξm
)T , und g−1 ist die Inverse zur Matrix der Metrik g.
Beweis: Sei v ∈ TpM gegeben durch v = (v1, . . . , vm)T = viBi 1. Nach der Definition 1.1.7
1Wir verwenden fu¨r einen Vektor und seine Darstellung als Koordinatentupel in einer Basis dieselbe
Bezeichnung, wenn aus dem Kontext ersichtlich ist, was gemeint ist.
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und (1.1) gilt:
dFp : TpM → R
v 7→ vi ∂F ◦ x
−1
∂ξi
= vT∂F.
Nach der Definition 1.1.11 des Gradienten folgt, dass vT∂F = vT g∇gF fu¨r alle v ∈ TpM
gilt. Daraus schliessen wir, dass ∂F = g∇gF , und wir erhalten damit die Behauptung
durch Multiplikation mit der inversen Matrix g−1. 
Als Korollar erhalten wir eine differentielle Bedingung, wann ein Vektorfeld lokal ein Gra-
dientenfeld ist.
Korollar 2.3.2. Sei Y : M → TM ein Vektorfeld. In einer gegebenen Karte sei Y
gegeben durch Y = Y jBj. Dann ist Y in einer einfach zusammenha¨ngenden Teilmenge U
des Kartengebiets ein Gradientenfeld, falls auf x(U)
∂
∂ξk
(
gijY
j
)
=
∂
∂ξi
(
gkjY
j
)
2
fu¨r alle i, k gilt. Dies la¨sst sich a¨quivalent ausdru¨cken durch die Formel
Yi,k = Yk,i
wobei wir ab jetzt die partiellen Ableitungen durch ein Komma abku¨rzen, d. h. ∂
∂ξi
Y` =: Y`,i.
Seien (M, g) und (N,h) Riemannsche Mannigfaltigkeiten der Dimension m respektive n
und sei ψ : M → N differenzierbar. Weiter sei x : U ⊂ M → Rm eine Karte von M und
y : V := ψ(U) ⊂ N → Rn eine Karte von N . Nun sei ϕ : U˜ := x(U) → V˜ := y(V ) definiert
durch ϕ := y ◦ ψ ◦ x−1. Eine einfache Rechnung zeigt dann, dass ψ : U → ψ(U) genau
dann eine Isometrie ist, wenn
∂ϕr
∂ξi
∂ϕs
∂ξj
hrs = gij ∀ i, j = 1, . . . ,m (2.17)
gilt.
Mit Hilfe von (2.17) mo¨chten wir nun eine differentielle Bedingung fu¨r ein Killingvektorfeld
Y auf N herleiten. Gema¨ss Definition 1.1.19 ist Y ein Killingfeld, falls eine einparametrige
Gruppe ψ : R×N → N von Isometrien existiert, so dass
∂
∂t
ψ(t, p) = Y (ψ(t, p)) auf R×N
ψ(0, p) = p auf N.
Sei x : U → Rn eine Karte auf N . Wir betrachten dann
ϕ : ]− ε, ε[×x(U˜) → x(U)
(t, ξ) 7→ x(ψ(t, x−1(ξ))),
2Betrachtet man die Koordinaten als Funktionen Y j : U ⊂ M → R, so benu¨tzen wir dieselbe Bezeich-
nung fu¨r Y j : V := x(U) ⊂ Rm → R, (ξ1, . . . ξm) 7→ Y j ◦ x−1(ξ1, . . . ξm).
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wobei U˜ ⊂ U eine offene und beschra¨nkte Teilmenge von U ist, deren Abschluss auch noch
in U enthalten ist, und wobei ε > 0 so klein gewa¨hlt ist, dass Imϕ ⊂ x(U).
Falls nun Y ein Killingfeld auf N ist, so gilt
∂
∂t
ϕ(t, ξ) = X(ϕ(t, ξ)) auf ]− ε, ε[×x(U˜)
ϕ(0, ξ) = ξ auf x(U),
(2.18)
wobei X der push forward von Y ist, das heisst X = x∗Y .
Nun ko¨nnen wir mit Hilfe der Gleichung (2.17) und der Bedingung (2.18) folgende diffe-
rentielle Bedingung an das Killingfeld X auf x(U) herleiten:
Lemma 2.3.3. Seien Y und X wie oben. Falls Y ein Killingfeld auf N ist, dann gilt:
∂Xk
∂ξi
gkj +
∂Xk
∂ξj
gik + gij,kX
k = 0 ∀ i, j (2.19)
Beweis: Mit (2.17) erhalten wir
∂ϕr(t, ξ)
∂ξi
∂ϕs(t, ξ)
∂ξj
grs(ϕ(t, ξ)) = gij(ξ).
Leiten wir diese Bedingung nach t ab und werten sie anschliessend in t = 0 aus, so ergibt
sich
∂
∂ξi
∂ϕr(t, ξ)
∂t
∂ϕs(t, ξ)
∂ξj
grs(ξ) +
∂ϕr(t, ξ)
∂ξi
∂
∂ξj
∂ϕs(t, ξ)
∂t
grs(ξ)
+
∂ϕr(t, ξ)
∂ξi
∂ϕs(t, ξ)
∂ξj
grs,k(ξ)
∂ϕk(t, ξ)
∂t
= 0.
Benu¨tzen wir ∂ϕ
i(t,ξ)
∂ξj
|t=0 = δij und dass nach (2.18) ∂ϕ
i(t,ξ)
∂t
|t=0 = X i(ξ) gilt, so erhalten
wir daraus die Behauptung. 
Bemerkung 2.3.4. Natu¨rlich ist die linke Seite von (2.19) nichts anderes als die Lie-
Ableitung der Metrik g in Richtung X:
(LX g)ij = X
k
,i gkj +X
k
,j gik + gij,kX
k ♦
Sei ω ein Schnitt von T ∗M , also eine 1-Form, d. h. ω ∈ Γ(T 01M). Somit la¨sst sich ω
schreiben als ω = ωjdx
j . Wir mo¨chten nun die Koeffizienten a` der kovarianten Ableitung
(0,1)
∇Biω = a`dx` ∈ Γ(T 01M)
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berechnen. Sei Y = Y jBj ∈ Γ(T 10M). Dann gilt nach Definition 1.1.30 (iii):((0,1)
∇Biω
)
(Y ) = Bi(ω(Y ))− ω
(∇BiY )
=
∂
∂ξi
ω(Y )− ω(Bi(Y j)Bj + Y j ∇BiBj︸ ︷︷ ︸
=ΓkijBk
)
=
∂
∂ξi
ω(Y )− ω(( ∂
∂ξi
Y j)Bj
)− ω(Y jΓkijBk)
=: I − II − III
Fu¨r die einzelnen Terme erhalten wir:
I =
∂
∂ξi
(ω`dx
`(Y jBj)) =
∂
∂ξi
(ω`Y
`) = (
∂
∂ξi
ω`)Y
` + ω`(
∂
∂ξi
Y `)
II = ω`dx
`((
∂
∂ξi
Y j)Bj) = ω`(
∂
∂ξi
Y `)
III = ω`dx
`(Y jΓkijBk) = ω`Y
jΓ`ij
Zusammen erhalten wir((0,1)
∇Biω
)
(Y ) =
( ∂
∂ξi
ωj − ω`Γ`ij
)
Y j = ajY
j .
Damit sind die gesuchten Koeffizienten aj gefunden. Eine analoge Rechnung ergibt eine
entsprechende Formel fu¨r die kovariante Ableitung eines Vektorfeldes. Diese Resultate
halten wir im folgenden Lemma fest.
Lemma 2.3.5. Die Komponenten der kovarianten Ableitung von ω ∈ Γ(T 01M)
(0,1)
∇Biω =: ω`;i dx`
berechnen sich mit der Formel
ω`;i = ω`,i − ωkΓk`i .
Die Komponenten der kovarianten Ableitung von X ∈ Γ(T 10M)
(1,0)
∇BiX =: X`;iB`
berechnen sich mit der Formel
X`;i = X
`
,i +X
kΓ`ki .
Bemerkung 2.3.6. In a¨hnlicher Weise lassen sich die Komponenten der kovarianten Ab-
leitung von beliebigen Tensorfeldern berechnen. Es gelten auch fu¨r die kovariante Ableitung
die u¨blichen Rechenregeln wie Additivita¨t und Produktregel. ♦
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Mit Hilfe der kovarianten Ableitung ko¨nnen wir nun die Bedingung (2.19) in der bekannten
Art und Weise umformulieren: Dazu berechnen wir
Xj,i =
∂
∂ξi
(Xrgrj) = X
r
,i grj +X
rgrj,i
Xi,j = X
r
,j gri +X
rgri,j .
Somit ko¨nnen wir die ersten zwei Terme in (2.19) ersetzen und erhalten so die Killing-
Gleichung:
0 = Xj,i −Xkgkj,i +Xi,j −Xkgki,j +Xkgij,k
= Xi,j +Xj,i − Xk︸︷︷︸
=X` g`k
(gkj,i + gki,j − gij,k)
= Xi,j +Xj,i − 2X`Γ`ij
= Xi,j −X`Γ`ij +Xj,i −X`Γ`ij
= Xi;j +Xj;i (2.20)
Definition 2.3.7. Sei X ein glattes Vektorfeld auf einer zweidimensionalen Riemannschen
Mannigfaltigkeit (M, g). Wir sagen, X habe lokal ein konjugiertes Potential, wenn
folgendes der Fall ist: Auf jeder einfach zusammenha¨ngenden Kartenumgebung U existiert
eine Funktion χ : U → R, so dass X = J∇gχ auf U . Dabei ist ∇g der Gradient bezu¨glich
der Metrik g, und J ist eine mit g vertra¨gliche komplexe Struktur auf U , d. h. J ∈ Γ(T 11U),
so dass
J2p = − IdTpU fu¨r alle p ∈ U und
g(X,Y ) = g(JX, JY ) fu¨r alle X,Y ∈ Γ(TU),
wobei Jp : TpU → TpU der induzierte Endomorphismus auf TpU ist. ♦
Im na¨chsten Lemma geben wir eine differentielle Bedingung fu¨r die Existenz eines konju-
gierten Potentials an.
Lemma 2.3.8. Sei Y : M → TM ein Vektorfeld. In einer gegebenen Karte sei Y gegeben
durch Y = Y jBj. Dann ist Y in einer einfach zusammenha¨ngenden Teilmenge U des Kar-
tengebiets ein konjugiertes Gradientenfeld, falls auf x(U) eine der folgenden a¨quivalenten
Bedingungen erfu¨llt ist:
(i) (Y i
√
g),i = 0
(ii) Y i;i = 0
Beweis: Y hat nach Definition genau dann lokal ein konjugiertes Potential, wenn Y =
J∇g χ fu¨r eine Funktion χ. Nach Multiplikation mit −J erhalten wir die Bedingung −JY =
∇g χ. Nach Korollar 2.3.2 ist dies a¨quivalent zur Bedingung
∂
∂ξ1
(
g2j(JY )
j
)
=
∂
∂ξ2
(
g1j(JY )
j
)
. (2.21)
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Es gilt
JY =
1√
g
(−g12 −g22
g11 g12
)(
Y 1
Y 2
)
.
Einsetzen in (2.21) und ausrechnen liefert:(
Y 1
√
g
)
,1
= −
(
Y 2
√
g
)
,2
. (2.22)
Dies ist (i).
Ausdifferenzieren der linken Seite in (2.22) liefert(
Y 1
√
g
)
,1
= Y 1,1
√
g + Y 1
1
2
√
g
(g22g11,1 + g11g22,1 − 2g12g12,1)
= Y 1,1
√
g + Y 1
√
g (Γ111 + Γ
2
12)
=
√
g(Y 1,1 + Y
1Γ`1`) (2.23)
Entsprechend erhalten wir (
Y 2
√
g
)
,2
=
√
g(Y 2,2 + Y
2Γ`2`) (2.24)
Die Summe von (2.23) und (2.24) ist Null. Dies ergibt, wenn wir noch durch
√
g teilen:
0 = Y `,` + Y
kΓ`k` = Y
`
;`.
Dies ist (ii). 
Wir kommen jetzt zum hauptsa¨chlichen technischen Resultat dieses Abschnitts:
Theorem 2.3.9. Jedes Killingvektorfeld auf einer zweidimensionalen Riemannschen Man-
nigfaltigkeit besitzt lokal ein konjugiertes Potential.
Beweis: Sei X das Killingvektorfeld und Kij := Xi;j + Xj;i. Da X die Killingglei-
chung (2.20) erfu¨llt, gilt:
0 = Kijg
ij = Xi;j g
ij +Xj;i g
ij︸︷︷︸
=gji
= 2Xi;j g
ij = 2Xj;j (2.25)
Somit hat nach Lemma 2.3.8(ii) X lokal ein konjugiertes Potential.
Im letzten Schritt in Gleichung (2.25) haben wir die Produktregel fu¨r die kovariante Ab-
leitung (siehe Bemerkung 2.3.6) und das Lemma von Ricci (gij;k = 0) benu¨tzt:
Xj;k = (Xi g
ij);k = Xi;k g
ij +Xi g
ij
;k︸︷︷︸
=0
= Xi;k g
ij
Ein alternativer Beweis besteht darin, die Spur von 0 = LXg zu bilden (siehe Lemma 2.3.3
und Bemerkung 2.3.4). Eine Rechnung zeigt na¨mlich, dass:
0 = (LXg)
i
i =
2√
g
(X i
√
g),i
Somit hat X nach Lemma 2.3.8(i) wieder lokal ein konjugiertes Potential. 
2.3. GEOMETRIE VON SOLITONKURVEN 35
Bemerkung 2.3.10. Die Umkehrung in Theorem 2.3.9 ist im allgemeinen falsch. Nicht
jedes konjugierte Potentialfeld ist ein Killingfeld. ♦
Bevor wir nun mit Hilfe des Theorems 2.3.9 die Gleichung fu¨r Solitonkurven geeignet
umschreiben und dadurch Informationen u¨ber deren Geometrie finden ko¨nnen, rufen wir
den Satz von Gauss-Bonnet in Erinnerung, der bei den genannten U¨berlegungen eine
entscheidende Rolle spielen wird.
Theorem 2.3.11 (Gauss-Bonnet). Sei M eine orientierte Fla¨che, Ω ein Polygon in
M , γ(s) sei die stu¨ckweise glatte und nach der Bogenla¨nge parametrisierte Randkurve ∂Ω
von Ω. Die Randkurve γ(s) sei positiv durchlaufen. Die Aussenwinkel des Polygons seien
gegeben durch α1, . . . , αq. Dann gilt:∫∫
Ω
K dµ+
∫
γ
kg ds+
q∑
i=1
αi = 2pi .
In der Formel bedeutetK die Gausssche Kru¨mmung der Fla¨cheM , und kg ist die geoda¨tische
Kru¨mmung der Kurve γ bezu¨glich der gegebenen Orientierung von Fla¨che und Kurve. Die
Messung der Aussenwinkel entnimmt man der unten stehenden Abbildung (Figur 2.1).
Ω
γ
M
αi
n
Figur 2.1: Polygon Ω mit Randkurve γ in einer orientierten Fla¨che M
Wir beweisen nun mit Hilfe der Sa¨tze 2.3.11 und 2.3.9 folgende Tatsache u¨ber Polygone
mit Soliton Randstu¨cken:
Theorem 2.3.12. Sei U ⊂M einfach zusammenha¨ngend und Ω ein Polygon in U . Weiter
sei γ die stu¨ckweise glatte und nach der Bogenla¨nge parametrisierte Randkurve ∂Ω von Ω.
Die Kurve γ sei positiv durchlaufen und bestehe aus Solitonkurven. Die Aussenwinkel des
Polygons seien gegeben durch α1, . . . , αq. Dann gilt:∫∫
Ω
K dµ+
q∑
i=1
αi = 2pi . (2.26)
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Beweis: Da U einfach zusammenha¨ngend ist, ist U orientierbar. Nach dem Satz von
Gauss-Bonnet mu¨ssen wir demnach beweisen, dass∫
γ
kg ds = 0.
Sei γ : [a, b] → M nach der Bogenla¨nge parametrisiert, so dass fu¨r eine Zerlegung {a =
s0 < s1 < s2 < . . . < sq = b} die Einschra¨nkungen γ|]si−1,si[ differenzierbar sind fu¨r
i = 1, . . . , q. Dann gilt:∫
γ
kg ds =
q∑
i=1
si∫
si−1
H(γ(t)) · |γ˙(t)|︸ ︷︷ ︸
=1
dt =
q∑
i=1
si∫
si−1
−〈X(γ(t)), ν(γ(t)) 〉 dt
Dabei haben wir die Solitongleichung (1.4) verwendet. Die a¨ussere Normale ν erhalten wir
aus γ˙ durch Drehung um −pi2 . Somit ergibt sich:∫
γ
kg ds =
q∑
i=1
si∫
si−1
−〈X(γ(t)), ν(γ(t)) 〉 dt
=
q∑
i=1
si∫
si−1
−〈X(γ(t)), −Jγ˙(t) 〉 dt
=
q∑
i=1
si∫
si−1
−〈 JX(γ(t)), γ˙(t) 〉 dt
Nun benutzen wir das Theorem 2.3.9 respektive die Definition 2.3.7 eines konjugierten
Potentials:∫
γ
kg ds =
q∑
i=1
si∫
si−1
−〈 JX(γ(t)), γ˙(t) 〉 dt =
q∑
i=1
si∫
si−1
〈∇gχ(γ(t)), γ˙(t) 〉 dt
Dies schreiben wir schliesslich um mit Hilfe der Formel (1.2):
∫
γ
kg ds =
q∑
i=1
si∫
si−1
〈∇gχ(γ(t)), γ˙(t) 〉 dt
=
q∑
i=1
si∫
si−1
d
dt
χ(γ(t)) dt
=
q∑
i=1
(
χ(γ(si))− χ(γ(si−1))
)
= 0,
was zu beweisen war. 
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Wir merken noch an, dass die Formel (2.26) auch gilt, wenn der Rand von Ω aus Stu¨cken
von gedoda¨tischen Kurven besteht. In jenem Fall verschwindet na¨mlich das Integral
∫
γ
kg ds,
weil fu¨r geoda¨tische Kurven kg ≡ 0 gilt.
Wir wenden nun das soeben gezeigte Theorem auf eine geschlossene Solitonkurve an.
Korollar 2.3.13. Sei γ eine geschlossene glatte Solitonkurve auf M , die ein einfach zu-
sammenha¨ngendes Gebiet Ω berandet. Dann gilt:∫∫
Ω
K dµ = 2pi . (2.27)
Insbesondere gibt es keine geschlossene Solitonkurve, die ein einfach zusammenha¨ngendes
Gebiet berandet, wenn eine der drei folgenden Bedingungen erfu¨llt ist:
(i)
∫∫
M
K+ dµ < 2pi (dabei ist K+ := max{K, 0})
(ii) K ≥ 0 auf M und ∫∫
M
K dµ < 2pi
(iii) K ≤ 0 auf M
Beweis: Die Formel (2.27) folgt aus Theorem 2.3.12. Falls wir nun annehmen γ sei ei-
ne geschlossene Solitonkurve, die ein einfach zusammenha¨ngendes Gebiet Ω berandet, so
wu¨rde aus (i) folgen, dass∫∫
Ω
K dµ ≤
∫∫
Ω
K+ dµ ≤
∫∫
M
K+ dµ < 2pi,
was (2.27) widerspricht. Wir beenden den Beweis mit der Bemerkung, dass die Bedingung
(i) sowohl aus (ii) als auch aus (iii) folgt. 
Bemerkung 2.3.14. (i) Aus dem Korollar folgt insbesondere, dass im euklidischen R2
keine geschlossenen Solitonkurven existieren, egal fu¨r welches Killingfeld.
(ii) Betrachten wir die euklidische Einheitsspha¨re in R3 mit der aus den Rotationen um
die Nord-Su¨d-Achse erzeugten Symmetriegruppen, so ist der A¨quator eine geschlos-
sene Solitonkurve. Die von dieser Solitonkurve berandete Fla¨che hat tatsa¨chlich den
Inhalt 2pi, in U¨bereinstimmung mit der Formel (2.27).
(iii) Auf einem einschaligen Rotationshyperboloid mit der natu¨rlichen Isometriegruppe
versehen, ist der Kehlkreis eine geschlossene Solitonkurve. Man darf also im vorange-
gangenen Korollar 2.3.13 nicht darauf verzichten, dass Ω einfach zusammenha¨ngend
ist. ♦
Eine geschlossene Solitonkurve kann als “Nulleck” aufgefasst werden. Nun betrachten wir
den Fall eines “Einecks”. Dies entspricht der Situation eines Selbstschnittes, das heisst
einer nicht eingebetteten Solitonkurve.
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Korollar 2.3.15 (“Einecke”). Die Randkurve eines einfach zusammenha¨ngenden Ge-
bietes Ω ⊂M sei eine ausser allenfalls in einem Punkt glatte Solitonkurve. Dann gilt:∫∫
Ω
K dµ ∈ ]pi, 3pi[ . (2.28)
Insbesondere gilt fu¨r ein einfach zusammenha¨ngendes M : Falls eine der drei folgenden
Bedingungen erfu¨llt ist, so ist jede Solitonkurve in M eingebettet.
(i)
∫∫
M
K+ dµ ≤ pi
(ii) K ≥ 0 auf M und ∫∫
M
K dµ ≤ pi
(iii) K ≤ 0 auf M
Beweis: Die Formel (2.28) folgt aus dem Theorem 2.3.12 fu¨r q = 1. Beachte, dass fu¨r den
Aussenwinkel im Eckpunkt α1 ∈ ] − pi, pi[ gilt. Die Winkel −pi und pi sind ausgeschlossen
wegen der Eindeutigkeit der Lo¨sung der Solitongleichung fu¨r Kurven (siehe Korollar 2.2.8).
Sei nun M einfach zusammenha¨ngend und γ˜ eine nicht eingebettete Solitonkurve auf M .
Dann berandet eine geeignete Einschra¨nkung γ von γ˜ ein einfach zusammenha¨ngendes
Gebiet Ω (siehe Appendix, Abschnitt 4.1). Dann wu¨rde aus (i) folgen, dass∫∫
Ω
K dµ ≤
∫∫
Ω
K+ dµ ≤
∫∫
M
K+ dµ ≤ pi,
was (2.28) widerspricht. Wir beenden den Beweis mit der Bemerkung, dass die Bedingung
(i) sowohl aus (ii) als auch aus (iii) folgt. 
Bemerkung 2.3.16. Aus dem Korollar folgt insbesondere, dass die Yin-Yang-Kurve ein-
gebettet ist. Dies wurde erstmals in [14, Proposition 1 (a)] bewiesen. ♦
Beispiel 2.3.17. Im Folgenden betrachten wir einen Rotationskegel mit halbem O¨ffnungs-
winkel β. Als Symmetriegruppe nehmen wir die Rotationsgruppe um die Kegelachse. Wir
interessieren uns dafu¨r, ob eine globale Solitonkurve auf diesem Kegel eingebettet ist oder
nicht. Eine solche Solitonkurve meidet die Kegelspitze. Um Korollar 2.3.15 anwenden zu
ko¨nnen, runden wir die Kegelspitze mit einer Kugelkappe ab, welche so klein gewa¨hlt ist,
dass sie mit der betrachteten Solitonkurve einen leeren Schnitt aufweist (siehe Figur 2.2).
Nehmen wir also an, die Solitonkurve weise einen Selbstschnitt auf. Eine geeignete Ein-
schra¨nkung γ dieser Kurve berandet dann ein einfach zusammenha¨ngendes Gebiet Ω. Falls
Ω die Kugelkappe nicht entha¨lt, folgt sofort ein Widerspruch aus der Formel (2.28) im Ko-
rollar 2.3.15, da dann K = 0 in Ω gilt. Falls Ω die Kugelkappe entha¨lt, folgt∫∫
Ω
K dµ = 2pi(1− sinβ)
(siehe Figur 2.2). Die rechte Seite ist kleiner gleich pi genau dann wenn β ≥ pi6 ist. Mit
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a
rr sinβ
h
pi
2 − β
β
β
Figur 2.2: Die Fla¨che A der Kugelkappe ist A = 2pirh. Wegen r = a sinβ
und h = r (1− sinβ) erhalten wir fu¨r die Kugelkru¨mmung K = 1
r2
= 1
a2 sin2 β
und A = 2pia2(1− sinβ) sin2 β. Somit ergibt sich K ·A = 2pi (1− sinβ).
Figur 2.3: Diese drei Kurven sind die Projektionen von Solitonkurven in
Richtung der Kegelachse. Die erste Projektion ist eine Solitonkurve bei hal-
bem O¨ffnungswinkel pi6 + 0.05 des Kegels. Die zweite Solitonkurve liegt auf
dem Kegel mit dem kritischen Wert des halben O¨ffnungswinkels pi6 . Die dritte
Solitonkurve liegt auf einem Kegel mit halbem O¨ffnungswinkel pi6 − 0.05. Die
ersten zwei Solitonen sind gema¨ss Beispiel 2.3.17 eingebettete Kurven. Die
numerische Rechnung zeigt bei der dritten Kurve einen Selbstschnitt.
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anderen Worten, wenn der halbe O¨ffnungswinkel des Kegels gro¨sser oder gleich pi6 ist, so
ist jede globale Solitonkurve auf dem Kegel eingebettet. Die drei Bilder in der Figur 2.3
zeigen die Projektion der Lo¨sungen fu¨r verschiedene O¨ffnungswinkeln. Die Figur 2.4 zeigt
einen Kegel mit halbem O¨ffnungswinkel pi6 + 0.05 mit einer darauf befindlichen (einge-
betteten) Solitonkurve. Damit der Verlauf der Kurve auf dem Fla¨che besser sichtbar ist,
wird der Kegel transparent dargestellt. Die Bilder wurden mit Hilfe eines Mathematica-
Programms erzeugt. Die konkreten Formeln sind im Appendix, Abschnitt 4.3 respektive
Abschnitt 4.3.1, hergeleitet. ♦
Figur 2.4: Solitonkurve auf einem Kegel mit halben O¨ffnungswinkel pi6 + 0.05.
Nach dem “Eineck” betrachten wir nun den Fall eines “Zweiecks” aus Solitonkurven. In
Situationen, in welchen wir die Existenz von “Zweiecken” ausschliessen ko¨nnen, folgt ins-
besondere die globale Eindeutigkeit der Solitonkurven. Das heisst, durch zwei verschiedene
Punkte auf der Fla¨che geht ho¨chstens eine Solitonkurve.
Korollar 2.3.18 (“Zweieck”). Sei Ω ein einfach zusammenha¨ngendes “Soliton-Zweieck”
auf M . Dies bedeutet, dass seine Randkurve γ aus zwei Teilkurven besteht, welche Ein-
schra¨nkungen von Solitonkurven auf Intervalle sind. Dann gilt:∫∫
Ω
K dµ ∈ ]0, 4pi[ (2.29)
Insbesondere gilt fu¨r ein einfach zusammenha¨ngendes M : Falls K ≤ 0 auf M ist und P
und Q zwei verschiedene Punkte auf M sind, so existiert ho¨chstens eine Solitonkurve auf
M , welche P mit Q verbindet.
Beweis: Die Formel (2.29) folgt aus dem Theorem 2.3.12 fu¨r q = 2. Beachte, dass fu¨r die
Aussenwinkel in den Eckpunkten αi ∈ ] − pi, pi[ , i = 1, 2, gilt. Die Winkel −pi und pi sind
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ausgeschlossen wegen der Eindeutigkeit der Lo¨sung der Solitongleichung fu¨r Kurven (siehe
Korollar 2.2.8).
Sei nun M einfach zusammenha¨ngend mit K ≤ 0 und seien P und Q zwei verschiedene
Punkte auf M . Weiter nehmen wir an, γ1 und γ2 seien zwei verschiedene Solitonkurven,
welche P und Q verbinden. Wegen Korollar 2.3.15 sind γ1 und γ2 eingebettet. Dann beran-
den zwei geeignete Einschra¨nkungen von γ1 und γ2 ein Solitonzweieck (siehe Appendix,
Abschnitt 4.2). Die Anwendung von Formel (2.29) auf dieses Solitonzweieck liefert den
gewu¨nschten Widerspruch. 
Bemerkung 2.3.19. Aus dem Korollar folgt insbesondere, dass sich zwei verschiede-
ne Yin-Yang-Kurven (zum selben Killingfeld) in ho¨chstens einem Punkt schneiden. Dies
wurde erstmals in [14, Proposition 1 (b)] bewiesen. ♦
Beispiel 2.3.20. Als Anwendung des obigen Korollars betrachten wir die Situation auf
dem einschaligen Rotationshyperboliod M := { (x, y, z) ∈ R3 | x2 +y2−z2 = 1 }, versehen
mit der Rotationsgruppe als Isometriegruppe. Wir mo¨chten zeigen, dass der Kehlkreis des
Hyperboloids von jedem anderen Soliton in ho¨chstens einem Punkt geschnitten werden
kann. Um dies einzusehen, betrachten wir die universelle U¨berlagerung des Hyperboloids:
(R2, g(t, ϕ)) →M, (t, ϕ) 7→ (cosh t cosϕ, cosh t sinϕ, sinh t)
mit
g(t, ϕ) =
(
cosh2 t+ sinh2 t 0
0 cosh2 t
)
.
Fu¨r die konkreten Berechnungen verweisen wir den Leser auf den Abschnitt 4.3. Das
Killingfeld X = (0, 1) erzeugt die Drehgruppe des Hyperboloids. Seien nun P und Q zwei
Punkte auf der ϕ-Achse (deren Bilder liegen also auf dem Kehlkreis). Die ϕ-Achse selber
ist dann ein P mit Q verbindender Soliton. Da K < 0 und R2 einfach zusammenha¨ngend
ist, kann laut Korollar 2.3.18 keine andere Solitonkurve P mit Q verbinden.
In der Figur 2.5 ist auf der rechten Seite eine eingebettete Solitonkurve zu sehen, welche den
Kehlkreis genau einmal schneidet. Links ist eine Solitonkurve abgebildet, die den Kehlkreis
meidet. Wir merken noch an, dass dieser Soliton auf dem Hyperboloid einen Selbstschnitt
aufweist, in der universellen U¨berlagerung jedoch wegen Korollar 2.3.15 nicht.
♦
Beispiel 2.3.21. Als weiteres Beispiel betrachten wir eine Schale M eines zweischaligen
Rotationshyperboloids. Fu¨r den halben O¨ffnungswinkel des asymptotischen Kegels wa¨hlen
wir einen Wert zwischen pi6 und
pi
2 . Dann gilt fu¨r die Gesamtkru¨mmung
0 <
∫∫
M
K dµ < pi.
Somit sind Solitonen bezu¨glich der Drehgruppe nach Korollar 2.3.15 eingebettet, Zweiecke
sind jedoch nicht ausgeschlossen. Die nachfolgenden Bilder in der Figur 2.6 zeigen, dass
Zweiecke in diesem Fall in der Tat vorkommen. ♦
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Figur 2.5: Zwei Solitonkurven auf einem Rotationshyperboloid
Figur 2.6: Zweieck auf einer Schale eines zweischaligen Rotationshyperboloids
(rechts in der Projektion)
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Als weiteres Beispiel betrachten wir noch Solitonkurven auf Schraubenfla¨chen. Die ent-
sprechenden Rechnungen sind im Appendix 4.4 ausgefu¨hrt. Als erstes betrachten wir eine
Standardschraubenfla¨che. Mit den selben Argumenten wie oben la¨sst sich zeigen, dass So-
litonkurven darauf eingebttet sind und die Achse ho¨chstens einmal schneiden. So zeigt das
linke Bild in Figur 2.7 einen Soliton, welcher die Achse einmal schneidet und das rechte
Bild, welcher die Achse meidet.
Figur 2.7: Zwei Solitonkurven auf einer Schraubenfla¨che
Bemerkung 2.3.22. Bei den vorangegangenen Beispielen wie auch bei dem unten abge-
bildeten Soliton wird die Isometriegruppe auf den Fla¨chen jeweils von der entsprechenden
Isometriegruppe des umgebenden euklidischen Raums induziert (Translation, Rotation,
Schraubung). Natu¨rlich lassen sich auch Beispiele konstruieren, wo die Isometriegruppe
der Fla¨che inha¨rent ist. Zum Beispiel besitzt die Enneper-Minimalfla¨che eine Isometrie-
gruppe, welche von einer Rotation in der Parameterebene erzeugt wird. ♦
Wir schliessen mit dem folgenden Bild, Figur 2.8, einer Solitonkurve auf einem Maccaroni
ab.
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Figur 2.8: Eine Solitonkurve auf einem Maccaroni
Kapitel 3
Mehrdimensionale Solitonen
3.1 Problemstellung
In diesem Kapitel untersuchen wir das Problem der lokalen Lo¨sbarkeit der Solitongleichung
〈X(f), ν(f) 〉 = −H(f) (3.1)
des mittleren Kru¨mmungsflusses. Dazu bietet sich sowohl die Untersuchung des entspre-
chenden Cauchy-Problems wie auch eines Randwertproblems an. Wir beschra¨nken uns
jedoch auf das Randwertproblem. Damit meinen wir, grob gesagt, folgendes: Wir geben,
beispielsweise im Falle dimN = 3, eine geschlossene Kurve in N vor, welche sich unter dem
Einfluss der gegebenen einparametrigen Gruppe von Isometrien auf N fortbewegt. Dann
stellt sich die Frage, ob in die gegebene Kurve eine Fla¨che eingespannt werden kann, wel-
che der Solitongleichung (3.1) genu¨gt. Diese Fla¨che wu¨rde sich dann unter dem mittleren
Kru¨mmungsfluss zusammen mit der gegebenen Randkurve gerade unter der Isometrie-
gruppe bewegen.
Sei also N die umgebende Riemannsche Mannigfaltigkeit von der Dimension n ≥ 3. Auf N
sei ein Killing-Vektorfeld X gegeben. Wir betrachten eine Kartenabbildung ψ : V ⊂ N →
U ⊂ Rn, so dass fu¨r eine nichtleere offene Menge Ω ⊂ Rn−1 gilt, dass Ω¯×{0} ⊂ U ist. Wir
betrachten Ω als unsere Mannigfaltigkeit M und beschreiben die gesuchte Solitonfla¨che
durch die Abbildung
φ : Ω → (U, g¯), x 7→ (x, u(x)). (3.2)
Wir werden im Folgenden sehen, unter welchen Bedingungen sich die Solitonfla¨che tat-
sa¨chlich in dieser Weise lokal als Graph einer Funktion u darstellen la¨sst.
Zur Unterscheidung bezeichnen wir die Indizes aus der Menge {1, . . . , n − 1} mit latei-
nischen Buchstaben und die Indizes aus {1, . . . , n} mit griechischen Buchstaben. U¨ber
repetierte unten und oben stehende Indizes wird dann entsprechend stillschweigend sum-
miert. Die Standardbasis in Rn−1 bezeichnen wir mit ei und die Standardbasis in Rn mit
eα. Im weiteren benu¨tzen wir die Kurzschreibweise ui :=
∂u
∂xi
.
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In diesen lokalen Koordinaten lautet die Gleichung (3.1), welche die Solitonlo¨sung erfu¨llen
muss,
〈X(x, u(x)), ν(x, u(x)) 〉 = −H(x, u(x)). (3.3)
Dies ist eine Gleichung fu¨r die Funktion u.
Nun mu¨ssen wir die Gleichung (3.3) noch explizit ausschreiben. Dazu betrachten wir zuerst
die linke Seite, welche lokal durch
−Xα(x, u(x)) νβ(x, u(x))g¯αβ(x, u(x))
beschrieben ist. Fu¨r die Berechnung von ν betrachten wir die Funktion F : Ω×R ⊂ Rn →
R, definiert durch
F (x1, . . . , xn) := u(x1, . . . , xn−1)− xn .
Dann ist die Solitonfla¨che die Niveaufla¨che zu dieser Funktion F zum Niveau 0. Fu¨r
Tangentialvektoren ξ ∈ Tφ(x)φ(Ω) gilt dann
〈∇g¯F, ξ〉g¯ = 0
wobei der Gradient von F gegeben ist durch
∇g¯F = g¯αβ ∂F
∂xα
eβ .
Damit bekommen wir als (nach unten zeigende) Normale ν
ν =
∇g¯F
‖∇g¯F‖g¯
.
Dabei ergeben sich die Komponenten von ∇g¯F und die Norm ‖∇g¯F‖g¯ als
(∇g¯F )α = uig¯iα − g¯nα
‖∇g¯F‖2g¯ = uiuj g¯ij − 2ui g¯in + g¯nn.
Nach kurzer Rechnung erha¨lt man daraus fu¨r die linke Seite der Gleichung (3.3)
Xανβ g¯αβ =
1
‖∇g¯F‖g¯
(
Xkuk −Xn
)
. (3.4)
Nun berechnen wir die rechte Seite der Gleichung (3.3), also H. Wie wir im Abschnitt 1.2
gesehen haben, gilt die Formel H = gijhij . Dabei ist gij die auf Ω induzierte Metrik
gij =
∂φα
∂xi
∂φβ
∂xj
g¯αβ = g¯ij + uj g¯in + ui g¯jn + uiuj g¯nn,
und hij ist nach (1.5) durch die Gaussgleichung
∂2φα
∂xi∂xj
− Γkij
∂φα
∂xk
+ Γ¯αβγ
∂φβ
∂xi
∂φγ
∂xj
= −hijνα (3.5)
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gegeben. Wie wir am Ende des Abschnitts 1.2 bemerkt haben, fa¨llt der mittlere Term auf
der linken Seite weg, wenn wir mit g¯αβν
β multiplizieren. Nach multiplizieren der Glei-
chung (3.5) mit g¯αδν
δ bekommen wir
∂2φ
∂xi∂xj
g¯αδν
δ + Γ¯αβγ
∂φβ
∂xi
∂φγ
∂xj
g¯αδν
δ = −hij . (3.6)
Expandieren wir die Terme auf der linken Seite von (3.6), erhalten wir
−hij = 1‖∇g¯F‖g¯
(
−uij + Γ¯kijuk − Γ¯nij + Γ¯kinujuk − Γ¯ninuj+
+Γ¯knjuiuk − Γ¯nnjui + Γ¯knnuiujuk − Γ¯nnnuiuj
)
.
(3.7)
Dann lautet die zu lo¨sende Solitongleichung (3.3)
Xkuk −Xn = − gijuij + gij
(
Γ¯kijuk − Γ¯nij
)
+ 2gij
(
Γ¯kinujuk − Γ¯ninuj
)
+ gij
(
Γ¯knnuiujuk − Γ¯nnnuiuj
)
. (3.8)
Dabei sind die auftretenden Funktionen an den Stellen X i = X i(x, u(x)), uj = uj(x) und
Γ¯kij = Γ¯
k
ij(x, u(x)) auszuwerten, und die Metrik g
ij ha¨ngt von x, u(x) und von ∇u(x) ab,
wobei x ∈ Ω ⊂ Rn−1 ist.
An dieser Stelle geben wir Randbedingungen vor, indem wir verlangen, dass
u = ϕ auf ∂Ω, (3.9)
wobei wir im Moment nur den Fall ϕ ≡ 0 betrachten. Wir bemerken jedoch schon hier,
dass das Problem (3.8)–(3.9) im Allgemeinen keine Lo¨sung zu haben braucht. Dies sieht
man bereits am Beispiel der Yin-Yang-Kurve. Gibt man sich dort zwei Punkte vor, so
ist die Yin-Yang-Kurve durch die zwei Punkte im Allgemeinen nicht als Graph u¨ber der
punkteverbindenden Geraden darstellbar. Wir werden daher im Folgenden nach und nach
weitere Bedingungen implementieren.
3.2 Lo¨sung mit Hilfe des Satzes u¨ber implizite Funktionen
Es gibt verschiedene Mo¨glichkeiten, das gegebene Dirichlet-Problem zu lo¨sen. In [14] wird
der Banachsche Fixpunktsatz vewendet, da diese Methode gerade auch einen Algorith-
mus zur numerischen Lo¨sung liefert. Es wird jedoch erwa¨hnt, dass auch der Schaudersche
Fixpunktsatz angewendet werden kann. In der genannten Arbeit wird jedoch nur der Fall
N = Rn mit Rotationsisometriegruppen betrachtet. Es zeigt sich, dass bei uns im Allge-
meinen Fall der Satz u¨ber implizite Funktionen einen geeigneteren Ansatz liefert. Rufen
wir uns diesen kurz in Erinnerung.
Theorem 3.2.1. Seien X,Y und Z Banachra¨ume. Weiter sei W ⊂ X × Y offen und
nicht leer und f ∈ C1(W,Z). Fu¨r (x0, y0) ∈W gelte
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(i) f(x0, y0) = 0
(ii) Dyf(x0, y0) ∈ L(Y,Z) ist ein Isomorphismus.
Dann existieren offene Umgebungen U(x0), V (y0) mit U(x0) × V (y0) ⊂ W und fu¨r alle
x ∈ U(x0) gibt es genau ein y ∈ V (y0) mit f(x, y) = 0.
Somit ist die Abbildung
g : U(x0) → V (y0), x 7→ y
durch f(x, g(x)) = 0 wohldefiniert und es gilt
(i) g ∈ C1(U(x0), V (y0)) und
(ii) Dg(x0) = − (Dyf(x0, y0))−1Dxf(x0, y0)
Wir wollen nun
−gijuij + gij
(
Γ¯kijuk − Γ¯nij
)
+2gij
(
Γ¯kinujuk − Γ¯ninuj
)
+gij
(
Γ¯knnuiujuk − Γ¯nnnuiuj
)
= λ
(
Xkuk −Xn
)
auf Ω (3.10)
u = 0 auf ∂Ω (3.11)
mit Hilfe von Theorem 3.2.1 lo¨sen. Dabei haben wir das Originalkillingfeld X in (3.8)
durch das Killingfeld λX ersetzt, mit dem Hintergedanken, das Problem fu¨r genu¨gend
kleines λ zu lo¨sen.
Bemerkung 3.2.2. Man beachte, dass fu¨r λ = 0 die Gleichung (3.10) gerade eine Mini-
malfla¨che darstellt, welche in der gegebenen Randkurve eingespannt ist. Es ist daher eine
natu¨rliche Forderung zu verlangen, dass die Koordinaten so gewa¨hlt sind, dass der Graph
der Funktion u ≡ 0 eine Minimalfla¨che darstellt. Dies entspricht der in [14] betrachteten
Situation einer Ebene im Euklidischen Fall. ♦
Als Banachra¨ume im Theorem 3.2.1 wa¨hlen wir nun X := R, Y := C2,α(Ω¯)∩C0(Ω¯), Z :=
C0,α(Ω¯) und W = X×Y . Mit C0(Ω¯) meinen wir die Menge der stetigen Funktionen auf Ω¯,
die auf ∂Ω verschwinden. Der Raum Y wird dabei mit der Norm von C2,α(Ω¯) ausgestattet.
Im U¨brigen benu¨tzen wir die Notation und Definition der Ho¨lder-Ra¨ume aus [10].
Weiter sei
f : W → Z
(λ, u) 7→ − gijuij + gij
(
Γ¯kijuk − Γ¯nij
)
+ 2gij
(
Γ¯kinujuk − Γ¯ninuj
)
+ gij
(
Γ¯knnuiujuk − Γ¯nnnuiuj
)
− λ
(
Xkuk −Xn
)
und (λ0, u0) = (0, 0).
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Wir mu¨ssen nun u¨berpru¨fen, dass f ∈ C1(R× (C2,α(Ω¯) ∩ C0(Ω¯)), C0,α(Ω¯)) und dass die
Eigenschaften (i) und (ii) aus dem Theorem 3.2.1 erfu¨llt sind.
Dass f tatsa¨chlich stetig differenzierbar ist, wird im Appendix 4.5 verifiziert.
Wegen der Bemerkung 3.2.2 gilt wie gewu¨nscht f(0, 0) = 0, und somit ist die Eigenschaft
(i) erfu¨llt.
Um (ii) zu u¨berpru¨fen, mu¨ssen wir die partielle Ableitung von f nach u berechnen, und
diese im Punkt (λ, u) = (0, 0) auswerten.
Duf(0, 0) : C
2,α(Ω¯) ∩ C0(Ω¯) → C0,α(Ω¯)
v 7→ − gij(x, 0, 0)vij
+ gij(x, 0, 0)Γ¯kij(x, 0)vk
−Du
(
gij(x, 0, 0)Γ¯nij(x, 0)
)
v
−Duk
(
gij(x, 0, 0)Γ¯nij(x, 0)
)
vk
− 2gij(x, 0, 0)Γ¯nin(x, 0)vj
Setzen wir voraus, dass Ω ein C2,α Gebiet ist, so folgt aus der Bedingung
Du
(
gij(x, 0, 0)Γ¯nij(x, 0)
) ≤ 0 (3.12)
und dem Satz 6.14 aus [10], dass Duf(0, 0) ein Isomorphismus ist. Unter dieser Vorausset-
zung hat somit die Gleichung (3.10), (3.11) fu¨r kleine λ eine Lo¨sung u ∈ C2,α(Ω¯). Um den
entsprechenden Satz formulieren zu ko¨nnen, fu¨hren wir noch folgende Sprechweisen ein.
Sei N eine n-dimensionale Riemannsche Mannigfaltigkeit mit einem Killingvektorfeld X.
Weiter sei N ′ ⊂ N eine eingebettete orientierbare minimale Hyperfla¨che, sowie ψ : V ⊂
N → U ⊂ Rn eine Kartenabbildung so, dass ψ−1((Rn−1 × {0}) ∩ U) = N ′. Eine solche
Kartenabbildung respektive solche Koordinaten nennen wir dann kurz minimal. Falls
dann auf (Rn−1×{0})∩U die Bedingung (3.12) gilt, nennen wir die Koordinaten zugelassen.
Falls fu¨r N ′ zugelasssene minimale Koordinaten existieren, nennen wir N ′ zugelassen.
Theorem 3.2.3. Sei N eine n-dimensionale Riemannsche Mannigfaltigkeit mit einem
Killingvektorfeld X. Weiter sei N ′ ⊂ N eine zugelassene minimale Hyperfla¨che. Ist dann
γ der Rand eines C2,α Gebietes Σ ⊂⊂ N ′, so existiert fu¨r genu¨gend kleines λ eine Soliton-
hyperfla¨che bezu¨glich des Killingvektorfeldes λX mit dem Rand γ.
Bemerkung 3.2.4. Wir schliessen die Diskussion an dieser Stelle mit einer hinreichenden
Bedingung fu¨r die Zula¨ssigkeit einer minimalen Hyperfla¨che ab. Dazu machen wir folgen-
de U¨berlegung. Gema¨ss (3.10) ist gij(x, u, 0)Γ¯nij(x, u) gerade die mittlere Kru¨mmung der
Niveaufla¨che u ≡ konstant. Gelingt es also N ′ in eine Bla¨tterung bestehend aus Minimal-
fla¨chen von N einzubetten, so ist sogar Du
(
gij(x, 0, 0)Γ¯nij(x, 0)
)
= 0 erfu¨llbar durch ent-
sprechende Wahl des Koordinatensystems. Dies wiederum ist insbesondere dann mo¨glich,
wenn X oder ein anderes Killingfeld N ′ transversal schneidet. ♦
Im Spezialfall, wenn X eine Rotation auf N = Rn erzeugt und N ′ eine Hyperebene ist,
wurde der Satz 3.2.3 bereits in [14] bewiesen, dort allerdings mit etwas flexibleren Rand-
bedingungen.
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Beispiel 3.2.5. Als Illustration zum Satz 3.2.3 betrachten wir die Situation einer Schrau-
bung in R3. Als Killing-Feld, welches die Schraubung entlang der x3-Achse erzeugt, be-
trachten wir
X(x) =
−x2ωx1ω
λ
 .
Wir mo¨chten lokal die Solitongleichung 〈X, ν〉 = −H lo¨sen, wobei wir die Lo¨sung als Graph
einer zu bestimmenden Funktion u u¨ber dem in der (x1, x2)-Ebene liegenden Einheitskreis
darstellen wollen. Der Satz 3.2.3 garantiert die Existenz einer Lo¨sung fu¨r kleine Werte der
Winkelgeschwindigkeit ω und der Translationsgeschwindigkeit λ. (Eine genauere Analyse
in diesem Fall liefert, dass es in der Tat nur auf den transversalen Anteil λ ankommt.)
Als Metrik bekommt man gij = δij + uiuj respektive g
ij = δij − 1
w2
δikukδ
jlul mit w
2 =
1 + δijuiuj . Als Einheitsnormale auf die Fla¨che findet man leicht
ν = − 1
w
(δklul
∂
∂xk
− ∂
∂u
).
Die Christoffel-Symbole ergeben sich als
Γkij = uijg
krur .
Aus der Gauss-Gleichung erha¨lt man daraus die mittlere Kru¨mmung
−H = 1
w
gijuij .
Damit wird die Solitongleichung schliesslich explizit:
w2(ω(u1x2 − u2x1) + λ) = u11(1 + u22) + u22(1 + u21)− 2u1u2u12.
Diese Gleichung la¨sst sich relativ einfach in ein numerisches Verfahren u¨bersetzen. Die Idee
dabei ist wie in [14], die Gleichung als Fixpunktgleichung einer kontrahierenden Abbildung
zu betrachten. In jedem Iterationsschritt muss dann eine lineare elliptische Gleichung
gelo¨st werden, was mit Hilfe des Gauss-Seidel-Verfahrens geschieht. Die Kombination mit
einer sukzessiven Gitterverfeinerung liefert schliesslich einen recht schnell konvergierenden
Algorithmus. Die Lo¨sung ist fu¨r eine spezielle Wahl von Randwerten unten abgebildet.
Man beachte dabei, wie der “Bauch” in der Mitte den Translationsanteil liefert und die
vier asymmetrischen “Nasen” am Rand fu¨r die Drehung sorgen.
♦
Kapitel 4
Appendix
4.1 Einfache Schleifen
Wir beweisen hier das folgende technische Lemma:
Lemma 4.1.1. Sei M eine glatte Riemannsche Mannigfaltigkeit und γ : [0, `] → M eine
regula¨re C1-Kurve, welche nach der Bogenla¨nge parametrisiert ist. Falls γ nicht injektiv
ist, so bildet γ mindestens eine einfache Schleife.
Unter einer einfachen Schleife verstehen wir dabei folgendes: Es gibt ein offenes Teilintervall
]x, y[⊂ [0, `], so dass γ|]x,y[ injektiv ist und γ(x) = γ(y).
Beweis: Zum Beweis des Lemmas betrachten wir die abgeschlossene Menge
A := {(x, y) ∈ [0, `]× [0, `] | γ(x) = γ(y)}.
Ferner sei
D := {(x, x) ∈ [0, `]× [0, `] | x ∈ [0, `] } ⊂ A
die Diagonale von A. Wir betrachten dann zwei Fa¨lle.
1.Fall : Sei dist(A\D, D) > 0. Dann gibt es einen Punkt (x, y) ∈ A\D mit dist(A\D, D) =
dist((x, y), D). Da im Quadrat [x, y] × [x, y] ausser (x, y) und (y, x) kein weiterer Punkt
der Menge A \D liegt, muss γ|[x,y] eine einfache Schleife sein (siehe Figur 4.1).
2.Fall : Sei nun dist(D,A \ D) = 0. Dann gibt es eine Folge (xn, yn) ∈ A \ D, so dass
(xn, yn) → (x¯, x¯) ∈ D fu¨r n→∞. Im folgenden du¨rfen wir wegen Nashs Einbettungssatz
davon ausgehen, dass M respektive ein relevanter kompakter Teil von M isometrisch in
einem euklidischen Raum Rk eingebettet ist. Mit dem Mittelwertsatz und der Eigenschaft,
dass γ eine C1-Funktion ist, folgt dann, dass 0 = γ(xn)−γ(yn)
xn−yn → γ˙(x¯) 6= 0, was einen
Widerspruch liefert. 
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A \D
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Figur 4.1: Illustration zum 1. Fall
4.2 Einfache Zweiecke
Wir beweisen hier ein weiteres technisches Lemma:
Lemma 4.2.1. Fu¨r i = 1, 2 seien γi : [0, `i] → M zwei nach der Bogenla¨nge parametri-
sierte Solitonkurven, so dass γ1(0) = γ2(0) und γ1(`1) = γ2(`2). Dann bilden γ1 und γ2
mindestens ein einfaches Zweieck. Das heisst, es gibt ]ai, bi[⊂ [0, `i] mit γ1(a1) = γ2(a2)
und γ1(b1) = γ2(b2), so dass sich die Einschra¨nkungen γ1|]a1,b1[ und γ2|]a2,b2[ nicht schnei-
den.
Beweis: Wir betrachten die abgeschlossene Menge
A := { (x, y) ∈ [0, `1]× [0, `2] | γ1(x) = γ2(y) }.
Sei P = (x¯, y¯) ein Ha¨ufungspunkt von A, dann ist insbesondere P ∈ A. Somit existiert eine
Folge Pi = (xi, yi) von lauter verschiedenen Punkten aus A mit Pi → P fu¨r i → ∞. Das
heisst, es gilt γ1(xi) = γ2(yi). Wir nehmen im Weiteren wieder an, M oder ein relevanter
Teil von M sei isometrisch in einem euklidischen Raum Rk eingebettet. Dann gilt
γ1(xi)− γ1(xi−1)
xi − xi−1 =
γ2(yi)− γ2(yi−1)
yi − yi−1
yi − yi−1
xi − xi−1 .
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Die linke Seite konvergiert fu¨r i → ∞ gegen γ˙1(x¯), der erste Faktor auf der rechten Seite
gegen γ˙2(y¯). Da diese beiden Limites Einheitsvektoren sind, folgt, dass
lim
i→∞
yi − yi−1
xi − xi−1 = ±1
und
γ˙1(x¯) = ±γ˙2(y¯).
Aufgrund der eindeutigen Lo¨sbarkeit der Solitongleichung folgt nun, dass das Ganze in
[0, l1] × [0, l2] liegende Stu¨ck der Gerade durch den Ha¨ufungspunkt P mit Steigung +1
respektive −1 zu A geho¨rt. Man sieht nun leicht, dass A nur endlich viele solche Ge-
radenstu¨cke enthalten kann. Wu¨rde na¨mlich A unendlich viele Geraden, sagen wir der
Steigung 1, enthalten, dann fa¨nde man eine Folge (xi, y) ∈ A welche sich in einem Punkt
von A ha¨ufen wu¨rden. Dann ha¨tte man
0 =
γ2(y)− γ2(y)
xi − xi−1 =
γ1(xi)− γ1(xi−1)
xi − xi−1 ,
was nicht sein kann, da die rechte Seite gegen einen Einheitsvektor konvergiert. Wir machen
nun eine Fallunterscheidung, um endlich das einfache Zweieck zu finden.
1. Fall : A entha¨lt mindestens eine Gerade (aber eben ho¨chstens endlich viele). Wir be-
trachten nur einen Fall einer mo¨glichen Lage dieser Geraden (siehe Figur 4.2). Zwischen
den Punkten Q und S liegen ho¨chstens endlich viele weitere Punkte aus A (unendlich
viele Punkte kann man mit demselben Argument wie oben ausschliessen). Der dem Punkt
Q = (q, `2) na¨chstliegende Punkt sei R = (r, `2). Dann ist γ1|[q,r] zusammen mit γ2|[`2,`2]
ein einfaches Zweieck.
Q = (q, `2) R = (r, `2) S = (`1, `2)
(0, 0)
Figur 4.2: Illustration zum 1. Fall
2. Fall : A entha¨lt keine Gerade (also nur endlich viele Punkte). In diesem Falle wa¨hlt
man zwei Punkte Q = (q1, q − 2) und R = (r1, r2) aus A, so dass keine weiteren Punkte
aus A im Streifen ]q1, r1[×R liegen (siehe Figur 4.3). Je nach Lage der Punkte ist dann
γ1|[q1,r1] und γ2|[q2, r2] oder (falls weitere Punkte von A auf dem Rand des Streifens liegen)
γ1|[q1, q1] und γ2|[q2,s2] ein einfaches Zweieck. 
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(0, 0)
Q = (q1, q2)
R = (r1, r2)
S = (q1, s2)
(`1, `2)
Figur 4.3: Illustration zum 2. Fall
4.3 Solitonkurven auf Rotationsfla¨chen
Die Abbildung t 7→ (R(t), z(t)), R(t) > 0, sei eine regula¨re Kurve in der (R, z)-Ebene. Die-
se Kurve wird nun um die z-Achse rotiert und erzeugt so eine Rotationsfla¨che im R3. Damit
ist eine Parametrisierung dieser Fla¨che geben durch (t, ϕ) 7→ (R(t) cosϕ, R(t) sinϕ, z(t)).
Die Metrik g(t, ϕ) auf dieser Rotationsfla¨che ist dann geben durch(
R′(t)2 + z′(t)2 0
0 R(t)2
)
.
Die Christoffelsymbole Γαβγ zur Metrik g errechnen sich dann wie folgt:
Γ111 =
R′(t)R′′(t) + z′(t)z′′(t)
R′(t)2 + z′(t)2
Γ112 = Γ
1
21 = 0
Γ122 = −
R(t)R′(t)
R′(t)2 + z′(t)2
Γ211 = 0
Γ212 = Γ
2
21 =
R′(t)
R(t)
Γ222 = 0
Das Killingfeld X = (0, 1) erzeugt die Drehgruppe der Rotationsfla¨che. Wir suchen nun
in der (t, ϕ)-Ebene eine Solitonkurve bezu¨glich X in der Form
f : I → R2, s 7→ (ρ(s), φ(s))
wobei I ein Intervall ist.
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Eine Einheitsnormale an die Solitonkurve im Punkt (ρ(s), φ(s)) ist
ν(s) :=
1√
R2
(
R′2 + z′2
) (
(R′2 + z′2)ρ′2 +R2φ′2
) ( R2φ′− (R′2 + z′2) ρ′
)
.
Dabei sind R, R′ und z′ im Punkt ρ(s) und ρ′ und φ′ in s auszuwerten.
Als Kru¨mmung H der Solitonkurve im Punkt (ρ(s), φ(s)) bezu¨glich der Normalen ν erha¨lt
man
H =
−2R′3ρ′2φ′+R′φ′
(
−2z′2ρ′2+R(−Rφ′2+ρ′2R′′)
)
+RR′2(φ′ρ′′−ρ′φ′′)+Rz′
(
ρ′2φ′z′′+z′φ′ρ′′−z′ρ′φ′′
)
(R′2ρ′2+z′2ρ′2+R2φ′2)
q
(R′2+z′2)
(
(R′2+z′2)ρ′2+R2φ′2
) .
Auch hier sind die Funktionen ρ und φ sowie deren Ableitungen in s und R und z sowie
deren Ableitungen in ρ(s) auszuwerten.
Fu¨r die linke Seite der Solitongleichung 〈X, ν〉 = −H bekommt man schliesslich
〈X, ν〉 = − Rρ
′(R′2 + z′2)√
(R′2 + z′2)
(
(R′2 + z′2)ρ′2 +R2φ′2
) .
Wir legen nun fest, dass die gesuchte Solitonkurve nach der Bogenla¨nge parametrisiert
sein soll, das heisst ‖f ′‖g = 1, also insbesondere
0 =
d
ds
〈f˙ , f˙〉g = 2f˙ i(f¨ jgij + f˙ j f˙kΓkij). (4.1)
Das Gleichungssystem zweiter Ordnung bestehend aus der Gleichung 〈X, ν〉 = −H und
der Gleichung (4.1) wird dann wie in Abschnitt 2.2 umgeschrieben in ein Gleichungssy-
stem erster Ordnung. Man erha¨lt auf diese Weise die Gleichung fu¨r Solitonkurven auf
Rotationsfla¨chen:
d
ds

ρ
φ
u
v
 =

u
v
Rv2R′+R2uv(R′2+z′2)−u2(R′R′′+z′z′′)
R′2+z′2
−u
(
2vR′+Ru(R′2+z′2)
)
R
 (4.2)
Der Forderung, dass die Kurve nach der Bogenla¨nge parametrisiert ist, kommen wir nach,
indem wir bei den Anfangsbedingungen festlegen, dass ‖f ′(0)‖g = 1.
Wie wir in Abschnitt 2.2 gezeigt haben, besitzt dieses Differentialgleichungssystem (4.2)
lokal fu¨r beliebige Anfangsdaten eine eindeutige Lo¨sung respektive eine globale Lo¨sung,
falls die Rotationsfla¨che geoda¨tisch vollsta¨ndig ist.
4.3.1 Kegel
Als Beispiel einer Rotationsfla¨che betrachten wir einen Kegel mit halbem O¨ffnungswinkel
β. In diesem Fall erzeugt
R(t) = t sinβ, z(t) = −t cosβ
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den Kegel. Setzt man dies in (4.2) ein, so erha¨lt man
d
ds

ρ
φ
u
v
 =

u
v
vρ(v + uρ) sin2 β
−u(2v+uρ)
ρ
 . (4.3)
4.3.2 Hyperboloid
Als weiteres Beispiel einer Rotationsfla¨che betrachten wir ein einschaliges Rotationshyper-
boloid. Als erzeugende Kurve nehmen wir dafu¨r
R(t) = λ cosh t, z(t) = sinh t
Der asymptotischen Kegel weist somit einen halbem O¨ffnungswinkel β = arctanλ auf.
Setzt man diese Parametrisierung der erzeugenden Kurve in (4.2) ein, so erha¨lt man
d
ds

ρ
φ
u
v
 =

u
v
cosh ρ
(
v2λ2 sinh ρ−u2(1+λ2) sinh ρ +uvλ2 cosh ρ (cosh2 ρ +λ2 sinh2 ρ )
)
cosh2 ρ + λ2 sinh2 ρ
−u
(
2v sinh ρ + u(cosh3 ρ +λ2 cosh ρ sinh2 ρ )
)
cosh ρ
 . (4.4)
4.4 Solitonkurven auf Schraubenfla¨chen
Die Abbildung t 7→ (x(t), y(t)) sei eine regula¨re Kurve in der (x, y)-Ebene. Diese Kurve
wird nun in Richtung der z-Achse geschraubt und erzeugt auf diese Weise eine Schrau-
benfla¨che im R3. Damit ist eine Parametrisierung dieser Fla¨che gegeben durch
ψ : (t, ϕ) 7→ (x(t) cosϕ− y(t)sinϕ, x(t) sinϕ+ y(t) cosϕ, λϕ).
Dabei ist 2piλ > 0 die Gangho¨he der Schraubenfla¨che. Sei im weiteren die erzeugende
Kurve nach der Bogenla¨nge parametrisiert, das heisst, es gilt x′(t)2 + y′(t)2 = 1. Somit ist
die Kru¨mmung der Kurve gegeben durch κ(t) = x′(t)y′′(t)− y′(t)x′′(t). Ferner setzen wir
R(t)2 := x(t)2 +y(t)2 +λ2. Die Metrik g(t, ϕ) auf dieser Schraubenfa¨che ist gegeben durch(
1 −y(t)x′(t) + x(t)y′(t)
−y(t)x′(t) + x(t)y′(t) R(t)2
)
.
Wir merken noch an, dass diese Matrix automatisch positiv definit ist: Nach dem Hurwitz-
Kriterium ist dies genau dann der Fall, wenn g11 = x
′2 + y′2 > 0 und det gij = λ2(x′2 +
y′2) + (12(R
2)′)2 > 0.
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Die Christoffelsymbole Γαβγ zur Metrik gij errechnen sich dann wie folgt:
Γ111 =
(R2)′(xx′′ + y y′′)
2g
Γ112 =
(R2)′(y x′ − x y′)
2g
Γ121 = Γ
1
12
Γ122 = −
R2 (R2)′
2g
Γ211 =
κ(R2)′
2g
Γ212 =
(R2)′
2g
Γ221 = Γ
2
12
Γ222 = −
(R2)′(y x′ − x y′)
2g
wobei g = det gij .
Das Killingfeld X = (0, 1) erzeugt die Schraubengruppe der Fla¨che. Wir suchen nun in
der (t, ϕ)-Ebene eine Solitonkurve bezu¨glich in der Form
f : I → R2, s 7→ (ρ(s), φ(s))
wobei I ein Intervall ist.
Eine Einheitsnormale an die Solitonkurve im Punkt (ρ(s), φ(s)) ist
ν(s) :=
1√
ω
(
ρ′(x y′ − x′ y) + φ′R2
−(ρ′ + φ′(x y′ + x′ y))
)
wobei ω := g
(
ρ′2 + 2ρ′φ′(x y′ − x′ y) + φ′2R2). Dabei sind x, x′, y und y′ im Punkt ρ(s)
und ρ′ und φ′ in s auszuwerten.
Als Kru¨mmung H der Solitonkurve im Punkt (ρ(s), φ(s)) bezu¨glich der Normalen ν erha¨lt
man
H =
g(φ′ρ′′−ρ′φ′′)+ 1
2
(R2)′
(
ρ′2φ′(x x′′+y y′′−2)+3ρ′φ′2(y x′−x y′)−κρ′3−φ′3R2
)
√
g
(
ρ′2+2ρ′φ′(x y′−y x′)+φ′2R2
) 3
2
,
wobei wir, um die Formel etwas zu vereinfachen, hier nun vorausgesetzt haben, dass die
erzeugende Kurve (x(t), y(t)) nach der Bogenla¨nge parametrisiert ist. Diese Annahme
werden wir im weiteren beibehalten.
Fu¨r die linke Seite der Solitongleichung 〈X, ν〉 = −H bekommt man schliesslich
〈X, ν〉 = −
√
g ρ′√
ρ′2 + 2ρ′φ′(x y′ − y x′) + φ′2R2 .
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Wir legen nun fest, dass die gesuchte Solitonkurve nach der Bogenla¨nge parametrisiert
sein soll, das heisst ‖f ′‖g = 1, also insbesondere
0 =
d
ds
〈f˙ , f˙〉g = 2f˙ i(f¨ jgij + f˙ j f˙kΓkij). (4.5)
Das Gleichungssystem zweiter Ordnung bestehend aus der Gleichung 〈X, ν〉 = −H und
der Gleichung (4.5) wird dann wie in Abschnitt 2.2 umgeschrieben in ein Gleichungssy-
stem erster Ordnung. Man erha¨lt auf diese Weise die Gleichung fu¨r Solitonkurven auf
Schraubenfla¨chen:
d
ds

ρ
φ
u
v
 =

u
v
uvR2 + u2(x y′ − y x′) + (R
2)′
(
v2R2−u2(x x′′+y y′′)+2uv(x y′−y x′)
)
2 g
uv(y x′ − x y′)− u2 + (R
2)′
(
v2(y x′−x y′)−2uv−κu2
)
2 g
 . (4.6)
Der Forderung, dass die Kurve nach der Bogenla¨nge parametrisiert ist, kommen wir nach,
indem wir bei den Anfangsbedingungen festlegen, dass ‖f ′(0)‖g = 1.
Wie wir in Abschnitt 2.2 gezeigt haben, besitzt dieses Differentialgleichungssystem (4.6)
lokal fu¨r beliebige Anfangsdaten eine eindeutige Lo¨sung respektive eine globale Lo¨sung,
falls die Schraubenfla¨che geoda¨tisch vollsta¨ndig ist.
4.5 Differenzierbare Funktionen auf Banachra¨umen
In diesem Abschnitt fassen wir kurz die Theorie der differenzierbaren Funktionen zwischen
Banachra¨umen zusammen.
Definition 4.5.1. Seien X, Y zwei Banachra¨ume, ∅ 6= U ⊂ X offen und f : U → Y .
Die Abbildung f heisst Fre´chet-differenzierbar, kurz differenzierbar, in x ∈ U , falls ein
stetiger linearer Operator T : X → Y mit
‖f(x+ y)− f(x)− Ty‖ = o(‖y‖)
existiert. Wir schreiben
Df(x) = f ′(x) = T.
Wir definieren die Menge der stetig differenzierbaren Funktionen
C1(U, Y ) := { f : U → Y | f ist stetig und differenzierbar in jedem Punkt x ∈ U
und Df ∈ C0(U,L(X,Y )) }. ♦
Nun kommen wir zu einigen Rechenregeln. Die einfachste ist die Linearita¨t.
Lemma 4.5.2. Seien X, Y zwei Banachra¨ume, ∅ 6= U ⊂ X offen und f, g ∈ C1(U, Y ).
Dann gilt λf + µg ∈ C1(U, Y ) und (λf + µg)′ = λf ′ + µg′ fu¨r λ, µ ∈ R.
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Ferner gilt eine Produktregel, wenn der Zielraum eine Banachalgebra ist.
Lemma 4.5.3. Sei X ein Banachraum und Y eine Banachalgebra, ∅ 6= U ⊂ X offen und
f, g ∈ C1(U, Y ). Dann gilt fg ∈ C1(U, Y ) und D(fg) = g Df + f Dg.
Der Beweis ist einfach. Ebenso einfach ist die folgende Bemerkung.
Lemma 4.5.4. Seien X und Y zwei Banachra¨ume und f : X → Y linear und stetig.
Dann ist f ∈ C1(X,Y ) und
Df : X → L(X,Y ), x 7→ f
Das folgende Lemma entha¨lt die Kettenregel.
Lemma 4.5.5. Seien X, Y und Z Banachra¨ume und seien ∅ 6= U ⊂ X, ∅ 6= V ⊂ Y
offen. Weiter sei f ∈ C1(U, Y ) mit f(U) ⊂ V und g ∈ C1(V,Z). Dann ist g◦f ∈ C1(U,Z)
und es gilt
D(g ◦ f)(x) = Dg(f(x)) ◦Df(x).
Auch die Kettenregel ist einfach zu beweisen.
Nachdem wir nun einige Ableitungsregeln fu¨r allgemeine Banachra¨ume behandelt haben,
gehen wir nun speziell u¨ber zu Ho¨lder-Ra¨umen. Dazu beno¨tigen wir vorerst die folgende
technische Aussage.
Lemma 4.5.6. Sei Ω ⊂ Rn offen, zusammenha¨ngend und beschra¨nkt. Sei g ∈ C0,α(Ω¯,R`)
und f : Ω¯× R` → R stetig, so dass folgendes gilt:
(i) Fu¨r jede kompakte Teilmenge K ⊂ R` existiert C > 0, so dass fu¨r jedes ξ ∈ K
[f(·, ξ)]α;Ω ≤ C.
(ii) Fu¨r jedes x ∈ Ω¯ ist f(x, ξ) stetig partiell nach ξ differenzierbar.
Dann ist die Funktion
Φ : Ω¯ → R
x 7→ f(x, g(x))
in C0,α(Ω¯) und es gilt
[f(·, g(·))]α;Ω ≤ sup
ξ∈g(Ω¯)
[f(·, ξ)]α;Ω
+ [g]α;Ω
∑`
k=1
sup
{ ∣∣∣ ∂f
∂ξk
(ξ0, ξ1, . . . , ξ`)
∣∣∣ | ξ0 ∈ Ω¯, ξj ∈ gj(Ω¯), j = 1, . . . , `} .
(4.7)
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Beweis. Zuna¨chst gilt:
‖f(·, g(·))‖L∞(Ω) ≤ sup
x∈Ω¯
ξ∈g(Ω¯)
|f(x, ξ)| <∞.
Fu¨r die Abscha¨tzung der Ho¨lder-Halbnorm gehen wir wie folgt vor:
[f(·, g(·)]α;Ω = sup
x6=y∈Ω¯
|f(x, g(x))− f(y, g(y))|
|x− y|α
≤ sup
x6=y∈Ω¯
|f(x, g(x))− f(y, g(x))|
|x− y|α + supx6=y∈Ω¯
|f(y, g(x))− f(y, g(y))|
|x− y|α
=: I + II.
Die Terme I und II scha¨tzen wir separat ab.
Mit der Konvention 10 := 0 ko¨nnen wir schreiben
I = sup
{ |f(x, g(x))− f(y, g(x))|
|x− y|α | x, y ∈ Ω¯
}
≤ sup
{ |f(x, ξ)− f(y, ξ)|
|x− y|α | x, y ∈ Ω¯, ξ ∈ g(Ω¯)
}
= sup
ξ∈g(Ω¯)
[f(·, ξ)]α;Ω <∞.
Beim Term II gehen wir so vor:
II = sup
x6=y∈Ω¯
1
|x− y|α
∣∣∣∣∣
∫ g1(x)
g1(y)
∂f
∂ξ
(y, ξ, g2(x), . . . , g`(x))dξ +
+
∫ g2(x)
g2(y)
∂f
∂ξ
(y, g1(y), ξ, g3(x), . . . , g`(x))dξ + . . .
+
∫ g`(x)
g`(y)
∂f
∂ξ
(y, g1(y), . . . , g`−1(y), ξ)dξ
∣∣∣∣∣
Den Betrag des k-ten Integrals scha¨tzen wir nun noch folgendermassen ab:
∫ gk(x)
gk(y)
∣∣∣∣∂f∂ξ (y, g1(y), . . . , gk−1(y), ξ, gk+1(x), . . . , g`(x))
∣∣∣∣ dξ ≤
≤ |g(x)− g(y)| sup
{ ∣∣∣ ∂f
∂ξk
(ξ0, ξ1, . . . , ξ`)
∣∣∣ | ξ0 ∈ Ω¯, ξj ∈ gj(Ω¯), j = 1, . . . , `}
Dabei haben wir benu¨tzt, dass Ω zusammenha¨ngend ist. Daraus folgt nun die im Lemma
behauptete Abscha¨tzung fu¨r die Ho¨lder-Halbnorm. 
Die Hauptschwierigkeit fu¨r unsere Anwendung liegt im folgenden Lemma.
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Lemma 4.5.7. Sei Ω ⊂ Rn offen, zusammenha¨ngend und beschra¨nkt mit C2,α-Rand.
Weiter sei ϕ ∈ C∞(Ω× R`,R) ∩ C2(Ω¯× R`,R) und
ψ : C1,α(Ω¯,R`) → C0,α(Ω¯,R)
u 7→ ϕ(·, u(·)).
Dann ist ψ ∈ C1(C1,α(Ω¯,R`), C0,α(Ω¯,R)) und es gilt
Dψ(u) : C1,α(Ω¯,R`) → C0,α(Ω¯,R)
v 7→ D2ϕ(·, u(·)) v(·),
wobei D2ϕ die Ableitung der Funktion ϕ nach ihrer zweiten Variablen bedeutet.
Bemerkung 4.5.8. Bevor wir zum Beweis schreiten, bemerken wir, dass man bei der
Verknu¨pfung von Ho¨lder-stetigen Funktionen vorsichtig sein muss. Wir betrachten dazu
das folgende Beispiel.
Sei ϕ : Rm × Rn → R, (x, ξ) 7→ ϕ(x, ξ) beschra¨nkt und sei δ1, δ2 ∈ (0, 1] mit δ1δ2 < 1.
Weiter seien die folgenden zwei Ungleichungen erfu¨llt:
[ϕ(·, ξ)]δ1δ2;Rm ≤ 1 ∀ ξ ∈ Rn
[ϕ(x, ·)]δ2;Rn ≤ 1 ∀x ∈ Rm
Dann ist einfach zu u¨berpru¨fen, dass ϕ(·, u(·)) ∈ C0, δ1δ2(Rm), falls u ∈ C0, δ1(Rm,Rn).
Andererseits ist die Abbildung
C0, δ1(Rm,Rn) → C0, δ1δ2(Rm)
u 7→ ϕ(·, u(·))
im allgemeinen nicht einmal stetig, geschweige denn differenzierbar. Hierzu betrachtet
man zum Beispiel ϕ(x, ξ) :=
√|ξ| und die Folge uε(x) := |x|+ ε fu¨r ε↘ 0. Dann gilt fu¨r
δ1 = δ2 =
1√
2
, dass
uε → u0 in C0, δ1
aber
ϕ(·, uε(·)) 6→ ϕ(·, u0(·)) in C0, δ1δ2 . ♦
Nun kommen wir zum Beweis von Lemma 4.5.7:
Beweis. Zuna¨chst folgt aus dem Lemma 4.5.6, dass ϕ(·, u(·)) ∈ C0,α(Ω¯,R). Beachte,
dass u ∈ C1,α(Ω¯,R`) ⊂ C1(Ω¯,R`) ⊂ C0,α(Ω¯,R`), wobei die zweite Inklusion aus der
Randregularita¨t von Ω folgt. Damit ist die Abbildung ψ wohldefiniert.
Wir betrachten nun den Operator T : C1,α(Ω¯,R`) → C0,α(Ω¯,R`), v 7→ D2ϕ(·, u(·))v(·).
Dieser ist offenbar linear und beschra¨nkt.
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Wir zeigen nun, dass
‖ψ(u+ v)− ψ(u)− Tv‖C0,α
‖v‖C1,α
→ 0 fu¨r ‖v‖C1,α → 0.
Dies beweisen wir in zwei Schritten.
Im ersten Schritt zeigen wir, dass
‖ψ(u+ v)− ψ(u)− Tv‖L∞
‖v‖C1,α
→ 0 fu¨r ‖v‖C1,α → 0.
Dazu betrachten wir den Za¨hler ‖ψ(u+v)−ψ(u)−Tv‖L∞ . Mit der Definition der L∞-Norm
und den Funktionen ψ und T erhalten wir:
‖ψ(u+ v)− ψ(u)− Tv‖L∞ = sup
x∈Ω¯
|ψ(u(x) + v(x))− ψ(u(x))− Tv(x)|
= sup
x∈Ω¯
|ϕ(x, u(x) + v(x))− ϕ(x, u(x))−D2ϕ(x, u(x))v(x)|
(4.8)
Um diese L∞-Norm abscha¨tzen zu ko¨nnen, machen wir eine kleine Zwischenrechnung. Wir
mo¨chten ϕ durch die Taylorformel mit Lagrange-Restglied darstellen.
Sei dazu Θ : R` → R eine C2-Funktion. Fu¨r zwei Punkte p, q ∈ R` definieren wir θ : R → R
durch θ(t) := Θ(p+ t(q − p)).
Nach der Taylorformel mit Lagrange-Restglied gilt dann fu¨r ein ξ ∈ ]0, 1[:
Θ(q) = θ(1) = θ(0) + θ′(0) +
1
2
θ′′(ξ)
= Θ(p) +∇Θ(p) · (q − p) + 1
2
(q − p)T HessΘ
(
p+ ξ(q − p))(q − p).
Wir wenden diese Formel nun an auf die Funktion Θ(η) = ϕ(x, η) und erhalten fu¨r ein
(von x abha¨ngiges) ξ ∈ ]0, 1[:
ϕ(x, q) = ϕ(x, p) +D2ϕ(x, p) · (q − p) + 1
2
(q − p)T Hessϕ(x,·)
(
p+ ξ(q − p))(q − p).
Setzen wir in dieser Gleichung q := u(x) + v(x) und p := u(x) ein, so erhalten wir fu¨r
ξ ∈ ]0, 1[:
ϕ(x, u(x)+v(x)) = ϕ(x, u(x))+D2ϕ(x, u(x)) ·v(x)+ 1
2
v(x)T Hessϕ(x,·)
(
u(x)+ξv(x)
)
v(x).
Diese Formel verwenden wir nun, um in (4.8) weiter zu rechnen.
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|ϕ(x, u(x) + v(x))− ϕ(x, u(x))−D2ϕ(x, u(x))v(x)| =
=
∣∣∣∣12v(x)T Hessϕ(x,·) (u(x) + ξv(x))v(x)
∣∣∣∣ ≤
≤ 1
2
|v(x)|2Rn‖Hessϕ(x,·)
(
u(x) + ξv(x)
)‖Rn×n ≤
≤ 1
2
‖v‖2L∞ sup
x∈Ω¯
ξ∈[0,1]
‖Hessϕ(x,·)
(
u(x) + ξv(x)
)‖Rn×n
Wir scha¨tzen nun den letzten Faktor der obigen Ungleichung ab. Dazu du¨rfen wir anneh-
men, dass ‖v‖C1,α ≤ 1 ist. Da Ω¯ × [0, 1] kompakt und ‖v‖C1,α ≤ 1 ist, ist u(x) + ξv(x) ∈
BR+1(0), wobei R = ‖u‖L∞ . Wegen der Stetigkeit der Abbildung (x, ζ) 7→ Hessϕ(x,·)(ζ)
und der Kompaktheit von Ω¯×BR+1(0) gilt:
|Hessϕ(x,·)(ζ)| ≤ C ∀x ∈ Ω¯, |ζ|Rn ≤ R+ 1.
Somit bekommen wir fu¨r die letzte Zeile in der obigen Abscha¨tzung:
1
2
‖v‖2L∞ sup
(x,ξ)∈Ω¯×[0,1]
‖Hessϕ(x,·)
(
u(x) + ξv(x)
)‖Rn×n ≤ 12‖v‖2L∞ · C
Nun erhalten wir:
‖ψ(u+ v)− ψ(u)− Tv‖L∞
‖v‖C1,α
≤ C ‖v‖
2
L∞
‖v‖C1,α
= C ‖v‖L∞ → 0 fu¨r ‖v‖C1,α → 0
Im zweiten Schritt zeigen wir, dass
[ψ(u+ v)− ψ(u)− Tv]α;Ω
‖v‖C1,α
→ 0 fu¨r ‖v‖C1,α → 0.
Dazu betrachten wir den Za¨hler und erhalten mit den Definitionen der Funktionen ψ und
T :
[ψ(u+ v)− ψ(u)− Tv]α;Ω = [ϕ(·, u(·) + v(·))− ϕ(·, u(·))−D2ϕ(·, u(·))v(·)]α;Ω (4.9)
Um diesen Ausdruck abscha¨tzen zu ko¨nnen, machen wir eine kleine Zwischenrechnung. Wir
mo¨chten fu¨r die Differenz ϕ(x, u(x) + v(x)) − ϕ(x, u(x)) durch ein Integral ausdru¨cken.
Wir betrachten eine einmal stetig differenzierbare Funktion Θ : R` → R, ξ 7→ Θ(ξ). Fu¨r
zwei beliebige Punkte p, q ∈ R` betrachten wir die einmal stetig differenzierbare Funktion
θ : [0, 1] → R, t 7→ θ(t) := Θ(p+ t(q − p)). Wir sehen, dass dann
θ′(t) =
d
dt
Θ(p+ t(q − p)) = ∇Θ(p+ t(q − p)) (q − p)
θ(1) = Θ(q)
θ(0) = Θ(p).
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Daraus ergibt sich, dass
Θ(q)−Θ(p) = θ(1)− θ(0)
=
∫ 1
0
d
dt
θ(t)dt
=
∫ 1
0
∇Θ(p+ t(q − p)) (q − p) dt.
Fu¨r festes x ∈ Ω¯ wenden wir diese Formel fu¨r q := u(x) + v(x) und p := u(x) auf die
Funktion Θ(ξ) = ϕ(x, ξ) an und erhalten
ϕ(x, u(x) + v(x))− ϕ(x, u(x)) =
∫ 1
0
D2ϕ
(
x, u(x) + tv(x)
)
v(x) dt.
Somit la¨sst sich (4.9) in folgende Form bringen:
[ϕ(·, u(·) + v(·))− ϕ(·, u(·))−D2ϕ(·, u(·))v(·)]α;Ω =
=
[∫ 1
0
D2ϕ
(·, u(·) + tv(·)) v(·) dt−D2ϕ(·, u(·)) v(·)]
α;Ω
= [g(·, v(·))]α;Ω ,
wobei die Funktion g : Ω¯×R` → R durch g(x, ξ) := ∫ 10 D2ϕ(x, u(x)+tξ) ξ dt−D2ϕ(x, u(x)) ξ
definiert ist.
Man verifiziert nun leicht, dass die Funktion g die Voraussetzungen fu¨r die Funktion f im
Lemma 4.5.6 erfu¨llt. Somit folgt aus der Abscha¨tzung (4.7):
[g(·, v(·))]α;Ω ≤ sup
ξ∈v(Ω¯)
[g(·, ξ)]α;Ω
+ [v]α;Ω
∑`
k=1
sup
{ ∣∣∣ ∂g
∂ξk
(ξ0, ξ1, . . . , ξ`)
∣∣∣ | ξ0 ∈ Ω¯, ξj ∈ vj(Ω¯), j = 1, . . . , `}
Um zu zeigen, dass
[g(·, v(·))]α;Ω
‖v‖C1,α
→ 0 fu¨r ‖v‖C1,α → 0
gilt, betrachten wir die beiden Terme auf der rechten Seite der obigen Ungleichung ge-
trennt. Wir werden zeigen, dass
(i)
sup
{
[g(·, ξ)]α;Ω | ξ ∈ v(Ω¯)
}
‖v‖C1,α
→ 0 fu¨r ‖v‖C1,α → 0
(ii) sup
{ ∣∣∣ ∂g
∂ξk
(ξ0, ξ1, . . . , ξ`)
∣∣∣ | ξ0 ∈ Ω¯, ξj ∈ vj(Ω¯), j = 1, . . . , `} → 0 fu¨r ‖v‖C1,α → 0
fu¨r alle k ∈ {1, . . . , `}.
Also betrachten wir zuna¨chst den Teil (i).
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Wir mu¨ssen zeigen, dass
sup
{
[g(·, ξ)]α;Ω | ξ ∈ v(Ω¯)
}
‖v‖C1,α
→ 0 fu¨r ‖v‖C1,α → 0. (4.10)
Den Vektor ξ ∈ v(Ω¯) notieren wir im Folgenden als ξ := (ξ1, . . . , ξ`) ∈ v(Ω¯) ⊂ R`. Um die
Aussage (4.10) zu beweisen, genu¨gt es
sup {[g(·, ξ)]α;Ω | |ξi| < η}
η
→ 0 fu¨r η ↘ 0 (4.11)
zu zeigen. Das heisst:
∀ ε1 > 0 ∃ δ1 = δ1(ε1) > 0 : 0 < η < δ1 =⇒ sup {[g(·, ξ)]α;Ω | |ξi| < η}
η
< ε1. (4.12)
Sei also ε1 > 0. Nun suchen wir ein geeignetes δ1. Zuna¨chst berechnen wir [g(·, ξ)]α;Ω. Mit
der Konvention 10 := 0 und der Definition der Funktion g erhalten wir:
[g(·, ξ)]α;Ω = sup
x,y∈Ω¯
|g(x, ξ)− g(y, ξ)|
|x− y|α
= sup
x,y∈Ω¯
1
|x− y|α
∣∣∣∣∫ 1
0
D2ϕ(x, u(x) + tξ)ξ dt−D2ϕ(x, u(x))ξ−∫ 1
0
D2ϕ(y, u(y) + tξ)ξ dt+D2ϕ(y, u(y))ξ
∣∣∣∣
Vorerst betrachten wir nun nur den Za¨hler
∫ 1
0 D2ϕ(x, u(x) + tξ)ξ dt − D2ϕ(x, u(x))ξ−( ∫ 1
0 D2ϕ(y, u(y) + tξ)ξ dt−D2ϕ(y, u(y))ξ
)
=: I − II und verwenden die Notation
ϕ,i(ξ0, ξ1, . . . , ξ`) :=
∂ϕ
∂ξi
(ξ0, ξ1, . . . , ξ`), i = 1, . . . , `
(und entsprechend fu¨r ho¨here Ableitungen).
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In einem ersten Schritt schreiben wir die Terme I und II etwas um:
I =
∫ 1
0
∑`
i=1
(
ϕ,i
(
x, u1(x) + tξ1, . . . , u`(x) + tξ`
)− ϕ,i(x, u1(x), . . . , u`(x)))ξi dt
=
∫ 1
0
∑`
i=1
(∫ u1(x)+tξ1
u1(x)
ϕ,i1
(
x, s, u2(x) + tξ2, . . . , u`(x) + tξ`
)
ds
+
∫ u2(x)+tξ2
u2(x)
ϕ,i2
(
x, u1(x), s, u3(x) + tξ3, . . . , u`(x) + tξ`
)
ds
+ . . .+
+
∫ u`−1(x)+tξ`−1
u`−1(x)
ϕ,i`−1
(
x, u1(x), . . . , u`−2(x), s, u`(x) + tξ`
)
ds
+
∫ u`(x)+tξ`
u`(x)
ϕ,i`
(
x, u1(x), . . . , u`−1(x), s
)
ds
)
ξi dt
=
∫ 1
0
∑`
i=1
∫ u1(x)+tξ1
u1(x)
ϕ,i1
(
x, s, u2(x) + tξ2, . . . , u`(x) + tξ`
)
ξi ds dt
+
∫ 1
0
∑`
i=1
∫ u2(x)+tξ2
u2(x)
ϕ,i2
(
x, u1(x), s, u3(x) + tξ3, . . . , u`(x) + tξ`
)
ds
+ . . .+
+
∫ 1
0
∑`
i=1
∫ u`(x)+tξ`
u`(x)
ϕ,i`
(
x, u1(x), . . . , u`−1(x), s
)
ξi ds dt
Fu¨r den Term II erhalten wir analog:
II =
∫ 1
0
∑`
i=1
∫ u1(y)+tξ1
u1(y)
ϕ,i1
(
y, s, u2(y) + tξ2, . . . , u`(y) + tξ`
)
ξi ds dt
+
∫ 1
0
∑`
i=1
∫ u2(y)+tξ2
u2(y)
ϕ,i2
(
y, u1(y), s, u3(y) + tξ3, . . . , u`(y) + tξ`
)
ds
+ . . .+
+
∫ 1
0
∑`
i=1
∫ u`(y)+tξ`
u`(y)
ϕ,i`
(
y, u1(y), . . . , u`−1(y), s
)
ξi ds dt
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Somit bekommen wir fu¨r den Za¨hler:
I − II =
∑`
i=1
(∫ 1
0
∫ u1(x)+tξ1
u1(x)
ϕ,i1
(
x, s, u2(x) + tξ2, . . . , u`(x) + tξ`
)
ξi ds dt −
∫ 1
0
∫ u1(y)+tξ1
u1(y)
ϕ,i1
(
y, s, u2(y) + tξ2, . . . , u`(y) + tξ`
)
ξi ds dt
)
+
∑`
i=1
(∫ 1
0
∫ u2(x)+tξ2
u2(x)
ϕ,i2
(
x, u1(x), s, u3(x) + tξ3, . . . , u`(x) + tξ`
)
ξi ds dt −
∫ 1
0
∫ u2(y)+tξ2
u2(y)
ϕ,i2
(
y, u1(y), u3(y) + tξ3, . . . , u`−1(y) + tξ`
)
ξi ds dt
)
+ . . .+
+
∑`
i=1
(∫ 1
0
∫ u`(x)+tξ`
u`(x)
ϕ,i`
(
x, u1(x), . . . , u`−1(x), s
)
ξi ds dt −
∫ 1
0
∫ u`(y)+tξ`
u`(y)
ϕ,i`
(
y, u1(y), . . . , u`−1(y), s
)
ξi ds dt
)
Mit der Variablensubstitution s := σ + uj(x)− uj(y), j = 1, . . . , ` erhalten wir:
∫ uj(x)+tξj
uj(x)
ϕ,ij
(
x, u1(x), . . . , uj−1(x), s, uj+1(x) + tξj+1, . . . , u`(x) + tξ`
)
ξi ds =∫ uj(y)+tξj
uj(y)
ϕ,ij
(
x, u1(x), . . . , uj−1(x), σ+uj(x)−uj(y), uj+1(x)+tξj+1, . . . , u`(x)+tξ`
)
ξi dσ
Somit ist die Differenz I − II:
I − II =
∑`
i=1
(∫ 1
0
∫ u1(y)+tξ1
u1(y)
(
ϕ,i1(x, s+ u1(x)− u1(y), u2(x) + tξ2, . . . , u`(x) + tξ`) −
ϕ,i1(y, s, u2(y) + tξ2, . . . , u`(y) + tξ`)
)
ξi ds dt
)
+ . . .+
∑`
i=1
(∫ 1
0
∫ u`(y)+tξ`
u`(y)
(
ϕ,i`
(
x, u1(x), . . . , u`−1(x), s+ u`(x)− u`(y)
)
ds dt −
ϕ,i`
(
y, u1(y), . . . , u`−1(y), s
))
ξi ds dt
)
.
Wir betrachten den ersten Differenzenterm ϕ,i1(x, s+u1(x)−u1(y), u2(x)+tξ2, . . . , u`(x)+
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tξ`) − ϕ,i1(y, s, u2(y) + tξ2, . . . , u`(y) + tξ`) und scha¨tzen diesen ab:
|ϕ,ij(x, s+ u1(x)− u1(y), u2(x) + tξ2, . . .)− ϕ,ij(y, s, u2(y) + tξ2, . . .)|
≤ C |(x− y, u1(x)− u1(y), u2(x)− u2(y), . . . , u`(x)− u`(y))|
≤ C
(
|x− y|Rn + |u(x)− u(y)|R`
)
≤ C
(
|x− y|
Rn
+ [u]α;Ω|x− y|α
Rn
)
= C
(
|x− y|α
Rn
(|x− y|1−α
Rn
+ [u]α;Ω
))
.
Dabei ha¨ngt die Konstante C von Ω und von den dritten Ableitungen von ϕ auf einer
kompakten Menge ab. Mit den anderen Differenztermen geht man analog vor und erha¨lt
dann durch Ausintegrieren und Abscha¨tzen
|I − II| ≤ Cη2|x− y|α.
Somit haben wir fu¨r [g(·, ξ)]α;Ω folgende Abscha¨tzung:
[g(·, ξ)]α;Ω ≤ Cη
2|x− y|α
|x− y|α = Cη
2.
Mit der Wahl δ1 =
ε1
C
erhalten wir unsere gewu¨nschte Abscha¨tzung von (4.12)
sup {[g(·, ξ)]α;Ω | |ξi| < η}
η
≤ Cη < ε1.
Nun betrachten wir noch den Teil (ii). Sei k ∈ {1, . . . , `} fest. Wir werden zeigen, dass fu¨r
jedes ε1 ∈]0, 1] ein δ1 = δ1(ε1) > 0 gibt, so dass
‖v‖C1,α < δ1 =⇒ sup
{ ∣∣∣ ∂g
∂ξk
(ξ0, ξ1, . . . , ξ`)
∣∣∣ | ξ0 ∈ Ω¯, ξj ∈ vj(Ω¯), j = 1, . . . , `} < ε1.
(4.13)
Sei also ε1 ∈]0, 1] gegeben. Als na¨chstes definieren wir
C := max
i∈{1,...,`}
{|ϕ,ik
(
ξ0, u(ξ0)+t(ξ1, . . . , ξ`)
)| | ξ0 ∈ Ω¯, u(ξ0) ∈ u(Ω¯), ξj ∈ [−1, 1], j = 1, . . . , `}
und M := Ω¯ ×
(
u(Ω¯) + [−1, 1]`
)
. Dann ist ϕ,i gleichma¨ssig stetig auf dem Kompaktum
M , das heisst ∀ ε0 > 0 ∃ δ0 = δ0(ε0) > 0 ∀σ, η ∈ M so dass |σ − η| < δ0 =⇒ |ϕ,k(σ) −
ϕ,k(η)| < ε0.
Sei nun ε0 :=
ε1
2 und δ1 := min{δ0(ε0), ε12`C , 1}. Wir nehmen nun an, dass ‖v‖C1,α < δ1 und
zeigen, dass dann die Abscha¨tzung auf der rechten Seite von (4.13) gilt. Fu¨r die partielle
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Ableitung bekommen wir
∂g
∂ξk
(ξ0, ξ1, . . . , ξ`) =
∂
∂ξk
(∫ 1
0
∑`
i=1
ϕ,i
(
ξ0, u(ξ0) + t(ξ1, . . . , ξ`)
)
ξi dt
)
− ∂
∂ξk
(∑`
i=1
ϕ,i
(
ξ0, u(ξ0)
)
ξi
)
=
∫ 1
0
∑`
i=1
ϕ,ik
(
ξ0, u(ξ0) + t(ξ1, . . . , ξ`)
)
t ξi dt
+
∫ 1
0
ϕ,k
(
ξ0, u(ξ0) + t(ξ1, . . . , ξ`)
)
dt
−ϕ,k
(
ξ0, u(ξ0)
)
.
Nun mu¨ssen wir den Betrag der einzelnen Integrale abscha¨tzen. Da δ1 ≤ 1 folgt, dass
‖v‖C1,α < δ1 ≤ 1. Dann ist auch ‖v‖L∞ < δ1 ≤ 1 und somit ist fu¨r die Supremumsbildung
in (4.13) ξi ∈]− δ1, δ1[⊂ [−1, 1] fu¨r alle i = 1, . . . `. Dann erhalten wir fu¨r i = 1, . . . , `∫ 1
0
|ϕ,ik
(
ξ0, u(ξ0) + t(ξ1, . . . , ξ`)
)
t ξi| dt ≤ C
∫ 1
0
|ξi| dt ≤ Cδ1.
Fu¨r die anderen zwei Terme erhalten wir wegen der gleichma¨ssigen Stetigkeit von ϕ,i auf
dem Kompaktum M :∣∣∣∣∫ 1
0
ϕ,k
(
ξ0, u(ξ0) + t(ξ1, . . . , ξ`)
)
dt− ϕ,k
(
ξ0, u(ξ0)
)∣∣∣∣ =
=
∣∣∣∣∫ 1
0
ϕ,k
(
ξ0, u(ξ0) + t(ξ1, . . . , ξ`)
)− ϕ,k(ξ0, u(ξ0)) dt∣∣∣∣
≤
∫ 1
0
∣∣∣ϕ,k(ξ0, u(ξ0) + t(ξ1, . . . , ξ`))− ϕ,k(ξ0, u(ξ0))∣∣∣ dt
≤
∫ 1
0
ε0 dt = ε0.
Somit erhalten wir nun fu¨r unsere Wahl von ε0 und δ1:∣∣∣∣ ∂g∂ξk (ξ0, ξ1, . . . , ξ`)
∣∣∣∣ ≤ δ1C `+ ε0
≤ ε1
2C`
C`+
ε1
2
= ε1.
Damit ist (ii) gezeigt.
Die Stetigkeit von Dψ(·) verifiziert man durch direktes Nachrechnen. 
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