Covariant Schr\"odinger semigroups on Riemannian manifolds by Güneysu, Batu
ar
X
iv
:1
80
1.
01
33
5v
2 
 [m
ath
.D
G]
  2
3 A
pr
 20
18
Covariant Schro¨dinger semigroups
on Riemannian manifolds1
Batu Gu¨neysu
Humboldt-Universita¨t zu Berlin
1This is a shortened version (the Chapters VII - XIII have been removed). The
full version has appeared in December 2017 as a monograph in the Birkha¨user series
Operator Theory: Advances and Applications, and only the latter version should be
cited.
The full version can be obtained on:
http://www.springer.com/de/book/9783319689029
For my daughter Elena
♥
Contents
Introduction 5
Chapter I. Sobolev spaces on vector bundles 16
1. Differential operators with smooth coefficients and weak
derivatives on vector bundles 16
2. Some remarks on covariant derivatives 25
3. Generalized Sobolev spaces and Meyers-Serrin theorems 28
Chapter II. Smooth heat kernels on vector bundles 35
Chapter III. Basic differential operators in Riemannian manifolds 40
1. Preleminaries from Riemannian geometry 40
2. Riemannian Sobolev spaces and Meyers-Serrin theorems 49
3. The Friedrichs realization of ∇†∇/2 59
Chapter IV. Some specific results for the minimal heat kernel 62
Chapter V. Wiener measure and Brownian motion on Riemannian
manifolds 84
1. Introduction 84
2. Path spaces as measurable spaces 85
3. The Wiener measure on Riemannian manifolds 89
Chapter VI. Contractive Dynkin and Kato potentials 98
1. Generally valid results 98
2. Specific results under some control on the geometry 112
Chapter VII. Foundations of covariant Schro¨dinger semigroups 115
1. Notation and preleminaries 115
2. Scalar Schro¨dinger semigroups and the Feynman-Kac (FK)
formula 118
3. Kato-Simon inequality 118
Chapter VIII. Compactness of V (H∇ + 1)−1 119
Chapter IX. Lq-properties of covariant Schro¨dinger semigroups 120
Chapter X. Continuity properties of covariant Schro¨dinger
semigroups 121
3
4 CONTENTS
Chapter XI. Integral kernels for covariant Schro¨dinger semigroups 122
Chapter XII. Essential self-adjointness of covariant Schro¨dinger
operators 123
Chapter XIII. Smooth compactly supported sections as form core 124
Chapter XIV. Applications 125
1. Hamilton operators corresponding to magnetic fields 125
2. Dirac operators 125
3. Nonrelativistic hydrogen-type stability problems on
Riemannian 3-folds 125
4. Riemannian total variation 125
5. C -positivity preservation 125
Appendix A. Smooth manifolds and vector bundles 126
Appendix B. Facts about self-adjoint operators 135
1. Self-adjoint operators and the spectral calculus 135
2. Sesquilinear forms in Hilbert spaces 142
3. Strong convergence results for semigroups 146
4. Abstract Kato-Simon inequalities 147
5. Weak-to-strong differentiability theorem 148
6. Trotter’s product formula 148
Appendix C. Some measure theoretic results 149
1. Monotone class theorem 150
2. A generalized convergence result for integrals 150
3. Regular conditional expectations 151
4. Riesz-Thorin interpolation 152
5. Pitt’s Theorem 153
Appendix. Bibliography 154
Introduction
Many problems in the analysis on Riemannian manifolds naturally lead
to the study of operator semigroups having the form (e−tH
∇
V )t≥0, where
the generator H∇V is a covariant Schro¨dinger operator. In other words,
H∇V is a self-adjoint realization of ∇†∇ + V in the underlying Hilbert
space of square integrable sections, where ∇ is a metric covariant de-
rivative on a metric vector bundle over a Riemannian manifold, ∇† is
its formal adjoint, and V is a smooth self-adjoint endomorphism. For
example, if we assume that V is bounded from below by a constant,
then a canonical choice for H∇V is given by the Friedrichs realization of
∇†∇+ V .
Besides the semigroups that are induced by the scalar Laplace-Beltrami
operator −∆ and the perturbation of −∆ by potentials, probably the
most prominent examples of such covariant Schro¨dinger semigroups are
provided by “heat kernel proofs” of the Atiyah-Singer index theorem on
compact manifolds [16]. In this situation, such a semigroup arises nat-
urally through a Bochner-Weitzenbo¨ck formula D2 = ∇†∇+ V , with D
the underlying geometric Dirac operator. More precisely, the McKean-
Singer formula states that the Z2-graded index of D is equal to the
Z2-graded trace of e
−tH∇V for all t > 0, and so one can take t → 0+
to obtain (in fact a stronger local version of) the Atiyah-Singer index
theorem.
In this work, however, we are particularly interested in the analysis on
noncompact Riemannian manifolds. In the context of geometric prob-
lems on such manifolds, the above covariant Schro¨dinger semigroups of-
ten appear in a disguise: Namely, one is often interested in estimating the
gradient det∆ of the underlying “heat semigroup”. Noticing now that,
at least formally, one has det∆ = et∆
(1)
d with ∆(1) the Hodge-Laplacian
acting on 1-forms, one is back in the above covariant Schro¨dinger semi-
group case, since by another Bocher-Weitzenbo¨ck formula the operator
∆(1) is again a covariant Schro¨dinger operator. A typical situation of
this type appears in connection with heat kernel characterizations of the
total variation: Namely, being motivated by E. de Giorgi’s Euclidean
result [38], one would like to establish the equality of the (total) vari-
ation Var(f) of a function f on a noncompact Riemannian manifold to
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the limit limt→0+
∥∥det∆∥∥
L1
.
In the above geometric situations, the potential terms of the underly-
ing covariant Schro¨dinger operators are smooth. One should notice that
in the noncompact case many technical difficulties arise due to the be-
haviour of the potentials at∞. On the other hand, it is well-known that
in the standard representation of quantum mechanics one has to deal
with Schro¨dinger operators in R3 whose potential terms typically have
local 1/|x|-type Coulomb singuarities.
The aim of this work is to establish the foundations of a general theory of
covariant Schro¨dinger semigroups on noncompact Riemannian manifolds
which is flexible enough to deal with all above situations simultaneously.
To this end, we introduce the concept of covariant Schro¨dinger bundles :
These are data of the form (E,∇, V )→ M , where
• M is a smooth Riemannian m-manifold
• E → M is a smooth complex metric vector bundle with a finite
rank
• ∇ is a smooth metric covariant derivative on E →M
• V : M → End(E) is Borel measurable with V (x) : Ex → Ex a
linear self-adjoint map for every x. We will also refer to such
an endomorphism V as a potential on E →M .
As usual, E →M and the corresponding metrics determine the complex
Hilbert space ΓL2(M,E) of square integrable sections. Using sesquilinear-
form-techniques, one finds that under mild additional assumptions on V ,
such a Schro¨dinger bundle canonically induces a covariant Schro¨dinger
operator in ΓL2(M,E), which is semibounded from below. To explain
this operator construction, let us denote by p(t, x, y), t > 0, x, y ∈ M ,
the minimal nonnegative heat kernel on M . In other words, for every
fixed y ∈ M the function (t, x) 7→ p(t, x, y) is the pointwise minimal
nonnegative solution of the heat equation
(∂/∂t)p(t, x, y) = (1/2)∆xp(t, x, y), lim
t→0+
p(t, •, y) = δy.
Then the contractive Dynkin class D(M) of the Riemannian manifold
M is given by all Borel functions w on M such that
lim
t→0+
sup
x∈M
∫ t
0
∫
M
p(s, x, y)|w(y)|dµ(y)ds < 1,(1)
with µ the Riemannian volume measure. Standard properties of the
minimal nonnegative heat kernel imply L∞(M) ⊂ D(M). By definition,
the Kato class K(M) is contained in D(M) as well, with K(M) being
defined as the space of all w’s that satisfy limt→0+ · · · = 0 in (1), instead
of only < 1. In view of L∞(M) ⊂ D(M), in the sequel a contractive
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Dynkin condition should always be understood as a very weak (and
operator theoretic) form of boundedness.
With these definitions, we call a potential V as above contractively
Dynkin decomposable, if it can be decomposed V = V+ − V− into po-
tentials with V± ≥ 0 1, such that V+ is L1loc, and such that the fiberwise
taken operator norm of V− satsfies |V−| ∈ D(M). It is then possible
with some efforts to prove that the symmetric sesquilinear form Q∇V on
ΓL2(M,E) given by
Dom(Q∇V ) := ΓW 1,2∇,0(M,E) ∩
{
f :
∫
M
|(V f, f)|dµ <∞
}
,(2)
Q∇V (f1, f2) := (1/2)
∫
M
(∇f1,∇f2)dµ+
∫
M
(V f1, f2)dµ,
is densely defined, closed and semibounded2. Thus, by a classical func-
tional analytic result this form canonically induces a self-adjoint semi-
bounded operator H∇V in ΓL2(M,E), that we will refer to as the covari-
ant Schro¨dinger operator induced by (E,∇, V ) → M . Note that H∇V
can be formally interpreted as a self-adjoint realization of the operator
“(1/2)∇†∇+V ”. However, since in general V is not assumed to be L2loc,
the potential V does not even need to map smooth compactly supported
sections into square integrable ones, so that the expression (1/2)∇†∇+V
is not meaningful, if interpreted in the usual sense. This is why we have
to use the above “weak” formulation right away. On the other hand, it
will turn out that if the contractively Dynkin decomposable potential V
is L2loc, then H
∇
V is precisely the Friedrichs realization of (1/2)∇†∇+V .
In the case of V ≡ 0, we will use the natural notation
Q∇ := Q∇V |V≡0, H∇ := H∇V |V≡0.
Usual scalar Schro¨dinger operators of the form “−(1/2)∆ + w”, with
scalar potentials w : M → R, are naturally included in the above setting
as follows: One picks the trivial vector bundle E = M × C → C, in
which case sections become nothing but complex-valued functions on
M , and potentials become nothing but real-valued Borel functions on
M . If furthermore ∇ = d is taken to be the usual exterior derivative,
then for a Dynkin decomposable potential w : M → R we can form the
operator
Hw := H
d
w in L
2(M).
In view of the formula −∆ = d†d for the scalar Laplace-Beltrami oper-
ator on M , it now becomes clear that Hw is a self-adjoint realization of
1That is, for all x ∈M the eigenvalues of V±(x) : Ex → Ex are nonnegative.
2In the sequel, “semibounded” is always understood to mean “semibounded from
below”.
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“−(1/2)∆ + w” in L2(M). In particular, we set
H := Hw|w≡0, with Q the corresponding sesquilinear form,
and recall that in this caseH is just the Friedrichs realization of−(1/2)∆.
In particular, it turns out that the minimal nonnegative heat kernel is
precisely the integral kernel
p(t, x, y) = e−tH(x, y), t > 0, x, y ∈M.
The first part of this work is completely devoted to a systematic exam-
ination of strongly continuous and self-adjoint semigroups of the form
(e−tH
∇
V )t≥0 ⊂ L (ΓL2(M,E))
which are defined by the spectral calculus. In the above situation,
(e−tH
∇
V )t≥0 will be called the covariant Schro¨dinger semigroup induced
by (E,∇, V )→ M . An essential feature of our analysis will be that we
will usually not require any kind of control on the geometry of M . Our
general philosophy for the examination of these semigroups is to proceed
in three steps:
Step 1. We analyze (e−tH)t≥0. Of course the study of this semigroup is
essentially equivalent to the study of the scalar heat kernel p(t, x, y), and
it is well-known that there exist many special methods for the examina-
tion of p(t, x, y), such as minimum principles, mean value inequalities,
and so on. The starting point of our analysis is the following simple but
nevertheless essential observation: For every relatively compact subset
U ⊂M one has
sup
x∈U
sup
y∈M
p(t, x, y) <∞,
without any further assumptions on the geometry of M . For exam-
ple, this observation allows us to derive explicit Lq1 → Lq2loc bounds for
(e−tH)t>0 in this full generality, which extend to Lq1 → Lq2 bounds pre-
cisely if M is ultracontractive, that is, if one has
sup
x,y∈M
p(t, x, y) <∞ for all t > 0.
On the other hand, some applications require a good control of the
quantities
sup
y∈M
p(t, x, y), x ∈M,
for both large and small t (like compactness results for operators of the
form V (H∇ + 1)−1)), while some others only for small t (like the D(M)
assumption). Being motivated from results that are contained in A.
Grigor’yan’s book on the analysis of p(t, x, y), we introduce the concept
of heat kernel control pairs (Ξ, L) for the Riemannian manifold M in
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order to measure the above effects simultaneously. These are pairs of
functions
Ξ : M → (0,∞], Ξ˜ : (0,∞) −→ (0,∞),
such that Ξ is continuous with
sup
y∈M
p(t, x, y) ≤ Ξ(x)Ξ˜(t) for all t > 0, x ∈ M ,
and such that Ξ˜ has the Lq-properties of t 7→ tm/2 near t = 0 and behaves
no worse then t 7→ exp(Ct), for some C > 0, at t =∞. Using a parabolic
L1-mean-value inequality we find, in particular, that every Riemannian
manifold admits a canonical heat kernel control pair, a result that has
been established by the author in [67], based on results by A. Grigor’yan.
Whenever one has some specific knowledge of the geometry, one can
simply pick ‘better’ control pairs.
Step 2. We analyze scalar Schro¨dinger semigroups of the form (e−tHw)t≥0
by reducing their analysis to that of the heat semigroup (e−tH)t≥0. It is
here that, in our eyes, probabilistic methods are really efficient, and we
will use them through the Feynman-Kac formula
e−tHwf(x) =
∫
{t<ζ}
e−
∫ t
0
w(Xs)dsf(Xt)dP
x,(3)
where Px denotes integration with respect to Brownian motion starting
from x, and where {t < ζ} denotes the set of Brownian paths which do
not explode until the time t ≥ 0. Note that on a general stochastically
incomplete Riemannian manifold it can happen that Px({t < ζ}) < 1.
Since, in particular, one has
e−tHf(x) =
∫
{t<ζ}
f(Xt)dP
x,
the Feynman-Kac formula and the inequality −w ≤ w− show that the
analysis of e−tHwf(x) can be controlled by that of e−tHf(x), once one
has a machinery to estimate exponentials of the form∫
{t<ζ}
e
∫ t
0 αw−(Xs)dsf(Xt)dP
x, α ≥ 0,(4)
with w− ∈ D(M). Ultimately, based on “Euclidean ideas” by M. Aizen-
man and B. Simon from their seminal paper [1], we will develop such
a machinery in our general geometric context, too. As a remark, the
idea behind these results is that by the very definition of Brownian mo-
tion, the Dynkin property (1) of w− is equivalent to the probabilistic
contraction property
lim
t→0+
sup
x∈M
∫
{t<ζ}
w−(Xt)dPx < 1,(5)
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and that, somewhat surprisingly, the Markov property of Brownian mo-
tion makes it indeed possible to control exponential expressions of the
form (4) with finite and explicit constants that arise from the assumption
(5).
Step 3. We reduce the study of a given covariant Schro¨dinger semi-
group (e−tH
∇
V )t≥0 to that of a scalar Schro¨dinger semigroup of the form
(e−tHw)t≥0. The central machinery in this context is provided by what
we call the Kato-Simon inequality, which states the following semigroup
domination: If in the above situation one has V ≥ w µ-a.e., then
∣∣∣e−tH∇V f(x)∣∣∣ ≤ e−tHw |f | (x) for all f ∈ ΓL2(M,E), µ-a.e. x ∈M .(6)
Following the original ideas by E. Nelson and B. Simon [127], the author
established (6) in [66] using probabilistic methods, namely a covariant
Feynman-Kac formula for e−tH
∇
V f(x). On the other hand, it is certainly
of interest to have an entirely analytic proof of the Kato-Simon inequal-
ity in the above generality. Based on a (local) covariant version of Kato’s
distributional inequality [85] and functional analytic results by H. Hess,
R. Schrader and D. Uhlenbrock [74], we provide such a proof here. As
we do not require M to be geodesically complete, several technical diffi-
culties arise in this context already for V ≡ 0, w ≡ 0. Without entering
into the details, let us only mention here that a key observation in this
context is the following regularity of sections in the underlying form
domain:
f ∈ Dom(Q∇)⇒ |f | ∈ Dom(Q).(7)
This property is also true without geodesic completeness. This is one of
the incidences where it becomes important to work with a distinguished
self-adjoint realization. In other words, one uses special properties of
Sobolev spaces of the form W 1,20 .
The above 3-step-analysis allows us to establish, among other things, the
following results, valid for every Schro¨dinger bundle (E,∇, V ) → M ,
where the only a priori assumption is that V is contractively Dynkin
decomposable (and, in particular, M is completely arbitrary):
(a) a very general weighted Lq-criterion for the compactness of V (H∇+
1)−1, which at least in the physically relevant case m ≤ 3 does not
require any control on the geometry of M ; in particular, these results
entail the stability of the essential spectrum
σess(H
∇
V ) = σess(H
∇).
(b) explicit Lq → Lq estimates for e−tH∇V without any assumptions on
M , where q ∈ [1,∞]
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(c) explicit Lq → L∞loc and L1 → Lqloc estimates for e−tH
∇
V without any
assumptions on M , where q ∈ (1,∞)
(d) explicit Lq1 → Lq2 estimates for e−tH∇V and all q1, q2 ∈ [1,∞] with
q1 ≤ q2, in case that M is ultracontractive
(e) the joint continuity of (t, x) 7→ e−tH∇V f(x) on (0,∞) × M , for all
fixed f ∈ ΓL2(M,E) and without any assumptions on M , as long as
|V | ∈ K(M)
(f) the existence of an integral kernel e−tH
∇
V (x, y) for e−tH
∇
V , without any
further assumptions on M , as well as estimates for e−tH
∇
V (x, y) and for
the trace tr(e−tH
∇
V )
(g) the essential self-adjointness of H∇V on smooth compactly supported
sections, if V is L2loc and M is geodesically complete
(h) the fact that ΓC∞c (M,E) is a core of the form Q
∇
V , without any
further assumptions on M or V .
We remark here that in their ultimate form, the above results are new,
except (a) (which stems from the paper [24] by J. Bru¨ning and the
author) and (g) (which has been proved by O. Post and the author in
[69]).
Altogether, we believe that the above results support the following state-
ment:
Essentially every Euclidean result for covariant Schro¨dinger operators
with Dynkin or Kato potentials remains true for covariant Schro¨dinger
operators on an arbitrary Riemannian manifold M , without any further
assumptions on the underlying geometry.
The geometry, on the other hand, comes into play in an essential way
only in a second “layer” of the problem, namely when one wants to
establish convenient Lq-critera for potentials to be in D(M) and K(M).
As we will explain later on, an inclusion of the form Lq(M) ⊂ K(M)
(with q chosen appropriately depending on the dimension m of M) does
require some control on the geometry of M ; on the other hand, our
previously mentioned machinery of heat kernel control pairs (Ξ, Ξ˜) will
entail that, in fact, Ξ-weighted Lq-spaces are always included in K(M) ⊂
D(M), without any assumption on M . Again, our philsosophy here is
that a good control on the geometry simply allows to pick “better”
weight functions.
The second part of this work is devoted to the application of the above
results (a)-(h) to particular situations that arise in geometric analysis
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and physics on noncompact Riemannian manifolds. In this context, we
establish the following results:
(i) We provide a precise geometric formulation as well as a proof of the
statement “the presence of a magnetic field leads to an increase of the
bottom of the spectrum”, which is valid for every Riemannian manifold.
(j) We generalize a Euclidean result by J. Fro¨hlich, E.H. Lieb and
M. Loss [49] to the setting of geodesically complete nonparabolic Rie-
mannian spinC-3-manifolds by proving a geometric stability result for
hydrogen-type atoms in the presence of magnetic fields. Here, we con-
sider both situations: firstly, we neglect the electron’s spin (which does
not lead to any restrictions on the fields or the nucleus); secondly, taking
the electron’s spin 1/2 appropriately into account, we derive that one
has stability for magnetic fields with a finite “self-energy”, if in addition
the nucleus does not have too many protons. This part of the work has
been taken from the author’s paper [63].
(k)We formulate and prove a geometric version of the above mentioned
de-Giorgi-type heat kernel chracterization of the total variation, valid for
all geodesically complete Riemannian manifolds with a Ricci curvature
admitting some negative part in the Kato class K(M). In this context,
we also examine the structure behind the space of vector measures on
a Riemannian manifold, and the precise connection between this space
and the space of functions that have a finite total variation.This part
stems essentially from the paper [68] by D. Pallara and the author.
(l) We prove that geodesically complete Riemannian manifolds with
a Ricci curvature that is bounded from below by a constant are Lq-
positivity preserving for all q ∈ [1,∞], this property being a “superso-
lution” refinement of an Lq-Liouville property due tu R. Strichartz (cf.
Lemma 3.1 in [134]). In particular, Lq-positivity preserving M ’s are
automatically Lq-Liouville. This part is a generalization of the corre-
sponding result by the author [64], which originally required a nonneg-
ative Ricci curvature.
This work is organized as follows:
In Chapter I, we start by introducing basic concepts such as symbols
and adjoints of linear partial differential operators acting on sections of
vector bundles. The central objects of this chapter are globally defined
Sobolev-type spaces of sections. As it does not cause much extra work,
we do not restrict ourselves to Riemannian data here. Instead, we work
with Sobolev spaces that are defined with respect to a finite family of
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linear partial differential operators acting between sections of vector bun-
dles over a manifold, where the manifold is equipped with an arbitrary
smooth measure. The main result of this chapter is a Meyers-Serrin-type
result for these spaces, under a generalized ellipticity condition on the
family of operators.
In Chapter II, we give a detailed proof of the fact that the heat semi-
group of every semibounded self-adjoint realization of a linear partial dif-
ferential operator acting between sections of vector bundles has a jointly
smooth integral kernel.
In Chapter III, we first collect some facts about Riemannian geometry
and then specialize and refine the previously established results on ab-
stract Sobolev spaces to families of operators that naturally appear in
Riemannian geometry. In particular, we prove a generalized version of
(7) here, too.
Chapter IV deals with specific results concerning the minimal heat
kernel p(t, x, y). We prove the aforementioned Lq-bounds for e−tH and
the heat kernel bounds in terms of control pairs for p(t, x, y). In addition,
we collect results corresponding to the “stochastic completeness” and the
“parabolicity” of Riemannian manifolds, notions that can be defined
using p(t, x, y) and that will play an important role in the sequel.
Chapter V deals with the definition and some technical results con-
cerning the Wiener measure and Brownian motion.
In Chapter VI, we then introduce the contractive Dynkin class D(M)
and the Kato class K(M) of a Riemannian manifold M , and we collect
many useful results concerning these classes. In particular, we explain
the connection between Brownian motion and these spaces, and we prove
the aforementioned exponential estimates for expressions of the form (4).
This chapter also deals with the above mentioned weighted Lq-criteria
for these classes.
In Chapter VII, we start by establishing the well-definedness of the
above forms Q∇V . Afterwards we prove the Feynman-Kac formula (3) in
detail, and finally the Kato-Simon inequality (6).
The Chapters VIII to XIII treat the above mentioned results (a)
to(h).
Chapter XIV deals with the above applications (i) to(l).
Finally, we have included an appendix containing the basics of the fol-
lowing topics: smooth manifolds and vector bundles, unbounded linear
operators and unbounded sesquilinear forms in Hilbert spaces, and some
partially nonstandard results from some measure theory.
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Conventions: In the sequel, all manifolds are understood to be with-
out boundary, unless otherwise stated. The reader may find some basics
of differential geometry (in particular, the differential geometric nota-
tion which is used throughout this book) in Section A of the appendix.
Given a smooth vector bundle E → X , the space of smooth (respec-
tively, smooth compactly supported) sections in E → X is denoted by
ΓC∞(X,E) (respectively ΓC∞c (X,E)), with an analogous notation for
Ck-sections. In particular, given a smooth m-manifold X , the symbol
XC∞(X) = ΓC∞(X, TX)
will stand for the R-linear space of smooth vector fields on X , and for
every k = 0, . . . , m, the symbol
ΩkC∞(X) = ΓC∞(X,∧kT ∗CX)
will stand for the C-linear space of smooth complex-valued k-forms on
X , with
Ω0C∞(X) := C
∞(X) := C∞(X,C), ΩC∞(X) := ⊕mk=0ΩkC∞(X).
In particular, C∞(X) denotes the smooth complex-valued functions on
X . When we say that α ∈ ΩkC∞(X) is real-valued, this simply means
that it is a smooth section of ∧kT ∗X → X . Notations such as C∞R (X)
will be self-explanatory then.
The symbol ℜ(z) denotes the real part of a complex number z, and ℑ(z)
its imaginary part.
Whenever there is no danger of confusion, the complexification of a linear
map between real-linear spaces will be denoted by the same symbol
again.
Finally, we use the abbreviation that every complex scalar product is
antilinear in its first slot, and that every measure is understood to be
nonnegative and not necessarily complete, unless otherwise stated.
CHAPTER I
Sobolev spaces on vector bundles
The aim of this chapter is to establish the basics corresponding to differ-
ential operators that act on sections of vector bundles, and to introduce
some induced abstract Sobolev-type spaces. Clearly, this requires some
understanding of distributional or weak derivatives. In principle, such
weak derivatives can be defined with the help of an intrinsic theory of
distributions, in which the space of test sections of a smooth vector bun-
dle E → X is given by the locally convex space of smooth compactly
supported sections of E∗ ⊗ |X| → X . In this case, the space of distri-
butions is taken to be the continuous dual of this space of test sections.
Here, |X| → X denotes the bundle of densities on X [139].
On the other hand, since we are only interested in W k,q-type Sobolev
spaces (where k ∈ N, q ∈ [1,∞]), we can follow the usual Euclidean
strategy and give an ad-hoc definition of “weak derivative with respect
to a differential operator acting on a manifold”. This definition turns
out to be sufficient for our aims. Distributions that are more singular
will only appear in a few proofs, and there only locally. Therefore, we
can simply use the standard Euclidean machinery in these situations.
1. Differential operators with smooth coefficients and weak
derivatives on vector bundles
Let X be a smooth m-manifold.
Definition I.1. A smooth Borel measure on X is understood to be a
Borel measure which in any chart ofX has a smooth and strictly positive
density function with respect to the Lebesgue measure.
It follows from a partition of unity argument that X always admits a
smooth Borel measure. Let ρ be such a smooth Borel measure for the
moment. Then ρ has a full topological support, meaning that ρ(U) > 0
for all nonempty open U ⊂ X , and ρ is locally finite, which means that
ρ(K) < ∞ for all compact K ⊂ X . In addition, ρ is outer and inner
regular, meaning, respectively, that for every Borel set N ⊂ X one has
ρ(N) = inf{ρ(U) : U ⊃ N , U is open},
ρ(N) = sup{ρ(K) : K ⊂ N , K is compact}.
16
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All these facts follow from applying the corresponding results for the
Lebesgue measure in charts. In addition, any two smooth Borel measures
on X are equivalent, that is, they are absolutely continuous with respect
to each other. Locally, this is clear, since we assume the density functions
to be > 0. Globally, this follows from a partition of unity argument.
Whenever we say that a property holds almost everywhere (a.e.) on X ,
this means that there exists a smooth Borel measure ρ on X such that
the property under consideration holds ρ-a.e.. Note that in this case,
the statement automatically holds ρ-a.e. for every such ρ.
Let us assume for the moment that we are given smoothK-vector bundles
E → X , F → X . Let ℓ0 := rank(E) and ℓ1 := rank(F ).
Notation I.2. The K-linear space of equivalence classes of Borel sec-
tions of E → X is denoted by Γ(X,E). Given ψ ∈ Γ(X,E), its essential
support is the set supp(ψ) which is defined by
X\supp(ψ) :=
⋃
{U : U ⊂ X is open and ψ(x) = 0 ∈ Ex for a.e. x ∈ U}.
The above equivalence classes are understood with respect to some smooth
Borel measure on X . By what we have said, this notion does not depend
on a particular choice of such measure. Furthermore, if ψ is continuous,
its essential support is equal to its usual topological support. If X is an
open subset of Rm and ψ ∈ L1loc(X,Kℓ0), then the distributional support
of f is also equal to supp(ψ) defined as above.
Before we can give a precise definition of smooth partial differential
operators acting on sections of vector bundles, we record a simple fact
on the restriction properties of certain operators. To this end, let
P : ΓC∞(X,E) −→ ΓC∞(X,F )
be aK-linear map which is local in the sense that for every ψ ∈ ΓC∞(X,E)
one has supp(Pψ) ⊂ supp(ψ). This property implies that P maps com-
pactly supported smooth sections into compactly supported smooth sec-
tions, and there exists a unique morphism of K-linear sheaves
P |• : ΓC∞(•, E) −→ ΓC∞(•, F )
such that P |Uψ|U = (Pψ)|U for all open U ⊂ X and all ψ ∈ ΓC∞(X,E).
This is easily checked using a cut-off function argument. Now we can
give:
Definition I.3. A local K-linear map
P : ΓC∞(X,E) −→ ΓC∞(X,F )
is called a smooth K-linear partial differential operator of order at most
k ∈ N≥0, if for any chart ((x1, . . . , xm), U) of X
18 I. SOBOLEV SPACES ON VECTOR BUNDLES
e1, . . . , eℓ0 ∈ ΓC∞(U,E), f1, . . . , fℓ1 ∈ ΓC∞(U, F ), and any multi-index1
α ∈ Nmk , there are (necessarily uniquely determined) smooth functions
Pα : U −→ Mat(K; ℓ0 × ℓ1)
such that for all (φ(1), . . . , φ(ℓ0)) ∈ C∞(U,Kℓ0) one has
P |U
ℓ0∑
i=1
φ(i)ei =
ℓ1∑
j=1
ℓ0∑
i=1
∑
α∈Nmk
Pαij
∂|α|φ(i)
∂xα
fj in U.
The space of smooth K-linear partial differential operators (PDO’s) of
at most k-th order is denoted by D (k)C∞(X ;E, F ), where
D (k)C∞(X ;E) := D
(k)
C∞(X ;E,E).
These are K-linear spaces in the obvious way. In the scalar case, we will
write
D (k)C∞(X) := D
(k)
C∞(X ;X × C) = D (k)C∞(X ;X × C, X × C),
with the canonical identification of sections and functions being under-
stood. We record some further facts:
• The composition of a K-linear PDO of order ≤ k with a K-linear PDO
of order ≤ l is a K-linear PDO of order ≤ l + k.
• Given a P ∈ D (k)C∞(X ;E, F ), it is easily checked that for every open
U ⊂ X one has P |U ∈ D (k)C∞(U ;E|U , F |U).
• Any morphism of smoothK-vector bundles T : E → F overX defines a
0-th order operator PT ∈ D (0)C∞(X ;E, F ) in view of PTψ(x) := T (x)ψ(x),
ψ ∈ ΓC∞(X,E), and the assignment T 7→ PT is an isomorphism of K-
linear spaces. There is no risk of confusion if we simply write T instead
of PT .
• Considering smooth functions as smooth vector bundle morphisms
acting as scalars, it is straightforward to check that for every k ≥ 1,
P ∈ D (k)C∞(X ;E, F ), f ∈ C∞(X,K), the commutator of P and f satisfies
[P, f ] ∈ D (k−1)C∞ (X ;E, F ).
• We have defined smooth linear partial differential operators to be lo-
cal K-linear maps between smooth sections. It is a classical fact known
as Peetre’s theorem [112] that, conversely, every local K-linear map be-
tween smooth sections locally is a smooth partial differential operator
of some locally constant order (the point being that the locally deter-
mined orders can go to infinity in some infinite open cover of X , which
nevertheless cannot happen if X is compact).
1Nmk denotes the set of multi-indices α = (α1, . . . , αm) ∈ (N≥0)m such that
α1 + · · ·+ αm ≤ k.
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Definition I.4. Let k ∈ N≥0 and let P ∈ D (k)C∞(X ;E, F ).
a) The (linear principal) symbol of P is the unique morphism
SymbP : (T
∗X)⊙k −→ Hom(E, F )
of smooth R-vector bundles over X , where ⊙ stands for the symmetric
tensor product, such that for all ((x1, . . . , xm), U), e1, . . . , eℓ0, f1, . . . , fℓ1
as in Definition I.3, and all real-valued (ζ1, . . . , ζm) ∈ C∞(U)m one has
SymbP
(( m∑
r=1
ζrdx
r
)⊗m)
ei =
∑
α∈Nmk :α1+···+αm=k
ℓ1∑
j=1
Pαijfj in U.
b) P is called elliptic, if for all x ∈ X , v ∈ T ∗xX \ {0}, the linear map
SymbP,x(v
⊗k) : Ex → Fx is invertible.
It is straightforward to check that the symbol of the composition of
two PDO’s is (in the obvious way) equal to the composition of the two
symbols. We warn the reader that some authors include appropriate
powers of
√−1 in the definition of the symbol, which is convenient in
the context of the symbol calculus of pseudo-differential operators. As
we are not going to use pseudo-differential operators in the sequel, we
omit these factors (which only make sense on complex vector bundles
anyway). It is instructive to take a look at the exterior differential at
this point:
Example I.5. Given k ∈ {0, . . . , m} and a chart ((x1, . . . , xm), U) of
X , the frame for ∧kCT ∗X → X is given by the collection of all dxI1 ∧
· · · ∧ dxIk , where I = (I1, . . . , Ik) ∈ (N≥1)k is such that 1 ≤ I1 < · · · <
Ik ≤ m. Then the (complexified) exterior differential dk is the uniquely
determined C-linear and local map
dk : Ω
k
C∞(X) −→ Ωk+1C∞ (X),
such that for every chart as above and every collection of smooth maps
αI1,...,Ik : U → C, where I ∈ (N≥1)k with 1 ≤ I1 < · · · < Ik ≤ m, one has
dk|U
∑
1≤I1<···<Ik≤m
αI1,...,Ikdx
I1 ∧ · · · ∧ dxIk
=
∑
1≤J1<···<Jk+1≤m
m∑
s=1
(−1)s(∂JsαJ1,...,Ĵs,...,Jm)dxJ1 ∧ · · · ∧ dxJk+1,
where Ĵs means that Js is omitted in the sum. From this representation,
one easily sees that
dk ∈ D (1)C∞
(
X ;∧kCT ∗X,∧k+1C T ∗X
)
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Using a local formula for wedge products, one can also deduce from the
above formula for the exterior derivative that the symbol of the exterior
differential is given by
Symbdk(ζ)(α) = ζ ∧ α, ζ ∈ T ∗xX, α ∈ ∧kCT ∗xX, x ∈ X.
In particular, dk is elliptic, if and only if m = 1 (and then of course
k = 0). It follows from a straightforward calculation that dk+1 ◦ dk = 0,
so that these data induce a cochain complex (Ω•C∞(X), d•), the (com-
plexified) de Rham complex of X . Of course, being a complexification,
dk preserves “reality”. The following notation will be used in the sequel:
d := d0 : C
∞(X) −→ Ω1C∞(X),
d := d1 ⊕ · · · ⊕ dm : ΩC∞(X) −→ ΩC∞(X),
which are again smooth differential operators of order 1. We refer the
reader to Theorem 14.24 in [92] for an axiomatic definition of the exterior
derivative.
Another important class of smooth first order differential operators is
provided by vector fields, when we read them as derivations on smooth
real-valued functions:
Example I.6. If ((x1, . . . , xm), U) is a smooth chart for X , then every
smooth vector field A ∈ XC∞(X) can be locally written as
A|U =
m∑
j=1
Aj
∂
∂xj
for some uniquely determined real-valued functionsA1, . . . , Am ∈ C∞(M).
Thus, A ∈ D (1)C∞(X ;TX).
For k ∈ N≥0, q ∈ [1,∞], the K-linear space ΓW k,qloc (X,E) of local L
q-
Sobolev sections of E → X with differential order k is defined to be
the space of f ∈ Γ(X,E) such that for all charts U ⊂ X which admit
a local frame e1, . . . , eℓ0 ∈ ΓC∞(U,E), one has f (j) ∈ W k,qloc (U) for all
j ∈ {1, . . . , ℓ0}, if f =
∑ℓ0
j=1 f
(j)ej in U . In particular, we have the space
of locally q-integrable sections
ΓLqloc(X,E) := ΓW 0,qloc
(X,E).
The Sobolev embedding theorem (Theorem 6, p. 284 in [46]) states in
a simplified form that
ΓW k,qloc
(X,E) ⊂ ΓCk−[m/q]−1(X,E) for all k > m/q,(8)
in particular,
∞⋂
k=1
ΓW k,qloc
(X,E) = ΓC∞(X,E).(9)
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Hereby, [m/q] denotes the largest integer ≤ m/q.
Next, we recall the definition of the formal adjoint of a differential op-
erator. To this end, we will denote by (T, α) the canonical pairing of a
linear form T on some finite-dimensional linear space with a vector α
from that space.
Proposition and definition I.7. Let ρ by a smooth Borel measure on
X. Then for every P ∈ D (k)C∞(X ;E, F ) there exists a unique differential
operator P ρ ∈ D (k)C∞(X ;F ∗, E∗) which satisfies∫
X
(P ρψ, φ)dρ =
∫
X
(ψ, Pφ)dρ(10)
for all ψ ∈ ΓC∞(X,F ∗), φ ∈ ΓC∞(X,E) with either φ or ψ compactly
supported. The operator P ρ is called the formal adjoint of P with respect
to ρ. An explicit local formula for P ρ can be found in the proof (cf.
formula (11)).
Proof. Applying the fundamental lemma of distribution theory lo-
cally, it is clear that there can be at most one operator satisfying (10).
In order to prove the existence, it is sufficient to define P ρ locally (using
a standard partition of unity argument and the fact that differential op-
erators are local). Now, in the situation of Definition I.3, let e∗i and f
∗
j
be the dual smooth frames over U for E → X , and F → X , respectively.
Then for all (ψ(1), . . . , ψ(ℓ1)) ∈ C∞(U,Kℓ1) we define
P ρ
ℓ1∑
j=1
ψ(j)f ∗j :=
1
ρ
ℓ0∑
i=1
ℓ1∑
j=1
∑
α∈Nmk
(−1)|α|∂
|α| (Pαijρψ(j))
∂xα
e∗i in U.(11)
Let ψ :=
∑
j ψ
(j)f ∗j and φ =
∑
i φ
(i)ei be smooth sections of F
∗ → X and
E → X over U , respectively, one of which having a compact support.
Integrating by parts, we can calculate∫
U
(P ρψ, φ) dρ =
ℓ0∑
i=1
ℓ1∑
j=1
∑
α∈Nmk
∫
U
1
ρ
(−1)|α|∂
|α|(Pαijρψ(j))
∂xα
φ(i)ρ dx
=
ℓ0∑
i=1
ℓ1∑
j=1
∑
α∈Nmk
∫
U
ψ(j)Pαij
∂|α|φ(i)
∂xα
ρ dx =
∫
U
(ψ, Pφ) dρ,
which proves (10). 
We continue with:
Proposition and definition I.8. Let P ∈ D (k)C∞(X ;E, F ). Then
given f ∈ ΓL1loc(X,E) we say that Pf exists weakly, if there exists
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h ∈ ΓL1loc(X,F ), such that for all smooth measures ρ on X it holds
that ∫
X
(P ρψ, f) dρ =
∫
X
(ψ, h) dρ for all ψ ∈ ΓC∞c (X,F ∗).(12)
This property is equivalent to (12) being true for some smooth measure
ρ. In this situation, the equivalence class h is uniquely determined, and
we set Pf := h.
Proof. Again it is clear that there can only be at most one such h.
Assume now that there is a smooth measure ρ with (12), and let ρ′ be
an arbitrary smooth measure. In order to see that one also has (12) with
respect to ρ′, let 0 < dρ
′
dρ
∈ C∞(X) be the Radon-Nikodym derivative
of ρ′ with respect to ρ. Note that, since the measures are equivalent,
Radon-Nikodym’s theorem entails that dρ
′
dρ
exists globally as a Borel
function. The smoothness of the measures then entails that dρ
′
dρ
can be
represented smoothly in each chart. We have, for all h1 ∈ ΓC∞c (X,E)
and all h2 ∈ ΓC∞c (X,F ∗):∫
X
(h2, Ph1) dρ
′ =
∫
X
dρ′
dρ
(h2, Ph1) dρ =
∫
X
(
P ρ
(dρ′
dρ
h2
)
, h1
)
dρ
=
∫
X
dρ
dρ′
(
P ρ
(dρ′
dρ
h2
)
, h1
)
dρ′,
so that
P ρ
′
h2 =
dρ
dρ′
P ρ(
dρ′
dρ
h2)(13)
for all h2 ∈ ΓC∞c (X,F ∗). Thus if we have (12) with respect to ρ, it
follows that∫
X
(
P ρ
′
ψ, f
)
dρ′ =
∫
X
(
P ρ
(dρ′
dρ
ψ
)
, f
)
dρ =
∫
X
(ψ, h)
dρ′
dρ
dρ
=
∫
X
(ψ, h) dρ′,
as claimed. 
Accordingly, given a subset M ⊂ ΓL1loc(X,F ), the assumption Pf ∈ M
means by definition that some (necessarily unique) h ∈ M exists such
that Pf = h in the sense of Proposition I.8. This definition is consistent
with the case that f is smooth. In the scalar real-valued case, we will
need the following simple observation:
Proposition and definition I.9. Given P ∈ D (k)C∞
R
(X) and two real-
valued and locally integrable functions f, h ∈ L1loc,R(M), we say that
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Pf ≥ h holds weakly, if and only if for all smooth Borel measures ρ on
X one has∫
X
(P ρψ)fdρ ≥
∫
X
ψhdρ for all 0 ≤ ψ ∈ C∞c (X).(14)
It is sufficient to check this weak inequality for some smooth Borel mea-
sure on X (cf. formula (13)).
We recall:
Definition I.10. A smooth metric hE on E → X is defined to be a
smooth section hE in E
∗⊗E∗ → X , such that hE is fiberwise a K-scalar
product. Then the pair (E, hE) → M is referred to as a smooth metric
K-vector bundle.
If nothing else is said, the trivial smooth vector bundle X × Kℓ0 → X
is equipped with its canonic smooth metric, which is induced by the
Euclidean metric on Kℓ0 .
In applications, formal adjoints are typically used as follows:
Proposition and definition I.11. Assume that (E, hE) → X and
(F, hF )→ X are smooth metric K-vector bundles, and let ρ be a smooth
Borel measure on X. Then for any P ∈ D (k)C∞(X ;E, F ) there is a
uniquely determined operator P ρ,hE,hF ∈ D (k)C∞(X ;F,E) which satisfies∫
X
hE
(
P ρ,hE,hFψ, φ
)
dρ =
∫
X
hF (ψ, Pφ)dρ
for all ψ ∈ ΓC∞(X,F ), φ ∈ ΓC∞(X,E) with either φ or ψ compactly
supported. The operator P ρ,hE,hF is called the formal adjoint of P with
respect to (ρ, hE , hF ). An explicit local formula for P
ρ,hE,hF can be found
in the proof.
Proof. Again, it is sufficient to prove the local existence. To this
end, in the situation of Definition I.3, we assume that ei and fj are
orthonormal with respect to hE and hF , respectively. Then in complete
analogy to the proof of Proposition I.7, one finds that
P ρ,hE ,hF
ℓ1∑
j=1
ψ(i)fj :=
1
ρ
ℓ0∑
i=1
ℓ1∑
j=1
∑
α∈Nmk
(−1)|α|∂
|α| (Pαjiρψ(j))
∂xα
ei in U
(15)
does the job. 
24 I. SOBOLEV SPACES ON VECTOR BUNDLES
In the above situation, P ρ,hE,hF can be constructed from P ρ by means
of the commutative diagram
ΓC∞(X,F
∗) P
ρ
// ΓC∞(X,E
∗)
h˜−1E

ΓC∞(X,F )
h˜F
OO
P ρ,hE,hF
// ΓC∞(X,E)
where h˜E and h˜F stand for the K-linear isomorphisms which are induced
by hE and hF , respectively (that is h˜E(φ) := hE(•, φ) and likewise for
h˜F ). Furthermore, the assignment P 7→ P ρ is a linear map with
(PQ)ρ = QρP ρ, (P ρ)ρ = P,
whereas P 7→ P ρ,hE,hF is an antilinear map with
(PQ)ρ,hE1 ,hE3 = Qρ,hE2 ,hE1P ρ,hE3 ,hE2 , (P ρ,hE,hF )ρ,hF ,hE = P,
whenever these expressions make sense.
Lemma I.12. Given f ∈ ΓL1loc(X,E) and h ∈ ΓL1loc(X,F ), one has Pf =
h, if and only if for all triples (ρ, hE , hF ) as in Proposition I.11 it holds
that
∫
X
hE
(
P ρ,hE,hFψ, f
)
dρ =
∫
X
hF (ψ, h) dρ for all ψ ∈ ΓC∞c (X,F ) .
(16)
Furthermore, this property is equivalent to (16) being true for some triple
(ρ, hE , hF ) of this kind.
Proof. In view of Proposition I.8, it is sufficient to prove that if
there exists a triple (ρ, hE , hF ) with (16) and if h
′
E and h
′
F are other
smooth metrics on E → X and on F → X , respectively, then one also
has (16) with respect to (ρ, h′E , h
′
F ). To this end, define the isomorphisms
of smooth K-vector bundles over X given by
SE : E −→ E, h′E(SEφ1, φ2) := hE(φ1, φ2),
SF : F −→ F, h′F (SFψ1, ψ2) := hF (ψ1, ψ2).
Note that hE(S
−1
E φ1, φ2) = h
′
E(φ1, φ2), and likewise for hF . As in the
proof of Lemma I.8, one finds
P ρ,h
′
E,h
′
F = S−1E P
ρ,hE,hFSF ,
and using this formula one easily proves the claim. 
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Next, we record some results concerning local elliptic regularity. Namely,
let k ∈ N≥0, q ∈ [1,∞), let E → X , F → X be smoothK-vector bundles,
and let P ∈ D (k)C∞(U ;E, F ) be elliptic. Then for every f ∈ ΓLqloc(X,E)
with Pf ∈ ΓLqloc(X,F ) one has
f ∈
{
ΓW k,qloc
(X,E), if q > 1
ΓW k−1,1loc
(X,E), if q = 1.
(17)
Note that for q > 1 the above facts are classical, while the limit case
q = 1 requires some extra work. It follows, for example, from a result on
local Besov regularity of solutions to systems of elliptic equations, due
to D. Guidetti, D. Pallara and the author [65]. It is well-known that
results of this type fail for q = ∞. We close this section by recording
the following convenient abuse of notation that should cause no danger
of confusion in the sequel:
Remark I.13. 1. If (E, hE) → X is a smooth metric K-vector bundle,
then whenever there is no danger of confusion, we will simply denote the
underlying metric structure with (•, •). The corresponding norm and
operator norm on K-linear operators on the fibers will then be denoted
by |•|.
2. Given a smooth Borel measure ρ on X , smooth metric K-vector
bundles E → X , F → X , and a differential operator P ∈ D (k)C∞(X,E, F ),
we will simply write P ρ ∈ D (k)C∞(X,F,E) for the adjoint of P with respect
to ρ and the corresponding metric structures, in accordance with the first
part of this remark.
2. Some remarks on covariant derivatives
Let F → X be a smooth K-vector bundle.
Definition I.14. A smooth covariant derivative ∇F on F → X is a
K-linear map
∇F : ΓC∞(X,F ) −→ ΓC∞(X, T ∗X ⊗ F )
which satisfies the Leibniz rule
∇F (fψ) = f∇Fψ + df ⊗ ψ(18)
for all ψ ∈ ΓC∞(X,F ), and all real-valued f ∈ C∞(X).
One sets ∇FAψ := ∇ψ(A) ∈ ΓC∞(X,F ) for every smooth vector field
A ∈ XC∞(X). In particular, under the canonical isomorphisms (of
C∞(X,K)-modules)
ΓC∞(X,X ×Kℓ) ∼= C∞(X,Kℓ),
ΓC∞(X, T
∗X ⊗ (X ×Kℓ)) ∼= Ω1C∞
K
(X)ℓ,
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the componentwise operating exterior derivative
d : C∞(X,Kℓ) −→ Ω1C∞
K
(X)ℓ
becomes a covariant derivative.
Using the Leibniz rule together with a simple cut-off function argument
entails that smooth covariant derivatives are always local (so that they
can be restricted). Another important consequence of the Leibniz rule is
that any two smooth covariant derivatives ∇F , ∇′F on F → X differ by
a smooth 1-form which takes values in the endomorphisms of F → X :
∇F −∇′F ∈ ΓC∞(X, T ∗X ⊗ End(F )).(19)
Conversely, the sum of an element of ΓC∞(X, T
∗X ⊗ End(F )) and ∇F
is again a covariant derivative. In particular, one has the following local
description of covariant derivatives: If ℓ := rank(F ) and if f1, . . . , fℓ ∈
ΓC∞(U, F ) is a smooth frame for F → X , then there is a unique matrix
α ∈ Mat(Ω1C∞
K
(U); ℓ× ℓ)
such that ∇F |U = d|U + α in U with respect to (fj), in the sense that
for all (ψ(1), . . . , ψ(ℓ)) ∈ C∞(U,Kℓ) one has
∇F |U
∑
j
ψ(j)fj =
∑
j
(d|Uψ(j))⊗ fj +
∑
j
∑
i
ψ(j)αij ⊗ fj.
In particular, it now becomes obvious that
∇F ∈ D (1)C∞ (X ;F, T ∗X ⊗ F ) ,
and that for every open U ⊂ X it holds that ∇F |U is a smooth covariant
derivative on F |U → U . From this local description, it is readily seen
that the symbol of ∇ is given by
Symb∇(ζ)ψ = ζ ⊗ ψ, ζ ∈ T ∗xX, ψ ∈ Fx, x ∈ X.
Notation I.15. The curvature R∇F of ∇F is the tensor
R∇F ∈ ΓC∞(X, (∧2T ∗X)⊗ End(F )),
which for vector fields A,B ∈ XC∞(X) and smooth sections ψ in F → X
is given by
R∇F (A,B)ψ := ∇FA∇FBψ −∇FB∇FAψ −∇F[A,B]ψ ∈ ΓC∞(X,F ).
The dual vector bundle F ∗ → X carries the smooth covariant derivative
∇F ∗ given by
(∇F ∗A α, ψ) := (α,∇FAψ) + A(α, ψ),
for all α ∈ ΓC∞(X,F ∗), ψ ∈ ΓC∞(X,F ), A ∈ XC∞(X),
where A acts as a derivation on the smooth function x 7→ (α(x), ψ(x)).
If F → X is a metric bundle, then ∇F is called metric (or to be precise:
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metric with respect to the given metric structure on F → X), if for all
ψ1, ψ2 ∈ ΓC∞(X,F ), A ∈ XC∞(X) it holds that
A(ψ1, ψ2) = (∇FAψ1, ψ2) + (ψ1,∇FAψ2),
where again A acts as a derivation.
If F → X is metric, then so is F ∗ → X in a canonical way, and if then
∇F is metric, so is ∇F ∗ . By a partition of unity argument, one finds
that every vector bundle admits a metric, and that every metric vector
bundle admits a metric covariant derivative. In the case of the trivial
smooth metric bundle X × Kℓ → X , the smooth covariant derivative
d+ α is metric, if and only if
α ∈ Mat(Ω1C∞
K
(X); ℓ× ℓ)
satisfies αji = −αij .
Given another smooth K-vector bundle E → X and a smooth covariant
derivative ∇E thereon, the smooth K-vector bundle E ⊕F → X carries
the smooth covariant derivative ∇E⊕∇F . If F → X , E → X are metric,
then so is F ⊕ E → X canonically, and if then ∇F , ∇E are metric, the
same is true for ∇E ⊕∇F .
The smooth vector bundle F ⊗ E → X carries the smooth covariant
derivative ∇E⊗˜∇F , which is uniquely determined by
∇E⊗˜∇F (ψ1 ⊗ ψ2) = (∇Eψ1)⊗ ψ2 + ψ1 ⊗ (∇Fψ2)
for all ψ1 ∈ ΓC∞(X,E), ψ2 ∈ ΓC∞(X,F ). As above, if F → X , E → X
are metric, then so is F ⊗ E → X canonically, if then ∇F , ∇E are
metric, the same is true for ∇E⊗˜∇F . In particular, the tensor product
construction can be used to complexify real (metric) vector bundles and
(metric) covariant derivatives, namely by tensoring with X × C → C
and the exterior derivative.
Next, let ⋄ denote either the symmetric tensor product ⊙, or the anti-
symmetric tensor product ∧. Then the smooth vector bundle E⋄E → X
carries the smooth covariant derivative ∇E ⋄˜∇E , which is uniquely de-
termined by
∇E ⋄˜∇E(ψ1 ⋄ ψ2) = (∇Eψ1) ⋄ ψ2 + ψ1 ⋄ (∇Eψ2)
for all ψ1, ψ2 ∈ ΓC∞(X,E). As above, if E → X is metric, then so is
E ⋄ E → X canonically,2 and if then ∇E is metric, the same is true for
∇E ⋄˜∇E .
2To be precise, E⊗E → X canonically becomes metric, and E ⋄E → X inherits
this structure.
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3. Generalized Sobolev spaces and Meyers-Serrin theorems
In this section, let ρ be a smooth Borel measure on X.
Notation I.16. Given a smooth metric K-vector bundle E → X , for
any q ∈ [1,∞], we get the corresponding K-Banach spaces ΓLqρ(X,E)
given by all f ∈ Γ(X,E) such that ‖f‖Lqρ <∞, where
‖f‖Lqρ :=

(∫
X
∣∣f(x)∣∣qdρ(x))1/q, if q <∞
inf{C ≥ 0 : |f | ≤ C ρ-a.e.}, if q =∞.
The symbol 〈•, •〉ρ will stand for the canonical inner product on the
Hilbert space ΓL2ρ(X,E), which is given by
〈f1, f2〉L2ρ =
∫
X
(f1(x), f2(x)) dρ(x).
The following simple observation will be helpful in the sequel:
Remark I.17. Given a smooth metric K-vector bundle E → X with
ℓ := rank(E), it is always possible to find a global orthonormal Borel
measurable (of course not necessarily continuous) frame e1 . . . , eℓ : X →
E. To see this, cover X = ∪n∈N≥1Un with open subsets Un ⊂ X , such
that on each Un there is a local smooth orthonormal frame e
(n)
1 . . . , e
(n)
ℓ ∈
ΓC∞(Un, E). By setting
W1 := U1, Wn := Un \
( ⋃
l∈N≥0: l 6=n
Ul
)
for n ≥ 2, so that3 X =
∞⊔
n=1
Wn,
we can define ej |Wn:= e(n)j |Wn.
Any fixed global orthonormal Borel frame e1 . . . , eℓ : X → E induces an
isometric isomorphism of K-linear spaces
ΓLqρ(X,E)
∼= Lqρ(X,Kℓ) for all q ∈ [1,∞],
in particular, for every q ∈ [1,∞) the Banach space ΓLqρ(X,E) is sep-
arable and in addition reflexive if q ∈ (1,∞). The existence of such a
global frame also straightforwardly implies that for every pair of numbers
q1, q2 ∈ [1,∞] satisfying 1/q1 + 1/q2 = 1 (with 1/0 := ∞, 1/∞ := 0),
one has
‖f‖Lq1ρ = sup
φ∈Γ
L
q2
ρ
(X,E),‖φ‖
L
q2
ρ
≤1
∣∣∣∣∫
X
(f, φ)dρ
∣∣∣∣ ,
and that for every 1 < q1 <∞ the map
ΓLq2ρ (X,E) ∋ f 7−→
∫
X
(f, •)dρ ∈ ΓLq1ρ (X,E)∗
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is antilinear, isometric, and bijective. In the sequel, we will thus identify
these two Banach spaces via the above map.
In order to be able to deal with many natural geometric situations si-
multaneously, we continue with the following definition:
Definition I.18. Let q ∈ [1,∞], s ∈ N≥1, k1 . . . , ks ∈ N≥0, and for
each i ∈ {1, . . . , s} let E → X , Fi → X be smooth metric K-vector
bundles and let P := {P1, . . . , Ps} with Pi ∈ D (ki)C∞ (X ;E, Fi). Then the
K-Banach space
ΓWP,qρ (X,E)
:=
{
f ∈ ΓLqρ(X,E) : Pif ∈ ΓLqρ(X,Fi) for all i ∈ {1, . . . , s}
}
⊂ ΓLqρ(X,E), with its norm ‖f‖P,Lqρ :=
(
‖f‖q
Lqρ
+
s∑
i=1
‖Pif‖qLqρ
)1/q
,
is called the P-Sobolev space of Lqρ-sections in E → X . Furthermore,
we define the K-Banach space
ΓWP,qρ,0
(X,E) ⊂ ΓWP,qρ (X,E)
to be the closure of ΓC∞c (X,E) with respect to ‖•‖P,Lqρ .
Since closed subspaces as well as products of reflexive (separable) Ba-
nach spaces are reflexive (separable), it follows precisely as for the usual
Euclidean Sobolev spaces that the spaces ΓWP,qρ (X,E) and ΓWP,qρ,0
(X,E)
are separable for all q ∈ [1,∞) and reflexive for all q ∈ (1,∞). The
following result provides a generalization of the classical Meyers-Serrin
theorem [101] to our abstract Sobolev spaces:
Theorem I.19. In the situation of Definition I.18, let q ∈ [1,∞) and
assume that in case k := max{k1, . . . , ks} ≥ 2 one has ΓWP,qρ (X,E) ⊂
ΓW k−1,qloc
(X,E) (with no further assumption if k ∈ {0, 1}). Then for any
f ∈ ΓWP,qρ (X,E) there exists a sequence
(fn) ⊂ ΓC∞(X,E) ∩ ΓWP,qρ (X,E),
which can be chosen in ΓC∞c (X,E) if f is compactly supported, such that
|fn(x)| ≤ ‖f‖L∞ρ ∈ [0,∞] for all x ∈ X, n ∈ N≥0,
‖fn − f‖P,Lqρ → 0 as n→∞.
This result has been proved by D.Pallara, D. Guidetti and the author
in [65]. Its proof relies on a local “higher order” approximation result
that is build on Friedrichs mollifiers. To formulate that approximation
result, we recall that given a distribution T acting on C∞c (R
m,Kℓ), the
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convolution of T with ϕ ∈ C∞c (Rm) is the Kℓ-valued function T ∗ ϕ on
Rm, defined by
T ∗ ϕ(x) := 〈T, ϕ(x− •)〉 .
For example, given U ⊂ Rm open, f ∈ L1loc(U,Kℓ), and if we define
f ∈ L1loc(Rm,Kℓ) to be the trivial extension of f to Rm by zero, then
one readily sees that
f ∗ ϕ(x) =
∫
U
f(z)ϕ(x− z)dz.
There will be no danger of confusion in simply writing f ∗ ϕ instead of
f ∗ ϕ.
Definition I.20. 1. Every 0 ≤ h ∈ C∞c (Rm) such that h(x) = 0 for all
x with |x| ≥ 1 and ∫
Rm
h(x)dx = 1 will be called a mollifier on Rm in the
sequel. For every such h and every ǫ > 0 we define 0 ≤ hǫ ∈ C∞c (Rm)
by hǫ(x) := ǫ
−mh(ǫ−1x).
2. Given a mollifier h on Rm and a distribution T acting on C∞c (R
m,Kℓ),
the Friedrichs mollification of T with respect to h is defined to be the
family of functions (T ∗ hǫ)ǫ>0.
Note that4 supp(hǫ) ⊂ BRm(0, ǫ). We list some standard properties of
the Friedrichs mollification (cf. Section 7.2 in [52] and Lemma 2.9 in
[55]) in the following remark.
Remark I.21. The following statements hold for every mollifier h on
Rm:
i) If T is a distribution acting on C∞c (R
m,Kℓ), then for every ǫ > 0 one
has T ∗ hǫ ∈ C∞c (Rm,Kℓ) with
∂α(T∗hǫ) = (∂αT )∗hǫ = T∗(∂αhǫ) for every multi-index α ∈ (N≥0)m,
and moreover
supp(T ∗ hǫ) ⊂
{
x ∈ Rm : inf
a∈supp(T )
|x− a| < ǫ
}
,
where ∂αT and supp(T ) are understood in the sense of distributions.
ii) If q ∈ [1,∞), and f ∈ Lqloc(U,Kℓ) is compactly supported in U , then
one has f ∗ hǫ ∈ C∞c (U,Kℓ) for all sufficiently small ǫ > 0 by i), and
‖f ∗ hǫ − f‖Lq(U,Kℓ) → 0 as ǫ→ 0+.
In particular, by picking a subsequence of f ∗ h1/n, n ∈ N≥1, this entails
that for every open U ⊂ Rm and every f ∈ L∞loc(U,Kℓ) with a compact
support in U , there exists a sequence (fn) ⊂ C∞c (U,Kℓ) such that |fn| ≤
‖f‖∞ and fn → f almost everywhere, as n→∞.
4In the sequel, BR
m
(y, r) := {z ∈ Rm : |z − y| < r} ⊂ Rm will denote the open
balls with respect to the usual Euclidean metric on Rm.
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The following higher order result on Friedrichs mollifiers has been noted
in [65]. In fact, it is proved straightforwardly by using a classical “first
order” result by K. Friedrichs from 1944 (!).
Proposition I.22. Let h be a mollifier on Rm, let U ⊂ Rm be open,
and pick k ∈ N≥0, ℓ0, ℓ1 ∈ N≥1, q ∈ [1,∞). Assume furthermore that
P =
∑
α∈Nmk
Pα∂
α ∈ D (k)C∞(U ;Kℓ0 ,Kℓ1)
is a linear partial differential operator with matrix coefficients, and let
f ∈ Lqloc(U,Kℓ0) have a compact support in U with Pf ∈ Lqloc(U,Kℓ1).
Assume furthermore that either k < 2 or f ∈ W k−1,qloc (U,Kℓ0). Then one
has
‖P (f ∗ hǫ)− Pf‖Lq(U,Kℓ1 ) → 0 as ǫ→ 0+.
Proof. We start by quoting the following classical result by Friedrichs:
Given a C1-function5
Q : U −→ Mat(K, ℓ0 × ℓ1)
and j ∈ {1, . . . , m}, it follows that for every F ∈ Lqloc(U,Kℓ0) with a
compact support in U one has
‖(Q∂jF ) ∗ hǫ −Q∂j(F ∗ hǫ)‖Lq(U,Kℓ1) → 0 as ǫ→ 0+.(20)
This result follows from equation (3.8) in [48].
Returning to our situation, we first note that as one has (Pf)∗hǫ → Pf
in Lq(U,Kℓ1) by Remark I.21 ii) (where we use that f ∈ Lqloc(U,Kℓ0) is
compactly supported in U and that Pf ∈ Lqloc(U,Kℓ1)). Therefore, it
suffices to prove that
‖(Pf) ∗ hǫ − P (f ∗ hǫ)‖Lq(U,Kℓ1) → 0.
To this end, let us show that
‖(Pα∂αf) ∗ hǫ − Pα∂α(f ∗ hǫ)‖Lq(U,Kℓ1) → 0(21)
for every α ∈ Nmk . In fact, since one has either k < 2 or f ∈ W k−1,qloc (U,Kℓ0),
we can pick a j ∈ {1, . . . , m} and an α′ ∈ Nmk−1, such that ∂αf = ∂j∂α′f
and ∂α
′
f ∈ Lqloc(U,Kℓ0) (with a compact support in U). Moreover by
Remark I.21 i) we have
(Pα∂
αf) ∗ hǫ − Pα∂α(f ∗ hǫ) = (Pα∂j∂α′f) ∗ hǫ − Pα∂j((∂α′f) ∗ hǫ).
Thus (21) follows by applying (20) with Q = Pα, F = ∂
α′f . 
5Using Rademacher’s theorem, one finds that it is in fact sufficient to assume
that Q is locally Lipschitz continuous (cf. Appendix A in [20]).
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Proof of Theorem I.19. Let
ℓ0 := rank(E), ℓj := rank(Fj), for any j ∈ {1, . . . , s}.
We take a relatively compact atlas6
⋃
n∈N≥0 Un = X such that each Un
admits smooth orthonormal frames for
E −→ X,F1 −→ X, . . . , Fs −→ X.
Let (ϕn) be a smooth partition of unity which is subordinate to (Un).
Now let f ∈ ΓWP,qρ (X,E), and fn := ϕnf .
Let us first show that fn ∈ ΓWP,qρ,c (Un, E). To see this, let j ∈ {1, . . . , s}.
Clearly we have ϕnPjf ∈ ΓLqρ(Un, E). Furthermore, as we have f ∈
ΓW k−1,qloc
(X,E), and so
(∂αf1, . . . , ∂
αfℓ0) ∈ Lploc(Un,Kℓ0) for all α ∈ Nmk−1,
it follows from
[Pj , ϕn] ∈ D (kj−1)C∞ (Un;E, Fj)
that [Pj, ϕn]f ∈ ΓLqρ(Un, E), since the coefficients of [Pj , ϕn] are bounded
in Un (being smooth and compactly supported). Thus, the following
formula for weak derivatives,
Pjfn = ϕnPjf + [Pj , ϕn]f,
holds and completes the proof of fn ∈ ΓWP,qρ,c (Un, E).
But now, given ǫ > 0, we may appeal to Proposition I.22 and Remark
I.21 ii) to pick an fn,ǫ ∈ ΓC∞c (X,E) with a compact support in Un such
that
‖fn − fn,ǫ‖P,Lqρ < ǫ/2n+1.
Finally, fǫ(x) :=
∑
n fn,ǫ(x), x ∈ X , is a locally finite sum and thus
defines an element in ΓC∞(X,E) which satisfies
‖fǫ − f‖P,Lqρ ≤
∞∑
n=1
‖fn,ǫ − fn‖P,Lqρ < ǫ,
which proves the first assertion of the theorem.
If f is compactly supported, then by picking a finite cover of the support
of f with U ′ns as above, the above proof shows that the approximating
family (fǫ) can be chosen such that each fǫ has a compact support. This
completes the proof. 
As a first simple application of the generalized Meyers-Serrin theorem,
we record the following formula for integration by parts:
6This means that each Un is relatively compact.
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Lemma I.23. Let q, q∗ ∈ (1,∞) with 1/q + 1/q∗ = 1, k ∈ N≥0, and
let E → X, F → X be smooth metric K-vector bundles. Assume
furthermore that P ∈ D (k)C∞(X ;E, F ). Then for all f1 ∈ ΓWP,qρ,0 (X,E),
f2 ∈ ΓWP†,q∗ρ (X,F ) one has∫
X
(Pf1, f2)dρ =
∫
X
(f1, P
†f2)dρ.
Proof. Assume first that f1 is smooth and compactly supported,
and pick a sequence of smooth sections f2,n ∈ ΓWP†,q∗ρ (X,F ) with
‖f2 − f2,n‖P ρ,Lq∗ρ → 0.
Then the asserted formula holds with f2 replaced with f2,n, and it ex-
tends to f2 by Ho¨lder’s inequality. Having established this case, the gen-
eral case now follows by picking f1,n ∈ ΓC∞c (X,E) with ‖f1 − f1,n‖P,Lqρ →
0 and using Ho¨lder once more. 
Given q, q∗ ∈ (1,∞) with 1/q + 1/q∗ = 1, metric K-vector bundles
E → X , F → X and a densely defined operator T from ΓLqρ(X,E)
to ΓLqρ(X,F ), its Banach adjoint can be identified canonically with the
densely defined operator T ∗ from Γ
Lq
∗
ρ
(X,F ) to Γ
Lq
∗
ρ
(X,E), given as fol-
lows: Dom(T ∗) is given by all f ∈ Γ
Lq
∗
ρ
(X,F ) which satisfy the property
that there exists ψ ∈ Γ
Lq
∗
ρ
(X,E) such that for all h ∈ Dom(T ) one has∫
X
(Th, f)dρ =
∫
X
(h, ψ)dρ,
and then T ∗f := ψ. It is an abstract functional fact that adjoints are
automatically closed. Note also that Dom(T ∗) is precisely the space of
all f ∈ Γ
Lq
∗
ρ
(X,F ) which satisfy the property that there exists a constant
C > 0 such that for all h ∈ Dom(T ) one has∣∣∣∣∫
X
(Th, f)dρ
∣∣∣∣ ≤ C ‖h‖Lqρ .
Given another densely defined operator S with7 S ⊂ T , it follows that
T ∗ ⊂ S∗. In case T as above is closable, then, as for Hilbert spaces,
the closure of T can be identified with the operator T given as follows:
f ∈ ΓLqρ(X,E) is in Dom(T ), if and only if there exists a sequence
(fn) ⊂ Dom(T ) with ‖f − fn‖Lqρ such that ‖Tfn − h‖Lqρ → 0 for some
h ∈ ΓLqρ(X,E), as n → ∞, and then Tf := h. If T is densely defined
7As usual, S ⊂ T for operators S, T in a common Banach space means that
Dom(S) ⊂ Dom(T ) and S = T on Dom(S). In this case, T is called an extension of
S.
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and closable, then T ∗ is densely defined with T ∗ = T
∗
and (T ∗)∗ = T .
(The latter result uses the reflexivity of the underlying Banach spaces.)
We refer the reader to [84] for the proofs of these abstract Banach space
facts.
The following well-known constructions will turn out to be a useful tool
in the sequel:
Definition I.24. Let q ∈ (1,∞), k ∈ N≥0, let E → X , F → X be
smooth metric K-vector bundles and let P ∈ D (k)C∞(X ;E, F ). We de-
note by P
(q)
ρ,min the closure of P considered as acting from ΓLqρ(X,E) to
ΓLqρ(X,F ), defined initially on ΓC∞c (X,E). P
(q)
ρ,min is called the minimal
extension of P with respect to Lqρ. Likewise, one defines the correspond-
ing maximal extension P
(q)
ρ,max as follows:
Dom(P (q)ρ,max) := ΓWP,qρ (X,E), P
(q)
ρ,maxf := Pf, f ∈ Dom(P (q)ρ,max).
In the case of q = 2, we will simply write
Pρ,min := P
(2)
ρ,min, Pρ,max := P
(2)
ρ,max.
An integration by parts shows that P |ΓC∞c (X,E) indeed is closable in
ΓLqρ(X,E), so that the minimal operator is well-defined. In fact, one
has
Dom(P
(q)
ρ,min) = ΓWP,qρ,0
(X,E).
We record the following fact, which follows easily from the above con-
siderations:
Lemma I.25. Let q ∈ (1,∞), k ∈ N≥0, let E → X, F → X be smooth
metric K-vector bundles and let P ∈ D (k)C∞(X ;E, F ). If q∗ ∈ (1,∞) is
such that 1/q∗ + 1/q = 1, then one has(
(P †)(q
∗)
ρ,max
)∗
= P
(q)
ρ,min.
CHAPTER II
Smooth heat kernels on vector bundles
In this chapter, let ρ be a smooth Borel measure on X, and let E → X
be a smooth metric C-vector bundle with rank(E) = ℓ.
Assume that we are given some k ∈ N≥0 and P ∈ D (k)(X ;E) which is
elliptic, formally self-adjoint (that is P ρ = P in the sense of Remark
I.13.2), and semibounded (that is, there exists C ≥ 0 with
〈Pψ, ψ〉L2ρ ≥ −C ‖ψ‖
2
L2ρ
for all ψ ∈ ΓC∞c (X,E) ).
Then the operator P with Dom(P ) = ΓC∞c (X,E) is a genuine symmetric
operator in ΓL2ρ(X,E) which is ≥ −C. In particular, such an operator
admits semibounded self-adjoint extensions (for example its Friedrichs
realization; cf. appendix, Example B.15). Given such a semibounded
self-adjoint extension P˜ , note that Lemma I.25 implies
(P n)ρ,min ⊂ (P˜ )n = ((P˜ )n)∗ ⊂ ((P n)ρ,min)∗ = (P n)ρ,max,
in particular,
Dom((P˜ )n) ⊂ Γ
WP
n,2
ρ
(X,E).
The “heat semigroup”
(e−tP˜ )t≥0 ⊂ L (ΓL2ρ(X,E))
is defined by the spectral calculus. It is a strongly continuous and self-
adjoint semigroup of bounded operators (cf. appendix, Remark B.6). It
follows that for every f ∈ ΓL2ρ(X,E) the path
[0,∞) ∋ t 7−→ e−tP˜ f ∈ ΓL2ρ(X,E)
is the uniquely determined continuous path
[0,∞) −→ ΓL2ρ(X,E)
which is C1 in (0,∞) (in the norm topology) with values in Dom(P˜ )
thereon, and which satisfies the abstract “heat equation”
(d/dt)e−tP˜f = −P˜ e−tP˜f, t > 0,
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subject to the initial condition e−tP˜f |t=0 = f . The heat semigroups
corresponding to operators of the form P˜ are always induced by jointly
smooth heat kernels in the following sense:
Theorem II.1. Let k ∈ N≥0, let P ∈ D (k)C∞(X ;E) be elliptic, formally
self-adjoint and semibounded, and let P˜ be a semibounded self-adjoint
extension of P in ΓL2ρ(X,E). Then:
a) There is a unique smooth map1
(0,∞)×X ×X ∋ (t, x, y) 7−→ e−tP˜ (x, y) ∈ Hom(Ey, Ex) ⊂ E∗ ⊠ E,
the heat kernel of P˜ , such that for all t > 0, f ∈ ΓL2ρ(X,E), and ρ-a.e.
x ∈ X one has
e−tP˜f(x) =
∫
X
e−tP˜ (x, y)f(y)dρ(y).(22)
b) For all s, t > 0, x, y ∈ X one has∫
X
∣∣∣e−tP˜ (x, z)∣∣∣2 dρ(z) <∞,(23)
e−tP˜ (y, x) = e−tP˜ (x, y)∗ (adjoints of finite-dimensional operators),
(24)
e−(t+s)P˜ (x, y) =
∫
X
e−tP˜ (x, z)e−sP˜ (z, y)dρ(z).(25)
c) For any f ∈ ΓL2ρ(X,E), the section
(0,∞)×X ∋ (t, x) 7−→ f(t, x) :=
∫
X
e−tP˜ (x, y)f(y)dρ(y) ∈ Ex ⊂ E
is smooth, and one has
∂
∂t
f(t, x) = −Pf(t, x) for all (t, x) ∈ (0,∞)×X.
Proof. The proof is based on the scalar case, a well-known result
a special case of which can be found in [33]. However, since there is no
need for a globally defined smooth frame to exist, we have to do some
extra work.
Before we come to the proof of the actual statements of Theorem II.1,
let us first establish some auxiliary results.
1The reader may find the precise definition of the smooth vector bundle E∗⊠E →
X ×X in the appendix, Section A.
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Step 1: For fixed t > 0, there exists a smooth version of x 7→ e−tP˜f(x).
Proof: To see this, note that for any n ∈ N≥1 one has
Dom((P˜ )n) ⊂ Γ
WP
n,2
ρ
(X,E) ⊂ ΓW k+n,2loc (X,E),
where the second inclusion follows from local elliptic regularity. By the
spectral calculus and the local Sobolev embedding, this implies
Ran(e−tP˜ ) ⊂
⋂
n∈N≥1
Dom((P˜ )n) ⊂ ΓC∞(X,E) for any t > 0.
Step 2: For any t > 0, U ⊂ X open and relatively compact, the map
e−tP˜ : ΓL2ρ(X,E) −→ ΓCb(U,E)(26)
is a bounded linear operator between Banach spaces, where the space of
bounded continuous sections ΓCb(U,E) is equipped with its usual uniform
norm.
Proof: A priory, this map is algebraically well-defined by step 1. The
asserted boundedness follows from the closed graph theorem, noting that
the ΓL2ρ(X,E)-convergence of a sequence implies the existence of a sub-
sequence which converges ρ-a.e.
Step 3: For fixed s > 0, the map
ΓL2ρ(X,E)×X ∋ (f, x) 7−→ e−sP˜f(x) ∈ Ex ⊂ E
is jointly continuous.
Proof: Let U ⊂ X be an arbitrary open and relatively compact subset.
Given a sequence
((fn, xn))n∈N≥0 ⊂ ΓL2ρ(X,E)× U
which converges to
(f, x) ∈ ΓL2ρ(X,E)× U,
we have∣∣∣e−sP˜fn(xn)− e−sP˜f(x)∣∣∣
≤
∣∣∣e−sP˜ [fn − f ](xn)∣∣∣+ ∣∣∣e−sP˜f(x)− e−sP˜f(xn)∣∣∣
≤
∥∥∥e−sP˜∥∥∥
L (Γ
L2ρ
(X,E),ΓCb(U,E))
‖fn − f‖L2ρ +
∣∣∣e−sP˜f(x)− e−sP˜f(xn)∣∣∣
→ 0, as n→∞,
by step 2 and step 1.
Step 4: For fixed ǫ > 0 and f ∈ ΓL2ρ(X,E), the map
{ℜ > ǫ} ×X ∋ (z, x) 7−→ e−zP˜f(x)
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is jointly continuous.
Proof: Indeed, this map is equal to the composition of the maps
{ℜ > ǫ} ×X (z,x)7→(e
−(z−ǫ)P˜ f,x)−−−−−−−−−−−−→ ΓL2ρ(X,E)×X
(f,x)7→e−ǫP˜ f(x)−−−−−−−−−→ E,
where the second map is continuous by Step 3. The first map is contin-
uous, since the map
{ℜ > 0} ∋ z 7−→ e−zP˜f ∈ ΓL2ρ(X,E)(27)
is holomorphic. Note that, a priory, (27) is a weakly holomorphic semi-
group by the spectral calculus, which is then indeed (norm-) holomorphic
by the weak-to-strong differentiability theorem (cf. appendix, Theorem
B.21).
Step 5: For any f ∈ ΓL2ρ(X,E), there exists a jointly smooth version of
(t, x) 7→ e−tP˜f(x), which satisfies
∂
∂t
e−tP˜ f(x) = −P e−tP˜f(x).(28)
Proof: By Step 4, for arbitrary f ∈ ΓL2ρ(X,E), the map
{ℜ > 0} ×X ∋ (z, x) 7−→ e−zP˜f(x) ∈ Ex ⊂ E
is jointly continuous. It then follows from the holomorphy of (27) that for
any open ball B in the open right complex plane which has a nonempty
intersection with (0,∞), for any t ∈ B ∩ (0,∞), and for any x ∈ X , we
have Cauchy’s integral formula
e−tP˜ f(x) =
∮
∂B
e−zP˜f(x)
t− z dz,
noting that the holomorphy of (27) a priori only implies Cauchy’s integral
formula for almost every x. Now the claim follows from differentiating
under the line integral, observing that for fixed z ∈ {ℜ > 0}, the map
X ∋ x 7−→ e−zP˜f(x) = e−ℜ(z)P˜
[
e−
√−1ℑ(z)P˜f
]
(x) ∈ Ex ⊂ E
is smooth by Step 1. Finally, the asserted formula (28) follows from the
by now proved smoothness of (t, x) 7→ e−tP˜f(x) and the fact that
(d/dt)e−tP˜f = −P e−tP˜f, t > 0,
in the sense of norm differentiable maps (0,∞)→ ΓL2ρ(X,E).
Let us now come to the actual proof of Theorem II.1. We will prove a),
b) and c) simultaneously.
First of all, it is clear that any such heat kernel is uniquely determined
(by testing any two such kernels against arbitrary compactly supported
smooth sections). To see its existence, we start by remarking that for
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every global Borel section φ in X → E and every x ∈ X , t > 0, the
complex linear functional given by
ΓL2ρ(X,E) ∋ f 7−→ ˜Ψ(x, t, φ)[f ] :=
(
φ(x), e−tP˜f(x)
) ∈ C
is bounded by Step 2. Thus by Riesz-Fischer’s representation theorem,
there exists a unique section Ψ(x, t, φ) ∈ ΓL2ρ(X,E) such that for all
f ∈ ΓL2ρ(X,E) one has(
φ(x), e−tP˜f(x)
)
= ˜Ψ(x, t, φ)[f ] = 〈Ψ(x, t, φ), f〉L2ρ ,(29)
and it follows immediately from step 5 that (t, x) 7→ Ψ(x, t, φ) is weakly
smooth if φ is smooth. In this case, this map is in fact norm smooth as
a map (0,∞) × X → ΓL2ρ(X,E) by the weak-to-strong differentiability
theorem. We claim that the integral kernel which is well-defined by the
“regularization”
(φ1(x)e
−tP˜ (x, y)φ2(y)) := 〈Ψ(x, t/2, φ1),Ψ(y, t/2, φ2)〉L2ρ ,(30)
where φj are arbitrary smooth sections, has the desired properties. In-
deed, firstly, the smoothness of (t, x, y) 7→ e−tP˜ (x, y) follows immediately
from the norm smoothness of (t, x) 7→ Ψ(x, t, φ) and the smoothness of
the Hilbertian pairing (f, g) 7→ 〈f, g〉L2ρ . Then, picking a global or-
thonormal Borel frame e1, . . . , eℓ for E → X (cf. Remark I.17), we see
that ∣∣∣e−tP˜ (x, y)ej(y)∣∣∣2 = ∣∣∣e− t2 P˜Ψ(y, t/2, ej)(x)∣∣∣2 ,
which follows from the definition of Ψ(. . . ), so that∫
X
∣∣∣e−tP˜ (x, y)∣∣∣2 dρ(x) ≤ ∫
X
∣∣∣e− t2 P˜Ψ(y, t/2, ej)(x)∣∣∣2 dρ(x) <∞,
which implies the asserted square integrability of the integral kernel.
Note that, by construction, one has the symmetry
e−tP˜ (x, y) = e−tP˜ (y, x)∗.
Finally, by a straightforward calculation which only uses the symmetry
of e−tP˜ and the definition of Ψ(. . . ), we get(
φ(x), e−tP˜f(x)
)
=
∫
X
(
φ(x), e−tP˜ (x, y)f(y)
)
dρ(y)
for all smooth compactly supported sections φ, which also implies the
asserted semigroup property of the integral kernel, using the semigroup
property of e−tP˜ (a priori for all fixed x, and ρ-a.e. y, a posteriori for all
(x, y) by a standard continuity argument). This completes the proof. 
CHAPTER III
Basic differential operators in Riemannian
manifolds
1. Preleminaries from Riemannian geometry
A smooth Riemannian metric g on a smooth m-manifold M is by defi-
nition a smooth metric on the vector bundle TM → M . The pair (M, g)
is then referred to as a smooth Riemannian manifold.
We fix once for all a smooth, connected, possibly noncompact Riemann-
ian m-manifold M ≡ (M, g).
This notation indicates that all Riemannian data on M will be under-
stood with respect to the fixed smooth Riemannian metric g on M ,
unless otherwise stated. In accordance with our previous conventions,
whenever there is no danger of confusion, g itself and all canonically
induced smooth metrics (for example those on T ∗M or T ∗M ∧ T ∗M or
duals therof) will simply be denoted by (•, •), where | • | stands for the
induced fiberwise norms and operator norms.
Let us collect some well-known facts and formulae from Riemannian
geometry: The Levi-Civita connection on M is the uniquely determined
smooth metric covariant derivative
∇TM ∈ D (1)C∞(M ;TM, T ∗M ⊗ TM)
which is torsion free, in the sense that
∇TMA B −∇TMB A = [A,B] for all vector fields A,B ∈ XC∞(M).
The Riemannian curvature tensor Riem is defined to be the curvature
of ∇TM ,
Riem := R∇TM ∈ ΓC∞(M, (∧2T ∗M)⊗ End(TM)).
We recall that for smooth vector fields A,B,C ∈ XC∞(M), this tensor
is explictly given by
Riem(A,B)C := ∇TMA ∇TMB C −∇TMB ∇TMA C −∇TM[A,B]C ∈ XC∞(M).
Then the Ricci curvature
Ric ∈ ΓC∞(M,T ∗M ⊙ T ∗M)
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is the field of symmetric bilinear forms on TM given by the fiberwise
(g-)trace
Ric(A,B) |U =
m∑
j=1
(Riem(ej , B)A, ej),
where e1, . . . , em ∈ XC∞(U) is a local orthonormal frame, and A,B ∈
XC∞(M). The scalar curvature is the smooth real-valued function scal ∈
C∞(M) given by
scal |U :=
m∑
j=1
Ric(ej , ej).
Another concept that we will need from time to time are the sectional
curvatures ofM : If m ≥ 2, then for every x ∈M the sectional curvature
Sec(vx) of a two-dimensional subspace
vx = span(A(x), B(x)) ⊂ TxM, A,B ∈ XC∞(M),
is well-defined by
Sec(vx) :=
(Riem(A,B)B,B)
|A ∧B|2 |x ∈ R.
The Riemannian volume measure is the uniquely determined smooth
Borel measure µ onM , such that for every smooth chart ((x1, . . . , xm), U)
and any Borel set N ⊂ U , one has
µ(N) =
∫
N
√
det(g(x))dx,(31)
where det(g(x)) is the determinant of the matrix gij(x) := g(∂i, ∂j)(x)
and where dx = dx1 · · · dxm stands for the Lebesgue integration (cf.
Theorem 3.11 in [55]). The metric g canonically induces an isomorphism
of smooth R-vector bundles
T ∗M −→ TM, α −→ α♯,(32)
with its inverse
TM −→ T ∗M, A −→ A♭.(33)
We have the scalar Laplacian (also called the Laplace-Beltrami operator)
−∆ := d†d ∈ D (2)C∞(M).
Note that our sign convention for ∆ is the one from the mathemati-
cal physics literature, and not the one which is typically used in the
geometry literature. As we will see in a moment, ∆ is elliptic.
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Remark III.1. The reader may find it helpful to know that in a smooth
chart ((x1, . . . , xm), U), the scalar Laplacian is given for every smooth
function f : U → C and x ∈ U by
−∆f(x) = −
m∑
i,j=1
1√
det(g)
∂
∂xi
(√
det(g)gij
∂f
∂xj
)
(x),
where gij := g∗(dxi, dxj). Moreover, the following strong elliptic min-
imum principle holds (cf. Corollary 8.14 in [55]): If λ ∈ R and if
0 ≤ f ∈ C2(M) vanishes at some point of M and is α-superharmonic in
the sense that
−∆f + λf ≥ 0,
then f vanishes everywhere inM . In particular, every real-valued super-
harmonic (= 0 - superharmonic) function f ∈ C2(M) with f(x0) = inf f
for some x0 ∈ M satisfies f(x) = inf f for all x ∈ M : This follows
from applying the strong elliptic minimum principle to f − inf f . As a
consequence, we get the following elliptic minimum principle: For every
relatively compact open subset U ⊂ M with a nonempty boundary, and
every real-valued superharmonic function f ∈ C2(U) ∩ C(U), one has
inf
U
f = inf
∂U
f.
Indeed, using the strong elliptic minimum principle, one finds straight-
forwardly that the set{
x ∈ U : f(x) = inf
U
f
}
⊂M
intersects ∂U (cf. [55], p. 230). Like all minimum principles, these
results rely on our assumption that M is connected.
In addition to the scalar Laplacian, we have for any j ∈ {0, . . . , m} the
Hodge-Laplacian on j-forms, which is defined by
−∆(j) := d†jdj + dj−1d†j−1 ∈ D (2)C∞(M ;∧jCT ∗M),
where of course d†−1 := 0. Then Weitzenbo¨ck’s formula states that
V (j) := −∆(j) − (∇∧jT ∗M)†∇∧jT ∗M ∈ D (0)C∞(M ;∧jCT ∗M)
is an explicitly (in terms of the Riemannian curvature tensor) given
zeroth order operator with (V (j))† = V (j). Weitzenbo¨ck’s formula can
be derived from the following formula for the adjoint of the exterior
differential: For every α ∈ ΩkC∞(M), one has
d†kα(A1, . . . , Ak−1) = −
∑
j=1
∇∧kT ∗Mej α(ej , A1, . . . , Ak−1),(34)
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valid for all smooth vector fields A1, . . . , Ak−1 ∈ XC∞(M), and every
smooth local orthonormal frame e1, . . . , em ∈ XC∞(U). These facts are
standard and can be found, for example, in [16].
Notation III.2. Ric♯ ∈ ΓC∞(M,T ∗M ⊗T ∗M) denotes the field of sym-
metric sesquilinear forms given by Ric(♯, ♯), the composition of the Ricci
curvature with ♯.
For j = 1 the endomorphism V (1) has a very simple form, namely
V (1) = Ric♯, and therefore −∆(1) = (∇T ∗M)†∇T ∗M + Ric♯,
when Ric♯ is considered an element of D
(0)
C∞(M ;T
∗
CM). The general for-
mula for V (j) with j > 1 is usually not easy to control analytically
(although the so-called Gallot-Meyer estimate [51] states that it can be
controlled in a certain sense from below by Riem, or more precisely, by
the so-called curvature endomorphism of ∇TM).
We continue our list of formulae: Given f1, f2 ∈ C∞(M), α ∈ Ω1C∞(M)
and f ∈ C∞(R), one has the following product rule, and chain rule,
respectively:
∆(f1f2) = f1∆f2 + f2∆f1 + 2ℜ(df1, df2),(35)
∆(f ◦ f1) = (f ′′ ◦ f1)|df |2 + (f ′ ◦ f1)∆f1.(36)
Let ∇ be a smooth metric covariant derivative on the smooth metric
K-vector bundle E →M . Then one has
∇†(α⊗ ψ) = (d†α)ψ −∇α♯ψ(37)
for all real-valued α ∈ Ω1C∞(M), ψ ∈ ΓC∞(M,E). This can be seen as
follows: Let ψ1 ∈ ΓC∞c (M,E). Since ∇ is metric, we have
(α, d(ψ1, ψ)) = α
♯(ψ1, ψ) = (∇α♯ψ1, ψ) + (ψ1,∇α♯ψ),
thus ∫ (
ψ1,
(
(d†α)−∇α♯
)
ψ
)
dµ =
∫
(∇α♯ψ1, ψ)dµ,
which shows (37), in view of the simple identity
(α⊗ (•))† ◦ ∇ = ∇α♯ ∈ D (1)C∞(M ;E).
Formula (37) can be used to deduce the following local formula: Given
a smooth local orthonormal frame e1, . . . , em ∈ XC∞(U), one has
∇†∇ = −
m∑
i=1
(
∇ei∇ei −∇∇TMei ei
)
in U .(38)
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Indeed, let ψ ∈ ΓC∞(M,E), and note that the right-hand-side of (38)
does not depend on a particular choice of e1, . . . , em. Thus it is suffi-
cient to prove the formula in a particular frame. We pick a frame with
∇TMej(x) = 0 at a fixed x ∈ U , so that (at x)
−
m∑
i=1
(
∇ei∇ei −∇∇TMei ei
)
ψ(x) = −
m∑
i=1
∇ei∇eiψ(x),(39)
and (38) follows from
∇ψ =
∑
i
e∗i ⊗∇eiψ
and (37).
It is also possible to deduce from formula (39) that
Symb∇†∇(ζ ⊗ ζ)ψ = −|ζ |2ψ, ζ ∈ T ∗xM, ψ ∈ Ex, x ∈M(40)
In particular, ∇†∇ is elliptic. Being a lower order perturbation of oper-
ators having the latter form, it follows that each ∆j is elliptic, too.
If one unpacks the definition of the dual covariant derivative and the
tensor product of covariant derivatives, one finds the following useful
formula1 for ∇(2) := (∇⊗˜∇T ∗M) ◦ ∇,
∇(2)ψ(A,B) = ∇A∇Bψ −∇∇TMA Bψ, A,B ∈ XC∞(M), ψ ∈ ΓC∞(M,E),
(41)
so that (38) shows that
∇†∇ψ = −
m∑
j=1
∇(2)ψ(ej , ej),(42)
where ej is again an arbitrary smooth orthonormal frame.
Another important consequence of (37) is the following product rule,
d†(fα) = fd†α− (α, df) α ∈ Ω1C∞(M), f ∈ C∞(M),(43)
which will also be useful in the sequel.
An important result that links the underlying geometry with geometric
analysis is the following Bochner identity : For all f ∈ C∞(M) one has∣∣∇T ∗Mdf ∣∣2 = 1
2
∆|df |2 − (df, d∆f)− Ric♯(df, df).(44)
In fact, ∇T ∗Mdf is a natural Riemannian generalization of the usual
Hessian. Of course it is sufficient to prove the Bochner identity for real-
valued f ’s, which is a standard result.
1This formula is also valid in case ∇ is not metric.
1. PRELEMINARIES FROM RIEMANNIAN GEOMETRY 45
We continue by recalling that the geodesic distance on M is given by
̺(x, y) := inf
{∫ 1
0
|γ˙(s)| ds : γ ∈ C∞([0, 1] ,M), γ(0) = x, γ(1) = y
}
.
(45)
The finiteness of this quantity for all x, y requires that M is connected,
in which case (M, ̺) becomes a metric space. Furthermore, one can
equivalently take piecewise smooth curves instead of smooth ones in the
defining set of ̺(x, y), as long as
∫ 1
0
|γ˙(s)| ds is interpreted in the obvious
sense. The symbol
B(x, r) := {y ∈M : ̺(x, y) < r}
will denote the corresponding open geodesic balls, where x ∈M , r > 0.
We recall that the manifold topology of M is equal [55] to the topology
which is induced by the metric ̺(•, •). The Riemannian manifold M is
called geodesically complete, if the metric space (M, ̺) is so in the usual
sense. By Hopf-Rinow’s Theorem, this completeness is equivalent to all
bounded subsets being relatively compact, and also equivalent to all open
geodesic balls being relatively compact. As we will see, geodesically com-
plete M ’s (such as the Euclidean Rm or compact M ’s) behave quite well
analytically from points of view such as essential self-adjointness results
for Schro¨dinger-type operators. On the other hand, even very simple Rie-
mannian manifolds such as genuine open subsets of the Euclidean Rm are
not geodesically complete, so that we will try to avoid this assumption
whenever possible. Other (possibly very complicated) incomplete Rie-
mannian manifolds appear naturally in the topology of singular spaces:
For example, if X is a so-called smoothly Thom-Mather stratified com-
pact m-pseudomanifold, then nontrivial topological information about
X is encoded in its so-called intersection cohomology (which depends
on the choice of an additional datum, a so-called perversity function).
It is a highly nontrivial fact that for every (m− 1)-tuple (c2, . . . , cm) of
real numbers ≥ 1, the so-called regular part reg(X) ⊂ X (a smooth m-
manifold) carries a so-called iterated edge metric greg of type (c2, . . . , cm)
[19, 28], and that moreover one can use greg to calculate the intersection
cohomology of the whole space X [28, 80, 12, 13, 14] for a perversity
function that only depends on (c2, . . . , cm).
A place where geodesic completeness comes into play in a very crucial
way is the question of whether or not families of cut-off functions exist,
an important analytic tool:
Theorem III.3. a) M is geodesically complete, if and only if M admits
a sequence (χn) ⊂ C∞c (M) of first order cut-off functions, that is, (χn)
has the following properties :
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(C1) 0 ≤ χn(x) ≤ 1 for all n ∈ N≥1, x ∈M ,
(C2) for all compact K ⊂ M , there is an n0(K) ∈ N such that for
all n ≥ n0(K) one has χn |K= 1,
(C3) ‖dχn‖∞ → 0 as n→∞.
b) Assume that M is geodesically complete with Ric ≥ −C for some
constant C ≥ 0, that is, one has
Ric(A(x), A(x)) ≥ −C|A(x)|2 for all A ∈ XC∞(M), x ∈M .
Then M admits a sequence (χn) ⊂ C∞c (M) of Laplacian cut-off func-
tions, that is, (χn) has the above properties (C1), (C2) , (C3), and in
addition
(C4) ‖∆χn‖∞ → 0 as n→∞.
c) Assume that M is geodesically complete with2 |Sec| ≤ C for some
constant C ≥ 0. Then M admits a sequence (χn) ⊂ C∞c (M) of Hessian
cut-off functions, that is, (χn) has the above properties (C1), (C2) ,
(C3), and in addition
(C4’)
∥∥∇T ∗Mdχn∥∥∞ → 0 as n→∞.
Proof. a) This proof is borrowed from [113]: If M ≡ (M, g) is
geodesically complete, then by (a small generalization of)3 Nash’s em-
bedding theorem we can pick a smooth embedding ι : M →֒ Rl such
that g is the pull-back of the Euclidean metric on Rl, where l ≥ m is
large enough, and such that ι(M) is a closed subset of Rl. Then clearly
ι is proper, and therefore the composition
f :M −→ R, f(x) := log(1 + |ι(x)|2)
is a smooth proper function with |df | ≤ 1, since
f˜ : Rl −→ R, f˜(v) := log(1 + |v|2)
is a smooth proper function whose gradient is absolutely bounded by
1. Pick now a sequence (ϕn) ⊂ C∞c (R) of first order cut-off functions
on the Eudlidean space R. (For example, let ϕ : R → [0, 1] be smooth
and compactly supported with ϕ = 1 near 0, and set ϕn(r) := ϕ(r/n),
r ∈ R.) Then χn(x) := ϕn(f(x)) obviously has the desired properties.
2The assumption as well as the conclusion of part b) are stronger than the ones
in part c).
3As it stands, Nash’s embedding theorem does not require geodesic completeness,
but it also does not give an isometric embedding with a closed image. The way out
of this is to pick an isometric smooth embedding ι′ :M →֒ Rs by Nash and to use the
geodesic completeness of M in order to construct an isometric smooth embedding
ι : M →֒ Rs+1 from ι′ into a larger space, which however really has a closed image,
see for example [105] for details. Note here that a smooth embedding of a smooth
Riemannian manifold to another one is called isometric, if it preserves the underlying
Riemannian metrics.
1. PRELEMINARIES FROM RIEMANNIAN GEOMETRY 47
Conversely, suppose that M admits a sequence (χn) ⊂ C∞c (M) of first
order cut-off functions. Then given O ∈M , r > 0, we are going to show
that there is a compact set AO,r ⊂M such that
̺(x,O) > r for all x ∈M \ AO,r,
which implies that any open geodesic ball is relatively compact. To see
this, we pick a compact AO ⊂ M such that O ∈ AO , and a number
nO,r ∈ N large enough such that χnO,r = 1 on AO and
sup
x∈M
∣∣dχnO,r(x)∣∣ ≤ 1/(r + 1).(46)
Now let AO,r := supp(χnO,r), let x ∈M \ AO,r, and let
γ : [0, 1] −→M
be a smooth curve with γ(0) = x, γ(1) = O . Then we have
1 = χn(O)− χn(x) = χn(γ(1))− χn(γ(0)) =
∫ 1
0
(
dχn(γ(s)), ˙γ(s)
)
ds
By using (46) and taking infγ · · · , we arrive at
̺(x,O) ≥ r + 1 for all x ∈M \ AO,r,
as claimed.
b) This follows immediately from a highly nontrivial result by R. Schoen
and S.-T. Yau on the existence of well-behaved exhaustion functions:
Namely, Theorem 4.2 from [121] states that under the given geometric
assumptions on M there exists a smooth proper function f : M → R
and a constant A > 0 such that
sup
M
max(|∆f |, |df |) ≤ A.
Picking a sequence (ϕn) ⊂ C∞c (R) of second order cut-off functions on
the Euclidean space R (for example the same sequence as in the proof of
part a)), one finds again that χn(x) := ϕn(f(x)) has the desired prop-
erties in view of the Laplacian chain rule (36). Without entering any
details of the construction of f , we only point out that the assumptions
on the geometry of M enter the game through (a consequence of) the
Laplacian comparison theorem, which states that for every fixed refer-
ence point O ∈M , one has
∆̺O ≤ (m− 1)/̺O + (m− 1)
√
C.
The last inequality is valid at each point of the set M \ {O} in which
the distance function x 7→ ̺O(x) := ̺(x,O) is smooth. The function ̺O
is then used together with the elliptic minimum principle to construct
the function f .
c) Again, this follows from a subtle result concerning the existence of
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well-behaved exhaustion functions (by J. Cheeger and M. Gromov):
Lemma 5.3 from [27] implies that under the given geometric assump-
tions on M there exists a smooth proper function f : M → R and a
constant A > 0 such that
sup
M
max(|∇T ∗Mdf |, |df |) ≤ A.
Picking a sequence (ϕn) ⊂ C∞c (R) of second order cut-off functions on
the Euclidean space R (for example the same sequence as in the proof
of part a)), one finds again that χn(x) := ϕn(f(x)) has the desired
properties. 
Part b) of the last theorem is a considerable generalization of a previ-
ously established result by M. Braverman, O. Milatovic and M. Shubin
[20], where the authors require that M has a C∞-bounded geometry
(meaning that the Levi-Civita derivatives of the curvature tensor Riem
are bounded up to all orders, andM has a strictly positive injectivity ra-
dius). We will see later on that these sequences of cut-off functions also
play an important role in the context of density problems in Riemannian
Sobolev spaces. Also, we refer the interested reader to the recent paper
[61] by S. Pigola and the author for the interplay between sequences of
cut-off functions, geometric Calderon-Zygmund inequalities (which con-
trol the Hessian in terms of the Laplacian in an Lq-sense) and Sobolev
spaces.
Remark III.4. 1. In [64], the author has proved the existence of Lapla-
cian cut-off functions under the much more restrictive assumption of a
nonnegative Ricci curvature, and using a different proof which relies on
the following result from Riemannian rigidity theory that has been estab-
lished by J. Cheeger / T. Colding and F. Wang / X. Zhu (cf. Lemma 1.4
in [140], the proof of which is based on arguments from [26]), namely:
There is a constant C(m) > 0, which only depends on m, such that
for any fixed reference point O ∈ M and any smooth geodesically com-
plete Riemannian metric g˜ on M with Ricg˜ ≥ 0, there is a function
χg˜ = χg˜,O ∈ C∞(M) which satisfies (with an obvious notation)
0 ≤ χg˜ ≤ 1, supp(χg˜) ⊂ Bg˜(O , 2), χg˜ = 1 on Bg˜(O , 1),
|dχg˜|g˜ ≤ C(m), |∆g˜χg˜| ≤ C(m).
From this, the existence of Laplacian cut-off functions can be deduced
using a careful scaling argument.
2. Although it is not evident at all, it is possible to allow lower Ricci
bounds which are not necessarily constant in Theorem III.3 b). Results
of this type have been established recently by D. Bianchi and A. Setti
[18].
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2. Riemannian Sobolev spaces and Meyers-Serrin theorems
Let us begin with some convenient notations:
Notation III.5. Let E → M , F → M be smooth metric K-vector bun-
dles. We will use the following natural conventions in the Riemannian
case, which are in the spirit of the conventions from Remark I.13:
1. We define
ΓLq(M,E) := ΓLqµ(M,E),
‖•‖q := ‖•‖Lqµ , 〈•, •〉 := 〈•, •〉L2µ ,
where ‖•‖q1,q2 will stand for the operator norm on the K-Banach space
L
(
ΓLq1 (M,E),ΓLq2 (M,E)
)
. In the particular case of E = ∧rCT ∗M →
M with its canonically given metric, we will simply write
ΩrLq(M) := ΓLq(M,∧rCT ∗M)
for the space of complex Lq-differential forms.
2. Given P ∈ D (k)C∞(M ;E, F ), we will simply write P † for the formal
adjoint of P with respect to µ and the underlying metric structures. In
addition, we will simply write P
(q)
min instead of P
(q)
µ,min, with Pmin := P
(2)
min,
and likewise for the maximal extensions of P .
If ∇ is a smooth covariant derivative on the smooth K-vector bundle
E →M , for any j ∈ N the operator ∇j is defined as follows: Firstly, we
have the operator
∇(j) ∈ D (1)C∞
(
M ; (T ∗M)⊗j−1 ⊗ E, (T ∗M)⊗j ⊗ E)
which is defined recursively by ∇(1) := ∇, ∇(j+1) := ∇(j)⊗˜∇T ∗M . Then
one sets
∇j := ∇(j) · · ·∇(1) ∈ D (j)C∞
(
M ;E, (T ∗M)⊗j ⊗E).
Definition III.6. Let∇ be a smooth covariant derivative on the smooth
metric K-vector bundle E →M . For any s ∈ N and q ∈ [1,∞], we define
the K-Banach space ΓW s,q∇ (M,E) to be
ΓW s,q∇ (M,E)
:=
{
f ∈ ΓLq(M,E) : ∇jf ∈ ΓLq(M, (T ∗M)⊗j ⊗E) for all j = 1, . . . , s
}
,
where the underlying norm is canonically given by
‖f‖q
W s,q∇
:=
s∑
j=0
∥∥∇jf∥∥q
q
.
The space ΓW s,q∇ (M,E) is called the Riemannian L
q-Sobolev space of
differential order s with respect to (∇, E)→ M . Furthermore, we define
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the K-Banach space ΓW s,q∇,0(M,E) to be the closure of ΓC∞c (M,E) in
ΓW s,q∇ (M,E).
Note that ΓW s,2∇
(M,E) (and so also ΓW s,2∇,0
(M,E)) becomes a Hilbert
space in an obvious way. In order to make contact with our previous
notation, we add:
Remark III.7. Upon taking P := {∇1, . . . ,∇s}, one has in fact
ΓW s,q∇ (M,E) = ΓWP,qµ (M,E), and ‖•‖W s,q∇ = ‖•‖P,Lqµ ,
and furthermore
ΓW s,q∇,0(M,E) = ΓWP,qµ,0
(M,E).
Definition III.8. Let∇ be a smooth covariant derivative on the smooth
metric K-vector bundle E → M . For any s ∈ N and q ∈ [1,∞], we define
the K-Banach space ΓW˜ 2s,q∇
(M,E) to be
ΓW˜ 2s,q∇
(M,E)
:=
{
f ∈ ΓLq(M,E) : (∇†∇)jf ∈ ΓLq(M,E) for all j = 1, . . . , s
}
,
with its canonically given norm
‖f‖q
W˜ 2s,q∇
:=
s∑
j=0
∥∥(∇†∇)jf∥∥q
q
.
The space ΓW˜ 2s,q∇
(M,E) is called the elliptic Riemannian Lq-Sobolev
space of differential order s with respect to (∇, E) → M . Further-
more, the K-Banach space ΓW˜ 2s,q∇,0
(M,E) is defined to be the closure
of ΓC∞c (M,E) in ΓW˜ 2s,q∇
(M,E).
Again, ΓW˜ 2s,2∇
(M,E) (and so also ΓW˜ 2s,2∇,0
(M,E)) becomes a Hilbert space
in an obvious way. Note that ΓW˜ k,q∇
(M,E) is only defined for even natural
numbers k.
Remark III.9. Upon taking
P˜ := {(∇†∇)1, . . . , (∇†∇)s},
we have
ΓW˜ 2s,q∇
(M,E) = Γ
W P˜,qµ
(M,E), and ‖•‖W˜ 2s,q∇ = ‖•‖P˜,Lqµ ,
and
ΓW˜ 2s,q∇,0
(M,E) = Γ
W P˜,qµ,0
(M,E).
In the scalar case, we will use the following standard notation:
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Notation III.10. In the simplest case of scalar functions with ∇ = d
the exterior derivative, we will write
W s,q(M), W s,q0 (M), W˜
2s,q(M), W˜ 2s,q0 (M)
for the corresponding complex (!) Sobolev spaces of functions. Note
that, by definition, for any smooth f : M → C one has
∇f = df, ∇2f = ∇T ∗Mdf.
Furthermore, (42) implies
|∆f | ≤ √m ∣∣∇2f ∣∣ ,
since for every x ∈M the quantity |∇2f(x)| is nothing but the Hilbert-
Schmidt norm of the symmetric sesquilinear form ∇2f(x).
Next, we record a Riemannian variant of Meyers-Serrin’s theorem:
Proposition III.11. Let ∇ be a smooth (not necessarily metric) covari-
ant derivative on the smooth metric K-vector bundle E → M , and let
s ∈ N, q ∈ [1,∞). Then for any f ∈ ΓW s,q∇ (M,E) there is a sequence
(fn) ⊂ ΓC∞(M,E) ∩ ΓW s,q∇ (M,E),
which can be chosen in ΓC∞c (M,E) if f is compactly supported, such that
|fn(x)| ≤ ‖f‖∞ ∈ [0,∞] for all x ∈M , n ∈ N≥0,
‖fn − f‖W s,q∇ → 0 as n→∞.
The same statements hold, if we make the replacement
(ΓW s,q∇ (M,E), ‖•‖W s,q∇ )  (ΓW˜ 2s,q∇ (M,E), ‖•‖W˜ 2s,q∇ ).
Proof. Concerning the case (ΓW s,q∇ (M,E), ‖•‖∇,s,q), once one has
established the inclusion
ΓW s,q∇ (M,E) ⊂ ΓW s,qloc (M,E),
the statement follows directly from Theorem I.19. To see the above
inclusion, one can apply the following fact inductively: Given a smooth
metric K-vector bundle F → M of rank l with a smooth covariant
derivative ∇F , one has the implication[
f ∈ ΓLqloc(M,E),∇Ff ∈ ΓLqloc(M,E ⊗ T ∗M)
]
⇒ f ∈ ΓW 1,qloc (M,E),
which can be easily seen by writing ∇F |U = d|U + α for some
α ∈ Mat(Ω1C∞
K
(U); l × l),
52 III. BASIC DIFFERENTIAL OPERATORS IN RIEMANNIAN MANIFOLDS
in each chart U ⊂M in which F →M admits a smooth frame.
For the case of ΓW˜ 2s,q∇
(M,E), since ∇†∇ is elliptic, it follows from local
elliptic regularity (17) that
ΓW˜ 2s,q∇
(M,E) ⊂ ΓW 2s−1,qloc (M,E),
and again the claim follows from Theorem I.19. 
We immediately get the following important result:
Corollary III.12. In the context of Proposition III.11, one has
ΓW s,q∇,c(M,E) ⊂ ΓW s,q∇,0(M,E), ΓW˜ 2s,q∇,c (M,E) ⊂ ΓW˜ 2s,q∇,0 (M,E).
We continue with some special features of first order Sobolev spaces.
By definition, every element of W s,q0 (M) can be approximated in the
‖•‖W s,q-norm by smooth compactly supported functions. A well-known
important refinement of this fact is that for s = 1 this approximation
property is positivity preserving in the following sense:
Lemma III.13. Let l ∈ [1,∞). For every 0 ≤ f ∈ W 1,l0 (M) there exists
a sequence 0 ≤ fn ∈ C∞c (M), n ∈ N, with ‖fn − f‖W 1,l → 0 as n→∞.
Proof. For l = 2 this is precisely the statement of Lemma 5.4 in
[55]. The same proof applies to all l ∈ [1,∞). 
The following notation will be useful in the sequel:
Notation III.14. For any section f of E → M , the section sign(f) ∈
ΓL∞(M,E) is defined by
sign(f)(x) :=
{
f(x)
|f(x)| , if f(x) 6= 0
0, else.
An important regularity result, which also makes sense and holds in the
vector bundle case, is that eachW 1,l∗ class is stable under taking fiberwise
norms:
Lemma III.15. Let ∇ be a smooth metric covariant derivative on the
smooth metric K-vector bundle E → M , and let l ∈ (1,∞). Then the
following statements hold:
a) For every f ∈ ΓW 1,l∇ (M,E) one has |f | ∈ W
1,l(M) with4
‖|f |‖W 1,l ≤ ‖f‖W 1,l∇ .(47)
b) For every f ∈ ΓW 1,l∇,0(M,E) one has |f | ∈ W
1,l
0 (M) with (47).
4Note that by definition one has ‖|f |‖l = ‖f‖l.
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Proof. The following is an Ll-variant of the corresponding L2-proof
from [10]: Without loss of generality we will consider the complex case
K = C. Before we come to the proof of the actual statements, we first
prove an auxiliary result for smooth sections that will also be useful in
a different context later on:
Claim 1: For all ψ ∈ ΓW 1,l∇ ∩C∞(M,E) one has
5 |ψ| ∈ W 1,l(M) with
‖|ψ|‖W 1,l ≤ ‖ψ‖W 1,l∇ .(48)
Proof of claim 1: For every s > 0 we define a smooth function on M by
|ψ|s :=
√
s2 + |ψ|2 > 0. We pick an arbitrary open subset U ⊂ M that
admits a local orthonormal frame e1, . . . , em ∈ XC∞(U). Then, on U ,
using the chain rule and the fact that ∇ is metric, we find
d|ψ|s = (2|ψ|s)−1d|ψ|2 = |ψ|−1s ℜ(∇•ψ, ψ),(49)
where∇•ψ denotes the smooth E-valued 1-form onM which to a smooth
vector field A on M assigns the section ∇Aψ. Now let α ∈ Ω1C∞c (M) be
an arbitrary smooth compactly supported 1-form. We can calculate as
follows,∫
|ψ|d†α dµ = lim
s→0+
∫
(d|ψ|s, α)dµ = lim
s→0+
∫ (ℜ(∇ψ, |ψ|−1s ψ), α)dµ
=
∫ (ℜ(∇•ψ, sign(ψ)), α)dµ,
where we have used dominated convergence and integration by parts for
the first equality, (49) for the second, and dominated convergence once
more for the last equality. Thus we have
d|ψ| = ℜ(∇•ψ, sign(ψ)),
and therefore a use of
|ℜ(∇•ψ, sign(ψ))| ≤ |∇ψ| ∈ Ll(M)
implies
|d|ψ|| = |ℜ(∇•ψ, sign(ψ))| ≤ |∇ψ| ∈ Ll(M),
which proves claim 1.
Let us now come to the actual statements:
a) By the Riemannian Meyers-Serrin theorem (cf. Proposition III.11),
we can pick a sequence of smooth sections (fn) ⊂ ΓW 1,l∇ ∩C∞(M,E) such
that
lim
n
‖f − fn‖W 1,l∇ = limn
( ‖f − fn‖l + ‖∇f −∇fn‖l ) = 0.
5This claim also holds for l = 1,∞.
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In particular, ‖∇f −∇fn‖l → 0, and so
C := sup
n
‖∇fn‖l <∞.
Then claim 1 implies
sup
n
‖d|fn|‖l ≤ C.
Let l∗ ∈ (1,∞) be defined by 1/l∗ + 1/l = 1. It follows from the bound-
edness of the sequence ‖d|fn|‖l and Banach-Alaoglu’s theorem that there
exists a subsequence Fn of fn and a form β ∈ Ω1Ll(M), such that∫
(β, θ)dµ = lim
n
∫
(d|Fn|, θ)dµ for all θ ∈ Ω1Ll∗ (M).(50)
It follows that for all θ ∈ Ω1C∞c (M) one has∫
|f |d†θdµ = lim
n
∫
(d|Fn|, θ)dµ =
∫
(β, θ)dµ,
where we have used limn ‖f − Fn‖l = 0 and thus∫
|f |d†θdµ = lim
n
∫
|Fn|d†θdµ
by Ho¨lder’s inequality, and where we have integrated by parts (Lemma
I.23), and finally (50). This entails d|f | = β ∈ Ω1Ll(M), and so |f | ∈
W 1,l(M). In order to prove the estimate (47), we can do the following
estimate:
‖d|f |‖l = ‖β‖l = sup
θ∈Ω1
Ll
∗ (M),‖θ‖l∗≤1
∣∣∣∣∫ (β, θ)dµ∣∣∣∣
= sup
θ∈Ω1
Ll
∗ (M),‖θ‖l∗≤1
lim
n
∣∣∣∣∫ (d|Fn|, θ)dµ∣∣∣∣ ≤ limn ‖d|Fn|‖l ≤ limn ‖∇Fn‖l
= ‖∇f‖l ,
where we have used Ho¨lder’s inequality and the above claim 1. This
completes the proof of a).
b) Once we have established |f | ∈ W 1,l0 (M), the asserted estimate (47)
follows immediately from a). To see the former, we first remark that by
definition we can pick a sequence (fn) ⊂ ΓC∞c (M,E) such that
lim
n
‖f − fn‖W 1,l∇ = limn
( ‖f − fn‖l + ‖∇f −∇fn‖l ) = 0.
Then precisely as in the proof of part a), we can deduce the existence of
a subsequence Fn of fn and a form β ∈ Ω1Ll(M), such that∫
(β, θ)dµ = lim
n
∫
(d|Fn|, θ)dµ for all θ ∈ Ω1Ll∗ (M).(51)
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By Corollary III.12 and Claim 1, we have
|Fn| ∈ W 1,lc (M) ⊂W 1,l0 (M) = Dom(d(l)min).
Given an arbitrary
θ ∈ Dom ((d†)(l∗)max) ⊂ Ω1Ll∗ (M),
we may now integrate by parts to deduce∫
(|f |, d†θ)dµ = lim
n→∞
∫
(Fn, d
†θ)dµ = lim
n→∞
∫
(d|Fn|, θ)dµ =
∫
(β, θ)dµ,
so d|f | = β and∣∣∣∣∫ (β, θ)dµ∣∣∣∣ ≤ ‖β‖l ‖θ‖l∗ ,
which implies
|f | ∈ Dom (((d†)(l∗)max)∗) = Dom(d(l)min) =W 1,l0 (M),
where we have used Lemma I.25. This completes the proof. 
Next, we record (one of many) Sobolev-Leibniz rules:
Lemma III.16. Let ∇ be a smooth (not necessarily metric) covariant
derivative on the smooth metric K-vector bundle E → M , and let l ∈
[1,∞). Assume further that ψ ∈ ΓW 1,l∇,0(M,E), and that h : M → C
is bounded and Lipschitz continuous (with respect to the Riemannian
distance), with a Lipschitz constant ≤ C. Then one has dh ∈ Ω1L∞(M),
with |dh| ≤ C µ-a.e., and hψ ∈ ΓW 1,l∇,0(M,E) with
∇(hψ) = dh⊗ ψ + h∇ψ µ-a.e.(52)
Proof. Clearly, for any Lipschitz function h on M , the weak deriv-
ative dh is a (µ-essentially) bounded 1-form. This follows readily from
Rademacher’s Theorem (cf. Theorem 11.3 in [55]).
We prove the asserted regularity together with the Leibniz rule in three
steps:
Step 1: Let us first assume that ψ ∈ ΓC∞c (M,E) and that h is Lipschitz
with a compact support. Then dh is bounded with a compact support
and thus in W 1,l(M). Furthermore, Corollary III.12 even entails that
h ∈ W 1,l0 (M). Pick a sequence (hn) ∈ C∞c (M) with hn → h in W 1,l(M).
Then we have
‖hnψ − hψ‖l ≤ ‖ψ‖∞ ‖hn − h‖l → 0,(53)
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and
‖∇(hnψ)− (dh⊗ ψ + h∇ψ)‖l(54)
= ‖dhn ⊗ ψ + hn∇ψ − dh⊗ ψ − h∇ψ‖l
≤ ‖ψ‖∞ ‖dhn − dh‖l + ‖∇ψ‖∞ ‖hn − h‖l → 0.
In particular, hnψ is a Cauchy sequence in ΓW 1,l∇,0
(M,E) which by (53)
necessarily converges in ΓW 1,l∇,0
(M,E) to hψ. This proves
hψ ∈ ΓW 1,l∇,0(M,E),
where (52) is implied by (54).
Step 2: Let h be bounded and Lipschitz and ψ ∈ ΓC∞c (M,E). Then we
obtain (52) on every open relatively compact subset U ⊂M by applying
the previous case to h˜ = φh and ψ, where φ ∈ C∞c (M) is such that
φ = 1 on U . (52) then implies hψ ∈ ΓW 1,l∇ (M,E), where it is used that
h and its differential are bounded. By Corollary III.12, it follows that
hψ ∈ ΓW 1,l∇,0(M,E).
Step 3: In the general case, that is h is bounded and Lipschitz and ψ ∈
ΓW 1,l∇,0
(M,E), we pick a sequence (ψn) ⊂ ΓC∞c (M,E) such that ψn → ψ
in ΓW 1,l∇
(M,E). Then by the previous case we have hψn ∈ ΓW 1,l∇,0(M,E)
and
‖hψn − hψ‖l → 0,
‖∇(hψn)− (dh⊗ ψ + h∇ψ)‖l
= ‖dhn ⊗ ψ + hn∇ψ − dh⊗ ψ − h∇ψ‖l → 0
analogously to step 1, since now h and dh are bounded, and (again as
in step 1) we arrive at hψ ∈ ΓW 1,l∇,0(M,E) with (52). 
A question which is much more subtle than the generally valid Proposi-
tion III.11 is the denseness of ΓC∞c (M,E) in the corresponding Sobolev
spaces, in other words, whether or not one has
ΓW s,q∇,0(M,E) = ΓW
s,q
∇
(M,E) and/or ΓW˜ 2s,q∇,0
(M,E) = ΓW˜ 2s,q∇
(M,E).
This question seems to depend heavily on ∇TM and on ∇ in general.
The following results, however, only require geodesic completeness:
Proposition III.17. Let M be geodesically complete, and let ∇ be a
smooth (not necessarily metric) covariant derivative on the smooth met-
ric K-vector bundle E →M .
a) For all q ∈ [1,∞) one has
ΓW 1,q∇,0
(M,E) = ΓW 1,q∇
(M,E).
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b) One has
ΓW˜ 2,2∇,0
(M,E) = ΓW˜ 2,2∇
(M,E).
Proof. a) In view of Theorem III.11, it is sufficient to prove that
for any smooth f ∈ ΓW s,q∇ (M,E) there is a sequence (fn) ⊂ ΓC∞c (M,E)
with ‖fn − f‖∇,s,q → 0. To this end, we define fn := χnf , with (χn) a
sequence of first order cut-off functions as in Theorem III.3. Then the
claim follows easily from dominated convergence, using the Leibniz rule
(18)
∇fn = χn∇f + dχn ⊗ f.
b) In this case, one can use a well-known Hilbert space argument [20]:
The claim is proved, once we can show that the operator T given by
∇†∇ with domain of definition ΓC∞c (M,E) is essentially self-adjoint in
ΓL2(M,E). For this, it is sufficient to prove (cf. appendix, Theorem
B.2) that Ker((T +1)∗) = {0}. Since T + 1 is precisely (∇†∇+1)min, it
follows from (T + 1)∗ = T + 1
∗
and Lemma I.25 that
(T + 1)∗ = (∇†∇+ 1)max.
Now let
f ∈ Ker((T + 1)∗).
By the above, this is equivalent to f ∈ ΓL2(M,E) and ∇†∇f = −f , in
particular, f is smooth by elliptic regularity. We pick again a sequence
(χn) of first order cut-off functions. Then by the Leibniz rule we have
(∇(χnf),∇(χnf))
= (∇f, χndχn ⊗ f) + (∇f, χ2n∇f) + |dχn ⊗ f |2 + (dχn ⊗ f, χn∇f),
which, using
(∇f,∇(χ2nf)) = (∇f, χ2n∇f) + 2(∇f, χndχn ⊗ f),
implies
|∇(χnf)|2 = (∇(χnf),∇(χnf))
= (∇f,∇(χ2nf)) + |dχn ⊗ f |2 − (∇f, χndχn ⊗ f) + (dχn ⊗ f, χn∇f)
= (∇f,∇(χ2nf)) + |dχn ⊗ f |2 − (∇f, χndχn ⊗ f) + (χndχn ⊗ f,∇f).
This in turn implies (after adding the complex conjugate of the formula
to itself)
2|∇(χnf)|2 = 2ℜ(∇f,∇(χ2nf)) + 2|dχn ⊗ f |2.
Integrating and then integrating by parts in the last equality, we get∫
|∇(χnf)|2dµ = ℜ
∫
(χn∇†∇f, χnf)dµ+
∫
|dχn ⊗ f |2dµ.
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Using ∇†∇f = −f , we see∫
|χn|2|f |2dµ ≤
∫
|dχn ⊗ f |2dµ,
which implies
∫ |f |2dµ = 0 and thus f = 0 by dominated convergence,
using the properties of (χn). 
In the scalar case, one can use curvature bounds to get the following
results, whose part b) stems from6 [9]:
Proposition III.18. a) If M is geodesically complete with |Sec| ≤ C
for some constant C ≥ 0, then for all q ∈ [1,∞) one has
W 2,q0 (M) =W
2,q(M).
b) Assume that M is geodesically complete with Ric ≥ −C for some
constant C ≥ 0. Then one has
W 2,20 (M) =W
2,2(M).
Proof. a) This follows straightforwardly from Theorem III.11, by
taking a sequence (χn) of Hessian cut-off functions as in Theorem III.3,
and using the product rules
d(χnf) = fdχn + χndf,
∇2(χnf) = χn∇2f + f∇2χn + df ⊗ dχn + dχn ⊗ df, f ∈ C∞(M).
b) Let f be a smooth compactly supported function on M . Integrating
Bochner’s identity (44) and integrating by parts several times, we have∫
|f |2dµ+
∫
|∇f |2dµ+
∫
|∇2f |2dµ
=
∫
|f |2dµ+
∫
|∇f |2dµ+ (1/2)
∫
d†(d|df |2) · 1dµ+
∫
|∆f |2dµ
−
∫
Ric♯(df, df)dµ
=
∫
|f |2dµ−
∫
∆ffdµ+
∫
|∆f |2dµ−
∫
Ric♯,C(df, df)dµ,
which, using Ric ≥ −C (and therefore Ric♯ ≥ −C) and applying the
elementary inequality ab ≤ a2 + b2 to a = |∆f |, b = |f |, is
≤ C ′
∫
|f |2dµ+ C ′
∫
|∆f |2dµ.
On the other hand, we have the trivial inequality
|∆h| ≤ √m|∇2h| for all h ∈ C∞(M),(55)
6The classical reference for this type of density results is E. Hebey’s book [72],
which however does not contain the results from Proposition III.18.
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so that∫
|f |2dµ+
∫
|∆f |2dµ ≤
∫
|f |2dµ+m
∫
|∇2f |2dµ
≤
∫
|f |2dµ+m
∫
|∇2f |2dµ+
∫
|∇f |2dµ.
We have thus shown the equivalence of norms ‖ • ‖W 2,2 ∼ ‖ • ‖W˜ 2,2 on
C∞c (M). Thus, we have
W 2,20 (M) = W˜
2,2
0 (M),
so that the geodesic completeness together with Proposition III.17 b)
give the last equality in
W 2,2(M) ⊃W 2,20 (M) = W˜ 2,20 (M) = W˜ 2,2(M).(56)
Finally, Theorem III.11 in combination with (55) also implies
W 2,2(M) ⊂ W˜ 2,2(M),
and this completes the proof. 
The crucial part in the proof of Proposition III.18 b) was to establish
the existence of constants Cj > 0 such that∥∥∇2f∥∥
2
≤ C1 ‖∆f‖2 + C2 ‖f‖2 for all f ∈ C∞c (M),
which relied on a lower bound of the Ricci curvature. The Lq-version,
q ∈ (1,∞), of the last inequality is called the Lq-Calderon-Zygmund
inequality in [64, 61], and its importance in the context of density prob-
lems on Sobolev spaces has first been realized in [64]. The validity of
the Lq-Calderon-Zygmund inequality depends very sensitively on the ge-
ometry on M . For example, even the L2-Calderon-Zygmund inequality
is in general false without a lower bound of the Ricci curvature [61]. On
the other hand, the Lq-Calderon-Zygmund inequality on M holds for all
q ∈ (1,∞), ifM has a bounded Ricci curvature and a positive injectivity
radius. Surprisingly, using covariant Riesz-transform techniques, it can
also be shown that the Lq-Calderon-Zygmund inequality on M holds
for all q ∈ (1, 2] with a C1-control on the curvature and a generalized
volume doubling condition. (In particular, one does not have to impose
any control on the injectivity radius for small p.) We refer the interested
reader to [61] for these and other facts on the Lq-Calderon-Zygmund
inequality.
3. The Friedrichs realization of ∇†∇/2
We begin this section with some notation as well:
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Notation III.19. Given a smooth (not necessarily metric) covariant
derivative ∇ on the smooth metric C-vector bundle E → M , we will
denote by H∇ ≥ 0 the Friedrichs realization (cf. appendix, Example
B.15) of ∇†∇/2, and with Q∇ ≥ 0 the closed densely defined symmetric
sesquilinear form corresponding to H∇ (cf. appendix, Theorem B.12).
The normalization ∇†∇/2 is common in probability theory7. Note that
the operator ∇†∇ is elliptic, regardless of the fact whether ∇ is metric or
not8. The operators H∇ are of a fundamental importance for us: They
serve as our underlying free operators. The semigroups corresponding
to perturbations of H∇ by singular potentials are the central objects of
this work. We record the following explicit respresentation of H∇:
Proposition III.20. Let ∇ be a smooth covariant derivative on the
smooth metric C-bector bundle E →M . Then one has
Dom(H∇) = ΓW˜ 2,2∇ (M,E) ∩ ΓW 1,2∇,0(M,E),
H∇f = (1/2)∇†∇f, and
Dom(Q∇) = Dom(
√
H∇) = ΓW 1,2∇,0(M,E),
Q∇(f1, f2) = 〈
√
H∇f1,
√
H∇f2〉 = (1/2)
∫
M
(∇f1,∇f2)dµ.
Proof. Using that for all smooth compactly supported sections f
one has
〈∇†∇f, f〉 = 〈∇f,∇f〉, and furthermore
Dom((∇†∇|ΓC∞c (M,E))
∗) = Dom((∇†∇)max) = ΓW˜ 2,2∇ (M,E),
all assertions follow easily from abstract functional analytic facts (cf.
appendix, Theorem B.12 and Theorem B.13). 
More specifically, we will use the following conventions concerning the
scalar Laplace-Beltrami operator:
Notation III.21. We will write
H := Hd ≥ 0
for the Friedrichs realization of 1/2-times the scalar Laplacian−∆ = d†d,
and Q := Qd ≥ 0 for its sesquilinear form (cf. appendix, Theorem B.12),
where again the exterior differential is considered a covariant derivative.
7In probability theory, this convention has the advantage that every Brownian
motion (Wt)t≥0 in the Euclidean R1 (which by definition is a (−1/2)∆R1-diffusion
process) has the quadratic covariation [Wt,Wt] = t, almost surely for all t ≥ 0.
8In case ∇ is metric, wesaw this in (40); in the general case, one can pick an
endomorphism-valued 1-form α such that ∇1 := ∇+ α is metric, but clearly ∇†1∇1
and ∇†∇ have the same symbol.
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In this case, Proposition III.20 boils down to
Dom(H) = W˜ 2,2(M) ∩W 1,20 (M), Hf = −(1/2)∆f,
and
Dom(Q) = Dom(
√
H) =W 1,20 (M),(57)
Q(f1, f2) = 〈
√
Hf1,
√
Hf2〉 = (1/2)
∫
M
(df1, df2)dµ.(58)
CHAPTER IV
Some specific results for the minimal heat kernel
Let us begin with an important definition.
Definition IV.1. The heat kernel
p(t, x, y) := e−tH(x, y)
of H , in the sense of Theorem II.1, will be called the the minimal non-
negative heat kernel on the Riemannian manifold M .
The reason for this name will become clear in a moment (cf. Theorem
IV.3 below). We remark that the semigroup identity (25) for p(t, x, y) is
usually referred to as Chapman-Kolmogorov identity, which now means
nothing but that for all t, s > 0, x, y ∈M , one has
p(t+ s, x, y) =
∫
M
p(t, x, z)p(s, z, y)dµ(z).
In the rest of this chapter, we are going to collect some facts concerning
p(t, x, y). Whenever possible, we will refer to A. Grigor’yan’s excellent
book1 for results concerning p(t, x, y). Although we will actually be con-
cerned with the semigroups corresponding to covariant Schro¨dinger oper-
ators later on (that is, perturbations by potentials of covariant operators
of the form H∇), the semigroup e−tH plays nevertheless a special role in
the covariant context as well: First of all, covariant Schro¨dinger semi-
groups can be controlled in a certain sense by usual scalar Schro¨dinger
semigroups of the form e−t(H+w), where w : M → R is an appropriate
potential2. The scalar semigroups e−t(H+w), on the other hand, can be
ultimately controlled (for example using probabilistic methods) by e−tH .
In addition to this machinery, which reduces many problems of interest
to e−tH , there exist special methods (minimum principles, mean value
inequalities,...) that allow a control of e−tH in a very direct way.
We start by recalling that in the Euclidean case (that is, M = Rm with
its standard Euclidean Riemannian metric), the correspondig heat kernel
is given by
pRm(t, x, y) = (2πt)
−m/2e
−|x−y|2
2t .
1We warn the reader that Grigor’yan’s heat kernel p(t, x, y) is the one corre-
sponding to the heat semigroup defined by −∆, and not −(1/2)∆.
2This will be reflected by the Kato-Simon inequality later on.
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Only very few other heat kernels are explicitly known, which is one of
the main reasons why one is interested in abstract heat kernel estimates.
Nevertheless, another class of Riemannian manifolds with a (more or
less) explicitly given heat kernel is provided by hyperbolic spaces:
Example IV.2. For eachm ≥ 2, the hyperbolic spaceHm is the uniquely
determined3 geodesically complete and simply connected Riemannian
manifold whose sectional curvatures all equal −1. In this case, the heat
kernel is a function p(t, x, y) ≡ p(t, ̺(x, y)) only of t and the geodesic
distance r = ̺(x, y), and one finds the following formulae for r > 0: If
m = 2n+ 1, then
pH2n+1(t, r) =
(−1)n
(2π)n(2πt)1/2
(
1
sinh(r)
∂r
)n
e−
n2t
2
− r2
2t ,
while if m = 2n, then
pH2n(t, r) =
(−1)n√2
(2π)n(2πt)3/2
e−
(2n+1)2t
8
(
1
sinh(r)
∂r
)n
×
∫ ∞
r
se−
s2
2t
(cosh(s)− cosh(r))1/2
ds.
These identities can be found, for example, in the paper [57] by A.
Grigor’yan and M. Noguchi. There, these equations have been derived
by transforming the wave operator to the heat operator, noting that on
hyperbolic spaces the “wave kernel” can be calculated using group theo-
retic methods. An analogous wave-to-heat transformation will also play
an important role for us in the context of the essential self-adjointness of
covariant Schro¨dinger operators (cf. Section XII). An important prop-
erty of the hyperbolic spaces is that their bottom of the spectrum is
strictly positive, namely
min σ(HHm) = (m− 1)2/8 > 0.
This is shown on p. 319 in [55].
Let us return to the general case again: It is possible to give an alterna-
tive definition of p(t, x, y), which we record for the sake of completeness
(cf. Corollary 8.12 and Theorem 9.5 in [55]):
Theorem IV.3. One has p(t, x, y) ≥ 0 for all t > 0, x, y ∈ M , and for
every fixed y ∈M , p(•, •, y) is a solution of
∂
∂t
u = (1/2)∆u, lim
t→0+
u(t, •) = δy,(59)
3Note that the space is determined up to an isometry, that is, a smooth diffeo-
morphism that preserves the Riemannian metrics.
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where the initial value means as usual that
lim
t→0+
∫
u(t, x)φ(x)dµ(x) = φ(y) for all φ ∈ C∞c (M).
In fact, p(•, •, y) is the pointwise minimal nonnegative smooth solution
of (59), that is, any other nonnegative smooth4 solution
u : (0,∞)×M −→ [0,∞)
of (59) automatically satisfies u(t, x) ≥ p(t, x, y) for all t > 0 and all
x ∈ M .
This result directly implies the following important domain monotonic-
ity:
Corollary IV.4. Let U ⊂M be an arbitrary connected open subset, let
HU denote
5 H defined with M = U and the induced Riemannian metric
g|U , and let pU(t, x, y) := e−tHU (x, y) be the correponding heat kernel.
Then one has
pU(t, x, y) ≤ p(t, x, y) for all (t, x, y) ∈ (0,∞)× U × U .
We remark that, at least morally, the nonnegativity and the minimality
properties of p(t, x, y) from Theorem IV.3 correspond to the fact that,
by definition, p(t, x, y) is the heat kernel corresponding to the Friedrichs
realization of (1/2)d†d, which is the nonnegative self-adjoint extension
of (1/2)d†d which has the largest “energy”, in a sense that can be made
precise (cf. appendix, Example B.15). The ultimate reason behind all
these results is that H has the form domain W 1,20 (M), and this space is
stable under the operation f → max(f, 0) for real-valued f ’s (cf. p. 126
in [55]).
The next result that we would like to address relies on the following
strong parabolic maximum principle which is satisfied by ∂
∂t
− (1/2)∆:
Namely, if I ⊂ R is an open interval, if 0 ≤ u ∈ C2(I ×M) satisfies
∂
∂t
u− (1/2)∆u ≥ 0 in I ×M ,
and if there exists a point (t0, x0) ∈ I ×M with u(t0, x0) = 0, then one
has u(t, x) = 0 for all (t, x) ∈ I ×M with t ≤ t0. Let us remark that
our standing assumption of M being connected is again crucial for this
result. As a simple consequence of the fact that p(•, •, y) satisfies the
initial value problem (59) and the strong parabolic maximum principle,
one gets (cf. Corollary 8.12 in [55]):
4In fact, by local parabolic regularity [55] every (weak) solution of (59) is atom-
atically smooth.
5In other words, HU is the Dirichlet realization of (−1/2)∆ in U .
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Proposition IV.5. There holds the strict positivity
p(t, x, y) > 0 for all (t, x, y) ∈ (0,∞)×M ×M .
Compared to the property p(t, x, y) ≥ 0 (which does not need connect-
edness), the proof of the strict positivity from Proposition IV.5 is rather
complicated.
Proposition IV.5 has an important consequence: It implies that e−tH is
positivity improving for all t > 0, that is, one has the implication
f ∈ L2(M) \ {0}, f ≥ 0 µ-a.e. ⇒ e−tHf > 0 µ-a.e.
This automatically extends to appropriate powers of the resolvent:
Remark IV.6. Let S be any self-adjoint and semibounded operator in
a complex Hilbert space H , and let λ ∈ C with ℜλ < min σ(S). Then
for every b > 0 one has the Laplace transformation formula
(S − λ)−b = 1
Γ(b)
∫ ∞
0
sb−1eλse−sSds,(60)
where the integral is defined weakly (cf. appendix, Remark B.6). We re-
mark that the definition of the integral in (60) can also be interpreted in
some “strong” sense, for example as an improper strong Riemann inte-
gral. However, the weak definition in combination with norm estimates
will be sufficient for us in the sequel. In particular, taking Laplace trans-
forms, it follows that the resolvent powers (H − λ)−b, where b > 0 and
λ < 0, are also positivity improving. Indeed, this property is equivalent
to the validity of the implication
f1, f2 ∈ L2(M) \ {0}, fj ≥ 0 µ-a.e. ⇒
〈
(H − λ)−bf1, f2
〉
> 0 µ-a.e.,
which is cleary implied by the positivity improvement property of e−tH
and the Laplace transformation formula.
The positivity improving property of the semigroup has a well-known
spectral consequence, which is important for applications in quantum
mechanics:
Corollary IV.7. If λ := min σ(H) is an eigenvalue of H, then λ is
simple and there is a unique eigenfunction ψ of H corresponding to λ
which is strictly positive µ-a.e. and satisfies ‖ψ‖2 = 1.
Proof. This follows from a well-known (Perron-Frobenius-type) func-
tional analytic fact about the generators of positivity improving semi-
groups on L2-spaces (cf. Theorem XIII.44 in [116]). 
We will see later on that the positivity improving property of (e−tH)t>0,
and thus the analogue of Corollary IV.7, remains true for certain semi-
groups of the form e−t(H+w), where w : M → R is such that its negative
part admits some mild control.
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We continue with the following well-known Lq-results:
Theorem IV.8. a) For any t > 0, x ∈M one has∫
M
p(t, x, z)dµ(z) ≤ 1.(61)
b) For any q ∈ [1,∞], f ∈ Lq(M), the function
(0,∞)×M ∋ (t, x) 7−→ e−tHf(x) :=
∫
M
e−tH(x, y)f(y)dµ(y) ∈ C
is well-defined and smooth, and for all t > 0, x ∈M one has∥∥e−tHf∥∥
q
≤ ‖f‖q ,(62)
∂
∂t
e−tHf(x) = (1/2)∆e−tHf(x).(63)
If q <∞, then one also has ∥∥e−tHf − f∥∥
q
→ 0 as t→ 0+.
Proof. a) The inequality (61) is contained in Theorem 7.13 from
[55]. Ultimately, this follows again from the stability of the form domain
W 1,20 (M) under the operation f → max(f, 0), if f is real-valued.
b) Let us first show (62): The bound (61) trivially implies (62) for
q = 1,∞. For the case 1 < q < ∞, we define a Borel sub-probability
measure
dµt,x(y) := p(t, x, y)dµ(y) on M .
Then with q∗ the dual Ho¨lder exponent of q, one has∥∥e−tHf∥∥q
q
=
∫
M
∣∣∣∣∫
M
p(t, x, y)f(y)dµ(y)
∣∣∣∣q dµ(x)
≤
∫
M
(∫
M
1 · |f(y)|µt,x(dy)
)q
dµ(x)
≤
∫
M
[
µt,x(M)
1/q∗
(∫
M
|f(y)|qµt,x(dy)
)1/q]q
dµ(x)
≤
∫
M
∫
M
|f(y)|qp(t, x, y)dµ(y)dµ(x) ≤ ‖f‖qq ,
where we have used Ho¨lder’s inequality for µt,x(dy), Fubini and (61).
In order to prove the asserted smoothness and (63), we can assume f ≥ 0
(otherwise write
f = f1 − f2 +
√−1(f3 − f4) with fj ≥ 0
and apply the result to each fj). Then Theorem 7.15 in [55] implies the
asserted smoothness with (63), once we can show that (t, x) 7→ e−tHf(x)
is in L1loc((0,∞)×M) (a consequence of local parabolic regularity). But
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in view of (62), for any T2 > T1 > 0 and any compact K ⊂ M , we clearly
have ∫
K
∫ T2
T1
e−tHf(x)dtdµ(x) ≤
∫ T2
T1
∫
K
(e−tHf(x) + 1)qdµ(x)dt
≤ 2q−1 ‖f‖qq (T2 − T1) + 2q−1µ(K)(T2 − T1) <∞
in the case of q <∞, and∫
K
∫ T2
T1
e−tHf(x)dt dµ(x) ≤ ‖f‖∞ µ(K)T2T1 <∞,
in the case of q =∞.
Finally, assume q < ∞. In order to see ∥∥e−tHf − f∥∥
q
→ 0, we can pick
a sequence (fn) ⊂ C∞c (M) with ‖fn − f‖q → 0 as n→∞. We have∥∥e−tHf − f∥∥
q
=
∥∥e−tH(f − fn) + fn − f + e−tHfn − fn∥∥q
≤ 2 ‖f − fn‖q +
∥∥e−tHfn − fn∥∥q for any n,
where we used (62), and so it remains to prove
∥∥e−tHfn − fn∥∥q → 0 as
t→ 0+, for all n. The case q = 1 has been established in Theorem 7.19
from [55], so let us assume 1 < q <∞. Then we can estimate∥∥e−tHfn − fn∥∥qq = ∫
M
|e−tHfn − fn||e−tHfn − fn|q−1dµ
≤ ∥∥e−tHfn − fn∥∥q−1∞ ∥∥e−tHfn − fn∥∥1 ≤ (2 ‖fn‖∞)q−1 ∥∥e−tHfn − fn∥∥1 ,
where we used (62) again. Therefore, the claim follows from the case
q = 1. 
Remark IV.9. While it is not true that
∥∥e−tHf − f∥∥∞ → 0 as t→ 0+
for all f ∈ L∞(M), the following local result for bounded continuous
functions, which follows from the initial value in (59) and a straight-
forward approximation argument (cf. Theorem 7.16 in [55]), is often
useful: For all f ∈ Cb(M) and all compact K ⊂M , one has∥∥1K(e−tHf − f)∥∥∞ → 0 as t→ 0+.(64)
We continue with an important consequence of Theorem IV.8, namely
that the following (partially localized) Lq1(M) → Lq2(M) bounds are
valid on any Riemannian manifold:
Theorem IV.10. a) For all t ≥ 0, q ∈ [1,∞], one has ∥∥e−tH∥∥
q,q
≤ 1,
where for any f ∈ Lq(M) we define
e−tHf(x) :=
∫
M
p(t, x, y)f(y)dµ(y).
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b) For any t > 0 and any relatively compact open subset U ⊂ M , one
has
CU(t) := sup
x∈U,y∈M
p(t, x, y) <∞.(65)
Morover, for any t > 0, any open U ⊂ M with CU(t) < ∞ and any
q1, q2 ∈ [1,∞] with q1 ≤ q2, it holds that∥∥1Ue−tH∥∥q1,q2 ≤ CU(t) 1q1− 1q2 .(66)
Proof. a) This statement is included in Theorem IV.8 b).
b) In order to see (65), note first that by the smoothing part of Theorem
IV.8 b) we have the a priori algebraic mapping property
1Ue
−sH : L1(M) −→ L∞(M),(67)
which by the closed graph theorem (keeping in mind that the L1-convergence
of a sequence implies the existence of a subsequence which converges µ-
a.e.) self-improves in the sense that (67) is in fact a bounded operator.
Let us denote the operator norm of (67) by BU (s) < ∞, for any s > 0.
Using the Chapman-Kolmogorov equation, an application of this bound-
edness to p(t/2, •, y) ∈ L1(M) and using (61), we find that for all x ∈ U ,
y ∈M one has
p(t, x, y) =
[
e−
t
2
Hp(t/2, •, y)
]
(x) ≤ sup
x′∈U
[
e−
t
2
Hp(t/2, •, y)
]
(x′)
≤ BU(t/2)
∫
M
p(t/2, z, y)dµ(z) ≤ BU(t/2),
thus we arrive at the bound
CU(t) ≤ BU(t/2) <∞.
Let us now give a proof of (66). In view of CU(t) <∞, this is certainly
possible using Riesz-Thorin’s interpolation theorem. However, it is also
possible to give a direct proof. For this, let U be an arbitrary Borel set
with CU(t) <∞, and let f ∈ Lq1(M).
Case 1 < q1 < q2 <∞: Let r be given as 1−1/r = 1/q1−1/q2. Applying
Ho¨lder’s inequality with the exponents
p1 = q2, p2 =
r
1− r
q2
, p3 =
q1
1− q1
q2
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shows that
∥∥1Ue−tHf∥∥q2q2 is
≤
∫
U
(∫
M
(p(t, x, y)r|f(y)|q1) 1q2 p(t, x, y)1− rq2 |f(y)|1−
q1
q2 dµ(y)
)q2
dµ(x)
≤
∫
U
(∫
M
p(t, x, y)r|f(y)|q1dµ(y)
)(∫
M
p(t, x, y)rdµ(y)
)q2
r
(
1− r
q2
)
×
(∫
M
|f(y)|q1dµ(y)
)q2
q1
(
1− q1
q2
)
dµ(x),
so that by using (61) and (65) twice we get∥∥1Ue−tHf∥∥q2q2
≤ CU(t)(1−
1
r
)q2
(
1− r
q2
)
‖f‖q2
(
1− q1
q2
)
q1
∫
M
|f(y)|q1
∫
U
p(t, x, y)rdµ(x)dµ(y)
≤ CU(t)q2
(
1
q1
− 1
q2
)
‖f‖q2q1 .
Case 1 < q1 < q2 =∞: With q∗1 the Ho¨lder dual exponent of q1, we get∥∥1Ue−tHf∥∥∞ ≤ sup
x∈U
‖p(t, x, •)‖q∗1 ‖f‖q1 ≤ CU(t)
1/q1 ‖f‖q1 .
Case 1 = q1 < q2 <∞: One immediately gets∥∥1Ue−tHf∥∥q2q2 ≤ ∫
U
(∫
M
(p(t, x, y)q2|f(y)|) 1q2 |f(y)|1− 1q2 dµ(y)
)q2
dµ(x).
Applying the Ho¨lder inequality with the exponents
p1 = q2, p2 =
1
1− 1
q2
gives ∥∥1Ue−tHf∥∥q2q2 ≤ ‖f‖q2−11 ∫
U
∫
M
p(t, x, y)q2|f(y)|dµ(y)dµ(x),
so that Fubini, (61) and (65) imply∥∥1Ue−tHf∥∥q2q2 ≤ CU(t)q2(1− 1q2 ) ‖f‖q21 .
The cases q1 = q2 follow from part a), and the case q1 = 1, q2 = ∞ is
trivial. This completes the proof. 
Remark IV.11. 1. For any fixed x ∈M , the function
(0,∞) ∋ t 7−→ p(t, x, x) ∈ (0,∞)
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is nonincreasing. Indeed, using the Chapman-Kolomogorov equation
and
∥∥e−uH∥∥
2,2
≤ 1 for all u > 0, we get the following estimates for all
s < t:
p(t, x, x) = ‖p(t/2, x, •)‖22 =
∥∥e−(t/2−s/2)Hp(s/2, x, •)∥∥2
2
≤ ‖p(s/2, x, •)‖22 = p(s, x, x).
2. By the Chapman-Kolomogorov identity and Cauchy-Schwarz, one has
p(t, x, y) ≤
√
p(t, x, x)
√
p(t, y, y) for all x, y ∈M ,(68)
on any Riemannian manifold.
3. By (68) we get
C(t) := sup
x∈M
p(t, x, x) = sup
x,y∈M
p(t, x, y) ∈ [0,∞] for all t > 0.(69)
If for some t > 0 one has C(t) <∞, then by the first part of this remark
one automatically has C(T ) < ∞ for all T ≥ t. Morever, under the
condition C(t) < ∞ one can take U = M in (66). It should be noted,
however, that the validity of the global “ultracontractivity” C(t) < ∞
depends very sensitively on the geometry (that is, the Riemannian met-
ric).
A generalization of Theorem IV.10 to covariant Schro¨dinger semigroups
will be derived later on.
We continue with the following new concept that will be convenient in
a moment:
Definition IV.12. Given x ∈M and b > 1, let rEucl(x, b) be the supre-
mum of all r > 0 such that B(x, r) is relatively compact and admits a
coordinate system
φ : B(x, r) −→ U ⊂ Rm
with φ(x) = 0, and with respect to which one has the following inequality
for all y ∈ B(x, r):
1
b
(δij) ≤ (gij(y)) := (g(∂i, ∂j)(y)) ≤ b(δij) as symmetric bilinear forms.
(70)
We call rEucl(x, b) the Euclidean radius of M at x with accuracy b. Every
coordinate system on B(x, r), where r < rEucl(x, b), which satisfies (70)
will be called a Euclidean coordinate system with accuracy b.
In the following lemma, we collect some elementary properties of the
Euclidean radius:
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Lemma IV.13. a) For any x ∈M and b > 1, one has rEucl(x, b) ∈ (0,∞],
and for every fixed ǫ > 0, the function
M −→ (0, ǫ], x 7−→ min(rEucl(x, b), ǫ)
is 1-Lipschitz with respect to the Riemannian distance. In particular,
inf
x∈K
rEucl(x, b) > 0 for every compact K ⊂M .
b) Let x ∈M , b > 1, 0 < r < rEucl(x, b), and let
φ : B(x, r) −→ U ⊂ Rm
be a Euclidean coordinate system with accuracy b. Then one has
(71) BR
m
(0, b−1/2r) ⊂ φ(B(x, r)) ⊂ BRm(0, b1/2r),
where BR
m ⊂ Rm denotes the Euclidean balls. Moreover, one has the
estimates
̺(x, z) ≤ b1/2|φ(z)| for all z ∈ φ−1(BRm(0, b−1/2r)), and(72)
|φ(z)| ≤ b1/2̺(x, z) for all z ∈ B(x, r).(73)
Proof. a) Clearly we have rEucl(x, b) ∈ (0,∞], since around each
point x ∈M we can pick a coordinate system whose domain is included
in a compact subset of Rm. For such a coordinate system, we have (70)
for some b′ > 1, and scaling induces a coordinate system with (70).
To see the asserted Lipschitz continuity, let x ∈ M and set r(x) :=
rEucl(x, b), r˜(x) := min(r(x), ǫ).
Let first y ∈ B(x, r˜(x)), so that r(y) ≥ r˜(x)− ̺(x, y). Moreover
0 < r˜(x)− ̺(x, y) < 1
follows from r˜(x) = min(ǫ, r(x)) and ̺(x, y) < r˜(x). Therefore
min(ǫ, r(y)) ≥ min(r(x), ǫ)− ̺(x, y), that is r˜(y) ≥ r˜(x)− ̺(x, y).
If r˜(x) ≥ r˜(y), we can conclude that
|r˜(x)− r˜(y)| ≤ ̺(x, y).
If r˜(x) < r˜(y), then x ∈ B(y, r˜(y)). This implies r(x) ≥ r˜(y)− ̺(x, y).
This inequality, as before, leads to the conclusion that
r˜(x) ≥ r˜(y)− ̺(x, y), so that |r˜(x)− r˜(y)| ≤ ̺(x, y).
Suppose now that y /∈ B(x, r˜(x)). If x /∈ B(y, r˜(y)) as well, we immedi-
ately get
|r˜(x)− r˜(y)| ≤ ̺(x, y).
If x ∈ B(y, r˜(y)), we have, as above,
r(x) ≥ r˜(y)− ̺(x, y), that is r(x) ≥ min(r(y), ǫ)− ̺(x, y),
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which in turn implies
min(r(x), ǫ) ≥ min(r(y), ǫ)− ̺(x, y),
which shows
r˜(x) ≥ r˜(y)− ̺(x, y).
Finally, in this last case we have r˜(y) > r˜(x), so we can conclude that
|r˜(x)− r˜(y)| ≤ ̺(x, y).
This completes the proof of part a).
b) The following proof has been communicated to the author by S.
Pigola: Let us first prove (73), which also directly implies the second
inclusion in (71). For this, let z ∈ B(x, r) and, having fixed 0 < ǫ ≪ 1
such that
̺(x, z) + ǫ < r,
consider any piecewise smooth curve γǫ : [0, 1] → M connecting x with
z and satisfying
(̺(x, z) ≤) ℓ(γǫ) ≤ ̺(x, z) + ǫ (< r),
where
ℓ(γ) :=
∫ 1
0
|γ˙(t)| dt =
∫ 1
0
√
g(γ˙(t), γ˙(t))dt
denotes the length of a smooth curve γ : [0, 1] → M (with an obvious
modification, if γ is only piecewise smooth). Likewise, ℓR
m
will denote
its analogue with respect to the Euclidean metric on Rm. Clearly,
γǫ(t) ∈ B(x, r) for all t ∈ [0, 1].
Indeed, this follows from
̺(x, γǫ(t)) ≤ ℓ(γǫ|[0,t]) ≤ ℓ(γǫ) < r.
Then
ψǫ := φ ◦ γǫ : [0, 1] −→ φ(B(x, r)) = U
is a piecewise smooth curve connecting ψǫ(0) = 0 with ψǫ(1) = φ(z),
and we have
|φ(z)| ≤ ℓRm(ψǫ) =
∫ 1
0
√∑
ij
δijψ˙iǫψ˙
j
ǫdt
≤ b1/2
∫ 1
0
√∑
ij
gijψ˙iǫψ˙
j
ǫdt = b
1/2ℓ(γǫ) ≤ b1/2(̺(x, z) + ǫ).
By letting ǫ → 0, we conclude |φ(z)| ≤ b1/2̺(x, z), so we have (73) and
the second inclusion in (71).
Next, let us prove the first inclusion in (71). For this, let ξ ∈ BRm(0, b−1/2r).
By contradiction, suppose that ξ 6∈ φ(B(x, r)). Consider the segment
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ψ : [0, |ξ|] → Rm given by ψ(t) = ξ|ξ|t and let t∗ ∈ (0, |ξ|] be the first
time exit of ψ from the domain φ(B(x, r)). Thus, ψ(t) ∈ φ(B(x, r))
for every 0 ≤ t < t∗ and ψ(t∗) 6∈ φ(B(x, r)). Now consider the curve
γ : [0, t∗)→ B(x, r) such that γ(t) = φ−1 ◦ψ|[0,t∗)(t). Take any sequence
tk ր t∗ as k →∞. Then, for every k ∈ N, we have
̺(x, γ(tk)) ≤ ℓ(γ|[0,tk]) ≤ b1/2ℓR
m
(ψ|[0,tk])(74)
= b1/2tk ≤ b1/2t∗ ≤ b1/2|ξ| < r.
It follows that
{γ(tk) : k ∈ N} ⊂ B¯(x, b1/2|ξ|) ⊂ B(x, r).
Since the closed ball B¯(x, b1/2|ξ|) is compact, we can extract a converging
subsequence
γ(tk′)→ x¯ ∈ B¯(x, b1/2|ξ|) ⊂ B(x, r)
as k′ →∞, and therefore
φ(γ(tk′))→ φ(x¯) ∈ φ(B(x, r)).
On the other hand,
φ(γ(tk′)) = ψ(tk′)→ ψ(t∗) 6∈ φ(B(x, r)).
Due to the uniqueness of the limit ψ(t∗) = φ(x¯), we get a contradiction.
This finishes the proof of the first inclusion in (71). Finally,
BR
m
(0, b−1/2r) ⊂ φ(B(x, r))
shows that we are allowed to apply (74) with tk = |ξ|, showing that for
every z ∈ φ−1(BRm(0, b−1/2r)) one has
̺(x, z) ≤ b1/2|φ(z)|.
This completes the proof. 
The following generally valid heat kernel estimate is based on the Eu-
clidean radius and will be of central importance in the sequel:
Theorem IV.14. For all b > 1 there is a constant C = C(m, b) > 0
which only depends on m and b, such that for all ǫ1 > 0, ǫ2 > 1, and all
t > 0, x, y,∈M , one has
p(t, x, y) ≤ C
min
(
t, R(x, b, ǫ1, ǫ2)2
)m/2 ≤ Ctm/2 + CR(x, b, ǫ1, ǫ2)m(75)
≤ C
R(x, b, ǫ1, ǫ2)m
(
ǫm1
ǫm2 t
m/2
+ 1
)
,
where
R(x, b, ǫ1, ǫ2) := min(rEucl(x, b), ǫ1)/ǫ2.
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Above, the second and the third inequality are elementary. Theorem
IV.14 has been established by the author in [67], and it improves an
earlier on-diagonal heat kernel estimate from [24]. The proof of the
off-diagonal estimate heavily relies on the following parabolic L1-mean-
value inequality, while the on-diagonal result from [24] uses a parabolic
L2-mean-value inequality.
Theorem IV.15. There exists a constant C = C(m) > 0, which only
depends on m, with the property that
• for all x ∈ M , r > 0 such that B(x, r) is relatively compact
and such that there exists a constant a > 0 with the property
that for every open U ⊂ B(x, r), one has the Faber-Krahn-type
inequality6
min σ(HU) ≥ aµ(U)−2/m,
• for all τ ∈ (0, r2], t ≥ τ ,
• for all nonnegative solutions u of the heat equation ∂tu = (1/2)∆u
in (t− τ, t]× B(x,√τ ),
one has the bound
u(t, x) ≤ Ca
−m
2
τ 1+
m
2
∫ t
t−τ
∫
B(x,r)
u(s, y)dµ(y)ds.(76)
Proof. Applying Theorem 15.1 in [55] (a variant of a parabolic
L2-mean-value inequality) to the radius
√
τ and to the solution
(0, τ ]× B(x,√τ ) ∋ (s, y) 7−→ u(t− τ + s, y) ∈ [0,∞)
of the heat equation in (0, τ ]× B(x,√τ ) immediately implies the para-
bolic L2-mean-value inequality
u(t, x)2 ≤ Ca
−m
2
τ 1+
m
2
∫ t
t−τ
∫
B(x,
√
τ)
u(s, y)2dµ(y)ds.(77)
From here, one we can follow Li/Wang’s parabolic L2-to-L1 reduction
machinery from pp. 1269/1270 in [94], which however has to be carefully
adjusted to our situation: Setting
D := Ca−
m
2 ,
and applying (77) with τ replaced by τ/4 implies
u(t, x)2 ≤ Dτ−(1+m/2)4−(1+m/2)
∫ t
t−τ/4
∫
B(x,
√
τ/2)
u(s, y)2dµ(y)ds,
6See Corollary IV.4 for the meaning of HU ; it is a Dirichlet-Laplacian.
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so that setting
Q := τ−(1+m/2)
∫ t
t−τ
∫
B(x,
√
τ)
u(s, y)dµ(y)ds,
and for every k ∈ N,
Sk := sup
[t−τ
∑k
i=1 4
−i,t]×B(x,√τ
∑k
i=1 2
−i)
u,
we immediately get
u(t, x)2 ≤ D4−(1+m/2)QS1 ≤ DQS1.(78)
Let us next prove that for all k one has
Sk ≤ D1/2Q1/2S1/2k+1.(79)
To see this, pick
(s, y) ∈
[
t− τ
k∑
i=1
4−i, t
]
× B
(
x,
√
τ
k∑
i=1
2−i
)
with u(s, y) = Sk. Applying now (77) with t replaced by s, and τ
replaced by τ/4k+1, and using[
t− τ
k+1∑
i=1
4−i, t
]
×B
(
x,
√
τ
k+1∑
i=1
2−i
)
⊃ [s− τ/4k+1, s]×B (y,√τ/2k+1)
to estimate the resulting space-time integral, we get
u(s, y)2 ≤ 4−(k+1)(1+m/2)DQSk+1,
which implies (79). We claim that for all k one has
u(t, x)2 ≤ D
∑k
i=1 2
−i+1
Q
∑k
i=1 2
−i+1
S
1
2k−1
k .(80)
The proof is by induction on k: The case k = 1 has already been shown
in (78). Given the statement for k, (79) gives us
u(t, x)2 ≤ D
∑k
i=1 2
−i+1
Q
∑k
i=1 2
−i+1
S
1
2k−1
k
≤ D
∑k
i=1 2
−i+1
Q
∑k
i=1 2
−i+1
D1/2
k
Q1/2
k
S
1/2k
k+1
= D
∑k+1
i=1 2
−i+1
Q
∑k+1
i=1 2
−i+1
S
1
2k
k+1,
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which completes the proof of (80). As (Sk)k is a bounded sequence
7, we
now get from letting k →∞ in (80) the bound
u(t, x)2 ≤ D
∑∞
i=0 2
−i
Q
∑∞
i=0 2
−i
lim
k→∞
S
1
2k−1
k = D
2Q2.
This completes the proof of the L1-mean-value inequality, recalling that
τ ≤ r2. 
Proof of Theorem IV.14. As we have already remarked, it is
sufficient to prove the first inequality. To this end, we set R(x) :=
R(x, b, ǫ1, ǫ2). Then one easily finds that the function R : M → (0,∞)
has the following properties (just use (70), the local formula (31) for
µ, and the fact that the Euclidean Rm satisfies a global Faber-Krahn
inequality; cf. p. 367 in [55]): There exists a constant a = a(m, b)
which only depends on m and on a, such that for all x ∈ M the ball
B(x,R(x)) is relatively compact, and for every open U ⊂ B(x,R(x))
one has the Faber-Krahn inequality
min σ(HU) ≥ aµ(U)−2/m.
Now fix an arbitrary
(t, x, y) ∈ (0,∞)×M ×M.
Since
(s, z) 7−→ u(s, z) := p(s, z, y)
is a nonnegative solution of the heat equation on (0,∞) ×M , by the
above considerations an application of Theorem IV.15 with r := R(x)
immediately implies
p(t, x, y) ≤ C
′a−
m
2
τ 1+
m
2
∫ t
t−τ
∫
M
p(s, z, y)dµ(z)ds
for all τ ∈ (0, R(x)2], where C ′ > 0 only depends on m. Since we have∫
M
p(s, z, y′)dµ(z) =
∫
M
p(s, y′, z)dµ(z) ≤ 1 for all (s, y′) ∈ (0,∞)×M ,
we arrive at p(t, x, y) ≤ C ′a−m2 τ−m2 , which proves the result upon taking
τ := min(R(x)2, t). 
The following definition is motivated by Theorem IV.14:
7For example, we have (estimating the sums with geometric series)
Sk = sup
[t−τ
∑
k
i=1
4−i,t]×B(x,√τ
∑
k
i=1
2−i)
u ≤ sup
[t− 34 τ,t]×B(x,
√
τ)
u <∞.
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Definition IV.16. An ordered pair (Ξ, Ξ˜) of functions
Ξ : M −→ (0,∞], Ξ˜ : (0,∞) −→ (0,∞)
is called a heat kernel control pair for the Riemannian manifold M , if
the following assumptions are satisfied:
• Ξ is continuous with inf Ξ > 0, Ξ˜ is Borel
• for all x ∈M , t > 0 one has
sup
y∈M
p(t, x, y) ≤ Ξ(x)Ξ˜(t)
• for all q′ ≥ 1 in the case of m = 1, and for all q′ > m/2 in the
case of m ≥ 2, one has∫ ∞
0
Ξ˜1/q
′
(t)e−Atdt <∞ for some A > 0.
The motivation for the above definition stems from the fact that the
concept of heat kernel control pairs is very general and very flexible in the
following sense: Firstly, every Riemannian manifold (canonically) admits
such a pair, and secondly, if one has some control on the geometry, one
can pick somewhat sharper and more explicit control pairs. Thus we can
treat both situations on an equal footing without losing any information.
This is the content of the following remark and the subsequent example.
Remark IV.17. 1. Every Riemannian manifold admits a canonically
given family of heat kernel control pairs: Indeed, it follows from Theorem
IV.14 and Lemma IV.13 that there exists a constant C = C(m) > 0 such
that for every choice of b > 1 and ǫ1 > 0, ǫ2 > 1, the functions
Ξ(x) =
Cǫm2
min(rEucl(x, b), ǫ1)m
, Ξ˜(t) =
ǫm1
ǫm2 t
m/2
+ 1
define such a pair.
2. Assume that there exist constants C > 0, T ∈ [0,∞] such that one
has the ultracontractiveness
sup
x∈M
p(t, x, x) ≤ Ct−m/2 for all 0 < t < T .
Then, since p(t, x, x) is always monotonely decreasing in t (cf. Remark
IV.11.1), we get the bound
sup
x∈M
p(t, x, x) ≤ Cmin(t, T )−m/2 for all t > 0.
Therefore by Remark IV.11.3, the pair
(Ξ(x), Ξ˜(t)) := (1, Cmin(t, T )−m/2)
is a heat kernel control pair, which is constant in its first slot.
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As a typical example for the fact that some knowledge on the geometry
leads to more explicit heat kernel control pairs, we consider the impor-
tant class of geodesically complete manifolds whose Ricci curvature is
bounded from below by a constant:
Example IV.18. Assume that M is geodesically complete with Ric ≥
−(m − 1)K for some constant K ≥ 0. Then the following facts hold
true:
(i) Li-Yau-type heat kernel bounds: For every δ1, δ2 > 0 which satisfy
δ1δ2 > ((m− 1)2K)/8,
there exists a constant Cδ1,δ2,K,m > 0 which only depends on δj , K and
m, such that for all t > 0, x, y ∈M one has
p(t, x, y) ≤ Cδ1,δ2,K,m µ(B(x,
√
t))−1
× exp
(
− (1− δ1)̺(x, y)2/(2t) + (δ2 −min σ(H))t
)
.
Note that a comparable lower bound also exists (that we will not need
in the sequel). Based on results by P. Li and S.-T. Yau [95] as well as
B. Davies [33], the above heat kernel upper bound has been derived in
its ultimate form in the paper [132] by K.-T. Sturm.
(ii) Cheeger-Gromov volume estimate: For every s > 0, x ∈M , one has
µ(B(x, s)) ≤ |Sm|sm exp((m− 1)
√
Ks),
where Sm denotes the standard m-sphere.
(iii) Volume doubling property:8 For every 0 < s′ < s, x ∈M , one has
µ(B(x, s)) ≤ µ(B(x, s′))(s/s′)m exp((m− 1)
√
Ks).
The last two results can be found, for example, in [119] (p. 177) and
the references therein.
In order to derive a heat kernel control pair from these observations, we
proceed as follows: First, it follows from the doubling property that for,
say, t < 1, we have
µ(B(x,
√
t))−1 ≤ µ(B(x, 1))−1t−m/2 exp((m− 1)
√
K),
while clearly for t ≥ 1 we have
µ(B(x,
√
t))−1 ≤ µ(B(x, 1))−1.
8Traditionally, the term “doubling” refers to the case s = 2s′.
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Thus for all t > 0, x, y ∈ M ,
p(t, x, y)
≤ Cδ1,δ2,K,m
(
µ(B(x, 1))−1t−m/2 exp((m− 1)
√
K) + µ(B(x, 1))−1
)
× exp
(
−(1 − δ1)̺(x, y)
2
2t
+ (δ2 −min σ(H))t
)
≤ Cδ1,δ2,K,mµ(B(x, 1))−1
(
e(m−1)
√
Kt−m/2 + 1
)
× exp ((δ2 −min σ(H))t),
and we have thus derived the heat kernel control pair given by
Ξ(x) := Cδ1,δ2,K,mµ(B(x, 1))
−1,
Ξ˜(t) :=
(
e(m−1)
√
Kt−m/2 + 1
)
exp
(
(δ2 −min σ(H))t
)
.
The Li-Yau heat kernel estimate, the Cheeger-Gromov volume estimate
and the volume doubling property can be localized in a very exact
way under geodesic completeness (cf. Theorem 6.1 and the inequali-
ties (1), (2) in [118]). For example, these localized estimates have been
used in [70] in a probabilistic context, where it is shown that on every
geodesically complete Riemannian manifold the Brownian brigde is a
semimartingale including its terminal time. For example, the localized
Cheeger-Gromov volume estimate reads as follows: If M is geodesically
complete and if x ∈ M , r > 0, K ≥ 0 are such that Ric ≥ −(m − 1)K
in B(x, 2r), then for every 0 < s < 2r one has
µ(B(x, s)) ≤ |Sm|sm exp((m− 1)
√
Ks).(81)
Returning to the general situation, we recall that one always has∫
M
p(t, x, y)dµ(y) ≤ 1
for all t > 0, x ∈ M . Keeping this in mind, we record the following
definition that will become important for us later on (in the context of
Brownian motion).
Definition IV.19. M is called stochastically complete, if one has∫
M
p(t, x, y)dµ(y) = 1 for all t > 0, x ∈M .(82)
An important and simple consequence of stochastic completeness and
Theorem IV.3 is the uniqueness of solutions of the initial value problem
(cf. Corollary 9.6 in [55])
∂
∂t
u = (1/2)∆u, lim
t→0+
u(t, •) = δy(83)
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in the following class of functions:
Proposition IV.20. For every y ∈ M and every (necessarily smooth)
solution
u : (0,∞)×M → [0,∞)
of (83) with ∫
M
u(t, x)µ(x) ≤ 1 for all t > 0,
one has u(t, x) = p(t, x, y) for all (t, x) ∈ (0,∞)×M .
In general, stochastic completeness is completely independent from ge-
odesic completeness: There exist stochastically complete M ’s which are
geodesically incomplete (for example Rm \{0}), and vice versa (cf. The-
orem 7.9 in [8]). Under geodesic completeness, however, there is the
following very general volume test for stochastic completeness by A.
Grigor’yan:
Theorem IV.21. If M is geodesically complete with∫ ∞
1
s
log µ(B(x0, s))
ds =∞ for some x0 ∈M ,(84)
then M is stochastically complete.
For example, the last result immediately implies that geodesically com-
plete M ’s with Ricci curvature bounded from below by a constant are
stochastically complete: Namely, the Cheeger-Gromov volume estimate
from Example IV.18 shows that
µ(B(x, r)) ≤ C1 exp(C2r) for all r > 0, x ∈ M .
More generally, the last exponential volume growth holds with r replaced
by r2 for geodesically complete M ’s with
Ric(x) ≥ −̺(x, x0)2−C for some C > 0, some fixed x0, and all x ∈M,
therefore this larger class is also stochastically complete. The latter vol-
ume estimate follows easily from applying the localized volume estimate
(81) with x = x0, s = r, K = (4r
2 + C)/(m− 1).
We close this chapter with some facts about parabolicity:
Definition IV.22. a) A Green’s function G˜ on M is a Borel function
G˜ : M ×M → [−∞,∞] satisfying G˜(x, y) = G˜(y, x), G˜(x, •) ∈ L1loc(M)
and
−(1/2)∆G˜(x, •) = δx, for all x, y ∈M .(85)
b) M is called parabolic, if M does not admit a nonnegative Green’s
function. Otherwise, M is called nonparabolic.
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The name “parabolic” should not be confused with the corresponding
notion from the uniformization theorem for Riemann surfaces. Even
worse, a simply connected Riemann surface is parabolic in the sense of
Definition IV.22, if and only if [58] it is hyperbolic in the sense of the
uniformization theorem (which means that the surface is conformally
equivalent to H2).
Remark IV.23. It is obvious that if M admits a Green’s function, then
M is noncompact, so that in particular compact M ’s are parabolic.
On the other side, based on an observation by B. Malgrange, P. Li
and L.-F. Tam have [96] proved that every noncompact geodesically
complete M admits a Green’s function, which of course may change its
sign. To illustrate the last fact, we can consider the Euclidean R2, which
is parabolic and nevertheless admits the Green’s function G˜(x, y) :=
K log(|x − y|−1) with some constant K. It follows from Proposition
IV.24 below that Rm is nonparabolic, if and only if m ≥ 3.
The following result is based on Theorem 13.17 and Exercise 13.30 in
[55]:
Proposition and definition IV.24. M is nonparabolic, if and only
if for all x 6= y one has
G(x, y) :=
∫ ∞
0
p(t, x, y)dt <∞,
and then
G : M ×M −→ (0,∞], G(x, y) :=
∫ ∞
0
p(t, x, y)dt
is the pointwise minimal nonnegative Green’s function on M , called the
Coulomb potential on M .
The reader should compare the above result with the generally valid
Theorem IV.3. The following theorem collects some further results con-
cerning parabolicity:
Theorem IV.25. a) If M is parabolic, then M is stochastically complete
and min σ(H) = 0.
b) If M is geodesically complete with∫ ∞
1
s
µ(B(x0, s))
ds =∞ for some x0 ∈M ,
then M is parabolic.
Proof. a) The first claim follows, for example, from Proposition
IV.24, and the second claim follows from Theorem 13.4 in [55] (see also
Exercise 13.30 in [55]).
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b) This is Theorem 11.14 in [55], again keeping Exercise 13.30 therein
in mind. 
Since hyperbolic spaces have a strictly positive bottom of the spectrum,
it follows from Theorem IV.25 a) that Hm is nonparabolic for every
m ≥ 2.
Note that Theorem IV.25 b) provides a volume test for the parabolicity
of geodesically complete M ’s which is in the spirit of (84). On the other
hand, there are many geodesically incomplete Riemannian manifolds
that are nevertheless parabolic. For example, it has been shown in [93]
by P. Li and G. Tian that Bergman metrics on the regular parts of
algebraic varieties are parabolic and therefore stochastically complete.
In addition, F. Bei and the author have recently established in [15]
that iterated edge metrics on the regular parts of compact stratified
pseudomanifolds are parabolic and thus stochastically complete.
Concerning the connection between a global Gaussian upper bound on
p(t, x, y) and nonparabolicity, one has:
Theorem IV.26. Assume that there is a c1 > 0 such that for all t > 0
one has
sup
x∈M
p(t, x, x) ≤ c1t−m2 .(86)
Then the following assertions hold:
a) There are c2, c3 > 0 such that for all t > 0, x, y ∈M one has
p(t, x, y) ≤ c2t−m2 e−
̺(x,y)2
c3t .(87)
b) One has a lower Euclidean volume growth, in the sense that
inf
x∈M,r>0
µ(B(x, r))
rm
> 0.(88)
c) If m ≥ 3, then M is nonparabolic and there is a c4 > 0 such that
G(x, y) ≤ c4̺(x, y)m−4 for all x, y ∈M with x 6= y.(89)
d) If m ≥ 3, then there is a c5 > 0 such that for any f ∈ W 1,20 (M) one
has the Sobolev inequality
‖f‖ 2m
m−2
≤ c5 ‖df‖2 .(90)
Proof. a) This is the content of Corollary 15.17 in [55].
b) Cf. Exercise 14.5 in [55].
c) Using part a), a simple calculation using the Gamma function shows
that under the condition m ≥ 3, we find for x 6= y∫ ∞
0
p(t, x, y)dt ≤ C(c2, c3, m)̺(x, y)m−4.
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In particular, it follows from (88) that whenever the Gaussian upper
bound (87) holds, then M has an infinite volume.
Furthermore, it follows from the Li-Yau-type heat kernel bound from Ex-
ample IV.18 and Theorem IV.26 that geodesically complete Riemannian
manifolds of dimension m ≥ 3 with Ric ≥ −K and
inf
x∈M,r>0
µ(B(x, r))
rm
> 0
and in addition
either K = 0 or min σ(H) > 0
are nonparabolic, since then one has the Gaussian upper bound (86).
CHAPTER V
Wiener measure and Brownian motion on
Riemannian manifolds
1. Introduction
Roughly speaking, one would like to construct Brownian motion X(x0)
on M , starting from x0 ∈ M , as follows: It should be an M-valued
process1 with continuous paths
X(x0) : [0,∞)× Ω −→M,(91)
which is defined on some probability space (Ω,P,F ), and which has the
transition probability densities given by p(t, x, y). In other words, given
n ∈ N, a finite sequence of times 0 < t1 < · · · < tn and Borel sets
A1, . . . , An ⊂ M , setting δj := tj+1 − tj with t0 := 0, we would like the
probability of finding the Brownian particle simultaneously in A1 at the
time t1, in A2 at the time t2, and so on, to be given by the quantity
P{Xt1(x0) ∈ A1, . . . , Xtn(x0) ∈ An}(92)
=
∫
· · ·
∫
1A1(x1)p(δ0, x0, x1) · · ·
× 1An(xn)p(δn−1, xn−1, xn)dµ(x1) · · ·dµ(xn),
whenever the particle starts from x0. Equivalently, one could say that
a Brownian motion on M with starting point x0 is a process with con-
tinuous paths (91), such that the finite-dimensional distributions of its
law are given by the right-hand side of (92)2. In fact, such a path space
measure is uniquely determined by its finite-dimensional distributions
1We recall that given two measurable spaces Ω1 and Ω2, a map
X : [0,∞)× Ω1 −→ Ω2, (t, ω) 7−→ Xt(ω)
is called an Ω2-valued process, if for all t ≥ 0 the induced map Xt : Ω1 → Ω2 is
measurable. The maps t 7→ Xt(ω), with fixed ω ∈ Ω1, are referred to as the paths of
X .
2The law of X(x0) is by definition the probability measure on the space of con-
tinuous paths on M , which is defined as the pushforward of P under the induced
map
Ω −→ C([0,∞),M), ω 7−→ X•(x0)(ω).
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(cf. Remark V.5 below). In particular, all Brownian motions should
have the same law, which we will call the Wiener measure later on.
Ultimately, the above prescriptions indeed turn out to work perfectly
well in terms of giving Brownian motion for the Euclidean Rm or for
compact Riemannian manifolds. On the other hand, we see from (92)
that, in particular, it is required that for all t > 0,
P{Xt(x0) ∈M} =
∫
M
p(t, x0, y)dµ(y),
and already if M is any open bounded subset of Rm, it automatically
happens that∫
M
p(t, x0, y)dµ(y) < 1 for some (t, x0) ∈ (0,∞)×M,(93)
This leads to the conceptual difficulty that the process can leave its
space of states with a strictly positive probability. This problem arises,
if and only if M is stochastically incomplete, which ultimately justifies
Definition IV.19.
Since we aim to work on arbitrary Riemannian manifolds, we need to
solve the above conceptual problem of stochastic incompleteness. This
is done by using the Alexandrov compactification of M . Since it does
not cause much extra work, we start by explaining the corresponding
constructions in the setting of an arbitrary Polish space, recalling that
a topological space is called Polish, if it is separable and if it admits a
complete metric which induces the original topology.
2. Path spaces as measurable spaces
Notation V.1. Given a locally compact Polish space N , we set
N˜ :={
N, if N is compact
Alexandrov compactification N ∪ {∞N}, if N is noncompact.
We recall here that ∞N is any point /∈ N , and that the topology on
N ∪ {∞N} is defined as follows: U ⊂ N ∪ {∞N} is declared to be
open, if and only if either U is an open subset of N or if there exists a
compact set K ⊂ N such that U = (N \K)∪ {∞N}. This construction
depends trivially on the choice of ∞N , in the sense that for any other
choice ∞′N /∈ N , the canonical bijection N ∪ {∞N} → N ∪ {∞′N} is a
homeomorphism.
We consider the path space ΩN := C([0,∞), N˜), and thereon we denote
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(with a slight abuse of notation) the canonically given coordinate process
by
X : [0,∞)× ΩN −→ N˜ , Xt(γ) := γ(t).
We consider ΩN a topological space with respect to the topology of
uniform convergence on compact subsets, and we equip it with its Borel
sigma-algebra FN .
We fix such a locally compact Polish space N (e.g., a manifold) for the
moment. It is well-known that ΩN as defined above is Polish again. In
fact, N˜ is Polish, and if we pick a bounded metric ̺N˜ : N˜ × N˜ → [0, 1]
which induces the original topology on N˜ , then
̺ΩN (γ1, γ2) :=
∞∑
j=1
max
0≤t≤j
̺N˜(γ1(t), γ2(t))
is a complete separable metric3 on ΩN which induces the original topol-
ogy (of local uniform convergence). Furthermore, since evaluation maps
of the form
X1 × C(X1, X2) −→ X2, (x, f) 7−→ f(x)
are always jointly continuous, if X1 is locally compact and Hausdorff and
if C(X1, X2) is equipped with its topology of local uniform convergence,
it follows that X is in fact jointly continuous. In particular, X is jointly
(Borel) measurable.
Notation V.2. Given a set Ω and a collection C of subsets of Ω or
of maps with domain Ω, the symbol 〈C 〉 stands for the smallest sigma-
algebra on Ω which contains C . Furthermore, whenever there is no
danger of confusion, we will use notations such as
{f ∈ A} := {y ∈ Ω : f(y) ∈ A} ⊂ Ω,
where f : Ω→ Ω′ and A ⊂ Ω′.
Definition V.3. 1. A subset C ⊂ ΩN is called a Borel cylinder, if there
exist n ∈ N, 0 < t1 < · · · < tn and Borel sets A1, . . . , An ⊂ N˜ , such that
C = {Xt1 ∈ A1, . . . ,Xtn ∈ An} =
n⋂
j=1
X−1tj (Aj).
The collection of all Borel cylinders in ΩN will be denoted by CN .
2. Likewise, given t ≥ 0, the collection CNt of Borel cylinders in ΩN up
3In fact, it is easy to see that this is a complete metric which induces the original
topology. On the other hand, the proof that this topology is separable is a little
tricky, cf. p. 170 in D. Stroock’s book [136]. Although it is not so easy to find a
precise reference, we believe that these results can be traced back to Kolmogorov.
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to the time t is defined to be the collection of subsets C ⊂ ΩN of the
form
C = {Xt1 ∈ A1, . . . ,Xtn ∈ An} =
n⋂
j=1
X−1tj (Aj),
where n ∈ N, 0 < t1 < · · · < tn < t, and where A1, . . . , An ⊂ N˜ are
Borel sets.
It is easily checked inductively that both CN and CNt are π-systems in
ΩN , that is, both collections are (nonempty and) stable under taking
finitely many intersections. The following fact makes FN handy in
applications:
Lemma V.4. One has
FN =
〈
CN
〉
=
〈
(Xs : ΩN −→ N˜)s≥0
〉
.(94)
Proof. Since for every fixed s ≥ 0 the map
Xs : ΩN −→ N˜, γ 7−→ γ(s)
is FN -measurable, it is clear that CN ⊂ FN , and therefore〈
C N
〉 ⊂ FN .
In order to see
FN ⊂ 〈CN〉 ,
pick a topology-defining metric ̺N˜ on N˜ and denote the corresponding
closed balls by BN˜(x, r). Then, since the elements of ΩN are continuous,
for all γ0 ∈ ΩN , n ∈ N, ǫ > 0 one has{
γ : max
0≤t≤n
̺N˜ (γ(t), γ0(t)) ≤ ǫ
}
=
⋂
0≤t≤n, t is rational
{
γ : γ(t) ∈ BN˜ (γ0(t), ǫ)
}
,
=
⋂
0<t≤n, t is rational
{
γ : γ(t) ∈ BN˜ (γ0(t), ǫ)
}
.
Therefore, sets of the form{
γ : max
0≤t≤n
̺N˜ (γ(t), γ0(t)) ≤ ǫ
}
, γ0 ∈ ΩN , n ∈ N, ǫ > 0(95)
are
〈
CN
〉
-measurable. Since the collection of sets of the form (95) gen-
erates the topology of local uniform convergence4, it is clear that the
4To be precise, this collection forms a basis of neighbourhoods of this topology.
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induced Borel sigma-algebra FN satisfies FN ⊂ 〈C N〉.
The inclusion 〈
C N
〉 ⊂ 〈(Xs : ΩN −→ N˜)s≥0〉
is clear, since each set in CN is a finite intersection of sets of the form
X−1s (A), s > 0, A ⊂ N˜ Borel. To see〈
(Xs : ΩN −→ N˜)s≥0
〉
⊂ 〈CN〉 ,
note that for every metric ̺N˜ that generates the topology on N˜ , one has〈
(Xs : ΩN −→ N˜)s≥0
〉
=
〈{
X−1s
(
BN˜ (x, r)
)
: x ∈ N˜, r > 0, s ≥ 0}〉 ,
with the corresponding closed balls BN˜(. . . ), so that it only remains to
prove
X−10
(
BN˜ (x, r)
) ∈ 〈CN〉
for all x ∈ N˜ , r > 0. This, however, follows from
X−10
(
B̺
N˜
(x, r)
)
=
{
γ : lim
n→∞
̺N˜ (γ(1/n), x) ≤ r
}
,
since clearly γ 7→ ̺N˜ (γ(1/n), x) is a
〈
CN
〉
-measurable function on ΩN
(the pre-image of an interval of the form [0, R] under this map is the
cylinder set X−11/n
(
BN˜(x,R)
)
). This completes the proof. 
Remark V.5. By the above lemma, CN is a π-system that generates
FN . It then follows from an abstract measure theoretic result (cf. ap-
pendix, Corollary C.3) that every finite measure on FN is uniquely
determined by its values on CN .
Definition V.6. Setting
FNt :=
〈
(Xs : ΩN −→ N˜)0≤s≤t
〉
for every t ≥ 0,
it follows from Lemma V.4 that
FN∗ :=
⋃
t≥0
FNt
becomes a filtration of FN . It is called the filtration generated by the
coordinate process on ΩN .
Precisely as for the second equality in (94), one proves
FNt =
〈
CNt
〉
for all t ≥ 0.(96)
Particularly important FNt -measurable sets are provided by exit times:
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Definition V.7. Given an arbitrary subset U ⊂ N˜ , we define
ζU : ΩN −→ [0,∞], ζU := inf{t ≥ 0 : Xt ∈ N˜ \ U},(97)
and call this map the the first exit time of X from U , with inf{...} :=∞
in case the set is empty.
There is the following result, which in a probabilistic language means
that first exit times from open sets are FN∗ -optional times:
5
Lemma V.8. Assume that U ⊂ N˜ is open with U 6= N˜ . Then one has
{t < ζU} ∈ FNt for all t ≥ 0.
Proof. The proof actually only uses that X has continuous paths
and that N˜ is metrizable: Pick a metric ̺N˜ on N˜ which induces the
original topology. Then, since N˜ \ U is closed and X has continuous
paths, we have
{t < ζU} =
⋃
n∈N
⋃
0≤s≤t, s is rational
{̺N˜ (Xs, N˜ \ U) ≥ 1/n}.
The set on the right-hand side clearly is ∈ FNt , since the distance func-
tion to a nonempty set is continuous and thus Borel. 
3. The Wiener measure on Riemannian manifolds
We return to our Riemannian setting. In order to apply the above
abstract machinery in this case, we have to extend some Riemannian
data to the compactification of M (in the noncompact case):
Notation V.9. Let µ˜ denote the Borel measure on M˜ given by µ if M
is compact, and which is extended to ∞M by setting µ(∞M) = 1 in the
noncompact case. Then we define a Borel function
p˜ : (0,∞)× M˜ × M˜ −→ [0,∞)
as follows: p˜ := p if M is compact, and in case M is noncompact, then
for t > 0, x, y ∈M we set
p˜(t, x, y) := p(t, x, y), p˜(t, x,∞M) := 0, p˜(t,∞M ,∞M) := 1,
p˜(t,∞M , y) := 1−
∫
M
p(t, y, z)dµ(z).
5Let (Ω,F ) be a measure space, and let F∗ = (Ft)t≥0 be a filtration of F .
Then a map τ : Ω → [0,∞] is called a F∗-optional time, if for all t ≥ 0 one has
{t < τ} ∈ Ft, and it is called aF∗-stopping time, if for all t ≥ 0 one has {t ≤ τ} ∈ Ft.
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It is straightforward to check that the pair (p˜, µ˜) satisfies the Chapman-
Kolmogorov equations, that is, for all s, t > 0, x, y ∈ M˜ one has∫
M˜
p˜(t, x, z)p˜(s, y, z)dµ˜(z) = p˜(s+ t, x, y).(98)
Furthermore, one has∫
M˜
p˜(t, x, y)dµ˜(y) = 1 for all x ∈ M˜,(99)
in contrast to the possibility of
∫
M
p(t, x, y)dµ(y) < 1 in case M is
stochastically incomplete. It is precisely the conservation of probabil-
ity (99) which motivates the above Alexandrov machinery. Since there
is no danger of confusion, the following abuse of notation will be very
convenient in the sequel:
Notation V.10. We write ζ := ζM for the first exist time of the coor-
dinate process X on ΩM from M ⊂ M˜ .
For obvious reasons, ζ is also called the explosion time of X. Note also
that one has ζ > 0, and that by our previous conventions we have ζ ≡ ∞
if M is compact. The last fact is consistent with the fact that compact
Riemannian manifolds are stochastically complete.
The following existence result will be central in the sequel:
Proposition and definition V.11. The Wiener measure Px0 with
initial point x0 ∈ M is defined to be the unique probability measure on
(ΩM ,F
M) which satisfies
Px0{Xt1 ∈ A1, . . . ,Xtn ∈ An}
=
∫
· · ·
∫
1A1(x1)p˜(δ0, x0, x1) · · ·
× 1An(xn)p˜(δn−1, xn−1, xn)dµ˜(x1) · · ·dµ˜(xn)
for all n ∈ N, all finite sequences of times 0 < t1 < · · · < tn and all
Borel sets A1, . . . , An ⊂ M˜ , where δj := tj+1− tj with t0 := 0. It has the
additional property that
Px0
(
{ζ =∞}
⋃{
ζ <∞ and Xt =∞M for all t ∈ [ζ,∞)
})
= 1,
(100)
in other words, the point at infinity ∞M is a “trap” for Px0-a.e. path.6
6It is a trap in the sense that once a path touches ∞M , it remains there for all
times.
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Proof. We refer the reader to Section 8 in [56] and the references
therein. For readers who are familiar with Dirichlet forms, we only
remark here that the essential abstract property of p(t, x, y) that we
actually use is that the corresponding semigroup stems from a regular
Dirichlet form Q. For each such semigroup, the above construction can
be carried through to yield a corresponding Wiener measure which is
concentrated on the space of right-continuous M˜ -valued paths that have
left limits. Since our Q is even a local Dirichlet form, it ultimately
follows that the Wiener measures are concentrated on continuous M˜ -
valued paths. We also refer the interested reader to [100] for the details
of the approach that uses Dirichlet form theory. 
An obvious but nevertheless very important consequence of (100) is that
for all x0 ∈M one has
Px0{1{t<ζ} = 1{Xt∈M}} = 1.(101)
In the sequel, integration with respect to the Wiener measure will often
be written as an expectation value,
Ex0 [Ψ] :=
∫
ΨdPx0 :=
∫
Ψ(γ)dPx0(γ),
where Ψ : ΩM → C is any appropriate (say, nonnegative or integrable)
Borel function. We remark that using monotone convergence, the defin-
ing relation of the Wiener measure implies that for all n ∈ N, all finite
sequences of times 0 < t1 < · · · < tn and all Borel functions
f1, . . . , fn : M˜ −→ [0,∞),
one has
Ex0 [f1(Xt1) · · ·fn(Xtn)](102)
=
∫
· · ·
∫
f1(x1)p˜(δ0, x0, x1) · · ·
× fn(xn)p˜(δn−1, xn−1, xn)dµ˜(x1) · · · dµ˜(xn),(103)
where δj := tj+1−tj with t0 := 0. In particular, by the very construction
of M˜ and µ˜, the above formula in combination with (101) implies
Ex0
[
1{t1<ζ}f1(Xt1) · · ·1{tn<ζ}fn(Xtn)
]
(104)
= Ex0
[
1{Xt1∈M}f1(Xt1) · · ·1{Xtn∈M}fn(Xtn)
]
=
∫
· · ·
∫
f1(x1)p(δ0, x0, x1) · · ·
× fn(xn)p(δn−1, xn−1, xn)dµ(x1) · · · dµ(xn),(105)
therefore quantities that are given by averaging over paths that remain
onM until any fixed time can be calculated by genuine Riemannian data
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on M , as it should be. In the sequel, we will also freely use the following
facts:
Remark V.12. 1. Each of the measures Px0 is concentrated on the set
of paths that start in x0, meaning that
Px0{X0 = x} = 1 for all x0 ∈M,
as it should be. To see this, pick a metric ˜̺ on M˜ which induces the
topology on M˜ , and set
f˜ := ˜̺(•, x0)− ˜̺(∞M , x0) ∈ C(M˜).
As x0 ∈M , the very definition of (p˜, µ˜) implies that for all t > 0 one has∫
M˜
p˜(t, x0, y)˜̺(y, x0)dµ˜(y) = ∫
M
p(t, x0, y)f˜ |M(y)dµ(y) + ˜̺(∞M , x0),
which, since f˜ |M is a continuous bounded function onM , implies through
(102) and (64) the L1-convergence
Ex0 [˜̺(Xt, x0)] = ∫
M˜
p˜(t, x0, y)˜̺(y, x0)dµ˜(y)→ 0 as t→ 0+.
Thus we can pick a sequence of strictly positive times an with an → 0
such that ˜̺(Xan , x)→ 0 Px0-a.e., and the claim follows from˜̺(X0, x) ≤ ˜̺(X0,Xan) + ˜̺(Xan , x) for all n ∈ N
and the continuity of the paths of X.
2. For every Borel set N ⊂M with µ(N) = 0 and every x ∈ M , one has
∫ ∞
0
∫
ΩM
1{(s′,γ′): γ′(s′)∈N}(s, γ)dP
x(γ)ds =
∫ ∞
0
∫
N
p(s, x, y)dµ(y)ds = 0.
(106)
This fact follows immediately from the defining relation of the Wiener
measure. For the first identity in (106), one also needs Fubini’s Theorem,
which can be used due to X being jointly measurable.
3. For each fixed A ∈ FM , the map
M −→ [0, 1], x 7−→ Px(A)(107)
is Borel measurable. In fact, this is obvious for A ∈ CM by the defining
relation of the Wiener measure, and it holds in general by the monotone
class theorem (cf. appendix, Theorem C.2), since CM is a π-system
which generates FM , and since the collection of sets
{A : A ∈ FM , (107) is Borel measurable}
forms a monotone Dynkin-system.
The following result is crucial:
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Lemma V.13. The family of Wiener measures satisfies the following
Markov property: For all x0 ∈ M , all times t ≥ 0, all FMt -measurable
functions φ : ΩM → [0,∞), and all FM -measurable functions Ψ : ΩM →
[0,∞), one has
∫
φ(γ)Ψ(γ(t+ •))dPx0(γ) =
∫
φ(γ)
∫
Ψ(ω)dPγ(t)(ω)dPx0(γ) ∈ [0,∞].
(108)
Proof. By monotone convergence, it is sufficient to consider the
case φ = 1A, Ψ = 1B with A ∈ FMt , B ∈ FM . Furthermore, for fixed
A ∈ FMt , using a monotone class argument as in Remark V.12.3, it
follows that it is sufficient to prove the formula for B ∈ CM . Using yet
another monotone class argument, it follows that ultimately we have to
check the formula only for φ = 1A, Ψ = 1B with A ∈ CMt , B ∈ CM .
So we pick k, l ∈ N, finite sequences of times 0 < r1 < · · · < rk < t,
0 < s1 < · · · < sl, Borel sets
A1, . . . , Ak, B1, . . . , Bl ⊂ M˜
with
A =
k⋂
i=1
X−1ri (Ai), B =
l⋂
i=1
X−1si (Bi),
and s0 := 0, r0 := 0. Then by the defining relation of the Wiener
measure we have∫
1A(γ) · 1B(γ(t+ •))dPx0(γ)
=
∫
1{Xr1∈A1} · · ·1{Xrk∈Ak}1{Xs1+t∈B1} · · · 1{Xsl+t∈Bl}dPx0
=
∫
· · ·
∫
1A1(x1)p˜(r1 − r0, x0, x1) · · · 1Ak(xk)p˜(rk − rk−1, xk−1, xk)
× 1B1(xk+1)p˜(s1 + t− rk, xk, xk+1) · · ·
× 1Bl(xk+l)p˜(sl − sl−1, xk+l−1, xk+l)dµ˜(x1) · · · dµ˜(xk+l).
On the other hand, if for every y0 ∈ M˜ we set
Ψ(y0) :=
∫
· · ·
∫
1B1(y1)p˜(s1 − s0, y0, y1) · · ·
× 1Bl(yl)p˜(sl − sl−1, yl−1, yl)dµ˜(y1) · · ·dµ˜(yl),
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then by using the defining relation of theWiener measure for the dPγ(t)(ω)
integration and then using (102), we get∫
1A(γ)
∫
1B(ω)dP
γ(t)(ω)dPx0(γ)
=
∫
1{Xr1∈A1}(γ) · · · 1{Xrk∈Ak}(γ)Ψ(γ(t))dPx0(γ)
=
∫
· · ·
∫
1A1(z1)p˜(r1 − r0, x0, z1) · · · 1Ak(zk)p˜(rk−1 − rk, zk−1, zk)
× p˜(t− rk, zk, z)1B1(y1)p˜(s1 − s0, z, y1) · · ·1Bl(yl)p˜(sl − sl−1, yl−1, yl)
× dµ˜(y1) · · ·dµ˜(yl)dµ˜(z1) · · ·dµ˜(zk)dµ˜(z),
which is equal to the above expression for∫
1A(γ) · 1B(γ(t+ •))dPx0(γ),
since by the Chapman-Kolomogorov equation and recalling s0 = 0, we
have ∫ ∫
p˜(t− rk, zk, z)1B1(y1)p˜(s1 − s0, z, y1)dµ˜(z)dµ˜(y1)
=
∫
p˜(t− rk + s1, zk, y1)1B1(y1)dµ˜(y1).
This completes the proof. 
Now we are in the position to define Brownian motion on an arbitrary
Riemannian manifold:
Definition V.14. 1. Let (Ω,F ,P) be a probability space, x0 ∈M , and
let
X(x0) : [0,∞)× Ω −→ M˜, (t, ω) 7−→ Xt(x0)(ω)
be a continuous process. Then the tuple (Ω,F ,P, X(x0)) is called a
Brownian motion on M with starting point x0, if the law of X(x0) with
respect to P is equal to the Wiener measure Px0. Recall that this means
the following: The pushforward of P with respect to the F/FM mea-
surable7 map
Ω −→ ΩM , ω 7−→
(
t 7−→ Xt(x0)(ω)
)
(109)
is Px0 .
2. Assume that (Ω,F ,P, X(x0)) is a Brownian motion onM with start-
ing point x0, and that F∗ := (Ft)t≥0 is a filtration of F . Then the
tuple (Ω,F ,F∗,P, X(x0)) is called an adapted Brownian motion on M
with starting point x0, if X(x0) is adapted to F∗ := (Ft)t≥0 (that is,
7Note that by assumption Xt(x0) is FMt -measurable for all t ≥ 0, so that indeed
(109) is automatically F/FM measurable.
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Xt(x0) : Ω → M˜ is Ft-measurable for all t ≥ 0) and if in addition the
following Markov property holds: For all times t ≥ 0, all Ft measurable
functions φ : Ω→ [0,∞), and all Borel functions Ψ : ΩM → [0,∞), one
has∫
φ(ω)Ψ(Xt+•(x0)(ω))dP(ω) =
∫
φ(ω)
∫
Ψ(γ)dPXt(x0)(ω)(γ)dP(ω).
It follows from the above results that a canonical adapted Brownian
motion with starting point x0 is given in terms of the Wiener measure
by the datum
(Ω,F ,F∗,P, X(x0)) := (ΩM ,FM ,FM∗ ,P
x0,X).(110)
Having recorded the existence of Brownian motion, we can immedi-
ately record the following characterization of the stochastic completeness
property that was previously defined by the “parabolic condition”∫
M
p(t, x0, y)dµ(y) = 1 for all (t, x0) ∈ (0,∞)×M :
Namely, M is stochastically complete, if and only if for every x0 ∈ M
and every Brownian motion (Ω,F ,P, X(x0)) on M with starting point
x0, one has
P{Xt(x0) ∈M} = 1 for all t ≥ 0,
that is, if all Brownian motions remain on M for all times. This ob-
servation follows immediately from the defining relation of the Wiener
measure.
The second part of Definition V.14 is motivated by the fact that every
Brownian motion has the required Markov property with respect to its
own filtration:
Lemma V.15. Every Brownian motion (Ω,F ,P, X(x0)) onM with start-
ing point x0 is automatically an (F
X(x0)
t )t≥0-Brownian motion, where
FX(x0)t := 〈(Xs(x0))0≤s≤t〉 , t ≥ 0
denotes the filtration of F which is generated by X(x0).
Proof. We have to show that given t ≥ 0, an FX(x0)t -measurable
function φ : Ω→ [0,∞), and a Borel function Ψ : ΩM → [0,∞), one has∫
φ(ω)Ψ(Xt+•(x0)(ω))dP(ω) =
∫
φ(ω)
∫
Ψ(γ)dPXt(x0)(ω)(γ)dP(ω).
Assume for the moment that we can pick an FMt -measurable function
f : ΩM → [0,∞) such that f(X ′(x0)) = φ, where
X ′(x0) : Ω −→ ΩM
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denotes the induced F/FM measurable map (109). Then, since the law
of X(x0) is P
x0, we can use the Markov property from Lemma V.13 to
calculate ∫
φ(ω)Ψ(Xt+•(x0)(ω))dP(ω)
=
∫
f(ω′)Ψ(ω′(t + •))dPx0(ω′)
=
∫
f(ω′)
∫
Ψ(γ)dPω
′(t)(γ)dPx0(ω′)
=
∫
f
(
X(x0)(ω)
) ∫
Ψ(γ)dPXt(x0)(ω)(γ)dP(ω)
=
∫
φ(ω)
∫
Ψ(γ)dPXt(x0)(ω)(γ)dP(ω),
proving the claim in this case. It remains to prove that one can always
“factor” φ in the above form. Somewhat simpler variants of such a
statement are usually called Doob-Dynkin lemma in the literature. An
important point here is that the factoring procedure can be chosen to
be positivity preserving. We give a quick proof: Set X := X(x0), X
′ :=
X ′(x0), and assume first that φ is a simple function, that is, φ is a finite
sum φ =
∑
j cj1Aj with constants cj ≥ 0 and disjoint sets Aj ∈ FXt .
Then by the definition of this sigma-algebra, there exist times 0 ≤ sj ≤ t
and Borel sets Bj ⊂ M˜ with Aj = X−1sj (Bj), such that with Cj :=
X−1sj (Bj) ∈ FMt , the function f :=
∑
j cj1Cj on ΩM is nonnegative, F
M
t -
measurable, and satisfies f(X ′) = φ. In the general case, there exists an
increasing sequence of nonnegative FXt -measurable simple functions φn
on Ω such that limn φn = φ. By the above, we can pick for each n an
FMt -measurable nonnegative function fn on ΩM with fn(X
′) = φn. The
set
Ω′ := {fn converges pointwise } ⊂ Ω
clearly contains the image ofX ′, and it isFMt -measurable by Proposition
C.1 in the appendix. Then f := limn(fn1Ω′) has the desired properties.
Note that the above proof is entirely measure theoretic and does not use
any particular (say, topological) properties of the involved quantities.

Without entering the details, we remark here that the importance of
adapted Brownian motions stems from the fact that they are continu-
ous M-valued semimartingales [81] with respect to the given filtration.
Being a continuous semimartingale, the paths of an adapted Brown-
ian motion can be almost surely horizontally lifted (in a natural sense
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that relies on Stratonovic stochastic integrals) to smooth principal bun-
dles that come equipped with a smooth connection [71]. This is a very
remarkable fact, since Brownian paths are almost surely nowhere differ-
entiable [71]. Such lifts are the main ingredient of probabilistic formulae
for the semigroups associated with operators of the form H∇ and per-
turbations thereof [66].
Finally, we recall that parabolicity always implies stochastic complete-
ness. The former property also has a probabilistic interpretation, for one
can prove [58]:
Theorem V.16. M is parabolic, if and only if every Brownian motion
(Ω,F ,P, X(x0)) on M with starting point x0 is transient, in the sense
that for every precompact set U ⊂M one has
P{there exists s > 0 such that for all t > s one has Xt(x0) /∈ U} = 1,
that is, if and only if all Brownian motions on M eventually leave each
precompact set almost surely.
CHAPTER VI
Contractive Dynkin and Kato potentials
1. Generally valid results
This chapter is devoted to the class of Kato (and more generally contrac-
tive Dynkin-) potentials, which will be the main class of perturbations
under consideration. The main observations that make these classes so
important are the following ones: If w : M → R is in the contractive
Dynkin class, then
• H +w is a well-defined (in the sense of sesquilinear forms) self-
adjoint and semibounded operator in L2(M)
• the corresponding semigroup has very natural Lq(M)-smoothing
properties
• the corresponding semigroup also has some pointwise C(M)-
smoothing properties, if w has some mild additional (Kato)
regularity.
We will prove precise covariant generalizations of the above statements
later on. Let us start with the actual definitions and some general facts
about these classes. Since it does not cause any extra work to consider
complex-valued w′s, we will record these facts for the complex case,
although we will not make any particular use of the corresponding non-
self-adjoint theory in the sequel.
Definition VI.1. Let w : M → C be a Borel function. Then w is said
to be in the contractive Dynkin class D(M) of M , if there is a t > 0
with
sup
x∈M
∫ t
0
∫
M
p(s, x, y)|w(y)|dµ(y)ds < 1,(111)
and w is said to be in the Kato class K(M) of M , if
lim
t→0+
sup
x∈M
∫ t
0
∫
M
p(s, x, y)|w(y)|dµ(y)ds= 0.(112)
We also define the corresponding local classes
Dloc(M) :=
{
w : 1Kw ∈ D(M) for all compact K ⊂ M
}
,
Kloc(M) :=
{
w : 1Kw ∈ K(M) for all compact K ⊂M
}
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In the literature, the class that we have called contractive Dynkin class
is sometimes also called generalized or extended Kato class. In any case,
the name Dynkin class is consistently reserved in the literature for the
class of w′s which satisfy the weaker assumption
sup
x∈M
∫ t
0
∫
M
p(s, x, y)|w(y)|dµ(y)ds <∞,
which motivates the name “contractive Dynkin class”. The Dynkin class
will not play any role in the sequel. Obviously, all these classes are
(complex) linear spaces which depend on the geometry of M , and one
has
K(M) ⊂ D(M), Kloc(M) ⊂ Dloc(M).
It is not quite clear where the D(M) class really appeared for the first
time. What can be said, however, is that this class has been systemati-
cally studied for the first time and in a very general context (replacing
Q with a general regular Dirichlet form and potentials by measures)
by P. Stollmann1 and J. Voigt in [130]. We refer the reader also to
[133], where K.-T. Sturm treats measure perturbations for the Laplace-
Beltrami operator under lower Ricci bounds.
Remark VI.2. 1. In typical applications, the contractive Dynkin class
does not seem to play an important role, since one usually deals with
Kato potentials. Nevertheless, many abstract results only require the
Dynkin property. In addition, it has been shown by Z.-Q. Chen and K.
Kuwae (cf. Example 4.3 in [29]) that on every geodesically complete M
with a Ricci curvature bounded from below by a constant and a strictly
positive injectivity radius, one has D(M) \ K(M) 6= ∅.
2. In order to illustrate what kind of singularities we are actually talking
about, we remark right away that Lq(Rm) ⊂ K(Rm) in the Euclidean
Rm, if m ≥ 2 and q > m/2. So for example the Coulomb potential 1/|x|
is in K(R3). We will come to geometric generalizations of such inclusions
later on.
The name “Kato class” stems from the paper [1] by B. Simon and M.
Aizenman, referring to the original paper by T. Kato [85] where this
class of potentials appeared for the first time in the context of essen-
tial self-adjointness of Schro¨dinger operators. In fact, Kato (essentially)
introduced the K(Rm) as follows: w ∈ K(Rm), if and only if
w ∈ L1unif,loc(R), if m = 1,(113)
lim
r→0+
sup
x∈Rm
∫
|x−y|≤r
|w(y)|hm(|x− y|)dy = 0, if m ≥ 2,(114)
1Note, however, that the authors do not reserve a particular symbol for this class.
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where hm : [0,∞]→ [0,∞] is given by
h2(r) := log(1/r), hm(r) := r
2−m, if m > 2,
and where L1unif,loc stands for the uniformly locally integrable functions.
The equivalence of the latter definition to our heat kernel definition is
not obvious, and has been established in [1]. In principle, one can also
define a class K′(M) in the spirit of (113) and (114) with ̺(x, y) and the
volume measure µ replacing their Euclidean analogues. However, the
class K′(M) does not seem to be useful for operator theory in general.
The reason for this is that without having appropriate Gaussian heat
kernel bounds of p(t, x, y) at hand, there is no reason to expect that
potentials from K′(M) are (form-) bounded with respect to H (which,
however, will turn out to be the case for K(M)). As one might expect,
in a sufficiently Euclidean situation, that is, if p(t, x, y) admits appro-
priate global Gauss-type upper and lower bounds, it can be shown that
K′(M) = K(M). For example, the last equality is true if M is geodesi-
cally complete with Ricci curvature bounded from below by a constant
and a strictly positive injectivity radius. The state of the art concerning
equalities of the type K′(M) = K(M) is contained in the seminal paper
[89] by K.Kuwae and M. Takahashi.
Altogether, the heat kernel characterization of K(Rm) from [1] should be
considered the starting point for almost every result that we will estab-
lish in the sequel. Our general philosophy is as follows: The analogue of
every Euclidean result for Schro¨dinger operators with K(Rm)-potentials
holds true on arbitrary, possibly incomplete Riemannian manifolds, if
one uses our definition of K(M), and likewise for D(M). Assumptions
on the geometry come into play in a second step only, namely when
one wants to guarantee that K(M) (which always contains L∞(M)) has
large Lq-type subspaces, which allows an easy decision on whether a
given singular potential is in K(M) or not. In this context, as we have
already remarked, it has been shown in [1] that for m ≥ 2 one has
Lq(Rm) ⊂ K(Rm) for every q > m/2. Again, such a result cannot
be expected in general. One of our central observations in this chap-
ter is that nevertheless one always has a weighted inclusion of the form
Lq(M,hdµ) ⊂ K(M), with h : M → (0,∞] a continuous density func-
tion which satisfies inf h > 0 and which is canonically given on every
Riemannian manifold. In the case of M = Rm, the geometry is simply
so mild that we can take h ≡ const.
We start by establishing the following well-known auxiliary results that
are always true without any further assumptions on the geometry. Ulti-
mately, these results justify the definitions of D(M) and K(M).
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Lemma VI.3. a) It holds that L∞(M) ⊂ K(M).
b) One has Dloc(M) ⊂ L1loc(M).
c) For any w ∈ D(M) one has
sup
x∈M
∫
M
∫ T
0
p(s, x, y)|w(y)|ds dµ(y) <∞ for all T > 0.
Proof. a) Let w ∈ L∞(M). Using ∫ p(s, x, y)dµ(y) ≤ 1, for all
t > 0 we get
sup
x∈M
∫ t
0
∫
M
p(s, x, y) |w(y)|dµ(y)ds ≤ t ‖w‖∞ <∞.
b) Let w ∈ Dloc(M), let K ⊂ M be compact, and pick some t > 0 such
that
sup
x∈M
∫ t
0
∫
K
p(s, x, y)|w(y)|dµ(y)ds <∞,(115)
and pick some C = C(K, t) > 0 such that for all s ∈ [t/2, t] and all
x, y ∈ K one has p(s, x, y) ≥ C. Then
(t− t/2)C
∫
K
|w(y)| dµ(y) ≤ sup
x∈M
∫
K
∫ t
0
p(s, x, y)ds |w(y)| dµ(y),
which is finite.
c) We will follow [90]: Take a t > 0 with (111), and pick l ∈ N with
T < lt. Then we can estimate
sup
x∈M
∫
M
∫ T
0
p(s, x, y)|w(y)|ds dµ(y)
≤ sup
x∈M
∫
M
∫ lt
0
p(s, x, y)|w(y)|ds dµ(y)
≤
l∑
k=1
sup
x∈M
∫
M
∫ t
0
p((k − 1)t+ s, x, y)|w(y)|ds dµ(y)
=
l∑
k=1
sup
x∈M
∫ t
0
∫
M
p((k − 1)t, x, z)
∫
M
p(s, z, y)|w(y)|dµ(y)dµ(z)ds
≤
(
l∑
k=1
sup
x∈M
∫
M
p((k − 1)t, x, z)dµ(z)
)
×
× sup
z∈M
∫ t
0
∫
M
p(s, z, y)|w(y)|dµ(y)ds
≤ l sup
z∈M
∫ t
0
∫
M
p(s, z, y)|w(y)|dµ(y)ds <∞,
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where we have used the Chapman-Kolomogorov identity and∫
p(s′, x′, y′)dµ(y′) ≤ 1.

Next, let us record the following simple inequalities (see also [39]):
Lemma VI.4. For any Borel function w :M → C and any r, t > 0, one
has (
1− e−rt) sup
x∈M
∫ ∞
0
e−rs
∫
M
p(s, x, y)|w(y)|dµ(y)ds
≤ sup
x∈M
∫ t
0
∫
M
p(s, x, y) |w(y)| dµ(y)ds
≤ ert sup
x∈M
∫ ∞
0
e−rs
∫
M
p(s, x, y)|w(y)|dµ(y)ds.
Proof. For any x ∈M we have∫ ∞
0
e−rs
∫
M
p(s, x, y)|w(y)|dµ(y)ds
=
∞∑
k=0
∫ t(k+1)
kt
e−rs
∫
M
p(s, x, y)|w(y)|dµ(y)ds
=
∞∑
k=0
e−rkt
∫
M
p(kt, x, z)
∫ t
0
∫
M
e−rsp(s, z, y)|w(y)|dµ(y) ds dµ(z)
≤
( ∞∑
k=0
e−rkt
)
sup
z∈M
∫ t
0
e−rs
∫
M
p(s, z, y)|w(y)|dµ(y)ds
=
1
1− e−rt supz∈M
∫ t
0
e−rs
∫
M
p(s, z, y)|w(y)|dµ(y)ds,
from which the claims easily follow. Here, we have used the Chapman-
Kolomogorov identity and
∫
p(s′, x′, y′)dµ(y′) ≤ 1. 
Now we continue with a useful characterization of the contractive Dynkin
and the Kato class, respectively. In view of
(H + r)−1 =
∫ ∞
0
e−rse−sHds,
and recalling our notation for the Wiener measure (Notation V.10), the
following lemma can be considered a resolvent/semigroup/Brownian mo-
tion equivalence-type result:
Lemma VI.5. a) For a Borel function w : M → C, the following state-
ments are equivalent:
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i) w ∈ D(M).
ii) One has
lim
t→0+
sup
x∈M
∫ t
0
∫
M
p(s, x, y)|w(y)|dµ(y)ds < 1.
iii) There is an r > 0 with
sup
x∈M
∫ ∞
0
e−rs
∫
M
p(s, x, y)|w(y)|dµ(y)ds < 1.
iv) One has
lim
r→∞
sup
x∈M
∫ ∞
0
e−rs
∫
M
p(s, x, y)|w(y)|dµ(y)ds < 1.
v) For some t > 0 one has
sup
x∈M
∫ t
0
Ex
[
1{s<ζ} |w(Xs)|
]
ds < 1.
vi) One has
lim
t→0+
sup
x∈M
∫ t
0
Ex
[
1{s<ζ} |w(Xs)|
]
ds < 1.
b) For a Borel function w : M → C, the following statements are equiv-
alent:
i) w ∈ K(M).
ii) One has
lim
r→∞
sup
x∈M
∫ ∞
0
e−rs
∫
M
p(s, x, y)|w(y)|dµ(y)ds = 0.
iii) One has
lim
t→0+
sup
x∈M
∫ t
0
Ex
[
1{s<ζ} |w(Xs)|
]
ds = 0.
Proof. a) The equivalence of i), ii), v), vi) and the equivalence of
iii), iv) are clear, and the equivalence of ii) and iv) follows from Lemma
VI.4.
b) The equivalence of i) and iii) is clear, and Lemma VI.4 directly implies
the equivalence of i) and ii). 
The following result is of fundamental importance, since it shows that
expressions of the type
∫ t
0
w(Xs)ds, which appear either directly or in
estimates in the context of Feynman-Kac-type formulae, are well-defined
for µ-a.e. x ∈ M , if w : M → R is locally integrable, and even for
all x, if w is locally contractively Dynkin. In the case of M = Rm,
a result of this type goes back to W. Faris and B. Simon [47], and the
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same proof applies to stochastically completeM ’s. The general, possibly
stochastically incomplete case has been treated by the author in [66].
It requires some additional technical adjustments, since one has to deal
with explosive paths:
Lemma VI.6. a) Let w ∈ L1loc(M). Then for µ-a.e. x ∈M one has
Px
{
w(X•) ∈ L1loc[0, ζ)
}
= 1.(116)
b) Let w ∈ Dloc(M). Then for any x ∈M one has (116).
Proof. We prepare the proof of the actual statements with some
auxiliary results: Pick a continuous function ρ : M → [0,∞) such that
for all c ∈ [0,∞) the level sets {ρ ∈ [c,∞)} are compact. Then the
collection of subsets (Un)n∈N of M given by
Un := interior of {ρ ∈ [1/n,∞)}
forms an exhaustion of M with open relatively compact subsets. For
every n ∈ N, define the first exit times
ζ (1)n := ζUn : ΩM −→ [0,∞].
Then the sequence ζ
(1)
n announces ζ with respect to Px for every x ∈M
in the following sense: There exists a set Ωx ⊂ ΩM with Px(Ωx) = 1,
such that for all paths γ ∈ Ωx one has the following two properties:
• ζ (1)n (γ)ր ζ(γ) as n→∞,
• the implication ζ(γ) <∞⇒ ζ (1)n (γ) < ζ(γ) holds true for all n.
To see that ζ is indeed announced by ζ
(1)
n in the asserted form, one can
simply set
Ωx := {γ ∈ ΩM : γ(0) = x}.
Then Px(Ωx) = 1 by Remark V.12.1, and the asserted properties follow
easily from continuity arguments, since Ωx is a set of continuous paths
that start in x. It follows immediately that ζ
(2)
n := min(ζ
(1)
n , n) also
announces ζ . As a consequence, for any x ∈ M , any Borel function
h : M → C and j = 1, 2 we have
Px
{
h(X•) ∈ L1loc[0, ζ)
}
= Px
⋂
n∈N
{∫ ζ(j)n
0
|h(Xs)| ds <∞
}
.
a) Let us first assume that w ∈ L1(M). Then, using Fubini (recall that
first exit times are FM -measurable and that X is jointly measurable),
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for any n we have∫
M
Ex
[∫ ζ(2)n
0
|w(Xs)| ds
]
dµ(x)
≤
∫
M
Ex
[∫ min(ζ,n)
0
|w(Xs)| ds
]
dµ(x)
=
∫
M
E
[∫ n
0
1{s<ζ} |w(Xs)| ds
]
dµ(x)
=
∫
M
∫ n
0
E
[
1{s<ζ} |w(Xs)|
]
dsdµ(x)
=
∫ n
0
∫
M
∫
M
p(s, x, y)dµ(x) |w(y)| dµ(y)ds <∞,(117)
which implies (116) in this situation. If one only has w ∈ L1loc(M), then
(since now 1Unw ∈ L1(M)) for µ-a.e. x and all n we have
Px
{∫ ζ(1)n
0
|w(Xs)| ds =∞
}
= Px
{∫ ζ(1)n
0
∣∣∣(1Un(Xs) + 1M\Un(Xs))w(Xs)∣∣∣ ds =∞
}
≤ Px
{∫ ζ(1)n
0
|(1Unw)(Xs)| ds =∞
}
= 0,
which again implies (116).
b) Let x ∈M , w ∈ D(M), n ∈ N. We have
Ex
[∫ ζ(2)n
0
|w(Xs)| ds
]
≤ Ex
[∫ min(ζ,n)
0
|w(Xs)| ds
]
= Ex
[∫ n
0
|w(Xs)| 1{s<ζ}ds
]
=
∫ n
0
∫
M
p(s, x, y) |w(y)|dµ(y),
and this number is finite for all n (in view of Lemma VI.3), which
shows (116) in the global contractive Dynkin case. Now, one can use
the same localization procedure as above to deduce (116) for arbitrary
w ∈ Dloc(M). 
The following result is again of fundamental importance, since it shows
that given a contractive Dynkin function w : M → R one can make
sense of H + w as a self-adjoint semibounded operator in the sense of
sesquilinear forms, using the KLMN theorem (cf. appendix, Theorem
B.10):
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Lemma VI.7. For any r > 0, any Borel function w : M → C, and any
f ∈ W 1,20 (M) one has∥∥∥√|w|f∥∥∥2
2
≤ Cr(w)
2
‖df‖22 + Cr(w)r ‖f‖22 ,(118)
where
Cr(w) := sup
x∈M
∫ ∞
0
e−rs
∫
M
p(s, x, y)|w(y)|dµ(y)ds ∈ [0,∞].
Proof. We can assume that w is nonnegative. It suffices to show∥∥∥ŵ1/2(H + r)−1/2h∥∥∥2
2
≤ Cr(w) ‖h‖22 for all h ∈ L2(M),(119)
where ŵ1/2 = ŵ1/2 denotes the maximally defined multiplication oper-
ator induced by w1/2, that is, Dom(ŵ1/2) is given by those f ∈ L2(M)
which satisfy w1/2f ∈ L2(M). Indeed, once we have established the
above estimate, applying it to h = (H + r)1/2f with f ∈ W 1,20 (M) =
Dom((H + r)1/2) proves∥∥∥ŵ1/2f∥∥∥2
2
≤ Cr(w)
∥∥(H + r)1/2f∥∥2
2
= Cr(w)
∥∥H1/2f∥∥2
2
+ rCr(w) ‖f‖22 ,
which is nothing but the asserted estimate. So it remains to prove (119).
To this end, setting wn := min(w, n) ∈ L∞(M), n ∈ N, and using
monotone convergence and Cr(wn) ≤ Cr(w), it is actually sufficient to
prove that for all n one has∥∥∥∥ŵ1/2n (H + r)−1/2∥∥∥∥2
2,2
≤ Cr(wn).(120)
Since ŵ
1/2
n and (H + r)−1/2 are self-adjoint and since L (L2(M)) is a
C∗-algebra, one has∥∥∥∥ŵ1/2n (H + r)−1ŵ1/2n ∥∥∥∥
2,2
=
∥∥∥∥ŵ1/2n (H + r)−1/2(ŵ1/2n (H + r)−1/2)∗∥∥∥∥
2,2
=
∥∥∥∥ŵ1/2n (H + r)−1/2∥∥∥∥2
2,2
.
To estimate this expression, let f1, f2 ∈ L2(M). Using the Laplace
transform
(H + r)−1 =
∫ ∞
0
e−rse−sHds,
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we get∣∣∣∣〈ŵ1/2n (H + r)−1ŵ1/2n f1, f2〉∣∣∣∣
≤
∫ ∞
0
∫
M
∫
M
w1/2n (x)|f1(y)|w1/2n (y)|f2(x)|p(s, x, y)e−rsdµ(y)dµ(x)ds.
Once we apply Cauchy-Schwarz to the Borel measure
dρ(y, x, s) = p(s, x, y)e−rsdµ(y)dµ(x)ds on M ×M × (0,∞),
we therefore get∣∣∣∣〈ŵ1/2n (H + r)−1ŵ1/2n f1, f2〉∣∣∣∣
≤
(∫ ∞
0
∫
M
∫
M
wn(x)|f1(y)|2p(s, x, y)e−rsdµ(y)dµ(x)ds
)1/2
×
(∫ ∞
0
∫
M
∫
M
wn(y)|f2(x)|2p(s, x, y)e−rsdµ(y)dµ(x)ds
)1/2
=
(∫
M
∫ ∞
0
e−rs
∫
M
wn(x)p(s, y, x)dµ(x)ds|f1(y)|2dµ(y)
)1/2
×
(∫
M
∫ ∞
0
e−rs
∫
M
wn(y)p(s, x, y)dµ(y)ds|f2(x)|2dµ(x)
)1/2
≤ Cr(wn)‖f1‖2‖f2‖2,
which proves (120). 
The above result is due to P. Stollmann and J. Voigt [130], who even
treat a more general context than Riemannian manifolds, namely regular
Dirichlet forms. In fact, they also allow the perturbations to be Kato
measures rather than Kato functions. Our proof is quite different from
that of [130] (see also [39]).
Finally, we record some exponential estimates. To this end, for every
Borel function w : M → C and any s ≥ 0, let
D(w, s) := sup
x∈M
Ex
[∫ s
0
|w(Xr)| 1{r<ζ}dr
]
∈ [0,∞].
Part a) of the following lemma is a classical result by M. Aizenman and
B. Simon for M = Rm. Essentially the same proof (with some modifica-
tions taking the explosion of paths into account) works for manifolds as
well:
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Lemma VI.8. a) For any w ∈ D(M), there are cj = cj(w) > 0, j = 1, 2,
such that for all t ≥ 0,
sup
x∈M
Ex
[
e
∫ t
0 |w(Xs)|ds1{t<ζ}
]
≤ c1etc2 <∞.(121)
In fact, for every s > 0 with D(w, s) < 1 one can pick the constants
c1 =
1
1−D(w, s) , c2 =
1
s
log
(
1
1−D(w, s)
)
.(122)
b) For any w ∈ K(M) and any δ > 1, there is a cδ = cδ(w) > 0 such
that for all t ≥ 0,
sup
x∈M
Ex
[
e
∫ t
0 |w(Xs)|ds1{t<ζ}
]
≤ δetcδ <∞.(123)
In fact, for every sδ > 0 with D(w, sδ) < 1 − 1/δ one can pick the
constant
cδ =
1
sδ
log
(
1
1−D(w, sδ)
)
.(124)
Proof. Let us first record some abstract facts:
1. With M˜ = M ∪{∞M} the Alexandrov compactification ofM , we can
canonically extend every Borel function v : M → C to a Borel function
v˜ : M˜ → C by setting v˜(∞M) = 0. Then one trivially has
Ex
[
e
∫ t
0
|v(Xs)|ds1{t<ζ}
]
≤ Ex
[
e
∫ t
0
|v˜(Xs)|ds
]
.(125)
2. (Khas’minskii’s lemma) For any Borel function v : M → C and any
s ≥ 0, let
J(v, s) := sup
x∈M
Ex
[
e
∫ s
0 |v˜(Xr)|dr
]
∈ [0,∞].
Then for every s > 0 with D(v, s) < 1 (of course, such an s does not
need to exist for an arbitrary v) it holds that
J(v, s) ≤ 1
1−D(v, s) .(126)
Proof: One has
D(v, s) = sup
x∈M
Ex
[∫ s
0
|v˜(Xr)| dr
]
.
For any n ∈ N, let
sσn :=
{
q = (q1, . . . , qn) : 0 < q1 < · · · < qn < s
}
⊂ Rn
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denote the open scaled simplex. In the chain of equalities
Ex
[
e
∫ s
0 |v˜(Xr)|dr
]
= 1 +
∞∑
n=1
(1/n!)
∫
[0,s]n
Ex [|v˜(Xq1)| . . . |v˜(Xqn)|] dnq
= 1 +
∞∑
n=1
∫
sσn
Ex [|v˜(Xq1)| . . . |v˜(Xqn)|] dnq
= 1 +
∞∑
n=1
∫ s
0
∫ s
q1
· · ·
∫ s
qn−1
Ex [|v˜(Xq1)| . . . |v˜(Xqn)|] dnq,
the first one follows from Fubini’s theorem, and the second one from
combining the fact that the integrand is symmetric in the variables qj
with the fact that the number of orderings of a real-valued tuple of
length n is n!. In particular, by comparison with a geometric series, it
is sufficient to prove that for all natural n ≥ 2, one has
Jn(v, s) := sup
x∈M
∫ s
0
∫ s
q1
· · ·
∫ s
qn−1
Ex [|v˜(Xq1)| . . . |v˜(Xqn)|] dnq
≤ D(v, s)Jn−1(v, s).(127)
But the Markov property of the family of Wiener measures implies
Jn(v, s) = sup
x∈M
∫ s
0
∫ s
q1
· · ·
∫ s
qn−2
∫
ΩM
|v˜(γ(q1))| . . . |v˜(γ(qn−1))| ×
×
∫
ΩM
∫ s−qn−1
0
|v˜(ω(u))| du dPγ(qn−1)(ω)dPx(γ)dn−1q
≤ D(v, s)Jn−1(v, s),(128)
which proves Khas’minskii’s lemma.
3. Let v : M → C be a Borel function which admits an s > 0 with
D(v, s) < 1. Then for any t > 0 and any such s, one has
J(v, t) ≤ 1
1−D(v, s)e
t
s
log( 11−D(v,s)).
Proof: Pick a large n ∈ N with t < (n+1)s. Then the Markov property
of the family of Wiener measures and Khas’minskii’s lemma imply
J(v, t) ≤ J(v, (n+ 1)s)
= sup
x∈M
∫
ΩM
e
∫ ns
0
|v˜(γ(r))|dr
∫
ΩM
e
∫ s
0
|v˜(ω(r))|drdPγ(ns)(ω)dPx(γ)
≤ 1
1−D(v, s)J(v, ns)
=
1
1−D(v, s)×
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× sup
x∈M
∫
ΩM
e
∫ (n−1)s
0
|v˜(γ(r))|dr
∫
ΩM
e
∫ s
0
|v˜(ω(r))|drdPγ((n−1)s)(ω)dPx(γ)
≤ . . . (n-times)
≤ 1
1−D(v, s)
(
1
1−D(v, s)
)n
≤ 1
1−D(v, s)e
t
s
log( 11−D(v,s)),
which proves (121) in view of (125).
Using the above observations, the actual statement of Lemma VI.8 can
be proved as follows: In case w ∈ D(M), there exists an s > 0 with
D(w, s) < 1, such that the claim follows from step 3. In case w ∈ K(M),
for any δ > 1 there exists a sδ > 0 with D(w, sδ) < 1 − 1/δ, and again
the claim follows from step 3. This completes the proof. 
The exponential estimate (121) will turn out to be the actual reason for
Lq-smoothing properties of semigroups generated by Schro¨dinger oper-
ators with locally integrable potentials that have some negative part in
D(M). There seems to be some belief that these Lq-smoothing results
require the stronger Kato assumption on the negative part of the po-
tential. The stronger estimate (123), however, really requires a Kato
condition. The importance of this better estimate has been noted by D.
Pallara and the author in [68] in the context of a de-Giorgi-type heat
kernel characterization of the Riemannian total variation. We will come
back to this later on.
Notation VI.9. The Lq-norm with respect to a Borel measure on M
of the form Ξ(y)dµ(y) will be denoted by ‖•‖q;Ξ, using the additional
convention ‖•‖q = ‖•‖q;Ξ|Ξ≡1. The corresponding Lq-spaces are to be
denoted by
LqΞ(M) := L
q(M,Ξdµ).
Now we can record the following useful Kato criterion:
Proposition VI.10. Let w = w1+w2 : M → C be a function which can
be decomposed into Borel functions wj : M → C satisfying the following
two properties:
• w2 ∈ L∞(M)
• there exists a real number q′ < ∞ such that q′ ≥ 1 if m = 1,
and q′ > m/2 if m ≥ 2, and a heat kernel control pair (Ξ, Ξ˜),
such that2 w1 ∈ Lq′Ξ (M).
2Note that one automatically has Lq
′
Ξ
(M) ⊂ Lq′(M), which is implied by inf Ξ >
0.
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Then for all u > 0 and all x ∈ M , one has the bound∫
M
p(u, x, y)|w(y)|dµ(y)≤ Ξ˜(u)1/q′ ‖w1‖q′;Ξ + ‖w2‖∞ .(129)
In particular, for any choice of q′ and (Ξ, Ξ˜) as above one has
Lq
′
Ξ (M) + L
∞(M) ⊂ K(M).
Proof. Once we have proved∫
M
p(u, x, y)|w(y)|dµ(y)≤ Ξ˜(u)1/q′ ‖w1‖q′;Ξ + ‖w2‖∞ ,(130)
the inclusion w ∈ K(M) clearly follows from
lim
t→0+
sup
x∈M
∫ t
0
∫
M
p(u, x, y)|w(y)|dµ(y)du
≤ C(w1) lim
t→0+
∫ t
0
Ξ˜(u)1/q
′
du+ C(w2) lim
t→0+
t = 0.
In order to derive (130), note first that the inequality∫
M
p(u, x, y)dµ(y) ≤ 1(131)
shows that we can assume w2 = 0. Furthermore, the case q
′ = 1 (which
is only allowed for m = 1) is obvious, so let us assume m ≥ 2 and q′ >
m/2. The essential trick to bound
∫
M
p(u, x, y)|w1(y)|dµ(y) is to factor
the heat kernel appropriately: Indeed, with 1/q′ + 1/q := 1, Ho¨lder’s
inequality and using (131) once more gives us the following estimate:∫
M
p(u, x, y)|w1(y)|dµ(y) =
∫
M
p(u, x, y)
1
q p(u, x, y)1−
1
q |w1(y)|dµ(y)
≤
(∫
M
p(u, x, y)dµ(y)
)1
q
(∫
M
|w1(y)|q′p(u, x, y)dµ(y)
) 1
q′
≤
(∫
M
|w1(y)|q′
(
Ξ˜(u)Ξ(y)
)
dµ(y)
) 1
q′
≤ Ξ˜(u)1/q′ ‖w1‖q′;Ξ .
This completes the proof. 
We immediately get the following corollary to Lemma VI.8 b):
Corollary VI.11. Under the assumptions of Proposition VI.10, for
any δ > 1 there exists a constant
cδ = cδ(q
′, ‖w1‖q′;Ξ , ‖w2‖∞) > 0,
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which only depends on the indicated parameters, such that for all t ≥ 0
one has
sup
x∈M
Ex
[
e
∫ t
0 |w(Xs)|ds1{t<ζ}
]
≤ δetcδ .
The striking fact about Corollary VI.11 is that by picking a heat kernel
control pair as in Remark IV.17.1, one can force the assumptions and
constants to depend only on data which are entirely of zeroth order with
respect to the metric g on M . Looking at the definition of the Kato
class, which a priori involves the heat kernel in a full global form, this a
surprising fact.
The following highly nontrivial localization result now becomes an imme-
diate consequence of Proposition VI.10 and the existence of heat kernel
control pairs (Remark IV.17.1):
Corollary VI.12. For any q′ as in Proposition VI.10, one has Lq
′
loc(M) ⊂
Kloc(M).
Proof. Indeed, pick a heat kernel control pair (Ξ, Ξ˜) for M . Given
a compact set K ⊂M and w ∈ Lq′loc(M), one has∫
K
|w|q′Ξdµ ≤
(
max
K
Ξ
)∫
K
|w|q′dµ <∞,
since Ξ is continuous, and thus 1Kw ∈ K(M). 
2. Specific results under some control on the geometry
While the previous results are true on every Riemannian manifold, it
might not come as a surprise that one can deduce “finer” global results
under some global control on the geometry, in particular for the Kato
class. We record two useful results of this type now. First, the follow-
ing fact is an immediate consequence of Proposition VI.10 and Remark
IV.17.2:
Corollary VI.13. Assume that there exists C, T > 0 such that for all
0 < t < T one has
sup
x∈M
p(t, x, x) ≤ Ct−m2 .(132)
Then for any q′ as in Proposition VI.10, one has
Lq
′
(M) + L∞(M) ⊂ K(M).
Second, we examine Coulomb potentials in the context of the Kato class:
In dimensions ≥ 3, we saw that global Gaussian upper bounds imply that
M is nonparabolic, therefore the question arises whether the correspond-
ing Coulomb potential G(•, y) = ∫∞
0
p(t, •, y)dt is in any of the classes
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D(M) or K(M) for fixed y. Using Corollary VI.13, it turns out that this
is the case in the physically relevant situation m = 3:
Proposition VI.14. Let m = 3 and assume that there exists a c1 > 0
such that for all t > 0 one has supx∈M p(t, x, x) ≤ c1t−
3
2 . Then for any
fixed y ∈M one has
G(•, y) ∈ L2(M) + L∞(M) ⊂ K(M).(133)
Moreover, there is a universal constant A > 0 such that for any y ∈M ,
r > 0, one has
sup
x∈M
∫ ∞
0
e−rs
∫
M
p(s, x, z)G(z, y)dµ(z)ds ≤ c1A√
r
.(134)
Proof. Pick an r < rEucl(y, 2) and a Euclidean coordinate system
φ : B(y, r) −→ U ⊂ R3
with accuracy 2. We write
G(x, y) = 1B(y,r/2)G(x, y) + 1M\B(y,r/2)G(x, y), x ∈M.
By Theorem IV.26, we have G(x, y) ≤ C̺−1(x, y) for all x ∈M \{y}. It
follows that x 7→ 1M\B(y,r/2)G(x, y) is bounded on M , and using Lemma
IV.13 b) we have∫
B(y,r/2)
G(x, y)2dµ(x) ≤ C2
∫
B(y,r/2)
̺(x, y)−2dµ(x)
= C2
∫
B(y,r/2)
̺(x, y)−2
√
det(gij)(x)dx
≤ 2C2 · sup
B(y,r/2)
√
det(gij) ·
∫
BRm (0,
√
2r)
|x|−2dx <∞.
This finishes the proof of (133). In order to see (134), we use the
Chapman-Kolmogorov identity and (69), which leads to∫ ∞
0
e−rs
∫
M
p(s, x, z)G(z, y)dµ(z)ds
=
∫ ∞
0
∫ ∞
0
e−rsp(s+ t, x, y)dt ds
≤ c1
∫ ∞
0
e−rs
∫ ∞
0
(s+ t)−
3
2dt ds = c1
∫ ∞
0
e−rs
∫ ∞
s
t−
3
2dt ds
≤ c1A′
∫ ∞
0
e−rss−
1
2ds = c1A
′′
∫ ∞
0
e−rs
2
ds =:
c1A√
r
,
which finishes the proof. 
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Note that, in view of Lemma VI.5, the bound (134) also provides a direct
proof of G(•, y) ∈ K(M).
CHAPTER VII
Foundations of covariant Schro¨dinger semigroups
1. Notation and preleminaries
The following definitions will be very convenient in the sequel:
Definition VII.1. a) Let E →M be a smooth metric C-vector bundle.
Then a Borel section V : M → End(E) in End(E) → M is called
a potential on E → M , if one has V (x) = V (x)∗ for all x ∈ M .
Here, V (x)∗ denotes the adjoint of the finite-dimensional linear oper-
ator1 V (x) : Ex → Ex with respect to the fixed metric on E →M .
b) Any triple (E,∇, V ) with E → M a smooth metric C-vector bundle,
∇ a smooth metric covariant derivative on E → M , and V a potential
on E → M will be written as (E,∇, V ) → M and called a covariant
Schro¨dinger bundle over M .
Every covariant Schro¨dinger bundle (E,∇, V ) → M gives rise to the
symmetric sesquilinear form QV in ΓL2(M,E) given by
Dom(QV ) =
{
f ∈ ΓL2(M,E) :
∫
M
|(V f, f)|dµ <∞
}
QV (f1, f2) =
∫
M
(V f1, f2)dµ.
Note that potentials which agree µ-a.e. give rise to the same sesqulinear
form. If |V | ∈ L1loc(M), then QV is densely defined, for then the domain
contains ΓC∞c (M,E). Furthermore, if V ≥ C for some C ∈ R, in the
sense that for all x ∈M all eigenvalues of V (x) are bounded from below
by C, then QV is closed: This follows from the lower-semicontinuity
characterization of the closedness of a semibounded sesquilinear form
(cf. Appendix B) and Fatou’s lemma.
Definition VII.2. Let (E,∇, V )→ M be a covariant Schro¨dinger bun-
dle, and assume that V admits a decomposition V = V+ − V− into po-
tentials V± on E → M with V± ≥ 0, such that |V+| ∈ L1loc(M) and
QV− is Q
∇-bounded with bound2 < 1. In this case, let H∇V denote the
1In case E = M × Cℓ → M is a trivial vector bundle, then under the usual
identifications V is nothing but a pointwise self-adjoint map V :M → Mat(C; ℓ× ℓ).
2See the Definition B.9 in the appendix.
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semibounded self-adjoint operator in ΓL2(M,E) which corresponds to
the closed, symmetric, semibounded, densely defined sesquilinear form3
Q∇V := Q
∇ +QV = Q∇ +QV+ −QV− .
The operator H∇V is called the covariant Schro¨dinger operator induced
by (E,∇, V )→ M , and(
e−tH
∇
V
)
t≥0
⊂ L (ΓL2(M,E))
is called its covariant Schro¨dinger semigroup.
Note that the (obviously symmetric) form Q∇V indeed has the asserted
properties: Firstly, it is densely defined, for by definition we have
Dom(Q∇V ) := Dom(Q
∇) ∩Dom(QV )
= Dom(Q∇) ∩Dom(QV+) ∩ Dom(QV−),
and by the assumption on V−, the above set is
= Dom(Q∇) ∩ Dom(QV+).
Thus, since V+ is assumed to be locally integrable, it follows that
ΓC∞c (M,E) ⊂ Dom(Q∇V ).
Secondly, the form Q∇ −QV− is closed and semibounded by the KLMN
theorem (cf. appendix, Theorem B.10), and Q∇V is the sum of that
form and the closed nonnegative form QV+ . Therefore, Q
∇
V is again
semibounded and closed.
Somewhat more explicitly, we have
Dom(Q∇V ) = ΓW 1,2∇,0(M,E) ∩ Dom(QV+),(135)
with
Q∇V (f1, f1) = Q
∇(f1, f2) +QV+(f1, f2)−QV−(f1, f2)
= (1/2)
∫
M
(∇f1,∇f2)dµ+
∫
M
(V+f1, f2)dµ−
∫
M
(V−f1, f2)dµ,
and by an abstract functional analytic fact (cf. the second property in
Theorem B.13 in the appendix), it holds that Dom(H∇V ) is precisely the
space of f ∈ Dom(Q∇V ) for which there exists h ∈ ΓL2(M,E) such that
for all ψ ∈ Dom(Q∇V ) one has
〈h, ψ〉 = Q∇V (f, ψ), and then H∇V f = h.(136)
3See Theorem B.13 in the appendix.
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We recall that for every fixed f ∈ ΓL2(M,E), the path
[0,∞) ∋ t 7−→ e−tH∇V f ∈ ΓL2(M,E)
is the uniquely determined continuous map
[0,∞) −→ ΓL2(M,E)
which is (norm) C1 in (0,∞) with values in Dom(H∇V ), and which sat-
isfies the abstract heat equation
(d/dt)e−tH
∇
V f = −H∇V e−tH
∇
V f, t > 0,
subject to the initial condition e−tH
∇
V f |t=0 = f .
Definition VII.3. Let E → M be a smooth metric C-vector bundle.
A potential V on E → M is called contractively Dynkin decomposable
or in short D-decomposable (respectively Kato decomposable or in short
K-decomposable), if there are potentials V± on E → M with V± ≥ 0
such that V = V+− V−, |V+| ∈ L1loc(M), and |V−| ∈ D(M) (respectively
|V−| ∈ K(M)). In this case, V = V+ − V− is called a contractive Dynkin
decomposition or in short a D-decomposition of V (respectively a Kato
decomposition or in short a K-decomposition of V ).
We remark that any D-decomposable potential is automatically locally
integrable by Lemma VI.3, and any K-decomposable potential is trivially
D-decomposable. Furthermore, using a previously established result on
first order Sobolev spaces, we immediately get:
Lemma VII.4. Let (E,∇, V ) → M be a covariant Schro¨dinger bundle
with V being D-decomposable. Then for every D-decomposition V =
V+ − V−, the form QV− is Q∇-bounded with bound < 1. In particular,
H∇V is well-defined. If V is even K-decomposable with K-decomposition
V = V+ − V−, then QV− is infinitesimally Q∇-bounded.
Proof. This follows immediately from combining the corresponding
scalar result (118) with Lemma III.15 b): Indeed, translating the esti-
mate (47) into the present situation implies that for every f ∈ Dom(Q∇),
one has |f | ∈ Dom(Q) and Q∇(f, f) ≥ Q(|f |, |f |). 
Being equipped with the scalar result from Lemma VI.3, the main in-
gredient of the above proof was to establish the inequality Q∇(f, f) ≥
Q(|f |, |f |) for all f ∈ Dom(Q∇). This inequality can be established with
completely different methods, too: One can use a covariant Feynman-
Kac formula for e−tH
∇
to establish the bound〈
e−tH
∇
f, f
〉
≤ 〈e−tH |f |, |f |〉 f ∈ ΓL2(M,E), t ≥ 0,
which by an abstract functional analytic fact (cf. appendix, Theorem
B.13) immediately implies Q∇(f, f) ≥ Q(|f |, |f |) for all f ∈ Dom(Q∇).
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This is the path that we followed in [62], where Lemma VII.4 stems
from. Since there is no ad hoc way to establish a covariant Feynman-Kac
formula for e−tH
∇
, however, we believe that Lemma III.15 b) provides a
more elementary approach.
2. Scalar Schro¨dinger semigroups and the Feynman-Kac (FK)
formula
3. Kato-Simon inequality
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APPENDIX A
Smooth manifolds and vector bundles
In this section, we recall some basic facts about smooth manifolds, closely
following [92]. In the sequel, all manifolds are understood to be with-
out boundary, unless otherwise stated. Let m ∈ N≥1 and let X be a
(topological) m-manifold. By definition, this means that X is a second
countable Hausdorff space which locally looks like Rm, in the sense that
for every x ∈ X there exists on open neighbourhood U of x, an open
subset V ⊂ Rm and a homeomorphism
ϕ = (x1, . . . , xm) : U −→ V.
Such a map ϕ is called a chart or a coordinate system for X . Alter-
natively, in the above situation one calls X a manifold and calls m the
dimension of X and writes dim(X) = m, noting that this number is
uniquely determined (cf. Theorem 1.2 in [92]). It then follows that X
is locally compact and metrizable (and therefore paracompact).
There is no danger in denoting a chart for X as above by (ϕ, U) or sim-
ply by its component functions ((x1, . . . , xm), U). Given another chart
(ϕ′, U ′) for X , the charts (ϕ, U) and (ϕ′, U ′) are called smoothly compat-
ible, if either U ∩ U ′ = ∅ or if the transition map
ϕ′ ◦ ϕ−1 : ϕ(U ∩ U ′) −→ ϕ′(U ∩ U ′)
is smooth.
A smoothly compatible atlas for X is a collection A = (ϕα, Uα)α∈A of
charts for X , such that (Uα)α is a cover of X and such that for all
α, α′ ∈ A the charts (ϕα, Uα) and (ϕα′, Uα′) are smoothly compatible. A
smooth structure onX is a smoothly compatible atlas A forX , such that
for every chart (ϕ, U) for X which is smoothly compatible with every
element of A, one already has (ϕ, U) ∈ A. (Of course such a structure
does not necessarily need to exist at all.) It follows easily that every
smoothly compatible atlas A for X is contained in a unique smooth
structure on X (cf. Proposition 1.17 in [92]), which will be called the
smooth structure induced by A.
A smooth m-manifold, or a smooth manifold of dimension m, dim(X) =
m, is defined to be a pair (X,A) given by anm-manifoldX and a smooth
structure A on X . Whenever there is no danger of confusion, one omits
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the smooth structure in the notation and simply calls X a smooth m-
manifold in the above situation.
When one says that (ϕ, U) is a smooth chart for the smooth m-manifold
X , this means that (ϕ, U) is contained in the underlying smooth struc-
ture. Likewise, when one says that A is a smooth atlas for the smooth
m-manifold X , this means that A is contained in the underlying smooth
structure on X . Let us give some standard examples in order to show
how these definitions work:
Example A.1. 1. Consider X := Rm with its standard Euclidean topol-
ogy. Then the single map ARm := {(idRm ,Rm)} clearly is a smoothly
compatible atlas for X . The induced smooth structure is called stan-
dard smooth structure on Rm. If nothing else is said, Rm will always
be equipped with this smooth structure. The system of open unit balls
{(idB1(x), B1(x)) : x ∈ Rm} also induces the standard smooth structure
on Rm, while for example the single map {(φ,R1)} with φ(x) = x3 in-
duces a smooth structure which is different from the standard smooth
structure on R1 (for idRm ◦ φ−1(x) = x1/3 is not smooth at x = 0).
2. Consider the standard m-sphere Sm ⊂ Rm+1 with its subspace topol-
ogy, and with N, S ∈ Sm the north pole and southpole. Let
φN : S
m \ {N} −→ Rm, φS : Sm \ {S} −→ Rm
denote the stereographic projection maps. Then the smoothly compati-
ble atlas
ASm := {(φN , Sm \ {N}), (φS, Sm \ {S})}
induces the standard smooth structure on Sm.
3. Every m-dimensional R-linear space canonically becomes a smooth
m-manifold (cf. Example 1.24 in [92]): Picking a basis f1, . . . , fm ∈ V ,
the isomorphism
φ : V −→ Rm,
m∑
j=1
xjfj 7−→ (x1, . . . , xm)
induces a smooth structure.
4. By the implicit function theorem, level sets of regular smooth maps
φ : U → R, where U ⊂ Rm is open, canonically become smooth (m−1)-
manifolds (cf. Example 1.32 in [92]).
5. Graphs of smooth maps φ : U → Rk, where U ⊂ Rm is open,
canonically become smooth m-manifolds (cf. Example 1.32 in [92]).
It follows that every smooth m-manifold admits a smooth countable and
locally finite atlas such that each chart domain is relatively compact.
Using topological dimension theory, one finds that every smooth m-
manifold admits a finite smooth atlas (cf. p. 43 in [54]), where of
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course the underlying chart domains cannot be chosen to be relatively
compact in general.
The following result is very useful, for example, in order to obtain new
smooth manifolds from old ones (cf. Lemma 1.3.5 in [92]):
Proposition A.2. Assume that Y is a set and that, for some index set
B,
ψβ :Wβ −→ W˜β , β ∈ B,
is a collection of bijective maps such that
• Wβ is a subset of Y and W˜β is an open subset of Rm for all
β ∈ B
• ψβ(Wβ∩Wα) and ψα(Wβ∩Wα) are open in Rm for all β, α ∈ B
• for all β, α ∈ B with Wβ ∩Wα 6= ∅, the map
ψα ◦ ψ−1β : ψβ(Wβ ∩Wα) −→ ψα(Wβ ∩Wα)
is smooth
• countably many Wβ’s cover X
• whenever x and y are two distinct points in Y , either there
exists some Wβ containing x and y, or there exist two disjoint
sets Wα, Wβ with x ∈ Wα and y ∈ Wβ.
Then there exists a unique topology on Y making it an m-manifold and a
unique smooth structure on Y such that ((ψβ,Wβ))β∈B becomes a smooth
atlas for Y .
From this result, it follows that an open subset U of a smooth m-
manifold X canonically becomes a smooth m-manifold itself: Indeed,
let (ϕα, Uα)α∈A be a smooth atlas for X . Then we may apply Proposi-
tion A.2 with
B := A, Wα := U ∩ Uα, W˜β := ϕα(U ∩ Uα),
ψα(x) := ϕα, x ∈ U ∩ Uα.
Furthermore, if in addition X ′ is a smooth m′-manifold, then X × X ′
canonically becomes a smooth (m+m′)-manifold: Let (ϕ′α′ , U
′
α′)α′∈A′ be
a smooth atlas for X ′. Then we may apply Proposition A.2 with
B := A× A′, W(α,α′) := Uα × U ′α′ , W˜(α,α′) := ϕα × ϕ′α′(Uα × U ′α′),
ψ(α,α′)(x, x
′) := (ϕα(x), ϕ′α′(x
′)), (x, x′) ∈ Uα × U ′α′ .
For example, the torus
Tm = S1 × · · · × S1︸ ︷︷ ︸
m-times
canonically becomes a smooth m-manifold this way.
For the rest of this section, let X be a smooth m-dimensional manifold.
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Given another smooth m′-manifold X ′, a map f : X → X ′ is called
smooth, if for every x ∈ X there exists a chart (ϕ, U) for X with x ∈ U
and a chart (ϕ′, U ′) for X ′ with f(U) ⊂ U ′ such that the map
ϕ(U) −→ ϕ′(U ′), x 7−→ ϕ′ ◦ f ◦ ϕ−1(x)
is smooth. This is obviously a local property which implies continuity.
One writes C∞(X,X ′) for the set of smooth functions from X to X ′.
A map f ∈ C∞(X,X ′) is called a smooth diffeomorphism, if it is bi-
jective such that f−1 is smooth, too. The space C∞(X,K) becomes an
(associative and commutative) K-algebra under the pointwise defined
multiplication and addition for K = R and K = C (identified with the
smooth 2-manifold R2). In particular, this structure canonically induces
a ring structure on C∞(X,K), too. Note also that smooth charts are,
by definition, smooth maps in the sense of the above definition.
Given any open cover (Uα)α∈A of X , a smooth partition of unity subor-
dinate to (Uα)α∈A will be understood to be a collection of smooth maps
(ϕα)α∈A ⊂ C∞(X,R) such that
• for each α ∈ A one has 0 ≤ φα ≤ 1 and supp(φα) ⊂ Uα
• (supp(φα))α∈A is a locally finite collection of sets
• for each x ∈ X one has ∑α∈A φα(x) = 1 (note that this is
automatically a finite sum due to the previous assumption).
The following important result (cf. Theorem 2.23 in [92]) allows to patch
certain local results to global ones:
Proposition A.3. For every open cover of X, there exists a smooth
partition of unity subordinate to it.
Let us now turn to vector bundles, referring the reader, e.g., to [87] for
a detailed study of the subject.
A smooth surjective map π : E → X from a smooth manifold E to X is
called a smooth K-vector bundle over X with rank ℓ (where K = C,R),
if
• each fiber Ex := π−1({x}) is an ℓ-dimensional K-vector space
• for each x0 ∈ X there is an open neighbourhood U ⊂ X of x0
which admits a smooth frame e1, . . . , eℓ : U → E.1
Alternatively, in the above situation one calls π : E → X a smooth vector
bundle, and the number rank(E) := ℓ is called the rank of π : E → X .
Note that dim(E) = m+ rank(E). We will usually ommit the map π in
the notation and simply denote the vector bundle by E → X .
1The statement that the ej ’s form a frame for E → X means that each ej is a
map such that ej(x) ∈ Ex and e1(x), . . . , eℓ(x) is a basis for Ex, for every x ∈ U .
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The simplest example of a smooth K-vector bundle over X of rank ℓ is
provided by the trivial vector bundle of rank ℓ: Here, one sets
E := X ×Kℓ −→ X, π(x, v) := x.
In this case, the fibers are given by the K-linear spaces Ex = {x} ×Kℓ,
and a globally defined smooth frame is thus given by ej(x) := (x, ej),
j = 1, . . . , ℓ, where the ej ’s are the standard basis of K
ℓ. As we will see
later on, the tangent space of X provides another example (which is not
trivial in the sense that in general one does not have a globally defined
smooth frame).
Let E → X be an arbitrary smooth K-vector bundle of rank k. A section
f of E → X over a subset U ⊂ X is nothing but a map f : U → E
such that f(x) ∈ Ex for all x. Spaces of sections of E → X over U are
denoted by Γ∗(U,E), where for example ∗ can stand for C∞ (smooth), C
(continuous), C∞c (smooth and compactly supported
2), and so on. Note
that ΓC∞(U,E) is a (left-) C
∞(U,K)-module via the pointwise defined
operations
(ψ1 + ψ2)(x) := ψ1(x) + ψ2(x),
(fψ1)(x) := f(x)ψ1(x), ψ1, ψ2 ∈ ΓC∞(U,E), f ∈ C∞(U,K).
Let F → X be a smooth K-vector bundle with rank l. A morphism of
smooth K-vector bundles f : E → F over X is a smooth map such that
f(x) : Ex −→ Fx K-linearly, for all x ∈ X .
Such an f is called an isomorphism of smooth K-vector bundles over X ,
if it is bijective and f−1 is a morphism of smooth K-vector bundles, too.
In the spirit of Proposition A.2, there is a recipe for the construction of
vector bundles:
Proposition A.4. Assume that E˜ =
⋃
x∈X E˜x is a disjoint family of
k˜-dimensional K-linear spaces and that (Wα)α∈B is an open cover of X
such that
• for every α ∈ B there exist maps
e˜
(α)
1 , . . . , e˜
(α)
k˜
: Wα −→ E˜ with e˜(α)j (x) ∈ E˜x for all x ∈ Wα(137)
which are pointwise linearly independent
• for every α, β ∈ B with Wα ∩Wβ 6= ∅ the transition map
Wα ∩Wβ −→ GL(K, k˜), x 7−→ Tα,β(x)
2Since each fiber Ex has its zero vector, there is an obvious way to say that a
continuous section f : X → E has a compact support.
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is smooth, where Tα,β(x) = (Tα,β(x))ij denotes the invertible
k˜ × k˜ matrix which is defined by the change of base
{e˜(α)1 (x), . . . , e˜(α)k˜ (x)} {e˜
(β)
1 (x), . . . , e˜
(β)
k˜
(x)}.
Then there is a unique topology on E˜ such that E˜ becomes an (m+ k˜)-
manifold, and there is a unique smooth structure on E˜ such that the
canonically given surjective map E˜ → X becomes a smooth K-vector
bundle over X with rank k˜ in such a way that the maps (137) are smooth
frames.
Again, this result allows to construct new vector bundles from old ones:
Let (ϕα, Uα)α∈A be an open cover of X such that for every α ∈ A there
exist frames
e
(α)
1 , . . . , e
(α)
k : Uα −→ E, f (α)1 , . . . , f (α)l : Uα −→ F,
a situation that can always be achieved. For example, the dual bundle
E∗ =
⋃
x∈X
E∗x −→ X
becomes a smooth K-vector bundle of rank k by setting
E˜x = E
∗
x, B := A, Wα = Uα, e˜
(α)
j := (e
(α)
j )
∗ (dual basis).
In a complete analogy, the following smooth K-vector bundles are con-
structed3:
E ⊕ F =
⋃
x∈X
Ex ⊕ Fx −→ X (Whitney sum),
E ⊗ F =
⋃
x∈X
Ex ⊗ Fx −→ X (tensor product bundle),
E ⊙ E =
⋃
x∈X
Ex ⊙ Ex −→ X (symmetric tensor product bundle),
E ∧ E =
⋃
x∈X
Ex ∧ Ex −→ X (antisymmetric tensor product bundle),
E∗ ⊠E =
⋃
(x,y)∈X×X
E∗x ⊠Ey =
⋃
x∈X
Hom(Ey, Ex) −→ X ×X.
We will use the standard notation
∧j E = E ∧ · · · ∧ E︸ ︷︷ ︸
j-times
−→ X (j-fold exterior product bundle),
∧ E =
ℓ⊕
j=1
∧kE −→ X (exterior algebra bundle).
3Of course, all algebraic operations are understood over K here.
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Note that the smooth K-vector bundle
End(E) =
⋃
x∈X
End(Ex) −→ X
of endomorphisms on E → X is well-defined by the previous construc-
tions, since
Ex ⊗E∗x = End(Ex) for all x ∈ X .
Note also that Proposition A.4 can be used to define the complexification
EC =
⋃
x∈X
Ex ⊗R C −→ X if K = R.
Serre-Swan’s theorem [120] states that for every smoothK-vector bundle
over X there exists another smooth K-vector bundle over X such that
their Whitney sum is isomorphic to some trivial smooth vector bundle
of the form X ×Kr → X .
Another application of Proposition A.4 is to provide a simple construc-
tion of the tangent bundle TX → X of X . This prototype of a smooth
vector bundle is defined as follows: For every x ∈ X define TxX to be
the R-linear space of R-derivations of C∞(X,R) at x. In other words,
TxX is given by all R-linear maps A : C
∞(X,R)→ R which satisfy the
Leibniz rule
A(f1f2) = f2(x)Af1 + f1(x)Af2, for all f1, f2 ∈ C∞(X,R).
Then TxX becomes an m-dimensional R-linear space. In fact, if
ϕ = (x1, . . . , xm) : U −→ U˜
is a smooth chart for X with x ∈ U , then a basis of a TxX is given by
the derivations at x defined by
C∞(X,R) ∋ f 7−→ ∂f
∂xj
(x) := ∂j(f ◦ ϕ−1)(x) ∈ R j = 1, . . . , m.
(138)
For example, a smooth curve γ : I →M (with I ⊂ R an interval) defines
for each t ∈ I an element γ˙(t) ∈ Tγ(t)X by means of
C∞(X,R) ∋ f 7−→ γ˙(t)f := (d/dt)f(γ(t)) ∈ R.
Then the tangent bundle of X is defined as follows:
TX :=
⋃
x∈X
TxX −→ X.
In view of (138), if one picks a smooth atlas for X , one can apply Propo-
sition A.4 in the obvious way to conclude that TX → X is a smooth
R-vector bundle over X with rank m, so that the maps
∂
∂xj
: U → TX
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induced by (138) become frames. Given another smooth m′-manifold X ′
and a smooth map Ψ : X → X ′, the tangent map
TΨ : TX −→ TX ′
is the uniquely determined smooth map such that for all x ∈ X one has
TΨ(x) : TX −→ TX ′ R-linearly
and for A ∈ TxM , TΨ(x)A is the derivation at Ψ(x) given by f 7→
A(f ◦ Ψ). Such an Ψ is called a smooth embedding, if Ψ is an injective
homeomorphism onto its image such that TΨ(x) has a full rank for all
x ∈M . By Whitney’s embedding theorem (cf. Theorem 6.15 in [92] for
a detailed proof), X can be smoothly embedded as a closed subset into
R2m+1.
Using the previous construction of dual bundles, we can immediately
define the smooth R-vector bundle
T ∗X := (TX)∗ −→ X
of rank m, the cotangent bundle of X . The sections of these (and their
induced) bundles are of distinguished importance. We set
ΩkC∞(X) := ΓC∞
(
X,∧kCT ∗X
)
,
ΩC∞(X) := Ω
1
C∞(X)⊕ · · · ⊕ ΩmC∞(X),
Ω0C∞(X) := C
∞(X) := C∞(X,C),
where
∧kCT ∗X = ∧kT ∗CX −→ X
denotes the complexification of ∧kT ∗X → X . (Note that this operation
commutes with ∧k.) For example, ΩkC∞(X) is the complex linear space of
complex-valued smooth differential forms on X . An analogous notation
will be used for other local or global regularity classes of sections of these
bundles, for example
ΩkC∞c (X) = ΓC∞c (X,∧kCT ∗X)
will denote the smooth compactly supported complex-valued differential
forms on X .
Finally, the real-linear space of smooth vector fields onX will be denoted
by
XC∞(X) := ΓC∞(X, TX).
Let us denote by Der(C∞(X,R)) the C∞(X,R)-module4 of derivations
on the R-algebra C∞(X,R), that is, a R-linear map
D : C∞(X,R) −→ C∞(X,R)
4This is meant under the pointwise defined operations.
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is in Der(C∞(X,R)), if and only if
D(f1f2) = f1D(f2) + f2D(f2) for all f1, f2 ∈ C∞(X,R).
Every vector field A ∈ XC∞(X) induces the derivation
DA ∈ Der(C∞(X,R)), DAf(x) := A(x)f(x).
In fact, the assignment
XC∞(X) −→ Der(C∞(X,R)), A 7−→ DA
is an isomorphism of C∞(X,R)-modules (cf. Theorem 5.6.3 in [122]).
APPENDIX B
Facts about self-adjoint operators
1. Self-adjoint operators and the spectral calculus
For the convenience of the reader, we collect some facts about unbounded
linear operators in Hilbert spaces here. For a detailed discussion of the
below results, we refer the reader to [142, 143, 84].
Let H be a complex separable Hilbert space. The underlying scalar
product, which is assumed to be antilinear in its first slot, will be simply
denoted by 〈•, •〉, and the induced norm (as well as the induced operator
norm) is denoted by ‖•‖. The linear space of bounded linear operators
H → H is denoted by L (H ). If nothing else is said, convergence in
H is understood to be norm convergence. Given a linear operator S in
H , we denote by Dom(S) ⊂ H its domain, by Ran(S) ⊂ H its range,
and by Ker(S) ⊂ H its kernel.
In the sequel, let S and T be arbitrary linear operators in H .
1.1. Basic definitions. Firstly, T is called an extension of S (sym-
bolically S ⊂ T ), if Dom(S) ⊂ Dom(T ) and Sf = Tf for all f ∈
Dom(S).
In case S is densely defined, the adjoint S∗ of S is defined as follows:
Dom(S∗) is given by all f ∈ H for which there exists f ∗ ∈ H such that
〈f ∗, h〉 = 〈f, Sh〉 for all h ∈ Dom(S),
and then S∗f := f ∗. A densely defined S is called symmetric, if S ⊂ S∗;
self-adjoint, if S = S∗; and normal, if Dom(S) = Dom(S∗) and ‖Sf‖ =
‖S∗f‖ for all f ∈ Dom(S). Clearly, self-adjoint operators are symmetric
and normal.
The operator S is called semibounded (from below), if there exists a
constant C ≥ 0 such that for all f ∈ Dom(S) one has
〈Sf, f〉 ≥ −C ‖f‖2 ,(139)
or in short: S ≥ −C. Since H is assumed to be complex, semibounded
operators are automatically symmetric (by complex polarization).
S is called closed, if whenever (fn) ⊂ Dom(S) is a sequence such that
fn → f for some f ∈ H and Sfn → h for some h ∈ H , then one has
f ∈ Dom(S) and Sf = h.
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S is called closable, if it has a closed extension. In this case, S has a
smallest closed extension S, which is called the closure of S. The closure
S is determined as follows: Dom(S) is given by all f ∈ H for which
there exists a sequence (fn) ⊂ Dom(S) such that fn → f and such that
(Sfn) converges, and then Sf := limn Sfn.
Since adjoints of densely defined operators are closed, it follows that sym-
metric operators are closable and that self-adjoint operators are closed.
If S is densely defined and closable, then S∗ is densely defined and
S∗∗ = S. We also record the following result (cf. Proposition 3.11 in
[11] for a complete proof), which seems to be well-known in the context
of Hilbert complexes [23]:
Proposition B.1. Let S be a densely defined and closed operator with
Ran(S) ⊂ Dom(S) and S2 = 0. Then S+S∗ is self-adjoint on its natural
domain Dom(S∗ + S) = Dom(S) ∩ Dom(S∗).
In case S is closed, a linear subspace D ⊂ Dom(S) is called a core of S, if
S|D = S, and this core property is equivalent to the following property:
For every f ∈ Dom(S) there exists a sequence (fn) ⊂ Dom(S) such that
(fn) converges to f in the graph norm of S, that is,
‖fn − f‖+ ‖Sfn − Sf‖ → 0.
If T is symmetric, then T is called essentially self-adjoint, if T is self-
adjoint. It follows immediately from the definitions that if T is symmet-
ric and S is self-adjoint with T ⊂ S, then T is essentially self-adjoint if
and only if Dom(S) is a core of T .
We record:
Theorem B.2. Assume that S is semibounded with S ≥ −C for some
constant C ≥ 0. Then S is essentially self-adjoint, if and only if there
exists z ∈ C \ [−C,∞) such that Ker((S − z)∗) = {0}.
Proof. This is a combination of Satz 5.14, Satz 10.2.a), Satz 10.3.a),
Satz 10.11.b) in [143]. 
1.2. Spectrum and resolvent set. The resolvent set ρ(S) is de-
fined to be the set of all z ∈ C such that S − z is invertible as a linear
map Dom(S) → H and is in addition bounded as a linear operator
from H to H . If S is closed and (S − z)−1 invertible, then (S − z)−1
is automatically bounded by the closed graph theorem. The spectrum
σ(S) of S is defined as the complement σ(S) := C\ρ(S). Resolvent sets
of closed operators are open, therefore spectra of closed operators are
always closed.
A number z ∈ C is called an eigenvalue of S, if Ker(S − z) 6= {0}.
In this case, dimKer(S − z) is called the multiplicity of z, and each
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f ∈ Ker(S − z) \ {0} is called an eigenvector of S corresponding to
z. Of course each eigenvalue is in the spectrum. The eigenvalues of
a symmetric operator are real, and the eigenvectors corresponding to
different eigenvalues of a symmetric operator are orthogonal. A simple
result that reflects the subtlety of the notion of a “self-adjoint operator”
when compared to that of a“symmetric operator” is the following: A
symmetric operator in H is self-adjoint, if and only if its spectrum is
real. If S is self-adjoint, then S ≥ −C for a constant C ≥ 0 is equivalent
to σ(S) ⊂ [−C,∞) (cf. Satz 8.26 in [143]).
The essential spectrum σess(S) ⊂ σ(S) of S is defined to be the set of all
eigenvalues λ of S such that either λ has an infinite multiplicity, or λ is an
accumulation point of σ(S). Then the discrete spectrum σdis(S) ⊂ σ(S)
is defined as the complement
σdis(S) := σ(S) \ σess(S).
As every isolated point in the spectrum of a self-adjoint operator is an
eigenvalue (cf. Folgerung 3, p. 191 in [142]), it follows that in case of
S being self-adjoint, the set σdis(S) is precisely the set of all isolated
eigenvalues of S that have a finite multiplicity.
1.3. A result from perturbation theory. Let H ′ be another
complex separable Hilbert space. We recall that given q ∈ [1,∞), some
K ∈ L (H ,H ′) is called
• compact, if for every orthonormal sequence (en) in H and every
orthonormal sequence (fn) in H ′ one has 〈Ken, fn〉 → 0 as
n→∞
• q-summable (or an element of the q-th Schatten class of opera-
tors H → H ′), if for every (en), (fn) as above one has∑
n
|〈Ken, fn〉|q <∞.
(We refer the reader to Section 3 in [143] for a detailed study of com-
pact operators and the Schatten classes.) Let us denote the class of
compact operators with J∞(H ,H ′) and the q-th Schatten class with
J q(H ,H ′), with the convention J •(H ) := J •(H ,H ). These are
linear spaces with
J q1(H ,H ′) ⊂ J q2(H ,H ′) for all q2 ∈ [1,∞], with q1 ≤ q2,
and one has inclusions of the type J q ◦L ⊂ J q, L ◦J q ⊂ J q for all
q ∈ [1,∞], and J q1 ◦J q2 ⊂ J q3 if 1/q1+1/q2 = 1/q3 with qj ∈ [1,∞).
For obvious reasons, J 1 is called the trace class, and moreover J 2 is
called the Hilbert-Schmidt class. A bounded operator on an L2-space is
Hilbert-Schmidt, if and only if it is an integral operator with a square
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integrable integral kernel. We record the following basic result from
perturbation theory:
Theorem B.3. Assume that S is self-adjoint and semibounded, that T
is symmetric with Dom(S) ⊂ Dom(T ) and that T (S − z)−1 ∈ J∞(H )
for some (or equivalently, for all) z ∈ ρ(S). Then S + T is self-adjoint
and semibounded on its natural domain Dom(S) ∩ Dom(T ) = Dom(S),
and moreover
σess(S) = σess(S + T ).
Proof. Combine Satz 9.7, Satz 9.13, and Satz 9.14 from [143]. 
1.4. Spectral calculus and the spectral theorem. A spectral
resolution P on H is a map P : R→ L (H ) such that
• for every λ ∈ R one has P (λ) = P (λ)∗, P (λ)2 = P (λ) (that is,
each P (λ) is an orthogonal projection onto its image)
• P is monotone in the sense that λ1 ≤ λ2 implies Ran(P (λ1)) ⊂
Ran(P (λ2))
• P is right-continuous in the strong topology of L (H )
• limλ→−∞ P (λ) = 0 and limλ→∞ P (λ) = idH , both in the strong
sense.
It follows that for every f ∈ H , the function
λ 7→ 〈P (λ)f, f〉 = ‖P (λ)f‖2
is right-continuous and increasing. Thus by the usual Stieltjes con-
struction it induces a Borel measure on R, which will be denoted by
〈P (dλ)f, f〉. This measure has the total mass
〈P (R)f, f〉 = ‖f‖2 .
Given such P and a Borel function φ : R→ C, the set
DP,φ :=
{
f ∈ H :
∫
R
|φ(λ)|2 〈P (dλ)f, f〉 <∞
}
is a dense linear subspace of H (cf. Satz 8.8 in [143]), and accordingly
one can define a linear operator φ(P ) with Dom(φ(P )) := DP,φ in H
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by mimicking the complex polarization identity,
〈φ(P )f1, f2〉 := (1/4)
∫
R
φ(λ) 〈P (dλ)(f1 + f2), f1 + f2〉
−(1/4)
∫
R
φ(λ) 〈P (dλ)(f1 − f2), f1 − f2〉
+(
√−1/4)
∫
R
φ(λ)
〈
P (dλ)(f1 −
√−1f2), f1 −
√−1f2
〉
−(√−1/4)
∫
R
φ(λ)
〈
P (dλ)(f1 +
√−1f2), f1 +
√−1f2
〉
,
where f1, f2 ∈ Dom(φ(P )). Every spectral measure induces the following
“calculus”:
Theorem B.4. Let P be a spectral resolution on H , and let φ : R→ C
be a Borel function. Then:
(i) φ(P ) is a normal operator with φ(P )∗ = φ(P ); in particular, φ(P ) is
self-adjoint, if and only if φ is real-valued.
(ii) One has ‖φ(P )‖ ≤ supR |φ| ∈ [0,∞].
(iii) If φ ≥ −C for some constant C ≥ 0, then one has φ(P ) ≥ −C.
(iv) If φ′ : R→ C is another Borel function, then
φ(P )+φ′(P ) ⊂ (φ+φ′)(P ), Dom(φ(P )+φ′(P )) = Dom((|φ|+ |φ′|)(P ))
and
φ(P )φ′(P ) ⊂ (φφ′)(P ), Dom(φ(P )φ′(P )) = Dom((φφ′)(P ))∩Dom(φ′);
in particular, if φ′ is bounded, then
φ(P ) + φ′(P ) = (φ+ φ′)(P ),
φ(P )φ′(P ) = (φφ′)(P ).
(v) For every f ∈ Dom(φ(P )) one has
‖φ(P )f‖2 =
∫
R
|φ(λ)|2 〈P (dλ)f, f〉 .
Proof. The statements (i), (ii), (iii), (v), and the first two claims of
(iv) are included in Satz 8.8 in [143]. The first two claims of (iv) easily
imply the last two claims of (iv). 
One variant of the spectral theorem is:
Theorem B.5. For every self-adjoint operator S in H there exists pre-
cisely one spectral resolution PS on H such that S = idR(PS). The
operator PS is called the spectral resolution of S, and it has the follow-
ing additional properties:
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• PS is concentrated on the spectrum of S in the sense that for
every Borel function φ : R→ C one has
φ(PS) = (1σ(S) · φ)(PS)
• if φ : R→ R is continuous, then σ(φ(PS)) = φ(σ(S))
• if φ, φ′ : R→ R are Borel functions, then one has the transfor-
mation rule (φ ◦ φ′)(PS) = φ(Pφ′(PS)).
Proof. The existence and uniqueness of a spectral resolution PS
with S = idR(PS) is the content of Satz 8.11 in [143]. The other state-
ments follow straightforwardly by combining Satz 8.17 in [143] with Satz
8.21 in [143]. 
In view of these results, given a self-adjoint operator S in H , the calculus
of Theorem B.4 applied to P = PS is usually referred to as the spectral
calculus of S. Likewise, given a Borel function φ : R→ C one sets
φ(S) := φ(PS).
Remark B.6. Let S be a self-adjoint operator in H .
1. The spectral calculus of S is compatible with all functions of S that
can be defined “by hand”. For example, for every z ∈ C \ K one has
φ(S) = (S− z)−1 with φ(λ) := 1/(λ− z), or Sn = φ(S) with φ(λ) := λn.
2. If S is a semibounded operator and z ∈ C is such that ℜz < min σ(S),
then the spectral calculus (together with a well-known Laplace transfor-
mation formula for functions) shows that for every b > 0 one has the
following formula for f1, f2 ∈ H :〈
(S − z)−bf1, f2
〉
=
1
Γ(b)
∫ ∞
0
sb−1
〈
ezse−sSf1, f2
〉
ds.(140)
3. The collection (e−itS)t∈R forms a strongly continuous unitary group
of bounded operators, and for every ψ ∈ Dom(S), the path
R ∋ t 7−→ ψ(t) := e−itS , ψ ∈ H
is the unique (norm-)differentiable path with ψ(0) = ψ which solves the
abstract Schro¨dinger equation
(d/dt)ψ(t) = −√−1Sψ(t), t ∈ R.
In particular, ψ(t) ∈ Dom(S) for all t ∈ R (cf. Satz 8.20 in [143]).
4. If S ≥ −C for some constant C ≥ 0, then the collection (e−tS)t≥0
forms a strongly continuous self-adjoint semigroup of bounded operators
(contractive, if one can pick C = 0), and one has the abstract smoothing
effect
Ran(e−tS) ⊂
⋂
n∈N≥1
Dom(Sn) for all t > 0.
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Moreover, for every ψ ∈ H the path
[0,∞) ∋ t 7−→ ψ(t) := e−tS, ψ ∈ H
is the uniquely determined continuous path with ψ(0) = ψ which is
differentiable in (0,∞) and satisfies there the abstract heat equation
(d/dt)ψ(t) = −Sψ(t)
(cf. Corollary 4.11 in [55]).
5. If S ≥ −C for some constant C ≥ 0 and if e−tS ∈ J 1(H ), then S
has a purely discrete spectrum (cf. Lemma 10.7 in [55]).
Finally, we record the following general commutation result (in fact, we
will use it only in the situation T = T ∗, where the proof follows almost
immediately from the spectral calculus).
Proposition B.7. Let T be a closed densely defined operator in H .
Then the operators TT ∗ and T ∗T are self-adjoint and ≥ 0, and for every
Borel function φ : R→ R with
sup
λ∈R
|φ(λ2)|+ sup
λ∈[0,∞)
|
√
λφ(λ)| <∞
one has φ(T ∗T )T ⊂ Tφ(T ∗T ) and φ(TT ∗)T ∗ ⊂ T ∗φ(TT ∗). All these
operators are bounded on their dense domains.
Proof. Following the appendix of [42], we define the operator
T :=
(
0 T ∗
T 0
)
in H ⊕ H , where the above is a symbolic notation for Dom(T ) =
Dom(T )⊕ Dom(T ∗), T (f1 ⊕ f2) = T ∗f2 ⊕ Tf1. Then T is self-adjoint1,
so that
T 2 =
(
T ∗T 0
0 TT ∗
)
is self-adjoint and ≥ 0, and so are its components. Furthermore, the
assumption supλ∈R |φ(λ2)| < ∞ implies φ(T 2)T ⊂ Tφ(T 2), in view of
Theorem B.4 (iv). (The boundedness of λ 7→ φ(λ2) is really used here
for an equality of operators!) Since the spectral calculus commutes with
direct sums of Hilbert spaces, we now get(
0 φ(T ∗T )T ∗
φ(TT ∗)T 0
)
=
(
φ(T ∗T ) 0
0 φ(TT ∗)
)(
0 T ∗
T 0
)
⊂
(
0 T ∗
T 0
)(
φ(T ∗T ) 0
0 φ(TT ∗)
)
=
(
0 T ∗φ(TT ∗)
Tφ(T ∗T ) 0
)
.
1This self-adjointness is a standard result in “supersymmetric” quantum mechan-
ics, where it means that “supercharges are self-adjoint” (cf. Lemma 5.3 in [137] for
a detailed proof).
142 B. FACTS ABOUT SELF-ADJOINT OPERATORS
Finally, to see the claims concerning the boundedness, it follows from the
above inclusions and identities that it is sufficient to prove that Tφ(T 2)
is bounded. To prove this boundedness, note that with W := T 2 = T ∗T
we have the polar decomposition (cf. Satz 8.22b in [143]) T = U
√
W ,
with some isometry
U : Ran(
√
W ) −→ Ran(T ),
so that ∥∥Tφ(T 2)∥∥ ≤ ‖U‖ ∥∥∥√Wφ(W )∥∥∥ ,
and
∥∥∥√Wφ(W )∥∥∥ <∞ is implied by the spectral calculus and the spec-
tral theorem, since σ(W ) ⊂ [0,∞), so that PW is concentrated on [0,∞),
and supλ∈[0,∞) |
√
λφ(λ)| <∞ by assumption. 
2. Sesquilinear forms in Hilbert spaces
In this section, we collect some basic facts about possibly unbounded
sesquilinear forms on Hilbert spaces. Unless otherwise stated, all state-
ments below can be found in section VI of T. Kato’s book [84].
Let again H be a complex separable Hilbert space. A sesquilinear form
Q on H is understood to be a map
Q : Dom(Q)×Dom(Q) −→ C,
where Dom(Q) ⊂ H is a linear subspace called the domain of definition
of Q, such that Q is antilinear2 in its first slot, and linear in its second
slot.
Let Q and Q′ be sesquilinear forms on H in this section.
The sum Q+Q′ of Q and Q′ is the sesquilinear form which is defined in
the obvious way, with its domain of definition given by Dom(Q+Q′) =
Dom(Q) ∩ Dom(Q′).
Q′ is called an extension of Q, symbolically Q ⊂ Q′, if Dom(Q) ⊂
Dom(Q′) and if both forms coincide on Dom(Q).
Q is called symmetric, if Q(f1, f2) = Q(f2, f1)
∗, and semibounded (from
below), if there exists a constant C ≥ 0 such that
Q(f, f) ≥ −C ‖f‖2 for all f ∈ Dom(Q),(141)
symbolically Q ≥ −C. Again by complex polarization, every semi-
bounded form is automatically symmetric.
2We warn the reader, however, that in [84] the forms are assumed to be antilinear
in their second slot; thus, if Q(f1, f2) is a form in our sense, the theory from [84] has
to be applied to the complex conjugate form Q(f1, f2)
∗.
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Following Kato, given a sequence (fn) ⊂ Dom(Q) and f ∈ Dom(Q) we
write fn −→
Q
f as n→∞, if one has fn → f in H and in addition
Q(fn − fm, fn − fm)→ 0 as n,m→∞.
Then Q is called closed, if fn −→
Q
f implies that f ∈ Dom(Q). A
semibounded Q is closed, if and only if for some/every C ≥ 0 with
Q ≥ −C the scalar product on Dom(Q) given by
〈f1, f2〉Q,C = (1 + C) 〈f1, f2〉+Q(f1, f2)(142)
turns Dom(Q) into a Hilbert space. Futhermore, for a semibounded
Q ≥ −C its closedness is equivalent to the lower-semicontinuity of the
function
H −→ [−C,∞], f 7−→
{
Q(f, f), if f ∈ Dom(Q)
∞ else.
The form Q is called closable, if it has a closed extension. If Q is semi-
bounded and closable, then it has a smallest semibounded and closed
extension Q, which is (well-)defined as follows: Dom(Q) is given by all
f ∈ H that admit a sequence (fn) ⊂ Dom(Q) with fn −→
Q
f ; then one
has
Q(f, h) = lim
n
Q(fn, hn), where fn −→
Q
f , hn −→
Q
h.
If Q is closed, then a linear subspace D ⊂ Dom(Q) is called a core of Q,
if Q|D = Q.
Proposition B.8. If Q and Q′ are semibounded and closed, then Q+Q′
is semibounded and closed.
The following notions will be convenient:
Definition B.9. Let Q be symmetric. If Dom(Q) ⊂ Dom(Q′), then Q′
is called
• Q-bounded with bound < 1, if there exist constants δ ∈ [0, 1),
A ∈ [0,∞) such that
|Q′(f, f)| ≤ A ‖f‖2 + δQ(f, f) for every f ∈ Dom(Q),(143)
• infinitesimally Q-bounded, if for every δ ∈ [0,∞) there exists a
constant A = Aδ ∈ [0,∞) with (143).
The next result from perturbation theory is the famous KLMN (Kato-
Lax-Lions-Milgram-Nelson) theorem (see for example Satz 4.16 and its
proof in [143]):
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Theorem B.10. Let Q be semibounded and closed, and let Q′ be sym-
metric and Q-bounded with bound < 1. Then Q+Q′ is semibounded and
closed on its natural domain Dom(Q)∩Dom(Q′) = Dom(Q). Moreover,
every form core of Q is also one of Q+Q′, and for every constant c ≥ 0
with Q ≥ −c and every A, δ as in (143) one has the explicit lower bound
Q +Q′ ≥ −(1− δ)c− A.
Proof. The proof is actually very simple: Based on the assumption
on Q′, one immediately finds that the norms ‖•‖Q,C and ‖•‖Q+Q′,C are
equivalent for C > 0 large enough, which proves that Q+Q′ is closed and
also has the core property. The lower bound is also seen immediately. 
Using the spectral calculus one defines:
Definition B.11. Given a self-adjoint operator S in H , the (densely
defined and symmetric) sesquilinear formQS in H given by Dom(QS) :=
Dom(
√|S|) and
QS(f1, f2) :=
〈√
|S|f1,
√
|S|f2
〉
is called the form associated with S.
The following fundamental result links the world of densely defined,
semibounded, closed forms with that of semibounded self-adjoint oper-
ators (cf. Theorem VIII.15 in [115] for this exact formulation):
Theorem B.12. For every self-adjoint semibounded operator S in H ,
the form QS is densely defined, semibounded and closed. Conversely,
for every densely defined, closed and semibounded sesquilinear form Q
in H , there exists precisely one self-adjoint semibounded operator SQ
in H such that Q = QSQ. The operator SQ will be called the operator
associated with Q.
The correspondence S 7→ QS has the following additional properties:
Theorem B.13. Let Q be densely defined, closed and semibounded.
Then:
• SQ is the uniquely determined self-adjoint and semibounded op-
erator in H such that Dom(SQ) ⊂ Dom(Q) and
〈SQf1, f2〉 = Q(f1, f2) for all f1 ∈ Dom(SQ), f2 ∈ Dom(Q).
• Dom(SQ) is a core of Q; some f1 ∈ Dom(Q) is in Dom(SQ), if
and only if there exists f2 ∈ H and a core D of Q with
Q(f1, f3) = 〈f2, f3〉 for all f3 ∈ D,
and then SQf1 = f2.
2. SESQUILINEAR FORMS IN HILBERT SPACES 145
• One has
Dom(Q) =
{
h ∈ H : lim
t→0+
〈
h− e−tSQh
t
, h
〉
<∞
}
,
Q(h, h) = lim
t→0+
〈
h− e−tSQh
t
, h
〉
.
• One has
min σ(SQ) = inf{Q(f, f) : f ∈ Dom(Q), ‖f‖ = 1}
= inf{〈SQf, f〉 : f ∈ Dom(SQ), ‖f‖ = 1}.
Proof. The first assertion follows from Theorem 2.1 in [84].
For the asserted heat semigroup characterization, just note that〈
f − e−tSQf
t
, f
〉
=
∫ ∞
minσ(SQ)
1− e−tλ
t
〈
PSQ(dλ)f, f
〉
for all f ∈ H ,
Dom(Q) = Dom
(√
|SQ|
)
=
{
h ∈ H :
∫ ∞
minσ(SQ)
|λ| 〈PSQ(dλ)h, h〉 <∞
}
,
Q(h, h) =
∫ ∞
minσ(SQ)
|λ| 〈PSQ(dλ)h, h〉 , h ∈ Dom(Q).
In particular, the limit of
〈
f−e−tSQf
t
, f
〉
as t → 0+ always exists as an
element of [min σ(SQ),∞], and it is finite if and only if f ∈ Dom(Q). In
this case, the limit is Q(f, f).
The formula for min σ(SQ) also follows easily from the spectral calculus
(cf. Satz 8.27 in [143]). 
Notation B.14. If Q, Q′ are symmetric, we write Q ≥ Q′, if and only
if Dom(Q) ⊂ Dom(Q′) and Q(f, f) ≥ Q′(f, f) for all f ∈ Dom(Q).
The Friedrichs extension of a semibounded operator can be defined as
follows:
Example B.15. Let S ≥ −C be a symmetric (in particular, a densely
defined) and semibounded operator in H . Then the form (f1, f2) 7→
〈Sf1, f2〉 with domain of definition Dom(S) is closable, and of course
the closure Q˜S of that form is densely defined and semibounded. The
operator SF associated with Q˜S is called the Friedrichs realization of S.
The operator SF can also be characterized as follows: SF is the uniquely
determined self-adjoint semibounded extension of S with domain of def-
inition ⊂ Dom(Q˜S). Let MC(S) denote the class of all self-adjoint ex-
tensions of S which are ≥ −C. Thus we have SF ∈ MC(S), and in
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addition the following maximality property holds:
T ∈ MC(S) ⇒ QT ≤ Q˜S .
In particular, SF has the smallest bottom of spectrum min σ(SF ) among
all operators in MC(S). This is Krein’s famous result on the character-
ization of semibounded extensions [4] [88].
3. Strong convergence results for semigroups
3.1. Semigroup convergence from convergence on a core.
The following result is probably the most elementary convergence result
for infinite-dimensional self-adjoint semigroups (cf. Theorem VIII.25
and Theorem VIII.20 in [115]):
Theorem B.16. Let S and Sn, n ∈ N, be self-adjoint semibounded
operators in a complex separable Hilbert space H , and assume that there
exists a subspace D ⊂ H which is a common core for S and Sn for all
n, such that Snf → Sf as n→∞ for all f ∈ D. Then for all t ≥ 0 and
all f ∈ H one has e−tSnf → e−tSf as n→∞.
3.2. Monotone convergence of sesquilinear forms. We record
the following two classical results concerning the monotone convergence
of sequences of sesquilinear forms here (cf. Theorem 3.1 and Theorem
4.2 in [128]). First for increasing sequences:
Theorem B.17. Let Q1 ≤ Q2 ≤ . . . be a sequence of densely defined,
closed and semibounded sesquilinear forms on a common complex sepa-
rable Hilbert space H . Assume that{
f ∈
⋂
n
Dom(Qn) : sup
n
Qn(f, f) <∞
}
⊂ H(144)
is dense. Then Q(f1, f2) := limnQn(f1, f2) (polarization!) with the do-
main as given by (144) is a closed, semibounded sesquilinear form Q in
H , and with Sn the operator corresponding to Qn and S the operator
corresponding to Q, one has
e−tSnf → e−tSf as n→∞, for all t ≥ 0 and all f ∈ H .
The situation for decreasing sequences is a little more subtle, since one
has to assume the closability of the limit form. (In fact, one can drop
closability, in which case one gets convergence to the operator corre-
sponding to the closure of the regular part of Q, with Q as below; we
will not need this subtle generalization.)
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Theorem B.18. Let Q1 ≥ Q2 ≥ . . . be a sequence of densely defined,
closed and semibounded sesquilinear forms on a common complex Hilbert
space H . Assume that the sesquilinear form in H given by
Q(f1, f2) := lim
n
Qn(f1, f2), Dom(Q) :=
⋃
n
Dom(Qn)
is closable. Then Q is automatically closed (it is obviously densely de-
fined and semibounded), and with Sn the operator corresponding to Qn
and S the operator corresponding to Q, one has
e−tSnf → e−tSf in H as n→∞, for all t ≥ 0, and all f ∈ H .
This follows from Theorem 3.2 and Theorem 4.2 in [128].
4. Abstract Kato-Simon inequalities
Let E → M be a smooth metric C-vector bundle over a smooth Rie-
mannian manifold M . We recall our previous convention that 〈•, •〉
(respectively ‖•‖) denotes the various L2-scalar products (respectively
norms), whereas (•, •) (respectively |•|) denotes the various fiberwise
taken finite-dimensional scalar products (respectively norms). The Rie-
mannian volume measure is denoted by µ. The following result has been
shown by Hess/Schrader/Uhlenbrock in [75]:
Theorem B.19. Let S be a self-adjoint nonnegative operator in ΓL2(M,E),
and let T be a self-adjoint nonnegative operator in L2(M). Then the fol-
lowing statements are equivalent:
(i) For all f ∈ ΓL2(M,E) and all t ≥ 0, one has
|e−tSf | ≤ e−tT |f | µ-a.e.
(ii) There exists an operator core D for S such that for all λ > 0,
f1 ∈ D, h ∈ L2≥0(M), there exists an f2 ∈ ΓL2(M,E) with the following
properties:
• |f2| = (T + λ)−1h µ-a.e.
• 〈f1, f2〉 = 〈|f1|, |f2|〉
• ℜ 〈Sf1, f2〉 ≥ 〈|f1|, T |f2|〉 .
The following simple observation, which can also be found in [75], is
sometimes useful:
Remark B.20. Let A be a bounded operator in ΓL2(M,E), and let B
be a bounded operator in L2(M). Then the following statements are
equivalent:
• For all f ∈ ΓL2(M,E), one has
|Af | ≤ B|f | µ-a.e.
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• For all f1, f2 ∈ ΓL2(M,E), one has
〈Af1, f2〉 ≤ 〈B|f1|, B|f2|〉 µ-a.e..
Note that Theorem B.19 is in fact entirely measure theoretic in the sense
that one could replace M by an arbitrary sigma-finite measure space. In
this case, E → M could be taken to be any “measurable metric C-vector
bundle” (with the canonically induced L2-spaces). In the trivial bundle
case E = M×C→ C, the implication (ii)⇒ (i) had already been shown
by B. Simon in [127], who also conjectured the implication (i) ⇒ (ii)
therein (and independently gave a proof of (i)⇒ (ii) for this special case
in [129]). For further abstract results that are in the spirit of Theorem
B.19, we refer the reader to I. Shigekawa’s paper [123], and the results
by E.M. Ouhabaz [108, 109]. For results of this type for operators on
Banach lattices, we refer the reader to W. Arendt’s paper [6].
5. Weak-to-strong differentiability theorem
Theorem B.21. Let M be a smooth m-manifold, let U ⊂ M be open,
let H be a Hilbert space, and let k ∈ N≥1. Then every map
Ψ : U −→ H
that is Ck in the weak sense is automatically Ck−1 in the norm sense.
Clearly, one can assume that U ⊂ Rm for the proof. By an induction
argument we can even assume U ⊂ R1. This situation is covered in
Section 1.5 of [33]. As one might expect, the key to this result is the
uniform boundedness principle.
6. Trotter’s product formula
The following is T. Kato’s version of Trotter’s product formula [86]:
Theorem B.22. Let H1, H2 be self-adjoint semibounded operators in a
common Hilbert space, with the corresponding sesquilinear forms denoted
by Q1 and Q2, respectively. Assume that Q := Q1+Q2 is densely defined
on its natural domain Dom(Q1) ∩ Dom(Q2) (it is automatically closed
and nonnegative), and let H denote the operator corresponding to Q.
Then one has
e−tH = lim
n→∞
(
e−(t/n)H1e−(t/n)H2
)n
strongly as n→∞.
APPENDIX C
Some measure theoretic results
The following well-known result on measurable spaces is often useful:
Proposition C.1. Let X ≡ (X,A ) be a measurable space, let (Y, ̺) be
a complete metric space (equipped with its Borel sigma-algebra), and let
fn : X → Y , n ∈ N, be a sequence of measurable maps. Then the set
X ′ :=
{
x : lim
n→∞
fn(x) exists
}
⊂ X
is measurable.
Proof. We know this fact from [43]. The proof is actually simple:
One just has to note that
X ′ =
{
x : lim sup
n→∞
sup
k,l∈N,l≥k
̺(fk(x), fl(x)) = 0
}
,
which is obviously a measurable subset. 
In the sequel, given a measure1 space (X,A , µ), whenever there is no
danger of confusion, we will ommit the sigma-algebra A in the notation
and simply write (X, µ) ≡ (X,A , µ), and
Lqµ(X) ≡ Lq(X,A , µ)
for the corresponding complex Banach space. The corresponding Lq-
norms are denoted by ‖•‖Lqµ , and the operator norms for linear operators
from Lq1µ (X) → Lq2ρ (Y ) by ‖•‖Lq1µ ,Lq2ρ . Let us also abbreviate that given
a real-valued measurable function f on (X, µ), its integral
∫
fdµ is also
allowed to take the value +∞ in case∫
max(f, 0)dµ =∞ and
∫
(−min(f, 0))dµ <∞,
and
∫
fdµ is also allowed to take the value −∞ in case∫
max(f, 0)dµ <∞ and
∫
(−min(f, 0))dµ =∞.
This is implicitely understood in the formulation of Theorem C.4 below.
1A measure will always be understood to be nonnegative. Also, it is not assumed
that measures are complete or sigma-finite, unless otherwise stated.
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1. Monotone class theorem
Let X be a set and let M be a system of subsets of X . Then M is
called
• a π-system in X , if M is nonempty and stable under taking
finitely many intersections
• a monotone Dynkin-system in X , if one has X ∈ M together
with the following two properties:
A,B ∈ M , A ⊂ B ⇒ B \ A ∈ M
(Aj)j∈N ⊂ M , A1 ⊂ A2 ⊂ . . . ⇒
⋃
j∈N
Aj ∈ M .
As for sigma-algebras, given a system of subsets M of X there always
exists a smallest monotone Dynkin-system which contains M , and every
sigma-algebra clearly is a monotone Dynkin-system. One has the follow-
ing elementary but nevertheless useful measure theoretic monotone class
theorem (cf. Satz 1.4 in [71]):
Theorem C.2. Let X be a nonempty set, and let M be a π-system in
X. Then the smallest monotone Dynkin-system which contains M is
equal to the smallest sigma-algebra which contains M .
A typical application of this fact is the following basic uniqueness result
for sigma-finite measures:
Corollary C.3. Let X be a nonempty set, let M be a π-system in X,
and let 〈M 〉 denote the smallest sigma-algebra which contains M . Then
for every pair of sigma-finite measures µ1 and µ2 on 〈M 〉, one has the
implication
µ1|M = µ2|M ⇒ µ1 = µ2.
Indeed, one first considers the case that both measures are finite. Then
the collection
C := {A ∈ 〈M 〉 : µ1(A) = µ2(A)}
is a monotone Dynkin-system which contains M . Thus C = 〈M 〉. The
extension to the sigma-finite case is straightforward.
2. A generalized convergence result for integrals
Theorem C.4. Let (X, µ) be a measure space, and assume that fn,
n ∈ N, f , h are real-valued measurable functions on X, which satisfy
h ∈ L1µ(X), fn ≤ h, fn ≥ f for all n , lim
n→∞
fn = f µ-a.e.
Then one has
lim
n→∞
∫
fndµ =
∫
fdµ ∈ R ∪ {−∞}.
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Remark C.5. Likewise, one can also assume
h ∈ L1µ(X), fn ≥ h, fn ≤ f for all n , lim
n→∞
fn = f µ-a.e.,
to deduce
lim
n→∞
∫
fndµ =
∫
fdµ ∈ R ∪ {+∞}.
We refer the reader to Theorem 12.2.6 in [83].
3. Regular conditional expectations
The following simple definition will be convenient:
Definition C.6. A measurable space (Ω,F ) is called a standard mea-
surable space, if (Ω,F ) ∼= (R,B(R)) (R with its Borel sigma-algebra),
in the sense that there exists a measurable bijection
J : (Ω,F ) −→ (R,B(R))
such that J−1 is measurable, too.
Uncountable Polish spaces with their Borel sigma-algebras are R-standard,
and so are uncountable measurable subsets of Polish spaces with their
induced (trace-) sigma-algebras [82].
Theorem C.7. Let (Ω,F ) and (Ω′,F ′) be both standard measurable
spaces, with F ′ containing all singletons. Assume further that P is a
finite measure on (Ω,F ) and that
F : (Ω,F ) −→ (Ω′,F ′)
is measurable. Then there exists a PF := F∗P-uniquely determined map2
Ω′ −→ {probability measures on (Ω,F )},
ω′ 7−→
(
F ∋ F 7−→ P(N |F = ω′) ∈ [0, 1]
)
with the following property: For all Borel functions
Ψ : (Ω,F ) −→ [0,∞), Ψ′ : (Ω′,F ′) −→ [0,∞),
the function
(Ω′,F ′) ∋ ω′ 7−→
∫
Ω
Ψ(ω)dP(ω|F = ω′) ∈ [0,∞]
2This means that, if
Ω′ −→ {probability measures on (Ω,F )},
ω′ 7−→ ˜P (•|F = ω′)
is another map with the stated property, then for PF -a.e. ω′ and for all N ∈ F , one
has ˜P(N |F = ω′) = P(N |F = ω′).
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is Borel with
∫
Ω
Ψ′(F (ω))Ψ(ω)dP(ω) =
∫
Ω′
Ψ′(ω′)
(∫
Ω
Ψ(ω)dP(ω|F = ω′)
)
dPF (ω′).
(145)
The map ω′ 7→ P(•|F = ω′) is called the regular conditional expectation
of P with respect to F . It has the following additional property: For all
ω′ ∈ Ω′, B′ ∈ F ′, one has
P({F ∈ B′}|F = ω′) = 1B′(ω′), in particular, P({F = ω′}|F = ω′) = 1.
Proof. First of all, by replacing P with P/P(Ω) if necessary, we
can and we will assume that P is a probability measure. In this case,
all statements follow from Theorem 3.3 in [82] and its corollary, except
that there one finds the statement∫
{F∈B′}
Ψ(ω)dP(ω) =
∫
B′
(∫
Ω
Ψ(ω)dP(ω|F = ω′)
)
dPF (ω
′),
for all B′ ∈ F ′, instead of (145). This is, however, easily seen to be
equivalent to the latter (by approximating Ψ′ with a monotonely increas-
ing sequence of simple functions and using monotone convergence). 
We also stress the fact that even if P is not assumed to be a probability
measure, in any case P(•|F = ω′) is a probability measure for all ω′ ∈ Ω′.
4. Riesz-Thorin interpolation
We will make use of the following interpolation theorem for complex-
valued Lq-spaces. The proof uses Hadamard’s three line theorem. As
one might guess, the result turns out to be “quantitatively” wrong for
real-valued Lq-spaces, if one allows all values of aj , bj in the below result
(although of course the result remains “qualitatively” true in the real
case, meaning that one simply gets worse constants then). We refer the
interested reader to [138] for a detailed discussion of these subtleties, and
to Satz 2.65 in [143] for a detailed proof of Riesz-Thorin’s interpolation
theorem.
Theorem C.8 (Riesz-Thorin’s interpolation theorem). Let (X, µ) and
(Y, ρ) be sigma-finite measure spaces, let a0, a1, b0, b1 ∈ [1,∞], and as-
sume that
T : La0µ (X) ∩ La1µ (X) −→ Lb0ρ (Y ) ∩ Lb1ρ (Y )
is a complex linear map. Assume further that there are numbers C0, C1 >
0 such that for all f ∈ La0µ (X) ∩ La1µ (X) one has
‖Tf‖
L
b0
ρ
≤ C0 ‖f‖La0µ , ‖Tf‖Lb1ρ ≤ C1 ‖f‖La1µ .
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Then for any r ∈ [0, 1], there exists a bounded extension
Tar ,br ∈ L
(
Larµ (X), L
br
ρ (Y )
)
of T , which satisfies
‖Tar ,br‖Larµ ,Lbrρ ≤ C1−r0 Cr1 , where
1
ar
:=
1− r
a0
+
r
a1
,
1
br
:=
1− r
b0
+
r
b1
,
with the usual conventions 1/∞ := 0, 1/0 :=∞.
5. Pitt’s Theorem
Finally, let us record the following result by L.D. Pitt [114] on the
stability of the compactness of linear operators (whose proof is surpringly
complicated!):
Theorem C.9. Let (X, µ), (Y, ρ) be measure spaces, let 1 < p1 < ∞,
1 ≤ p2 ≤ ∞ and let
S, T ∈ L (Lp1µ (X), Lp2ρ (Y ))
be bounded operators such that S is positivity-preserving and such that
for any f ∈ Lp1µ (X) one has |Tf | ≤ S|f | ρ-a.e. Then, if S is a compact
operator, T is also a compact operator.
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