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WANNIER FUNCTIONS FOR NON-PERIODIC SYSTEMS IN
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Abstract. Exponentially-localized Wannier functions (ELWFs) are a basis
of the Fermi projection of a material consisting of functions which decay ex-
ponentially fast away from their maxima. When the material is insulating
and crystalline, conditions which guarantee existence of ELWFs in dimen-
sions one, two, and three are well-known, and methods for constructing the
ELWFs numerically are well-developed. We consider the case where the ma-
terial is insulating but not necessarily crystalline, where much less is known.
In one spatial dimension, Kivelson and Nenciu-Nenciu have proved ELWFs
can be constructed as the eigenfunctions of a self-adjoint operator acting on
the Fermi projection. In this work, we identify an assumption under which
we can generalize the Kivelson-Nenciu-Nenciu result to two dimensions and
higher. Under this assumption, we prove that ELWFs can be constructed as
the eigenfunctions of a sequence of self-adjoint operators acting on the Fermi
projection.
Keywords: Wannier functions and Projected position operator and Hybrid
Wannier functions and Topological insulators and Disordered systems
1. Introduction
The starting point for understanding electronic properties of materials is the
many-body ground state of the material’s electrons. In the independent electron
approximation, electrons in the ground state occupy the eigenstates of the single-
electron Hamiltonian with energy up to the Fermi level. The subspace of the
single-electron Hilbert space occupied by electrons in the ground state is known as
the Fermi projection [3]. It is often desirable to find orthonormal bases of the Fermi
projection which are as spatially localized as possible. Such bases are important
both for theoretical and numerical studies of materials. For example, they form the
basis of the modern theory of polarization [25, 49, 36], and can dramatically speed
up numerical calculations [19, 31, 57, 36].
For insulating crystalline materials a natural family of spatially localized bases
are the Wannier bases. The elements of a Wannier basis are known as Wannier
functions and are constructed (in the simplest case) by integrating the Bloch func-
tions of the occupied Bloch bands with respect to the quasi-momentum over the
Brillouin zone. Since each Bloch function is only defined up to a complex phase,
or “gauge”, Wannier functions are not unique. By changing the gauge, one can
change the spatially localization of the corresponding Wannier functions.
In pioneering work, Kohn found that for non-degenerate Bloch bands of inversion-
symmetric crystals in one spatial dimension it is always possible to choose the gauge
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of the Bloch functions such that the associated Wannier functions decay exponen-
tially fast in space [30]. In the years since many authors have worked to generalize
Kohn’s result. A summary of these results is as follows.
• In one spatial dimension, the Fermi projection of an insulating crystalline
material can always be represented by exponentially-localized Wannier func-
tions [8, 13, 41, 24, 40].
• In two dimensions, the same result holds if and only if the Chern number, a
topological invariant associated with the occupied Bloch functions, vanishes
[8, 13, 41, 24, 40, 7, 44, 37].
• In three dimensions, the result holds as long as three “Chern-like” numbers
all vanish [8, 13, 41, 24, 40, 7, 44].
An important special case of these results is that exponentially-localized Wannier
bases always exist whenever the insulating crystal is symmetric under (Bosonic or
Fermionic) time-reversal, since this implies that the Chern and Chern-like numbers
vanish [44].
For insulating materials without crystalline atomic structure, Bloch functions
do not exist and hence cannot be used to construct a spatially localized basis. In
spite of this, Nenciu-Nenciu [38], following up an idea of Kivelson [28], proved by
construction that exponentially-localized bases of the Fermi projection always exist
in one spatial dimension. When the material is crystalline and inversion-symmetric,
the elements of the basis constructed in this way reduce to the Wannier functions
originally constructed by Kohn [30, 28]. Exponentially-localized bases of the Fermi
projection are conjectured to exist more generally, at least whenever time-reversal
symmetry holds [39, 42]. Beyond one spatial dimension, their existence has been
proven in a few special cases [9, 39, 18, 46] (see Section 1.3 for discussion of these
works); for more details of the one-dimensional case see [48, 29]. In what follows, we
will refer to any localized basis of the Fermi projection of a non-periodic insulator
as a generalized Wannier basis, and to the elements of such a basis as generalized
Wannier functions.
In this work we introduce and prove validity of a new construction of exponen-
tially localized generalized Wannier functions for periodic and non-periodic insula-
tors in two dimensions and higher. Our results can be thought of as generalizing
Kivelson and Nenciu-Nenciu’s ideas to higher dimensions, although our method
relies on a novel assumption which is unnecessary in one dimension. We conjec-
ture that under appropriate hypotheses this assumption is equivalent to vanishing
of topological obstructions in the case where the material is periodic, and provide
numerical evidence to support this using the two dimensional Haldane model. We
provide full details of the proof in the case of an infinite material in two dimensions
described by a continuum PDE model.
Our proof involves technical innovations compared with the proofs of Nenciu-
Nenciu. In general, our proof is more operator-theoretic, which allows us to extend
our proof to discrete and/or finite models in a straightforward way (up to details
which we explain in each case). Our operator-theoretic proof of exponential localiza-
tion in particular requires several new ideas compared with that of Nenciu-Nenciu.
Our construction implies a new algorithm for numerically computing general-
ized Wannier functions in finite systems, both with periodic boundary conditions
and otherwise. We find that this algorithm indeed yields exponentially localized
Wannier functions for the Haldane model in its non-topological phase with periodic
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and Dirichlet boundary conditions, even with weak disorder. The algorithm fails
in the topological (Chern) insulator phase because our basic assumption does not
hold in this case. We remark that in general, methods for numerical computation
of generalized Wannier functions are significantly less developed than methods for
computing Wannier functions [35, 56, 36, 14, 11, 12], although see Appendix A of
[35] and [53]. Numerical methods for computing generalized Wannier functions in
finite systems can be viewed as Boys localization schemes [6].
1.1. Paper Organization. The remainder of our paper is organized as follows.
We explain our main theoretical result without making our assumptions completely
explicit, and explain in what sense our result generalizes Kivelson-Nenciu-Nenciu’s
one dimensional result, in Section 1.2. We review previous literature on constructing
generalized Wannier functions for non-periodic materials in Section 1.3. We show
results of implementing our numerical algorithm in Section 2, where we also show
numerical evidence supporting our conjecture that our assumption is equivalent to
vanishing of the Chern number. We state the main theorem we will prove precisely
in Section 4, after reviewing some notations in Section 3. The proof of our main
theorem is presented across Sections 5, 6, and 7. We sketch the generalizations
of our results to higher dimensional systems in Section 8, and to discrete systems
in Section 9. We summarize our conclusions and highlight some future directions
in Section 10. We defer proofs of key estimates required for the proof of our main
theorem to Appendices A, B, and C, and proofs of estimates needed for the discrete
case to Appendix D.
1.2. The Kivelson-Nenciu-Nenciu Idea and our Main Theorem. In this
section we begin by reviewing Kivelson-Nenciu-Nenciu’s construction of exponen-
tially localized generalized Wannier functions in one spatial dimension. We will
then present our main theorem without making our assumptions completely pre-
cise. We will make our assumptions precise, and then re-state our main result, in
Section 4.
Consider the Hilbert space H = L2(R) and let H be a Hamiltonian of the form
H = −∆ + V (x),
where V is a real potential, not necessarily periodic, satisfying certain regularity
conditions. For example, we can take V ∈ L∞(R) (see (2.1) of [38] for a weaker
condition). Assume that the Fermi level lies in a spectral gap of H, let P denote
the Fermi projection, and let X denote the position operator Xf(x) = xf(x). The
Kivelson-Nenciu-Nenciu idea is that in one spatial dimension, the eigenfunctions
of the operator PXP form an exponentially localized generalized Wannier basis. A
sketch of Nenciu-Nenciu’s rigorous proof that this proposal works is as follows.
Using exponential decay of P (Lemma 1 of [38]), PXP is well-defined on the do-
main D(X)∩range(P ), and extends to an unbounded self-adjoint operator range(P )
→ range(P ). Because of decay induced by X (in the resolvent), PXP has com-
pact resolvent and hence only real, discrete eigenvalues. Since the spectral theorem
implies that the eigenfunctions of PXP form an orthonormal basis of range(P ), it
remains only to prove that the eigenfunctions of PXP exponentially decay. This
can be verified by a direct calculation from the eigenequation PXPf = λf which
again relies on exponential decay of P .
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Sorted Non-Zero Eigenvalues of PXP
Figure 1.1. Detail from plot of the sorted non-zero eigenvalues of PXP where
P is the Fermi projection and X is the lattice position operator [Xψ]m,n =
[mψ]m,n for the Haldane model on a 24 × 24 lattice with periodic boundary
conditions. Parameters for the Haldane model are defined in Section 2.1. The
left plot corresponds to a non-topological phase (Chern = 0) with parameters
(t, t′, v, φ) = (1, 0, 1, 0). The right plot corresponds to topological phase (Chern
= 1) with parameters (t, t′, v, φ) = (1, 1
4
, 1, pi
2
). In the non-topological phase,
the spectrum of PXP shows clear gaps, while in the topological phase, the
spectrum does not have clear gaps.
In this work, we focus on the Hilbert space H = L2(R2) and let H be a Hamil-
tonian of the form
(1.1) H = (−i∇+A(x, y))2 + V (x, y).
Suppose V is a real scalar function and A is a real vector function, not necessarily
periodic, satisfying certain regularity conditions. For example, we can take V ∈
L∞(R2), A ∈ L∞(R2;R2), and divA ∈ L∞(R2;R). Assume again that the Fermi
level lies in a spectral gap of H, and let P denote the Fermi projection.
The Kivelson-Nenciu-Nenciu idea does not generalize to this case in a straight-
forward way for the following reason. Suppose we let X denote a two-dimensional
position operator acting as Xf(x, y) = xf(x, y) with respect to some choice of co-
ordinate axes. Then the decay induced by X is not enough for the resolvent of
PXP to be compact in two dimensions. To generalize the Kivelson-Nenciu-Nenciu
idea to two dimensions, we make an additional assumption. The additional as-
sumption we make is that the operator PXP has uniform spectral gaps, a notion
we make precise in Assumption 4.3. Numerical simulations on the Haldane model
[22] suggest this assumption is equivalent to vanishing of the Chern number when
the system is periodic: see Figure 1.1.
The uniform spectral gap assumption allows us to reduce the original problem
of finding an exponentially-localized basis of range(P ) to the problem of finding
exponentially-localized bases of the set of subspaces range(Pj), where Pj denotes
the spectral projection onto each separated component of the spectrum of PXP .
Crucially, functions in range(Pj) are quasi-one dimensional in the sense that they
decay with respect to x away from lines x = ηj , where ηj is a real constant, for
each j. Using this property, we can apply the Kivelson-Nenciu-Nenciu idea to
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each range(Pj) in turn, and thereby build up a generalized Wannier basis of all of
range(P ).
We consider the family of operators PjY Pj , where Y is a position operator
acting in a non-parallel direction to X as Y f(x, y) = yf(x, y). We first prove,
using exponential decay of Pj (proved in Appendix B), these operators are well-
defined on the domain D(Y ), and extend to unbounded self-adjoint operators on
all of L2(R2). We then prove, using decay induced by Y combined with the fact
that functions in Pj decay in x, that each PjY Pj has compact resolvent and hence
only real, discrete eigenvalues. We finally prove that the eigenfunctions of PjY Pj
exponentially decay by a direct calculation from the eigenequation PjY Pjf = λf ,
again using exponential decay of Pj . It now follows immediately that the set of
eigenfunctions of each of the PjY Pj operators forms an exponentially localized basis
of range(P ).
In summary, the main results of this paper are as follows:
Theorem 1.1 (Main Theorem). Let H = L2(R2), and let H be the continuum
Hamiltonian (1.1), where the potentials A and V satisfy certain regularity assump-
tions but are not necessarily periodic. Suppose that H has a spectral gap containing
the Fermi level, and let P be the Fermi projection. Let X and Y denote position
operators Xf(x, y) = xf(x, y) and Y f(x, y) = yf(x, y) with respect to a choice of
two-dimensional axes. Then, if PXP has uniform spectral gaps, there exist func-
tions {ψj,m}(j,m)∈J×M and points {(aj , bm)}(j,m)∈J×M ∈ R2 such that
(1) The collection {ψj,m}(j,m)∈J×M is an orthonormal basis of range(P ).
(2) Each ψj,m is exponentially localized at (aj,m, bj,m) in the sense that
(1.2)
∫
R2
e2γ
√
1+(x−aj,m)2+(y−bj,m)2 |ψj,m(x, y)|2 dxdy ≤ C,
where (C, γ) denote finite positive constants which are independent of j and
m.
(3) The set of {ψj,m}(j,m)∈J×M are the set of eigenfunctions of the operators
PjY Pj, where Pj are the band projectors defined by Definition 4.1.
Here J and M are the countable sets which index the projectors Pj, and the eigen-
functions of PjY Pj for fixed j, respectively.
We break up the proof of our main theorem into a series of lemmas to be proved,
and make our theorem more precise, in Section 4. We prove these lemmas in
Sections 5, 6, and 7, using estimates on P and Pj proved in Appendices A, B, and
C.
The generalization of our main theorem to discrete models is relatively simple
because of the operator-theoretic structure of our proof. As long as the off-diagonal
entries of the discrete Hamiltonian decay exponentially, we can establish identical
operator bounds on the Fermi projector P as in the continuum case. Using these
properties, we can directly derive properties of the spectral projectors Pj corre-
sponding to spectral subspaces of PXP and generalize our result to this setting.
For details, see Section 9 and Appendix D.
In finite systems with periodic or Dirichlet boundary conditions, the operators
PjY Pj which appear in the proof of our main theorem can be constructed and
diagonalized numerically. Hence our theorem and its proof imply a simple algorithm
for generating a generalized Wannier basis for a given H. Note that in our main
theorem we allow for a possibly non-zero magnetic potential A so that we can justify
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applying our construction to the Haldane model even with complex hopping. We
test the effectiveness of this algorithm on the Haldane model in Section 2.
A sketch of the generalization of our main result to three dimensions is as follows.
Consider position operators X, Y , and Z associated with a three-dimensional basis
acting onH := L2(R3), and consider the operator PXP . Assume PXP has uniform
spectral gaps, and let Pj denote spectral projections onto each of the separated
components of the spectrum of PXP . Now assume the operators PjY Pj also
have uniform spectral gaps, and let Pj,k denote spectral projections onto each of
the separated components of the spectrum of PjY Pj . By analogous reasoning to
the two dimensional case, functions in range(Pj,k) are quasi-one dimensional. We
therefore claim that the set of eigenfunctions of the operator Pj,kZPj,k will form
an exponentially localized basis of range(Pj,k) for each j, k, and that the union of
all of these eigenfunctions over j and k will form an exponentially-localized basis of
range(P ). We conjecture that the existence of uniform spectral gaps for PXP and
PjY Pj for each j ∈ J is, under appropriate hypotheses, equivalent to triviality of
topological obstructions in 3d in the case where the structure is periodic [44, 23].
For more detail, see Section 8.
We have already conjectured a link between PXP having uniform spectral gaps
and vanishing of topological obstructions in periodic systems. It would be inter-
esting to understand whether PXP having uniform spectral gaps can be related
to formulations of the Chern number for non-periodic systems such as the non-
commutative Chern number [4], see also [33, 26, 5, 45, 20, 52, 34].
It is natural to ask whether our result is sensitive to the choice of position
operators X and Y . In particular, it is natural to ask whether the validity of the
uniform gap assumption on PXP depends on this choice. We observe numerically
(see Section 2.6) that in the case of the Haldane model if the uniform spectral gap
assumption holds for one particular choice of X and Y it holds for all possible X
and Y .
1.3. Previous Works on generalized Wannier functions. Before continuing
to our numerical results, we pause to discuss existing literature on generalized
Wannier functions, other than the works of Kivelson and Nenciu-Nenciu we have
already mentioned [28, 38]. Before Nenciu-Nenciu’s proof of exponential decay, Niu
[42] showed that eigenfunctions of PXP would decay faster than any polynomial
power. Geller and Kohn have studied generalized Wannier functions in “nearly
periodic” materials [18, 17]. Nenciu and Nenciu have proved existence of generalized
Wannier functions for materials whose atomic potential is related to that of a crystal
with exponentially-localized Wannier functions via an interpolation which does not
close the spectral gap at the Fermi level [39].
More recent work by Cornean, Nenciu, and Nenciu [9] showed that the one-
dimensional result of Nenciu-Nenciu [38] can be generalized to higher dimensions
where H = −∆+V and the potential V is concentrated along a single axis. Hastings
and Loring have introduced the concept that Wannier functions in two dimensions
could be defined as “simultaneous approximate eigenvectors” of the operators PXP
and PY P [23]. E and Lu proved existence and exponential localization of Wannier
functions in smoothly deformed crystals in the limit where the deformation length-
scale tends to infinity [15]. Prodan [46] showed that by diagonalizing Pe−RP (where
R denotes the radial position operator
√
X2 + Y 2) one can construct an orthogonal
basis of functions which are concentrated on spherical shells in arbitrary dimension.
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Finally, we make some remarks about “hermaphrodite” or “hybrid” Wannier
functions first described in [51]. The hybrid Wannier functions are obtained by
integrating Bloch functions of a crystal with respect to one component of the quasi-
momentum. Assuming a smooth and periodic Bloch function gauge, hybrid Wan-
nier functions decay rapidly with respect to one of the co-ordinate axes but are
quasi-periodic (Bloch wave-like) with respect to the others. The expected positions
of the hybrid Wannier functions, known as the Wannier charge centers, have been
used in a number of previous works to numerically evaluate whether a material
is a trivial or topological insulator in two and three dimensions [55, 54, 58, 21,
60]. Since eigenfunctions of PXP correspond to hybrid Wannier functions with an
appropriate Bloch function gauge [42, 55, 54, 58, 21, 60], these works combined
with our main theorem suggest a strong connection between topological invariants
and the spectrum of the projected position operator PXP . Understanding this
connection is the subject of ongoing work.
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Sparber for stimulating discussions, Michel Fruchart for pointing out the connection
with hybrid Wannier functions, and Terry A. Loring for helpful comments on an
early version of this manuscript.
Funding. This work is supported in part by the National Science Foundation
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2. Numerical Results
In this section we present results of implementing the numerical scheme suggested
by our main theorem for generating exponentially localized generalized Wannier
functions. The scheme is as follows:
(1) Choose position operators X and Y acting in orthogonal directions.
(2) Compute the Fermi projector P by diagonalizing the Hamiltonian H.
(3) Diagonalize the operator PXP , and inspect σ(PXP ) for clusters of eigen-
values separated from other eigenvalues by spectral gaps.
(4) Form band projectors Pj onto each cluster of eigenvalues.
(5) Diagonalize the operators PjY Pj to obtain exponentially localized eigen-
vectors which span the Fermi projection.
As numerically, one can only deal with a finite system, it is necessary to clarify two
points compared with the infinite case.
First, note that any vector in a finite system is trivially exponentially-decaying by
taking C > 0 sufficiently large and γ > 0 sufficiently small in (1.2). It is necessary to
clarify, therefore, that the algorithm presented above yields exponentially-decaying
eigenvectors with C > 0 and γ > 0 which are independent of system size. In this
sense, our algorithm yields a non-trivial result.
Second, in finite systems, all operators have purely discrete spectrum and hence
there will be a spectral gap between any pair of eigenvalues. However, to obtain
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localized eigenvectors it is not enough to simply form band projectors for each eigen-
value of PXP alone. Hence the clarification in the algorithm that we must form
band projectors from clusters of nearby eigenvalues separated from the remainder
of the spectrum by clear spectral gaps. This point is clarified by our rigorous anal-
ysis in the following sections, where we show that the localization of the generalized
Wannier functions produced by our scheme is related to the minimal gap between
the bands of σ(PXP ) (see Section 7).
We choose to test our scheme on the Haldane model [22] at half-filling, a simple
two-dimensional model whose Fermi projection, in the crystalline setting, may or
may not have non-zero Chern number depending on model parameters. For this
reason, the Haldane model is a natural model for testing our hypothesis that gaps of
PXP are equivalent to topological triviality of P in the case where the material is
periodic. Historically, the Haldane model was the first model of a Chern insulator:
a material exhibiting quantized Hall response without net magnetic flux through
the material. We now briefly recap the essential features of this model.
2.1. The Haldane Model. The Haldane model describes electrons in the tight-
binding limit hopping on a honeycomb lattice. In addition to real nearest-neighbor
hopping terms, the model allows for a real on-site potential difference between the
A and B sites of the lattice, and for complex next-nearest-neighbor hopping terms
which break time-reversal symmetry without introducing net magnetic flux.
In the crystalline case, the action of the Haldane tight-binding Hamiltonian
acting on wave-functions ψ ∈ H := l2(Z2;C2) is:[
(Hψ)
A
m,n
(Hψ)
B
m,n
]
= v
[
ψAm,n
−ψBm,n
]
+ t
[
ψBm,n + ψ
B
m,n−1 + ψ
B
m−1,n
ψAm,n + ψ
A
m+1,n + ψ
A
m,n+1
]
+ t′eiφ
[
ψAm,n+1 + ψ
A
m−1,n + ψ
A
m+1,n−1
ψBm,n−1 + ψ
B
m+1,n + ψ
B
m−1,n+1
]
+ t′e−iφ
[
ψAm,n−1 + ψ
A
m+1,n + ψ
A
m−1,n+1
ψBm,n+1 + ψ
B
m−1,n + ψ
B
m+1,n−1
]
.
(2.1)
Here, t, v, t′, and φ are real parameters expressing the magnitude of nearest-neighbor
hopping, the magnitude of on-site potential difference, the magnitude of complex
next-nearest neighbor hopping, and the complex argument of the nearest-neighbor
hopping, respectively.
By definition, at half-filling the Fermi level is at 0. An explicit calculation
using Bloch theory [22] (see also [16]) shows that H has a spectral gap (and hence
describes an insulator) at 0 whenever
v 6= ±3
√
3t′ sinφ.
Further calculation shows that the Fermi projection has a non-trivial Chern number
(equal to 1 or −1) whenever
(2.2) |v| < 3
√
3|t′ sinφ|.
In this case, exponentially-localized Wannier functions do not exist [37, 34]. When-
ever the parameters t, v, t′, φ are such that (2.2) holds, we say the Haldane model
is in its topological phase.
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For some of our experiments, we add a perturbation to the Hamiltonian (2.1)
which models disorder. We replace the on-site potential v in (2.1) by a spatially
varying on-site potential v + η(m,n), where η(m,n) is drawn for each m,n from
independent Gaussian distributions with mean 0 and variance σ2:
(2.3) η(m,n) ∼ N (0, σ2) for each m,n.
We refer to this kind of disorder as “onsite” disorder. Assuming H (2.1) has a
spectral gap with σ2 = 0 (i.e. without disorder), then for sufficiently small σ2, the
spectral gap will persist almost surely and our method can be applied.
To implement our method, we have to make a choice of position operators on
the space l2(Z2;C2). The simplest choice is to define X and Y consistently with
the crystal lattice by:
[
(Xψ)
A
m,n
(Xψ)
B
m,n
]
=
[
mψAm,n
mψBm,n
] [
(Y ψ)
A
m,n
(Y ψ)
B
m,n
]
=
[
nψAm,n
nψBm,n
]
.
We refer to this choice of X and Y as the standard position operators. A couple of
remarks are in order. First, note that X and Y do not distinguish between A and
B sites. Second, the crystal lattice vectors are not orthogonal hence eigenvalues of
X and Y do not represent co-ordinates with respect to orthogonal axes. Since the
lattice vectors are linearly independent our method can nonetheless be applied.
2.2. Parameters for numerical tests and further remarks. For our numerical
tests, we consider the Haldane model just described truncated to a 24× 24 lattice
(hence H has dimension 2× 24× 24) under the following conditions:
• Dirichlet boundary conditions with standard position operators, without
disorder (Section 2.3).
• Dirichlet boundary conditions with standard position operators, with weak
disorder which does not close the spectral gap of H (Section 2.4).
• Dirichlet boundary conditions with standard position operators, with strong
disorder (Section 2.5). Note that in this case the spectral gap assumption
on H is no longer valid; though P will still be exponentially localized due
to the Anderson localization.
• Dirichlet boundary conditions with non-standard (rotated) position opera-
tors, without disorder (Section 2.6).
• Periodic boundary conditions with standard position operators, without
disorder. We consider parameter values such that the system is in a non-
topological phase and values such that the system is in a topological phase
(Sections 2.7 and 2.8).
Note that we do not consider any examples with Dirichlet boundary conditions in
the topological phase. This is because H does not have a spectral gap in this case
due to edge states.
In each case we will display plots of the generalized Wannier functions generated
by our algorithm. Specifically, given a generalized Wannier functions ψ ∈ H =
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l2({1, ..., 24}2;C2), we will plot the following matrix in a 3D surface plot:
(2.4)

√
|ψA1,1|2 + |ψB1,1|2
√
|ψA1,2|2 + |ψB1,2|2 · · ·
√
|ψA1,24|2 + |ψB1,24|2√
|ψA2,1|2 + |ψB2,1|2
√
|ψA2,2|2 + |ψB2,2|2 · · ·
√
|ψA2,24|2 + |ψB2,24|2
...
...
. . .
...√
|ψA24,1|2 + |ψB24,1|2
√
|ψA24,2|2 + |ψB24,2|2 · · ·
√
|ψA24,24|2 + |ψB24,24|2

.
To make the exponential decay of ψ as clear as possible, we will also show 2D plots
of the elementwise logarithm of this matrix.
We remark that while our theoretical results hold equally well in the both pe-
riodic and non-periodic cases for infinite systems, we find for finite systems our
algorithm works better for systems with Dirichlet boundary conditions. This is
not entirely surprising given that the position operators X and Y do not respect
periodic boundary conditions. It is possible that a better choice (see [50, 61, 2] for
potentially related ideas) would improve the results in the case of periodic boundary
conditions. Exploring these modifications is the subject of ongoing work.
2.3. Dirichlet Boundary Conditions using Standard Position Operators.
We consider the Haldane model with Dirichlet boundary conditions and parame-
ters (t, t′, v, φ) = (1, 110 , 1,
pi
2 ), which correspond to the non-topological phase. For
this choice of parameters the Hamiltonian H has a gap of ∼ 1.006. We plot the
eigenvalues of PXP in Figure 2.1, where we see σ(PXP ) shows clear gaps. We
plot the eigenvectors of PXP in Figure 2.2. We see that these eigenvectors are
concentrated along lines x = c for constants c. We finally plot the eigenfunctions
of PjY Pj , which are localized with respect to x and y, for a few different values of
j in Figure 2.3.
Figure 2.1. Plot of sorted non-zero eigenvalues of PXP where P is the Fermi
projection and X is the lattice position operator for the Haldane model on
24×24 system with Dirichlet boundary conditions. Entire spectrum (left) and
first 100 eigenvalues (right). Parameters chosen are (t, t′, v, φ) = (1, 1
10
, 1, pi
2
).
The spectrum shows clear gaps.
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Figure 2.2. Plot of eigenfunctions of the operator PXP where P is the Fermi
projection and X is the lattice position operator for the Haldane model on
24 × 24 system with Dirichlet boundary conditions. Parameters chosen are
(t, t′, v, φ) = (1, 1
10
, 1, pi
2
). Each eigenvector of PXP is localized along a line
x = c for some constant c.
Figure 2.3. Plot of eigenfunctions of the operator PjY Pj for different val-
ues of j where {Pj}j∈J are the band projectors for PXP , P is the Fermi
projection, and X, Y are the lattice position operators. The projection P
comes from the Haldane model on 24 × 24 system with Dirichlet boundary
conditions. Parameters chosen are (t, t′, v, φ) = (1, 1
10
, 1, pi
2
). Top row is a 3D
surface plot of the matrix from Equation (2.4), bottom row is 2D log plot of
the top row. Each eigenfunction shows clear exponential localization in line
with our theoretical results.
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2.4. Dirichlet Boundary Conditions with Weak Disorder. We now consider
a case where translational symmetry is broken even away from the edge of the
material. Starting with the same parameters as in Section 2.3, we add onsite
disorder as in (2.3), with σ2 = 14 . We plot results for a realization of the onsite
disorder such that H has a clear gap ∼ .253. We find that the eigenvalues of
PXP show clear gaps despite the disorder, see Figure 2.4. We can therefore form
projectors Pj , and the operators PjY Pj . We plot the eigenfunctions of PjY Pj in
Figure 2.5. We observe that they are again exponentially localized, just as in the
case without disorder (Figure 2.3), in line with our theoretical results.
Figure 2.4. Plot of sorted non-zero eigenvalues of PXP where P is the Fermi
projection and X is the lattice position operator for the Haldane model on
24×24 system with Dirichlet boundary conditions. Entire spectrum (left) and
first 100 eigenvalues (right). Parameters chosen are (t, t′, v, φ) = (1, 1
10
, 1, pi
2
),
with onsite disorder drawn from a mean zero normal distribution with variance
1
4
. Despite the disorder, the spectrum still shows clear gaps.
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Figure 2.5. Plot of eigenfunctions of the operator PjY Pj for different values
of j where {Pj}j∈J are the band projectors for PXP , P is the Fermi pro-
jection, and X, Y are the lattice position operators. Parameters chosen are
(t, t′, v, φ) = (1, 1
10
, 1, pi
2
), with onsite disorder drawn from a mean zero normal
distribution with variance 1
4
. Top row is a 3D surface plot of the matrix from
Equation (2.4), bottom row is 2D log plot of the top row. Despite the disorder,
our algorithm yields exponentially-localized generalized Wannier functions.
2.5. Dirichlet Boundary Conditions with Strong Disorder. We consider the
same setup as the previous section, but with disorder strong enough (σ2 = 100)
to close the gap of H (for the results shown in Figure 2.6, the gap of H ≈ .07).
Although our results do not directly apply to this case, the eigenfunctions of H
are themselves localized because of Anderson localization [1]. It is therefore plau-
sible that PXP may have gaps and that the eigenfunctions of PjY Pj are localized
nonetheless.
We plot the non-zero eigenvalues in PXP in Figure 2.6. We find that σ(PXP )
shows clear gaps, and hence we may define projectors Pj and operators PjY Pj .
We observe that the eigenfunctions of PjY Pj are well localized. In Figure 2.7,
we plot the eigenfunctions of H in order of increasing energy value and plot an
eigenfunction of PjY Pj which has the same center. We observe that as the energy
level increases, the corresponding eigenfunction of H becomes less localized. In
comparison, the eigenfunctions of PjY Pj have similar rates of decay for all values
of j ∈ J .
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Figure 2.6. Plot of sorted non-zero eigenvalues of PXP where P is the Fermi
projection and X is the lattice position operator for the Haldane model on
24×24 system with Dirichlet boundary conditions. Entire spectrum (left) and
first 100 eigenvalues (right). Parameters chosen are (t, t′, v, φ) = (1, 1
10
, 1, pi
2
),
with disorder is drawn from a mean zero normal distribution with variance
100.
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Figure 2.7. Plot of eigenfunctions of H (left) and PjY Pj (right) for differ-
ent values of j where {Pj}j∈J are the band projectors for PXP , P is the
Fermi projection, and X, Y are the lattice position operators. Parameters
chosen are (t, t′, v, φ) = (1, 1
10
, 1, pi
2
), while onsite disorder is drawn from a
mean zero normal distribution with variance 100. The eigenfunctions of H
are sorted in order of increasing energy (top → low energy, bottom → high
energy) and eigenfunctions of PjY Pj were chosen to have the same center as
the corresponding H eigenfunction.
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2.6. Dirichlet Boundary Conditions using Rotated Position Operators.
We now consider how our results change when we choose to work with different
two-dimensional position operators (equivalently, different two-dimensional axes).
Note that, although our proofs are independent of any particular choice of posi-
tion operators, we cannot rule out the possibility that the uniform spectral gap
assumption on PXP (Assumption 4.3) holds only for particular choices. We also
expect that different choices of position operators will yield different exponentially-
localized generalized Wannier functions.
We consider the same Haldane model with Dirichlet boundary conditions but
without disorder as in Section 2.3, and introduce rotated position operators
(2.5) X˜ :=
X − Y√
2
, Y˜ :=
X + Y√
2
.
The eigenvalues of PX˜P are shown in Figures 2.8. We find that, just like the eigen-
values of PXP in Figure 2.1, the spectrum shows clear gaps. The eigenfunctions of
PX˜P are shown in Figure 2.9. They are clearly localized along lines x+ y = c for
constant c. Since PX˜P has gaps (Figure 2.8), we can define the band projectors
Pj as before. The eigenfunctions of Pj Y˜ Pj are shown in Figure 2.10 and clearly
exponentially decay similarly to those in Figure 2.3.
Figure 2.8. Plot of sorted non-zero eigenvalues of PX˜P where P is the Fermi
projection and X˜ is the lattice position operator rotated by 45◦ (see Equation
(2.5)) for the Haldane model on 24× 24 system with Dirichlet boundary con-
ditions. Entire spectrum (left) and first 100 eigenvalues (right). Parameters
chosen are (t, t′, v, φ) = (1, 1
10
, 1, pi
2
). Full non-zero spectrum (left), zoom-in
for the first 100 eigenvalues (right). The spectrum shows clear gaps.
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Figure 2.9. Plot of eigenfunctions of the operator PX˜P where P is the Fermi
projection and X˜ is the rotated lattice position operator for the Haldane model
on 24× 24 system with Dirichlet boundary conditions. Parameters chosen are
(t, t′, v, φ) = (1, 1
10
, 1, pi
2
). Each eigenfunction is localized along a line x+y = c
for some constant c.
Figure 2.10. Plot of eigenfunctions of the operator Pj Y˜ Pj for different values
of j where {Pj}j∈J are the band projectors for PX˜P , P is the Fermi projec-
tion, and X˜, Y˜ are the rotated lattice position operators (see Equation (2.5)).
The projection P comes from the Haldane model on 24×24 system with Dirich-
let boundary conditions. Parameters chosen are (t, t′, v, φ) = (1, 1
10
, 1, pi
2
). Top
row is a 3D surface plot of the matrix from Equation (2.4), bottom row is 2D
log plot of the top row.
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2.7. Periodic Boundary Conditions, Topological versus Non-Topological.
Recall (Section 1) we conjecture that for periodic systems, PXP having spectral
gaps is equivalent to triviality of the Chern number of the Fermi projection. In this
section we numerically test this conjecture by forming the Fermi projector P from
the Haldane Hamiltonian with periodic boundary conditions and numerically com-
puting the spectrum of PXP for different values of the Haldane model parameters.
Our results are shown in Figure 2.11.
We find that for model parameters such that the model is in a non-topological
phase, σ(PXP ) shows clear gaps. For model parameters such that the model is in
a topological phase, every gap of σ(PXP ) closes. This conclusion holds even when
we choose model parameters such that the spectral gap of H is approximately equal
in either case (≈ 2).
Note that in the case where every gap of σ(PXP ) closes, our construction is
technically well defined since the spectrum of PXP is bounded on a finite domain.
On the other hand, it is totally ineffective because we can only define one band
projector Pj , which equals P . Hence the eigenfunctions of PjY Pj in this case are
the eigenfunctions of PY P , which do not decay in x.
Figure 2.11. Plot of sorted non-zero eigenvalues of PXP where P is the
Fermi projection and X is the lattice position operator for the Haldane model
on 24×24 system with periodic boundary conditions. The left plot corresponds
to parameters (t, t′, v, φ) = (1, 0, 1, pi
2
) (non-topological phase) and the right
plot corresponds to parameters (t, t′, v, φ) = (1, 1
4
, 0, pi
2
) (topological phase).
The gap in H for both non-topological and topological phase is ≈ 2.
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2.8. Periodic Boundary Conditions, Standard Position Operators. In this
section we implement our algorithm in the non-topological phase of Haldane with
periodic boundary conditions, when σ(PXP ) shows clear gaps (Figure 2.11). Note
that when we take periodic boundary conditions the last three bands of PXP ap-
pear to merge together. Since this does not occur in the case of Dirichlet boundary
conditions (see Figure 2.1), we conjecture that this behavior is because the operator
X does not respect translation symmetry with respect to x.
Despite this, our theory still applies since we can enclose the last three bands by
a single contour when we define the collection {Pj}j∈J . For all bands but the last
one, we find the eigenfunctions of PjY Pj are exponentially localized like before.
These results are shown in Figure 2.12. For the last band, we find that instead of
the eigenfunctions of PjY Pj being localized along a single line x = c for constant
c, they are somewhat spread across an interval of x values: see Figure 2.13.
Figure 2.12. Plot of eigenfunctions of the operator PjY Pj for different values
of j where {Pj}j∈J are the band projectors for PXP , P is the Fermi projec-
tion, and X, Y are the lattice position operators. The projection P comes
from the Haldane model on 24×24 system with periodic boundary conditions.
Parameters chosen are (t, t′, v, φ) = (1, 0, 1, pi
2
). Top row is a 3D surface plot
of the matrix from Equation (2.4), bottom row is 2D log plot of the top row.
For these figures we avoid the Pj where a few bands of the spectrum of PXP
have clumped together (see Figure 2.11).
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Figure 2.13. Plot of eigenfunctions of the operator PjY Pj for different values
of j where {Pj}j∈J are the band projectors for PXP , P is the Fermi projec-
tion, and X, Y are the lattice position operators. The projection P comes
from the Haldane model on 24 × 24 system with Dirichlet boundary condi-
tions. Parameters chosen are (t, t′, v, φ) = (1, 0, 1, pi
2
). Top row is a 3D surface
plot of the matrix from Equation (2.4), bottom row is 2D log plot of the top
row. For these figures we consider the Pj where a few bands of the spectrum
of PXP have clumped together (see Figure 2.11). Note that the generalized
Wannier function generated by our method in this case has a relatively large
spread in x relative to those plotted in Figure 2.12.
3. Notation and Conventions
Before moving on to our proofs, we pause to review some notation. For any
f : R2 → C, we will use ‖f‖ to denote the L2-norm of f defined as follows:
‖f‖ :=
(∫
R2
|f(x, y)|2dxdy
)1/2
.
Similarly, for any linear operator we will use ‖A‖ to denote the induced norm when
we view A as a mapping L2(R2)→ L2(R2). That is,
‖A‖ := sup
f∈L2(R2)
f 6=0
‖Af‖
‖f‖ .
We define the L∞-norm of a function f : R2 → C as follows
‖f‖L∞ := inf {C ≥ 0 : |f(x)| ≤ C almost everywhere} .
Given two sets A,B ⊆ R we define their diameter and distance as follows:
diam (A) := sup{|a1 − a2| : a1, a2 ∈ A}
dist (A,B) := inf{|a− b| : a ∈ A, b ∈ B}
For any contour in the complex plane, C, we will use `(C) to denote the length of
C.
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Given a point (a, b) ∈ R2, and a non-negative constant γ ≥ 0, we define an
exponential growth operator by
Bγ,(a,b) := exp
(
γ
√
1 + (X − a)2 + (Y − b)2
)
.
Given a linear operator A, we define
(3.1) Aγ,(a,b) := Bγ,(a,b)AB
−1
γ,(a,b).
We refer to Aγ,(a,b) as “exponentially-tilted” relative to A. We will often prove
estimates where we use the notation (3.1) but omit the point (a, b). In this case the
estimate should be understood as uniform in the choice of point (a, b). As a note,
per our convention, when γ = 0, Aγ,(a,b) = A.
4. Precise Statement of Main Theorem
In this section, we present our assumptions in full detail and re-state our main
theorem precisely. The details of the proof will be presented in Sections 5, 6, and
7, with proofs of key estimates postponed until Appendices A, B, and C.
We start with a basic regularity assumption.
Assumption 4.1 (Regularity). We consider the Hilbert space H := L2(R2) acted
on by the Hamiltonian
H = (−i∇+A(x, y))2 + V (x, y).
We assume that the vector function A ∈ L∞(R2;R2) and div(A) ∈ L∞(R2;R). We
assume that V ∈ L∞(R2;R).
Assumption 4.1 ensures that H is essentially self-adjoint (see Chapter 1 of [10])
and is sufficient to prove e.g. exponential localization of the Fermi projection (see
Appendix A). We expect Assumption 4.1 could we weakened at the cost of making
our proofs more complex. It would be interesting, for example, to see if our proofs
could be generalized to the weaker assumptions given in Remark 3.2 of [37]. Note
that we do not make any assumptions about periodicity of H and hence our results
apply for both periodic and non-periodic systems.
Our first major assumption is that H has a spectral gap. More formally:
Assumption 4.2 (Spectral gap). We assume that we can write
σ(H) = σ0 ∪ σ1,
where dist (σ0, σ1) > 0 and diam (σ0) <∞.
Since H is essentially self-adjoint, by the spectral theorem there exists an or-
thogonal projector P associated with σ0. Because of the spectral gap of H, by the
Riesz projection formula we can find a contour C in the complex plane enclosing σ0
so that:
(4.1) P =
1
2pii
∫
C
(λ−H)−1 dλ.
Furthermore, we may choose C so that C has finite length and
sup
λ∈C
‖(λ−H)−1‖ <∞.
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We define two-dimensional position operators X and Y with respect to a choice of
two-dimensional non-parallel axes by
(4.2) Xf(x, y) = xf(x, y), and Y f(x, y) = yf(x, y),
We now claim the following Lemma:
Lemma 4.1. Let H satisfy the regularity and spectral gap assumptions (Assump-
tions 4.1 and 4.2). Then, with P as in (4.1) and X as in (4.2), the operator PXP
is well-defined on D(X) and essentially self-adjoint.
We prove Lemma 4.1 in Section 5.1. Lemma 4.1 generalizes part (i) of Theorem 1
of Nenciu-Nenciu [38] to two dimensions. The proof is essentially identical, relying
on exponential localization of P , proved in Appendix A.
We are now in a position to give our precise assumption on PXP . When it
holds, we say that PXP has uniform spectral gaps.
Assumption 4.3 (Uniform Spectral Gaps). We assume there exist constants (d,D)
such that:
(1) There exists a countable set, J , such that:
σ(PXP ) =
⋃
j∈J
σj .
(2) The distance between σj , σk (j 6= k) is uniformly lower bounded:
d := min
j 6=k
(
dist(σj , σk)
)
> 0.
(3) The diameter of each σj is uniformly bounded:
D := max
j∈J
(
diam(σj)
)
<∞.
If PXP has uniform spectral gaps in the sense of Assumption 4.3, we can define
spectral projections associated with each subset {σj}j∈J of σ(PXP ). We will refer
to these projections as band projectors. Note that our use of “band” in this context
should not be confused with its use in the context of Bloch eigenvalue bands of
periodic operators.
Definition 4.1 (Band projectors). When PXP has uniform spectral gaps with
constants (d,D) and decomposition {σj}j∈J in the sense of Assumption 4.3, we let
(4.3) Pj := P
(
1
2pii
∫
Cj
(λ− PXP )−1dλ
)
P j ∈ J ,
where Cj encloses σj and satisfies
(4.4) sup
λ∈Cj
‖(λ− PXP )−1‖ ≤ Cd−1 and `(Cj) ≤ C ′(D + d)
for some absolute constants C,C ′ independent of j. In particular, Pj is an orthog-
onal projection onto the spectral subspace associated with σj.
Note that the existence of a contour Cj satisfying (4.4) is clearly guaranteed by
the uniform spectral gap assumption (Assumption 4.3).
The addition of P in the definition (4.3) of the band projectors, Pj , is to ensure
that range (Pj) ⊆ range (P ). This is necessary to avoid the trivial null space of
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PXP consisting of functions in the null space of P . Since P commutes with PXP ,
we have that
Pj =
(
1
2pii
∫
Cj
(λ− PXP )−1dλ
)
P.
Our aim is to apply the Kivelson-Nenciu-Nenciu construction to each of the
projections range(Pj). We start with the following Lemma:
Lemma 4.2. Let H satisfy the regularity and spectral gap assumptions (Assump-
tions 4.1 and 4.2) and PXP satisfy the uniform spectral gap assumption (Assump-
tion 4.3). Let Pj, with j ∈ J , be the band projectors as in Definition 4.1, and let
Y be as in (4.2). Then the operators PjY Pj are each well-defined on the domain
D(Y ) and extend to unbounded self-adjoint operators on L2(R2).
We prove Lemma 4.2 in Section 5.2. The proof is very similar to the proof of
Lemma 4.1, except that it relies on exponential localization of each Pj , proved in
Appendix B.
We now claim that each of the operators PjY Pj has compact resolvent:
Lemma 4.3. Let PjY Pj, j ∈ J , be as in Lemma 4.2. Then each of the operators
PjY Pj has compact resolvent.
We prove Lemma 4.3 in Section 6. Lemma 4.3 generalizes part (ii) of Theorem
1 of [38] to two dimensions (we sketch the generalization to higher dimensions in
Section 8). The generalization is non-trivial since the decay induced by Y alone is
not sufficient for the resolvent of PjY Pj to be compact. To prove compactness, we
make use of the fact that functions in each subspace range(Pj) decay with respect
to x.
Our final Lemma states that eigenfunctions of the operators PjY Pj are expo-
nentially localized:
Lemma 4.4. Let PjY Pj, j ∈ J , be as in Lemma 4.2. Then there exists a γ′′ > 0,
independent of j, such that if ψ ∈ range (Pj) and PjY Pjψ = η′ψ, then for all η ∈ σj∫
e2γ
′′√1+(x−η)2+(y−η′)2 |ψ(x, y)|2 dxdy ≤ 16eγ′′
√
1+2b2 .
Here b is a finite positive constant (independent of j and ψ) which depends only on
the collection {Pj}j∈J .
We prove Lemma 4.4 in Section 7. Lemma 4.4 generalizes part (iii) of Theorem
1 of Nenciu-Nenciu [38] to two dimensions (we sketch the generalization to higher
dimensions in Section 8). Although the proof of Lemma 4.4 has a similar structure
to that of [38], our proof involves technical innovations which are necessary to (1)
generalize their proof to two dimensions and higher (2) give a proof which does not
refer to the original Hamiltonian H, requiring only operator norm estimates on the
projectors Pj (proven in Appendix B). The fact that the proof of Lemma 4.4 does
not make reference to the form of the original Hamiltonian significantly simplifies
the generalization of our proofs to discrete models (see Section 9).
We are now in a position to state our main result in full detail.
Theorem 4.1. Let H satisfy the regularity and spectral gap assumptions (Assump-
tions 4.1 and 4.2), and PXP satisfy the uniform spectral gaps assumption (Assump-
tion 4.3). Then there exist functions {ψj,m}(j,m)∈J×M and points {(aj , bm)}(j,m)∈J×M ∈
R2 such that
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(1) The collection {ψj,m}(j,m)∈J×M is an orthonormal basis of range(P ).
(2) Each ψj,m, (j,m) ∈ J ×M is exponentially localized in the sense that
(4.5)
∫
R2
e2γ
√
1+(x−aj,m)2+(y−bj,m)2 |ψj,m(x, y)|2 dxdy ≤ C,
where (C, γ) denote finite positive constants which are independent of j and
m.
(3) The set of {ψj,m}(j,m)∈J×M are the set of eigenfunctions of the operators
PjY Pj, where Pj are the band projectors defined by Definition 4.1.
Here J and M are the countable sets which index the band projectors as in Defi-
nition 4.1 and the eigenfunctions of PjY Pj for fixed j, respectively.
Proof. The proof follows immediately from Lemmas 4.1, 4.2, 4.3, and 4.4 and the
spectral theorem for self-adjoint operators. For each (j,m) ∈ J ×M, we define the
points (aj,m, bj,m) by the (η, η
′) appearing in Lemma 4.4, i.e. aj,m can be taken
as any η ∈ σj , while bj,m is the associated eigenvalue of ψj,m considered as an
eigenfunction of PjY Pj . 
In addition to the particular innovations in the proofs of Lemmas 4.3 and 4.4
already mentioned, we remark that the overall structure of our proofs is more
operator-theoretic than [38]. In particular, the precise form of the Hamiltonian H
is essentially only used to prove operator norm bounds on P (Appendix A). These
operator norm bounds are then used to prove the operator norm bounds on each Pj
(Appendix B) which are necessary for the proofs of Lemmas 4.1-4.4. This structure
clarifies necessary technical hypotheses and makes generalizing our results to higher
dimensions (Section 8) and discrete models (Section 9) straightforward.
5. Proof that PXP and PjY Pj are essentially self-adjoint (Proofs
of Lemmas 4.1 and 4.2)
The proofs that PXP and PjY Pj are essentially self-adjoint in two dimensions
are almost exactly the same and they both use the same argument as given in [38].
Because the proofs are so similar, we will first prove that PXP is essentially self-
adjoint and then note the changes which need to be made to prove that PjY Pj is
essentially self-adjoint.
5.1. Proof of essential self-adjointness of PXP . To prove PXP is well-defined
on D(X) and essentially self-adjoint we require two lemmas regarding norm esti-
mates for the projector P .
To state these lemmas, we have to introduce a short-hand notation. Given a
point (a, b) ∈ R2, and a non-negative constant γ ≥ 0, we define an exponential
growth operator by
Bγ,(a,b) := exp
(
γ
√
1 + (X − a)2 + (Y − b)2
)
.
Furthermore, we use the convention that when γ = 0, Bγ,(a,b) = 1.
Given an operator A, we can then define an “exponentially-tilted” version of A
as
(5.1) Aγ,(a,b) := Bγ,(a,b)AB
−1
γ,(a,b).
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We will often prove estimates where we use the notation (5.1) but omit the point
(a, b). In this case the estimate should be understood as uniform in of the choice
of point (a, b). As a note, that per our convention, when γ = 0, Aγ,(a,b) = A.
We require the following two lemmas.
Lemma 5.1. Let H satisfy the regularity and spectral gap assumptions (Assump-
tions 4.1 and 4.2). Then there exist constants C > 0 and γ0 > 0 such that for all
0 ≤ γ ≤ γ0, the spectral projection P defined by (4.1) satisfies
(5.2) ‖Pγ‖ ≤ C.
Proof. Given in Appendix A. 
Lemma 5.2. Let P be as in Lemma 5.1. Then the operator [P,X] is bounded,i.e.
‖[P,X]‖ ≤ K ′2,
where K ′2 is a finite, positive constant.
Proof. Given in Appendix A. 
We can now prove that PXP is essentially self-adjoint.
Since X is essentially self-adjoint, we know that for all µ > 0, (X ± iµ)−1 is well
defined and ‖(X ± iµ)−1‖ ≤ µ−1. Therefore, since P is a projection,
(PXP ± iµ)P (X ± iµ)−1P = P (X ± iµ)P (X ± iµ)−1P,
where both sides of this equation are well-defined using Lemma 5.1. Commuting
(X ± iµ) and P now gives
(PXP ± iµ)P (X ± iµ)−1P = P (X ± iµ)P (X ± iµ)−1P
= P + P [X,P ](X ± iµ)−1P
= P (I + P [X,P ](X ± iµ)−1P ).(5.3)
Since ‖[X,P ]‖ ≤ K ′2 < ∞ (Lemma 5.2), we can pick µ > 2‖[X,P ]‖ to conclude
that
‖P [X,P ](X ± iµ)−1P‖ ≤ 1
2
.
Therefore, we may invert I + P [X,P ](X ± iµ)−1P in Equation (5.3) to get
(PXP ± iµ)P (X ± iµ)−1P
(
I + P [X,P ](X ± iµ)−1P
)−1
= P.
Hence, (PXP±iµ) is surjective on range (P ). Since PXP acts trivially on range (P )⊥
and µ > 0 we can therefore conclude that (PXP ± iµ) is surjective on its domain.
Hence by the fundamental criterion of self-adjointness (see Chapter VIII of [47]),
PXP is essentially self-adjoint.
5.2. Proof of essential self-adjointness of PjY Pj. In this section we require
analogous estimates on Pj as we required on P in section 5.1.
Lemma 5.3. Let H satisfy the regularity and spectral gap assumptions (Assump-
tions 4.1 and 4.2), and PXP satisfy the uniform gap assumption (Assumption 4.3).
Let Pj , j ∈ J denote the band projectors defined by Definition 4.1. Then there exist
constants C > 0 and γ0 > 0 such that for all 0 ≤ γ ≤ γ0, each spectral projection
Pj defined by (4.3) satisfies
‖Pj,γ‖ ≤ C.
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Proof. Given in Appendix B. 
Lemma 5.4. Let Pj be as in Lemma 5.3. Then the operator [Pj , Y ] is bounded,
i.e.
‖[Pj , Y ]‖ ≤ K ′′2 ,
where K ′2 is a finite, positive constant.
Proof. Given in Appendix B. 
We can now prove essential self-adjointness of PjY Pj where j ∈ J by an identical
calculation to that given in Section 5.1.
Using Lemma 5.3, the operator
(PjY Pj ± iµ˜)Pj(Y ± iµ˜)−1Pj
is well-defined for all µ˜ > 0. Since ‖[Pj , Y ]‖ is bounded (Lemma 5.4), we can choose
µ˜ > 2‖[Pj , Y ]‖ and repeat the same steps as in Section 5.1 to get that
(5.4) (PjY Pj ± iµ˜)Pj(Y ± iµ˜)−1Pj
(
I + Pj [Y, Pj ](Y ± iµ˜)−1Pj
)−1
= Pj
which shows that PjY Pj ± iµ˜ is surjective on rangePj and we are done.
6. Proof that PjY Pj has compact resolvent (Proof of Lemma 4.3)
In this section, in addition to Lemmas 5.3 and 5.4, we require the following
Lemma regarding Pj .
Lemma 6.1. Let H satisfy the regularity and spectral gap assumptions (Assump-
tions 4.1 and 4.2), and PXP satisfy the uniform gap assumption (Assumption 4.3).
Let Pj , j ∈ J denote the band projectors defined by Definition 4.1. Then, for any
η ∈ σj, the operator (X − η)Pj is bounded, i.e.
‖(X − η)Pj‖ ≤ K ′′3
where K ′′3 is a positive constant independent of j.
Proof. Given in Appendix B. 
For the proof of Lemma 4.3, we will start by continuing the main calculation
of Section 5.2. We used Lemmas 5.3 and 5.4 to derive equation (5.4), which we
re-state here:
(PjY Pj ± iµ˜)Pj(Y ± iµ˜)−1Pj
(
I + Pj [Y, Pj ](Y ± iµ˜)−1Pj
)−1
= Pj .
Since PjY Pj is essentially self-adjoint on range (Pj) we may invert (PjY Pj ± iµ˜)
for µ˜ > 0 to get:
Pj(Y ± iµ˜)−1Pj
(
I + Pj [Y, Pj ](Y ± iµ˜)−1Pj
)−1
= (PjY Pj ± iµ˜)−1Pj .
Since the product of a compact operator and a bounded operator is compact, it
follows that to show that (PjY Pj ± iµ˜)−1 is compact on range (Pj) it is enough to
show that Pj(Y ± iµ˜)−1Pj is compact.
Let η ∈ σj , i.e. as in Lemma 6.1. Taking Pj(Y ± iµ˜)−1Pj and inserting (X −
η + i)−1(X − η + i) and (−∆ + 1)(−∆ + 1)−1 gives:
Pj(Y ± iµ˜)−1Pj
=
[
Pj(−∆ + 1)
][
(−∆ + 1)−1(Y ± iµ˜)−1(X − η + i)−1
][
(X − η + i)Pj
]
.(6.1)
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We will prove Lemma 4.3 by proving that the first and last term of Equation (6.1)
are bounded (Section 6.1) and the middle term is compact (Section 6.2).
6.1. Proofs that first and last terms of (6.1) are bounded. The last term of
(6.1) is bounded by Lemma 6.1:
‖(X − η + i)Pj‖ ≤ ‖(X − η)Pj‖+ 1
≤ K ′′3 + 1.
As for the first term, since Pj is a spectral projection of PXP , we have
(6.2) ‖Pj(−∆ + 1)‖ = ‖PjP (−∆ + 1)‖ ≤ ‖P (−∆ + 1)‖ ≤ ‖P∆‖+ 1.
It remains only to bound P∆. We will prove that ∆P is bounded, from which
boundedness of P∆ follows immediately from duality. Recall that P is defined
through the the Riesz projection formula (4.1). Since the contour C appearing in
(4.1) has finite length and ∆ and P are both self-adjoint, (6.2) will follow immedi-
ately if we can show
(6.3) sup
λ∈C
‖∆(λ−H)−1‖ <∞.
To do this, we will first prove the following Lemma
Lemma 6.2. ∆ is H-bounded in the sense that D(∆) ⊂ D(H) and there exist
constants a, b > 0 such that for any ψ ∈ D(H),
‖∆ψ‖ ≤ a‖Hψ‖+ b‖ψ‖.
Proof. That D ⊂ H is clear under Assumption 4.1. Let Assumption 4.1 on H hold,
and let ψ ∈ D(∆). Then
‖∆ψ‖ = ‖(∆ +H)ψ −Hψ‖ ≤ ‖(∆ +H)ψ‖+ ‖Hψ‖.(6.4)
Explicitly,
∆ +H = −2iA · ∇ − idivA+A ·A+ V.
Under Assumption 4.1, we have easily that
(6.5) ‖(∆ +H)ψ‖ ≤ 4‖A‖L∞ sup
j=1,2
‖∂jψ‖+
(‖divA‖L∞ + ‖A‖2L∞ + ‖V ‖L∞) ‖ψ‖.
Now observe that for any  > 0,
‖∂jψ‖ ≤ ‖∆ψ‖+ 1

‖ψ‖ j = 1, 2.
Substituting this inequality into (6.5), and then substituting (6.5) into (6.4), we
have
‖∆ψ‖ ≤‖Hψ‖+ 4‖A‖L∞‖∆ψ‖
+
(
4
1

‖A‖L∞ + ‖divA‖L∞ + ‖A‖2L∞ + ‖V ‖L∞
)
‖ψ‖.(6.6)
Now, by taking  sufficiently small, we can ensure that 1− 2‖A‖L∞ > 0. For such
 we have that
‖∆ψ‖ ≤ (1− 4‖A‖L∞)−1 ‖Hψ‖
+ (1− 4‖A‖L∞)−1
(
4
1

‖A‖L∞ + ‖divA‖L∞ + ‖A‖2L∞ + ‖V ‖L∞
)
‖ψ‖,
(6.7)
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which proves the Lemma with
a = (1− 4‖A‖L∞)−1
b = (1− 4‖A‖L∞)−1
(
4
1

‖A‖L∞ + ‖divA‖L∞ + ‖A‖2L∞ + ‖V ‖L∞
)
and 0 <  < 14‖A‖L∞ . 
We now prove (6.3), essentially following the proof of Proposition 1.3 of [10]. Let
φ ∈ H be arbitrary. Then for λ ∈ C, (λ−H)−1φ ∈ D(H). By Lemma 6.2 it follows
that
‖∆(λ−H)−1φ‖ ≤ a‖H(λ−H)−1φ‖+ b‖(λ−H)−1φ‖
= a‖(λ−H)(λ−H)−1φ− λ(λ−H)−1φ‖+ b‖(λ−H)−1φ‖
≤ a‖φ‖+ (a|λ|+ b) ‖(λ−H)−1φ‖.
The bound (6.3) then immediately follows since C has finite length.
6.2. Proof that middle term of (6.1) is compact. It remains only to prove
that the middle term
(6.8) (−∆ + 1)−1(Y ± iµ˜)−1(X − η + i)−1
is a compact operator. We will do so by proving it is the limit of compact operators
in the operator norm topology. To this end, let χN denote a cutoff function
χN (x, y) :=
{
1 if |x| ≤ N and |y| ≤ N
0 otherwise.
We can re-write (6.8) using χN as
(6.9)
(−∆+1)−1χN (Y ±iµ˜)−1(X−η+i)−1+(−∆+1)−1(1−χN )(Y ±iµ˜)−1(X−η+i)−1
We first note that since X−1 and Y −1 decay as |X|, |Y | → ∞, for all N sufficiently
large the second term is O(N−1) in operator norm. Therefore,
lim
N→∞
(−∆ + 1)−1χN (Y ± iµ˜)−1(X−η+ i)−1 = (−∆ + 1)−1(Y ± iµ˜)−1(X−η+ i)−1
in the operator norm topology. It remains to prove that the first term in (6.9) is
compact for each N . Since (Y ± iµ˜)−1(X − η+ i)−1 is bounded, it suffices to prove
that
(6.10) (−∆ + 1)−1χN
is compact for each N .
We will prove (6.10) is compact by showing it is Hilbert-Schmidt, by showing
that its integral kernel is in L2(R2×R2). We start by defining, for real and positive
z, the “modified Bessel function” K0(z) through the integral
K0(z) :=
∫ ∞
0
t−1 exp
(
−z
2
4t
− t
)
dt,
(see (10.32.10) of [43]). Note that K0(z) has a logarithmic singularity at the origin
and decays exponentially in z. The integral kernel of (−∆+1)−1 in two dimensions
can be computed explicitly as (see Section 6.23 of [32]),
1
2pi
K0
(√
(x− x′)2 + (y − y′)2
)
.
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Hence (6.10) is an integral operator with kernel
K(x, y, x′, y′) := K0
(√
(x− x′)2 + (y − y′)2
)
χN (x
′, y′).
Integrating K(x, y, x′, y′) we have∫
R
∫
R
∫
R
∫
R
|K(x, y, x′, y′)|2 dxdy dx′ dy′ = 1
4pi2
∫
R
∫
R
(∣∣∣K˜0∣∣∣2 ∗ χN) (x, y) dx dy,
where
K˜0(x, y) := K0
(√
x2 + y2
)
.
Hence we are done if we can show |K˜0|2∗χN (x, y) ∈ L1(R2). By Young’s inequality,
this holds as long as χN (x, y) and |K˜0(x, y)|2 are both in L1(R2). The first state-
ment is obvious, while the second follows immediately when we change to polar
co-ordinates (r, θ) where x = r cos θ and y = r sin θ:∫
R
∫
R
∣∣∣K0 (√x2 + y2)∣∣∣2 dxdy = 2pi ∫ ∞
0
|K0(r)|2 r dr,
and use exponential decay of K0(z).
7. Eigenfunctions of PjY Pj are exponentially localized (Proof of
Lemma 4.4)
In this section, we will need somewhat stronger bounds on Pj than in Section
6. Let us recall that we define the exponential growth operator for any (a, b) ∈ R2
and any γ ≥ 0:
Bγ,(a,b) = exp
(
γ
√
1 + (X − a)2 + (Y − b)2
)
.
Since most of the steps in our proof are independent of the choice of (a, b), we will
suppress this subscript and simply write Bγ . Recall that for any γ ≥ 0 we define
Pj,γ := BγPjB
−1
γ .
With these notations, the following lemma states the bounds on Pj we require
which are proved in Appendix B.
Lemma 7.1. Let H satisfy the regularity and spectral gap assumptions (Assump-
tions 4.1 and 4.2), and PXP satisfy the uniform gap assumption (Assumption 4.3).
Let Pj , j ∈ J denote the band projectors associated with the separated components
σj of σ(PXP ) defined by Definition 4.1. Then there exist finite, positive constants
(γ′′,K ′′1 ,K
′′
2 ,K
′′
3 ), independent of j, such that for all γ ≤ γ′′
(1) ‖Pj,γ − Pj‖ ≤ K ′′1 γ
(2) ‖[Pj,γ , Y ]‖ ≤ K ′′2
(3) For all η ∈ σj:
‖(X − η)Pj,γ‖ ≤ K ′′3 and ‖Pj,γ(X − η)‖ ≤ K ′′3 .
Proof. Given in Appendix B. 
With these estimates in hand, we are now ready to prove Lemma 4.4. The
overall strategy, which follows Nenciu-Nenciu [38], is to manipulate the eigenvalue
equation PjY Pjv = η
′v into the form
(7.1) v = Lv
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for some operator L, multiply both sides of (7.1) by Bγ,(a,b) for some (a, b), and
then use properties of L to deduce that the left-hand side is bounded. Our proof
differs from Nenciu-Nenciu [38] in important details.
Suppose that PjY Pj has an eigenvector v with eigenvalue η
′ and v ∈ range (Pj).
Since v ∈ range (Pj) we have that
PjY Pjv = η
′v ⇐⇒ PjY Pjv = η′Pjv ⇐⇒ Pj(Y − η′)Pjv = 0.
Now for any operator O such that v ∈ D(PjOPj), adding iPjOPjv to both sides of
the above equation gives
(7.2) Pj(Y − η′ + iO)Pjv = iPjOPjv.
The main difference between our proof and the proof of Nenciu-Nenciu lies in the
choice of the operator O. For now, let’s suppose that we have chosen O so that
(Y −η′+iO) is invertible and multiply both sides of Equation (7.2) by (Y −η′+iO)−1
to get
(7.3) (Y − η′ + iO)−1Pj(Y − η′ + iO)Pjv = i(Y − η′ + iO)−1PjOPjv.
We can simplify the left hand side of Equation (7.3) by commuting Pj and (Y −
η′ + iO) as follows
(Y − η + iO)−1Pj(Y − η′ + iO)Pj
= Pj + (Y − η′ + iO)−1[Pj , Y − η′ + iO]Pj
=
(
I + (Y − η′ + iO)−1([Pj , Y ] + i[Pj , O])
)
Pj .
Therefore, we can write Equation (7.3) as follows(
I + (Y − η′ + iO)−1([Pj , Y ] + i[Pj , O])
)
Pjv = i(Y − η′ + iO)−1PjOPjv.
To reduce the number of terms in the next steps, let’s define
A := (Y − η′ + iO)−1([Pj , Y ] + i[Pj , O]).
With this definition and using that v ∈ range (Pj) we have that
(7.4) (I +A)v = i(Y − η′ + iO)−1PjOv.
For the next step of the proof, we will want to show that the (I +A) has bounded
inverse. To do this, by Neumann series, it is enough to show that
(7.5) ||A|| = ‖(Y − η′ + iO)−1([Pj , Y ] + i[Pj , O])‖ ≤ 3
4
.
For Equation (7.5) to hold, we require a particular choice of the operator O which
differs from the choice made in Nenciu-Nenciu [38]. We require that O satisfies the
following properties:
(1) O commutes with Bγ .
(2) O contains a cutoff in both the X and Y directions.
(3) (Y − η′ + iO) is invertible.
For our proof, we let b > 0 be a constant to be chosen later and set O to be the
following operator:
(7.6) O = bΠX[η−b,η+b]Π
Y
[η′−b,η′+b] + |X − η|
where ΠXI (resp. Π
Y ) is a spectral projection for X (resp. Y ) onto the interval I
and |X − η| is the polar decomposition of X − η defined by |X − η| := √(X − η)2.
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Before continuing we make three important observations about this choice for
O:
(1) Since X and Y commute and are essentially self-adjoint, the operator
ΠX[η−b,η+b]Π
Y
[η′−b,η′+b] is an orthogonal projector.
(2) Due to the properties of the polar decomposition [47] and our bounds on Pj
we know that for all γ sufficiently small both ‖Pj,γ |X−η|‖ and ‖|X−η|Pj,γ‖
are bounded1.
(3) For all b > 0, ‖(Y − η′ + iO)−1‖ ≤ b−1.
In what follows, we will abbreviate Π := ΠX[η−b,η+b]Π
Y
[η′−b,η′+b].
The key trick which allows us to show that ‖A‖ ≤ 34 is the following lemma (see
Corollary 8 of [59] for an independent proof, see also [27]):
Lemma 7.2. Let B,C be two bounded operators. If B is positive semidefinite then
‖[B,C]‖ ≤ ‖B‖‖C‖.
If both B and C are positive semidefinite then
‖[B,C]‖ ≤ 1
2
‖B‖‖C‖.
Proof. Suppose that B is positive semidefinite and define B˜ := B− 12‖B‖I. Since B
is a positive semidefinite operator its spectrum lies in the range [0, ‖B‖]. Therefore,
the spectrum of B˜ lies in the range [− 12‖B‖, 12‖B|] and hence ‖B˜‖ = 12‖B‖. Since
the identity commutes with every operator we have
‖[B,C]‖ = ‖[B˜, C]‖ = ‖B˜C − CB˜‖ ≤ 2‖B˜‖‖C‖ = ‖B‖‖C‖.
If C is also positive semidefinite then we can repeat the same argument using
C˜ := C − 12‖C‖I as well to get ‖[B,C]‖ ≤ 12‖B‖‖C‖. 
We can now prove that, for b sufficiently large, ‖A‖ ≤ 34 . The following calcula-
tions are clear:
‖A‖ = ‖(Y − λ+ iO)−1[Pj , Y + iO]‖
≤ ‖(Y − λ+ iO)−1‖
(
‖[Pj , Y ]‖+ ‖[Pj , O]‖
)
≤ b−1
(
‖[Pj , Y ]‖+ b‖[Pj ,Π]‖+ ‖[Pj , |X − η|]‖
)
≤ ‖[Pj ,Π]‖+ b−1
(
‖[Pj , Y ]‖+ ‖Pj |X − η|‖+ ‖|X − η|Pj‖
)
.
Since Pj and Π are both orthogonal projectors we can apply Lemma 7.2 to conclude
that ‖[Pj ,Π]‖ ≤ 12 . It now follows that
‖A‖ ≤ 1
2
+ b−1
(
‖[Pj , Y ]‖+ ‖Pj |X − η|‖+ ‖|X − η|Pj‖
)
,
and if we choose b so that
b > 4
(
‖[Pj , Y ]‖+ ‖Pj |X − η|‖+ ‖|X − η|Pj‖
)
,
1The polar decomposition gives that there exist partial isometries U and V such that |X−η| =
U(X − η) = (X − η)V and so
‖|X − η|Pj,γ‖ = ‖U(X − η)Pj,γ‖ ≤ ‖(X − η)Pj,γ‖
‖Pj,γ |X − η|‖ = ‖Pj,γ(X − η)V ‖ ≤ ‖Pj,γ(X − η)‖
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we have that
‖A‖ ≤ 3
4
.
Note that because of our estimates from Lemma 7.1 we know that we can choose b
so that b <∞.
Returning to Equation (7.4), we now know that we can invert (I +A) and get
(I +A)v = i(Y − η′ + iO)−1PjOv
v = i(I +A)−1(Y − η′ + iO)−1PjOv(7.7)
To reduce the number of terms in the next steps, let’s define
C := (I +A)−1(Y − η′ + iO)−1.
With this definition Equation (7.7) becomes
v = iCPjOv.
Recalling that we chose O := bΠ + |X − η|, we have that
v = iCPjOv
= iCPj(bΠ + |X − η|)v
= ibCPjΠv + iCPj |X − η|v
(I − iCPj |X − η|)v = ibCPjΠv.(7.8)
Similar to before, we would like to invert the operator (I − iCPj |X − η|). Recall
that if
b > 4
(
‖[Pj , Y ]‖+ ‖Pj |X − η|‖+ ‖|X − η|Pj‖
)
,
then ‖A‖ ≤ 34 so we have that
‖C‖ = ‖(I +A)(Y − η′ + iO)−1‖
≤ ‖(I +A)‖‖(Y − η′ + iO)−1‖
≤ 4b−1.
Therefore,
‖iCPj |X − η|‖ ≤ 4b−1‖Pj |X − η|‖.
Since we have chosen b > 4‖Pj |X−η|‖, the operator (I− iCPj |X−η|) is invertible.
Using this fact allows us to rewrite Equation (7.8) as
(7.9) v = ib
(
I − iCPj |X − η|
)−1
CPjΠv.
After all of these algebraic steps, we have been able to derive an expression for
v as the product of a bounded operator and a cutoff function. The final step in
this argument will be to multiply both sides of Equation (7.9) by the exponential
growth operator Bγ and show that the result is bounded. The inclusion of the
cutoff function is what makes it possible to control this multiplication because BγΠ
is bounded.
At least formally, we can multiply both sides of Equation (7.9) by Bγ and insert
copies of B−1γ Bγ to get
Bγv = ibBγ
(
I − iCPj |X − η|
)−1
CPjΠv
= ibBγ
(
I − iCPj |X − η|
)−1(
B−1γ Bγ
)
C
(
B−1γ Bγ
)
Pj
(
B−1γ Bγ
)
Πv
GENERALIZED WANNIER FUNCTIONS FOR NON-PERIODIC SYSTEMS 33
= ib
[
(I − iCγPj,γ |X − η|)−1
][
CγPj,γ
][
BγΠ
]
v,
where we have used our convention for exponentially tilted operators Pj,γ :=
BγPjB
−1
γ and similarly for C. We will now show each of the bracketed terms
are bounded.
The easiest term to bound is the last term, BγΠ. Let’s recall the definition of
Bγ :
Bγ,(a,b) = exp
(
γ
√
1 + (X − a)2 + (Y − b)2
)
.
While we have ignored the center point (a, b) thus far in the argument, here we will
explicitly choose (a, b) = (η, η′). Since Π = ΠX[η−b,η+b]Π
Y
[η′−b,η′+b] we clearly have:
‖Bγ,(η,η′)Π‖ ≤ eγ
√
1+2b2 .
To show that the first two terms are bounded we will show that, for γ sufficiently
small, ‖Cγ‖ = O(b−1). Once we show this, the second term, CγPj,γ , is clearly
bounded and we may pick b sufficiently large so that the first term is also bounded.
By definition, we have:
Cγ = Bγ(I +A)
−1(Y − η′ + iO)−1B−1γ
= Bγ
(
I + (Y − η′ + iO)−1[Pj , Y + iO]
)−1
(Y − η′ + iO)−1B−1γ
=
(
I + (Y − η′ + iO)−1[Pj,γ , Y + iO]
)−1
(Y − η′ + iO)−1.
For the above calculations to make sense, it suffices to show that
‖(Y − η′ + iO)−1[Pj,γ , Y + iO]‖ ≤ 3
4
.
Since ‖Pj,γ − Pj‖ ≤ K ′′1 γ we have that:
‖(Y−η′ + iO)−1[Pj,γ , Y + iO]‖
≤ ‖(Y − η′ + iO)−1‖
(
‖[Pj,γ , Y ]‖+ b‖[Pj,γ ,Π]‖+ ‖[Pj,γ , |X − η|]‖
)
≤ b−1
(
‖[Pj,γ , Y ]‖+ b‖[Pj,γ − P + P,Π]‖+ ‖[Pj,γ , |X − η|]‖
)
≤ b−1
(
‖[Pj,γ , Y ]‖+ b‖[Pj,γ − P,Π]‖+ b‖[P,Π]‖+ ‖[Pj,γ , |X − η|]‖
)
≤ b−1
(
1
2
b+ b‖Pj,γ − P‖+ ‖[Pj,γ , Y ]‖+ ‖Pj,γ |X − η|‖+ ‖|X − η|Pj,γ‖
)
≤ 1
2
+K ′′1 γ + b
−1
(
‖[Pj,γ , Y ]‖+ ‖Pj,γ |X − η|‖+ ‖|X − η|Pj,γ‖
)
.
Therefore, if we pick γ ≤ (8K ′′1 )−1 and
b ≥ 8
(
‖[Pj,γ , Y ]‖+ ‖Pj,γ |X − η|‖+ ‖|X − η|Pj,γ‖
)
,
we have that
‖Pj,γ(Y − η′ + iO)−1[Pj,γ , Y + iO]‖ ≤ 3
4
.
Therefore, for these choices of b and γ we have that:
‖Cγ‖ ≤ ‖
(
I + Pj,γ(Y − η′ + iO)−1[Pj,γ , Y + iO]
)−1
‖‖(Y − η′ + iO)−1‖
≤ 4b−1.
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Now recall the original equation we wanted to bound:
Bγv = i
[
(I − iCγPj,γ |X − η|)−1
][
bCγPj,γ
][
BγΠ
]
v.
Since b ≥ 8‖Pj,γ |X − η|‖ we have that
‖CγPj,γ |X − η|‖ ≤ 4b−1‖Pj,γ |X − η|‖ ≤ 1
2
.
Therefore,
‖(I − iCγPj,γ |X − η|)−1‖ ≤ 2,
so combining all of our bounds together gives:
‖Bγ,(η,η′)v‖ ≤
[
2
][
4(1 +K ′′2 γ)
][
eγ
√
1+2b2
]
≤ 16eγ
√
1+2b2 ,
so long as
γ ≤ (8K ′′2 )−1
b ≥ 8
(
‖[Pj,γ , Y ]‖+ ‖Pj,γ |X − η|‖+ ‖|X − η|Pj,γ‖
)
.
This proves Lemma 4.4.
8. Extensions to three dimensions and higher
The proof of Theorem 4.1 generalizes to arbitrarily high dimensions under ap-
propriate generalizations of the uniform spectral gaps assumption (Assumption 4.3)
by an inductive procedure. We will explain in detail the necessary additional as-
sumptions and adjustments of our argument for the proof in three dimensions, from
which the necessary assumptions and adjustments in higher dimensions are obvious.
A sketch of the generalization of our main result to three dimensions is as follows.
Assume regularity and spectral gap assumptions analogous to Assumptions 4.1
and 4.2, and consider position operators X, Y , and Z acting on H := L2(R3)
along directions corresponding to a three-dimensional basis. Let P be the Fermi
projection, and consider the operator PXP . Assume PXP has uniform spectral
gaps in the sense of Assumption 4.3, and let Pj denote spectral projections onto
each of the separated components of the spectrum of PXP . Now assume the
operators PjY Pj also have uniform spectral gaps in the sense of Assumption 4.3,
and let Pj,k denote spectral projections onto each of the separated components
of the spectrum of PjY Pj . By analogous reasoning to the two dimensional case,
functions in range(Pj,k) are quasi-one dimensional in the sense that they decay
away from lines x = c1, y = c2 for constants c1, c2. We therefore claim that the
set of eigenfunctions of the operator Pj,kZPj,k will form an exponentially localized
basis of range(Pj,k) for each j, k, and that the union of all of these eigenfunctions
over j and k will form an exponentially-localized basis of range(P ).
To make the above sketch rigorous, there are a few important steps in the proof
which must be checked. We will discuss each step in turn.
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Proving bounds on Pj,k. First, we must check that we can prove operator bounds
on Pj,k which are analogous to the operator bounds we prove in Appendices A and
B on P and Pj (specifically Lemmas A.1 and B.1). To see that this is possible, note
that when we proved Lemma B.1 on Pj , we only required Lemma A.1 on P . It
follows that under a uniform gap assumption on PjY Pj we can prove an analogous
Lemma on Pj,k by a similar calculation using only Lemma B.1 on Pj .
Proving Pj,kZPj,k has compact resolvent. To prove Pj,kZPj,k has compact resol-
vent, mimicking the calculations preceding (6.1), it is sufficient to prove that
Pj,k(Z + iµ˜)
−1Pj,k is compact for each j, k. We will first show how a na¨ıve gen-
eralization of the proof that PjY Pj is compact in two dimensions fails, and then
present a correct generalization. Just as in equation (6.1), we can write
Pj,k(Z ± iµ˜)−1Pj,k = [Pj,k(−∆ + 1)]
× [(−∆ + 1)−1(Z ± iµ˜)−1(X − ηj + i)−1(Y − ηk + i)−1]
× [(Y − ηk + i)(X − ηj + i)Pj,k]
(8.1)
where ηj ∈ σj , where σj is the jth separated component of σ(PXP ), and ηk ∈
σj,k, where σk is the kth separated component of σ(PjY Pj). To prove Pj,k(Z +
iµ˜)−1Pj,k is compact, we must prove that the first and third terms in (8.1) are
bounded, while the second is compact. That the second term is compact and the
first term is bounded follow from essentially the same arguments as given in Section
6. Unfortunately, it is unclear if the last term
(Y − ηk + i)(X − ηj + i)Pj,k
is bounded. The trick is to write, instead of (8.1),
Pj,k(Z ± iµ˜)−1Pj,k = [Pj,k(−∆ + 1)]
×
[
(−∆ + 1)−1(Z ± iµ˜)−1(X − ηj + i)−1/2(Y − ηk + i)−1/2
]
×
[
(Y − ηk + i)1/2(X − ηj + i)1/2Pj,k
]
.
(8.2)
That the first term of (8.2) is bounded is clear. That the second term of (8.2) is
compact follows from an almost identical argument as given in Section 6. We now
show that the third term of (8.2) is bounded. Note that if f /∈ range(Pj,k) then the
operator acting on f is clearly bounded. So let f ∈ range(Pj,k). Then using the
fact that the geometric mean is bounded by the arithmetic mean, we have that∥∥∥(Y − ηk + i)1/2(X − ηj + i)1/2Pj,kf∥∥∥2
≤ 1
2
(
‖(Y − ηk + i)Pj,kf‖2 + ‖(X − ηj + i)Pj,kf‖2
)
.
The first term is bounded since Pj,k is the projection onto a bounded subset of
the spectrum of PjY Pj (by the same proof as that of Lemma 6.1). The second
term is bounded since Pj,k = PjPj,k and (X + ηj + i)Pj is bounded since Pj is the
projection onto a bounded subset of the spectrum of PXP (Lemma 6.1).
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Proving exponential localization of eigenfunctions of Pj,kZPj,k. The generalization
of the proof of Lemma 4.4 to three dimensions is straightforward once we prove
operator norm bounds on Pj,k analogous to the operator norm bounds proved in
Appendix B on Pj . The only modification necessary is that in three dimensions the
choice of the operator O (7.6) must be changed to
O = bΠX[ηj−b,ηj+b]Π
Y
[ηj,k−b,ηj,k+b]Π
Z
[ηj,k,l−b,ηj,k,l+b] + |X − ηj |+ |Y − ηj,k|,
where ηj ∈ σj , the jth component of σ(PXP ), ηj,k ∈ σj,k, the kth component of
σ(PjY Pj), and ηj,k,l denotes the lth eigenvalue of Pj,kZPj,k.
9. Generalization to Discrete Systems
While the statement of Theorem 4.1 only concerns continuum Hamiltonians act-
ing on L2(R2), our proof can easily be adapted to discrete Hamiltonians (satisfying
appropriate assumptions) acting on l2(Z2). The reason is that we only use proper-
ties of the ambient Hilbert space and Hamiltonian in certain specific points of the
proof. For example, we use the precise form of the Hamiltonian to prove properties
of the Fermi projector P (Lemma A.1), but the necessary properties of Pj are then
proved from the properties of P without reference to the ambient Hilbert space or
Hamiltonian.
The two places in the proof of Theorem 4.1 where we make use of specific prop-
erties of the Hamiltonian H are:
(1) We use the form of H to prove important estimates on P , specifically
Lemma A.1.
(2) We use the fact that ∆ is H-bounded (see Lemma 6.2) in the proof that
PjY Pj has compact resolvent (Lemma 4.3).
Regarding (1), in Appendix D we prove the following Lemma, which states that
the required estimates on P hold for discrete Hamiltonians H with a spectral gap
and entries which exponentially decay away from the diagonal:
Lemma 9.1. For each λ = (λx, λy) ∈ Z2, let eλ ∈ l2(Z2) denote a joint eigenvector
of the position operators X and Y with eigenvalue λx and λy respectively:
Xeλ = λxeλ Y eλ = λyeλ.
Furthermore, let ‖ · ‖2 denote the Euclidean 2-norm on Z2. That is, ‖λ‖2 :=√
λ2x + λ
2
y.
Next, let H be a self-adjoint operator on l2(Z2) with a spectral gap containing the
Fermi level and P be the Fermi projection. Suppose further that for any λ, µ ∈ Z2:
|〈eλ, Heµ〉| ≤ Ce−γ′‖λ−µ‖2 ,
where γ′ and C are finite, positive constants. Under these assumptions, there exist
finite, positive constants (γ′,K ′1,K
′
2) depending only on H so that for all γ ≤ γ′:
(1) ‖Pγ − P‖ ≤ K ′1γ
(2) ‖[Pγ , X]‖ ≤ K ′2 and ‖[Pγ , Y ]‖ ≤ K ′2.
Proof. Given in Appendix D. 
Regarding (2), proving PjY Pj has compact resolvent is easier on l
2(Z2) as com-
pared to L2(R2). In Section 6, we showed that to show that PjY Pj has compact
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resolvent it is enough to show that the operator Pj(Y ± iµ˜)−1Pj is compact for
some µ˜ sufficiently large. For any ηj ∈ σj we have that:
Pj(Y ± iµ˜)−1Pj = Pj(Y ± iµ˜)−1(X − ηj + i)−1(X − ηj + i)Pj
= Pj
[
(Y ± iµ˜)−1(X − ηj + i)−1
][
(X − ηj + i)Pj
]
Since the operators Pj and (X − ηj + i)Pj are bounded by our estimates on Pj we
only need to show that (Y ± iµ˜)−1(X − ηj + i)−1 is compact. This is easy to see
since if we define
χN (x, y) =
{
1 |x| ≤ N and |y| ≤ N
0 otherwise
then we have that
(Y ± iµ˜)−1(X − ηj + i)−1
= (Y ± iµ˜)−1(X − ηj + i)−1χN + (Y ± iµ˜)−1(X − ηj + i)−1(1− χN ).
Since χN projects onto a finite dimensional space the first term is compact for all
N . Since additionally for all N sufficiently large
‖(Y ± iµ˜)−1(X − ηj + i)−1(1− χN )‖ = O(N−1)
we can conclude that in the operator norm topology:
(Y ± iµ˜)−1(X − ηj + i)−1χN → (Y ± iµ˜)−1(X − ηj + i)−1.
Hence (Y ± iµ˜)−1(X − ηj + i)−1 is compact.
10. Conclusions and Future Work
In this work we have presented a new construction of exponentially-decaying gen-
eralized Wannier functions which generalizes the Kivelson-Nenciu-Nenciu scheme
[28, 38] to higher spatial dimensions. We prove that in two spatial dimensions our
construction is possible whenever the spectrum of the operator PXP has spectral
gaps. In higher dimensions, our construction is possible whenever the operators
PXP , PjY Pj etc. each have spectral gaps. Since our proofs are operator theoretic,
they go through for both continuum and discrete models with little modification
required. When we implement our construction numerically in finite systems, with
both periodic and Dirichlet boundary conditions, we see clearly that it yields gen-
eralized Wannier functions which decay exponentially away from their maxima.
Understanding the links between the gap assumption on PXP in two dimensions
and the Chern number, and between the gap assumptions we must make in higher
dimensions and higher dimensional topological invariants, is the subject of ongoing
work. We hope that if this link can be established, it will open a new perspective
on topological insulators which is potentially much more general than the current
paradigm. For example, as we have shown in this paper, the PXP gap assumption
makes sense for finite and non-periodic systems just as well as for infinite periodic
systems.
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Appendix A. Bounds for P
Recall that when H satisfies the regularity and spectral gap assumptions (As-
sumptions 4.1 and 4.2), we can define P by the contour integral
(A.1) P =
1
2pii
∫
C
(λ−H)−1 dλ
where C has finite length and supλ∈C ‖(λ−H)−1‖ <∞.
Recall also that we define the exponential growth operator Bγ,(a,b), which de-
pends on parameters γ ≥ 0 and (a, b) ∈ R2 by:
Bγ,(a,b) = exp
(
γ
√
1 + (X − a)2 + (Y − b)2
)
.
Given any linear operator A, we define
Aγ,(a,b) := Bγ,(a,b)AB
−1
γ,(a,b).
When the particular point (a, b) is irrelevant, for example if a result holds uniformly
in (a, b) ∈ R2, we will omit it.
The goal of this section is to prove the following lemma:
Lemma A.1. Let H satisfy the regularity and spectral gap assumptions (Assump-
tions 4.1 and 4.2). Let P be the Fermi projector (A.1). Then there exists finite,
positive constants (γ′,K ′1,K
′
2) depending only on H so that for all γ ≤ γ′:
(1) ‖Pγ − P‖ ≤ K ′1γ
(2) ‖[Pγ , X]‖ ≤ K ′2 and ‖[Pγ , Y ]‖ ≤ K ′2.
Note that Lemmas 5.1 and 5.2 are special cases of Lemma A.1.
We will prove Lemma A.1 by the following route. We will first prove Lemma A.1
under Assumption 4.2 whenever H satisfies certain operator-norm bounds. We will
then prove that H satisfies these operator-norm bounds under Assumption 4.1. The
operator-norm bounds we require on H are the subject of the following Lemma:
Lemma A.2. Let H satisfy the regularity and spectral gap assumptions (Assump-
tions 4.1 and 4.2). Let C denote the contour appearing in (A.1). Then there exist
finite, positive constants (γ∗, C, C ′), depending on C, such that for all γ ≤ γ∗ and
all λ ∈ C:
(1) ‖(Hγ −H)(λ−H)−1‖ ≤ Cγ
(2) ‖[Hγ , X](λ−H)−1‖ ≤ C ′ and ‖[Hγ , Y ](λ−H)−1‖ ≤ C ′.
We will prove Lemma A.2 in Appendix A.2.
A.1. Proof of Lemma A.1 assuming Lemma A.2 on H. For both of the
bounds in Lemma A.1 it will be useful to first show that for γ sufficiently small we
have that supλ∈C ‖(λ−Hγ)−1‖ <∞.
A.1.1. Bounding (λ−Hγ)−1. The proof follows the proof of Proposition 7 of [15].
We start with the algebraic manipulations:
(λ−Hγ)−1 = (λ−H +H −Hγ)−1
= (λ−H)−1(I − (Hγ −H)(λ−H)−1)−1.
Since ‖(Hγ −H)(λ−H)−1‖ ≤ Cγ by Lemma A.2, choosing γ ≤ min{(2C)−1, γ∗}
gives
‖(I − (Hγ −H)(λ−H)−1)−1‖ ≤ 2.
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Hence,
‖(λ−Hγ)−1‖ ≤ ‖(λ−H)−1‖‖(I − (Hγ −H)(λ−H)−1)−1‖
≤ 2‖(λ−H)−1‖.
Since supλ∈C ‖(λ − H)−1‖ < ∞ by assumption, we conclude that supλ∈C ‖(λ −
Hγ)
−1‖ is bounded for all γ ≤ min{(2C)−1, γ∗}.
A.1.2. Proof of Lemma A.1(1). Let’s begin by writing Pγ − P in terms of contour
integrals:
Pγ − P = Bγ
(
1
2pii
∫
C
(λ−H)−1dλ
)
B−1γ −
1
2pii
∫
C
(λ−H)−1dλ
=
1
2pii
∫
C
(λ−Hγ)−1 − (λ−H)−1dλ.
By the second resolvent identity we have
(λ−Hγ)−1 − (λ−H)−1
= (λ−Hγ)−1(Hγ −H)(λ−H)−1.
Therefore,
‖Pγ − P‖ ≤ `(C)
2pi
‖(λ−Hγ)−1 − (λ−H)−1‖
=
`(C)
2pi
‖(λ−Hγ)−1(Hγ −H)(λ−H)−1‖
≤ `(C)
2pi
‖(λ−Hγ)−1‖‖(Hγ −H)(λ−H)−1‖
≤ `(C)
2pi
(
‖(λ−Hγ)−1‖
)(
Cγ
)
,
where the last inequality holds by Lemma A.2. Therefore, setting
K ′1 :=
`(C)
pi
‖(λ−Hγ)−1‖C,
we see that for all γ sufficiently small, ‖Pγ − P‖ ≤ K ′1γ.
A.1.3. Proof of Lemma A.1(2). In this section, we will only prove that ‖[Pγ , X]‖
is bounded; the fact that ‖[Pγ , Y ]‖ is bounded follows by an essentially identical
argument. By the definition of P we have:
[Pγ , X] =
1
2pii
∫
C
[(λ−Hγ)−1, X]dλ
=
1
2pii
∫
C
(λ−Hγ)−1[Hγ , X](λ−Hγ)−1dλ
=
1
2pii
∫
C
(λ−Hγ)−1[Hγ , X](λ−H +H −Hγ)−1dλ
=
1
2pii
∫
C
(λ−Hγ)−1[Hγ , X](λ−H)−1(I − (Hγ −H)(λ−H)−1)−1dλ
Therefore,
‖[Pγ , X]‖ ≤ `(C)
2pi
‖(λ−Hγ)−1‖‖[Hγ , X](λ−H)−1‖‖(I − (Hγ −H)(λ−H)−1)−1‖.
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From Lemma A.2 we know that:
‖(Hγ −H)(λ−H)−1‖ ≤ Cγ and ‖[Hγ , X](λ−H)−1‖ ≤ C ′
Therefore, if we choose γ ≤ min{(2C)−1, γ∗} then we have that
‖[Pγ , X]‖ ≤ `(C)
2pi
2C ′‖(λ−Hγ)−1‖.
But in Section A.1.1 we showed that ‖(λ − Hγ)−1‖ is bounded whenever γ ≤
min{(2C)−1, γ∗}. Therefore for all γ ≤ min{(2C)−1, γ∗}, ‖[Pγ , X]‖ <∞.
A.2. Proof of Lemma A.2, under Assumption 4.1. We will now prove Lemma
A.2, under Assumption 4.1. Throughout this section, for any ~x ∈ R2, we will use
‖~x‖2 to denote the Euclidean 2-norm.
Recall the form of H:
H = (−i∇+A)2 + V
= −∆− 2iA · ∇ − (idiv(A) +A ·A+ V ),
where A and V are such that A ∈ L∞(R2;R2), div(A) ∈ L∞(R2;R), and V ∈
L∞(R2;R).
A.3. Proof of Lemma A.2(1). Since div(A), A ·A, and V are all scalar functions
we have
Hγ = −Bγ∆B−1γ − 2iBγ
(
A · ∇)B−1γ + (− idiv(A) +A ·A+ V ),
and hence
(Hγ −H) = −Bγ∆B−1γ − 2iBγ
(
A · ∇)B−1γ .
Suppose that Bγ is centered at the point (x0, y0) and define the notation ~x :=
(x− x0, y − y0). A straightforward calculation shows that
(A.2) Bγ∆B
−1
γ = ∆−
2γ√
1 + ‖~x‖22
~x ·∇+ γ
2‖~x‖22
1 + ‖~x‖22
+
γ‖~x‖22
(1 + ‖~x‖22)3/2
− 2γ√
1 + ‖~x‖22
.
(A.3) Bγ
(
A · ∇)B−1γ = −γ(A · ~x)√
1 + ‖~x‖22
+A · ∇.
Since ∥∥∥∥∥ γ2‖~x‖221 + ‖~x‖22 + γ‖~x‖
2
2
(1 + ‖~x‖22)3/2
− 2γ√
1 + ‖~x‖22
∥∥∥∥∥
L∞
≤ γ2 + 3γ,
we have that
‖(BγHB−1γ −H)(λ−H)−1‖ ≤ 2γ
∥∥∥∥∥~x · ∇(λ−H)−1√1 + ‖~x‖22 + i (A · ~x)(λ−H)
−1√
1 + ‖~x‖22
∥∥∥∥∥+ (γ2 + 3γ)‖(λ−H)−1‖
= 2γ
∥∥∥∥∥~x · (−i∇+A)(λ−H)−1√1 + ‖~x‖22
∥∥∥∥∥+O(γ).(A.4)
Since for any ~x ∈ R2 we have ∥∥∥∥∥ ~x√1 + ‖~x‖2
∥∥∥∥∥
2
≤ 1,
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we are done if we can show that ~v · (−i∇ + A) is H-bounded for any ~v ∈ R2 with
‖~v‖2 ≤ 1. Specifically, we must prove
Lemma A.3. Let ~v ∈ R2, with ‖~v‖2 ≤ 1. Then there exist constants a, b > 0 such
that for any ψ ∈ D(H),
‖~v · (−i∇+A)ψ‖ ≤ a‖Hψ‖+ b‖ψ‖.
Proof. The proof is a straightforward consequence of Lemma 6.2. First, note that
using boundedness of ~v and A,
(A.5) ‖~v · (−i∇+A)ψ‖ ≤ ‖~v · (−i∇)ψ‖+ 2‖~v‖∞‖A‖∞‖ψ‖.
On the other hand,
(A.6) ‖~v · (−i∇)ψ‖ ≤ 2‖~v‖∞ (‖∆ψ‖+ ‖ψ‖) .
Substituting (A.6) into (A.5) gives
(A.7) ‖~v · (−i∇+A)ψ‖ ≤ 2‖~v‖∞‖∆ψ‖+ (2‖~v‖∞ + 2‖~v‖∞‖A‖∞) ‖ψ‖.
The result now follows upon combining (A.7) with Lemma 6.2. 
A.4. Proof of Lemma A.2(2). We will begin by showing ‖[Hγ , X](λ−H)−1‖ is
bounded; the corresponding bound for Y follows by analogous steps. We calculate
[Hγ , X] = [−Bγ∆B−1γ + 2iBγ
(
A · ∇)B−1γ + (idiv(A) +A ·A+ V ), X]
= [−Bγ∆B−1γ + 2iBγ
(
A · ∇)B−1γ , X].
The calculations from Equations (A.2) and (A.3) therefore give us
[Hγ , X]
=
[
−∆ + 2γ√
1 + ‖~x‖22
~x · ∇+ 2iA · ∇, X
]
= −[∆, X] + 2i[A · ∇, X] + 2γ
[
~x√
1 + ‖~x‖22
· ∇, X
]
= −2 ∂
∂x
+ 2iA1 +
2γ(x− x0)√
1 + ‖~x‖22
= 2ie1 · (i∇+A) + 2γ(x− x0)√
1 + ‖~x‖22
.
The bound ‖[Hγ , X](λ−H)−1‖ ≤ C ′ now follows immediately from Lemma A.3.
Appendix B. Bounds for Pj
Recall that when PXP satisfies the uniform gap assumption (Assumption 4.3),
we can define band projectors
(B.1) Pj :=
(
1
2pii
∫
Cj
(λ− PXP )−1 dλ
)
P
for each j ∈ J , which project onto the spectral subspace corresponding to each
separated component σj of the spectrum of PXP . Here Cj denotes a contour
enclosing σj in the complex plane.
The goal of this section is to prove the following lemma:
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Lemma B.1. Let H satisfy the regularity and spectral gap assumptions (Assump-
tions 4.1 and 4.2), and PXP satisfy the uniform gap assumption (Assumption 4.3).
Let Pj, j ∈ J denote the band projectors onto σj defined by Definition 4.1. Then
there exist finite, positive constants (γ′′,K ′′1 ,K
′′
2 ,K
′′
3 ), independent of j, such that
for all γ ≤ γ′′
(1) ‖Pj,γ − Pj‖ ≤ K ′′1 γ
(2) ‖[Pj,γ , X]‖ ≤ K ′′2 and ‖[Pj,γ , Y ]‖ ≤ K ′′2
(3) For all η ∈ σj:
‖(X − η)Pj,γ‖ ≤ K ′′3 and ‖Pj,γ(X − η)‖ ≤ K ′′3 .
Note that Lemma B.1 is a re-statement of Lemma 7.1, and contains Lemma 6.1
as a special case.
The starting point of our proof will be Lemma A.1, which established operator-
norm bounds on the Fermi projector P . In fact, the proof of Lemma B.1 makes
no reference to the form of the original Hamiltonian, only requiring the following
hypothesis on the projector P :
Assumption B.1. Let P be an orthogonal projection and suppose that there exists
finite, positive constants (γ′,K ′1,K
′
2) so that for all γ ∈ [0, γ′]:
(1) ‖Pγ − P‖ ≤ K ′1γ
(2) ‖[Pγ , X]‖ ≤ K ′2 and ‖[Pγ , Y ]‖ ≤ K ′2
Hence in this section we actually prove the more general result:
Lemma B.2. Let P be an orthogonal projection satisfying Assumption B.1 with
finite, positive constants (γ′,K ′1,K
′
2). Now suppose that PXP has uniform spectral
gaps in the sense of Assumption 4.3 with constants (d,D). If Pj is a band projection
onto σj then there exists finite, positive constants (γ
′′,K ′′1 ,K
′′
2 ,K
′′
3 ), independent
of j, such that for all γ ≤ γ′′
(1) ‖Pj,γ − Pj‖ ≤ K ′′1 γ
(2) ‖[Pj,γ , X]‖ ≤ K ′′2 and ‖[Pj,γ , Y ]‖ ≤ K ′′2
(3) For all η ∈ σj:
‖(X − η)Pj,γ‖ ≤ K ′′3 and ‖Pj,γ(X − η)‖ ≤ K ′′3 .
The constant γ′′ only depends on (γ′,K ′1,K
′
2) and (d,D) and is independent of the
system size.
The removal of H in Lemma B.2 makes this lemma a statement about orthog-
onal projectors in Hilbert spaces, not necessarily about differential operators. In
particular, this allows us to generalize to discrete systems easily in Section 9.
B.1. Proof of key estimate on (λ − PγXPγ)−1. The most difficult step in the
proof of Lemma B.2 is to prove the following proposition, which states that the
operator (λ − PγXPγ)−1 is bounded uniformly for λ ∈ Cj for all j ∈ J by a
constant which is independent of j.
Proposition B.1. There constants γ0 > 0 and C > 0 such that for all γ ≤ γ0
(B.2) sup
j∈J
sup
λ∈Cj
‖(λ− PγXPγ)−1‖ ≤ C.
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To see why Proposition B.1 is relevant to Lemma B.2, recall the contour integral
definition (B.1) of Pj and note that
Pj,γ = Bγ
(
1
2pii
∫
Cj
(λ− PXP )−1dλ
)
PB−1γ
= Bγ
(
1
2pii
∫
Cj
(λ− PXP )−1dλ
)(
B−1γ Bγ
)
PB−1γ
=
(
1
2pii
∫
Cj
Bγ(λ− PXP )−1B−1γ dλ
)
Pγ
=
(
1
2pii
∫
Cj
(λ− PγXPγ)−1dλ
)
Pγ(B.3)
where in the last step we have used that [Bγ , X] = 0 and
BγPXPB
−1
γ = BγP
(
B−1γ Bγ
)
XPB−1γ = PγXPγ .
Hence Proposition B.1 immediately implies, through (B.3), that for sufficiently
small γ, there exists a constant C > 0 such that
sup
j∈J
‖Pj,γ‖ ≤ C.
With Proposition B.1 established, the other assertions of Lemma B.2 follow from
relatively straightforward manipulations.
We will prove Proposition B.1 across the next few subsections, with the proof of
one lemma postponed until Appendix C. We start by showing how a na¨ıve approach
at bounding (B.2) yields an estimate which is not uniform in j.
B.1.1. Failure of a na¨ıve approach to yield an estimate uniform in j. We start with
the formal manipulations
(λ− PγXPγ)−1 = (λ− PXPγ + PXPγ − PγXPγ)−1
= (λ− PXPγ − (Pγ − P )XPγ)−1
= (λ− PXPγ)−1
(
I − (Pγ − P )XPγ(λ− PXPγ)−1
)−1
.
(B.4)
Recall that ‖Pγ − P‖ = O(γ) by Assumption B.1. It follows that if
(λ− PXPγ)−1 and XPγ(λ− PXPγ)−1
can be bounded for all λ ∈ Cj independently of j we are done by taking γ sufficiently
small. Unfortunately, a direct attempt to bound (λ−PXPγ)−1 fails in this respect.
More formal manipulations yield:
(λ− PXPγ)−1 = (λ− PXP − PX(Pγ − P ))−1
= (λ− PXP − PX(Pγ − P ))−1(λ− PXP )(λ− PXP )−1
=
(
I − (λ− PXP )−1PX(Pγ − P )
)−1
(λ− PXP )−1.
Again, since ‖Pγ − P‖ = O(γ) by Assumption B.1, we obtain a bound on (λ −
PXPγ)
−1 if we can bound
(λ− PXP )−1PX
for all λ ∈ Cj independently of j. Let
Q := I − P
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denote the orthogonal projector onto the orthogonal complement of rangeP . Since
P +Q = I,∥∥(λ− PXP )−1PX∥∥ = ∥∥(λ− PXP )−1PX(P +Q)∥∥
=
∥∥(λ− PXP )−1(PXP − λ+ λ+ PXQ)∥∥
≤ 1 + |λ|∥∥(λ− PXP )−1∥∥+ ∥∥(λ− PXP )−1PXQ∥∥ .(B.5)
It is easy to see that PXQ is bounded, since
PXQ = PX(I − P ) = PX − PXP = −P [X,P ],
which is bounded by Assumption B.1, and (λ− PXP )−1 is bounded for all λ ∈ Cj
independently of j by assumption. Substituting these observations into (B.5) yields
a bound on (λ− PXP )−1PX with the form∥∥(λ− PXP )−1PX∥∥ ≤ C + C|λ|,
which can be bounded uniformly for λ ∈ Cj for any fixed value of j ∈ J , but not
independently of j.
Remark B.1. The inserting of PXPγ −PXPγ in Equation (B.4) is non-obvious.
Initially, one might be tempted to insert PXP − PXP instead. To make this step
work, one would need to show that
‖(PγXPγ − PXP )(λ− PXP )−1‖ = O(γ).
Unfortunately, some numerical tests for finite systems suggest that:
‖(PγXPγ − PXP )(λ− PXP )−1‖ ∼ |system size|γ.
Since it does not seem possible to control ‖(PγXPγ − PXP )(λ − PXP )−1‖ in
general, we have to resort to the more complicated argument we give above.
B.1.2. Strategy for proving an estimate which is uniform in j. We now explain how
to improve on the j-dependent bound proved in Section B.1.1. First, for each j ∈ J ,
let ηj ∈ σj be arbitrary, and define a j-dependent “shift” of λ− PγXPγ by
(ληj − PγXηjPγ)−1,
ληj := λ− ηj , Xηj := X − ηj .
(B.6)
We will proceed by the following steps:
(1) Using the argument sketched in Section B.1.1, we will bound each shifted
operator (B.6) uniformly in λ over the contour λ ∈ Cj , and uniformly over
η ∈ σj , by a constant which is independent of j ∈ J .
(2) We will deduce the bound (B.2) from the set of bounds proved in part (1).
Before embarking on the proof of estimate (B.2), we pause to introduce some
notation and prove some elementary bounds which follow from Assumption B.1.
B.1.3. Notation and Some Easy Estimates. Recall that we defined Q := I − P to
be the orthogonal projection onto the orthogonal complement of P . We now make
the following further definitions
Qγ := BγQBγ = I − Pγ
E := Pγ − P.
We now note some easy estimates which follow from Assumption B.1. We will prove
the following proposition:
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Proposition B.2. For any P satisfying Assumption B.1 and for all γ sufficiently
small:
(1) ‖Pγ − P‖ = ‖Q−Qγ‖ = ‖E‖ ≤ K ′γ
(2) ‖Pγ‖ ≤ 1 +K ′γ, and ‖Qγ‖ ≤ 1 +K ′γ.
For any η ∈ C, let Xη = X − η and λη = λ− η. Then
(3) ‖PγXηQγ‖ <∞ and ‖QγXηPγ‖ <∞.
Proof. (1) An elementary manipulation implies that
Q−Qγ = Pγ − P = E,
from which the claim immediately follows.
(2) The triangle inequality implies that
‖Pγ‖ ≤ ‖Pγ − P‖+ ‖P‖
≤ 1 +K ′1γ.(B.7)
An identical calculation implies ‖Qγ‖ ≤ 1 +K ′1γ.
(3) Since P is a projection, we have that
P 2γ = BγPB
−1
γ BγPB
−1
γ = BγP
2B−1γ = Pγ .
Therefore, Pγ is also a projection. An immediate consequence of the fact that Pγ
is a projection is PγQγ = Pγ − P 2γ = 0. Since PγQγ = 0 we also have that
PγXηQγ = Pγ(X − η)Qγ = PγXQγ
and
PγXQγ = PγQγX + Pγ [X,Qγ ] = −Pγ [X,Pγ ],
where the last equality follows from Qγ = Q+ P − Pγ = I − Pγ . Therefore
‖PγXηQγ‖ = ‖Pγ [X,Pγ ]‖ ≤ ‖Pγ‖‖[X,Pγ ]‖.
Using equation (B.7) and Assumption B.1, ‖Pγ‖‖[X,Pγ ]‖ <∞, and hence ‖PγXηQγ‖ <
∞. Similar calculations show that ‖QγXηPγ‖ <∞. 
B.1.4. Estimating the j-dependent shifted operators (B.6). We now move on to
bounding each of the j-dependent shifted operators (B.6) uniformly in λ over the
contour λ ∈ Cj , and uniformly in η ∈ σj , by a constant independent of j ∈ J .
For simplicity of notation, we will drop the subscript j from ηj in this section.
Assuming for now that (λη−PXηPγ)−1 is well defined, then an identical calculation
to (B.4) gives
(λη − PγXηPγ)−1 = (λη − PXηPγ)−1
(
I − EXηPγ(λη − PXηPγ)−1
)−1
,
where E := Pγ − P . If we could show that
(B.8) (λη − PXηPγ)−1 and XηPγ(λη − PXηPγ)−1
are both bounded, then since ‖E‖ = O(γ) we can choose γ sufficiently small so
that (λη − PγXηPγ)−1 can be written as a product of bounded operators and we
are done.
We will prove that ‖(λη − PXηPγ)−1‖ is bounded in Section B.1.5 we will then
use that result to prove that ‖XηPγ(λη −PXηPγ)−1‖ is bounded in Section B.1.6.
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B.1.5. Bounding (λη − PXηPγ)−1. Essentially the same calculations as in (B.1.1)
give the following
(λη − PXηPγ)−1 =
(
I − (λη − PXηP )−1PXηE
)−1
(λη − PXηP )−1.
Hence
(B.9) ‖(λη − PXηPγ)−1‖ ≤ ‖
(
I − (λη − PXηP )−1PXηE
)−1
‖‖(λη − PXηP )−1‖.
To show that the first term is bounded it is enough to show that for γ sufficiently
small
‖(λη − PXηP )−1PXηE‖ ≤ 1
2
.
Inserting P +Q = I, we have that
‖(λη − PXηP )−1PXη‖ = ‖(λη − PXηP )−1PXη(P +Q)‖
≤ ‖(λη − PXηP )−1PXηP‖+ ‖(λη − PXηP )−1‖‖PXηQ‖
≤ 1 + |λη|‖(λη − PXηP )−1‖+ ‖(λη − PXηP )−1‖‖PXηQ‖.
By the definition of the contour Cj (recall Assumption 4.3 and Definition 4.1), we
know that both |λη| and ‖(λη − PXηP )−1‖ are both bounded by constants which
are independent of η ∈ σj and j. Since by Proposition B.2, we also know that
‖PXηQ‖ is bounded, we can conclude that ‖(λη − PXηP )−1PXη‖ is bounded by
a constant independent of λ and j.
Since ‖E‖ ≤ K ′1γ if we pick γ so that
γ ≤ (2K ′1)−1
(
1 +
(
|λη|+ ‖PXηQ‖
)
‖(λη − PXηP )−1‖
)−1
we see that
‖(λη − PXηP )−1PXηE‖ ≤ 1
2
and therefore by Equation B.9, ‖(λη−PXηPγ)−1‖ is bounded uniformly for λ ∈ Cj
by a constant independent of j.
B.1.6. Bounding XηPγ(λη−PXηPγ)−1. The key trick proving this bound is notic-
ing that E = Q−Qγ and therefore Q = Qγ +E. Inserting a copy of (P +Q) into
the quantity we want to bound gives
XηPγ(λη − PXηPγ)−1 = (P +Q)XηPγ(λη − PXηPγ)−1
= (P +Qγ + E)XηPγ(λη − PXηPγ)−1(B.10)
Now we can move the term containing E on the right hand side of Equation B.10
to get:
(I − E)XηPγ(λη − PXηPγ)−1 = (P +Qγ)XηPγ(λη − PXηPγ)−1
Since ‖E‖ ≤ K ′1γ so long as we pick γ ≤ (2K ′1)−1 we can invert (I − E) to get:
XηPγ(λη − PXηPγ)−1 = (I − E)−1(P +Qγ)XηPγ(λη − PXηPγ)−1
Therefore,
‖XηPγ(λη − PXηPγ)−1‖
≤ ‖(I − E)−1‖
(
‖PXηPγ(λη − PXηPγ)−1‖+ ‖QγXηPγ(λη − PXηPγ)−1‖
)
.
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Now to finish the proof we only need to show that both
PXηPγ(λη − PXηPγ)−1 and QγXηPγ(λη − PXηPγ)−1
are bounded independent of λ and j. However, with the estimates we have now
both of these bounds are fairly easy:
‖PXηPγ(λη − PXηPγ)−1‖ ≤ 1 + |λη|‖(λη − PXηPγ)−1‖
‖QγXηPγ(λη − PXηPγ)−1‖ ≤ ‖QγXηPγ‖‖(λη − PXηPγ)−1‖.
By the proof in Section B.1.5, we know that ‖(λη − PXηPγ)−1‖ is bounded. Since
|λη| is bounded by the construction of Cj and from Proposition B.2 we know
that ‖QγXηPγ‖ is also bounded, by the above logic we conclude that XηPγ(λη −
PXηPγ)
−1 is bounded. Therefore, by the above logic, for all γ sufficiently small the
operator ‖(λη − PγXηPγ)−1‖ is bounded uniformly for λ ∈ Cj by a constant which
is independent of j ∈ J . Since our arguments make no reference to any particular
ηj ∈ σj , this estimate is also uniform in η ∈ σj .
B.1.7. Deducing the key estimate (B.2) from the uniform bound proved on the
shifted operators (B.6). The key estimate (B.2) can be deduced from the uniform
bound proved on the shifted operators (B.6) in the previous section via the following
Lemma, whose proof we postpone until Appendix C.
Lemma B.3. Suppose P satisfies Assumption B.1 with constants (γ′,K ′1,K
′
2) and
suppose that PXP has uniform spectral gaps with decomposition {σj}j∈J and cor-
responding contours {Cj}j∈J . Then the following are equivalent for all 0 ≤ γ < γ′:
(1) There exists a C > 0, independent of j, such that
sup
λ∈Cj
‖(λ− PγXPγ)−1‖ ≤ C.
There exists a C ′ > 0, independent of j, such that for each j ∈ J :
sup
λ∈Cj
sup
ηj∈σj
‖(ληj − PγXηjPγ)−1‖ ≤ C ′
Furthermore, for any 0 ≤ γ < γ′ if ‖(λ − PγXPγ)−1‖ is bounded we have for any
j ∈ J , λ ∈ Cj, and ηj ∈ σj:
(λ− PγXPγ)−1Pγ = (ληj − PγXηjPγ)−1Pγ .
Proof. Given in Appendix C. 
With Proposition B.1 proved, we can now proceed to prove the assertions of
Lemma B.2.
B.2. Proof of Lemma B.2(1). Let η ∈ σj be arbitrary. Writing Pj,γ and Pj in
terms of their contour integrals gives:
Pj,γ − Pj = 1
2pii
∫
Cj
(λ− PγXPγ)−1Pγ − (λ− PXP )−1Pdλ.
Similar to the proof in Section B.1, we will want to work with the shifted versions
of (λ− PγXPγ)−1 and (λ− PXP )−1. Due to Lemma B.3 we know that:
(λ− PγXPγ)−1Pγ = (λη − PγXηPγ)−1Pγ
(λ− PXP )−1P = (λη − PXηP )−1P.
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Therefore, we have that
Pj,γ − Pj
=
1
2pii
∫
Cj
(λ− PγXPγ)−1Pγ − (λ− PXP )−1Pdλ
=
1
2pii
∫
Cj
(λη − PγXηPγ)−1Pγ − (λη − PXηP )−1Pdλ
=
1
2pii
∫
Cj
(
(λη − PγXηPγ)−1 − (λη − PXηP )−1
)
P + (λη − PγXηPγ)−1(Pγ − P )dλ
=
1
2pii
∫
Cj
(
(λη − PγXηPγ)−1 − (λη − PXηP )−1
)
P + (λη − PγXηPγ)−1Edλ.
Therefore
‖Pj,γ − Pj‖
≤ `(Cj)
2pi
(
‖(λη − PγXηPγ)−1 − (λη − PXηP )−1‖‖P‖+ ‖(λη − PγXηPγ)−1‖‖E‖
)
.
The second term is O(γ) since ‖(λη − PγXηPγ)−1‖ is bounded and ‖E‖ = O(γ).
Therefore to finish the proof we need only need to show the first term is O(γ).
Using the second resolvent identity we get
(λη − PγXηPγ)−1 − (λη − PXηP )−1
= (λη − PγXηPγ)−1
(
PγXηPγ − PXηP
)
(λη − PXηP )−1
= (λη − PγXηPγ)−1
(
PγXηPγ − PγXηP + PγXηP − PXηP
)
(λη − PXηP )−1
= (λη − PγXηPγ)−1
(
PγXηE + EXηP
)
(λη − PXηP )−1
= (λη − PγXηPγ)−1PγXηE(λη − PXηP )−1 + (λη − PγXηPγ)−1EXηP (λη − PXηP )−1.
Therefore,
‖(λη − PγXηPγ)−1 − (λη − PXηP )−1‖
≤‖(λη − PγXηPγ)−1PγXη‖‖E‖‖(λη − PXηP )−1‖
+ ‖(λη − PγXηPγ)−1‖‖E‖‖XηP (λη − PXηP )−1‖
Since we already know that ‖(λη−PXηP )−1‖ and ‖(λη−PγXηPγ)−1‖ are bounded
and ‖E‖ = O(γ) we only need to show that ‖(λη−PγXηPγ)−1PγXη‖ and ‖XηP (λη−
PXηP )
−1‖ are bounded.
This is straightforward since
‖(λη − PγXηPγ)−1PγXη‖
= ‖(λη − PγXηPγ)−1PγXη(Pγ +Qγ)‖
≤ ‖(λη − PγXηPγ)−1PγXηPγ‖+ ‖(λη − PγXηPγ)−1‖‖PγXηQγ‖
≤ 1 + |λη|‖(λη − PγXηPγ)−1‖+ ‖(λη − PγXηPγ)−1‖‖PγXηQγ‖,
which is bounded by our previous estimates.
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Repeating similar steps for XηP (λη−PXηP )−1 (where one inserts P+Q instead
of Pγ+Qγ) shows that XηP (λη−PXηP )−1 is bounded. Therefore, by the previous
logic, we conclude that ‖Pj,γ − Pj‖ = O(γ) as we wanted to show.
B.3. Proof of Lemma B.2(2). We will show that ‖[Pj,γ , Y ]‖ is bounded, that
‖[Pj,γ , X]‖ is also bounded follows by similar calculations. By definition we have:
[Pj,γ , Y ] =
1
2pii
∫
Cj
[(λ− PγXPγ)−1Pγ , Y ]dλ.
Hence
‖[Pj,γ , Y ]‖ ≤ `(Cj)
2pi
sup
λ∈Cj
‖[(λ− PγXPγ)−1Pγ , Y ]‖.
Noticing that
(λ− PγXPγ)−1Pγ − Pγ(λ− PγXPγ)−1
= (λ− PγXPγ)−1 [Pγ(λ− PγXPγ)− (λ− PγXPγ)Pγ ] (λ− PγXPγ)−1,
and hence [(λ− PγXPγ)−1, Pγ ] = 0, we have:
[(λ− PγXPγ)−1Pγ , Y ] =[(λ− PγXPγ)−1Pγ , Y ]
=(λ− PγXPγ)−1PγY − Y Pγ(λ− PγXPγ)−1
=(λ− PγXPγ)−1PγY (Pγ +Qγ)− (Pγ +Qγ)Y Pγ(λ− PγXPγ)−1
= [(λ− PγXPγ)−1, PγY Pγ ]
+ (λ− PγXPγ)−1PγY Qγ −QγY Pγ(λ− PγXPγ)−1.(B.11)
The last two terms in Equation (B.11) are bounded since ‖QγY Pγ‖ and ‖PγY Qγ‖
are bounded (see Proposition B.2) and we showed that ‖(λ−PγXPγ)−1‖ is bounded
in Section B.1. Therefore, to show that ‖[Pj,γ , Y ]‖ is bounded it suffices to show
that ‖[(λ− PγXPγ)−1, PγY Pγ ]‖ is bounded.
An elementary commutator identity gives that
[(λ− PγXPγ)−1, PγY Pγ ] = (λ− PγXPγ)−1[PγY Pγ , PγXPγ ](λ− PγXPγ)−1.
Since Pγ is idempotent, an easy calculation shows that (proven below in Lemma
B.4):
[PγY Pγ , PγXPγ ] = −Pγ [[X,Pγ ], [Y, Pγ ]].
Hence
‖[(λ− PγXPγ)−1, PγY Pγ ]‖ ≤ ‖(λ− PγXPγ)−1‖‖[PγY Pγ , PγXPγ ]‖‖(λ− PγXPγ)−1‖
= ‖Pγ [[X,Pγ ], [Y, Pγ ]]‖‖(λ− PγXPγ)−1‖2
≤ ‖Pγ‖‖[[X,Pγ ], [Y, Pγ ]]‖‖(λ− PγXPγ)−1‖2
≤ 2‖Pγ‖‖[X,Pγ ]‖‖[Y, Pγ ]‖‖(λ− PγXPγ)−1‖2
and so from the bounds in Proposition B.2 and above logic, ‖[Pj,γ , Y ]‖ is bounded.
Lemma B.4. Suppose that P is a idempotent (i.e. P 2 = P ) and [X,Y ] = 0 then
[PXP,PY P ] = P [[X,P ], [Y, P ]]
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Proof. This is just a straightforward calculation
P [[X,P ], [Y, P ]] = P [XP − PX, Y P − PY ]
= P
(
(XP − PX)(Y P − PY )− (Y P − PY )(XP − PX)
)
= P
((
XPY P −XPY − PXY P + PXPY
)
−
(
Y PXP − Y PX − PY XP + PY PX
))
=
(
PXPY P − PXPY − PXY P + PXPY
)
−
(
PY PXP − PY PX − PY XP + PY PX
)
=
(
PXPY P − PXY P
)
−
(
PY PXP − PY XP
)
= PXPY P − PY PXP
= [PXP,PY P ].

B.4. Proof of Lemma B.2(3). For this section, let us fix some η ∈ σj , we will
prove that ‖(X−η)Pj,γ‖ is bounded. The fact that ‖Pj,γ(X−η)‖ is bounded follows
by essentially the same steps. Recalling we define λη := λ − η and Xη := X − η
and using Lemma B.3 we have
(X − η)Pj,γ = 1
2pii
∫
Cj
(X − η)(λ− PγXPγ)−1Pγdλ
=
1
2pii
∫
Cj
Xη(λη − PγXηPγ)−1Pγdλ
=
1
2pii
∫
Cj
XηPγ(λη − PγXηPγ)−1dλ
=
1
2pii
∫
Cj
(Pγ +Qγ)XηPγ(λη − PγXηPγ)−1dλ.
where we have used that Pγ commutes with (λη − PγXηPγ)−1. Therefore,
‖(X−η)Pj,γ‖ ≤ `(Cj)
2pi
(
‖PγXηPγ(λη−PγXηPγ)−1‖+‖QγXηPγ‖‖(λη−PγXηPγ)−1‖
)
.
Note that
‖PγXηPγ(λη − PγXηPγ)−1‖ ≤ 1 + |λη|‖(λη − PγXηPγ)−1‖.
Therefore, since ‖(λη − PγXηPγ)−1‖ and ‖QγXηPγ‖ are both bounded, we can
conclude that ‖(X − η)Pj,γ‖ is bounded as we wanted to show.
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Appendix C. Shifting Lemma
Let’s recall the result we would like to prove:
Lemma C.1. Suppose P satisfies Assumption B.1 with constants (γ′,K ′1,K
′
2) and
suppose that PXP has uniform spectral gaps with decomposition {σj}j∈J and
corresponding contours {Cj}j∈J . For arbitrary η ∈ C, define λη := λ − η and
Xη := X − η. Then the following are equivalent for all 0 ≤ γ < γ′:
(1) There exists a C > 0, independent of j, such that
sup
λ∈Cj
‖(λ− PγXPγ)−1‖ ≤ C
(2) There exists a C ′ > 0, independent of j, such that
sup
λ∈Cj
sup
η∈σj
‖(λη − PγXηPγ)−1‖ ≤ C ′
Furthermore, for any γ < γ′ if ‖(λ−PγXPγ)−1‖ is bounded we have for any j ∈ J
and ηj ∈ Cj:
(λ− PγXPγ)−1Pγ = (ληj − PγXηjPγ)−1Pγ .
The basic steps to prove this lemma are the following:
(λη − PγXηPγ)−1 = (λ− η − Pγ(X − η)Pγ)−1
= (λ− η − PγXPγ + ηPγ)−1
= (λ− PγXPγ − ηQγ)−1.(C.1)
Since Pγ +Qγ = I, because of this calculation we know that
‖(λη − PγXηPγ)−1‖ = ‖(λ− PγXPγ − ηQγ)−1‖
≤ ‖(λ− PγXPγ − ηQγ)−1Pγ‖+ ‖(λ− PγXPγ − ηQγ)−1Qγ‖.
Since PγQγ = QγPγ = 0, we should expect that shifting by ηQγ should not
change what happens on range (Pγ). Similarly, the action of PγXPγ should not
change what happens on range (Qγ). This observation leads us to expect that:
(λ− PγXPγ − ηQγ)−1Pγ = (λ− PγXPγ)−1Pγ(C.2)
(λ− PγXPγ − ηQγ)−1Qγ = (λ− ηQγ)−1Qγ .(C.3)
By similar reasoning:
(C.4) (λ− ηQγ)−1Qγ = (λ− η + ηPγ)−1Qγ = (λ− η)−1Qγ .
Assuming Equations (C.2), (C.3), (C.4) are true, we conclude that:
(C.5) ‖(λη − PγXηPγ)−1‖ ≤ ‖(λ− PγXPγ)−1‖‖Pγ‖+ |λ− η|−1‖Qγ‖.
Since P satisfies Assumption B.1 we know that ‖Pγ‖ and ‖Qγ‖ are bounded. Be-
cause of the uniform spectral gaps assumption on PXP , since we have chosen η ∈ σj
and λ ∈ Cj we also know that |λ− η|−1 is bounded by a constant independent of j
and η. Therefore, Equation (C.5) shows that
‖(λ− PγXPγ)−1‖ <∞ =⇒ ‖(λη − PγXηPγ)−1‖ <∞.
We can prove the reverse implication by instead starting with the calculation
(λ− PγXPγ)−1 = (λ− η + η − Pγ(X − η + η)Pγ)−1
= (λη − PγXηPγ + ηQγ)−1,
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and proceeding along similar steps.
What remains to finish the proof of Lemma B.3 is to prove that Equations (C.2),
(C.3), (C.4) are all true. For this, we have the following technical lemma:
Lemma C.2. Let P˜ , Q˜ be any pair of bounded operators such that P˜ Q˜ = Q˜P˜ = 0.
Next, let A,B be possibly unbounded operators densely defined on a common domain
D. Suppose further that ‖[P˜ , A]‖ both ‖[Q˜, B]‖ are bounded.
If λ˜ ∈ C is any scalar such that ‖(λ˜+ P˜AP˜ )−1‖ is bounded then ‖(λ˜+ P˜AP˜ +
Q˜BQ˜)−1P˜‖ is also bounded and
(λ˜+ P˜AP˜ )−1P˜ = (λ˜+ P˜AP˜ + Q˜BQ˜)−1P˜ .
Note that applying Lemma C.2 three times proves that Equations (C.2), (C.3),
(C.4) are all true.
The assumption that ‖[P˜ , A]‖ and ‖[Q˜, B]‖ are bounded is purely a technical
assumption which ensures that P˜AP˜ and Q˜BQ˜ are a well defined operators on D.
To see, why observe that
P˜AP˜ = P˜ [A, P˜ ] + P˜ P˜A and Q˜BQ˜ = Q˜[B, Q˜] + Q˜Q˜B.
For our purposes, the only unbounded operator we will need to be careful with
is the operator X. Since P satisfies Assumption B.1 we know that ‖[Pγ , X]‖ =
‖[Qγ , X]‖ <∞, therefore we may apply Lemma C.2 without worry.
Proof of Lemma C.2. First, note that λ˜ + P˜AP˜ + P˜BP˜ is injective on range(P )
since for arbitrary non-zero v ∈ range(P ) ∩ D,∥∥∥(λ˜+ P˜AP˜ + Q˜BQ˜) v∥∥∥ = ∥∥∥(λ˜+ P˜AP˜ + Q˜BQ˜) P˜ v∥∥∥
=
∥∥∥(λ˜+ P˜AP˜) v∥∥∥ ≥ ‖(λ+ PAP )−1‖−1‖v‖.
Now observe that since P˜ Q˜ = Q˜P˜ = 0
[(λ˜+ P˜AP˜ + Q˜BQ˜), (λ˜+ P˜AP˜ )] = 0.
Since (λ˜+ P˜AP˜ )−1 is well defined, this implies that
[(λ˜+ P˜AP˜ + Q˜BQ˜), (λ˜+ P˜AP˜ )−1] = 0
Since Q˜P˜ = 0 we also have that
(λ˜+ P˜AP˜ + Q˜BQ˜)P˜ = (λ˜+ P˜AP˜ )P˜
⇐⇒ (λ˜+ P˜AP˜ )−1(λ˜+ P˜AP˜ + Q˜BQ˜)P˜ = P˜
⇐⇒ (λ˜+ P˜AP˜ + Q˜BQ˜)(λ˜+ P˜AP˜ )−1P˜ = P˜ .
The final equality implies that range (P˜ ) ⊆ range (λ˜+ P˜AP˜ + Q˜BQ˜). Since (λ˜ −
P˜AP˜ )−1 is bounded we can conclude that (λ˜ + P˜AP˜ + Q˜BQ˜) is invertible on
range (P˜ ) and so
(λ˜+ P˜AP˜ )−1P˜ = (λ˜+ P˜AP˜ + Q˜BQ˜)−1P˜ .

GENERALIZED WANNIER FUNCTIONS FOR NON-PERIODIC SYSTEMS 53
Appendix D. Discrete Hamiltonian Estimates
In this section, we will prove the following lemma:
Lemma D.1. For each λ = (λx, λy) ∈ Z2, let eλ ∈ l2(Z2) denote a joint eigenvector
of the position operators X and Y with eigenvalue λx and λy respectively:
Xeλ = λxeλ Y eλ = λyeλ.
Furthermore, let ‖ · ‖2 denote the Euclidean 2-norm on Z2. That is, ‖λ‖2 :=√
λ2x + λ
2
y.
Next, let H be a self-adjoint operator on l2(Z2) with a spectral gap containing the
Fermi level and P is the Fermi projection. Suppose further that for any λ, µ ∈ Z2:
|〈eλ, Heµ〉| ≤ Ce−γ′‖λ−µ‖2 .
where γ′ and C are finite, positive constants. Under these assumptions, there exist
finite, positive constants (γ′,K ′1,K
′
2) depending only on H so that for all γ ≤ γ′:
(1) ‖Pγ − P‖ ≤ K ′1γ
(2) ‖[Pγ , X]‖ ≤ K ′2 and ‖[Pγ , Y ]‖ ≤ K ′2.
Recall the contour integral definition of P :
P =
∫
C
(λ−H)−1dλ.
The proof of Lemma A.1 in Appendix A is easily generalized to prove Lemma D.1
as long as we can show that there exist finite, positive constants (γ,′K ′1,K
′
2) such
that for all λ ∈ C
(1) ‖(Hγ −H)(λ−H)−1‖ ≤ K ′1γ
(2) ‖[H,X](λ−H)−1‖ ≤ K ′2
It turns out that the assumptions on H imply that ‖H‖ is bounded (to see this,
replace Hγ − H by H in the proof of assertion (1) of Lemma D.2 below). As a
consequence of this, we do not need the resolvent (λ −H)−1 to control (Hγ −H)
and [H,X]. Therefore, we can show the stronger result:
Lemma D.2. Suppose that H is an operator on l2(Z2) such that there exist finite
positive constants (C, γ′) such that:
(D.1) |〈eλ, Heµ〉| ≤ Ce−γ′‖λ−µ‖2
Then for all γ ≤ 12γ′, there exist constants (C ′, C ′′) depending only on C and γ′
such that:
(1) ‖Hγ −H‖ ≤ C ′γ
(2) ‖[H,X]‖ ≤ C ′′
This lemma implies the two estimates needed for the proof from Appendix A
since supλ∈C ‖(λ−H)−1‖ <∞.
Proof. By definition of the spectral norm
‖Hγ −H‖ = sup
‖v‖=1
‖(Hγ −H)v‖.
54 KEVIN D. STUBBS, ALEXANDER B. WATSON, AND JIANFENG LU
Since the collection {eλ}λ∈Z2 forms a complete orthogonal basis for l2(Z2) we have
for any v:
‖(Hγ −H)v‖2 =
∑
λ
|〈eλ, (Hγ −H)v〉|2
=
∑
λ
|〈eλ, (Hγ −H)
(∑
µ
αµeµ
)
〉|2
=
∑
λ
|
∑
µ
αµ〈eλ, (Hγ −H)eµ〉|2
≤
∑
λ
(∑
µ
|αµ| |〈eλ, (Hγ −H)eµ〉|
)2
.(D.2)
Now recall the definition of Hγ
Hγ = e
γ
√
1+(X−a)2+(Y−b)2He−γ
√
1+(X−a)2+(Y−b)2 .
Therefore since eλ is a simultaneous eigenvector of X and Y we have
〈eλ, Hγeµ〉 = eγ
√
1+(λx−a)2+(λy−b)2e−γ
√
1+(µx−a)2+(µy−b)2〈eλ, Heµ〉.
Now notice that √
1 + (λx − a)2 + (λy − b)2 =
∥∥∥∥∥∥
 1λx − a
λy − b
∥∥∥∥∥∥
2
and similarly for µ. Therefore, by the reverse triangle inequality we know that∣∣∣√1 + (λx − a)2 + (λy − b)2 −√1 + (µx − a)2 + (µy − b)2 ∣∣∣
≤
√
(1− 1)2 + ((λx − a)− (µx − a))2 + ((λy − b)− (µy − b))2
= ‖λ− µ‖2.
Therefore,
|〈eλ, Hγeµ〉| ≤ eγ‖λ−µ‖2 |〈eλ, Heµ〉|.
Returning to Equation (D.2), this calculation shows that
‖(Hγ −H)v‖2 ≤
∑
λ
(∑
µ
|αµ| |〈eλ, (Hγ −H)eµ〉|
)2
≤
∑
λ
(∑
µ
|αµ|
(
eγ‖λ−µ‖2 − 1
)
|〈eλ, Heµ〉|
)2
.
The mean value theorem combined with the fact that ex is strictly convex gives us
that
eγ‖λ−µ‖2 − 1 = eγ‖λ−µ‖2 − e0
≤ γ‖λ− µ‖2eγ‖λ−µ‖2 .
From our assumption on H (D.1) we have:
‖(Hγ −H)v‖2 ≤ γ2
∑
λ
(∑
µ
|αµ| ‖λ− µ‖2eγ‖λ−µ‖2 |〈eλ, Heµ〉|
)2
(D.3)
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≤ C2γ2
∑
λ
(∑
µ
|αµ| ‖λ− µ‖2e−(γ′−γ)‖λ−µ‖2
)2
.
Therefore, after all of these steps we have found that for all v ∈ l2(Z2):
‖(Hγ −H)v‖ ≤ Cγ
∑
λ
(∑
µ
|αµ| ‖λ− µ‖2e−(γ′−γ)‖λ−µ‖2
)21/2 .
Now notice that the right hand side of this equation in simply the l2-norm of a
discrete convolution. Therefore, by Young’s convolution inequality we have:
‖(Hγ −H)v‖ ≤ Cγ
(∑
µ
|αµ|2
)1/2(∑
µ
‖µ‖2e−(γ′−γ)‖µ‖2
)
.
When ‖v‖ = 1, we know that ∑µ |αµ|2 = 1 so
sup
‖v‖=1
‖(Hγ −H)v‖ ≤ Cγ
(∑
µ
‖µ‖2e−(γ′−γ)‖µ‖2
)
.
Since for any µ ∈ Z2, we know that ‖µ‖22 ∈ Z2, we can partition Z2 as follows:
Z2 =
∞⋃
n=0
{µ ∈ Z2 : ‖µ‖2 =
√
n}.
Therefore, we can rewrite the above sum as:∑
µ
‖µ‖2e−(γ′−γ)‖µ‖2 =
∞∑
n=0
∑
{µ∈Z2:‖µ‖2=√n}
√
ne−(γ
′−γ)√n.
Now the set {x ∈ R2 : ‖x‖2 =
√
n} defines a circle of radius √n and hence has
circumference 2pi
√
n. Since the minimum spacing between points on the integer
lattice is 1, we know that for any n:
#{µ ∈ Z2 : ‖µ‖2 =
√
n} ≤ 2pi√n.
Therefore,
∞∑
n=0
∑
{µ∈Z2:‖µ‖2=√n}
√
ne−(γ
′−γ)√n ≤
∞∑
n=0
2pine−(γ
′−γ)√n
= 2pi
∞∑
n=1
ne−(γ
′−γ)√n
≤ 2pi
∫ ∞
0
ne−(γ
′−γ)√ndn
=
24pi
(γ′ − γ)4 .
Combining this estimate with the previous steps, we have shown that
‖Hγ −H‖ ≤ 24piCγ
(γ′ − γ)4
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If γ ≤ 12γ′ then (γ′ − γ)4 ≥ 16γ′4 so
‖Hγ −H‖ ≤ 3piCγ
4γ′4
which finishes the first bound.
The proof that ‖[Hγ , X]‖ is bounded follows by essentially the same calculation.
Following the same steps as before for any v ∈ l2(Z2) (cf. Equation (D.2))
‖[Hγ , X]v‖2 ≤
∑
λ
(∑
µ
|αµ| |〈eλ, [Hγ , X]eµ〉|
)2
.
Now
|〈eλ, [Hγ , X]eµ〉| ≤ |〈eλ, (BγHB−1γ X −XBγHB−1γ )eµ〉|
≤ |µx − λx|eγ
√
1+(λx−a)2+(λy−b)2e−γ
√
1+(µx−a)2+(µy−b)2 |〈eλ, Heµ〉|
≤ ‖λ− µ‖2eγ
√
1+(λx−a)2+(λy−b)2e−γ
√
1+(µx−a)2+(µy−b)2 |〈eλ, Heµ〉|.
Following the same argument used previously:
eγ
√
1+(λx−a)2+(λy−b)2e−γ
√
1+(µx−a)2+(µy−b)2 ≤ eγ‖λ−µ‖2 ,
so
|〈eλ, [Hγ , X]eµ〉| ≤ ‖λ− µ‖2eγ‖λ−µ‖2 |〈eλ, Heµ〉|.
Hence,
‖[Hγ , X]v‖2 ≤
∑
λ
(∑
µ
|αµ| ‖λ− µ‖2eγ‖λ−µ‖2 |〈eλ, Heµ〉|
)2
.
But the right hand side is the same quantity we controlled in the proof that
‖Hγ −H‖ ≤ C ′γ (see Equation (D.3)). Therefore, we can use those calculations to
immediately conclude that for all γ ≤ 12γ′:
‖[Hγ , X]‖ ≤ 3Cpi
4γ′4
.
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