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Tanaman bawang merah (Allium cepa L.) merupakan sayuran rempah yang 
cukup popular di Indonesia, memiliki nilai ekonomis tinggi, berfungsi sebagai 
penyedap rasa, dan dapat digunakan sebagai bahan obat tradisional.  Akan tetapi 
kendala dijumpai dalam proses penanaman bawang merah, salah satunya hama 
dan penyakit yang sering mengakibatkan gagal panen.Salah satu metode untuk 
mendiagnosis penyakit tanaman bawang merah bisa dilakuakan denganmodified 
k-nearest neighbor(MKNN). Sistem pakar diagnosis penyakit tanaman bawang 
merah menggunakan metode modified k-nearest neighbor(MKNN)ini dapat 
mempermudah untuk mendeteksi penyakit yang menyerang bawang merah 
berdasarkan gejala –gejala yang timbul kemudian dari gejala tersebut diproses 
dengan metode MKNN dengan hasil akhir diagnosis salah satu hama penyakit 
dari bawang merah. Metode modified k-nearest 
neighbor(MKNN)diimplementasikan pada mesin inferensi sistem pakar agar 
dapat melakukan penarikan kesimpulan berdasarkan pengetahuan yang ada 
pada basis pengetahuan. Hasil yang didapatkan setelah pengujian akurasi sistem 
yaitu 83,33% yang menunjukan bahwa metode modified k-nearest 
neighbor(MKNN)cocok untuk kasus penyakit tanaman bawang merah. 
 






















Red onion (Allium cepa L.) is a spice vegetable that is quite popular in 
Indonesia, has high economic value, serves as flavoring, and can be used as a 
traditional medicine ingredient. However, obstacles encountered in the process of 
planting onions, one of the pests and diseases that often lead to crop failure. One 
method to diagnose diseases of shallot plants can be done with modified k-
nearest neighbor (MKNN). The expert system of onion plant disease diagnosis 
using the k-nearest neighbor (MKNN) modified method can make it easier to 
detect diseases that attack onion based on later symptoms of the symptoms 
processed by the MKNN method with the final diagnosis of one pest of disease 
red onion. The k-nearest neighbor (MKNN) modified method is implemented on 
an expert system inference engine in order to draw conclusions based on existing 
knowledge on the knowledge base. The results obtained after the system 
accuracy test of 83.33% indicating that the modified method k-nearest neighbor 
(MKNN) is suitable for cases of onion plant diseases 
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BAB 1 PENDAHULUAN 
Indonesia merupakan negara agraris karena sebagian besar atau 
mayoritas penduduknya bermata pencaharian dengan cara bertani, banyak 
tanaman yang dapat hidup di Indonesia salah satunya adalah tanaman 
bawang merah. Bawang merah merupakan sejenis tanaman yang dapat 
dijadikan bumbu berbagai masakan di dunia termasuk di indonesia. Akan 
tetapi kendala dijumpai dalam proses penanaman bawang merah, salah 
satunyahama dan penyakit yang sering mengakibatkan gagal panen. Untuk 
mencegah dan menanggulangi hama dan penyakit tersebut para petani 
tentunya membutuhkan solusi dari seorang yang benar benar ahli dalam 
bidang penanaman bawang merah untuk memberikan solusi dan langkah 
untuk mengatasi permasalahan tersebut sehingga resiko gagal panen dapat 
dihindari. Oleh karena itu, dibutuhkan suatu alat bantu yang dapat 
mendiagnosis jenis hama dan penyakit pada tanaman bawang merah berupa 
suatu sistem pakar. Sistem pakar tersebut dapat dimanfaatkan oleh petani 
sebagai alat bantu untuk mengambil sebuah keputusan dan mengetahui jenis 
hama dan penyakit tersebut.  
Penerapan sistem pakar ini dapat dijalankan melalui aplikasi yang berbasis 
android yang saat ini sangat popular. Selain untuk petani sistem pakar ini juga 
bermanfaat bagi pengamat hama penyakit sebagai alat bantu untuk 
mengambil keputusan tentang jenis hama atau penyakit. Tujuan dari 
penelitian ini yaitu membuat perangkat lunak yang user friendly dan dapat 
digunakan oleh masyarakat luas serta dapat sebagai pembelajaran atau 
sosialisasi hama dan penyakit pada tanaman bawang merah sekaligus 
memberikan solusi penanganannya. 
Hama dan penyakit pada tanaman bawang merah secara berkala sering 
kurang diperhatikan sehingga membuat tanaman bawang merah sering 
kurang optimal hasil panennya, bahkan bisa sampai gagal panen. Para petani 
dan penyuluh juga banyak yang mengeluhkan banyaknya hama dan penyakit 
yang menyerang tanaman bawang merah. Untuk itu diperlukan sebuah sitem 
pakar terhadap hama dan penyakit pada tanaman bawang merah secara 
tepat dan akurat, dikarenakan hama dan penyakit pada tanaman tersebut 
dapat dengan mudah menyebar serta menyerang keseluruh lahan pertanian. 
Dalam hal ini peran seorang pakar sangat dibutuhkan dalam 
mendiagonosis jenis hama dan penyakit serta memberikan cara 
penanggulangannya untuk mendapatkan solusi terbaik. Demikian pula jika 
ditemukan adanya jenis hama dan penyakit baru pada tanaman tersebut, 
maka seorang expert harus melakukan penelitian untuk mendapatkan 
keterangan-keterangan dari hama atau penyakit baru tersebut dan secepat 
mungkin memberikan sosialisasi kepada para petani mengenai jenis hama 
dan penyakit baru tersebut beserta cara penanganannya. Namun demikian, 
keterbatasan yang dimiliki seorang expert terkadang menjadi kendala bagi 





















permasalahan dan mendapatkan solusi terbaik. Dalam hal ini sistem pakar 
dihadirkan sebagai alternatif kedua dalam memecahkan permasalahan 
setelah seorang expert. 
1.1 Latar belakang 
Untuk mengetahui jenis hama penyakit tanaman bawang merah yang 
semula harus datang ke pakar atau ahli tanaman bawang merah yang 
membutuhkan banyak waktu dan relatif lama dapat diperbaiki dengan 
aplikasi android. Aplikasi android yang dapat digunakan yaitu membuat suatu 
sistem untuk mendiagnosis hama penyakit tanaman bawang merah dengan 
menggunakan metode tertentu. Dengan sistem ini informasi dapat 
disampaikan jauh lebih cepat dan mudah dimengerti. 
Metode K-Nearest Neighbor merupakan salah satu metode klasifikasi 
yang sederhana dan banyak digunakan. Metode KNN (K – Nearest Meighbor) 
adalah suatu metode yang menggunakan klasifikasi ketetanggaan yang 
bertujuan untuk mengklasifikasikan objek baru berdasarkan atribut (feature) 
dan training sample. Kelebihan metode KNN ini yaitu lebih efektif di data latih 
dengan jumlah besar dan dapat menghasilkan data yang lebih akurat. 
Sedangkan untuk kelemahan Metode KNN ini yaitu terletak pada rendahnya 
tingkat akurasi pada dataset multidimensional dapat diatasi dengan 
melakukan modifikasi terhadap metode KNN (Parvin., et al.,2010). 
Metode Modified K-Nearest Neighbor(MKNN) merupakan suatu metode 
yang mengklasifikasikan objek baru dengan cara menempatkan label kelas 
data sesuai dengan nilai k yang divalidasi. Nilai k dan besarnya data latih 
berpengaruh dalam penggunaan metode klasifikasi MKNN (Zainuddin, et al., 
2013). 
Pemecahan masalah untuk mendiagnosis hama penyakit pada tanaman 
bawang merah pernah diusulkan pada penelitian sebelumnya. Paenelitian 
pertama membahas tentang sistem pakar untuk mendiagnosis hama penyakit 
pada tanaman bawang merah. Sistem pakar yang dikembangkan pada 
penelitian ini berbasis web dan menggunakan metode dempster-shafer(T.A. 
Gunawan, et al., 2016). 
Penelitian lainnya membahas tentang penerapan metode M-KNN untuk 
mengklasifikasikan penyakit tanaman tomat. Pada penelitian ini 
menghasilkan tingkat akurasi rata -rata maksimum sebesar 98,92% (Prasiwi 
M.B., et al., 2015). 
Berdasarkan permasalahan tersebut maka penulis menggunakan metode 
Modified K-Nearest Neighbor untuk diagnosis hama penyakit tanaman 
bawang merah. Input dari sistem ini berupa gejala-gejala yang terdapat pada 
tanaman bawang merah, sedangkan untuk outputnya berupa hasil diagnosis 
hama penyakit dan cara pengendaliannya. Harapan dari hasil implementasi 
Metode Modified K-Nearest Neighbor untuk diagnosis hama penyakit 





















cepat dan tanggap dalam mengidentifikasi jenis penyakit yang menyerang 
tanamannya serta cara pengendaliannya. 
1.2 Rumusan masalah 
Berdasarkan uraian dari latar belakang tersebut, maka rumusan masalah 
adalah sebagai berikut : 
1. Bagaimana mengimplementasikan metode Modified K-Nearest 
Neighboruntuk mendiagnosis penyakit tanaman bawang merah. 
2. Bagaimana hasil akurasidari diagnosis penyakit tanaman bawang 
merah menggunakan metode Modified K-Nearest Neighbor. 
1.3 Tujuan 
Tujuan dari penelitian ini adalah sebagai berikut: 
1. Mengimplementasikan metode Modified K-Nearest Neighbor ke 
dalam program aplikasi untuk mendiagnosis penyakit tanaman 
bawang merah. 
2. Untuk mengetahui hasil akurasi dari implementasi metode 
Modified K-Nearest Neighborpada proses diagnosis penyakit 
tanaman bawang merah. 
1.4 Manfaat 
Manfaat dari penelitian ini adalah sebagai berikut: 
1. Memperoleh informasi terkait penyakit tanaman bawang merah 
serta gejala-gejalanya. 
2. Mempermudah para petani bawang merah dalam 
mengidentifikasi hama penyakit yang ada pada bawang merah 
serta cara menanggulangi. 
3. Mengetahui seberapa akurat hasil metode Modified K-Nearest 
Neighborterhadap permasalahan ini. 
1.5 Batasan masalah 
Agar tidak terlepas dari maksud dan tujuan dalam penyusunan laporan 
maka peneliti membatasi pokok permasalahan pada:  
1. Mendiagnosis jenis penyakit dan hama pada tanaman bawang 
merah dengan melihat gejala yang berikutnya akan muncul 
keterangan serta solusi yang harus dilakaukan. 
2. Data akan di ambil dari Balai Pengkajian Teknologi Pertanian 
(BPTP) Jawa Timur. 





















4. Proses Diagnosis berdasarkan gejala yang tampak pada umbi, daun 
dan tanaman bawang merah. 
5. Sistem yang dirancang hanya untuk mendiagnosis penyakit 
tanaman bawang merah dan cara pengendaliannya. 
6. Metode yang digunakan pada sistem ini yaitu metode Modified K- 
Nearest Neighbor. 
1.6 Sistematika pembahasan 
Untuk mencapai tujuan yang diharapkan, maka sistematika penulisan 
yang disusun dalam tugas akhir ini adalah sebagai berikut:  
BAB I Pendahuluan  
Bab ini berisi tentang latar belakang, rumusan masalah, batasan masalah, 
tujuan penelitian, manfaat penelitian, dan sistematika penulisan.  
BAB II Tinjauan Pustaka  
Tinjauan Pustaka menjelaskan tentang kajian pustaka terkait dengan 
penelitian yang telah ada seperti penelitian tentang “Implementasi algoritma 
Modified K-Nearest Neighbor(MKNN) untuk menentukan penyakit pada 
tanaman tomat (Prasiwi M.B., et al., 2015)”. Dasar teori yang diperlukan 
untuk mendukung penelitian adalah sistem pakar, Metode K- Nearest 
Neighbor, Metode Modified K-Nearest Neighbor, Pengertian tanaman 
bawang merah, jenis hama penyakit tanaman bawang merah, dan akurasi 
sistem.  
BAB III Metodologi  
Membahas tentang metode yang digunakan dalam penulisan yang terdiri 
dari studi literatur, pengambilan data sampel dari penyakit tanaman bawang 
merah, Analisis kebutuhan, Analisis dan perancangan sistem, implementasi, 
uji coba sistem dan pengambilan kesimpulan dari aplikasi untuk Diagnosis 
penyakit pada tanaman bawang merah menggunakan metode Modified K-
Nearest Neighbor.  
BAB IV Analisis Kebutuhan dan Perancangan  
Membahas tentang Analisis kebutuhan dari pemodelan sistem pakar 
untuk Diagnosis hama penyakit pada tanaman bawang merah menggunakan 
metode Modified K- Nearest Neighbor.  
BAB V Implementasi  
Membahas tentang hasil perancangan dari analisis kebutuhan dan 
implementasi dari aplikasi Diagnosis hama penyakit pada tanaman bawang 
merah menggunakan metode Modified K-Nearest Neighbor.  





















Memuat tentang hasil pengujian dan analisis terhadap implementasi dari 
aplikasi untuk Diagnosis hama penyakit pada tanaman bawang merah 
menggunakan metode Modified K-Nearest Neighbor yang telah 
direalisasikan.  
BAB VII Penutup  
Memuat kesimpulan yang diperoleh dari pembuatan dan pengujian 
aplikasi untuk Diagnosis hama penyakit pada tanaman bawang merah 
menggunakan metode Modified K- Nearest Neighbor yang dikembangkan 






















BAB 2 LANDASAN KEPUSTAKAAN 
Pada bab dua, terdiri dari penelitian terkait dan dasar teori. Penelitian 
terkait membahas penelitian yang telah ada sebelumnya. Dasar teori 
membahas teori yang diperlukan untuk menyusun penelitian yang diusulkan. 
Kajian pustaka pada penelitian ini merupakan penelitian yang sudah ada 
sebelumnya yang berjudul “Sistem Pakar DiagnosisPenyakit Tanaman Tomat 
Menggunakan Algoritma Modified K- Nearest Neighbor” dan “Sistem Pakar 
Mendiagnosis Hama Penyakit Bawang Merah Mengguanakn Metode 
Dempster-Shafer”. Dasar teori yang diperlukan berdasarkan latar belakang 
dan rumusan masalah adalah konsep dasar Data mining, metode K-NN, 
metode Modified K-Nearest Neighbor dan penjelasan tentang hama penyakit 
tanaman bawang merah. 
2.1 Penelitian Terkait 
Pada sub bab ini dilakukan Analisis perbandingan terhadap beberapa 
penelitian sebelumnya terkait diagnosis hama penyakit tanaman bawang 
merah. Selain itu, juga akan dibahas penelitian terkait tentang penggunaan 
metode Modified K-Nearest Neighbor yang juga diusulkan pada penelitian 
penulis. 
Penelitian pertama adalah penelitian yang dilakukan oleh Teguh A.G. dkk. 
Penelitian ini berjudul “Pemodelan Sistem Pakar Diagnosis Hama Penyakit 
Bawang Merah Dengan Metode Dempster-Shafer”, Hama penyakit tanaman 
bawang merah dijadikan sebagai masalah utama dalam penelitian dan 
dikembangkan berbasis aplikasi web. Hama penyakit dalam penelitian 
tersebut berjumlah 5 dengan masukan sistem berupa 23 gejala yang terjadi 
pada bawang merah. Berdasarkan data tersebut, sistem ini mampu 
menghasilkan tingkat keakurasian sebesar 93,54%(Teguh A.G., et al., 2016). 
Penelitian kedua adalah penelitian yang dilakukan oleh Prasiwi M.B. dkk. 
Penelitian ini berjudul “Diagnosis Penyakit tanaman Tomat menggunakan 
Algoritma Modified K-Nearest Neighbor(MKNN)”, pada penelitian 
menjelaskan tentang penerapan metode Modified K-Nerarest Neighbor untuk 
mendiagnosis  penyakit tanaman tomat dengan menggunakan data morfologi 
tanaman tomat. Data yang digunakan terdiri dari 6 jenis penyakit dan 15 
gejala.Pada penelitian ini rata-rata tingkat akurasi maksismun sebesar 
98,92%.(Prasiwi M.B., et al., 2015) 
Perbedaan pada penelitian sebelumnya dan penelitian ini adalah data 
masukan yang digunakan pada penelitian ini berupa gejala-gejala dari 
penyakit tanaman bawang merah yang terdiri dari 5 hama penyakit dan 15 
gejala hama penyakit yang diambil pada 2016 oleh Teguh A.G. di Balai 
Pengkajian Teknologi Pertanian (BPTP) Malang Jawa Timur. Selanjutnya 





















Nerarest Neighbor(MKNN). Sedangkan keluaran dalam sistem ini berupa 
diagnosis hama penyakit tanaman bawang merah dan cara pengendaliannya. 
2.2 Data Mining 
Pada sub bab ini akan dijelaskan mengenai definisi dari data mining, 
tahap- tahap dalam data mining dan metode yang terdapat pada data 
mining. 
2.2.1 Definisi Data Mining 
Data mining didefinisikan sebagai satu set teknik yang digunakan secara 
otomatis untuk mengeksplorasi secara menyeluruh dan membawa ke 
permukaan relasi-relasi yang kompleks pada suatu set data yang besar 
(Moertini, 2002).  
Menurut Larose, Data mining yaitu bidang yang digabung dari beberapa 
bidang keilmuan yang menyatukan teknik dari pembelajaran mesin, 
pengenalan pola, statistik, database dan visualisasi untuk pengenalan 
permasalahan pengambilan informasi dari database yang benar (Larose, 
2005).  
Ada beberapa definisi Data mining antara lain (Kusnawi, 2007):  
1. Data miningyaituAnalisis otomatis dari suatu data yang jumlahnya 
sangat besar atau kompleks dengan tujuan untuk menemukan pola 
atau kecenderungan penting yang biasanya tidak disadari 
keberadaannya.  
2. Data miningyaitu serangkaian proses untuk menggali nilai tambah 
dari suatu kumpulan data berupa pengetahuan yang selama ini tidak 
diketahui secara manual.  
3. Data mining atau Knowledge Discovery in Databases (KDD) yaitu 
pengambilan informasi yang tersembunyi, dimana informasi tersebut 
sebelumnya tidak dikenal dan berpotensi bermanfaat. Proses ini 
meliputi sejumlah pendekatan teknis yang berbeda, seperti clustering, 
data summarization dan learning classification rules.  
 
2.2.2 Tahap-Tahap Data Mining 
Dalam Data mining terdapat beberapa tahap-tahap yang dilakukan untuk 
menemukan suatu model dari data, diantaranya (Kantardzic, 2003): 
1. Merumuskan permasalahan : Dalam tahapan perumusan masalah ini 
ditetapkan rumusan masalah dan variabel-variabel yang terlibat. 
2. Pengumpulan data : Pada tahapan ini dilakukan proses pembuatan 





















3. Preprocessingdata: Dalam tahapan ini dilakukan seleksi data yang 
akan digunakan dalam proses. 
4. Estimasi model seleksi dan implementasi : Pada tahapan ini dilakukan 
estimasi model dan implementasi terhadap metode data miningyang 
tepat. 
5. Menafsirkan model dan menarik kesimpulan : Pada tahapan terkahir 
dilakukan penafsiran model dari data miningdan ditarik kesimpulan 
dari hasil akhir yang didapat. 
 
2.2.3 Metode Data Mining 
Metode pada Data mining dapat dikelompokkan menjadi 2 kategori 
utama, yaitu: 
1. Descriptive mining 
Descriptive mining yaitu suatu proses untuk menemukan 
karakteristikpenting dari data di suatu basis data. Teknik Data mining 
yang termasukdalam descriptive mining adalah clustering, sequential 
mining dan association. 
2. Predictive mining 
data dengan menggunakan beberapa variabel lain di masa depan. Salah 




Klasifikasi adalah salah satu metode dari Data mining untuk menemukan 
model atau fungsi yang menjelaskan atau membedakan konsep atau kelas 
data, dengan tujuan untuk dapat memperkirakan kelas dari suatu objek yang 
labelnya tidak diketahui (Pramudiono, 2003). Klasifikasi bertujuan untuk 
memprediksi kelas dari suatu objek yang labelnya tidak diketahui. 
Selain itu klasifikasi juga dapat berarti suatu teknik dengan melihat pada 
kelakuan dan atribut kelompok yang telah didefinisikan. Teknik tersebut 
dapat memberikan klasifikasi data baru dengan memanipulasi data yang 
telah diklasifikasikan sebelumnya dan hasil tersebut digunakan untuk 
memberikan sejumlah aturan-aturan pada data baru untuk diklasifikasikan. 
Teknik ini menggunakan supervised induction, yang memanfaatkan kumpulan 
pengujian dari record yang terklasifikasi untuk menentukan kelas-kelas 





















Secara umum, proses klasifikasi biasanya dibagi menjadi dua fase, yaitu 
(Pramudiono, 2003): 
1. Learning 
Pada fase ini, sebagian data yang telah diketahui kelas datanya 
diumpankan untuk membentuk model perkiraan. 
 
2. Test 
Pada fase test, model yang sudah terbentuk diuji dengan sebagian 
data lainnya untuk mengetahui akurasi dari model tersebut. Bila 
kurasinya mencukupi maka model ini dapat digunakan untuk 
memprediksi kelas data yang belum diketahui. 
Pada proses klasifikasi terdapat beberapa metode, antara lain decision 
tree, Bayesian, fuzzy, neural network, support vector machine (SVM)dan k-
nearest neighbor (Pramudiono, 2003). 
2.4 K-Nearest Neighbor (KNN) 
Pada sub bab ini akan dijelaskan mengenai definisi dari K-Nearest 
Neighbor(KNN), proses dari (KNN) dan tahapan dari proses KNN. 
2.4.1 Definisi K-Nearest Neighbor (KNN) 
K-Nearest Neighbor (KNN) merupakan suatu metode yang biasa 
digunakan untuk klasifikasi data. Algoritma KNN adalah sebuah metode untuk 
mengklasifikasikan objek berdasarkan data pembelajaran yang jaraknya 
paling dekat dengan objek tersebut. KNN adalah suatu metode yang 
menggunakan algoritma supervised dengan hasil dari query instance yang 
baru diklasifikasikan berdasarkan mayoritas dari kategori pada KNN. Tujuan 
dari algoritma ini yaitu mengklasifikasikan objek baru berdasarkan atribut dan 
training sample (Aktivia, 2012). 
Prinsip umum dari algoritma ini adalah menemukan k data training untuk 
menentukan K-Nearest Neighbor berdasarkan ukuran jarak. Selanjutnya 
mayoritas dari k tetangga terdekat akan menjadi dasar untuk memutuskan 
kategori dari sample berikutnya (Yu, 2010). 
Metode KNN merupakan metode yang sederhana, mudah 
diimplementasikan, dan efektif jika data training besar. Meskipun memiliki 
beberapa kelebihan, metode KNN juga memiliki beberapa kelamahan seperti 
berikut (Parvin, et al., 2010): 
1. Menggunakan perhitungan jarak yang belum diketahui pasti fungsi 
jarak yang digunakan.  
2. Biaya komputasi yang tinggi karena perlu menghitung jarak setiap 
data training.  





















4. Membutuhkan memori yang besar. 
5. Belum diketahui atribut yang lebih baik untuk menghasilkan hasil 
terbaik. 
6. Rendahnya tingkat akurasi pada dataset multidimensi. 
2.4.2 Proses K-Nearest Neighbor (KNN) 
Prinsip kerja dari algoritma K-Nearest Neighbor yaitu membandingkan 
data uji yang diberikan dengan data training yang mirip dan mencari jarak 
terdekat antara data yang dievaluasi dengan k dari tetangga terdekat dalam 
data training. Ukuran dekat atau jauhnya tetangga biasanya dihitung 
berdasarkan variabel (Han & Kamber, 2006). 
2.4.2.1 Interval Scaled Variable 
Interval scaled variable merupakan ukuran-ukuran kontinu dari skala 
linier. Ukuran-ukuran tersebut berupa ukuran jarak, yang umum digunakan 
adalah jarak Euclidean. Perhitungan untuk menghitung jarak Euclidean 
dengan persamaan berikut (Han & Kamber, 2006): 
 𝒅(𝑿𝟏,𝑿𝟐) =    (𝑿𝟏𝒊 − 𝑿𝟐𝒊)
𝟐𝒏
𝒊=𝟏    
 (2.1) 
Dimana X1 merupakan nilai variabel data testing dan X2 merupakan nilai 
variabel dari data training. Data kontinu dapat digunakan rumusan 
normalisasi atau standardisasi sebelum melakukan klasifikasi. Normalisasi 
bertujuan untuk mencegah atribut yang memiliki rentang terlalu besar 
dengan atribut yang bernilai kecil. Perhitungan min-max normalisasi dapat 
digunakan untuk mengubah atribut A dengan nilai v menjadi v’ dalam range 
[0,1]. Perhitungan min-max normalisasi dengan persamaan (Han & Kamber, 
2006): 
 𝒗′ =  
𝒗−𝒎𝒊𝒏𝑨
𝒎𝒂𝒙𝑨−𝒎𝒊𝒏𝑨
 𝒙  𝒏𝒆𝒘𝒎𝒂𝒙𝑨 −  𝒏𝒆𝒘𝒎𝒊𝒏𝑨 + 𝒏𝒆𝒘𝒎𝒊𝒏𝑨
 (2.2) 
Dimana : 
v’ = nilai normalisasi 
v = nilai data yang akan dinormalisasi 
𝑚𝑖𝑛𝐴  = nilai terendah (minimal) data pada atribut A 
𝑚𝑎𝑥𝐴  = nilai tertinggi (maximal) data pada atribut A 
𝑛𝑒𝑤𝑚𝑖𝑛𝐴  = nilai minimum terbaru yang diinginkan 






















2.4.2.2 Tahapan Proses K-Nearest Neighbor (KNN) 
Tahapan proses algoritma K-Nearest Neighbor (KNN) diawali dari 
menentukan parameter nilai k yang akan digunakan. Kemudian menghitung 
jarak antar data yang akan diuji dengan semua data latih menggunakan 
perhitungan jarak euclidean. Hasil dari perhitungan jarak euclidean tersebut 
diurutkan dari jarak terkecil ke jarak terbesar dan menentukan jarak terdekat 
sesuai dengan k yang digunakan. Dari jarak terdekat sesuai dengan k yang 
digunakan dipasangkan kelasnya kemudian kelas dari tertangga yang terdekat 
dicari jumlahnya dan tetapkan kelas tersebut sebagai kelas data uji. 
 
2.5 Modified K-Nearest Neighbor (MKNN) 
Pada sub bab ini akan dijelaskan mengenai definisi dari metode Modified 
K-Nearest Neighbor dan proses dari metode Modified K-Nearest Neighbor. 
2.5.1 Definisi Modified K-Nearest Neighbor (MKNN) 
Algoritma Modified K-Nearest Neighbor(MKNN) adalah suatu algoritma 
yang menempatkan label kelas data sesuai dengan k divalidasi poin data yang 
sudah ditetapkan dengan perhitungan K-Nearest Neighbor (KNN). Dengan 
kata lain, proses MKNN pertama dengan melakukan perhitungan validitas 
data pada semua data latih. Selanjutnya, dilakukan perhitungan untuk 
mencari weight voting pada semua data uji menggunakan validitas data 
(Parvin, et al., 2010). 
2.5.2 Proses Modified K-Nearest Neighbor (MKNN) 
Secara garis besar terdapat dua proses utama dalam algoritma MKNN, 
yaitu(Parvin, et al., 2010) : 
2.5.2.1 Validitas Data Training 
Validitas dari setiap data dihitung berdasarkan pada tetangganya. 
Validitas data dilakukan hanya sekali pada semua data latih. Setelah 
dilakukan validasi data selanjutnya data tersebut digunakan sebagai informasi 
tambahan (Parvin, et al., 2010).Untuk menghitung validitas data pada data 
training, tetangga terdekatnya perlu dipertimbangkan. Diantara tetangga 
terdekat dengan data, validitas digunakan untuk menghitung jumlah titik 
dengan label yang sama untuk data tersebut. Persamaan yang digunakan 
untuk menghitung validitas data training seperti pada persamaan (2.3) 
(Parvin, et al., 2010). 
𝒗𝒂𝒍𝒊𝒅𝒊𝒕𝒂𝒔  𝒙 =  
𝟏
𝒌


























Label (x) = kelas x 
Label 𝑁𝑖  (x) = label kelas titik terdekat x 
Fungsi S digunakan untuk menghitung kesamaan antara titik x dan data 
ke-I dari tetangga terdekat. Fungsi S dijelaskan pada persamaan (2.4). 
 𝑺 𝒂, 𝒃 =   
𝟏𝒂 = 𝒃
𝟎𝒂 ≠ 𝒃
      
 (2.4) 
Dimana: 
a = kelas a pada data training 
b = kelas lain selain a pada data training 
S akan bernilai 1, jika label kategori a sama dengan label ketegori b. S 
akan bernilai 0, jika label kategori a tidak sama dengan label kategori b. 
2.5.2.2 Weight Voting KNN 
Weight voting KNN adalah salah satu variasi metode KNN yang 
menggunakan k tetanggga terdekat, terlepas dari kelas data, akan tetapi 
menggunakan weight voting dari masing-masing data pada data training. 
Masing-masing data diberikan weight voting yang biasanya sama dengan 
beberapa penurunan fungsi jarak dari data yang tidak diketahui. Persamaan 
weight votingdijelaskan pada persamaan sebagai berikut (Parvin, et al., 
2010): 
𝑾(𝒊) =  
𝟏
𝒅+𝒂
       
 (2.5) 
Dimana d adalah jarak dan α merupakan nilai regulator smoothing. 
Dalam penelitian ini nilai α yang digunakan adalah 0,5. Kemudian, weight 
voting ini dijumlahkan setiap kelasnya dan kelas dengan jumlah terbesar yang 
akan dipilih menjadi sebuah keputusan. Selanjutnya, validitas dari tiap data 
pada data training dikalikan dengan weight berdasarkan pada jarak 
Euclidean. Dalam metode MKNN ini weight voting tiap tetangga dihitung 
menggunakan persamaan (2.6)(Parvin, et al., 2010). 
𝑾 𝒊 = 𝒗𝒂𝒍𝒊𝒅𝒊𝒕𝒂𝒔  𝒊  𝒙 
𝟏
𝒅𝒆+ 𝒂
     
 (2.6) 
Dimana : 
𝑊(𝑖)  = perhitungan weight voting 
𝑉𝑎𝑙𝑖𝑑𝑖𝑡𝑎𝑠 (𝑖)  = Nilai validitas 
𝑑𝑒   = Jarak Euclidean 





















Teknik weight voting ini mempunyai pengaruh yang lebih penting 
terhadap data yang mempunyai nilai validitas lebih tinggi dan paling dekat 
dengan data. Selain itu, dengan mengalikan validitas data dengan jarak dapat 
mengatasi kelemahan dari setiap data yang mempunyai jarak dengan weight 
yang memiliki banyak masalah dalam outlier. Jadi, algoritma MKNN 
direkomendasikan secara signifikan lebih bagus daripada metode KNN saja 
yang didasarkan hanya pada jarak saja (Parvin, et al., 2010). 
2.6 Tanaman Bawang Merah 
Bawang merah (Allium cepa L.) merupakan sayuran rempah yang cukup 
popular di Indonesia, memiliki nilai ekonomis tinggi, berfungsi sebagai 
penyedap rasa, dan dapat digunakan sebagai bahan obat tradisional.  Prospek 
pengembangan bawang merah sangat baik, yang ditandai dengan 
meningkatnya konsumsi bawang merah seiring dengan bertambahnya jumlah 
penduduk.  Rerata peningkatan konsumsi bawang merah perkapita per tahun 
dari tahun 2004 hingga 2008 mencapai 7,91 % (Departemen Pertanian, 2009). 
Usahatani bawang merah merupakan usaha yang memiliki resiko tinggi, 
tidak sedikit tantangan dan kendala yang dihadapi dalam budidaya, seperti 
serangan OPT (Organisme Pengganggu Tumbuhan) yang dapat menggagalkan 
panen. Produktivitas tanaman yang rendah dan serangan hama/penyakit 
umumnya semakin meningkat pada pertanaman bawang merah diluar musim 
atau waktu off-season.  Menurut Udiarto et al (2005) kehilangan hasil oleh 
serangan OPT pada tanaman bawang merah berkisar antara 20 sampai 100 
persen. Dan OPT utama pada tanaman bawang merah yang menyerang 
sepanjang tahun, baik musim kemarau maupun musim hujan yaitu ulat 
bawang  Spodoptera exigua (Moekasan et al, 2012). 
2.7 Hama Penyakit Tanaman Bawang Merah 
Dalam penelitian ini ada 5 jenis hama penyakit yang sering menyerang 
tanaman bawang merah yaitu sebagai berikut: 
2.7.1 Hama Ulat Bawang (Spodoptera Exigua) 
Daun bawang merah yang terserang kelihatan ada bercak putih panjang 
atau menjadi seperti membran dan layu. Warna ulat mula-mula hijau, 
kemudian menjadi coklat tua dengan garis-garis putih. Panjang ulat kurang 
lebih 2,5cm. Dengan gejala daging daun habis dan menjadi transparan.Ulat 
menyerang tanaman dengan memakan daun bagian dalam (Pracaya, 2009). 
2.7.2 Hama Lalat Pengorok Daun (Lirionzoa  chinensis) 
Hama ini sejenis lalat yang meletakkan telur pada tanaman. Yang 
kemudian telur menetas menjadi larva yang menyerang daun bagian dalam 
dan membuat trowongan yang tampak bergaris-garis putih. Gejala serangan 
berat mulai pada umur 15 hari setelah tumbuh hingga menjelang 





















bawang. Hampir seluruh helain daun penuh kerokan atau 
terowongan(Pracaya, 2009). 
2.7.3 Penyakit Moler atau Layu Fusarium (Twisting Disease) 
Bila penyakit ini terbawa pada bibit, gejala awal terlihat pada tanaman 
umur 5 – 10 hari setelah tanam.  Jika penularan dari tanah, gejala tampak 
pada tanaman umur  3 minggu setelah tanam. Tanda adanya penyakit adalah 
tanaman menjadi cepat layu, akar tanaman busuk, tanaman terkulai seperti 
akan roboh, dan di dasar umbi lapis terlihat koloni jamur berwarna putih. 
Warna daun menjadi kuning dan bentuknya melengkung (moler).Tanaman 
kurus kekuningan dan busuk bagian pangkal/Sasaran serangan adalah bagian 
dasar dari umbi lapis.  Daun bawang merah menguning dan terpelintir layu 
(moler) serta tanaman mudah tercabut karena pertumbuhan akar terganggu 
dan membusuk.  Apabila umbi lapis dipotong membujur maka terlihat adanya 
pembusukan berawal dari dasar umbi meluas ke atas maupun ke 
samping(Baswarsiati, et al., 2017). 
2.7.4 Penyakit Trotol atau Bercak Ungu (Alternaria Porri) 
Pada daun terdapat bercak berwarna kelabu ke ungu-unguan yang di 
dalamnya tampak garis melingkar seperti cincin. Bercak membesar 
membentuk cekungan. Cendawan juga  menyerang umbi sehingga dapat 
menulari umbi lainnya. Kelembaban tinggi dan suhu rata-rata diatas 27°C 
membantu perkembangan penyakit. Jenis Sumenep lebih tahan. Penanaman 
bulan Juni-Juli dapat mengurangi serangan penyakit ini. Penyiraman tanaman 
setelah turun hujan dapat mengurangi serangan penyakit karena akan 
mencuci spora yang akan menempel pada daun bersama percikan air dari 
tanah(Baswarsiati, et al., 2017). 
2.7.5 Penyakit Otomatis atau Antraknose (Antracnose) 
Di beberapa daerah penyakit ini disebut ”otomatis” karena daun yang 
terserang melepuh, berwarna keputihan, kemudian daun patah secara 
serentak. Bila serangan ringan, pada hamparan terlihat spot-spot putih 
sporadis seperti gejala serangan hama tikus pada padi. Bila serangan berat 
seluruh hamparan menjadi putih dan panen gagal. Pergiliran tanaman 
dengan tanaman jenis bukan bawang-bawangan dan penanaman pada bulan 
Juni-Juli dapat mengurangi penyakit antraknosa(Baswarsiati, et al., 2017). 
2.8 Akurasi Sistem 
Akurasi merupakan seberapa dekat suatu angka hasil pengukuran 
terhadap angka sebenarnya (true value atau reference value). Akurasi dapat 
diperoleh dari persentase kebenaran, yaitu perbandingan antara jumlah 
Diagnosis yang tepat dengan jumlah data keseluruhan. Akurasi dinyatakan 





















𝒂𝒌𝒖𝒓𝒂𝒔𝒊 =  
𝒋𝒖𝒎𝒍𝒂𝒉 𝒅𝒊𝒂𝒈𝒏𝒐𝒔𝒊𝒔 𝒃𝒆𝒏𝒂𝒓
𝒋𝒖𝒎𝒍𝒂𝒉 𝒅𝒂𝒕𝒂
























BAB 3 METODOLOGI 
Bab ini menjelaskan tentang langkah-langkah yang akan dilakukan dalam 
penelitian. Penelitian dilakukan dengan melakukan beberapa tahapan yaitu 
studi literatur, pengumpulan data, Analisis kebutuhan, Analisis dan 
perancangan sistem, implementasi sistem, pengujian sistem serta evaluasi 
dan analisis hasil dari sistem yang akan dibuat. Berikut ini merupakan 
langkah-langkah pengerjaan yang diilustrasikan dalam diagram blok metode 
penelitian pada Gambar 3.1. 
 
Gambar 3.1 Diagram Alir Metodologi Penelitian 
3.1 Studi literatur 
Tahapan ini dilakukan untuk mendapatkan dasar-dasar teori dan sumber 
acuan untuk pembuatan sistem Diagnosis penyakit pada tanaman bawang 
merah menggunakan metode Modified K-Nearest Neighbor, diantaranya 
sebagai berikut: 
1. Teori Metode Modified K-Nearest Neighbor 






























Literatur-literatur tersebut diperoleh dari buku, jurnal, penelitian 
sebelumnya dan situs-situs ilmiah. Cara ini dilakukan untuk mendapatkan 
dasar- dasar referensi yang kuat bagi peneliti untuk menyelesaikan 
peneletian. 
3.2 Pengumpulan data 
Lokasi penelitian ini di Balai Pengkajian Teknologi Pertanian (BPTP) Jawa 
Timur yang terletak di Karangploso, Malang, Jawa Timur. Penelitian ini 
menggunakan data latih yang digunakan sebagai acuan untuk pengembangan 
sistem. Data training yang digunakan terdiri dari 15 jenis gejala dari 5 jenis 
hama penyakit tanaman bawang merah. Data-data tersebut digunakan untuk 
menghitung tingkat keberhasilan dari sistem yang akan dibangun 
menggunakan metode Modified K-Nearest Neighbor. 
Cara pengumpulan data untuk penelitian ini terdapat dua jenis data yaitu 
data primer dan data sekunder. Data primer adalah data yang didapatkan 
langsung dari responden penelitian. Sedangkan, data sekunder adalah data 
yang telah dikumpulkan oleh orang lain dan tidak dipersiapkan untuk 
kegiatan penelitian tetapi dapat digunakan untuk tujuan penelitian seperti 
melalui buku literatur atau yang lainnya. Metode pengumpulan data primer 
yang bersifat kuantitatif dapat menggunakan instrument kuisioner dan 
wawancara. 
3.3 Analisis kebutuhan 
Analisis kebutuhan merupakan sebuah fase yang berfungsi untuk 
merumuskan kebutuhan-kebutuhan yang diperlukan dalam mengembangkan 
suatu sistem. Analisis kebutuhan harus sesuai dengan lokasi penelitian, 
variabel penelitian dan mempersiapkan kebutuhan penelitian. 
Secara keseluruhan, kebutuhan yang digunakan dalam pembuatan sistem 
diagnosa hama penyakit tanaman bawang merah ini meliputi: 
1. Spesifikasi kebutuhan hadrwere, meliputi: 
- Laptop 
2. Spesifikasi kebutuhan softwere, meliputi: 
- Windows 10 64bit sebagai sistem operasi 
- NetBeans  
- Android Studio 
3. Data yang dibutuhkan, meliputi: 
- Data gejala penyakit tanaman bawang merah 





















3.4 Analisis dan perancangan sistem 
Analisis dan perancangan sistem membahas mengenai hal-hal yang 
terkait dengan apa saja yang diperlukan dalam pembuatan sistem. Hal-hal 
tersebut meliputi deskripsi sistem, perancangan program aplikasi, 
perhitungan manual, desain antarmuka dan perancangan pengujian. Hasil 
yang diharapkan pada perancangan sistem yaitu dapat membangun sebuah 
sistem berdasarkan hasil dan analisis yang ada. Secara umum, sistem yang 
dibangun adalah sebuah sistem untuk mendiagnosis hama penyakit tanaman 
bawang merah menggunakan metode Modified K- Nearest Neighbor (MKNN). 
Pada tahap analisis, pertama menyiapkan data penyakit tanaman tomat 
yang telah berupa angka untuk digunakan dalam proses diagnosis penyakit. 
Model metode yang akan digunakan dalam sebuah diagram alir, agar 
permasalahan mudah untuk dipecahkan dan dilakukan perancangan sistem 
sesuai dengan analisis yang telah dilakukan. 
Tahap perancangan sistem dilakukan untuk memecahkan permasalahan 
diagnosis hama penyakit tanaman bawang merah meliputi deskripsi umum 
sistem, perancangan model MKNN, perancangan proses MKNN dengan 
diagram alir, contoh perhitungan manual, perancangan antar muka dan 
perancangan pengujian sistem yang disajikan dalam bentuk tabel pengujian. 
3.5 Implementasi 
Implementasi perangkat lunak yang menerapkan algoritma Modifed K-
Nearest Neighbor dilakukan dengan mengacu pada perancangan sistem yang 
dibuat. Implementasi sistem tersebut meliputi : 
1. Implementasi interface, menggunakan softwere Android Studio. 
2. Implementasi algoritma, melakukan perhitungan dengan metode 
Modified K-Nearest Neighbormenggunakan bahasa pemrograman java 
di NetBeans ke dalam software Android Studio. 
3. Implementasi ini akan menghasilkan diagnosis hama penyakit yang 
menyerang tanaman bawang merah melalui masukan yang berupa 
gejala penyakit. 
3.6 Pengujian Sistem 
Pengujian sistem ini dilakukan agar dapat memastikan bahwa aplikasi 
yang telah dibangun dapat bekerja sesuai dengan tujuan yang diharapkan. 
Pengujian yang dilakukan ada 2 macam, yaitu: 
1. Pengujian pengaruh nilai k  
Pengujian ini dilakukan untuk mengetahui apakah nilai k berpengaruh 
terhadap akurasi yang dihasilkan sistem. 
2. Pengujian akurasi  sistem 





















sistem cukup baik untuk digunakan, dan juga untuk mengetahu 
seberapa besar akurasi metode MKNN ini dalam penerapan diagnosis 
hama penyakit tanaman bawang merah. 
3.7 Evaluasi 
Tahap evaluasi dilakukan setelah proses pengujian sistem, evaluasi 
dilakukan untuk mempertimbangkan tingkat keberhasilan aplikasi 
dariimplementasi metode dalam menyelesaikan permasalahan Diagnosis 
hama penyakit tanaman awang merah dan apakah kinerja metode MKNN 
lebih optimal sesuai dengan tujuan penelitian ini. Tahap akhir dari seluruh 
rangkaian proses yaitu proses penarikan kesimpulan terhadap hasil yang 
diperoleh dari proses pengujian dan analisis yang telah dievaluasi. 
Selanjutnya kesimpulan dan saran dapat digunakan oleh pembaca sebagai 





















BAB 4 PERANCANGAN 
Bab ini membahas tentang perancangan pada sistem untuk Diagnosis 
Hama Penyakit Tanaman Bawang Merah Menggunakan Metode Modified K-
Nearest Neighbor. proses perancangan sistem terdiri dari deskripsi sistem, 
preprocessing data, perancangan perangkat lunak, perhitungan manual, 
desain antarmuka dan perancangan pengujian. Diagram alir proses 
perancangan sistem dapat dilihat pada Gambar 4.1. 
 
Gambar 4.1 Diagram Alir Tahap Perancangan Sistem 
4.1 Deskripsi sistem 
Sistem yang akan dibuat dalam skripsi ini bertujuan 
mengimplementasikan metode Modified K-Nearest Neighbor dan mengetahui 
kinerja metode tersebut dalam permasalah diagnosis hama penyakit 
tanaman bawang merah. Hama penyakit yang dapat didiagnosis dalam sistem 
ada 5 macam yaitu hama ulat bawang, lalat pengorok daun,penyakit moler, 
penyakit trotol, dan antraknose. Masukan yang digunakan dalam sistem ini 
berupa 15 pertanyaan gejala hama penyakit yang menyerang tanaman 
bawang merah dan kemudian jawaban dari masukan tersebut akan 
diklasifikasikan menggunakan metode MKNN. 
Pada sistem yang akan dibuat ini terdapat dua tahap utama yaitu 
pelatihan data dan pengujian data. Proses pelatihan data dilakukan untuk 
mendapatkan nilai validitas dari data latih yang kemudian digunakan untuk 
proses pengujian. Sedangkan, pada proses pengujian akan didapatkan hasil 
diagnosis hama penyakit menurut sistem dan kemudian hasil tersebut 
dibandingkan dengan hasil diagnosis pada data asli dari pakar untuk 



























4.2 Preproses data 
Preproses data merupakan suatu tahapan yang dilakukan untuk 
menyeleksi data dari semua alternatif yang telah terkumpul dalam tahap 
pengumpulan data. Alternatif data yang telah diseleksi kemudian dipisahkan 
sesuai dengan kriteria- kriteria yang telah ditentukan. Kriteria atau parameter 
yang digunakan pada data yang akan digunakan terdiri dari 15 gejala hama 
penyakit tanaman bawang merah. Setiap gejala penyakit ini diberikan nilai 
pembobotan dari pakar untuk mempermudah proses perhitungan pada 
sistem. Nilai pembobotan untuk setiap gejala berbeda-beda, setiap gejala 
memiliki tiga opsi nilai yaitu tidak ada, sedikit dan banyak. Nilai pembobotan 
dari 15 gejala penyakit tanaman tomat ditunjukkan pada Tabel 4.1. 
Tabel 4.1 Nilai Pembobotan 15 Gejala Hama Penyakit Tanaman Bawang 
Merah Dari Pakar 
No Kode Gejala Opsi Nilai 
1 G1 Terdapat Ulat Spodoptera exigua 
berukuran sekitar 25 mm, berwarna hijau 
atau coklat dengan garis tengah berwarna 
kuning. 
tidak ada 0 
sedikit 45 
banyak 90 
2 G2 Daging daun habis dan menjadi 
transparan. 
tidak ada 0 
sedikit 10 
banyak 20 
3 G3 Terdapat ulat yang menyerang tanaman 
dengan memakan daun bagian dalam. 
tidak ada 0 
sedikit 10 
banyak 20 
4 G4 Terdapat Lalat Pengorok, gejala serangan 
mulai pada umur 15 hari setelah tumbuh 
hingga menjelang panen. 
tidak ada 0 
sedikit 10 
banyak 20 
5 G5 Daun berwarna coklat seperti terbakar 
dan masuk ke dalam umbi bawang. 
tidak ada 0 
sedikit 10 
banyak 20 
6 G6 Hampir seluruh helaian daun penuh 
kerokan. 
tidak ada 0 
sedikit 45 
banyak 90 
7 G7 Daun bawang merah menguning dan 
terpelintir layu (moler). 























8 G8 Tanaman mudah tercabut karena 
pertumbuhan akar terganggu dan  
membusuk. 
tidak ada 0 
sedikit 10 
banyak 20 
9 G9 Apabila umbi lapis dipotong membujur 
akan terlihat adanya pembusukan berawal 
dari dasar umbi meluas ke atas dan ke 
samping. 
tidak ada 0 
sedikit 10 
banyak 20 
10 G10 Tanaman kurus kekuningan dan busuk 
bagian pangkal. 
tidak ada 0 
sedikit 10 
banyak 20 
11 G11 Ujung daun mengeringdan daun patah. tidak ada 0 
sedikit 10 
banyak 20 
12 G12 Daun timbul bercak berukuran kecil, 
berwarna putih dengan pusat berwarna 
ungu. 
tidak ada 0 
sedikit 45 
banyak 90 
13 G13 Terbentuk Lekukan ke dalam, berlubang 
dan patah. 
tidak ada 0 
sedikit 45 
banyak 90 
14 G14 Terdapat bercak berwarna putih pada 
daun. 
tidak ada 0 
sedikit 10 
banyak 20 
15 G15 Tanaman akan mati dengan cepat dan 
mendadak. 





0 : tidak ada gejala 
10 : gejala sedikit tapi bukan gejala utama 
20 : gejala banyak tapi bukan gejala utama atau  
45 : gejala sedikit dan merupakan gejala utama 





















15hama penyakit bawang merah tersebut mewakili dari 5hama penyakit 
utama yang akan didiagnosis pada sistem menggunakan metode MKNN. 
Pasangan gejala hama penyakit dan hama penyakit yang menyerang tanaman 
bawang merah dapat dilihat pada Tabel 4.2. 
Tabel 4.2 Pasangan Gejala dan Penyakit yang Menyerang Bawang Merah 
G1 G2 G3 G4 G5 G6 G7 G8 G9 G10 G11 G12 G13 G14 G15 Diagnosis 
X X X             Ulat Bawang 
   X X X          Lalat 
Pengorok 
      X X X X      Moler 
          X X    Trorol 
            X X X Antraknose 
 
 Keterang : Gejala utama penyakit 
 
4.3 Perancangan perangkat lunak 
Perancangan perangkat lunak ini menjelaskan mengenai hubungan antar 
komponen-komponen sehingga mampu membentuk sebuah fungsi yang 
mampu memberikan pelayanan terhadap kebutuhan pengguna. Perancangan 
perangkat lunak pada aplikasi untuk diagnosis hama penyakit tanaman 
bawang merah  menggunakan metode MKNN terdiri dari perancangan 
database dan perancangan proses. 
4.3.1 Perancangan proses 
Proses diagnosis hama penyakit tanaman bawang merah dilakukan 
dengan memasukkan data gejala-gejala hama penyakit tanaman bawang 
merah yang sudah tersimpan pada sistem. Proses memasukkan data gejala-
gejala hama penyakit tersebut dilakukan dengan cara menjawab pertanyaan 
yang telah disediakan pada interface menu awal. Setelah selesai 
memasukkan gejala dan menekan tombol diagnosis, maka dapat dilakukan 
proses diagnosis perhitungan dengan menggunakan metode Modified K-
Nearest Neighbor dan sistem akan menunjukkan hasil diagnosis berupa nama 
penyakit beserta pengendaliannya. Sedangkan pada menu data latih, 
pengguna memasukkan jumlah data latih dan nilai k yang akan digunakan 
untuk perhitungan. Setelah itu, pengguna dapat melihat hasil perhitungan 
dari nilai validitas, nilai weight voting dan hasil klasifikasi. Pada halaman 
pengujian pengguna memasukkan data uji yang akan diklasifikasikan, 
kemudian data tersebut akan dihitung dan hasil diagnosis dari sistem akan 
dicocokkan dengan hasil diagnosis asli untuk dicari nilai akurasinya. Diagram 























Gambar 4.2 Diagram Alir Sistem 
4.3.1.1 Proses perhitungan normalisasi data 
Proses normalisasi data ini akan menormalisasikan data latih dan data uji 
yang akan digunakan dalam proses perhitungan. Hal ini bertujuan agar data 
berada pada range [0,1] sehingga sebaran data tidak terlalu jauh. Persamaan 
2.2 digunakan pada proses normalisasi data latih dan data uji gejala penyakit 
tanaman tomat. Proses normalisasi data dapat dilihat pada Gambar 4.3. 
Pada diagram alir Gambar 4.3 proses normalisasi dimulai dengan 
menginputkan data gejala penyakit tanaman bawang merah. Kemudian data 
tersebut dihitung menggunakan persamaan 2.2 dan hasilnya normalisasi ini 






















Gambar 4.3 Diagram Alir Proses Perhitungan Normalisasi 
4.3.1.2 Proses Algoritma Modified K-Nearest Neighbor  
Proses algoritma Modified K-Nearest Neighbor terdiri dari 3 proses 
utama, yaitu proses perhitungan validitas, proses perhitungan jarak 
Euclidean, dan perhitungan weight voting. Proses algoritma MKNN dapat 






















Gambar 4.4 Diagram Alir Proses Algoritma MKNN 
Pada algoritma MKNN tahapan awal dimulai dengan memasukkan jumlah 
data latih yang akan digunakan dan nilai k. selanjutnya, dilakukan proses 
validitas terhadap data latih. Setelah melakukan validtas data latih dilakukan 
proses perhitungan jarak Euclidean terlebih dahulu. Proses selanjutnya yaitu 
melakukan perhitungan jarak antar data uji dan data latih. Setelah proses 
tersebut selesai, maka dilakukan proses perhitungan weight voting. Tahapan 
terakhir didapatkan dengan menghitung nilai weight voting terbesar sesuai 
nilai k yang dimasukkan, maka akan dihasilkan keluaran hasil diagnosis 
penyakit tanaman bawang merah. 
4.3.1.3 Proses perhitungan validitas 
Proses perhitungan validitas ini merupakan suatu proses melakukan 
validitas untuk tiap-tiap data latih. Validitas data latih ini dilakukan untuk 
memperoleh informasi lebih mengenai data yang akan digunakan untuk 
proses weight voting. Proses perhitungan validitas dapat dilihat pada Gambar 
4.5. 
Pada diagram alir perhitungan validitas terdiri dari beberapa tahapan. 
Tahapan awal yaitu memasukkan jumlah data latih penyakit tanaman bawang 
merah dan nilai k. Kemudian, dilakukan perhitungan validitas dengan 
membandingkan kelas kategori penyakit tanaman bawang merah pada data 





















dilakukanberdasarkan dengan persamaan 2.3. Proses yang terdapat pada 
perhitungan manual validitas data latih ini dapat dilihat pada Tabel 4.19. 
Proses validitas yang dilakukan adalah dengan melakukan input data latih 
penyakit tanaman bawang merah kemudian membandingkan kelas-kelas 
pada data latihnya sesuai dengan ketetapan sebelumnya. Berdasarkan 
persamaan 2.4, pada proses validitas terdapat ketentuan, jika kelasnya sama 
maka nilainya adalah 1 dan jika kelasnya tidak sama maka nilainya 0 serta 
dilakukan perbandingan data sebanyak k. Kemudian valid[x] akan dijumlah 
dan dibagi sebanyak k data yang telah diinputkan. Maka akan didapatkan 























Gambar 4.5 Diagram Alir Proses Perhitungan Validitas 
 
4.3.1.4 Proses Perhitungan Jarak Euclidean 
Proses perhitungan jarak Euclidean ini dilakukan untuk menghitung jarak 
antar data latih serta jarak antar data latih dan data uji pada penyakit 
tanaman bawang merah. Perhitungan jarak tersebut berdasarkan atribut 
penyakit tanaman bawang merah. Diagram alir proses perhitungan jarak 
Euclidean dapat dilihat pada Gambar 4.6. 
Pada diagram alir proses perhitungan jarak euclidean tahapan pertama 
yang dilakukan adalah melakukan masukan data gejala penyakit tanaman 
bawang merah. Masukan data tersebut akan dilakukan perhitungan euclidean 
sesuai dengan persamaan 2.1 sebanyak data inputan. Setelah itu, akan 






















Gambar 4.6 Diagram Alir Proses Perhitungan Jarak Euclidean 
 
4.3.1.5 Perancangan Proses Perhitungan Weight voting 
Pada proses perhitungan weight voting terlebih dahulu memasukkan nilai 
hasil validitas masing-masing data latih yang diperoleh dari perhitungan jarak 
euclidean. Selanjutnya, akan dilakukan proses perhitungan weight voting 
dengan persamaan 2.6 sebanyak data uji. Dari proses ini akan dihasilkan 
keluaran nilai weight voting dari tiap data uji pada proses klasifikasi algoritma 






















Gambar 4.7 Proses Perhitungan Weight voting 
4.4 Perhitungan manual 
Perhitungan manual berfungsi untuk memberikan gambaran umum 
perancangan sistem yang dibangun. Dari metode Modified K-Nearest 
Neighbor(MKNN) langkah-langkah dalam perhitungannya yaitu: 
1. Menentukan nilai k atau tetangganya 
2. Melakukan normalisasi data 
3. Menghitung validitas data latih 
4. Menghitung jaran enclidean 
5. Menghitung weight voting (pembobotan) 
6. Menentukan kelas dari data uji 
Pada perhitungan manual ini, hanya mengambil15 datasetacak dari 74 
dataset dari pakar dimana dibagi menjadi dua bagian yaitu 10 data latih dan 5 
data unji, untuk perwakilan setiap penyakitnya ada 2. Dataset yang digunakan 
dapat dilihat pada Tabel 4.3 berikut. 
Tabel 4.3 Dataset Perhitungan Manual 





















1 90 10 20 0 20 0 45 0 20 0 10 0 0 0 20 1 
2 45 20 20 0 20 0 0 10 0 10 0 45 0 0 10 1 
3 0 10 0 20 10 90 0 0 10 0 10 0 0 20 0 2 
4 0 0 10 20 20 45 0 0 20 0 10 45 0 0 20 2 
5 0 0 0 10 0 0 90 10 20 20 0 0 0 10 0 3 
6 0 20 0 0 0 0 45 20 20 20 0 45 0 0 0 3 
7 0 20 0 10 0 0 0 0 10 0 10 90 0 0 0 4 
8 0 0 0 20 0 45 0 0 0 0 20 45 0 10 0 4 
9 0 0 10 0 0 0 0 20 0 10 0 45 90 10 20 5 
10 0 0 0 10 20 0 0 0 0 10 10 0 45 20 20 5 
11 90 20 20 0 0 0 0 10 0 0 0 0 10 0 0 1 
12 0 0 0 20 20 90 0 0 0 0 0 0 0 10 0 2 
13 0 10 0 0 0 0 90 20 20 20 0 0 0 0 0 3 
14 0 0 0 10 0 0 0 10 0 0 20 90 0 0 0 4 
15 0 0 10 0 0 0 0 20 0 0 0 90 90 20 20 5 
Dataset yang digunakan terdiri dari 15 gejala penyakit dan diagnosis dari 
tiap data. Pembagian data latih dan data uji dapat dilihat pada Tabel 4.4 dan 
Tabel 4.5 berikut. 
Tabel 4.4 Data Latih 
No G1 G2 G3 G4 G5 G6 G7 G8 G9 G10 G11 G12 G13 G14 G15 kelas 
1 90 10 20 0 20 0 45 0 20 0 10 0 0 0 20 1 
2 45 20 20 0 20 0 0 10 0 10 0 45 0 0 10 1 
3 0 10 0 20 10 90 0 0 10 0 10 0 0 20 0 2 
4 0 0 10 20 20 45 0 0 20 0 10 45 0 0 20 2 
5 0 0 0 10 0 0 90 10 20 20 0 0 0 10 0 3 
6 0 20 0 0 0 0 45 20 20 20 0 45 0 0 0 3 
7 0 20 0 10 0 0 0 0 10 0 10 90 0 0 0 4 
8 0 0 0 20 0 45 0 0 0 0 20 45 0 10 0 4 
9 0 0 10 0 0 0 0 20 0 10 0 45 90 10 20 5 
10 0 0 0 10 20 0 0 0 0 10 10 0 45 20 20 5 
 
Tabel 4.5 Data Uji 
No G1 G2 G3 G4 G5 G6 G7 G8 G9 G10 G11 G12 G13 G14 G15 kelas 
1 90 20 20 0 0 0 0 10 0 0 0 0 10 0 0 1 





















3 0 10 0 0 0 0 90 20 20 20 0 0 0 0 0 3 
4 0 0 0 10 0 0 0 10 0 0 20 90 0 0 0 4 
5 0 0 10 0 0 0 0 20 0 0 0 90 90 20 20 5 
 
 
Langkah 1. Menentukan nilai k atau tetangganya. 
Pada perhitungan manual ini ditentukan nilai dari k yaitu 3 
Langkah 2. Melakukan proses normalisasi data. 
Pada langkah ini dilakukan proses normalisasi data untuk menyamakan 
sebaran data latih maupun data uji. Perhitungan normalisasi menggunakan 
persaman 2.2 yaitu perhitungan min-max (Han & Kamber, 2006).  Data latih 
sebelum dinormalisasi dapat dilihat pada Tabel 4.4 dan data uji sebelum 
dinormalisasi dapat dilihat pada Tabel 4.5. Sedangkan data latih hasil 
normalisasi dapat dilihat pada Tabel 4.6 dan data uji hasil normalisasi dapat 
dilihat pada Tabel 4.7. 
 
Tabel 4.6 Data Latih Hasil Normaisasi 
No G1 G2 G3 G4 G5 G6 G7 G8 G9 G10 G11 G12 G13 G14 G15 kelas 
1 1 0,5 1 0 1 0 0,5 0 1 0 0,5 0 0 0 1 1 
2 0,5 1 1 0 1 0 0 0,5 0 0,5 0 0,5 0 0 0,5 1 
3 0 0,5 0 1 0,5 1 0 0 0,5 0 0,5 0 0 1 0 2 
4 0 0 0,5 1 1 0,5 0 0 1 0 0,5 0,5 0 0 1 2 
5 0 0 0 0,5 0 0 1 0,5 1 1 0 0 0 0,5 0 3 
6 0 1 0 0 0 0 0,5 1 1 1 0 0,5 0 0 0 3 
7 0 1 0 0,5 0 0 0 0 0,5 0 0,5 1 0 0 0 4 
8 0 0 0 1 0 0,5 0 0 0 0 1 0,5 0 0,5 0 4 
9 0 0 0,5 0 0 0 0 1 0 0,5 0 0,5 1 0,5 1 5 
10 0 0 0 0,5 1 0 0 0 0 0,5 0,5 0 0,5 1 1 5 
 
Tabel 4.7 Data Uji Hasil Normalisasi 
No G1 G2 G3 G4 G5 G6 G7 G8 G9 G10 G11 G12 G13 G14 G15 kelas 
1 1 1 1 0 0 0 0 0.5 0 0 0 0 0.5 0 0 1 
2 0 0 0 1 1 1 0 0 0 0 0 0 0 0.5 0 2 
3 0 0.5 0 0 0 0 1 1 1 1 0 0 0 0 0 3 





















5 0 0 0.5 0 0 0 0 1 0 0 0 1 1 1 1 5 
 
Langkah 3. Menghitung validitas data latih. 
Langkah ketiga yaitu menghitung nilai validitas data latih dengan 
menggunakan persamaan 2.3. Sebelum menghitung nilai validitas, terlebih 
dahulu mencari jarak data antar data latih menggunakan perhitungan 
Euclidean dengan memasukkan data pada persamaan 2.1. 
𝑑(1,2) = √  𝑥1𝑖 – 𝑥2𝑖)2  
 
= √
(1−0.5)2 +(0.5−1)2 + 1−1)2 + 0−0 2 +(1−1)2 + 0−0 2 
+(0.5−0)2 + 0−0.5)2 +(1−0)2 + 0−0.5)2 +(0.5−0)2 + 0−0.5)2 
+ 0−0 2 + 0−0 2 +(1−0.5)2  
= 1.73 
Melakukan perhitungan yang sama untuk semua data latih. Hasil 
perhitungan Euclidean data latih ini dapat dilihat pada Tabel 4.8.  
 
Tabel 4.8 Perhitungan Euclidean Data Latih 
 
Keterangan : 
Jarak  Euclideanyang memiliki ketetanggan terdekat dengan data 
Setelah ditentukan nilai k nya maka dihitung nilai validitas dari data latih 
yang memiliki jarak terdekat dengan persamaan 2.3. 
 
Validitas(x)=  1/k  𝑆(𝑙𝑎𝑏𝑒𝑙(𝑥=1),(𝑙𝑎𝑏𝑒𝑙(𝑁𝑖(𝑥=2)))) 
d1 d2 d3 d4 d5 d6 d7 d8 d9 d10 kelas
0 1.73 2.50 1.80 2.55 2.60 2.45 2.74 2.60 2.29 1
1.73             0 2.50 2.18 2.55 2.06 2.00 2.55 2.06 2.18 1
2.60             2.50 0 1.87 2.18 2.55 1.94 1.32 2.65 1.87 2
1.80             2.18 1.87 0 2.40 2.65 2.06 1.94 2.45 1.87 2
2.55             2.55 2.18 2.40 0 1.50 2.24 2.24 2.29 2.29 3
2.60             2.06 2.55 2.65 1.50 0 1.80 2.60 2.24 2.74 3
2.45             2.00 1.94 2.06 2.24 1.80 0 1.58 2.40 2.40 4
2.74             2.55 1.32 1.94 2.24 2.60 1.58 0 2.40 1.94 4
2.60             2.06 2.60 2.45 2.29 2.24 2.40 2.40 0 1.87 5
























Melakukan perhitungan yang sama untuk semua data latih. Hasil 
perhitungan validitas ini dapat dilihat pada Tabel 4.9 berikut. 
Tabel 4.9 Perhitungan Validitas 
No k=1 k=2 k=3 Sum S(a,b) Validitas 
1 1 0 0 1 0.33 
2 1 0 0 1 0.33 
3 1 0 0 1 0.33 
4 1 0 0 1 0.33 
5 1 0 0 1 0.33 
6 1 0 0 1 0.33 
7 1 0 0 1 0.33 
8 1 0 0 1 0.33 
9 1 0 0 1 0.33 
10 1 0 0 1 0.33 
 
Langkah 4. Menghitung jarak euclidean data uji 
Pada langkah selanjutnya adalah mencari nilai euclidean dengan 
memasukkan data ujipada persamaan 2.1, dimana contoh perhitungan data 
uji pertama sebagai berikut 
𝑑(1,1) = √  𝑥1𝑖 – 𝑥2𝑖)2  
= √ 
 1−1 2 + 1−0.5 2 + 1−1 2 + 0−0 2 + 0−1)2 + 0−0 2 
+ 0−0.5)2 + (0.5−0)2 + 0−1)2 + 0−0 2 + 0−0.5)2 + 0−0 2 
+(0.5−0)2 + 0−0 2 + 0−1)2  
=2.06 
Hasil perhitungan Euclideanini dapat dilihat pada tabel 4.10 berikut. 




d(1,1) 4.25 2.06155281 





















d(1,3) 6.5 2.55 
d(1,4) 7.5 2.74 
d(1,5) 6.75 2.59807621 
d(1,6) 5 2.23606798 
d(1,7) 4.25 2.06 
d(1,8) 6.25 2.50 
d(1,9) 4.5 2.12 
d(1,10) 7 2.65 
 
Langkah 5. Menghitung weight voting 
Dalam penelitian ini nilai α yang digunakan adalah 0,5. Kemudian, weight 
voting inidijumlahkan setiap kelasnya dan kelas dengan jumlah terbesar yang 
akan dipilih menjadi sebuah keputusan. Selanjutnya, validitas dari tiap data 
pada data training dikalikan dengan weight berdasarkan pada jarak 
Euclidean. Dalam metode MKNN ini weight voting tiap tetangga dihitung 
menggunakan persamaan (2.6). 
𝑊(𝑖) = 𝑣𝑎𝑙𝑖𝑑𝑖𝑡𝑎𝑠 (𝑖) ×1/(d+ α) 
= 0.33 X 1/(2.06+0.5) 
= 0.13013 
Melakukan perhitungan yang sama untuk semua data. Hasil perhitungan 
validitas ini dapat dilihat pada Tabel 4.11 berikut. 
 
 
Tabel 4.11 Tabel Nilai Weight Voting Data Uji 1 dengan 3 Nilai Terbesar 
Data Weight Voting Diagnosis 
d(1,1) 0.13013 1 
d(1,2) 0.16667 1 
d(1,3) 0.10931 2 





















d(1,5) 0.10759 3 
d(1,6) 0.12183 3 
d(1,7) 0.13013 4 
d(1,8) 0.11111 4 
d(1,9) 0.12716 5 
d(1,10) 0.10596 5 
 
Langkah 6. Menentukan kelas dari data uji 
Setelah didapatkan nilai weight voting dari semua data latih, maka 
dilakukan pencarian nilai weight voting yang terbesar sebanyak nilai k yang 
telah ditentukan. Hasil pencarian  nilaiweight voting  terbesar dapat dilihat 
pada tabel 4.11. Dari Tabel 4.11 maka didapatkan 3 weight voting terbesar 
yaitu 0.13013 dengan kelas 1, 0.16667 dengan kelas 1, dan 0.13013 dengan 
kelas 4.  Setelah diambil nilai weight voting  terbesar sebanyak 3, maka 
selanjutnya dilakukan penjumlahan nilai weight voting antara kelas yang 
sama. Dari data uji 1 , maka kelas kategori 1 jumlah weight votingnya adalah 
0.13013+0.16667=0.2968 sehingga data uji 1 kelas kategorinya adalah kelas 1 
karena nilai weight voting nya lebih besar dari kategori kelas lain. 
Perhitungan yang sama dilakukan untuk data uji yang lainnya yaitu data 
uji 2, data uji 3, data uji 4, dan data uji 5. Dari 5 data uji yang digunakan 
didapatkan hasil akuraasi sebesar 100% dengan 5 nilai prediksi benar dan 
tidak ada prediksi yang salah. Hasil perhitungan dari 5 data uji dapat dilihat 
dalam tabel 4.12 berikut. 
Tabel 4.12 Hasil Perhitungan 5 Data Uji 







1 1 1 
2 2 2 
3 3 3 
4 4 4 
























BAB 5 IMPLEMENTASI 
Bab ini membahas mengenai implementasi perangkat lunak berdasarkan 
hasil yang telah diperoleh dari analisis kebutuhan dan proses perancangan 
perangkatlunak yang dibuat. Pembahasan terdiri dari penjelasan tentang 
spesifikasi sistem,batasan-batasan dalam implementasi, implementasi 
algoritma pada program, danimplementasi antarmuka. Berikut merupakan 
tahapan-tahapanimplementasisistem ditunjukkan pada Gambar 5.1. 
 
 
Gambar 5.1 Diagram Alir Tahap Implementasi 
5.1 Implementasi sistem 
Hasil dari proses analisiskebutuhan dan perancangan perangkat lunak 
yang telah diuraikan pada Bab 4 akan menjadi acuan untuk proses 
implementasi sistem.Proses implementasi sistem membutuhkan spesifikasi 
perangkat yang sesuai agar sistem yang dibangun dapat berfungsi sesuai 
dengan kebutuhan. Spesifikasi perangkat yang dibutuhkan oleh sistem terdiri 
dari spesifikasi perangkat keras dan spesifikasi perangkat lunak. 
5.1.1 Spesifikasi perangkat keras 
Pengembangan Sistem untuk dagnosis hama penyakit tanaman bawang 
merah menggunakan perangkat komputer dengan spesifikasi    perangkat 
keras seperti table 5.1. 
Tabel 5.1 Spesifikasi Perangkat Keras 
Nama komponen Spesifikasi 
Prosesor Intel® Core™ CPU B940 @ 2.00 GHz 

























Grafis Intel ® HD Graphic 
Hardisk 500 GB 
 
5.1.2 Spesifikasi Perangkat Lunak 
Pengembangan diagnosis hama penyakit tanaman bawang merah 
menggunakan sebuah personal komputer dengan spesifikasi perangkat lunak 
yang ditunjukkan pada Tabel 5.2. 
Tabel 5.2 Spesifikasi Perangkat Lunak 
Sistem operasi Microsoft Windows 10 Home 64-bit 
Bahasa pemrograman Java 
Tools pemrograman Android Studio 
Emulator Android Emulator 
 
5.2 Batasan implementasi 
Batasan dalam implementasi diagnosis hama penyakit pada tanaman 
bawang merah adalah sebagai berikut : 
1. Sistem yang dibangun berdasarkan ruang lingkup apikasi android 
dengan menggunakan bahasa pemrograman java. 
2. Data yang digunakan dalam sistem pakar disimpan dalam bentuk 
array. 
3. Data yang digunakan berupa data-data gejala fisik pada tanaman 
bawang merah, data penyebab dari setiap gejala dan data penyakit 
yang menyerang tanaman bawang merah. 
4. Masukan yang dilakukan oleh pengguna ke sistem berupa gejala fisik 
yang dialami tanaman bawang merah. 
5. Keluaran dari sistem adalah salah satu dari 5 penyakit pada tanaman 
bawang merah. 
6. Metode yang digunakan adalah modifikasi k-nearest neighbor. 
7. Semua pengguna dapat mengakses sistem tanpa harus melakukan 
login. 
8. Semua pengguna memiliki hak akses yang sama. 
9. Semua pengguna berhak mengakses menu yang ada pada sistem. 
10. Data yang digunakan pada sistem permanen dan tidak dapat diubah 
lagi. 
5.3 Implementasi algoritma 
Implementasi algoritma ini mengacu pada bab perancangan sub bab 
perancangan perangkat lunak yang mempunyai beberapa proses utama yang 
terbagi dalam beberapa fungsi. Pada sub bab ini hanya dicantumkan 
algoritma dari sebagian proses saja, sehingga tidak semua proses algoritma 





















algoritma normalisasi data, implementasi algoritma perhitungan euclidean, 
implementasi algoritma 
perhitungan validitas data latih dan implementasi algoritma perhitungan 
weight voting. 
5.3.1 Implementasi algoritma perhitungan normalisasi data 
Proses perhitungan normalisasi data pada metode MKNN berguan untuk 
menyetarakan sebaran data sehingga dapat memudahkan proses 
perhitungan yang menggunakan Persamaan 2.2. Proses normalisasi dilakukan 
pada data uji dan data latih. 
 
//method untuk proses normalisasi data training 
public void normalisasiDtTraining(int jmlData, int pjgData, 
int min, int max){ 
this.normDtTraining = new double [jmlData][pjgData]; 
double temp; 
 
for (int i = 0; i < jmlData; i++) { 
for (int j = 0; j < pjgData; j++) { 
if (this.dataTraining[i][j] >20) { 
                temp = 90; 
            } else { 
                temp = 20; 
            } 
this.normDtTraining[i][j] = 
(this.dataTraining[i][j]/temp)*((max+min)+min); 
        } 
    } 
} 
 
//method untuk proses normalisasi data testing 
public void normalisasiDtTesting(int pjgData, int min, int 
max){ 
this.normDtTesting = new double [pjgData]; 
double temp; 
 
for (int i = 0; i < pjgData; i++) { 
if (this.dataTesting[i] >20) { 
            temp = 90; 
        } else { 
            temp = 20; 
        } 
this.normDtTesting[i] = 
(this.dataTesting[i]/temp)*((max+min)+min); 
    } 
} 
Source Code 5.1Listing Code Proses Normalisasi Data 
Penjelasan source code algoritma perhitungan normalisasi adalah sebagai 
berikut: 
1. Melakukan normalisasi pada gejala 1 sampai gejala 15 di setiap 





















5.3.2 Implementasi algoritma perhitungan euclidean 
Proses perhitungan euclideanini menghitung jarak antar data latih maupun 
data uji yang nantinya akan digunakan dalam proses menghitung validitas 
data latih. 
 
//method untuk menhitung euclidean 
public void hitungEuclidean(int jmlData, int pjgData){ 
this.hasilEuclidean = new double [jmlData][jmlData]; 
double [][] temp = new double [jmlData][jmlData]; 
 
for (int i = 0; i < jmlData; i++) { 
for (int j = 0; j < jmlData; j++) { 
for (int k = 0; k < pjgData; k++) { 
                temp[i][j] = temp[i][j] + 
(Math.pow(this.normDtTraining[i][k]-this.normDtTraining[j][k], 
2)); 
            } 
this.hasilEuclidean[i][j] = Math.sqrt(temp[i][j]); 
        } 
    } 
} 
Source Code 5.2Listing Code Proses Euclidean 
 
Penjelasan source code algoritma perhitungan euclidean distanceadalah 
sebagai berikut: 
1. Menjumlahkan jarak pada setiap gejala yang kemudian hasil 
akhirnya euclidean didapat dengan cara mengakarkan hasil 
penjumlahan setiap gejala tersebut. 
5.3.3 Implementasi algoritma perhitungan validitas data 
Pada proses perhitungan validitas data ini dilakukan dengan 
membandingkan kelas pada data latih sesuai dengan nilai k yang diinputkan. 
Jika kelas yang dibandingkan sama maka akan bernilai 1 dan jika kelas yang 
dibandingkan tidak sama maka akan bernilai 0 sesuai dengan persamaan 2.4. 
Jumlah dari hasil perbandingan tersebut dibagi dengan nilai k yang diinputkan 
dan menghasilkan nilai validitas setiap data latih yang sesuai dengan 
persamaan 2.3. 
 
//method untuk menghitung validitas 
public void hitungValiditas(int jmlData, int k){ 
this.nilaiK = new double [jmlData][k]; 
this.sumS = new double [jmlData]; 
this.tampungK = new double [jmlData][k]; 
this.validitas = new double [jmlData]; 
double [][] tampungEuclidean = new double [jmlData][jmlData]; 
double tempNilai; 
 
//mengkopi nilai euclidean untuk diurutkan 
for (int i = 0; i <this.hasilEuclidean.length; i++) { 
for (int j = 0; j <this.hasilEuclidean.length; j++) { 





















        } 
    } 
 
//urutkan euclidean 
boolean selesai = true; 
while(selesai){ 
        selesai = false; 
for (int i = 1; i < tampungEuclidean.length; i++) { 
for (int j = 1; j < tampungEuclidean.length; j++) { 
if (tampungEuclidean[j-1][i] > tampungEuclidean[j][i]) { 
                    tempNilai = tampungEuclidean[j-1][i]; 
                    tampungEuclidean[j-1][i] = 
tampungEuclidean[j][i]; 
                    tampungEuclidean[j][i] = tempNilai; 
                    selesai = true; 
                } 
            } 
        } 
    } 
 
for (int i = 0; i < tampungEuclidean.length; i++) { 
for (int j = 0; j < k; j++) { 
this.nilaiK[i][j] = tampungEuclidean[j+1][i]; 
        } 
    } 
 
for (int i = 0; i <this.tampungK.length; i++) { 
for (int j = 0; j < k; j++) { 
if (this.nilaiK[i][0] == this.nilaiK[i][j]) { 
this.tampungK[i][j] = 1; 
            } else { 
this.tampungK[i][j] = 0; 
            } 
this.sumS[i] = this.sumS[i] + this.tampungK[i][j]; 
        } 
 
double transK = k; 
 
this.validitas[i] = (1/transK) * this.sumS[i]; 




//method untuk menghitung nilai euclidean data testing 
public void hitungEuclideanDataTesting(int jmlDataTraining, int 
pjgData){ 
double [] euclideanTemp = new double [jmlDataTraining]; 
this.euclideanDtUji = new double [jmlDataTraining]; 
 
for (int i = 0; i <this.normDtTraining.length; i++) { 
for (int j = 0; j < pjgData; j++) { 
            euclideanTemp[i] = euclideanTemp[i] + 
(Math.pow(this.normDtTesting[j]-this.normDtTraining[i][j], 2)); 
        } 
this.euclideanDtUji[i] = Math.sqrt(euclideanTemp[i]); 























Source Code 5.3Listing Code Proses Validitas 
Penjelasan source code algoritma perhitungan validitas data adalah 
sebagai berikut: 
1. Memberikan nilai 0 jika kelas tidak sama dan memberikan nilai 1 
jika kelas sama yang didapat dari perhitungan ecludean 
sebelumnya. 
 
5.3.4 Implementasi algoritma perhitungan weight voting 
Pada proses perhitungan weight voting ini membahas perhitungan bobot 
pada data hama penyakit tanaman bawang merah, dengan cara 
membandingkan hasil perhitungan validitas dengan euclidean. Dari tahapan 
ini akan dilakukan pembobotan yang bertujuan untuk menentukan kelas pada 
data uji. 
//method untuk menghitung weight voting 
public void hitungWeightVoting(int k, double regulator){ 
this.weightVoting = new double [this.normDtTraining.length][2]; 





for (int i = 0; i <this.normDtTraining.length; i++) { 
this.weightVoting[i][0] = this.validitas[i] * 
(1/(this.euclideanDtUji[i]+regulator)); 
this.weightVoting[i][1] = this.kelasTraining[i]; 
    } 
 
for (int i = 0; i <this.normDtTraining.length; i++) { 
        tempWeightVoting[i][0] = this.weightVoting[i][0]; 
        tempWeightVoting[i][1] = this.weightVoting[i][1]; 
    } 
 
//mengurutkan hasil berdasarkan nilai bobot terbesar-terkecil 
boolean selesai = true; 
while(selesai){ 
        selesai = false; 
for (int i = 1; i < tempWeightVoting.length; i++) { 
if (tempWeightVoting[i-1][0] < tempWeightVoting[i][0]) { 
                tempNilai = tempWeightVoting[i-1][0]; 
                tempKelas = tempWeightVoting[i-1][1]; 
                tempWeightVoting[i-1][0] = 
tempWeightVoting[i][0]; 
                tempWeightVoting[i-1][1] = 
tempWeightVoting[i][1]; 
                tempWeightVoting[i][0] = tempNilai; 
                tempWeightVoting[i][1] = tempKelas; 
                selesai = true; 
            } 
        } 
    } 
 






















for (int i = 0; i < urutKelas.length; i++) { 
        urutKelas[i][0] = tempWeightVoting[i][0]; 
        urutKelas[i][1] = tempWeightVoting[i][1]; 
    } 
 
//mengurutkan hasil berdasarkan kelas terbesar-terkecil 
selesai = true; 
while(selesai){ 
        selesai = false; 
for (int i = 1; i < urutKelas.length; i++) { 
if (urutKelas[i-1][1] < urutKelas[i][1]) { 
                tempNilai = urutKelas[i-1][0]; 
                tempKelas = urutKelas[i-1][1]; 
                urutKelas[i-1][0] = urutKelas[i][0]; 
                urutKelas[i-1][1] = urutKelas[i][1]; 
                urutKelas[i][0] = tempNilai; 
                urutKelas[i][1] = tempKelas; 
                selesai = true; 
            } 
        } 
    } 
 
int count = 0; 
double temp = 0; 
//mencari jumlah kelas 
for (int i = 0; i < urutKelas.length; i++) { 
if (i == 0) { 
            count++; 
            temp = urutKelas[i][1]; 
        } else if (urutKelas[i][1] != temp) { 
            temp = urutKelas[i][1]; 
            count++; 
        } 
    } 
 
//System.out.println(count); 
this.hasilAkhir = new double [count][2]; 
 
int trigger = 0; 
double kelas = 0; 
 
for (int i = 0; i < urutKelas.length; i++) { 
if (i == 0) { 
this.hasilAkhir[trigger][0] = urutKelas[i][0]; 
this.hasilAkhir[trigger][1] = urutKelas[i][1]; 
            kelas = this.hasilAkhir[i][1]; 
        } else { 
if (urutKelas[i][1] == kelas) { 
this.hasilAkhir[trigger][0] = this.hasilAkhir[trigger][0] + 
urutKelas[i][0]; 
            } else { 
                trigger++; 
this.hasilAkhir[trigger][0] = urutKelas[i][0]; 
this.hasilAkhir[trigger][1] = urutKelas[i][1]; 
                kelas = urutKelas[i][1]; 
            } 
        } 























Source Code 5.4Listing Code Proses Weight Voting 
Penjelasan source code algoritma perhitungan weight voting adalah 
sebagai berikut: 
1. Mengurutkan nilai bobot dari yang terbesar sampai yang terkecil 
2. Mengurutkan hasil berdasarkan nilai kelas terbesar sampai terkecil 
3. Mencari jumlah kelas yang kemudian nilai tersebut yang menjadi 
acuan dalam kelas penyakit. 
5.4 Implementasi antarmuka 
Antarmuka aplikasi untuk diagnosis hama penyakit tanaman bawang 
merah  ini digunakana oleh pengguna untuk berinteraksi dengan sistem 
perangkat lunak. Ada 3 antarmuka yang ditampilkan dalam aplikasi ini yaitu 
halaman utama, halaman pemilihan gejala dan nilai k, serta halaman hasil 
diagnosis. 
5.4.1 Tampilan antarmuka utama 
Tampilan antarmuka utama yang ditunjukkan pada Gambar 5.2 
merupakan halaman awal ketika pengguna membuka sistem, pada halaman 
ini terdapat tombol atau menu yaitu Mulai. Tombol mulai tersebut digunakan 
untuk memulai diagnosis dengan diarahkan ke halaman pemilihan gejala dan 























Gambar 5.2 Tampilan Antarmuka Utama 
5.4.2 Tampilan antarmuka pemilihan gejala dan nilai k 
Tampilan antarmuka pemilihan gejala dan nilai k yang ditunjukkan Gambar 
5.3 merupakan halaman untuk pengguna menceklist 15 gejala pada tanaman 
bawang merah. Pada setiap gejala terdapat 3 pilihan tingkatan yaitu tidak 
ada, sedang dan tinggi, pilihan tersebut dipilih dengan gejala yang dialami 
oleh pengguna sesuai dengan tingkatatan gejala tersebut. Jika pengguna 
tidak memilih salah satu pilihan dari gejala tersebut maka sistem akan 
otomatis memilih pilihan yang tidak ada. Selain itu juga ada menu pemilihan 
nilai k yang bisa dipilih dari 1 samapai 9.  
Pada halaman ini akan beralih ke halam berikutnya yaitu halam hasil 






















Gambar 5.3 Tampilan Antarmuka Pemilihan Gejala dan Nilai k 
5.4.3 Tampilan antarmuka hasil diagnosis 
Tampilan antarmuka hasil diagnosis yang ditunjukkan Gambar 5.4 
merupakan halaman untuk mengetahui hasil diagnosis yang didapat dari 
masukan pengguna pada halaman pemilihan gejala dan nilai k. Hasil yang 













































BAB 6 PENGUJIAN DAN ANALISIS 
Pada bab ini akan dibahas mengenai pengujian algoritma yang terdiri dari 
skenario pengujian dan analisis hasil pengujian diagnosis hama penyakit pada 
tanaman bawang merah. Pengujian yang dilakukan adalah pengujian akurasi. 
 
6.1 Pengujian pengaruh nilai k 
Pengujian pengaruh nilai k dilakukan untuk mengetahui apakah nilai k 
berpengaruh terhadap hasil akurasi sistem jika nilai k tersebut diubah. 
Pengujian ini dilakukan dengan cara mengubah nilai k dari k=1 sampai k=10 
kemudian masing-masing nilai k tersebut dicoba pada saat data latih 20, data 
latih 30 dan data latih 44. Hasil akurasi dari masing-masing nilai k pada data 
latih yang berbeda dirata-rata dan kemudian hasil tersebut dibandingkan 
untuk dicari nilai k yang menghasilkan akurasi sistem tertinggi. 
 
6.1.1 Skenario Pengujian Pengaruh Nilai k 
Prosedur pengujian pengaruh nilai k dilakukan dengan cara menghitung 
nilai akurasi pada k=1 sampai k=10. Setiap nilai k akan dilakukan uji coba 
sebanyak 3 kali dan didapatkan nilai akurasi rata-rata. Jumlah data latih yang 
digunakan terdapat 3 macam yaitu data latih 20, data latih 30 dan data latih 
44. 
6.1.2 Analisis Hasil Skenario Pengujian Pengaruh Nilai k 
Pada pengujian pengaruh nilai k yang telah dilakukan, didapatkan rata-
rata nilai akurasi yang berbeda-beda. Nilai akurasi rata-rata tertinggi sebesar 
85.5% pada saat nilai k=4, sedangkan nilai akurasi rata-rata terendah yang 
dihasilkan sebesar 78.6% pada saat nilai k=10. Hasil pengujian pengaruh nilai 
k ditunjukkan pada Tabel 6.16. Sedangkan untuk grafik pengaruh nilai k 
ditunjukkan pada gambar 6.1. 
Tabel 6.1Hasil Pengujian Pengaruh Nilai k 
Nilai k Akurasi Pengujian Untuk DataLatih (%) Rata – Rata 
Akurasi (%) 20 30 44 
1 76 80 83 79.9 
2 76 83 83 80.6 
3 80 83 90 84.3 
4 83 83 90 85.5 
5 83 86 86 85.0 
6 80 86 86 84.0 





















8 76 83 83 80.6 
9 76 80 83 79.6 
10 73 80 83 78.6 
 
Gambar 6.1 Grafik pengaruh nilai k terhadap rata-rata akurasi 
6.2 Pengujian akurasi sistem 
Pengujian ini dilakukan dengan menguji tingkat keakuratan atau 
kesesuaian dari data testing yang didapatkan oleh pakar dengan hasil output 
dari sistem. Data testing yang didapatkan sebanyak 30 dan data latih yang 
digunakan dalam sistem sebanyak 44, keseluruhan data latih didapatkan dari 
pakar. Kemudian akan dilakukan percobaan dengan masukan sesuai data uji, 
kemudian nilai akurasi akan didapatkan dari perhitungan menggunakan 
Persamaan 2.7.  
Untuk mendapatkan nilai akurasi akan dilakukan uji kecocokan antara 
keluaran sistem dengan data uji yang didapatkan dari pakar, dimana data uji 
dari pakar ditunjukkan oleh Tabel 6.2 dan hasil uji sistem ditunjukkan oleh 
Tabel 6.3. 
 
Tabel 6.2 Data Uji Dari Pakar 
NO G1 G2 G3 G4 G5 G6 G7 G8 G9 G10 G11 G12 G13 G14 G15 KELAS 
1 
90 10 20 0 0 0 45 0 0 10 0 0 0 10 0 
1 
2 
90 10 10 10 0 0 0 0 0 0 20 0 0 0 0 
1 
3 
45 20 20 0 0 0 0 0 10 0 0 0 0 0 0 
1 
4 
45 20 10 0 10 0 0 0 0 0 0 0 0 0 10 
1 
5 
45 10 20 0 0 0 0 0 0 0 10 0 10 0 0 
1 
6 
45 0 10 0 20 90 0 10 0 0 0 0 0 0 20 
1 
7 
0 0 0 20 10 90 0 0 0 0 0 0 0 10 0 
2 
8 
0 0 0 10 10 90 0 0 10 0 10 0 0 0 0 
2 
9 
0 10 0 20 20 45 0 0 0 0 0 0 0 20 0 
2 
10 
0 0 10 10 20 45 0 0 0 0 0 0 0 0 0 
2 
11 
0 0 0 20 10 45 0 0 0 10 0 0 0 0 0 
2 
12 
0 0 0 20 0 90 0 10 0 10 10 0 0 0 0 
2 
13 
0 20 0 0 0 0 90 10 20 10 0 0 0 10 0 
3 
14 
0 0 0 0 10 0 90 10 10 20 0 0 0 0 0 
3 
15 























0 0 0 0 10 0 45 20 20 20 0 0 0 0 10 
3 
17 
0 10 0 0 0 0 45 20 20 10 0 0 0 0 0 
3 
18 
0 0 0 0 0 0 0 10 0 10 20 90 0 0 0 
3 
19 
0 0 0 0 0 10 0 0 0 0 20 90 0 10 0 
4 
20 
0 0 0 10 0 0 0 0 0 0 10 90 0 0 0 
4 
21 
0 0 20 0 0 0 0 0 0 0 20 45 0 20 0 
4 
22 
0 0 0 0 10 0 0 0 0 10 10 45 0 0 0 
4 
23 
0 20 0 0 0 10 0 0 0 0 0 90 90 0 0 
4 
24 
0 0 0 0 0 0 0 10 0 0 0 90 0 10 20 
4 
25 
0 0 0 0 20 0 0 0 0 0 0 0 90 10 20 
5 
26 
0 10 0 10 0 0 0 0 0 0 20 0 90 10 10 
5 
27 
0 0 0 0 0 0 0 0 0 10 0 0 45 20 20 
5 
28 
0 0 20 0 0 0 0 0 0 0 0 0 45 20 10 
5 
29 
0 0 0 0 0 10 0 0 10 0 0 0 45 10 20 
5 
30 




Tabel 6.3 Hasil Uji Keluaran Sistem 
NO G1 G2 G3 G4 G5 G6 G7 G8 G9 G10 G11 G12 G13 G14 G15 KELAS 
1 
90 10 20 0 0 0 45 0 0 10 0 0 0 10 0 
1 
2 
90 10 10 10 0 0 0 0 0 0 20 0 0 0 0 
1 
3 
45 20 20 0 0 0 0 0 10 0 0 0 0 0 0 
1 
4 
45 20 10 0 10 0 0 0 0 0 0 0 0 0 10 
1 
5 
45 10 20 0 0 0 0 0 0 0 10 0 10 0 0 
1 
6 
45 0 10 0 20 90 0 10 0 0 0 0 0 0 20 
2 
7 
0 0 0 20 10 90 0 0 0 0 0 0 0 10 0 
2 
8 
0 0 0 10 10 90 0 0 10 0 10 0 0 0 0 
2 
9 
0 10 0 20 20 45 0 0 0 0 0 0 0 20 0 
2 
10 
0 0 10 10 20 45 0 0 0 0 0 0 0 0 0 
2 
11 
0 0 0 20 10 45 0 0 0 10 0 0 0 0 0 
2 
12 























0 20 0 0 0 0 90 10 20 10 0 0 0 10 0 
3 
14 
0 0 0 0 10 0 90 10 10 20 0 0 0 0 0 
3 
15 
0 0 10 0 0 0 90 10 10 10 0 0 0 10 0 
3 
16 
0 0 0 0 10 0 45 20 20 20 0 0 0 0 10 
3 
17 
0 10 0 0 0 0 45 20 20 10 0 0 0 0 0 
3 
18 
0 0 0 0 0 0 0 10 0 10 20 90 0 0 0 
4 
19 
0 0 0 0 0 10 0 0 0 0 20 90 0 10 0 
4 
20 
0 0 0 10 0 0 0 0 0 0 10 90 0 0 0 
4 
21 
0 0 20 0 0 0 0 0 0 0 20 45 0 20 0 
4 
22 
0 0 0 0 10 0 0 0 0 10 10 45 0 0 0 
4 
23 
0 20 0 0 0 10 0 0 0 0 0 90 90 0 0 
5 
24 
0 0 0 0 0 0 0 10 0 0 0 90 0 10 20 
5 
25 
0 0 0 0 20 0 0 0 0 0 0 0 90 10 20 
5 
26 
0 10 0 10 0 0 0 0 0 0 20 0 90 10 10 
5 
27 
0 0 0 0 0 0 0 0 0 10 0 0 45 20 20 
5 
28 
0 0 20 0 0 0 0 0 0 0 0 0 45 20 10 
5 
29 
0 0 0 0 0 10 0 0 10 0 0 0 45 10 20 
5 
30 
0 10 0 0 10 0 0 0 0 0 10 90 0 0 20 
4 
 
Dari percobaan yang telah dilakukan sebanyak 30 data uji didapatkan hasil 
keluaran sistem yang sesuai sebanyak 25 dimana ketidak sesuaian keluaran 
dari 
sistem dengan hasil uji dari pakar terdapat pada data uji ke-6, ke-18, ke-23, 
ke-24 dan ke-30. Sehingga didapatkan nilai akurasi menggunakan persamaa 
2-7 sebagai berikut: 
 
𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =  
25
30
 𝑥 100  
Maka Akurasi = 83,33% 
 
 
6.3 Analisis akurasi 
Dalam penelitian ini terdapat dua pengujian yaitu pengujian manualisasi 
dan pengujian sistem. Pada pengujian manualisasi peneliti hanya 
menggunakan data latih sebanyak 10 dan data uji sebanyak 5 yang diambil 





















pengujian sistem yang menggunakan 44 data latih dan 30 data uji dari pakar, 
tingkat keakurasiannya lebih tinggi yaitu 83,33%. Dari dua pengujian tersebut 
dapat diambil kesimpulan bahwa jumlah data latih sangat mempengaruhi 























BAB 7 PENUTUP 
 
7.1 Kesimpulan 
Berdasarkan hasil pengujian dan analisis hasil penelitian ini, maka dapat 
diambil beberapa kesimpulan sebagai berikut : 
1. Metode modifikasi k-nearest neighbor berhasil diimplentasi  dalam 
diagnosis hama penyakit pada tanaman bawang merah dalam bentuk 
perangkat lunak dengan fungsi melakukan diagnosis hama penyakit pada 
tanaman bawang merah. Beserta penanganan yang harus dilakukan oleh 
pengguna terhadap tanaman bawang merah yang terkena penyakit. 
2. Hasil  oppengujiandari diagnosis penyakit tanaman bawang merah 
menggunakan metode Modified K-Nearest Neighbormemperoleh tingkat 
akurasi sebesar 83%. Jadi metode ini cukup akurat untuk di 
implementasikan dalam permasalahan diagnosis hama penyakit tanaman 
bawang merah. 
7.2 Saran 
Berdasarkan penelitian yang telah dilakukan, maka saran untuk penelitian 
selanjutnya adalah sebagai berikut: 
1. Diagnosis hama penyakit tanaman bawang merah ini menghasilkan 
akurasi yang tinggi tetapi memiliki kelemahan yaitu jika gejala yang 
dimasukkan hanya terdiri dari satu gejala dan gejanya bukan gejala 
utama suatu hama penyakit tanaman bawang merah atau bisa 
dibilang satu gejala tersebut dapat mewakili lebih dari satu penyakit 
maka akan terjadi kemungkinan salah diagnosis karena keluaran dari 
sistem hanya berdasarkan peluang pada data latih, oleh karena itu 
akan lebih baik jika metode modifikasi k-nearest neighbor digabung 
atau diooptimasi dengan suatu algoritma yang lain untuk 
menanggulangi kekurangan tersebut. 
2. Diagnosis hama penyakit tanaman bawang merah ini menghasilkan 
akurasi yang cukup tinggi tetapi akan lebih bias tinggi lagi jika 
didapatkan data lating yang lebih banyak. Untuk saat ini dalam 
penelitian ini menggunakan 15 gejala dari 5 hama penyakit yang 
ditimbulkan oleh bawang merah, kemungkinan besar di masa akan 
datang akan terdapat lagi gejala-gejala baru yang akan bermunculan 
bahkan terdapat hama penyakit baru lagi. Jadi saran untuk penelitian 
berikutnya yang berkaitan dengan hama penyakit tanaman bawang 
merah bisa lebih lagi mencari gejala-gejala atau penyakit baru yang 
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