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Integrability of Hurwitz Partition Functions.
I. Summary
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Abstract
Partition functions often become τ -functions of integrable hierarchies, if they are considered
dependent on infinite sets of parameters called time variables. The Hurwitz partition functions
Z =
∑
R
d2−k
R
χR(t
(1))...χR(t
(k)) exp(
∑
n
ξnCR(n)) depend on two types of such time variables, t
and ξ. KP/Toda integrability in t requires that k ≤ 2 and also that CR(n) are selected in a rather
special way, in particular the naive cut-and-join operators are not allowed for n > 2. Integrability
in ξ further restricts the choice of CR(n), forbidding, for example, the free cumulants. It also
requires that k ≤ 1. The quasiclassical integrability (the WDVV equations) is naturally present
in ξ variables, but also requires a careful definition of the generating function.
1. Hurwitz numbers and Frobenius formula. Hurwitz numbers [1] count the ramified cov-
erings of a Riemann surface. Their calculation is obviously important in string theory and from
time to time it attracts certain attention. The current interest is due to a possibility of expressing
the Hurwitz numbers through group characters, what implies close relation to matrix models, in-
tegrable systems, Virasoro constraints, AGT relation and other basic chapters of modern theory.
This expression is given by the Frobenius formula [2]
Covern(∆1, . . . ,∆k) =
∑
R
d2RϕR(∆1) . . . ϕR(∆k)δ|R|,n (1)
for the number of n-sheet coverings of a Riemann sphere with k ramification points of given types.
The type of ramification at a point i characterizes the way in which the sheets are glued, and is
labeled by a Young diagram (integer partition of n) ∆i of weight |∆i| = n. The sum in (1) goes
over all the Young diagrams R = {r1 ≥ r2 ≥ . . .} of the same weight |R| = r1 + r2 + . . . = n, and
ϕR(∆) are symmetric group characters, to appear in eq.(4) below.
For k = 1 one can extend the sum in (1) to all R [3]. Remarkably, though the sum is now
infinite, this produces only a factor of e = 2.718 . . .∑
R
d2RϕR(∆)δ|R|,|∆| =
1
e
∑
R
d2RϕR(∆) (2)
This motivates the change of the definition (1). Instead of (1) one can write
Cover(∆1, . . . ,∆k) =
1
e
∑
R
d2RϕR(∆1) . . . ϕR(∆k) (3)
without the δ|R|,n projector. In this form the r.h.s. is defined for arbitrary ∆i and the index n can
be omitted. These generalized Hurwitz numbers [4] are much more interesting, but for k > 1 they
are different from (1), even when all the diagrams have the same sizes, |∆1| = . . . = |∆k|.
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2. Hurwitz partition functions and two ways to introduce time-variables. To put
the problem into a string theory context it remains to substitute particular Hurwitz numbers by
generating functions. This can be done in two ways.
First, one can keep k fixed and sum over all types of ramification at a given point. The clever
way to do this is to use the crucial property of ϕR(∆) as expansion coefficients of the Schur functions
(GL(∞) characters) χR(t):
χR(t) =
∑
∆
dRϕR(∆)p (∆)δ|∆|,|R| (4)
where
χR(t) = det
ij
Sri−i+j(t),
exp
(∑
k
tkz
k
)
=
∑
k
zkSk(t) (5)
pk = ktk and for ∆ = {δ1 ≥ δ2 ≥ . . .} we define p (∆) = pδ1pδ2 . . . = p
m1
1 p
m2
2 . . . and, for the future
use, p˜ (∆) = p (∆)/z(∆), where z(∆) =
∏
kmk!k
mk .1
In (4) one can remove projector δ|∆|,|R| from the sum. Since [4]
ϕR(∆) = ϕR(∆˜, 1
|∆|−|∆˜|) =
(|R| − |∆˜|)!
(|R| − |∆|)!(|∆| − |∆˜|)!
ϕR(∆˜, 1
|R|−|∆˜|) (6)
where ∆˜ is the sub-diagram of ∆ which does not contain unit lines, in particular, ϕR(∆) = 0 for
|R| < |∆|, one has
χR(t+ 1) = χR(tk + δk,1) =
∑
∆
dRϕR(∆)p (∆) (7)
i.e. the projector is removed at the expense of shifting the first time t1, for which we introduce a
condensed notation t → t+ 1. For example, in this formula one can put all tk = 0, then only the
term with ∆ = ∅ contributes, and one gets dR = χR(δk,1).
Coming back to the generating function, one can use (4) to convert (1) into
Z{t(1), . . . , t(k)|q} =
∑
n
qn
∑
∆1,...,∆k
Covern(∆1, . . . ,∆k)p
(1)(∆1) . . . p
(k)(∆k)δ|∆1|,n . . . δ|∆k|,n =
=
∑
n
qn
∑
R
d2−kR χR(t
(1)) . . . χR(t
(k))δ|R|,n (8)
Remarkably, the generating function of the generalized Hurwitz numbers (3) is given by the same
formula(!), with projector δ|R|,n removed and substituted by the factor of 1/e [3]:∑
∆1,...,∆k
Cover(∆1, . . . ,∆k)p
(1)(∆1) . . . p
(k)(∆k) =
=
1
e
∑
R
d2−kR χR(t
(1) + 1) . . . χR(t
(k) + 1) =
1
e
Z{t(1) + 1, . . . , t(k) + 1|q = 1} (9)
1 This combinatorial coefficient that counts the order of the automorphism group of the Young diagram, appears
everywhere in the theory of symmetric functions and symmetric group S(∞). In particular, the standardly normalized
symmetric group characters χˆR(∆)
χˆR(∆) = dRz(∆)ϕR(∆)
These χˆR(∆) are generated by the command Chi(R,∆) in MAPLE in the package combinat, and we use the hat
to distinguish them from the linear group characters, i.e. the Schur functions χR(t)) differ by this factor from our
ϕR(∆).
2
Non-unit q can be introduced into this sum by the substitution pk → q
kpk, which leads to the factor
of q|R| in the sum. Note that neither the constant shift of t-variables, t→ t+1 nor the normalization
factor of 1/e is essential for integrability properties below, therefore, we do not concern them in
what follows. We emphasize that though (3) is different from (1) the generating functions in (8)
and (9) is the same function, only the arguments are shifted.
The second way to make a partition function is to exponentiate ϕR(∆):
Zexcessive{ξ} =
∑
R
d2R exp
(∑
∆
ξ∆ϕR(∆)
)
(10)
This, however, introduces an excessive set of time-variables ξ, labeled by all Young diagrams ∆.
In the matrix model case, this would correspond to exponentiating all multi-trace operators with
independent couplings,
∫
dM exp
(∑
∆ ξ∆
∏
k(trM
k)mk
)
(and, from integrable point of view to non-
Cartanian hierarchies [5]). However, this is not a clever choice, leading to anything nice: instead one
should better consider just
∫
dM exp
(∑
k ξktrM
k
)
. Similarly, instead of (10), one better consider
ZC(n){ξ} =
∑
R
d2R exp
(∑
n
ξnCR(n)
)
(11)
where CR(n) is some linear combination of ϕR(∆), one for each n. The question is, however, what
combination to choose, and this is the main subject of our consideration below. For historical
reasons, CR(n) are often called (eigenvalues of) Casimir operators.
Finally, one can consider the mixed partition function, with both t and ξ variables:
Z(t|ξ) =
1
e
∑
R
d2−kR χR(t
(1) + 1) . . . χR(t
(k) + 1) exp
(∑
n
ξnCR(n)
)
(12)
In particular, q in (9) is just q = eξ1 , and CR(1) = ϕR(1) is defined unambiguously because there
is just one Young diagram of weight one.
3. Integrability properties: a summary. A cleverly defined partition function should be a
τ -function of some integrable hierarchy [5]. Though this is not necessary, in quite many cases the
hierarchies are ”Cartanian”: belong to the Toda/KP family associated with the Kac-Moody algebra
Û(1) (for more general τ -functions see [6]). This turns out to be possible also for Hurwitz partition
functions, but imposes certain restrictions. What is true is the following set of statements:
• Quasiclassical integrability.
Quasiclassical integrability (WDVV equations) in ξ-variables is most natural for Hurwitz
partition function, because of its clear algebraic topological nature. In fact, this is most
difficult kind of integrability, it actually appears when the set of ξ is excessive and when
partition function is defined with the help of the ∗-product. This is a separate story, to be
considered in [12].
• The basic example of t-integrability.
Z{t(1), . . . , t(k)|q} is KP τ -function in t(1) only for k = 1 and k = 2.
Z(t, t¯|q) =
∑
R
q|R|χR(t)χR(t¯) = exp
(∑
k
kqktk t¯k
)
(13)
is a KP τ -function w.r.t. the both sets of times, tk and t¯k.
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This is a particular case of a more general statement:
τ(t) =
∑
R
wRχR(t) (14)
is a KP τ -function provided wR satisfy the bilinear Plucker relations
w22w0 − w21w1 + w2w11 = 0 (15)
w32w0 − w31w1 + w3w11 = 0
w221w0 − w211w1 + w2w111 = 0
...
which possess a solution wR = detij Ai,rj−j with any matrix Aij such that Aij = 0 for
i < 0 or j < 0 (i.e. non-zero only in the positive quadrant). In particular, wR = χR(t¯) =
detij Si+rj−j(t¯) for the Schur functions,
∑
r z
rSr = e
∑
zktk . Moreover, one can restrict the
sum over R in (14) to the Young diagrams with finite number of lines, l(R):
τN (t) =
∑
R: l(R)≤N
wRχR(t) (16)
It is still a KP τ -function. The parameter N plays role of an additional time-variable, ”zero-
time”.
• KP τ-function w.r.t. (t, t¯)-variables.
ξ-deformation preserves the t-integrability, i.e.
ZC(n){t, t¯|ξ} =
∑
R
χR(t)χR(t¯) exp
(∑
n
ξnCR(n)
)
(17)
is a KP τ -function in t, t¯ variables [7] only if CR(n) is of the form∑
n
ξnCR(n) =
∑
k,i
ζk
(
(ri − i)
k − (−i)k
)
(18)
with arbitrary ζk.
This is a restrictive condition: in particular, the choice CR(n) = ϕR(n) with single line
diagrams is not allowed beyond n = 1, 2. Indeed,
ϕR(1) =
∑
j
rj = |R|, ϕR[2] =
1
2
∑
j
(
(ri − i+ 1/2)
2 − (−i+ 1/2)2
)
(19)
perfectly fits (18), but already
ϕR[3] =
1
3
∑
j
rj(r
2
j − 3jrj + 3j
2 − 3j + 2)−
∑
i<j
rirj (20)
is not of the form (18) due to the last ”mixing” term. Thus,
∑
R χRχ¯Re
ξ1ϕR(1)+ξ2ϕR(2) is, but∑
R χRχ¯Re
ξ3ϕR(3) is not a KP τ -function in t, t¯.
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• Forced Toda lattice τ-function w.r.t. (t, t¯)-variables.
In fact, (17) can be further promoted to a Toda-lattice τ -function, which depends on ad-
ditional zero-time N , and, in addition to being a KP τ -function both in t and t¯ variables,
satisfies an extra equation
τN
∂2τN
∂t1∂t¯1
−
∂τN
∂t1
∂τN
∂t¯1
= τN+1τN−1 (21)
However, for (17) to satisfy this equation, the ζ-variables should depend on N in a rather
peculiar way. Instead one can say that the Casimir operators in (17) should be substituted
by their peculiar N -dependent combinations:
ZC(n){t, t¯,N|ξ} = e
QN
∑
R: l(R)≤N
χR(t)χR(t¯) exp
(∑
n
ξnCR;N (n)
)
(22)
is a Toda-lattice τ -function only if∑
n
ξnCR;N (n) =
∑
k,i
ζk
(
(ri +N + γ − i)
k − (N + γ − i)k
)
=
∑
n,k
(n
k
)
ζnCR(k)N
n−k
QN =
∑
k
N∑
i=1
ζk(N + γ − i)
k (23)
where ζk, γ are arbitrary N -independent constants.
Note that (22) can be rewritten in the form
ZC(n){t, t¯,N|ξ} =
∑
R:l(R)≤N
χR(t)χR(t¯) exp
(∑
n
ξnC˜R;N (n)
)
(24)
with
∑
n
ξnC˜R;N (n) =
∑
k
N∑
i=1
ζk(ri +N + γ − i)
k (25)
where the sum over i is now terminated at i = N not automatically, but ”by hands”.
In fact, this is a τ -function of forced Toda-lattice hierarchy [8, 9], i.e. τ0 = 1 and τN = 0 for
N < 0.
• Toda lattice τ-function w.r.t. (t, t¯)-variables.
One can lift this restriction by shifting N with constantM and then taking the limit N ,M→
∞ in such a way that the new (shifted) zero-time N remains finite: N =M+N . With this
procedure one is led to the τ -function of the generic (unforced) Toda lattice τ -function:
τN{t, t¯|ξ} = e
QN
∑
R
χR(t)χR(t¯) exp
(∑
n
ξnCR;N (n)
)
(26)
where the sum is now over all diagrams R, independently of N , and∑
n
ξnCR(n) =
∑
k,i
ζk
(
(ri +N + γ − i)
k − (N + γ − i)k
)
=
∑
n,k
(n
k
)
ζnCR(k)N
n−k
QN =
∑
k
N∑
i=1
ζk(N + γ − i)
k (27)
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A restriction of such a Toda lattice τ -function to just two non-vanishing ξn and γ = 1/2
appeared in [10]:
τN{t, t¯|ξ} = e
ξ1
N2
2
+ξ2
N(4N2−1)
12
∑
R
χR(t)χR(t¯)e
(ξ1+2Nξ2)CR(1)+ξ2CR(2)
︸ ︷︷ ︸
τ˜(t,t¯|q,β)
(28)
Rescaled τ -function τ˜(t, t¯|q, β) with q = eξ1+2Nξ2 and β = ξ2/2 satisfies the equation (see [10,
eq.(10)])
τ˜(t, t¯|q, β)
∂2τ˜(t, t¯|q, β)
∂t1∂t¯1
−
τ˜(t, t¯|q, β)
∂t1
τ˜(t, t¯|q, β)
∂t¯1
= qτ˜(t, t¯|eβq, β)τ˜ (t, t¯|e−βq, β) (29)
which is a slight modification of (21), taking into account that eQN+1+QN−1−2QN = q.
• An example of ξ-integrability.
Integrability in ξ-variables is even more restrictive:
ZCn{ξ} =
∑
R
d2R exp
(∑
n
ξnCR(n)
)
(30)
is a KP τ -function in ξ-variables only if∑
n
ξnCR(n) =
∑
n,i
ξn
(
(ri − i+ γ)
n − (−i+ γ)n
)
(31)
with arbitrary γ, i.e. one can not choose the function ζ(ξ) in (18) in an arbitrary way: only
a very restricted class of linear triangular changes {ξ} → {ζ} in (18) is allowed.
In particular, the expressions naturally emerging in theory of Kerov polynomials [11]∑
n
ξnCR(n) =
∑
k,i
ξk
1
k + 1
(
(ri − i+ 1)
k+1 − (ri − i)
k+1 − (−i+ 1)k+1 + (−i)k+1
)
(32)
do not provide a τ -function in ξ-variables.
• Toda chain τ-function in ξ-variables.
Again, with the sum restricted to the Young diagrams with N lines, like in (16) or (22), one
can consider instead of (30) the generating function
ZC(n){t, t¯,N|ξ} = e
QN
∑
R: l(R)≤N
d2R exp
(∑
n
ξnCR;N (n)
)
(33)
It is a Toda chain τ -function in the ξ-variables, with the zero-time N and∑
n
ξnCR;N (n) =
∑
k,i
ξk
(
(ri +N + γ − i)
k − (N + γ − i)k
)
=
∑
n,k
(n
k
)
ζnCR(k)N
n−k
QN =
∑
k
N∑
i=1
ξk(N + γ − i)
k (34)
The difference with (23) is that now at the r.h.s. there should be ξk’s instead of arbitrary
coefficients ζk’s.
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This is the forced Toda chain τ -function which satisfies the equation
τN
∂2τN
∂ξ21
−
(
∂τN
∂ξ1
)2
= τN+1τN−1 (35)
One can again repeat the procedure of removing the forced condition in order to obtain
τN{t, t¯|ξ} = e
QN
∑
R
d2R exp
(∑
n
ξnCR;N (n)
)
(36)
with∑
n
ξnCR(n) =
∑
k,i
ξk
(
(ri +N + γ − i)
k − (N + γ − i)k
)
=
∑
n,k
(n
k
)
ξnCR(k)N
n−k
QN =
∑
k
N∑
i=1
ξk(N + γ − i)
k (37)
and again the difference with (27) is that here all ζk’s at the r.h.s. are replaced with ξk’s.
• KP τ-function w.r.t. (ξ, t)-variables.
ξ-integrability is preserved if d2R is substituted by dRwR, where wR is any solution to the
Plucker relations, in particular, wR can be a character:
ZCn{t|ξ} =
∑
R
dRχR(t) exp
(∑
n
ξnCR(n)
)
(38)
is a KP τ -function both in t and in ξ-variables, provided Casimirs are chosen to satisfy (31).
However,
∑
R χR(t)χR(t¯) exp (
∑
n ξnCR(n)), though still a KP τ -function in t and t¯ variables,
is not a KP τ -function in ξ.
Also there is no way to introduce a N -dependence into (38) to make it a Toda-lattice τ -
function. This is in accordance with the general fact, that a Toda-chain τ -function can be
promoted into a Toda-lattice τ -function only in a trivial way: so that it depends on t and t¯
only through differences tk − t¯k.
4. Technical approaches. Technical details behind the checks and proofs of all these statements
will be presented in a separate publication. They depend heavily on the theory of integrable
hierarchies, however, these are relatively old results. A principle new piece is the interplay with the
newer chapters of Hurwitz theory. They are based on the study of associative and commutative
algebra (actually isomorphic to Kerov algebra [13]) of cut-and-join operators Wˆ (∆), which have
linear group and symmetric group characters χR(t) and ϕR(∆) as their common eigenvectors and
eigenvalues respectively [4]:
Wˆ (∆)χR(t) = ϕR(∆)χR(t) (39)
These operators can be represented as differential operators in t-variables, for example,
Wˆ [2] =
∑
a,b≥1
(
(a+ b)papb
∂
∂pa+b
+ abpa+b
∂2
∂pa∂pb
)
=
∑
a,b≥1
(
abtatb
∂
∂ta+b
+ (a+ b)ta+b
∂2
∂ta∂tb
)
(40)
or, after the Miwa transform pk = ktk = trX
k, as elements of the center of the universal enveloping
of GL(∞):
Wˆ (∆) = : ˜ˆD(∆) : =
1
z(∆)
:
∏
k
(tr Dˆk)mk : (41)
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with Dˆij =
∑
kXik
∂
∂Xjk
, for example,
Wˆ [2] =
1
2!
: tr Dˆ2 : =
1
2
∑
i,j,k,l
XikXjl
∂
∂Xjk
∂
∂Xil
(42)
(If the factor of z(∆) was omitted from the normalization of Wˆ (∆), then, the eigenvalues would be
χˆR(∆)
dR
.) The structure constants are the same for multiplication of the Wˆ -operators and of their
eigenvalues:
Wˆ (∆1)Wˆ (∆2) =
∑
∆
C∆∆1∆2Wˆ (∆),
ϕR(∆1)ϕR(∆2) =
∑
∆
C∆∆1∆2ϕR(∆) ∀R (43)
and they are vanishing outside the interval max(|∆1|, |∆2|) ≤ |∆| ≤ |∆1|+ |∆2|. This algebra has
various sets {Cˆ(n)} of multiplicative generators, with one Cˆ(n) at each level |∆| = n. CR(n) are
their eigenvalues,
Cˆ(n)χR(t) = CR(n)χR(t) (44)
An obvious choice is to take {Wˆ [n]} with single line diagrams for such a set, but, as explained
in s.3, this is not the choice, preserving any kind of integrability. Actually, the t-integrability can
be preserved if Cˆ(n) are chosen to be free cumulants (32), whose (non-linear) relation to Wˆ [n]
(represented by Kerov’s polynomials) is known from [11]. However, even this set is not good for
ξ-integrability. Fortunately, transformation to the both-ξ-and-t integrability preserving basis (31)
from the basis of free cumulants is linear and elementary being given by the Newton binomial
formulas.
In fact, eq.(39) is equivalent to [4]∑
∆,R
dRϕR(∆)χR(t)p
′(∆) = et1
∑
∆,R
dRϕR(∆)χR(t)p
′(∆)δ|R|,|∆| (45)
which also implies (2). The difference between (1) and (3) for k > 1 arises because of the contri-
bution of the structure constants C∆∆1,∆2 6= 0 for |∆| 6= |∆1| even if |∆1| = |∆2|.
The algebra of the cut-and-join operators is the Hurwitz theory part of the story. Many puzzles
remain there, including matrix model realizations [14], mysterious form of the Virasoro constraints
[15] and an open string generalization to non-commutative algebra [16]. As to the integrability
theory part, it includes relation to the character calculus, and determinant representations of KP
τ -functions. It summarizes many old developments, from the studies of Kontsevich matrix models
in [17] to those of unitary models in [18]. The story of ξ-integrability and the difference between
various choices of γ in (31) is intimately related to the theory of equivalent hierarchies [19], a rather
sophisticated and not enough widely-known, though important, chapter of integrability theory.
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