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Abstract 
Physical (thermodynamic and kinetic), chemical and biological reasoning restrict the 
spatial dimensions of living cells and confine them to between one and one hundred 
micrometers. Cells should necessarily be macroscopic, dissipative objects, resisting 
thermal fluctuations and providing sufficient informational capacity. The upper limit 
of spatial dimensions of cells is supplied by their ability to withstand gravity and 
inertia forces under reasonable deformations. The upper limit of cell dimensions is 
also governed by the hierarchy of characteristic time scales, inherent for mass and 
heat transport. For micron-scaled cells, the “traffic time” (namely a typical time 
necessary for the migration of one enzyme to another) is on the order of magnitude of 
a millisecond, which coincides with the characteristic time scale of a single round of 
the catalytic enzyme cycle. Among other important consequences the macroscopic 
dimensions of living cells (seen as dissipative systems) give rise to the irreversibility 
of biological processes, demonstrating “the arrow of time”.   
Keywords: living cells; arrow of time; informational capacity; characteristic time of 
mass transport; spatial dimensions. 
Introduction  
The physical behavior of living cells has been subjected to extensive research 
during the past decade [1-4]. Much has been gained in the understanding of 
perplexing energetic [5-6] and informational [7-8] exchanges between living cells. As 
always it happens that scaling arguments become extremely useful for the analysis of 
complicated phenomena, when accurate solutions of differential equations, related to 
the bio-system, become unavailable [9-11]. 
In the presented paper, we address fundamental scaling laws, describing the 
physical behavior of living cells. We note, that the living cells appearing in the vast 
majority of biological systems have a characteristic dimension l, confined to between 
1 and 100 m [12-13]. Even exceptions such as Acetabularia mediterranea, a single-
celled organism, which is gigantic in size, possess a cross-section with a characteristic 
dimension of 100 m [12]. However, it remains unclear: how a cell’s size is 
determined. Several hypotheses have been proposed to explain the narrow range of 
characteristic spatial dimensions of living cells, including mechanistic explanations 
[3] as well as reasoning that focus on the crucial role of water supply for defining the 
dimensions of living cells [14]. We suggest a physical reasoning based on 
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fundamental scaling laws to explain the micro-scaled dimensions of living cells. Our 
proposed reasoning allows an estimation of the informational capacity of living cells, 
and supplies one of the possible explanations for “the arrow of time”, which is 
inherent for biological systems. 
2. Scaling laws governing the behavior of living cells  
2.1. Interrelation between bulk and surface energies of living cells  
 Consider the interrelation between the volume (bulk) VE and the surface SE
energies of living cells, described by the dimensionless ratio:  
S
V
E
E
 .                                                            (1) 
Assuming that VE ~
3l and SE ~
3
intl (where and int are the densities of the volume 
and surface (interfacial) energies of a cell with the dimensions of: 
3
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J
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 respectively, and l is the characteristic dimension of a cell), yields the 
following expression for a rough estimation of the dimensionless ratio : 
                                                       l
int

  .                                                         (2) 
It is reasonable to assume for the value of   the volume density of the hydrogen 
bonding, calculated as follows: 
                                                       


 mol ,                                                          (3) 
where mol is the molar energy of hydrogen bonding, and  and are the averaged 
density and molecular weight of a cell respectively. Assuming for the sake of a rough 
estimation that
mol
J
mol
31023  (see Ref. 15),
3
3100.1
m
kg
 and 
mol
kg31018  , we obtain: 
3
9103.1
m
J
 . The specific interfacial surface energy 
of cells (in other words the specific surface energy of a cell membrane) is not a well-
established physical value; however, it may be crudely estimated as 
2
3
int 10)101(
m
J (see Refs. 16, 17). Substituting the aforementioned values of 
the physical parameters in Eq. 2, and assuming that ml 610)1001(  , yields for 
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the dimensionless ratio the estimation: 85 103.1103.1   . This means, that in 
living cells the internal energy of a bulk always prevails over the surface energy. As 
seen from Eq. 2 large values of , growing with the characteristic dimensions of cells, 
provide living cells with their existence as physical entities. However, these 
dimensions do not grow to infinity, being restricted by external gravity and inertia 
forces, as demonstrated in the next Section. 
2.2. Gravity (inertia) forces and the spatial dimensions of living cells  
  The interrelation between gravity (inertia) forces and interfacial phenomena is 
supplied by the so-called Bond numbers:  
int
2

gl
Bog

 ,                                                         (4a) 
int
2

al
Boin

 ,                                                        (4b) 
where gBo and inBo  are the gravitational and inertial Bond numbers respectively, g 
and a are the accelerations of gravity and of a moving body respectively and  is the 
difference in the densities of the two phases [18-20].  
For an estimation of the maximal values of the Bond numbers we anticipate: 
ml
m
J
s
m
ag
m
kg 4
2
3
int23
3 10;10;10;100.1    . Substituting these 
values into Eqs. 4a-b results in the following estimations of the maximal values of 
Bond numbers:  
                                                  1.0
maxmax  ing BoBo .                                              (5)                     
This means that interfacial phenomena are dominant upon external effects due to 
gravity or inertia. This situation allows cells to move with accelerations ga  without 
essential deformations, that would result resulting in disrupting their biological 
functioning [21-22]. However, for ml 310 we estimate 10
maxmax  ing BoBo and the 
effects due to gravity/inertia cannot be compensated by interfacial effects (it would 
result in deformations, which may be deadly for cells). However, large cells (namely
ml 310 ) may survive in liquids, where the values of  are low, and this is the case 
for giant single-celled organisms (weeds) such as Acetabularia mediterranea [12]. 
Therefore, the upper values of the spatial dimensions of living cells are restricted by 
gravity and acceleration, as is seen from Eqs. 4a-b.  
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2.3. Spatial dimensions of living cells and thermal fluctuations; an informational 
capacity of living cells  
 Spatial dimensions of living cells being confined to values between 1 and 100 
m, provide validity to Eqs. 5a-b: 
                                         1103103 1711
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where kB and T~300K are the Boltzmann constant and the equilibrium temperature of 
a cell respectively. Thus, even the smallest living cells with the characteristic 
dimensions of m610 , are insensitive to thermal fluctuations at ambient conditions 
[23]. Remarkably, the value of 
Tk
l
Tk
E
BB
S
2
int may be identified with the information 
capacity of a single cell, according to the Landauer principle [24-25]. Landauer 
demonstrated that for creating (or erasing) of one bit of information at least kBT of 
energy should be spent (creating/erasing of information was treated by Landauer as a 
dissipative process, see Refs. 24-25). This idea was successfully verified 
experimentally in Ref. 26. If we speculate, that the information exchange occurs only 
via a surface of a living cell, Eq. 5b suggests an estimation of the informational 
capacity of a cell expressed in bits. The minimal value of this capacity for 
2
3
int 100.1;1
m
J
ml   equals 5105.2  bits, as follows from Eq. 5b. However, for 
smaller cells, namely, when
2
3
int 100.1;1.0
m
J
ml   we may estimate the 
informational capacity of a cell as 3105.2  bits; in contrast DNA-based code enables 
the storage of 6102.5  bits of information, as reported in Ref. 27. So it is reasonable 
to suggest, that the lower limit of the spatial dimensions of living cells is established 
not only by their stability in relating to thermal fluctuations, but also by their needs 
for informational exchange.  
 It is noteworthy, that the Landauer principle was recently criticized, and in 
particular in its applications to living cells and other biological systems [28-29]. So 
the estimation, supplied by Eq. 5b remains highly debatable. At the same time, the 
recent extended discussion of the applicability of  the Landauer principle, presented in 
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Ref. 30, demonstrated that the Landauer principle is generally true, and may be 
involved for rough estimations of the informational capacity of various systems.  
2.4. Spatial dimensions of living cells and kinetic considerations: interrelation 
between the temporal scales of mass and heat transport processes 
 Additional arguments clarifying the characteristic spatial scales of living cells 
come from the analysis of mass transport taking place within a cell in its relation to 
chemical reactions occurring in cells. There exist at least two characteristic times 
appearing in the analysis of mass transport and the chemical events inherent for living 
cells. They arise from the analysis of the Brownian motion of particles 
(macromolecules or vesicles). The Brownian motion of a particle occurs under 
kinetics, described by the Fokker-Planck equation, characterized by the following 
time scales [9]: 
                                                       
D
l
mix
2
  ,                                                         (6a) 
                                                       
DR
l
traffic
3
 ,                                                      (6b) 
where mix and traffic  are the so-called “mixing” and “traffic” times, D is the 
coefficient of diffusion, R is the radius of the target, which a Brownian particle should 
come into contact with under random walking [9]. More accurately, mix is the 
characteristic time of diffusion, whereas traffic  is the mean waiting time for a 
particular event which consists of touching a target with the characteristic dimension 
of R by a particle walking randomly [9]. This event may be, for example, the 
migration of one enzyme to another. It is easily seen from Eqs. 6a-b, that the 
following interrelation takes place: 
                                                                  
R
l
mixing
traffic



                                      (7) 
 Quite expectably we conclude from Eq. 7, that mixtraffic   is valid. As shown 
in Ref. 9, for cells of micrometer size at room temperature straffic 1 is true; in larger 
cells (namely ml 10 ), the estimation supplies straffic 1000 , when R is taken as the 
characteristic dimension of a molecule with a medium molecular weight. Consider the 
characteristic times of enzymic reactions, in which the linking coenzyme has to 
migrate from one enzyme to another and back again in order to complete the catalytic 
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cycle [31]. For a cell of a micrometric size this time is about one second. Thus, if the 
cell contains a single travelling-enzyme molecule and a single target-enzyme t 
molecule the rate of the reaction will be on the order of magnitude of one second. For 
a cell containing a few hundred target enzymes, the traffic time will be smaller by a 
factor of a few hundred, namely it will be on the order of magnitude of a millisecond, 
which coincides with the characteristic time scale of a single round of the catalytic 
enzyme cycle. This means that micron-scaled cells may be operated by a very small 
number of specific molecules, as it was observed in Ref. 9: “Small reaction 
subsystems of cell function as coherent molecular networks where individual reaction 
events, involving single molecules, are rigidly correlated and form causally related 
chains and loops.” It is seen from Eq. 6b that traffic  scales as l
3
, and for the cells with 
a size of ml 100 , the coherent control of cells by a small number of molecules will 
become impossible.  
 Until now we have considered only the time scales of mass transport. Now 
address the time scale of heat transport within a cell, supplied by: 
                                                           


2l
therm  ,                                                   (8) 
where
s
m27102.1  and
s
m
D
2
5100.2  are the thermal diffusivity and the 
diffusion coefficient respectively, which are typical for living cells [32]. It is easily 
recognized, that following interrelation between mix and therm takes place:  
                                                        3106 
Dtherm
mix 


.                                           (9)     
Combining Eq. 7 and 9 generates the following hierarchy of time scales: 
                                                       thermmixtraffic   .                                         (10) 
Equation 10 means that a thermal equilibrium is established immediately and 
heat transport does not impact the coherence of the diffusion-controlled processes 
(including chemical reactions) occurring in living cells.  
2.5. Spatial dimensions of living cells and characteristic lengths of instabilities 
occurring in liquid layers 
 The narrow range of spatial dimensions of living cells mlm  1001 
coincides with the range of dimensions of patterns arising from self-assembly 
processes observed in thin layers of polymer solutions [33-37]. A typical pattern 
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formed under rapid evaporation of a polymer solution is depicted in Figure 1. The 
characteristic dimensions of cells in the pattern shown in Figure 1 are close to 20 µm. 
The processes of self-assembly taking place in liquid layers exposed to thermal 
gradients may be responsible for the genesis of living cells (although of course this 
hypothesis is purely speculative). The existence of giant living cells such as giant 
internodal cells (up to 5cm long), observed in Characean Algae calls for additional 
physico-chemical insights [38].  
2.6. Spatial dimensions of living cells and “the arrow of time” 
 The origin of time irreversibility, called also “the arrow of time” remains 
highly debatable [39-44]. The arguments, supplied in Section 2.3 demonstrate that 
living cells should necessarily be macroscopic objects. Living cells, are not only 
macroscopic but also dissipative entities [45-46]. The macroscopic spatial dimensions 
of cells prevent them from destruction by thermal fluctuations and provide them with 
sufficient informational capacity, as established by the Landauer principle [24-26, 30]. 
It appears that the idea that living cells should necessarily be macroscopic entities 
(whose “large” spatial dimensions ensure their life-sustaining activities)  was 
supposed by P. Teilhard de Chardin [47]. The fact, that living cells are dissipative 
structures [45-46, 48],  built from a large number of molecules, guarantees the validity 
of the Second Law of Thermodynamics, giving rise to the “arrow of time” [23]. 
Therefore, we conclude that the phenomenon of “the arrow of time“ occurs at the 
interface of physics and biology, due to the macroscopic spatial dimensions of living 
cells. 
Conclusions 
 Spatial dimensions of typical living cells are confined within the narrow range,  
of between 1 and 100 m. These dimensions arise from the conjunction of physical 
(thermodynamic and kinetic), chemical and biological reasonings. This means, that in 
living cells the volume (bulk) internal energy always prevails on over the surface 
energy, thus enabling the existence of living cells as physical entities. The upper limit 
of the spatial dimensions of living cells is restricted by gravity and inertia forces. The 
Bond number of millimetrically scaled cells is larger than unity. This means that 
effects due to gravity/inertia cannot be compensated by interfacial effects, and cells 
would necessarily be strongly deformed by gravity (or by acceleration), resulting in 
disruption of their functioning. Additional experimental efforts, devoted to 
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establishment of the behavior of accelerated living cells are necessary (the 
experiments carried out with the centrifugal adhesion balance may shed a light on the 
problem [49]).  
Kinetic arguments also restrict the upper limit of the dimensions of living 
cells. The analysis of the “traffic time” for the mass transport leads to the conclusion 
that coherent control of cells by a small number of molecules will be problematic for 
cells larger than 100 µm. For micron-scaled cells, the “traffic time” is on the order of 
magnitude of a millisecond, which coincides with the characteristic time scale of a 
single round of the catalytic enzyme cycle. 
The lower limit of the spatial dimension of cells is defined by their ability to 
withstand thermal fluctuations on the one hand, and their need for a sufficient 
informational capacity on the other. Thus, we conclude that living cells are small, yet, 
essentially macroscopic, dissipative [45-46, 48] objects, built from a number of 
molecules, providing the applicability of the Second Law of Thermodynamics, giving 
rise to “the arrow of time”. 
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Figure 1. Typical pattern observed under rapid evaporation of polymer solutions [33-
34]. Scale bar is 10 m.  
 
 
 
 
 
 
 
