We evaluate the performance of an extensive family of ARCH models in modelling daily Valueat-Risk (VaR) of perfectly diversified portfolios in five stock indices, using a number of distributional assumptions and sample sizes. We find, first, that leptokurtic distributions are able to produce better one-step-ahead VaR forecasts; second, the choice of sample size is important for the accuracy of the forecast, whereas the specification of the conditional mean is indifferent. Finally, the ARCH structure producing the most accurate forecasts is different for every portfolio and specific to each equity index.
Introduction
Following the increase in financial uncertainty in the 90's, resulting to famous financial disasters, (see Jorion [36] , Dowd [21] and Crouhy et al. [16] for more information), there has been intensive research from financial institutions, regulators and academics to better develop sophisticated models for market risk estimation. The most well known risk measure is Value-at-Risk (VaR), which refers to a portfolio's worst outcome that is expected to occur over a predetermined period and at a given confidence level.
VaR is an estimation of the tails of the empirical distribution. Many applications presume that asset returns are normally distributed, while it is widely documented that they exhibit skewness and excess kurtosis, resulting in an underestimation or overestimation of the true VaR. Venkataraman [55] and Zangari [58] proposed the use of a mixture of normal distributions, which is fat tailed and able to capture the extreme events compared to the "classical" approaches more easily. Billio and Pelizzon [3] introduced a multivariate switching regime model in order to calculate the VaR for 10 Italian stocks and for several portfolios that have been generated by them. They tested the performance of their model using two backtesting measures and concluded that a switching regime specification is more accurate than other known methods, such as RiskMetrics TM or Garch (1, 1) under Normal and Student-t distribution. Gurmat and Harris [28] estimated an exponentially weighted maximum likelihood model for three equity portfolios: forecasts improved at higher confidence levels. Giot and Laurent [26] estimated daily VaR for stock indices using a skewed Student distribution and pointed out it performed better than the pure symmetric one, as it reproduced the characteristics of the empirical distribution more accurately. One year later, they used the same distributional assumption for six commodities (Giot and Laurent [27] ) and proposed to practitioners this model because it was easily implemented even in a spreadsheet, with predicted VaR numbers closer to expected ones. They stated, however, that more complex models (e.g. APARCH) performed better overall. Based on the influence of asymmetric effects in the accuracy of the VaR estimates, Brooks and Persand [12] concluded that models, which do not allow for asymmetries either in the unconditional return distribution or in the volatility specification, underestimate the true VaR.
Many researchers prefer to conduct simulations in order to calculate VaR, than to explicitly use a specific parametric distribution. Lambadiaris et al. [39] performed historical and Monte Carlo simulations on Greek stocks and bonds, using two different sample sizes. They concluded that the Monte Carlo method was more appropriate for the stock market, while for bonds, results were dependent on the backtesting procedure and the confidence level. Similarly, Cabedo and Moya [14] developed an ARMA historical simulation method, which improved the simple historical VaR estimation. They used eight years of daily oil prices in order to estimate their model and one year of the same prices to conduct out-of-sample testing. Notice that in both articles, the importance of different sample sizes is pointed out. Jackson et al. [34] provided evidence that at higher confidence levels, historical simulation based methods work better than other methods. On the contrary, Hendricks [31] , Vlaar [56] and Daníelsson [18] supported that an increase of the sample size tends to generate more accurate VaR estimations. Hoppe [32] also examined the issue of the sample size but argued that a smaller sample could lead to more accurate VaR estimates than a larger one. Frey and Michaud [25] argued that a small sample size captures better structural changes due to changes in trading behaviour. To sum up, the choice of an appropriate historical sample size as well as of the adequate model for forecasting volatility should be considered far from 1 resolved.
The purpose of our paper is twofold. First, to implement several volatility models under three distributional assumptions and four historical sample sizes in order to estimate the 95% and 99% one-day VaR for five completely diversified equity index portfolios (S&P 500, Nikkei 225, FTSE 100, CAC 40 and DAX 30) . The different distributions (Normal, Student-t and Generalized Error Distribution) will allow the selection of a model for the return tails, while the four sample sizes (500, 1000, 1500 and 2000 observations) will reveal the importance of past data. For robustness purposes, we have used five different stock indices, to avoid results dependent on a specific financial market. Combined with three different extensions of the ARCH family (GARCH, TARCH and EGARCH) and more than 1800 one-step-ahead VaR estimate, our approach produces a total of more than 4 million estimated models ! Despite this enormous set (484 models for each index), we still do not include all ARCH specifications available in the literature. We chose, on the contrary, to estimate models that are able to capture the most important characteristics of financial markets.
We then aim at evaluating the predictive accuracy of various models under a risk management framework. We employ a two stages procedure to investigate the forecasting power of each volatility forecasting technique. In the first stage, two backtesting criteria are implemented to test statistical accuracy of the models. In the second stage, we employ standard forecast evaluation methods in order to examine whether the differences between models (which have converged sufficiently), are statistically significant. We focus on out-of-sample evaluation criteria because we believe that a model that may be inadequate according to some in-sample evaluation criterion, can still yield "better" forecasts in an out-of-sample framework than a correctly specified model.
Our study shows that the more flexible a GARCH model is, the more adequate it is in volatility forecasting, compared to parsimonious models, and that holds for all indices, all distributional assumptions and all confidence levels. Asymmetric models fare better than symmetric ones, as they capture more efficiently the characteristics of the underlying series. As for the choice of distribution, the leptokurtic ones provide better estimators since they perform better in the low probability regions that VaR tries to measure. Moreover, although the use of the entire set of available data is common practice in forecasting volatility, we find out that, at least for some cases, a restricted sample size could generate more accurate one-step-ahead VaR forecasts, since it incorporates changes in trading behaviour more efficiently.
The rest of the paper is organized as follows. Section 2 provides a description of the ARCH models, while Section 3 describes the evaluation framework for VaR estimates. Section 4 presents preliminary statistics for the dataset, explains the estimation procedure and presents the results of the empirical investigation of the estimated models for the five equity indices. Section 5 concludes.
Volatility Models
Let y t = ln(S t /S t−1 ) denote the continuously compound rate of return from time t − 1 to t, where S t is the asset price at time t. We assume that the time series of interest, y t , is decomposed into two parts, the predictable and unpredictable component, y t = E (y t |I t−1 ) + ε t , where I t−1 is the information set at time t − 1, E is the conditional mean operator and ε t is the unpredictable part, or innovation process. The conditional mean return is considered as a k-th order autoregressive process, AR(k):
The autoregressive process allows for the autocorrelation induced by discontinuous (or non -synchronous) trading in the stocks making up an index (Scholes and Williams [53] ), Lo and MacKinlay [43] ). The unpredictable component, ε t , can be expressed as an ARCH process in the following form:
where z t is a sequence of independently and identically distributed random variables with zero mean and unit variance. The conditional variance of ε t is σ t , a time-varying, positive and measurable function of the information set at time t − 1. Note that, even though the innovation process for the conditional mean is serially uncorrelated, it is not time independent.
Engle [22] introduced the ARCH(q) model and expressed the conditional variance as a linear function of the past q squared innovations
For the conditional variance to be positive, the parameters must satisfy a 0 > 0 and a i ≥ 0 for i = 1, . . . , q. Bollerslev [5] proposed a generalization of the ARCH model, the GARCH(p,q) model:
where a 0 > 0, a i ≥ 0 for i = 1, . . . , q, and b j ≥ 0 for j = 1, . . . , p. If q a i + p b j < 1, then the process ε t is covariance stationary and its unconditional variance is equal to
A special case of the GARCH family is the Exponentially Weighted Moving Average (EWMA) alternative, used by the company RiskMetrics TM , when they introduced their analytic VaR methodology. The volatility forecast is the weighted average of the previous period's forecast and the current squared return. Return variance is an exponentially declining process σ 2 t = λσ 2 t−1 + (1 − λ)ε 2 t−1 , a special case of GARCH(1,1) with a zero intercept and the two remaining parameters summing to one. RiskMetrics TM use λ = 0.94 for daily data and go 75 data points backwards in their estimation horizon.
The GARCH(p,q) model successfully captures several characteristics of financial time series, such as thick tailed returns and volatility clustering, as Mandelbrot [46] noted: ". . . large changes tend to be followed by large changes of either sign, and small changes tend to be followed by small changes. . . ". On the other hand, the GARCH structure presents some implementation drawbacks, since variance depends only on the magnitude and not on the sign of ε t , which is somewhat at odds with the empirical behaviour of stock market prices where a leverage effect may be present. 1 This term, introduced by Black [4] , refers to the tendency for changes in stock returns to be negatively correlated with changes in returns' volatility so that volatility tends to rise in response to bad news, (ε t < 0), and to fall in response to good news (ε t > 0). Moreover, Brooks and Persand [12] state that a VaR model which does not account for asymmetries in volatility specification, is most likely to generate inaccurate forecasts.
In order to capture the asymmetry observed in the data, a new class of models was introduced, termed the asymmetric ARCH models. The most popular model proposed to capture the asymmetric effects is Nelson's [48] exponential GARCH, or EGARCH(p,q), model:
In contrast to the GARCH model, no restrictions need to be imposed on the model estimation, since the logarithmic transformation ensures that the forecasts of the variance are non-negative. The parameters γ i allow for the asymmetric effect. If γ 1 = 0 then a positive surprise, ε t > 0, has the same effect on volatility as a negative surprise, ε t < 0. The presence of leverage effect can be investigated by testing the hypothesis that γ 1 < 0. The number of possible conditional volatility formulations is vast. The threshold GARCH, or TARCH(p,q), model belongs to the most widely used:
where d t = 1 if ε t < 0, and d t = 0 otherwise. It, hence, allows a response of volatility to news with different coefficients for good and bad news. Although, there is a vast number of ways to parameterise the asymmetry, these two families of models are the most widely known ones (see Engle and Patton [24] , Brooks and Persand [12, 13] among others). 2 Moreover, most econometric packages include routines for the estimation of conditional variance under these families and can, therefore, be used by a risk manager effortlessly.
As concerns the distribution of z t , Engle [22] , who introduced the ARCH process, assumed it is normal. Bollerslev [6] , on the other hand, proposed the standardized t-distribution with v > 2 degrees of freedom with a density given by D(z t ; v) = Γ ((v + 1)/2)
where Γ(v) = ∞ 0 e −x x v−1 dx is the gamma function and v is the parameter which described the thickness of the distribution tails. The Student-t distribution is symmetric around zero and, for v > 4, the conditional kurtosis equals 3(v − 2)/(v − 4), which exceeds the normal value of three. For large values of v, its density converges to that of the standard normal. Nelson [48] suggested another "fat-tails" distribution, the generalized error distribution (GED) with density equal to:
where v is the tail-thickness parameter and λ ≡ √ 2 −2/v Γ(v −1 )Γ(3v −1 ). When v = 2, z t is standard normally distributed. For v < 2, its distribution has thicker tails than the normal one (for example, for v = 1, z t follows the double exponential distribution) while for v > 2, it has thinner tails (for v = ∞, z t has a uniform distribution on the interval (− √ 3, √ 3)). Guermat and Harris [28] applied the Student t-distribution and Longerstay [44] used a mixture of normal distributions. The Gram-Charlier type distribution (Lee and Tse [42] ), the generalized t-distribution (Bollerslev et al. [9] ), the skewed t-distribution (Lambert and Laurent [40, 41] ), the normal Poisson mixture distribution (Jorion [35] ) and the normal lognormal mixture (Hsieh [33] ) have also been employed.
The common methodology used for ARCH estimation is Maximum Likelihood. Under the assumption of IID innovations and for D(z t ; v) denoting their density function, the log-likelihood function of {y t (θ)} for a sample of T observations is given by:
where θ is the vector of the parameters that have to be estimated for the conditional mean, conditional variance and density function. The likelihood estimatorθ maximizes (6) . Therefore, the log-likelihood function for a sample of T observations is as follows:
1. For normally distributed z t 's:
2. For standardized t-distributed z t 's:
3. For GED distributed z t 's:
Maximum likelihood estimates of the parameters are obtained by employing numerical maximization procedure according to the Marquardt algorithm (Marquardt [47] ). We, instead, use the quasi-maximum likelihood estimator (QMLE) since, according to Bollerslev and Wooldridge [7] , it is generally consistent, has a normal limiting distribution and provides asymptotic standard errors that are valid under non-normality.
Summing up, the one-step-ahead conditional variance forecast,σ 2 t+1|t , for the GARCH(p,q) model equals:
For the EGARCH(p,q) model, we get instead:
Finally, the corresponding one-step-ahead conditional variance forecast in the case of the TARCH(p,q) model is:
Hence, it is straightforward to compute the one step ahead VaR forecasts under all distributional assumptions as:
with F (α) being the corresponding quantile (95 th or 99 th ) of the assumed distribution, andσ t+1|t being the forecast of the conditional standard deviation at time t + 1 given the information at time t.
Evaluating the different approaches
Our objective is to test these different volatility forecasting techniques, not in an econometric laboratory but in a risk management environment, so we must first choose a metric for the "quality" of such forecasts. It is well known that there are many sources of error in VaR figures: sampling errors, data problems, inappropriate specification, model errors, etc. All these factors will cause our estimate often to be biased. We must also tackle the fact that a VaR value is inherently unobservable. We, therefore, have to first monitor VaR values and then judge models, by checking whether they are consistent with subsequently realized returns given the confidence interval on which the VaR values were constructed in the first place.
Finally, an adequate model must not only generate statistically accurate VaR values, but it also has to be "preferred" over other equally adequate ones. Statistical adequacy will be tested based on Kupiec's [38] and Christoffersen's [15] backtesting measures, while the equivalent statistical adequacy of models will be performed via a loss function.
Unconditional Coverage
Let N = T t=1 I t be the number of days over a T period that the portfolio loss was larger than the VaR estimate, where
Hence, N is the observed number of exceptions in the sample. The failure number (Kupiec [38] ) follows a binomial distribution, N ∼ B(T, p), and consequently the appropriate likelihood ratio statistic, under the null hypothesis that the expected exception frequency N/T = p, equals:
Asymptotically, this test is χ 2 -distributed with one degree of freedom. In Table 1 , we present the no rejection regions of N for various sample sizes and confidence levels. This test can reject a model for both high and low failures but, as stated by Kupiec [38] , its power is generally poor. So we turn to a more elaborate criterion.
Confidence level
Evaluation sample size 250 500 750 1000 
Conditional coverage
A more complete test was made by Christoffersen [15] , who developed a likelihood ratio statistic to test the joint assumption of unconditional coverage and independence of failures. Its main advantage over the previous statistic is that it takes account of any conditionality in forecasts: if volatilities are low in some period and high in others, the forecast should respond to this clustering event. The Christoffersen procedure enables us to separate clustering effects from distributional assumption effects. His statistic is computed as:
where n ij is the number of observations with value i followed by j, for i, j = 0, 1 and
are the corresponding probabilities. The values i, j = 1 denote that an exception has been made, while i, j = 0 indicates the opposite. If the sequence of values is independent, then the probabilities to observe or not a VaR violation in the next period must be equal, which can be written more formally as π 01 = π 11 = p. The main advantage of this test is that it can reject a VaR model that generates either too many or too few clustered violations, but needs several hundred observations in order to be accurate. 7 
Loss Functions
The statistical adequacy of VaR forecasts is obtained by the two previous procedures: if the null hypothesis cannot be rejected, we will characterize the model as an adequate one for volatility forecasting. These metrics, however, cannot conclude whether an "adequate" model is more accurate than another "adequate" one.
Lopez [45] suggested measuring the accuracy of VaR forecasts on the basis of the distance between observed returns and forecasted VaR values. He defined a penalty variable as follows:
In his paper, a VaR model is penalized when an exception takes place, so it is preferred to another if it yields a lower total loss value, defined as the sum of these penalty variables: Ψ = T t=1 Ψ t . This function incorporates both the cumulative number and the magnitude of exceptions. Compared to Kupiec's [38] binomial function, Ψ adds up the magnitude term, so the larger the failure the higher the penalty added. The VaR forecast must neither overestimate nor underestimate the "true" VaR number as, in both cases, the financial institution allocates the wrong amount of capital. 3 In the former case, regulators charge it a higher than really needed amount of capital, worsening its performance; in the latter, the regulatory capital set aside may not be enough to cover it from market risks. Consequently, the "true" but unobservable VaR is proxied using the empirical distribution of future realized returns. For example, if T observations are available for an out-of-sample evaluation, then their p-quantile is a proxy for the "true" VaR at the p% confidence level. The proposed loss function, named Quantile Loss (QL) function, has the following form:
For every instant t, a model's loss increases either, (a) by the distance between the V aR t+1|t forecast and the future 100p percentile of the empirical return distribution, if the return is larger than the VaR forecasted for the same period, 4 or (b) by the excess loss ((y t+1 − V aR t+1 ) 2 ) term, if the realized return is smaller than the forecasted VaR (i.e., a larger loss than predicted occurred). Under this framework, a model will be preferred over its equivalent ones if it minimizes the QL function. Based on Diebold and Mariano [20] and Sarma et al. [52] , we create a hypothesis test of the forecasting ability of the models. Let z t+1 = Ψ A t+1 − Ψ B t+1 , where Ψ A and Ψ B are the loss functions of models A and B, respectively. A negative value of z t+1 indicates that model A is superior to model B. The Diebold-Mariano [20] statistic is the "t-statistic" for a regression of z t+1 on a constant with heteroskedastic and autocorrelated consistent standard errors (HAC). 5 3 According to the Basle Committee on Banking Supervision's January 1996 "Amendment to the Capital Accord to Incorporate Market Risks", the Value-at-Risk methodology can be used by financial institutions to calculate capital charges in respect of their interest rate, equity, foreign exchange and commodities risk. 4 Notice this percentile remains constant throughout the out-of-sample testing period. 5 For more details about such HAC standard errors, see White [57] and Newey and West [49] . 
Data and Results
We generate out-of-sample VaR forecasts for five equity indices (CAC40, DAX30, FTSE100, NIKKEI225 and S&P500), obtained from DataStream for the period of July 9th, 1987 to October 18th, 2002. For all indices, we compute daily log returns. A sample plot is enough to observe volatility clustering for all indices (Figure 1) . Table 2 provides summary statistics as well as the Jarque-Bera value. In all cases, the null hypothesis of normality is rejected at any level of significance, as there is evidence of significant excess kurtosis and negative skewness in all markets. We estimate the most frequently applied model to empirical studies, the AR(1) GARCH(1,1) specification:
assuming three different density functions for z t : the normal, the Student-t and the GED ones as presented in section 2. Models are estimated using the entire dataset available and results are presented in Table 3 . We note (a) that the conditional variance parameters are highly significant; (b) that the distribution of the z t has significantly thicker tails than the normal one, and (c) that the parameter c 1 , which allows for the autocorrelation induced by discontinuous trading, is not significant in any case. In our study, we model the conditional mean as a k-th order autoregressive process and the conditional variance as a GARCH, EGARCH or TARCH process. Using equations (7, 8, 9) presented in Section 2, we will first apply ARCH processes to a GARCH, an EGARCH and a TARCH model, all with parameters (p, q), assuming a normal distribution for innovations. We estimate them using integer values for parameters k, p, q as follows: k = 0, . . . , 4, p = 0, 1, 2 and q = 1, 2, yielding a total of 85 models. 6 Then, we assume standardized residuals follow a thick tailed distribution (Student-t and GED) and reapply the AR(1) model to the same GARCH(p, q), EGARCH(p, q) and TARCH(p, q) frameworks, yielding another 34 models. These latter models are able to capture volatility clustering, non-synchronous trading, leverage effects and thick tailed returns, and, moreover, converge more frequently. 7 For all models and all equity indices, we use a rolling sample of 500, 1000, 1500 and 2000 observations with the same number of VaR forecasts for each sample size. We generate one-day VaR forecasts for both 95% and 99% confidence levels, as recommended by the Basel Committee for Banking Supervision. Model parameters were re-estimated every trading day and all tests were performed using the information available at that time. On the contrary, Klaassen [37] and Hansen and Lunde [30] , among others, have estimated in-sample parameters using the entire dataset and derived one-step-ahead volatility forecasts, based on these estimates. We believe estimated parameters incorporate information about trading behaviour, a variable changing through time. Therefore, their estimation should be based only on the most recently available information set.
Finally, we do not use classical in-sample model selection criteria, such as the Akaike Information one (Akaike [1] ) or the Schwarz Bayesian Criterion (Schwarz [54] ), widely used in this literature. A good in-sample performance for a model is not a prerequisite for a good out-sample performance of the same model. Pagan and Schwert [50] , using a collection of parametric and nonparametric models of volatility forecasting (kernels, Fourier series and two-stage OLS), found that non-parametric methods did a good job in the in-sample forecasting but parametric ones yielded superior out-of-sample forecasts. Hansen and Lunde [30] noted that "a model, which accommodates a significant in-sample relation need not result in better out-of-sample forecasts, compared to the forecasts obtained from a more parsimonious model". Moreover, Brooks and Burke [10] argued that the "the information criteria are not a panacea in terms of generating uniformly more precise forecasts". Given these facts, we chose not to restrict our analysis to models that have been pre-selected by any standard in-sample model selection method, such as the ones cited above.
Due to the enormous size of results generated, we will proceed in their presentation as follows. First, we will study VaR forecasts estimated using the standard normal distribution assumption for all sample sizes and examine whether their performance depends on the choice of sample size. We will then go on to exhibit the contribution of alternative distributions to the VaR framework.
Normal Distribution
According to Tables 1.A -8.A in the appendix, the assumption of normality produces very weak results: the vast majority of models, irrespective of the sample size chosen, understate the true one-day 95% VaR estimate since exception rates are higher than the 5% predicted level. 8 The performance of the models is heavily dependent on the stock index, with the Nikkei 225 index faring somewhat better than the others. P-values for both conditional and unconditional coverage are relatively low for all indices, with European markets showing the lowest probability values.
More specifically, we observe that, in the 2000 and the 1500 sample sizes, none out of the 85 models produces an exception rate below the predicted 5%. In very few cases, the estimated failure rate is close enough to the expected one (for example, the AR(1) GARCH(1,1) model achieves the closest fit for the S&P 500 index). In almost all cases, the different specification of 7 If the numerical maximization of the log-likelihood function failed to converge more than four times, we excluded the models from our results. This number of failures (four) was the maximum number any model failed to converge under the normal distribution assumption. If the number of failures was less than or equal to four, VaR forecasts were computed based on previous trading day parameter estimations. the conditional mean or the introduction of only ARCH terms in the conditional variance does not significantly improve neither the unconditional nor the conditional coverage of the models. In the case of the S&P 500 index, the average p-value for the null hypothesis of unconditional coverage of the GARCH(1,1) family is 56%, while the best performing family for the NIKKEI 225 and the CAC 40 indices is the EGARCH(1,2) one, with corresponding average p-values equal to 79,1% and 13,6%, respectively. Similarly, for the DAX 30 and the FTSE 100 indices, we conclude that the null hypothesis of correct unconditional coverage is rejected for all the models at the 10% level of significance, while the hypothesis of conditional coverage is rejected at the 15% level.
As for the effect of the sample size, it seems that as the latter gets smaller, the results improve at all levels. This is due to the weight given to the latest observations when using a smaller sample: the smaller sample size captures only the latest market movements and the produced VaR estimate is, hence, less dependent on the long run volatility trend, in the same sense that a 200-point moving average is smoother than a 50-point one. Consequently, the VaR estimate is less often rejected at the 95% confidence level, for all models and indices. Such behavioural trend is traced even at the 1000 observations sample, and becomes clearer at the 500 observations level, at least for three out of five indices. The only exception to this "rule of thumb" is the S&P 500, where the highest p-values are achieved for the largest sample size.
For the 99% VaR estimates, the exception rates are all higher than the predicted 1% for all sample sizes, with the sample size having no effect at all in improving results. As for the coverage metrics, they are very low, ranging from 45.51% conditional coverage, for the EGARCH family on the Nikkei 225 index, down to 1.19% for the same metric with the same modelling family applied to the S&P 500 index. Such performance, at least for the latter index, is suggestive of a hump in the tail distribution of returns: this means it seriously underestimates risk at a high level of confidence whereas it produces somewhat better results at the lower confidence level, yielding respectable p-values for the 95% VaR metric but extremely low ones for the 99% one. Table 4 shows the most appropriate models according to conditional and unconditional coverage, defined as the one with the highest p-value among all the estimated models for all sample sizes 9 . Brooks and Persand [13] also ranked models, based on the following rule: they excluded those techniques that produced an exception rate greater than the expected one. They preferred the models, which generated a proportion of failures closer to the expected exception frequency. Both coverage measures suggest the same models in most of the cases. For all indices, p-values are deemed relatively low, with the weakest ones for the European indices: we believe this is due to the inadequate description of such data using the normal distribution. The normal distribution performs best with the Nikkei 225 index in both the 95% and the 99% level, since the normality assumption does not significantly increase exception rates, although, through the Jarque -Bera test, it is strictly rejected as a null hypothesis.
The main points of this thorough investigation of ARCH processes can be summarized in the following points. First of all, the GARCH term in the conditional variance plays an important role since it provides models with a longer memory and a more flexible lag structure. Second, the choice of the sample size is important in generating adequate conditional variance forecasts. To our best knowledge, there is no persistent method in the literature for choosing the appropriate sample size. In most studies, researchers make an arbitrary choice of a rolling sample. Nevertheless, Engle et al. [23] applied three different sample sizes of 300, 1000 and 5000 observations and noted, "that some restrictions on the length of forecasting sample may be profitable". Our study reaches to a similar result, as different sample sizes seem to be the most appropriate for different indices. Generally speaking, the conditional mean specification is invariant to the VaR forecast accuracy, because the adequacy of the models does not depend on the autoregressive order. However, there are some cases where the mean specification offers an increasing precision in VaR predictions. An example worth noting is the AR(2) GARCH(1,2) model with a 500-point sample size for the CAC 40 index, which produces the most accurate forecasts for the 99% daily VaR, though the rest of the models of the GARCH(1,2) family, as presented in Table 8 .A in Appendix, do not produce adequate forecasts.
Lastly, the assumption of normally distributed standardized residuals provides us with adequate forecasts only at the 95% level. For each index, there is at least one family of ARCH processes, producing convenient predictions. On the other hand, normal distribution fails to produce useful estimations at the 99% level. Under the assumption that the residuals are conditionally normal distributed, their unconditional distribution has thicker tails than the normal one. However, the degree of leptokurtosis induced by the ARCH process does not often capture all of the leptokurtosis present in the data. In the next section, we introduce non-normality for the conditional distribution of the residuals in order to produce unconditional distribution with thicker tails.
Leptokurtic Distributions
As we have already pointed out, the normal distribution assumption does not generate accurately one-step-ahead VaR numbers. In order to model more adequately the thickness of tails, we will use two different distributional assumptions for the standardized residuals: Student's-t and the Generalized Error Distribution (GED). In the previous section, we found out that the precision of forecasts did not depend on the various structures of the conditional mean. We will, therefore, apply only the AR(1) specification for the conditional mean, consistent with the non-synchronous trading effect. Models that failed to converge more than four times are totally excluded from the study. The exception rate and the p-values of unconditional and conditional coverage of the estimated models are presented in Tables 9.A -12.A. Turning now to the distribution used for the innovations, it seems that the Student's-t is a better choice overall, based on Tables 5 and 6 which present the models with the highest p-values for the two leptokurtic distributions. Given that the fat tails are observed in all indices, the normal distribution fails prominently if no leptokurtosis is added implicitly to a model. The GED behaves similarly to the normal for the 95% confidence level but yields better results at the 99% confidence level: given that such a distribution exhibits thicker tails than the normal, it seems that the hump problem is resolved. Its p-values for both conditional and unconditional coverage are, however, still in the 20-70% range for the S&P 500, DAX 30, CAC 40 and FTSE 100 indices. The use of the Student's-t distribution, improves probability values, as they range from 80% to 95%, for all volatility models and all sample sizes, for these four indices. In the case of the Nikkei 225, it seems that the choice of the Student-t distribution overcorrects for thick tails and, consequently, either the Normal (at the 95% level), or the GED (at the 99% level), provide better estimates.
For the 95% VaR level, under Student's-t assumption, there is evidence that GARCH or EGARCH models produce better forecasts than the corresponding TARCH model, while for the GED this is the case only for the GARCH family. By increasing the confidence level of VaR, results become more mixed because both symmetric and asymmetric models have been selected as statistically adequate. The choice of the sample size is turning out to be one of the most important factors, as the selected model for one sample size is not statistically adequate for the other sizes, while there are extreme cases that produce totally contradictory results. For example, the best performing model for the S&P500 index at the 95% VaR level is the AR(1) GARCH(0,2), under the assumption of a Student-t distribution and a sample size of 1500 observations. Yet, had we used the 500 observations sample size, this model would have been characterized as one of the worst. This conclusion is common to all three distributional assumptions and to both confidence levels, revealing the importance of sample size. Our findings are in line with the work of Brooks and Persand [11] who argued that there is no optimal sample size for all volatility forecasting techniques.
Combining leptokurtic distribution, to capture fat tails, with a low complexity volatility model, to capture volatility clustering, yields the best results for the 99% VaR level. This is due to the estimated tail-thickness parameter (v), which is able to capture extreme events, a necessary condition at such confidence level. As for the 95% VaR level, the excellent performance of models using the Student-t distribution was rather a surprise, since most researchers reported an overestimation of risk (see Billio and Pelizzon [3] , Guermat and Harris [28] ). These results are summarized in Table 7 , which presents the models have performed best according to our coverage metrics. Table 6 : Best performed models and the relative probability values of coverage metrics for GEDdistributed innovations.
Unconditional

Model Selection
The two backtesting measures can not compare different VaR models directly, as a greater pvalue of a model, does not indicate the superiority of that model among its competitors. Therefore, in order to evaluate the reported differences statistically, for each model that has a p-value for both tests greater than 10%, we compute the QL function and carry out the equality test that was described in section 3.3. We preferred a high cut-off point for the p-value, in order to ensure that "successful" models will not statistically over or under estimate the "true" VaR, since a high (low) VaR estimation implies that a firm must allocate more (less) capital than it is actually necessary. Table 8 summarizes the results of the loss function approach. For each index and confidence level we present the six 10 models with the lowest QL value, while we compare the first one with the rest of them based on the procedure that is explained in section 3.3. For example, for the S&P 500 index and the 95% VaR level, the best performed model is the AR(1) EGARCH(0,1) which is statistically different from the other five according to the corresponding t-statistics. In most of the cases, the model with the lowest loss value is significantly better than the others, as the t-statistic indicates, while the preferred distribution is the Student-t. Moreover, the simplest asymmetric volatility specifications seems to be preferred over the most complex ones, while there is no indication which sample length is the optimal. To summarize, the combination of a leptokurtic distribution and a simple asymmetric volatility model yields the best combination.
Conclusions
Following the extensive and detailed investigation of a plethora of volatility modelling techniques, briefly presented in the preceding sections, a number of comments are of order, aiming to summarize our results and give, both to the researcher and the practitioner, some fundamental guidelines with which to proceed in VaR estimation.
We have strong indications that the mean process specification plays no important role. Trying to extract autoregressive phenomena from the returns such that only the underlying volatility is left in the residuals, we experimented with a number of AR processes. Our results show that such a methodology does not add anything significant to the VaR framework other than complexity in the estimation procedure. Moreover, using only an ARCH term (without any lagged conditional variances) yields acceptable results only when residuals are modelled under either the Student's-t distribution or the GED; it is never the case for a Normal distribution. Generally speaking, in the VaR framework the leptokurtic distributions and especially the Student's-t, are more appropriate than the Normal assumption, as they generate more accurate forecasts, while there is no volatility model, which is clearly superior than the others. However, under the evaluation framework that was developed based on the proposed quantile loss function, there is strong evidence that the combination of the Student-t distribution with the simplest EGARCH models produces the most adequate VaR forecasts for the majority of the markets. Furthermore, the size of the rolling sample used in estimation turns out to be rather important: in simpler models and low confidence levels a sample size smaller than 2000 improves probability values. In more complex models, where leptokurtic distributions are used or where the confidence level chosen is high, a small sample size may lead to lack of convergence in the estimation algorithms. Finally, there is no consistent relation Table 8 : Statistical comparison between the six best performed models according to the quantile loss function. *, **, *** indicate significance at the 1%, 5% and 10% levels, respectively. The t-statistics are calculated according to the procedure that is explained in section 3.3.
between the sample sizes and the optimal models, as we observe significant differences in the VaR forecasts for the same model under the four sample sizes. t p_uc p_cc t p_uc p_cc t p_uc p_cc t p_uc p_cc t p_uc p_cc AR(0)GARCH(0,1) 8.96% 0.00% 0.00% 6.11% 3.79% 0.96% 8.28% 0.00% 0.00% 7.72% 0.00% 0.00% 7.97% 0.00% 0.00% AR(1)GARCH(0,1) 8.96% 0.00% 0.00% 6.11% 3.79% 0.96% 8.39% 0.00% 0.00% 7.72% 0.00% 0.00% 7.92% 0.00% 0.00% AR(2)GARCH(0,1) 8.96% 0.00% 0.00% 6.23% 2.26% 0.51% 8.50% 0.00% 0.00% 7.67% 0.00% 0.00% 8.02% 0.00% 0.00% AR(3)GARCH(0,1) 9.01% 0.00% 0.00% 6.17% 2.94% 0.70% 8.45% 0.00% 0.00% 7.61% 0.00% 0.00% 8.02% 0.00% 0.00% AR(4)GARCH(0,1) 8.96% 0.00% 0.00% 6.17% 2.94% 0.70% 8.66% 0.00% 0.00% 7.56% 0.00% 0.00% 8.02% 0.00% 0.00% AR(0)GARCH(0,2) 8.09% 0.00% 0.00% 5.83% 11.88% 0.86% 7.52% 0.00% 0.00% 7.34% 0.00% 0.01% 7.65% 0.00% 0.00% AR(1)GARCH(0,2) 8.09% 0.00% 0.00% 5.83% 11.88% 0.86% 7.57% 0.00% 0.00% 7.17% 0.01% 0.03% 7.65% 0.00% 0.00% AR(2)GARCH(0,2) 8.04% 0.00% 0.00% 5.94% 7.72% 0.49% 7.57% 0.00% 0.00% 7.28% 0.00% 0.01% 7.65% 0.00% 0.00% AR(3)GARCH(0,2) 8.20% 0.00% 0.00% 5.89% 9.62% 0.65% 7.57% 0.00% 0.00% 7.34% 0.00% 0.01% 7.65% 0.00% 0.00% AR(4)GARCH(0,2) 8.26% 0.00% 0.00% 5.89% 9.62% 0.65% 7.52% 0.00% 0.00% 7.28% 0.00% 0.01% 7.65% 0.00% 0.00% AR(0)GARCH (1,1 7.61% 0.00% 0.00% 5.89% 9.62% 3.00% 7.52% 0.00% 0.00% 6.63% 0.23% 0.70% 7.05% 0.01% 0.01% AR(2)GARCH(0,1) 7.61% 0.00% 0.00% 6.00% 6.14% 1.74% 7.47% 0.00% 0.00% 6.79% 0.08% 0.30% 6.95% 0.03% 0.02% AR(3)GARCH(0,1) 7.72% 0.00% 0.00% 5.89% 9.62% 3.00% 7.47% 0.00% 0.00% 6.85% 0.06% 0.22% 7.00% 0.02% 0.01% AR(4)GARCH(0,1) 7.72% 0.00% 0.00% 6.00% 6.14% 1.74% 7.52% 0.00% 0.00% 6.85% 0.06% 0.22% 6.89% 0.04% 0.04% AR(0)GARCH(0,2) 7.34% 0.00% 0.00% 5.83% 11.88% 10.06% 6.70% 0.14% 0.36% 6.35% 1.08% 2.99% 6.89% 0.04% 0.02% AR(1)GARCH(0,2) 7.39% 0.00% 0.00% 5.89% 9.62% 7.97% 6.65% 0.20% 0.46% 6.35% 1.08% 2.99% 6.89% 0.04% 0.02% AR(2)GARCH(0,2) 7.34% 0.00% 0.00% 5.83% 11.88% 3.87% 6.70% 0.14% 0.36% 6.41% 0.81% 1.22% 7.00% 0.02% 0.01% AR (3) 6.26% 1.64% 5.24% 5.83% 11.88% 3.87% 6.54% 0.38% 0.47% 6.52% 0.44% 1.15% 6.62% 0.22% 0.11% AR(1)GARCH(0,1) 6.26% 1.64% 5.24% 5.89% 9.62% 7.97% 6.70% 0.14% 0.24% 6.57% 0.32% 0.65% 6.73% 0.11% 0.02% AR(2)GARCH(0,1) 6.42% 0.70% 2.40% 6.00% 6.14% 9.31% 6.81% 0.07% 0.09% 6.52% 0.44% 1.15% 6.73% 0.11% 0.01% AR(3)GARCH(0,1) 6.48% 0.52% 1.80% 6.00% 6.14% 9.31% 6.87% 0.05% 0.07% 6.63% 0.23% 0.51% 6.84% 0.06% 0.01% AR(4)GARCH(0,1) 6.42% 0.70% 2.40% 6.00% 6.14% 9.31% 6.92% 0.03% 0.06% 6.63% 0.23% 0.51% 6.95% 0.03% 0.00% AR(0)GARCH(0,2) 3.94% 0.00% 0.00% 1.53% 3.85% 7.60% 3.38% 0.00% 0.00% 3.45% 0.00% 0.00% 3.55% 0.00% 0.00% AR(1)GARCH(0,1) 3.99% 0.00% 0.00% 1.53% 3.85% 7.60% 3.43% 0.00% 0.00% 3.45% 0.00% 0.00% 3.50% 0.00% 0.00% AR(2)GARCH(0,1) 4.10% 0.00% 0.00% 1.53% 3.85% 7.60% 3.49% 0.00% 0.00% 3.45% 0.00% 0.00% 3.55% 0.00% 0.00% AR(3)GARCH(0,1) 4.10% 0.00% 0.00% 1.58% 2.28% 4.70% 3.49% 0.00% 0.00% 3.45% 0.00% 0.00% 3.55% 0.00% 0.00% AR(4)GARCH(0,1) 4.05% 0.00% 0.00% 1.64% 1.32% 2.80% 3.54% 0.00% 0.00% 3.40% 0.00% 0.00% 3.55% 0.00% 0.00% AR(0)GARCH(0,2) 3.40% 0.00% 0.00% 1.64% 1.32% 2.80% 3.11% 0.00% 0.00% 2.90% 0.00% 0.00% 3.12% 0.00% 0.00% AR(1)GARCH(0,2) 3.29% 0.00% 0.00% 1.70% 0.73% 1.61% 3.11% 0.00% 0.00% 2.96% 0.00% 0.00% 3.12% 0.00% 0.00% AR(2)GARCH(0,2) 3.29% 0.00% 0.00% 1.58% 2.28% 4.70% 3.11% 0.00% 0.00% 2.96% 0.00% 0.00% 3.18% 0.00% 0.00% AR(3)GARCH(0,2) 3.29% 0.00% 0.00% 1.64% 1.32% 2.80% 3.16% 0.00% 0.00% 2.85% 0.00% 0.00% 3.39% 0.00% 0.00% AR(4)GARCH(0,2) 3.24% 0.00% 0.00% 1.64% 1.32% 2.80% 3.22% 0.00% 0.00% 2.85% 0.00% 0.00% 3.45% 0.00% 0.00% AR(0) GARCH(1,1) 2.16% 0.00% 0.00% 3.83% 0.00% 0.00% 1.53% 3.85% 7.60% 3.43% 0.00% 0.00% 3.34% 0.00% 0.00% 3.45% 0.00% 0.00% AR(1)TARCH(0,1)
3.83% 0.00% 0.00% 1.53% 3.85% 7.60% 3.43% 0.00% 0.00% 3.40% 0.00% 0.00% 3.50% 0.00% 0.00% AR(2)TARCH(0,1)
3.78% 0.00% 0.00% 1.58% 2.28% 4.70% 3.49% 0.00% 0.00% 3.34% 0.00% 0.00% 3.55% 0.00% 0.00% AR(3)TARCH(0,1) 3.72% 0.00% 0.00% 1.58% 2.28% 4.70% 3.54% 0.00% 0.00% 3.29% 0.00% 0.00% 3.50% 0.00% 0.00% AR(4)TARCH(0,1) 3.72% 0.00% 0.00% 1.58% 2.28% 4.70% 3.54% 0.00% 0.00% 3.29% 0.00% 0.00% 3.50% 0.00% 0.00% AR(0)TARCH(0,2) 2.97% 0.00% 0.00% 1.64% 1.32% 2.80% 2.89% 0.00% 0.00% 2.85% 0.00% 0.00% 3.28% 0.00% 0.00% AR(1)TARCH(0,2) 3.08% 0.00% 0.00% 1.64% 1.32% 2.80% 2.89% 0.00% 0.00% 2.85% 0.00% 0.00% 3.07% 0.00% 0.00% AR(2)TARCH(0,2) 3.02% 0.00% 0.00% 1.64% 1.32% 2.80% 2.89% 0.00% 0.00% 2.85% 0.00% 0.00% 3.12% 0.00% 0.00% AR(3)TARCH(0,2) 3.13% 0.00% 0.00% 1.64% 1.32% 2.80% 2.89% 0.00% 0.00% 2.79% 0.00% 0.00% 3.28% 0.00% 0.00% AR(4)TARCH(0,2) 3.13% 0.00% 0.00% 4.05% 0.00% 0.00% 1.47% 6.27% 11.82% 3.43% 0.00% 0.00% 3.40% 0.00% 0.00% 3.50% 0.00% 0.00% AR(1)EGARCH(0,1) 4.05% 0.00% 0.00% 1.47% 6.27% 11.82% 3.54% 0.00% 0.00% 3.40% 0.00% 0.00% 3.50% 0.00% 0.00% AR(2)EGARCH(0,1) 4.05% 0.00% 0.00% 1.47% 6.27% 11.82% 3.54% 0.00% 0.00% 3.40% 0.00% 0.00% 3.50% 0.00% 0.00% AR(3)EGARCH(0,1) 4.10% 0.00% 0.00% 1.47% 6.27% 11.82% 3.60% 0.00% 0.00% 3.40% 0.00% 0.00% 3.55% 0.00% 0.00% AR(4)EGARCH(0,1) 4.05% 0.00% 0.00% 1.64% 1.32% 2.80% 3.60% 0.00% 0.00% 3.40% 0.00% 0.00% 3.61% 0.00% 0.00% AR(0)EGARCH(0,2) 3.99% 0.00% 0.00% 1.75% 0.40% 0.89% 3.38% 0.00% 0.00% 3.01% 0.00% 0.00% 3.66% 0.00% 0.00% AR(1)EGARCH(0,2) 3.94% 0.00% 0.00% 1.75% 0.40% 0.89% 3.38% 0.00% 0.00% 3.01% 0.00% 0.00% 3.77% 0.00% 0.00% AR(2)EGARCH(0,2) 3.99% 0.00% 0.00% 1.75% 0.40% 0.89% 3.43% 0.00% 0.00% 3.01% 0.00% 0.00% 3.77% 0.00% 0.00% AR(3)EGARCH(0,2) 4.05% 0.00% 0.00% 1.75% 0.40% 0.89% 3.38% 0.00% 0.00% 3.01% 0.00% 0.00% 3.72% 0.00% 0.00% AR(4)EGARCH(0,2) 4.05% 0.00% 0.00% 1.75% 0.40% 0.89% 3.38% 0.00% 0.00% 3.07% 0.00% 0.00% 3.72% 0.00% 0.00% AR(0) EGARCH(1,1 3.78% 0.00% 0.00% 1.53% 3.85% 7.60% 3.38% 0.00% 0.00% 3.29% 0.00% 0.00% 3.34% 0.00% 0.00% AR(1)GARCH(0,1) 3.78% 0.00% 0.00% 1.53% 3.85% 7.60% 3.27% 0.00% 0.00% 3.23% 0.00% 0.00% 3.55% 0.00% 0.00% AR(2)GARCH(0,1) 3.72% 0.00% 0.00% 1.58% 2.28% 4.70% 3.32% 0.00% 0.00% 3.23% 0.00% 0.00% 3.55% 0.00% 0.00% AR(3)GARCH(0,1) 3.67% 0.00% 0.00% 1.58% 2.28% 4.70% 3.38% 0.00% 0.00% 3.29% 0.00% 0.00% 3.55% 0.00% 0.00% AR(4)GARCH(0,1) 3.78% 0.00% 0.00% 1.58% 2.28% 4.70% 3.49% 0.00% 0.00% 3.29% 0.00% 0.00% 3.50% 0.00% 0.00% AR(0)GARCH(0,2) 3.18% 0.00% 0.00% 1.53% 3.85% 7.60% 3.11% 0.00% 0.00% 2.79% 0.00% 0.00% 3.12% 0.00% 0.00% AR(1)GARCH(0,2) 3.18% 0.00% 0.00% 1.58% 2.28% 4.70% 3.11% 0.00% 0.00% 2.79% 0.00% 0.00% 3.02% 0.00% 0.00% AR(2)GARCH(0,2) 3.18% 0.00% 0.00% 1.53% 3.85% 7.60% 3.11% 0.00% 0.00% 2.85% 0.00% 0.00% 3.12% 0.00% 0.00% AR(3)GARCH(0,2) 3.24% 0.00% 0.00% 1.53% 3.85% 7.60% 3.11% 0.00% 0.00% 2.85% 0.00% 0.00% 3.23% 0.00% 0.00% AR(4)GARCH(0,2) 3.18% 0.00% 0.00% 1.53% 3.85% 7.60% 3.11% 0.00% 0.00% 2.85% 0.00% 0.00% 3.28% 0.00% 0.00% AR(0) GARCH(1,1) 2.16% 0.00% 0.00% 1.47% 3.62% 0.00% 0.00% 1.53% 3.85% 7.60% 3.32% 0.00% 0.00% 3.29% 0.00% 0.00% 3.39% 0.00% 0.00% AR(1)TARCH(0,1)
3.56% 0.00% 0.00% 1.53% 3.85% 7.60% 3.38% 0.00% 0.00% 3.29% 0.00% 0.00% 3.39% 0.00% 0.00% AR(2)TARCH(0,1)
3.56% 0.00% 0.00% 1.53% 3.85% 7.60% 3.38% 0.00% 0.00% 3.29% 0.00% 0.00% 3.45% 0.00% 0.00% AR(3)TARCH(0,1) 3.56% 0.00% 0.00% 1.58% 2.28% 4.70% 3.38% 0.00% 0.00% 3.23% 0.00% 0.00% 3.50% 0.00% 0.00% AR(4)TARCH(0,1) 3.56% 0.00% 0.00% 1.58% 2.28% 4.70% 3.38% 0.00% 0.00% 3.29% 0.00% 0.00% 3.45% 0.00% 0.00% AR(0)TARCH(0,2) 3.13% 0.00% 0.00% 1.53% 3.85% 7.60% 2.94% 0.00% 0.00% 2.96% 0.00% 0.00% 3.18% 0.00% 0.00% AR(1)TARCH(0,2) 3.13% 0.00% 0.00% 1.53% 3.85% 7.60% 3.00% 0.00% 0.00% 2.96% 0.00% 0.00% 3.02% 0.00% 0.00% AR(2)TARCH(0,2) 3.18% 0.00% 0.00% 1.53% 3.85% 7.60% 3.00% 0.00% 0.00% 2.90% 0.00% 0.00% 3.12% 0.00% 0.00% AR(3)TARCH(0,2) 3.18% 0.00% 0.00% 1.53% 3.85% 7.60% 3.00% 0.00% 0.00% 2.79% 0.00% 0.00% 3.23% 0.00% 0.00% AR(4)TARCH(0,2) 3.18% 0.00% 0.00% 1.58% 2.28% 4.70% 3.00% 0.00% 0.00% 2.85% 0.00% 0.00% 3.18% 0.00% 0.00% AR(0) TARCH(1,1) 2.00% 0.01% 0.07% 1.41% 9.90% 17.66% 1.74% 0.38% 0.84% 1.70% 0.64% (0,1) 3.62% 0.00% 0.00% 1.47% 6.27% 12.19% 3.54% 0.00% 0.00% 3.18% 0.00% 0.00% 3.55% 0.00% 0.00% AR(1)EGARCH(0,1) 3.72% 0.00% 0.00% 1.47% 6.27% 12.19% 3.54% 0.00% 0.00% 3.23% 0.00% 0.00% 3.61% 0.00% 0.00% AR(2)EGARCH(0,1) 3.72% 0.00% 0.00% 1.53% 3.85% 8.47% 3.54% 0.00% 0.00% 3.18% 0.00% 0.00% 3.66% 0.00% 0.00% AR(3)EGARCH(0,1) 3.78% 0.00% 0.00% 1.47% 6.27% 11.82% 3.60% 0.00% 0.00% 3.18% 0.00% 0.00% 3.66% 0.00% 0.00% AR(4)EGARCH(0,1) 3.78% 0.00% 0.00% 1.47% 6.27% 12.19% 3.54% 0.00% 0.00% 3.18% 0.00% 0.00% 3.66% 0.00% 0.00% AR(0)EGARCH(0,2) 4.05% 0.00% 0.00% 1.81% 0.21% 0.48% 3.38% 0.00% 0.00% 3.01% 0.00% 0.00% 3.61% 0.00% 0.00% AR(1)EGARCH(0,2) 4.10% 0.00% 0.00% 1.75% 0.40% 0.89% 3.38% 0.00% 0.00% 3.01% 0.00% 0.00% 3.55% 0.00% 0.00% AR(2)EGARCH(0,2) 4.05% 0.00% 0.00% 1.87% 0.11% 0.25% 3.43% 0.00% 0.00% 3.01% 0.00% 0.00% 3.72% 0.00% 0.00% AR(3)EGARCH(0,2) 4.10% 0.00% 0.00% 1.87% 0.11% 0.25% 3.38% 0.00% 0.00% 2.96% 0.00% 0.00% 3.55% 0.00% 0.00% AR(4)EGARCH(0,2) 3.99% 0.00% 0.00% 1.87% 0.11% 0.25% 3.38% 0.00% 0.00% 2.96% 0.00% 0.00% 3.61% 0.00% 0.00% AR(0) EGARCH(1,1 3.18% 0.00% 0.00% 1.58% 2.28% 5.65% 3.27% 0.00% 0.00% 3.23% 0.00% 0.00% 3.02% 0.00% 0.00% AR(1)GARCH(0,1) 3.13% 0.00% 0.00% 1.58% 2.28% 5.65% 3.27% 0.00% 0.00% 3.23% 0.00% 0.00% 2.96% 0.00% 0.00% AR(2)GARCH(0,1) 3.18% 0.00% 0.00% 1.53% 3.85% 8.47% 3.32% 0.00% 0.00% 3.23% 0.00% 0.00% 3.02% 0.00% 0.00% AR(3)GARCH(0,1) 3.18% 0.00% 0.00% 1.53% 3.85% 8.47% 3.32% 0.00% 0.00% 3.23% 0.00% 0.00% 3.12% 0.00% 0.00% AR(4)GARCH(0,1) 3.13% 0.00% 0.00% 1.53% 3.85% 8.47% 3.27% 0.00% 0.00% 3.29% 0.00% 0.00% 3.18% 0.00% 0.00% AR(0)GARCH(0,2) 3.08% 0.00% 0.00% 1.47% 6.27% 11.82% 2.89% 0.00% 0.00% 2.63% 0.00% 0.00% 2.69% 0.00% 0.00% AR(1)GARCH(0,2) 3.08% 0.00% 0.00% 1.58% 2.28% 4.70% 2.89% 0.00% 0.00% 2.63% 0.00% 0.00% 2.53% 0.00% 0.00% AR(2)GARCH(0,2) 3.13% 0.00% 0.00% 1.47% 6.27% 11.82% 2.94% 0.00% 0.00% 2.57% 0.00% 0.00% 2.64% 0.00% 0.00% AR(3)GARCH(0,2) 3.13% 0.00% 0.00% 1.47% 6.27% 11.82% 2.83% 0.00% 0.00% 2.63% 0.00% 0.00% 2.69% 0.00% 0.00% AR(4)GARCH(0,2) 3.13% 0.00% 0.00% 1.47% 6.27% 11.82% 3.00% 0.00% 0.00% 2.63% 0.00% 0.00% 2.80% 0.00% 0.00% AR(0) GARCH(1,1) 2.05% 0.01% 0.00% 1.64% 1.32% 3.62% 1.80% 0.20% 0.73% 1.81% 0.18% 0.42% 1.51% 4.08% 7.91% AR(1) GARCH(1,1) 2.10% 0.00% 0.00% 3.18% 0.00% 0.00% 1.58% 2.28% 5.65% 3.05% 0.00% 0.00% 3.29% 0.00% 0.00% 3.07% 0.00% 0.00% AR(1)TARCH(0,1)
3.08% 0.00% 0.00% 1.58% 2.28% 4.70% 3.05% 0.00% 0.00% 3.07% 0.00% 0.00% 3.07% 0.00% 0.00% AR(2)TARCH(0,1)
3.08% 0.00% 0.00% 1.53% 3.85% 7.60% 3.16% 0.00% 0.00% 3.07% 0.00% 0.00% 3.12% 0.00% 0.00% AR(3)TARCH(0,1)
3.02% 0.00% 0.00% 1.53% 3.85% 7.60% 3.16% 0.00% 0.00% 3.12% 0.00% 0.00% 3.07% 0.00% 0.00% AR(4)TARCH(0,1)
3.02% 0.00% 0.00% 1.64% 1.32% 3.62% 3.16% 0.00% 0.00% 3.01% 0.00% 0.00% 3.07% 0.00% 0.00% AR(0)TARCH(0,2) 2.91% 0.00% 0.00% 1.47% 6.27% 11.82% 2.62% 0.00% 0.00% 2.79% 0.00% 0.00% 2.58% 0.00% 0.00% AR(1)TARCH(0,2) 2.97% 0.00% 0.00% 1.41% 9.90% 17.66% 2.62% 0.00% 0.00% 2.74% 0.00% 0.00% 2.58% 0.00% 0.00% AR(2)TARCH(0,2) 2.86% 0.00% 0.00% 1.41% 9.90% 17.66% 2.67% 0.00% 0.00% 2.74% 0.00% 0.00% 2.69% 0.00% 0.00% AR(3)TARCH(0,2) 3.13% 0.00% 0.00% 1.41% 9.90% 17.66% 2.67% 0.00% 0.00% 2.63% 0.00% 0.00% 2.69% 0.00% 0.00% AR(4)TARCH(0,2) 3.13% 0.00% 0.00% 1.41% 9.90% 17.66% 2.67% 0.00% 0.00% 2.68% 0.00% 0.00% 2.75% 0.00% 0.00% AR(0) TARCH(1,1) 2.05% 0.01% 0.03% (0,1) 3.02% 0.00% 0.00% 1.53% 3.85% 8.47% 3.00% 0.00% 0.00% 3.01% 0.00% 0.00% 3.02% 0.00% 0.00% AR(1)EGARCH(0,1) 3.08% 0.00% 0.00% 1.47% 6.27% 12.19% 3.00% 0.00% 0.00% 3.07% 0.00% 0.00% 3.02% 0.00% 0.00% AR(2)EGARCH(0,1) 3.08% 0.00% 0.00% 1.41% 9.90% 16.79% 3.05% 0.00% 0.00% 3.07% 0.00% 0.00% 3.07% 0.00% 0.00% AR(3)EGARCH(0,1) 3.02% 0.00% 0.00% 1.41% 9.90% 16.79% 3.05% 0.00% 0.00% 3.07% 0.00% 0.00% 3.23% 0.00% 0.00% AR(4)EGARCH(0,1) 3.02% 0.00% 0.00% 1.41% 9.90% 16.79% 3.05% 0.00% 0.00% 3.07% 0.00% 0.00% 3.28% 0.00% 0.00% AR(0)EGARCH(0,2) 3.62% 0.00% 0.00% 1.64% 1.32% 2.80% 3.05% 0.00% 0.00% 2.85% 0.00% 0.00% 3.23% 0.00% 0.00% AR(1)EGARCH(0,2) 3.62% 0.00% 0.00% 1.64% 1.32% 2.80% 2.94% 0.00% 0.00% 2.74% 0.00% 0.00% 3.23% 0.00% 0.00% AR(2)EGARCH(0,2) 3.67% 0.00% 0.00% 1.64% 1.32% 2.80% 3.00% 0.00% 0.00% 2.74% 0.00% 0.00% 3.34% 0.00% 0.00% AR(3)EGARCH(0,2) 3.62% 0.00% 0.00% 1.58% 2.28% 4.70% 3.00% 0.00% 0.00% 2.85% 0.00% 0.00% 3.28% 0.00% 0.00% AR(4)EGARCH(0,2) 3.72% 0.00% 0.00% (1,2) - (2,2) - (1,2) - (2,2) - (1,2) - (1,2) - (2,2) - - (1,2) - (2,2) - - (1,2) - (2,2) - (0,1) - (0,1) - 
