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“the  visualization,  characterization  and measurement  of  biological  processes  at  the molecular  and  cellular  levels  in 
humans and other systems” which “typically  includes two‐ or three‐dimensional  imaging as well as quantification over 
time” (Mankoff 2007). A variety of techniques are commonly used to obtain molecular images of small animals including 




MRS  and MRI  have  excellent  spatial  resolution  in  both  clinical  and  small‐animal  applications  but  have  low 
sensitivity  to  contrast  agents.  Bioluminescence  and  fluorescence  allow  for  reasonable  sensitivity  but  have  depth‐
dependent  resolution due  to  the scattering of photons as  they exit  the subject and  therefore  the  tissue depth of  the 




a  longer uptake period  is  required,  as  SPECT  radiotracers  can have half‐lives  that  last days,  and  therefore  allow  the 
radiotracer  to clear  from non‐target organs and  tissue before  imaging which  reduces background noise. SPECT  is also 












components,  acquisition methods,  contrast  agents  used,  and/or  reconstruction methods.  In  order  to  achieve  better 
spatial  resolution,  temporal  resolution,  lower  radiation dose, or  shorter  scan  times,  it  is necessary  to  consider using 
alternate system designs or components. Although there are a wide variety of imaging techniques and processes which 




This project utilizes a  specially‐designed HPGe double‐sided  strip detector  (DSSD)  that was  characterized and 
integrated into a small‐animal imaging system. HPGe detectors are known for their excellent energy resolution and are 
capable of good spatial resolution when DSSDs or pixelated detectors are used. One group is currently using this type of 





in‐plane with 1 mm depth bins. This dissertation will describe  initial  system  characterization,  its development  into a 










animal  imaging.  Properties measured  included:  energy  resolution,  detection  efficiency  at  relevant  energies,  intrinsic 
spatial  resolution, scatter  rejection, detector uniformity, and depth of  interaction  (DOI) estimation capabilities. These 





was completed,  the detector was mounted onto a MicroCAT  II  (Siemens Preclinical Solution, Knoxville, TN) gantry  to 
allow  for  sequential  SPECT‐CT  acquisitions.  A method  for  system  calibration was  implemented  and  an  analytically‐
determined  system  matrix  was  used  with  an  MLEM  reconstruction  algorithm  for  image  generation.  To  increase 
flexibility, helical SPECT  scanning was  implemented  to allow  for an extended axial  field of view  (FOV) and  for better 
image quality. Quality  assurance phantom  studies were performed with  the HPGe‐SPECT/CT  to  characterize  imaging 
performance. A multi‐isotope phantom  scan was  acquired on both  the HPGe‐SPECT/CT  system  and  a NanoSPECT‐CT 
(Bioscan  Inc.)  which  has  a  standard  NaI(Tl)  detector.  Projections  and  reconstructed  images  were  compared  to 
demonstrate the difference  in  image quality between the two detectors. Phantom results compare quantitative  image 
quality  metric  to  results  of  other  small‐animal  system  and  discuss  current  challenges  and  potential  for  future 
improvement. 
I.1.3 AIM 3: Simulate Multi‐Pinhole Si‐HPGe SPECT and Investigate Multiplexing Effects 
The  sensitivity  of  Aim  2’s  HPGe‐SPECT  system  is  limited  compared  to most  commercial  small‐animal  SPECT 












reconstruction.  The  goal  of  this  aim  was  to  determine  the  usefulness  of  the  additional  Si  projection  data,  and  to 
determine a potential design for building the system in the future. First, four reconstruction algorithms that differed in 
how  they  combine  the  two projection  sets were evaluated. Next, varying Si detector binning and pinhole  sizes were 





























SPECT  is  an  imaging modality  commonly  used  for  both  clinical  and  small‐animal  research  applications.  The 
fundamental basis of nuclear imaging is described by the tracer principle, first introduced in (Chiewitz and Hevesy 1935), 






photons  that do not originate  from  specific  locations and angles within  the  subject. After photons pass  through  the 
collimator, signals are collected using a detector to estimate 2D projection images. These projection images are typically 
reconstructed with iterative algorithms, such as Maximum Likelihood‐Expectation Maximization (MLEM) (Bruyant 2002), 
to  create  the  image, or  estimate of  the 3D  activity distribution. A  variety of  collimators  are used depending on  the 






(Weinmann,  Hruska  et  al.  2009),  slant  hole  (either  converging  or  diverging)  (Gullberg,  Zeng  et  al.  1992),  slit‐slat 
(Walrand, Jamar et al. 2005), coded aperture (Meikle, Fulton et al. 2001), single‐pinhole (Jaszczak, Li et al. 1994; Weber, 
Ivanovic et al. 1994), and multiple pinhole (Schramm, Ebel et al. 2003). Currently, parallel‐hole collimators are common 
in  clinical  imaging due  to  their  large  FOV  capabilities, while  single and multi‐pinhole apertures are more  common  in 
small‐animal systems as they allow for higher resolution despite their lower sensitivity.  
Some common clinical applications of SPECT are: imaging myocardial perfusion, neuroimaging including seizure 
localization  and  imaging  dementia,  bone  metabolism,  imaging  of  white  blood  cells  to  evaluate  infection  and 
inflammation, and a variety of oncology  studies  including detecting metastasis and monitoring changes  in  tumor  size 
during treatment (Bybel, Brunken et al. 2008). Similar applications are commonly used in small‐animal studies, including 
drug discovery or drug evaluation, as well as basic science  investigations about a wide variety of disease states. These 
small‐animal  applications  require,  to different degrees,  good  spatial  resolution, high  sensitivity,  good  reproducibility, 








such  that  radiation  dose  to  the  subject  and  potential  contamination  issues  from  tracer  disposal  are minimized.  The 
energy of the gamma ray released should be high enough not to scatter or strongly attenuate within the subject but low 
enough  to  have  a  large portion  of  photons  interact within  the  detector  being  used.  The  energy  should  also  be  low 















the blood‐brain‐barrier depending on  the application.  It needs  to  remain  stable and not degrade after  injection, and 
have  suitable  pharmacokinetics, which would  allow  the  radiotracer  to  uptake  in  the  desired  tissue  in  a  reasonable 
amount of time compared to both the radionuclide’s half‐life and the washout from non‐targeted regions. Finally, the 
radiotracer  must  also  be  specific  and  limit  its  interaction  to  the  process  of  interest.  There  is  a  wide  variety  of 
radionuclides that are used to make a variety of radiotracers, and some common options are listed in Table 1. 
Table 1: SPECT applications 
Radionuclide  Radiotracer  Targets  Source 
99mTc  MDP  Bone metabolism  (Cowey, Szafran et al. 2007) 
  HMPAO  blood perfusion in brain  (Alptekin, Degirmenci et al. 2001) 











123I  Iomazenil   cerebral blood flow  (Lamusuo, Ruottinen et al. 1997) 
  FP‐CIT  Dopamine transporter imaging  (Lavalaye, Linszen et al. 2001) 












subjects are placed  into  the SPECT system. The SPECT system design can vary significantly depending on  the  imaging 
task, but  typically  involves either pinhole or parallel hole collimators  that help  to determine  the origin of  the photon 
decay within  the subject being  imaged. Given  the  scope of  this dissertation,  this background will  focus on single and 
multi‐pinhole collimators as they are most commonly applied to small‐animal imaging. 
II.2.2.1 Single Pinhole Collimators 





ܴ௚ ൌ 	݀ ൬1 ൅ 1ܯ൰	
Equation 1 












of  the  focal  length  to  the  radius  of  rotation  (ROR), while  the  total  resolution  is  a  function  of  Rg  in  addition  to  the 








from  the pinhole’s  center of  the FOV, and because of  the  cubic  fall‐off,  the  sensitivity  to photons off‐axis decreases 
rapidly in single‐pinhole systems. The tradeoff between resolution and sensitivity is dependent on the pinhole diameter; 
an  increase  in  the pinhole diameter  linearly  increases  the  sensitivity, but decreases  the  resolution by a  factor of  the 
effective pinhole diameter squared.  
 
Figure 1:  Schematic of  typical pinhole‐detector  configuration  showing  the  incident angle of photon origin  (θ) and  its 
distance from the collimator a, the system’s focal length f, and radius of rotation. 
The  pinhole  diameter  (d)  in  this  case  is  for  an  ideal  pinhole, where  no  penetration  or  scatter  occurs  in  the 
collimator and all photons are stopped by the collimator material unless they pass through the pinhole itself. In reality, 
photons can pass through the collimator material and still reach the detector. The probability of this occurring depends 
on  the density of  the  collimator material  and  the  radionuclide  emission energy being detected. Using higher‐energy 
radionuclides and/or a lower density collimator material causes an increase in collimator penetration, which affects both 
the sensitivity and the resolution of the system. To account for these changes, equations that determine the effective 
pinhole,  for either  sensitivity or  resolution, have been derived by  (Metzler, Bowsher et al. 2002; Accorsi and Metzler 
2004), and are discussed and utilized in section IV.2. 
II.2.2.2 Multi‐Pinhole Collimators 




















difference, a defrise phantom  similar  to  the one  shown  in Figure 2  (a) was  simulated and  reconstructed with both a 
single‐pinhole (Figure 2 (b) ) and a 4‐pinhole (Figure 2 (c) ) collimator. The distortion in the single‐pinhole reconstruction 
is quite obvious near the ends of the axial FOV; the  increase  in sampling completeness when a 4‐pinhole collimator  is 
used clearly eliminates the artifact. Another alternative to increasing the axial FOV is to use a helical acquisition, which is 
described in more detail in section IV.4.2. 
  (a)  (b)  (c) 
                
Figure 2: A photograph  (a) of a  typical small‐animal defrise phantom  (Data Spectrum Corp, Hillsborough NC USA) and 
simulations of a defrise phantom: (b) shows the results of a simulated defrise phantom with a single‐pinhole acquisition. 





system and  its magnification play a role –  if pinholes are spaced too close together, or  if the system’s magnification  is 
high, the projections may overlap, or multiplex on the detector, as seen  in Figure 3. Multiplexing occurs when, due to 
the system configuration, photons from differing locations in the object can pass through different pinholes and end up 












  (a)  (b)  (c)  (d) 













being  imaged.  Further  investigations  into  the  effect  of  an  object’s  activity  distribution  on multiplexing  artifacts was 
studied  in (Mok, Tsui et al. 2011), and demonstrated that certain object distributions such as a cool sphere  inside of a 
















the projections by using  the  second  shielding  collimator  (Vunckx,  Suetens et  al. 2008). They  conclude  that once  the 
complete detector area has been used, the extra sensitivity due to multiplexing  is only able to compensate for  loss of 
information  if a particular position  in object‐space has  low sensitivity  to other pinholes. The U‐SPECT system, a high‐
resolution small‐animal system (both version I and II), uses lead shielding between the multi‐pinhole collimator and the 
detector to eliminate multiplexing in its projections (Beekman, van der Have et al. 2005; van der Have, Vastenhouw et 





projections  are  collected  at  varying  focal  lengths  such  that  the magnification  and degree of multiplexing  are  varied. 
When data from a short and longer focal length are acquired and used in reconstruction it allows a combination of low‐











Results showed pairing some multiplexing data with non‐multiplexed data may  lead  to better performance  in certain 
tasks (Hesterman, Kupinski et al. 2007; Hesterman, Kupinski et al. 2007). A more direct implementation of this idea was 



















Figure  4:  Photograph  of  an  example  coded  aperture  collimator,  retrieved  from: 
http://en.wikipedia.org/wiki/File:Coded_aperture_mask_%28for_gamma_camera%29.jpg  
II.2.3 Image Reconstruction 
An  important part of a small‐animal SPECT system  is the reconstruction algorithm used to estimate 3D  images 
from  the acquired projection data. There are a wide variety of  reconstruction methods available  for use with SPECT 
systems,  including  both  iterative  and  non‐iterative methods.  The most  basic,  non‐iterative  reconstruction  scheme  is 







In  this  equation,  g  is  the  discrete  projection  data  that  is  acquired,  containing  every  detector  element  (i)  for  each 





















not  included.  This  effect  was  studied  with  a  system  that  used  an  analytical  system  matrix  in  conjunction  with  a 
geometrical calibration to determine orbit deviations and demonstrated that even small deviations between the actual 
orbit  and  the  assumed  circular  orbit  of  the  camera may  introduce  non‐negligible  bias  on  the  estimated  geometric 
calibration parameters that reduces reconstructed image quality (Lin, Vunckx et al. 2011). 
To  create  the  system matrix, a point  source  is  traversed  through  image  space and  the point  spread  function 
(PSF) for each position in image space is recorded and stored (Furenlid, Wilson et al. 2004). The acquired data files tend 
to be extremely  large and are usually required  to be stored on disk, which potentially makes  the reconstruction  time 
very long. One method to reduce the matrix size and speed up reconstructions is to store the data as a sparse matrix, in 
which  each  PSF  is  stored  as  the  location  coordinates  of  positions  that  have  counts  and  the  number  of  counts  that 
occurred at  that  location,  instead of a matrix of every position where most values are zero. Another method used  to 









matches  the  same number of  total decays as  the  first position. Typically  the voxel  size of  the  reconstructed  image  is 
equal  to  the dimensions  and  size of  the  sampled  system matrix.  This  implies  that  smaller  step  sizes will  give better 
resolution, assuming the voxel size/system matrix step size has not reached the lower limit of the combined effect of the 
system’s geometric resolution and detector’s  intrinsic resolution (Equation 2). But smaller step sizes require extended 
time for the system matrix  itself to be acquired. Generally the  isotope used for system matrix acquisitions  is the same 
that will be used for imaging, with one common example being 99mTc (140 keV, τ1/2 = 6.02 hrs). This limits the total time 
one  can  acquire  data  before  the  source  decays  below  the  threshold  needed  to match  the  original  position’s  total 
number of decays. Starting with a high activity point  source  (on  the order of 111  to 185 MBq) allows  for very  short 










determining  calibration parameters  and  second using  analytical methods  to  estimate  the  sensitivity of each point  in 
image space to each pixel  in the detector. A geometrical calibration determines the relationship between the different 
axes/coordinate systems of interest such as the pinhole, detector, and object/image space. To quantify this in a single‐









the pinhole aperture  to  the detector plane, and  the electrical shifts eu and ev, which  relate  the origin of  the detector 
pixel grid to its position in the projection image caused by the detector hardware. The extrinsic parameters depend on 
the position of the detector with respect to the axis of rotation and can be described by their relationship to the central 





































3. Using an  iterative,  least‐squares method,  find  the solution  that minimizes  the difference between  the 







Gaussian  spread of  the PSF  from  the  ray position.  This  is done  for  every position  in object‐space  and  results  in  the 
system matrix estimation. A typical analytically‐derived system matrix  is calculated on the fly  in order to avoid storing 
the entire  system matrix  in memory.  If a  system  rotates about a gantry,  the object‐space can be  transformed  to  the 
current angle of rotation to ensure the ray is projecting to the appropriate location on the detector. If a system rotating 
around a gantry has gravitational effects that cause changes in either detector angle or position relative to object‐space 
at  varying  angles,  then  these  need  to  be  quantified  and  incorporated  into  the  system matrix  to  ensure  accurate 
reconstructions  (Metzler,  Jaszczak  et  al. 2007). Additional  corrections  can be  added  into  the  analytically determined 
system matrix  to  allow  for better  reconstructed  image quality,  such  as modeling of pinhole penetration  and  adding 









Another  method  similar  to  the  analytically‐derived  system  method  is  to  utilize  ray‐tracing  techniques  to 






through  the  aperture  and  the probability of  absorption  in  the detector.  The probability of  transmission  through  the 
aperture  is determined by  the  energy of  the photon,  the  aperture material,  and  the  length of  the path  the photon 
travels through the aperture material. The probability of absorption in the detector is also determined by the detector’s 




then this response  is typically altered to  include the detector’s  intrinsic resolution to form the PSF for that position  in 
object‐space.  This  process  is  then  repeated  for  every  voxel  in  object‐space  to  determine  the  system matrix  (Nuyts, 





that  incorporate many of  the physical  responses  such as detector  spatial  resolution, detector energy  resolution, and 







Carlo  simulation  program  for  nuclear  physics  or  GATE  (Jan,  Santin  et  al.  2004),  a  front‐end  package  for  GEANT 
(Agostinelli, Allison et al. 2003), for use  in PET and SPECT simulations. A point source  is then simulated with a certain 
amount  of  activity  and moved  through  image  space  as  in  the  acquired  system matrix method.  The  benefit  to  this 
method  is  that  the simulated point source will be precisely  the exact size and activity chosen and will always be  in a 
known location relative to the detector and collimator. The downside to this method is that it is biased to the accuracy 




object function that best fits the data  in g  in Equation 4. In general, this  is done  iteratively by evaluating how well the 
current estimate of f matches the projection data, and then altering each subsequent estimate to obtain a better match 
(Bruyant 2002). The specific method of how the estimate is altered and what is considered to be a better match differs 
depending  on  the  algorithm  being  used.  This  dissertation  focuses  on maximum‐likelihood  expectation‐maximization 
(MLEM) and ordered subset expectation‐maximization (OSEM) algorithms, although there are other  iterative methods 





likelihood of creating the data g. In order to determine ML criteria  it  is first necessary to determine the  likelihood of a 












As  the number of photons  emitted  from  an  image  voxel  j  and  subsequently detected by detector bin  i  is  a Poisson 
variable, then the Poisson distribution can be used to determine the probability of detecting a given number of events in 
the detector bin i: 





The maximum of this probability occurs when ݃௜ ൌ ݃̅௜ , which starts the framework of the desired  likelihood function. 
The  likelihood  function  is defined as  the probability of  the projection data g given  the object  function  f, which  is  the 
product of the probability of each detector bin location: 








This  equation  can  then be  re‐written  in  terms of  the natural‐log  likelihood, denoted  l(f),  and when  substituting  the 
definition of ݃̅௜ can be written as:  
݈ሺࢌሻ ൌ ln൫ܮሺࢌሻ൯ ൌ 	෍ቌെ෍݄௜௝ ௝݂
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guess  or  estimate  of  the  object  function  መ݂௝ሺ௞ሻ  is  forward  projected  to  determine  its  estimated  projection  data 
(	∑ ݄௜௝ᇲ መ݂௝ᇲሺ௞ሻ	௠௝ᇲୀଵ ). The experimental data is then divided by the estimated projection at each element in the data vector. 
This  ratio  is  then  back‐projected  into  image  space  (	∑ ݄௜௝௡௜ୀଵ ௚೔∑ ௛೔ೕᇲ௙መೕᇲሺೖሻ	೘ೕᇲసభ
  )  where  it  is  multiplied  by  the  previous 
iteration’s  object  function  estimate	ሺ	 መ݂௝ሺ௞ሻ	ሻ  and  then  normalized  by  a  sensitivity  factor		ሺ∑ ݄௜ᇲ௝	ሻ௡௜ᇲୀଵ   to  obtain  the 
newest object function estimate		ሺ	 መ݂௝ሺ௞ାଵሻ	ሻ. This derivation was based on the work of (Shepp and Vardi 1982; Lange and 
Carson 1984; Bruyant 2002). 
This method  is  repeated  for  a  number  of  iterations,  but  is  usually  stopped  before  full  convergence.  As  all 
experimental data sets have some amount of noise present,  if the maximum  likelihood algorithm  is allowed to run to 
convergence,  its  final solution of  the algorithm will be matched  to noisy projection data. This  implies  that  the MLEM 
solution is not necessarily the optimal reconstructed image, because stopping before convergence may lead to less noisy 
images.  This  leads  to  an  uncertainty  in  the  number  of  iterations  that  should  be  completed  before  stopping  the 







back  projection  calculations,  this  method  is  computationally  expensive  and  more  iterations  can  lead  to  lengthy 
reconstruction times.  
II.2.3.3  OSEM Reconstruction 
To  lower computation  time, OSEM, an alternative version of MLEM, was developed  that uses  the concept of 
ordered  subsets.  This  speed‐up  is  accomplished  by  dividing  the  projection  data  into  groups,  or  subsets,  and  then 

















෍ ݄௜௝ ݃௜∑ ݄௜௝ᇲ መ݂௝ᇲሺ௞ሻ௠௝ᇲୀଵ௜∈ௌ೔
		. 
Equation 11 
This allows for all of the data to be  incorporated  into each  iteration as with the MLEM algorithm, but because 










As  previously  discussed,  SPECT  image  acquisition  requires  a  detector  or  multiple  detectors  paired  with  a 
collimator, acquisition protocol, and reconstruction algorithm  in order to produce 3D  images. The general overview of 
image formation using collimators and typical reconstruction algorithms were previously overviewed in section II.2. This 




and an excited primary electron. These electron‐hole pairs  stay  together as  loosely bound pseudoparticles known as 
excitons. They diffuse  in  the bulk of  the detector material until  they  reach  luminescent  sites, which are areas of  the 
detector  lattice  that  have  discontinuities  due  to  the  presence  of  dopant material,  and  then  the  electron‐hole  pairs 
recombine  and  emit  secondary  scintillation  light  with  wavelengths  that  are  dependent  on  the  specific  scintillator 
material. This light is subsequently detected and transferred into an electric charge by photomultiplier tubes (PMTs) or 




at 140 keV (from 99mTc), having a  linear attention coefficient of 3.12 cm‐1. Also, when photons  interact  in the detector 








Systems using  scintillators  require methods  to  turn  the output of PMTs  into appropriate position estimates, which  is 
most  commonly accomplished by using Anger  Logic  (Anger 1958), although maximum‐likelihood estimation methods 
have been more recently developed and implemented (Barrett, Hunter et al. 2009).  
When using NaI(Tl) scintillator detectors  in conjunction with  99mTc at 140 keV  these systems  typically have an 
energy  resolution of ~10%  (Hwang, Franc et al. 2008) and an  intrinsic  spatial  resolution of ~3 mm  full width at half 
maximum  (FWHM)  (Knoll 2000).  Scintillators  typically  require  approximately 100 eV of deposited energy  to  create a 
single photoelectron. This  results  in only a  few  thousand photoelectrons being produced  for a  single  interaction and 




with  their ability  to attenuate gamma  rays,  light yield  (eV per photoelectron), emitted  light wavelength, or  the decay 
time. 
 Several commercial small‐animal SPECT systems utilize scintillator detectors  including: Bioscan NanoSPECT‐CT 
(Forrer, Valkema et al. 2006), MILabs U SPECT  II  (van der Have, Vastenhouw et al. 2009), and Siemens  Inveon SPECT 
(Magota,  Kubo  et  al.  2011).  These  systems  have  large magnification  factors  to  obtain  reasonable  spatial  resolution, 
multi‐pinhole  collimators  to  increase  system  sensitivity,  and  a  variety  of  reconstruction  correction  factors,  such  as 
attenuation and scatter to allow for more accurate quantitative images. 
II.3.2 Semiconductor Detectors 

















involves  the  high‐energy  electron  dissipating  energy  by  generating  phonons,  or  lattice  vibrations,  and  the  second 




random  thermal motion.  This  diffusion  leads  to  a  broadening  distribution  of  the  charges  as  a  function  of  time. But 














The movement of holes and electrons  through  the bulk of  the detector  induces a  time‐varying charge on  the 
readout electrodes, which produces a measureable current in the external circuit. This current is then used to estimate 






































creates  an  electron‐hole  pair.  In  the  case  of  semiconductors  used  as  detectors,  the  bandgap  influences  two major 
detector  properties:  the  amount  of  random  noise  due  to  thermal  excitations  (leakage  current)  and  the  number  of 
electron/hole pairs that are generated per amount of deposited energy.  
The  number  of  random  thermal  excitations  that  contribute  to  noise  in  detector  is  dependent  on  both  the 
operating  temperature  and  the  bandgap  of  the  detector.  The  higher  the  bandgap  and  the  lower  the  operating 
temperature,  the more energy  is  required  for  the electrons and holes  to move within  the material, which makes  the 
probability of  random  thermal excitations  that  cause  leakage  current  and  subsequently noise  in projection data  less 
likely. If a bandgap is extremely low (< 1 eV), the detector must be cooled to cryogenic temperatures in order to reduce 






the  electric  field magnitude.  This  proportionality  constant  corrects  for  the  loss  of  speed  due  to  interactions  with 
phonons and  impurities. When the electrons and holes are free, or  in the conductance or valence bands, respectively, 
they move at their drift velocity, but can become trapped at sites of impurities or lattice defects.  
The  lifetime  (τ)  is  the mean  time  that  an  electron  or  hole  travels  before  becoming  trapped, with  increased 
lifetimes allowing  for  the average hole or elector  to  travel  longer, and  therefore creating more charge collection and 


















Property  CdTe  CZT  Si  HPGe 
Attenuation Coefficient 140 keV (cm‐1)  3.22  3.07  0.02  0.72 
Bandgap (eV)  1.6  1.6  1.12  0.74 
Energy per electron‐hole pair (eV)  4.43  4.4  3.61  2.98 
Electron mobility (cm2V‐1 s‐1)  1100  1000  1350  36,000 
Hole mobility (cm2V‐1 s‐1)  100  100  480  42,000 
Electron mobility‐lifetime (cm2V‐1)  3×10‐3  3×10‐3  0.42  0.72 
Hole mobility‐lifetime (cm2V‐1)  5×10‐4  5×10‐4  0.22  0.48 
 
II.3.2.3 Cadmium Telluride and Cadmium Zinc Telluride 
Cadmium  telluride  (CdTe) and cadmium zinc  telluride  (CZT) are some of  the more widely used semiconductor 
materials  for  nuclear medicine  detectors.  They  both  have  a  high  density,  5.85  and  5.82  g  cm‐3  for  CdTe  and  CZT, 
respectively,  giving  good  attenuation  at  140  keV  (3.22  and  3.07  cm‐1  for  CdTe  and  CZT,  respectively).  They  have 
bandgaps  of  1.6  eV,  allowing  them  to  operate  at  room  temperature.  They  have  lower  hole mobility  than  electron 









a measured pulse‐height  spectrum of a  99mTc point  source acquired on a CZT detector  in a molecular breast  imaging 




Figure  8:  A  flood  acquisition  from  a  99mTc  point  source  on  CZT‐based  LumaGem  system  published  by  (Hruska  and 
O'Connor 2008), © 2008 IEEE. The wide  ‘tail’ to the  left of the energy peak  is due to the  incomplete charge collection 
due to  lower charger mobility‐lifetime. The dotted red  line  is the results of a simulation showing what the peak would 
look like without the charge trapping.  





























Silicon has good  charge mobility  (0.42 and 0.22  cm2V‐1s‐1  for electrons and holes,  respectively) and mobility‐

















Germanium  has  a  narrow  bandgap  energy  of  0.74  eV,  and  is  therefore  required  to  operate  at  cryogenic 
temperatures  to minimize  leakage  current.  It  has  a  density  of  5.23  g  cm‐3,  an  atomic  number  of  32,  and  a  linear 
attenuation coefficient of 0.72 cm‐1 at 140 keV. HPGe requires a thicker detector than CdTe or CZT to achieve equivalent 
absorption for higher energy photons due to HPGe’s lower attenuation coefficient. It has very high charge mobility and 
mobility‐lifetime  (0.72  and  0.48  cm2V‐1  s‐1  for  electrons  and  holes,  respectively)  and  therefore  does  not  suffer  from 





Attempts  to apply  segmented germanium planar detectors  to nuclear medicine  imaging extend back at  least 
forty years, with one of the earliest used for  imaging having a DSSD design (McCready, Parker et al. 1971). This group 




these  first  results  showed  promise,  these  early  efforts  were  hindered  by  difficulties  with  detector  fabrication, 








Advances  in  electronics  in  addition  to  compact mechanical  cooling  systems  have made HPGe  systems much 
more  feasible  for biomedical  applications. Common  recent  applications have  focused on  environmental  remediation 
(Phlips,  Johnson et al. 2002), astrophysics  (Kurfess,  Johnson et  al. 2000; Wulf, Phlips et  al. 2003; Bellm, Boggs et  al. 










be recovered  in order  to help  increase efficiency.  In SmartPET,  this recovery  is  important due  to  the  limited stopping 




their  testing  focused on characterizing  the degree of charge sharing between strips, charge  loss, and  the  influence of 












is  the ability  to estimate position at a  sub‐strip  level. Although DSSDs  can be manufactured  in a wide  range of  strip 
pitches, there is a tradeoff when choosing the strip size. Assuming the gap size is kept constant, if a narrow strip size is 





developed  to  overcome  spatial  resolution  limits without  decreasing  the  strip  pitch.  This method  uses  the  induced 
charges from neighboring strips to estimate position at a finer resolution than the strip pitch. 
Using induced charges from neighboring strips was first investigated for use in germanium systems designed for 








This benefit of sub‐strip  interpolation can be seen  in Figure 10, where a simple 12 mm diameter pinhole projection  is 































Although  there are an equal number of electrons and holes created at each  simulated depth,  the amount of 
signal they  induce  individually on neighboring strips  is dependent on the original photon’s depth of  interaction due to 
their differing lengths of travel to the appropriate electrodes and the amount of charge trapping that occurs during the 
movement. For interactions near the cathode, the holes travel a very short distance while the electrons travel the length 
of  the  detector, making  the  induced  signal  on  neighboring  strips  dependently mainly  on  the  electron  travel.  The 
opposite is true for interactions near the anode. Depending on the material properties and the applied bias voltage, the 













different  photopeaks  than  that  of  the  10%  as  there  is  no  overlap  in  the  1%  system.  Although methods  have  been 
developed to estimate what portion of photons originate from which radiotracer  in the overlapping region of the 10% 
energy  resolution  case  (Kacperski,  Erlandsson  et  al.  2011),  it  is  still  beneficial  to  avoid  an  additional  correction 
estimation. Another benefit to having a more narrow energy window is the ability to exclude down‐scattered photons. A 
photon emitted at the higher emission energy can scatter (either in the object, collimator, or detector), lose energy, and 







Additionally,  in  single‐isotope  acquisitions,  the  number  of  scattered  photons  that  are  included  in  the  image 




Hwang and Vanhove  found  that  the scatter‐to‐primary  ratio was on  the order of 10%  for  rat‐sized objects with  99mTc 





























compensate  for  scatter  led  to an over‐estimation of 9.1%  in a SPECT  reconstruction of  the activity of a  small  source 
inside of a rat‐sized cylinder of water (Chen, Wang et al. 2009). While a number of scatter‐correction techniques have 

































projection  image  collected with  a  point  source  on‐axis. Next,  (c)  shows  that when  a  photon with  a  larger  angle  of 
incidence  interacts  in  the  detector  there  are multiple  detector  positions  (dark  blue)  in which  the  gamma  ray  could 
deposit its energy and (d) is a projection image collected with a point source off‐axis. The DOI effect can be seen in (d) as 
the smearing of the projection data is obvious. 








used an analytical model of DOI  to create projection data  that simulated  the acquisition of point sources at different 










of  the  detector  (along  the  axis  of  rotation).  For  the  scintillator  detector,  DOI  effects  contributed  to  a  maximum 
resolution loss of 0.5 mm FHWM in plane and 0.3 mm FHWM out of plane. The HPGe detector had a resolution loss of 
0.6 mm FWHM in plane and 0.5 mm FWHM out of plane due to the DOI effect. As expected due to HPGe’s lower linear 
attenuation coefficient, and  in  this case a  thicker detector, DOI effects are worse  in HPGe  than  in  the CsI scintillator. 
Although this study was only a simulation and did not investigate how including more depth information from a detector 
would  impact the final  image,  it does suggest that there  is some amount of spatial resolution  improvement possible  if 
the DOI effect was not present  in  images. As  there are  currently,  to our knowledge, no  studies  that  investigate DOI 




Figure 14: Benefit of DOI  information:  (a)  shows  the uncertainty  in  the back‐projected position of  the photon origin 

















This  project  first  investigated  the  feasibility  of  using  HPGe  for  SPECT  imaging  by  characterizing  properties 
relevant  to  small‐animal  imaging on  the NP3  system  (PHDs Co), as  seen  in  Figure 15(c). This  system’s design  closely 
followed older system models as the mechanical cooler was placed directly below the detector, which was where the 
liquid  nitrogen  tank  previously  connected  to  the  detector.  The  results  of  this work  have  been  published  (Johnson, 
Campbell et al. 2011), and as  the main system used  for  this project, MI4.1  (Figure 15(d)), has several key differences 
from this original system, a characterization of the MI4.1 was performed and those results are discussed in the following 











































The system  is mechanically cooled  to approximately 60 K and uses FPGA‐based  filtering and signal processing 
capable of  recording approximately 450,000 cps. The  Imager32  software  included with  the  system provides  sub‐strip 
position estimation  that  is based on  the  transient  signals  induced on both neighboring  strips  to  the charge‐collecting 
strip.  To  do  this,  a  flood  illumination  is  acquired  and  for  each  interaction  the  difference  between  the  neighboring 

























To demonstrate  this  system’s energy  resolution, we acquired a  flood  image with  four different  radionuclides 
present: 99mTc, 123I, 111In, and 57Co. Sources were placed in front of the detector until each radionuclide’s main photopeak 
reached at  least 400,000 counts. A Gaussian  fit was used  to determine  the FWHM of each  radionuclide’s photopeak. 









Figure 17: A multi‐radionuclide energy spectrum  including 57Co  (122 and 136 keV), 99mTc  (140 keV), 123I  (159 kev), and 










subsequently  recorded. One such  limitation arises  from  the emission energy of  the  radionuclide being  imaged, which 
determines  the  probability  of whether  a  full  photoelectric  absorption  or  a  partial  energy  deposition  from  Compton 













limit  for  the  detector’s  efficiency. Monte  Carlo N‐Particle  version  5  (MCNP5) was  used  to  simulate  the  same  flood‐
illumination  scan  described  above. A monolithic  slab  of  germanium with  the  same  area  as  the  actual  detector was 
illuminated by a 122 keV point source 50 cm from the detector surface. 106 simulated photons were emitted within a 
cone  that matched  the  solid angle  subtended by  the detector  to minimize computation  time. The  simulation did not 
model  detector  effects  such  as  energy  resolution  or  spatial  response.  The  upper  limit  of  detection  efficiency  was 
estimated by  summing  the number of  fully  absorbed 122  keV photons  as determined  from  the  event histories,  and 
dividing by the total number of incident photons on the detector. 
Using Equation 13 and Equation 14 detection efficiency at 122 keV was measured to be 55.4%. The simulated 
















To  estimate  the  intrinsic  spatial  resolution of  this  system we used  a 2.54  cm  x 2.54  cm  x 2.54  cm  tungsten 
collimator with a 200‐µm square opening to create a finely collimated beam source. An ostalloy 2.54 cm x 2.54 cm x 6.35 
cm block with a long bore was manufactured to hold a capillary tube flush to the key‐hole aperture. Approximately 2035 
MBq of 99mTc was drawn  into a 75‐mm  long capillary (1.1‐mm  inner diameter) tube and placed  into the ostalloy block. 
The  source  assembly was  then  placed  flush with  the  detector  entrance window  and  translated  in  both  the  x  and  y 
dimension until the projection was centered over a single detector pixel. Data were acquired for 2 hours and line profiles 
through  the  resulting  distribution were  fitted  to Gaussian  curves  in  both  the  x  and  y  dimensions  to  determine  the 
FWHM. 
The  resulting  point  source  projection  and  the  corresponding Gaussian  fit  in  both  the  x  and  y  directions  are 
shown in Figure 18. FWHM values for the x and y directions were estimated to be 1.45 mm and 0.99 mm, respectively. 
One  potential  possibility  for  the  discrepancy  between  the  x‐axis  and  y‐axis  resolution  is  that  the  point  source was 
centered evenly over a pixel in the y direction but was not centered well over the pixels in the x‐direction, as physically 






discrepancy  is  related  to  the double‐sided  strip nature of  the detector. The  signals collected on  the  front  side of  the 
detector  determine  the  sub‐strip  interpolation  estimation  for  the  y‐axis, while  the  signals  on  the  back  side  of  the 
detector determine  the  x‐direction  sub‐strip  estimation.  Photons  that  interact  in  the  front of  the detector, which  is 
majority of counts in this case, create electron‐hole pairs toward the front of the detector, where there is subsequently 
little travel‐distance to the  front side of the detector. But the charge‐cloud traveling to the back‐side of the detector, 
where  the X position  is estimated, generally has a  longer path, giving  time  for  the charge cloud  to have more  lateral 
diffusion  than when  traveling  to  the  front‐side of  the detector. This  additional diffusion  could  lead  to differences  in 









Image  resolution  can be degraded by  scattered photons  that  fall within  the designated energy window. The 















(blue  line). The  source  in water clearly  shows an  increase  in  scatter  slightly below  the 122 keV emission energy. The 
chosen  energy window  (black  lines  in  Figure  20  (a)),  clearly  limit  the  number  of  scattered  photons  present  in  the 
projection  image. Direct assessment of  line profiles  taken  from  the projections with and without  the water phantom 
present show no discernible visual differences, as can be seen  in Figure 20  (b). Line profiles were subsequently  fitted 
with Gaussians to probe for differences  in width. These fits gave a FWHM and a full width tenth maximum (FWTM) of 
the source  in air of 2.416 mm  (4.403 mm) and  the source with water phantom of 2.429 mm  (4.428 mm). There was 

















in air and  the source  inside  the water phantom acquisition. The black  lines  indicate  the accepted energy window.  (b) 




The detector uniformity was determined by  following  the NEMA 2007  standards  for gamma  cameras  (NEMA 
2007) as closely as possible as to allow for a standard comparison to other commercially available systems. Two 12‐hour 
flood scans were acquired with a 3.7 MBq 57Co source placed approximately 30 cm  from the  face of the detector. An 
energy window  of  122  keV  ±  3  keV was  used.  One  flood  image was  used  to  create  a  normalization  file  that was 
subsequently  applied  to  the  second  image.  Gaps  were  removed  from  the  images  and  integral  and  differential 
uniformities were calculated according to (NEMA 2007) for both scans for the useful field of view (UFOV) and the central 
field of view (CFOV). The integral and differential uniformity are both determined by the same formula, 
ܷ݂݊݅݋ݎ݉݅ݐݕ ൌ 100 ൈ ሺ݉ܽݔ െ	݉݅݊ሻሺ݉ܽݔ ൅	݉݅݊ሻ	
Equation 15 
but they vary over the region of the data on which they are applied. The Integral Uniformity  is applied over the entire 
FOV, while  the Differential Uniformity  is determined  in both  row  and  column directions  and uses  the max  and min 
values between any five contiguous pixels. NEMA defines the UFOV as the area of the detector that is used for imaging 
gamma rays and x‐rays that will be supplied by the manufacturer.  




























likely excluded  in the UFOV values. Additionally, when possible the subject being  imaged  is placed  in the center of the 
FOV, and  therefore having a quantifiable value  in  the central region gives perspective  into how non‐uniformities may 
influence image quality.  
Uniformity was calculated at both the level of intersecting strips (strip data) and the level of the 0.53 mm × 0.53 





















 Uncorrected Flood    Corrected Flood 
 Pixel Data    Strip Data    Pixel Data    Strip Data 
 UFOV  CFOV    UFOV  CFOV    UFOV  CFOV    UFOV  CFOV 
Integral  45.54%  43.41%    2.19%  2.19%    3.16%  2.98%    0.20%  0.20% 
Differential Row  31.73%  31.66%    1.43%  1.43%    2.60%  1.99%    0.18%  0.18% 
Differential 












































The  on‐axis  depth  projection  is  vertical  as  expected, while  the maximum  intensity  of  each  off‐axis  depth  is 
shifted. In both the on‐ and off‐axis cases, increasing depth results in an exponential decrease in counts (except for the 
transition  from  the  first  to  second  depth). Depth  assignment  is based on  a  linear model of  the  variation  in  charge‐





































the detector, additional  investigation  into the spatial dependence of the spatial resolution may be warranted  in future 
work. Spatial resolution has the potential to be  improved upon  in the future by  implementing a more robust sub‐strip 
positioning algorithm. The current method  is based on  the difference  in  the  fast  transient signals  induced on nearest 
neighbor strips, but this binning method is based on flood data with an assumed uniform distribution. Other methods of 
signal processing  involving maximum‐likelihood estimation  (Barrett, Hunter et al. 2009) or pulse‐shape analysis  (Blair, 
Beckedahl  et  al.  1999) may  yield  improvements  in  the  spatial  resolution  in  all  three  dimensions.  A  typical  NaI(Tl) 
scintillator  used  as  a  SPECT  detector  has  an  intrinsic  spatial  resolution  of ~3 mm  (Kupinski  and  Barrett  2005),  but 
because  these detectors  can be made with a  large  surface area, higher‐resolution  systems are achieved by having a 
larger magnification factor. CZT and CdTe detectors range  in their  intrinsic spatial resolution that  is dependent on the 














preclinical SPECT system using a CdTe detector was  found  to have  integral and differential uniformities of 28.5% and 
26.3%,  respectively  (Ogawa,  Ohmura  et  al.  2009). While  the  present  system  exhibits  uniformity  on  par with  these 
systems, further improvements in pixel‐level uniformity are potentially possible if the previously discussed more robust 
signal processing method for sub‐strip position estimation are implemented. 
The  intrinsic efficiency of this system (55.4%)  is an  improvement over the 44.3% efficiency measured with the 
NP3 system  (Johnson, Campbell et al. 2011). This  increase  in efficiency  is attributable  to  the size of  the gap between 
strips being half that of the previous detector. Although decreasing the gap size  is one way to  increase the efficiency, 
other possible ways to  improve this  in the  future  include recovering events that occur  in  the gaps and, consequently, 
suffer from incomplete charge collection and/or charge sharing, and to process and include events that Compton scatter 
and  subsequently  deposit  energy  on  multiple  strips  on  the  same  detector  side.  Another  group  has  investigated 
incomplete  charge  collection  and  subsequently  developed  a  method  to  correct  for  it,  leading  to  an  increase  in 
photopeak  counts by 15% on  the anode and 5% on  the  cathode  side  for a  similar HPGe DSSD  system  (Hayward and 













and CZT with ~6% at 140 keV  (Kupinski and Barrett 2005).  It  is clear  from  the multi‐radionuclide  spectrum  shown  in 
Figure 17 that this energy resolution will enable easy separation of photopeaks in a multi‐radionuclide SPECT acquisition. 
The  ability  to  set  a  narrow  energy window  about  the  desired  photopeak will  limit  the  number  of  down‐scattered 
photons of higher energy  in  the  image. Also,  for  single  radionuclide acquisitions, a narrow energy window  limits  the 
number of photons scattered from the primary photopeak that still manage to fall within the set energy window. The 



















the  collimator  should  allow  for  imaging  at  varying magnification, which  gives  the  flexibility  to  acquire  images with 
different fields‐of‐view and at different resolutions. The collimator design should minimize the size of the pinhole plate 




To begin  the  system design,  first  the desired  image  field of  view  (FOVOBJ) was  chosen  to be 3.5  cm,  so  that 
mouse‐sized objects would fit in the FOV. Given the limiting factor of the surface area of our detector (8 cm diameter), 











penetration  through  the  pinhole  is  not  included.  More  accurate  calculations  utilize  the  resolution‐equivalent  or 
sensitivity‐equivalent  pinhole  diameters,  which  are  defined  as  the  diameter  of  an  ideal  pinhole  (one  with  no 
penetration) with the same resolution (or sensitivity) as the actual pinhole (Accorsi and Metzler 2004). With this in mind, 
an  estimate  of  the  resolution‐equivalent  diameter  of  the  pinhole  (dre) was  determined  using  a modified  version  of 
Equation 2, where the intermediate Rg is the geometric resolution: 















݀ ൌ 	 ݀௥௘













determined, where  the  resolution‐derived actual pinhole diameter  (d)  is used  to determine  the  sensitivity‐equivalent 
diameter (dse): 




















sensitivity, while  the  resolution‐equivalent diameter was  calculated  and  then used  to determine  the  total  resolution 
using Equation 2. Results for a variety of opening angles are shown in Table 5. After considering the trade‐off between 





















After  the pinhole parameters were  chosen,  the  rest of  the  collimator design was developed. A  cone‐shaped 
aperture that extends outward is used to attach the collimator to the detector and allows a varied number of extenders 
to be attached to it, which provides magnification options. The chosen pinhole plate is then connected to the end of the 
extenders. This design allows  for a  single‐pinhole HPGe‐SPECT  system  to be used presently, and also allows  for easy 
attachment of multi‐pinhole plates for future projects. The design includes three extenders that are 1.5 cm thick to give 
magnifications of 1.5, 2, 2.5, and 3 (focal length of: 4.5, 6, 7.5, 9 cm). Models of the pinhole, cone‐aperture mount and 
extenders  were  created  using  SolidWorks  (Dassault  Systèmes  SolidWorks  Corp,  Waltham,  MA),  with  the  final 
configuration shown in Figure 23. Tungsten was chosen for the aperture material as it has a relatively high density (19.3 
g/cm3), which gives  it a  reasonable attenuation  coefficient at  relevant SPECT energies. The  thickness of  the aperture 
assembly  is designed to  image  isotopes of up to 245 keV. This design was then given to Tungsten Heavy Powder,  Inc. 
(San Diego, CA), who  subsequently manufactured  the part using a molded  tungsten process. The  final manufactured 
collimator is shown attached to the germanium system with one extender present in Figure 24.  
  (a)  (b)  (c) 
         








Figure 24:  Final pinhole aperture mounted  to  the HPGe detector,  showing  the  cone‐aperture, one extender and  the 
pinhole collimator.  
IV.3 Mounting HPGe Camera to CT Gantry 






of  the un‐mounted  translation  stage  is  shown  in Figure 25. PHDs,  the company  that manufactured  the detector also 













Figure  26:  Photographs of before  (a)  and  after  (b)  the HPGe  system was mounted  to  the  gantry of  the microCAT  II 
system. 























The  system matrix  to  reconstruct  images was determined using  the analytically‐derived method because  it  is 
better suited than the experimentally‐determined system for detectors that move on a gantry. The method described in 
section  II.2.3.1.2 by Beque et al.  (Beque, Nuyts et al. 2005) was  implemented  in MATLAB.  First,  fellow  student Oleg 
Ovchinnikov manufactured a 5‐point calibration phantom, as described  in  the schematic  in Figure 28. The dots  in  the 
figure represent small divots drilled into a piece of acrylic that can be filled with a radionuclide for imaging. Although it 





















centered  in  the  FOV  of  the HPGe  detector  face.  The  phantom  is  then  imaged  for  a  given  period  of  time  (generally 
between 30 seconds to several minutes depending on the activity in the phantom) at 64 projections spaced evenly over 
360°. This results in projections with a maximum of five PSFs, one for each of the point sources in the phantom, but may 



























stage moved  home  and  back  to  imaging  position  between  scans.  This  protocol  tests  the  repeatability  of  the HPGe 
translation  stage positioning  in  addition  to  testing  that  geometric  calibration  results  are being  reasonably  estimated 
compared to the parameters known from the system manufacturer and collimator design.  
An example of a projection  image of  the  five‐point phantom  is  shown  in Figure 29. The centroids of  the  five 


































between  the calibration phantom,  its  location  in  image  space, and  the determined  calibration parameters. The black 
outline indicates the UFOV of the detector as defined by the uniformity calculation in section II.7. 
The results of these scans are shown  in Table 6. The residual value provides a measure of the goodness of fit, 
and  is  the  sum  of  the  squared  difference  between  the  experimental  input  data  and  the  resulting  estimated  data 
determined by the calibration parameters. The twist of the detector is approximately 314°, which is as expected due to 
the negative 45° orientation of the detector’s strips relative to the imaging space. 
The  original  system  specifications  from  the manufacturer  stated  that  there was  a  6 mm  gap  between  the 
detector  entrance window  and  the  front  of  the  detector,  and  this  value was  used  to  determine  the  length  of  the 
aperture and extenders to give the desired focal length of 6 cm with one extender. As can be seen from the results, the 












































f (mm)  m (mm)  ψ (rad)  φ (rad)  eu  (mm)  ev (mm)  d (mm)  Residual 
Cal 1  67.71  6.26  5.49  6.26  ‐4.49  3.94  56.88  48.05 
Cal 2  67.71  6.30  5.49  6.26  ‐4.47  4.11  56.92  75.76 
 
Four  of  the  five  points  on  the  phantom  were  used  to  determine  the  calibration,  leaving  one  point  to 
independently assess the error of the predicted centroid  location to the experimentally determined centroid. In Figure 
30,  the  fifth point  that was not  included  in  the calibration  function  is  the smaller ellipse  in  the  lower‐left corner. The 
average position error, determined by  the mean distance and  standard deviation between  the estimated and actual 
centroid was 0.68 ± 0.34 mm, with  the maximum and minimum errors of  the  individual points being 1.15 and 0.023, 
respectively. This error  is due  to  the error  in determining  the  centroid of  the point  source projection, which  is  then 
propagated into the error of the calibration parameters themselves. Given that the detector’s pixel size is 0.53 mm and 





cm,  in preliminary studies  (not shown) the phantoms  imaged were too  large to fit  in the FOV and truncation artifacts 
severely degraded  image quality. Because of  this, a ROR of ~4 cm was  required  in order  to ensure  that all phantom 
activity in experimental images (section IV.5) were in the detector’s FOV. Future work with this system may require the 
system position to be altered such that the detector is better aimed toward the center of rotation. 
An MLEM  reconstruction  algorithm was written  in  C++  based  on  code  from Dr.  Sepideh  Shokouhi  that was 
originally written  for  use with  the  SiliSPECT  system.  The  reconstruction  code  uses  the  geometric  calibration  and  an 











ensure that the object  is fully sampled  in order to avoid  image artifacts. For most systems this  is a matter of ensuring 
















the  stationary  acquisition  is  expanded.  The  same  phantom  acquisition  is  performed,  except  that  instead  of  only 






estimate  is performed on  the  four data  sets,  except  that  in  this  case  the  six nuisance parameters  that describe  the 




to  fit). The  rotation nuisance parameters  (ρ1, ρ2, ρ3) should also be  similar as  the orientation of  the phantom  is not 
changed during acquisition. On  the other hand,  the  translation values change depending on  the phantom positioning 
and can be used to determine how the bed moves relative to object‐space. 
A MATLAB  function was written  that  first uses the determined geometric calibration parameters to transform 
the bed movement coordinates, which in this case is simply the distance in millimeters the linear translation stages were 
directed to move between each phantom acquisition, into object‐space for each of the four bed positions. Next, a rigid 
affine  transformation matrix  is estimated using a MATLAB  function written by  fellow student Thomas Pheiffer, which 
uses the method described by (Horn, Hilden et al. 1988). The function takes an input of the source positions (nuisance 
parameters),  the  translation  stage  positions,  and  the  target  positions,  the  object‐space  transformed  positions  and 
returns a transformation matrix that can then be used to transform the bed position into object‐space coordinates. 
The individual geometrical calibration results for each of the four bed positions in a typical helical calibration are 
shown  in Table 7. Unlike the example calibration  in section  IV.4.1, all five points were used  in the  least‐squares fitting 
process as different points move  in and out of the FOV of the detector at different bed positions. The results show a 
good match  between  the  different  positions,  but  a  single  set was  chosen  based  on  the  average  of  the middle  two 
positions, as they contained the most PSFs in the FOV. The calibration code was then re‐run for each bed position with 
the same standard 7 geometric calibration parameters in order to obtain the nuisance parameters at each bed position. 







to  transform  the  bed  position  into  object‐space  position.  This  transformation  matrix  indicates  that  there  is  6.84° 
between the object z‐axis and the z‐axis on which the bed moves.  
Table 7: Results of a typical helical calibration scan at four bed positions 
Bed Position (mm)  0  3.33  6.67  10.0 
f (mm)  68.24  69.21  67.01  66.33 
m (mm)  5.22  3.90  4.48  5.06 
ψ (rad)  5.48  5.48  5.49  5.49 
φ (rad)  6.27  6.26  6.28  6.28 
eu(mm)  ‐2.45  ‐0.20  ‐0.39  ‐1.61 
ev(mm)  2.78  ‐0.22  1.81  2.81 
d (mm)  39.77  40.50  39.65  39.26 
tx (mm)  12.32  12.85  12.95  12.92 
ty (mm)  10.83  10.21  10.05  10.18 
tz (mm)  ‐6.06  ‐9.69  ‐12.41  ‐15.85 
ρx (rad)  1.52  1.53  1.51  1.51 
ρy (rad)  2.22  2.17  2.19  2.19 
ρz (rad)  1.54  1.53  1.54  1.54 




Bed Position (mm)  0  3.33  6.67  10.0 
tx (mm)  12.46  12.66  12.91  12.99 
ty (mm)  10.63  10.44  10.11  10.06 
tz (mm)  ‐5.91  ‐9.28  ‐12.72  ‐16.06 
ρx (rad)  1.53  1.53  1.51  1.52 
ρy (rad)  2.21  2.19  2.19  2.18 
ρz (rad)  1.54  1.53  1.54  1.54 
residual  76.02  99.91  116.93  98.69 
 
The MLEM reconstruction software was then altered to have an additional  input file that provides  information 











Hot  Spot Phantom  (Data  Spectrum Corp, Durham NC USA). A photograph  and  the  schematic of  an  axial  slice of  the 
phantom are shown in Figure 31. The rods have diameters of 2.4, 2.0, 1.7, 1.35, 1.0, and 0.75 mm, and have a center‐to‐











As  the  hot  rod  phantom  fits within  the  axial  FOV  of  the  system,  a  stationary  (non‐helical)  acquisition was 
performed. The phantom was filled with 49.58 MBq of 99mTc. 64 projections were acquired over 360° with 1.2 minutes 
collection time per projection. Detector non‐uniformities were corrected for by multiplying the projection  images by a 






estimated  in  order  to  facilitate  proper  reconstruction.  The  gap  values were  estimated  based  on  an  area‐weighted 
average  of  either  its  closest  two  neighbors  for  edge  gaps  or  four  diagonal  neighbors  for  corner  gaps.  Images were 
reconstructed using the previously described MLEM algorithm. Reconstructed images have a 0.5 × 0.5 × 0.5 mm3 voxel 








a  single axial  slice where  rods as  small as 1.7 mm are discernible.  (b)  shows a  transaxial  slice  that highlights  the gap 
artifacts in what should be regions of uniform activity above and below the hot rods. 
Although the single axial slice in Figure 32 (a), appears to have reasonable resolution, the transaxial slice in (b) 
shows  a  checker‐board‐like  grid  artifact  in what  should  be  uniform  regions  of  activity.  The  cause  of  this  artifact  is 
attributed  to  incorrect estimation of gap values, and  is discussed  in detail  in  section  IV.6. One way  to mitigate  these 
effects is to use a helical acquisition, which is done in section IV.5.2 for the NEMA phantom. 
To give perspective,  the  same phantom was  imaged  in  the Bioscan NanoSPECT‐CT  system. The  system has 4 
camera heads, each with a 9‐pinhole collimator. The rat collimators were used for this acquisition, with each of the four 






MBq  of  99mTc  and  imaged  with  a  helical  acquisition  for  a  total  imaging  time  of  approximately  18 minutes.  Image 









The  National  Electrical  Manufacturers  Association  (NEMA)  published  standards  for  the  performance 
measurements of small‐animal PET systems, NU‐2008, part of which included the design of a phantom that can be used 
to measure  image quality  (NEMA 2008). Although  this phantom was developed  for small‐animal PET systems,  its size 












  (a)  (b)  (c)  (d) 
          
Figure 34: A photograph of the NEMA NU‐2008 phantom (a) and slices of the three sections, including: cold‐cylinder (b), 































The NEMA guidelines  (NEMA 2008)  clearly  state  the  standard methods  for quantitative assessment of  image 
quality using the NEMA NU‐2008 phantom. The three separate regions of the phantom allow for determination of the 
uniformity or  image noise, rod recovery coefficients  (RC), and spillover ratios  for air  (SORair) and water  (SORwater). The 









and  the  maximum  value  for  each  rod  is  divided  by  the  mean  phantom  concentration  to  determine  the  RC.  The 
coordinates of these maximum values are then used to create a line profile in the axial direction to obtain the standard 
deviation of the RC: 






The  SORair  and  SORwater  are  defined  as  the  mean  activity  concentration  measured  in  the  air  and  water 
compartments,  respectively,  divided  by  the  mean  phantom  concentration  and  determined  from  a  cylindrical  VOI 
centered in the region of half of the diameter and half of the height of the compartments. The standard deviations are 
determined in the same manner as %STDRC, as follows: 







shown  in  Table  9.  The  spillover  ratios were  0.101  and  0.113  for  SORair  and  SORwater,  respectively, with %STDair  and 
%STDwater being 32.01 and 49.39, respectively. 
Table 9: HPGe‐SPECT NEMA rod RC results 
  1 mm  2 mm  3 mm  4 mm  5 mm 
RC  0.133  0.611  0.986  1.128  1.210 
%STDRC  78.50  71.72  71.71  70.05  68.34 
 
IV.5.2.3 Bioscan NanoSPECT NEMA Phantom 
To  give  perspective  to  the  results  presented  in  the  previous  section,  the  same  phantom was  imaged  in  the 
Bioscan NanoSPECT‐CT system. The same configuration was used  for the NEMA phantom as  for the hot rod phantom 







time  of  approximately  24 minutes.  The  same  reconstruction  protocol  as  the  hot  rod  phantom  was  used,  giving  a 
reconstructed image with a 0.4 × 0.4 × 0.4 mm3 voxel size and overall dimensions of 170 × 170 × 246 voxels. Resulting 










  1 mm  2 mm  3 mm  4 mm  5 mm 
RC  0.178  0.861  1.260  1.335  1.166 
%STDRC  196.3  182.0  180.4  176.5  180.2 
 
IV.5.3 Dual‐Isotope Acquisition 
To  demonstrate  the  benefit  of HPGe’s  energy  resolution,  dual‐isotope  acquisitions  using  99mTc  and  123I were 






gamma camera, which  typically have an energy  resolution of ~10%   at 140 keV  (Hwang, Franc et al. 2008), while as 
previously shown the HPGe detector’s energy resolution is ~1% at 140 keV. 123I has an emission energy of 159 keV, while 





First,  three planar acquisitions were performed according  to Bioscan’s  instructions on how  to determine  the 

























A similar acquisition scheme was performed on  the HPGe‐SPECT system, except with starting activities  in  the 
syringes as 31.82 MBq of 123I and 24.42 MBq of 99mTc. A four‐minute acquisition was performed with the single‐pinhole 
collimator  in  place.  For  all  HPGe  projection  acquisitions,  only  counts  that  are  estimated  to  occur  in  a  valid  depth 
(between 1 and 10 mm) and within  the UFOV defined  in section  III.7 are  included  in  total count sums and projection 
images. Energy windows of 159 keV ± 2.5 keV and 140 ± 2.5 keV were used for 123I and 123Tc respectively. For the 123I 
syringe only, 5.13 × 104 counts were recorded  in  the 123I energy window, and 3.44 × 103 counts were recorded  in the 
99mTc energy window, giving a cross‐talk ratio of 6.71%. For the 99mTc syringe only, 5.47 × 104 counts were recorded  in 
the99mTc energy window and 167 counts were recorded in the 123I energy window giving a cross‐talk ratio of 0.31%. Both 
isotopes’  energy‐windowed  projections  from  the  dual‐syringe  planar  acquisition  are  shown  in  Figure  38. Unlike  the 
commercial NanoSPECT system, the HPGe SPECT system can save the entire pulse‐height spectrum collected  for each 
projection,  therefore Figure 38 also  includes  the dual‐syringe pulse‐height spectrum  from  the acquisition. Both of  the 






























minutes.  Following  acquisition,  projections  were  corrected  for  cross‐talk  between  the  energy  windows  using  the 

















previously  determined  cross‐talk  ratios.  For  each  syringe  combination,  images were  reconstructed  for  both  energy 
windows  in addition  to with and without  cross‐talk  correction.   All NanoSPECT  images were  reconstructed using  the 
HiSPECT  software with  the  ‘standard’  reconstruction  setting, which applies 35%  smoothing, 100%  resolution and 3*3 
OSEM iterations, which gave a reconstructed voxel size of 0.6 mm × 0.6 mm × 0.6 mm with 114 × 114 in‐slice voxels and 
































123I,  because  its  photons  can  scatter,  lose  energy,  and  subsequently  fall  into  the  99mTc window, which may  not  be 
accounted for due to the  lack of scatter medium present  in the cross‐talk procedure. The amount of scattering  is also 
object‐dependent, making accurate corrections more difficult. This  is  likely why the correction  improves, but does not 

















Figure  41:  NanoSPECT  image  slices  of  the  reconstructed  acquisition  with  both  isotopes  present  without  cross‐talk 
correction for the   99mTc window  (a) and the 123I window (b),  in addition to with the cross‐talk corrected slices for the 
99mTc window (c) and the 123I window (d). The cross‐talk ghost artifacts are clearly seen in the uncorrected images, while 
the corrected images show better results. The 123I window shows no artifact in (d), and when the color‐scale is altered to 















counts, no  cross‐talk  correction was  implemented.  Images were  reconstructed using  the previously described MLEM 
algorithm, with  0.5 mm  isotropic  voxel  size  and  120  ×  120  ×  160  voxels, which were  subsequently  rotated  in  the 
transverse plane such that the two syringes were visible  in the same axial slice and cropped to 81 × 81 × 66 voxels to 
exclude pileup on the edges of the FOV. Resulting images are shown in Figure 42. 
Unlike  the uncorrected NanoSPECT  images,  there are no obvious artifacts  in  the  reconstructed HPGe  images, 
even  in  the more challenging case of  the  123I syringe reconstructed  in  the  99mTc window. This shows  that qualitatively 
there is less cross‐talk between the two energy windows when using the HPGe detector with excellent energy resolution 
compared to the standard NaI(Tl) detector, even with the manufacturer‐provided cross‐talk removal tools implemented. 
To compare,  the both‐syringe  reconstructions’ color‐scales were  lowered  similar  to  those  in Figure 41, and  still  show 
little to no cross‐talk artifacts. However, there  is a slight  increase  in background  in the 99mTc window of the dual scan, 
which is in excess of what is seen in the 99mTc window of the 99mTc only acquisition when low color‐scale thresholds are 




































required  for  position  information. Although  other  systems  have  gaps  between  read‐out  electrodes,  they  tend  to  be 












pinhole  system.  The  phantom object had dimensions of  270  × 270  ×  180  and  a  0.167 mm  isotropic  voxel  size.  This 
phantom  is  located  slightly off‐axis  to mimic  the  center‐of‐rotation error described  in  section  IV.4.1. The object was 
forward‐projected using the method described in section V.2.3, and used the same set of calibration parameters used to 
reconstruct the NEMA and hot rod phantoms from section IV.5. A single bed position was used for the initial simulation. 











  (a)  (b)  (c) 
     
               
Figure 43: Example of simulated NEMA‐like phantom  that demonstrates effect of gaps  in  image quality showing axial 
and transaxial slices of correct gap values (a), gap values set to zero (b), and gap values doubled (c). 






























standard  MLEM  algorithm  is  used,  the  zero  values  in  the  gaps  drastically  skew  the  reconstruction  due  to  the 
multiplicative nature of  the algorithm  (Equation 10). One  simple way  to avoid  this  is  to create an  image mask which 






The  second  attempt  to  correct  gap  artifacts was  the method  used  to  process  the  data  in  the  experimental 
section  (IV.5) of  this chapter. The projection  images were  first  flood corrected  to account  for non‐uniformities  in  the 
detector  response.  Following  flood  correction,  the  value  of  the  gaps  was  estimated  by  averaging  its  two  nearest 
neighbors  in  the case of edge‐gaps, or  the  four diagonal neighbors  in  the case of corner gaps. These estimates were 
subsequently weighted to account for the difference  in area, and the reconstruction algorithm was altered to account 
for  the  spatially‐varying pixel  size of  the projections. Although  the  results  shown  in  the  experimental  section  (IV.5), 
especially  those  acquired  with  a  helical  acquisition,  show  less  severe  artifacts,  the  patterns  they  create  in  the 
reconstruction images are still very obvious. 
A final method to attempt to better estimate the gap values utilized additional processing of raw data from the 












cascade.  This  raw data, which  is  saved during  acquisition,  can be  re‐sorted  after  imaging  acquisition  to only  include 
events  that  interact on  two  strips on one detector  side  and one  strip on  the other  (often  referred  to  as 2‐1 or 1‐2 
events). These events can subsequently be filtered to only  include events that have the two‐strip  interaction occur on 
two adjacent strips within a close timing window and to have the sum of two same‐side events fall within a reasonable 
energy‐window  to minimize  the  collection  of  Compton  interactions  being  included.  This method  has  been  used  in 
previous HPGe signal processing of Compton interactions (Hayward and Wehe 2008).  
To test the feasibility of this method, a 4‐hour 57Co flood image was first acquired. The events were saved in the 
‘semi‐raw’  format  and  re‐processed  post‐acquisition  to  include  the  two‐strip  events  that  arrive  in  a  ±  20  ns  energy 







The  gap‐only  projection  shows  that  although  there  appears  to  be  a  reasonable  amount  of  counts  being 
recovered, when  compared  to  the  number  of  counts  in  the  flood’s  non‐gap  pixels  there  is  still  a  large  discrepancy. 
Additionally, there is an obvious difference in the gap counts collected on the front (x‐direction) and back (y‐direction) of 
the detector. This is most likely due to the fact that charge collected on the back of the detector has a longer distance to 









































To better understand  these artifacts an additional  simulation of  the NEMA‐like phantom was performed. The 

































and  can  be  seen  slightly  in  the  2.5%  case. Although  in  an  experimental  acquisition  there  is  likely  to  be  some  over‐
estimation or under‐estimation of the gap values, this simulation shows that due to the regular grid/patterned nature of 
the gap locations, the reconstruction is very sensitive to slight deviations of the gap values. 







A potential confounding  factor  to  inaccurate gap estimations  is  the sub‐strip position estimation process.  It  is 
likely that due to charge sharing, charges are less likely to move/be collected near the edge of strips, resulting in a lower 
number of counts being  collected on  the neighbors  to gaps. But,  in  the process of  sub‐strip position estimation,  this 
difference  is  ignored  and  counts  are  forced  into  an  even distribution  across  a  strip.    Even  though  counts  should,  in 
theory, be  equally distributed  across  a  strip using  this method,  in  flood  acquisitions non‐uniform  detector  response 






flood‐corrected,  could  be  part  of  the  cause  as  to  why  the  neighbor‐averaging  technique  does  not  completely 
compensate for the gap effect. 
Future work with  this  system will  involve  investigating  additional ways  to better  estimate  gap  values, which 
could also  include additional ways  to estimate sub‐strip position. For example,  instead of a single  flood‐acquisition  to 
determine  the nearest neighbor  ratios, a highly‐collimated point  source  could be  stepped  through detector  space  to 
better estimate the ratio of charge collection on neighboring strips. Better position estimation near the edges of strips 







by  both  the  intrinsic  resolution  of  the  detector,  and  the  geometric  resolution  of  the  system  (Equation  1), which  is 
dependent on  the pinhole diameter and  the system magnification. There  is an  inherent  tradeoff between  the  field of 
view and the resolution for a given detector size, therefore making a direct comparison of intrinsic spatial resolution less 
insightful without overall system configuration being  included.  In the case of the HPGe system configuration, the ROR 
















or 0.6 mm diameters, and has a spatial resolution as small as 0.35 mm  in certain configurations.  In  the  future,  larger 
HPGe detectors will allow  for more  flexible  system  configuration, and  the addition of multiple detectors around  the 
























uncorrected  U‐SPECT‐II  SORs  follow  the  expected  trend  of  having  a  slightly  higher  SORwater  than  SORair  due  to  the 
increasing probability of photon scatter  in water over air. With no corrections  in  the HPGe,  the SORs are similar;  this 
shows  that  scatter within  the water  does  not  affect  image  quality  due  to  the  energy  resolution  of  the  system.  The 
NanoSPECT’s  reconstruction  software  does  not  clarify  the  exact  correction  methods  employed  by  its  proprietary 


























reconstructed  images  (Mok,  Yuchuan  et  al.  2009).  The  amount  of  multiplexing  on  a  projection  depends  on  the 




two  sets  of  stacked  Si  detectors  for  imaging  of  125I  radiotracers  in  small  animals.  The  stacked  system  allows  for 






from one detector  into  the  second only accounted  for approximately 1% of  the camera’s detected counts within  the 






with a HPGe detector. One benefit of using  the HPGe detector  instead of  the NaI(Tl) camera  is  that detected scatter 
would be slightly  lower for the Si‐HPGe system given that HPGe’s energy resolution  is significantly better than that of 
the NaI(Tl) gamma camera tested, and smaller energy windows can be used to reject these scattered events. 
One  limitation of  the MI4.1 HPGe  system used  in Chapters  III and  IV  is  that, given  the  limited detector area, 
moving  to  a  multi‐pinhole  system  to  increase  sensitivity  will  most  likely  lead  to  some  amount  of  multiplexing, 
particularly if a large number of pinholes are used. To mitigate these multiplexing artifacts, we hypothesize that pairing 






resolution could be maintained with a reduction  in noise, quantified by a 25%  increase  in SNR, when non‐multiplexed 




detector  system,  the  scope of  this aim  is  to  investigate  in  simulation  to what degree a  second detector  can help  to 
reduce multiplexing artifacts  in  images. The motivation and methods of this study were based on those of Mok et al., 
who  investigated  the  effects  of  object  activity  distribution  on  multiplexing  artifacts  (Mok,  Tsui  et  al.  2011).  This 
investigation  is  divided  into  three  main  parts.  The  first  part  investigates  how  to  combine  the  different  detector 
projections into a reconstruction algorithm, testing both MLEM and different subset configurations of OSEM. The second 














strips  (0.234 mm × 0.234 mm) or 512 × 512  (0.117 mm × 0.117 mm)  to allow  for  faster  reconstruction  times and  to 
reduce the influence of noise in reconstructions. The HPGe detector is simulated to have 240 × 240 pixels of size 0.5 mm 
× 0.5 mm. The simulated detector was chosen to be larger in size than our actual detector (circular 8 cm in diameter as 
opposed  to  a  12‐cm  square)  to  allow  for  a  larger  range  of multiplexing  variation  in  the  projections,  with  higher‐
multiplexing pinhole configurations not fully utilizing the entire detector area. The system has a 4 cm ROR, with a focal 






6 cm Si Detector




















  (a)  (b)  (c) 
                
Figure  49:  Pinhole  configurations  of  the  4‐pinhole  low multiplexing  (a),  4‐pinhole  high multiplexing  (b),  and  seven‐
pinhole (c) collimators. 
V.2.2 Simulated Objects 
















  (a)  (b)  (c) 
         






For  all  simulations,  the  previously  described  digital  object  phantoms  were  forward  projected  through  the 
desired  pinhole  configuration  for  64  projections  over  360°.  The  percent  of  multiplexing  for  each  data  set  was 
determined using the method of Shokouhi et al. (Shokouhi, Wilson et al. 2010), in which the sum of counts in detector 
pixels  contributed  by  projections  through more  than  one  pinhole  is  divided  by  the  total  number  of  counts  in  the 
detector. The amount of multiplexing for each detector’s projection, pinhole, and object combination is shown in Table 












   Cold Rod  Cool Sphere  Hot Rod  Altered‐NEMA 
   Si  Ge  Si  Ge  Si  Ge  Si  Ge 
p4LM  0%  29.71%  0%  28.61%  0%  19.95%  0%  37.62% 
p4HM  7.56%  72.97%  6.91%  72.78%  4.91%  65.05%  14.05%  74.40% 
p7  68.21%  94.19%  67.64%  94.35%  56.72%  90.92%  71.04%  94.86% 
 




attenuation coefficient  for HPGe, which  includes coherent scattering, was also calculated  from NIST  to be 1.246 cm‐1, 
which  results  in an  intrinsic efficiency of 71%. Previous  simulations and actual data using a 122 keV  source  in HPGe 
demonstrate  significantly  lower efficiency, most  likely due  to  scattering across detector  strips,  charge not being  fully 
collected, and gap effects. To better estimate the efficiency value, colleague Desmond Campbell performed a simulation 

























is calculated as  in (Mok, Tsui et al. 2011), where n  is the number of voxels  in the reconstructed volume, λ  is the voxel 





























together  and  reconstructed  to  form  a  combined  lumpy  and  signal  object.  The  original  lumpy  projections were  also 
reconstructed. Finally, the original  lumpy‐only  image was subtracted  from  the combined  lumpy and signal  image, and 
the resulting  image –  the DPRF – visually shows any artifacts due  to multiplexing. Figure 51 shows an example set of 
reconstructed  images  from  a  single‐pinhole, MLEM  reconstruction  of  only  the  Ge  projections  of  the  lumpy  object 
without (a) and with (b) the small‐signal object present, and the difference of the images (c). 
  (a)  (b)  (c) 
             





As discussed  in  section  II.2.3,  the most  commonly used  reconstruction  techniques  in  small‐animal  SPECT  are 
OSEM and MLEM. Because  the proposed  system  in  this  study  involves utilizing projections  from  two detectors, each 




















The switch‐point should occur when  the  first phase  image reaches  its  ideal stopping point, which occurs at a balance 
between the amount of noise in the reconstruction and its accuracy. This tradeoff is shown in NSD versus NMSE curves, 
where  the origin of  the curve  represents a perfect  reconstruction – no noise and perfect accuracy. To determine  the 
optimal switch‐point, Si only reconstructions were first run beyond a reasonable optimal number. The NSD versus NMSE 





helps  to  correct  for  large  differences  between  the  scales  of  the  NSD  and  NMSE  values.  The  update  number  that 
corresponds to the minimum distance to the zero‐shifted origin is calculated and then rounded to the nearest complete 
iteration and is subsequently used as the switch‐point between the Si projection subsets and the Ge projection subsets. 












pinhole collimator.  (a) shows  the update number  (4 updates per  iteration), and an X  indicates  the minimum distance 
from the origin to the curve, (b) shows an inset of the same plot. 
After  all  reconstructions were  completed,  the NSD  and NMSE  values  for  each  reconstruction  type  at  every 
iteration were calculated. The results are shown  in Figure 53. Visual  inspection of  the zoomed plot shows an obvious 
improvement in the NSD versus NMSE tradeoff when the two‐phase OSEM algorithm with 4 Si subsets followed by 4 Ge 
subsets is used. The sharp turn of the curve occurs when the reconstruction changes from the Si OSEM phase to the Ge 
OSEM phase. The  ‘x’  indicates the  location of the zero‐shifted minimum, rounded to the nearest complete  iteration  in 
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In  all  cases where  the  additional  Si  projections were  included  in  the  reconstruction,  the NSD  versus NMSE 
tradeoff  curves  show  improvement  over  only  using  Ge  projections.  This  suggests  that  quantitatively  there  is  an 
improvement  in  image quality  in  the case of  the Cool Sphere phantom with  the seven‐pinhole collimator, with  the 2 
Phase (4 Si + 4 Ge) reconstruction having, relatively, the best results by visual assessment of the curves. Although the 
instinctive  approach  to  compare  these  different  reconstructions  would  involve  determining  the  distance  from  the 
comparison  iteration’s point on the NSD versus NMSE curve, this method  is not practical as  it requires a way to relate 

















point  for  the  two‐phase  reconstructions  and update number  comparison points were  the  same  as used  in  the  Cool 
Sphere phantom in the section V.3.1, as listed in Table 13. 
Slices  through  the  resulting difference  images are  shown  in Figure 55, and  line profiles  including  the obvious 
artifacts are shown in Figure 56. The results from OSEM 2 Phase (4 Si + (4Si 4Ge)) were not shown as the Ge projections 
were  not  included  in  this  reconstruction,  and  therefore  no multiplexing,  and  subsequently  no  DPRF  artifacts, were 
present.  
The DPRF  for each  reconstruction option was calculated  to allow  for a qualitative assessment of multiplexing 
artifacts. The DPRF  image slices  (Figure 55) and  line profiles  (Figure 56) show  the effect of  the highly‐multiplexed Ge 
projections with  the  seven‐pinhole  collimator. The DPRF of an  image with  little  to no multiplexing would  result  in  a 
reconstruction similar to the original signal‐only object (a single point in the center of object space as seen in Figure 51 
(c)). All of the DPRF  image slices display the same type of artifacts, the high‐activity ring of counts around the central 
signal point, except they vary  in magnitude. The magnitude of these artifacts  is better seen  in the  line profiles (Figure 
56), where the Si + Ge reconstructions show a decrease  in magnitude relative to the Ge Only reconstruction.   The two 










                    




Figure  56:  Line  profiles  through  the  DPRF  slices  of  the  varying  reconstructions,  including  the Ge Only OSEM,  Si+Ge 
MLEM, 1 Phase OSEM, and the 2 Phase OSEM (4 Si + 4 Ge). The line profile acquired for each is shown in Figure 55 (a). 






























The  results of  the Cool Sphere NSD versus NMSE  show by visual  inspection  that  the 2 Phase  (4 Si + 4 Ge)  is 
slightly  closer  to  the  origin,  and  therefore  gives  better  image  quality  than  the  other  reconstruction  algorithms 
investigated. Visual  inspection of the reconstructed  images agreed with the quantitative assessment. Additionally, the 
DPRF  showed  improvement when  using  2  Phase  (4  Si  +  4 Ge)  reconstruction  as  compared  to  using Ge  alone,  and 





Following  the  determination  of  the  reconstruction  algorithm  for  the  Si  + Ge  reconstructions,  the  sensitivity 
versus  resolution  tradeoff was  investigated  in order  to determine  the  Si  system  parameters.  The  Si  detectors  to be 
utilized in the planned physical system have a strip pitch of 1024 × 1024 with a pixel size of 59 µm. The amount of noise 
with pixel sizes  this small  likely would degrade  the combined  image quality. Additionally,  the  larger number of pixels 
slows the total reconstruction size due to the increased system matrix size. Therefore, two different Si projection sizes 
were tested: 256 × 256 strips (0.234 mm × 0.234 mm) and 512 × 512 (0.117 mm × 0.117 mm). 
A  second option  tested  for  the  Si  system  configuration utilized  the  concept of  a  sandwich pinhole, which  is 
derived from work from previous lab members (McDonald, Shokouhi et al. 2007). As Si detects lower‐energy photons, a 
molybdenum  insert  can be placed between  two  layers of  tungsten,  such  that  the  tungsten pinhole used  to  stop  the 
higher‐energy  photons  detected  by  the  Ge  detector  can  be  one  size,  and  the molybdenum  insert makes  a  smaller 











resolution, while  the seven‐pinhole collimator was chosen so  that  the effects of multiplexing would also be  included. 
Twenty noise realizations and one noise‐free projection for each   1.0, 0.8, 0.7, 0.5, 0.4 and 0.3 mm pinhole diameters 
with 256 × 256 and 512 × 512 Si detector pixels were reconstructed using the 2 Phase (4 Si + 4 Ge) method. The switch‐





Diameter  1 mm  0.8 mm  0.7 mm  0.5 mm  0.4 mm  0.3 mm 
Si Pixels  256  512  256  512  256  512  256  512  256  512  256  512 
Iteration  14  11  10  36  7  7  5  4  3  3  2  2 
Update  56  44  40  9  28  28  20  16  12  12  8  8 
 
The resulting NSD versus NMSE curves for the Hot Rod phantom with the seven‐pinhole collimator are shown in 
Figure  57.  A  number  of  the  combinations  tested  show worse  results  than with  the  Ge  Only OSEM  reconstruction, 
demonstrating  the dominating  effect  of noise  in  the  Si projections with  the  finer  Si detector  resolution  and  smaller 
pinholes. The NSD versus NMSE curve shows that Si pinholes of 0.5 mm diameter and smaller perform worse than Ge 





















points  (indicated by *)  in Figure 57  (b),  the 1 mm diameter pinhole with  the 512 × 512 pixel detector appears  to be 
closest to the origin.  
 































Diameter  1 mm  0.8 mm  0.7 mm  0.5 mm  0.4 mm  0.3 mm 
Ge 
Only 
Si Pixels  256  512  256  512  256  512  256  512  256  512  256  512  NA 
Iteration  22  16  18  15  14  13  13  11  11  11  11  11  12 




noise  is  too high and  image reconstructions become dominated by noise  (Figure 58  (f)). To give perspective, example 
reconstructions of  the noise‐free projections,  shown  in Figure 59,  show  the  resolution gained by  the  smaller pinhole 
without the noise effects due to  loss of sensitivity. These noise‐free projections continue to  improve  in resolution past 




















  (a)  (b)  (c) 
 





  (a)  (b)  (c) 
 
Figure 59: Example of noise‐free reconstructions of the Hot Rod phantom with the 1 mm pinhole and 256 × 256 Si pixels 









To  gain  additional  perspective  on  image  quality,  reconstructions  of  the  Altered‐NEMA  phantom  were  also 




using  the  same method as previously described  in  section V.3.1.1, and are  listed below  in Table 16. The NSD versus 




Diameter  1 mm  1 mm  0.8 mm  0.7 mm 
Si Pixels  256  512  512  512 
Iteration  9  6  5  4 
Update  36  24  20  16 
 
The  resulting NSD versus NMSE curve  for  the Altered‐NEMA  reconstruction of Ge Only, and  the Si + Ge with 
varying Si parameters are shown in Figure 60. Visual inspection shows that the 1.0 mm pinhole with 256 × 256 Si pixels 













Pinhole Diameter  1 mm  1 mm  0.8 mm  0.7 mm  Ge Only 
Si Pixels  256  512  512  512  NA 
Iteration  12  9  8  8  9 
Update  48  36  32  32  36 
 
Slices  of  the  reconstructed  images  at  the  determined  comparison  points  are  shown  in  Figure  61,  which 
qualitatively  show  little difference  in  image quality between  the  varying  Si properties, with  the exception of a  slight 
increase  in the magnitude of noise  in the uniform region as the pinholes become smaller. To better understand these 
changes,  the  same  NEMA  quantitative  procedure  performed  in  section  IV.5.2.2  was  applied  to  the  Altered‐NEMA 
phantom and  the  results are shown  in Table 18. These quantitative measures show  that all Si + Ge options shown  in 
Figure 61 have better uniformity than the Ge Only reconstruction, with the %STDunif becoming slightly worse the smaller 

















Pin: 1.0 mm Si: 256
Pin: 1.0 mm Si: 512
Pin: 0.8 mm Si: 512







  (a)  (b)  (c)  (d) 
                













Uniformity  %STDunif  13.97  6.65  7.57  8.46  8.67 
SOR  SOR  0.12  0.07  0.09  0.10  0.10 
%STDSOR  31.00  38.71  40.02  38.54  39.19 
RC  5 mm  1.15  1.25  1.23  1.23  1.21 
%STDRC  89.21  22.61  36.70  24.50  39.70 
4 mm  1.19  1.45  1.38  1.33  1.31 
%STDRC  89.55  23.62  36.47  26.42  39.83 
3 mm  1.27  1.58  1.54  1.59  1.55 
%STDRC  92.40  23.44  36.35  25.04  39.71 
2 mm  0.91  1.02  1.12  0.92  0.92 
%STDRC  106.21  27.29  36.75  27.21  47.41 
1 mm  0.12  0.11  0.11  0.10  0.09 















The DPRF was determined  for  the same set of pinhole diameter and Si detector pixels as  shown  in Table 14, 
where the Hot Rod switch point was used, since the DPRF does not include any noise realizations in order to be able to 
determine its own NSD versus NMSE curve. Although the optimal switch‐point varies between different object types, the 
Hot  Rod  points were  chosen  in  this  case  and  a  discussion  and  alternative method  for  choosing  the  switch‐point  is 
addressed in section V.5.2. 
The DPRF gives insight into the multiplexing artifacts of a particular system configuration, which is dependent on 




























results  in Figure 62 with  (b) and  (c) showing a zoomed axis with DPRF results of the 256 × 256 and 512 × 512 Si pixel 
cases, respectively.  





















Pin 1.0 mm Si 256
Pin 1.0 mm Si 512
Pin 0.3 mm Si 512

































































is very  close between  the 1 mm pinhole 256 × 256 Si pixel  case and  the 1 mm pinhole 512 × 512 Si pixel, with  the 
Altered‐NEMA having slightly better  results with  the  former and  the Hot Rod  the  latter. The DPRF clearly shows  that 












Twenty noise  realizations were  reconstructed  for each phantom  and one noise‐free  instance with each of  the  three 
pinhole  collimators, p4LM, p4HM, p7, as  shown  in Figure 49. The  same  combinations were  reconstructed  for  the Ge 
Only OSEM (4 subsets) case as well. Following the same methods as in section V.3 and V.4, the switch‐point for the two‐
phase  reconstruction  was  determined,  with  the  iteration  and  update  number  for  each  of  the  pinhole  and  object 
combinations shown in Table 19.  
Table 19: Two‐phase reconstruction switch‐point for each object and pinhole combination 
  Cold Rod  Cool Sphere  Hot Rod  Altered‐NEMA 
  Iteration  Update  Iteration Update Iteration Update Iteration  Update
p4 LM  3  12  3  12  6  24  3  12 
p4 HM  4  16  3  12  7  28  3  12 
p7  8  32  7  28  11  44  6  24 
 
The NSD versus NMSE curves for each object are shown in Figure 64. It can be seen, even in the low multiplexing 
p4LM case, that the addition of the Si projections  into the reconstructions results  in more accurate,  less noisy  images 














































































  Update  Iteration  Update  Iteration 
Cold Rod         
p4LM  16  4  16  4 
p4HM  24  6  20  5 
p7  44  11  40  10 
Cold Sphere         
p4LM  16  4  16  4 
p4HM  16  4  20  5 
p7  40  10  36  9 
Hot Rod         
p4LM  40  10  24  6 
p4HM  44  11  28  7 
p7  64  16  48  12 
Altered‐NEMA         
p4LM  16  4  16  4 
p4HM  20  5  20  5 
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  (d)  (e)  (f) 
 


















30%, which  shows  that both  reconstructions perform equally  in  the p4LM case, while  the Si + Ge over‐estimates  the 
activity compared to Ge Only in the p4HM case, but performs significantly better in the p7 case. 
  (a)  (b)  (c) 
 






Ge  Si + Ge  Ge  Si + Ge  Ge  Si + Ge 
53.41%  55.13%  35.95%  50.31%  104.50%  42.01% 
 
The Hot Rod phantom  reconstructions have  little  to no multiplexing  artifacts even  in  the highly‐multiplexing 















    p4 LM  p4HM  p7 
    Ge Only  Si + Ge  Ge Only  Si + Ge  Ge Only  Si + Ge 
Uniformity  %STDunif  7.58  5.02  9.28  6.00  13.97  7.57 
SOR  SOR  0.12  0.13  0.12  0.12  0.12  0.09 
  %STDSOR  31.08  30.67  42.99  38.09  31.00  40.02 
RC  5 mm  1.21  1.22  1.23  1.29  1.15  1.23 
  %STDRC  36.29  17.57  38.18  36.55  89.21  36.70 
  4 mm  1.25  1.34  1.26  1.33  1.19  1.38 
  %STDRC  37.80  17.45  37.96  36.56  89.55  36.47 
  3 mm  1.42  1.50  1.33  1.49  1.27  1.54 
  %STDRC  36.66  17.81  38.28  37.60  92.40  36.35 
  2 mm  1.08  1.18  0.79  1.14  0.91  1.12 
  %STDRC  41.32  18.62  48.95  36.84  106.21  36.75 
  1 mm  0.08  0.18  0.08  0.19  0.12  0.11 
  %STDRC  55.90  37.08  60.90  42.38  110.75  80.41 
 
As Mok et al. concluded, multiplexing artifacts are highly dependent on  the activity distribution of  the object 
(Mok, Tsui et al. 2011). This study  investigated a variety of object distributions,  including those that Mok et al used,  in 
addition  to  adding  the  Altered‐NEMA  phantom.  These  activity  distributions,  which  include  cold  backgrounds,  hot 
backgrounds,  high‐contrast  distributions,  and  a  mix  of  each  in  the  Altered‐NEMA,  cover  the  broad  spectrum  of 
















highly  dependent  on  the  object  type  (demonstrated  by  the  varying  switch‐points  in  Table  19),  a  slightly  different 
approach was necessary. If the objects are grouped into two types: (1) high contrast consisting of the Hot Rod phantom, 
and  (2)  standard contrast consisting of  the Cold Rod, Cool Sphere, and Altered‐NEMA,  then estimates of  the optimal 
reconstruction  switch‐point  can  be  determined  by  averaging  the  switch‐points determined  in  Table  19.  In  this  case, 
Table 23  shows  the determined  switch‐points of  the  standard  contrast  and high  contrast objects.  The DPRFs  in  this 
section were determined for both the standard contrast and high contrast object switch‐points. The same method was 




  Iteration  Update  Iteration  Update 
p4LM  3  12  6  24 
p4HM  4  16  7  28 




  Iteration  Update  Iteration  Update 
p4LM  4  16  10  40 
p4HM  5  20  11  44 
p7  10  40  16  64 
 
Although  the DPRF was determined  from both  the  standard  contrast and high  contrast object, only  the high 









Only and  Si + Ge  reconstruction  show  little difference.  In both  the p4HM and p7  case,  the  line profiles  through  the 
multiplexing artifacts show a decrease  in the artifact peak’s normalized  intensity  in the Si + Ge case relative to the Ge 
Only  reconstruction.  These  decreases  demonstrate  the  advantage  of  the  addition  of  the  Si  projections  to  highly 
multiplexed Ge projections. 






















































  (a)  (b)  (c) 
         
Figure 69: The p7 DPRF results are shown , with (a) and (b) showing the high contrast update version of the Ge Only and 
Si + Ge  reconstructions,  respectively and  (c)  show  the  resulting  line profiles of  ‐68°  through  the  center of  the  image 
slices.  
V.6 Discussion 
The goal of  this aim was  to determine via simulation  the  feasibility of using  low‐multiplexed Si projections  in 
combination with  highly‐multiplexed  Ge  projections  in  order  to  reduce  artifacts  in  reconstructed  images.  A  system 
configuration was chosen such that the magnifications allowed for different amounts of multiplexing to be investigated. 
From the  first set of simulations, we determined a reconstruction algorithm that combined Si and Ge projections  in a 
way  that  allowed  for  better  reconstructed  image  quality. We  determined  the  configuration  of  the  Si  detector  and 
pinhole that balanced the noise to resolution tradeoff while keeping the reconstruction’s ability to reduce multiplexing 
artifacts  in  the  second  set  of  simulations.  The  final  simulations  investigated  a  variety  of  object  types  and  pinhole 
configurations to determine whether the addition of Si projections reduces multiplexing artifacts.  
Of  the  objects  simulated,  the  Cool  Sphere  and  Cold  Rod  objects  had  the most  visible multiplexing  artifacts, 
especially  in  the highly multiplexing  seven‐pinhole  collimator  case. Both of  these artifacts were  reduced,  interpreted 
visually and through the NSD versus NMSE curves, in the Si + Ge case compared to Ge Only. The DPRF allows for simple 
visual  interpretation of multiplexing artifacts  for a given  system  configuration, and also  showed a decrease  in  image 
artifacts when the Si + Ge case was compared to Ge Only. These results show that a combined Si‐HPGe system has the 
potential to improve image quality over a highly multiplexing Ge system alone. 

























was  determined  by  having  prior  knowledge  of  the  object’s  activity  distribution, which  is  not  available  in  real‐world 
applications. As presented  in the section V.5.2, the results of these simulations can be used to estimate more general 
reconstruction protocols that can have pre‐defined switch‐points and stopping iterations based on general knowledge of 
the  subject  being  imaged.  This  generalization  could  include  options  as  described  above  –  general  contrast  or  high 
contrast  –  or  could  be  set  depending  on  desired  noise‐resolution  tradeoffs.  To  better  understand  the  influence  of 
choosing a  less than  ideal stopping point, we can compare, by visual  inspection, how  image quality changes before or 
after  the  chosen  stopping  point  in  the  simulation  results.  Figure  70  shows  the  image  quality  of  both  the  Ge  only 
reconstructions and the two‐phase Si and Ge reconstructions before, at, and after the determined ideal stopping point 
in the cool sphere phantom with the seven pinhole collimator. This figure shows that  in the Ge Only case, varying the 
stopping point  leads  to  a  tradeoff between  the  severity of  the multiplexing  artifact  and  the  amount of noise  in  the 
image. In the Si + Ge case, the response  is similar, where the first phase Si Only  input has a slight multiplexing artifact 
(the cool‐regions above and below  the cool  sphere),  that are eliminated by  the chosen  stopping point  in  the  second 
phase  (Figure 70  (f)). Further  iterations beyond  this point  increase  in noise, and do not  show a  re‐emergence of  the 
multiplexing  artifacts. This  indicates  that  as  long  as  several  iterations of  the  second phase of  the  reconstruction  are 
implemented,  the  choice of  the  stopping point becomes one of a noise  limitation, which  is  the  same  challenge as a 
traditional single‐detector reconstruction, as discussed in section II.2.3.2. 
Given  the  improvements  seen  in  image quality  in  this  study,  the next phase of  this project will be  to build a 











  (a)  (b)  (c)  (d) 
       
  (e)  (f)  (g)  (h) 
 




The  practical  benefit  to moving  from  a  single‐pinhole  collimator  to  a multi‐pinhole  collimator  allows  for  an 
increase  in  sensitivity.  Adding  a  Si  detector  that  counts  the  low‐energy  photons  will  also  increase  the  system’s 










An HPGe  detector was  characterized  to  determine  its  potential  for  use  in  small‐animal  imaging.  The  energy 
resolution was determined  to be 0.92% at 140 keV, and  the  improvement over  the  industry  standard NaI(Tl) gamma 
camera was clearly shown  in a multi‐isotope flood scan. The spatial resolution was estimated to be < 1.5 mm, and the 
system has an  intrinsic efficiency of 55.4% at 122 keV.   The HPGe system also provides an estimation of the depth of 
interaction  in 1 mm bins. The demonstrated proof‐of‐concept  image  reconstructions  in  section  IV.5  show  reasonable 
system spatial resolution, between 1.7 and 1.35 mm, while the uniformity needs to be  improved upon. The  following 
discussion  focuses on  several key  components of  the HPGe  system which  could  likely be modified  to  improve SPECT 
image quality. 
Currently  the  intrinsic  spatial  resolution of  the  system  is  limited by  the  accuracy of  the  sub‐strip positioning 
algorithm.  Future work will investigate methods to improve this accuracy. One way to try to improve upon this method 
will be  to  look at  the response of a small point source as  it  is moved across a strip, as opposed  to  the current  flood‐
acquisition method. This method may allow for better estimation of event positions as the  interaction site approaches 
the pixel gaps. Another method  for  improving  the sub‐strip position estimation would  involve modeling  the position‐
dependent response of different  interaction  types within the detector bulk  in order  to create a  library of  interactions 
and  the modeled  output  signal.  This  could  be  used  in  conjunction with maximum‐likelihood  estimation  to  estimate 
interaction position. Further work could also include pulse‐shape analysis as opposed to only using the signal seen at the 
peak rise time (fast energy) and summed signal output (slow energy) currently used. 
One  area  of  investigation  that  could  lead  to  improvement  in  image  quality  is  incorporation  of  depth  of 
interaction information. In the reconstructions presented in section IV.5 all projections were summed into a single depth 
before being reconstructed, as the analytical system matrix used does not include depth. As discussed in section II.5.2, 






derivation  of  the  system  matrix  can  be  altered  to  include  additional  depth  estimations,  but  would  require  some 
additional  calibrations  in  order  to  ensure  that  the  focal  length  determined  from  the  system  characterization  is  the 
distance from the pinhole origin to the surface of the detector, and not to the average interaction depth as is currently 
determined.  One  confounding  factor  to  using  the  DOI  information  is  that  using  individual  depth  positions  would 
significantly increase the noise in the reconstruction, as the number of counts in one projection pixel would be divided 
over  the 10 depth bins. We plan  to  investigate  this  tradeoff by  reconstructing a hot  rod phantom acquisition with 1 
depth bin, 2 depth bins, 5 depth bins, and 10 depth bins in order to determine the amount of resolution improvement 
when different depth bins are utilized. Another potential downside to  the  inclusion of DOI  information  is that system 
matrix size will increase by a factor of the number of depths, leading to slower reconstruction times.  
As discussed  in detail  in  section  IV.6,  there  is  still a  significant amount of  investigation  required  into how  to 
correct for the image artifacts due to event losses from interactions in the gap region between strips. The same methods 
to  improve  sub‐strip position estimation could also be applied  to  improve gap‐event estimation, especially  the  signal 
modeling  and  the  single‐pixel  illumination  via  a  point  source.  Both  of  these methods would  help  to  gain  additional 
understanding of  the physics of  interactions  in  the gaps, which would help  to  recover  these events.  Interactions  that 
occur both directly below and adjacent to gap regions can cause charge to be collected on two strips (charge‐sharing). 
To accurately model the position of these charge‐sharing events, knowledge of how far away from gaps charge‐sharing 
events  can occur  is  required, and  could possibly be determined by  the  single‐pixel  illumination method. Altering  the 






















case of no scatter or attenuation corrections,  images  from NaI(Tl) detectors will  include both scatter and attenuation 
while  images  from  HPGe  detectors will  likely  only  include  very  small  amounts  of  scatter  but  the  same  amount  of 
attenuation. When these effects are combined, images based on NaI(Tl) detector projections will have estimated activity 
concentrations  closer  to  the  actual  activity  concentration  than  those  based  on  HPGe  projections.  For  accurate 
quantification to be possible with HPGe systems, both of these correction types must be investigated. 
Finally,  the next stage of  this project will  involve  the Ge detector being reconfigured  into a stacked geometry 
with the Si, as discussed  in detail  in Chapter V. This stacked system will allow for multi‐pinhole collimators with highly 
multiplexing Ge projections  to be used with  little multiplexing on Si projections  that will  improve  image quality over 
reconstructions with  only  the  highly multiplexed Ge  projections  alone.  These  simulation  results will  be  validated  by 
phantom  studies  in  an  actual  system  as  the  future work  of  other  students  in  the  lab. One  potential  benefit  to  the 
stacked‐system design  is  that  this configuration may also help  to  reduce  the gap artifacts seen  in section  IV.5. The Si 
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