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ABSTRACT 
The main area of study of this thesis was to research the effect of the bathymetry 
( the topography of the ocean floor) on the turbulent nature of a tidal energy site 
by way of high-resolution computational fluid dynamics simulations. Wall Modelled 
Large Eddy Simulations, for both flood and ebb tides, were carried out of a sampled 
area of the Fall of Warness, Scotland, which is the European Marine Energy Centre 
tidal energy site. Results from the simulations were validated with velocity and 
turbulence data from site measurements at the European Marine Energy Centre 
site. Both the simulation and the test data correspond to flows at 2.1 m/s turbine 
hub height reference velocity for ebb and flood tides. 
Results show the influence of the sea bottom as a modifier of flow velocities 
and a driver of turbulence production at local areas important for the purposes of 
tidal converter performance and loading. High order turbulence parameters such 
as: Reynolds stresses, length scales, frequency spectra and turbulence intensities 
are analysed at different depths and locations in the domain, to better understand 
their local dependence on the changing bathymetry. 
Turbulence data presents highly energetic coherent structures of a sufficiently 
large spatial and temporal size, connected to bathymetry variation. Both flood and 
ebb tidal simulations show that site bathymetry not only influences the mean flow, 
but also turbulent structure, energy efficiency of turbulent kinetic energy extracted 
11 
from wall shear stress and three-dimensional distribution of Reynolds Stresses. Tur-
bulence was found to be more isotropic for larger portions of the water column 
than found in previous simulations of roughened surface flows, with an especially 
chaotic flow area covering the bottom fifth of the water column filled with energy 
rich turbulent events. 
Quadrant analysis for multiple depth probe locations is used to give a three-
dimensional statistical understanding of bursting events, as modified by the seabed. 
The results show highly energetic coherent structures of a sufficiently large spatial 
and temporal size, connected to bathymetry variation. Ebb and flood turbulent 
features were compared in an effort to further understand the role bathymetry plays 
on tidal asymmetry. The temporal, spatial and energetic character of coherent 
turbulent structures were analyzed, within a context of the direction of the flow and 
its link to the seabed as a driving force for turbulence generation. Ebb tide was 
found to have a stronger turbulent intensity and production than flood tide for the 
same reference mean flow velocities. 
The thesis adds to the knowledge of tidal energy site flow characterization and 
the turbulence of offshore environments by showing the strong imprint of bathymetry 
on tidal flows. The numerical methodology employed shows a guideline for studying 
the local and unique seabed bathymetry interactions with the tides. The use of 
high-resolution large eddy simulations is shown to be a tool capable of reproducing 
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1.1 Tidal Energy 
The growth and development of sustainable energy technology is one of the greatest 
challenges in our current society. Energy transition from carbon rich fossil fuels to 
renewable sources is an ongoing endeavour. The European Union has set energy 
targets to cut 40% of greenhouse emissions, improve energy efficiency by 32.5% and 
source at least 32% of its energy from renewable sources by 2030 (Union, 2014). 
The achievement of this endeavour hangs on using a variety of methods, tools and 
technologies to use local resources for a diversified energy portfolio. 
Several hurdles remain in the development of renewable energy, and it would be 
remiss to not mention that immense societal, technological and economic challenges 
that are yet to be fully solved. However, advancements in the fields of solar and wind 
energy have shown how quickly technological development, not only in a technical 
sense, but also as economically attractive alternatives to fossil fuels can be achieved. 
The unpredictability and intermittency of many renewable energy sources, such as 
the previously mentioned solar and wind, limit their applicability for immediate 
energy use and transmission over large distances. 
Marine renewable energy seeks to bring an additional source to the energy port-
1 
Figure 1.1: Alstom Tidal Turbine, installed at the European Marine Energy Centre. 
folio to aid the energy transition. The ocean and other large bodies of water hold a 
large unused potential for energy extraction that development has rapidly increased 
to harness this untapped source. Many different technologies and methods are cov-
ered by the marine renewable umbrella (wave, river kinetic energy, tidal etc.). All 
of them carry an advantage of relative predictability that make them attractive 
alternatives for mass use and commercialization. 
Tidal energy is a growing field that seeks to harness the energy resource of the 
ocean, specifically that of tidal flows. Tidal flows are driven by gravitational force 
interactions between celestial bodies (Sun, moon and earth). The orbital move-
ments result in many tidal constituents, however the largest contributors are the 
principal lunar semi-diurnal (M2) and principal solar semi-diurnal (S2). Both have 
approximately the same time period TM2 = 12.42 hrs, T82 = 12 hrs, yet sufficiently 
different to have a synchronised period ( spring tide) and an anti phase period ( neap 
tide). Although tidal energy is currently in an earlier stage of development, it of-
fers a level of predictability that make it a perfect support for intermittent energy 
sources. Resource estimates by Davies (2017) put global energy resource at 2950 
TWh/year, while Neill et al. (2018) calculated a larger theoretical resource values of 
5792 TWh/year. The United Kingdom as well as many coastal areas around Europe 
are fortunate enough to have several rich energy sites ripe for development. The 
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extractable resource for the UK alone is estimated by Neill et al. (2018) to be 366 
TWh/year, although this number is still subject to other practical considerations 
that would limit the resource further. 
Several measurement campaigns have been carried out to understand and de-
scribe the tidal resource at potential energy sites. Tidal Energy sites measurements 
by McCaffrey et al. (2015), Milne et al. (2017), McMillan et al. (2016), Thomson 
et al. (2012), Sellar et al. (2018), Gunawan et al. (2014), and others have helped 
in understanding realistic turbulent flows within ocean energy engineering objec-
tives and sites. All of these careful measurement campaigns have helped developers 
record turbulence statistics and velocity fields that help with the design of tidal 
energy converters. 
Thomson et al. (2012) measured turbulence at two tidal energy sites in Puget 
sound, using Acoustic Doppler Current Profilers (ADCP) for the precise purpose of 
tidal energy resource assessment and performance. Turbulence levels were seen to 
fluctuate throughout the water column for both sites. Averaged turbulence inten-
sity levels at hub height were measured at 10%, while higher values (up to 20%) of 
turbulence intensity appeared near the seabed. 
Thomson's research stressed the importance of turbulence being taken into account 
as a fatigue factor for impacting stresses on tidal turbines. Larger scale anisotropic 
eddies occur and interact at the same frequency as turbine rotor diameter frequen-
cies,while isotropic small scale dissipative turbulence would interact with blade chord 
length frequencies. McCaffrey et al. (2015), using data taken at the Puget Sound 
site in the US, found a large amount of anisotropical turbulent events and mentions 
the role of topography shedding in changing turbulence to a two-dimensional state 
as shallow depth does not allow for isotropy to develop. 
Milne et al. (2013) showed similar results for the Sound of Islay by connecting 
spectral anisotropy results with bursting event processes close to the seabed. From 
past site measurements, and the fundamental research of roughness effects, it was 
surmised that turbulence characteristics and structures were related to the inherent 
variability of the seabed depth, as seen in Lu et al. (2002), and its localized peaks and 
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troughs interaction with both flood and ebb flows. McMillan et al. (2016) studied 
turbulence data at the mouth of the Bay of Fundy. Although a shallower site (10 -
30m) in comparison to the 40m depth of the Fall of Warness, it was characterized 
by several strong bathymetric features of interest (i.e prominent sudden ridges) for 
turbulent production. These bathymetrical features generated significant large scale 
turbulence near the seabed and up to a third of the water column. Interaction of 
the flow with the aforementioned prominent ridges within the channel lead to a 
tidal asymmetry for turbulent parameters. The study reported a strong asymmetry 
regarding the thickness of the bottom boundary layer between tides as reported 
equally by Hay et al. (2013) at the Bay of Funday site. Ebb tide velocity depth 
profiles did not fit the log-layer, as seen similarly to results at the Fall of Warness in 
Scotland. Strong turbulent anisotropy was seen for all of the previously mentioned 
sites. Dominance of the streamwise component at larger length scales was found by 
Milne at the Sound of Islay. Similar results from other site surveys show the critical 
need to take into account the anisotropical nature for each length scale when creating 
realistic inflows in modelling efforts. Several measurement campaigns and numerical 
modelling work ( e.g, ReDapt, FlowTurb etc seen in Venugopal and Nemalidinne 
(2014); Sellar et al. (2018); Osalusi et al. (2009a) have been undertaken in the past 
to measure and understand tidal flow environment characterization of the Fall of 
Warness. Most of the measurements are point location based and do not provide 
a complete spatial and temporal structure of turbulence characteristics under tidal 
currents. A well designed numerical model would be preferred in such circumstances. 
Such a model would provide both spatial and temporal scale information, so long as 
it is designed to capture sufficiently representative lengths as well as small enough 
resolution for each turbulent movement. 
1.2 European Marine Energy Centre Test Site 
The Fall of Warness in Orkney is currently one of the most important tidal energy 
sites, not only in the UK but also worldwide. The high energy resource of the site, 
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Figure 1.2: Location of the European 
Marine Energy Centre in Orkney, Scot-
land. 
Figure 1.3: Aerial view of the Fall of 
Warness. Island of Eday and Muckle 
Green Holm are visible to the sides of 
the strait. 
extensive device testing experience and site characterization make it a rich source of 
information for tidal energy site analysis. This work has been done in cooperation 
with many research institutes and the European Marine Energy Centre. 
The Fall of Warness is located in the Orkney islands in northern Scotland (59 
08.14N, 2'48.39E). It is bound by the island of Eday on the northeast and the isle 
of Muckle Green Holm. The rapid flows of the channel reach up to 4.0 m/ s during 
spring flows. The speed of the flows create a strong turbulent flow in the order of a 
Reynolds number (Re= 107 - 108 ) based on a half channel depth length scale. 
The ReDAPT project provides us with an incredible wealth of information about 
the Fall of Warness that proves to be an invaluable resource to validate, compare and 
learn for future tidal projects. Its success can be attributed to the collaboration of 
many stakeholders, amongst them, the University of Edinburgh, Alstom Ocean En-
ergy, EMEC as well as many others. The long three year project took measurements 
of the Fall of Warness flow environment with a series of deployments. A number of 
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deployments included measurement of flows that featured an experimental installed 
turbine to learn the impact of turbines on the ambient flow. The main objective 
of the project was to better understand the hydrodynamic loads that come from 
the physical resource phenomena and a characterization of the spatial and temporal 
scales that interact with the actual turbine. 
ReDAPT took metrics of the site that will be discussed as part of the under-
standing of tidal energy and an introduction to the main parameters needed to 
comprehend the context of the tidal energy site flow at the Fall of Warness. The 
immensity of the data acquired during the project is so vast as to overlap the scope 
of the thesis. Only the most pertinent of characteristics of the flow will be dis-
cussed. The main characteristics relate to the current mean velocities during ebb 
and flood, turbulence parameters along the water column and the strength and in-
fluence of waves. Data was reported in the technical report packages available at 
the ReDAPT website (redapt.eng.ed.ac.uk) and presented in Sellar et al. (2018) and 
Sellar and Sutherland (2016) amongst others. 
Velocity depth profiles were found to follow a power law when isolated from 
wind and wave driven surfaces. This follows similar behaviour to theoretical channel 
flow and zero pressure gradient boundary layer flows, expanded on in the following 
chapters especially in relation to validation of the present work. Significant wave 
heights ranged from 0-4 m and composed mainly by Northwesterly swells, with wave 
periods of 10-20 s, and Southerly wind waves of periods within 5-10s (Osalusi, 2010) 
Tidal energy resource extraction requires an improved understanding of the hy-
drodynamic forces that affect the design, performance and lifetime of tidal energy 
devices. The currents and waves that drive the sea flow carry an inherent uncer-
tainty due to sea turbulence. The particular characteristics that define turbulence 
are unique for each tidal energy site. However, we can compare measurements at 
the Fall of Warness with previously mentioned tidal energy sites for a better con-
textualization of flow conditions and their driving forces. 
The magnitudes and scales of turbulent motion at tidal energy sites have been 
shown to be of further interest to the understanding of device performance in the 
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sea. Turbulence at the Fall of Warness was recorded and analysed by Osalusi et al. 
(2009a,b); Sellar et al. (2018) amongst others. Osalusi et al. (2009a) studied turbu-
lence for the entire water column while paying close attention close to the seabed. 
Data was obtained from an ADCP at 1.63 m from the seabed for a day long period 
and for peak speeds of 1 m/ s. Turbulent energy production P was found to outstrip 
dissipation E particularly during flood tides. All studies were found to have local 
maxima near the seabed for all turbulent parameters. 
The Fall of Warness is characterized by a noticeable tidal asymmetry between the 
ebb and flood tides. Site measurements taken and processed by Sellar et al. (2018) 
shows no wave flood tide velocities depth profiles following a power-law equation 
behaviour. Ebb tide, in contrast to Flood tide, deviates strongly from the power law 
in the upper mid water column. Current velocities slow down after the mid column 
with an even stronger retardation as the flow velocity increases. The asymmetry is 
also apparent in higher current velocities for ebb flow (3. 7 m/ s ) versus (3.3 m/ s) 
during flood tide. Turbulence intensity levels showed similar discrepancies between 
their respective tides. While flood tides followed an almost linear decrease as the 
water column neared the sea surface, ebb tide held an increasingly large bump at 
the 10 m from the seabed mark as the current sped increased as well. 
Regional coastal modelling by Neill et al. (2017) of the Fall of Warness, utilizing 
the ROMS (Regional Ocean Modeling System) hydrostatic code, studies the nature 
of this tidal asymmetry for tidal currents, turbulent dissipation and power output. 
Neill et al. (2014) mentions how tidal asymmetry can be a product of diverse factors 
interacting for each site, creating advective inertial and turbulent diffusive forces. 
Meteorological effects, topographic features and tidal component combinations can 
change the intensity of the asymmetry impacting resource magnitude and extraction. 
While the model ascribes the asymmetry to tidal phase relationships the authors do 
find turbulent value asymmetry strongest near the seabed. The contribution of the 
seabed and other topographical features is open to further study as a source of high 
turbulence during the different tidal currents. 
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1.3 Thesis Objectives & Structure 
The aim of this thesis is to produce a faithful and representative model of EMEC 
tidal energy site at The Fall of Warness, Orkney with the special emphasis placed 
on understanding the role bathymetry plays on the turbulent hydrodynamics of the 
flow using high resolution computational fluid dynamics ( CFD) numerical modelling 
codes. 
CFD codes are selected as the desired method of research due to the high cost 
of site measurement data and the wealth of existing information that could support 
the creation of a high-fidelity numerical tool. Existing and past projects at the 
University of Edinburgh in collaboration with other research institutes, concerning 
the Fall of Warness EMEC site, allow for models to be tuned and developed with 
realistic inflows and validation data. 
Work focused on this aim was structured in such a manner that the resulting 
model was capable of reproducing the turbulent phenomena close to the seabed as 
a way of capturing, as accurately as possible, the flow field in all three dimensions. 
The research shown in this thesis presents the decomposition of the research plan 
as each subsequent chapter builds on the past to improve the design and analysis of 
the work with improved tools and techniques. A summary of the research objectives 
can be presented in the following questions: 
1. Is it possible and how does one develop affordable and available numerical 
models capable of capturing the unique turbulent character of a tidal energy 
site? 
2. What is the effect of seabed irregularities on turbulence statistics and can it 
explain the discrepancies between site measurements and ideal flows? 
3. What are the turbulent structures present in tidal channel flow and how do 
they contribute to the kinetic energy budget of the flow? 
4. What role do the ebb and flood tides, and thus direction of the flow, play on 
the turbulent nature of the flow? 
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Each chapter of this thesis follows its own purpose in service of answering these 
research questions while bringing them together as a coherent body of research. 
The present first chapter aims at understanding the thought process that went 
into designing the scope and novelty of the presented research by means of intro-
ducing the topic at hand. It is fundamental for the reader to be acquainted with 
tidal energy, some of the important development sites and specifically the EMEC 
site which will be the focus of the thesis. 
Chapter 2 offers a short guide on the theory behind turbulent concepts. Theory 
ranges from introductory remarks to a presentation of the most well-known and 
used CFD models This includes commentary on their advantages and disadvantages 
regarding the aim of the research. 
Chapter 3 presents a literature review of previous tidal energy modelling at-
tempts and the current state of knowledge of turbulent flows and the coherent 
structures produced in them. Building upon the concepts in the previous chap-
ter the reader will be shown a summary of the most relevant modelling attempts 
and fundamental research in turbulence. 
Chapter 4 shows a detailed overview of the CFD numerical simulations used 
to model the EMEC tidal energy site. Descriptions will be offered of the meshing 
strategy, boundary conditions, numerical methods, domain selection and quality 
checks ensuring a level of trust as part of the verification process. 
Chapter 5 shows results from a high-resolution large eddy simulation of a 2.1 
m/ s flood and ebb tide. Simulation was created using the real scale bathymetry 
of the EMEC site. Results describes the different turbulent statistics along the 
three-dimensional domain. Validation is shown with site measurements. 
Chapter 6 provides an analysis on the turbulent structure and coherent structures 
seen during the 2.1 m/ s flood tide described in Chapter 4. Analysis focuses the 
bathymetry effect on turbulent discrete events and their relationship to Reynolds 
stresses structure as they originate from the changing seabed bottom for a device 
scale domain. 
Chapter 7 continues the analysis of chapter five for the corresponding ebb tide. 
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Results will show the comparative difference between ebb and flood tides, character-
ize the turbulent ebb flow and the coherent structures seen as a result of the resolved 
modelling of the EMEC site. 
Chapter 8 presents the conclusion of the previous chapters description of method-
ology, results and finally a summary of the key findings of the work as a whole. 
Synthesis of the conclusions will be shown as a recommendation for future work. 
Appendix A provides supplementary information supporting the validation of 
the numerical simulations that is referred to in the respective chapters. 
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CHAPTER 2 
TURBULENCE MODELLING THEORY 
2.1 Introduction 
This chapter will introduce some of the fundamental turbulent concepts and termi-
nology that will be essential to the understanding of the analysis brought upon in 
latter chapters. Among the topics touched on, are the numerical modelling tools 
used in CFD for turbulence. Comprehension of the limits and assumptions of tur-
bulent models is key when analysing the turbulence of tidal energy sites. Research 
on turbulence has been a long ongoing endeavour, the discussion and presentation 
of the existing body of work for turbulent flows would cover multiple books and 
endless research papers. The aim of this chapter is not to present a complete review 
of the subject but to present the reader with sufficient understanding of the topic 
to comprehend the analysis of turbulent flow at the Fall of Warness and the context 
of its modelling. 
Discussion on turbulent flows will begin from the very building blocks of fluid 
dynamics in the Navier-Stokes equations and the inherent uncertainty that comes 
from turbulent flows. Although turbulence is one of the most challenging physical 
problems, still among one of the unsolved Millennium Prize problems, some sense 
has already been made of these seemingly random chaotic behaviours. Material pre-
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sented here is the result of reading and summarizing great fundamental turbulence 
books and notes by Pope (2004); Davidson (2012); McDonough (2017); Celik (1999); 
George (2010) and others which helped organize and elucidate such a gargantuan 
highly complex topic. 
2.2 Fundamental fluid dynamics concepts 
All fluid motions discussion must begin with the fundamental N avier-Stokes equa-
tions of mass and momentum conservation. Equations 2.1 and 2.2 show the mass and 
momentum conservation equations respectively for incompressible, constant prop-
erty flows. Here the velocity flow field is represented by ui with the subindex indi-
cating the dimension while the position is indicated by xi. 
(2.1) 
The incompressible N avier-Stokes equations are also composed of a momentum bal-
ance shown in a deglossed manner in equation 2.1 (McDonough, 2017) for an un-
steady three dimensional flow. Each component of the equation will be introduced 
due to its importance in later sections for modeling clarification and importance to 
turbulent phenomena. All equations will use the convention i, j, k for each direction 
(streamwise, spanwise and vertical respectively) and t for time. 
18ui lu-8u· 8p 82u· 
-- + __ i __ J +µ i (2.2) 
p at p axj axi 8xj8Xj ..._.,,.- "-_,.-' ...__..,,, '-..,,.-' 
Time Variation Convection Pressure gradient Diffusion 
The time variation and convection term establish the material derivative of the 
flow field showing how fluid moves due to temporal and velocity differentials. A 
pressure gradient 8p drives the fluid in each direction according to the net force on 
the control volume. Diffusion acts in direct opposition of the flow by viscous friction 
effects brought upon by the material property of viscosityµ that opposes the flow. 
Additional forcing terms may be added to the momentum conservation equation. 
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2.3 Fundamental Turbulence concepts 
Turbulent flows should first be described in terms of their Reynolds number (Re) 
(shown in equation 2.3). The Reynolds number is a non-dimensional measure of 
inertial forces over viscous forces. A flow will become turbulent when the inertia 






The velocity u and length scale L are characteristic lengths and speeds of the flow 
while the inertial laminar component is represented by the kinematic viscosity v = 
µ/ p. Characteristic length scales depend on the particular case analyzed, turbulent 
channels may use a full or half channel depth. As the flow enters a turbulent state, 
it becomes imperative to separate and measure the fluctuations within the unstable 
flow independent from the mean flow. The Reynolds decomposition divides the 
instantaneous velocity ui into a time or ensemble-averaged component ui and a 
fluctuating component u~ as seen in equation 2.4. 
(2.4) 
Turbulence flow fields, although irregular and seemingly random, can actually be de-
constructed from their fluctuating values into a series of spatial and temporal scales 
called eddies. Each eddy is of a subsequent smaller size feeding off of a larger scale 
until it reaches heat dissipation due to viscosity. The fluctuation velocity component 
from equation 2.4 contains the entire range of eddie scales. The decomposition of 
the fluctuation can be achieved by switching over to a Fourier space in equation 2.5. 
The Fourier series ( shown in equation 2.5 describes any signal g(x) as an infinite 
sum of periodic sinusoidal signals of wavenumber ( "'). 
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g(x) = 2ao + L)ancos(KnX) + bnsin(Knx)) 
n=l 
(2.5) 
where the a0 , an and bn are Fourier series coefficients, following Parseval's Theorem 
for a periodic function of lengths 2£, which in this case is the size of the complete 
turbulent signal. The wavenumber (Kn) corresponds to each singular eddy that 
makes up the entire turbulent motion. 
(2.6) 
(2.7) 
Eddies can be mapped onto a spatial wave number space ( K) versus their respective 
energy content E(K), for a full view of the behaviour of the turbulence spectrum. 
The spectrum is divided by Kolmogorov (2006) to describe the scales of turbulent 
eddies and their main characteristics within the overall flow field. 
I. Energy containing range: The energy containing region holds the largest eddies 
as well as the largest amount of TKE of the entire spectra. The size of the 
eddies in this region is, at a minimum, in the order of a characteristic length for 
the flow L. The integral length scale L can be the mid-height of the channel 
flow or the boundary layer thickness for boundary layer flow, however the 
precise calculation of the length scale may be calculated by several methods 
(autocorrelation, spatial two point correlation, spectral etc). The turbulent 
cascade process begins in the largest eddies passing energy onto the smaller 
scales on and on until dissipation scales. 
II. Inertial range : The wavenumber bandwidth is closely related to the Reynolds 
number, thus its existence is only seen at high enough Re. Length scales are 
also called Taylor microscales. The range is easily identified enough as in figure 
2.1 by a -5/3 slope when plotted for a energy spectra. It is at the beginning 
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of this region where turbulence loses any anisotropic character for its eddies. 
That is to say unequal turbulent behavior between velocity components is 
balanced out. 
III. Dissipation range: Here we find the smallest of all scales within the spectrum, 
also called Kolmogorov scales 7]. The cascading of energy from the energy 
containing region ends as energy is finally dissipated into heat. At this scale 
all turbulence is completely isotropic. 
The entire energy content of the turbulence spectra can be integrated in all three 
dimensions to obtain the turbulent kinetic energy k for all wave numbers, this can 
also be described as an infinite sum of the Fourier series squared seen in equation 
2.5. The TKE can alternatively be calculated as the energy within the fluctuation 
component of its velocity signal as seen in equation 2.8. 
(2.8) 
Here two alternative definitions of the turbulent kinetic energy content of the flow 
k are presented. Turbulent energy content of the signal is measured as the average 
of the self-multiplied fluctuations in each direction. It is important to note that 
due to the three-dimensionality of the flow fluctuations will have cross-component 
interactions. The Reynolds stress tensor Rij establishes a clear picture of both the 
self multiplied fluctuations and the cross-component interactions due to its nature 
as a symmetrical tensor. 
(2.9) 
Equation 2.9 describes the strict definition of the Reynolds stress. The equation 
allows for a complete mapping of the structure of the turbulent flow, showing not 
only the diagonal stresses but also the shear non-diagonal anisotropic values. 
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Turbulence intensity J is an alternative parameter to the Reynolds stresses, 
highly used within wind and tidal energy. It is used to describe the fluctuations 
as a percentage% deviating from the mean flow. It is worth mentioning, due to the 
high use within site measurements and in the literature, its high sensitivity to the 





The N avier-Stokes equations may be rearranged in a way that places the tur-
bulent kinetic energy as the main variable and shows its main mechanisms within 
fluid flows term by term. Equation 2.11 (adapted from George (2010)) shows the 
rearrangement and decomposition into four different terms. 
(2.11) 
1.- Material Derivative: Left hand side of the turbulent kinetic energy budget shows 
the complete change in time and space of the TKE through its different pro-
cesses, The two terms show the time dependency and convection respectively. 
2.- Transport: Transport is composed of a combination of events within the flow: 
pressure, turbulence and viscosity respectively in (2). The pressure term of 
the transport portion of the TKE equation can also be called the pressure 
diffusive term. 
3.- Production P: The negative sign of the production term shows how kinetic 
energy moves across the mean flow and the fluctuating flow, it is the only term 
in the TKE budget that allows this exchange between mean and fluctuating 
flows. The shear g:, component of the term is paramount for wall flows, as 
J 
the component will reach its maxmimum near the wall. 
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4.- Dissipation 1:: The dissipative term is the responsible for subtracting turbulent 
kinetic energy and transferring it into internal energy ( e.g. heat) through 
viscous effects at the smallest scales 'r/· Dissipation is directly proportional 
to the strain rate Sij = !;: !;: multiplied by the viscosity. Reynolds stresses, 
J J 
which work against the mean flow. will be the ones producing the exchange 
of energy. Dissipation scales scale with the dissipation rate by a relationship 
0f f/ = (VE3)1/4. 
2.4 Turbulence Modelling 
Numerical modelling of fluid flows has long had to deal with the great conundrum of 
having to discretize seemingly disorganized turbulent flows. Several mathematical 
models have come forward to attempt solve the N avier-Stokes equations, within the 
computational and time cost constraints of their time and specific objective. 
They are, in decreasing order of accuracy and resolution, DNS (Direct Numerical 
Simulation), LES (Large-eddy simulation), DES (Detached Eddy Simulation), VLES 
(Very large eddy simulation), URANS (Unsteady Reynolds averaged Navier-Stokes 
simulations) and RANS (Reynolds Averaged Navier-Stokes simulations). RANS 
models do not attempt to solve the NS equation unsteady fluctuations, but instead 
attempt a closure of the equations to obtain a mean level of TKE and length scale. 
Figure 2.2 shows the extent of the turbulence spectrum that is resolved by each 
further model until reaching the highest of models in DNS. DNS does not model 
any scale of the turbulence spectra, volume cells are of such a fine size that they are 
capable of resolving down to even the smallest Kolmogorov eddies. Simply put, DNS 
solves the NS equations with no need for a closure model. The computational cost 
of DNS is of such a high magnitude (measured in number of volume cells ~ Re914 
(Pope, 2004)), that it may not be used currently for complex geometries or high 
Reynolds numbers. For engineering purposes, however, not all turbulent scales need 
be resolved, allowing for a certain level of simplification and economy that is taken 
advantage of in other turbulence models. LES models are built on this principle 
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Figure 2.1: Turbulence Spectra 
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of selectively filtering eddies. The model chooses the scales that are resolved, and 
the scales that are modeled according to the needs of the particular case studied. 
Figure 2.3 is considered a good visual comparison of the capabilities each model 
has in terms of eddy size resolution for a turbulent jet. DNS captures even the 
smallest of the eddies from the turbulent jet, LES loses some of the finer details 
while preserving the highest energy content and shape of the larger eddies, while 
RANS can only average out the eddies losing almost all temporal fluctuations in a 
smoothed out jet. It is necessary to understand the inner workings of each model to 
surmise their capabilities and finally choose one for one of the main aims of study. 
2.4.1 Reynolds Averaged Turbulence Models 
RANS models are based on the initial N avier-Stokes equations, however modified 
by the Reynolds decomposition from equation 2.4. The Reynolds averaged form 
takes all instantaneous velocities ui and expands out for the fluctuation component 
u~ and the ui mean component. After some rearranging the Reynolds averaged 




Equation 2.13 has eliminated the time derivative assuming it is a steady flow but 
has come up with the aforementioned Reynolds stress term. This presents a large 
problem for the solution of the RANS equations since we are left with a larger number 
of unknown variables (ten) than we have equations (four). This famous closure 
problem concerning the Reynolds stresses is tackled by the Boussinesq hypothesis 
(Schmitt, 2007) in equation 2.14, which introduces a new concept to model the 
Reynolds stress tensor. 
(2.14) 
The introduction of the eddy or turbulent viscosity vr models the Reynolds stress 
by multiplying it with a term proportional to the mean strain Sij. The right hand 
side of equation 2.14 is the result of the difference of the Reynolds stresses from the 
overall kinetic energy. However the modelling of Reynolds stresses by an averaged 
stress tensor does eliminate all fluctuations from the chaotic flow, even if keeping 
the kinetic energy term. 
The main "workhorses", long used as standards within RANS modelling are the 
so called two-equation models. The k-E and k-w models operate on equations that 
model the transport of the turbulent kinetic energy k and an additional term for 
either turbulent dissipation E or the closely related specific-dissipation rate w = Ejk. 
2.4.1.1 k-E two-equation model 
Equations 2.16 and 2.17 are the transport equations for the turbulent kinetic energy 
k and the turbulent kinetic dissipation E respectively. Whereas Equation 2.15 creates 
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Production terms Pk, & PE are model specific terms composed of buoyancy, shear 
and turbulent non-linear production terms. Time scales Te and T0 represent the 
time the kinetic energy takes to dissipate through a relationship k/ E.lnitial ambient 
dissipation Eo and kinetic energy k0 = E0T0 conditions play a strong role in countering 
turbulent decay. While O"k,e and Cei,e2 are model coefficients equal to: 1, 1.3, 1.44 
and 1.92 respectively for the standard k-E by Launder and Spalding (1974) and as 
presented by the user guide of Star-CCM+ Siemens (2018). 
2.4.1.2 k-w two-equation model 
The k - w model was devised by Wilcox (2006) as an improvement over the k - E 
treatment of strong shear flow near the wall. Since the objective of this chapter is 
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to provide insight on the existing turbulence models, only the Standard k - w model 
formulated by Wilcox (2006) equations will be shown as used by Siemens (2018), 
although there are many variants that have been developed over the years improving 
upon the classic formulation. Once again the formulation begins with a modelling 
of the turbulent viscosity, this time utilizing the TKE and the specific dissipation 
rate w. w shows the rate at which the exiting turbulent kinetic energy is dissipated 
into thermal energy in terms of time (1/s) with a relationship Ejk. Both values are 
then transported in equations 2.19 and 2.20. 
(2.18) 
where Tis the turbulent time scale computed by T = a/w, in which a is a model 
coefficient equal to 1 in the Standard model. 
(2.19) 
(2.20) 
Model constants are: /3* = .09, /3 = 0.72, sk = -0.6, Sw = 0.5. While w0 and k0 are 
initial conditions that help counteract turbulence decay. 
There are several other families of RANS models ranging from one-equation mod-
els (Spallart-Allmeras) to highly sophisticated second order closure models (Reynolds 
Stress Transport models), each with their unsteady variant. Yet, all of these models 
still fall under the modeled unresolved treatment of turbulent eddies. Unsteady ef-
fects are lost under these models, even if they are very capable of giving us a cheap 
quick accurate enough idea of the turbulent energy in the flow. It is necessary to 
look to higher capability models if discussing true turbulent simulation. 
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Figure 2. 3: DNS (left), LES (middle) and RANS (right) predictions of a turbulent 
jet. Maries et al. (2012) 
2.4.2 Scale Resolving Turbulence Models 
LES simulations function on a similar mathematical decomposition as the RANS 
models, yet under a completely different concept. The LES decomposition is divided 
into a filtered component 'Ui and a sub-grid component u~ for velocity fields ui. 
(2.21) 
(2.22) 
Here G is a filter function, proportional to a filer size .6. = ( .6.xi ..0.xi~xk) 1/ 3 . As the 
filter size decreases in an LES model results become quasi-DNS, leaving the subgrid 
component negligible. Equation 2.23 shows the result of using the decomposition 
from equation 2.21 for the constant property Navier-Stokes momentum equation. 
(2.23) 
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It becomes clear in the last term that the Reynolds stress tensor runs into the same 
closure problem as before. 
2.4.3 Sub-grid scale Models 
As a consequence of the inequality between the terms ( U(llj - ~) the Boussineq 
hypothesis must be used once more. This introduces the turbulent viscosity in a 
similar way to the RANS equations, to be able to calculate the sub-grid contribution. 
Each subgrid model will equate the µt in a different way for each model, yet always 
related to a spatial filter size ~-
Several sub-grid scale models are currently in use for commercial and open soft-
ware packages or variations of them. In the interest of brevity, we will mention the 
workings of the three most used: Smagorinsky, Dynamic Smagorinsky and WALE 
(Wall Adaptive Large Eddy). 
2.4.3.1 Smagorinsky Subgrid Scale 
The first of the subgrid scales commonly used was developed by Smagorinsky (1963) 
and later refined by Lilly (1967), thus sometimes going by the name of Smagorinsky-
Lilly model. The subgrid model was first developed to deal with atmospheric bound-
ary layers, which dealt mostly with larger sized eddies and did not need an extreme 
level of accuracy for smaller eddies. The closure issue was addressed in equation 
2.24 finding a value for the turbulent viscosity proportional to the strain rate by a 
~ filtered length scale usually related to a grid cell size. This length scale may be 
limited for accuracy and stability. 
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no length scale limit 
if length scale limited 
(2.24) 
(2.25) 
Cs is the Smagorinsky coefficient equal to 0.1, yet requires a certain amount of 
tuning depending on the flow. K, = 0.41 is the von karman constant and fv is the 
Van Driest damping function (Driest, 1956) whiled is the distance to the wall. The 
tuning of the Smagorinsky coefficient for different flows led to the development of 
the Dynamic Smagorinsky coefficient that changes without necessary user tuning. 
no damping used 
standard damping used 
✓ 1 - e(- ~: )3 , modified damping activated 
(2.26) 
The Van Driest function is important in wall bounded flows for stability and accu-
racy of the filtering process at smaller scales occurring next to the wall. Common 
issues with the model was problems dealing with backscatter( energy transfer from 
smaller to larger eddies), over prediction of near wall dissipation and changing strong 
shear near walls. Some of these issues have been solved or at least treated by later 
developments. 
2.4.3.2 Dynamic Subgrid Scale Model 
The dynamic Smagorinsky model was developed by Germano et al. (1991) and later 
modified by Lilly (1992). The Navier-Stokes equation undergoes a second filtering to 
find a Cs for each time step dependant on the length scale for the local cell volume. 
Equation 2.27 shows the filter relationship to the local volume cell while equation 
2.28 is the relationship to calculate the eddy viscosity from the strain and filter size. 
(2.27) 
(2.28) 
The second filtering is calculated for each cell by comparing it to all of the neigh-
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boring cells. Equation 2.29 shows how variables (represented generically as ¢) are 
averaged for all of the cells next to the one undergoing the second filtering. Subscript 
0 refers to the cell itself while its neighbors are numbered from 0 to N. 
(2.29) 
Thus the last term of the Navier-Stokes LES equations (2.23) is named as the tensor 
Lij. Equation 2.30 is a model tensor that helps calculate the final Smagorinsky 
coefficient from the difference between filtered Li.i in equation 2.31. 
(2.30) 
(2.31) 
It is recommended, for stability and convergence reasons to keep the Smagorinsky 
coefficient within a minimum and maximum range as well as the ratios between each 
filtering generic variables. 
The WALE sub-grid scale will be explained in detail in Chapter 3. It is im-
portant to introduce the model when discussing the entire simulation description, 
as it was the model used for the body of work. High shear values near the seabed 
wall and complex geometries were the main reason for choosing the WALE model. 
Smagronisky sub-grid models are too dependant on fine tuning the Cs coefficient 
leaving only dynamic Smagorinsky and WALE as options within the software pack-
age available even for cases of idealized turbulent flow (Jeanmart and Winckelmans, 
2002). Ma et al. (2008) compared the aforementioned subgrid models for complex 
geometries of turbulent flow for water turbines. This comparison showed WALE 
to be the best performing subgrid model, followed by the dynamic Smagorinsky, 
particularly in predicting pressure distributions. 
Engineering applications may require further fidelity than RANS model solu-
























y+ (Non Dimensionless Wall Normal Distance) 
Figure 2.4: Wall Treatment models 
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such as the aforementioned DES or VLES are typically used for resolution of only 
the largest integral length eddies, although are dependent on cell resolution size 
and could capture smaller eddie regions. LES itself may be used in a less stringent 
manner by combining it with near wall models to become wall modelled large eddy 
simulation (WMLES). Wall models take over the most strict of resolution require-
ments near the wall, enabling a discounted version of LES. 
2.4.4 Wall Modelling 
Turbulent boundary layers and channel flows fall under the strong influence of their 
walled boundary conditions. The strong shear gradient at the wall can create large 
resolution requirements to capture the vorticity, shear and velocity gradients. Ve-
locity gradients increase with accelerating Re near the wall, making it impossible in 
practical computational terms to resolve the smallest turbulent scales. Models have 
been constructed to predict the velocity gradient for control volumes near the wall. 
Flow can be divided into an inner region (viscous, buffer and log-law layers) and 
an outer region if seen in a wall-normal direction, as first mentioned in Chapter 1. 
Velocity profiles behave differently from region to region. The viscous sub layer is 
dominated, as its name suggests, by viscous forces and time scales. The strength of 
the viscous forces is usually measured by the wall shear stress Tw. Wall shear stress 
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can be defined as follows: 
(2.32) 
From the wall shear stress a velocity scale can be defined as U 7 or friction velocity. 
(2.33) 
where p corresponds to the density of the fluid. The friction velocity can be used 
as a scale to non-dimensionalize flows parameters in terms of their viscous effects. 
Equations 2.34 and 2.35 show how the friction velocity non-dimensionalizes the wall 
normal position y and velocities u to contextualize scales for all flows. 




Figure 2.4 shows the behavior of the velocity as it extends from the viscous sub-
layer into the outer layer. Wall-normal locations from O < y+ < (6 - 10) behave in 
a manner fitting the equation u+ = y+. The log-layer is named as such due to its 
behaviour following the equation: 
(2.36) 
where ,,,, is the Von Karman constant and is usually approximated to 0.41 and c+ 
is a constant dependent on smooth or rough walls, yet set as equal to 5 for smooth 
flows as recommended by the Star-CCM + package. This constant can be tuned if 
the exact roughness of the wall is known for a better fit near the wall. The precise 
location of the beginning of the log-layer is a point of contention and highly flow 
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dependent. However, several CFD packages such as Star-CCM+ establish a default 
value of y+ = 30. It is the behavior in the buffer layer which does not fit any of the 
latter equations for the viscous sub layer or the log-layer, it is important that the 
first cell not be in the buffer layer to have an accurate wall modelling of the velocity. 
2.5 Summary 
The basics of turbulent motions and their modelling have been presented with the 
objective of having a clear picture of concepts that will be the focus for the analysis 
of tidal energy sites. Turbulent modelling concepts need to be understood to be able 
to make the best decision when creating the numerical model of the Fall of Warness. 
Offshore flows are turbulent environments at such a high Reynolds number that 
it would be amiss to not see turbulence as a major player when studying them. 
The basics of turbulence and its parameters (Reynolds decomposition, Reynolds 
stresses, spectrum etc.) show the importance of viewing turbulent flows not only as 
mean flows but as a statistical phenomena where fluctuations play as important or 
more of a role than the mean flow. The energy content of the flow will be broken 
up in a great number of time and space varying scales. Each one of these scales 
contributes in its own way to the energetic structures that will interact with tidal 
energy converters. 
In a perfect world with unlimited resources every simulation would be run as 
a DNS simulation to have near experimental levels of data. Yet it is clear that in 
engineering applications speed and accuracy must be balanced for an appropriate 
answer that can be used in the analysis and design process. Not every researcher 
has the time or computer to run unlimited number of simulations or computational 
power for real world solutions. 
Tidal Energy device development require a strong level of fidelity for both mean 
and transient loads. While it would be simple to keep using RANS models as 
numerical tools, boundaries must be kept pushed forward. LES appears to be the 
driving direction of numerical modelling as computational power grows accessible, 
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and it's use may be aided by additional coupled models for further accuracy. Thus 
it is concluded that LES is the best realistic option available to study the turbulent 
phenomena of tidal marine sites, and has been chosen as the numerical tool used for 




3.1 Tidal Energy Numerical Modeling 
Although our understanding of the sea state has been enriched by the many previ-
ously mentioned surveys of tidal energy sites, both laboratory and numerical model 
experiments allow us to create representative environments that study the physical 
phenomena of the sea. Both methods are carried out in a manner that permit us 
to isolate variables in controlled settings. Previous experiments have been an effort 
at understanding the different components and scales within tidal energy devices, 
ranging from entire coastlines to singular elements within the device. 
3.1.1 Regional Scale Ocean Models 
The largest scale of marine energy physics modelling is in the realm of regional 
ocean models. Regional ocean models are numerical codes that attempt to solve for 
areas in the order of kilometres up to entire seas, oceans and global current systems. 
They are a powerful tool when studying tidal energy sites due to their large reach, 
rapid run-times and their long history and use. Tidal energy regional modelling has 
been attempted for many locations such as the Pentland Firth in Scotland (Adcock 
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et al., 2015; Robins et al., 2015), Wales(Togneri et al., 2017), Puget Sound (Thyng 
et al., 2013), Norway ( Grabbe et al. (2009) has an ample review of the models and 
resource assessments done in Norway) and the Orkney Islands, amongst others. 
The Fall of Warness, in particular, has been studied using regional models to 
study the effects of the flow for entire site scale using a mixture of open source code 
(ROMS,Delft3D) or commercial codes (Mike21, Mike3) (Neill et al., 2014; Lawson 
et al., 2011; Waldman et al., 2017; Venugopal and Nemalidinne, 2014). Assessment of 
the site was analyzed by Venugopal and Nemalidinne (2014) taking into account not 
only tidal velocities but attempting to include the effect of waves on the oceanic free 
surface.Venugopal and Nemalidinne (2014) coupled wave and 3D tidal flow numerical 
models aided by site measurement data for more realistic inflow boundary conditions, 
a technique that would later be used by several other modelling methodologies. 
Larger regional models have been used not only for resource assessments but also as 
industry standard models capable of modelling energy extraction and flow modifying 
effects of tidal turbines. Waldman et al. (2017) showed that Delft3D and MIKE 3, 
can be used both accurately to predict the bed stress and depth-averaged current 
speed for the entire area modeled. Waldman et al. (2017) does underline the use of 
these regional models for mainly larger purposes. Smaller scale effects at a turbine 
scale should be attempted with other numerical models. This limitation leads us 
to look at other numerical modelling tools when seeking an understanding of local 
instabilities that have a direct impact on the tidal turbine and its components. It is 
important to note that while the regional ocean models can make assumptions on 
the flow (depth or time averaged) that make them, while computationally cheaper, 
less accurate when looking for small scale local turbulent parameters. 
3.1.2 Computational Fluid Dynamics Models 
Computational fluid dynamics (CFD) modelling is a much used and powerful tool, 
used for diverse applications in fluid dynamics over a spectrum of scales. CFD mod-
elling greatly aids fluid dynamic research by making numerical experiments available 
to gather comprehensive details of the flow and its interaction with submersed struc-
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tures. It is important to highlight that every CFD simulation/model always carries 
a caveat emptor. The data gathered is the result of modelling considerations, and 
is not without discretisation and modelling assumption errors for the corresponding 
physics. CFD constraints for tidal energy flow models are particularly linked to 
the high Reynolds number of tidal energy flows (Re ~ 107) and the corresponding 
high computational cost when meshing and time stepping. Models range in com-
plexity from computationally cheap Reynolds averaged models to scale dependant 
resolving models (Detached eddy and large eddy simulations) and finally direct nu-
merical simulations that are prohibitively expensive for most engineering purposes. 
Every model has it's advantages and disadvantages depending on the objective of 
the modeler. RANS models continue to be the workhorse in the CFD community for 
simulations that require speed over accuracy or time-discrete values. More complex 
models increase in fidelity as they pay the price in computational expense and time. 
Several simplifications are done to tidal energy extraction devices to be able 
to model the interaction of the domain and the device in CFD models. Reynolds 
Averaged Navier Stokes models (RANS) were used with great success by Afgan 
et al. (2013); McNaughton et al. (2012); Batten et al. (2013); Turnock et al. (2011). 
Ahmed et al. (2015) coupled a large eddy simulation with porous disc model and 
blade element momentum theory models (BEMT) in an effort to get around the 
high Reynolds meshing requirements for complete blade resolving of tidal turbines. 
Creech et al. (2017) used actuator line modelling coupled with a resolved device 
structure to study wake effects and unsteady characteristics in device performance. 
The modelling of the flow domain was not of particular interest to the aforemen-
tioned studies, rather a view of the turbine performance and loading curves. Do-
mains were simplified as flat channels, at times enhanced by turbulent inflows using 
turbulence generator methods. The Synthetic Eddy Method (SEM) (Jarrin et al., 
2006) was compared to the Von Karman spectral approach by Gant and Stallard 
(2008) for tidal streams. Both methods were observed to decay rapidly from the 
inflow as the shear rate did not produce enough turbulence to balance dissipation. 
Ahmed et al. (2015) and Creech et al. (2017) stood out in their use of the Syn-
32 
thetic Eddy Method (SEM) coupled with Large Eddy Simulation (LES) turbulence 
models to simulate coherent turbulence in the domain based on depth profiles from 
previous simulations or site measurements. The same method would prove to be 
useful in modelling the EMEC site turbulence characteristics for the present study 
in combination with highly resolved turbulence models. 
Afgan et al. (2013) and Ahmed et al. (2015) showed the furthered capabilities 
that LES could achieve in comparison to RANS, specially with regards to for tidal 
streams and their flow environments. Afgan et al. (2013) upon comparing the two 
models found an under prediction of turbulent kinetic energy in flow regions far 
from tidal turbines and the outlet. Due to its averaged nature, RANS could not 
capture the detached tip vortices that transport turbulent kinetic energy. The study 
recommended use of LES modelling over RANS when seeking deeper insights into 
the flow-physics of the domain. Ahmed et al. (2015) supported the use of LES over 
RANS when possible in a blade resolved simulation coupled with data from the 
EMEC test site, seeking to best capture the turbulent statistics from site measure-
ments. Only LES was found to be able to capture a representative spectrum of the 
flow turbulence. Results from Ouro and Stoesser (2018) LES simulation of a tur-
bine on a dune at a laboratory scale showed how turbulent statistics can drastically 
modify turbine performance and stresses. The study went further in emphasizing 
the need for further research into bathymetry in tidal flows. 
LES turbulence models allow for greater resolution of the turbulent eddies burst-
ing from the seabed, vortices shedding from turbine blades and of the coherent struc-
tures that are continually produced by the flow. In the present work, the modelling 
of turbulence in LES shows the importance of instantaneous bursting events in the 
context of a larger period of time within the flow. Statistical analysis of discrete 
events have aided in the description of turbulence structure and turbulent kinetic 
energy production, from both an experimental perspective (Lu and Willmarth, 1973; 
Willmarth and Lu, 1972; Milne et al., 2017; Wu and Christensen, 2007) as well as 
supported by numerical simulations (Yue et al., 2007; Spalart, 1988; Omidyeganeh 
and Piomelli, 2013a). 
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The use of LES on rough seabed floors has not been developed beyond roughness 
effects for high resolution realistic bathymetries, as to the knowledge of the author. 
However, a number of LES topographical simulations of wind energy sites have been 
developed over the long history of wind energy in comparison with tidal. Although 
not fully analogous to the atmospheric flow of wind turbines, tidal current flows 
may use previous lessons of the wind industry to develop its own standard. The 
depth of the water column for tidal environments is of magnitudes lower than the 
required modelled height for atmospheric boundary layers. This is advantageous to 
the modelling of oceanic water column even after the taking of account of different 
Reynolds number. 
Topographical simulations were developed with the primary purpose of under-
standing how separation from hills interact with the wind turbine wakes of different 
sizes. Yang et al. (2015) was one of the first to do an exhaustive study using increas-
ingly larger hill sizes and comparing it to flat bottom simulations as has been the 
norm for both tidal and wind simulations, be it averaged models (RANS) or scale 
resolving models (LES, DES or similar). 
Han et al. (2016); Bechmann et al. (2010); Breton et al. (2017) successfully show 
the use of complex bed forms to predict and generate turbulence at device scale for 
turbulent resolving models for realistic wind energy sites. The use of high resolution 
Large Eddy Simulation (LES) models of turbulent sites, in tandem with site data 
injections of turbulence as well as irregular site bathymetry create a powerful tool 
when analyzing the fluid dynamics of the site and allows for improved insight of the 
structure and scale of turbulent flow. 
Uchida (2017) stands out as an LES realistic topography simulation as it showed 
precise information of the vortices near the lower ground boundary. The scale of the 
site was 6 x 1.44 x 2 km with a 20m spanwise and streamwise resolution. Vertical 
meshing, due to the height of the atmospheric boundary layer reached up to 288m. 
Roughness blocks were used to induce turbulence at the inflow. The simulation 
demonstrated the capabilities of LES-topography simulations to select the optimum 
locations for wind turbines. Uchidas analysis shows how topography can create 
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vortex shedding that are capable of reaching turbine blade heights and affect its 
performance. 
Shamsoddin and Porte-Agel (2017) developed a LES in constant feedback with 
field data to validate and improve the model of a wind turbine site at Brent Knoll in 
Somerset. The geometry used is similar to the idealized bumps and dunes from past 
LES research (Stoesser et al., 2007; Frohlich et al., 2005a; Chang and Constantinescu, 
2013; Xie et al., 2013). Turbulence was generated by precursory simulations of a flat 
boundary layer. Shamsoddin and Porte-Agel (2017) cite the need for more realistic 
topographies to truly be able to validate in comparison with experimental databases. 
Vortex shedding from sharp contrasts in the geometry act as a strong modifier of 
turbine wakes. 
LES simulations require high level of confidence in spatial resolution quality to 
properly understand the frequencies being solved. Sub-grid comparison was analyzed 
by Laval et al. (2011), by comparing meshing requirements needed for a converging-
diverging turbulent channel flow simulation. Laval et al. (2011) highlighted the 
need of sufficient streamwise resolution for high Reynolds numbers, in this case 
Re7 > 395. Further LES meshing guidelines will be highlighted in the numerical 
modelling chapters but readers should be referred to Celik et al. (2005, 2006, 2009); 
Davidson (2009). 
Both convergent-divergent geometry LES models by Laval et al. (2011) and 
Shamsoddin and Porte-Agel (2017) 's hill LES simulations show turbulence inten-
sities being modified from flat wall simulations in a manner similar to the asymmet-
rical ebb flows reported by Ouro and Stoesser (2018) at streamwise positions after 
a decline in the wall topography. 
The use of LES for energy sites modelling, even with complex topography, has 
been well established. Best practices for meshing and quality control have even 
begun to be standardized. However, at the time of this work being written little 
research has been taken that has had the primary objective of studying the effects 
of the topography on the coherent structures and turbulence statistics themselves, 
without involving any energy capturing devices. Zangiabadi et al. (2015) developed 
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a site scale simulation of the Ramsey Sound in Pembrokshire, Wales. The simulation 
was of a sufficient area large enough to capture the fluid dynamics of the site (800 m 
x 1800 m), the site had elevation deltas of up to 80m making it a perfect domain to 
analyze drastic changes in bathymetry depth. However, the study showed a resolu-
tion too coarse to sufficiently resolve device scale characteristic coherent structures. 
Results were encouraging for future uses of LES for tidal sites, it did capture larger 
eddies and their pressure modifications close to the surface. 
Recent advances in computational resources and improved knowledge on large 
eddy simulations lay the groundwork for future analysis of realistic tidal energy 
flow. The exhaustive work in the literature shows the need for realistic boundary 
conditions at the inflow and at the bottom seabed boundary for adequate turbulent 
kinetic energy production. The shear stress from the seabed is bound to create 
complex turbulent interactions and lasting coherent vortices previously not captured 
by larger numerical models yet well known in the field of fundamental fluid dynamics. 
3.2 Turbulence & Coherent Structures 
The characteristics of tidal sites identified for energy extraction are strongly influ-
enced by turbulent flow and coherent structures, which are produced and dissipated 
by a myriad site-dependent features. These unique site features create uncertainty 
in predicting flow conditions, which can influence the design and maintenance pro-
gram of tidal energy devices. An increase in turbulence intensity of just 10% has 
been found to decrease power output up to 10% and highly increased fatigue loading 
uncertainty (Blackmore et al., 2016). Figure 3.1 by Ouro and Stoesser (2018) shows 
the tidal turbine environment and the main flow variables at play that interact to 
produce, dissipate or transport the turbulent flow. In a turbine-less environment 
the most important driver is the seabed. Larger coherent structures or eddies are 
present far away from the seabed closer to the turbine rotor, while smaller structures 
are strongly linked to the seabed itself. 
However, before beginning to discuss them we must first define what a coherent 
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Figure 3.1: Tidal Turbine Flow Environment Phenomena as seen in Ouro and 
Stoesser (2018). 
structure is and why they matter so much for a turbulent environment. The preferred 
use of the term is defined by Jeong and Hussain (1995), who call them connected 
organized turbulent fluid masses, coherent in sufficient time and space as to be 
visible after statistical averaging of instantaneous fluctuations. They are active in 
the energy dynamics of the fl.ow, continually moving, dissipating and/or generating 
turbulent energy. Thus any study of turbulent fl.ow must take into account possible 
coherent structures to understand the character and strength of turbulence in an 
environment. 
Coherent structures come in various shapes and sizes. Marusic and Adrian (2010) 
and Robinson (2002) provide excellent review and discussion on the taxonomy of 
coherent structures. The length scales mentioned, in descending order, are very-large 
scale motions (VLSM), large scale motions (LSM), bursting events and dissipation 
length scales. Figure 3.2 shows the vertical layers of a typical ocean fl.ow from the 
seabed (be it smooth or rough) to the moving free surface. The viscous sublayer is 
dominated by viscous length scales (117 ) and effects. The buffer layer connects the 
viscous sublayer to the log layer where the velocity profile has a logarithmic behavior 
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and finally the outer layer where the bulk of the flow is located. Further discussion 
of the theory will be seen in Chapter 3. The size of the eddies does decrease from 
the outer layer to the smallest in the viscous sublayer, on and on until dissipation. 
Smith et al. (2005) categorizes turbulence near the seabed of the ocean by temporal 
and spatial size. Larger scale turbulence is named as intermittent high energy gusts 
versus smaller anisotropical scales. Gusts changed the structural nature of ocean 
turbulence into streamwise dominant scales that scaled with the Reynolds number 
independently from surface waves. These gusts were deemed by Smith to be closely 
linked to the hairpin vortices mentioned by Adrian et al. (2001). Hairpin vortices, 
closely linked to the structures called horseshoe vortices by Theodorsen (1952) are 
vortice filaments traveling in the direction of the mean flow tilted in the opposite 
direction of the wall ( see figure 3.3 ). Hairpins appear at high Reynolds number, as 
the legs of the horseshoe vortex come closer and closer together with an increasing 
Re and elongating as it blends in with the rest of the hairpins in the packet (Head 
and Bandyopadhyay, 1981; Smith, 1984). Adrian (2007) linked the hairpin packets 
to turbulent producing bursting events, these are violent intermittent energy rich 
vortices that may either be" erupting" ( fluid moving against the wall) or" sweeping" 
(rapid flow moving towards the wall from the outer layer) first touched on in research 
by Willmarth and Lu (1972); Moin and Kim (1982). These hairpin vortices were 
found in the log layer and sometimes even in the outer layer, up to 20% of the 
water column for a boundary layer flow at higher Reynolds numbers ( Christensen 
and Adrian, 2001; Perry et al., 1995). In terms of oceannic flows Steele et al. 
(2016) shows an experimental analysis of the three dimensional flow in the bottom 
boundary layer of a 1.5 m/ s ebb tide near the seabed. Steele et al. (2016) found 
vortices with occurring every 4.3 s within the log layer (see figure 3.2 for visual 
location of the log law). The vortices travelled in increasingly large scale packets 
continuously decreasing in size as location neared the seabed. 
Larger scale motions were found to be of the scale of a 2-3 times the boundary 
layer thickness ( 8) or the half channel height in the log and outer layers by Kim 
























in importance at higher Reynolds numbers, reaching up to 65% of the TKE budget 
(Balakumar and Adrian, 2007), while Smits et al. (2011) suggests that they are the 
modulating mechanism for peaks of near-bed Reynolds stress. 
The effect of irregular surfaces or wall roughness on turbulence structures for 
boundary layer flows and channel flow has been well studied. Turbulence structure 
dependence and velocity profile divergence from smooth channels have been ana-
lyzed for cube roughened surfaces (Cui et al., 2003; Leonardi et al., 2004), 2D and 
3D surface roughness (De Marchis and Napoli, 2012; Choi et al., 2001; Antonia and 
Krogstad, 2001) in addition to realistic urban surfaces (Xie et al., 2008), aforemen-
tioned wind energy site topography Bechmann et al. (2010) or plant canopies (Yue 
et al., 2007). 
Antonia and Krogstad (2001) specifically showed how anisotropy is decreased 
in rough flows in comparison to smooth surfaces. The same was found in Xie and 
Castro's Xie et al. (2008) work for urban environments; both agreed on finding higher 
level of bursting events above roughness elements. Grass (1971), in an experimental 
study of boundary layer turbulence, found an increase of 30-90% shear stress and 
TKE production for rough surfaces. Bursting events were seen to increase in scale, 
production and frequency. This was supported by research done by Ashrafian and 
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Figure 3.3: Evolution of horseshoe vortices to hairpin vortices as Reynolds number 
increases. (Robins et al., 2015) 
Andersson (2006), however adding that the effect of the eddies shed from roughness 
elements was mostly dissipated in the outer layer of the floor. 
The ratio between the height of the irregular feature to the total depth of the 
water column was found to be a metric of the influence of the turbulent bursts 
(Frohlich et al., 2005b; Jimenez, 2004). And, due to a lower ratio at tidal sites 
the applicability of some of these studies cannot be fully realistic and allow for 
greater improvement in research. Research into non-uniform bed forms in turbulent 
flows has been an ongoing endeavour; both experimental and numerical simulation 
work have been carried out with regards to topographical features such as dunes, 
periodic hills and other surface roughness based domains at different scales. Past 
work has been mostly focused on local topographical irregularities such as dunes 
(Yue et al., 2005; Stoesser, 2013), periodic channels (Frohlich et al., 2005b) at a very 
high resolution and in certain cases (De Marchis and Napoli, 2012; Omidyeganeh and 
Piomelli, 2013b,a; Krogstad and Antonia, 1999) at the collection of the irregularities, 
roughnesss and their interaction for 2D and 3D cases. 
In summary, it can be seen that the turbulent statistics of high energy events and 
structure are a fundamental part of site resource assessment for tidal energy devices. 
The interaction of site hydrodynamic characteristics with tidal turbines creates a 
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complex system that will have a major impact on the feasibility and design of future 
tidal energy arrays. The combination of waves, current, bathymetry and turbulence 
lead to intricate interactions affecting the ocean flow field. It is of considerable 
interest to tidal energy engineering to have the most complete understanding and 
data of turbulent phenomena as possible using combinations of numerical, laboratory 
and site survey analysis. Thus a functioning working model is needed that can work 
as a tool that covers the majority of the aforementioned phenomena while remaining 





This chapter aims to discuss the design of a group of simulations created with 
the objective of predicting the turbulent velocity flow fields seen at the EMEC tidal 
energy site. As chapter 2 presented the basic concepts relating to turbulent channels 
and their computational modelling, it is now time to present their application to 
the present work. 
This chapter will not only explain and justify the decisions taken when developing 
the simulation but cover the due diligence ensuring its accuracy by verification and 
validation. Verification of the spatial mesh discretization, temporal discretization 
and general quality evaluation of the LES model are included in the following sections 
with relevant discussion. Validation will compare actual data from the test site 
measurements with simulations to quantify any discrepancies between the two. The 
validation process is explained in this chapter and extended into the next chapter 
as well as part of the discussion of the output of the model. 
This chapter begins with an overview of the LES WALE model within the Star-
CCM + multi physics software. This is a continuation on the discussion of subgrid 
models from chapter 2 and the additional numerical models (SEM) coupled with 
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the main solvers. Following a short explanation of the application of the previously 
seen N avier-Stokes equations into a computational finite volume method package. 
The rest of the chapter will deal with the specifics of simulation description. 
4.2 Numerical Model 
Chapter 2 introduced the equations the principles and general theory behind tur-
bulence modelling, describing the advantages and disadvantages of different models 
. After the review on the different models it was clear that the aims of the work 
required a model which fit within a computationally affordable scope, while pushing 
into a model sophistication range capable of high resolution turbulence modelling. 
Thus, the numerical model chosen was chosen to be within the LES family of models 
paying particular attention to wall effects. 
The simulation was run utilizing a Large Eddy Simulation (LES) with a Wall 
Adaptive Local-Eddy Viscosity (WALE) sub grid scale model on the commercial 
software Star-CCM+ (Siemens, 2018). Turbulence was generated at the inlet of 
the model domain utilizing the Synthetic Eddy Method (SEM) (Jarrin et al., 2006) 
based on site depth profiles of turbulence Reynolds stress,turbulence intensity and 
integral length scales. Both the LES technique and SEM method will be explained 
in this section. The filtered continuity and Navier-Stokes momentum equations for 
an incompressible Newtonian fluid are, respectively 
1 a'Ui 1 a'Ui'Uj 8p 8Tij 82vSij 
--+---=----+--
p at p axj axi axj axj 
(4.1) 
(4.2) 
where, the filtered variables for velocity and pressure are 'Ui and p, Tij is the 
subgrid stress tensor, v is the kinematic viscosity, and Sij is the filtered strain rate 
tensor expressed by Sij = ½(ii; + ~~: ). Notation continues using the sub-indice in 
'Ui to indicate direction of the domain, where i, j, k are the streamwise, spanwise and 
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vertical directions respectively. The subgrid scale (SGS) stress tensor Tij is specified 
as 
(4.3) 
For the current simulations in Star-CCM+; the WALE sub-grid model was uti-
lized (Nicoud and Ducros, 1999). The model defines the eddy viscosity (µt) as shown 
in Eq.(4.4). 
(4.4) 
The filter length is determined as 6. = Cw v½, where Cw is a model coefficient with 
a value of 0.544 and Vis the local control volume. The SGS WALE model uses a 
tensor Sw given in Eq.(4.5), that is based on the symmetrical part of the velocity 
gradient tensor in order to have a more precise scaling of the turbulent viscosity 
near the wall. The tensor Sw is defined as: 
s = (Sd:Sd)! 
W 5 5 
(S: 8)2 + (Sd: Sd)4 
(4.5) 
Where S is the modulus of the strain rate tensor computed from the resolved 
velocity field and Sd is a model tensor defined by an isotropical assumption of the 
strain rate. The equation for Sd has been simplified by using the abbreviation 
- - au;, 
9kk - OXj 
1_2 -2 1 -2 
Sd = 2(9ij + 9ij ) - 36ij9kk (4.6) 
The scaling of the wall will be of great importance when dealing with turbulence 
production near the sea bottom wall in comparison to other SGS models such as 
Smagorinsky-Lilly, where a specific tuning of the Smagorinsky coefficient would have 
the potential for greater error. A second order time advancing scheme was used 
for solving the temporal discretisation. Equations were discretised spatially by a 
rectilinear structure grid boundary-fitted grid. 
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4.3 Numerical Discretisation 
The LES simulation was run using the Star-CCM + commercial CFD finite volume 
method software package. The finite volume method (Versteeg and Malalasekera, 
2007) solves the Na vier Stokes equations in addition to any additional transport 
equations needed to be modelled by discretizing the differential equations for both 
space and time. 
Equations are discretized by the general transport equation for any scalar vari-
able¢. Equation 4.7 takes a scalar value (ui,P) and discritises it for a volume cell V 
with a surface area A and a surface vector a across a surface flux Sc/>. The transport 
equation sums up the volume integral of the temporal rate of change with the rate of 
change across each of the cell surface areas; these terms balance any diffusive terms 
across the surface areas proportional to a diffusion coefficient r and any source terms 
that might arise in the local cell volume. 
:ti pcpdV + L puicpda = L fVcpda + i ScpdV (4.7) 
Spatial discretisation is done by creating three-dimensional volume cells with a 
number of faces dependent on the type of volume cell. StarCCM + uses a quadrature 
approximation to calculate face values on cells. Face value is calculated as the value 
at the center of the cell and calculated from: 
1 Jc/>da = I:Jfar 
A f 
(4.8) 
Thus the face area integral of convective or diffusive Jc/> fluxes are approximated as 
the sum of the same flux by the neighboring cell volume face cells ar. Cell volume 
integration approximates the value at the cell center. Temporal discretization is 
done by dividing a 6-t time step into inner iterations. Cell gradients are calculated 
by the Hybrid Gauss-Least-squares method which uses Gauss' divergence theorem 
in equation 4.9, i.e. 
(4.9) 
This theorem states that the gradient of a scalar variable in a volume is equal to the 
integral of the same variable across all of the face areas. Each face value is is the 
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average of adjacent cell values. The method itself is explained further in Siemens 
(2018); Issa (1985) 
Differential mass, momentum and pressure conservation equations are solved by 
a segregated flow solver. Pressure and velocity fields are coupled by a predictor-
corrector approach, in which velocity is predicted u* after which the pressure field is 
corrected p" to fulfil the continuity equation balance as a mass flux rn1 for each cell 
face area. StarCCM+ uses the Pressure-Implicit with Splitting of Operators (PISO) 
algorithm (Shima et al., 2013) as a pressure-velocity segregated flow solver. The 
segregated solver goes through each one of its equations separately and iteratively 
matching each equation through pressure-correction equations as part of the PISO 
algorithm. The algorithm for the PISO is presented in Figure 4.1. 
The segregated pressure and velocity solvers use the algebraic multigrid method 
(AMG) accelerated by a conjugate-gradient method. The general working principle 
of AMG is to solve cell volume equations by grouping cells into coarser subgroups. 
The resulting residual is used with finer subdivisions until reaching the actual mesh 
cell. This is done to eliminate higher frequency errors that come from fine mesh 
sizes such as the ones needed in LES simulations. Simulations were run on a flexible 
cycle that does not run the same grouping each iteration but will only group cells 
into finer and finer levels if residuals exceed a threshold. For more explanation on 
AMG solvers the reader is directed towards Raw (1995); Ferziger and Perie (2002) 
Iterative solutions are solved carrying an error between each iteration (i), and 
this error is expressed as !:::..q>P = 1>t+1 -1>t- The residual r is calculated in equation 
4.10, as the conjunction of errors for all neighboring cells l:::..c/>n-
aP 
fr f::::..q>p + Linanf::::..c/>n = r (4.10) 
Coefficients aP and an relate directly to the discretization of the generic scalar 
transport equation and fr is a user determined under-relaxation factor. The resid-
ual is a show of the convergence of the equation. In an ideal no-error situation the 
residual would reach 0, converging to a full balance of the equations with no numer-
ical error. However, any numerical model will carry residuals no matter the quality, 
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resolution or solver method. A solution is considered coarsely converged when the 
residual r is r < 10-4 for all equations, and values of r < 10-5 for higher quality 
solutions. Unsteady simulations require iterations within each time-step changing 
the value of the residual. Due to this cyclical nature for each time step, convergence 
is checked for the final iteration of each time step and not for each iteration of the 
time step. 
4.4 Synthetic Eddy Method 
The realistic turbulent site inflow required additional methods to best generate a 
modeled turbulent signal in the domain. These turbulent signals are generated 
using the Synthetic Eddy Method (SEM) as formulated by Jarrin et al. (2006). 
Star-CCM + generates the SEM signal from the Reynolds stress tensor or if the 
tensor is unknown, an isotropic turbulence intensity value is used. The SEM method 
helps create unsteadiness from the beginning of the inlet and as an initial condition 
producing randomized velocity injections based on turbulence parameters. 
Figure 4.2 shows the total five depth profiles injected into the velocity inlet 
boundary condition of the domain, and these depth profiles were also used to ini-
tialize the simulation. The y-axis of the profiles are non-dimensionalized by dividing 
the vertical position by the local maximum depth. This gives O at the highest point 
of the water column and -1 for the sea bed location. 
The SEM generates a fluctuating velocity signal ( ui) based on a eddy turbulent 
length scale (ak) seen in Eq.(4.11) composed of a steady averaged component ui and 
a fluctuating convective component u~. 
(4.11) 
The convective fluctuating component is formulated by the aij factors, which are 
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Figure 4.2: Inlet depth profiles for Synthetic Eddy Method: a) Reynolds Stress 
diagonal components (Casel input), b) Turbulence Intensity Profile (Case 2 input), 
c) Integral Length Scale ( Case 1 & 2 ) . 
This generates a velocity signal with a length scale erk, spin Ek,i as well as a position 
Xk for each randomized eddy generated by the SEM. Ek,i is a unit value with a 
positive or negative rotation direction for the eddy and fk is a tent function to 
influence the position x by the eddy generated from the signal. 
Rn= I 2 U2 (4.13) 
Assuming an isotropic turbulence intensity input the relations are made to the di-
agonal components Rn of a generalized Reynolds tensor Rij from Eq.( 4.12) where 
I = uus is the turbulent intensity and U represents the average over the inflow of 
the mean velocity profile. 
SEM requires a set of velocity and Reynolds stress profiles along the water column 
to create the turbulent signal. As a complete set of Reynolds stress components was 
unavailable from site measurements two different cases were run based on either a) 
the diagonal components of the Reynolds stress and turbulence intensity ( Case 1) 
orb) the tensor length scale (L) and turbulence intensity (Case 2). 
Case 2 was run using the turbulence intensity profile extracted from site data 
during a 2.1 m/s inflow velocity of a flood tide averaged period. Site measurements 
did not have data points for the first 3 meters from the sea bottom, and in this case 
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the profile was modified using idealized turbulence intensity profiles. Length scale 
profiles as well as Reynolds stresses were obtained from a pre-run of a flat channel 
at low resolution taken at the midpoint of the domain in accordance with similar 
modelling attempts (Ahmed et al., 2015). It was expected that the flow geometry 
in the domain would improve the shape and magnitude of these profiles for both 
Case 1 (Reynolds Stress Profiles) as well as Case 2 (Turbulence Intensity profile). 
The comparison of both cases will help to compare the development of anisotropic 
turbulence across the domain when starting from an isotropic starting point or when 
injecting anisotropy straight from the inlet. 
4.5 Spatial Discretisation 
The selected bathymetry represents an area of the Fall of Warness, Scotland, in the 
vicinity of the EMEC test site located on the straight line between the two islands of 
Eday and Muckle Green Holm. Measurements of tidal elevation, tidal current veloc-
ity profiles and turbulence parameters have been processed and reported by Sellar 
et al. (2018). The large amount of data specific to tidal turbines allows for great 
support when comparing to numerical experiments. Developments and available 
test data make the site a prime candidate to analyze turbulent tidal characteristics 
for tidal extraction device applications. 
Bathymetry data was available from the UK Hydrographic Office 
(https://data.admiralty.co.uk) from the Sanday Sound to Westray Firth Survey, at 
a resolution of 1 m. Data was then re-sampled for a smaller area at the EMEC 
test site. Bathymetrical constriction in the flow direction suggests a ramp up effect 
during flood tides or a slowing down during ebb, with other bathymetrical effects due 
to the proximity of shallow areas near the test site. Larger eddies originating from 
the nearby island and coastline may play a part in averaged velocity and turbulence 
depth profiles, but are not part of the scope of this simulation due to computational 
constraints. However, data from the nearby eddies is taken into account indirectly 
by the injected turbulence profiles obtained from the site data. 
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Figure 4.3: a) Location of the Fall of Warness in the Orkney Islands b) Bathymetry 
Map of the Fall of Warness EMEC site colored by depth. Red Rectangle indicates 
the sampled numerical domain aligned to the flow direction (320) during a flood tide 
indicated by the yellow arrow. Central circle and elipses correspond to the location 
of the installed turbine and Acoustic Doppler Current Profilers 
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Figure 4.3 b) shows the final domain selected from the area around the EMEC 
site, aligned towards the direction of the flow. Due to the restraints on computational 
resources there was a limit placed on the range of the area being modelled. The 
spanwise length was decided upon by having the ratio between the spanwise and the 
vertical direction (y/z) be 5 < y/z < 8 to avoid any major influence from lateral 
boundary conditions. Due to the average depth being approximately 40 m (minimum 
depth is around 31 m, while the maximum depth is around 52 m) this gave possible 
spanwise lengths of 200 to 320 m. For greater coverage area the upper bound (320 
m) was selected, with the turbine location assumed being selected as the centre 
point of the span. The size of the domain was limited by available computational 
resources: effective LES required a mesh resolution of at least 1-2 m. Simulations 
in previous LES tidal channel simulations with SEM by Creech et al. (2017) and 
preliminary simulations have shown a start-up length of approximately 250 m is 
required, thus giving an effective domain 1 km long in the streamwise direction. 
This startup length allows the flow to be developed by the boundary conditions of 
the domain and not solely by the injected profiles at the inlet. Figure 4.4 shows a 
more complete visualization of the domain, the cross-sectional area velocity contours 
demonstrate, at a first glance, the capabilities of LES with the SEM to simulate a 
full 3D flow, as well as the chaotic velocity field at the inlet and its development at 
different cross-sectional areas as the domain develops. SEM initialized the flow with 
300 randomized coherent structures throughout the domain. 
4.5.1 Boundary Conditions 
Boundary conditions force the simulation to change according to the physical limi-
tations of the case. Cell volumes at the boundary conditions have certain conditions 
imposed on them for any variable. Boundary condition forcing is usually done 
through acting upon the variable itself on the face (Dirichlet condition) or on the 
gradient value (Neumann condition). Boundary conditions used in the simulation 
will be introduced shortly, before mentioning how they were applied to the resampled 
domain of the Fall of Warness. 
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0.0000 0.64000 
Velocity: Magnitude (m/s) 
1.2800 1.9200 2.5600 3.2000 
Figure 4.4: 3D visualization of the domain, selected cross-sectional areas are shown 
to best show the accelerating flow with the streamwise direction. Seabed is colored 
by depth for an appreciation of bathymetrical change. Flow direction follows the x 
direction from left to right. 
• Inlet: Defines the mass flow injected into the domain. The SEM employs a 
Dirichlet condition specified by the user to create a coherent random velocity 
field that shoes the turbulent values specified as well. 
• Outlet: The direction of the outgoing velocity field can be set to extrapolated 
for higher solution convergence and stability instead of the normally utilized 
normal to outlet wall direction. The main objective of the boundary condition 
is to apply a pressure gradient 8p to a static pressure of 0, following the 
conditions of a Neumann condition. 
• Walls: Walls may be no-slip or slip. Wall boundary conditions will be changed 
when applying wall models as seen in Chapter 1. It is necessary for the wall 
to have no mass flux creating an impenetrable lid. 
• Symmetry planes: Symmetry planes are used to avoid interference from wall 
limiting the domain, In the case of tidal channel flow it is convenient to apply 
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Figure 4.5: Aerial view of the Domain showing contour lines colored for depth. 
All probe lines are shown as well as the delimitation for their respective regions. 
Location of probe lines can be best seen in Tables 4.5.1 
symmetry planes when the domain is large enough. Both the pressure and 
wall normal velocity is set to zero, avoiding any reflective effects. 
Figure 4.5 shows an streamwise-spanwise upper view of the domain with bathymetry 
contour lines to visually show how the domain depth decreases as the streamwise 
direction progresses as well as the extent of the domain in absolute terms. The 
location of the line probes from which data was sampled is shown in table 4.5.1 for 
reference. 
Streamwise normal surfaces were set as a velocity inlet at x=-320 m and a pres-
sure outlet at x=935 m with an extrapolated backflow. The velocity inlet was set 
to a power law as seen in Eq.(4.14), with a a=7. in order to have an inflow closer 
to the site measurements as per the observations at the site : 
1 
u(z) = Uref (h:ef) 0 (4.14) 
where, Uref was the reference velocity taken at turbine hub height href reference. 
The difference in the size of the cross sectional areas perpendicular to the streamwise 
direction, due to variable depth, leads to a ramp up of the velocity in shallow regions. 
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Table 4.1: Line Probe Coordinates 
X (m) y (m) Max Depth ( m) Region 
11 -200 204 50 Rl 
12 -150 285 47.8 Rl 
13 18 61 41.3 Rl 
14 30 169 44.4 Rl 
15 385 161 40.5 R2 
16 341 247 43.5 R2 
17 185 204 43 R2 
18 425 204 42 R2 
19 664 235 41.5 R3 
110 850 55 34.1 R3 
111 834 175 33 R3 
112 850 204 35.6 R3 
For this reason the velocity at the inlet will only be a fraction of the velocity at the 
location of the turbine. 
The inlet velocity was set to 1.7 m/ s. This equated to a speed of 2.1 m/ s at 
the turbine location, due to the cross-sectional area ratio at the inlet and at site 
location, which means comparisons could be made to the EMEC site measurements 
for 2.1 m/ s flood tide data. 
Spanwise lateral boundary conditions were set to symmetrical planes. Top 
boundary of the domain was set to a slip wall as per the closed lid method for 
open channel flow. The lower boundary condition, corresponding to the bathymetry 
of the channel was set as a no-slip wall with a logarithmic wall function. The classic 
cases for turbulent channel flow have used periodic boundary conditions in the span 
and streamwise directions such as (Frohlich et al. (2005b),Moin and Kim (1982) & 
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Figure 4.6: Boundary Conditions of the sampled domain 
the domain can be seen in figure 4.6. 




Spatial discretization quality was tested for 3 different mesh resolutions ( denoted as 
Ml, M2 and M3). Each resolution was attempted as a trial run at an increasing 
level of grid spacing refinement with Ml being the coarsest and M3 the finest. The 
three mesh resolutions used a relation .6.x = .6.y = 2.6..z for the majority of the water 
column. The coarsest mesh resolution trial simulation used a .6.x1 = 3 m, followed 
by a finer mesh resolution .6.x2 =2.l m and the finest grid resolution being equal to 
.6.x3=1.5 m (see table4.2 for more details of each mesh and its parameters). Figures 
4. 7 shows a cut of the cross section of the mesh at the span midpoint to help visualize 
the finest mesh resolution used for the entire depth, while figure 4.8 shows a zoom 
of figure 4.7 to emphasize the the bottom inflation layer. 
A wall resolved simulation was not feasible for a Reynolds number (Re) of such 
a magnitude (107) due to the complexities of meshing the flow near to the sea floor 
limited by the computational resources available. Choi and Moin (2012) estimate 
a wall resolved number of necessary cells at Re1317 , while a wall modeled LES at 

























Streamwise Direction x dx=0.75m 
Figure 4.8: Magnified view of mesh showing inflation layers near the bed 
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were introduced as part of the LES model, instead of resolving down to the vis-
cous sublayer as in traditional LES. The simulation follows the wall modeled LES 
methodology used by Bechmann et al. (2010) and is covered extensively in a review 
by Bose and Park (2018). 
All mesh resolution cases were meshed in such a way that the first cell above 
the wall averaged z+ = 30 throughout the domain, thus capturing the majority of 
the log layer. The finest mesh used 24 prism cells for the first 3m near the wall, 
each subsequent layer had a geometric progression of 1.2. The final mesh contained a 
value of Nx x Ny x Nz= 1204 x 305 x 76 for a domain size of 32.2H x 7.8H x H where 
His the averaged depth of the domain. Figure 4.7 shows a streamwise-vertical cross 
section of the domain to visualize the size and distribution of the volume cells. A 
zoomed in image can be seen in figure 4.8 to understand the geometric progression of 
the prism cells in the first 3 m near the wall. Inflation was chosen as a combination 
of having the greatest possible resolution in the first 10% of the smallest depth which 
is where initial simulations showed the greatest turbulent effects, as well as being 
computationally affordable and within mesh correct practices of inflation rate and 
size of the first cell near the wall. Appendix A shows the validation of a flat channel 
case using the same parameters against canonic 
Convergence of the mesh resolution was studied to eliminate the spatial dis-
cretization mesh error as much as possible, within the computational resources 
available. Figures 4.9 and 4.10 show time averaged depth profiles for streamwise 
velocity ui and turbulent kinetic energy k from all three meshes at x = 425m, 
y = 160m. Differences between all three meshes were negligible for velocity and 
TKE. Grid convergence indices were calculated using the 2-norm ( aka Euclidean 
norm) llxll = Jxi + x~ + ... of each depth profile, as per Creech et al. (2017), for 
the aforementioned values. The Grid Convergence Index (GCI) was developed by 
Roache (1998) as measure of the error stemming from mesh size. 
GCI = SF I Ji - h I 
(rnp - 1) Ji (4.15) 
Where refinement ratio r is the ratio between the b.x for each mesh. Ratios between 
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meshes had a r 12 = 1.4 and r23 = 1.42, where the subscript indicates the meshes 
being compared. The safety factor SF is recommended by Roache (1998) to be 
set to 1.25 when comparing more than 2 grids to ensure a conservative convergence 
comparison between grids. The second term in equation 4.15 compares a specific 
value Ji and h computed for each mesh to gather a measure of error. Order of 
convergence np is a local value and always lower than the theoretical order of the 
entire simulation, it is defined as: 
np = _l_ln((h - h)) 
ln(r) h - !1) 
(4.16) 
The GCI calculated for the finest grid was equal to 0.166% when analyzing the 
streamwise velocity and 6.67% for the turbulent kinetic energy, however the latter is 
not a clear error due to the influence of the sub-grid contribution changing the value 
simultaneously with the spatial error. Both values were calculated to be within the 
asymptotic range and thus sufficiently refined. Convergence is also studied through 
depth profile comparison of averaged streamwise velocities (Figure 4.9) and turbu-
lent kinetic energy k (Figure 4.10) of all three meshes. Both figures averaged data 
from mid-domain along the water column from all previously mentioned meshes. 
Averaged velocity depth profiles showed little to no discrepancy between meshes. 
Turbulent kinetic energy depth profiles were a better comparison for the conver-
gence of turbulent parameter grid values. While the majority of the watercolumn 
(Depth/ H = -0.96) held within a 5% difference between meshes, peak values near 
the seabed were conditioned to the filtered meshing of LES models. The higher the 
resolution of the mesh the higher the near bed cell k values. Higher resolution of 
the peak bulge near the seabed also helps for a smoother transition to the rest of 
the watercolumn. 
Values such as the GCI is a powerful tool to study the quality of meshes, how-
ever due to the filtered nature of LES simulations, mesh quality must be ascertained 
through other methods and values that connect the mesh resolution with the mod-
eled and resolved portions of the turbulent energy spectrum. Figure 4.11 shows a 
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Figure 4.9: Time averaged streamwise velocity ui Depth Profile Mesh Convergence 
Comparison with zoomed in view of near sea bed values. 
drop off after the filter frequency is clear in each of the spectra, fluctuations begin to 
smooth out drastically compared to lower frequencies. All meshes filter frequencies 
are within the inertial subrange, yet even in a visual manner it is clear that M3 
is much too coarse for any serious engineering purpose, as it fails to appropriately 
capture the energy content of some lower frequency content. 
4.6 Temporal Discretisation 
Time discretisation is based on a second order scheme where the average Courant-
Friedrichs-Lewy number (CF L) was 0.5, however local quality throughout the do-
main can be seen in Figure 4.12 a) for 4 representative line probes throughout the 
domain. The zoomed in box within the figure shows the height at the inflation layer 
with a logarithmic y-axis for clarity. Values had a CFL ~ 0.3 for the bulk of the 
flow, as recommended for wall modelled LES by Kornhaas et al. (2008), only reaching 
higher values for the wall modelled area near the seabed due to the computational 
expense of resolving it completely. The set time step flt at the finest resolution 
mesh was set to 0.2 s (t* = 0.0106), where t* = H/U is non-dimensionalized by the 
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Figure 4.10: Turbulent Kinetic Energy k Depth Profile Mesh Convergence Compar-
ison with zoomed in view of near sea bed values. Symbols are as in figure 4.9. 
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Figure 4.11: Turbulent Kinetic Energy k Depth Profile Mesh Convergence Compar-
ison with zoomed in view of near sea bed values. Symbols are as in figure 4.9. 
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The simulation was run and sampled for a total of 30 minutes (t* = 95.77), 
after an initial start-up time of 20 minutes (t* = 63.78); this gave a total number 
of samples N s = 9000 and a sampling frequency of 5 Hz. Sampling was run for 
enough time and samples for statistical convergence of scalar vectors throughout 
their ist-4th statistical moments(mean, standard deviation, skewness and kurtosis). 
Here statistical moments are defined as 
mn = loo xndF(x) ( 4.17) 
where n is the order of the moment, x is the scalar value being analyzed that follows 
a cumulative probability distribution function F(x). The second moment is formally 
defined as the variance m 2 , but is replaced by the standard deviation O' = ,.;m:i) to 
relate it better to turbulence parameters I and Ru. 
Statistical convergence confirms the sufficient number of samples so that any 
additional samples would have a negligible change when calculating the statistical 
moment. For this a sliding window is useful to compare changing behavior of the 
sampled value as more samples are taken into statistical calculation. Each statistical 
moment sliding window was non-dimensionalized by the following equation: 
N thM * _ N th Moment N s - N th M omenti=I:N s ( ) omentNs - NthM 4.18 
omentNs 
Four points (Pl - P4) were selected at x = -635m, y = 160m and z1_ 4 = 
-20, -22.5, -25, -27.5 m. Each point streamwise velocity time history was sub-
jected to equation 4.18 sliding window equation to quantify the statistical conver-
gence power and ensure sufficient sample time and number. Figure 4.13 shows 
the effect of increased sampling for all four normalized statistical moments as per 
equation 4.18. As the number of samples increases, the fluctuation between the 
calculated value of each statistical moment converges to 0. The number of samples 
required for this convergence is lower the order of the statistical moment. Statis-
tical convergence was found to be .02%, .2%, 2% and 1 % for the mean, standard 
deviation, skewness and kurtosis respectively after 9000 samples for all points. All 
fall under acceptable error levels and it was considered that any additional run time 
would not be necessary for the studies requirements. 
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Figure 4.12: a) Depth Profiles of the Courant-Friedrichs-Lewy condition for a se-
lected number of probes in different regions of the domain (Ll,17,18,112). See Table 
4.2 for more details on probe location. b) Depth Profiles showing the local "I for the 
same line probes as in a) for all vertical control volumes above the inflation layer. 
Table 4.2: Mesh Resolution Study 
I # of Cells ~x (m) ~Y (m) ~z (m) "( 2-Norm ui 2-Norm k ~t (s) 
Ml I 3.7 M 3 3 1.5 0.443 14.4391 0.0861 0.333 
M2 I 10.9 M 2.1 2.1 1.05 0.608 16.7154 0.1162 0.285 
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Figure 4.13: Statistical convergence of four N th statistical moments of streamwise 
velocity ui. a)Mean b)Standard deviation c)Skewness d)Kurtosis 
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4. 7 Quality Indices 
Quality of the simulation was indicated using the I quality index as used by Pope 
(2004), which shows the amount of turbulent kinetic energy(TKE) being resolved, in 
relation to the total TKE. The total TKE is a sum of the subgrid and resolved TKE, 
as well as quality indicators suggested by Davidson (2009) regarding the resolution 
of the integral length scales measured in the number of cells per resolving eddy 
length scale. 
In order to verify the quality of the simulation, several quality tests were done 
to assess the resolution of the mesh for an LES scale resolved model. The resolved 
TKE (A;res) and subgrid scale TKE (A;sas) are calculated respectively by 
(4.19) 
(4.20) 
Here Ct is a model coefficient which must be greater than -/3/2 and set at 3.5 
by the Star-CCM + environment as a default. The ratio of the resolved TKE to the 
total TKE, 1 , is then given as 
(4.21) 
This ratio was calculated over the whole domain, with the finest mesh resolution 
giving a mean value oPy = 0.924 for M3, this is far above the recommended values for 
kinetic energy resolution set by Celik et al. (2009); Pope (2004) of 0.8-0.85. Both 
meshes M2 and Ml were under the recommended values showing a high subgrid 
scale contribution, especially for the coarsest grid. Local values of ,M3 for depth 
line probes at different locations in the domain can be seen in Figure 4.12 b). The 
figure shows how the quality increases from 0 in the modelled wall region to highly 
resolved ( 1 > 0.8) 3 m above the seabed at all locations. 
Largest length scale resolution of the mesh was measured using the ratio of 
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Figure 4.14: Two point correlation for a) streamwise and b) spanwise direction at 4 
vertical depth locations as shown in the legend. Here Bii is the correlation coefficient 
and xf (m) is the point of interest and xf (m) is the second point to where the 
correlation is measured. Each marker is taken at cell location. 
in figure 4.14. Figure 4.14 shows two point correlations normalized by root mean 
square values u;ms, on the y axis, expressed as En in the streamwise direction 
and B 22 for the spanwise direction, respectively. Each correlation is plotted against 
the distance between two points, one fixed x A ( m) and the other increasingly away 
xc( m). Each plot posts 4 correlation functions taken at 4 vertical locations ( z = 
-41, -35, -28 & - 19 m) in order to show the changing resolution throughout the 
water column. The least resolved direction correlation (spanwise) B22 showed a 
minimum of .C/ ~ = 16. The ratio increases as the vertical location moved further 
away from the seabed. 
The average of the cell/length scale ratio .C/ ~ was calculated for the 4 line 
probes taken throughout the domain. The ratio showed an average of 26 points 
for streamwise resolution for all cells above the inflation layer of the mesh. All 
line probes showed values of .C/ ~ > 8, as recommended as a baseline for the least 
resolved direction in coarse LES simulations (Davidson, 2009). The length scale 
resolution in conjunction with the calculations of resolved turbulent kinetic energy 
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give a strong measure of sufficiently high quality. 
4.8 Summary 
Each section in the chapter explained and discussed a different aspect of the numer-
ical model, as well as the metrics necessary to grant the model a level of credibility 
and reliability. The analysis of the tidal energy site simulation results are only rel-
evant when the mechanism, limitations and errors are known and measured. Large 
eddy simulations are of such a high complexity that each component of its design 
must be deconstructed and analyzed separately. 
This section has shown the inner numerical models of the commercial package 
StarCCM+ as far as the documentation can show. The present body of work was 
helped greatly by understanding some of the inner workings of the CFD software. 
The simulation was of such an ambitious nature for the resources available that 
tuning and use of additional methods proved vital to running a quality simulation. 
Results from the simulation described will be shown in the remaining chapters. It 
was important that any questions about the nature of the simulation be addressed, 
particularly with respect to the numerical verification and initial validation of the 
model. Both were shown here through a series of quality indices, indicators and 
standards of the literature. Future work may take this methodology and improve it 




BATHYMETRY ROLE IN TURBULENT 
PRODUCTION OF A FLOOD TIDE 
5.1 Introduction 
A Wall Modelled Large Eddy Simulation is carried out of a sampled area of the Fall 
of Warness, Scotland, encompassing a tidal energy site, as introduced and verified 
in chapter 3. Simulated results shown in this chapter were validated with velocity, 
turbulent intensity and turbulent kinetic energy density site data from the European 
Marine Energy Centre, Orkney. In this chapter, results will show the influence of 
the sea bottom as a modifier of flow velocities and a driver of turbulence production 
at local areas important for the purposes of tidal converter performance and loading. 
The aforementioned numerical model is carried out using high resolution bathymetry 
and site inflow related measurements for a 2.1 m/ s steady flow flood tide. High order 
turbulence parameters such as: Reynolds stresses, length scales, frequency spectra 
and turbulence intensities are analysed at different depths and locations in the do-
main, to better understand their dependence on the changing bathymetry. Results 
will show the three-dimensionality of the flow field for time-averaged values as well 
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as instantaneous events. These outcomes will help establish the necessity of high res-
olution time-variating turbulence models over the traditional use of averaged RANS 
models. The present chapter aims to strengthen confidence in the method for de-
veloping high fidelity realistic numerical simulations at tidal energy device scale, 
by being capable of showing unsteady temporal and spatial turbulent characteris-
tics of tidal flow. Turbulence characterization demonstrated will be fundamental to 
recreate and predict flow fields in offshore applications for renewable energy. 
This chapter will begin with a comparison of the LES simulation, described in 
Chapter 3, and site data; in order to fully validate the model. A brief discussion will 
also be shown of the site data for full context of what the model results are being 
compared and their inherent processing characteristics. 
5.2 Site Measurement Data 
Data was supplied in both raw and processed formats from the ReDAPT project 
(http://redapt.eng.ed.ac.uk). The data was obtained from measurement campaigns 
during 2012 to 2014. Diverging-beam Acoustic Doppler Current Profilers (ADCP) 
were flow aligned 60-100 m in front and behind a tidal turbine, while a long-range 
Single Beam Acoustic Doppler Profiler (SB-ADP) was placed on top of the tidal 
turbine. The data from different instruments were recorded at varying sampling 
frequencies. Tidal current parameters (spanwise, streamwise and vertical component 
velocities, TKE, TI etc.) were calculated based on 5-minute length quality controled 
data samples. Further details of the measurement campaign may be found in Sellar 
et al. (2018). 
The data presented as site measurement depth profiles for velocity, turbulence 
intensity and turbulent kinetic energy density are the result of post processed en-
semble averaging of 5-minute period bin profiles from the ADCPs sampled at 0.5 
Hz. 
For the purposes of validation, the site measurement data used for the present 
study is an average of 1890 blocks of 5-minute data, corresponding to conditions of 
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2.1 ± 0.2 m/ sunder insignificant wave height Hmo < 0.8 at flood tide. 
It is mentioned by Sellar et al. (2018) that values are sensitive to post-processing 
methods, particularly noise filtering and detrending for turbulent intensity. Single 
point data is also presented from the ADP. Profiles are not available for the ADP, 
as the nature of the ADP is not as a current profiler, however it is mentioned by 
Sellar et al. (2018) as having higher reliability. 
5.3 Site Measurement Data Validation 
Velocity depth profiles extracted from depth aligned probes in the simulation, are an-
alyzed to compare simulations with test site data for validation. Streamwise velocity, 
turbulence intensity, TKE density and frequency spectra will be shown comparing 
site data and simulation depth profiles. Site measurement data is gathered from a 
height range of 3-40 m due to the inaccuracies or inability of the sensors to capture 
ranges near surface of the water column and the seabed. 
Table 5.1 shows the location details of the depth aligned line probes in the 
streamwise and spanwise directions within the computational domain, this table 
was previously seen in chapter 3 and is repeated here for clarity. These line probes 
were classified in terms of their position along the domain in the streamwise di-
rection which correlated with their maximum depth. In order to distinguish the 
flow patterns at its related parameters, the whole computational domain has been 
divided into three regions, each 417 m long. In total 12 probes, 4 for each region 
have been selected for assessing the flow parameters. The details of probe locations 
within each region are listed in the tables. 
Region 1 (Rl) is dominated by the start-up region of the domain, where Ll 
and L2 were selected, with which one could be able to compare the developing 
behaviour of flow near to the inlet. However, L3 and L4 show developed behaviour, 
only differing in their spanwise positions and thus depth. Region 2 (R2) is the 
central region in the vicinity of the EMEC turbine location. All site measurement 
data is taken from points near this region. Lines 5-8 were selected to have a view of 
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Table 5.1: Line Probe Coordinates 
X (m) y (m) Max Depth ( m) Region 
11 -200 204 50 Rl 
12 -150 285 47.8 Rl 
13 18 61 41.3 Rl 
14 30 169 44.4 Rl 
15 385 161 40.5 R2 
16 341 247 43.5 R2 
17 185 204 43 R2 
18 425 204 42 R2 
19 664 235 41.5 R3 
110 850 55 34.1 R3 
111 834 175 33 R3 
112 850 204 35.6 R3 
spanwise and streamwise variation. Finally, region 3 (R3) shows the region closest 
to the pressure outlet where depth is at the shallowest point, lines 9-12 were selected 
in similar fashion to region R2 to see the variation in the region for both streamwise 
and spanwise directions. Figure 4.5 shows a graphic visualization of the location of 
each probe and the extent of each region. 
Figure 5.1 a) shows comparisons between simulation Case 2 data at the midpoint 
of the domain, the EMEC site data at flood tide for a 2.1 m/ sat hub height velocity 
as well as a theoretical boundary layer profile fitted for a Reynolds number of 107. 
The agreement between the theoretical power law for boundary layers and test site 
data suggests a boundary layer velocity profile, agreeing well with the analysis done 
by Sellar et al. (2018), where a 1/7 power law was fitted to the site data for flood 
tides with no wave conditions. Several trial cases were attempted with different 
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Figure 5.1: a) Velocity (m/s) b), Turbulence Intensity (%) c) and TKE density (J/m3 ) Depth Profile Comparisons between 
simulation data and site measurements. Grey area corresponds to the rotor range for all sub-figures as well as a dotted blue 
line for the hub height. Solid red line indicates simulation data taken at the midpoint of the domain for case 2. ADCP markers 
are shown in blue squares and are the result of ensemble averaged profiles from both ADCPs. a) shows a theoretical power law 
boundary layer b) includes ADP single point measurement with a ±a standard deviation range in a solid black line with median 
value in a black circle c) Shows TKE density lines at 17 and 18 compared to ADCPl and ADCP2 at the aproximate same 
location. 
a near identical profile as the ones shown. Case 2 (Injection of site information for 
TI and LS) was finally chosen instead of case l(flat bathymetry trial run data) and 
the other trial cases due to improved convergence and profile results. Agreement 
with site data is high in the upper half of the water column for the no wave site data. 
Comparison between the models and the site data diverges strongly in the bottom 
20% of the water column with an average error of 11 % compared to 4.28% for the 
entire water column. As the site measurements go through ensemble averaging of 
several 5-minute profiles, comparison is expected to have some divergence. Several 
5 minute stationary velocity depth profiles were found to be in agreement with 
simulation data near the bed, as well as having very strong accuracy in the rotor 
range ( 3. 7% error). In order to have an improved model of the velocity profile during 
a tidal cycle it would be necessary to have a time varying inflow representing the 
main components of the tidal cycle to be able to compare similar sets of data. 
Tidal energy converter analysis utilizes turbulence intensity and turbulent kinetic 
energy as important parameters for fatigue loading. Comparisons of the present 
simulation values to test site data will help with the validation of the model and 
understanding its limitations. 
The turbulence intensity (TI) obtained from the model simulations Case 2 and 
site data (ADCP and ADP) are compared in Figure 5.1 b). Values of TI near 
the sea bottom show good agreement with the site data, but quickly reduces to 
about 5% TI for both simulation cases in the majority of the water column. ADCP 
ensemble averaged site measurements show a depth profile in the (9-14 % range) 
while the ADP showed a much lower estimate at hub height (8.6 ± 2 %), with 
margins within a standard deviation a. Measurements from the ADP are mentioned 
as being of higher reliability in the ReDAPT report leading to some uncertainty of 
the TI magnitude from the site measurements. Preliminary simulations show similar 
results even when turbulence intensity profile magnitude, injected into the inflow, 
was increased to double or triple the value. Turbulence production is insufficient to 
keep turbulence intensity values above the 5% mark in comparison with site data; 
the lack of turbulence in the model could be attributed to the lack of larger eddies 
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coming from nearby land features, particularly eddies originating off of the coast of 
Eday during Ebb tide, and the aforementioned need for an oscillating inflow. 
The availability of turbulent kinetic energy (TKE) Density depth profile site 
measurements allowed for a greater validation of the turbulent parameters for the 
simulation. TKE density krho = pu~u~ is similar to the sum of the resolved kres, only 
differing in its units ( J / m3) for site measurements, however the subgrid contribution 
was added and taken into account for the numerical data. Figure 5.1 c) shows pro-
files from the seabed mounted ADCPs located near probes L 7 and L8 allowing us to 
compare to both probes. It is to be noted that the location of probes with regards 
to site measurements will not be precise yet still within a range of ± 50 m due to 
uncertainties in both bathymetry and ADCP location information. Close agreement 
within 3.5% average error is seen between site measurement and simulation data, 
only diverging near the upper boundary wall. Maximum values from the simulation 
data near the seabed were unable to be compared due to the placement of the seabed 
mounted ADCP. Absolute values of TKE density show appropriate levels of turbu-
lence throughout the water column. This is in contrast to the underestimation of 
turbulence intensity that is highly sensitive to mean velocity non-dimensionalization 
of rms values, as well as site measurement sensitivity to post-processing detrending 
of the signal. A greater analysis of the turbulent kinetic budget will be analyzed in 
the results. This was done to best understand the manner and location in which 
turbulence energy was being produced and dissipated for further improvement of 
the model. 
Spectral analysis was conducted to best contextualize the distribution of turbu-
lent energy in the flow structure. Thus providing context of the wall modelled LES 
resolution capabilities and a comparison to site measurement spectra. The spectra 
shown was calculated to understand the frequency distribution in individual velocity 
components near the sea bottom as well as at hub height for the purposes of energy 
extraction. 
Figure 5.2 a) shows a sample power spectrum density (PSD) ¢ii normalized by the 
variance a; and the wave number K, for each velocity component in a one-dimensional 
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frequency spectra at hub height from a line probe at mid-domain . The inertial sub 
range -4/3 slope is also plotted to aid visibility with a dashed line, while the LES 
filter is shown with a dotted line. It is worth highlighting that for both frequency 
spectra plots shown in this section the LES filter size seems to filter appropriately 
by resolving inertial sub range sufficiently to capture more than 90% of the spectra 
energy for all three dimensions. 
Hub height frequency spectra as seen in figure 5.2 a), for each velocity com-
ponent, shows an increasing PSD ratio between components at the lower integral 
frequencies. The energy containing range in these lower frequencies show the ui 
streamwise PSD as the dominant component and the vertical components integral 
energy containing range at a significant lower level than the other two components 
(span and streamwise). Anisotropy was visible at integral length scale frequencies 
with a higher value at ui followed by Uj and uk. Hub Height spectra was in good 
agreement with similar spectra from test site data seen in ReDAPT reports. 
Figure 5.2 b) shows the cumulative sum of the energy spectra E(k) for each 
component normalized by u; for three vertical positions of the water column z = 
-2.5, = 15, -20 m with dash-dotted, dashed and solid lines respectively colored 
by dimensional component. Dotted vertical line shows the location of the filter, 
while the horizontal dotted line shows the minimum recommended ratio of energy 
resolved. This plot can be used to verify that at locations near the seabed all 
components are appropriately resolved without getting close to filtering the viscous 
dissipation range. Cumulative spectra also shows the increased energy at lower wave 
numbers as the vertical position furthers away from the seabed due, in part, to the 
growing bandwidth of the inertial subrange to lower and lower wave numbers with 
the distance to the seabed. Frequency spectra at both hub height, as well as, at 
locations near the wall show a great deal of anisotropy, particularly more pronounced 
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Figure 5.2: a) One dimensional normalized frequency spectra at hub height for line probe at mid-domain for all components. Solid 
lines show: velocity components ui (blue),uj (green),uk (red). Dashed line shows the inertial subrange bandwidth slope while the 
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Figure 5.3: Averaged velocity magnitudes plotted along the water column: From 
left to right, a) Line pro bes in region 1 b) Line Pro bes in region 2 c) Line pro bes 
in region 3. The vertical axis in all subplots have height normalized by local depth. 
For location of each line probe refer to tables 1-3. 
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5.4 Averaged Velocity Profiles 
The model predicted depth varying velocity profiles for all three regions are depicted 
in Figure 5.3. As already seen in Figure 4.5, water depth reduces as the domain 
evolves in the streamwise direction; this causes a decrease on the cross-sectional 
area of the flow which in turn creates an accelerating effect on the velocity. Probe 
locations 11 & 12 in Figure 5.3 (a) show the velocity profile changing from the 
initial input at the inlet, (as stated before, equal to 1.7 m/s) into a developed profile 
where 11, being closer to the inlet, resembles the injected profile more closely than 
probe 12, since the flow field is still developing. 
In region R2 Figure 5.3 (b) the velocity magnitude continues increasing in com-
parison to region Rl. The initial bottom 20% of the water column near the seabed 
shows different behavior across the probes. Probes 15 and 18, located in the mid-
span direction, show an acceleration of the flow leading to a rapid increase of the 
velocity from the sea bottom with a bend into the linear increase with height at 5% 
of the water column while 16 and 17 have the same increase at the 18% mark. 
Region R3 (in Figure 5.3( c)) shows the greatest effect of the ramp up effect 
taking velocities up to 2.6 m/s at hub height. Profile shape for probes 19,110 and 
112 show a profile more similar to the expected power law with a slower increase in 
velocity in the near sea bottom regions. Probe 111, however, shows a bulge in the 
bottom tenth of the water column before returning to the power law behaviour in 
the other lines. It is positioned at the same streamwise position as probe 110 yet 
differs strongly in the bottom quarter. This shows the irregular bathymetry that 
shifts the spanwise and vertical velocity components, rapidly creating a full 3D flow. 
Absolute velocities in the spanwise and vertical directions dissipate for most of the 
water column from their maximum value near the seabed. 
Figure 5.4 shows the averaged depth profiles for vertical velocity (uk)- As seen 
in the previous studies by Flack and Schultz (2014); Jimenez (2004); Stoesser (2013) 
with wall irregularities such as dunes or roughness effects, irregularities on the wall 
have local effects highly dependent on local bathymetry which then result in instan-
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Figure 5.4: Velocity depth profiles for vertical direction: Regions 1-3 from are left 
to right. 
uniform time-averaged uk profiles at different line probe locations in Figure 5.4 
would suggest the local effect of the bathymetry seen, not only for instantaneous 
events but for possibly sustained vertical movements as well. Regions R2 and R3 
show averaged vertical velocity that decreases with distance from the sea bottom. 
Sudden vertical depth changes in bathymetry increases the vertical velocity values, 
and these high vertical velocity areas dissipate in magnitude at a lower rate than at 
areas with more uniform depth. 
Velocity analysis of the streamwise and vertical directions show the influence of 
the bathymetry at all regions. The decrease in maximum depth from the initial 
domain to the outlet will throttle the maximum velocity magnitude while creating 
vertical motions for the bottom 10% of the water column. 
79 
5.5 Turbulence Statistics 
5.5.1 Reynolds Stresses 
The effect of the sea bottom on turbulence parameters can only be analyzed properly 
with higher order statistics regarding turbulent fluctuations in the domain. This sec-
tion analyzes the main energy components of the Reynolds stress tensor in addition 
to different turbulence parameters important to tidal device resource and loading. 
Figures 5.5-5.8 show the depth profiles for diagonal Reynolds stress components 
uiui as well as uiuk (streamwise, spanwise, vetical for ui,j,k respectively. Components 
uiuj and UjUk are not shown due to their small contribution to the overall tensor 
for all line probes shown in Table 1. The shape of the depth profile remains almost 
constant for uiui and UjUj with a peak very close to the sea bottom which quickly 
dissipates above in the water column to a constant value of 0.0l(m2 / s2 ) for the 
streamwise diagonal component uiui and UjUj = 0.005(m2 / s2) for the spanwise 
diagonal component. These two aforementioned Reynolds stress components show a 
difference only in the peak near the sea bottom which increased with the streamwise 
position (xi) across the regions due to increased ui. 
Figure 5.7 shows the Reynolds stress component for the vertical direction (ukuk)-
Maximum values for ukuk decreased from Rl to R3, yet had a strong dependence on 
spanwise location, as seen in the difference between line probes within each region. 
All line probes show a linear growth in the first bottom 10-15% of the water column 
except for lines 9 and 12, which show a peak near the sea bottom. Lines 3 and 4 in Rl 
have their maxima at 0.6 of the depth over height ratio. R2 holds similar behavior 
for all 4 probes with a sustained maximum from 0.8 to 0.6 in the water column while 
R3 holds the strongest bursts close to the sea bottom shown as peaks. In certain 
cases at locations near the sea bottom the profile has a positive peak which quickly 
changes to the negative profile. For all line probes the diagonal uiui component 
was the highest value, followed by UjUj and ukuk having comparable magnitudes to 
the secondary stress uiuk. The average ratio between diagonal components at hub 
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Figure 5.5: Streamwise Reynolds Stress u~u~ depth profile: Regions 1-3 from left to 
right. 
The observation of the main components of the Reynolds stress tensor shows a 
weak dependency on bathymetry throughout most of the water column. Peak values 
of Reynolds stress increase with the streamwise direction of the domain only near 
the sea bottom. Negative values for the uiuk reinforce the need to analyze previously 
mentioned vertical motions in the velocity analysis due to their high importance to 
the turbulence budget. 
5.5.2 Length Scales 
Integral turbulence length scales were calculated using a time autocorrelation for 
each line probe with Taylor's frozen turbulence hypothesis as shown in equations 
13-15. The autocorrelation coefficient Bii is normalized by its rms value ui,rms· 
(5.1) 
A time autocorrelation is calculated by comparing the velocity at a point with itself 
at different moments in time. The changing time is represented by adding i to the 
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Figure 5.6: Spanwise Reynolds Stress ujuj depth profile: Regions 1-3 from left to 
right. 
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Figure 5.8: Cross streamwise-vertical Reynolds Stress u~u~ depth profile: Regions 
1-3 from left to right. 
The integral time scale Tint is obtained from the integration of the time autocor-
relation coefficient. This is in turn transformed into a measure of length Lint which 
is the basis of the results presented here. 
(5.2) 
(5.3) 
The values of the integral length scales for three regions are shown in Figure 
5.9. Region 1 follows similar behavior as seen for previous turbulence values with 
11 & 12 showing development of the flow along the domain. Regions 2 & 3 show 
an increase of length scales along the water column up to the first quarter of depth 
followed by a quasi-constant length scale in the outer layer of the water column. 
Spanwise changes in bathymetry show minor changes in length scale depth profiles, 
however always preserving a similar depth profile shape. Depth probes at R3 show an 
increase of 15% in the outer layer constant length scale value compared to probes in 
R2. The shape of the profile of a rapid increase with a constant value at the 15-20% 
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Figure 5.9: Integral Length Scale Depth Profiles.Regions 1-3 from Left to right.For 
legend see caption on 5.3 
( Creech et al., 2017), site measurements from the Sound oflslay (Milne et al., 2017), 
and theoretical length scale depth equations by Nezu and Nakagawa (1993). 
Alternative length scale calculation methods include the spatial autocorrelation 
and spectral method shown in chapter 4 . The noise within the spectral plot of 
turbulent kinetic energy makes estimation of the length scale difficult to a pin-
point precise degree since it is dependent on finding the position where the -5/3 
inertial sub-range slope ends, with that in mind the integral length scale may be 
approximated to a range of (0.07-0.05) Hz. This is converted into a spatial length 
scale through the relation L = u/ f yielding a length scale range of (28-40m) for a 
local velocity of 2 m/s at the midpoint of the domain and water-column. Two-point 
correlations analysis shown in figure 4.14 can be used to calculate length scales by 
the integration of the B 11 up to the crossing of the first zero value. By using the 
same data point to compare to the spectral and autocorrelation the length scale was 
calculated at 16.1 m. Length scales based on temporal autocorrelation theory at 
the same position and velocity as the spectral and two-point correlation equal 18.3 
m. This gives us three different values, one for each method. The autocorrelation 
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and two-point correlation are within 12% of each other while the spectral method 
is greater by an approximate factor of 2 even when contemplating the noise of the 
spectral plot. The correlation methods appear to calculate a half channel depth while 
the spectral plot would approximate the whole channel depth. Further discussion of 
integral length scales will use the half channel depth to be consistent with other site 
measurements previously mentioned, however use of the entire channel depth as an 
integral length scale may also be valid. 
5.5.3 Turbulence Kinetic Energy Budget 
Turbulent kinetic energy budget analysis was done for each region in an effort to 
view the vertical and streamwise location of highest TKE production. Figure 5.10 
shows TKE Production P plotted vs TKE dissipation E with a dotted line showing 
where they are of equal magnitude. Each subplot contains the 4 line probe points 
for its respective region colored by vertical depth. All three regions show the highest 
turbulence production and dissipation near the seabed. Net TKE, when subtracting 
E from P remains positive for all regions. The point nearest to the boundary walls 
for each line probe is the exception, quickly crossing over to a positive net value. 
Production was kept at near constant levels for all regions with dissipation having 
the highest range throughout the water column in region 3. It is important to 
highlight the positive net turbulence for the entire domain, this would suggest a 
sustained level of TKE in opposition to the first impression of high over dissipation 
from turbulence intensity results. 
5.6 Instantaneous Plane Analysis 
The use of high order turbulence statistics allow us to have a better understanding 
of the turbulent flow. However, an analysis of instantaneous velocity and vorticity 
values will shed more light on the possibility of quick, high magnitude events relevant 
to turbine loading. 




100 100 100 
~ a) /' ~ b) / 
,_ 
INCi) c) / 
------- , ------- , ;;;-- 10-1 ,/ IN 10-1 ,/ IN 10-1 ,/s / !, /,✓ s /✓ .___,, / , .___,, , 
\J.) -✓ \J.) -✓ \J.) -✓ 
~ 10-2 / • ~ 10-2 /✓ ~ 10-2 • / • ··~ 
0 -✓ .s / 0 ✓ • ~'.<3 ,,✓ • ...... ·" ·t ~ , ~ / .. ro , ro ,.✓• ••~ • 
.& 10-3 % • - · .&10~ ;:;;, ••• .& 10-3 /✓ • ..; -
gJ .. / • 00 , • gJ / • ..,. • 00 ✓ a •• ,,, iS ., • •...-1 ✓' • 
.,✓•• .. ~ • f, • • ~ L' 
~ 10-4 ,/ • ~ 10-4 • / ; • ' ~ 10-4 • ,/ -
~ ✓/ ~ / . ~ ,j ✓ E--t ✓ • l ,. 
E--t / ✓-,, 
1 o-5 ' 
E--t ,/y,. • • 
10-5 
10-4 10-3 10-2 10-1 100 10-4 10-3 10-2 10-1 100 10-4 10-3 10-2 10-1 100 
TKE Production P(m2/s2) TKE Production P(m2 / s2) TKE Production P(m2 / s2) 
-50 -40 -30 -20 -10 0 -50 -40 -30 -20 -10 0 -50 -40 -30 -20 -10 0 
Figure 5.10: Turbulence production plotted against TKE dissipation for all line probes in each region ( a) Region 1 b) Region 
2 c) Region 3) ). Each point shows a location in the water column colored by its depth (m). Dotted line shows the equilibrium 






















80 160 240 320 
Spanwise Lengthy (m) Vk 
(mis) 
Figure 5.11: Instantaneous planar slice of uk showing spanwise(y) plotted against 
depth(z) colored by Uk magnitude for selected points in every region: a)Rl at x=0, 


























80 160 240 320 
80 160 240 320 
80 160 240 320 
Spanwise Lengthy (m) 
Figure 5.12: Instantaneous planar slice of wk showing spanwise(y) plotted a against 
depth(z) colored by wk magnitude for selected points in every region: a)Rl at x=0, 














along the domain colored by instantaneous vertical velocity Uk in order to see the 
variation of bursting events at a singular point in time at different depths. Highest 
value of absolute uk is seen near to the sea bottom walls, dissipating as it travels 
along to the surface as was expected in accordance with Reynolds stress profiles for 
Uk- Instant velocity contours were seen in higher magnitude in the areas where depth 
was at its deepest for all regions due to interaction of the flow with the sea bottom. 
Here the absolute value of uk velocity contours was highest in the subplot Figure 5.11 
a), at the plane with the lowest depth. Maximum absolute values of uk decreased 
in the subsequent planes further downstream as maximum depth decreased. High 
absolute Uk velocities at depths close to the rotor plane suggest the possibility of 
sustained bursting events (sweep and ejections) at heights relevant to tidal energy 
extraction devices. 
Figure 5.12 shows instantaneous cross sectional YZ surfaces at the same locations 
as in Figure 5.12 for vorticity magnitude. For all YZ cross-sections high vorticity was 
seen originating from the sea bottom, due to shear stresses decreasing proportionally 
to the distance from the sea bottom. High vorticity values are seen for a greater 
proportion of the water column at more shallow depths of the domain yet average 
vorticity is higher at deeper locations. For instantaneous effects, high vorticity was 
seen in all regions as high as mid-column. Turbulent structure analysis is needed 
to identify the permanence in time of these aforementioned high vorticity regions, 
in order to view them as coherent structures related to bursting events or other 
structures of importance. However this is beyond the scope of this study and the 
authors will seek to investigate further in later work. Instant cross sections show 
the correlation between vertical movement and high vorticity near the sea bottom 
due to shear stress turbulent production. Evidence stemming from Reynolds stress 
profiles as well as instant cross sectional plots suggest high energy turbulent events 
previously mentioned as being possible origins of TKE production. A more complete 
turbulent structure analysis would be necessary to appropriately analyze these values 
to measure their lasting nature in magnitude and time. 
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5. 7 Discussion 
The work presented here shows the capabilities of LES when aided by site data to 
create a full picture of flow at realistic bathymetries in terms of flow velocities and 
turbulence statistics. High resolution grids are capable of showing unsteady fluctua-
tions that would be lost in time averaged models, thus providing greater information 
on the mechanisms in which turbulence is produced and dissipated at different re-
gions of the domain and its depth wise evolution. The turbulence profiles injected 
into the domain by way of the synthetic eddy method were attempted by both Case 
1 and Case 2, these corresponded to an isotropic turbulence depth profile and to the 
diagonal components of the Reynolds stress tensor respectively. Flow development 
in the domain, modified by the wall boundary conditions, showed a waning influ-
ence of these profiles as the domain progressed, giving similar results for both cases. 
This would suggest that the turbulence injected was not the main component in the 
domain but the turbulence continually produced by the boundary conditions, partic-
ularly at the seabottom. The modeled site shows good characteristics in comparison 
to similar canonical flows. The Reynolds stress ratios at 5m above the seabed from 
this present work showed a 1:0.8:0.45 ratio for <5u/ <5u, <5u/ <5v, <5u/ <5w ratios respec-
tively. This compares well with Milne et al. (2017) who measured 1:0.71:0.55 at 
lab experiments and similar values for site measurements and Nezu and Nakagawa 
(1993) who reported 1:0.8:0.68 ratios. 
Turbulence statistics, in terms of turbulence intensity are over-dissipated in com-
parison to site measurements. Steady velocity boundary layers experiments at high 
Reynolds number show a similar decrease to 5-10% of turbulence intensity for rough 
and smooth surface boundary layers (Castro et al., 2013; Alfredsson et al., 2012), 
this is similar to the turbulence intensity shown in the present simulation and show 
that oscillating tide induced velocity might be needed to have a full explanation of 
the origin of turbulence intensity as well as the addition of direction reversed velocity 
component during Ebb tide. Turbulent length scale magnitudes ranging from 10-20 
m, calculated in the model compared well with site measurements such as those 
taken 10 m from the seabed at the Bay of Fundy (McCaffrey et al., 2015) who found 
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an average length scale of 11.6 m, and the 11-14 m found by Milne et al. (2017) at the 
Sound of Islay. All analyzed turbulent statistics show the effect of the sea bottom 
in varying degrees, especially in increased Reynolds stress maxima near the seabed. 
These averaged Reynolds stress maxima suggest even higher energy intermittent 
turbulent events that requiere further statistical study. The cross-component uiuk 
at all probes in figure 5.8 show a negative value for most of the water column.This 
would suggest so called 'bursting events' dominating the domain. Bursting events 
are evident when uiuk < 0 , these events are responsible for 80% of total turbulence 
production according to Kim et al. (1971) & Kline et al. (1967). The influence of 
the changing sea bottom on most turbulent parameters and statistics are limited on 
average to the first bottom fifth of the water column. This area of influence could 
be compared to the area of influence of roughness elements on walls in canonical 
flows. It should be noted that the results given apply to a particular flow velocity 
at flood tide for the specific site. The influence of flow velocity and tidal cycle is 
expected to have major changes on turbulence parameters and even the shape of 
the velocity profile. The analysis and results from the present simulation suggest a 
stronger influence of the sea bottom bathymetry on turbulence statistics than pre-
vious flat channel simulations. Although the computational resources required are 
significant, the data gathered and its resultant turbulent parameters, give insights 
into turbulent production and dissipation. A more complete context of turbulence 
at the site shows the usefulness of high resolution LES, giving us a full picture of 
the flow for particular tidal energy sites. Improved high resolution simulations that 
provide understanding of turbulence near the seafloor bottom and its structure are 
important, not only for the tidal energy sector but for many offshore applications. 
91 
CHAPTER 6 
TURBULENT STRUCTURE OF A 
FLOOD TIDE 
6.1 Introduction 
This chapter presents turbulence structure analysis carried out on the data from the 
flood tide Large Eddy Simulation presented and discussed in Chapters 3 and 4. The 
aim of the analysis in this chapter is to characterize the spatial and temporal at-
tributes of the turbulence and coherent vortical structures of the flow as shaped and 
modified by the bathymetry of the site. Quadrant analysis for multiple depth probe 
locations is used to give a three-dimensional statistical understanding of bursting 
events, as modified by the seabed. The results delve into highly energetic coherent 
structures of a sufficiently large spatial and temporal size, connected to bathymetry 
variation. The following results are presented beginning with a turbulent structure 
study of the vertical water column for several points of the domain described in 
the previous section. This aims at understanding the distribution of turbulent ki-
netic energy for all three dimensions of the flow, as well as the mechanisms for its 
production and distribution. Statistical quadrant analysis is shown in the second 
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part of the results section. This portion of the analysis aims to examine the tem-
poral and spatial characteristics of the turbulent producing uiuk Reynolds stress, 
by a probabilistic approach. Finally, coherent structure visualization is presented 
along with a discussion of its origins and connections to the statistical and structural 
characteristic events of the turbulent flow. 
6.2 Anisotropy Analysis 
6.2.1 Anisotropy Tensor and structure parameter 
It is fundamental to identify and quantify the dominance of each individual com-
ponent of the turbulent flow field, as well as recognize the importance of the main 
cross correlational components that lead to turbulent production. Understanding 
the main sources of turbulent kinetic energy at a tidal site, in addition to the mech-
anisms with which the sea bottom distributes TKE in every direction from the wall 
shear, is of utter importance to understanding the structure of the flow and how it 
deviates from smooth channels. 
The Reynolds stress anisotropy tensor Bij was first introduced by Choi and 
Lumley (2001) in order to isolate the Reynolds stress tensors' diagonal components 
from its contributions to the overall kinetic energy. The anisotropy tensor is defined 
in Eq. 6.1: 
B - UiUj bij 
ij - q2 - 3 (6.1) 
The u~uJ represents each component of the Reynolds stress tensor, normalized 
by q2 . The mean kinetic energy q2 is equal the sum of the diagonal components 
of the Reynolds stress tensor uiui. The bij equates to the the dirac function which 
will isolate the contribution of the diagonal components. This forces the diagonal 
components of the anisotropy tensor to a range of -1/3 < Bij < 2/3. Isotropic cases 
reduce the diagonal components to 0, while 2/3 shows complete one dimensional 
dominance and thus complete anisotropy. It is worth noting that the sign of the 
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Figure 6.1: Region 1 Anisotropy tensor depth profiles: a) En, b) E 22 , c) E 33 , d) E 13 . 
Depth is non-dimensionalized by dividing the vertical position Depth and dividing 
it by the maximum local depth H. 
The Reynolds stress anisotropy tensor was calculated with the objective of quan-
tifying the importance of component of the flow, and with it have a general idea of 
the anisotropic nature of the flow. Figures 6.1, 6.2 & 6.3 show the diagonal com-
ponents of the anisotropy tensor En, E 22 , E 33 and the E 13 component plotted as 
depth profiles, for all line probes divided into their respective regions as previously 
shown in table 4.1 (chapter 4). The non-diagonal component E 13 is included due 
to its importance to turbulent kinetic energy in the flow. Also called the structure 
parameter by Townsend (1961), it measures the amount of turbulence extracted in 
the form of Reynolds shear stress from the available turbulent kinetic energy (Pi-
omelli et al., 2002). The rest of the components in the Eij tensor were of very low 
magnitude in comparison to the structure parameter and the diagonal components 
as the only main cross component was between the wall driving the flow and the 
main streamwise component. 
Figure 6.1 shows anisotropic behaviour for all probes up to values of approxi-
mately the bottom 20% of the water column. At the sea bed boundary the stream-
wise component En reaches values up to 0.42, higher than the maximum E 22 =0.19 
spanwise component. The vertical diagonal component E 33 has no effect on the 
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Figure 6.2: Region 2 Anisotropy tensor depth profiles: a) B 11 , b) B22 , c) B33 , d) B13 
. Depth is non-dimensionalized by dividing the vertical position Depth and dividing 
it by the maximum local depth H. 
Reynolds stress at the wall boundary, yet receives the lost contribution from the 
other two diagonal components before hitting isotropic behaviour at mid-column. 
The structure parameter differed wildly, depending on line probe location, yet was 
consistent in value range between 0.1-0.15 up until the mid-column which coincides 
with the most isotropic point. 
Regions 2 and 3 (figures 6.2 and 6.3 respectively) showed similar results in all 
4 of their probes. This would suggest a dependency on the streamwise location of 
the domain rather than a spanwise location variability, due to depth being predom-
inantly a streamwise variation in the domain. Region 2 does not reach full isotropy 
but shows similar behaviour than region 1 at the mid-column where the stream-
wise component redistributes TKE to the other minor components. However, the 
vertical component B33 never reaches full equality in contribution to the other com-
ponents. Region 2 differs from region 1 with a larger streamwise contribution to the 
TKE while the structure parameter demonstrates a larger efficiency when extracting 
TKE from the shear stress. The structure parameter only decreased to levels below 
0.1 from all line probes in the top 20% of the water column and showing maximum 
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Figure 6.3: Region 3 Anisotropy tensor depth profiles: a) En, b) E 22 , c) E 33 , d) E 13 
. Depth is non-dimensionalized by dividing the vertical position Depth and dividing 
it by the maximum local depth H. 
Region 3 continued showing a greater anisotropic behaviour than the previous 
regions. At the wall, line 10 showed near complete streamwise dominance with a 
maximum En value near 0.6 and spanwise E 22 values decreasing to near zero values 
for the majority of the water column. Near isotropic values were seen for a lesser 
portion of the water column than in regions 1 and 2 . Structure parameter efficiency 
remained semi constant for values not near the sea bed boundary and the mid 
column, yet never reaching the high efficiencies of region 2. The values obtained for 
the anisotropy tensor are similar to those of rib-roughness and irregular roughened 
boundary layers reported experimentally and by DNS and LES simulations Krogstad 
and Antonia (1999), Roussinova (2009),Smalley et al. (2002) and Piomelli et al. 
(2002) respectively. 
It is notable that the structure parameter reported by the previous authors only 
reached higher values than 0.15 for short periods near the boundaries and held 
constant values between 0.12 and 0.14. All line probes across regions showed lesser 
values of anisotropic tensor values near the walls than the smooth turbulent DNS 
results by Spalart (1988) at a momentum Reynolds Number Re0 = 1410. This is 
consistent with the conclusions of Krogstad and Antonia (1999) and Piomelli et al. 
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(2002). Piomelli argued for a roughness effect that would decrease anisotropy from 
near the wall. In the case of the present results this holds when comparing between 
different regions. Region 2 and region 3 have irregular changes in bathymetry more 
pronounced than in region 1 as well as having these bathymetry changes occupying 
a larger percentage of the water column. 
6.2.2 Anisotropy Invariant map 
Choi and Lumley (2001) created a visual technique for identifying the nature of 
the turbulent flow as one, two or three dimensional and all the intermediary states 
based on the previously utilized anisotropy tensor. There are several versions of 
Lumley's anisotropy mapping, yet we will refer to his original Anisotropy Invariant 
Map (AIM) determined by plotting the invariants of the Bij tensor. The calculation 
of the second (II) and third (III) invariant are as follows: 
(6.2) 
(6.3) 
The Lumley triangle is bound by 3 curves, each showing a different turbulent 
state. Complete isotropy is located at areas near (0,0). Figure 6.4 from Simonsen 
and Krogstad (2005) shows a more graphic expression of the anisotropy states on 
the Lumley triangle. States include complete isotropy, one dimensional dominance, 
axi-symmetric states and 2D states. 
The upper black line in Figure 6.5 represents a state of two-dimensional turbu-
lence, while the red lateral lines delineate axisymmetric behavior. The axisymmetric 
line on the negative side of the third invariant suggests an expanding nature also 
called" disk-like" turbulent state by Simonsen and Krogstad (2005) where one com-
ponent is of a relative much lower magnitude than the other two. However the 
axisymmetric curve on positive side of the III invariant is designated as a "rod-like" 
turbulence (Simonsen and Krogstad, 2005) and dominated by a single component. 
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Figure 6.4: Anisotropy invariant map legend from Simonsen and Krogstad (2005) 
showing the states of turbulence as bound by the Lumley triangle. 
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the positive III axis signifies complete one dimensional turbulence. The AIM will 
allow us to do a visual comparison of the changing anisotropy along the sea floor of 
the domain by plotting every point for the group of line probes per region. 
Figure 6.5 shows three anisotropy invariant maps that plot points for all of the 
line probes per each region of the domain. In order to follow the vertical direction 
evolution of the anisotropy, points were colored by their vertical position along the 
water column. In all subplots anisotropy began at its deepest point near the two 
dimensional turbulence boundary curve. This is due to the impermeability of the 
wall in its normal direction. This is perfectly seen in anisotropy invariant maps 
of smooth channels by Ashrafian and Andersson (2006) using data by Moser et al. 
(1999) in which smooth channel turbulence begins as two dimensional advances to 
one-dimensional and decays down to isotropy following the rod-like axisymetric line. 
However, due to the sea bottom irregularity of the domain the wall normal vector 
will not be aligned perfectly with the vertical direction. Alfredsson et al. (2012) 
observed a similar behavior when plotting rough channels with a rod like bottom. In 
the rod roughened boundary, turbulence began as two-dimensional moving towards 
a rod like turbulence state before decaying to isotropy. Similar results were seen 
by De Marchis and Napoli (2012) for 2D and 3D irregular roughened surfaces. As 
the roughness increased the degree of anisotropy decreased while straddling the 
axisymetric contracting line. 
All regions showed isotropic values near the mid values of their respective water 
column. However the transition from the two dimensional state to isotropy followed 
a peak towards higher values of anisotropy before decaying back to isotropy. Major 
deviations between regions occurred in the bottom 10-15 m. Region 3 showed points 
straddling the right axisymetric line, with coordinates III reaching up to 0.057 and 
I I= 0.27, this would suggest higher values of anisotropy than the other 2 regions. 
Values near the surface at the 0 mark were influenced by the upper slip boundary 
condition in all three regions such that the upper boundary forces a 2D turbulent 
state that had to expand from the isotropic state close to mid column. Region 
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the isotropic values yet closer to contracting axisymmetry as was seen in previous 
studies that suggested the appearance of rod like hairpin vortices (De Marchis and 
Napoli, 2012; de Marchis et al., 2010; Alfredsson et al., 2012). 
It must be noted that some data points were found just outside of the Lumley 
triangle, this is most probably due to discretization error during calculation. These 
points were found to have a similar error when calculating the form parameter, 
which is expressed by F = 1 + 27III + 9II. The maximum error was found to be 
1.54% for the form parameter, thus we can assume a similar error which is within 
acceptable bounds. 
The anisotropy invariant map of the 3 regions of our domain helped confirm 
the anisotropy due to the changing bathymetry. Lower depths in region 3 behaved 
more akin to a smooth channel than regions 2 and 1. Although the irregular sea 
bed did decrease anisotropy near the bed in comparison to flat channels and even 
some previous roughness studies. The presence of contracting anisotropy in areas 
10-15 m from the seabed would suggest energy production rich hairpin vortices. 
It is necessary to look into Reynolds stresses as discrete events and not simply as 
averaged values to appropriately confirm these vortices due to their transient nature, 
particularly for the cross component uw responsible for up to 80% of turbulent 
production. 
6.3 Quadrant Analysis 
Due to the inherent unpredictability of turbulent flows any analysis of turbulent flow 
must be of a statistical nature. Quadrant analysis techniques fulfill these objectives 
as well as lead us into linking the Reynolds stress tensor to coherent structures and 
discrete events. A quadrant analysis is done for the most important of the cross-
component Reynolds stresses u~u~ responsible for the production term -u~uJ g~; in 
the turbulent kinetic energy budget as a result of the wall shear stress at the sea 
boundary. Quadrant analysis will use an abbreviated nomenclature when referring to 













Figure 6.6: Quadrant Analysis Shapes and events of a cartesian mapping of u' and 
w' events. Red line shows isotropic behaviour, blue shows anisotropic behaviour. 
variation, equivalent to u~, while w' refers to the vertical velocity component. Figure 
6.6 shows the mapping of possible locations for u'w' Reynolds stresses. 
The negative -uw quadrants 2 and 4 are called bursting quadrants, also named 
ejection and sweep quadrants respectively and are responsible for the majority of the 
turbulent kinetic energy production (Kim et al., 1971). Positive quadrants Ql and 
Q3 are simply called outward and inward interactions due to their directions out and 
into the flow. With a sufficient number of discrete points a shape emerges on the 
quadrant plot that can demonstrate the structural behaviour of the turbulent flow 
for the points plotted. Figure 6.6 shows a red outline that would be present during 
isotropic behaviour where both the streamwise u component and the vertical w 
component are of equal magnitude. During isotropic behaviour this outline becomes 
skewed towards a component showing a higher importance over the other. In order 
to filter uw events by their magnitude we define regions delimited by constant luwl 
curves. The delimited areas are called holes by Lu and Willmarth (1973) in their 







Here the u" and w" represent root-mean-square values, and aid as a normalization 
agent when comparing hole values. 
A conditioned filtering was applied to all discrete samples taken during the sim-
ulation. This conditioned sampling was done to sort every discrete point into a hole 




Ii Ht= , , 
0, 
if (u'w')is in quadrant i & lu'w'I ~ Hu"w" 
otherwise 
(6.5) 
h,H,t is our filtering function which places events in: i = 1 for u > 0, w > 0, i = 2 
for u < 0, w > 0, i = 3 for u < 0, w < 0 and finally i = 4 for u > 0, w < 0. 
An averaged value Si,H is then taken for each hole and quadrant to analyse 
the averaged fractional contribution of the values per quadrant outside of the hole 
value. This will give us an idea of the importance of each quadrant to the total u'w' 
Reynolds stress. The mathematical formulation is as follows: 
si,H = ~ 1T u(x, z, t)w(x, z, t)Ii,H,t(u, w)dt (6.6) 
Here T is the total sampling period and dt is the sampling period at 5 Hz. It 
follows that the sum of all quadrants at a hole size of 0 would be equal to 1 since 
all fractional contributions should be accounted for as in equation 6. 7. 
4 
LSi,O = 1 (6.7) 
i=l 
The purpose of the hole size study is to visualize the probability of high mag-
nitude events while placing them within their appropriate quadrants. Hole size 
contours provide reference points and contextualization of their non-dimensional 
magnitude. This answers the question of how probable and how strong events are. 
Figure 6. 7 shows nine joint probability density contours calculated from instan-




















Figure 6.7: Quadrant Analysis contours coloured by their probability density func-
tion within 2 Hole (H) size=l for the dashed and dotted line and H=4 for solid 
line. Legend in each quadrant refers to the contribution of each event to the to-
tals Reynolds stress component uw. Both the streamwise component u & vertical 
component w have been normalized. From left to right (A,B,C) are plots showing 
points at line probes for 3 regions (Rl left column, R2 middle column, R3 right 
column), from top to bottom (1,2,3) are plots at vertical positions of 10% of the 
water column, 20% and the bottom most row is at 50% of the water column. 
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velocity variation w' normalized by their respective standard deviation CY. Figure 
6. 7 shows points located at 10, 20 & 50 % of the water column for representative 
line probes in regions 1-3. Columns A, B and C correspond to Rl, R2 and R3 
respectively while rows 1-3 correspond to the vertical locations from 10% in row 1 
to 50% in row 3. Constant Reynolds stress lu'w'I = 1,4 are plotted as dashed and 
straight lines to best contextualize the magnitude of the contours. The sum of the 
total probability for each quadrant is shown in each subplot. 
All subplots showed a great deal of anisotropy with a particular dominance of 
the bursting quadrants Q2 and Q4. The sum of probabilities for bursting quadrants 
remained semi constant for plots in column A (Rl) at 0.656 for the 10 and 20% 
mark dipping to 0.63 at 50% of the water column. Although the sum of the bursting 
quadrants showed small variation it is clear that the probability density distribution 
spread to higher magnitude hole values, suggesting high magnitude bursts reaching 
up to lu'w'I = 4 for the 20 and 50% positions whereas, the probability contours at 
the 10% mark showed high probability values near lu'w'I = 0. All vertical positions 
showed a slight dominance of Q2 events over Q4 by a maximum of 3%. Bursting 
events contributed the majority of the contribution to the -u'w' Reynolds stress 
component and increased as the water column positions ascended. Locations 10% 
and 20% of the water column were unbalanced in their bursting quadrants, with a 
higher tendency of sweeping motions yet the erupting quadrant showed probability 
contours at higher magnitudes than in region 1. For the 50% location of the water 
column bursting events contributed up to 0.67 of the u'w' stress and had dispersed 
high magnitude event contours. 
Probability contours for all positions in region 3 were skewed for positive u' values 
and the highest erupting quadrants of all regions up to 0.354 of the u'w'. Region 3 
followed a similar trend of region 2 where the position in the water column drove 
a higher probability density of bursting events as well as higher magnitude events. 
The maximum bursting contribution was at 50% at 0.7 total probability. 
The probability density contours showed a high dependency on the vertical loca-
tion with higher values at the 50% position of the water column for bursting events. 
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Sweep and eruption events were balanced for region 1 while Q2 and Q4 were seen 
more in region 2 and 3 respectively suggesting an influence of the region location on 
bursting probabilities. All plots showed Ql and Q3 confined to a hole size of H=l 
along the water column, suggesting a continuous anisotropic flow. Total Reynolds 
stress contributions from each quadrant were shown to not always coincide with the 
total amount of discrete samples per quadrant due to certain quadrants having low 
probability high magnitude events. More statistical analysis is required to have a 
full understanding of quadrant behaviour, this leads us to analyze the contribution 
per hole size in figure 6.8. 
6.3.1 Bursting Event Filtered Spatial Distribution and De-
cay 
Figure 6.8 shows nine subplots at the same spatial coordinates than in figure 6. 7 
showing the fractional contribution of all u'w' events as confined by hole sizes H=l-
5 for each quadrant. All quadrant contributions eventually converge to 0 as the H 
becomes sufficiently large. Inwards and outward quadrants were balanced in their 
contribution with the exception of region 2 at the bottom most 10% and disappeared 
in Reynolds stress contribution for hole sizes above H=l with the exception of the 
bottom 10% of the water column in all regions. Ejections had a larger contribution 
across all of the holes for regions 1 and 2 for the two bottom most points. Region 3 
showed a clear difference between Q2 and Q4 contributions with Q2 decreasing its 
highest contribution at H=0 from 0.78 at the bottom 10% mark down to 0.6 while 
Q4 remains semi-constant as it rises in the water column. 
Line probe regional location had an effect on the balance between Q2 and Q4 
events as well as the higher contribution for H=0. Region 3 contributions of bursting 
quadrants for large hole sizes H > 4 remained relatively high compared to other 
regions where they supplied less than 0.1 of the contribution to the averaged u'w'. 
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Figure 6.8: Fractional contribution for each quadrant to the Reynolds stress com-
ponent uw per Hole Size H. Ql is shown in square green markers, blue triangles 
represent Q2, yellow circles mark Q3 and Q4 is shown by red inverted triangles. 
From left to right (A,B,C) are plots showing points at line probes for 3 regions (Rl 
left column, R2 middle column, R3 right column), from top to bottom (1,2,3) are 
plots at vertical positions of 10% of the water column, 20% and the bottom most 
row is at 50% of the water column. 
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6.3.2 Temporal Lifespan of Bursting events 
It is important to understand not only the probability of these events but the average 
duration as well. This holds especially true for high magnitude events, in order to 
best understand their energy density and fatigue effect on energy extracting devices 
and other subsea structures. In order to find the average value of the events Ti,H, the 
u'w' discrete sampled values were filtered and sorted into their respective quadrants 
i and hole magnitude H. This method of time filtering by hole sizes was first 
introduced by Lu and Willmarth (1973) and in explained in the following equations. 
- 11T r,.H = - S-Htdt 
i, T o i, , (6.8) 
This gives us an average time in seconds for each time burst by summing up every 
event that occurs outside the limits of a particular hole magnitude and a previously 
filtered quadrant. Figure 6.9 shows the average duration for the bursting events 
Q2 and Q4 against their hole size magnitudes H=l-5 for the previously mentioned 
points in figures 6. 7 and 6.8. 
It is to be noted that high magnitude events with hole sizes H=4 and H=5 
may have high average duration yet occurred with a much lower frequency than 
other hole sizes. Thus, in some cases they only occurred once during the entire 
sampling period and their average duration time requires a higher sampling time for 
stronger statistical power. Every region line probe showed a tendency of decreasing 
time duration for both quadrant events, as the hole size increased due to extreme 
events being difficult to sustain for larger period of time. Event duration was highly 
dependent on vertical position location. Higher averaged periods occurred at the 
50% mark and decreased in life spans in conjunction with the vertical position. 
Region 1 's bursting events showed slightly higher life time cycles than its sweep-
ing event counterpart. Values of sweeping events for H=5 show high values up to 
4s life cycle, however as previously mentioned this is due to low frequency events. 
Region 3 had a noticeable lower lifetime cycle than the other regions at the 20 and 
10% bottom water column mark yet maintaining a life cycle of 3-2 seconds until the 
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Figure 6.9: Average duration of each bursting event Q2 and Q4 in seconds plotted 
against the magnitude of the bursting event as delimited by a Hole Size. Point 
locations are given in figure 6. 7. Sweeping events (Q2) are colored in blue while 
bursting events (Q4) are colored in red. From left to right subplots show Regions 
1-3. Upper triangle marks shown bursts at the 50% mark of the water column while 
lower triangle are at the 20% location, circles represent the bottom 10% of the water 
column. 
more sharply than in region 1 and 2. All life cycles for every quadrant and vertical 
position remained within a range of 2 to 4 seconds except hole sizes below H=l. 
This allows us to give a characteristic time scale to bursting events while providing 
time scales for the more extreme events. 
Figure 6.10 aids in visualizing the temporal duration of these events by plotting 
the vertical axis of the domain against a 10 minute sub-sampling period of red and 
blue colored Reynolds stress contours for sweep and bursting events respectively. 
This visual aid was done to representative line probes for each region at xRl = 30(m), 
XR2 = 185(m), xR3 = 850(m) (sub-indices indicate the region). While our previous 
temporal analysis allowed us to contextualize life time cycles in an averaged form 
with hole sizes, it would be convenient to also present the filtered data in terms of 
absolute Reynolds stress. 
Both higher Reynolds stresses as well as larger structures are present in all three 
regions near the mid water column yet it is seems apparent that they surge from 
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Figure 6.10: Ejection(Q2) are shown on the left column with a red color map while sweeps are shown on the right column with a 
blue color map (Q4).All plots are filtered colored by instantaneous luwl(m2/s2).(a,b) show a line probe in R3 for a period of 10 
minutes plotted against the water column. (c,d) refers to R2 and (e,f) to Rl. All line probes are located mid-span at xm = 30(m), 
XR2 = 185(m), xR3 = 850(m). Colormap corresponds to Reynold stress magnitudes. 
ejections for all regions yet this unbalance was only skewed more prominently in 
region 1. Average absolute value for the u'w' Reynolds stress across the domain was 
equal to 0.004 (m2 / s2 ). Contours in figure 6.10 show events with Reynolds stress 
magnitudes 5-30 times the average u'w' stress component simultaneously through-
out large portions of the water column. Region 2, although the region with more 
frequent and longer sweeps and ejections showed a smaller magnitude than the other 
regions. Region 3 noticeably held several ejections with a sustained high magnitude 
of Reynolds stress. It is thought that the higher frequency of ejecting events is due 
to the sea bed floor converging as the domain develops in the streamwise direction, 
creating a ramp like effect pushing the flow upwards. 
6.3.3 Higher Moment Statistical Analysis of bursting events 
Further statistical understanding of the uw events was complimented by the third 
and fourth order moments to understand the dominant sign of the discrete uw events 
as well as a measure of the extreme nature that would otherwise be lost in averaged 
Reynolds stress values. The third order moment, also referred to as skewness is 
defined in the following equation: 
( u'w') 3 
Suw = /2 ---3 
( u'w') 2 
(6.9) 
Figure 6.11 reinforces the aforementioned behaviour of lines 1 and 2 as part of 
the start-up region of the domain. Higher statistical moments take a longer period of 
time and start-up length to show converging behavior within the domain. However, 
lines 3 and 4 as well as regions 2 and 3 show a negative skewness for the u' w' 
component up to the bottom 20% mark. After this region skewness remains flat 
independently of the region. Each line probe showed a peak of positive skewness at 
the wall which quickly switched to negative values near the wall before decaying to 
0. Lines 3 and 4 of region 1 and region 2 showed similar levels of negative skewness 
at the near wall peak. Region 3 exhibited parallel negative skewness yet at higher 
peak values reaching a maximum of -3 for line 12. 
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Figure 6.11: Skewness Suw depth profiles of uw Reynolds stress. Line probes shown 
belong to : a) Region 1, b) Region 2, c) Region 3 
( u'w')4 
Kuw = ---2 
( u'w')2 
(6.10) 
The Kurtosis value is used to contextualize the importance of extreme events 
in the tails of the distribution as they deviate from the averaged behaviour. Milne 
et al. (2017) reported values between 9 and 12 at the Sound of Islay for a point 
measurement 5 meters above the seabed. Values of kurtosis above 5 are considered 
strong deviations from normal behaviour. All regions exhibited peaks of high kur-
tosis and thus a higher frequency of extreme u' w' events close to the wall. Region 3 
continued being a region of strong statistical behaviour exhibiting strong leptokurtic 
behaviour for its line probes up to half the water column. Although average val-
ues of the u'w' stress show low values if the depth profile shows highly kurtocized 
behaviors extreme events could be of higher importance for fatigue loading. 
The statistical nature of the analyzed points throughout the domain suggest a 
more in depth analysis of Reynolds stress discrete events may be required. This is 
apparent when realizing the role u'w' stresses play in turbulent production, events 
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Figure 6.12: Kurtosis Kuw depth profiles of uw Reynolds stress. Line probes shown 
belong to : a) Region 1, b) Region 2, c) Region 3 
bursts play a more prominent role in the turbulent flow that would have otherwise 
been ignored in averaged quantities or if a normal distribution assumptions. Both 
the magnitude, probability and life time of these events make them a topic of further 
analysis for offshore hydrodynamic force analysis. 
6.4 Coherent Structure visualization 
The use of quadrant analysis and anisotropy invariant maps has allowed us to con-
clude the existence of bursting and sweeping events in the form of long rod like 
structures also called hairpin vortices, originating near the wall reaching half the 
water column. Visualization techniques were utilized to find and identify these vor-
tical structures within the CFD domain in a three-dimensional manner. 
Figure 6.13 shows a sub-domain sampled at an instant moment in time at x = 
(100 - 250)m and y = (160 - 200)m, the figure shows an iso-surface of a Q criterion 
which has been conditionally filtered to show quadrant events. Red colored portions 
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Figure 6.13: Instantaneous Isosurface by Q criterion of a subdomain covering xx y = 150x40 m. Colored by conditional filtering 
to show Q2 events in blue and Q4 in red, all other events colored in grey. S refers to sweep events, E to ejection and HP to 
hairpin vortex. 
(ejections) and the rest of the inward interaction quadrants are shown in gray. The 
Q criterion first established by Jeong and Hussain (1995), shows vortical structures 
and is developed in the following equations. 




Here the Q-criterion is defined as the vorticity n independent from the shear 
strain S. Where the S = J+/r and n = J-2F vectors are defined by Jeong and 
Hussain (1995) as the symmetric and anti symmetric components of the Jacobian 
tensor of the velocity J = Vu. 
Figure 6.13 highlights three clear structures, structures E and S show an ejection 
and a sweep that are high above the bed yet have a large enough size (length= 16m) 
reinforcing the idea of how high up the water column some bursts can go. The 
hairpin structure HP is seen near the seabed as a connection between an ejection and 
a sweep. The sub-domain shown also reinforces the notion set by Adrian (2007) that 
these hairpin vortices emerge as packets of multiple vortices occurring simultaneously 
near the seabed. 
The coherent structure tagged as HP refers to hairpin vortices, Adrian (2007) 
comments on the origin of these hairpin vortices as a product of the turbulent Q2 and 
Q4 events with a dominance on sweeping events, in conjunction with the ejection for 
boundary layer-like flows. This can be best seen in the highlighted hairpin vortex in 
figure 6.13. Adrian (2007) also mentions the existence of these coherent structures at 
a higher strength and density near the wall as a mechanism of turbulent production, 
this is supported by other authors Roussinova et al. (2008, 2009) which found the 
creation of hairpin vortices and turbulent events to be more evenly distributed at 
shallow flow compared to deeper flow in a channel. 
6.5 Chapter discussion 
Analysis shown in the present chapter is based on data from a Large Eddy Simu-
lation of a 2.1 m/s flood tide at the Fall of Warness EMEC site in Orkney, Scot-
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land. Boundary conditions were set based on site measurements and the sea bottom 
bathymetry. Realistic site bathymetry was used to differentiate from past tidal en-
ergy modelling efforts which used smooth wall boundary conditions as well as to 
compare to other irregular surface turbulence structure studies. 
Data from the simulation was used to study the turbulent structure and higher 
moment statistical quadrant analysis of the temporal and spatial lifetimes of bursting 
events throughout the domain. Data points covering the water column were taken for 
several locations throughout the changing maximum water depth in the streamwise 
direction giving a fuller three-dimensional analysis of the flow. Turbulent structure. 
as measured by the anisotropy invariant map and the anisotropy tensor Bij showed 
a rapid increase in isotropy in comparison to smooth channels and in line with 
3D roughened surface studies (De Marchis and Napoli, 2012), in particular with 
accelerating boundary layer studies (Piomelli et al., 2002). Piomellis accelerating 
boundary layer supported this studys findings of decreasing anisotropy, and coherent 
structures in accelerating regions. Isotropy was mapped to vertical positions near the 
mid water column, with showings of axisymetrical "rod like" elongated turbulence 
in the bottom 5-10 m from the seabed growing from a two-dimensional state at the 
bottom boundary. Higher velocity areas of the domain had maximum anisotropy 
levels but quickly returned to isotropy. 
A changing turbulence structure in the domain is linked to a spatial varying 
-u'w' Reynolds Stress quadrant distribution. Ejection and sweeping events showed 
an asymmetry in their distribution that was strongly seen in the bottom 20% of 
the water column, this is supported by Milnes analysis at the Sound of Islay (Milne 
et al., 2017) in which he calls this a strong intermittent area for extreme events 
at the same portion of the water column. This is supported by third and fourth 
order moments of the -u'w' component. Second order moments (Reynolds Stresses) 
may show some similarity to smooth channels, yet for the suggested intermittent 
area extreme events occur with a sufficient frequency, energy and lifetime to be of 
interest for fatigue design, scouring and other engineering purposes previously not 
covered by smooth wall tidal converter simulations. Extreme events shown at the 
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midway point of the water column were still present showing how turbulent mixing 
may reach above the intermittent area, this was well supported by the high kurtosis 
values above the vertical mid-point. 
Ejections were more energetic than bursting events m accelerating regions if 
less frequent due to a ramping effect pushing flow up. Lifespans of events show 
their fleeting nature which may not be present in surveys after flow time averaging 
processing yet, are within the operating frequencies of energy extracting devices 
and thus relevant to their performance and structural design. These high energy 
turbulent events are strongly connected to coherent structures which can be visually 
associated to hairpin vortex packages which have been previously related to surface 
roughness by Castro et al. (2013) and supported by the AIM for points near the 
wall. Their lengths are of sufficient size in comparison to the water column to be 
of engineering significance. Results from this analysis show the effect bathymetrical 
irregularity can affect Reynolds stress distribution and dissipation. These results 
imply unique local turbulence characteristic dependency near the sea bed floor, 
particularly for rich turbulent kinetic energy coherent structure production. The 
use of high resolution spatial and temporal models allow for a deeper statistical 
analysis of transient energy rich events. Deeper understanding of these events and 
their characteristics will be of use to tidal energy development as well as a variety 
of offshore marine engineering applications when designing for fatigue, vibrations, 
sediment transport etc. 
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CHAPTER 7 
BATHYMETRY EFFECT ON 
TURBULENCE OF AN EBB TIDE 
7 .1 Introduction 
The chapter aims at bringing together the concepts and data from past chapters 
in an aim to describe the semi-diurnal tidal components and the relation between 
them. Chapter 1 introduced the idea that ocean currents change in magnitude and 
direction depending on the phase of the tidal component. Chapters 4 and 5 have 
presented results and analysis of a flood tide. Tidal currents are composed out of not 
only flood tides but also of complimentary ebb tides in a major tidal period 12.42 
hours. In the case of the Fall of Warness, the ebb tide reverses the direction of the 
flow, changing its heading from southeast to northwest headings. The bathymetry 
during the ebb tide expands the cross-sectional areas as the streamwise direction 
advances decelerating the flow. 
A full turbulent parameter and structure analysis must be taken into account 
for this behavior for a more complete characterization of the turbulent nature of 
the Fall of Warness. The chapter will aim to answer one of the questions initially 
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proposed in this thesis: "What role do the ebb and flood tides, and thus direction 
of the flow, play on the turbulent nature of the flow? " 
This is done by presenting the results of the large eddy simulation that reverses 
the flow direction compared to the work done in the previous two chapters. The 
chapter will begin with a proper validation and comparison to the corresponding site 
measurements for an ebb tide at a 2.1 m/ s reference velocity at hub location. The 
velocity was chosen to compare ebb and flood simulations under the same turbulent 
conditions only changing the direction of the flow.Flow direction was considered 
to be 180 degrees opposite between flood and ebb. Seller and Sutherland (2015) 
found a + /- 5 °mean flow variation from the mean flow direction. This deviation is 
valid for both flood and ebb at velocities 2 m/s or above. Velocities below 0.8 m/s 
showed 30 and 15 degree deviations for flood and ebb tide respectively. However, 
these velocities are not relevant for the speeds analyzed. 
Turbulence parameter and structural results are also presented to obtain further 
understanding of the turbulent character of the ebb flow, including quadrant analy-
sis, (previously introduced in chapter 5) and an exploration of the turbulent kinetic 
energy behaviour linked to the seabed stress of a decelerating flow. 
Ebb site measurements showed a level of asymmetry in relation to its flood coun-
terpart for mean velocity and turbulence parameters along the water column. It is 
of great interest to see to which effect, if any, the bathymetry plays in explaining 
the asymmetry between tides. Comparisons will be made between turbulent param-
eters of the ebb and flood tides, in addition to a base case of a flat channel with no 
expanding/ contracting bathymetry condition, in an attempt to answer the research 
question. 
7.2 Ebb Simulation 
Results presented in this chapter were extracted from a simulation run under the 
same conditions as the flood simulation from the previous chapters. The only, yet 
significant change, was the change in direction of the flow by the switching of the 
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velocity inlet and pressure outlet boundary conditions at locations Xautlet = -320m 
and Xinlet = 935m, seen in figure 4.6. 
Inflow data was input into the domain to establish a mirror view of the tidal 
flow by setting the velocity at hub height at the center of the domain to a Uref = 
2.lm/s; this was done to compare flood and ebb tides at the same reference velocity. 
The ebb simulation used the same mesh and time discretization (~t = 0.2s, T = 
30min, N s = 9000) conditions as in the verification process discussed in chapter 3 
and thus will not be elaborated upon in matters of numerical quality. Data presented 
was taken at the same locations presented in table 5.3. It is however, paramount to 
continue the necessary validation of the simulation results to site measurements of 
a 2.lm/ s ebb tide. 
7.2.1 Validation 
Figure 7.1 shows a comparison of a) the mean streamwise velocity depth profile, 
b) turbulence intensity and c) turbulent kinetic density for ebb simulation and site 
measurement data, for the purpose of model validation. Mean streamwise veloc-
ity depth profile from the ebb simulation was compared to a 1/7 power law of a 
theoretical boundary layer as well as the site measurements taken from an ADCP 
from the ReDAPT data. Sellar et al. (2018) mentions the disagreement between the 
theoretical power law model and site data for ebb tides, due to a flow retardation 
from the mid-depth to the surface. Overall fit of the simulated mean velocity depth 
profile with the site data was calculated to be within an error of 5.9% when compar-
ing euclidean vector norms I lxl 12 = JE~=l lxl 2 Creech et al. (2017) , where I lxl 12 is 
calculated for all the points at vertical locations above the first measurement taken 
in the site measurements. 
Divergence from the power law velocity model impacts the turbulence intensity 
and TKE density depth profiles as well. Simulation and site turbulence intensity 
profiles held similar depth profiles, however, the bulge located in the first 10 m from 
the seabed was overestimated by the model by 31.8%. The simulation gave the max-
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Figure 7.1: a) Velocity (m/s) b), Turbulence Intensity (%) c) and TKE density 
(J/m3) Depth Profile Comparisons between simulation data and site measurements. 
Grey area corresponds to the rotor range for all sub-figures as well as a dotted 
blue line for the hub height. Solid red line indicates simulation data taken at the 
midpoint of the domain for case 2. ADCP markers are shown in blue squares and are 
the result of ensemble averaged profiles from both ADCPs. a) shows a theoretical 
power law boundary layer with simulation and test data b) includes ADP single 
point measurement with a ±a standard deviation range in a solid black line with 
median value in a black circle c) Shows TKE density lines at L 7 and 18 compared 
to ADCP at the approximate same location. 
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in contrast with the data measurement of TI= 15.1%. TI measurements at hub 
height, between the ADCP and simulation data matched at 9.9%. TKE density pro-
files held a higher disagreement than in flood tide. Site measurements were cleared 
of very strong outlier points due to their extremely high magnitude(~ 160 J/m3) in 
the upper half of the water column as per suggested by the provider of test data due 
to unrealistic value as a probable result of device noise and data processing. . Site 
measurements held a higher TKE density at the previously mentioned bulge seen 
in the TI profile, equal to 12 J/m3 , which was 16.67% higher than simulation data. 
Simulation data maintained higher TKE density at points above the bulge while the 
site measurements showed a higher dissipation not matched by the simulation. 
Validation of velocity and turbulent parameters calculated different error mea-
surements for the main turbulence parameters than flood simulations. While velocity 
and turbulence intensity profiles held a closer fit to the site measurements, the TKE 
density held less agreement than flood tides to site measurements. The highest error 
was in locations close to the maximum turbulent depth profile bulge, this would sug-
gest disagreements were more in line with underestimation of the simulation when 
capturing the turbulent energy content and dissipation of the flow. The modelling 
component of the LES spectrum may be a source of underestimation. Yet, it is 
important to stress the role, already mentioned during flood tide, that other fea-
tures play in turbulence generation. Sellar and Sutherland (2016) and Sellar et al. 
(2018) mentioned the role that eddies created from nearby islands during ebb tide 
play in turbulence parameters. Both simulation and site measurements showed an 
asymmetry in velocity and turbulence parameters from the flood tide that will be 
analysed further. This is carried out aiming to characterize turbulence parameters 
both from the ebb flow within a context of the entire tidal cycle and idealized flat 
bottom flows. 
7.2.2 Mean velocity profiles 
Analysis of the turbulence parameters should begin with an understanding of the 
mean velocity profiles of the present simulation as context for the turbulent fluctu-
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Figure 7.2: Averaged velocity magnitudes plotted along the water column: From 
left to right, a) Line pro bes in region 1 b) Line Pro bes in region 2 c) Line pro bes 
in region 3. The vertical axis in all subplots have height normalized by local depth. 
For location of each line probe refer to tables 1-3. Profile magnitude sign has been 
changed to emphasize the change in direction compared to flood flow. 
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Figure 7_3: Ebb Velocity depth profiles for the mean vertical velocity uk: Regions 
1-3 from are left to right(A,B,C)-
ations. Mean velocity profiles also support comparisons to their flood counterpoints 
presented in chapter 4. Mean streamwise velocity depth profiles are presented in 
figure 7.2 for all lines probes divided by the three regions of the domain.The veloc-
ity profiles along the three regions decelerated as they travelled in the streamwise 
direction as a result of an expansion of the cross-sectional area, as opposed to the 
constrictions in the flow tide. The startup area of the domain is evident in lines L9 
and L12 for region 3 as they are the closest line probes to the inlet. Region 1 hub 
height velocities were at a minimum for the domain for ui = 1.6 m/ sat Ll, while the 
highest hub height velocities were in region 3 lines near the inlet at ui = 2.5 m/ s. 
These values show equal magnitude reference velocities to the opposite flood ve-
locities from chapter 4, albeit in an opposite direction as per ebb tide. Region 2 
line probes shared a strong level of similarity in both magnitude and profile shape. 
Depth profile shape was uniform across all the regions, deviations from the norm 
are only present near the seabed. 
Figure 7.3 shows how the expansion of the cross sectional area impacts mean ve-
locity depth profiles for the vertical direction and not simply the dominant stream-
wise component. Only lines L2 and L4 did not exhibit a negative vertical velocity 
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near the seabed. While the contraction of the seabed in flood tide acted as a ramp 
for up bursts of the mean flow, the ebb tide adds a downward motion in the first 
20% of the water column before returning to near zero velocity for the rest of the 
water column. Highest absolute vertical velocity can be found in region 2, partic-
ularly 18 with velocities up to lukl = 0.09 (m/s). Mean negative vertical values 
near the seabed for most of the domain suggest predominantly sweeping motions, 
particularly in the bottom 20%, which was also found to be the main area of inter-
mittency in chapter 5. Turbulence values should be analyzed further with a mean 
Reynolds stress calculation and quadrant event analysis to verify the influence of 
the downward motions. 
7.3 Ebb Turbulence Parameters and Structure 
Characterization of the turbulence flow begins with an overview of the diagonal 
components of the Reynolds stress tensor. This is done to understand the local 
variations along the water column, as well as the magnitudes for each line probe of 
the principal turbulent fluctuations. The turbulent kinetic budget will be presented 
by way of the main turbulence production shear term -u~u~ of the Reynolds stress 
tensor. This will lead to a quadrant analysis of the aforementioned term, in an 
effort to view where turbulence production occurs through bursting events , and a 
comparison to the flood and baseline flat channel simulations. 
The diagonal components of the Reynolds stress tensor are shown in figure 7.4. 
The effect of the wall bounded flow places the maxima of the u~u~ component near 
the seabed. However, unlike flood flows results, a number of line probes (16, 12 
and 15) exhibit a secondary bulge emerging near the Depth/ H ~ -0.65 mark. 
Similar results were seen in the turbulence intensity site measurements, explained 
by a retardation of the mean flow near the mid-column. The majority of the water 
column has a near constant value proportional to the mean streamwise flow. Thus 
both the maxima and average values of the u~u~ component increase from region 1 
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Figure 7.4: Diagonal component depth profiles of the Reynolds stress tensor u~u~. 
Regions 1-3 from left to right. 
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The spanwise component ujuj is near constant across all three regions with a 
value of ujuj ~ (0.010 - 0.012). Local maximas were seen close to the seabed, yet 
not at the much higher values exhibited by the streamwise u~u~ component. Neither 
the steady decrease in mean flow magnitude, nor the bathymetry appeared to have 
a strong local effect on the spanwise diagonal component. Although values for the 
vast majority of the water column remained in the same order of magnitude as the 
dominant streamwise component. 
The last row, from top to bottom in figure 7.4 shows the diagonal vertical 
u~u~component of of the Reynolds stress. Depth profiles increased in magnitude 
proportional to the mean flow and were characterized by a linear increase from the 
seabed to a maximum sustained bulge for a large portion of the water column. The 
location of the maximum magnitude bulge varied across line probes, yet all were 
within a location range of Depth/ H ~ -(-0.80 to - 0.65). It is worth noting 
that the maxima of the vertical Reynolds stress component was higher by 50% than 
for the flood tide value for the same velocity. This maxima was found to have its 
location shifted to higher values of the water column when comparing ebb to flood 
values. Both flood and ebb cases had the highest average value for its probes in 
region 2 and showed highest values in the depth range where the turbine rotor is 
located. 
The main shear stress -u~u~ Reynolds stress component for TKE production was 
found to have a higher maximum and average value in regions 1 and 2 for the ebb 
tide simulation, than for its flood tide counterpart. Values continued being highest 
in region 2. Depth profiles exhibited a parabolic shape with the maximum value 
near the Depth/ H ~ (-0.80 to - 0.60) location, similar to the vertical diagonal 
component. Regions 1 and 2 showed near parallel behavior for all line probes with 
discrepancies only in the maximum value. Region 3 line probes L12 and L9 can 
be taken out of the analysis as once more it is a sign of the development area of 
the domain. Although the mean of the shear term for all profiles was negative and 
indicative of its contribution to the TKE budget it does not provide a full picture of 
the transient bursting events from the seabed that are part of the energy generation 
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Figure 7.5: Main sheer Reynolds Stress component u~u~ depth profile: Regions 1-3 
from left to right.Legend for each line probe is shown in the first row. 
process. 
7.3.1 Quadrant Analysis of bursting events 
Analysis of the turbulence shown during the ebb tide will not simply be directed 
towards the study of Reynolds stresses, but as has been seen in the previous chap-
ters it is imperative to do a deeper statistical analysis for an understanding of the 
extreme turbulent events and values. Quadrant analysis of the uiuk Reynolds stress 
component was calculated for the same representative line probes and locations as 
in chapter 5 (for reference of locations see legend in figure 7.6). Probability density 
contours for all quadrants are shown in the same figure comparing the streamwise 
instantaneous component against the vertical instantaneous component each nor-
malized by its standard deviation. Each quadrant analysis contour is bounded by 
hole sizes equal to 1 in dashed lines and equal to 4 for solid lines to contextualize 
the magnitude of the instantaneous stress burst. 
Region 2 in particular is found to have an imbalance biased for Q4 sweeping 
events over Q2 bursts, confirming the initial assumption of the bathymetrical effect 
increasing sweeping motions. Sub-figures Bl,B2 and B3 found a higher dominance 
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Table 7.1: Ebb-Flood Quadrant Analysis Comparison. 
Probability (-) Energy Contribution (m2 / s2 ) Lifetime ( s) 
Q2 Q4 Q2/Q4 TKEQ2 TKEQ4 Q2/Q4 TQ2 TQ4 
FlO 0.323 0.316 1.020 0.70 0.70 1.000 2.44 2.23 
F20 0.356 0.305 1.167 0.58 0.62 0.935 2.84 3.12 
F50 0.320 0.350 0.914 0.65 0.58 1.120 4.02 3.64 
EbblO 0.329 0.382 0.861 0.74 0.65 1.138 4.47 2.86 
Ebb20 0.307 0.309 0.993 0.70 0.65 1.077 3.90 3.55 
Ebb50 0.317 0.334 0.949 0.65 0.53 1.226 3.60 3.32 
FClO 0.287 0.314 0.914 0.85 0.63 1.335 2.54 1.88 
FC20 0.347 0.304 1.141 0.63 0.71 0.909 2.18 2.01 
FC50 0.321 0.318 1.009 0.76 0.74 1.023 1.95 1.86 
of Q4 events and/ or higher magnitude events than other regions. However Q4 dom-
inance is evident as well in region 3 Cl and C2 subfigures, albeit at a lesser dom-
mance. Probabilities densities at the midcolumn (bottom most row) are balanced 
across all four quadrants in regions 1 and 3, and are constrained between hole sizes 
equal to 1 leading to an assumption of isotropy and fewer high magnitude events 
as distance from the wall is highest. Regions 1 and 3 exhibited a high percentage 
of low magnitude events at the 20% mark of the water column. Areas with high 
probability (PDF=0.2-0.25) agglomerated near u'w' ~ 0 , where C2 had a spread 
out distribution amongst the quadrants; while A2 still showed probability contours 
of high magnitude. Higher mean streamwise velocities in region 3 did not have an 
impact on the extreme value events. All events were captured within the hole size 
H = 4 contours in region 3, while region 2 in Bl and B2 exhibit small probability 
contours outside of the larger hole. This would signify higher magnitude proba-
bilities as extreme events in region 2 over region 1 even if not present in averaged 
turbulence values. 
In order to review these quadrant statistics within a larger range of conditions, 
they must be compared to the flood and flat channel calculates values. Table 7.1 
summarizes the results calculated of the quadrant analysis from the three main simu-
lations run (flood, ebb and flat channel), specifically for bursting quadrant behavior. 
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Results are divided into the probability, energy contribution and mean lifetime of 
the bursting moments. Data shown in the table shows the filtered quadrant analysis 
parameters calculated from velocity taken at points at 10%, 20% and 50% of the 
water column at the center of the domain. This location was chosen for comparison 
as mean reference velocity (uref = 2.lm/s) was the same for all three simulations 
and its position near the turbine location. The notation used in the table uses 'F' to 
refer to flood simulation, 'E' for Ebb and 'FC' for the flat channel (see appendix A 
for a validation overview of the flat channel case); the following number denotes the 
vertical position of the point by the percentage of the water column starting from 
the seabed. 
The imbalance between sweeping and bursting moments is analyzed to view 
the initial hypothesis of the effect of bathymetry ramping/down-turning of flow on 
bursting events. Ebb clearly shows an increase in probability of Q4 events over 
Q2, this increase in probability is seen to be highest at the bottom 10% of the 
water column closest to the seabed where its influence is at its highest. Q2/Q4 
events at locations 10 and 20% of the column ocurred 18% more for ebb than 
for flood tides. The increase in probability does not transfer to higher Q4 energy 
contribution. Higher lifetime of Q2 events during would lead to a higher energy 
contribution, as the Q4 lifetimes were approximately the same as during the flood 
simulation. Energy contribution for Q2 bursting moments decreases as the distance 
to the seabed increased for all three simulations, in addition to the imbalance of 
Q2/Q4 probabilities as the influence of the wall decreases with the distance to the 
measured point. The base case of the flat channel shows lifetime of bursting events 
decreasing with the distance to the wall, however, this behavior does not follow 
for Q2 events during flood and Q4 during ebb simulations. Bathymetry ramping 
or down-turning is thought to bundle flow packets reaching higher portions of the 
water column increasing the average lifetime of the events, albeit at lower energy 
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Figure 7.6: Quadrant Analysis contours coloured by their probability density func-
tion within 2 Hole (H) size=l for the dashed and dotted line and H=4 for solid 
line. Legend in each quadrant refers to the contribution of each event to the to-
tal Reynolds stress component u'w'. Both the streamwise component u' & vertical 
component w' have been normalized by their respective standard deviation a. From 
left to right (A,B,C) are plots showing points at line probes for 3 regions (Rl left 
column, R2 middle column, R3 right column), from top to bottom are plots at ver-
tical positions of 10% of the water column, 20% and the bottom most row is at 50% 
of the water column. 
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7.4 Ebb and Flow Turbulence Asymmetry 
Both mean velocity, Reynolds stress and statistical bursting events have shown the 
effect of the bathymetry. The direction of the flow when paired with the bathymetry 
changes the mean flow as well as the turbulent fluctuations that emanate from the 
wall. The asymmetry between these two flows ( ebb and flood) has been discussed 
mostly in terms of the entire period of the tidal component. Asymmetry at tidal 
sites between ebb and tide components has been mentioned by Hay et al. (2013) 
as a consequence of local topography and mentioned by Togneri et al. (2017). For 
the single-velocity cases that have been presented in this work it is convenient to 
compare the asymmetry to continue with the objectives set out by this chapter in 
seeing how strong of an impact bathymetry has on the difference between tides. 
The comparison continues by looking at the turbulent energy contained in the flow, 
production of the turbulence, and an important parameter for tidal turbines coherent 
turbulent kinetic energy. 
Coherent turbulent kinetic energy (CTKE) proposed by Kelley et al. (2005) for 
wind energy environments, and since used by McCaffrey et al. (2015), Thomson et al. 
(2010) for tidal energy converter purposes. CTKE is a measure of the structural 
fatigue damage that impacts turbines as a result of coherent turbulent fluctuations. 
CTKE is mentioned as a root damage equivalent and peak load reference by Kelley 
(2011) and as a measure of the coherent structures by Thomson et al. (2010). Cross 
shear terms are taken into account due to their connection to energy producting 
coherent structures established in chapter 5. The measure is calculated by the non-
diagonal components of the Reynolds stress and presented in equation 7.1. 
CTKE= ~ --2 --2 --2 u~u'. + u~u'k + u'-u'k i J i J (7.1) 
Figure 7. 7 shows the time-averaged CTKE depth profiles for all of the line probes 
obtained in the domain (see table 4.1) for both flood (solid line) and ebb (dotted 
line) cases. Ebb depth profiles have been multiplied by -1 to visualize side by side. 
Depth was kept in terms of absolute value and not non-dimensionlized to view the 
effect of the maximum depth as well. CTKE scaled inversely with maxmimum depth 
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Figure 7.7: Averaged Coherent Turbulent Kinetic Energy (CTKE) plotted vs water 
depth for all line probes for flood and ebb simulations. Dashed line corresponds to 
-CT KE Ebb depth profiles to better contrast with the corresponding Flood depth 
profiles in solid lines. 
of the line probe as it related to higher mean flows for both ebb and flood cases (see 
line probes 110 and 112). Flood profiles hold a maxima near the seabed in the same 
way as ebb. However, the majority of the water column held secondary bulges 10 
m from the seabed during ebb in contrast to the near constant flow during flood. 
CTKE values were generally higher for ebb than for their flood counterparts. The 
ratio between CTKE depth profiles averaged a value CTKEebb/CTKEflood = 1.63, 
the asymmetry was particularly strong for line probes in region where the ratio 
reached is 2.15. The higher ratio for ebb is related to the secondary bulges at 
near the mid-column for ebb flows. This secondary bulge would be of increased 
importance not only both for structural design of tidal turbines during ebb flow 
operation but also as a consideration for tidal asymmetry ramifications. 
Turbulent kinetic energy depth profiles are shown for all line probes in figure 7.8 
comparing ebb and flood tide together. Ebb TKE profiles are shown in dashed lines 
and multiplied by -1 for a better visualization. Ebb profiles showed a higher level 
of TKE than its corresponding flood profile, both in terms of the maximum value 
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Figure 7.8: Averaged Turbulent Kinetic Energy (TKE) plotted vs water depth for all 
line probes for flood and ebb simulations. Dashed line corresponds to -CT KE Ebb 
depth profiles to better contrast with the corresponding Flood depth profiles.Legend 
as in figure 7. 7. 
Maximum values of both CTKE and TKE were both shown at L9 for ebb tide, TKE 
was near constant during flood tide. Higher values of turbulent energy during ebb 
tide calculated in the simulation follows the acoustic ADV data measurements for 
the Fall of Warness by Fraser (2017), particularly near the seabed. 
Production ratios between the flood and ebb tides, shown in figure 7.9 were 
calculated with special attention to the central region of the domain due to it's the 
location of the turbine. The average ratio between the tide production Pebb/PFlood = 
1.25 for all line probes_ TKE production was symmetrical for the turbine rotor range 
in locations ranging between -30 and -10 m along the water column. Points near the 
seabed were the ones with higher discrepancy between the tides, this becomes more 
important for TKE production purposes as highest values(~ 10-1) are found near 
the seabed. Figure 7_9 shows a comparison of the turbulence production P for the 
2.1 m/s flood and ebb simulations ofregion 2 as it was the region most distant from 
the inlet and outlet boundary conditions in both ebb and flood simulations. Ratio 
between production values was highest near the seabed up to 10 m distance from it. 
Values for the majority of the water column remained at equal ratios between tides, 
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Figure 7.9: Turbulence Production rate P comparison for Flood versus Ebb Tides at 
positions in region 2. Vertical Position in the water column in indicated by colorbar. 
however the influence of the seabed on the inequality must be stressed. 
The spatial character of turbulence between the two tidal conditions was ana-
lyzed by comparing the integral length scale depth profiles in figure 7.10. Length 
scales depth profiles are plotted for all 12 line probes, the vertical axis is non-
dimensionalized by Depth/ H to better compare the shape of the profile. Ebb profiles 
are shown in dashed lines and have been multiplied by -1 for a better visualization in 
opposition to their flood counterparts. The figure shows a clear difference between 
the ebb and flood profiles, for both shape and magnitude, flood exhibits lengths 
scales larger by an average factor of 1.2. 
The difference between the depth profiles was not simply a matter of magnitude 
but of the profile shape as well. Flood length scales, as discussed in Chapter 4, 
closely matched the theoretical profile by Nezu and Nakagawa (1993) of a linearly 
increasing area in the lower middle water column followed by a constant value equal 
to half of the maximum depth. Flood tide length scales diverge only in the position 
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Figure 7.10: Integral Length Scale (m) depth profiles, non-dimensionalized by 
Depth/H for ebb and flood simulations. Ebb simulation profiles are multiplied -
1 for best comparison to Flood. Legend as in figure 7. 7. 
of the separation of the two theoretical behaviors, finding it not at the mid-column 
but at values of Depth/ H = (-0.8 to - 0.6). Ebb tide does not have the constant 
value behaviour of the upper half of the water column. Ebb depth length scale keeps 
increasing linearly with its distance from the seabed after a short parabolic rise near 
the seabed Depth/ H ~ -0.9. Largest length scale values belong to the lineprobes 
at highest mean flow velocity for both flood and ebb simulations, as higher velocities 
contain a larger integral length scale frequency range. 
7 .4.1 Turbulent structure asymmetry 
The structural nature and shape of the turbulence is seen to change with depth in 
chapter 5 for flood tide across regions. The direction of the flow, and its interaction 
with the seabed was found to change the probability and energy content distribution 
of the bursting events. Thus, it is a natural next step to visualize the turbulence 
as it moves from the seabed to the surface. Due to the existence of the startup 
area for region 1 in flood tide and region 3 for ebb tide comparison was kept for all 
line probes in region 2. A baseline was added to the comparison in the way of an 
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anisotropy invariant mapping of a flat channel simulation. The uniform depth of the 
flat channel was kept at the maximum depth of the realistic bathymetry H = -55m. 
Figure 7.11 shows the anisotropy invariant map, as was explained in chapter 5, 
for a) reference flat channel b) ebb simulation and c) flood simulation watercolumns 
at the the center of the domain colored by depth. The reference flat channel begins 
the water column at a higher and more sustained degree of anisotropy straddling the 
2D dimensional condition line for the first meter along the seabed before returning 
to full isotropy at the mid column by way of the axisymmetric condition line for 
points (2-5) m from the seabed. Finally the water column returns to a 2D condition 
due to the top lid boundary condition and its condition of impermeability. Both ebb 
and flood change their points in comparison to the flat channel, albeit by different 
pathways. 
All three simulations showed full isotropy by mid-column and 2D isotropy as 
driven by their wall boundary conditions. The main difference between the AIM 
plots lie in the first 5m of the water column. While ebb tide maintains a similar 
level of high anisotropy ( described in the second invariant -II) than the flat channel 
it does not remain two-dimensional for all points near the seabed. The path to the 
isotropical condition at the mid column does not approach the rod-like axisymmet-
rical line, with the exception of few points nearest to the seabed at a high level of 
anisotropy. The points nearest to the surface H = ( - 7 to 0) m follow the "disk-
like" axisymmetrical line (shown in red in figure 7.11) before coming near to the 
two-dimensional condition at the surface. 
The Anisotropy invariant map for flood in figure 7.11 c) has a lower magnitude of 
anisotropy than both ebb and flat channel. The near seabed points follow the black 
two-dimensional line before turning to an isotropical condition, touching the red 
"disk-like" axisymmetric condition. It must be mentioned that some points were 
found outside of the boundaries as mentioned in chapter 5 due to discretization 
errors, these points will be considered at positions located at the nearest boundary. 
Both ebb and flood simulations show how, on average, bathymetry roughness 
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Figure 7.11: Anisotropy Invariant map for lines probes in region 2 colored by depth 
of the following simulations: a) Flat channel simulation b) Ebb simulation c) Flood 
simulation 
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isotropy occur at lower depths. Both flood and ebb show points near the seabed that 
indicate "rod-like" turbulence but only at the lowest points of the water column. 
Flood shows a stronger two-dimensional character for points below the mid-column 
and "disk-like" near the surface than ebb. This is consistent with the quadrant 
analysis seen in table 7.1 where only large bursting moments occurred at the deepest 
sampled points and the literature by Ashrafian and Andersson (2006); De Marchis 
and Napoli (2012); Krogstad and Efros (2012) concerning wall effect on anisotropy 
throughout the water column depth. 
7.5 Discussion and final comments 
The results shown in this chapter were the output of an LES simulation created 
with the objective of characterizing the turbulent flow of a 2.1 m/ s ebb flow. These 
results are of importance not only to understand the ebb tide flow but also as part 
of broader range of flows when coupled and compared to previous results of flood 
tide. The simulation was validated against the site measurements of an equal mean 
reference flow from Sellar et al. (2018). Simulation results were capable of capturing 
the retardation of the mean flow in the upper portions of the water column that 
effect the mean flow and turbulence intensity profiles albeit with an overestimation 
of TI near the seabed. 
Mean turbulence parameters, as well as statistical analysis of shear stresses were 
presented to understand the turbulent nature of ebb flow and its variability through-
out the domain. Bathymetry variation affected the mean Reynolds stress depth 
profiles, particularly for uiui and ukukdiagonal components. The effect manifested 
itself through increases in flow speed and higher shear stress. Depth changes on the 
seabed impacted not only the maximum magnitudes of the depth profiles but also 
the shape of the depth profile creating a secondary bulge along the watercoumn of 
the streamwise Reynolds stress diagonal component. Additionally, bathymetry was 
found to push the area of maximum uiuk to the same range of the water column as 
the turbine rotor. 
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Turbulent producing bursting events showed a preponderance of sweeping mo-
tions at all near seabed locations for ebb simulation, especially in comparison to flat 
channel and flood simulation results. Dominance of sweeping over bursting events 
is in line with the experimental findings of Mazumder and Sarkar (2014); Lefebvre 
and Winter (2016) for declined surface geometries ( for geometries at an inclination 
of 6°, although Lefebvre and Winter (2016) mentions the necessary inclination for 
this dominance to occur is as low as 0.4 °) and the opposite occurring for inclined 
surfaces up to a difference of Q2/Q4 = 1.13 - 1.25 disappearing by mid watercol-
umn. This disparity impacted the turbulence structure of the flow, creating a higher 
amount of anisotropy near the seabed than the flood case, which is later lost as the 
water column returns to isotropy at a lower portion of the water column in all three 
regions of the domain as seen in the quadrant analysis and the anisotropy invariant 
map. 
The comparison between flood and ebb parameters showed a clear asymmetry 
in turbulence spatial and averaged conditions. The asymmetry between tidal com-
ponents was expected as seen in measurements by Seller and Sutherland (2015); 
Fraser (2017) and seen in many tidal environments Korotenko and Senchev (2011); 
McCaffrey et al. (2015); Thomson et al. (2010); L.Brennan et al. (2002); Stacey and 
Ralston (2005); Garcia Novo and Kyozuka (2018). Both CTKE and TKE levels 
were calculated to be higher by 63% and 50% respectively, this difference as driven 
by higher maxima near the seabed and a secondary bulge in the 10 meters from the 
seabed. Higher energy levels were corroborated by turbulence production rates in 
region 2 of the domain. Production rates were higher for ebb tide by 25% on average 
throughout the water column with a strong emphasis on asymmetry in the first 5 m 
from the seabed. Similar measurements were found by Stacey and Ralston (2005) 
in a tidal estuary in San Francisco Bay, calculating ebb TKE values to be up to 2 
times the flood energy as a result of bathymetry irregularities. 
Tidal asymmetry was not constrained exclusively to turbulent energy levels but 
manifest itself to the size of turbulent eddies as measured by integral length scales. 
Ebb length scales were found to be 33% smaller on average than their flood coun-
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terparts. Profile shape was consistent for line probes in their respective simulation. 
Ebb length scale profiles were shown to be of an increasing linear nature along the 
water column while flood held a constant value range for the majority of the water 
column. Milne et al. (2017) found similar values at the Sound of Islay where one 
tidal component behaved as a linear increase versus a two behaviour profile for the 
remaining tidal component. 
The influence of the direction of the flow combined with the bathymetry of the 
domain were shown through the presented results to be a main driver for turbulence 
behaviour and energy levels. The effects of each site bathymetry are highly local, 
however there seems to be a level of similarity between asymmetry measurements of 
tidal cycles (L.Brennan et al., 2002; Milne et al., 2013). Diverging and converging 
bathymetry drives flow to accelerate or decelerate depending on the direction of the 
flow at site dependent angles of seabed inclination. 
The full effect of the tidal asymmetry would still require an amount of time 
varying flow to capture the transition between ebb and flow as well as slack flow 
when utilizing a realistic bathymetry as a boundary condition. High resolution LES 
turbulence modelling becomes an expensive technique for time variating cases. Wall 
modelled LES simulations and DES may prove to be an acceptable compromise in 
the future to model a full tidal cycle while preserving the ability to capture extreme 




8.1 Summary and conclusions 
The work just presented was created to contribute to the body of knowledge re-
lated to turbulence at tidal energy sites. The work demonstrated the applicability 
of high resolution numerical computational fluid dynamics to model, process and 
analyze unsteady turbulent flows; aiming to characterize the spatial and temporal 
turbulent nature and energetic events of a tidal environment. This was done for 
a specific location in the Fall of Warness,Scotland and was supported by site data 
for comparison and model development.The combination of bathymetry and flow 
direction was studied and simulated for a characteristic velocity for ebb and flood 
tides. The specific environmental site characteristics such as bathymetry and fl.ow 
velocities were found to greatly influence the generation cycle of turbulent energy 
beyond what previous idealized models have suggested. 
Idealization of complex sea state bathymetry and flow time scales may not al-
ways present a complete picture of the flow, decreasing the robustness and losing 
unique site characteristic influence. A deeper understanding of the different energy 
rich turbulent events helps further a practical understanding of offshore flows. The 
knowledge gained from this work will be applicable to tidal energy, and hopefully 
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be transferable to a host of related offshore engineering applications. The methods 
used in this body of work, while resource intensive, are within the realm of possi-
bility for engineering analysis to obtain high resolution time histories for sites. The 
output capabilities of the model go beyond averaged turbulence parameters, aiding 
engineering design of tidal turbines for short yet energetic turbulent phenomena 
previously washed away by time averaged models. The initial aim of this work to 
produce a faithful and representative model of the EMEC tidal energy site at The 
Fall of Warness was completed in terms of explaining the role the bathymetry had 
on averaged tides. While the model can be improved to include extended areas 
and a time domain simulation the initial aim and research questions are considered 
sufficiently answered. 
Research objectives of this thesis were stated at the beginning of the body of 
work. They are repeated here and answered from the results of the research as a 
way to summarize the main findings. 
1. Is it possible and how does one develop affordable and available numerical 
models capable of capturing the unique turbulent character of a tidal energy 
site? 
The use of LES turbulent models was shown to be effective at capturing a 
great proportion of the turbulent motions of the flow end their energy. The 
model was not constructed to capture the smallest of viscous scales more than 
for engineering design purposes. Model resolutions of 0.5-2 m were aimed at 
reproducing device component scale relevant turbulence. The model, aided 
by site inflow data, was able to recreate the spatial anisotropy and turbulent 
magnitudes found at the Fall of Warness showing the fidelity and quality of the 
method and model. The model being constructed on commercial software Star-
CCM + shows the viability of the method as a viable and affordable method 
to characterize specific site flows beyond academic research tools. 
2. What is the effect of seabed irregularities on turbulence statistics and can it 
explain the discrepancies between site measurements and ideal flows? 
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The ramping bathymetry of the Fall of Warness was found to be a main factor 
in the generation of turbulent discrete events and averaged turbulent values. 
The local bathymetry controlled flow acceleration and drove the main and 
secondary flow directions near the seabed. Reynolds stress maxima for water 
columns were determined by the specific bathymetry gradients, high Reynolds 
stress dependence on bathymetry decreased sharply as flows furthered from 
the seabed, however secondary maxima were seen at specific locations. These 
bathymetry gradients are ignored in idealized flat channel simulations and thus 
underestimate turbulent magnitudes in both averaged and localized measure-
ments. 
3. What are the turbulent structures present in tidal channel flow and how do 
they contribute to the kinetic energy budget of the flow? 
Analysis of the high-resolution velocity time histories was focused on the spa-
tial and structural nature of turbulent fluctuations. Turbulent structure was 
calculated to be of a decreased anisotropy for portions of the water column 
far from the seabed. The irregularities of the seabed force the flow to an 
isotropic state at higher depths. At depths near the seabed rod like structures 
were found with a highly energetic sustained lifetime. The lifetime of these 
structures was of a sufficient time scale to impact the performance of tidal 
turbine blades and structure. Extreme value turbulent events, while relatively 
rare, were found to be up to 20 times as energetic as averaged turbulence 
parameters would suggest. The nature of turbulent coherent structures influ-
ences hydrodynamic forces on subsea structures enough to be an important 
factor in design outside of normal assumptions of isotropy and non-statistical 
turbulence, particularly at regions near the seabed. The turbulent generation-
dissipation life cycle is born from the connection between seabed wall forcing, 
to disregard it in any simulation will lose contributions of the kinetic energy 
budget. 
4. What role do the ebb and flood tides, and thus direction of the flow, play on 
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the turbulent nature of the flow? 
Ebb and flood flow for 2.1 m/ s showed a high level of asymmetry in measure-
ments of averaged turbulence parameters and discrete turbulent event statis-
tics. This asymmetry was not only an increase of magnitude but also a change 
of depth profile shapes. Asymmetry played a larger role near the seabed, most 
of its effects dissipating by mid column. Ebb flows produced higher levels of 
turbulent energy at larger integral scales. It is thought that the increase in en-
ergy levels is due to a higher level of anisotropy for lower portions of the water 
column, creating a larger probability of sweeping events. This is not a general 
rule for ebb flows , but a result of the interaction between flow direction and 
the local bathymetry. However, it shows the importance of taking into their 
interaction for each site. Comparison of ebb and flow tides to ideal flat channel 
simulations show the deficiency of flat channel bathymetries for recreating the 
turbulence generation cycle and sustained turbulent local maxima. 
8.2 Recommendations for future work 
The combination of bathymetry and flow direction was simulated for a characteristic 
velocity for ebb and flood tides. However, an understanding of the main semi-
diurnal tidal cycle requires analysis of not only steady single velocity flows, but a 
time-variating signal with corresponding slack periods. A more complete picture of 
the turbulence statistics at a site should take into account the temporal changes of 
turbulent phenomena as flows accelerate and decelerate as a function of the tidal 
period as well as in combination with the flow alterations of the bathymetry. The 
numerical resources required for a coupling of these effects make it an ambitious 
goal for future research. 
In addition, the work presented here was independent of wave conditions on the 
surface of the water column. While the bathymetry played an important role in the 
turbulence life cycle in the bottom portion of the water column, surface unsteadi-
ness is mainly driven by wave behavior. The influence of surface waves convects 
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downwards into the water column towards the seabed eventually meeting turbu-
lence created at the seabed. Further experimental and numerical work coupling the 
effect of the surface waves and seabed on turbulence would join some of the largest 
influences of the turbulence life-cycle for a majority of the water depth. Previous 
work has been done with wave-current coupling, however the methodology shown 
here with high resolution models would further explore the fundamental hydrody-
namics of the interaction between wave-current for specific sites. 
The potential of high resolution CFD for the aforementioned phenomena was 
shown in this body of work. Further simplification and modification in the method-
ology is necessary to attempt wave and tidal cycle eddy modeling. However, the 
capabilities of large eddy simulation and similar high resolution turbulence models 
have shown to be an attractive future next step in understanding ocean turbulence 
in addition to being available for engineering design. 
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APPENDIX A VALIDATION RESULTS
FOR STANDARD PLANE CHANNEL
FLOW CASE.
A Fully Developed Turbulent Channel Flow Ex-
periments and Validation
In order to have appropriate validation of the simulations presented in chapters 4-7
for a tidal channel with bathymetry, simulations of a standard flat channel flow were
tested as a validation test of feasibility for the mesh, model and boundary conditions
used. This appendix presents the validation data for mean streamwise velocity u
profiles (figure 1), cross-component of streamwise and wall normal Reynolds stress
−u′w′ normalized by the friction velocity squared u2τ (figure 2) and diagonal stream-
wise component u′u′ again normalized by friction velocity squared u2τ (figure 3) .
Turbulence data used to validate the fully developed turbulent channel flow was
taken from Wei and Willmarth (1989) and Schultz and Flack (2013) who in turn
cite Hoyas and Jiménez (2006) a reference in their data.
Case was chosen also based on the recommendation of LES simulations. by
the AGARD Advisory report ”A selection of test cases used for the validation of
I
Large-Eddy Simulations of Turbulent Flows” Advisory et al. (1998) using the data
sheets for pipes and channels PCH12 Fully Developed Turbulent Channel Flow
Experiments, Data was chosen due to the same boundary conditions as the smooth
wall simulation presented in chapter 7 and discussed in chapters 4,5 and 6.
The boundary conditions of the validation experiments cited are as follows: rigid
top and side walls 173δ from the channel inlet, sufficiently long for the channel to
be developed. The only variable parameter in the flow is the Reynolds number,
data from Wei & Willmarth includes bulk Reynolds numbers Reb = 113145, 20197
and 35353. Reynolds number for channel flow is based on a channel height and bulk
mean velocity. Turbulent data is however normalized by the scaling factor of friction
velocity uτ to apply for all sufficiently high Reynolds numbers. Results are further
compared to similar Reynolds number by experimental results from Schultz and
Flack (2013) in the range of bulk Re = 10, 000 to 300000 which the authors convert
into a frictional Reynolds number of Reτ = 1000 − 6000. This second experimental
result comparison was done due to the authors comparison to a DNS numerical
simulation and having the streamwise diagonal Reynolds stress component available
for validation.
Data from channel flow flat case (FC) shown in chapter 7. Data was time and
ensemble averaged at several locations of the domain due to the symmetrical nature
of the domain for a total of 90000 data points per vertical profile. Domain was
composed of a mesh equal to 1200 x 305 x 50 for a domain size of 34.2H x 7.5H x
H, where H is the domain height. Simulation was run at a t*=0.0106 time step for
a total run time t*=95.77 giving 9000 time steps as explained in simulation design
chapter 4 of the main body of the thesis. Mesh parameters were equal to the ones
described in chapter 4, however due to the different wall friction this decreased the
non-dimensionalized wall location z+ = 10.
Reynolds number based on the channel height and bulk velocity was equal to 50
million or Reτ = 2.34x10
6. All lines compared to validation data will be marked at
one of these two Reynolds numbers in accordance with the nomenclature originally


























Figure 1: Mean streamwise velocity Profile non-dimensionalized by friction variables.
Solid red line is the log-law of the wall for a turbulent boundary layer. Solid blue
line is the u+ = z+ profile.
Figure 1 shows the ensemble averaged streamwise velocity profile compared to
both experimental results for all of the Reynolds numbers mentioned by Wei and
Willmarth (1989) as well as the log-law in a solid red line and the u+ = z+ equation
for lower values near the wall. Maximum disagreement between log law and the
simulation was 4.7% in the outer layer. This is in the same order as the experimental
values for any Reynolds number shown. Only the first value followed the lower value
of the wall behaviour, however this gave no issues for the rest of the velocity profile.
Figure 2 shows strong agreement with all of the Reynolds numbers shear stress
components. Although the values are of Reynolds numbers magnitudes lower than
the simulation presented, Wei & Willmarth argue that above a certain Reynolds
number (approx 10,000 for this case) Reynolds stress values will not be Reynolds
number dependent as is seen with the difference between Re=2970 and the other
experimental results. Simulation results only had a drop from experimental values
in the last quarter of the channel height, however near wall values were all within

























Total Shear Stress Profile
Figure 2: Reynolds stress component −u′w′/u2τ normalized by friction velocity u2τ
validation of simulation data.
Fig 3 shows a comparison of the diagonal value of the Reynolds Stress normalized
by the friction velocity compared to the non-dimensionalized channel height. Once
more, all sufficiently high Reynolds numbers should hold similar behaviour as long
as normalized by the friction velocity. All values were within experimental and DNS
ranges for Reτ in the range of 1000 to 6000. Only peak values were overestimated
near the wall for a single data point of 6.6% and near the end of the half channel
height.
By comparing mean velocity data, cross component wall shear stress and diagonal
component Reynolds stress it is considered that the mesh, boundary conditions and
model are of sufficient fidelity as to be considered validated to classical case results



























DNS Hoyas & Jimenez 2006 Re =2000
Re =2.34x10
6
Figure 3: Streamwise u′u′/u2τ normalized by friction velocity u
2










Advisory, A., No, R., and Wray, A. A. (1998). A Selection of Test Cases for the Validation of
Large-Eddy Simulations of Turbulent Flows. AGARD Advisory Report.
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