In this work, we present a new low memory requirement and low computational time method for solving a class of integral equation of the second kind which is based on the use of B-Spline wavelets. Because of vanishing moments and compact support and semiorthogonality properties of these wavelets, operational matrix of the method is very sparse. Also, applying some appropriate thresholding parameter and GMRES method for solving sparse systems, we get a computationally attractive method with low CPU requirement. For showing the accuracy of the method some numerical method are presented.
Introduction
In the present paper, we apply compactly supported linear semiorthogonal B-spline wavelets, specially constructed for the bounded interval to solve the second-kind integral equation. Consider the second-kind linear Fredholm integral equation of the form , , 0 1, 1 the f (x) and K(x, t) are known functions and y(x) is the unknown function that is to be determined. This type of equations has been solved in many papers with many different methods [1] [2] [3] [4] [5] [6] . Wavelet bases have been used recently which, primarily because of their local supports and vanishing moment properties, lead to a sparse matrix. Many of the matrix entries are very small compared with the largest ones. Consequently, these elements can be set to zero with an opportune threshold technique without significantly affecting the solution. Thus, by using the multiresolution analysis (MRA), a sparse matrix equation can be obtained from an integral equation. So by using present method, we can economize in computational time and memory requirement.
B-Spline scaling and wavelet functions on [0,1]
The general theory and basic definitions of B-spline wavelets is given in [7] . When semi orthogonal wavelets are constructed from B-splines of order m, the lowest octave level is determined by: 2 2 1, so as to give a minimum of one complete wavelet on the interval [0,1]. In the following, the scaling functions and wavelet functions used in the paper, for 2 and m = 2, are reported in [7] : Boundary scalings 
Function approximation
A function defined over 0,1 may be approximated by B-spline wavelets as:
if the infinite series in Eq. (2) 
Fredholm integral equations
In this section linear B-spline scaling and wavelet functions are applied for solving the integral equation (1) . Unknown function in Eq. (1) (1) and employing the Galerkin method, the following set of linear system of order 2 1 is generated. The scaling and wavelet functions are used as testing and weighting functions.
, , ,
where
, and the subscripts , , , , and s assume values as given below: , 1, … , 2 1, , 1, … , 2 2, , , … , . The limits of integrations in Eq. (7) range from zero to one, the actual integration limits are much smaller because of the finite supports of the semiorthogonal scaling functions and wavelets. Moreover, a lot of integrals become zero due to the semiorthogonality and vanishing moments properties of the wavelet functions. In fact, the entries with significant magnitude are in , , and , , sub matrices which are of order 2 1 and 2 1 , respectively. Now for obtaining higher accuracy and less computational time, GMRES is used to solving the current system of equations.
Thresholding parameter and its affect on solution, sparsity of and speed of method
Because of the local supports and vanishing moments properties of wavelets, many of the matrix elements in Eq. (7) are very small compared with the largest element, and hence we can set to zero with an opportune threshold technique without significantly affecting the solution. Typically, one thresholds the elements of a wavelet matrix by setting to zero all elements that are less than some small positive number multiplied by the largest matrix element, we show by δ. In order to better explain the benefits of the presented work, the following quantities have been computed: 100, 100, , ,
where , , and are the sparsity of the operational matrix, the number of nonzero elements, the solution and computational time after having introduced an opportune threshold parameter, respectively, whilst , and are the number of nonzero elements, the solution and computational time of method without thresholding. , and "mem" are the relative error, the speed of method and mem is the rate of memory requirement decreasing of method after having thresholding.
Case Study
In this section, for showing the accuracy and efficiency of the described method, we present one example, and then we compare the results of our method and Monte Carlo method and Coifman wavelet methods. The effects of different thresholding parameters on the error and grayscale plots of the moment matrix elements are shown in figures. As is shown in Table 2 , by using opportune thresholding parameters the memory requirement and the computational time becomes lesser without deterioration of the accuracy. On the other hand, speed of method increases. Figure 1(a) shows the grayscale plots of the matrix obtained by setting the threshold to 2.5 10 at the level 3 and Figure 1(b) shows the grayscale plots of the matrix obtained by setting the threshold to 10 at the level 4. As is shown in Table1, the error at the level 4 is smaller than 3. 
Conclusion
In the present work, we purposed an advanced numerical method for solving Fredholm integral equations by means of B-spline wavelets. Because of having low memory requirement, high speed and accuracy of the method, this method is attractive and practical with respect to other methods. This method could be extended for Volterra integral equations and integro-differential equations with additional work.
