Abstract A Hilbert C * -module is a generalisation of a Hilbert space for which the inner product takes its values in a C * -algebra instead of the complex numbers. We use the bracket product to construct some Hilbert C * -modules over a group C * -algebra which is generated by the group of translations associated with a wavelet. We shall investigate bracket products and their Fourier transform in the space of square integrable functions in Euclidean space. We will also show that some wavelets are associated with Hilbert C * -modules over the space of essentially bounded functions over higher dimensional tori.
Wavelet definitions
The classical definition of a wavelet in L 2 (R) is a function ψ such that the family
is an orthonormal basis for L 2 (R). Eack element of U ψ is obtained from ψ by an integer translation ψ(x) → ψ(x − k) followed by a dilation ψ(x) → 2 j/2 ψ(2 j x) by a power of 2. The space of square integrable functions L 2 (R) is an example of a Hilbert space and the translations and dilations are unitary operators on this Hilbert space. This allows us to generalise this definition. Definition 1.1 A multiresolution structure on a separable infinite dimensional Hilbert space H is a discrete group Γ of unitary operators on H and a unitary operator D on H such that D −1 γD ∈ Γ for all γ ∈ Γ. We call Γ the group of translations, and D the dilation.
For a multiresolution structure the set D −1 ΓD is a subgroup of Γ. If m is the index of the group D −1 ΓD in Γ, we call m the index of the multiresolution structure (recall that the index of a subgroup in a group is the number of cosets of the subgroup in the larger group). We assume that m is finite.
A function ψ ∈ H is an orthonormal wavelet with a multiresolution structure (Γ, D) if {D n (γ(ψ))} γ∈Γ,n∈Z is an orthonormal basis for H. An orthonormal multiwavelet with a multiresolution structure (Γ, D) is a finite set of elements {ψ 1 , . . . , ψ M } in H such that {D n (γ(ψ i ))} γ∈Γ,n∈Z,i=1...n forms an orthonormal basis for H.
We will abbreviate the terms "orthonormal wavelet" and "orthonormal multiwavelet" as "wavelet" and "multiwavelet", respectively.
The most important example of a multiresolution structure is given by the Hilbert space L 2 (R n ), a discrete Abelian subgroup Γ of R n which induces a translation on H by (γf )(x) = f (x − γ) where γ ∈ Γ; and a dilation D given by (Df )(x) = √ detDf (Dx) whereD is a mapping from R n → R n which also maps Γ onto a proper subgroup of itself. Another example of a multiresolution struction is defined on the Cantor group, which is described in detail in [Lg1] and [Lg2] .
In all the cases that we will consider we will expect that D −1 ΓD will be a proper subgroup of Γ. Define ∆ ∈ Hom(Γ, Γ) by ∆(γ) := D −1 γD. Define Γ n := D n ΓD −n , note that Γ −1 = ∆(Γ). It is straightforward to show that ∆(Γ) is isomorphic to Γ and hence for all m, n, Γ m ∼ = Γ n . We can then define a family of representations of Γ by π n γ (f ) = π γ n (f ) where γ ∈ Γ and γ n ∈ Γ n are mapped to each other by the isomorphism between Γ and Γ n . To fix notation we define the Fourier transform of a function f ∈ L 1 (G) to be a function on the Pontryjagin dualĜ given by (F f 
We will make use of the annihilator AnnΓ of Γ. The annihilator of a closed subgroup Γ of a locally compact Abelian group G is the set of all λ ∈Ĝ such that λ(γ) = 1 for all γ ∈ Γ. We shall sometimes use the notation R d to indicate when we are working in the Fourier domain. Definition 1.2 Let (Γ, D) be an multiresolution structure on a Hilbert space H. A sequence {V n } n∈Z of closed subspaces of H is called a generalised multiresolution analysis (GMRA) of H if 1. ∀n ∈ Z, V n ⊂ V n+1 2. n∈Z V n is dense in H and n∈Z V n = {0} 3. ∀n ∈ Z, D(V n ) = V n+1 4. V 0 is invariant under Γ.
A multiresolution analysis (MRA) with multiplicity r is a GMRA for which there exists a set of functions {ϕ 1 , . . . , ϕ r } such that {γ(ϕ i )} γ∈Γ,i=1...r is an orthonormal basis for V 0 . We call {ϕ 1 , . . . , ϕ r } a set of scaling functions.
If we denote the orthogonal complement of V n in V n+1 by W n , it satisfies the following properties:
we call W n the wavelet spaces.
Let us now define what we call the standard multiresolution structure on L 2 (R d ), this is a fairly standard way of formulating wavelets on L 2 (R d ) and the main example that we shall work with.
bs a d×d matrix with integer entries such that all of the eigenvalues ofD are greater than 1. We shall call a matrix with these properties a dilation matrix. We define the standard multiresolution structure on L 2 (R d ) associated withD to be the multiresolution structure with Hilbert space L 2 (R d ) and with translation group Γ = Z d (as an additive group), and dilation given by
, and where m ∈ N is the index of the multiresolution structure.
We remark that because all of the eigenvalues ofD are nonzero,D is invertible. The following result is due to K. Gröchenig and W. R. Madych ([GM, Lemma 2] 
2 Background material on Hilbert C * -modules Definition 2.1 Suppose A is a C * -algebra. An inner product A-module is a linear space X which is a right A-module with compatible scalar multiplication: λ(xa) = (λx)a = x(λa) for x ∈ X, a ∈ A, λ ∈ C; and a C * -algebra valued inner product [ , ] A : X×X → A satisfying for all x, y, z ∈ X and a ∈ A
It is straightforward that a C * -algebra valued inner product will be conjugate-linear in the first variable and linear in the second variable. We can define a norm on X by
Definition 2.2 Suppose A is a C * -algebra. An inner product A-module which is complete with respect to its norm is called a Hilbert C * -module over A, or a Hilbert A-module. We call a Hilbert A-module X full if [X, X] A is dense in A.
Some useful references on Hilbert modules include [La] , [Ri1] , [Ri2] , [RW] , and [W-O]. Definition 2.3 Suppose E, F are Hilbert modules, with inner product in a C * -algebra A. We define L(E, F ) to be the set of all maps t : E → F for which there exists a map
for all x ∈ E, y ∈ F . We call L(E, F ) the set of adjointable operators from E to F . We abbreviate L(E, E) as L(E). It can be shown that every element of L(E, F ) is a bounded A-linear map.
Definition 2.4 Suppose E, F are Hilbert modules, with inner product in a C * -algebra A. For x ∈ E, y, z ∈ F , define
It can be shown that Θ x,y ∈ L(E, F ), and (Θ x,y ) * = Θ y,x . We define K(E, F ) to be the closed linear subspace of L(E, F ) spanned by {Θ x,y : x ∈ E, y ∈ F }. We call K(E, F ) the generalised compact operators from E to F . K(E, F ) is also known as the imprimitivity algebra of E and F .
For t ∈ L(E, F ) we define t := sup
It can be shown that L(E) and K(E) are C * -algebras with the norm defined above, and K(E) is an ideal in L(E).
We say that E and F are isomorphic if there exists a unitary u contained in L(E, F ).
The following result is very useful for constructing Hilbert C * -modules from inner product pre-C * -modules. It is a slightly less general version of [RW, Lemma 2.16, p15] . 
be the standard basis for R d and consider the set {θ(
The elements a ij therefore define a coordinate transformation matrix A θ . This matrix is nonsingular because otherwise there would be linear dependence among the vectors
, which can not occur because θ is an embedding. Let us now show thatθ =ιA * θ . Note that because θ is an embedding it is also a group homomorphism. We calculate
Let us now examine the annihilator of θ(Z d ). We calculate
Recall that the annihilator of θ(Z d ) is the set of elements ξ of R d for which ξ(x) = 1 for any x ∈ θ(Z d ). It follows from Lemma 3.1 that ξ ∈ Ann θ(Z d ) if and only if for all γ ∈ Z d , (γ,θξ) = 1. This means that if a is a function on
, where here by • we mean composition. Throughout this section, when we are given an embedding θ : Z d → R d , we shall use the notation A θ andθ to denote the linear transformation and dual homomorphism given by Lemma 3.1.
, we define the bracket product associated with θ to be the function on Z d given by
For
, we define the module action associated with θ to be the function on R d given by
Note that it follows immediately from the above definition that for
where in (6) we embed
. We now summarise some of the properties of the above definitions. 
It therefore follows that the module action associated with the bracket product makes
Proof:
, and let S ⊂ Z d be a finite subset. In this case the sum γ∈S a(γ)f (x − γ) is a finite sum and for x ∈ R d we calculate
Now if (S n ) n∈N is a sequence of finite subsets of Z d for which S n ⊂ S n+1 and
This series is absolutely bounded by the bound a 1 f 2 and it therefore follows that f • θ a 2 ≤ a 1 f 2 < ∞ and the sum in equation (5) 
3. This is a routine calculation which is done in Lemma 2.1.6 of [Wo] . Let us verify (9) to see how these calculations are done. For
verifying (9).
4. To prove part 4, one first uses the Cauchy-Schwarz inequality to verify that
5. This is a routine calculation which is done in Lemma 2.1.14 of [Wo] .
for almost every ζ ∈ T d . Then the above sum converges absolutely almost everywhere and
We hence can write
for almost every ξ ∈ R d .
Proof: We shall first consider the functionpq which is contained in
It follows directly from Fubini's Theorem that the series
is absolutely convergent for almost every ξ ∈ R d . Therefore the series
is also absolutely convergent for almost every (12) and (13).
2 q] ] θ the Fourier transformed bracket product associated with θ, where [[p, q] ] θ is defined by equation (11). Suppose b ∈ C(T d ), we define the Fourier transformed module action associated with θ to be the function on R d denoted by p • θ b and given by
We remark that because b is contained in
The proof to Lemma 3.6 is a routine calculation which is similar to part 5 of Proposition 3.3 (see [Wo, Lemma 2.1.15] ).
The following result justifies our use of the term "Fourier transformed Bracket product".
where Proof: We know from equation (7) 
, so we make use of Lemma 3.1 to calculate
Now we also have
verifying the result. 2
Then · X θ is a norm equal to the Hilbert module norm on C c (R d ).
Proof: In part 3 of Proposition 3.3, we showed that
From part 5 of Proposition 3.3, properties 1, 2 and 3 of Definition 2.1 are satisfied for C c (R d ) with the operations
It is well known (see for example [Dv, Proposition VII.1.1] ) that C * (Z d ) and C(T d ) are isomorphic and that this isomorphism is given by the Fourier transform on the subalgebra
-module, the fact that · X θ is a norm directly follows from [RW, Corollary 2.7] .It is an immediate consequence of Definition 2.1 and the definition of · X θ that · X θ is the Hilbert module norm.
2
It is worth noting that Proposition 3.8 is a special case of one of the main results in [Ri1] (see also [RW] ). The results in these references are more general in that Z d and R d are replaced by a closed subgroup H of a locally compact group G. The fact that Z d is abelian enables us to use the Fourier transform in the proof for Proposition 3.8 to provide a simpler proof of the positivity of the C c (Z d )-valued inner product.
Lemma 3.9 The norm · X θ can be expressed as
= sup
Proof: From equation (17) 
We shall now define the Hilbert modules X θ andX θ , we will then show that they are Hilbert modules.
Definition 3.10 Let θ : Z d → R d be an embedding. We define the bracket product Hilbert C * (Z d )-module X θ as follows: Let the linear space X θ be the completion of C c (R d ) with respect to the norm · X θ that was defined in Lemma 3.9. We equip X θ with the bracket product [ , ] 
We define the Fourier transformed bracket product Hilbert C(T d )-moduleX θ as follows: Let the linear spaceX θ be the image of X θ under the Fourier transform on R d . We equipX θ with the Fourier transformed bracket product [ 
We know from Lemma 3.9 that we can continuously embed X θ in L 2 (R d ), this means that it makes sense to talk about the image of X θ under the Fourier transform on R d . In Definition 3.2 we defined the bracket product on L 2 (R d ), so we can use this to describe the bracket product on X θ . It is very useful that we have also constructed a Hilbert moduleX θ in the Fourier domain, because in practice we can use the Gelfand transform to represent an element of C * (Z d ) as a continuous function on T d , and use the Fourier transformed module action • θ .
Theorem 3.11 is the main theorem of this section and states that Definition 3.10 defines a Hilbert module. The main idea of the proof is to use the completion process described in Lemma 2.6 to obtain a Hilbert C * (Z d )-module from the inner product
Theorem 3.11 Let θ : Proof:
1. It follows from Lemma 2.6 and Proposition 3.8 that the space X θ is a Hilbert C * (Z d )-module with the inner product [ , ] θ . It also follows from Lemma 2.6 that the module action of C * (Z d ) on X θ has the property that for f ∈ X θ and a ∈ l 1 (Z d ), the module action of a on f is given by the module action associated with the bracket product f • θ a. We know from Lemma 3.
To see that X θ is full, choose an element φ ∈ X θ for which [φ, φ] θ = 1. A possible choice for φ would be any continuous compactly supported wavelet or scaling function corresponding to the translations θ(Z d ). For example, let ϕ be the Daubechies scaling function (see [Da1] ). The Daubechies scaling function ϕ is a continuous compactly supported function on R satisfying [ϕ, ϕ] θ = 1. We can define a continuous compactly supported function φ on R d or which [φ, φ] θ = 1 as follows. We let 
The fact thatX θ is full follows from the fact that X θ is full.
3. By Definition 2.5, we need to show that the Fourier transform F R d is a unitary adjointable operator from X θ toX θ . We want to show that F is a unitary element of L(X θ ,X θ ). From Lemma 3.7, if f ∈ X θ and p ∈X θ , then
We therefore have that F R d is adjointable with Hilbert module adjoint F *
2 Some of the theory described above can be generalised considerably. Consider a multiresolution structure (Γ, D) with index m acting on the Hilbert space L 2 (G), for G a locally compact group. Assume that Γ is a subgroup of G. Suppose that θ : Γ → G is an embedding (we know that such a θ exists because Γ is assumed to be a subgroup of G). Then θ(Γ) is also a subgroup of G. Associated with θ we define a representation π
Let ∆ be the modular function on G and let δ be the modular function on Γ. For
Then from [RW, Theorem C.23] , the completion of C c (G) with respect to the Hilbert module norm 
Incorporating the dilation
In this section we shall relate the Hilbert C * (Z d )-modules defined in the previous section to wavelets. Let (Γ = Z d , D) be the standard multiresolution structure associated with a dilation matrixD.
Let us first examine the Harmonic analysis of the groups Γ n , (recall from Defini-
For each integer n, we can define an injective group homomorphism ι n :
for γ ∈ Z d . Let ι be the natural embedding of Z d into R d and note that ι n (γ) =D −n ιγ, and ι 0 = ι. The image of ι n is the groupD
in the same way as Γ n . We regard Γ n as a subgroup of R d by identifying it with
where ξ ∈ R d , andD * is the adjoint ofD. A calculation using basic properties of characters on locally compact abelian groups ( [Wo] , p34) verifies that for γ ∈ Z d , ξ ∈ R d , (ι n γ, ξ) = (γ,ι n ξ). Let us now examine the annihilator of Γ n . Using the definition of an annihilator it can be shown using a routine calculation ( [Wo] , p35) that AnnΓ n =D * n Z d . We furthermore have that ξ ∈ AnnΓ n if and only if for all γ ∈ Z d , (γ,ι n ξ) = 1. This means that if a is a function on T d , then a •ι n is an AnnΓ n -periodic function on R d . In Theorem 3.11 we have shown how to construct a Hilbert module X θ from an embedding θ :
Recall from Lemma 3.1 that associated with this embedding is a linear transformation A θ :
We also showed in Lemma 3.1 that there is a dual homomorphismθ :
Definition 4.1 Suppose thatD is a dilation matrix, and n is an
, and x ∈ R d , define the nth level bracket product [ , ] n and nth level module action • n to be
For p, q ∈ L 2 ( R d ) and b ∈ C(T d ), we define the nth level Fourier transformed bracket product [[p, q] ] n and nth level Fourier transformed module action • n to be
2. The space X n is a full Hilbert
, the module action of a on f is given by f • n a. We furthermore have that if (f n ) n∈N is a convergent sequence in X n , then it is a convergent sequence in L 2 (R d ).
The operations
[[ , ]] n and • n makeX n into a full Hilbert C(T d )-module.
If we identify the isomorphic
Proof: Part 1 is a direct result of Proposition 3.8. Parts 2,3 and 4 follow directly from Theorem 3.11. 2
In Definition 2.3, we introduced adjointable operators, the main morphisms between Hilbert modules. The following corollary demonstrates that the translations and dilations are unitary adjointable operators. Recall from Definition 2.5 that two Hilbert modules are isomorphic if there is a unitary adjointable operator from one to the other.
to each other and the Hilbert C(T d )-modules (X n ) n∈Z are also isomorphic to each other.
Proof:
The translation π n γ maps X n to itself. It is the case that for all f, g ∈ X n ,
for all γ ∈ Γ, and so π n γ is an adjointable operator on X n . The translation satisfies γ * = γ −1 and hence is a unitary operator on Hilbert modules. We now verify that the dilation D maps X n onto X n+1 and thatD mapsX n ontô X n+1 . By Definition 4.4, X n is the completion of C c (R d ) with respect to the norm · Xn andX n is the Fourier transform of X n . For f ∈ C c (R d ), we have
We therefore have that D maps X n onto X n+1 . It follows thatD mapsX n ontoX n+1 becauseD = F * DF . From equation (32) it follows that for f ∈ X n , g ∈ X n+1 ,
where in this case D * is the adjoint of D as an adjointable operator between Hilbert modules). Hence D is a unitary element of L(X n , X n+1 ). From equation (33) we have that for p ∈X n , q ∈X n+1 ,
The next proposition demonstrates that each X n shares the same linear space and is similar to [PR2, Proposition 1.11] . The difference between each X n is therefore in how the C * (Z d )-valued inner product and the module action are defined within the linear space.
Recall from page 4 that we defined ∆ ∈ Hom(Z d ) to be ∆(γ) = D −1 γD (as a unitary operator on H), where the translation γ ∈ Z d is thought of as a unitary operator on H. We shall be interested in the dual homomorphism∆ ∈ Hom(T d ). This satisfies
It follows that if we think of
In the above equation ι is the quotient map from
Proposition 4.7 For p, q ∈X n , we have that
This implies that
We therefore have that the Hilbert C * (Z d )-modules (X n ) n∈Z all share the same linear space, and that the Hilbert C(T d )-modules (X n ) n∈Z also all share the same linear space.
Then F is a subgroup of T d with m elements (because the index of ∆(
Therefore
We now use equation (31) and the fact that (
where ι is the quotient map from R d to Z d . Therefore
It therefore follows that the norms ( · Xn ) n∈Z are all equivalent. Because the linear space X n is the completion of C c (R d ) with respect to the norm · Xn , it follows that the Hilbert C * (Z d )-modules (X n ) n∈Z all share the same linear space, and that the Hilbert C(T d )-modules (X n ) n∈Z also all share the same linear space. 2
Filters and Hilbert
In this section we shall investigate filters by using the bracket product. We shall use this to motivate the construction of a chain of Hilbert L ∞ (T d )-modules Y n , for integer n. Each Hilbert module Y n has its linear space containing the linear space X n as a subspace, and uses the Fourier transformed bracket product for its
Definition 5.1 Let ψ 1 , . . . ψ m−1 be a multiwavelet corresponding to a single scaling function ϕ. We define
for i = 1, . . . , m − 1. We call h and g i the scaling filter and the wavelet filters.
In much of the literature, scaling filters are known as low pass filters and wavelet filters are known as high pass filters. The term filter is sometimes also used to refer to the Fourier transforms of h and
Because the multiresolution analysis and wavelet spaces associated with φ satisfy the property that V n−1 and W n−1 is contained in V n , we can write
We shall now show that h 2 = g i 2 = 1. We know that D −1 ϕ 2 = 1, and so by (42),
The proof that g i 2 = 1 is the same. Using the approach to filters described here, one can investigate things such as the fast wavelet transform and the cascade algorithm ( [Wo] , Chapter 3). In [Wo] , Theorem 3.4.10, it is shown that the cascade algorithm converges in the topology of X 0 . We shall now examine some examples of filters.
The Haar wavelet is given by ψ = χ [0,1/2) − χ [1/2,1) where χ S is the characteristic function of a set S. It has the corresponding scaling function ϕ = χ [0, 1) . It can be shown using routine calculations that
where e i ∈ C c (Z) is the element satisfying e i (i) = 1 and e i (j) = 0 when j = i. The Shannon wavelet is given byψ(ξ) = e iξ/2 χ [−1,−1/2)∪(1/2,1] (ξ) with scaling function ϕ = χ [−1/2,1/2) . Using Lemma 3.7, we calculatê
We shall now show that the sum in (45) converges to L in the weak* topology. We want to show that for all a ∈ L 1 (T d ),
Because all of the terms in the above sum except for a(ζ) are positive, it is sufficient to show that the above relation holds for |a(ζ)| (instead of a(ζ)). Suppose that E is a measurable subset of T d , let φ a (E) = E |a(ζ)|dζ, then by [Ru1, Theorem 1.29] , φ a is a measure and for all measurable g :
It now follows from Lebesgue's monotone convergence theorem (see [Ru1, Theorem 1.26] ) that lim
This verifies that the sum (45) converges to L in the weak* topology. 2
We note that it follows from the polarisation identity that if p, q ∈ Y θ , then [[p, q] So for almost every ξ ∈ R d , there exists a scalar p(ξ) for which lim j→∞ p j (ξ) = p(ξ). This defines a function p almost everywhere on R d . We shall now show that lim k→∞ p − p k Y θ = 0. Suppose that (S n ) n∈N is a sequence of finite subsets of (A * θ ) −1 Z d for which S n ⊂ S n+1 and ∪ n∈N S n = (A * Because (p j ) is Cauchy in Y θ , it follows that for all ε > 0, there exists a natural number k such that p − p k Y θ < ε. Since p = (p − p k ) + p k , it follows that p ∈ Y θ . Therefore Y θ is complete. 
