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RESUMO
No primeiro capítulo introduzimos os conceitos p r e l i m i ­
nares de um código linear, definimos o que é uma matriz geratriz 
e uma matriz de verificação de pariiade, e, damos as propriedades 
básicas de um código linear. Definiinos também os códigos de H a m ­
ming e o código dual e mostramos al(juns processos de construção 
de um novo código através de um cód;.go velho, dando também o m é ­
todo de construção de u m  código produto.
No segundo capítulo estudamos os códigos de Reed-Muller, 
as propriedades básicas, sua construção e o produto entre dois có
digos de ReedrMuller. Mostramos Tamh
o produto de dois códigos de R e e d - M i l l e r , n e m  sempre é um código
de Reed-Muller, mas que pode ser con 
Reed-Muller de ordem maior.
No terceiro capítulo vemos
ém, através de exemplos que
siderado como u m  subcódigò de
sob qual condição o dual de
um código de peso par está contido no seu código próprio. Além
disso, estudamos os códigos linear 
são obtidos pela anexação de alguns 
ler de ordem r. Mostramos ainda, que 
Muller é um código linear de ordem r
es de ordem r+(r+1) , quelu ^ s
vetores básicos de Reed-Mul- 
o código produto de Reed -
C A P I T U L O
CÖDIGOS LINEARES.,
1.I N T R O D U Ç Ã O ; - Em qualquec sistema de comunicação podem 
ocorrer distúrbios na transmissão de dados ou mensagens. Estes d i £  
túrbios, muitas vezes são provocados por ruidos naturais ou feitos 
pelo homem. Por exemplo, numa linha :elefônica, o distúrbio pode 
vir a ser ruido termal, relâmpago, o\i conversa cruzada de outras 
linhas.
Os códigos foram inventados para corrigir erros em c a n a ­
is de comunicação com distúrbios.
NÓS aqui, supomos uma mens 
los sobre um conjunto finito. No gers 
pode estar representa^jaío um número, un 
pleta. Essa m e n sagem é então transmit 
cação que está sujeito a ruidos que p 
são. Consideremos o diagrama do canal
gem como um bloco de símbo - 
1, seja a m e n sagem 1001, que 
a letra ou até uma frase c o m ­
ida sobre um canal de comuni- 
oderão prejudicar a transmis- 
de comunicação
FONTE CODIFICADOR CANAL MENSAGEM
1001 1001101 ruido
Fig. 1.1.1 - 0 canal de Cominicação.
A  primeira caixa contém a míinsagem, em nosso caso 1001 . 
Esta mensagem, então, entra no codificador onde os dígitos redun - 
dantes 101 são adicionados tal que a riensagem, quando comunicada , 
possa ser corrigida se ficou prejudicc.da. A  m e n sagem é então trans 
mitida sobre o canal, onde está sujeita a ruido. Quando um ruido 
prejudica a mensagem, um "0" é trocadc
"0", o que altera a mensagem. 0 objeti 
corrigir os erros ocorridos durante a
por "1" ou u m  "1" por um 
vo dos códigos é detectar e 
transmissão de mensagens.
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presença de r u i d o s , ocorrem
OBSERVAÇÕES : 1)- Podemos pensar no canal de comunicação 
como um canal de comunicação r e a l , ou como os dados armazenados no 
computador que se deterioram no tempo. Embora a confiabilidade do 
canal é muito boa, nossa necessidad^ para uma comunicação c onfiá­
vel é grande.
2)- Devido a
erros durante a transmissão. Estes erros podem ser esporádicos e 
independentes, neste caso são chamados erros aleatórios. No n o s ­
so trabalho trataremos somente desse; tipo de erro.
2. CONCEITOS PRELIMINARES. 09
NÓS assiimiremos que a info 
informação está na forma binária (um 
r i o s ) . 0 processo de codificação con 
-T) a sequência de informação é segm 
cada bloco consiste de k sucessivos 
- 2 ) o codificador, de acordo com cer 
CO m e n sagem em um bloco de n, (n >k)
rmação vinda de u m  canal de 
a sequência de dígitos biná - 
siste de duas etapas básicas, 
sntada em blocos mensagens, e 
dígitos de informação; 
tas normas transforma u m  blo- 
dígitos binários (uma n-upla
código. Desde que cada bloco 
k
binária) que nós chamamos de palavra 
m e n s a g e m  consiste de k dígitos binários, existem 2^ mensagens pos 
síveis, isto é, existem 2^ palavras código possíveis a serem p r o ­
duzidas pelo codificador. Este conjunto de 2^ palavras código re-
cebe o nome de código bloco. Uma palc 
chamada de vetor código, porque ela é 
torial, de todas as n-uplas.
Para um código bloco, citad 
uma certa estrutura especial, o mecan 
xorbitantmente complexo para k grande 
armazenar os 2^ vetores código e m  um
,vra código é frequentemente 
uma n-upla de um espaço ve-
o acima, a menos que tenha 
ismo de codificação seria e- 
, visto que, teríamos que 
dicionário. Portanto, nós 
ca os códigos que p o d e m  serdevemos restringir a nossa atençao pa 
mecanizados de maneira prática. A  següir, nós consideraremos c ó ­
digos com a estrutura que os 2^ vetores código de cada código, 
que formam um subespaço K dimensional de todas as n-uplas.
Veremos que com esta estrutura em um código, a codifica 
ção complexa será consideravelmente roduzida.
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Definição 1.2.1 - Um conj 
código linear se, e somente se, for 
al de todas as n-uplas.
k ■ — ato de 2 n-uplas e chamado um
um subespaço do espaço vetori-
Observação - Trabalharemos 
isto é, códigos lineares binários.
Exemplo 1.2.1 - Seja k=3 €; 
cador transforme a mensagem de 3 díç 
dígitos da seguinte forma;
Mensagem Codifica
000
apenas com n-uplas b i n á r i a s ,
n=6. Suponhamos que o codifi- 
itos em um vetor código de 6
dor
001
010
01 1
100
101
1 1 0
1 1 1
O b servação - Trabalharemos com corpo binário GF(2)
Palavra-código
000000
0 0 1 1 0 1
0T0011
0 1 1 1 1 0
1 0 0 1 1 0
1 0 1 0 1 1
1 1 0 1 0 1
1 1 1 0 0 0
de
dois elementos 0 e 1.
Desde que k=3, existem 2~’=8j 
veis. Cada m e n s a g e m  é transformada em 
dígitos pelo codificador. Todas as pa 
NÓS podemos facilmente ver que o conj 
ma um subespaço tridimensional do esp 
uplas. Portanto, ele é um código line
mensagens distintas possí - 
um a palavra código de seis 
lavras código são distintas, 
unto das palavras código for 
aço vetorial de todas as 6- 
ar.
1.2.2 - Matriz Geratriz.
Para um subespaço k dimensic 
char um conjunto de k n-uplas linearme
as k n-uplas por v ^ , V 2 , .. 
uma combinação linear de v.
V, tal
• /
nal, S de V^, é possível a - 
nte i n d e p e n d e n t e s . Indicamos 
que cada n-upla de S seja 
Vj^  na seguinte forma
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X = u ^ v ^ + U 2V 2 +
onde = 0 ou 1 para i= 1, 2
de ser dado por uma base, nós podemi 
,k
(1.1.2a)
k.
Como u m  código linear é u p  subespaço e um subespaço po-
3S então descrever u m  código 
:onjunto de k palavras códigolinear de 2 vetores código por um 
linearmente independentes. Seja a mátriz G formada pelos k v e t o ­
res código como linhas dela. Como podemos obterrquâlQUerypâlaYEa 
código usando as linhas da matriz, (ssta matriz será chamada de 
matriz geratriz. Estes k vetores determinam o espaço linha de G, 
assim
^1 V 1 1 v ^2 ^13 ■• • ^1n
^2 V 21 V 22 V 23 .• •
G =
•
• < =
•
•
• •
^k1 ^k2 ^k3 • • • ^kn
onde V . = 1 '^i2' ■... / v^j^) , para i= 1, 2, .., k. Se
u = (u^, U 2 / .../ Uj^ ) é um bloco memsagem, então a palavra código 
correspondente pode ser dada como secfue:
X = uG
(1.2.2b)
1
v.
Vi
(1.2.2c)
, a palavra código corres - 
é uma combinação linear das
= U ^ V ^ + U 2V 2 + —  ®
pondente a mensa g e m  (u^, U 2 , ..., Uj^ ) 
linhas de G.
O b s e r v a ç õ e s ; 1) - 0 código 
notado por um [n,kj código.
2) - 0 código 
cificado pela matriz geratriz dele.
3) - 0 espaço linha de G é definido como 
todas as combinações lineares das linhas de G.
A  razão R = k/n é chamada a taxa do código; - uma vez
Linear descrito acima é de - 
Linear é completamente espe-
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que um código é completamente espec:.ficado pela matriz geratriz 
G, o número de armazenagem da codif;.
0 codificador tem unicamente que armazenar as k linhas de G em
kvez de armazenar os 2 vetores codic
Exemplo 1.2.2 - 0 código 
digo [6,3] com a matriz geratriz
^1 1 0 0 1 1 0
G = = 0 1 0 0 1 1
^^ 3 0 0 1 1 0 1
cação é grandemente reduzido, 
lazen 1,
o, do código.
dado no exemplo 1.2.1 é o có-
A  palavra código correspondente a m e n s a g e m  u= (1 0 1) é 
V,
X  = (1 0 1) V,
= ~ 1 .v^ +0 .V 2 + I.v^
= 1 (1 0 0 1 1 0) +0 (0 1 0 0 1 
= 1 0  1 0  1 1
É possível codificar cada bloco m e n s a g e m  em uma palavra 
código de tal forma que os primeiros k dígitos da palavra código 
sejam axatamente isuais aos blocos m e m sagem e os últimos (n-k) dí 
gitos são dígitos redundantes, que si,o as funções de informação 
como ilustra a figura 1.2.1
M e n sagem Mensagem
)+ 1 (0 0 1 1 0 1 )
F i g . 1 .2.1
Um código desta forma é c h i a d o  um código sistemático.
A redundância deveria ter a habilidade de combatar erros introdu-
Dígitos Redundantes
(n-k)
zidos durante a transmissão sobre um 
palavras, a redundância DEVERIA TER A 
MENSAGEM. Agora o problema da codifia 
gitos redundantes, um [n,k] código li 
descrito por uma kxn matriz da seguin
canal ruidoso, ou, em outras 
CAPACIDADE DE PROTEGER A 
ação é para compor estes dí- 
lear sistemático pode ser 
;e forma:
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0 1 0 0 . . .  0 a, 
0 0 1 0 . . .  0 a.
aii a 12 ••• ®1,n-k
^21 ?2 ^2,n-k
^31
•
i2 ••• ^3,n-k 
•
• •
• •
^k1 2 ••• ^k,n-k
(1.2.2d)
onde a^j = 0 ou 1.
S-g é a kxk matriz ident idade e se A  é á kx(n-k) matriz
de a ^ j . Então a matriz geratriz de ujm código sistemático pode ser 
escrita como:
G =
Considere um bloco m e n s a g e n  u = (u^, U 2 , • U s a n ­
do a matriz geratriz da equação (1.2 
pondente é
.2d) a palavra código corres -
X = ^ ^ 1  ^ ^2  ^ 
= (u,, Uj,
' ='n»
, Uj^ ) .G
= (u^, U 2 /«*« •
1 0 0 0,
0 1 0 0,
^ 1 1 ^12-•• ^1,n-k 
^21 ^22*•• ^2,n-k
0000, ^k1 ^k2-*- ^k,n-k
(1.2.2e)
X ,
Por multiplicação de matriz 
= u . , para i= 1,2,...,k
para j = 1,2,...,n-k. Pelas equações 
facilmente que os primeiros k dígitos 
justamente os dígitos de informação qike foram transmitidos, os úl-
!S, podemos ver que
(1 ,2.2f)
(1.2.2g) 
(1.2.2f) e (1.2.2g) nós vemos 
de uma palavra código são
timos n-k dígitos são funções lineares
Nós chamamos os últimos n-k dígitos r€:dundantes de x, os dígitos 
de verificação de paridade de uma palcvra código. As equações de 
(1.2.2g) são chamadas de equações de v e r i f i c a ç ã o  de pariade de um 
código.
dos dígitos de informação.
-13-
Exemplo 1.2.3 - Considere
1.2.2. A  palavra código corresponde
X  = ( x ^ /  X « /  . . . ,
a matriz geratriz do exemplo 
nte ao bloco m e n sagem (u^ U 2 u^)
= (u^, U 2 , U 3 )
1 0  0 1 1 0  
0 1 0  0 1 1  
0 0 1 1 0  1
= (u, / U 2 ,
então. ^1 = x ^ , u
e X 4 = U 1 + U 3
X 5 = U 1 +U 2
^6 = U 2 +U3
Para um código na forma si 
verificação pode ser facilmente redu 
zenar somente kx(n-k) dígitos a^^ da 
kxn dígitos da matriz G.
stemática a complexidade de 
zida, porque ele tem que arma 
matriz A  em vez de armazenar
1.2.3 - Matriz de Verificação de Paridade.
Para qualquer kxn matriz geiratriz G (não necessariamente
na forma 1 .2 .2d) cujas k linhas são ]
existe uma (n-k)xn matriz H com n-k íinhas
H =
h 2
•
•
•
V k
hl 1 h ^2 ... h
^21 *^22 ^23 • • * ^
In
2n
^ n - k , l \ - k , 2 - • • \ - k , n
com hj - (hji / ^ j 2 ' • • •' ^jn^ '  ^ ~  ^
nhas sejam linearmente independentes è cada vetor v no espaço li -
,2 ,...,n-k, tal que as n-k li- 
(i  
nha de G seja ortogonal a todas as linhas de H, isto é, o produto 
interno vhj = 0 , para 1 á j ^ n-k.
Seja g^ um vetor no espaço 3 
para 1 S i  S k e l  á j ^  n-k. Supc
inha de G , então g^hj = 0 , 
nha que um vetor no espaço
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linha de H. Então u é uma combinação linear das linhas de H.
Seja u = d ^ h ^ + d 2h 2 + ...+d^ k^n-k' d^ = 0 ou 1
para 1 S i ^ n-k.
0 produto interno de v e u é
v.u = V ( a , h , + d 2h 2*...fd^_,^h^_,^
= d ^ ( v h ^ )+d 2 (vh2 > +...+d^_j
Como vhj = 0, então v.u = 0. Assim, 
o espaço nulo de H e vice-versa. Poi 
um vetor nulo no espaço linha de G,
(vh , ) n-k' (1.2.3a)
o espaço linha de G é chamado 
tanto, se x = ( x ^ , X 2 / . • • /X^) é 
então
x.h"" = { 0  0 0 . 0)
ou.
x.h. = x.h.-+x^h.T+ ...+ x_h.*i - ^ 1“i 1 ^^ 2“i 2 
para i = 1 ,2 ,..., n-k.
n i n‘
(1.2.3b)
(1.2.3c)
Podemos portanto, descrevsr um código linear gerado por 
G em uma maneira alternada como seguií: x é uma palavra código, no 
código gerado por G se, e somente se, x.H^ = 0 ou, H.x^ = 0 .  A
matriz H é chamada de matriz de veri::icação de paridade de código.
Se a matriz geratriz de um código sistemático é da forma 
da equação (1 .2 .2d), então a matriz c.e verificação de paridade d e s ­
te código é
a.
H =
^ 1 1 ^ 1 2  
^21 ^22
1^ k
‘2k
1 0  0 0 
0 1 0  0
0
0
'n-k, 1 •••^n-k,k 0 0 0 0
= [A^/I , ], onde A^ é a transp n*“K
(1.2.3d)
3sta da matriz A.
As equações de verificação <le paridade de (1.2.2g) podem 
t ambém ser obtidas de H. Isto pode se:- visto como segue. Se
X = (x^, X 2 , ..., x^) é a palavra código correspondente ã mensagemn
u = (u^, U 2 , ..., Uj^), onde u^ = E
Desde que x.H^ = 0 ou H.x^ =
= ••• * ®kj“k 
para j = 1 ,2 ,...,n-k que é exatamente o
de (1 .2 .2g).
ara i = 1 ,2 ,— ,k.
0 , então nós t e m o s :
(1 .2.3e)
I
cjonjunto de todas as equações
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Exemplo 1.2.4 - Consider
1.2.2. A  matriz H é dada por 
1 0  1 1 0  0 
1 1 0  0 1 0
0 1 1 0  0 1
3 a matriz geratriz do exemplo
H =
por
Como H.x = 0  então as equações de verificação são dadas
X ^ + X 2+Xg = 0
Se a mensagem é (1 1 1), € 
pondente será (1 1 1 0  0 0).
O b s e r v a ç ã o . - A  matriz ger 
cação de paridade de H, de u m  código 
forma
e H = [A/IG = n-k
ntão a palavra código corres-
atriz G e a matriz de verifi- 
podem ser escritas também na 
.
1*2.4 - Propriedades de um
se
(i)
t
código Linear.
X = x^,x^,...,x^ e u m 4 palavra código se, e somente ^, ^ 2 -------n
H . x“ = 0
(ii) Usualmente a matriz de 
é uma (n-k)xn matriz da forma 
_ H =
e como nós já vimos, existem 2^ palav 
equação (1.2.4a). (isto é verdadeiram 
tenha esta forma, contanto que H tenh
nearmente independentes). Quando H te|n a forma (1.2.4b) as pala - 
vras código aparecerão assim;
(1.2.4a) 
verificação de paridade H
(1.2.4b) 
ras código satisfazendo a 
ente igual embora que H não 
a n colunas e n-k linhas li-
X  = X ^ X 2 X 3 ^k ^ k + 1 ^ k +2 X 1
rmnòag2.nÁ dZgitoi H.zdun>Tantzò
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(iii) A  matriz Geratriz.
Seja a mensa g e m  u = 
correspondente é x= x ^ X 2 ...Xj^. Prim<jiro, para i=1,2,...,k,
ou,
^1 ^1
^2
• •
• =^k •
• •
^k
,Uj^, cuja palavra código
, = matriz ident idade (1 .2.4c)
Então de (1.2.4a) e (1.2.4
^ 1 ^ k + 1 ^ 1
^ 2 ^ k f 2 ^ 2
•
= 0 , e
•
= -A
•
• • •
• • •
x„ X X,n n k
d ) temos que
usando (1.2.4c), temos
^ k +1 ^ 1 '
^ k +2 ^2
•
= -A
•
• •
• •
X n ^k
(1 .2.4d)
No caso binário -A = A. 
Colocando (1.2.4c) no topo
^1
^2
•
^2
•
• A •
•
^k
ie (1.2.4d), temos que
e transpondo, obtemos. 
X = u.G
G = [1^/A^]
(1 .2.4e) 
(1 .2.4f)
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(iv) Os parâmetros de um pódigo.
A palavra código x = ^-^^2 
onde n também é chamado de comprim 
tem n-k linhas linearmente independ 
digo, k é chamado de dimensão do có
(v) Outras matrizes gerat
. . .X é d i t a  de c o m p r i m e n t o  n,
2nto do bloco código. Se H
ksntes, e x i s t e m  2 p a l a v r a s  có 
digo.
riz e de  v e r i f i c a ç ã o  d e  p a r i d a -
de.
Um código pode ter váriasi matrizes geratriz diferentes, 
pois u m  subespaço pode ter mais de vma base.Por exemplo;
1 1 1 0 1 0  1 1
0 1 0  1 f 0 1 0  1
Ambas são matrizes geratriz do código [4,2] embora uma esteja na 
forma sistemática e a outra não, as iuas g eram códigos [4,2] e q u i ­
valentes. De fato, algum conjunto máximo de palavras código line­
armente independentes tomadas de um dado código, pode ser usado 
como as linhas de uma matriz geratri:: para esse código.
Uma verificação de paridadíí num código cp é algum vetor 
linha h tal que h.x^ = 0 para todas as palavras código de x e c p .  E n ­
tão, similarmente, algum conjunto mái 
de linearmente independente pode ser 
de verificação de paridade H de <j>.
Por e x e m p l o ,
imo de verificação de parida- 
usado como as linhas da matriz
1 0  1 0 0 1 1 1
1 1 0  1 / 1 1 0  1
ambas são matrizes de verificação de paridade do código [4,2].
(vi) Linearidade.
Se X  e y são palavras de um
t t tsão, porque H(x+y) = H.x +H.y = 0. í!e c e algum elemento do cor-
codigo, então x+y também o 
; é eni 
po binário, então cx é também uma palavra código, porque 
H(cx)^ = cHx^ = 0.
Definição 1.2.2 - 0 peso de um vetor código é o número
de posições não nulas do mesmo e é denotado por Wt(x).
Exemplo 1.2.5- Wt(1011) = 3, Wt(01011111)=6.
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,cia(de Hamining) entre dois veto 
s, é o número de posições onde
Definição 1.2.3 - A  distâr 
res com o mesmo número de componente 
os dois vetores diferem, e é denotado por dist(x,y), onde x e y 
são vetores.
Exemplo 1.2.6 - Se x = 101 
a distânicia dada por dist(x,y) = 3
O b s e r v a ç õ e s ; 1) - 0 código 
será denotado por [n,k,d].
2) - A  distân 
é o peso mínimo de qualquer palavra
3) - dist(x,y
1 e y = 0 1 0 1  então, temos que
[n,k] com distância mínima d
lia mínima: de u m  código linear 
lódigo (não nula) .
= W t ( x - y ) .
Definição 1.2.4 -A intersecção de vetores binários x e y 
é u m  vetor dado por x*y = (x^y^ , ^n^n^
Exemplo 1 . 2 . 7 -  Se x = (1 
x*y = 0 0 1 0 .
1 1 ) e y = (0 1 1 0 ), então
3. CÓDIGOS DE H A M M I N G . [05]
Os códigos de Hamming de cc 
m a m  uma classe importante de códigos 
decodificar. Veremos apenas os códigos de Hamming binários.
rreção de um único erro, for­
que são fáceis de codificar e
Definição 1.3.1 - Um códig 
de comprimento n = 2 ^ - 1  (r â 2 ) tem 
ridade H, cujas colunas consistem de 
nulos, de comprimento r, cada um usad 
[n = 2^-1, k = 2^-1-r, d= 3] código.
Exemplo 1.3.1 - 0 código de 
a matriz de verificação de paridade
r'D de Hamming binário ç 
natriz de verificação de pa- 
bodos os vetores binários não 
3 uma vez. é um
Hamming [7,4,3] ou ç tem
H =
0 0 0 1 1 1 1 
0 1 1 0  0 1 1  
1 0  1 0  1 0  1
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Observamos que se H tem j: linhas, existe apenas 2 -1
colunas disponíveis, a saber os 2^--1 vetores binários não nulos
de comprimento r. Podemos obter H nc. forma H = [A/I„ , ] , bastan**K
pegarmos as colunas niama ordem difei ente.
H' =
0 1 1 1 1 0  0 
1 0  1 1 0  1 0  
1 1 0  1 0  0 1
A  contém todas as colunas comNo geral H' = [A/I^], onde 
pelo menos dois 1's. Então H e H', n^s dão códigos equivalentes. A 
matriz geratriz G é dada por
1 0 0 0 0 1 1 
0 1 0  0 1 0  1 
0 0 1 0  1 1 0  
0 0 0 1 1 1 1
É fácil de ver que a distância mínima do código é 3.
G =
4. 0 CÕDIGO DUAL. [11]
Definição 1.4.1 - Se u = u,jU2U 2 . • .u^, v = ' * *^n
são vetores (com comprimento sobre o
definido como u.v = +U2V 2 + .•.+u^v
Exemplo 1.4.1 - Seja u = 1 
que u.v = 1 + 1 +0+1 = 1 .
norpo F) o produto escalar é 
, (avaliado em F ) ,
0 1 , v= 1 1 1 1 , então, temos
Observações; 1 ) -  S e u . v = f O ,  u e v  são chamados o r t o ­
gonais .
2) - Para vetji 
mente se, Wt(x*y) é par, u.v = 1 se, e
Também, u.u = 0 se, e somente se, Wt(u) é par (x*y=(x^y^,...,x^y^))
ores binários u . v =0 se, e so- 
somente se, Wt(x*y) é ímpar.
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DefInigão 1.4.2 - Se (}) é um [n,k] código linear sobre F, 
seu código dual ou ortogonal cj)-*- é  c conjunto de vetores que são o r ­
togonais a toda palavra código de (j)
<!)■*•= '{u/u.V = 0, VV£(})}.
Então pelas propriedades 
mente o conjunto de todas as verifi 
tem a matriz geratriz G e a matriz
então (j)-^ tem a matriz geratriz iguai. a H e a matriz de verificação 
de paridade igual a G, pois G.H^ = 0. Então ({>■*- é  um [n,n-k] código 
e é  o subespaço ortogonal de cp.
Exemplo 1.4.1 - Seja (p = 
triz de verificação de paridade
ie um código linear (p^  é exata- 
paçóes de paridade em (|). Se (|) 
de verificação de paridade H,
7,4] que possue a seguinte ma-
H =
0 1 1 1 1 0  0 
1 0  1 1 0  1 0  
1 1 0  1 0  0 1
e a matriz geratriz
G =
1 0 0 0 0 1 1 
0 1 0  0 1 0  1 
0 0 1 0  1 1 0  
0 0 0 1 1 1 1
com as seguintes palavras código;
0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 1 0  1 0 1 1 0 1 0 0 1
1 0 0 0 0 1 1 1 1 0 0 1 1 0 0 1 1 0  0 1 1 1 0 1 1 0 1 0
0 1 0 0 1 0 1 1 0 1 0 1 0 1 0 C 1 1 0  0 1 0 1 1 1 1 0 0
0 0 1 0 1 1 0 1 0 0 1 1 0 0 1 1 1 0 0 0 0 1 1 1 1 1 1 1
0 seu dual = [7 ,3] tem a seguinte matriz de verifica
ção de paridade H' = G e matriz gerat 
palavras código.
0 0 0 0 0 0 0 
0 1 1 1 1 0  0
1 1 0  1 0  0 1
1 1 0  0 1 
1 0  1 0  1 
0 0 0 1 1
jciz G' = H com as seguintes
1 0 
0 1 
1 1
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5. CONSTRUÇÃO DE NOVOS CÕ:OIGOS ATRAVÉS DE CÓDIGOS
V E L H O S .[11].
Dados um ou mais códigos, 
tros novos códigos através dos códi<f 
de construção.
1.5.1 - A  Construção u
podemos então, construir ou - 
os d a d o s . Veremos alguns casos
u+v
Dado um código <|)^ = [n,k^] 
m o  comprimento, nós podemos formar v
de todos os vetores u u+v uec})
u V
O b s e r v a ç a o . - Se u = u ^ U 2 
denota o vetor ^ 1 ^ 2 ’**^n^ 1 ^2
Exemplo 1.5.1 - Seja = 
<p2 = [4/1] código repetitivo. Sejam 
r e s p e c t i v a m e n t e ,
e um código (i>2 =[n,k 2 ] de mes- 
m  novo código consistindo 
V£(p2 .
..u^ e V  = V ^ V 2V ^ — v^, então 
.v^ de comprimento 2n.
[4,3] código de peso par,
3^ e G 2 as matrizes geratrizes
de <j)^ e (t>2 ,
1 0  0 1 
0 1 0  1
0 0 1 1 ’2 = [1
As palavras código de (j) ^  e
^2 
0 0 0 0 
1 1 1 1
1 1 1 ]
(j) são r e s p e c t i v a m e n t e , 
2
‘•’ 1
0 0 0 0 
1 0  0 1 
0 1 0  1 
0 0 1 1  
1 1 0  0 
1 0  1 0  
0 1 1 0  
1 1 1 1
Pela construção u u+v , u 
go com as seguintes palavras código.
s(í)^ e v £(}>2 obteremos um códi-
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0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1
1 0 0 1 1 0 0 1
1 0 0 1 0 1 1 0
0 1 0 1 0 1 0 1
0 1 0 1 1 0 1 0
0 0 1 1 0 0 1 1
0 0 1 1 1 1 0 0
1 0 1 0 1 0 1 0
1 0 1 0 0 1 0 1
1 1 0 0 1 1 0 0
1 1 0 0 0 0 1 1
0 1 1 0 0 1 1 0
0 1 1 0 1 0 0 1
1 1 1 1 1 1 1 1
1 1 1 1 0 0 0 0
código (]'3 = [81,4] .
1.5.2 - Adigão de uma Veri::icagão de Paridade Global.
Suponha que temos (f) i= [n,} 
gumas palavras código tem peso ímpar 
código adicionando um zero no fina
peso par, e 1 no final de toda palavra código de peso ímpar. Desta
,d] código binário, em que al- 
Nós podemos formar um novo
1  de toda palavra código de
forma, obteremos um novo código $= [ 
palavras código tem peso par, isto é, 
verificação de paridade X ^ + X 2 +X2 +...
Se <p tem a matriz de veri 
a matriz de verificação de paridade
1 1 1 .............. 1
n + 1 ,k,d+ 1 ] em que todas as 
satisfaz a nova equação de
f+Xn+1 = 0 .
ficação de paridade H, $ tem
fl =
H
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então
fî =
Exemplo 1.5.2 - Seja ()> =
0 1 1 1 1 0  0 
1 0  1 1 0  1 0  
1 1 0  1 0  0 1
1 1 1 1 1 1 1 1
0 1 1 1 1 0  0 0 
1 0  1 1 0  1 0  0 
1 1 0  1 0  0 1 0
[7,4,3] que é
com as equações de verificação de paridade
X^ + X 2+X 2 +X^+Xg+Xg+X^+Xg = 0
X 2 +X 2+X4+X 5 = 0
x^+x^+x^+xg = 0 
x ^ + x 2 + x ^ + x ^  = 0
30 $ é o [8,4,4] código, chama-Observamos que o novo codi: 
do de código extendido de Hamming.
O b s e r v a ç ã o .- Num código bihário, ou todas as palavras 
código tem peso par, ou metade tem p(jso par e metade peso ímpar.
1.5.3 -Furando um Código pfila Eliminação de C o o r d e n a d a s ,
Este processo é considerado o inverso da extensão de um 
código, e consiste em eliminar uma ov 
lavra código, de um código.
Observação. - O código fura
mais coordenadas de cada p a ­
do é denotado por (j)*.
Exemplo 1.5.3 - Seja o cód|igo ({)= [3,2,2], cujas palavras 
código são:
0 0 0
0 1 1
1 0 1
1 1 0
Eliminando as últimas coordènadas de cada palavra c ó d i ­
go obtemos o código (p* = [2,2,1] cujas palavras código são;
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0 0
0 1
1 0
1 1
Observação. - No geral, cada vez que uma coordenada de 
cada p a lavra código é eliminada, n çliminui para 1 e o número de pa 
lavras código permanece o mesmo, sendo que a distância mínima d em 
geral diminui por 1 .
1.5.4 - Expurgando pela El iminação de Palavras C ó d i g o .
Seja um código (|)= [n,k,d] 
vras código de peso par e ímpar. Se 
de palavras código de peso par, ehtã 
(()' = [n,k- 1 ,d!]f onde d' 2. d.
linear binário e tenha as pala 
sxpurgarmos (j) pela eliminação
0 obteremos um-código
7,4,3] um código, onde H estáExemplo 1.5.4 - Seja = 
na forma sistemática, este código possui as seguintes palavras c ó ­
digo:
0 0 0 0 0 0 0
1 0 0 0 0 1 1 
0 1 0  0 1 0  1 
0 0 1 0  1 1 0
0 0 0 1 1 1 1 
1 1 0  0 1 1 0  
1 0  1 0  1 0  1 
1 0  0 1 1 0  0
0 1 0  1 0  1 0
0 1 1 0  0 1 1
0 0 1 1 0 0 1
1 1 1 0 0 0 0 
1 1 0  1 0  0 1 
1 0  1 1 0  1 0
0 1 1 1 1 0  0 
1 1 1 1 1 1 1  
se tirarmos as palavras código de pese 
({)' =[7,3,4] código.
ímpar, obteremos um
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1.5.5 - Incrementando pel.
digo.
Este método consiste em ac rescentar a palavra código 1 
(cujos comprimento são " 1 "), desde que ela não esteja no código,
Adição de Novas Palavras Có-
da seguinte maneira; - Pegamos as pa 
lho e a seguir fazemos a união com o 
que iremos obter, adiconando a cada 
lho, a palavra 1 , isto é o mesmo que 
na matriz geratriz. Então (}) = (J) U 
De&ta forma, se tínhamos u 
óbteremos um (j> = [n,k+1 ,d códig 
d' é o peso maior de qualquer palavr
lavras código, do código ve -
conjunto de palavras código
palavra código, do código ve-
acrescentar uma linha de 1 's
Í1 + <)>}.
n (J) =[n,k;,d] código,- então,
(a)
a código de (|).
0 , onde d '“' = míriíd,. n-d'} e
a palavra código 1 1 1 obte-
Exemplo 1.5.3 - Seja o cód{Lgo (j> = [3,2,2], cujas pala - 
vras código são;
0 0 0 
0 1 1
1 0 1 
1 1 0
Incrementando o código com 
remos o código 
0 0 0 
0 1 1
1 0 1
1 1 0
1 1 1
1 0 0 
0 1 0
0 0 1
1.5.6 - Prolongamento pela adição de  S í m b ò l o S i . M e n s a g e n s .
A  maneira usual para prolon 
adiconando a palavra código 1 , e entã 
rificação de paridade global. É o mes 
bolo mensagem.
jar um código é incrementar,
3 extender adicionando uma ve 
:no que adicionar mais um sím-
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6 - CÓDIGOS PRODUTO. [11]
Definição 1.6.1 - Se A  =( 
é uma matriz nxn sobre alg 
ker de A  e B é a matriz mn x mn obtiôa substituindo cada elemento
é uma matriz mxm e
m  corpo, o produto de Kronec-
a^^j por a^j^B. Este produto é escri:o por A @ B .  Simbolicamente, 
nós temos A 0 B  = (a^.B).
Por exemplo, se A  =
A 0  B =
1 1 0  0 
1 0  0 0 
0 0 1 1  
0 0 1 0
1 0 1 1
e B =
0 1 1 0
Isto mostra, que no geral A 0 B  B ^ ) A .
É possível pela combinação 
ter um código mais poderoso, isto é 
para detecção e correção de erro. Uma 
digos nos dá o código produto, que te 
gir erros aleatórios ou em pedaços.
Um dígito de verificação de 
paz de detectar todos os erros únicos 
paridade é muito usãdo em computadore 
gitos de informação escritos na forma 
do na figura abaixo, com um dígito gl 
de sobre cada linha e cada coluna.
1 0  1 0  
0 1 0  1 
1 0  0 0 
0 1 0  0
de dois ou mais c ó d i g o s , ob- 
código com capacidade maior 
destas combinações entre có- 
m a vantagem de poder corri -
paridade sobre um vetor é ca 
Este tipo de verificação de 
. Agora, consideremos os dí- 
retangular como está mostra- 
3bal de verificação de parida
Dígitos de 
Informação <
Verificação 
jobre Linhas
Verificação 
sobre Colunas ct.
Verificação 
lobre Verificação
Esta iteração de um código c 
dade, é capaz de corrigir todos os er] 
co erro ocorre, as linhas e colunas er 
do pela falha de verificação de parida
om uma verificação de pari- 
os únicos, porque, se um úni
> que o erro ocorreu é indica 
d e .
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Este código tem a distânci 
gir um único erro e detectar dois er 
unidades de fitas magnéticas utiliza
Exemplo 1.6.1
a mínima 4 e ê capaz de corri- 
ros. Este código é usado nas 
das em computadores.
1 1 0 1 0 1
1 0 0 0 1 0
1 0 1 1 0 1
1 0 0 0 0 1
1 1 1 1 1 1
0 1 0 0 1 0
1 1 0 1 1 0
O código produto desta forma é um código linear.
Se A  e B são respectivamen 
códigos lineares sobre GF(q) :(GF(q) é
mentos, onde q é u m  número primo ou úma potência de p r i m o ) . Supo-
nha por simplicidade, que os símbolos 
iros símbolos de A  e os primeiros y
Definição 1.6.2 - 0 produtc 
[n^n2 ,k^k^ ,d^d2 ] código, cujas pala,vr 
n ^ x n 2 arranjos construído como segue;
6 / [n^,k^,d^] e [n2 /k2 ,d2 ] 
um corpo ,finito com q ele -
de informação são os primei- 
, símbolos de B.
direto A  0  B é um 
as código consistem de todos
^1
n
Símbolos de 
Informação
Verificação 
Sobre Colunas
Verificação 
Sobre Linhas
Verificação 
Sobre Verificação
0 canto superior esquerdo contém os k ^ k 2 símbolos de in-
formação. As primeiras k 2 colunas são 
tença a A, e em seguida as linhas são 
pertença a B. Isto,é também chamado o 
e B e é simplesmente chamado de códigc 
lavras código de A, e as linhas são pa
escolhidas de modo que per - 
complementadas de modo que 
produto de Kronecker de A 
• produto. As colunas são p a ­
lavras código de B. Também
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podemos construir os arranjos de moco contrário, isto é, primeiro 
as linhas e depois as.colunas.
Exemplo 1.6.2 - 0 produto 
[3 ,2 ,2 ] c o m  ele mesmo é o código [9, 
jos mostrados a seguir:
[3,2,2] X [3,2,2] = [9,4,4
0 0 0 
0 0 0 
0 0 0
0 0 0
0 1 1
0 1 1
0 0 0
1 0 1
1 0 1
direto do código binário 
4,4] consistindo dos 16 arran-
]
0 1 1
0 0 0
0 1 1
0 1 1
0 1 1
0 0 0
0 1 
1 0 
1 1
1 0 1 
0 0 0 
1 0 1
1 0 1 
0 1 1 
1 1 0
1 0 1 
1 0 1 
0 0 0
1 1 0  1 1 0  1 1
0 0 0 0 1 1 1 0
1 1 0  1 0  1 0 1
onde cada arranjo é da forma:
0 0 0
1 1 0
1 1 0
1 0 1 1
1 1 1 0
0 1 0  1
1 0 1 
1 1 0 
0 1 1
0 
1 
1
n.
1 1 0 
1 1 0 
0 0 0
Por exemplo. 
- n2.
0 0
1 0
0
1
-n.
1
Observamos que cada arranjo 
digo, assim temos as seguintes palavr;
corresponde a uma palavra có 
s código:
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0 0 0 0 0 0 0 0
0 0 0 0 1 1 0 1
0 0 0 1 0 1 1 0
0 0 0 1 1 0 1 1
0 1 1 0 1 1 0 0
0 1 1 1 0 1 1 1
0 1 1 1 1 0 1 0
0 1 1 0 0 0 1 0
1 0 1 0 0 0 1 0
1 0 1 0 1 1 1 1
1 0 1 1 0 1 0 0
1 0 1 1 1 0 0 1
1 1 0 0 0 0 1 1
1 1 0 0 1 1 1 0
1 1 0 1 0 1 0 1
1 1 0 1 1 0 0 0
A  =
í
Calculemos agora a matriz àeratriz de G = A @ B ,  onde
B. Temos que
1 0 1
= 1 1
então
G  = G, © G j  =
1 0  1 0  0 0 
0 1 1 0 0 0 0 
0 0 0 1 0 1 1 
0 0 0 0 1 1
Se calcularmos as palavras
0 1 
1 1 
0 1 
1 1
código utilizando a matriz
geratriz do código produto, isto é, utilizando a equação x =u.G, 
verificaremos que as palavras código, 
tilizando os arranjos.
Exemplo 1.6.3 - Seja A  = [3
serão as mesmas obtidas u-
,2], B = [4,3], onde
1 0 1 1 0 0 1
0 1 1 ^2  = 0 1 0 1
0 0 1 1
^1 =
as palavras código de A  e B são respectivamente.
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1 0 1 
0 1 1 
1 1 0 
0 0 0
Os 64 arranjos são;
0000 0000 0000 0000
0000 0110 0101 1001
0000 0110 0101 1001
1
0
0
1
1
0
1
0
0000 
0011 
0011
0
0
1
0
1
1
1
0
1
1
1
0
0
0
0
0
1111 1111 1111 1111 1111 1111 1111 1111
0000 1111 0110 1010 1100 0011 0101 1001
1111 0000 1001 0101 0011 1100 1010 0110
0110 0110 0110 0110 0110 
0000 1111 0110 1010 1100 
0110 1001 0000 1100 1010
QOOO
100
100
0000
10 10
1 0 10
0000
1 1 1 1
1111
01 1 0
0011
0101
1010 1010 1010 1010 1010 1010 1010 1010
0000 1111 0110 1010 1100 0011 0101 1001
1010 0101 1100 0000 0110 1001 1111 0011
01 1 0
01 01
0011
01 1 0
1001
1 1 1 1
1100 1100 1100 1100 1100 1 00 1100 1100
0000 1111 0110 1010 1100 0 )11 0101 1001
1100 0011 1010 0110 0000 1 11 1001 0101
0011 0011 0011 0011 0011 0011 0011 0011
0000 1111 0110 1010 1100 0011 0101 1001
0011 1100 0101 1001 1111 0000 0110 1010
0101 0101 0101 0101 0101  0 - 01 0101 010.1
0000 1111 0110 1010 1 100  0 ( )11 0101 1001
0101 1010 0011 1111 1001  0 ' 10 0000 1100
1001 1001 1001 1001 1001 1001 1001 1001
0000 1111 0101 1010 1100 0011 0101 1001
1001 0110 1100 0011 0101 1010 1100 0000
Como cada arranjo é uma pal 
seguintes palavras código;
avra código, então temos as
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000000000000 
0 0 0 0 1 1 0 0 1 1 0 0  
0 0 0 0 0 1 0 1 0 1 0 1  
0 0 0 0 1 0 0 1 1 0 0 1  
0 0 0 0 0 0 1 1 0 0 1 1  
0 0 0 0 1 1 0 0 1 1 0 0  
0 0 0 0 1 0 1 0 1 0 1 0  
0 0 0 0 1 1 1 1 1 1 1 1  
1 1 1 1 0 0 0 0 1 1 1 1  
1 1 1 1 1 1 1 1 0 0 0 0  
1 1 1 1 0 1 1 0 1 0 0 1  
1 1 1 1 1 0 1 0 0 1 0 1  
1 1 1 1 1 1 0 0 0 0 1 1  
1 1 1 1 0 0 1 1 1 1 0 0  
1 1 1 1 0 1 0 1 1 0 1 0  
1 1 1 1 1 0 0 1 0 1 1 0  
0 1 1 0 1 1 1 1 1 0 0 1  
0 1 1 0 0 0 0 0 0 1 1 0  
0 1 1 0 0 1 1 0 0 0 0 0  
0 1 1 0 1 0 1 0 1 1 0 0  
0 1 1 0 1 1 0 0 1 0 1 0  
0 1 1 0 0 0 1 1 0 1 0 1  
0 1 1 0 0 1 0 1 0 0 1 1  
0 1 1 0 1 0 0 1 1 1 1 1  
1 0 1 0 0 0 0 0 1 0 1 0  
1 0 1 0 1 1 1 1 0 1 0 1  
1 0 1 0 0 1 1 0 1 1 0 0  
1 0 1 0 1 0 1 0 0 0 0 0  
1 0 1 0 1 1 0 0 0 1 1 0  
1 0 1 0 0 0 1 1 1 0 0 1  
1 0 1 0 0 1 0 1 1 1 1 1  
1 0 1 0 1 0 0 1 0 0 1 1
110000001100
11001111
110001101010
11001010
0011
01 1 0
1 10011003000
1 100001  1 
1 1000101 
11001001
001100000011
1 1 1 1
1001
)101
00111111 100
00110110Ô101 
00111010'001 
001111001111 
0 0 1 1 0 0 1 1C000 
00110101C110 
0 0 1 1 1 0 0 1 1 0 1 0  
010100000101 
010111111010 
010101100011 
010110101111 
010111001301 
010 1001 1011 0
010101010 
010110011 
100100001 
100111110 
1 0 0 1 0 1 1 0 1
300
100
001
10
11
1001 1 0 1 0 0 ( ' 1 1
100111000
1 00 1 00 11 1 C10
1 0 0 1 0 1 0 1 1  
100110010C
01
G =
Calculemos agora a matriz g
1 0 0 1 0 0 0 0 1 0 0 1  
0 1 0 1 0 0 0 0 0 1 0 1  
0 0 1 1 0 0 0 0 0 0 1 1  
0 0 0 0 1 0 0 1 1 0 0 1  
0 0 0 0 0 1 0 1 0 1 0 1
0 0 0 0 0 0 1  1 0 0 1  1
00
00
eratriz G = G, © G j
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Também podemos notar que: 
código utilizando a matriz geratriz 
mesmas palavras código obtidas com 
Poranto, o produto A 0 B  
go [n^n2 ,k^k2 ,d^d2 l cujas palavras 
n ^ x n 2 arranjos em que as colunas pe 
cem a B.
- se calcularmos as palavras 
do código produto obtermos as 
os arranjos.
é definido como sendo o códi- 
código consistem de todos os 
rtencem a A  e as linhas perten
Teorema 1 . [09] - 0 peso ininimo do produto de dois códi­
gos é o produto dos pesos mínimos dostes códigos.
P r o v a . - Se u m  código tem peso mínimo e outro tem pe 
so mínimo W 2 » um vetor no código produto deve ter pelo menos 
elementos não nulos em cada linha qme contém um elemento não nulo.
e pelo menos W 2 elementos não nulos
elemento não nulo, portanto, o código produto, pelo menos tem
em cada coluna, que contém um
W ^ W 2 elementos não nulos.
N o  próximo capítulo estudai 
lineares que são chamados de Códigos
emos uma família de códigos 
de Reed-Muller.
CAPÍTULO II
OS CÓDIGOS DE REED-MULLER
1. Introdução. Os códigos de Reed-Muller formam uma
família de códigos antigos e bem cor^  
ria da Codificação e têm como vantac 
ção.
Neste capítulo estudaremos 
(RM), as propriedades básicas, sua c 
dois códigos de Reed-Muller. Será mo 
também neste capítulo que o produto 
pre é um código RM, mas que pode ser 
go de um código de RM de ordem maior.
h e cidos na literatura da Teo- 
em, a facilidade de codifica-
os códigos de Reed-Muller ou 
onstrução e o produto entre 
strado através de exemplo, 
de dois códigos RM, nem sem - 
considerado como um subcódi-
2. Funções B o o l e a n a s . - Definiremos os códigos de Reed- 
Muller em termos de funções Booleana:
Seja V = (v., V- uma m-upla binária escolhida 
sobre que é o conjunto de todas as m-uplas binárias.
Definição 2.2.1 - Uma funçao f(v) = f ( v ^ , V 2 ,•..,v^) que 
toma os valores 0 ou 1 é chamada de função Booleana. Tal função
pode ser expecificada por vima tabela 
de f em todos os 2^  argumentos.
Exemplo 2.2.1 - Seja m  = 
especificada pela seguinte tabela
V 3 = 0 0 0 0 1 1 1 1 
V 2 = 0 0 1 1 0 0 1 1
v^ = 0 1 0 1 0 1 0 1 
f = 0 0 0 1 1 0 0 0
verdadeira que dá os valores
, uma função Booleana que é 
erdadeira.
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2^^  que é denotado por f.
A  última linha da tabela 
um valor binário de comprimento n =
Um código consistirá de todos os vetores f, onde a fun­
ção f pertence a uma certa classe.
dá valores tomados por f , e é
O b s e r v a ç ã o . - Como a últina linha da tabela verdadeira
oinpode ser satisfeita arbitrariamente, temos que existem 2 ^ funçõ­
es Booleanas de m  variáveis.
As operações de lógica usàais podem ser usadas para fun 
ções Booleanas. Sabemos que as ope;:ações usuais são; 
f EXCLUSIVO OU g = f + g 
f E g =
f ou g = f + g 
n A o  f = f = 1
0 lado direito destas equ 
termos de funções binárias.
A  função Booleana f dó exe 
da seguinte maneira;
f = v ^ V 2V 2 OU v ^ V 2V 2 , usan
f = V ^ V 2V 3 + V 3V ^ V 2 + V ^ V 2^
= V ^ V 2 (1 + V 3 ) + V 3 (1 +
= ^ 1 ^2 ^ ^3 ^ ^
= ^3 ^ ^ 1 ^2 ^ ^^3^2 ^ ^3^
Observações; - 1) Note que
+ f .g 
+ f
(2 .2 .1 )
çoes define as operaçoes em 
mplo 2 -.2 . 1  pode ser escrita
do as equações 2 .2 .1 , temos;
3^3^1^2 
V i ) (1 + v^)
.V 2 + V 3V^ + V ^ V 2V 3
V .  = V . ,  V i
2) è claro cjue qualquer função Booleana
m  .p o d e  ser e s c r i t a  c o m o  a soma d e  2 Jiunçoes
1 ,v^ ,V2 ,...
com os coeficientes que são 0 e 1. Como existem um total de 2
i l V „ , V . V „ , . . .v^m -'1 m' 1 2 m (2 .2 .2 )
.2111
funções Booleanas, todas estas funçõe 
outras palavras, os 2^  vetores corres 
são linearmente independentes.
Definição 2.2.2 - A  forma n 
ção Booleana é dada por
s devem ser distintas. Em 
pondentes ãs f u n ç õ e s (2 .2 .2 )
ormal disjuntiva de uma fun-
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w „  =
f (v , . . . , V  , 
1 mJ
0w  , W = V  . r' r r
1
= I  r.  
il=0
1
, r
i =0 m
f ( i i ,
Exemplo 2.2.2 - f = v^+v 
normal disjuntiva.
Teorema 1 . - Qualquer fun 
dida em potências de v^ como
f (v^ ,. .. ,Vj^) = I g(a)v^^'
m
onde os coeficientes são dados por 
g(a) = E f { b ^ ,...,b^)
•onde
1 ^ 2 '*’^3^ 2 '*'’'^3^1 forma
jão Booleana f pode ser exten-
bca
. .V mm (2.2.3)
onde b c a  significa que os 1 's e m  b 
em a.
Verificando para m  = 2.
f (v^',V2 )=f (0 ,0) (1 +v^) (1 +V 2 )+f (0, 1
+ f ( 1 ,1 )v^v2 
=f (0 ,0)1 + {f (0 ,0)+f( 1 ,0)}^^
+ {ÊX0 ,0)Hf(1 ,0)+f( 1 ,1 )}v
(2.2.4)
são \am subconjunto dos 1 's 
) (1 +v^ )V2 +f (1 ,0)v^
(0 ,0)+f (0 , n v 2 +
Vo,
3. códigos de Reed-Muller [09]
binário de Reed-Muller de
n =2 , para 0 r á m
Definição 2.3.1 - 0 codigo 
r-ésima ordem, R(r,m) de comprimento
o conjunto de todos os vetores f, onc.e f (v^ ,V 2 ,.. . ,v^ )^ é uma fun 
ção Booleana, que é u m  polinómio de çrau no máximo r.
Exemplo 2.3.1 - Seja m=3, 
Muller de primeira ordem de comprimen 
lavras código.
a Q ,1+a^v^+a2V 2 +a 2V ^ , a^ = 0 ou 1
r=1. Então o código de Reed- 
to n = 8 , consiste em 16 pa-
, i = 0,1,2,3.
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V,
As 16 palavras código são
0 0 0 0 0 
0 0 0 0 1 
0 0 1 1 0  
0 1 0  1 0  
0 0 1 1 1  
0 1 0  1 1  
0 1 1 0  0 
0 1 1 0 3 
1 1 1 1 1  
1 1 1 1 0  
1 1 0  0 1 
1 0  1 0  1 
1 1 0  0 0 
1 0  1 0  0 
1 0  0 1 1  
1 0  0 1 0
V 2 +V3
V 1 +V 3
V i f V 2
v-^.+V2+V3
1
I + V 3 
1 +V2
U V 2 +V 3
1 +V 3
1 +V^ +v^  
1+V^+V2+V3
e s c r i t a s  n a  F i g . 2 . 3 . 1 , a b a i x o ,
0 0 0
1 1 1
0 1  1
1 0  1
1 0 0
0 1 0
1 1 0
0 0 1
1 1 1
0 0 0
1 0 0
1 0
0  1 1
1 0 1
D 0 1
1 0
Fig. 2.3.1 - Palavras código de R(1,3)
Obser v a ç ã o . - Podemos notar
u m  código extendido de HamBiing, e qu^ todas as palavras código de 
R(1,m) exceto 0 e 1 tem peso 2^“\
No geral o código RM de r-é
que R(1,m) é sempre dual de
sima ordem consiste de todas
as combinações lineares dos vetores correspondentes aos produtos
,v_ .V
Então estes vetores formam uma base d 
Existem k = 1 + ,m. ,m.{^)  + ( 2 ) +
(até o grau de ordem r ) .
o código.
... + (^) = ? (^) vetores 
i=0 '^
ntes. Então k é a dimensãobinários, e são linearmente independer 
do código.
Exemplo 2.3.1 - Seja m  = 4 então os 16 possíveis veto - 
res básicos para os códigos de Reed-M. 
mostrados na figura 2.3.2.
aller de comprimento 16 são
-38-
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
V,
V .
V ,
V 3V 4
^2^4
V 1 V 4
^ 2 ^ 3
V^V2
^ 2 ^ 3 ^ 4
^ 1 ^ 3 ^ 4
^ 1 ^ 2 ^ 4
^^1^2^3
V 1 V 2V 3V 4
0 0 0 
0 0 0 
0 0 1 
0 1 0
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0
0 0 
1 1 
3 0 
3 1
0 0 1 1  
1 1 0  0 
1 1 0  0 
0 1 0  1
1 1 1 1 1 1  
0 0 1 1 1 1  
1 1 0  0 1 1  
0 1 0  1 0  1
0 0 0
0 c
0 c
1 a
0 0 0 
0 0 0 
0 0 0 
0 0 0
0 0 0 0 
0 0 0 0 
0 0 0 1 
1 1 0  0 
0 1 0  0 
0 1 0  0
0 0 1 1 1 1  
1 1 0  0 1 1  
0 1 0  1 0  1 
0 0 0 0 1 1 
0 0 0 1 0 1 
0 1 0 0 0 1
0 d 
0 0 
0 0 
0 0
Fig.2.3.2
0 0 0 0 0
Vetores báslc 
de comprimentò
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 1 0  0
0 0 0 0 1 1 
0 0 0 1 0 1 
0 1 0 0 0 1 
0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 1
3S para códigos de Reed-Muller 
16.
Os vetores básicos para c<jdigos de Reed-Muller de r-ési-
de comprimento 16, R ( r , 4 ) , são
O rdem r Linhas de Fig
0 1
1 1 a 5
2 1 a 11
3 1 a 15
4 todcis
Exemplo 2.3.2 - R(2,4) tel 
linhas de 1 a l i  da Fig.2.3.2 e poss 
são obtidas, fazendo todas as possív 
as linhas de G.
Exemplo 2.3.3 
geratriz G.
m como matriz geratriz G, as 
ui 2 palavras código que 
Bis combinações lineares com
0 código R|(2,3) possui a seguinte matriz
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G =
1 1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1 ^3
0 0 1 1 0 0 1 1 ^ 2
0 1 0 1 0 1 0 1 ^1
0 0 0 1 0 0 0 1 V i v L
0 0 0 0 0 1 0 1 ^ l 4
0 0 0 0 0 0 1 1 V 2 V
palavra ls códigc>, que sa
possíveis combinações lineares com linhas de G. 
Os códigos de Reed-Muller
obtidos simplesmente de códigos de F
,m+1de comprimento 2 podem ser
m,eed-Muller de comprimento 2 , 
usando a construção u u+v (veja 1.5.1).
Observemos que o código construído no exemplo 1.5.1 
usando os códigos 4)^  = [4,3] e <|)2 = [4,1] é o código (l)^ = [8,4] = 
R(1,3), código de Reed-rMuller de primeira ordem.
Teorema_2'r R(r+1,m+1) = ’-llul lu+v| ;u eR(r+1 ,m) ,veR(r ,m)}
P r o v a . - Pela definição, 
em R(r+1,m+1) v e m  de um polinómio f( 
mo  r+1. NÓS podemos escrever:
f (v 1 r V ,
uma palavra código típica f 
) de grau no mãxi-1 , Vm +1
............V -  “ ""S®
h os vetores ( de compri -
mento 2 *^) correspondendo a g(v
te g e R(r+1,m) e h e R(r,m). Mas ago
V  ,- h ( v . ,...,v ) como polinómios em \ m-rl 1 ' m
respondentes (agora de comprimento 2 
se f (v^ ,. .. ,Vj^ ) é uma função Booleanc 
vetor binário correspondente de compx 
de comprimento 2^^^ correspondente a
^m) ^ ^^1 ' '’' '^m^ * N a t u r a l m e n  
ra, c o n s i d e r e  g í v i , . . . , v „ )  e
•1 / • • •
ú U
h(v,^ / . . . ,  
mente. Portanto, f =
m 
0 h
1 ' ■ ■ • ' 'm'  
'^m+ 1 ' vetores cor -
) são g g 0 h
de m  variáveis e se f é 
-.m
Pois 
o
imento 2^^ , então os vetores 
g (v 
f
m+ ) = f ( v ^ , . . . , v ^ )  e 
fI respectiva-
O b s e r v a ç ã o .- Existe uma rel 
de matriz geratriz. Se G(r,m) é uma m 
Então o teorema diz que:
G (r+1 ,m) G (r+
G(r+1,m+1) =
0 G(r
ação equivalente e m  termos 
atriz geratriz para R(r,m).
1 ,m)
,m)
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Realmente uma palavra código gerada por esta matriz tem
a forma u u+v onde u e R ( r + 1 ,m),
Exemplo 2.3.4 - Seja r = 
G(2,3) G
0
G{2,3) =
G(1,3) =
0 0 0 0 1 1 1
0 0 1 1 0 0 1
0 1 0 1 0 1 0
1 1 1 1 1 1 1
0 0 0 0 0 0 1
0 0 0 0 0 1 0
0 0 0 1 0 0 0
0 0 0 0 1 1 1
0 0 1 1 0 0 1
0 1 0 1 0 1 0
1 1 1 1 1 1 1
/eR (r ,m) .
1 , m  = 3, então
2 . 3 )
1 . 3 )
Assim,
G(2,4) =
0 0 0 0 1 1 1 • 0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 • 0 0 1 1 0 0 1 1
0 1 0 1 0 1 0 ' 0 1 0 1 0 1 0 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
0 0 0 0 0 0 1 0 0 0 0 0 0 1 1
0 0 0 0 0 1 0 0 0 0 0 0 1 0 1
0 0 0 1 0 0 0 0 0 0 1 0 0 0 1
0 0 0 0 0 0 0 c 0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1
0 0 0 0 0 0 0 c1 0 1 0 1 0 1 0 1
0 0 0 0 0 0 0 01 1 1 1 1 1 1 1 1
Observemos que as linhas da 
de 1 a 11 da F i g . 2.3.2.
Observação - R(r,m) tem a d
matriz G (2 ,4) são as linhas
Lstãncia m ínima 2m-r
- 4 1 -
A  figura 2.3.3 mostra as 
ros [n,k,d] códigos RM:
dimensões de alguns dos primei-
Comprimento n
m
4
2
8
3
16 32 
4 5
64
6
128
7
256
8
512
9
Distância d
1
2
4
8
16
32
64
128
256
512
Dimensão k
4
3
1
8
7
4
1
16
15
11
5
1
32
31
26
16
6
1
64
63
57
42
22
7
1
128
127
120
99
64
29
8
1
256
255
247
219
163
93
37
9
1
512
511
502
466
382
256
130
46
10
1
Fig. 2.3.3 - Códigos de Re
Teorema 3 . - R(m-r-1,m) é
0 á r á m - 1 .
P r o v a . - Seja aeR(m-r-1,m) 
é u m  polinómio de grau ú m - r - 1 , bí-i 
seu produto ab tem grau ú m-1. Portanto, ab e R(m-1,m) e tem peso 
par. Como ab =  0(mod2), então Rlm-r-' ' - 
dimR
sd-Muller. 
o código dual do R(r,m) para
, b e R ( r , m ) . Então a(v^,...,v^) 
^^  ,... ,v^) tem grau ú r, e
. . .  + (
m
R(m-r-1,m) = R(r,m)-*-.
,m) C R(r,m) . M a s ,
,m,
= 2^, que implica
Exemplo 2.3.5 - Seja R(2,3) 
R"^ = R (m-r-1 ,m) = R(0,3) = [8,1].
= [8,7], então
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4. Códigos Produto de R e e d - M u l l e r . [10]
Vimos no item 3 que o códi<^ 
ordem é formado usando os vetores bã 
produtos destes vetores tomando r ou 
v ^ , V 2 »..,Vj^ são as linhas da matriz
uplas binárias como colunas e v^ ten^ 
1 .
o de Reed-Muller de r-esima 
icos "^ 0 ' ^ 1 ' * ’ ’'^m ® todos os 
m e n o s , ao mesmo t e m p o , onde 
<^ue tem todas as possíveis m- 
,o todas as componentes com
k^,d^] código e B é
^1 2 ni? _k = k.k^ = { 2 (. ))( 2 {. )) e 4 distancia miniraa 
 ^ ^ i=0 ^ i=0 ^
um 
é o
Sabemos que, se A  e um [n^
[n2 ,k2 ,d2 ] código, então o código produto A.B 
[n^n2 ,k^k2 ,d^d2 ] código.
De fato A.B consiste dos n . x n 2 arranjos cujas linhas 
são elementos de A  e as colunas são elementos de B. Vimos também, 
no item 3 que o código R(r,m) tem conprimento n = 2^ ,^ dimensão 
k = f (^) e a distância mínima d =
Assim, se A  = R(r,m) e B = 
duto A.B é um código de comprimento
R(r«,m_) então o código pro- ^ ^ mi+mo n = n ^ n 2 = 2 e dimensão
m i + m 2 - ( r i + r 2 )  d = 2 .
A  seguir examinaremos a re] 
e R ( r^+r 2 ,m^+m2 ) .
Para mostrar isto, provaren
Lema 1.
1+m2,
com a igualdade se, e somente se, r^=
P r o v a . - Sabemos que
m-]+m2 m]^+ni2 m^+m2
(1 + x)
(1 + x ) ^ ' ' ( 1  + x ) ^ 2  = (
m
Ï
k =0
Comparando os coeficientes
m-i +m 2
X  nos desenvolvimentos (1 + x )  (
temos
ação entre R(r^,m^) R ( r 2 ,m2 ) 
lOS o seguinte lema:
(2.4.1)
mi e r 2 = m 2 <
'^ l k ^ 2 ^ 2 1  (, ')x^)( E ( / ) x ^ ) .
^ 1=0
de potências semelhantes de 
(1 + x) M l  + x )  2 , nos
. iti  ^ irirt 
r ^ = 0  1 ^1
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Seja,
A  = Z ■ (^1) , B =
i=0 i=0
(2.4.2)
r ^ + r 2
C = E ("'l+ni2). Agora, 
i=0 1
M a s ,
m„ T*'^2 ^A.B = 2 ( . ) ( .^) = Z . S (. 
O^j^r^  ^ k =0 i+j=k^
Usando 2.4.2, C pode ser es
1 2 ■ - r^+r-p iH- in~
c  = E ("^i;í'"'2)= h  z ( . h  ( .  ) 
i=0 ^ k =0 i+j=k^ J
iti- ifi  ^ in ^  in^
Z ( .  ' )  ( / )  á Z ( .  ' )  ( / )  . En
i+j=k^  ^ i+j=k-^ 
i á r^,jár2
A  igualdade em 2.4.1 é sati
1 ^2  
^) ( . ^ ) .  •J
::rito da seguinte forma;
in<4 rn  ^ xti/j iti«
z ( .  ' )  ( / )  = Z ( .  ' )  ( / )  , k^  
i+j=k^ ^
/ j á ^ 2
tão, A.B ^ C.
sfeita, quando
r i + r 2 .
Escolhendo k = r^+ 1, com i 
dade garante que j _ q isto é.
r ^ . l
Similarmente pode ser visto
rante r 2 = m 2 .
Teorema 4 . - Para 0 < r^ á iti^ e 0 < r 2 á m 2 o código
produto R(r^ ,m^ )R(r2 ,m2 ) é um subcódicf
P r o v a . - Sejam e G 2 as m 
R(r^,m^) e R ( r 2 ,m2 ), respectivamente.
'1 os vetores u ^ , u 2 ». e seus
nos, ao mesmo tempo, e as linhas da m
V,V ^ , V 2 , e seus produtos tom.
1contendo todas as m^-uplas como colunas e u^ é um vetor cujas 2 
componentes são 1. Similarmente v^,v 
uma matriz cujas colunas são todas as
= r ^ , nós vemos que a igual 
r^ + 1 > m ^ . Assim r^ = m ^ .
que a igualdade em 2 .4 . 1 ga
o de R ( r ^ + r 2 ,m^+m2 ) .
^trizes geratrizes de 
e sejam as linhas da matriz 
produtos tomando r^ ou me - 
atriz G 2 os vetores 
ando r 2 ou menos, ao mesmo 
as linhas de uma matriz
mi
'0
,...,v_ são as linhaslUp
m
de
2~uplas e Vg e um vetor cu
-44-
IU2jos 2 componentes são 1. A l é m  disso 
R(r^+r 2 »m^+m2 ) tem como suas linhas w 
seus produtos tomando ^^+^2 menos, 
Seja a matriz geratriz do c 
R ( r ^ , m ^ ) R ( r 2 ,m2 ) , então G = 0  G 2
• Seja,
Gi =
2 / • • • /
ao mesmo tempo, 
õdigo produto
onde cada a^ (1 á j ú 1) é u m  produto 
ao mesmo tempo. Então.
a , * G 2  
a j * G 2
G =
Supondo a^ = u ^ ^ u j 2 —
l i n h a  de  G^;  V. , v .  , . . . , v .  , 1 ^ q  á
1 2 q
d e  um b l o c o  3 ^ * 6 2  em G^ 0 ^ 2  como uma
w =  ^ . . .  .w^ . w. . . . w .  ,
m2 +Di  n'2 ‘^ ^2 11^ 2+3]^
É c l a r o  que  o número  de  p r o  
que r ^ + r 2 « D e s t a  f o r m a ,  c a d a  l i n h a  de  
R ( r ^ + r 2 ,m^+m2 ) . Também de  a c o r d o  com 
d i m R ( r ^ , m ^ ) R ( r 2 ,m2 ) ^ d i mR(
R ( r ^ , m ^ ) R ( r 2 ,m2 > / é  um s u b c ó d i g o  de R(
A g o r a  c o n s i d e r e m o s  o e x e m p l
M u l l e r .
E xe mp l o  2 . 4 . 1  -  P a r a  a l g u m  
R ( 1 ,m2 ) " C "  R ( 2 ,m^+m2 ) ,  onde  "C" r e p r e
S e j a  A = R ( 1 , m ^ ) ,  B = R ( 1 , m  
C  = R ( 1 ,m^+m2 ) ,  c l a r a m e n t e  dimC = 1 
d i m C  = 1 + (m^+m2 ) ,  dimAB = ( 1 + m ^ ) ( 1
1 + m^  + m2 < ( 1 + m ^ ) ( 1 + m 2 )  ^ 1  +  ^
m a t r i z e s  g e r a t r i z e s  de  A e B,  r e s p e c t
, a matriz geratriz de 
, ,Wo,... e os
de u^js tomando r^ ou menos,
1 á k á r^ e seja a t-ésima 
r 2 . Então a t-ésima linha 
linha em G é 
k ^ r ^ , q á r 2 *
dutos em w  é menor ou igual 
G, é um elemento de 
o lema acima
r^ +r2,m^ + m 2 ). P o r t a n t o ,
r^ + r2 , m^  +m2>.
o de código produto de Reed-
tn^  ,m2 R(1 ,m^+m2 > "C" R(1,m^). 
senta o"subcódigo de".
e
e
2 ), C — R(2,m^+m2)
+m2> e
m 2 )^mi+m2 )_ sejaxa G^ e G 2 as 
i v a m e n t e . E n t ã o ,
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um^
% T - 1
•
•
^2
^1
^0
2itii - 1
—2 2^*1 —2
0 1 0  1 0  1 0  1 
1 1 1 1 1 1 1 1
m2
'^1^2-1
•
•
^2
^1
^0
2ini - 1
2 m i - 2  2" ' 1 -2
0 1 0  1 0  1 
1 1 1 1 1 1
0 1 0  1 0  1 0  1 0  1 
1 1 1 1 1 1 1 1 1 1
onde ...........  indicam r zeros consec
indicam os r uns consecutivos. A  matr 
duto AB é então,'
itivos e ______E.
Lz geratriz G do código pro-
G=G^ 0  G2 =
2 ^ 1 - ^ m i -
0 0 0 0 0 0 0 0 G2 G2 G2 
2^^  ^“"2 2^ *^^  “ 2 2^ *^! “ 2
"Õ~0" 0 0' 'g ^ G ^ G 2 ^ ~ T ~ Q ^
0 G2 0 G2
^2  ^2
onde 0 em G é uma (m2 + 1 ) x 2^2 matriz
0 1 0  1 0  1 0  
1 1 1 1 1 1 1
^2  ^2  ^2  
2^1
2 ^ 2 ^ 2 ^ 2 ^ 2
. 0 G2 0 
. G2 G2 G2
nula.
-46-
Seja,
w_
m^+m2
2in-] +m2—1
w.
2^ n >1 *nti2-2 2^1
w.
Wr
= '0 1 0 1 0  1 0  1
2
T T T  1 1 1 1 1
2ini+m2-1
■nn2"“2 2^^ "í*iti2"“2 2^^ +1112—2
0 1 .....................0 1 0 1 0 1
n-] +m2
1 1 1 1 1 1 1 1 1
Claramente R ( 2 ,m^+m2 ) é gerado por ''^ l ' * * • ''^m^+m
R ( 2 ,m^+m2 ) e gerado por w 0 ' ” 1 m
dois a dois ao mesmo tempo. Se R^ d e n  
0 ^ i á (m^+ 1 ) (m2+ 1 ), então podemos v 
te
+ m 2 e seus produtos tomados 
Dta a i-ésima linha de G, 
srificar facilmente o seguin
m2+1 m^  "*"^ 2
R s  W W
m2+2 m^+m2—1 m2
R « ( m „ + 1 ) = .2 2 m^+m.^-1
^ m^( m2+1) +1  '^m.
^(m^ + 1) (m2 + 1) " "'o
Então o conjunto de linhas <^ e G é um subconjunto das 
bases de R ( 2 ,m^+m2 ). Portanto, A.B c
M a s ,
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A l é m  disso, a matriz geratr
w
w
iz de C  = R ( 1 ,m^+m2 ) é
0
■ ^( m ^ + 1 ) (m2 + 1 ) 
' 1^ = ^ ( m ^ + 1 ) (m2+ 1 ) - 1
w.
"*2 " ^m^ {m2 + 1 ) + 1
w_
m^ ’*’^ 2 ~ + 1
Poranto, C c :  A.B.
Exemplo 2.4.2 - Seja agora 
então de R ( 1 , 2 ) R ( 1 ,3)"C" R(2,5). A  ma 
R(2,5) é
]U1/2) e R(l,3), verifiquemos 
riz geratriz do código
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G{2,5) =
000000000 0000000111111
000000001 11 111 11 00 00 00
000 01 111 00001111000011
001100110011001100110C
010101010 1010101010101
1111111111111111111111
0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0
0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0 1
0000000001010101000000
0000000000000000010101
1111111111
0 0 1 1 1 1 1 1 1 1
1100001111
1100110011
0101010101
1111111111
0100010001
0100000101
0001010101
0101010101
0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1
0000000000110011000000 
0000000000000000001100 
0000000000001111000000 
0000000000000000000011 
0000000000000000000000
As matrizes geratrizes dos 
respectivamente,
0000110011
1100110011
D000001111
100001111
D 0 1 1 1 1 1 1 1 1
::ódigos R(1,2) e R(1,3) são
0 0 1 1 0 0 0 0 1 1 1 1
G d , 2) = 0 1 0 1 G d , 3 _ 0 0 1 1 0 0 1 1
1 1 1 1 0 1 0 1 0 1 0 1
1 1 1 1 1 1 1 1
Portanto,
G(1 ,2)®G(1 ,3)=:
Vr
^ 1
V q 1
^ 1^ 2
V 1 V 3
V 1 V 4
V 1 V 5
^ 2^ 3
V 2V 4
V 2V 5
^ 3^ 4
^ 3 ^ 5
V 4V 5
0000000000000000000011 
0000000000000000001100 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 q 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1  
o o o o o o o o o o o o i i n o o o o o o c  
00 000000001 1001 1000000c
0000000001010101000000C
0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 c
0000111100001111000011
0011001100110011001100
0 1 0 1 0 1 0 1 0 1 0 1 6 1 0 1 0 1 0 1 0 1 0
11111111111111111111111
100001111 
10011001.1 
101010101 
111111111 
000001111 
000110011 
001010101 
011111111 
100001111 
1 0 0 1 1 0 0 1 1  
101010101 
1 11 1 11 1 1 1
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Observemos que todas as linlias da matriz do código p r o ­
duto R(1,2)R(1,3) = [32,12] que são palavras código, pertencem ã 
matriz gerattiz do código R(2,5) = [3:^,12]. Portanto,
R(1 ,2)R(1 ,3) "C" R(2,5) .
Pelo exemplo precedente podèria ser pensado que 
R { r ^ + r 2~1 ,m^+m2 ) é um subcódigo de R(]:, 
ma seguinte mostra que isto nem sempre é verdadeiro.
Teorema 5 . - Seja r^ = 2, r,, = 2. Então;
(i) - d i m R (r^+r 2 - 1  ,m^+m2 > > dimR(r^ ,ii^  )R(r2 ,m2 ) , se m^=2, m 2 > 5
(ii) - dimR{r^+r 2- 1 ,m^+m2 ^ = d i m R ( r ^ , n ^ )R ( r 2 ,m2 ) , se m^=2, m 2 = 5
(iii)- dimR(r^+r 2- 1 ,m^+m2 > < d i m R ( r ^ , m ^ )R ( r 2 ,m2 > , se m^=2, m 2 < 5
P r o v a .
d i m R ( 2 ,m^)R(2 ,m2 )
lU/« in«i 
lu- lu^  iUm in^
V < o  ><0 ».^*0 »<1
X
m.nii*
+ (2 ) ( o J  + <2 '
^ , m ^ )R ( r 2 ,m2 ) . Mas o teore-
iTi^ nirt rrirt 
[(q ) + (i ) + Í2
in iHa in<^ in itin
)H.(i^)(o^).(o b ( o ^ )  + ( / ) ( / )
n;
m^ +^2 m^ +m 2
dimR(3,m^+m2) = ( q  ) + (  ^ ) + (
X
d i m R (3 ,m^+m2) - d i m R ( 2 ,m^)R(2,m2) = (
rci<| xn ■« iti^ in^
= ( 3 - (2 X 1 ) - <1 ) <2 ^  "
-  +IU^ lU- +IU^
) + ( ) 2 ; + t 3 i E n t ã o ,
2 +mi
^^ 2 ‘“1 
2 ' < 2  '
) - t =
m<
itIm nirt in<| iTin in ^ iri^ ^
= (o')(3')-(l )(2 ")-Í 2 ^ h  >"( 3
itin in^  m  .•
= (3 ^) + (3 ') + (2 ") (2 ')
Tomando m^ = 2, nós o b t e m o s ; 
dimR(3,2+m^) - d i m R ( 2 ,2 )R(2 ,m2 ) =
> 0 , se m 2 > 5 
= 0, se m 2 = 5 
< 0, se m„ < 5
m 1 m.
Hln
'3 >
'"2 
'2 '
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É interessante notar que a 
Rír^+r^-l ,m^+m2) é 2 <^1+^2)
cia mínima do código produto R(r^,m^) 
sos, a dimensão é igual a do R ( r ^ + r 2 
abaixo nos dá a dimensão dos códigos 
R (r^ ,m^)R ( r 2 ,m2 > e R ( r ^ + r 2 ,m^+m2 > par 
® ^2'
distância mínima de 
] que é duas vezes a distân 
R ( r 2 ,m2 ), mas, em alguns ca- 
- 1 ,m^+m2 ). A  tabela 2.4.1, 
R ( r ^ + r 2“1 ,m^+m2 > , 
a alguns valores de m ^ , m 2 .
mi ^1 in^ ^2 R (r^ +r2 ,m^ +m2) R(r^,m^)R(r2,m2) R(r^+r2,m^+m2
2 2 2 2 15 16 16
2 2 3 2 26 28 31
2 2 6 2 93 88 163
3 3 5 3 219 209 247
3 3 6 3 382 336 466
3 3 4 3 120 120 127
3 3 3 3 63 64 64
4 3 5 4 . 466 465 502
4 3 4 4 247 240 255
Tabela 2.4.1
Mostraremos agora que o produto de dois códigos de Reed- 
Muller no geral, não é um código de R(íed-Muller.
Seja R(r^,m^) = A = [n^,k^
m
, onde n^ = 2 1
m.ri m.
= E ) e seja R ( r 2 ,m2 ) = B = [][i2 ,k2 ] , onde n 2 = 2 
ri m 2
k 2 = E (i ) . Então o codigo produto R ( r ^ , m ^ )R ( r 2 ,m2 ) = A.B =
m ^ + m 2
[n^n2 ,k^k2 l é um código de comprimento n = n ^ n 2 = 2
^1 m. r'2 ^2
dim k = k.k_ = ( E (. ).( E'(. )). Maá será que existe u m  certo 
' ^ i=0 ^ i=0 ^
r tal que R(r,^ ,m^ )R(r2 ,m2 ) = R(r,m,j+m, 
u m  exemplo. Seja R(2,3) = A =  [8,7] €
então R(2,3)R{3,4) = A.B = [128,105].
^ 7te um r tal que 105 = E . Sabemos que r ^ m, assim, os possi -r 
veis valores de r serâõ^ 1,2,3,4,5,6 € 7. Então se tomarmos r = 4
ou r = 5 que são os p o s s í v e i s . valores
)? Vejamos isto através de 
R{3,4) = B = [16,15] , 
Verifiquemos então se exis-
de r pois
- 5 1 -
R(2,3)R(3,4)"C" R(5,7) obteremos os v 
diferentes de 105. Portanto, não exis
alores 99 e 130 que são
te r tal que 105 = ^ •
i=0 ^
Logo, R ( r ^ , m ^ )R ( r 2 ,m2 > não é um código de Reed-Muller.
Podemos verificar através d 
R {1,2)R (1,3)"C" R(2,5) que o código R 
de Reed-Muller de 1? ordem, pois, na 
os produtos v^v^, ' '^ l'^ 5 '
um código de Reed-Muller de 2^ ordem
V1V3,
tulo que o código produto de
2 V 3 ,  v ^ v ^ .
Mostraremos no próximo capí 
Reed-Muller é um tipo de código que será definido no capítulo se­
guinte.
o exemplo 2.4.1 , onde
(1,2)R(1,3) não é um código . 
sua matriz geratriz aparecem 
2V 5 , v ^ V g , mas também não é 
pois faltam os produtos
CAPÍTULO III
CÓDIGOS AUTO DUAIS E CÕDIGO 3 DE ORDEM r+(r+1) m,s •
2. Códigos Auto D u a l s « [01]
Como já vimos no item 4 do 
código linear sobre F, então o seu duá 
que é o conjunto de vetores que são or 
código de ({) , isto é,
='tu/u.V = 0 , \/v£(|)}
Definição 3.2.1 - Seja (j) um 
rio e o seu [n,n-k] código dual. S íí 
do auto dual fracamente.
Definição 3.2.2 - Se 4>= ()■*■
Obs e r v a ç õ e s ; - 1) (pé auto 
para todo par (não cencessariamente d 
de (|>.
1. I n t r o d u ç ã o . - Estudaremos neste capítulo, sob qual 
condição o dual de um código de peso ]?ar está contido no seu c ó ­
digo próprio. Além disso, estudaremos
dem r + ( r + 1 )_ que são obtidos pela anexação de alguns vetores in f s
básicos de u m  código de Reed-Muller d(j ordem r.
Mostraremos que o código prcpduto de Reed-Muller é um 
código linear, citado acima.
apítulo I, se (|) é um [n,k]
1  (})■*■ é um [n,n-k] código, 
togonais a toda palavra
[n,k] código linear biná - 
<t> cz <l>^ , então <j> é chama
o código é dito auto dual.
dual fracamente, se u.v = C 
stinto) de palavras código
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2 )- (}) é auto 
mente e tem dimensão k = n / 2 (n deve s
Exemplo 3.2.1 - Seja n= 4,
(j) = {0 0 0 0 , 0 1 0 1 ,1 0 1 0 , 1  1 1 1 } podemo 
({) é auto dual.
dual se ()) é auto dual fraca- 
er p a r ) .
t = 2 e
s verificar facilmentè., que
Teorema 1 . - Se é um códi 
geratriz (I/A) , então cj) também tem (- 
triz.
P r o v a . - Qualquer matriz ge 
digo auto dual (j) é uma matriz geratri
Na seguinte proposição dete
Proposição 1 . - Se n e par 
rio [n,n- 1 ] de peso par, então C
P r o v a . - Se (j>= [n,n-1] ent^o (í)*= [n,1] que é o código 
repetitivo, possuindo apenas as palav:
1 1 1 . . .  1 1 1 de comprimento n.
Provemos então, que estas d
cem a (j>.
(i) o vetor nulo pertence a
(ii) Seja G a matriz geratr
G = [I^_^/-A ], isto é.
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
G =
jo auto dual com a matriz 
\^/I) como uma matriz gera-
catriz de verificação do có- 
de (J)'^ = (}).
rminaremos sob quais condi -
5 ^ é um código linear binã-
<t>'
1
::as código 0 0 0 . . .  0 e 
las palavras código perten-
([) porque (í> e linear, 
-z de <p, na forma
0 0 0 0 0 0
A  palavra código formada pe 
da matriz G, é exatamente o vetor cód 
das iguais a 1. Logo, í:: <j>
0 1 
0 1 
0 1 
0 1
1 1
a soma de todas as linhas 
go cujas componentes são to
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Exeinplo 3.2.1 - Seja (p = [4 , 3 ] , então (fi^ = [ 4 ,1 ] e a
matriz geratriz de ({> é,
1 0  0 1 
G = 0 1 0  1 
0 0 1 1  
cujas palavras código são:
0 0 0 0 
1 0  0 1 
0 1 0  1
0 0 1 1  
1 1 0  0 
1 0  1 0
0 1 1 0  
1 1 1 1
0 seu dual = [4,1] possu^ 
G = [ 1 1 1 1 ], cujas palavras códig
0 0 0 0 
1 1 1 1  
Portanto, (p-^cz cj)
Exemplo 3.2.2 - Seja (j) = [3 
(í>'^ = [3,1] onde a matriz geratriz de
<5 a seguinte matriz geratriz 
3 são:
,2 ] com n ímpar, temos 
p é,
G = 1 0 1 
0 1 1
cujas palavras código são;
0 0 0
1 0 1
0 1 1
1 1 0
o seu dual <|)-^ = [3,1] possue a matriz
jas palavras código são:
0 0 0
1 1 1
Observemos que a palavra código 1 1 1 ^ cf). Portanto,
(p-^  c  <P.
Observação: - Nesta secção 
(p é um código [n,n-l] binário, então 
<p.
geratriz G ’ = [1 1 1], cu-
provamos q u e , se n e par e
o dual de está contido em
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Seria interessante determin 
te fato acontece, e quais são os códig 
fato para outros códigos.
ar se em outros códigos, es- 
os. Estamos estudando este
3. código de Ordem r+(r+1) m
Sabemos que os códigos de R 
formados usando os vetores básicos v
aed-Muller de ordem r são 
v
res produto destes vetores tomando r 
onde ,V2 ,.. • são as linhas de u: 
todas as m-uplas possíveis como colun^ 
ponentes como sendo 1 .
Estudaremos agora os código^ 
são formados usando os vetores básico 
com alguns vetores produto r +1 vetore 
digos podem ser usados nos sistemas c
Definição 3 . 3 . 1 - Um código 
se é formado pelos vetores básicos
,s* [02] ,[04]
1 . ,v^ e todos os veto- m
DU menos, ao mesmo tempo, 
na matriz geratriz que tem 
•s e v.Q tendo todos os com-
de ordem r + ( r + 1 )m,s que
Ö V q , V i ,... ,Vj^ juntamente 
15 ao mesmo tempo. Estes có- 
om problemas de armazenagem.
é dito de o rdem r + ( r + 1 )m,s
, v^ ,... ,v^ e todos os v e ­
tores produto destes vetores tomando ou menos, ao mesmo tempo, 
juntamente com alguns s vetores produto (1 S s < (^^-|)) de r +1 
vetores.
R ( r , m , s ) .
Notação. - Um código de ordesm r+(r+1)„ „ é denotado por
rn  ^s
Se G(r,m) denota a matriz pára um código RM de ordem r,
então a matriz geratriz do código R(r
G(r,m)
X
ra,s) pode ser escrita como:
onde X é uma matriz contendo alguns s 
v^ ,V2 ,.. tomando r +1 , ao mesmo temp
Exemplo 3.3.1 - Para m  = 3, 
código RM de segunda ordem pode ser es
vetores produtos de 
o.
r =2 a matriz geratriz do 
crita como:
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G(2,3) =
^0 1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1
^2 0 0 1 1 0 0 1 1
^3 = 0 1 0 1 0 1 0 1
0 0 0 0 0 0 1 1
- 1-3 0 0 0 0 0 1 0 1
V 2 V 3 0 0 0 1 0 0 0 1
As matrizes geratrizes dos 
podem ser tomados como quaisquer das
códigos de ordem 1 +(2 )_ .J, I
s e g u i n t e s ;
a) G ( 1 +( 2 )3 ^ ^ ,3) =
G(1 ,3)
V 1 V 2
b) G(1 + (2)3^^ ,3) =
G(1 ,3)
c) G(1 + (2 )3 ^^ ,3) =
G(1 ,3)
As matrizes geratrizes dos 
p odem ser quaisquer das seguintes:
d) G(1+(2)3^2'3) =
G(1 ,3)
^ 1^ 2
^ 1^ 3
1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 1
0 1 0 1 0 1 0 1
0 0 0 0 0 0 1 1
1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 1
0 1 0 1 0 1 0 1
0 0 0 0 0 1 0 1
1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 1
0 1 0 1 0 1 0 1
0 0 0 1 0 0 0 1
iigos de ordem 1 + ( 2
1 1 1 1 1 1 1
0 0 0 0 1 1 1
0 0 1 1 0 0 1
0 1 0 1 0 1 0
0 0 0 0 0 0 1
0 0 0 0 0 1 0
3,2
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e) G (1 + (2 )3 ^2 '3 )
G(1 ,3)
f) G(1+{2)3^2'3) =
G(1 ,3)
V 1 V 3
^ 2^ 3
Exemplo 3.3.2 - Para m = 4 , r 
um código de ordem 1 + ( 2 )^  ^ pode ser
V
G ( 1 + ( 2 ) 4 ^ ^ , 3 )
V
'0
1
V ,
V -
X
onde X é algum dos vetores v ^ V 2 , ■'■-1^3
1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 1
0 1 0 1 0 1 0 1
0 0 0 0 0 0 1 1
0 0 0 1 0 0 0 1
1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 1
0 1 0 1 0 1 0 1
0 0 0 0 0 1 0 1
0 0 0 1 0 0 0 1
=1 uma matriz geratriz para 
tomada c o m o :
' T 4 '  ' ' 2"3 ^^2^4 ' ^ 3 ^ 4 -
Como já vimos no capítulo II, item 4, que o produto
entre dois códigos de Reed-Muller R(1 
de Reed-Muller, mostraremos agora que 
do tipo R ( 1 ,5,6).
2)R(1,3) não é um código 
R(1,2)R(1,3) é um código
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G(2,5)
V r
V,
V .
V ,
^0
V^V2
^ 1 ^ 3
^ 1 ^ 5
^ 2 ^ 3
^ 2^ 4
^ 2 ^ 5
^ 3 ^ 4
^ 3 ^ 5
^ 4 ^ 5
00000000 
00000000 
00001 1 1 1 
00110011 
01010101 
11111111 
00010001 
00000101 
00000000 
000000000 
00000011 
OOOOOOOOÔ 
000000000 
000000000 
0 0 0 0 0 0 0 0 ( 
OOOOOOOOÍ
) 00 00 0001111111111111111  
111111110000000011111111  
)00 01 11 10 000111100001111  
) 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1  
10 101010101010101010101  
1 1 1 1 1 . 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
Õ O O 100010001000100010001 
)00001 01 000001 0.1 000001 01 
>10101010000000001010101 
00000000101010101010101 
0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1  
0110011000 00 00 000 11 00 11  
00000000011001100110011 
00011110 000 000 00 00 011 11  
0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1  
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
Para m=5 e r = 1 temos que 
código de ordem l+(2 )^ g pode ser tom
^0
uma matriz geratriz para um 
ada como;
G ( 1 + ( 2 ) 5 ^ g , 5 )
V ,
V -
Vr
X
o n d e X é uma d a s  p o s s í v e i s  c o m b in a ç õ e s ;
2^^5V 1 V 3 , v ^ v ^ . V 1 V 5
G (1 + ( 2 ) 3 ^ g , 5 )  =
^ 2 ^ 4
^ 5
^ 4
V-,3
^ 2
^ 1
^ 0
^ 3 ^ 5
V 2 V 5
^ 1 ^ 5
^ 3 ^ 4
V 2 V 4
V-| V 4
OOOOOOOOC
d e 6 v e t o r e s  d o s  ^■^'^2 '
V 4 , v ^ V g ,  v ^ V g ,  P o r  e x e m p lo ;
0000000 11 1 11 111 11 11 11 11
OOOOOOOOI1 I 1 1 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1  
0 0 0 0 1 1 1 1 Ô 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1  
0 0 1 1 0 0 1 l i o l 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1  
01 0 1 0 1 0 1 0 1 0 1 0 10 101 01 01 01 0 1 01 01 01  
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
OOOOOOOOOOOOOOOOOOOOII1 10 0 0 0 1 1 1 1  
00000000(10000000001 1001 1001 1001 1 
0 0 0 0 0 0 0 0 ( 1 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1  
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1  
0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1  
00000000(p1 01 01 01 0 0 0 0 0 0 0 0 0 1  01 01 01
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que é a matriz geratriz do código R(1 
R(1,2)R{1,3) é um código de ordem r + ( 
R ( 1 ,5,6) código.
Teorema 1 . - Para 0 < r^ < e 0 < r^ á m 2 o código
p r o d u t o  R ( r ^ , m ^ )R(r2,m2> e u m  c ó d i g o  
R ( r ^ , m ^ ) R ( r 2 ,m2 )  ^ R ( r ^ + r 2 , m ^+m2 ) .
P r o v a . 0 teorema 4 do capít 
0 < r^ S m^ e 0 < r 2 ^ m 2 o código pr 
subcódigo de R (r^tr2 ,m^+m2 ) « Então,
G ( r ^ + r 2 , m ^ + m 2 ) , q u e  é a m a t r i z  g e r a t r  
e c o m o  as m a t r i z e s  g e r a t r i z e s  p a r a  u m
cie ordem r+ (r+1 )
seí
serão sempre submatrizes da matriz G 
s < ) , e podemos pegar qualquer ui
go de ordem r + ( r + 1 )^ resulta que, 
a matriz geratriz de R (r^ ,m.|) R (r2 ,m2 ^
ulo II, nos diz que: para 
o d u t o  R(rj^,m^ )R(r2 ,m2 ) é um 
temos a matriz geratriz 
z do código R ( r ^ + r 2 ,m^+m2 ) , 
código de ordem r + ( r + 1 )m, s
(iÍ-^+r2 ,m^+m2 ) , pois
delas para formar um códi 
álguma destas matrizes será
Peso M í nimo de um Código R(]:,m,s) . [04]
Teorema 2 . 0 peso mínimo de 
2m - ( r + 1 ) Q peso mínimo do códig
P r o v a .- Se G(r,m) denota a 
R(r,m), então a matriz geratriz do có^ 
escrita como:
G(r,m)
X
então os seguintes casos
onde X é  uma matriz contendo s vetore^ 
tomados r + 1 , ao mesmo tempo.
Se V  é  um vetor de R(r,m,s) 
são possíveis:
caso (i) - Se V  é  uma combinação line4r envolvendo algumas linhas 
de G(r,m), então wt(v) > mín wtR(r,m)
caso (ii) - Se v é  uma comhjinação liijiear envolvendo algumas li - 
nhas de X, então v é um elemento de R 
wt(v) > m í n w t R ( r + 1 ,m) = 2^“
NÓS sabemos que cada V ^ , V 2 , 
indução sobre r, pode ser mostrado quá o peso de algum produto 
v^ ,V2 ,. .. ,Vj^ tomando r, ao mesmo tempo 
das linhas de X, então wt(v) é
2)R (1,3). P o r t a n t o ,
um
m,s para
um código R(r,m,s),
o R ( r + 1 , m ) .
ii|iatriz geratriz do código 
igo R(r,m,s) poderá ser
r + 1 , m ) . Assim, 
r + 1 )
. .,v^ é de peso 2^  ^ . por
, é 2^ Assim, se v é uma 
)
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Assim, nós temos visto que 
lavras código, a saber, as linhas de 
mente, qualquer outra palavra código 
2m - ( r + 1 )^ Portanto, o peso mínimo do
4. Dual do R ( r , m , s ) . [04]
Teorema 3.- Para todo r , m e s  ( O ^ r ^  (m-2) e
m1 ^ s < o dual de R(r,m,s) é R
P r o v a . - Se
G (r ,m)
X„
e a
D código R(r,m,s) çontém pa- 
■í tendo peso igual
í de peso maior ou igual que 
:ódigo R(r,m,s) é 2^"^^'^^^ .
e se u.,u. ..,u_, são as linhas de XI ^ s
de v ^ , V o , . . . ,v tomados r + 1 , ao mesmom
matriz geratriz de R(r,m,s)
, onde cada Uj é um produto 
t e m p o .
Suponha u. = v.^,.v .2 
D J J
. . . V
Para cada u^ um vetor u^ é definido c<j>mo segue:
u = v„ . v_ ... v^ ,3 Pl- P 2 P m - ( r + 1 )
3r . .1
òrr
onde
 ^Pl 'P2 "  * • 'Pm-(r+1 ) ^  == í 1 /2 ,
0 produto de Uj e Uj 0 (mod2 ) , porque, é conhecido que 
o vetor produto .V 2 .. ..v^ ^^  é de peso 1 de Hamming.
Suponha que é a matriz ciijas linhas são os vetores 
obtidos tomando os produto de v,^,v2 .
mo tempo, excluidos os vetores u ^ , j 
Considere a Matriz
H =
G ( (m-r-2 ),m)
Suponha que B é o código gei
m-ium código R ( m - r - 2 ,m , s '), onde s' = ( 
b e B. Existem três possíveis casos, c 
caso (i) - Suponha que o vetor a é uma 
nhas de G(r,m), isto é, a e R(r,m). £ 
digo a e R(r,m) vem de um polinômio a( 
máximo r. Similarmente, b (v^ , V 2 , • • . , v,
S r + ( m - r - 1 ) = m - 1 .
Portanto, a.b eR(m-1,m) e, c 
Então o produto de a e b é igual a 0
,m} — ti 1 /j 2 / 'r+1 } .
• tomados m - r - 1 , ao mes- ' m  '
= 1 ,2 ,...,s.
ado por H. Claramente B é 
^_^)-s.Seja ae R(r,m,s) e 
ue são: 
coi^inação linear das li- 
abemos que cada palavra có- 
v^ , V 2 ,.. . ,Vj^) de grau no 
) é um polinômio de grau
omo tal, é de peso par. 
m o d 2 ) :
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caso(ii) - Suponha que a é qualquer p 
b é uma combinação linear das linhas 
b ( V i ,V 2 , . . . ,Vm) é um polinómio de grai 
de grau S r +1 e seus produtos é um pc 
(m-r-2 ,m) = m - 1 .
Assim, a.b e R(m-1,m) e comc 
tanto, o produto de a e b é igual a 0 
caso(iii) - Suponha que a é uma combir 
e b é uma combinação linear das lir 
casos p r e v i s t o s , pode ser mostrado que 
a 0 (mod2 ) .
Assim, teremos mostrado que 
R(r,m,s)'^ . Mas,
dimB+dimR(r ,m,s) = H  + (^) +... +
EXemplo 3.4.1 - Seja R ( 1,4,1
R(1 ,4,5) .
lavra código de R(r,m,s) e 
e G(m-r-2,m). Então,
S m - r - 2 , a(v^ ,^2 ' " '  '’^m^ 
linômio de grau S (r+1 ) +
tal, é de peso par. Por- 
(mod2 ) ;
ação linear das linhas de 
has de . Como nos dois 
o produto de a e b é igual
o código B está contido em
1 r 1 /iti» ,m. , „ms ] + [ 1 + (- j )+... + (^)+s] = 2 .
), o seu dual será o código
c o n c l u s ã o
0 problema de transmissão co 
representado um desafio constante para 
nicações. Frequentemente, no contexto 
o c o rrem problemas de detecção e/ou cor 
que tenham ocorrido durante uma transir 
a da codificação é encontrar códigos 1 
rando métodos práticos de codificação 
Nesta Tese estudamos os códi 
produto e generalização do código de K 
Reed-Muller são fáceis de decodificar, 
os mais poderosos. Os códigos generali 
porque são l i n e a r e s , e ocupam menas me: 
Os desenvolvimentos recentes 
digital tornaram possível o uso de esc 
tante c o m p l e x o s , e a medida que procès 
nam-se disponíveis, graças a tecnologi 
vantagem do uso dos códigos tornam-se
nfiável de informação tem 
os pesquisadores em comu- 
das comunicações d i g i t a i s , 
reção de possíveis erros 
issão. O objetivo da teor_i 
ongos e eficientes procu - 
e decodificação eficientes, 
gos de Reed-Muller, códigos 
eed-Muller. Os códigos de 
e os códigos produtos são 
zados p odem tornar-se úteis 
mória.
na tecnologia do hardware 
uemas de codificação bas - 
sadores mais complexos tor 
a da m i c r o e l e t r ô n i c a , a 
ainda maiores.
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