Abstract. We show that the fluctuations of the linear eigenvalue statistics of a non-Hermitian random band matrix of bandwidth bn with a continuous variance profile wν (x) converges to a N (0, σ 2 f (ν)), where ν = limn→∞(2bn/n). We obtain an explicit formula for σ 2 f (ν), which depends on the test function, and wν . When ν = 1, the formula is consistent with Rider, and Silverstein (2006) [24] . We also compute an explicit formula for σ 2 f (0). We show that σ 2 f (ν) → σ 2 f (0) as ν ↓ 0.
Introduction
In this article, we consider the linear eigenvalue statistics of random non-Hermitian band matrices with a variance profile. Let M be an n × n random non-Hermitian matrix and λ i (M ); 1 ≤ i ≤ n be it's eigenvalues. Define the empirical spectral distribution (ESD) of M as
where δ x is unit point mass at x. It was shown, in a series of papers, that if the entries of M are i.i.d. random variables with zero mean and unit variance, then asymptotically µ M converges to the uniform density on the unit disc in C [15, 4, 12, 27, 28] . However, if the entries are not identically distributed, the limiting law may be different. In particular, when the entries of the matrix is multiplied by some predetermined weights, the matrix is called a random matrix with a variance profile. Limiting ESD of such matrices were found in [9] . In analogous to classical probability, limiting ESD is the law of large numbers for random matrices. One may be interested in finding fluctuations of such convergence after proper scaling, which is the central limit theorem (CLT) in classical probability. In the case of random matrices, we would be studying CLT of the sequence of random measures (the ESDs). One way to study such object is by studying f dµ M for some test function f . This brings the question from space of random measure to the space of real/complex valued random variables. More precisely, we define the linear eigenvalue statistics of M with respect to a test function f as
We consider the limiting distribution of L • f (M ), where ξ
• := ξ − E[ξ] for a random variable ξ. Study of such objects in the context of β ensembles are done here [2, 6, 18] . In this article, we consider non-Hermitian matrices M whose entries are complex valued random variables. Distributional limit of such objects was found in [23, 24, 25] , which was later extended in [22] . CLT for polynomial f and real valued M in [21] . More recently, CLT for products of random matrices were found in [10, 16] ; and words of random matrices were found in [11] .
In both the cases [24, 21] , the matrix M was a full matrix without any variance profile. Recently, for polynomial test functions, it was shown that L • f (M ) for random symmetric/non-symmetric matrices with a variance profile converges in total variation norm to N (0, σ 2 f ) [1] . However, since the results in [1] was stated in a very broad context, the exact expression of σ 2 f was difficult to find. The main contribution of this article is calculating σ 2 f for random band matrices with a variance profile. In [24] , the variance was calculated in the process of proving the CLT. The same procedure does not yield the variance in our case. So, the proof of CLT and calculation of variance is done using two separate methods. A non-periodic (and periodic) band matrix of bandwidth b n is obtained by keeping 2b n many off diagonals around the main diagonal (and around the corners). A precise definition of random band matrix is given in the Definition 2.1. In particular, we show that if we have a periodic band matrix with 2b n = n, then our results are consistent with that of [24] . In this context, we would also like to mention that while in full matrix case the unscaled L • f (M ) converges to Gaussian, in band case we need to scale it by 2b n /n. This shows a significant difference in between full and band matrices. In the first case Var(L • f (M )) remains constant, while in the later case it grows as O(n/b n ).
The article is organized as follows. In the section 2, we enlist the notations and definitions. The main theorem is formulated in the section 3, and the proof is given in the section 4. In the process of the proof, we need the norm of the random matrix to be bounded with high probability, which is discussed in appendix A. Variance of the limiting distribution is calculated in the section 5.
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Preliminaries and notations
For convenience, we do not indicate the size of a matrix in it's name. For example, to denote an n × n matrix A, we simply write A instead of A n . In addition, throughout this paper we use the following notations; 
→ ξ denotes that ξ n converges to ξ in probability Definition 2.1 (Band matrix with a variance profile). Let ν ∈ (0, 1], and w be a non negative piece-wise continuous function supported on [−1/2, 1/2] such that it is continuous at 0 and
w(x) dx = 1. Define a 1/ν periodic function w ν and a non-periodic function w 0 as follows
In particular, w ν (x) ν→0 → w 0 (x) on any compact subset of R. Let {x ij : 1 ≤ i, j ≤ n} be a set of i.i.d. random variables for each n, and b n = (c n − 1)/2.
(1) When lim n→∞ (c n /n) = ν ∈ (0, 1], define a periodic band matrix M p ν of bandwidth b n as
and a periodic random band matrix M p 0 of bandwidth b n as
In this context, let us also define the band index set I j , and the band diagonal matrix I j as follows In the above definition, we notice that if we take w(x) ≡ 1, then it becomes band matrices without any variance profile i.e., identical variances. We also observe that if the periodic band matrix is a full matrix then ν = 1.
Definition 2.2 (Poincaré inequality)
. A complex random variable ξ is said to satisfy Poincaré inequality with constant α if for any differentiable function f :
Here are some properties of Poincaré inequality (1) If ξ satisfies Poincré inequality with constant α, then cξ also satisfies Poincaré inequality with constant α/c 2 for any c = 0. (2) If two independent random variables ξ 1 , ξ 2 satisfy the Poincaré inequality with the same constant α, then for any differentiable function f : C 2 → C, ξ := (ξ 1 , ξ 2 ) also satisfies Poincaré inequality with the same constant α. 
where
For example, Gaussian random variables and compactly supported continuous random variables satisfy Poincaré inequality.
Main result
Condition 3.1. Let {x ij : 1 ≤ i, j ≤ n} be an i.i.d. set of complex-valued continuous random variables, and M be one of the random band matrices as defined in the Definition 2.1. Assume that (a) n ≥ c n ≥ log 2 n and E[x
Here the Poincaré inequality is assumed for both c n = o(n) as well as c n = O(n) to unify the proof. However in the later case i.e., c n = O(n), the proof may go through using the techniques of [24] without Poincaré inequality.
The above conditions implies that M ≤ ρ for some fixed ρ almost surely as n → ∞. We shall discuss more about this in the appendix A. Theorem 3.2. Let M be one of n × n random band matrix of bandwidth b n as defined in the Definition 2.1 such that condition 3.1 holds. Let f 1 , f 2 , . . . , f k be complex analytic functions supported on D ρ+τ for some
and M is periodic, and
We give the proof in the section 4 and variance is calculated in the section 5. Before going into the proof, we would like to make some remarks about the above theorem. First of all, if M ν p is a non-Hermitian full matrix with a continuous variance profile w(x), then ν = 1. Limiting ESD of such matrices was discovered in [8] . The following corollary provides a CLT for such matrices. Corollary 3.3. Let M be a non-Hermitian random matrix with a variance profile w(x) as defined in Definition 2.1 such that condition 3.1 holds. Let f 1 , f 2 , . . . , f k be complex analytic functions supported on
It should be noted that we can also have ν = 1 without having a full matrix; for example, by replacing o(n) many off diagonals of a full matrix by zeros. The above corollary along with Theorem 3.2 asserts that the limiting Gaussian distribution will be unchanged by doing so. In addition to the above corollary, we discuss a few more particular cases.
(I) If we have the full matrix with i.i.d. entries, then ν = 1, and w(x) ≡ 1. In that case,ŵ(k) = 1 {k=0} . As a result,
The above is same as the expression obtained in [24] . In particular, if 
, where
where sinc(t) = sin(t)/t. The above equality follows from the fact that
The above follows from the second part of the Theorem 3.2 and the fact that
The last line of (3.1) was obtained by establishing a connection to Irwin-Hall distribution which is outlined in section 5.4. (IV) We have the following table regarding sum and integrals of the sinc(·) function [20] .
From the above equations, we obtain
. . . Table 1 . Numerical values are the variances of c n /nL
• f (M ), calculated from 500 iterations in each case.
Proof of the Theorem 3.2
We adopt the methods based on [24, 26] . From appendix A, we know that for some ρ > 0, M ≤ ρ almost surely asymptotically. Therefore if f is an analytic function supported on D ρ+τ , then we can write
To the best of our knowledge, circular law for random band matrices not known for c n = o(n). If the circular law is true for random band matrices, we would asymptotically have 
Nevertheless, we observe that for |z| > M ,
Now from the condition 3.1(ii, iii) and boundedness of w(x), we have that for any l ≥ 3
The last line follows from the fact that in the expansion of
, the highest contribution (in terms of n) is obtained when each random variable appears exactly three times. Which implies that |{i 1 , i 2 , . . . , i l }| = n l/3 . On the other hand, due to normalization by (νn) −1/2 , the denominator has (νn) l/2 . Combining the two, we have the result. In addition, E[trM ] = 0 = E[trM 2 ]. As a result,
Therefore, asymptotically we may write
And consequently,
Thus, proving the Theorem 3.2 is equivalent to proving the following proposition.
Proposition 4.1. The sequence { c n /ntrR • z (M )} n is tight in the space of continuous functions on ∂D ρ+τ , and converges in distribution to a Gaussian process with covariance kernel
Remark 4.2. Note that since w is continuous and w(x) dx = 1, we have |ŵ ν (k)|, |ŵ 0 (t)| ≤ 1 for all k ∈ Z, t ∈ R. Therefore σ(z, η) is well defined for z, η ∈ ∂D 1 . On the other hand, f i are analytic. Therefore in the limit, in (4.2) we can take the the integral over ∂D 1 . This justifies the integrals in the Theorem 3.2 are over ∂D 1 instead of ∂D ρ+τ . Now, we move to the proof of Proposition 4.1. By Caramér-Wold device, it suffices to show that for any
is real; converges to a Gaussian random variable with mean zero and variance i,j θ i β j σ(z i , z j ). In this section, we shall show that it converges to a Gaussian process with mean zero and unknown variance. The exact computation of variance is done in section 5.
We use the martingale difference technique to establish the above. Let E k be the averaging with respect to the kth column of M , and
We write trR
where ξ
. Clearly, {S z,k (M )} 1≤k≤n is a martingale difference sequence with respect to the filtration F n,k = σ{m j : 0 ≤ j ≤ k}. Rewrite (4.4) as
Clearly, {ξ n,k } 1≤k≤n is a martingale difference sequence with respect to the filtration F n,k . Notice that
And the condition (ii) of Lemma B.1 is equivalent to
and c n n
Using resolvent identity and Lemma B.2, we have
where M (k) is obtained by setting the kth column of M to zero, and
We notice that
Because M (k) is independent of the kth column m k . Therefore, we have
The above technique rewrites S z,k (M ) in terms of δ k (z). We notice that δ k (z) is product of two independent random variables. Intuitively, conditioned on {m j : j ∈ {1, 2, . . . , n}\k}, δ k (z) → 0 almost surely. We give the exact estimate below. Using the facts that E[ 11) where ω = sup x w(x). The last inequality follows from the fact that R z (M (k) ) ≤ τ −1 for z ∈ ∂D ρ+τ .
Proof of tightness.
In this subsection, we show that { c n /ntrR
• z (M )} n is tight in C(∂D ρ+τ ), the space of continuous functions on ∂D ρ+τ . In other words, for any > 0 there exists a compact set K( ) ⊂ C(∂D ρ+τ ) such that
However, the compact sets in the space of continuous functions are the space of equicontinuous functions. Therefore the above condition along with Markov's inequality is equivalent to
uniformly for all z, η ∈ ∂D ρ+τ and n ∈ N. In what follows, the methods are the same as in [24] . For the sake of completeness, we outline it here.
Using the resolvent identity, we can write
Thus, in the view of (4.5)
Using resolvent identity and Lemma B.2,
In the view of (4.9), we have [
• k = 0. Therefore we can rewrite (4.13) as
uniformly for all n ∈ N and z, η ∈ ∂D ρ+τ . However, applying the same method as described in (4.11) and noticing that R z (M (k) ) ≤ 1/τ uniformly over ∂D ρ+τ , the above estimates follow.
4.2.
Proof of (4.6). Expanding log{1 + δ k (z)} up to two terms and using (4.10) and (4.11) we have
n ). Substituting the above in (4.6), we obtain
which proves the result.
4.3.
Proof of (4.7). Using condition 3.1(iii) (4.11) and expanding log {1 + δ k (z)} up to two terms, in the view of (4.1) we see that
n ). Thus, using (4.10) and above we have
which proves (4.7).
4.4. Proof of (4.8). Expanding log{1 + δ k (z)} up to two terms and using (4.10) and (4.11) we have
As a result, (4.8) becomes
Proving (4.8) is equivalent to showing that (4.8) converges in expectation and Var(U (z,η)) → 0. Since
Limit of the above is calculated in the section 5. Here we show that Var(U (z,η)) → 0. Recall
For notational simplicity, let us denote
where √ I k denotes the diagonal matrix by taking square root of each entry of the diagonal matrix I k . Then T k (z,η) = s∈I k u ks v sk . Since x ij s satisfy Poincaré inequality, we have
The first sum stops at k − 1 because T k (z,η) is constant as a function of k, k + 1, . . . , n columns of M . On the other hand, we have
Consequently,
Denoting y jk = s∈I k u js v sk , we have
where the last inequality follows from the fact that u , v ≤ τ −1 . As a result of the above estimate and
) we have as n → ∞,
Calculation of variance
Let us first find the variance for monomial test functions. Let us define f (z) = z l ; l ≥ 2.
5.1. Case I: c n = νn with ν ∈ (0, 1]. The matrix in Definition 2.1 is periodic.
In the above expression, the maximum contribution (in terms of n) occurs when all the indices in the loop i 1 → i 2 → i 3 → · · · → i l → i 1 are distinct and the loop overlaps with the loop j 1 → j 2 → j 3 → · · · → j l → j 1 . The reasoning is similar to (4.1). Once the indices i 1 → i 2 → i 3 → · · · → i l → i 1 is fixed, the loop j 1 → j 2 → j 3 → · · · → j l → j 1 must be same as the loop i 1 → i 2 → i 3 → · · · → i l → i 1 . However, they can overlap in l different ways by rotating i 1 → i 2 → i 3 → · · · → i l → i 1 . Now the first index i 1 can be chosen in n different ways. After that each index has to be within b n neighborhood of the previous index such that the final index i l is also within b n neighborhood of the first index i 1 as well.
This last condition imposes an additional constraint which is not present in the full matrix cases. As a result,
where (l) denotes the l fold convolution, and
is the kth Fourier transform of w ν .
5.2.
Case II: c n = o(n). Let lim n→∞ cn n = 0, and the band matrix in Definition 2.1 is periodic. In that case, we compute
In the above, if the band matrix was not periodic, we can make the above integration over R l−1 i.e., l fold convolution by taking t 1 far off from the origin. We can do that because of t 1 ∈ (0, n/c n ) → (0, ∞). Thus, the above calculation will also go through for non-periodic band matrices. However, the same approach can not be implemented in (5.1), as in that case t 1 ∈ (0, n/c n ) → (0, 1/ν). So, wee need the matrix to be periodic when c n = O(n).
5.3.
Covariance kernel of trR z (M ). In the view of (4.1), we notice that if k = l then
Therefore,
In that case proceeding as in section 5.3,
whereŵ 0 (t) = sinc(πt) as described in (3.2).
Appendix A.
In this section we discuss about norm of random non-Hermitian matrices. A sharp almost sure bound on the spectral radius of non-Hermitian random matrices can be found in [13, 14] . Then lim sup n→∞ ρ n ≤ σ almost surely.
We see that in our context if a full random matrix satisfies the condition 3.1, then it also satisfies the above condition and as a result, M ≤ 1 almost surely as n → ∞. However, the above theorem does not take a variance profile into account. The following theorem from [5] estimates the norm of a symmetric random matrix with a variance profile.
Theorem A.2. [5, Corollary 3.5] Let X be a n × n symmetric matrix with X ij = ξ ij w ij , where {ξ ij : i ≥ j} are independent centered random variables and {w ij : i ≥ j} are give scalars. If E[|ξ ij | 2p ] ≤ Cp β/2 for some C, β > 0 and all p, i, j, then E X ≤ C max 2 ij = w(x) dx = 1 and max i,j |w ij | log (β∧1)/2 n → 0. As a result, lim sup E X ≤ C . Here we note that we need c n to grow at least as log n. In fact, this is a sharp condition. Otherwise, the matrix norm may be unbounded [7, 17] . Secondly, M → M is a Lipschitz 1 function. Therefore applying the properties of Poincaré inequality as described in Definition 2.2, we have
where ω = sup x w(x). Taking t = c −1/3 n and using the fact that c n ≥ log 2 n we obtain that lim sup n→∞ M ≤ ρ almost surely for some ρ > 0. In particular, if we take z ∈ ∂D ρ+τ for some τ > 0, then R z (M ) ≤ 1/τ almost surely for large enough n.
We finally would like to remark that although the Theorem A.2 gives a constant bound on the norm of the matrix with a variance profile, the constant is not that sharp unlike Theorem A.1. However we expect that for matrices with continuous variance profile, the correct norm bound should be lim sup n→∞ n i=1 w 2 ij . In our case, this limit is equal to 1. As we have mentioned in remark 4.2 that eventually it suffices to take z, η ∈ ∂D 1 only.
