The minimum risk equivariant estimator (MRE) of the regression parameter vector β 6 in the linear regression model enjoys the finite-sample optimality property, but its calculation is 7 difficult, with an exception of few special cases. We study some possible approximations of MRE, 
Introduction

16
Consider the linear regression model Let Z be the maximal invariant for the group of transformations for the group G n , i.e. a function invariant with respect to G n which further satisfies
Then every invariant function of Y is a function of Z, and every equivariant estimator T n of β with finite risk fulfills the inequality
Hence, the last inequality converts in the equality and T n is a minimum risk equivariant 24 estimator (MRE) for the parametric model (1.1) with d.f. F if and only if E 0 (T n |Z) = 0.
25
Specifically, the least squares estimator β is MRE if and only if the underlying distribu-
26
tion F is normal (see Kagan et al. (1973) , Section 7.7).
27
We obtain the minimum risk estimator T * n when we start with an arbitrary equivariant does not hold, we may reorder the observations to get X = X 2 X 3 with a regular p × p 36 matrix X 2 , replace β by X 2 β and put X 1 = X 3 X −1 2 .
37
The equation (1.3) can be used only when the distribution function F is known. If
38
F is unknown, we cannot get an exact form of the MRE. The conditional expectation form (see Kakosyan et al. (1990) ) is also asymptotically optimal, we shall also consider its large-sample approximation for 60 n → ∞. If F is unknown, then we can use only a large-sample approximation.
61
The present paper studies various possible approximations of the minimum risk es- 
It takes on the form
It is regression equivariant provided T 0 n is regression equivariant. Notice that
Let us start from the Hájek-Hoeffding projection T 0 n of an equivariant estimator T 0 n 76 into L 1 , and consider the statistic
where Z n is a maximal invariant for the group of transformations G n . Then S n is also 
89
In the special case, if T 0 n can be properly decomposed in a sum of n summands, 
The proof is an straightforward extension of the proof of Residual Variance
100
Lemma 4.2 in Hájek (1968) . 2 Let now L 2 denote the linear space of random variables with finite second moments, spanned by vector functions of one or two among
where the summands are pairwise uncorrelated. Hence,
n is regression equivariant, so is the statistic (2.6). Similarly as in (2.3),
where T * n is again the MRE of β. Hence,
Generally, we can consider the following approximation for the minimum risk esti- 
n be an equivariant estimator with finite risk and let
is regression equivariant, and
n .
129
Proof: Similarly as in (2.3), sume that x i1 = 1, i = 1, . . . , n; calculate the α-and (1 − α)-regression quantiles of 138 model (1.1), 0 < α < 1/2, by means of the minimizations
Then T nα is the ordinary least squares estimator calculated from the observations satisfying
The trimmed least squares estimator can be written, with probability 1, in the form
(see also Ruppert and Carroll (1980) ), where
Thus T nα is the weighted least squares estimator with the random weights satisfying
x ij , j = 2, . . . , p.
145
Gutenbrunner and Jurečková (1992) showed that the weights a i , i = 1, . . . , n are invariant with respect to G n , hence they depend on the observations only through the maximal invariant Z n . Then, rather than using the residual variance Lemma 2.1, we can approximate E 0 (T nα |Z n ) in the following way:
and if the least squares estimator β n has a finite risk, it can be further rewritten as
Hence, we then get for the MRE of β 
with a function ψ satisfying along with the rates of convergence in (3.1), can be found in Jurečková and Sen (1996) .
158
The representation (3.1) holds as an identity and R n = 0 when ψ is a linear function, i.e. if T n is the least squares estimator β n . The function ψ is nonlinear and R n = 0 in 160 all other cases.
161
For simplicity, assume that
where Q n is a positively definite p × p matrix. Then the representation of the initial 162 estimator T 0 n can be rewritten as
hence we can approximate the MRE T * n by
using the leading term of the representation (3.1), with a suitable maximal invariant Z n .
167
This is a regression equivariant estimator of β, the second term being invariant, as a 168 function of Z n . We can easily see that
thusŠ n is an equivariant estimator with asymptotically minimum risk, whenever
Because the leading term
0 also belongs to L 1 , we immediately conclude from (2.4) that
for any finite n(≥ n 0 ), where S n = T 
183
The leading term
is not regression equivariant. On the other hand,
holds for a function ψ : R 1 → R 1 satisfying (3.2) if and only if 
and this gives the following approximation of T * n :
Proof: We have the following uniform asymptotic linearity of the empirical process (see ,   209 e.g., Jurečková and Sen (1996) ):
(3.13), we obtain
Regarding (3.8) and (3.9) and the fact that
is invariant, this further leads to the approximation
and hence we arrive at (3.11). 2
221
The relations (2.4) and (3.7) indicate that, if we start with an initial estimator T 0 n 222 which is well approximated by its Hájek-Hoeffding projection T n , then S n of (2.2)
223
gives a good approximation of the MRE. However, even T n is difficult to calculate, as 224 well as its conditional expectation for a nonlinear initial estimator T 0 n . Hence, taking both 225 theoretical and computational aspects into account, we recommend to approximate the 226 MRE T * n with the aid of (3.11), whenever possible, i.e. to use the approximation (3.12).
227
A slightly different approximation of T * n , also asymptotically efficient and avoiding the 228 calculation of conditional expectations, was constructed by Kakosyan et al. (1990) . It has 229 the form Hence, an application of (3.12) gives
Let us illustrate the finite sample behavior of the proposed approximation on simulated On the other hand, starting with T
The exact value of T * n can be calculated from the formula
1000 replications of random samples with parameter θ = 3 again were simulated for 246 sample size n = 100 and the estimators Y n ,Ȳ n ,Š n ,Š n and the minimum risk estimator Moreover, consider the regression line 
251
To illustrate the approximation (3.12), take the regression median as the initial esti- Table 4 .4 Deviations of approximations from the MRE for 1000 replications; n = 250 Table 4 .5 Distribution of estimators and deviations of approximations from the MRE for 1000 replications; n = 100 
263
We shall describe one possible approach, using the results of Stute (1986) : . . . 
