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Abstrak  
Masalah peramalan adalah masalah yang sering ditemukan dalam proses pengambilan 
keputusan. Tool yang cukup populer untuk menangani masalah peramalan adalah Jaringan 
Syaraf Tiruan. Jaringan Syaraf Tiruan banyak digunakan karena kemampuannya untuk 
meramalkan data nonlinear time series. Algoritma pembelajaran yang sering digunakan untuk 
memperbaiki bobot pada Jaringan Syaraf Tiruan adalah Backpropagation. Namun proses 
pembelajaran Backpropagation terkadang menemui kendala seperti over fiting sehingga tidak 
dapat menggeneralisasi masalah. Untuk mengatasi masalah tersebut diusulkan penggunaan 
Particle Swarm Optimization untuk melatih bobot pada jaringan. Performa dari masing-
masing model akan diukur dengan Mean Square Error, Mean Absolute Percentage Error, 
Normalized Mean Square Error, Prediction Of Change In Direction, Average Relative 
Variance. Untuk keperluan analisis model digunakan data time series inflasi di indonesia. 
Metode yang diusulkan menunjukan sistem jaringan hybrid mampu menangani masalah 
peramalan data time series dengan performa mendekati Jaringan Syaraf Tiruan 
Backpropagation.  
Kata kunci— Peramalan, jaringan syaraf tiruan, particle swarm optimization, inflasi, prediction of 
change in direction, average relative variance  
Abstract  
Forecasting problem is a problem that often found in decision making process. The popular 
tool to handle that problem is artificial neural network. Artificial neural network are widely 
used because its ability to forecast nonlinear time series data. The learning algorithms that 
widely used to train artificial neural network weight is Backpropagation. But 
Backpropagation learning process sometimes encounter problem such as over fiting so it can 
not generalize the problem. Particle Swarm Optimization method is proposed to train artificial 
neural network weigth. The performance of each model will be measured by the Mean Square 
Error, Mean Absolute Percentage Error, Normalized Mean Square Error, Prediction Of 
Change In Direction, Average Relative Variance. Indonesia inflation time series data are used 
for analysis of model. The proposed method show that hybrid system could handle the time 
series forecasting problem as good as Backpropagation artificial neural network.  
Keywords— forecasting, artificial neural network, particle swarm optimization, inflation, prediction 
of change in direction, average relative variance  
 
1. Pendahuluan  
 Masalah peramalan merupakan masalah yang banyak dihadapi pada berbagai bidang 
persoalan antara lain ramalan cuaca (Isa, dkk 2010), peramalan beban listrik (Xin-hui, dkk, 
2010), peramalan penggunaan pembangkit listrik tenaga angin (Kolhe, dkk, 2011), dan lain 
sebagainya. Salah satu bidang permasalahan yang sering diteliti adalah adalah bidang 
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finansial. Peramalan dalam bidang finansial memiliki peran yang cukup penting karena 
hasil peramalaan digunakan sebagai alat untuk membantu para pembuat keputusan 
menangani problem konkrit dalam framework teknologi, memberikan informasi peramalan 
data masa depan berdasarkan data historis yang telah terjadi (ernawati, 2010). Masalah 
peramalan pada bidang finansial bisa menyangkut banyak objek antara lain peramalan 
tingkat inflasi (Redjeki, 2005), harga emas (Hadavandi, 2010), nilai tukar mata uang 
(Chang, dkk. 2009), dan lain sebagainya.  
Tingkat inflasi tahunan penting untuk diketahui karena merupakan indikator keadaan 
ekonomi masyarakat di suatu negara dan mempengaruhi kebijakan yang akan diambil oleh 
pemerintah (Redjeki, 2005). Inflasi dapat diukur dengan menghitung persentase perubahan 
sebuah indeks harga, diantaranya adalah indeks harga konsumen (IHK), indeks biaya hidup 
(COLI), indeks harga produsen (IHPB), indeks harga komoditas, indeks harga barang-
barang modal, dan deflator PDB (Lydia, 2011).  
Keakuratan peramalaan adalah salah satu faktor penting di dalam pemilihan metode 
peramalan (Neto, dkk, 2009). Metode peramalan yang memiliki tingkat error data cukup 
rendah dan cukup baik dalam proses generalisasi adalah Artificial Neural Network (Redjeki, 
2005). Dengan data training yang cukup dan proses pembelajaran penyesuaian bobot yang 
tepat diharapakan model ini mampu untuk meramalkan data time series untuk beberapa 
periode waktu ke depan.  
Metode palatihan yang biasa digunakan untuk memperbaiki bobot dalam jaringan 
syaraf tiruan adalah backpropagation. Namun pada penerapannya metode ini masih 
memiliki beberapa kelemahan diantaranaya adalah masalah waktu pelatihan yang lama 
untuk mencapai konvergen, dan juga masalah overfitting pada jaringan syaraf tiruan. Selain 
itu penentuan parameter pelatihan seperti learning rate dan momentum yang tepat dalam 
proses pelatihan juga menjadi kendala tersendiri.  
Untuk mengatasi masalah optimalisasi bobot jaringan maka digunakan PSO (Particle 
Swarm Optimization), karena merupakan salah satu teknik AI terbaik untuk optimasi dan 
perkiraan parameter (Neto, dkk, 2009). Penggunaan optimasi pada bobot jaringan syaraf 
tiruan akan mempercepat waktu kalkulasi pada proses selanjutnya untuk mencapai keadaan 
konvergen. Model akan dievaluasi dengan mengaplikasikannya pada observasi tingkat 
inflasi pertahun dan membandingkan hasilnya dengan metode sebelumnya menggunakan 
beberapa metode pengukuran error.  
Penelitian akan fokus pada penerapan particle swarm optimization sebagai metoda 
palatihan bobot jaringan syaraf tiruan. Model yang dibuat diharapkan mampu untuk 
meramalakan data time series dengan error hasil peramalan yang kecil, jadi model ini bisa 
dipertimbangkan sebagai tool alternatif dalam pelatihan jaringan syaraf tiruan.  
2. Metode penelitian  
2.1 Rancangan Proses 
Proses awal yang dilakukan pada sistem peramalan tingkat inflasi ini adalah menerima 
masukan nilai parameter dari user berupa jumlah neuron input, jumlah neuron pada hidden 
layer, epoch, jumlah partikel, c1, c2, inertia max, inertia min, maksimal mse, dan time lag. 
Proses berikutnya  sistem akan mengambil data latih dari database. Data ini akan di 
normalisasi sebelum dijadikan input jaringan syaraf tiruan. Normalisasi dilakukan karena 
jaringan syaraf menggunakan fungsi aktifasi sigmoid yang keluaran berada pada range nilai 
0 sampai 1, selain itu normalisasi juga dilakukan untuk menghindari dominasi dari variabel 
yang bernilai besar terhadap variabel bernilai kecil. Normalisasi dilakukan dengan 
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mengubah nilai dari data ke dalam rentang nilai nol sampai satu. Proses selanjutnya adalah 
melatih jaringan syaraf tiruan untuk mendapatkan bobot akhir. Proses pelatihan 
menggunakan particle swarm optimization. Bobot pada jaringan syaraf tiruan 
direpresentasikan kedalam matriks posisi pada partikel pso.  
Selanjutnya dilakukan proses pencarian posisi terbaik pada pso. Posisi terbaik pada pso 
akan menjadi bobot akhir pada jaringan syaraf tiruan. Jaringan syaraf tiruan yang telah 
dilatih akan diuji dengan menggunakan data uji yang diambil dari database. Hasil dari 
pengujian adalah persentase peramalan, dan selanjutnya akan dilakukan analisis parameter 
jaringan terhadap akurasi hasil dari peramalan. Gambar alur sistem dapat dilihat pada 
Gambar 1.  
 
Gambar  1.  Bagan proses sistem peramalan inflasi  
Flowchart keseluruhan sistem prediksi tingkat inflasi dapat dilihat dari gambar 2.  
Beberapa proses untuk peramalan tingkat inflasi antara lain:  
1. proses input parameter, pada proses ini user akan diminta memasukan parameter awal 
yaitu jumlah neuron input, jumlah neuron pada hidden layer, epoch, jumlah partikel, 
c1, c2, inertia max, inertia min, maksimal mse, dan time lag. 
2. proses normalisasi data latih menjadi interval  nol sampai satu.  
3. proses inisialisasi, merupakan proses penentuan bobot pada jaringan syaraf tiruan. 
Proses penentuan bobot awal ini menggunakan particle swarm optimization. Untuk 
setiap partikel pada pso akan dinilai posisi terbaiknya dengan 
mengimplementasikannya pada jaringan syaraf tiruan.  
4. proses pelatihan, merupakan proses pelatihan jaringan dengan metode back 
propagation.pada proses ini bobot akan disesuaikan sehingga dapat menghasilkan hasil 
peramalan yang sesuai target dengan error kecil.  
5. JST yang sudah terlatih akan diuji dengan data baru.  
  
Rancangan data flow diagram level 0 dari sistem prediksi inflasi dapat dilihat pada 
Gambar 3. Aliran data yang terjadi pada dfd level 0 di Gambar 2 adalah data latih, data uji, 
jumlah neuron input dan hidden pada jst, epoch, learning rate, momentum, dan max mse 
akan dimasukan oleh penguna ke dalam sistem. Setelah data diproses dengan melakukan 
pelatihan dan pengujian pada sistem maka keluaran dari sistem adalah berupa hasil prediksi 
dan mse akhir.  
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Gambar  2. Flowchart sistem  
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Gambar  3. DFD level 0 sistem peramalan inflasi  
Jaringan syaraf tiruan yang digunakan untuk sistem peramalan ini memiliki duabelas 
neuron input dan satu neuron output. Jumlah neuron pada hidden layer tidak ditentukan 
karena merupakan salah satu variabel yang akan diteliti pengaruhnya terhadap hasil 
keluaran dari jaringan. Layer input dan hidden dalam jaringan masing – masing memiliki 
satu bias. Arsitektur jaringan syaraf tiruan yang digunakkan dalam penelitian ini dapat 
dilihat pada Gambar 4. dan Gambar 5.  
    
Gambar  4. Arsitektur jaringan syaraf tiruan
 
    
 
Gambar  5. Arsitektur sub jaringan syaraf tiruan    
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Input layer terdiri dari 11 neuron yaitu  kelompok bahan makanan,kelompok makanan 
jadi, minuman, dan tembakau, kelompok perumahan, kelompok sandang, kelompok  
kesehatan, kelompok pendidikan dan olah raga, kelompok transportasi dan komunikasi, 
indeks inti, indeks harga yang diatur pemerintah, indeks barang bergejolak, indeks harga 
konsumen. Jumlah hidden layer yang dipakai pada penelitian ini adalah satu hidden layer 
dengan jumlah neuron pada hidden layer berupa variabel antara 1 sampai 10 untuk menguji 
pengaruhnya  terhadap keakuratan hasil peramalan. Output layer terdiri dari satu neuron 
yaitu tingkat inflasi.  
Pelatihan jaringan syaraf tiruan sistem prediksi akan menggunakan particle swarm 
optimization. Setiap partikel dari pso akan berisi bobot input ke hidden dan bobot hidden 
ke output dari JST. Gambar rancangan partikel dapat dilihat pada Gambar 6. Wih adalah 
bobot jaringan antara neuron input dan neuron hidden. Who adalah bobot jaringan antara 
neuron hidden dan neuron output.   
  
Gambar  6. Rancangan partikel pso  
Sistem membutuhkan input untuk proses pelatihan dan pengujian jaringan syaraf tiruan. 
Data yang digunakan dalam penelitian ini adalah data yang mempengaruhi tingkat inflasi, 
yaitu indeks harga konsumen untuk kelompok bahan makanan, kelompok makanan jadi, 
minuman dan tembakau, kelompok perumahan, kelompok sandang, kelompok kesehatan, 
kelompok pendidikan dan olahraga, kelompok transportasi dan komunikasi, indeks inti, 
indeks harga yang diatur pemerintah, indeks barang bergejolak, jumlah uang beredar di 
Indonesia. Data yang menjadi target adalah indeks inflasi bulanan.   
Data untuk penelitian ini diambil dari badan pusat statistik, yaitu data inflasi bulanan 
dari tahun  2006 sampai 2012. Data dibagi kedalam dua kelompok, yaitu kelompok data 
latih sebanyak 70% dari keseluruhan data, dan kelompok data uji sebanyak 30%. Data yang 
digunakan adalah data sekunder yang didapat dari badan pusat statistik (BPS). Contoh data 
masukan untuk sistem pada periode waktu januari sampai mei 2009 ada pada Tabel 1. Data 
pelatihan akan dinormalisasi sebelum dijadikan input pada jaringan syaraf tiruan. Data yang 
sudah dinormalisasi bisa dilihat pada Tabel 2. Proses normalisasi menjadikan nilai data 
input menjadi rentang nilai nol sampai satu. Persamaan yang digunakan untuk melakukan 
normalisasi dapat dilihat pada persamaan 1  
Tabel 1. Data pelatihan  
Bulan  A  B  C  D  E  F  G  H  I  J  K  L  
Januari  0,44  -2,67  0,79  0,76  0,95  -0,06  0,55  0,37  0,12  -2,53  113,78  -0,07  
February  0,68  -2,2  0,98  0,95  0,91  0,28  2,85  0,17  0,04  -2,43  114,02  0,21  
Maret  0,46  0,04  -0,4  -0,26  0,52  0,2  1,02  0,73  0,06  0,25  114,27  0,22  
April  -0,04  0,14  -1,53  -1,33  0,4  0,12  -1,7  0,34  0,05  0,07  113,92  -0,31  
mei  0,13  0,04  -0,27  -0,25  0,48  0,09  -0,48  0,62  0,07  0  113,97  0,04  
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Tabel 2. Data pelatihan ternormalisasi  
Bulan  A  B  C  D  E  F  G  H  I  J  K  L  
Januari  0,43  0  0,4  0,41  0,43  0  0,47  0,46  0,05  0  0  0,13  
February  0,64  0,09  0,42  0,44  0,41  0,21  0,95  0,16  0,01  0,02  0,01  0,28  
Maret  0,44  0,57  0,25  0,25  0,19  0,16  0,57  1  0,02  0,69  0,03  0,29  
April  0  0,59  0,10  0,09  0,12  0,11  0  0,42  0,01  0,64  0,009  0,005  
Mei  0,15  0,57  0,26  0,26  0,16  0,09  0,26  0,84  0,03  0,63  0,01  0,19  
Keterangan :  
A = Indeks inti.  
B = Harga pemerintah.  
C = Barang bergejolak.  
D = Bahan makanan.  
 
E = Makanan jadi.  
F = Perumahan.  
G = Sandang .  
H = Kesehatan.  
 
I = Pendidikan.  
J = Tranportasi.  
K = Indeks harga konsumen.  
L = Tingkat inflasi.  
 
    (1)  
Dimana,  
N’  = Data yang sudaha dinormalisasi.  
N  = Data yang akan dinormalisasi.  
  = Data terbesar dari himpunan data.   = Data terkecil dari himpunan data.  
2.2 Rancangan Antarmuka   
Panel pelatihan  
Panel pelatihan terdapat 10 masukan variabel, yaitu jumlah neuron input, jumlah 
neuron pada hidden layer, epoch, jumlah partikel, c1, c2, inertia max, inertia min, maksimal 
mse, dan time lag. Pada panel pelatihan ini juga terdapat pop up menu yang berisi tabel data 
yang ingin dilatih oleh user. Keluaran dari panel pelatihan ini ada 6 yaitu nilai mse, mape, 
nmse, pocid, arv, dan epoch pelatihan. Dalam panel ini terdapat 4 grafik dan 6 tabel yang 
menggambarkan jalannya proses pelatihan. Grafik yang terdapat di panel pelatihan ini 
adalah grafik perbandingan target dan output, grafik mse, mape dan nmse. Tabel yang 
terdapat dalam panel pelatihan ini adalah tabel mse, mape, nmse, bobot input ke hidden, 
bobot hidden ke output, dan perbandingan target dan output. Terdapat dua tombol pada 
panel ini yaitu tombol belajar dan main menu. Rancangan antar muka dari panel pelatihan 
ditunjukan pada Gambar 7  
 
Panel pengujian  
Panel pengujian terdapat pop up menu yang berisi nama tabel data yang ingin diuji. 
Keluaran dari panel ini berupa 3 buah grafik dan 3 buah tabel yaitu nilai error, perbandingan 
target dan output, hasil peramalan. Pada panel ini terdapat tiga buah tombol yaitu tombol 
uji, peramalan, dan main menu. Rancangan antar muka dari panel pengujian ditunjukan 
pada Gambar  8.  
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Gambar 7. Panel Pelatihan 
 
Gambar 8. Panel Pelatihan 
3. Hasil dan pembahasan  
Untuk mengetahui pengaruh algoritma optimasi particle swarm optimization pada 
proses pelatihan jaringan syaraf tiruan, maka dilakukan percobaan yang sama seperti pada 
pelatihan jaringan syaraf tiruan back propagation. Percobaan pertama adalah pelatihan pada 
jaringan syaraf tiruan dengan variabel masukan IHK. Parameter yang dilihat pengaruhnya 
adalah arsitektur JST dan jumlah partikel PSO. Jumlah input mulai dari 3 sampai 5 yang 
berarti dari t sampai t-2, jumlah hidden neuron dari 4 sampai 5, C1 = 0,3, C2 = 0,1, inertia 
max = 0,8 inertia min = 0,5, jumlah partikel yang digunakan adalah 5 sampai 10, epoch = 
1000, max mse bernilai 0,06, dan time lag bernilai 1.. Data hasil pelatihan dapat dilihat pada 
Tabel 3.  
Proses pelatihan yang dilakukan dengan 6 kali percobaan, didapatkan hasil MSE 
terkecil pada arsitektur = 3-4-1, jumlah partikel = 5, epoch = 26, MSE = 0.00015566, MAPE 
= 0,51943, NMSE = 0,093196, POCID = 69,0773, ARV = 1. Hasil percobaan 1 sampai 6 
pada Tabel 6.7 menunjukan bahwa jumlah partikel tidak berpengaruh pada proses pelatihan, 
banyaknya neuron input dan hidden pada arsitektur JST cukup berpengaruh pada proses 
pelatihan. 
Percobaan berikutnya adalah pelatihan jaringan syaraf tiruan yang masukannya dari 
keluaran jaringan syaraf lainnya. Parameter jaringan antara lain jumlah neuron pada hidden 
layer dimulai dari 4 neuron sampai 5 neuron, jumlah partikel yang digunakan adalah 5 
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sampai 10, C1 = 0,3, C2 = 0,1, inertia max = 0,8 inertia min = 0,5, jumlah partikel yang 
digunakan adalah 5 sampai 10, epoch = 1000, max mse = 0,06, dan time lag = 1. Data hasil 
pelatihan dapat dilihat pada Tabel 4.  
Tabel 3. Hasil pelatihan JST PSO  
Arsitektur  Jumlah  
Partikel  
Epoch  MSE  MAPE  NMSE  POCID  ARV  Waktu  
(menit)  
3-4-1  5  26  0,000155  0,5194  0,0931  69,077  1  0,8314  
3-5-1  5  18  0,000174  0,4808  0,1189  69,077  1  0,1606  
4-4-1  5  15  0,000170  0,5543  0,1178  68,827  1  0.1843  
4-5-1  7  12  0,000162  0,547  0,0669  68,827  1  0,2649  
5-4-1  6  20  0,000196  0,4743  0,1076  68,827  1  0,5844  
5-5-1  5  11  0,000179  0,4876  0,1229  68,827  1  0,156  
Tabel 4. Hasil percobaan JST PSO  
Arsitektur  Jumlah  
Partikel  
Epoch  MSE  MAPE  NMSE  POCID  ARV  Waktu  
(menit)  
12-4-1  9  187  0,000994  0,0814  0,0098  96,969  1  1,3764  
12-5-1  6  91  0,000987  0,0949  0,0147  96,969  1  0,1612  
12-6-1  5  52  0,000967  0,1034  0,0173  98,297  1  0,0618  
12-7-1  5  52  0,000981  0,1058  0,0175  98,297  1  0,0704  
12-8-1  5  43  0,000970  0,1026  0,0174  98,297  1  0,0595  
  
Proses pelatihan yang dilakukan dengan 5 kali percobaan, didapatkan hasil MSE 
terkecil pada arsitektur = 12-4-1, jumlah partikel = 6, epoch = 171, MSE = 0.0019518, 
MAPE = 0,65098, NMSE = 0,068291, POCID = 96,9697, ARV = 1. Hasil percobaan 1 
sampai 5 pada Tabel 5 menunjukan bahwa jumlah partikel tidak berpengaruh pada proses 
pelatihan, banyaknya neuron hidden pada arsitektur JST cukup berpengaruh pada proses 
pelatihan.  
Pengujian Jaringan  
Pada proses pengujian jaringan syaraf tiruan data yang digunakan 30% data dari data 
keseluruhan. Hasil pengujian ditampilkan pada Tabel 5. Parameter yang digunakan adalah 
parameter terbaik dari hasil pelatihan sebelumnya yaitu  pada jaringan utama dengan 
arsitektur = 12-3-1 dan pada sub jaringan dengan arsitektur 3-4-1  Perbandingan nilai MSE 
pada saat pelatihan dan pengujian dapat dilihat pada Tabel 6. Tabel 6 menunjukan bahwa 
nilai MSE hasil pengujian jaringan syaraf tiruan lebih besar daripada hasil pelatihan.   
Tabel 5. Hasil pengujian jaringan syaraf tiruan  
Arsitektur  MSE  MAPE  NMSE  POCID  ARV  
3-4-1  0.0030775  0,07864  0,13221  29,6758  1  
12-6-1  0.0062842  0,037514  0,034727  96,9697  1  
Tabel 6. Perbandingan mse hasil pelatihan dan pengujian jaringan syaraf tiruan  
Arsitektur  MSE Pelatihan  MSE pengujian  
3-4-1  0,00015566  0.0030775  
12-6-1  0,000967  0.0062842  
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Perbandingan Performa Jaringan Syaraf Tiruan - PSO dengan Jaringan Syaraf 
Tiruan Backpropagation  
Data yang digunakan untuk melatih dan menguji jaringan syaraf tiruan backpropagation 
sama dengan yang digunakan pada jaringan syaraf tiruan dan PSO. Hasil perbandingan 
dapat dilihat pada Tabel 7. Hasil pengujian antara jaringan JST - PSO dengan JST 
Backpropagation terlihat perbedaan dimana pada JST yang menggunakaan PSO untuk 
melatih bobot memiliki performa yang lebih baik daripada jaringan JST Backpropagation.   
Tabel 7. Perbandingan antara Jaringan Syaraf Tiruan – PSO dengan Jaringan Syaraf 
Tiruan Backpropagation  
Metode  Arsitektur  MSE Pelatihan  MSE pengujian  
JST – PSO  3-4-1  0,00015566  0.0030775  
JST Backpropagation  4-4-1  0,008957  0,017294  
JST - PSO  12-6-1  0,000967  0,0062842  
JST Backpropagation  12-5-1  0,0009696  0,0078636  
Test Sistem Peramalan Tingkat Inflasi  
Setelah semua sub jaringan dan jaringan utama dilatih dan diuji, maka kemudian sistem 
akan dapat meramalkan data tingkat inflasi beberapa bulan kedepan. Hasil test dari sistem 
peramalan dapat dilihat pada Gambar 9. Pada Gambar 9 dapat dilihat sistem meramalkan 
data 14 bulan kedepan yaitu dari bulan oktober 2011 sampai November 2012. Data hasil 
ramalan dapat dilihat pada Tabel 8.  
 
  
 Gambar 9. Test sistem peramalan  
Tabel 8. Data Hasil Ramalan  
Tahun  Bulan  Data  
Hasil Ramalan 
Data Aktual  Selisih  
2011  Oktober  0,060324  -0,12  0,180324  
2011  November  0,354477  0,34  0,014477  
2011  Desember  0,601676  0,57  0,031676  
2012  Januari  0,477386  0,76  -0,28261  
2012  February  0,147327  0,05  0,097327  
2012  Maret  0,188757  0,07  0,118757  
2012  April  0,237092  0,21  0,027092  
2012  Mei  0,067229  0,07  -0,00277  
2012  Juni  0,56577  0,62  -0,05423  
2012  Juli  0,754967  0,7  0,054967  
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Tahun  Bulan  Data  
Hasil Ramalan 
Data Aktual  Selisih  
2012  Agustus  0,770158  0,95  -0,17984  
2012  September  0,020275  0,01  0,010275  
2012  Oktober  0,006465  0,16  -0,15353  
2012  November  -0,0612  0,07  -0,13120  
4. Kesimpulan  
Dari hasil penelitian dan pembahasan yang telah dilakukan dapat ditarik beberapa 
kesimpulan.  
1. Particle Swarm Optimization mampu digunakan untuk melatih bobot pada Jaringan 
Syaraf Tiruan, untuk kasus peramalan tingkat inflasi efektifitasnya lebih baik dari 
metode Backpropagation berdasarkan nilai MSE nya.  
2. Banyaknya neuron input dan hidden pada JST (Posisi PSO) berpengaruh pada nilai 
MSE dan jumlah epoch pada proses pelatihan.  
3. Parameter C1 dan Inertia max mempunyai pengaruh terhadap banyaknya epoch dan 
waktu komputasi saat pelatihan.  
4. Waktu komputasi pada Jaringan Syaraf Tiruan - PSO lebih lama dibandingkan 
dengan Jaringan Syaraf Tiruan Backpropagation. Waktu pelatihan pada JST - PSO 
dipengaruhi oleh banyaknya partikel PSO.  
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