1. Introduction.
1.1. The Convex Case. Let T d+1 be the d + 1 -torus and consider a smooth periodic Tonelli Hamiltonian H : (1) L(x, v, t) = max p pv − H(x, p, t), for every (x, v, t) ∈ T d+1 × R d . Now we consider the corresponding flow of the time dependent Hamiltonian: where p = P + D x u(x, P, t), X = x + D P u(x, P, t) if we suppose that both u(x, P, t) andH(P ) are smooth functions and u(x, P, t) satisfies the time dependent HamiltonJacobi equation (4) u t + H(x, D x u, t) =H(P ).
Definition 1. A continuous function u : T d+1 → R is called a forward viscosity solution of (4) if it satisfies the two properties.
(1) If v is a C 1 function and u − v has a local maximum at (x, t), then
If v is a C 1 function and u − v has a local minimum at (x, t), then
Backward viscosity solutions are defined by reversing both inequalities.
It is known ( [CIS] , [EG] ) that there is only one valueH(P ), such that (4) has a time periodic viscosity solution.
As a consequence of the semilinearity and convexity there is a consequence map Φ :
, wich is well defined and one-to-one.
Recall the Poisson bracket,
In Hamiltonian coordinates, the property of invariance for a probability measure ν can be written as
, where µ = Φ # ν is the push-forward of the measure ν with respect to the map Φ, i.e. the measure µ such that
where (x, v, t) = z represents a generic point z ∈ Ω with (x, t) ∈ T d+1 and v ∈ R d . Now let D be the class of probability measures in Ω that are invariant under the Euler-Lagrange flow, so we have
and the set of holonomic measures F = {ν ∈ P(Ω) :
We recall the Mather problem
a more general version of (5) consists in studying for each
Any minimizer of (6) is a Mather measure, now the following proposition will be helpful to prove an important result.
(ii) µ is supported on the graph
where u is any viscosity solution of (4).
The proof of the proposition is a consequence of results in [B] and [CIS] . As in [CGT] the following theorem gives a characterization of Mather measures in the time dependent convex case.
smooth function that satisfies the classical hypotheses of convexity, superlinearity, and periodicity and let
where µ = Φ # ν andH(P ) is the unique value such that (4) has a time periodic viscosity solution.
Proof. To simplify, we will assume P = 0. Let us prove that µ = Φ # ν satisfies (a)-(c). From (ii) of the last proposition, and (1), we have that
so (a) holds. Now, we know that
and from (a) it follows that
Finally (c) follows from that ν ∈ F . Reciprocally let µ ∈ P(Ω) such that (a), (b) and (c) holds, and we will show that ν = Φ # µ is a minimizer of (6). Now observe that ν ∈ F , then
). The fact that ν is a minimizer is obtained by using (a) and (b)
The previous characterization will help us to define Mather measures in the nonconvex case.
1.2. The Nonconvex Case. Throughout the paper, we will assume that i. H is smooth,
If we take χ(u) = 2u + C,
We extend the definition of Mather measure in the nonconvex and time dependent setting:
Definition 4. We say that a measure µ ∈ P(Ω) is a Mather measure if there exists P ∈ R d such that properties (a)-(c) in Theorem 3 are satisfied.
Our main result is: 
Uniform Derivate Bounds
Let us consider the equation:
Lemma 6. The periodic solutions of (8) have first derivatives, uniformly bounded in ε.
Sketch of the proof. For every ε > 0 let us consider the following problem
The above equation has a unique smooth solution φ ε in R d+1 which is Z d+1 periodic [GV] . First, we proved that Dφ ε is uniformly bounded, by following [BS] we proved that there exists K > 0 depending only on H such that Proof. The theorem follows by Lemma 6, the stability theorem for viscosity solutions and the Arzela-Ascoli Theorem.
Stochastic Measures
Definition 8. Let ε > 0 and P ∈ R d . The linearized operator associated to (8) is defined as L ε,P :
As in [CGT] , we denote by β either a direction in R d (i.e., β ∈ R d with |β| = 1) or a parameter (for example β = P i for some i ∈ {1, . . . , d}). When β = P i for some i ∈ {1, . . . , d} the symbols H β and H ββ have to be understood as H p i and H p i p i respectively. If we derive (8) with respect to β and recalling (11) we get
As before, let Ω = T d+1 × R d , where (x, v, t) represents a generic point with (x, t) ∈ T d+1 and v ∈ R d . We need to introduce a probability space (Ω, B, P) endowed with a Brownian motion W (t) : Ω → T d on the flat d-torus. Let ε > 0, to simplify we set P = 0 and we introduce the time dependent vector field [Fl] , U ε (x, t) = D p H(x, Dφ ε (x, t), t) and consider the solution X ε (s) of the stochastic differential equation
And the momentum variable is defined as
with a i and b ij bounded and progressively measurable processes. Let ϕ : R d ×R → R be a smooth function where ϕ(z, t) satisfies the Itô formula:
From hereafter, we will use Einstein's convention for repeated indices in a sum. Here, we have a i = D p H(x, Dφ ε (x, t), t) and b ij = √ 2εδ ij . Therefore, from (13), (14) and (12),
Thus (X ε , p ε ) satisfies the following stochastic version of the Hamiltonian dynamics
Now we are going to study the solution φ ε of (8) along the trajectory X ε (s). Due to the Itô formula, and the equations (8) and (13).
And using the Dynkin formula, we obtain
Now we will associate to each trajectory (X ε , p ε , t) of (15) a probability measure
Here, the definition makes sense provided the limit is taken over an appropiate subsequence. Then using Dynkin's formula, we have that
Dividing the equation (17) by T and taking the limit when T → ∞ along a suitable subsequence we obtain: (18)
Let us define the projected measure θ µ ε ∈ P(T d+1 ) as follows
ϕ(x, t)dθ µ ε (x, t) :=
for all ϕ ∈ C(T d+1 ). And using test functions that do not depend on p in the last definition:
(ϕ t + ε∆ϕ)dθ µ ε once again, integrating with respect to θ µ ε and by (19) we get (22).
Following the techniques of [CGT] , [E1] and [T] , we will obtain several estimates that will be useful in the future.
if ε goes to zero, we obtain Ω ψ ′ (φ)[φ t + p · D p H]dµ = 0, choosing ψ(φ) = φ, we obtain b). Now part c) follows by choosing in (2) test functions ϕ that do not depend on the variable p.
