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Let (V,, g) be a C” compact Riemannian manifold. For suitable functions 9, we 
consider the change of metric: g' = gt Hess(p), and the associated 
Monge-Ampere equation LogO g’1 . 1 g/-l) = -,a~, t h f E C”(V,), in the open 
case I > 0, where the equation is not a priori locally invertible. We study tirst the 
case I = 0 by turning the original equation into a “close enough” locally invertible 
one, namely, Log(l g’l . 1 g$‘) =f- ,f c dV, which is solved in C”O by the 
continuity method. Then, discarding local invertibility, we solve in C” the case 
i > 0 by mean of a fixed point argument. Moreover the study of the case J. = 0 
leads to corollaries about equations such as Log(J g’ ) . ) g& ‘) = F(P, V’cp; II) - 
a(F) J‘ cp dV, a(F) a suitable constant depending only on F and (V,, g), with 
particularly weak assumptions on the function F. 
Nous reprenons dam cet article les notations et les resultats de 
Delano2 [ 31. En particulier nous designons par (V,, g) une variete Rieman- 
nienne compacte connexe C” de volume egal i 1. Une fonction u, est dite 
admissible si cp E C’(V,) et si: g’ = g + Hess(q), est une nouvelle metrique 
Riemannienne. On pose: M(q) z ( g’ 1 . 1 g(-‘. 
Pour f E Coo( V,) donnee, considerons l’equation de Monge-Ampere: 
Log M(V) = -kJ + h (1) 
dans le cas encore ouvert ou: I > 0. 
Si l’on utilise la Methode de Continuite, on considke l’ensemble d des 
t E 10, 1) tels qu’il existe une solution p,, admissible, dans CzVa avec 
a E 10, 1 [, de l’equation: 
G(rp,) = -& - Log M(P~) = -6 
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II s’agit demontrer que d = [0, 1] par raison de connexite’. Clairement 
0 E 6, car 9,, = 0 est une solution pour t = 0.’ Nous disposons des 
estimations-a-priori necessa res pourprouver que g est ferme (Delano& [3]). 
Ainsi, ladiffkulte consiste a montrer que !T est ouvert dans [0, 11, ce qui 
depend de Pinversibilite’ de la differentielle (D ano6 [3]): 
dG(rp,) = ‘&I -A, avec A >O. 
Or rien e permet a priori delocaliser le parametre I hors des spectres des 
operateurs elliptiques du second ordre Cl,,. MZme dans le cas A = 0, il faut 
supposer (V,, g) ti courbure nulle pour pouvoir determiner d ssous-espaces 
de Banach fixes ntre lesquels l’inversibilite locale puisse etre acquise grace 
au thboreme d Fredholm (Delano& [4, pp. %-lo]). 
Ainsi doit-on chercher une methode qui contourne la question de l’inver- 
sibilite ocale. La Methode du Point Fixe pourra convenir, unefois seulement 
resolu ecas A = 0. 
Lorsque A= 0, il est une perturbation que nous pouvons raisonnablement 
introduire dansEquation (1) sans “trop” lamodifier, qui rend le probleme 
localement i versible et qui preserve l’acquis des estimees-a-priori. Ce 
resultat f it l’objet du 
TH~OR~ME 1. L’kquation (2) suivante admet une solution C” admissible 
unique: 
LogM(rp)=J.-j9dI’. (2) 
Remarque. Lorsque (V,, g) est a courbure nulle, ondemontre comme 
dans Aubin [ 1, p. 65) l’identite: j M(9)dV = Vol( V,, g) = 1. Le solution 9 
de l’equation (2) verifie alors automatiquement la contrainte: 
]exp(f-lu,dV)dl/= 1, ce qui implique J” 9dV = 0 si fveritie: J” ef dV = 1. 
Nous retrouvons la unresultat de Delano5 [4, p. 131. 
Lorsque I > 0, le theoreme 1 permet de batir une methode de Point Fixe 
qui conduit au
THI~OR~ME 2. Lorsque A> 0, il existe une solution Cm admissible de 
rkquation (1). 
Remarque. 11 n’y a vraisemblablement plus ici uniciti dela solution, 
comme l’indiquait l’apparition possible de phenomenes de bifurcation dansla 
Methode de Continuitt. 
’ Sur les varittks Kiihltriennes P(C) ou .S* x S*, Aubin [ 1, pp. 85-861 a montrC que 
l’kquation complexe: Log M(p) = -A, cp, admet une infinite de salutions quine sont d’ailleurs 
pas g priori borntes dans Co (1, disigne lapremittre valeur propre du laplacien). II est 
vraisemblable qu’ici aussi ‘pO n’est pas toujours unique. 
MONGE-AMPERE REEL SURUNEVARIkTfi 343 
On peut enfin traiter d  l’equation de Monge-Ampere avec des seconds 
membres plus generaux. Appelons D le diametre de (V, g). Le Theorime 1 
fournit un premier corollaire, interessant p r lafaiblesse de ses hypotheses. 
Notons G le produit cartesien compact: V,, X [-I - 2D*, 1 + 2D*]. Pour 
FE Cm(Vn xJ) ou J designe un intervalle ouvert de R contenant 
(-1 - 2D*, 1 + 2D*], appelons: 
a(F) = max(l, y IN. 
COROLLAIRE 1. L’kquation (3) suivante admet une solution C” 
admissible: 
Log M(v) = F(P, 9) - a(F) 1p dV. (3) 
Nous pouvons aussi considirer un second membre dependant de Vo. Soit 
FE Ca;(yC I’, x iR). Appelons G le compact de PI’,,, X iR parcouru par le 
triplet (P,X(P); t) virifiant: P E V,; IX(P)I = ( g”“XpXV)1’2 < 0, 1 t I< 2D*. 
Posons: 
a(F) = max( 1, stip / PI). (4) 
COROLLAIRE 2. L’kquation (5) suivante admet une solution C” 
admissible: 
(5) 
Si F verilie: a(F) = max( 1, sup IFI) ( co, le sup etant pris pour, P E V,, 
(X(P)/ < 20, et t E R, nous avons aussi le 
COROLLAIRE 3. L’kquation (6) suivante admet une solution C” 
admissible: 
Log M(q) =F(P, Vyl; CD> - a(F) jcp dV. (6) 
11 est remarquable qu’aucune hypothese particuliere ne soit nicessaire 
concernant la dependance de F en VP. Seule importe ladependance en (D, 
pour garantir l’estimation Co. L’hypothese de regularite sur F peut etre 
affinee: si FE C3, une solution q E C4,” existe dans chaque cas precedent. 
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I. LE CAS A=0 
Soit aE IO, 1\ fix& A*,” designe l’ouvert desfonctions admissibles d  
C2*n, c’est-a-dire des fonctions 9 telles que: ( g’, 1 = ( g + Hess(9)( > 0 
(Delano& [3, Prop. 11). On note H l’operateur: 
H(q) = -Log M(v) - j VI dv, (I- 1) 
ou M(9) = 1 gbl/ gJ-‘. H est un operateur contindment differentiable de A2,o 
dans Co*” (Delano& [3, Thtoreme 31). 
Nous allons resoudre l’equation (2), ou f E Cco(V,,) estdonnee, par la 
Me’thode de Continuite’. A cet effet nous considerons l’ensemble a des 
t E [0, 11 tels qu’il existe une solution 91 EA*,” de l’iquation: 
ff(9,) = -ti (I-2) 
PROPOSITION 1. S’il existe (pf solution de(I-2) duns C*,*, 9( est unique, 
admissible et de classe C”. 
Preuve. L’admissibilite et la regulariti de ‘pI sont acquises dans Delanot 
[3, Corollaires 1 et 21. Examinons l’unicite. Soient (pi et 9* deux solutions de 
l’tquation (I-2). Leur difference 9 = (9* - 9,)verifie (cf.[3, Prop. 41): 
Log M,(9) = -j. 9dV. 
Au maximum de 9 (resp. minimum), lemembre de gauche de cette igalite est
<O (resp. > 0). Par consequent: j” 9dV= 0. 
En un point generique P dans une carte adaptee a 9 pour la metrique 
g; = g;,, nous avons: 
k;)ll” = 41”(1 + V”“9>. 
L’inigalite arithmetique-geometrique fournit don : 
1 = [M,(9)(P)]“” = [fJ (g;).,lVn < -+ [ g, (&“] = 1 - &9. 
“=l 
D’oti: q ,,9 < 0. Le Principe du Maximum de Protter tWeinberger [7]
montre que 9 doit etre constante. Comme l9 dV = 0, 9 est nulle. Q.E.D. 
PROPOSITION 2. Si l’ensemble (90,, t E a) est borne dans C2,a, indkpen- 
damment de t E [0, 11, alors d = [O, 11. Le ThkorBme 1est done prouve’. 
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Now pourrons demontrer laProposition 2 grace aux deux lemmes 
suivants. Soit E &? fix& p, E Cm. Notons pour simplifier 0 et g’, au lieu de 
Q, et gb, .
LEMME 1 (Theoreme de Fredholm). Dksignons par Cl* Popkrateur 
adjoint de Cl dans la mktrique g’. Alors: dim(Ker Cl*) = dim(Ker 0)= 1. 
Soit <E Ker Cl*. L’Pquation: q ly = w, w E Coga, admet une solution C2*q 
dejkie d une constante additive pr&, si et seulement si: 1@J dV’ = 0. 
Preuve. Vtritions d’abord que la solution ty est dttinie i une constante 
additive pk.Supposons I’existence de deux solutions de l’equation: q ty = o. 
Leur difference v. v rifie: q ty0 = 0. Le Principe du Maximum de Protter et 
Weinberger [7] montre que y. doit bien etre constante. 
Verifions e uite que la condition d’orthogonalid l <w dV’ = 0 est bien 
nkcessaire a l’existence d’une solution ty. Multiplions pour cela l’equation: 
q y/ = w, par r, et intigrons dans la metrique g’. Nous trouvons: l ordV’ = 
l r 0~ dV’ = j V/ q*r dV’ = 0, puisque q *{ = 0. 
Soit maintenant E > 0 fix&. La preuve du Theoreme 3 de Delano6 [3] 
montre que l’operateur (0 + E) est inversible de CZqa dans Coqa et que 
l’opirateur inverse (0+ E)-’ est un operateur compact de C2. En effet, si: 
(0 + e)y = o, y veritie l’ stimie de Schauder: 
/I li/ 112& G c(IMo., + f lMo) 3 
qui assure la compacite de (Cl +E))‘, compte-tenu de celle d I’inclusion 
C2*” c C* due au theoreme d’Ascoli. 
L’equation: q ly = w, s’ecrit aussi bien: (0 + E)V = EV/ +w, ou encore: 
ly - &(O + &)-‘I// = (0 + &)-‘co. (I-3) 
Cette criture permet d’appliquer le theoreme d Fredholm tel qu’il est 
formuli dans Yosida 19, p. 2841. L’equation h mogene: 
ly-&(O+&)-‘yf=o, (I-4) 
admet pour seules olutions non triviales constantes. En effet: 
y/ - ~(0 + E)-‘ty = 0o q ty = 0 o y = constante, ainsi que nous venons de 
le voir. L’equation (I-3) admet une solution ty E C2, si et seulement si le 
second membre: q= (Cl + E)-‘0; est orthogonal u noyau de l’kquation 
homogdne transposie, dont nous avons deja qu’il est de dimension 1 comme 
celui deI’equation (I-4). 
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Pour identifier les elements B de ce noyau, multiplions l’equation (I-4) par 
e et integrons par parties; il vient, pour tout w E C*, en posant 
(=(O+&)-‘y: 
j e[v - ~(0 + ~j-1~1 dv = j ep + &jr - ~(1 dv 
= 
I 
“eotdvJ= j~o*edv=o. 
Le noyau de l’equation homogene transposee estdone constitue des0E C2 
qui verilient: q *8 = 0. 
Fixons un tel 0. S’agissant de l’equation (I-3), nous devons verifier que la 
condition Joe dV’ = 0, garantit l’orthogonalite du s cond membre 
7 = (II +E)- ‘co, de(I-3) avec 0. Or: 
0 = 
j 
0e dv = 
i 
ep + E)~ dv = E 
i 
eq dv, 
puisque q *8 = 0. L’existence de w solution C* de l’equation (I-3) est done 
acquise. 
Quant ala regularite C*,*de v/, elle est immediate en crivant: (0 + E)V/ = 
(FV/ + w), et en appliquant l’estimee de Schauder. Q.E.D. 
LEMME 2. Soit (E Ker(O*) non nulle. Alors: J’ <dV’ # 0. 
Preuve. Raisonnons par l’absurde, en supposant: J‘ <dV’ = 0. D’apres le
Lemme 1: Vk E IR*, 3v E C2,a, 0~ = k. Mais d’apres lePrincipe du
Maximum [7], y/ doit etre constante; donek = 0. C’est absurde. Q.E.D. 
Nous voila en mesure de prouver la Proposition 2, e utilisant u  
argument decowexit& 
Tout d’abord, g est non vide. En effet, 0 E g, puisque (oO = 0 est la 
solution de l’equation (I-2) lorsque t = 0. 
&? est fermi’. On le demontre comme dans Delano& [3, Prop. 51, en 
utilisant l’estimte uniforme C*q” de l’hypothese t la continuite de 
l’optrateur H. 
k? est ouvert dans [0, I]. Soit E k?. II suffit de prouver que la differen- 
tielle dH(cp,) est inversible de C*,” dans Co,“. Letheorime d’inversion locale 
assurera alors l’existence d’un E> 0 tel que, ]t - E, t+ E[ 0 [O, l] soit inclus 
dans g. 
w E co- etant donnee, nous cherchons done IJ/ E C*@ verifiant: 
dff(v,)(v) = ‘3 -j v dV = w, (I-5) 
(en omettant a nouveau l’indice o,). 
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D’apres le Lemme 2 nous pouvons choisir ~~ Ker(O*) verifiant: 
J’ rdV’ = 1. Et d’apres leLemme 1, il existe I,? E C*+ solution de l’equation: 
Cl@ = o - J w< dV’. L’equation (I-5) admet alors comme solution de classe 
C*?V/=@-J$ddV-j-w~dv. 
L’existence de y etant acquise, prouvons son unicitk. Soient y,et ryz deux 
solutions de l’equation (I-5). Leur difference y verifie l’ quation homogene: 
D’apris lePrincipe duMaximum [7], I,Y doit itre constante, mais alors 
1 ydV=O, done ry=O. Q.E.D. 
Pour que le Theoreme 1 soit acquis a partir dela Proposition 2, il suffit a 
present de bitir une estimation uniforme sur I]o,]]cz,e. Tel est l’objet du 
LEMME 3. L’ensemble (q,, tE R} est borne’ dans C3 indtfpendamment d  
t E IO, 11. 
Preuve. Soit E a fix& Au maximum de q7r en un point P (resp. 
minimum en Q), M(q,)(P) < 1 (resp. M@,)(Q) > 1) 13, Prop. 21. D’apres 
l’equation de continuite (I-2) nous avons done: t‘(P) < 1 qf dV< tf(Q). D’ou 
l’estimee importante: 
(I-6) 
L’estimie Co se deduit de(I-6) entenant compte de l’inegalite: 
ovs,c (P,) < 2D2, 
veritiee puisque p)r est admissible a priori [3, Prop. 61. I1 suffit de remarquer 
que: 
pour obtenir avec (I-6): 
II d/o G2D2 +Ilfllo. 
Les estimations C2 et C’ s’obtiennent ensuite exactement comme dans 
Delano& [ 3, Sect. 111-21. Q.E.D. 
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II. LE CAS A > 0 
Fixons 3, >0 et f E C”(V,J. Nous allons demontrer leTheoreme 2 en 
utilisant le theoreme duPoint Fixe (Berger 12, p. 2701). 
THBOR$ME 3. Pour t E [0, 11, soit K(9, t) une famille a un parametre 
doperateurs compacts d&finis sur un espace de Banach B, l’application: 
t --) K(yl, t), &ant untformement continue pour tout vE B jIxP. On suppose 
que TOUTE solution’ de l’equation: 9 = K(9, t), pour Vt E [0, I], est 
contenue dans une boule ouverte j?xe: J2 = 19 E B, jJ9JJB < k}. Alors, si: 
Vy/E B, K(ty,O)=O, l’operateur compact K(., 1) possede un point Jxe 
9 E f2. 
Fixons a E 10, l[, et choisissons p urespace de Banach: B = C3*“. Pour 
t E [O, l] et 9 E C3@, le Theoreme 1 nous permet de dtfinir 9pf= K(9, t), oti 
9t designe LA solution de classe C3@ de l’iquation: 
W9,) = tw - f>. (II-l) 
Verifions u e aune les hypotheses du Theoreme 3.
Pour t E [0, l] fixt, verifions d’abord que l’operateur de C3*a: 
9 -+ K(ty, t) = 9,, est bien compact. Soit 0 un borne de C3@. D’apres le
Lemme 3, I’ensemble ((~~1~~~ estun borne de C3, done de C2,4 pour 
/I E 10, l[. Et I’ensemble (t(f- A9) - j 9)! dV},,, est aussi unborne de C3.a. 
Dans ces conditions le theoreme d rigularite de Giraud-Hopf [3,5,6 ] 
montre que (91}4EB est un borne de C’*“. Letheoreme d’Ascoli montre enfin 
que ~(PlIU&l est relativement compact dans C3,*, d’ou le resultat. 
Pour 9 E C3*u fixb, verifions maintenant que l’application: t-t 9,, est 
continue (done uniformement continue) de [0, 1] dans C3,a. Cette 
application est lacomposee d : t-+ t(hp -f), qui est ividemment continue 
de [O, l] dans C3,0, et de l’application de C3+ dans lui-meme, h: 
n --) h(n) =9, od 9 est don& par: H(9) = q. L’operateur H est contindment 
differentiable de A3@ dans CL@, comme l’indique la theorie des estimtes d  
Schauder [8, p. 241. Et dH(9) est inversible pour 9E h(C3*“), comme nous 
l’avons demontre dans la preuve de la Proposition 2. H admet done un 
inverse, H-‘, continument differentiable de C3@ c Cl,* dans h(C3*“) c C3,“. 
Notons j l’inclusion compacte C3*” 4 C’,“; h = (H-’ oj) est Cvidemment 
continument differentiable de C3*” dans lui-m&me. h est en particulier 
continu, d’ou le resultat. 
* C’est cette clause qui emp&che de rbsoudre I’kquation (1) en considtrant simplement 
‘p, = K(yl, I) donnt par: Log(M(cp,) - 2~~ = t(f- 21w), car pour t = f, le point fixe serait ci 
dtfini ci une constante additive pr& C’est pourquoi nous devons “partir” du cas A = 0, tel 
qu’il est r6solu a Thlrokme 1. 
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Pour t E [0, I] lixe, verifions e uite que tout eventuel point fixe o, 
solution de:
rp, = KGP, 7 t), (11-2) 
est estime a priori dans C3@ independamment de t.En omettant l’indice t, 
l’equation (11-2) s’ecrit encore: Log M(p) = tf - ltu, -l q dV. Elle fait 
apparaitre qu v, est a priori admissible; d’ou [ 3, Prop. 61: / Vq 1 < 20, 
OSC~,(~) < 20’. Si, infvn(q) < 0,et, supy,(a)) > 0, il s’ensuit que: ]]P]/~ ,< 2D*. 
Sinon par exemple: infy,(p) > 0.Dans ce cas d’apres (11-2): LogM(p) < 
tf - s p dV < tf - inf,,(p). Maisau minimum de rp en P, M(p)(P) > 1; done: 
0 < infvn(q) < tf(P) < ]]f]],,. D’apres l’estimte surosc,?(q), nous pouvons 
conclure: ](P](~ < 2D2 + Ilfll,,. 0 n raisonnerait de m&me si supv,((p) < 0, en se 
placant aumaximum de p. Finalement dans tous les cas nous avons I’estimee 
importante: 
II PAlo G 2D2 +llfllo- 
qr est ensuite estimie jusqu’au troisieme ordre comme dans Delano& [3, 
Sect. 11-21. 1existe done une constante k’,independante de  E [0, I], telle 
que: v)~ solution de (11-2) * ]]P~]]~~ < k’.Et bien sdr: ]]ff(]C1,n < ((~Jlc,,~ < co.
Le theoreme d Giraud-Hopf permet de conclure, en gagnant deux points sur 
l’ordre esderivations: 3k > 0 independant de t E [0, 11, ]]u)&,.- < k.
Vtrifions enfin que K(yl, 0)~ 0. v),, =K(y/, 0) est solution de: 
Log M(++,) = -I q0 dV. Au maximum (resp. minimum) de (pO, Log M(o,) < 0 
(resp. > 0). Done: Iv0 = 0. Mais avec l’inegalite r hmetique-geomitrique, 
en se placant dans une carte adaptee i o0 en un point generique, on etablit 
aisement que [3, Prop. 3 1: 
1 - +7,2 [M(%)]“” = 1. 
Le Principe du Maximum montre alors que rp,, doit Ctre constant; done 
qlo SE 0. 
Les hypotheses du Theoreme 3 sont toutes satisfaites. 11 existe done 
$5 E C33a, point fixe de l’operateur K(.,I), c’est-i-dire solution de l’equation: 
Log M(@) = --A$ +f - i$ dV. 
Posons: p = @ + (l/n) I @dV. rp verilie ’ quation (1). Le regularite Cm de p 
decoule dutheoreme d regularitb de Giraud-Hopf, ce qui acheve la preuve 
du Thtoreme 2.
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III. APPLICATIONS DU THBORPME 1 A LA RESOLUTION D'I~QUATIONS 
AVEC Ufi SECOND MEMBRE PLUS GkNkRAL 
III-l. Rt?solution de I’kquation (3)Log M(p) = F(P, rp) - a(F) srp dV 
On prouve le Corollaire 1 aumoyen d’un pro&de d’ifk.ztion. 
On suppose F(P, f) E P(V,, x J) ou J est un intervalle ouvert de R qui 
contient [-1 - 20*, 1 + 20*], et I’on pose: 
Sous reserve d l’estimation a priori Coqui est obtenue au Lemme 4 ci- 
apres, leTheoreme 1nous permet de considerer la suite (vi), defonctions C” 
admissibles, d tinie par: 
(PO = 0, Log M(qi) =F(P, vi- 1) -a(F) (Vi OfV* (111-1.2) 
Supposons l’ensemble (qijiEhl borne dans CZsa, aE 10, l[. Du fait de l’in- 
elusion compacte CZ9a c C2y4, /3 E 10, a[, il existerait lors une sous-suite 
(cpj) convergeant vers cp, solution del’equation (3), dans C2,4. L’admissibilite 
et la rtgularite Cm de v, s’ensuivraient. 
Les estimations sur les d&i&es premieres, econdes et troisiemes, 
s’obtiennent comme dans [3, Sect. IV]. Quant a l’estimee Co,elle fait l’objet 
du 
LEMME 4. ((Pi}ie~ estborne’ duns Co. 
Preuve. oi &ant admissible nous disposons des estimees uniformes 
habituelles: lVpil < 20, OS+, cpi < 2D*. L’estimee Co s’obtient par 
re’currence. Supposons: I(vi- I Ilo < 1 + 2D2 (c’est lecas si i = 1). Appelant Pi
et Qi des points de Y, ou vi atteint respectivement so  maximum et son 
minimum, en raisonnant comme au Lemme 3 on trouve l’encadrement: 
F(P,, rpi- l(Pi)) < u(F) lpi dV < F(Qi, vi- ,(Qi)). D’apres la definition (III- 
1.1) de u(F) et I’hypothese de recurrence, il s’ensuit que: 
(111-1.3) 
Et d’apres l’estimee suroscyn pi on obtient: jl cpi&, < 1 + 2D*, ce qui prouve la 
recurrence. Q.E.D. 
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111-2. R&o&ion des iquations (5)et (6) 
Reprenons les hypotheses faites dans I’introduction; on prouve le 
Corollaire 2 en utilisant le Theoreme 1 et le th~or&ne du Point Fixe 
(Thtoreme 3). 
Choisissons I’espace de Banach C4,0, a E IO, I[ fix&. Pour w dans C4,” et 
pour tE [0, 11, nous pouvons definir grace au Theoreme 1,p,l = K(I~/, t)ou 
(D, est LA solution de classe C4Vu de l’equation: 
(111-2.1) 
Pour prouver leCorollaire 2, ilsuffit de verifier queles eventuels points 
fixes qt de l’equation (111-2.1) sont estimes a priori dans C4,” ,indtpen- 
damment de t E [0, 11. I1 est immediat des’assurer que les autres clauses du 
Theoreme 3 sont respectees comme dans la Section II. 
Chacun des lemmes uivants est une &ape pour estimer (ot uniformement 
dans C3, ce qui suflit pour conclure, en utilisant comme dans la Section II le 
Thioreme d regularite de Giraud-Hopf [5, p. 222; 61. 
LEMME 5. rp,, pointfixe de (III-2.1), est estime’ uniformPment dans C’. 
Preuve. On commence par remarquer que pr &ant admissible: 
I Vv, I< 20, et, OSC,~ v)~ = OSC,,(~)~ - I q’t dV) < 2D*. Par consequent: 
119, -sv)~ dVI(, < 2D*. En raisonnant comme au Lemme 4 on en deduit, 
d’apres ladefinition (4) de a(F), que: 1s qt dVI < 1. D’oti I’estimee: Ijp,ll,, <
I+ 2D*. Q.E.D. 
LEMME 6. rp,, pointfixe de (III-2.1), est estime’ un$ormt!ment dans C2. 
Preuve. Omettons l’indice t. Considerons la fonctionnelle: 
B = Log( g; g”) - ky?, 
k constante positive a preciser. Au maximum de B en P, on parvient comme 
dans [3, Eq. 111-2.151: 
(g; g’j) (k - c - &) ,< nk + ‘I’ + ’ ‘F(p’gqTiiT - ’ a,dV)’ ,
IJ IJ 
(111-2.2) 
oti c, c’, c”, sont des constantes positives estimees. 
Dans une carte locale enP, designons par(p,) les coordonnees naturelles 
dans la fibre d T*V,: il vient alors: 
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En P, 1 VB l(P) = 0, fournit: 
(g;g”)-‘V, Ap = -kV,a, - 2c(g;jgij)-‘gP”V,(oV,“rp. 
La somme des termes qu’il faut examiner pour majorer lesecond membre de 
(111-2.2) s’kcrit done en P: 
s = (g;gij)-l 
I 
Utilisons u ecarte adapt&e g rp en P. Nous devons considkrer des termes n: 
[C, (1 + a,,c~)]-’ a”“~, et des termes en: [X,(1 +a,,rp)]-1(a”“(p)2, 
affect&s de coefficients estimh. Les premiers termes ont estimis saris 
difficult& Pourles econds, se rappelant que: Vv, 8”“~ >-1, on se convainc 
aistment de I’inigalitt: 
[ 1 
-1 vv, y+a,,rp> (a”“d2 < y (1+a,,v> 7u [ I( 1
pour peu que l’on suppose: 
(&g”)(P) = 
[ 
2: (1 + a,,cp> > 1, 
11 I 
ce qui ne restreint h demment pas la gtn6ralitt. 
On obtient ainsi l’inigalit&: 
(S I < constante + (&j g”) (iI ) $$I ) (P). 
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II est done possible de choisir k,independant de E [0, 11, pour que la 
demonstration se poursuive comme dans [3, Prop. 7, Coroll. 31. 
LEMME 7. (pf est un$orm&ment estime’ duns C3. 
Preuve. On reprend lapreuve de la Proposition 8 de Delanoe [3]. Une 
seule modification est aapporter; dans le calcul approche d (--U’Y/~), il faut 
prendre encompte une partie duterme n (a3~)(a3F), a savoir: 
2g’aig’bjg’CkV,bcqoVijkF 21 2 g g’aig’bjg’ckV,b,(pVUijkq = T. 
” 
T est absorbe grace aun carre v2(a4q)’ de dirivees quatriemes, dontnous 
disposons pour 0< ( q ] < l/o; il suffrt en effet deremarquer l’equivalence: 
E T + $(cY4q+2. Q.E.D. 
Entin, avec les hypotheses formulees dans I’introduction, on d ne une 
preuve identique d  Corollaire 3. Enparticulier la d finition de a(F) permet 
d’obtenir une estimation Co en raisonnant comme au Lemme 5. 
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