Abstract-Iterative search margin based algorithm(Simba) has been proven effective for feature selection. However, it still has the following disadvantages: (1) the previously proposed model still lacks enough robust to noises; and (2) the given model does not use any global information, in this way some useful discrimination information may be lost and the convergence speed is also influenced in some cases. In this paper, by incorporating global information, a novel margin based feature selection framework is introduced. According to the newly designed model, an improved margin based feature selection algorithm(Isimba) is proposed. By effectively adjusting the contribution of the global information, Isimba can efficiently reduce the computational cost and at the same time obtain more effective feature subsets as compared to Simba. The experiments on 6 artificial and 8 real-life benchmark datasets show that Isimba is effective and efficient.
I. INTRODUCTION
Dimensionality reduction(DR) is one commonly applied approach [1] . There are a number of DR technique, and according to the adopted reduction strategy, they are usually divided into feature extraction [2] [3] [4] and feature selection [5] approaches. The key difference between feature extraction and feature selection is that the former one is based on generation of a completely new feature space through a functional transforming, while the latter one is to select a relevant subset of original features. The classical feature extraction methods are generally classified into linear and nonlinear methods. Linear approaches, such as Principal Component Analysis (PCA) [2] , and Linear Discriminant Analysis (LDA) [1] and Locality Preserving Projections(LPP) [3] , aim to project the high-dimensional data to a lower-dimensional space by linear transformations according to some criteria. On the other hand, nonlinear methods, such as Locally Linear Embedding(LLE) [4] aims to project the original data by nonlinear transformations while preserving certain local information according to some criteria. As authors of Ref. [5] pointed out, feature extraction is generally effective. However, the effectiveness of the feature extraction algorithms may be obviously degraded when processing large-scale data sets. In addition, new variables usually concern with all original features, so forming new variables may contain lots of information originated from those redundant features in the original space, such as PCA [2] .
Unlike feature extraction, feature selection can be viewed as one of the most fundamental problems in machine learning field. It is defined as a process of selecting relevant features out of the larger set of candidate features. The relevant features are defined as features that describe the target task. As Liu pointed out in [6] , the motivation of feature selection(also called attribute reduction or feature reduction) in data mining and machine learning is to: reduce the dimensionality of feature space, speed up and reduce the cost of a learning algorithm, improve the predictive accuracy of a classification algorithm, and to improve the visualization and the comprehensibility of the induced concepts. Especially, the authors of [6] have emphasized that not every feature selection method can serve all purposes.
Generally, supervised feature reduction methods can be categorized into two classes: the filter model [7] [8] [9] [12] [13] and the wrapper model [10] [11] [14] . In the wrapper model the feature selection methods try to directly optimize the performance of a specific predictor. Along this, the predictor generalization performance (e.g. by cross validation) needs to be estimated for the selected feature subset in each step. So, high computational cost is its main disadvantage.
Currently, there are many filter methods available, including Relief [7] ,FCBF [8] , C-tree based feature selection algorithm [9] and Simba [12] , etc. Among them, Simba is the recently proposed margin based feature selection approach, which uses the so-called large margin principle [15] [16] as its theoretical foundation to guarantee good performance for any feature selection scheme which selects small set of feature while keeping the margin large. Meanwhile, by the smoothness of the hypothesis-margin based evaluation function, Simba uses a stochastic gradient ascent over the evaluation function to accelerate the feature selection process. Roughly speaking, the main idea of Simba is to obtain an effective subset of features such that the relatively significant features have relatively large weights by using hypothesis-margin criterion. In essence, similar to Ref. [14] , Simba is also a weighted method, that is, those features with relatively larger weights form the subset of features, but the key difference is that Simba is filter method and most of the other weighted methods are related to a concrete classifier. Moreover, theoretical analysis and experiments show that Simba can effectively reduce the computational complexity and is more effective than the classical filter approach, such as Relief [7] .
However, one disadvantage of Simba is its nonrobustness to noises, that is, the weights of some features by the effect of noises may become relatively larger or may not converge to a relatively small value or zero by using 1NN criterion [17] [18] , since noises may increase the contribution of some features to the hypothesismargin of samples. On the other hand, Simba only uses local information for choosing a small set of features to make the hypothesis-margin of samples large, in this way it may lose some useful discrimination information or global structure hidden in the global information. Thus, the performance of classifiers induced by post-analysis algorithms in the new feature space will be degraded.
In this paper, we introduce a novel margin based feature selection model called Isimba_FS which incorporates the global information into the recently proposed margin based feature selection model [12] to eliminate the disadvantages of Simba algorithm while maintaining its merits. In Isimba_FS, the main motivation incorporating global information attempts to make the distance between a sample and the center point with same class as small as possible and the distance between a sample and the center point with different classes as large as possible, and meanwhile a balance factor λ is introduced for dynamically adjusting the contribution of global information. Along the newly designed model Isimba_FS, we introduce an improved margin based feature selection algorithm (Isimba). By adjusting the contribution of the global information, Isimba can efficiently reduce the computational cost and meanwhile get a more effective feature subset as compared to Simba. In summary, Isimba possesses several attractive characteristics as follows: (1) the computational complexity can be efficiently reduced, since the centers of each class and remaining classes can be computed in advance, and their contributions to the weight vector can be reflected at each iteration; (2) the classification performance of classifiers induced by the selected small set of features can be effectively improved in some cases because the embedded global information can guarantee both discrimination information-preserving and noises-resisting; and (3) the contribution of global information can be dynamically adjusted effectively by the tradeoff parameter λ .
The rest of this paper is organized as follows. In Section 2, some basic concepts on margin(hypothesismargin and sample-margin) and Simba are briefly introduced. In Section 3, by incorporating global information into the existing feature selection model based on hypothesis-margin, a novel feature selection model and corresponding feature selection algorithm are presented. Some experimental comparisons are introduced in Section 4. Finally, Section 5 gives our conclusions and several issues for future works.
II. PRELIMINARIES A. SAMPLE-MARGIN AND AND HYPOTHESIS-MARGIN
As authors of Ref. [12] pointed out, margins play a crucial role in modern machine learning research. They measure the classifier confidence when making its decision. Margins are used for theoretic generalization bounds and as guidelines for algorithm design.
As described in Ref. [15] , there are two natural way of defining the margin of a sample with respect to a classification rule. The more common type, samplemargin, measures the distance between the sample and the decision boundary induced by the classifier, e.g., Support Vector Machine (SVM) [16] finds the separating hype-plane with the largest sample-margin. Obviously, those feature selection methods based on sample-margin need high computational cost for large-scale or/and highdimensional data sets.
So, as an alternative definition, the hypothesis-margin was introduced in [12] [15] . The margin of a hypothesis with respect to a sample is the distance between the hypothesis and the closest hypothesis that assigns alternative label to the given sample. The hypothesismargin of a sample x for 1NN with respect to a set to samples P is defined as follows.
where nearhit(x) and nearmiss(x) denote the nearest sample to x in P with the same and different label, respectively. By (1), we hope to choose a subset of original features such that the hypothesis-margin becomes as large as possible. Based on hypothesismargin, the effective feature subset can be efficiently obtained by corresponding feature selection algorithms, since in the case of Nearest Neighbor large hypothesismargin can ensures large sample-margin, and hypothesismargin is easy to compute as comparing to samplemargin.
B. EVALUATION FUNCTION
In order to obtain the more effective subset of original features, an evaluation function which assigns a score to sets of features according to the hypothesis-margin they induce was introduced in Ref. [12] , the hypothesis-margin as a function of the chosen set of features is formulated as following Definition 1.
Definition 1 [12] . Let P be a set of samples and x be a sample. Let w be a weight vector over the feature set, then the hypothesis-margin of x is Further, by (2), the authors of Ref. [12] provide a strategy for computing the hypothesis-margin of all the given samples by following Definition 2.
Definition 2 [12] . Given a training set S and a weight vector w, the evaluation function is
By (3), the feature set can be found by maximizing the hypothesis-margin directly, that is, the weight vector w that maximizes e(w) as defined in (3) is first found. Then, let 2 max i w =1, the corresponding normalization weight vector w can be obtained, hence a subset of features can be naturally gotten by using a threshold.
C. ITERATIVE SEARCH MARGIN BASED ALGORITHM
In order to quickly and effectively obtain a subset of original features, the so-called gradient ascent strategy was employed in [12] for maximizing e(w) as defined in (3), since e(w) is smooth almost everywhere. The gradient of e(w) when evaluated on the set of samples S is 
As described above, the description of the iterative search margin based algorithm for feature selection is as follows.
Algorithm 1. Simba[12]
1. initialize w=(1,1,…,1); 2. for t=1,2,…,T; (a) pick randomly a sample x from S; (b) calculate nearmiss(x) and nearhit(x) with respect to (S − {x}) and the weight vector w; However, Simba only uses the a few local information to calculate the hypothesis-margin of the given samples according to the margin measure of a hypothesis of a sample, in this way some irrelevant features may have relatively larger weights due to the influence of noises, hence Simba is still non-robust. At the same time, Simba cannot use the useful discrimination information hidden in the global information, this may lead to loss of some useful features.
III. ISIMBA_FS AND ISIMBA
In order to overcome the disadvantages of Simba and still retain its characteristics, we propose a novel margin based feature selection model called Isimba_FS incorporating global information. Further, based on Isimba_FS, we introduce an improved margin based feature selection algorithm(Isimba).
A.
HYPOTHESIS-MARGIN INCORPORATING GLOBAL INFORMATION
To remedy the shortcomings of Simba algorithm, we introduce a novel margin based feature selection model( Isimba_FS ) incorporating global information as follows.
where nearhit(x) and nearmiss(x) denote the nearest sample to x in P with the same and different label, respectively; centerhit(x) and centermiss(x) denote the centers to x in P with the same and different label, respectively; λ (Lambda) is an adjustable parameter, it is used to control the contribution of global information to the hypothesis-margin described in Section 2. To balance the contributions of local and global information to the hypothesis-margin, in this paper we employ a non- 
B. A NOVEL EVALUATION FUNCTION BASED ON THE NEW

HYPOTHESIS-MARGIN
Based on Eq.(5), we propose a new evaluation function using the same strategy as Definition 1, which assigns a score to sets of features according to the new hypothesismargin, its definition is as follows. 
Further, based on this evaluation function, we introduce a strategy for computing the new hypothesismargin of all the given samples as follows.
Definition 4. Given a training set S and a weight vector w, the new evaluation function is 
According to Eq. (7), it is also nature to consider the evaluation function only for weight vector w such that max i w =1, we normalize the weight vector w and easily obtain a subset of features by using a threshold.
C. IMPROVED ITERATIVE SEARCH MARGIN BASED ALGORITHM
As analyzed in Section 3.2, we can use the weights directly by using the induced distance measure instead for maximizing ˆ( ) e w as defined in (7) . Also, we can directly use gradient ascent in order to maximize it, since ˆ( ) e w is smooth almost everywhere. Similar to (4), the gradient of ˆ( ) e w when evaluated on the set of samples S is as follows. 
By Eq. (8), an improved iterative search margin based algorithm(Isimba) for feature selection is as follows. Algorithm 2. Isimba 1.let λ be a proper non-negative number; 2. initialize w= (1,1,…,1) ; 3. for each x∈ S do calculate centermiss(x) and centerhit(x), where centermiss(x) and centerhit(x) are the centers to x in P with the same and different label, respectively; 4. for t=1,2,…,T; (a) pick randomly a sample x from S; (b) calculate nearmiss(x) and nearhit(x) with respect to (S − {x}) and the weight vector w; (c) for i=1,2,…,N calculate w . Moreover, in each iteration we only evaluate one term in the sum in (8) and add it to the weight vector w. In addition, the term ∆ in step 4(d) is invariant to scalar scaling of w, since ˆ( ) ( ) β ∆ =∆ w w . So, when ||w|| increases gradually, the relative effect of the correction term ∆ decreases and Isimba typically convergence. Also, the second term of Eq. (8) can be directly induced by the obtained centermiss(x) and centerhit(x) because both centermiss(x) and centerhit(x) are computed in advance for any given sample x, hence it is easy to see that the contribution of global information to weight vector w almost need not spend any computational cost. Also, in intuitive, when λ gradually increases, the effect of global information to the weight vector w also increases naturally, this directly leads to reduction of the number of iterations. So, Isimba algorithm can efficiently reduce the computational cost.
Further, in most cases Isimba algorithm can obtain the more effective subset of features as compared to Simba, since by dynamically adjusting the controlled parameter λ , Isimba makes the global structure or discrimination information hidden in data to be preserved in the new feature space. Especially, when λ =0, Isimba degrades to Simba, hence they can obtain a consistent subset of features in this case, but this is not the optimized result of Isimba. Moreover, by incorporating relevant global information, the robustness of Isimba can be effectively enhanced to some extent. In addition, to select a relatively small feature set, we can still use the same threshold strategy as Ref. [13] , namely all features with a relevance score less than the specified threshold are removed, e.g., if the relevant threshold δ (delta) is set to 0.01, all features with the weight less than δ are removed.
In general, by incorporating the global information, Isimba should outperform Simba intuitively. To test the performance of Isimba the related experiments on 6 artificial and 8 real-life datasets will be presented in Section 4.
IV. EXPERIMENTAL RESULTS
In order to evaluate the performance of Simba and Isimba, we carry out the experiments on 6 artificial and 8 real-life datasets, and then compare their performance including the robustness to noises, the computational cost and the classification accuracies of the classifiers kNN and SVM based on the new feature subspace.
A. ARTIFICIAL DATASETS
In this subsection, the robustness of Simba and Isimba is testified, here we call a feature selection algorithm is robust enough if the feature subset obtained from the dataset with noises is almost consistent with that generated from the originally pure dataset. For this purpose, we generate one artificial dataset with no noises, dataset1, which is a two-dimensional artificial dataset composed of two classes and 240 samples as shown in Fig. 1(a) . The 120 samples in class 1 of the dataset1 are randomly generated from a Gaussian distribution with mean [3, 5] and variance diag[0.5,0.5], and the 120 samples in class 2 of the dataset1 are randomly generated from a Gaussian distribution with mean [3, 1] and variance diag[0.5,0.5]. Further, in order to examine the robustness of Simba and Isimba, we generate 5 artificial datasets dataset2, dataset3, dataset4, and dataset5 and dataset6 with 5%,10%,20%,25% and 30% noises as seen in Fig.1(b-f) respectively, in which the noise samples in class 1 are randomly generated from a Gaussian distribution with mean [6,-1] and variance diag [10, 10] , and the noise samples in class 2 are randomly generated from a Gaussian distribution with mean [8, 6] and variance diag [10, 10] .
As can be seen in Fig.2 , for the given dataset1 with no noises, Simba can effectively filter out the first feature due to its weight less than the given threshold δ (here δ is set to 0.01). However, from the Fig.2 , we can also observe that Simba is non-robust when the noise samples in original dataset is over 5%. Meanwhile, as seen from Figs.3 and 4 , when the controlled parameter λ increases gradually, the robustness of Isimba becomes more stronger. That is, the robustness of Isimba can be enhanced by properly adjusting the balance parameter λ .
Further, to analyze the connection between the computational cost and global information, we say the algorithm can not effectively eliminate the influence of noises when it repeatedly iterates the given maximum number of iterations but those irrelevant features also holds relatively large weights. In Fig. 5 , the maximum number of iterations is set to 3600. From Fig. 5 , we observe that the computational cost is efficiently reduced with large λ . At the same time, it also can be seen that we need to incorporate more global information to copy with the influence of noises.
So, using the margin based feature selection model as baseline, the newly developed model can effectively and efficiently improve the performance of the corresponding feature selection algorithms by incorporating reasonably global information. B. REAL-LIFE DATASETS In this paper, those employed datasets are the publicly available datasets from UCI database (downloaded at http://www.ics.uci.edu). A brief description for the UCI datasets is given at first: (1) The experimental results are shown in Table 1 small, namely it varies within a range around 0.1. This is consistent with our intuitive observation, because for any sample x, it is near to the center point with same label but far to the center point with different label. In other words, as comparing to the contribution of the local information, the global information may have a relatively great effect to the weight vector in most cases. So, a relatively small λ can effectively adjust the trade-off between the local information and global information for getting more effective feature subset. Further, from the experimental result, we also observe that those very importance features are always kept in the results no matter λ is 0 or not 0. This further indicates that Simba is indeed a very important feature selection algorithm. Based on Isimba, by tuning the parameter λ , the weights of some effective features which are filtered out by Simba should be increased. Hence, Isimba is naturally an extension and improvement of Simba.
It is worth noting that the parameters in Table 1 is not optimized results, since δ is set to a fixed value 0.01, λ is selected in {0,0.001,0.01,0.1,0.3,0.5,1,5}. However, we still need to point out that even so, on all 8 datasets, the classifiers induced by Isimba still achieve better or comparable classification performance as compared to the classifiers established by all features.
C.
INFLUENCE OF THE PARAMETERS δ AND λ ON CLASSIFICATION PERFORMANCE
In the above experiment, for a fixed threshold parameter δ , although Isimba can get a more effective feature subset in most cases, this is not optimized results.
In order to get a relatively appropriate value of δ , we need to record the performance of the classifiers when δ and λ change. For simplicity of illustration, we just present the value of λ 's impact on the performance of It is known that the more features are removed as δ increases, while the more features are chosen when δ decreases. From Figs.6 and 7, we also observe that determining a proper value of δ is also a challenging issue, since the classification accuracy varies unorderly when δ changes orderly under λ is fixed, e.g., as can be seen from Fig.6 , the classification accuracy increases from 78.98% to 91.48% as δ varying from 0.001 to 0.05 under λ =0.001, but the classification accuracy decreases from 92.05% to 87.5% as δ varying from 0.001 to 0.05 under λ =0.5. So, we can find that selecting a feature only according to its weight is only relatively effective but not optimized method, because those feature subset with relatively larger weights may contain some irrelevant features. Using the weights of features as baseline, seeking the new strategy to select those more effective features is our ongoing work.
V. CONCLUSIONS AND FUTURE WORK
In this paper, we introduce a novel margin based feature selection model, which effectively incorporates global information into the original hypothesis-margin based feature selection model. In the new model, the contribution of global information can be dynamically adjusted, hence which is an extension of the original model. Further, based on the new hypothesis-margin, a novel feature selection algorithm(Isimba) is introduced. By properly incorporating global information, the newly developed algorithm not only can enhance effectively its robustness to noises, but also can preserve the global structure information hidden in the given data and meanwhile reduce efficiently the computational cost. Consequently, the classification performance of the classifiers followed by establishing the newly proposed algorithm is improved on almost all datasets used here.
On the other hand, experimental results on 8 real-life datasets are summarized as follows: (1) the classifiers induced by the obtained feature subset using Isimba consistently outperform the corresponding classifiers obtained by the all features in classification performance on all the datasets; (2) the balance and threshold parameters λ and δ influence the quality of the obtained feature subset, adjusting suitably their values can guarantee to obtain a more effective feature subset; and (3) a relatively large tradeoff parameter λ can efficiently reduce the time complexities of Isimba.
Our further and ongoing works include the adaptive determination of both parameters λ and δ , and how to more reasonably use global information.
