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In this paper, we investigate the 2-D Euler equations with complex
boundary conditions. For the entrance and exit of ﬁnitely long
nozzle, we use the supersonic incoming ﬂow condition and the end
pressure condition, respectively. In addition, for the nozzle wall,
the lower one is solid and the upper one is permitted to have
leakage. We establish the well-posedness if appropriate seepage
discharge is given. We also obtain the shock position by solving
a free boundary problem without assuming the shock must go
through a ﬁxed point.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction and main results
For compressible Euler ﬂuids, an important phenomenon for transonic ﬂow is posed by Courant
and Friedrichs [8]: Given an appropriately large receiver pressure pe , if the upstream ﬂow is still su-
personic behind the throat of the nozzle, then at a certain place in the diverging part of the nozzle a
shock front intervenes and the gas is compressed and slowed down to subsonic speed. The position
and the strength of the shock front are automatically adjusted so that the end pressure at the exit
becomes pe . As indicated by Courant and Friedrichs, Xin and Yin [19] showed that for a symmet-
ric incoming ﬂow in a symmetric nozzle and for a nontrivial range of exit pressure, there exists a
symmetric transonic shock. Recently, Li, Xin and Yin [11] solve this Courant–Friedrichs problem for
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angular sector.
There are many interesting and important results on the closely related problems. The authors in
[2] and [3] used the potential equation to formulate the transonic shock problem in a ﬁnite or inﬁnite
cylinder and obtained the stability under suitable boundary conditions at exit. Chen [4,5] also studied
similar problem in a duct for Euler system. Moreover, interesting decompositions for hyperbolic and
elliptic modes of 3-D Euler system are also presented by [6] and [7]. There are also some interesting
results in a 2-D de Laval nozzles [16] and a conic divergent nozzle [13–15]. For subsonic ﬂow in an
inﬁnite nozzle, one may refer to [9] and the reference therein.
In this paper, we establish the well-posedness of a transonic shock solution to the full steady
compressible Euler system in a class of de Laval nozzles with porous medium.
The 2-D full steady Euler system is
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂1(ρu1)+ ∂2(ρu2) = 0,
∂1
(
ρu21 + P
)+ ∂2(ρu1u2) = 0,
∂1(ρu1u2)+ ∂2
(
ρu22 + P
)= 0,
∂1
((
ρe + 1
2
ρ|u|2 + P
)
u1
)
+ ∂2
((
ρe + 1
2
ρ|u|2 + P
)
u2
)
= 0,
(1.1)
where u = (u1,u2) is the velocity, ρ is the density, P = P (ρ, S) is the pressure, e is the internal
energy and S is the special entropy respectively. Moreover, we consider ideal polytropic gases, the
equations of states are given by
P = Aργ e Scv and e = P
(γ − 1)ρ ;
here A, cv and γ (1< γ < 3) are positive constants. c(ρ, S) =
√
∂ρ P (ρ, S) stands for the local sound
speed.
Assume that the nozzle walls Γ1 and Γ2 are C3,α-regular for X0 − 1 <
√
x21 + x22 < X0 + 1 (here
0<α < 1, and X0 > 1 is a ﬁxed constant) and Γi consists of two curves Γ 1i and Γ
2
i with Γ
1
1 and Γ
1
2
including the walls for the converging part of the nozzle, while Γ 21 and Γ
2
2 being the straight line
segments so that the divergent part of the nozzle is part of a symmetric angular sector. Assume that
Γ 2i is represented by x2 = (−1)i x1 tan θ0 with x1 > 0 and X0 < r < X0 + 1, where 0< θ0 < π2 .
Let the uniform supersonic incoming ﬂow U− = (u−1,0(x),u−2,0(x), P−0 (x), S−0 (x)) be C∞-smooth and
symmetric near r = X0 so that u−i,0(x) =
U−0 (r)xi
r (i = 1,2), P−0 (x) = P−0 (r) and S−0 (x) = S−0 (S−0 is a
constant).
Suppose the supersonic incoming ﬂow at the inlet r = X0 is given by
Φp =
(
u−1 ,u
−
2 , P
−, S−
)
, (1.2)
which is close to the uniform supersonic ﬂow in the following sense
∥∥(Φp −Φb)(X0 cos θ, X0 sin θ)∥∥C2,α [−θ0,θ0]  ε (1.3)
and satisfying the compatibility conditions:
d
dθ
(B, S)(X0 cos θ, X0 sin θ)|θ=±θ0 = 0, (1.4)
where Φb = (u−1,0(x),u−2,0(x), P−0 (x), S−0 (x)), and B = 12 (u21 + u22)+ γγ−1 e(P , S) is Bernoulli’s function.
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(u+1 (x),u
+
2 (x), P
+(x), S+(x)), then it follows from the Rankine–Hugoniot conditions on Σ that
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
[ρu1] − η′(x2)[ρu2] = 0,[
ρu21 + P
]− η′(x2)[ρu1u2] = 0,
[ρu1u2] − η′(x2)
[
ρu22 + P
]= 0,[(
ρe + 1
2
ρ|u|2 + P
)
u1
]
− η′(x2)
[(
ρe + 1
2
ρ|u|2 + P
)
u2
]
= 0.
(1.5)
In addition, the pressure P (x) satisﬁes the physical entropy condition:
P+(x) > P−(x) on x1 = η(x2). (1.6)
On the exit of the nozzle, the end pressure is prescribed by
P+(θ) = Pe + εP0(θ) on r = X0 + 1; (1.7)
here ε > 0 is suitable small, θ = arctan x2x1 , P0(θ) ∈ C2,α([−θ0, θ0]) with
P ′0(±θ0) = 0,
∥∥P0(θ)∥∥C2,α [−θ0,θ0]  C, (1.8)
the constant Pe denotes the end pressure of our background solution. And our background solution is
a symmetric transonic shock solution with shock position at r = r0 ∈ (X0, X0 +1) and with supersonic
incoming ﬂow given by (U−0 (r), P
−
0 (r), S
−
0 ) in the domain {r: X0  r  X0 +1}. Let (U+0 (r), P+0 (r), S+0 )
(S+0 is a constant) be the subsonic part of the background solution for r0 < r < X0 + 1, which can be
extended into the domain {r: r0 − δ0  r  X0 + 1} (δ0 > 0 is some constant depending only on the
supersonic incoming ﬂow). The corresponding extension will be denoted by (Uˆ+0 (r), Pˆ
+
0 (r), S
+
0 ). For
more details, one can see Section 147 of [8] or Theorem 1.1 of [17].
We assume upper nozzle wall is porous medium, which means that on the upper boundary, we
impose
(u1,u2) · −→n = f
(√
x21 + x22
); (1.9)
here f satisﬁes f  0, ‖ f ‖C2,α  ε and supp( f ) ⊂ (r˜0, X0 + 1) ⊂ ( r0+X0+12 , X0 + 1).
Since the ﬂow is tangent to the nozzle wall x2 = (−1)x1 tan θ0, then
u+2 = (−1)u+1 tan θ0 on x2 = (−1)x1 tan θ0. (1.10)
Now we can state the main results.
Theorem 1.1 (Existence and uniqueness). Under the assumptions above, there exists a constant ε0 > 0 such
that for all ε ∈ (0, ε0], if (1.2)–(1.4) hold, the problem (1.1), (1.5)–(1.10) has a unique transonic shock solution
(U−,U+;Σ)
which satisﬁes the following properties:
(1) U− is supersonic, U+ is subsonic, and Σ is the transonic shock front separating U− and U+ and satisﬁes
the entropy condition.
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follows:
Ω− =
{
(x1, x2):
√
X20 − x22 < x1 < η(x2), |x2| < x1 tan θ0
}
and
Ω+ =
{
(x1, x2): η(x2) < x1 <
√
(X0 + 1)2 − x22, |x2| < x1 tan θ0
}
,
then the following estimates hold:
(i) Φ− = (u−1 (x),u−2 (x), P−(x), S−(x)) ∈ C2,α(Ω¯−), and∥∥(u−1 ,u−2 , P−, S−)− (uˆ−1,0, uˆ−2,0, Pˆ−0 , S−0 )∥∥C2,α(Ω−)  C0ε, (1.11)
and the generic constant C0 is a positive constant depending only on α and the supersonic incoming
ﬂow.
Also for (r cos θ0, (−1)ir sin θ0) ∈ ∂Ω− we have:
∂
∂θ
(
U−1 , P
−, S−
)(
r cos θ0, (−1)ir sin θ0
)= 0,
∂2
∂θ2
U−2
(
r cos θ0, (−1)ir cos θ0
)= 0. (1.12)
(ii) η(x2) ∈ C2,α[x12, x22], and
∥∥η(x2)−√r20 − x22∥∥C2,α [x12,x22]  C0ε, (1.13)
where (xi1, x
i
2) (i = 1,2) stands for the intersection points of x1 = η(x2) with x2 = (−1)i x1 tan θ0
for i = 1,2.
(iii) Φ+ = (u+1 (x),u+2 (x), P+(x), S+(x)) ∈ C1,α(Ω¯+), and∥∥(u+1 ,u+2 , P+, S+)− (uˆ+1,0, uˆ+2,0, Pˆ+0 , S+0 )∥∥C1,α(Ω+)  C0ε, (1.14)
where (uˆ+1,0, uˆ
+
2,0, Pˆ
+
0 ) = (Uˆ+0 (r) xr , Pˆ+0 (r)).
To solve this transonic shock problem, we ﬁrst establish the existence and uniqueness of super-
sonic ﬂows in the whole nozzle Ω via the method of characteristic.
Theorem 1.2 (Existence and uniqueness for supersonic ﬂow). If (1.3)–(1.4) hold, the problem (1.1), (1.2), (1.9)
and (1.10) has a unique supersonic solution in domain Ω˜ = {(x, r) | X0 < r < r˜0, −θ0  θ  θ0},
Φ− =
(
u−1 (x),u
−
2 (x), P
−(x), S−(x)
) ∈ C2,α(Ω˜),
satisﬁes the following properties:
∥∥(u−1 ,u−2 , P−, S−)− (uˆ−1,0, uˆ−2,0, Pˆ−0 , S−0 )∥∥C2,α(Ω˜)  C0ε, (1.15)
and the generic constant C0 is a positive constant depending only on α and the supersonic incoming ﬂow.
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∂
∂θ
(
U−1 , P
−, S−
)(
r cos θ0, (−1)ir sin θ0
)= 0, ∂2
∂θ2
U−2
(
r cos θ0, (−1)ir sin θ0
)= 0. (1.16)
Indeed, this theorem has been essentially proved in [18,1], so we will omit the proof.
With Theorem 1.2, we can transform the transonic shock problem into the following one-phase
free boundary value problem.
FBP: Given a supersonic solution Φ− = (u−1 (x),u−2 (x), P−(x), S−(x)) of (1.1), (1.2), (1.9) and (1.10) satisfy-
ing (1.11)–(1.12) for some small constants ε > 0, ﬁnd a subsonic ﬂow U+ in the downstream separated
by a transonic shock front x1 = η(x2) satisfying (1.5)–(1.10).
Then we only need to prove the following theorem:
Theorem 1.3. Letting ε > 0 be small, and the supersonic incoming ﬂow obtained in Theorem 1.2, the problem
FBP has a subsonic solution
Φ+ =
(
u+1 (x),u
+
2 (x), P
+(x), S+(x)
) ∈ C1,α(Ω¯+)
and a shock front
x1 = η(x2)
which satisfy the Rankine–Hugoniot condition, the entropy condition and the estimates (1.13)–(1.14).
Remark 1.1. Compared with the results in [11–13], we do not need to require that the diverging part
of the nozzle wall changes slowly. The key ingredient in the analysis of [11–13] is to establish the
monotonic property of the shock position along the nozzle wall with respect to the exit pressure so
that one can avoid the diﬃculties caused by the unknown position of the shock. After some modiﬁ-
cation of the new elaborate scheme developed in [14], we can determine the shock position together
with the solution in each iteration step. The key issue is to solve a boundary value problem for a
ﬁrst 2× 2 elliptic system with non-local terms and an unknown parameter. Our results show that the
background transonic shock solution is structurally stable under small perturbation of the supersonic
incoming ﬂow and the exit pressure.
Remark 1.2. One should note that the main difference between our case and the one in [14] is:
Bernoulli’s function is not a constant any more. Actually, Bernoulli’s function is not conserved across
the shock, hence we have to deal with the Rankine–Hugoniot condition in a different way.
Remark 1.3. By the results in [18], we know that the shock curve is perpendicular to the nozzle
wall. To guarantee the C1 regularity of transonic shock solution in the downstream region (up to the
boundary), Bernoulli’s constant and entropy of supersonic incoming ﬂow and the curvature of the
nozzle wall is required to satisfy some compatibility conditions.
Remark 1.4. Different from the case in [14], one cannot expect that the subsonic ﬂow in our case has
C2,α regularity, since the ﬂow getting out of the exit is coming from the inner of supersonic ﬂow and
the compatibility conditions are not valid any more at the exit. Actually the ﬂow near the corner of
the exit should have only C1,α regularity. However, the ﬂow near the intersection of the shock curve
and the nozzle wall has C2,α regularity, and the shock curve indeed has C3,α regularity. See Section 4
for more details.
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as a system consisting of an ordinary differential equation for the shock with a free initial position,
a ﬁrst order nonlinear elliptic system for the pressure and angular velocity, and two transport equa-
tions for the speciﬁc entropy and Bernoulli’s function respectively on a ﬁxed domain. Linearizing the
nonlinear equation and the nonlinear boundary condition, one can obtain a new iteration scheme
which involves a boundary value problem for a ﬁrst order 2× 2 elliptic system with non-local terms
and an unknown parameter. The non-local terms arise from the Rankine–Hugoniot condition and hy-
perbolic modes, the unknown parameter denotes the unknown shock position on the nozzle wall.
The rest of this paper is organized as follows. In Section 2, following [14], we reformulate the
2-D problem (1.1) with the boundary conditions (1.5)–(1.10) so that one can obtain a 2 × 2 ﬁrst
order elliptic system on ω = U+2
U+1
and pressure P+ together with the shock curve equation and the
entropy S+ , two ﬁrst order hyperbolic equation on S+ and B along the streamline. In Section 3,
using the decomposition techniques in Section 2, we linearize the resulted nonlinear equations and
construct a suitable iteration scheme, especially, a linear 2×2 ﬁrst order elliptic system with the non-
local terms and an unknown constant is derived. In Section 4, we establish some a priori estimates
on the linearized equations derived in Section 3 and further complete the proof of Theorem 1.1.
2. Reformulation of the problem
In this section, we reformulate the nonlinear problem (1.1) with (1.5)–(1.10) so that we can obtain
a ﬁrst order elliptic system for the pressure P+(x) and the angular velocity U+2 (x), two ﬁrst order
partial differential equations for Bernoulli’s function and the special entropy S+(x) respectively.
We introduce the polar coordinate
x1 = r cos θ, x2 = r sin θ, (2.1)
and decompose the velocity (u+1 ,u
+
2 ) into the radial speed U
+
1 and angular speed U
+
2 as follows
u+1 = U+1 cos θ − U+2 sin θ, u+2 = U+1 sin θ + U+2 cos θ. (2.2)
Under the polar coordinate transformation (2.1), the domains Ω and Ω+ are changed into
R = {(r, θ): X0 < r < X0 + 1, −θ0 < θ < θ0}, (2.3)
and
R+ =
{
(r, θ): ξ(θ) < r < X0 + 1, −θ0 < θ < θ0
}
, (2.4)
respectively, where r = ξ(θ) stands for the equation of shock curve Σ in the polar coordinate (r, θ).
It follows by a direct computation that (1.1) and (1.5) become respectively
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂r
(
ρ+U+1
)+ 1
r
∂θ
(
ρ+U+2
)+ ρ+U+1
r
= 0,
∂r
(
ρ+
(
U+1
)2 + P+)+ 1
r
∂θ
(
ρ+U+1 U
+
2
)+ ρ+((U+1 )2 − (U+2 )2)
r
= 0,
∂r
(
ρ+U+1 U
+
2
)+ 1
r
∂θ
(
ρ+
(
U+2
)2 + P+)+ 2
r
ρ+U+1 U
+
2 = 0,
∂r
((
ρ+e+ + 1
2
ρ+
∣∣U+∣∣2 + P+)U+1
)
+ 1
r
∂θ
((
ρ+e+ + 1
2
ρ+
∣∣U+∣∣2 + P+)U+2
)
+ 1
r
(
ρ+e+ + 1
2
ρ+
∣∣U+∣∣2 + P+)U+1 = 0
(2.5)
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[ρU1] − ξ
′(θ)
ξ(θ)
[ρU2] = 0,
[
ρU21 + P
]− ξ ′(θ)
ξ(θ)
[ρU1U2] = 0,
[ρU1U2] − ξ
′(θ)
ξ(θ)
[
ρU22 + P
]= 0,[(
ρe + 1
2
ρ|U |2 + P
)
U1
]
− ξ
′(θ)
ξ(θ)
[(
ρe + 1
2
ρ|U |2 + P
)
U2
]
= 0,
(2.6)
where U = (U1,U2). Meanwhile, (1.7), (1.9) and (1.10) are converted into
P+(X0 + 1, θ) = Pe + εP0(θ), (2.7)
and
U+2 (r, θ0) = f (r), U+2 (r,−θ0) = 0. (2.8)
From now on, for notational conveniences, the superscripts “+” will be neglected. Then for any C1
solution, (2.5) is actually equivalent to
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂r(ρU1)+ 1
r
∂θ (ρU2)+ ρU1
r
= 0,
U1∂rU1 + U2
r
∂θU1 + ∂r P
ρ
− U
2
2
r
= 0,
U1∂rU2 + U2
r
∂θU2 + 1
r
∂θ P
ρ
+ U1U2
r
= 0,
U1∂r S + U2
r
∂θ S = 0.
(2.9)
Now we reformulate the boundary conditions on the shock line. By Rankine–Hugoniot conditions,
we have
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
G1(U ,U−) = [ρU1]
[
ρU22 + P
]− [ρU1U2][ρU2] = 0,
G2(U ,U−) =
([ρU1U2])2 − [ρU21 + P][ρU22 + P]= 0,
G3(U ,U−) =
[
ρ
(
e + 1
2
|U |2 + P
ρ
)
U1
][
ρU22 + P
]− [ρU1U2]
[
ρ
(
e + 1
2
|U |2 + P
ρ
)
U2
]
= 0.
(2.10)
As in [17], by implicit function theorem, one has on r = ξ(θ)
⎧⎪⎪⎨
⎪⎪⎩
U1 − U0(r0) = g˜1
(
U22,U
−
1 − U−0 (r0), P− − P−0 (r0), S− − S−0 ,
(
U−2
)2
,U−2 U2
)
,
P − P+0 (r0) = g˜2
(
U22,U
−
1 − U−0 (r0), P− − P−0 (r0), S− − S−0 ,
(
U−2
)2
,U−2 U2
)
,
S − S+(r ) = g˜ (U2,U− − U−(r ), P− − P−(r ), S− − S−, (U−)2,U−U );
(2.11)0 0 3 2 1 0 0 0 0 0 2 2 2
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g˜i = O
(
U22
)+ O (U−1 − U−0 (r0))+ O (P− − P−0 (r0))+ O (S− − S−0 )+ O ((U−2 )2)
+ O (U−2 U2), for i = 1,2,3.
Actually, we can give a more detailed description of g˜i . Set Φ = (U1,U2, P , S) and denote Φ+b , Φ−b
for the subsonic and supersonic state of the background solution respectively. Since Gi(Φ
+
b ,Φ
−
b ) = 0
hold for i = 1,2,3, we have
∇+Gi
(
Φ+b (r0),Φ
−
b (r0)
)(
Φ
(
ξ(θ), θ
)−Φ+b (r0))
= −{(∇+Gi(Φ+b (ξ(θ)),Φ−b (ξ(θ)))− ∇+Gi(Φ+b (r0),Φ−b (r0)))(Φ(ξ(θ), θ)−Φ+b (r0))}
+ {∇+Gi(Φ+b (ξ(θ)),Φ−b (ξ(θ)))(Φ(ξ(θ), θ)−Φ+b (r0))− (Gi(Φ(ξ(θ), θ),Φ−(ξ(θ), θ))
− Gi
(
Φ+b
(
ξ(θ)
)
,Φ−
(
ξ(θ), θ
)))}− {Gi(Φ+b (ξ(θ)),Φ−(ξ(θ), θ))
− Gi
(
Φ+b
(
ξ(θ)
)
,Φ−b
(
ξ(θ)
))}− {Gi(Φ+b (ξ(θ)),Φ−b (ξ(θ)))− Gi(Φ+b (r0),Φ−b (r0))}.
The terms in the ﬁrst two brackets { } in the above formula are all high order term. The third term
has the form O (Φ−(ξ(θ), θ) − Φ−b (ξ(θ))), which only contains the information of perturbations of
supersonic ﬂow and so is not an important term. We only need to calculate the fourth term:
{
Gi
(
Φ+b
(
ξ(θ)
)
,Φ−b
(
ξ(θ)
))− Gi(Φ+b (r0),Φ−b (r0))}
=
(
∇+G
(
Φ+b (r0),Φ
−
b (r0)
) · dΦ+b
dr
(r0)+ ∇−G
(
Φ+b (r0),Φ
−
b (r0)
) · dΦ−b
dr
(r0)
)
(ξ − r0)
+ O ((ξ − r0)2).
Careful calculations show that
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∇+G1
(
Φ+b (r0),Φ
−
b (r0)
)(
Φ
(
ξ(θ), θ
)−Φ+b (r0))= O ((ξ − r0)2)+ O (Φ− −Φ−b )
+ O ((Φ(ξ(θ), θ) −Φ+b (ξ(θ), θ))2),
∇+G2
(
Φ+b (r0),Φ
−
b (r0)
)(
Φ
(
ξ(θ), θ
)−Φ+b (r0))= −[P0]r0 (ξ − r0)+ O
(
(ξ − r0)2
)
+ O (Φ− −Φ−b )+ O ((Φ(ξ(θ), θ)−Φ+b (ξ(θ), θ))2),
∇+G3
(
Φ+b (r0),Φ
−
b (r0)
)(
Φ
(
ξ(θ), θ
)−Φ+b (r0))= O ((ξ − r0)2)
+ O (Φ− −Φ−b )+ O ((Φ(ξ(θ), θ)−Φ+b (ξ(θ), θ))2).
By implicit function theorem, we obtain
⎧⎪⎪⎨
⎪⎪⎩
U1 − U+0 (r0) = B1(ξ − r0)+ R1
((
ξ(θ)− r0
)2
,U22,Φ
− −Φ−b
)
,
P − P+0 (r0) = B2(ξ − r0)+ R2
((
ξ(θ)− r0
)2
,U22,Φ
− −Φ−b
)
,
S − S+0 = B3(ξ − r0)+ R3
((
ξ(θ)− r0
)2
,U22,Φ
− −Φ−b
)
,
(2.12)
where
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}B1 = − γ U
+
0 (r0)
ρ+0 (r0)(c2(ρ
+
0 (r0), S
+
0 )− (U+0 (r0))2)
[P0]
r0
< 0,
B2 = − (γ − 1)(U
+
0 (r0))
2 + γ c2(ρ+0 (r0), S+0 )
c2(ρ+0 (r0), S
+
0 )− (U+0 (r0))2
[P0]
r0
< 0,
B3 = − (γ − 1)ρ
+
0
γ ∂Sρ
+
0 P
+
0
[P0]
r0
> 0.
Furthermore, it follows from the third equation in (2.6) that r = ξ(θ) satisﬁes
ξ ′(θ) = ξ(θ)
(
ρU21ω − ρ−U−1 U−2
[P ] + ρU21ω2 − ρ−(U−2 )2
)(
ξ(θ), θ
)
(2.13)
where ω = U2U1 .
We now decompose the elliptic–hyperbolic system (2.9) by its elliptic and hyperbolic modes. U1 ×
{The ﬁrst equation}−ρ×{The second equation} and U2×{The ﬁrst equation}−ρ×{The third equation
in (2.9) respectively, these together with (2.11) and (2.7)–(2.8), imply that ω = U2U1 and P satisfy:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂rω + 1
r
U21ω
U21 − c2(ρ, S)
∂θω + 1
r
(
c2(ρ, S) − U21ω2
ρU21c
2(ρ, S)
+ U
2
1ω
2
ρc2(ρ, S)(U21 − c2(ρ, S))
)
∂θ P
+ 1
r
U21ω
U21 − c2(ρ, S)
(
1+ω2)= 0 in R+,
∂r P + 1
r
ρc2(ρ, S)U21
U21 − c2(ρ, S)
∂θω + 1
r
U21ω
U21 − c2(ρ, S)
∂θ P
+ 1
r
ρc2(ρ, S)U21
U21 − c2(ρ, S)
(
1+ω2)= 0 in R+,
P − P+0 (r0) = B2(ξ − r0)+ R2(θ) on r = ξ(θ),
ω(r, θ0) = f (r)
U1
, ω(r,−θ0) = 0,
P = Pe + εP0(θ) on r = X0 + 1.
(2.14)
In addition, it follows from the fourth equation in (2.9), (2.11) and Bernoulli’s law that
⎧⎨
⎩U1∂r S +
U2
r
∂θ S = 0 in R+,
S − S+0 = B3
(
ξ(θ)− r0
)+ R3(θ) on r = ξ(θ) (2.15)
and
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
U1∂r B + U2
r
∂θ B = 0 in R+,
B = 1
2
((
U+0 (r0)+ B1
(
ξ(θ)− r0
)+ R1(θ))2 + U22)
+ γ
γ − 1e
(
P+0 (r0)+ B2
(
ξ(θ)− r0
)+ R2(θ), S+0 + B3(ξ(θ)− r0)+ R2(θ)) on r = ξ(θ).
(2.16)
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convenient to reduce the free boundary problem into a ﬁxed boundary value problem by setting
⎧⎨
⎩ z1 =
r − ξ(θ)
X0 + 1− ξ(θ) (X0 + 1− r0),
z2 = θ.
(2.17)
Then the domain R+ deﬁned in (2.4) is transformed into
E+ =
{
(z1, z2): 0< z1 < X0 + 1− r0, −θ0 < z2 < θ0
}
. (2.18)
A direct computation yields
∂r = X0 + 1− r0
X0 + 1− ξ(z2) ∂z1 , ∂θ =
z1 − (X0 + 1− r0)
X0 + 1− ξ(z2) ξ
′(z2)∂z1 + ∂z2 . (2.19)
Thus, in the new coordinate, the problems (2.13)–(2.16) can be rewritten respectively as
ξ ′(θ) = ξ(θ)
(
ρU21ω − ρ−U−1 U−2
[P ] + ρU21ω2 − ρ−(U−2 )2
)(
ξ(θ), θ
)
in [−θ0, θ0] (2.20)
and
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂z1ω +
1
r
X0 + 1− ξ(z2)
(X0 + 1− r0)ρU21
∂z2 P +
1
r
(X0 + 1− ξ(z2))U21
(X0 + 1− r0)(U21 − c2(ρ, S))
ω
+ 1
r
(
z1
X0 + 1− r0 − 1
)
∂z1 P
ρU21
ξ ′(z2) = F1(U1,ω, P , S, ξ) in E+,
∂z1 P +
X0 + 1− ξ(z2)
r(X0 + 1− r0)
ρc2(ρ, S)U21
U21 − c2(ρ, S)
∂z2ω
+ γ
r
(X0 + 1− ξ(z2))U21
(X0 + 1− r0)(U21 − c2(ρ, S))
P = F2(U1,ω, P , S, ξ) in E+,
P − P+0 (r0) = B2(ξ − r0)+ R2(θ) on z1 = 0,
ω(z1, θ0) = f (z1 + r0)
U1
, ω(z1,−θ0) = 0,
P = Pe + εP0(z2) on z1 = X0 + 1− r0
(2.21)
and
⎧⎪⎨
⎪⎩
(
(X0 + 1− r0)ξ(z2)+
(
X0 + 1− ξ(z2)
)
z1 +
(
z1 − (X0 + 1− r0)
)
ξ ′(z2)ω
)
∂z1 S
+ (X0 + 1− ξ(z2))ω∂z2 S = 0 in E+,
S − S+0 = B3(ξ − r0)+ R3(z2) on z1 = 0,
(2.22)
and
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⎪⎪⎪⎪⎪⎪⎩
(
(X0 + 1− r0)ξ(z2)+
(
X0 + 1− ξ(z2)
)
z1 +
(
z1 − (X0 + 1− r0)
)
ξ ′(z2)ω
)
∂z1 B
+ (X0 + 1− ξ(z2))ω∂z2 B = 0 in E+,
B = 1
2
((
U+0 (r0)+ B1(ξ − r0)+ R1
)2 + U22)
+ γ
γ − 1e
(
P+0 (r0)+ B2(ξ − r0)+ R2, S+0 + B3(ξ − r0)+ R3
)
on z1 = 0,
(2.23)
where
F1(U1,ω, P , S, ξ)
= −1
r
U21ω
U21 − c2(ρ, S)
((
z1
X0 + 1− r0 − 1
)
ξ ′(z2)∂z1ω +
X0 + 1− ξ(z2)
X0 + 1− r0 ∂z2ω
)
+ 1
r
(
ω2
ρc2(ρ, S)
− U
2
1ω
2
ρc2(ρ, S)(U21 − c2(ρ, S))
)((
z1
X0 + 1− r0 − 1
)
ξ ′(z2)∂z1 P
+ X0 + 1− ξ(z2)
X0 + 1− r0 ∂z2 P
)
− 1
r
X0 + 1− ξ(z2)
X0 + 1− r0
U21ω
3
U21 − c2(ρ, S)
,
and
F2(U1,ω, P , S; ξ)
= 1
r
(
1− z1
X0 + 1− r0
)
ρc2(ρ, S)U21
U21 − c2(ρ, S)
ξ ′(z2)∂z1ω −
γ
r
(X0 + 1− ξ(z2))PU21
(X0 + 1− r0)(U21 − c2(ρ, S))
ω2
− 1
r
U21ω
U21 − c2(ρ, S)
((
z1
X0 + 1− r0 − 1
)
ξ ′(z2)∂z1 P +
X0 + 1− ξ(z2)
X0 + 1− r0 ∂z2 P
)
with
r = ξ(z2)+ X0 + 1− ξ(z2)
X0 + 1− r0 z1; (2.24)
here one should note that the functions F1(P ,U1,ω, ξ) and F2(P ,U1,ω, ξ) both are error terms of
second order in ε, if Theorem 1.3 holds.
We now set for z ∈ E+
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
U1(z) = U1
(
ξ(z2)+ X0 + 1− ξ(z2)
X0 + 1− r0 z1, z2
)
, U˜+0 (z1) = U+0 (r0 + z1),
ω(z) = ω
(
ξ(z2)+ X0 + 1− ξ(z2)
X0 + 1− r0 z1, z2
)
,
P (z) = P
(
ξ(z2)+ X0 + 1− ξ(z2)
X0 + 1− r0 z1, z2
)
, P˜+0 (z1) = P+0 (r0 + z1),
S(z) = S
(
ξ(z2)+ X0 + 1− ξ(z2)
X0 + 1− r0 z1, z2
)
(2.25)
and
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⎪⎩
W1(z) = U1(z)− U˜+0 (z1), W2(z) = ω(z),
W3(z) = P (z)− P˜+0 (z1), W4(z) = S(z)− S+0 ,
W5(z2) = ξ(z2)− r0, W = (W1,W2,W3,W4,W5).
(2.26)
It is noted that the corresponding background solution (U˜+0 (z1), P˜
+
0 (z1), S
+
0 ) satisﬁes
∂z1 P˜
+
0 +
γ
r0 + z1
(U˜+0 )2
(U˜+0 )2 − c2(ρ˜+0 , S+0 )
P˜+0 = 0. (2.27)
Then in terms of the notations in (2.25)–(2.26) and by a direct computation, we can derive from
Eqs. (2.20)–(2.23) that
W ′5(z2) =
ξ(z2)ρ(0, z2)(U1(0, z2))2W2(0, z2)− (ρ−U−1 U−2 )(ξ(z2), z2)
P (0, z2)− P−0 (ξ(z2))+ ρ(0, z2)U21(0, z2)ω2(0, z2)− (ρ−(U−2 )2)(ξ(z2), z2)
(2.28)
and ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂z1W2 +
1
(r0 + z1)ρ˜+0 (U˜+0 )2
∂z2W3 +
1
r0 + z1
(U˜+0 )2
(U˜+0 )2 − c2(ρ˜+0 , S+0 )
W2
− 1
r0 + z1
(
1− z1
X0 + 1− r0
)
∂z1 P˜
+
0
ρ˜+0 (U˜
+
0 )
2
W ′5(z2) = F3(W ,∇W ) in E+,
∂z1W3 +
1
r0 + z1
ρ˜+0 c2(ρ˜
+
0 , S
+
0 )(U˜
+
0 )
2
(U˜+0 )2 − c2(ρ˜+0 , S+0 )
∂z2W2 +
γ
r0 + z1
(U˜+0 )2
(U˜+0 )2 − c2(ρ˜+0 , S+0 )
W3
+ γ
(
(X0 + 1− ξ(z2))U21
(X0 + 1− r0)(ξ(z2)+ X0+1−ξ(z2)X0+1−r0 z1)(U21 − c2(ρ, S))
− (U˜
+
0 )
2
(r0 + z1)((U˜+0 )2 − c2(ρ˜+0 , S+0 ))
)
P˜+0 = F4(W ,∇W ) in E+,
W3(0, z2) = B2W5(z2)+ R2(z2),
W3(X0 + 1− r0, z2) = εP0(z2),
W2(z1, θ0) = f (z1 + r0)
W1 + U˜+0
, W2(z1,−θ0) = 0,
(2.29)
and
⎧⎨
⎩
(
(X0 + 1− r0)ξ(z2)+
(
X0 + 1− ξ(z2)
)
z1 +
(
z1 − (X0 + 1− r0)
)
ξ ′(z2)ω
)
∂z1W4
+ (X0 + 1− ξ(z2))ω∂z2W4 = 0 in E+,
W4 = B3W5 + R3(z2) on z1 = 0,
(2.30)
and
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
(
(X0 + 1− r0)ξ(z2)+
(
X0 + 1− ξ(z2)
)
z1 +
(
z1 − (X0 + 1− r0)
)
ξ ′(z2)ω
)
∂z1(B − B0)
+ (X0 + 1− ξ(z2))ω∂z2(B − B0) = 0 in E+,
B − B0 = 1
2
(
(U+0 (r0)+ B1W5 + R1)2 + U22
)
+ γ
γ − 1e
(
P+0 (r0)+ B2W5 + R2, S+0 + B3W5 + R3
)− B0 on z1 = 0;
(2.31)
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F3(W ,∇W ) =
(
1
(r0 + z1)ρ˜+0 (U˜+0 )2
− X0 + 1− ξ(z2)
((X0 + 1− r0)ξ(z2)+ (X0 + 1− ξ(z2))z1)ρU21
)
∂z2W3
+
(
(U˜+0 )2
(r0 + z1)((U˜+0 )2 − c2(ρ˜+0 , S+0 ))
− (X0 + 1− ξ(z2))U
2
1
(ξ(z2)+ X0+1−ξ(z2)X0+1−r0 z1)(X0 + 1− r0)(U21 − c2(ρ, S))
)
W2
+
(
1− z1
X0 + 1− r0
)(
1
ξ(z2)+ X0+1−ξ(z2)X0+1−r0 z1
− 1
r0 + z1
)
∂z1 P
ρU21
W ′5(z2)
+ 1
r0 + z1
(
1− z1
X0 + 1− r0
)(
∂z1 P
ρU21
− ∂z1 P˜
+
0
ρ˜+0 (U˜
+
0 )
2
)
W ′5(z2)
+ F1(U1,ω, P , S, ξ) − F1
(
U˜+0 ,0, P˜
+
0 , S
+
0 , r0
)
,
and
F4(W ,∇W ) =
(
1
r0 + z1
ρ˜+0 c2(ρ˜
+
0 , S
+
0 )(U˜
+
0 )
2
(U˜+0 )2 − c2(ρ˜+0 , S+0 )
− X0 + 1− ξ(z2)
(X0 + 1− r0)(ξ(z2)+ X0+1−ξ(z2)X0+1−r0 z1)
ρc2(ρ, S)U21
U21 − c2(ρ, S)
)
∂z2W2
− γ
(
(X0 + 1− ξ(z2))U21
(X0 + 1− r0)(ξ(z2)+ X0+1−ξ(z2)X0+1−r0 z1)(U21 − c2(ρ, S))
− (U˜
+
0 )
2
(r0 + z1)((U˜+0 )2 − c2(ρ˜+0 , S+0 ))
)
W3 + F2(ρ,U1,ω, ξ) − F2
(
ρ˜+0 , U˜
+
0 ,0, r0
)
,
and B0 = 12 U˜+(0)2 + γγ−1 e( P˜+0 (0), S+0 ).
Set
A = γ P˜+0
(
(X0 + 1− ξ(z2))U21
(X0 + 1− r0)(ξ(z2)+ X0+1−ξ(z2)X0+1−r0 z1)(U21 − c2(ρ, S))
− (U˜
+
0 )
2
(r0 + z1)((U˜+0 )2 − c2(ρ˜+0 , S+0 ))
)
.
Computations show that
A = γ (X0 + 1)(U˜
+
0 )
2 P˜+0
(X0 + 1− r0)(r0 + z1)2(c2(ρ˜+0 , S+0 )− (U˜+0 )2)
W5
+ γ P˜
+
0 (z)
(r + z )(c2(ρ˜+, S+)− (U˜+)2)2
((
U˜+0
)2
c2(ρ, S) − U21c2
(
ρ˜+0 , S
+
0
))+ O (|W |2),
0 1 0 0 0
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(
U˜+0
)2
c2(ρ, S) − U21c2
(
ρ˜+0 , S
+
0
)
= −2U˜+0 c2
(
ρ˜+0 , S
+
0
)
W1 +
(
U˜+0
)2( 1
ρ˜+0
W3 + 1
cv
P˜+0
ρ˜+0
W4
)
+ O (|W |2).
Finally, we obtain
A = B4(z1)W1 + B5(z1)W3 + B6(z1)W4 + B7(z1)W5 + R4(W )
where
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
B4(z1) = −2γ U˜
+
0 (z1) P˜
+
0 (z1)c
2(ρ˜+0 (z1), S
+
0 )
(r0 + z1)(c2(ρ˜+0 (z1), S+0 )− (U˜+0 (z1))2)2
< 0,
B5(z1) = (γ − 1)(U˜
+
0 (z1))
2c2(ρ˜+0 (z1), S
+
0 )
(r0 + z1)(c2(ρ˜+0 (z1), S+0 )− (U˜+0 (z1))2)2
> 0,
B6(z1) = γ (U˜
+
0 (z1))
2( P˜+0 (z1))2
cv ρ˜
+
0 (z1)(r0 + z1)(c2(ρ˜+0 (z1), S+0 )− (U˜+0 (z1))2)2
> 0,
B7(z1) = γ (X0 + 1)(U˜
+
0 (z1))
2 P˜+0 (z1)
(X0 + 1− r0)(r0 + z1)2(c2(ρ˜+0 (z1), S+0 )− (U˜+0 (z1))2)
> 0.
Hence (2.29) can be rewritten as
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂z1W2 +
1
(r0 + z1)ρ˜+0 (U˜+0 )2
∂z2W3 +
1
r0 + z1
(U˜+0 )2
(U˜+0 )2 − c2(ρ˜+0 , S+0 )
W2
− 1
r0 + z1
(
1− z1
X0 + 1− r0
)
∂z1 P˜
+
0
ρ˜+0 (U˜
+
0 )
2
W ′5(z2) = F3(z1,W ,∇W ) in E+,
∂z1W3 +
1
r0 + z1
ρ˜+0 c2(ρ˜
+
0 , Sˆ
+
0 )(U˜
+
0 )
2
(U˜+0 )2 − c2(ρ˜+0 , S+0 )
∂z2W2 +
γ
r0 + z1
(U˜+0 )2
(U˜+0 )2 − c2(ρ˜+0 , S+0 )
W3
+ B4(z1)W1 + B5(z1)W3 + B6(z1)W4 + B7(z1)W5 = F4(z1,W ,∇W ) + R4(W ) in E+,
W3(0, z2) = B1W5(z2)+ R1(z2),
W3(X0 + 1− r0, z2) = εP0(z2),
W2(z1, θ0) = f (z1 + r0)
W1 + U˜+0
, W2(z1, θ0) = 0.
(2.32)
With these, Theorem 1.3 can be derived from the following theorem:
Theorem 2.1. Under the assumptions of Theorem 1.3, there exists a positive constant C depending only on α
and the uniform supersonic incoming ﬂow such that the system (2.28), (2.30)–(2.32) has a unique solution W
with the following estimates
‖W5‖C2,α  Cε (2.33)
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4∑
i=1
‖Wi‖C1,α  Cε. (2.34)
3. Iteration scheme
In this section, we will follow [14] to develop a new iteration scheme which is suitable for us to
obtain the existence theorem. To ﬁnd the suitable iteration space, we ﬁrstly derive some compatibility
conditions.
Lemma 3.1. If the system (2.5)–(2.6) with (2.7)–(2.8) has a solution
(
U1(r, θ),U2(r, θ), P (r, θ), S(r, θ)
) ∈ C2,α
and ξ(θ) ∈ C3,α , then the following compatible conditions at the corners hold for ξ(θ) r  ξ(θ) + r˜0 ,
⎧⎪⎪⎨
⎪⎪⎩
∂θU1(r,±θ0) = 0,
∂θ P (r,±θ0) = ∂θ S(r,±θ0) = 0,
U2(r,±θ0) = 0, ∂2θ U2(r,±θ0) = 0,
ξ ′(±θ0) = 0, ξ (3)(±θ0) = 0.
(3.1)
Proof. See the details in [11]. 
Remark 3.1. For isentropic ﬂow, one can ﬁnd that ∂θ B−(z1,±θ0) = 0 is a necessary condition to
guarantee the compatibility condition.
Indeed, in this case at (ξ(±θ0),±θ0) we have
{
∂θ [ρU1] = 0,
∂θ
[
ρ(U1)
2 + P]= 0.
From this equation, we can derive that
⎧⎪⎪⎨
⎪⎪⎩
∂θU1 = 1
ρ
{
∂θ
(
ρ−U−1
)− ∂θρU1},
∂θU1 = 1
2ρU1
{
∂θ
(
ρ−
(
U−1
)2 + P−)− ((U1)2 + c2(ρ))∂θρ}.
Using the boundary condition, one can derive that
∂z1ρ
−(r,±θ0) = 0 and ∂z2U−1 (r,±θ0) =
1
U−1
∂z2 B
−(r,±θ0).
Hence it follows from the above equation that
(
c2(ρ) − (U1)2
)
∂θρ = ρ(U
−
1 − U+1 )
U−
∂θ B
−.1
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(
U−1 − U+1
)(
ξ(±θ0),±θ0
) 
= 0.
To guarantee ∂θρ(ξ(±θ0),±θ0) = 0, we need the condition ∂θ B−(ξ(±θ0),±θ0) = 0.
Next, we construct an iteration scheme to solve the nonlinear problem (2.28) and (2.30)–(2.31).
To this end, we introduce an iteration space as follows
Ξδ =
{
W :
4∑
i=1
‖Wi‖C1,α(E¯+) + ‖W5‖C3,α [−θ0,θ0]  δ; ∂z2W j(z1,±θ0) = 0, j = 1,3,4;
W2(z1,±θ0) = ∂2z2W2(z1,±θ0) = 0, 0 z1 < r˜0; W2(z1,±θ0) 0; W ′5(±θ0) = 0
}
, (3.2)
where the constant δ > 0 will be determined later on.
In terms of the notations in (2.26), each Wˆ ∈ Ξδ has the following expression
(
Uˆ1(z), ωˆ(z), Pˆ (z), Sˆ(z), ρˆ(z); ξˆ (z2)
)
. (3.3)
We now deﬁne the linearized scheme to the problem (2.28) and (2.30)–(2.31) and determine its
corresponding solution as follows
W¯ (z) = (W¯1(z), W¯2(z), W¯3(z), W¯4(z), W¯5(z2)).
3.1. Determination of W¯5
Due to (2.28), W¯5 is deﬁned as
W¯ ′5(z2) =
r0ρ˜
+
0 (0)(U˜
+
0 (0))
2
P˜+0 (0)− P−0 (r0)
W¯2(0, z2)+ F6(z2), (3.4)
where
F6(z2) ≡
(
ξˆ (z2)ρˆ(0, z2)(Uˆ1(0, z2))2
Pˆ (0, z2)− P−0 (ξˆ )+ (ρˆ(Uˆ1)2(ωˆ)2(0, z2)− ρ−(U−2 )2(ξˆ (z2), z2))
− r0ρ˜
+
0 (0)(U˜
+
0 (0))
2
P˜+0 (0)− P−0 (r0)
)
Wˆ2(0, z2)
+ ξˆ (ρ
−U−1 U
−
2 )(ξˆ (z2), z2)
Pˆ (0, z2)− P−0 (ξˆ )+ (ρˆ(Uˆ1)2(ωˆ)2(0, z2)− ρ−(U−2 )2(ξˆ (z2), z2))
.
Since Wˆ ∈ Ξδ and (1.16), one checks easily that{
F6(±θ0) = F ′′6 (±θ0) = 0,
‖F6‖Ck,α [−θ0,θ0]  C
(
(δ + ε)‖Wˆ2‖Ck,α(E¯+) + ε
)
, k = 0,1; (3.5)
here and below the generic positive constant C is independent of δ, ε.
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From (2.31), W¯4 is required to satisfy
(
(X0 + 1− r0)ξˆ (z2)+
(
X0 + 1− ξˆ (z2)
)
z1 +
(
z1 − (X0 + 1− r0)
)
ξˆ ′(z2)Wˆ2
)
∂z1 W¯4
+ (X0 + 1− ξˆ (z2))Wˆ2∂z2 W¯4 = 0 in E+, (3.6)
with the initial data W¯4(0, z2) being chosen in terms of the expression of W4(0, z2) in (2.30).
Let z2(s;β) be the characteristics going through z = (z1, z2) with z2(0;β) = β for the ﬁrst order
differential operator
∂z1 +
(X0 + 1− ξˆ (z2))Wˆ2
(X0 + 1− r0)ξˆ (z2)+ (X0 + 1− ξˆ (z2))z1 + (z1 − (X0 + 1− r0))ξˆ ′(z2)Wˆ2
∂z2 ,
namely,
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
dz2(s;β)
ds
=
(
(X0 + 1− ξˆ (z2))Wˆ2
(X0 + 1− r0)ξˆ (z2)+ (X0 + 1− ξˆ (z2))z1 + (z1 − (X0 + 1− r0))ξˆ ′(z2)Wˆ2
)∣∣∣∣
z=(s,z2(s;β))
,
z2(z1;β) = z2, z2(0, β) = β, β ∈ [−θ0, θ0].
(3.7)
Due to (3.7), the variable β can be regarded as the function of z = (z1, z2), which is denoted by
β = β(z). (3.8)
It follows from (3.7) that
z2 − β
=
(
(X0 + 1− ξˆ (z2))Wˆ2
(X0 + 1− r0)ξˆ (z2)+ (X0 + 1− ξˆ (z2))z1 + (z1 − (X0 + 1− r0))ξˆ ′(z2)Wˆ2
)∣∣∣∣
z=(s,z2(s;β))
ds.
(3.9)
It follows from Wˆ2(z1,±θ0) = 0 for 0 z1  r˜0, (3.7) and (3.9) that
β(z1,±θ0) = ±θ0, for 0 z1  r˜0, ‖β − z2‖Ck,α(E¯+)  C0‖Wˆ2‖Ck,α(E¯+), k = 0,1. (3.10)
It is noted that (3.6) is a ﬁrst order linear partial differential equation of W¯4, then it follows from
the characteristics method and the expression of W4(0, z2) in (2.31) that
W¯4(z) = W¯4
(
0, β(z)
)= B3W¯5(z2)+ F7(z), (3.11)
where
F7(z) ≡ F7(Wˆ )(z) = B3
β(z)∫
z
Wˆ ′5(s)ds + R3
(
Wˆ
(
0, β(z)
))
.2
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∂z2 R3(z1,±θ0) = 0;⎧⎪⎨
⎪⎩
∂z2 F7(z1,±θ0) = 0 for 0 z1  r˜0,
‖F7‖Ck,α(E¯+)  C(δ + ε)
(
4∑
l=1
‖Wˆl‖Ck,α(E¯+) + ‖Wˆ5‖Ck+1,α [−θ0,θ0]
)
+ Cε, (3.12)
where k = 0,1.
3.3. Determinations of W¯1
From (2.31), B¯ is required to satisfy
(
(X0 + 1− r0)ξˆ (z2)+
(
X0 + 1− ξˆ (z2)
)
z1 +
(
z1 − (X0 + 1− r0)
)
ξˆ ′(z2)Wˆ2
)
∂z1(B¯ − B0)
+ (X0 + 1− ξˆ (z2))Wˆ2∂z2(B¯ − B0) = 0 in E+. (3.13)
A similar analysis shows that
(B¯ − B0)(z) = (B¯ − B¯0)
(
0, β(z)
)
.
Using the mean value theorem and after some tedious calculations, we have
W¯1(z) = U˜
+
1 (0)
U˜+1 (z1)
W¯1
(
0, β(z)
)+ 1
ρ˜+0 (0)U˜
+
0 (z1)
W¯3
(
0, β(z)
)− 1
ρ˜+0 (z1)U˜
+
0 (z1)
W¯3(z)
+ 1
γ cv U˜
+
0 (z1)
(
P˜+0 (0)
ρ˜+0 (0)
W¯4
(
0, β(z)
)− P˜+0 (z1)
ρ˜+0 (z1)
W¯4(z)
)
+ F˜8(z),
where F˜8 = O (|Wˆ |2) has the same properties as F7. Hence we have
W¯1(z) = − 1
ρ˜+0 (z1)U˜
+
0 (z1)
W¯3(z)+ 1
U˜+0 (z1)
(
B1U˜
+
0 (0)+
B2
ρ˜+0 (0)U˜
+
0 (z1)
+ B3
γ cv
(
P˜+0 (0)
ρ˜+0 (0)
− P˜
+
0 (z1)
ρ˜+0 (z1)
))
W¯5(z2)+ F8(z), (3.14)
where
F8 = F˜8 + U˜
+
0 (0)
U˜+0 (z1)
R1(0, β) + 1
ρ˜+0 (0)U˜
+
0 (z1)
R2(0, β) + 1
γ cv
(
P˜+0 (0)
ρ˜+0 (0)
− P˜
+
0 (z1)
ρ˜+0 (z1)
)
R3(0, β)
+ 1
U˜+0 (z1)
(
B1U˜
+
0 (0)+
B2
ρ˜+0 (0)U˜
+
0 (z1)
+ B3
γ cv
(
P˜+0 (0)
ρ˜+0 (0)
− P˜
+
0 (z1)
ρ˜+0 (z1)
)) β(z)∫
z
Wˆ5(s)ds2
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⎧⎪⎨
⎪⎩
∂z2 F8(z1,±θ0) = 0 for 0 z1  r˜0,
‖F8‖Ck,α(E¯+)  C(δ + ε)
(
4∑
l=1
‖Wˆl‖Ck,α(E¯+) + ‖Wˆ5‖Ck+1,α [−θ0,θ0]
)
+ Cε, (3.15)
where k = 0,1.
3.4. Determinations of W¯2, W¯3 and W¯5(−θ0)
By (2.30), (3.4), (3.11) and (3.14), in terms of the unknown shock position W¯5(−θ0) at the nozzle
wall θ = −θ0 (it should be noted that W¯5(−θ0) will be determined together with the solutions W¯2
and W¯3 of the linearized equations), we deﬁne W¯2 and W¯3 by solving the following problem
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂z1 W¯2 +
1
(r0 + z1)ρ˜+0 (U˜+0 )2
∂z2 W¯3 +
1
r0 + z1
(U˜+0 )2
(U˜+0 )2 − c2(ρ˜+0 , S+0 )
W¯2
− 1
r0 + z1
(
1− z1
X0 + 1− r0
)
∂z1 P˜
+
0
ρ˜+0 (U˜
+
0 )
2
r0ρ˜
+
0 (0)(U˜
+
0 (0))
2
P˜+0 (0)− P−0 (r0)
W¯2(0, z2)
= F3(z1, Wˆ ,∇Wˆ )+ 1
r0 + z1
(
1− z1
X0 + 1− r0
)
∂z1 P˜
+
0
ρ˜+0 (U˜
+
0 )
2
F6(z2) in E+,
∂z1 W¯3 +
1
r0 + z1
ρ˜+0 c2(ρ˜
+
0 , S
+
0 )(U˜
+
0 )
2
(U˜+0 )2 − c2(ρ˜+0 , S+0 )
∂z2 W¯2 +
(
γ
r0 + z1
(U˜+0 )2
(U˜+0 )2 − c2(ρ˜+0 , S+0 )
+ B5(z1)
− B4(z1)
ρ˜+0 U˜
+
0
)
W¯3 +
(
1
U˜+0 (z1)
(
B1B4U˜
+
0 (0)+
B2B4
ρ˜+0 (0)
+ 1
γ cv
B3B4
(
P˜+0 (0)
ρ˜+0 (0)
− P˜
+
0 (z1)
ρ˜+0 (z1)
))
+ B3B6 + B7
)(
W¯5(−θ0)+ r0ρ˜
+
0 (0)(U˜
+
0 (0))
2
P˜+0 (0)− P−0 (r0)
z2∫
−θ0
W¯2(0, s)ds
)
= F4(z1, Wˆ ,∇Wˆ )− R4(Wˆ )− B4F8(z) − B6F7 −
(
1
U˜+0 (z1)
(
B1B4U˜
+
0 (0)+
B2B4
ρ˜+0 (0)
+ 1
γ cv
B3B4
(
P˜+0 (0)
ρ˜+0 (0)
− P˜
+
0 (z1)
ρ˜+0 (z1)
))
+ B3B6 + B7
) z2∫
−θ0
F6(s)ds in E+,
W¯3(0, z2)
= B2
(
W¯5(−θ0)+ r0ρ˜
+
0 (0)(U˜
+
0 (0))
2
P˜+0 (0)− P−0 (r0)
z2∫
−θ0
W¯2(0, s)ds
)
+ B2
z2∫
−θ0
F6(s)ds + R1
(
Wˆ (0, z2)
)
,
W¯3(X0 + 1− r0, z2) = εP0(z2),
W¯2(z1, θ0) = f (z1 + r0)
Wˆ1 + U˜+0 (z)
, W2(z1,−θ0) = 0.
(3.16)
To write the ﬁrst and second equations of (3.16) in divergence forms and for notational conve-
niences, we deﬁne
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( z1∫
0
1
r0 + s
(U˜+0 )2(s)
(U˜+0 )2(s) − c2(ρ˜+0 , S+0 )(s)
ds
)
> 0,
λ2(z1) = 1
(r0 + z1)ρ˜+0 (U˜+0 )2
λ1(z1) > 0,
λ3(z1) = 1
r0 + z1
(
1− z1
X0 + 1− r0
)
∂z1 P˜
+
0
ρ˜+0 (U˜
+
0 )
2
r0ρ˜
+
0 (0)(U˜
+
0 (0))
2
P˜+0 (0)− P−0 (r0)
λ1(z1)
 0 with λ3(X0 + 1− r0) = 0,
λ4(z1) = exp
( z1∫
0
(
γ
r0 + s
(U˜+0 )2(s)
(U˜+0 )2(s) − c2(ρ˜+0 , S+0 )(s)
+ B5(s) − B4(s)
ρ˜+0 U˜
+
0
)
ds
)
> 0,
λ5(z1) = 1
r0 + z1
ρ˜+0 c2(ρ˜
+
0 , S
+
0 )(U˜
+
0 )
2
c2(ρ˜+0 , S
+
0 )− (U˜+0 )2
λ4(z1) > 0,
λ6(z1) =
(
1
U˜+0 (z1)
(
B1B4U˜
+
0 (0)+
B2B4
ρ˜+0 (0)
+ 1
γ cv
B3B4
(
P˜+0 (0)
ρ˜+0 (0)
− P˜
+
0 (z1)
ρ˜+0 (z1)
))
+ B3B6 + B7
)
λ4(z1) > 0,
λ7 = r0ρ˜
+
0 (0)(U˜
+
0 (0))
2
P˜+0 (0)− P−0 (r0)
> 0,
and
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
G1(z) = λ1(z1)
(
F3(z1, Wˆ ,∇Wˆ )+ X0 + 1− r0 − z1
(r0 + z1)(X0 + 1− r0)
∂z1 P˜
+
0
ρ˜+0 (U˜
+
0 )
2
F6(z2)
)
,
G2(z) = λ4(z1)
(
F4(z1, Wˆ ,∇Wˆ )− R4(Wˆ )− B4(z1)F8(z)− B6(z1)F7(z)
)
−
(
1
U˜+0 (z1)
(
B1B4U˜
+
0 (0)+
B2B4
ρ˜+0 (0)
+ 1
γ cv
B3B4
(
P˜+0 (0)
ρ˜+0 (0)
− P˜
+
0 (z1)
ρ˜+0 (z1)
))
+ B3B6 + B7
) z2∫
−θ0
F6(s)ds,
G3(z2) = B2
z2∫
−θ0
F6(s)ds + R2(Wˆ (0, z2)).
(3.17)
It follows from the expressions of F3(Wˆ ,∇Wˆ ) and F4(Wˆ ,∇Wˆ ) together with (3.5), (3.12), that
{
G1(z1,±θ0) = 0, ∂z2G2(z1,±θ0) = 0, for 0 z1  r˜0,
‖G1‖Cα(E¯ ) + ‖G2‖Cα(E¯ )  C(δ + ε)‖Wˆ ‖C1,α(E¯ ) + Cε,
(3.18)
+ + +
1148 B. Duan, S. Weng / J. Differential Equations 251 (2011) 1128–1156and
{
∂z2G3(±θ0) = 0,
‖G3‖Ck,α [−θ0,θ0]  C(δ + ε)‖Wˆ ‖Ck,α(E¯+) + Cε, k = 0,1.
(3.19)
Then, a direct computation shows that (3.13) can be easily rewritten as
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂z1
(
λ1(z1)W¯2
)+ ∂z2(λ2(z1)W¯3)− λ3(z1)W¯2(0, z2) = G1(z),
∂z1
(
λ4(z1)W¯3
)− ∂z2(λ5(z1)W¯2)+ λ6(z1)
(
W¯5(−θ0)+ λ7
z2∫
−θ0
W¯2(0, s)ds
)
= G2(z),
W¯3(0, z2) = B2
(
W¯5(−θ0)+ λ7
z2∫
−θ0
W¯2(0, s)ds
)
+ G3(z2),
W¯3(X0 + 1− r0, z2) = εP0(z2),
W¯2(z1, θ0) = f (z1 + r0)
Wˆ1 + U˜+0 (z)
, W2(z1,−θ0) = 0,
which is equivalent to
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂z1
(
λ1(z1)W¯2
)+ ∂z2
(
λ2(z1)W¯3 − λ3(z1)
(
W¯5(−θ0)
λ7
+
z2∫
−θ0
W¯2(0, s)ds
)
−
z2∫
−θ0
G1(z1, s)ds
)
= 0,
∂z1
(
λ4(z1)W¯3
)− ∂z2(λ5(z1)W¯2)+ λ6(z1)
(
W¯5(−θ0)+ λ7
z2∫
−θ0
W¯2(0, s)ds
)
= G2(z),
W¯3(0, z2) = B2
(
W¯5(−θ0)+ λ7
z2∫
−θ0
W¯2(0, s)ds
)
+ G3(z2),
W¯3(X0 + 1− r0, z2) = εP0(z2),
W¯2(z1, θ0) = f (z1 + r0)
Wˆ1 + U˜+0 (z)
, W2(z1,−θ0) = 0.
(3.20)
By the ﬁrst equation in (3.19), one can set
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂z1φ = λ2(z1)W¯3 − λ3(z1)
(
W¯5(−θ0)
λ7
+
z2∫
−θ0
W¯2(0, s)ds
)
−
z2∫
−θ0
G1(z1, s)ds,
∂z2φ = −λ1(z1)W¯2,
φ(0,−θ0) = 0.
(3.21)
It is easy to see that (3.19) is equivalent to the following problem for a second order non-local
elliptic equation for φ(z) with the unknown constant W¯5(−θ0)
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂z1
(
λ4(z1)
λ2(z1)
∂z1φ
)
+ ∂z2
(
λ5(z1)
λ1(z1)
∂z2φ
)
−
(
λ6(z1)λ7 + d
dz1
(
λ3(z1)λ4(z1)
λ2(z1)
))(
φ(0, z2)− W¯5(−θ0)
λ7
)
= G2(z)− ∂z1
(
λ4(z1)
λ2(z1)
z2∫
−θ0
G1(z1, s)ds
)
in E+,
∂z1φ(0, z2)+
(
B2λ7λ2(0)− λ3(0)
)(
φ(0, z2)− W¯5(−θ0)
λ7
)
= λ2(0)G3(z2)−
z2∫
−θ0
G1(0, s)ds,
∂z1φ(X0 + 1− r0, z2) = ελ2(X0 + 1− r0)P0(z2)−
z2∫
−θ0
G1(X0 + 1− r0, s)ds,
∂z2φ(z1, θ0) = −λ1(z1)
f (z1 + r0)
Wˆ1(z1)+ U˜+0 (z1)
, ∂z2φ(z1,−θ) = 0,
φ(0,−θ0) = 0.
(3.22)
4. A priori estimates and proofs
In this section, we establish some key a priori estimates on the linearized problems given in Sec-
tion 3 to deﬁne a contractible mapping from Ξδ into Ξδ so that Theorem 1.1 can be shown. To this
end, we ﬁrst derive some useful a priori estimates on (3.4), (3.11) and (3.17).
4.1. Estimates on W¯2, W¯3 and W¯5
Due to (1.8), (3.18)–(3.19), if one can verify
λ6(z1)λ7 + d
dz1
(
λ3(z1)λ4(z1)
λ2(z1)
)
> 0, B2λ7λ2(0)− λ3(0) < 0 (4.1)
then, the conditions of Proposition 4.4 in [14] will be fulﬁlled. Thus, the solvability and the estimates
on W¯2, W¯3 and W¯5(−θ0) can be subsequently obtained by Proposition 4.4 in [14].
We now verify (4.1). Since the subsonic background solution ( P˜+0 (z1), U˜
+
0 (z1), ρ˜
+
0 (z1), S
+
0 ) satisﬁes⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂z1 P˜
+
0 =
ρ˜+0 c2(ρ˜
+
0 , S
+
0 )(U˜
+
0 )
2
(r0 + z1)(c2(ρ˜+0 , S+0 )− (U˜+0 )2)
,
∂z1 U˜
+
0 = −
c2(ρ˜+0 , S
+
0 )U˜
+
0
(r0 + z1)(c2(ρ˜+0 , S+0 )− (U˜+0 )2)
,
(4.2)
then by a direct computation, one has
∂2z1 P˜
+
0 = −
ρ˜+0 (U˜
+
0 )
2c2(ρ˜+0 , S
+
0 )
(r0 + z1)2(c2(ρ˜+0 , S+0 )− (U˜+0 )2)3
(
(γ + 1)(U˜+0 )4
− 3(U˜+0 )2c2(ρ˜+0 , S+0 )+ 3c4(ρ˜+0 , S+0 )). (4.3)
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λ6(z1)λ7 + d
dz1
(
λ3(z1)λ4(z1)
λ2(z1)
)
= λ7
(
λ6(z1)+ d
dz1
((
1− z1
X0 + 1− r0
)
∂z1 P˜
+
0 λ4(z1)
))
= λ7λ4(z1)
{(
1
U˜+0 (z1)
(
B1B4U˜
+
0 (0)+
B2B4
ρ˜+0 (0)
+ 1
γ cv
B3B4
(
P˜+0 (0)
ρ˜+0 (0)
− P˜
+
0 (z1)
ρ˜+0 (z1)
))
+ B3B6 + B7
)
− 1
X0 + 1− r0 ∂z1 P˜
+
0 +
(
1− z1
X0 + 1− r0
)(
∂2z1 P˜
+
0
+ ∂z1 P˜+0
(
γ
r0 + z1
(U˜+0 )2
(U˜+0 )2 − c2(ρ˜+0 , S+0 )
+ B5(z1)− B4(s)
ρ˜+0 (z1)U˜
+
0 (z1)
))}
. (4.4)
It is noted that
B7(z1)− 1
X0 + 1− r0 ∂z1 P˜
+
0 =
ρ˜+0 c2(ρ˜
+
0 , S
+
0 )(U˜
+
0 )
2
(X0 + 1− r0)(r0 + z1)(c2(ρ˜+0 , S+0 )− (U˜+0 )2)
(
X0 + 1
r0 + z1 − 1
)
= 1
X0 + 1− r0 ∂z1 Pˆ
+
0
(
X0 + 1
r0 + z1 − 1
)
(4.5)
and
∂2z1 P˜
+
0 + ∂z1 P˜+0
(
γ
r0 + z1
(U˜+0 )2
(U˜+0 )2 − c2(ρ˜+0 , S+0 )
+ B5(z1)− B4(z1)
ρ˜+0 U˜
+
0
)
= ∂z1 P˜+0
(
(γ − 1)c2(ρ˜+0 , S+0 )(U˜+0 )2
(r0 + z1)2(c2(ρ˜+0 , S+0 )− (U˜+0 )2)2
− −2γ c
4(ρ˜+0 , S
+
0 )
(r0 + z1)(c2(ρ˜+0 , S+0 )− (U˜+0 )2)2
− 1
(r0 + z1)(c2(ρ˜+0 , S+0 )− (U˜+0 )2)2
(
(γ + 1)(U˜+0 )4 − 3(U˜+0 )2c2(ρ˜+0 , S+0 )+ 3c4(ρ˜+0 , S+0 ))
− γ
r0 + z1
(U˜+0 )2
c2(ρ˜+0 , S
+
0 )− (U˜+0 )2
)
= − 1
r0 + z1 ∂z1 P˜
+
0 .
Then substituting the expressions above into (4.4) and noting that B1 < 0, B2 < 0, B3(z1) > 0,
B4(z1) < 0, B6(z1) > 0 and λi > 0 (i = 4,7) hold true,
λ6(z1)λ7 + d
dz1
(
λ3(z1)λ4(z1)
λ2(z1)
)
= λ7λ4(z1)
{
1
U˜+0 (z1)
(
B1B4U˜
+
0 (0)+
B2B4
ρ˜+0 (0)
+ 1
γ cv
B3B4
(
P˜+0 (0)
ρ˜+(0)
− P˜
+
0 (z1)
ρ˜+(z )
))
+ B3B6
}
> 0, (4.6)0 0 1
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+
0 (z1) > 0, so we have
P˜+0 (0)
ρ˜+0 (0)
− P˜
+
0 (z1)
ρ˜+0 (z1)
< 0.
Furthermore, since we have B1 < 0, ∂z1 P˜
+
0 (0) > 0, one has
B1λ7λ2(0)− λ3(0) = λ7λ2(0)
(
B1 − ∂z1 P˜+0 (0)
)
< 0.
Combining this with (4.6) yields (4.1). Thus, by Proposition 4.4 in [14], (3.20) has a unique solution
(W¯2, W¯3, W¯5(−θ0)) satisfying
‖W¯2‖C1,α(E¯+) + ‖W¯3‖C1,α(E¯+) +
∣∣W¯5(−θ0)∣∣
 C
(∥∥G1(z)∥∥Cα(E¯+) + ∥∥G2(z)∥∥Cα(E¯+) + ∥∥G3(z)∥∥C1,α [−θ0,θ0] + ε‖P0‖C2,α [−θ0,θ0])
 C
(
ε + δ2 + εδ). (4.7)
Remark 4.1. Using (3.18)–(3.19), we can apply the reﬂection method (see [14] for more details) to
show that W¯2, W¯3 is C2,α near the intersection of the shock curve, and the nozzle wall and the
shock curve indeed has C3,α regularity.
Remark 4.2. One can solve the system (3.20) in the following way. First, it is easy to derive that W2
satisﬁes the following equation:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂z1
(
λ4(z1)
λ2(z1)
∂z1
(
λ1(z1)W¯2
))+ ∂2z2(λ5(z1)W¯2)
−
(
λ6(z1)λ7 + d
dz1
(
λ3(z1)λ4(z1)
λ2(z1)
))
W¯2(0, z2) = ∂z1
(
λ4(z1)
λ2(z1)G1(z)
)
− ∂z2G2(z),
∂z1(λ1W¯2)(0, z2)+
(
λ7λ2(0)B1(0)− λ3(0)
)
W¯2(0, z2) = G1(0, z2)− λ2(0)G ′3(z2),
∂z1(λ1W¯2)(X0 + 1− r0, z2) = G1(X0 + 1− r0, z2)− ελ2(X0 + 1− r0)P ′0(z2),
W¯2(z1, θ0) = f (z1 + r0)
U1
, W2(z1,−θ0) = 0.
(4.8)
As in [14] and the standard technique in [10], we can develop a similar theory to obtain the existence
and uniqueness of W¯2 for (4.8). With W¯2 being solved, one can solve the following equation to
obtain W¯3:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
λ2(z1)∂z2 W¯3 = G1(z) + λ3(z1)W¯2(0, z2)− ∂z1
(
λ1(z1)W¯2
)
,
∂z1
(
λ4(z1)W¯3
)= ∂z2(λ5(z1)W¯2)− λ6(z1)
(
W¯5(−θ0)+ λ7
z2∫
−θ0
W¯2(0, s)ds
)
+ G2(z),
W¯3(0, z2) = B1
(
W¯5(−θ0)+ λ7
z2∫
−θ0
W¯2(0, s)ds
)
+ G2(z2),
W¯3(X0 + 1− r0, z2) = εP0(z2).
(4.9)
The solvability of (4.9) takes the following form, which can be used to determine the shock position
W¯5(θ0).
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0
(
λ5(z1)∂z2 W¯2(z1, z2)+ G2(z1, z2)
)
dz1 +
(
λ4(0)B1(0)−
X0+1−r0∫
0
λ6(z1)dz1
)
×
(
W¯5(−θ0)+ λ7
z2∫
−θ0
W¯2(0, s)ds
)
+ G3(z2)− εP0(z2)λ4(X0 + 1− r0) = 0. (4.10)
Once W¯5(θ0) is known, one can solve W¯3 and obtain the corresponding estimates.
4.2. Estimate on W¯5(z2)
By the estimates for W¯2 and W¯5(−θ0) in (4.7), the unique solution W¯5(z2) of (3.4) satisﬁes
‖W¯5‖C2,α [−θ0,θ0]  C
(∣∣W¯5(−θ0)∣∣+ ‖W¯2‖C1,α(E¯+) + ∥∥F6(z)∥∥C1,α(E¯+))
 C
(
ε + δ2 + εδ). (4.11)
4.3. Estimate on W¯4(z)
It follows from (3.10)–(3.11), (4.11) that
‖W¯4‖C1,α(E¯+)  C
(‖W¯5‖C1,α [−θ0,θ0] + ∥∥F7(z)∥∥C1,α(E¯+)) C(ε + δ2 + εδ). (4.12)
4.4. Estimate on W¯1(z)
It follows from (3.14), (3.15), (4.7) and (4.11) that
‖W¯1‖C1,α(E¯+)  C
(‖W¯3‖C1,α(E¯+) + ‖W¯5‖C2,α(E¯+) + ∥∥F8(z)∥∥C1,α(E¯+))
 C
(
ε + δ2 + εδ). (4.13)
Based on the estimates above, we are now ready to show Theorem 2.1.
5. Proof of Theorem 2.1
Based on the iteration scheme and the estimates (4.7)–(4.13), if δ = O (1)ε is properly chosen, then
one can show that
4∑
i=1
‖Wi‖C1,α(E¯+) + ‖W5‖C3,α [−θ0,θ0]  δ.
Hence we can deﬁne a mapping T from Ξδ into itself as follows
T (Wˆ ) = W¯ , (5.1)
where Wˆ = (Wˆ1, Wˆ2, Wˆ3, Wˆ4, Wˆ5) and W¯ = (W¯1, W¯2, W¯3, W¯4, W¯5).
It remains to show that the mapping T is contractible. For any given two states
Wˆ 1 = (Wˆ 11 , Wˆ 12 , Wˆ 13 , Wˆ 14 , Wˆ 15) and Wˆ 2 = (Wˆ 21 , Wˆ 22 , Wˆ 23 , Wˆ 24 , Wˆ 25)
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we set
T
(
Wˆ 1
)= W¯ 1, T (Wˆ 2)= W¯ 2
with W¯ i = (W¯ i1, W¯ i2, W¯ i3, W¯ i4, W¯ i5) for i = 1,2. Let
Yˆ (z) = (Yˆ1(z), Yˆ2(z), Yˆ3(z), Yˆ4(z), Yˆ5(z2)),
Y¯ (z) = (Y¯1(z), Y¯2(z), Y¯3(z), Y¯4(z), Y¯5(z2))
with Yˆ i(z) = Wˆ 1i − Wˆ 2i and Y¯ i(z) = W¯ 1i − W¯ 2i (1 i  5).
In order to obtain the contractibility of T in the Banach space Ξδ , we establish some estimates on
Y¯ i for 1 i  5, which will be provided by the following four steps.
5.1. The estimate of shock location
It follows from (3.3) and a direct computation that
Y¯ ′5(z2) = O (1)Y¯2(0, z2)+ O (ε)Yˆ . (5.2)
This implies
∥∥Y¯ ′5∥∥Cα [−θ0,θ0]  C‖Y¯2‖Cα(E¯+) + Cε
(
4∑
i=1
‖Yˆ i‖Cα(E¯+) + ‖Yˆ5‖Cα [−θ0,θ0]
)
. (5.3)
5.2. The estimate of the entropy difference
First, deﬁne the characteristics zi2(s;βi) going through (z1, z2) with zi2(0;βi) = βi as
⎧⎪⎨
⎪⎩
dzi2(s;βi)
ds
= (X0 + 1− ξˆi(z
i
2))Wˆ
i
2(s, z
i
2)
(X0 + 1− r0)ξˆi(zi2)+ (X0 + 1− ξˆi(zi2))s + (s − (X0 + 1− r0))ξˆ ′i (zi2)Wˆ i2(s, zi2)
,
zi2(z1;βi) = z2, zi2(0, βi) = βi, βi ∈ [−θ0, θ0]
(5.4)
for i = 1,2. Set l(s) = z12(s;β1)− z22(s;β2). Then it follows from (5.4) and a simple computation that
⎧⎨
⎩
dl
ds
= O (ε)l + O (1)Yˆ2
(
s; z22(s;β2)
)+ O (ε)(Yˆ5(z22(s;β2)), Yˆ ′5(z22(s;β2))),
l(z1) = 0, l(0) = β1 − β2,
(5.5)
where the quantity O (ε) in (5.5) belongs to Cα(E¯+) due to Wˆ 12 ∈ C1,α(E¯+) and Wˆ 15 ∈ C2,α[−θ0, θ0].
In addition, the Cα estimate of β1 − β2 can be derived in terms of (5.5).
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⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
β1 − β2 =
0∫
z1
(
O (ε)l(t)+ O (1)Yˆ2
(
t; z22(t;β2)
)+ O (ε)(Yˆ5(z22(t;β2)), Yˆ ′5(z22(t;β2))))dt,
l(s) =
s∫
z1
(
O (ε)l(t)+ O (1)Yˆ2
(
t; z22(t;β2)
)+ O (ε)(Yˆ5(z22(t;β2)), Yˆ ′5(z22(t;β2))))dt.
(5.6)
On the other hand, the estimate (3.9) implies
∥∥∂z1(β1, β2)∥∥Cα(E¯+)  Cε, ∥∥∂z2(β1, β2)∥∥Cα(E¯+)  C .
This, together with (5.6), yields
‖β1 − β2‖Cα(E¯+)  C
(‖Yˆ2‖Cα(E¯+) + ε‖Yˆ5‖Cα [−θ0,θ0]). (5.7)
In addition, it follows from (3.11) that Y¯4 satisﬁes
Y¯4(z) = O (ε)(β1 − β2)+ O (1)Y¯5(β2)+
4∑
i=1
O (ε)Yˆ i(0, β2)+ B3
β2(z)∫
z2
Yˆ ′5(s)ds. (5.8)
One should note that although R3 contains the term O (Φ− − Φ−b ), the coeﬃcient of Yˆ5 is O (ε).
This, together with (3.10) and (5.4), shows that Y4 admits the following estimate
‖Y¯4‖Cα(E¯+)  C
(
‖Y¯5‖Cα [−θ0,θ0] + ε‖β1 − β2‖Cα(E¯+) + ε
4∑
i=1
‖Yˆ i‖Cα(E¯+) + ε‖Yˆ5‖C1,α [−θ0,θ0]
)
 C
(
‖Y¯5‖Cα [−θ0,θ0] + ε
4∑
i=1
‖Yˆ i‖Cα(E¯+) + ε‖Yˆ5‖C1,α [−θ0,θ0]
)
. (5.9)
5.3. Estimate on Y¯1(z).
It follows from (3.14) that
Y¯1 = O (1)Y¯3 + O (1)Y¯5 + O (ε)(Yˆ1, Yˆ2, Yˆ3, Yˆ4, Yˆ5). (5.10)
Thus,
‖Y¯1‖Cα(E¯+)  C
(
‖Y¯3‖Cα(E¯+) + ‖Y¯5‖Cα [−θ0,θ0] + ε
4∑
i=1
‖Yˆ i‖Cα(E¯+) + ε‖Y5‖C1,α [−θ0,θ0]
)
. (5.11)
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It is noted that Y¯2, Y¯3 and Y¯5(−θ0) satisfy⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂z1
(
λ1(z1)Y¯2
)+ ∂z2(λ2(z1)Y¯3)− λ3(z1)Y¯2(0, z2) =
5∑
i=1
(
O (ε)Yˆ i + O (ε)∇ Yˆ i
)
,
∂z1
(
λ4(z1)Y¯3
)− ∂z2(λ5(z1)Y¯2)+ λ6
(
Y¯5(−θ0)+ λ7
z2∫
−θ0
Y¯2(0, s)ds
)
=
5∑
i=1
(
O (ε)Yˆ i + O (ε)∇ Yˆ i
)+ O (ε)(β1 − β2)+ O (1)
β2(z)∫
z2
Yˆ ′5(s)ds,
Y¯3(0, z2) = B1
(
Y¯5(−θ0)+ λ7
z2∫
−θ0
Y¯2(0, s)ds
)
+
5∑
i=1
O (ε)Yˆ i,
Y¯3(X0 + 1− r0, z2) = 0,
Y¯2(z1,±θ0) = 0.
(5.12)
By Proposition 4.4 in [14], one has the following estimates
‖Y¯2‖Cα(E¯+) + ‖Y¯3‖Cα(E¯+) +
∣∣Y¯5(−θ0)∣∣ Cε
(
4∑
i=1
‖Yˆ i‖Cα(E¯+) + ‖Yˆ5‖C1,α [−θ0,θ0]
)
. (5.13)
Collecting all the estimates in steps 1–4 above shows that
4∑
i=1
‖Y¯ i‖Cα(E¯+) + ‖Y¯5‖C1,α [−θ0,θ0]  Cε
(
4∑
j=1
‖Yˆ j‖Cα(E¯+) + ‖Yˆ5‖C1,α [−θ0,θ0]
)
; (5.14)
here the constant C > 0 depends only on α and the supersonic incoming ﬂow. Thus, for suitably
small ε, (5.14) implies that the mapping T is contractible in (Cα(E+))4 × C1,α[−θ0, θ0]. Therefore,
there exists a unique solution W = (W1,W2,W3,W4,W5) in Ξδ which solves (2.28)–(2.29) and
(2.30)–(2.31). Furthermore, by the deﬁnition of Ξδ , we know that W satisﬁes (2.33)–(2.34). Hence,
we complete the proof of Theorem 2.1.
Finally, one can easily prove Theorem 1.3 by Theorem 2.1. We omit the details.
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