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A QUANTITATIVE ANALYSIS OF COMPUTED TOMOGRAPHY SCANNER 
UTILIZATION IN AN ACADEMIC MEDICAL CENTER. 
Amichai J. Erdfarb, Howard P. Forman, and Irena Tocino.  Department of Radiology, 
Yale University School of Medicine, New Haven, CT. 
 
 The purpose of this study is to quantify computed tomography (CT) scanner 
utilization and productivity in an academic hospital setting and determine the primary 
causes of idle time. 
Two CT scanners were observed for a total of 202 scanner-hours.  Scanner time 
was divided into two primary components: “active” and “idle.”  Active time was further 
divided into preparation, scan, and take-down times.  Independent variables recorded 
include in- vs. outpatient, IV contrast (IVC) vs. non-IVC, and scanner type.  Primary 
contributors to idle time were identified in six main categories: preventative maintenance 
(PM), technical failure, upgrades, calibration, understaffing, and poor flow management.  
275 CT scans and 10 CT guided procedures performed on 235 patients were 
observed.  Total active time was 62:09:00 (30.75%).  Average hourly weekday utilization 
was 20:56 min/hour (34.89%).  Scanner utilization peaked from 4-5 pm at 34:35/hr 
(57.65%), and reached a minimum value of 3:10/hr (5.27%) between 11 pm and 
midnight.  Total weekday idle time was 115:59:30 categorized as follows: poor flow 
management - 90:45:18 (78.24%), understaffing - 10:54:17 (9.40%), technical failure -  
10:12:40 (8.80%), calibration - 2:15:00 (1.94%), PM - 1:01:15 (0.88%), and upgrades -  
0:51:00 (0.73%).  Average total exam time was 12:38 (n=218, SD 7:16) compared to a 
standard appointment block of 30 minutes. Average component times were preparation - 
4:58 (n=218, SD 3:53), scan - 5:08 (n=224, SD 3:33), and take-down - 2:36 (n=225, SD 
1:47).  Contrast exams took longer than non-contrast exams with average total exam 
times of 17:05 (n=104, SD 7:21) and 8:34 (n=114, SD 4:09) respectively.  Scanner type 
and in/outpatient status of the examinee did not significantly effect total study times, all 
four of these groups having average total exam times of 12-13 minutes.   
There is considerable under-utilization associated with the present operation of 
the CT scanners, primarily resulting from poor patient flow management. Implementing 
new scheduling processes, modifying appointment block lengths, and more effectively 
managing inpatient flow and scanner idle time, has the potential to significantly increase 
patient throughput. 
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INTRODUCTION 
Historical Background 
 On December 28, 1895 a German physicist named Wilhelm Conrad Roentgen 
(1845-1923) presented an experimental radiograph of his wife’s hand to the president of 
the Wurzburg Physical-Medical Society.  The medical profession was quick to realize the 
implications of his discovery, and quickly began to develop clinical applications for this 
emerging technology.  1896 saw the introduction of plain film projection radiography and 
mercury based post-mortem angiography.  This led to a revolution in medicine.  For the 
first time, physicians could non-invasively visualize broken limbs, kidney stones, foreign 
bodies, and other similar pathological states allowing for more accurate diagnosis and 
treatment.  For his contributions Roentgen was awarded the first Nobel Prize in physics 
in 1901. 
Over the next seven decades, plain film technology continued to develop, proving 
itself useful in the diagnosis and management of a continually expanding range of 
diseases.  However, in 1972, a major breakthrough occurred.  Two researchers working 
independently, Godfrey Hounsfield of EMI Laboratories and Allan Cormack of Tufts 
University, realized that by rotating an x-ray source around an individual, data for cross-
sectional images could be acquired and reconstructed by computer.  This type of imaging 
in now referred to as computed tomography (CT), “computed” due to the fact that a 
computer is used to reconstruct the images, and “tomography” from the Greek words 
“tomos” meaning section or cut, and “graphia” meaning to write. 
Although the clinical implications of this technological breakthrough were readily 
apparent, they were limited by two factors.  The first was scanner speed.  In order to 
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obtain a useable image, the subject or organ system had to remain still during the exam.  
For non-moving organs, such as the brain, this was not a significant limitation.  However, 
it proved to be a serious impediment to imaging mechanically active organs such as the 
lungs.  Even the relatively slow motions of gastrointestinal tract peristalsis resulted in 
levels of motion artifact, the term used for image blurring caused by subject motion, 
which seriously limited the clinical utility of such images.   
The second limitation related to the computing power available in the early 
1970’s.  Computers of that period required days to reconstruct even one cross-sectional 
slice, making CT technology relatively useless in trauma or other acute situations 
requiring immediate management decisions.  These two factors also made it impractical 
to obtain multiple cross-sectional slices, further limiting the possible clinical applications 
of this new technology. 
Thus, the earliest diagnostically useful CT images were restricted to low 
resolution views of the head (see Figure 1), but by the 1980’s both computers and 
scanners had benefited from significant speed increases.  This lead to the development of 
“whole body” CT scanners, and made CT scanning more useful in the diagnosis and 
treatment of a broader array of acute illnesses.  Modern CT technology allows for the 
acquisition of multiple images in milliseconds and modern computers require only 
seconds to reconstruct the data into the traditional two-dimensional cross-sectional views.  
Lungs can now be imaged during the space of one breath-hold, and even a beating heart 
can be captured between beats.  Further software development has resulted in the ability 
to produce three-dimensional images from data captured by CT.  These improvements 
have also lead to increases in both patient comfort, through significantly reduced scan 
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times, and safety, through the development of software algorithms and scanner protocols 
that deliver the lowest possible doses of ionizing radiation and through the development 
of non-ionic intravenous contrast media.  These advances have allowed CT scanner 
applications to rapidly multiply, significantly increasing CT utilization by physicians.  
Between 1998 and 2002 such increases have been measured at approximately 14.5% per 
year as shown in Figure 2. 
In concert with this trend, growth in services per Medicare beneficiary of all 
forms of imaging has grown approximately 45% between 1999 and 2003, significantly 
outpacing the 22% growth of all physician services (1).  To keep up with this demand, 
hospitals are purchasing more and newer scanners and extending scanner hours of 
operation.  However, these actions have lead to increased expenses in the forms of 
technologist salaries, maintenance costs, and deployed capital.  These realities have 
important implications regarding the cost of delivering this level of health care. 
 
Overview: Health Care Delivery in the United States of America 
 Contemporary medical financing began as a result of economic policies put in 
place during the Second World War (2).  During this period the Unites States (U.S.) 
experienced a period of rapid economic growth.  However, due to the demands of the 
war, there was not much available to buy.  To prevent inflation from taking hold, price 
and wage controls were put in place.  Additionally, the competition for workers was 
intense due to the fact that a large segment of the labor force was overseas fighting the 
war.  This required employers to devise other, non-salary based and thus non-regulated, 
means to attract workers.  One such benefit was health coverage, offered as a health 
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insurance product.  Although the type of coverage has changed over the years, the basic 
concept of health care costs having shifted to the employer has remained. 
 However, by the 1950’s it had become apparent that this system was not adequate 
to meet the demands of the aging and retiring population.  In that these populations were 
considered to be “high-risk” by insurance providers, employers were not able to purchase 
coverage for their retired employees.  To fill this gap, the federal government established 
the Medicare program in 1965.  This program began as a social insurance program to 
cover the health care costs of the population over 65 years of age, leaving Social Security 
to cover the costs of day to day living.  In 1972 this program was extended to include the 
disabled and those with end-stage renal disease.  Since that time, other public health 
benefits, such as Medicaid, which covers individuals with low incomes, and the State 
Children’s Health Insurance Program (SCHIP), which covers children without insurance 
from households not eligible for Medicaid, have been signed into law.  By 2003 public 
spending, including Medicare, Medicaid, and SCHIP, accounted for 43% of the 1.44 
trillion dollars spent that year on health care related services (Figure 3). 
 
The Relationship of Diagnostic Imaging to Total Health Care Expenditures 
 Diagnostic imaging consumes a significant portion of the annual health care 
budget.  Based on figures presented by the Medicare Payment Advisory Council 
(MedPAC), a government appointed but independent group that reports to Congress on 
issues related to Medicare spending, 14.8% of Medicare fee-for-service billings from 
1999-2003 were imaging related (3) (Table 1).  This number includes all modalities 
performed on any organ system, whether done by a radiologist, cardiologist or self-
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referring physician.  If these diagnostic imaging growth trends persist, the volume of 
imaging services provided will continue to increase relative to other health care services.  
The relatively high costs associated with imaging services will therefore present a 
growing challenge to the health care funding systems now in place, and is an important 
factor that must be taken into consideration when evaluating present Medicare 
reimbursement policies. 
Under the present billing structure, Medicare provides two payments for each 
imaging exam performed.  One category of payment, know as the technical fee, is paid 
directly to equipment owners to cover the costs associated with the purchase, upkeep, and 
operation of imaging hardware.  The second payment, referred to as the professional fee, 
is paid to interpreting physicians.  Of these, the technical component is significantly 
larger, often representing greater than 75% of the total payout and accounting for a 
relatively large segment of Medicare spending.  For example, such charges accounted for 
$17.5 billion (4), of the $144 billion dollar Medicare spent on inpatient care in 2002, 
representing over 12% of the costs of inpatient care.   
Ideally, providers of medical services would institute procedures to regularly 
monitor their hardware utilization rates to prevent excess capacity from developing, 
either by halting new purchases or even liquidating unnecessary equipment.  This type of 
review would help keep fixed technical costs as low as possible.  However, for a number 
of reasons, this is not always the case, resulting in a proliferation of sites offering 
imaging services.  Firstly, recent technological advances have made it possible for 
individual physicians to offer in-office imaging services.  Additionally, the MedPAC 
analysis cited above suggested a number of other factors that promote this type of 
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hardware proliferation.  They include: “possible misalignment of fee schedule payment 
rates and costs, physician’s interest in supplementing their professional fees with 
revenues from ancillary services, and patients’ desire to receive diagnostic tests in more 
convenient setting.”  Many of the cost containment policies enacted by federal and state 
governments therefore primarily focus on containing the technical costs. 
 Both hospitals and smaller medical practices are subject to numerous state and 
federal regulations designed to promote efficient health care expenditures and limit 
capital spending.  The certificate-of-need (CON) regulations are an example of this type 
of legislation.  CON laws, initially overseen by the federal government, but transferred to 
state legislature control in 1987, are of particular relevance to diagnostic imaging.  CON 
laws require institutions to justify their need for capital intensive investments by 
describing how such improvements relate to both to their long term fiscal plans and the 
health care needs of the community.  The process for gaining such approval varies from 
state to state but frequently includes multiple steps.  For example, in the state of 
Connecticut, CON approval requires both the filing of appropriate documents and a 
public hearing.   
By mandating such actions, CON laws check the amount of capital an 
organization can spend on medical purchases, and indirectly limit the quantity of medical 
services available.  The intention is that such limitations will prevent the unnecessary 
duplication of medical services and decrease the volume of excess capacity or site-
specific underutilization.  Keeping the fixed costs associated with the acquisition and 
operation of capital intensive resources limited to fewer sites presumably decreases total 
payouts over time.  Simply stated, it is more cost-effective to operate one site at full 
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capacity than it is to operate many sites with excess idle time.  Additionally, by limiting 
the services available, reducing excess capacity has the potential to decrease overall 
utilization rates, further decreasing the overall costs of providing such services. 
CON laws’ relevance to medical imaging stems from the fact that the purchase 
prices of many diagnostic imaging tools, such as CT and magnetic resonance imaging 
scanners, generally fall above the limits stipulated in the CON statutes.  Furthermore, 
some states specifically require that a CON be completed for certain medical imaging 
tools regardless of purchase price.  The following excerpt for the State of Connecticut’s 
Office of Health Care Access (5) illustrates this point:    
Certificate of Need ('CON') authorization is required when a health care 
facility proposes; a medical equipment purchase, establishment of new 
medical or expanded service or a reduction or termination in services.  
Connecticut health care facilities, including ambulatory care centers and 
outpatient behavioral health programs need to obtain a CON prior to 
developing, expanding or closing certain services and expending more 
than $1 million on a capital project.  Additionally, any person is required 
to obtain a CON if he/she proposes to acquire major medical with a capital 
cost in excess of $400,000.  Effective July 1, 2005, CON approval, 
regardless of cost, is required for anyone acquiring, purchasing, or 
accepting donation of a CT scanner, PET scanner, PET/CT scanner, MRI, 
cineangiography equipment, a linear accelerator or similar equipment 
utilizing new technology that is being introduced to the state. (emphasis 
added)  
 
The fact that state lawmakers felt it necessary to put in a clause directed primarily at 
imaging facilities underscores the financial impact such services have on the health care 
system, and highlights the need to efficiently manage these resources. 
 
The Implications of CT Scanner Utilization to Overall Health Care Costs 
Based on the MedPAC Medicare fee-for-service table cited above, CT service 
volume is one of the fastest growing components of both medical imaging and health care 
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as a whole, sustaining annual double digit volume increases from 1999-2003.  MedPAC 
also reported that in 2003 CT studies accounted for approximately 16.2% of total imaging 
volume and 2.4% of the all health services used per beneficiary in fee-for-service 
Medicare.   
As described above, the bulk of the payouts associated with these exams stems 
from technical fees.  These technical costs have been estimated by Saini et al. as 
averaging $189 CT exam (6).  In comparison, Muchantef et al. estimated the professional 
costs of CT exams to be $63 for abdominal pain patients and $90 for oncology patients 
(7).  However, Nisenbaum et al. reported that Medicare’s professional reimbursement 
generally falls short of the professional cost whereas the technical payout exceeds the 
technical costs (8), implying that the difference paid by Medicare for these two fees is 
larger than that warranted by actual cost.  Nisenbaum’s finding also supports MedPAC’s 
claim that “possible misalignment of fee schedule payment rates and costs” can lead to 
the proliferation of CT imaging sites. 
To prevent inefficiently spending national healthcare dollars on unnecessary CT 
technical fees it is useful to monitor how existing CT scanners are being used and to 
correct any causes of idle time by improving patient throughput or reducing unnecessary 
CT capacity.  This type of monitoring will also provide the type of data needed when 
considering new equipments purchases and applying for CON approval. 
A number of studies have been published that focus on the need to effectively 
manage CT throughput in hospital settings.  Unlike outpatient centers, which generally 
schedule all patients in advance and can therefore easily monitor and control hourly 
utilization rates, hospitals must implement scheduling templates that include sufficient 
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open slots to accommodate a variable number of emergent daily exams.  This can lead to 
significant amounts of idle time.    
To address this type of underutilization, Vasanawala et al. applied queuing theory 
to establish a methodology that hospitals could use to determine the optimal number of 
empty slots needed to reduce idle time while ensuring that the probability of 
accommodation of an urgent study remained greater that 95% (9).   
Similarly Reinus et al. used operations management and queuing theory to 
compare “traditional” and “distributed” CT scheduling models in a tertiary-care hospital 
system.  They attempted to predict the wait times for both emergent and non-emergent 
studies using each model.  Based on the time needed to perform a CT and complete 
related activities such as oral contrast consumption and image reformatting, the 
traditional schedule assigned 30 minutes for each CT exam.  The distributed model 
accounted for newer CT scanner systems, which make it possible to perform many of 
these activities outside the CT suite, and created appointment blocks that allocated only 
enough time to perform those activities that required the scanner bed.  Using this model, 
all ancillary activities are done either before or after the patient is seen in the CT suite.  
Their study demonstrated that, due to CT scanner technical advances, the distributed 
scheduling model improved service in both emergent and non-emergent cases, reducing 
the wait times associated with both types of referral, and was more cost effective (10). 
  In spite of these types of studies, outpatients routinely wait days to weeks to 
schedule CT exams (11) and inpatient delays are common.  The causes for these delays 
have not yet been characterized and thus may result from inefficient utilization or 
insufficient capacity.   A recently published paper by Nunez et al. focusing on the actual 
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utilization of an Emergency Department scanner in a community hospital (12) may 
suggest that the problem primarily stems from inefficient utilization.  It found that the 
dedicated Emergency Department scanner was in use for only approximately 30% of its 
stated hours of operation.  However, one may argue that this study is not representative of 
typical hospital operations due to the necessarily stochastic nature of Emergency 
Department patient flow. 
Our objective was to determine if this level of underutilization extended to CT 
scanners primarily serving hospital inpatient and outpatient populations, and to identify 
potential targets for remediation.  Additionally, we hope to develop and fully describe our 
methodology so that it can be reproduced in other settings.  This will allow for the 
creation of an evaluation instrument that can be used to monitor utilization rates before 
and after the introduction of interventions aimed at quality improvement.  Furthermore, it 
will provide a framework for the collection of comparable utilization data in future 
studies. 
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STATEMENT OF PURPOSE 
 The purpose of this study is to fully characterize the utilization of the two primary 
CT scanners in an academic tertiary care hospital setting and determine the root causes of 
any idle time observed.  We hypothesize that present scanner operations may incorporate 
a significant duration of idle time, and that this might play a greater role in causing 
patient wait times than insufficient scanner capacity.  The study has four specific aims.  
First, we hope to determine the absolute and relative contributions of scanner activity and 
inactivity to overall scanner operation.  Second, the study is designed to measure the time 
required to complete the various components of a CT scan.  Third, using root cause 
analysis we plan to identify all causes of inefficient utilization, highlighting those that are 
potential candidates for remediation.  Finally, we hope to develop a methodology that 
will allow future similar studies to produce data that can be effectively compared.      
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MATERIALS AND METHODS 
 
Data Collection: 
Investigational Review Board (IRB) approval was granted for this study by our 
university’s Human Investigation Committee.  Verbal informed consent was obtained 
from all involved human subjects, including CT technologists and other support staff.  
Written materials describing the project were made available to all involved parties upon 
request.   
Information regarding scanner usage was collected using time and motion 
methodology, which has been successfully used in other similar studies (7).  Time and 
motion studies are designed to precisely determine the time and resources associated with 
a process.  They are commonly used in industry to highlight any inefficiencies associated 
with a given process, and to provide data useful in creating more cost-effective systems.  
In our case, we were interested in the allocation of scanner bed time over the course of an 
average hour and throughout a standard workday.  Specifically, we wanted to determine 
the amount of time the scanners were being used on the various steps involved in 
completing a CT scan, and identify the factors that were contributing to scanner 
inactivity.  All data collection was done by the first author who was physically present in 
the CT suite for the duration of the study.   
The two primary in-house CT scanners, a single detector GE CTi and a multi 
detector-row GE Lightspeed 16 (GE Medical Systems, Milwaulkee, WI), which serve 
both the in- and outpatient populations of a 944-bed tertiary care medical center, were 
observed from January 27, 2005 – February 11, 2005 during normal operating hours, 7 
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A.M. to 12 A.M. on weekdays and 12 P.M. to 12 A.M. on Sundays.  In order to equally 
sample all hours of operation, the observation blocks, whose lengths ranged from two to 
ten hours, were evenly distributed throughout all shifts, resulting in approximately five 
complete weekdays and one complete weekend day of observation per scanner.  In total, 
202 hours 8 minutes and 30 seconds (202:08:30) of scanner operation were recorded and 
characterized.  This method of work sampling has been shown to produce equivalent 
results in clinical settings to those derived from time and motion studies using a 
continuous observation model for data collection (13). 
 
Experimental Design: 
The duration of all periods of activity and inactivity were manually recorded.  For 
the purposes of this study, the scanner was deemed to be active whenever a patient was in 
the CT suite, and inactive whenever patients were absent.   
Active time was divided into two categories, diagnostic studies and CT guided 
procedures.  This was done to account for the fact that procedures generally require more 
time and include a greater number of activities than diagnostic CT scans.  To fully 
appreciate the impact of different exam components on total utilization, diagnostic study 
times were further divided into three categories: preparation time, scan time, and take-
down time.   
Preparation time was defined as the time between a patient entering the CT suite 
and the actual start of the scan.  This interval included any exam preparations done in the 
room, including outpatient garment changes, patient positioning and IV placement.  The 
time needed to gain intravenous access was also separately recorded, beginning with the 
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CT technologist’s assembly of the necessary equipment at the scanner bedside and ending 
when the tubing was secured to the patient.   
Scan time was defined as the time between the start of the study, or series of 
studies, and the CT technologist’s confirmation of its completion.  In addition to actual 
scan time, this interval included contrast injection time, the time needed for IV contrast to 
reach various elements of the circulatory system, and any time needed for image review 
by a radiologist prior to patient discharge.   
Take-down time was defined as the time between the study’s completion and the 
patient’s departure from the suite.  It included removal of IV access, removing the patient 
from the scanner bed, and the time needed for patients to get dressed before exiting the 
suite.  The time needed to remove intravenous access, beginning with the technologist 
pulling the line and ending when adequate hemostasis and patient comfort were achieved 
to allow the technologist to remove the patient from the scanner bed, was separately 
recorded during this component of the exam. 
Total exam or procedure time was defined as the patient’s door-to-door time.  
Transport time represented the interval between the technologist’s entering the request 
for transport into the computerized transport request system and the patient’s arrival at 
the CT suite.    
Any interval during which the CT suite remained unoccupied during normal hours 
of operation was deemed to be idle time.  Possible causes of idle time were then subject 
to a root cause analysis.  Root cause analysis is a process improvement and defect 
prevention tool that examines the individual processes within a system, attempts to 
identify the control or decision points, and, using a series of “why” questions, determines 
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the reasons for variation in the process paths.  Simply stated, root causes analysis allows 
for the identification of factors that are causally, rather than coincidentally, related to a 
given outcome.  In our case, we were interested in isolating the specific issues that lead to 
scanner idle time.    
After examining all noted possible causes of idle time, six primary contributors 
were identified: preventative maintenance, technical failure, upgrades, calibration, 
understaffing, and poor flow management.  Prevailing factors were determined to be 
those that resulted in the scanner being taken out of service, namely: preventative 
maintenance, technical failure, upgrades, and calibration time.  Understaffing was 
considered to be the cause whenever the scanner was operable but could not be used due 
to lack of sufficient on-site staff.  “Poor flow management” was used to describe 
situations in which the scanners were functional, appropriate support staff were present, 
and inpatients or outpatients requiring scans were available, yet these patients were not 
accommodated and the scanner suites remained empty.  When multiple factors 
concurrently contributed to scanner inactivity, the one most proximal to the scanner was 
deemed to be the most significant.  For example, if no staff members were available 
during a period of scanner disrepair, the technical failure was recorded as the root cause.  
This model allowed for only one factor, the root cause, to be attributed to any given 
period of inactivity. 
Independent variables and covariates recorded included the type of scanner being 
used (single or multi-slice), the inpatient or outpatient status of the patient, whether the 
exam did or did not require IV contrast, the type of study being done, the time and date of 
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the exam, and whether an outpatient was admitted to the scanner suite before or after the 
time scheduled for the indicated exam.   
 
Statistical Analysis: 
All numeric data was transferred to an Excel spreadsheet (Microsoft Corporation; 
Redmond, WA) for analysis.  Data was entered in multiple forms and compared to ensure 
an error-free transfer.   
Preliminary analysis consisted of calculating the total time the scanner was in use, 
exam component times, and periods of idle time.  These results were used to generate 
information regarding the contributions of different scanner activities to total utilization.  
Additionally, these variables were stratified into hourly periods to produce periodic as 
well as aggregate utilization data. 
Incompletely observed activities were excluded from all component calculations.  
For example, if only a fragment of a particular exam was observed, the total time for that 
exam was not included when determining the mean total time per exam.  However, if 
complete components of a partial exam were observed, those components were included 
in the appropriate calculation.  All times, partial and complete, were included when 
determining aggregate utilization. 
Descriptive statistical results included mean, median, and standard deviation 
calculations.  These descriptors were calculated for all observed CT exams taken as a 
whole and independently for each exam subtype.  The variables that were used when 
classifying a given exam were: the need for IV contrast, in- vs. outpatient status of the 
examinee, and whether a single- or multi-slice scanner was used.  In this manner, we 
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were able to compare total and component exam times while adjusting for zero, one, two, 
or all three covariates.  This resulted in the creation of 27 exam subtypes and provided 
information useful for determining optimal appointment block lengths, for appreciating 
which exams were the most time intensive, and for determining the contributions of each 
exam component to total exam time. 
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RESULTS 
Total Utilization: 
In total, 104:10:00 of data were recorded from the sixteen slice scanner and 
97:58:30 from the single-slice scanner, for a total of 202:08:30.  Of this, the scanners 
were in use for 62:09:00 (30.75%) and idle for 139:59:30 (69.25%) (Fig. 4).  All scanner 
activity occurred on the weekdays.  During all 24:00:00 of Sunday observation time, both 
scanners remained idle.  As a result, weekday utilization was greater than overall 
utilization with a value of 34.89% as opposed to 30.75%, and corresponded to an average 
hourly utilization of 20 minutes and 56 seconds per 60 minute period (20:56 / 60:00, 
34.89%).   
Figure 5 illustrates the variations in the average hourly utilization of both 
scanners, showing an aggregate peak utilization of 34 minutes and 35 seconds per hour 
(34:35 / 60:00, 57.6%) occurring from 4–5 P.M., with significantly lower values at the 
beginning and end of the day.  The lowest average aggregate hourly utilization level was 
3:10 / 60:00 (5.3%) and occurred between 11 P.M. and 12 A.M.  The average hourly 
utilization of the multi-slice scanner was greater than that of the single slice, with values 
of 23:03 / 60:00 (38.4%) and 18:39 / 60:00 (31.1%) respectively. 
Similarly the number of patients seen during each hour of scanner operation 
varied considerably throughout the day.  Over the course of the ten scanner-days of 
operation, the hours with the highest patient volumes were 10 - 11 A.M. and 7 – 8 P.M.   
During these hours a total of 19 patients, or approximately 1.9 patients per hour, were 
scanned.  The lowest patient throughput volume was seen between 11 P.M. and 12 A.M., 
during which time only 2 patients, or 0.2 patients per hour, were seen.  There was a sharp 
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decline in the number of patients seen after 8 P.M. (Fig. 6).  Shift changes, which are 
staggered throughout the day, did not coincide with periods of increased or decreased 
utilization. 
 
Active Time: 
The scanners were used for two general types of activities: diagnostic CT scans, 
and CT guided procedures.  Of these, diagnostic CT scans accounted for 76.16% of 
scanner active time and 95.56% of the patients serviced.  Procedures were done on only 
4.45% of patients but accounted for 23.84% of active time.   
Over the course of the study, 218 complete and 7 already in-progress diagnostic 
CT sessions, representing 275 CT examinations (54 brain, 21 maxillofacial, 27 
musculoskeletal, 80 chest, and 93 abdominopelvic), were observed being performed on 
225 patients.  A total of 47:19:50 of scanner time was spent performing diagnostic CT 
scans.  Of this, 18:24:23 were spent on preparation, 19:11:56 on scanning, and 9:43:31 on 
removing patients from the scanner.  Of the 3 components of a diagnostic scan, 
preparation time took approximately as long as actual scan time, both accounting for 
approximately 30% of total active time.  Patient take-down time represented the smallest 
contributor at 16%.  The remaining 14:49:10, or approximately 24%, of active time was 
spent performing procedures on a total of 10 patients (Fig. 7).  The relative contributions 
of these exam components to total active time, total door-to-door time for diagnostic CT 
examinations, total weekday utilization, and total overall scanner utilization can be found 
on Tables 2a and 2b.   
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In order to determine whether the suboptimal utilization was caused by an excess 
of idle time, inefficient processing of patients during active time, or a combination of 
these factors, total exam times were calculated.  The mean door-to-door time ± one SD 
for a diagnostic CT examination was 12:38 ± 7:17 (n = 218), compared to a standard 
appointment block of 30 minutes.  Mean exam component times were: preparation time 
4:58 ± 3:54 (n = 218), scan time 5:08 ± 3:33 (n = 224), and take-down time 2:36 ± 1:47 
(n = 225) (Table 3).   
The door-to-door and component times varied based on the type of exam being 
performed.  Exams requiring IV contrast took longer than non-contrast exams, with mean 
total exam times of 17:05 ± 7:23 (n = 104) and 8:34 ± 4:10 (n = 114), respectively.  
Scanner type and inpatient vs. outpatient status of the examinee did not significantly 
effect total door-to-door times, with all four of these groups having mean total exam 
times of 12 to 13 minutes (Table 3).  Results for all exams, adjusted for zero, one, two or 
three covariates, can be found on Tables 3 – 5. 
In addition to exam component times, a number of other activities were separately 
recorded.  These included the time needed to gain IV access, transport patients, and reset 
the suite after the completion of an exam (Table 6).  Mean inpatient transport time was 
calculated to be 44:09 ± 19:25 (n = 67).  This figure represents the time it took for a 
patient to arrive at the CT suite after the transport request had been placed by a CT 
technologist.  As illustrated in Figure 8, such requests were not spaced evenly throughout 
the day, with the hours of 4 – 6 P.M. showing the most activity.  The mean time required 
to gain IV access was 3:25 ± 3:15 (n = 59).  The mean time needed to ready a scanner for 
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the next patient after a contrast exam, including the time needed to refill the contrast 
injector, was 2:42 ± 1:04 (n = 32).   
 
Idle Time: 
Total scanner idle time was 139:59:30.  Six root causes of idle time were 
identified, and broadly grouped into one of two categories: factors that lead to a scanner 
being taken offline, and factors that lead to scanner inactivity when the scanner was fully 
operational.  Within the first category, which accounted for just over 10% of idle time, 
four root causes were identified.  The largest contributor to this group, leading to 
10:54:17, or 7.29%, of idle time, was technical failure.  Of note, all instances of technical 
failure resulted from problems with the older, single-slice scanner.  The other 3 causes, 
preventative maintenance, calibration, and upgrades, together accounted for less that 3% 
of total idle time (Fig. 9, Tables 2a and 2b).  Most idle time was thus occurring when the 
scanner was functional.   
Two root causes were identified as factors leading to scanner inactivity while the 
scanner was online.  The first was understaffing, which accounted for 10:54:17, or 
7.79%, of idle time.  The second was poor patient flow management.  Accounting for 
114:45:18, or 81.97% of the total idle time and 56.77% of the total observation period, 
this factor was the single most significant cause of scanner idle time (Fig. 9, Tables 2a 
and 2b). 
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DISCUSSION 
 CT utilization has been increasing rapidly over the past few years.  A number of 
factors have been fueling this increase, including advances in CT technology, the 
discovery of new CT based clinical applications, and systemic changes relating to the 
way diagnoses are made and confirmed in modern medicine (14).  This rise in demand 
has been followed by a proliferation of sites offering these high cost services.  Within this 
climate, developing effective methods of monitoring and analyzing utilization patterns, 
which account for both scanner activities and the causes of scanner idle time, has become 
very significant.  Through this study we hoped to develop such a system.  We also hoped 
to provide a sense of the time requirements of CT scanning, and of some of the causes of 
CT scanner idle time. 
 
Hourly Utilization Patterns: 
  Our results indicate that considerable intervals of idle time are associated with 
present CT scanner operations.  Although such idle time could have resulted from a lack 
of patient volume, this was not true in our case.  As a tertiary care medical center with 
over 940 beds, our institution contains a steady stream of inpatients in need of diagnostic 
scans and procedures.  Additionally, with wait times frequently exceeding a week, our 
outpatient population is readily available to fill any open slots.  The fact that the scanners 
remain idle during a significant portion of their workdays suggests that patient wait times 
do not result from a lack of scanner capacity, but rather from the systems in place that 
govern overall scanner throughput.  Our methodology allowed us to identify some of 
these systemic bottlenecks. 
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 We first looked at overall hourly utilization (Fig.5).  Instead of trying to 
determine the number of patients seen per hour, we calculated the actual hourly 
utilization.  This allowed us to both determine the true amount of idle time, and compare 
utilization rates based on the time of day.  Focusing only the number of patients seen per 
hour introduces a significant amount of error into this type of calculation, since it is 
possible for a patient to initially enter the suite at the end of an hour but have the bulk of 
the exam administered during the next hour.  This is a particularly significant issue at our 
institution where procedures can require more than sixty minutes.  For example, were we 
to only look at the patients seen per hour, the second hour of a procedure would show no 
new patients and thus no utilization.  Thus, we chose to monitor the intervals during 
which the scanners were occupied as opposed to the number of patients seen per hour.    
 We found that scanner activity varied considerably throughout the day.  Overall 
scanner utilization peaked between 4 and 5 P.M.  When attempting to determine the 
causes for this, it was useful to look at the utilization rates for the single and multi-slice 
scanners individually, and compare them to the overall utilization rate.  This helped us 
determine whether the noted pattern resulted from similar issues affecting both scanners 
simultaneously, or whether it was an artifact that resulted from the convergence of the 
different operational realities of the two scanners.  Based on the data displayed in Figure 
5, it seemed to be the latter.   
That data indicated that single-slice scanner utilization peaked at 2 P.M., two hours 
prior to peak overall utilization.  In contrast, the multi-slice scanner exhibited a bimodal 
utilization pattern, with relative peaks from 10 – 11 A.M. and 4 – 5 P.M.  These patterns 
can be explained by the scheduling procedures presently in place.  The scanners presently 
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serve three types of patients: scheduled outpatients, who provide regularly spaced 
patients; inpatients, who, depending on the time of day, are either added on to the 
schedule as needed or sent to the Emergency Department (ED) scanner; and procedure 
patients, who are generally scheduled during dedicated procedure blocks.  The overlap of 
these three patient populations resulted in the observed utilization patterns. 
 During the first few hours of the day, only scheduled outpatients were routinely 
serviced.  No procedures were done and inpatients were generally scanned in the ED.  
The multi-slice scanner was usually scheduled to begin scanning at 7:15 A.M. with the 
first single-slice patients scheduled for 7:30 A.M.  With only 2 outpatients scheduled per 
hour, and no inpatients being seen, early morning utilization was predictably low.  
Inpatients slowly began arriving at 9 A.M., resulting in increased utilization for both 
scanners.  However, multi-slice scanner use increased more than single-slice.  This 
resulted from the fact that the technologists will preferentially use the newer scanner if 
both are empty, regardless of which scanner the patient was officially scheduled under.  If 
inpatient volume was low, both scanners’ scheduled outpatient loads were often serviced 
solely by the newer scanner, leading to increased single slice idle time.   
By noon, there was an interesting reversal to this trend, with single slice 
utilization surpassing that of the multi-slice until 4 P.M.  This was the result of two 
unrelated events.  First, no outpatients were scheduled for diagnostic exams after 1 P.M. 
and one half hour slot was left open on each scanner’s schedule between 12 and 1 P.M to 
allow the technologists to take lunch breaks.  Due to this reduction in outpatient flow, 
scanner utilization dropped.  Second, during this time procedures are generally scheduled 
on the single-slice scanner.  Although only a few such procedures are done, only 10 being 
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observed during our observation period, they take up significant blocks of scanner time.  
Therefore, the single slice scanner was periodically in use for multiple hours, which lead 
to a significant increase in observed hourly utilization.  Of course, one may argue that 
such use represents inefficient utilization, and that procedures have the potential to be 
completed more quickly, increasing total capacity.  Although we can not comment 
directly on this, our data, which demonstrated that almost 24% of scanner time was spent 
on only 10 procedures, suggests that a study focusing on this possibility is needed. 
Interestingly, these results correlate well with an internal study done at this 
institution documenting the number of patients serviced per hour (Fig. 10).   Specifically, 
those data demonstrated a bimodal distribution of patient volume.  However, since that 
data focused on the number of patients seen per hour it demonstrated a mid day trough, 
unlike our 2 P.M. peak.  Again, this is can be explained by the fact that although only a 
few patients are seen during that time, the procedures those patients receive result in the 
scanners being heavily utilized.       
After 4 P.M., procedure volume decreased but was balanced by an increase in 
inpatient diagnostic CT volume (Fig. 8).  With the confluence of scheduled outpatients, 
increased inpatient flow, and the presence of patients undergoing procedures, this time of 
day became the busiest and thus exhibited peak utilization values.   
Over the rest of the day, scanner utilization rates dropped on both scanners, 
resulting from declines in the three types of patient streams.  Specifically, there were no 
procedures scheduled this late in the day, and the last outpatient exams were generally 
scheduled for 8:45 P.M.  Additionally, as demonstrated by Figures 5 and 10, inpatient 
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volume steadily decreased after 8 P.M., eventually being shunted to the ED scanner 
sometime between 10:30 P.M. and midnight, depending on the level of volume. 
This global hourly evaluation suggests that the excess amount of idle time 
experienced by our scanners could be decreased simply by increasing the level of the 
available patient volume being directed through the scanners on a daily basis.  However, 
other causes of idle time must first be explored.  We had to determine whether these 
periods of decreased use actually translated into increased capacity.  It could be argued 
that other important activities, such as room turn-over, take place when patients are not in 
the scanner suites, or that technical problems with the scanners necessitate this level of 
scanner idle time.  The specific results of both the time and motion study and root cause 
analysis allowed us to explore these issues. 
 
Idle Time: Time and Motion Data 
Our time and motion data clearly indicated that patient exams, which averaged 
12:38 (Table 3), required considerably less time than the 30 minutes that they were 
systematically allotted.  Even the relatively lengthy contrast exams, which averaged 
17:05, did not come close to filling all 30 minutes.  Additionally, room turn-over times 
did not fill this gap.  Room turn-over time after non-contrast exams was negligible.  
Simply requiring a scanner bed sheet change, which can easily be done while the patient 
is preparing to leave the suite, this activity was generally performed in parallel with 
patient take-down.  Resetting the room after a contrast exam was more labor and time 
intensive, but still averaged only 2:42.  Even if no parallel processing could be done, 10 
of the 30 minutes allotted for each contrast exam would be free.  Tasks such as restocking 
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the rooms could limit patient access; however at present levels of utilizations, they do 
not.  All restocking activities were done during intervals during which there were no 
patients available to be scanned.  Patients were never delayed due to such activities.  
These findings reinforce the idea that managing the flow of patients more efficiently 
would result in a marked increase in utilization. 
 
Idle Time: Root Cause Analysis 
However, we have still not accounted for other possible causes of scanner idle 
time.  To address this, we performed a root cause analysis on all observed causes of 
scanner inactivity.  This allowed us to determine which apparent causes of inefficiency 
were actually rate limiting and which were coincidental.  In this manner, we identified six 
factors that contributed to limiting patient access to the CT suites.  Broadly speaking, 
these fell into one of two groups. 
The first consists of the four factors that result in a scanner being taken out of 
operation. Accounting for 10.24% of idle time, this category includes calibration, 
preventative maintenance, upgrades, and technical failure (Figure 11).  Of these, the first 
three are maintenance related and are necessary for safe and efficient scanner operation.  
In any case, the impact these three factors had on overall utilization was minimal, 
together accounting for only 2.95% of total scanner idle time (Table 2b).  However, the 
fourth cause, technical failure, was much more significant.  Resulting in over ten hours of 
down time and resulting solely from problems with the older, single-slice scanner, 
technical failure accounted for 7.29% of scanner inactivity and represents a truly 
preventable cause down time.    
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The second group of causes is comprised of two factors that result in a functional 
scanner remaining idle: understaffing and poor patient flow management.  This group is 
significant in that all such time represents available but unused scanner capacity. 
Understaffing resulted in almost eleven hours of scanner inactivity.  However, 
this factor is not as significant as it may seem.  The scanners are never inherently 
understaffed.  The schedules are set up such that two technologists are always assigned to 
each scanner.  Yet, during periods of decreased patient volume, staff would reassign 
themselves to the ED scanner, leaving the scanners involved in our study unattended.  
Therefore, correcting the underlying patient flow issues, i.e. ensuring that sufficient 
patient volume is kept steady throughout the day, would result in decreased intervals of 
understaffing by preventing staff auto-reassignment.  Despite the fact that when viewed 
from this perspective understaffing does not appear to be a major issue, from the 
perspective of our analysis it remains a root cause because it directly results in the 
scanner becoming unavailable for use by any patients who present during such times. 
During the remaining 114:45:18 of idle time no specific cause was found that 
prevented the scanners from being used.  During this period, any patient that would have 
presented could have immediately been scanned.  The fundamental problem was that 
during these periods, patients in need of CT scans and procedures were not directed to the 
available scanner.  In the case of outpatients, we have already shown that this was the 
result of not scheduling enough outpatients each day.  Inpatient flow is very variable and 
thus more difficult to assess and direct.  This is supported by our observation that 
inpatients were not summoned to the suite in a uniform manner throughout the day (Fig. 
8).  This variability is contributed to by both physician ordering practices and by the fact 
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that the technologists, whose attentions are appropriately focused on scanner operations, 
also function as inpatient flow managers. Presently, inpatients are generally not 
scheduled for a specific scanner slot.  Rather all requests are added on to the end of the 
day and called for by the technologists when time permits.  Changing the ordering 
procedures so that non-emergent inpatients are scheduled like outpatients would allow for 
better control of this patient source and reduce its variability.  Additionally, such a system 
would make a clear distinction between emergent and non-emergent inpatient referrals, 
allowing for an accurate assessment to be made regarding the number of empty slots, or 
amount of idle time, needed in the schedule to accommodate emergent inpatient needs.  
Changing the present system to one in which inpatients are assigned specific appointment 
slots may also provide the inpatient floor nursing staff with more predictable schedules 
for their patients and reduce the possibility of an inpatient being sent for when he or she 
is unavailable.   
Centralizing the management of patient flows will allow for the outpatient and 
inpatient population volumes to complement each other.  For example, an increased 
number of outpatients can be scheduled during periods of decreased inpatient demand, 
and inpatients requiring scans can be called down earlier than scheduled to efficiently 
utilize idle time created by outpatient cancellations and the like.  
One variable which has been reported as a cause of idle time (12) but was not 
determined to be a so at our institution was transport delay.  Although transport times 
were relatively long, averaging just over 44 minutes, they were also reasonably 
predictable, and thus could be anticipated when deciding when to call for patients.  
Although such issues do cause delays when seen from the perspective of a particular 
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patient, they were not found to limit daily utilization.  Transport times only influenced 
when a patient was seen.  Since such a delay never prevented a patient from being seen, 
they could not be classified as a root cause of idle time.  Transport capacity was always 
sufficient for the number of inpatients serviced by the scanners.  However, in other 
situations transport related issues could be a limiting factor.  Specifically, if inpatient 
volumes exceeded an institution’s transport capacity and thereby prevented a certain 
number of inpatients from reaching the scanner each day, then such an issue would 
function as a rate limiting factor to optimal patient throughput and would be classified as 
a root cause for the associated idle time.  The ability of root causes analysis to highlight 
institution specific causes for inefficiency makes it a generalizable tool, useful for 
distinguishing causative factors from coincidental delays that do not negatively affect 
overall patient throughput. 
 
Possible Interventions: 
Our findings suggest that a number of specific changes could greatly increases 
scanner throughput.  Most significantly, there is a need to have a system in place whose 
function is to ensure that all scanner capacity is filled.  This could be done by instituting a 
computer based ordering system that allows both inpatient physicians and outpatient 
referrers to schedule patients into predetermined appointment blocks.  The time and 
motion data presented on Tables 3-5 could be used to determine optimal appointment 
block lengths for different exam subtypes, and the scheduling systems described above 
(9,10) could be used to determine the number of empty slots needed to be held for 
emergent inpatient studies.  Another possibility would be to dedicate an individual who 
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would function much like a receptionist in an outpatient facility. It would be his or her 
responsibility to manage all sources of patient referral, monitor the status of and call for 
inpatients, and ensure that all appointments are kept.  This would free the CT 
technologists from their current unofficial responsibility of monitoring and directing 
inpatient flow, allowing them to focus fully on scanning patients.     
Another recommendation stems from the fact that all observed instances of 
technical failure were directly attributable to the older, single slice scanner.  Although the 
newer scanner presumably also breaks down from time to time, the fact that it did not do 
so even once during our study time is telling.  By replacing the older scanner this type of 
down type should be significantly reduced.  It will also help reduce a work flow problem 
encountered during the observation period.  Occasionally, two patients would present to 
the suites at the same time, each in need of an exam that could not be accommodated by 
single-slice technology.  This was not a root cause of scanner inactivity because, like 
transport time, it only resulted in an increased wait time for patients already present, but 
did not result in an overall increase in scanner inactivity.  However, by severely limiting 
the number of technologically complex scans that can be done each day, this type of 
bottleneck could become a root cause of underutilization as the scanner schedule 
becomes more efficient. 
Of course, after these changes are made certain factors that are not presently rate 
limiting may exert a more pronounced effect.  Fortunately, repeating this study after such 
changes are implemented will allow for the identification of such causes.  If, after all rate 
limiting causes are minimized to the greatest degree possible, significant idle time 
remains, it may indicate that the scanners are providing capacity in excess of what is 
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needed by the populations they serve.  As mentioned in the introduction, this too is 
important information in that it has the potential to suggest that scanner hours of 
operation be shortened and that capital improvements and acquisitions be slowed, 
resulting in immediate technical cost savings. 
 
Recent Trends in Medicare Reimbursements: 
 The importance of this type of utilization monitoring and cost containment 
analysis will continue to increase in importance due to recently legislated changes to the 
Medicare fee schedule governing diagnostic imaging technical fee reimbursement.  In an 
effort to reduce total governmental capital outlays over the coming years, Congress 
recently passed S. 1932, The Deficit Reduction Act (DRA) of 2005.  Ten general 
categories, Titles I - X, of spending will be cut over the course of the next ten years, with 
a total expected savings of approximately 99.263 billion dollars.  Of this, $48.776 billion 
(49.14%) results from funding changes affecting programs dedicated to health care 
delivery, namely, Medicare (Title V), Medicaid (Title VI) and SCHIP (Title VI).  
 Of particular interest to sites that provide diagnostic imaging services are the cuts 
related to Medicare reimbursements.  The DRA provides for approximately $30 billion in 
Medicare cuts and $7.6 billion in new Medicare spending, resulting in a net savings of 
$22.4 billion dollars, or 22.57% of the total savings called for by the DRA.  Of these 
spending changes, $12.8 billion of cuts and $3.4 billion in increased spending are 
specifically related to Medicare Part B, which regulates both professional and technical 
fee reimbursement schedules.  The resultant savings of $9.4 billion represent 41.96% of 
the total savings due to Medicare spending changes.  The most significant contributor to 
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this decrease in spending is an $8.1 billion decrease in future payment for imaging 
services, which accounts for 85.53% of Part B related savings and 65.32% of such cuts.  
Diagnostic imaging services have thus been singled out to bear much of the burden 
imposed by this Act. 
 Much of the $8.1 billion of diagnostic imaging fee decreases will stem from two 
changes being made to technical fee reimbursements.  The first targets non-hospital based 
imaging centers, capping reimbursements at the levels paid to outpatient hospital 
facilities.  The second exempts certain imaging exams from Medicare’s budget-neutrality 
rules.  This will allow for different reimbursement rates to be set for exams in different 
settings.  Specifically, exams done on contiguous organ systems will no longer receive a 
technical fee reimbursement that equals the total of the exams when done separately.  
Rather reimbursement for the second and any subsequent exam done on contiguous body 
parts during one patient session will decrease by 25% in 2006, and 50% in 2007.  Thus, 
for example, a continuous chest, abdomen, and pelvis CT exam will be reimbursed at a 
lower rate than if the three exams had been done on separate occasions.       
These cuts to technical fee reimbursements will require a renewed effort to 
minimize the costs associated with imaging hardware operations and maintenance.  By 
allowing institutions to target rate limiting steps in their imaging service delivery 
pathways and enabling them to accurately assess the optimum number of daily hours of 
operation needed to serve their populations, the methodology developed here can be used 
to assist departments in making the changes necessary to serve the greatest number of 
patients while remaining competitive within the limits imposed by these soon to be 
imposed budgetary restraints.  
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Limitations: 
Our study has a number of important limitations.  The first relates to the 
generalizability of our results.  The utilization values and root causes we described were, 
by definition, institution specific.  Reproducing our methods in other settings may result 
in entirely different findings.  However, institutions similar to ours will find the 
information described here useful for planning suitable systems to manage their own in- 
and outpatient flows and in minimizing the contributing factors to idle time.  
Unlike our findings, we believe our methods are generalizable.  In developing 
them, we provide for specific definitions allowing other investigators to reproduce our 
time and motion results and compare their data to ours.  Our definition of preparation, 
scan, and take down times are fixed and correspond to activities intrinsic to CT exams.  
For example, regardless of what type of patient preparation protocols are in place at a 
given site, a patient must always enter the CT suite and eventually the actual scanning 
must begin.  This type of strict definition will allow comparisons of component times 
between sites.  Additionally, unlike other previously published similar studies (15) that 
were not interested in overall utilization, we attempted to determine the causes of idle 
time, and provided a framework for other institutions to perform similar analyses. 
Another limitation of this study was the small weekend sample space, which may 
overemphasize the amount of weekend idle time.  Specifically, we observed only 24 
scanner-hours of weekend time, during which no patients were seen.  This precludes our 
making any substantive comments about scanner operations during this time. 
Additionally, the CT technologists were aware of our presence.  Although we do 
not believe that this caused them to significantly alter their behavior during the 
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observation period, this possibility can not be excluded.  Similarly, we did not monitor 
which technologists were operating the scanners at any given time, or attempt to correlate 
this type of information with scanner utilization. 
In conclusion, although we recognize that there may always be a certain amount 
of inefficiency associated with the operation of CT scanners serving patient populations 
with less than predictable needs, we hope that the information presented here will allow 
institutions serving such populations to analyze and improve their utilization patterns.  
This has the potential to benefit both individual patients, by reducing wait times and 
improving access, and the health care system as a whole, by reducing unnecessary 
technical costs. 
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FIGURES 
Figure 1: Early vs. Contemporary CT Images of the Brain. 
                  
 
Original axial CT image from the 
dedicated Siretom CT scanner circa 
1975. This image is a coarse 128 x 128 
matrix; however, in 1975 physicians 
were fascinated by the ability to see the 
soft tissue structures of the brain, 
including the black ventricles for the 
first time (enlarged in this patient) 
(Courtesy: Siemens) 
 
Axial CT image of a normal brain using 
a state-of-the-art CT system and a 512 x 
512 matrix image. Note the two black 
"pea-shaped" ventricles in the middle of 
the brain and the subtle delineation of 
gray and white matter 
(Courtesy: Siemens) 
Downloaded from http://imaginis.com/ct-scan/history.asp
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Figure 2:  CT Utilization U.S., 1991-2002. 
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Figure 3: Health Care Expenditures, 2003. 
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Figure 4: Relative contributions of idle time to total scanner operations over the 
202:08:30 observation period.  
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Figure 5: Hourly Utilization 
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Note: Results are displayed as the average number of minutes per hour of 
scanner utilization.  The final column represents the average weekday 
hourly utilization observed during the study period. 
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Figure 6:  Total number of completely observed CT scans (n = 218) and procedures (n = 
10) performed over the course of the study period as a function of exam or procedure 
start time. 
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Figure 7: Contributions of component activities to total active time. 
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Figure 8: Total number of inpatients called to the CT suite during the course of the 
study, stratified by time of day.  
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Figure 9:  Total active scanner time and the causes of idle time shown as a percentage of 
the total 202:08:30 observation period. 
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Figure 10: Patients volume, based on institutional data. 
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Figure 11:  Contribution of factors leading to scanner inoperability to total idle time. 
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Figure 12: Contribution of factors that prevent patient access during periods in which the 
scanner is operational. 
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TABLES 
Table 1 Use of selected physician services per beneficiary in fee-for-
service Medicare, 1999-2003 
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Table 2a 
 
Relative Contributions of CT Studies, CT Study Components, Idle 
Time and Contributors to Idle Time to Overall and Partial Scanner 
Utilization 
 
Cumulative Time 
(hrs:min:sec) 
Exam 
Component/ 
Cause of Idle 
Time 
(hrs:min:sec) 
Relative 
Contribution to 
Total Use (%) 
Relative Contribution 
to Weekday Use (%) 
Total Active Time 62:09:00  30.75 34.89 
Preparation  18:24:23 9.11 10.33 
Scan  19:11:56 9.50 10.78 
Take-down  9:43:31 
23.41 
4.81 
26.57 
 5.46 
Procedure  14:49:10 7.33 8.32 
Total Idle Time 139:59:30  69.25 65.11 
Flow Management  114:45:18 56.77 50.95 
Understaffed  10:54:17 5.40 6.12 
Technical Failure  10:12:40 5.05 5.73 
Calibration  2:15:00 1.11 1.26 
Preventative Maintenance  1:01:15 0.51 0.57 
Upgrades  51:00 0.42 0.48 
Total 202:08:30 202:08:30 100.01* 100 
 *All results were rounded to the nearest hundredth resulting in calculated totals of 100 +/- .01% 
 
Table 2b 
 
Relative Contributions of CT Studies, CT Study Components, Idle Time 
and Contributors to Idle Time to Overall and Partial Scanner Utilization, 
cont. 
 
Relative 
Contribution 
to Sunday 
Use (%) 
Relative 
Contribution 
to Active Time 
(%) 
Relative 
Contribution 
to Total CT 
Study Time 
(%) 
Relative 
Contribution 
to Idle Time 
(%) 
Relative 
Contribution to 
Idle Time – 
Weekdays (%) 
Total Active Time 0 100    
Preparation 0 29.62 38.89   
Scan 0 30.89 40.56   
Take-down 0 
76.16 
 15.65 20.55   
Procedure 0 23.84    
Total Idle Time 100   100 100 
Flow Management 100   81.97 78.24 
Understaffed 0   7.79 9.40 
Technical Failure 0   7.29 8.80 
Calibration 0   1.61 1.94 
Preventative Maintenance 0   0.73 0.88 
Upgrades 0   0.61 0.73 
Total 100 100 100 100 99.99* 
*All results were rounded to the nearest hundredth resulting in calculated totals of 100 +/- .01% 
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Table 3 Average Total and Component Times for CT Exams* 
  
All 
Studies 
Single 
Slice 
Multi 
Slice Inpatient Outpatient Contrast 
Non-
Contrast 
Preparation  
 n 218 70 148 82 136 104 114 
 mean 4:58 4:19 5:16 4:45 5:05 6:48 3:16 
 max 26:15 8:10 26:15 18:45 26:15 26:15 12:50 
 min :30 :30 :30 1:00 :30 :30 :30 
 SD 3:54 2:33 4:22 2:49 4:25 4:20 2:09 
 median 4:00 4:03.5 4:00 4:16 3:52.5 5:30 2:40 
Scan  
 n 224 72 152 85 139 109 115 
 mean 5:08 5:08 5:09 5:21 5:00 7:04 3:19 
 max 27:05 23:00 27:05 23:00 27:05 27:05 11:15 
 min :30 :45 :30 :45 :30 1:00 :30 
 SD 3:33 3:17 3:41 3:39 3:30 3:54 1:51 
 median 4:12.5 3:51.5 4:32.5 4:30 4:00 6:01 3:00 
Take-down  
 n 225 72 153 85 140 110 115 
 mean 2:36 2:35 2:36 2:38 2:24 3:15 1:58 
 max 11:20 11:20 9:14 9:14 11:20 9:00 11:20 
 min :15 :15 :15 :50 :15 :30 :30 
 SD 1:47 1:51 1:45 1:34 1:54 1:38 1:41 
 median 2:10 2:00 1:25 2:10 2:15 3:00 1:30 
Total  
 n 218 70 148 82 136 104 114 
 mean 12:38 12:01 12:55 12:41 12:35 17:05 8:34 
 max 49:15 33:20 49:15 33:20 49:15 49:15 24:54 
 min 1:30 1:30 2:30 4:42 1:30 2:30 1:30 
 SD 7:17 5:59 7:49 5:26 8:13 7:23 4:10 
 median 11:12.5 11:05 11:12.5 11:40 10:04.5 15:40 7:42.5 
*mean, max, min and SD are reported to the nearest second, median is reported to the nearest 0.5 second 
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Table 4a Average Times for CT Exams, Sorted by Two Variables* 
  
Single/ 
Inpatient 
Multi/ 
Inpatient 
Single/ 
Outpatient 
Multi/ 
Outpatient 
Single/ 
Contrast 
Multi/ 
Contrast 
Preparation  
 n 34 48 36 100 25 79 
 mean 4:42 4:47 3:56 5:30 5:58 7:05 
 max 10:50 18:45 13:30 26:15 13:30 26:15 
 min 1:25 1:00 :30 :30 2:20 :30 
 SD 2:07 3:15 2:53 4:48 2:44 4:55 
 median 4:32.5 4:00 3:05 4:00 5:10 6:00 
Scan  
 n 36 49 36 103 26 83 
 mean 5:21 5:21 4:54 5:03 7:54 6:48 
 max 23:00 15:47 12:30 27:05 23:00 27:05 
 min 1:10 :45 :45 :30 3:38 1:00 
 SD 3:44 3:37 2:47 3:44 3:48 3:55 
 median 4:17.5 4:35 3:48 4:20 6:30 5:56 
Take-down  
 n 36 49 36 104 26 84 
 mean 2:31 2:44 2:39 2:32 3:09 3:16 
 max 5:50 9:14 11:20 9:00 6:45 9:00 
 min :50 1:00 :15 :15 :50 :30 
 SD 1:15 1:46 2:19 1:45 1:28 1:42 
 median 2:11.5 2:10 1:45 2:16.5 2:55 3:00 
Total  
 n 34 48 36 100 25 79 
 mean 12:33 12:46 11:29 12:59 16:58 17:06 
 max 33:20 25:06 27:30 49:15 33:20 49:15 
 min 4:50 4:42 1:30 2:30 9:30 2:30 
 SD 5:14 5:37 6:39 8:43 5:35 7:54 
 median 11:40 11:47.5 8:52.5 10:05 15:25 15:55 
*mean, max, min and SD are reported to the nearest second, median is reported to the nearest 0.5 second 
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Table 4b Average Times for CT Exams, Sorted by Two Variables*, cont.
  
Single/ 
Non- 
contrast 
Multi/ 
Non- 
contrast 
Inpatient/ 
Contrast 
Inpatient/ 
Non- 
contrast 
Outpatient/ 
Contrast 
Outpatient/ 
Non- 
contrast 
Preparation  
 n 45 69 38 44 66 70 
 mean 3:24 3:12 5:29 4:07 7:34 2:44 
 max 8:35 12:50 18:45 12:50 26:15 9:00 
 min :30 :30 1:00 1:25 :30 :30 
 SD 1:56 2:17 3:08 2:22 5:00 1:49 
 median 3:05 2:30 4:49 3:37.5 6:20 2:10 
Scan  
 n 46 69 40 45 69 70 
 mean 3:34 3:09 7:18 3:38 6:56 3:07 
 max 8:15 11:15 23:00 11:15 27:05 8:15 
 min :45 :30 1:00 :45 1:15 :30 
 SD 1:25 2:05 4:01 2:09 3:51 1:36 
 median 3:28 2:20 6:00.5 3:00 6:05 3:00 
Take-down  
 n 46 69 40 45 70 70 
 mean 2:16 1:47 2:48 2:30 3:30 1:38 
 max 11:20 9:14 8:30 9:14 9:00 11:20 
 min :15 :15 :50 1:00 :30 :15 
 SD 1:58 1:27 1:27 1:40 1:42 1:37 
 median 1:42 1:25 2:25 2:05 3:07.5 1:08.5 
Total  
 n 45 69 38 44 66 70 
 mean 9:15 8:07 15:28 10:17 18:00 7:29 
 max 24:20 24:54 33:20 24:54 49:15 24:20 
 min 1:30 2:45 6:15 4:42 2:30 1:30 
 SD 4:11 4:08 5:29 4:06 8:11 3:52 
 median 8:35 7:30 14:53.5 9:15.5 16:07.5 6:48 
*mean, max, min and SD are reported to the nearest second, median is reported to the nearest 0.5 second 
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Table 5a Average Times for CT Exams, Sorted by Three Variables* 
  
Multi/ 
Inpatient/ 
Contrast 
Multi/ 
Inpatient/ 
Non- 
contrast 
Multi/ 
Outpatient/ 
Contrast   
Multi/ 
Outpatient 
/Non- 
Contrast 
Preparation  
 n 24 24 55 45 
 mean 5:22 4:13 7:49 2:39 
 max 18:45 12:50 26:15 9:00 
 min 1:00 1:45 :30 :30 
 SD 3:33 2:52 5:15 1:43 
 median 4:37.5 3:15 6:25 2:00 
Scan  
 n 25 24 58 45 
 mean 6:59 3:39 6:43 2:53 
 max 15:47 11:15 27:05 7:20 
 min 1:00 :45 1:15 :30 
 SD 3:46 2:34 4:00 1:44 
 median 5:50 2:32.5 5:58 2:15 
Take-down  
 n 25 24 59 45 
 mean 2:54 2:33 3:25 1:22 
 max 8:30 9:14 9:00 4:30 
 min 1:25 1:00 :30 :15 
 SD 1:37 1:56 1:43 :52 
 median 2:20 2:07 3:05 1:07 
Total  
 n 24 24 55 45 
 mean 15:08 10:25 17:58 6:54 
 max 25:06 24:54 49:15 19:30 
 min 6:15 4:42 2:30 2:45 
 SD 5:29 4:46 8:39 3:10 
 median 14:52.5 9:07.5 16:00 6:15 
*mean, max, min and SD are reported to the nearest second, median is reported to the nearest 0.5 second 
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Table 5b Average Times for CT Exams, Sorted by Three Variables*, cont. 
  
Single/ 
Inpatient/ 
Contrast 
Single/ 
Inpatient/ 
Non-contrast 
Single/ 
Outpatient/ 
Contrast   
Single/ 
Outpatient/ 
Non-contrast 
Preparation  
 n 14 20 11 25 
 mean 5:43 4:00 6:17 2:54 
 max 10:50 7:00 13:30 8:35 
 min 2:20 1:25 2:45 :30 
 SD 2:20 1:41 3:17 2:01 
 median 5:00 4:08.5 5:24 2:35 
Scan  
 n 15 21 11 25 
 mean 7:49 3:36 8:00 3:32 
 max 23:00 7:45 12:30 8:15 
 min 3:38 1:10 4:34 :45 
 SD 4:29 1:35 2:50 1:17 
 median 6:25 3:20 6:35 3:30 
Take-down  
 n 15 21 11 25 
 mean 2:38 2:27 3:53 2:07 
 max 5:05 5:50 6:45 11:20 
 min :50 1:10 1:40 :15 
 SD 1:09 1:20 1:35 2:24 
 median 2:30 1:51 3:13 1:20 
Total  
 n 14 20 11 25 
 mean 16:03 10:07 18:10 8:33 
 max 33:20 17:15 27:30 24:20 
 min 9:30 4:50 10:50 1:30 
 SD 5:39 3:14 5:30 4:45 
 median 15:07 9:15.5 17:45 7:12 
*mean, max, min and SD are reported to the nearest second, median is reported to the nearest 0.5 second 
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Table 6 IV placement, Transport and Room Turn Over Times* 
 IV insertion, total IV placement, opt Transport Time Room Turn Over 
n 59 55 67 32 
mean 3:25 3:16 44:09 2:42 
max 14:45 14:45 91:00 6:00 
min :30 :30 17:00 1:00 
SD 3:15 3:02 19:25 1:04 
median 2:15 2:10 41:00 2:37 
*mean, max, min and SD are reported to the nearest second, median is reported to the nearest 0.5 second 
 
