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Non-commutative formality implies commutative and Lie
formality
Bashar Saleh
Abstract
Over a field of characteristic zero we prove two formality conditions. We prove
that a dg Lie algebra is formal if and only if its universal enveloping algebra is
formal. We also prove that a commutative dg algebra is formal as a dg associative
algebra if and only if it is formal as a commutative dg algebra. We present some
consequences of these theorems in rational homotopy theory.
1 Introduction
Formality is an important concept in rational homotopy theory ([DGMS75]), deforma-
tion quantization ([Kon03]), deformation theory ([GM88]), and other branches of math-
ematics where differential graded homological algebra is used. The notion of formality
exists in many categories, e.g. the category of (commutative) dg associative algebras
and the category of dg Lie algebras. An object A in such a category is called formal if
there exists a zig-zag of quasi-isomorphisms connecting A with its cohomology H(A);
A
∼
←− B1
∼
−→ · · ·
∼
←− Bn
∼
−→ H(A).
A functor between categories in which the notion of formality exists may or may not
preserve formal objects. For example, over a field of characteristic zero, it is known that
the universal enveloping algebra functor U : DGLk → DGAk preserves formal objects
([FHT01, Theorem 21.7]). That means that the formality of a dg Lie algebra (dgl) L
implies the formality of UL (as a dg associative algebra (dga)). But what about the
reversed relation? Does the formality of UL imply the formality of L? In this paper we
show that this holds for dg Lie algebras over a field of characteristic zero.
Theorem 1.1. A dg Lie algebra L over a field of characteristic zero is formal if and
only if its universal enveloping algebra UL is formal as a dga.
Among the results in the spirit of Theorem 1.1, there is a theorem by Aubry and
Lemaire ([AL88]) saying that two dgl morphisms f, g : L→ L′ are homotopic if and only
if U(f), U(g) : UL → UL′ are homotopic. The author do not think that the result by
Aubry and Lemaire implies Theorem 1.1 or vice versa.
Another remark is about the result by Milnor and Moore ([MM65]) saying that, over
a field of characteristic zero, the universal enveloping algebra defines an equivalence
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of categories between the category of dg Lie algebras and the category of connected
cocommutative dg Hopf algebras. This equivalence together with Theorem 1.1 and
with the fact that a dgl morphism f : L → L′ is a quasi-isomorphism if and only if
U(f) : UL → UL′ is a quasi-isomorphism ([FHT01, Theorem 21.7 (ii)]), gives that a
connected cocommutative dg Hopf algebra is formal as a connected cocommutative dg
Hopf algebra if and only if it is formal as a dga.
We demonstrate a topological consequence of Theorem 1.1. The rational homotopy
type of a simply connected space X is algebraically modeled by Quillen’s dg Lie algebra
λ(X) over the rationals ([Qui69]). The space X is called coformal if λ(X) is a formal
dgl. It is known that there exists a zig-zag of quasi-isomorphisms connecting Uλ(X)
to the algebra C∗(ΩX,Q) of singular chains on the Moore loop space of X ([FHT01,
Chapter 26]). From Theorem 1.1 the following corollary follows immediately:
Corollary 1.2. Let X be a simply connected space. Then X is coformal if and only if
C∗(ΩX;Q) is formal as a dga.
Our second formality result is concerning the forgetful functor from the category of
commutative dgas (cdgas) to the category of dgas. This functor preserves formality; a
cdga which is formal as a cdga is obviously formal as a dga. Again, we ask whether this
relation is reversible or not. We will prove that over a field of characteristic zero the
answer is positive.
Theorem 1.3. Let A be a cdga over a field of characteristic zero. Then A is formal as
dga if and only if it is formal as a cdga.
Recall that a space X is called rationally formal if the Sullivan-de Rham algebra
APL(X;Q) is formal as a cdga ([FHT01, Chapter 12]). In that case the rational ho-
motopy type of X is a formal consequence of its cohomology H∗(X;Q), meaning that
H∗(X;Q) determines the rational homotopy type of X. Moreover, it is known that
there exists a zig-zag of quasi-isomorphisms connecting APL(X;Q) with the singular
cochain algebra C∗(X;Q) of X ([FHT01, Theorem 10.9]). An immediate topological
consequence is the following corollary:
Corollary 1.4. A space X is rationally formal if and only if the singular cochain algebra
C∗(X;Q) of X is formal as a dga.
Overview
The reader is assumed to be familiar with the theory of operads and with the notions
of A∞-, C∞-, and L∞-algebras. We refer the reader to [LV12, MSS02, Kel01] for intro-
ductions to these subjects.
In Section 2 we review Baranovsky’s universal enveloping construction on the cat-
egory of L∞-algebras ([Bar08]). The construction is a generalization of the universal
enveloping algebra functor and is an important ingredient in the proof of Theorem 1.1.
In Section 3 we present an obstruction theory for formality in different categories. The
obstructions will be cohomology classes of certain cohomology groups. The obstruction
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theory together with Baranovsky’s universal enveloping will give us tools to compare
the concept of formality in DGAk and DGLk (chark = 0). This will be treated in
Section 4 and will finally yield a proof of Theorem 1.1. In Section 5 we prove Theorem
1.3.
The reader interested only in Theorem 1.1 may skip Section 5, whilst the reader only
interested in Theorem 1.3 may skip Sections 2 and 4.
Conventions
• Sk denotes the symmetric group on k letters.
• The Koszul sign of a permutation σ ∈ Sk acting on v1 · · · vk ∈ V
⊗k (where V is a
graded vector space) is given by the following rule: The Koszul sign of an adjacent
transposition that permutes x and y is given by (−1)|x||y|. This is then extended
multiplicatively to all of Sk (recall that the set of adjacent transpositions generates
Sk).
• The suspension sV of a graded vector space V is the graded vector space given by
sV i = V i+1. The suspension of a cochain complex (C, d) is the cochain complex
(sC,−sds−1).
• A standing assumption will be that k is a field of characteristic zero. We will only
consider (co)algebras and (co)operads over fields of characteristic zero.
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2 Baranovsky’s universal enveloping for L∞-algebras
The proof of Theorem 1.1 will partly rely on a construction by Baranovsky ([Bar08])
that generalizes the universal enveloping algebra construction to L∞-algebras.
Applying Baranovsky’s universal enveloping (denoted by UBar) to an L∞-algebra
(L, {li}) gives an A∞-algebra U
Bar(L, {li}) = (ΛL, {mi}) where ΛL is the underlying
graded vector space of the symmetric algebra on L. Applying UBar to an L∞-morphism
φ : L→ L′ gives an A∞-morphism U
Bar(φ) : UBar(L)→ UBar(L′).
UBar is not a functor since it fails to preserve compositions (i.e. UBar(ψ ◦ φ) 6=
UBar(ψ)◦UBar(φ) in general). However, the restriction of UBar to DGLk ⊂ ∞-L∞-alg
(here ∞-L∞-alg denotes the category of L∞-algebras with ∞-morphisms), coincides
with the usual universal enveloping algebra functor, denoted by U .
We record some properties of UBar.
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Theorem 2.1. Let (L, {li}) be an L∞-algebra with universal enveloping U
Bar(L, {li}) =
(ΛL, {mi}). The following properties holds:
(a) m1 : ΛL→ ΛL is the symmetrization of l1 (i.e. m1 = Λ(l1)).
(b) If φ : (L, {li}) → (L
′, {l′i}) is an L∞-quasi-isomorphism, then U
Bar(φ) :
(ΛL, {mi})→ (ΛL
′, {m′i}) is an A∞-quasi-isomorphism.
(c) The map mj : (ΛL)
⊗j → ΛL depends only on L, l1, l2, . . . , lj . In particular, if
(L, {ki}) is another L∞-algebra structure on the same vector space L with lj = kj
for j = 1, 2, . . . , d, then we have that UBar(L, {ki}) = (ΛL, {ni}) with nj = mj for
j = 1, 2, . . . , d.
(d) Let v1, . . . , vj ∈ L ⊂ U
BarL. Then
lj(v1 · · · vj) =
∑
σ∈Sj
γ(σ; v1, . . . , vj)mj(vσ−1(1) · · · vσ−1(j)),
where γ(σ; v1, . . . , vn) is the product of the sign of the permutation σ and the Koszul
sign obtained by applying σ on v1 · · · vj.
(e) The restriction UBar|DGLk of U
Bar to DGLk coincides with the ordinary universal
enveloping algebra functor.
Properties (a)-(c) are not explicitly stated in [Bar08] so we will briefly recall Bara-
novsky’s construction in order to prove these properties.
A summary of the construction
Given a complex (V, d), let T ∗a (V ) (T
∗
c (V )) and Λ
∗
a(V ) (Λ
∗
c(V )) denote the tensor re-
spective symmetric (co)algebra on V with (co)differential corresponding to the unique
(co)derivation extension of d.
Let (L, {li}) be an L∞-algebra. We start by considering the complex (L, l1) and
construct from it two coalgebras; (T ∗c (sΛ
∗
a(L)), d
◦) and (T ∗c (sΩ(Λ
∗
c(sL))), δ
◦) (where Ω
denotes the cobar construction and (·) denotes the augmentation ideal).
Baranovsky shows that there exists a coalgebra contraction from T ∗c (sΩ(Λ
∗
c(sL))) to
T ∗c (sΛ
∗
a(L))
T ∗c (sΩ(Λ
∗
c(sL)))H
&& F //
T ∗c (sΛ
∗
a(L))
G
oo . (1)
By comparing T ∗c (sΩ(Λ
∗
c(sL))) with the cobar-bar construction on the Chevalley-Eilenberg
construction on the L∞-algebra (L, {li}), denoted by BΩC(L), we see that they only
differ by their differentials. The differential δ of BΩC(L) is given by
δ = δ◦ + tµ + tL,
where tµ is the part that encodes the multiplication on ΩC(L) and where tL = t2+t3+. . .
encodes the L∞-structure on L with ti encoding li. Applying the basic perturbation
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lemma to the perturbation tµ + tL of the contraction above results in a new differential
d = (d◦)tµ+tL on T
∗
c (sΛ
∗
a(L)) which corresponds to an A∞-algebra structure on ΛL,
which will be Baranovsky’s universal enveloping UBar(L, {li}).
Geometric grading
Baranovsky introduces a geometric grading on BΩC(L) by first declaring that an ele-
ment of s−1Λkc (sL) is of geometric degree k−1 and extends then the grading to BΩC(L)
by the following rule; the geometric degree of α⊗β is the sum of the geometric degrees of
α and β. The maps in the contraction (1) and the perturbations tµ and tL = t2+ t3+ . . .
satisfy some conditions regarding the geometric grading:
• The image of G belongs to the geometric degree 0 part.
• H increases the geometric degree by 1.
• tµ preserves the geometric degree.
• ti decreases the geometric degree by i − 1 and vanishes on elements of geometric
degree < i− 1
Proof of Theorem 2.1
Proof. By the basic perturbation lemma (the lemma is stated in [Bar08, Lemma 2]) we
have that the differential d = (d◦)tµ+tL is given by
d = d◦ + F

∑
i≥0
((tµ + tL)H)
i

 (tµ + tL)G.
Since the image of G belongs to the geometric degree 0 part and since tL = t2+ t3+ . . .
vanishes on elements of geometric degree 0, we may rewrite the differential as
d = d◦ + F

∑
i≥0
(tµH + t2H + t3H + . . .)
i

 tµG. (2)
The terms in the differential above that correspond to mn : U
Bar(L)⊗n → UBar(L)
are those terms that contain tµ exactly (n− 1) times (see the proof of [Bar08, Theorem
3] for details).
(a) Since d◦ is the only term in (2) that does not contain tµ as a factor, we have
that d◦ is the part of the differential d that corresponds to m1 : U
Bar(L) → UBar(L).
One can easily see that d◦ corresponds to Λ(l1) : ΛL→ ΛL.
(b) By [Bar08, Theorem 3.i] we have that the first component UBar(φ)1 of U
Bar(φ)
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is given by Λ(φ1), where φ1 is the first component of φ. In order to show that U
Bar(φ)
is an A∞-quasi-isomorphism, we need to show that
UBar(φ)1 = Λ(φ1) : (ΛL,m1)→ (ΛL
′,m′1) (3)
is a quasi-isomorphism of complexes. Since φ is an L∞-quasi-isomorphism, it follows
that φ1 : (L, l1)→ (L
′, l′1) is a quasi-isomorphism of complexes. By (a), m1 and m
′
1 are
given by symmetrizations of l1 and l
′
1 respectively, which means that that the map in (3)
is obtained by applying the symmetrization functor Λ(−) on φ1 : (L, l1)→ (L
′, l′1). Over
a field k of characteristic zero we have that the symmetrization functor Λ(−) preserves
quasi-isomorphisms (since L⊗k− is exact and that taking Sn-coinvariants is also exact),
and (b) follows.
(c) Firstly, H depends only on L and l1 by [Bar08, Theorem 1]. Moreover, we have
that tµH increases the geometric degree by 1 while tiH decreases the geometric degree
by (i− 2). Furthermore, tiH vanish on elements of degree < i− 2. That means if there
exists a non-zero term containing tiH, then tµH has to occur at least (i−2) times before
tiH (i.e. to the right of tiH).
We have that mn corresponds to those non-zero terms that contain tµ exactly (n−1)
times, which is equivalent to those terms that contain contain tµH exactly (n−2) times.
These terms cannot contain any tiH where i > n (since they are non-zero). From this
and the fact that ti is completely encoded by li, claim (c) follows.
(d) See [Bar08, Theorem 3.vii]
(e) See [Bar08, Theorem 3.v]
3 Minimal P∞-algebras and obstructions to formality
Given an algebraic operad P, we have that the cohomology of a dg P-algebra has an
induced dg P-algebra structure with a trivial differential ([LV12, Proposition 6.3.5]).
Thus, the notion of formality makes sense in the category of dg P-algebras.
If P is a Koszul operad, we denote the operad obtained by applying the cobar
construction on the Koszul dual cooperad of P by P∞ ([LV12, Chapter 10]). The
category of P∞-algebras with P∞-morphisms (denoted by ∞-P∞-alg) contains the
category of P-algebras as a subcategory and has some properties that the category of
P-algebras lacks, e.g. that quasi-isomorphisms are invertible up to homotopy.
Theorem 3.1 ([LV12, Theorem 11.4.9]). Let P be a Koszul operad over a field of
characteristic zero and let A be a dg P-algebra. Then A is formal as a P-algebra if
and only if there exists a P∞-algebra quasi-isomorphism A→ H(A).
In this paper we will be interested in algebras over the operads A ss, C om, and L ie,
which are all Koszul. From now on, P is either A ss, C om or L ie, which means that
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a dg P-algebras is either a dga, cdga, or dgl, and that a P∞-algebra is either an A∞-,
C∞-, or L∞-algebra.
We denote the Koszul dual operad of P by P ! (recall that A ss! = A ss, C om! =
L ie, and L ie! = C om). We have that a P∞-algebra structure on a vector space A is a
collection (A, {bn}) where bn : P
!(n)⊗SnA
⊗n → A, n ≥ 1, are linear maps of degree n−2
that satisfy certain compatibility conditions (see [LV12]). A dg P-algebra (A, b1, b2)
may be regarded as P∞-algebra by identifying (A, b1, b2) with (A, b1, b2, 0, 0, . . .). A
morphism of P∞-algebras φ : (A, {bn}) → (A
′, {b′n}), is a collection φ = (φn) where φn
are maps P !(n)⊗A⊗n → A′ of degree n− 1 that satisfy certain conditions.
Given an operad P there is the notion of the operadic cochain complex C∗
P
(A) of
a P- algebra A, where Cn
P
(A) = Hom(P !(n)⊗Sn A
⊗n, A) (see [LV12, Chapter 12] for
details). We have that C∗
A ss(A) is the Hochschild cochain complex of A, C
∗
C om(C) is
the Harrison cochain complex of C, and C∗
L ie(L) is the Chevalley-Eilenberg cochain
complex of L. Since we will consider P-algebras with non-trivial homological grading,
the operadic cohomology will be endowed by a non-trivial homological grading, and
Cn,p
P
(A) will denote the part of Hom(P !(n) ⊗Sn A
⊗n, A) that is of homological degree
p ∈ Z.
The main goal of this section is to present an obstruction theory for formality in
DGAk, CDGAk and DGLk over any field k of characteristic zero. This obstruction
theory is presumably well-known for the experts, but we will recall it and formulate it
in a way that is suitable for the context of this paper. In order to do that we need to
recall some results by Kadeishvili ([Kad09]) on minimal A∞-algebras and the Hochschild
cochain complex and minimal C∞-algebras and the Harrison cochain complex. The ideas
of Kadeishvili apply also to minimal L∞-algebras and the Chevalley-Eilenberg cochain
complex (we leave the details to the reader).
Minimal P∞-algebras
We will now present some results by Kadeishvili in [Kad09].
Definition 3.2. Let P = A ss,C om, or L ie. A P∞-algebra (H, {bi}) is called mini-
mal if b1 = 0.
Given a minimal P∞-algebra (H, 0, b2, b3, . . .), we have that H = (H, 0, b2) is a P-
algebra, and therefore it makes sense to consider the operadic cochain complex C∗
P
(H)
of H.
Proposition 3.3 ([Kad09]). Suppose P = A ss, C om, or L ie. Then the following
holds:
(a) Let (H, {bi}) and (H, {b
′
i}) be two minimal P∞-algebras with b2 = b
′
2 and let φ =
(id, 0, . . . , 0, φk, φk+1, . . .) : (H, {bi}) → (H, {b
′
i}) be a P∞-algebra isomorphism.
The formal sums
b¯ = b3 + b4 + . . . , b¯
′ = b′3 + b
′
4 + . . . , φ¯ = φk + φk+1 + . . .
7
in C∗
P
(H) (where H = (H, 0, b2)) satisfy the following equality
b¯− b¯′ = ∂P(φ¯) + (elements in C
≥k+2(H))
(∂P is the differential of C
∗
P
(H)).
(b) Let (H, {bi}) be a minimal P∞-algebra, and let {φn ∈ C
n,n−2
P
(H)}n≥2 be any
collection of maps . Then there exists a minimal P∞-algebra (H, {b
′
i}) with b
′
2 = b2
such that φ = (id, φ2, φ3, . . .) is a P∞-algebra isomorphism (H, {bi})→ (H, {b
′
i}).
Obstruction to formality
We will in the spirit of Halperin and Stasheff ([HS79]) present an obstruction theory for
P-algebra formality that is presumably well-known for experts. However, the author
could not find in the literature an exposition that was optimized for the context of this
paper. Obstructions to formality in CDGAk is treated in [HS79] and obstructions to
formality in DGLk is treated in [Man15].
We start by recalling an easy consequence of the homotopy transfer theorem for
P∞-algebras, where P is a Koszul operad.
Proposition 3.4. Let P = A ss, C om, or L ie and let (A, b¯1, b¯2) be a dg P-algebra.
Then there exists a P∞-algebra structure (H(A), 0, b2, b3, . . .) on the underlying vector
space of the cohomology H(A) such that i) b2 : H(A)
⊗2 → H(A) is the induced P-algebra
multiplication on the cohomology H(A) and ii) (A, b¯1, b¯2) is P∞-quasi-isomorphic to
(H(A), 0, b2, b3, . . .)
Proof. Since A ss, C om, and L ie are all Koszul, the theorem follows easily from the
homotopy transfer theorem for P∞-algebras (see [LV12, Section 10.3] or [Ber14]).
Remark 3.5. Note that (A, b¯1, b¯2) is formal if and only if there exists a P∞-algebra
quasi-isomorphism (H(A), 0, b2, b3, . . .) → (H(A), 0, b2) (recall that quasi-isomorphisms
are invertible up to homotopy in the category of P∞-algebras). Thus, an obstruction
theory for quasi-isomorphisms (H, 0, b2, b3, . . .)→ (H, 0, b2) is an obstruction theory for
formality.
Now we are ready to formulate the main theorem of this section.
Theorem 3.6. Assume P = A ss, C om, or L ie and that H = (H, 0, b2) is a dg
P-algebra with trivial differential. Given a P∞-algebra of the form (H, 0, b2, b3, . . .)
there is an associated sequence of cohomology classes [b3], [b
′
4], [b
′′
5 ], . . ., where [b
(k−3)
k ] ∈
Hk,k−1
P
(H). This sequence is either an infinite sequence of vanishing cohomology classes,
or finite and terminating in a non-zero cohomology class [b
(k−3)
k ]. There exists a P∞-
algebra quasi-isomorphism (H, 0, b2, b3, . . .)→ (H, 0, b2) if and only if [b3], [b
′
4], [b
′′
5 ], . . . is
an infinite sequence of vanishing cohomology classes.
This theorem will follow easily from the following proposition.
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Proposition 3.7. Assume P = A ss, C om, or L ie. Let H = (H, 0,m2) be a given
minimal dg P-algebra.
(a) Let Hα = (H, 0,m2, 0, . . . , 0,mk,mk+1 . . .), k ≥ 3, be a P∞-algebra that is quasi-
isomorphic to H = (H, 0,m2). Then mk is a boundary in C
∗
P
(H), i.e. [mk] = 0
in H∗
P
(H).
(b) Given a P∞-algebra Hα = (H, 0,m2, 0, . . . , 0,mk,mk+1 . . .) where [mk] = 0 in
H∗
P
(H), i.e. mk = ∂P(φk−1) for some φk−1 ∈ C
k−1
P
(H), then Hα is quasi-
isomorphic to some P∞-algebra Hβ of the form
Hβ = (H, 0,m2, 0, . . . , 0,m
′
k+1,m
′
k+2 . . .)
Remark 3.8. Note that if all obstructions from Theorem 3.6 vanish, we will get a
sequence of quasi-isomorphisms
(H, 0,m2,m3, . . .)→ (H, 0,m2, 0,m
′
4,m
′
5, . . .)→ (H, 0,m2, 0, 0,m
′′
5 ,m
′′
6 , . . .)→ . . .
One can easily see that the colimit of this diagram is (H, 0,m2, 0, . . .). Since quasi-
isomorphisms between minimal P∞-algebras are isomorphisms, it follows that
(H, 0,m2,m3, . . .) → (H, 0,m2, 0, . . .) is an isomorphism (and in particular a quasi-
isomorphism).
Proof. (a) By Lemma A.5, there exists a morphism
φ = (id, 0, . . . , 0, φk−1, φk, . . .) : Hα →H.
It follows from Proposition 3.3 (a) that
mk +mk+1 + . . . = (∂P (φk−1) + ∂P (φk) + . . .) + (elements in C
≥k+1
P
(H)).
Collecting the elements of Ck
P
(H) from both sides of the equality gives that mk =
∂P(φk−1).
(b) By Proposition 3.3 (b) there exists a P∞-algebra Hβ = (H, 0,m2,m
′
3,m
′
4, . . .) such
that
(id, 0, . . . , 0, φk−1, 0, . . .) : Hα → Hβ
is a P∞-algebra isomorphism. By Proposition 3.3 (a) we have that
(mk +mk+1 + . . .)− (m
′
3 +m
′
4 + . . .) = ∂P(φk−1) + (elements in C
≥k+1
P
(H))
We see from the equality that m′3, . . . ,m
′
k−1 vanish. We also see that mk − m
′
k =
∂P(φk−1), giving that m
′
k = 0. This completes the proof.
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4 Proof of Theorem 1.1
We used the language of operadic cohomology in the obstruction theory for formality
in the previous section. We will compare different cohomology theories corresponding
to different operads in order to compare the concept of formality in different categories.
Recall that H∗
A ss and H
∗
L ie correspond to the Hochschild and the Chevalley-Eilenberg
cohomologies respectively. The Hochschild cochain complex of an associative algebra A
with coefficients in A will be denoted by C∗Hoch(A) and its cohomology will be denoted by
HH∗(A). The Chevalley-Eilenberg cochain complex of a Lie algebra L with coefficients
in L will be denoted by C∗CE(L) and its cohomology will be denoted by H
∗
CE(L). We will
also work with the Chevalley-Eilenberg cochain complex of a Lie algebra with coefficients
in a left L-module M different from L, which will be denoted by C∗CE(L,M) and its
cohomology will be denoted by H∗CE(L,M).
Hochschild and Chevalley-Eilenberg Cohomology
Recall that the universal enveloping algebra UL of a dg Lie algebra L is explicitly given
by
UL = T ∗a (L)/(ab− (−1)
|a||b|ba− [a, b], a, b ∈ L).
A Lie algebra L is of course a left module over itself by g.h = [g, h].
Let ULad denote the left L-module structure on UL given by g.m = g ⊗ m −
(−1)|g||m|m ⊗ g, for g ∈ L and m ∈ UL (where m is of some homogenous degree
|m|). This makes the inclusion L →֒ ULad a map of left L-modules.
Lemma 4.1 ([Lod98, Lemma 3.3.3.]). There exists a cochain map
Alt : C∗Hoch(UL)→ C
∗
CE(L,UL
ad)
from the Hochschild cochain complex of UL to the Chevalley-Eilenberg cochain complex
of L with coefficients in ULad. If f ∈ CnHoch(UL) = Homk(UL
⊗n, UL), then Alt(f) ∈
CnCE(L,UL
ad) = Homk(L
∧n, ULad) is given by
Alt(f)(l1 ∧ · · · ∧ ln) =
∑
σ∈Sn
γ(σ, l1, . . . , ln)f(lσ−1(1) ⊗ · · · ⊗ lσ−1(n))
where γ(σ; l1, . . . , ln) is the product of the sign of σ and the Koszul sign obtained by
applying σ on l1 · · · lj.
By the map above we have a tool for comparison of cohomology classes in HH∗(UL)
and H∗CE(L,UL
ad). However, the obstruction theory for formality in DGLk was ex-
pressed in terms of cohomology classes in H∗CE(L) (i.e H
∗
CE(L,L)). In the next propo-
sition we show that the inclusion L →֒ ULad of left L-modules induces an injection
H∗CE(L,L)→ H
∗
CE(L,UL
ad) in cohomology.
Proposition 4.2. The inclusion of L-modules L →֒ ULad induces an injection
H∗CE(L,L)→ H
∗
CE(L,UL
ad) in cohomology.
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Proof. We start by recalling the Poisson algebra structure on ΛaL (see [Lod98, Section
3.3.4]). The Poisson bracket {−,−} on ΛaL is determined by the following two proper-
ties: i) {g, h} = [g, h] for g, h ∈ L and ii) {−,−} is a derivation in each variable. Now we
may give ΛL a left L-module structure given by g.α = {g, α}. With this L-module struc-
ture, the Poincare´-Birkhoff-Witt isomorphism η : ΛL→ ULad is an L-module morphism
([Lod98, Lemma 3.3.5]). In particular, ΛL and ULad are isomorphic as L-modules. Since
L is a direct summand of the L-module ΛL, it follows by the L-module isomorphism
above that L is also a direct summand of ULad. Hence there is a projection ULad ։ L
of L-modules, and therefore idL may be decomposed as L →֒ UL
ad
։ L. This in turn
gives a decomposition idH∗
CE
(L,L) : H
∗
CE(L,L) → H
∗
CE(L,UL
ad) → H∗CE(L,L). Thus,
H∗CE(L,L)→ H
∗
CE(L,UL
ad) must be injective.
The proof
In this section it will be necessary to be able to distinguish between a dg Lie algebra
(L, l¯1, l¯2) and the underlying vector space L. Therefore we will denote the Lie algebra
structure by L and the underlying vector space by L. We will denote the Lie algebra
structure on the cohomology of L by H(L) while its underlying vector space will be
denoted by H(L). We make the same distinction between UL and UL.
Lemma 4.3 ([FHT01, Theorem 21.7]). Suppose char(k) = 0 and L ∈ DGLk. Then
there exists a natural isomorphism UH(L) ∼= H(UL) of algebras.
It follows directly from the lemma that U : DGLk → DGAk preserves formality.
Thus, what is left to show in order to prove Theorem 1.1 is that whenever UL is formal
in DGAk, then L is formal in DGLk. In the language of A∞- and L∞-algebras, we
need to prove the following:
Theorem 4.4. Let k be a field of characteristic zero and let L ∈ DGLk. If there exists
an A∞-quasi-isomorphism UL → H(UL) then there exists an L∞-quasi-isomorphism
L → H(L).
Proof. Let L be on the form L = (L, l¯1, l¯2) and let UL = (UL, m¯1, m¯2) be its universal
enveloping algebra.
By the homotopy transfer theorem for L∞-algebras (Proposition 3.4) there exists an
L∞-algebra (H
∗(L), 0, l2, l3, . . .) and an L∞-quasi-isomorphism
φ : L → (H(L), 0, l2, l3, . . .).
Applying UBar to φ gives an A∞-quasi-isomorphism
UBar(φ) : UBar(L)→ UBar(H(L), 0, l2, l3, . . .) (4)
(recall from Theorem 2.1 (b) that UBar preserves quasi-isomorphisms). By Theorem 2.1 (e),
UBar(L) is the ordinary universal enveloping algebra UL of L. Let us analyse the
A∞-structure of U
Bar(H∗(L), 0, l2, l3, . . .).
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Claim: UBar(H(L), 0, l2, l3, . . .) is an A∞-algebra (H(UL), 0,m2,m3, . . .), whose 2-
truncation, (H(UL), 0,m2), is isomorphic to the cohomology algebra H(UL) of the uni-
versal enveloping algebra UL.
Proof. Since UBar|DGLk = U , the following holds:
UBar(H(L), 0, l2) = UH(L)
Lemma 4.3
= H(UL) = H(UL, m¯1, m¯2) = (H(UL), 0,m2)
Now it follows by Theorem 2.1 (c) that
UBar(H(L), 0, l2, l3, . . .) = (H(UL), 0,m2,m3, . . .).
Thus the quasi-isomorphism in (4) is a map of the form
UBar(φ) : (UL, m¯1, m¯2)→ (H
∗(UL), 0,m2,m3, . . .)
Since UL is formal, it follows that (H(UL), 0,m2,m3, . . .) is A∞-quasi-isomorphic to
H(UL) = (H(UL), 0,m2). It follows by Proposition 3.7 (a) that [m3] = 0 inHH
∗(UH(L)).
Let Alt∗ : HH∗(UH(L)) → H∗CE(H(L), (UH(L))
ad) be the cohomology-induced
map of the cochain map Alt introduced in Lemma 4.1 and let j∗ : H∗CE(H(L),H(L))→
H∗CE(H(L), (UH(L))
ad) be the cochain map induced by the inclusionH(L) →֒ (UH(L))ad.
We have by Theorem 2.1 (d) that Alt∗[m3] = j
∗[l3]. Since [m3] = 0, it follows that
j∗[l3] = 0. By Proposition 4.2, j
∗ is injective, and hence [l3] = 0 in H
∗
CE(H(L),H(L)).
Since [l3] = 0, it follows by Proposition 3.7 (b), that there exists a quasi-isomorphism
α : (H(L), 0, l2, l3, . . .)→ (H(L), 0, l2, 0, l
′
4, l
′
5, . . .)
Applying Theorem 2.1 (c) on UBar(H(L), 0, l2, 0, l
′
4, l
′
5, . . .) and U
Bar(H(L), 0, l2, 0, . . .)
we get that
UBar(H(L), 0, l2, 0, l
′
4, l
′
5, . . .) = (H
∗(UL), 0,m2, 0,m
′
4,m
′
5, . . .).
Note that (H(UL), 0,m2, 0,m
′
4,m
′
5, . . .) is A∞-quasi-isomorphic to (H(UL), 0,m2)
(since UBar(α) is a quasi-isomorphism (Theorem 2.1 (b)) connecting (H(UL), 0,m2,m3, . . .)
and (H(UL), 0,m2, 0,m
′
4,m
′
5, . . .)). Again, by Proposition 3.7 (a) it follows that [m
′
4] =
0 inHH∗(UH(L)). The same reasoning as before will give us that [l′4] = 0 in C
∗
CE(H(L)).
Continuing this process will yield a sequence
[l3], [l
′
4], . . . , [l
(n−3)
n ], . . .
of vanishing Chevalley-Eilenberg cohomology classes. By Theorem 3.6, it follows that
(H(L), 0, l2, l3, . . .) is L∞-quasi-isomorphic to (H(L), 0, l2), which is equivalent to the
DGLk-formality of L = (L, l1, l2).
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5 Proof of Theorem 1.3
We will compare the cohomology theories H∗
A ss and H
∗
C om, which correspond to the
Hochschild and the Harrison cohomologies respectively, in order to compare the concept
of formality in DGAk and CDGAk. We will denote the Harrison cochain complex
and the Harrison cohomology of a commutative dg algebra A with coefficients in A by
C∗Harr(A) and Harr
∗(A) respectively.
Hochschild and Harrison Cohomology
We will start by recalling the notion of shuffle products. A permutation σ ∈ Sp+q is called
a (p, q)-shuffle if σ(1) < · · · < σ(p) and σ(p+ 1) < · · · < σ(p+ q). Let µp,q ∈ k[Sp+q] be
given by
µp,q =
∑
(p,q)-shuffles
sgn(σ)σ
There is an action of k[Sn] on A
⊗n given by
σ.(a1 · · · an) = ǫ(σ; a1, . . . , an)aσ−1(1) · · · aσ−1(n)
for σ ∈ Sn and where ǫ(σ; a1, . . . , an) is the Koszul sign obtained when applying σ on
a1 · · · an. The shuffle product µ¯p,q : A
⊗p⊗A⊗q → A⊗(p+q) is given by letting µp,q act on
A⊗p ⊗A⊗q ∼= A⊗(p+q).
We will now see how this is related to Harrison cohomology. We have that
CnHarr(A)
∼= CnC om(A)
∼= Homk(C om
!(n)⊗Sn A
⊗n, A) ∼= Homk(L ie(n)⊗Sn A
⊗n, A).
Over a field of characteristic zero one can show that Homk(L ie(n) ⊗Sn A
⊗n, A) is
isomorphic to the space of k-morphisms A⊗n → A that vanish on all shuffle products
µ¯k,n−k : A
⊗k ⊗ A⊗(n−k) → A⊗n (see [LV12, Sections 1.3.3, 13.1.7.]) In particular that
means that there exists an inclusion
ι : C∗Harr(A) →֒ C
∗
Hoch(A)
∼= Homk(A
⊗n, A).
This inclusion induces a map ι∗ : Harr∗(A) → HH∗(A) in the cohomology. Over a
field k of characteristic zero Barr showed in [Bar68] that ι∗ is injective.
Proposition 5.1 ([Bar68]). Let k be a field of characteristic zero, and let A be a
commutative dg algebra over k. The map ι∗ : Harr∗(A) → HH∗(A) induced by the
inclusion ι : C∗Harr(A)→ C
∗
Hoch(A) is injective.
We will briefly explain the techniques used in the proof of the proposition above.
First, set µn =
∑n−1
i=1 µi,n−i. Next, Barr constructed a family of idempotents {ei}i≥2,
en ∈ k[Sn], that satisfies the following conditions
(i) e2n = en (idempotent)
(ii) en is a polynomial in µn (without any constant term)
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(iii) enµi,n−i = µi,n−i, 1 ≤ i ≤ n− 1
Since en ∈ k[Sn], it defines an action on C
n
Hoch(A) = Hom(A
⊗n, A) (by permuting the
inputs). This allows us to formulate a fourth condition that {ei} satisfies:
(iv) ∂Hochen = en+1∂Hoch (∂Hoch is the Hochschild coboundary).
By conditions (ii) and (iii) there is an equality of ideals (en) = (µ1,n−1, µ2,n−2, . . . , µn−1,1).
In particular, a map φ ∈ CnHoch(A) = Hom(A
⊗n, A) vanishes by the action of en if and
only if it vanishes on all µi,n−i (which is equivalent to that φ ∈ C
∗
Harr(A)).
Recall that an endomorphism ρ : V → V gives a decomposition V = ker(ρ)⊕ im(ρ).
If ρ is an idempotent we have that ρ(a, b) = (0, b). Applying this to en (which defines an
endomorphism on CnHoch(A)), we get that C
n
Hoch(A) = ker(en) ⊕ im(en). Since (en) =
(µ1,n−1, µ2,n−2, . . . , µn−1,1), it follows that ker(en) = C
n
Harr(A). Set W
n(A) : = im(en)
and CnHoch(A) is then decomposed as
CnHoch(A)
∼= CnHarr(A)⊕W
n(A). (5)
In order to show that ι∗ : Harr∗(A) → HH∗(A) is injective, we have to show that
if x ∈ CnHarr(A) ⊂ C
n
Hoch(A) is a coboundary in C
∗
Hoch(A) then it is also a coboundary
in C∗Harr(A). By (5) we have that an element of the Harrison subcomplex may be
represented by an element of the form (x, 0) ∈ CnHarr(A)⊕W
n(A) ∼= CnHoch(A). Assume
(x, 0) is a coboundary in CnHoch(A), meaning that there is some element (y1, y2) ∈
Cn−1Harr(A) ⊕W (A)
∼= Cn−1Hoch(A) such that ∂Hoch(y1, y2) = (x, 0). From property (iv) we
get the following commutative diagram
(y1, y2)
en−1
//
∂Hoch

(0, y2)
∂Hoch

(x, 0)
en
// (0, 0).
Now we see that ∂Hoch(y1, 0) = ∂Hoch((y1, y2)−(0, y2)) = (x, 0), which proves that (x, 0)
is also a boundary in C∗Harr(A). This proves that ι
∗ is injective.
The idempotents {en} can not be constructed over a field of characteristic p > 0 and
over such a field ι∗ is not injective in general (see the example in Section 4 in [Bar68]).
We would like to remark that the overview above is related to the subject of the
λ-decomposition of Hochschild homology (see [Lod98, Section 4.5]).
The proof
As mentioned in the introduction, it is obvious that CDGAk-formality implies DGAk-
formality. Hence what is left to show in order to prove Theorem 1.3 is that if a cdga is
formal as a dga, then it is also formal as a cdga.
Proof of Theorem 1.3. Let (C, m¯1, m¯2) be a cdga that is formal in DGAk. Let H =
(H(C), 0,m2) be the induced commutative graded algebra structure on the cohomology
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of (C, m¯1, m¯2). The homotopy transfer theorem for C∞-algebras (see Proposition 3.4)
gives that there exists a C∞-algebra (H(C), 0,m2,m3, . . .) equipped with a C∞-quasi-
isomorphism
(C, m¯1, m¯2)→ (H(C), 0,m2,m3, . . .).
Since C is formal in DGAk there exists an A∞-quasi-isomorphism
(H(C), 0,m2,m3, . . .)→ (H(C), 0,m2).
It follows by Proposition 3.7 (a), that [m3]Hoch = 0 in HH
∗(H). Since the coho-
mology map ι∗ : Harr∗(A) → HH∗(A) induced by the inclusion ι : C∗Harr(H(C)) →֒
C∗Hoch(H(C)) is injective (Propostion 5.1), it follows that [m3]Harr = 0 in Harr
∗(H).
Now by Proposition 3.7 (b) it follows that there exists a C∞-quasi-isomorphism
(H(C), 0,m2,m3, . . .)→ (H(C), 0,m2, 0,m
′
4,m
′
5, . . .).
Applying Proposition 3.7 (a) again, gives that [m′4]Hoch = 0 in HH
∗(H), wich in turn
gives together with the injectivity of ι∗ that [m′4]Harr = 0 in Harr
∗(H). Continuing this
process will yield a sequence
[m3]Harr, [m
′
4]Harr, . . . , [m
(n−3)
n ]Harr, . . .
of vanishing Harrison cohomology classes in Harr∗(H). By Theorem 3.6, it follows that
(H(C), 0,m2,m3, . . .) is C∞-quasi-isomorphic to (H(C), 0,m2), which is equivalent to
the CDGAk-formality of (C, m¯1, m¯2).
Appendix A Some technicalities concerning A∞-, C∞- and
L∞-algebras
Given a Koszul operad P there are many equivalent ways of viewing a P∞-algebra
structure on a vector space A.
Theorem A.1 ([LV12, Theorem 10.1.13]). Let P be a Koszul operad. Then a P∞-
algebra structure on a vector space A is the same thing as coderivation on the cofree
P !-coalgebra on sA, denoted by V∗
P!
(sA) and a morphism of P∞-algebras is the same
thing as a morphism of cofree P !-coalgebras
We have that V∗
P!
(sA) =
⊕
n≥0 V
n
P!
(sA) where Vn
P!
(sA) = P !
∨
(n)⊗Sn (sA)
⊗n (and
where P !
∨
denotes the cooperad obtained by dualising P !). We say that an element of
Vn
P!
(sA) is of word-length n.
We will briefly recall the correspondence between P∞-algebras and quasi-free dg
P !-coalgebras. A P !-coalgebra differential d on V∗
P!
(sA) may be decomposed as
d = d0 + d1 + . . . ,
where di is the part of d that decreases the word-length by i. The dg coalgebra
(V∗
P!
(sA), d = d0 + d1 + . . .) corresponds to a P∞-algebra (A, b1, b2, . . .) where di and
bi+1 encodes each other (i.e. di may be constructed from bi+1 and vice versa).
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Analogously, a morphism of dg P !-coalgebras Ψ: (V∗
P!
(sA), d) → (V∗
P!
(sA′), d′)
may be decomposed as Ψ = Ψ0 + Ψ1 + . . ., where Ψi is the part of Ψ that decreases
the word-length by i. We have that Ψ corresponds to a P∞-quasi-isomorphism φ =
(φ1, φ2, . . .) : A → A
′ where Ψi and φi+1 encodes each other. With this correspondence
we have tools to prove some technical results that we need in this paper. The author
was inspired by the techniques used in [FOT08, Section 2.72].
Lemma A.2. Assume (A, 0, b2, b3, . . .) and (A, 0, b2) are quasi-isomorphic as P∞-algebras.
Then there exists a P∞-algebra quasi-isomorphism φ
′ : (A, 0, b2, b3, . . .) → (A, 0, b2)
where φ′1 = idA
Proof. Let φ be a quasi-isomorphism φ = (φ1, φ2, . . .) : (A, 0, b2, b3, . . .) → (A, 0, b2).
Since φ is a quasi-isomorphism of minimal P∞-algebras, it follows that φ is an isomor-
phism.
We have that φ corresponds to a map
Ψ = Ψ0 +Ψ1 + . . . : (V
∗
P!
(sA), d1 + d2 + . . .)→ (V
∗
P!
(sA), d1),
where Ψi increases the word-length by i and corresponds to φi+1. Moreover, Ψ0 is a
vector space isomorphism (since Ψ is a dg P !-coalgebra isomorphism).
We show that Ψ0 commutes with the differential d1. Since Ψ is a chain map, we
have that
(Ψ0 +Ψ1 + . . .) ◦ (d1 + d2 + . . .) = d1 ◦ (Ψ0 +Ψ1 + . . .).
Collecting the terms that decreases the word-length by 1 from both sides of the equality
gives that Ψ0d1 = d1Ψ0.
Similar techniques gives also that Ψ0 commutes with the comultiplication ∆ on
V∗
P!
(sA). Hence Ψ0 : (V
∗
P!
(sA), d1) → (V
∗
P!
(sA), d1) is a dg P
!-coalgebra automor-
phism which has an inverse Ψ−10 . Now the composition Ψ
′ = (Ψ−10 ) ◦ (Ψ0 + Ψ1 + . . .)
will give the desired result.
Lemma A.3. Assume that θ is a P !-coalgebra coderivation on V∗
P!
(V ) of cohomological
degree 0 that decreases the word-length by some number i ≥ 1. Then the map
eθ = id+θ +
θ2
2!
+
θ3
3!
+ . . .
is a well defined map of P !-coalgebras.
Proof. The map is well defined since for any element x ∈ V∗
P!
(V ) of word-length k we
have that θm(x) = 0 for all m ≥
⌈
k
i
⌉
, so eθ(x) will be a finite sum
eθ(x) = x+ θ(x) + . . .+
θm−1(x)
(m− 1)!
.
Now we prove that eθ is a map of P !-coalgebras. One can easily prove by induction
that
∆θn =

 n∑
p=0
(
n
p
)
θn−p ⊗ θp

 ◦∆
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Thus
∆ ◦ eθ =

 ∞∑
n=0
1
n!
n∑
p=0
(
n
p
)
θn−p ⊗ θp

 ◦∆
=

 ∞∑
n=0
n∑
p=0
θn−p
(n− p)!
⊗
θp
p!

 ◦∆
= (eθ ⊗ eθ) ◦∆
Remark A.4. Note that eθ is an automorphism with inverse e−θ.
Lemma A.5. Assume (A, 0,m2, 0, . . . , 0,mn,mn+1, . . .) and (A, 0,m2) are quasi-
isomorphic as P∞-algebras. Then there exists a map
φ′ : (A, 0,m2, 0, . . . , 0,mn,mn+1, . . .)→ (A, 0,m2)
such that φ′1 = idA and φ
′
i = 0 for 2 ≤ i ≤ n− 2.
Proof. We prove the lemma by induction on n. For n = 3 the assertion is true by Lemma
A.2. Assume the assertion is true for n − 1, n ≥ 4. Then we have that there exists a
quasi-isomorphism
φ = (id, 0, . . . , 0, φn−2, φn−1, . . .) : (A, 0,m2, 0, . . . , 0,mn,mn+1, . . .)→ (A, 0,m2).
which corresponds to a P !-coalgebra map
Ψ = id+Ψn−3 +Ψn−2 + . . . : (V
∗
P!
(sA), d1 + dn−1 + dn + . . .)→ (V
∗
P!
(sA), d1)
Considering the equality (Ψ ⊗ Ψ) ◦∆ = ∆ ◦ Ψ and collecting the terms that decreases
the word-length by n−3 gives that (id⊗Ψn−3+Ψn−3⊗ id)◦∆ = ∆◦Ψn−3. That means
that ±Ψn−3 is a coderivation of V
∗
P!
(sA) and therefore e±Ψn−3 : V∗
P!
(sA)→ V∗
P!
(sA) is
a P !-coalgebra automorphism.
Considering the equality Ψ ◦ (d1 + dn−1 + dn + . . .) = d1 ◦ Ψ and collecting the
terms that decreases the word-length by n − 2 gives that Ψn−3 ◦ d1 = d1 ◦ Ψn−3, i.e.
that ±Ψn−3 commutes with the differential d1. Hence e
±Ψn−3 commutes with d1 and
therefore e±Ψn−3 : (V∗
P!
(sA), d1)→ (V
∗
P!
(sA), d1) is a dg P
!-coalgebra automorphism.
We consider the composition Ψ′ = e−Ψn−3 ◦ Ψ: (V∗
P!
(sA), d1 + dn−1 + dn + . . .) →
(V∗
P!
(sA), d1). We have that
Ψ′ = e−Ψn−3 ◦ (id+Ψn−3 +Ψn−2 + . . .)
= (id−Ψn−3 +
Ψ2n−3
2!
− · · · ) ◦ (id+Ψn−3 +Ψn−2 + . . .)
= id+(terms that increases the word-length by ≥ n− 2).
Hence Ψ′ is of the form Ψ′ = id+Ψ′n−2 + Ψ
′
n−1 + . . . where Ψ
′
i decreases the word-
length by i and will therefore correspond to a P∞-algebra quasi-isomorphism φ
′ :
(A, 0,m2, 0, . . . , 0,mn,mn+1, . . .) → (A, 0,m2) that satisfies the property given in the
lemma.
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