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Over the past decades many eﬀorts have been undertaken to miniaturize ex-
isting electronic and optical devices to obtain a faster performance and higher
device packing densities. An illustrative example is the integrated circuit which
has been downscaled from 20 µm for a single transistor in the early 1960’s to
below 100 nm nowadays, while the cost per transistor has decreased propor-
tionally.1 This development has an impact on the size and performance of com-
puter chips, data storage, but also televisions and mobile phones. The quest
for smaller and smaller structures and devices has already successfully entered
the nanoregime, i.e., structures of which at least one dimension is in between
1 - 100 nm.2 In the recent years, several nanostructures have been produced
composed of both organic and inorganic material: rods,3 tubes,4, 5 quantum
wells,6 (quantum) wires,7–9 quantum dots,10, 11 rings12–16 and vesicles.17 The
fabrication of new well-deﬁned nanoscaled objects and the study of their phys-
ical properties is of signiﬁcant importance for the development of potentially
useful materials and devices and the discovery of new physical phenomena. For
example, size quantization is used nowadays to tune the emission wavelength
and to improve the eﬃciency of semiconductor laser diodes. Such a device is
already a true nanostructure where size and shape matter a great deal.
Generally, one distinguishes the top-down and the bottom-up approach. In
the top-down approach 3D systems are fabricated that are subsequently down-
scaled to smaller dimensions by techniques such as lithography. In contrast,
in the bottom-up approach a nano-object is constructed from small building
blocks such as atoms or molecules.
Great advances in 2D semiconductor physics were made with the advent
of growth techniques such as molecular beam epitaxy (MBE)6, 18 and metal-
organic chemical vapor deposition, and the ability to introduce doping in speciﬁc
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layers of the semiconductor (modulation doping).19 Strictly speaking, MBE is
a bottom-up approach since the layers are made by atomic controlled deposi-
tion. However, normally MBE is considered to be top-down because originally
epitaxial techniques were also used for bulk deposition, and the 2D structures
are used as a starting material to fabricate 1D and 0D systems.
Using these methods it became possible to produce a high density of elec-
trons in highly perfect 2D quantum well (QW) structures having less defects
or impurities than 1 in 1010, and as a result yielding high electron mobili-
ties. A QW is a potential well that is created by sandwiching a thin layer
(typically 5− 30 nm) of semiconductor material between two layers of another
semiconductor material that has a larger bandgap. Exposing such a QW to ex-
treme conditions such as low temperatures (T < 4.2 K) or high magnetic ﬁelds
(B > 10 T) has led to the discovery of new fundamental physics. An exam-
ple is the discovery of the integer quantum Hall eﬀect and later the fractional
quantum Hall eﬀect, both awarded with the Nobel prize in 1985 and 1998, re-
spectively.20 Further reduction of the dimensions can be achieved by techniques
such as photo-lithography, focussed ion beam writing or self-assembled growth,
and has led to the construction of quantum wires and quantum rings (1D),
and quantum dots (0D). The latter have been used to construct single photon
sources, which are a prerequisite for the development of quantum computing,
quantum cryptography and quantum optics experiments.21
The alternative approach to fabricate nanostructures is the bottom-up ap-
proach, starting with specially designed (0D) molecules that self-assemble into
higher dimensional, nanoscaled structures. The self-assembly is driven by in-
termolecular noncovalent interactions such as hydrogen bonding, ion-ion inter-
actions, π − π interactions, and van der Waals forces.22 Nature abundantly
uses self-assembly, for instance the formation of collagen, a common protein
in mammals, spider silk,23 or life itself, since many processes in the living cell
depend on self-assembly. The use of organic molecules as building blocks is very
promising, because it provides relatively easy, low-cost, and versatile means to
construct nanostructures with a desired shape and functionality. An important
step towards the construction of nanodevices will be to gain control over their
production and size, as well as the ability to position them on a surface. The
goal is to achieve such a high level of control that all nanostructures within
one production batch are of equal quality and size, and can be positioned on a
surface at will.
These two pathways, namely to continue the study of physical properties
of semiconductor nanostructures, and at the same time pursuing alternative
and promising bottom-up approaches, are reﬂected in this thesis. We study
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top-down fabricated semiconductor 2D QW structures and bottom-up self-
assembled 1D quantum structures. The latter systems are at the beginning
of the development which is already far advanced for the QW structures. The
fabrication of high quality QW structures is a sophisticated technique that has
been optimized by specialized groups. Our samples (grown by the group of
J. Kossut24) are very suitable for studying fundamental physical properties, as
is done in one part of the thesis. The fabrication process of the self-assembled
nanostructures on a surface is still under development and we fabricate them
ourselves. The degree of internal molecular order is yet to be determined and
optimized, and is the subject of the other part of this thesis.
The physical properties of a 2D QW are understood from the 3D band
structure calculated for conﬁned geometries. The energy bands of an undoped
semiconductor at T = 0 K have a ﬁlled valence band and an empty conduction
band separated by an energy gap (the bandgap). The carriers in these energy
bands can be described as free carriers with an eﬀective mass (usually smaller in
semiconductors), and delocalized wavefunctions. In a 2D QW, the carriers are
conﬁned to the QW plane which quantizes the energy levels, while in the QW
plane the wave functions are free. On the other hand, the physical properties of
the self-assembled nanostructures originate in the zero-dimensional molecules,
that are brought together to obtain one-dimensional structures. As a result the
energy bands in a self-assembled structure are deduced from highly localized
states in single molecules that may become delocalized in one direction due to
molecular interactions.
These fundamental diﬀerences between the two systems are reﬂected by
the degree of localization of the optical excitations, which are dominated by
excitonic complexes. When an electron is excited from the lower band to the
upper band in a semiconductor, the missing electron from the initial state acts as
a positively charged particle. Due to Coulomb interaction, the excited electron
can bind to the hole and forms an exciton. In a semiconductor QW where
the motion in the plane is free, the exciton is fully delocalized, i.e., a so-called
Wannier exciton.18 Moreover, the exciton can capture an additional charge
to form a negatively or positively charged exciton or trion, i.e., two electrons
bound to one hole or two holes bound to one electron. Properties of these two-
and three-particle complexes are of fundamental physical interest. Questions
like what is their mobility and is there a means to manipulate their motion,
give insight into the mechanisms of and control over energy transfer, i.e., the
energy stored in the excitation.25
On the other hand, in a self-assembled nanostructure a photo-excited elec-
tron-hole pair is localized, a so-called Frenkel exciton,18 which becomes more
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delocalized due to interactions between the optical dipoles. However, defects
and misalignment of the molecules, hinders this interaction and therefore it is
essential to obtain perfect, virtual defect-free structures for energy transport
by excitonic motion to become possible.
The ﬁrst part of this thesis focuses on the properties of two specially de-
signed molecules to form ring- and wire-shaped nanostructures by self-assembly
and on the determination of the internal ordering using optical techniques.
The ﬁrst molecule, the porphyrin dodecamer, has twelve porphyrin moieties
attached to a central benzene core. Each porphyrin moiety has π-orbitals per-
pendicular to the plane of the molecule. Upon dropcasting the solution on a
surface and allowing the solvent to evaporate, the molecules form stacks, that
assemble into rings (0.1 - 1 µm in diameter) due to π − π interactions. The
formation of well-ordered ring-shaped multiporphyrin arrays is an important
step towards understanding and mimicking light-harvesting complexes such as
the LH1 and LH2 that occur in nature.
The second molecule is tetra(p-phenylenevinylene) (MOPV4), which is an
elongated molecule having π-orbitals pointing out of the plane of the molecule.
These molecules self-assemble into stacks in solution due to π − π interactions
and by dropcasting the solution on a surface, the stacks self-assemble into molec-
ularly thin wires of over a µm long. The development of this type of nanowires
is a promising approach to the miniaturization of electronic and optical devices.
We utilize the optical anisotropy of the molecules to determine the degree
of molecular order of these structures. This method can be applied to any
architecture consisting of chromophores. Since a molecule can only absorb or
emit light parallel to its optical transition dipole, the polarization degree of the
absorption or emission equals the sum of all directions of the molecular dipole
moments. For instance, randomly oriented molecules lead to an unpolarized
response, while perfectly oriented molecules yield a high polarized response. We
use polarized Near-ﬁeld Scanning Optical Microscopy (NSOM) and ﬂuorescence
microscopy (FM) to determine the degree of polarization, which is directly
related to the degree of internal molecular ordering.
This part of the thesis is organized as follows. In Chap. 2, we introduce the
self-assembly process, describe details on the molecules used and their optical
properties. We discuss the optical techniques (NSOM, FM) and the model to
determine the internal molecular order from the polarized measurements. In
Chap. 3 we study the ring formation of the porphyrin dodecamer molecules
and show that we have obtained a high level of control, which is evidenced
by the high internal molecular order and the uniform size distribution. The
formation of molecularly thin, micrometer long wires by the self-assembly of
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MOPV4 molecules is discussed in Chap. 4. Polarized FM experiments show a
distinct polarization over the complete length of the wires, which is a direct
consequence of the well-ordered molecules.
In the second part of this thesis, we study the optical properties of a nearly
defect free MBE-grown CdTe QW structure. In the absence of background
electrons or holes, the optical spectrum is dominated by excitons. When a high
background electron or hole density is introduced in the QW, the excitons are
completely screened resulting in the presence of a two-dimensional electron or
hole gas (2DEG or 2DHG). The 2DEG and 2DHG exhibit fundamentally in-
teresting quantum mechanical properties, in particular at high magnetic ﬁelds,
that have been subjected to many studies. In the case of a low excess of elec-
trons or holes in the QW, the exciton can capture an additional electron or hole
to form a negatively or positively charged exciton or trion. Although predicted
by Lampert26 almost ﬁfty years ago, the experimental discovery of the trion
was only a decade ago by Kheng, et al. in a CdTe QW.27 Ever since, this three-
particle complex, which is often considered as the semiconductor analogue of
the H− or H+2 atom, has been a subject of ongoing studies (see also the intro-
duction of Chap. 7 and the references therein). The properties of three-particle
complexes are interesting from a fundamental point of view, because this sys-
tem is already too complicated to be calculated in an exact way using quantum
mechanics.28 Due to the small eﬀective electron and hole masses and the high
dielectric constant in a semiconductor QW, the Bohr radius of the trion as
well as that of the exciton is increased a 100 times, while the binding energy
is a 1000 times smaller compared to the H-atom. Therefore the semiconductor
two- and three-particle complexes are much more aﬀected by external magnetic
ﬁelds and as a result a very suitable model system.
The aim of this part of the thesis is to study the formation of negatively
charged trions out of excitons and electrons. Since the trion only occurs in the
presence of excitons and electrons, the trion formation is highly determined by
the complex interplay between these species.
This part is organized as follows: Chap. 5 introduces excitons and trions,
and discusses the eﬀect of magnetic ﬁeld and explains the optical techniques
(being spectrally resolved photoluminescence and optically detected resonance)
used. In Chap. 6 we study the formation process at zero magnetic ﬁeld as a
function of the excitation intensity and as a function of temperature. We use the
magnetic ﬁeld to study the formation process in more detail in Chap. 7. Rate
equation model calculations fully describe all measurements with and without
a magnetic ﬁeld, resulting in a detailed understanding of the trion formation
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Nanostructures of various shapes (wires, rings, vesicles) can be con-
structed by the self-assembly of molecules. This chapter introduces
the self-assembly process and the two molecules (the porphyrin do-
decamer and the tetra(p-phenylene vinylene) molecule) used to fab-
ricate ring- and wire-shaped structures, respectively. The principle
and home-built setup design of the two optical imaging techniques
used, namely Near-ﬁeld Scanning Optical Microscopy (NSOM) and
Fluorescence Microscopy (FM), are described. A comparison of the
two techniques shows that NSOM is favorable for its high optical res-
olution (<100 nm) and simultaneously recorded topography, while
FM is more accessible for polarization and spectral measurements.
A general model is described to calculate the polarized optical re-
sponse of a stack of molecules by summing up the optical dipole
moments of the constituent molecules. These calculations show that
the numerical aperture of the microscope objective used, as well as
small ﬂuctuations in the orientational order of the molecules have a




The supramolecular structures studied here are fabricated by the controlled
self-assembly of speciﬁcally designed molecular building blocks into larger ring-
shaped structures or wires on a surface. The ultimate goal is to obtain such a
high level of control over the self-assembly processes that well-deﬁned identical
nanostructures can be fabricated, i.e., every ring or wire on the surface has
equal size and shape and is of equally high quality. At this point, as is already
achieved for semiconductor nanostructures, new physical phenomena can be
studied and large scale device applications might become feasible.
An important aspect in this search for perfect structures is the ability to
determine the internal ordering of the individual structures. Various meth-
ods can be considered for this purpose: (1) Scanning Tunneling Microscopy
(STM), which is able to distinguish single atoms within monolayers of organic
molecules,1, 2 provided that the molecules are suﬃciently conducting to carry
a tunnel current, and therefore the nanostructures should be at most one sin-
gle molecule high. (2) Conduction measurements of a single wire3 provide an
indication of the degree of order, but not the absolute degree of order, since
conductivity depends both on the molecular order and the conduction prop-
erties of the molecules. Moreover, it does not provide a direct measurement
of the orientation of the molecules within the wire. (3) X-ray diﬀraction is a
commonly used method to determine the protein structure. However this tech-
nique requires that many structures are positioned well-ordered, like proteins
in a crystal structure. In these cases X-ray diﬀraction can determine the in-
ternal structure with atomic resolution. (4) Atomic Force Microscopy (AFM)
can achieve atomic resolution on graphite, but for atomic resolution imaging of
soft molecular nanostructures, tip-sample interactions are a highly complicating
factor. (5) Optical imaging of individual nanostructures, the technique used in
this thesis.
We will demonstrate that optical imaging is a very successful method to de-
termine the degree of internal ordering as well as the orientation of the molecules
in an individual structure. A prerequisite for this method is that the molecules
are optically anisotropic. Since a molecule can only absorb or emit light parallel
to its optical transition dipole, the polarization degree of the absorption or emis-
sion reﬂects the sum of all molecular dipole moments, i.e., randomly oriented
molecules lead to an unpolarized response, while perfectly oriented molecules
yield a high polarized response. We use polarized Near-ﬁeld Scanning Optical
Microscopy (NSOM) and ﬂuorescence microscopy (FM) to determine the de-
gree of polarization, which is directly related to the degree of internal molecular
ordering.
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This chapter is organized as follows: ﬁrst, we introduce the self-assembly
process and discuss the characteristics of the optically active molecules. Next,
we will discuss in more detail the NSOM, and FM techniques and explain the
designs of the setups, showing characterization measurements. We compare
both techniques in Sec. 2.5. In the ﬁnal section we present a general model
to calculate the orientation and the degree of order of the molecules inside
an architecture of chromophores on a surface using the polarization images
obtained by NSOM or FM.
2.2 Self-assembly of optically active molecules
Supramolecular self-assembly is a process in which molecules arrange themselves
into larger structures driven by intermolecular interactions. These non-covalent
interactions are (much) weaker than covalent bonds and exist in various types
such as: electrostatic interactions (ion-ion, ion-dipole, or dipole-dipole), hydro-
gen bonding, cation-π interactions, π − π interactions, van der Waals interac-
tions, and hydrophobic or solvatophobic interactions.4 These interactions are
listed here in decreasing strength, although the exact strength may vary for dif-
ferent systems. The resulting structure is formed by the spatial arrangement of
molecules such that these intermolecular interactions are optimized. Evidently,
the solvent, concentration and the temperature may play an important role as
well in this process. When forming self-assembled structures on a solid sup-
port, as we consider here, the hydrophobicity of the substrate is of importance,
since it determines the strength of the molecule-surface interactions as well as
the (de)wettability properties of the surface by the solvent. Also the relative
humidity can be a crucial factor in the self-assembly process, as we will see in
Chap. 3.
The design of the molecules is crucial in obtaining a supramolecular struc-
ture of a desired shape. In our study, we use the porphyrin dodecamer molecule1
and the monofunctional oligo(p-phenylene vinylene) molecule (MOPV4)5, 6 to
fabricate ring- and wire-shaped nanostructures on a surface.
2.2.1 The porphyrin dodecamer molecule
The dodecamer molecule consists of twelve porphyrin moieties attached to a
central benzene core (Fig. 2.1a). The molecule has a disc-like shape, where all
the porphyrins are organized in two parallel planes within the disc (see also
Fig. 3.1). The π-orbitals of the porphyrins pointing out of the plane are the
origin of π−π interactions between molecules favoring the formation of stacks,


















































Figure 2.1: (a) Schematic representation of the porphyrin dodecamer
molecule. (b) AFM image of dodecamer rings on a surface. (c) UV-VIS
absorption spectrum of molecularly solved dodecamer molecules in chloroform
solution, and (d) ﬂuorescence spectrum of a single dodecamer ring structure
on a surface.
By dropcasting 3 µl of the dodecamer molecules in chloroform solution on a
surface and allowing the solvent to evaporate, the molecules self-assemble into
rings (see Chap. 3). Figure 2.1b shows a topography image of the resulting rings
on a surface recorded by atomic force microscopy (AFM). AFM is a scanning
probe technique that uses a cantilever to which a sharp tetrahedral point is
attached, to tap on the surface thereby detecting the height diﬀerences of the
sample. We use a commercial AFM of Digital Instruments, equipped with a
Nanoscope IIIa controller (Digital Instruments) and silicon cantilevers (NSG 10,
NT-MDT). The microscope is used in tapping mode at ambient conditions.
The dodecamer molecules are optically active, because of the porphyrin
chromophoric constituents. The UV-VIS absorption spectrum of the dodecamer
molecules in chloroform solution (see Fig. 2.1c) shows the characteristics of a
porphyrin spectrum. The S0 → S1 transition is split into four vibrational
levels, for porphyrins referred to as the Q-bands, and at lower wavelength or
14










































































Figure 2.2: (a) Schematic representation of the MOPV4 molecule. (b) AFM
image of the MOPV4 wires on a surface. (c) UV-VIS absorption spectrum
of aggregated MOPV4 molecules in heptane solution, and (d) ﬂuorescence
spectrum of a single MOPV4 wire on a surface.
higher energy there is a broad S0 → S2 transition, for porphyrins known as the
Soret band.7 The position of the peaks is, however, red-shifted with respect to
the single molecule porphyrin spectrum, indicative of an excitonic interaction
between the chromophores. The ﬂuorescence spectrum of an individual ring on
a surface shows two peaks at λ = 661.4 nm and λ = 724.0 nm (see Fig. 2.1d).
These correspond to transitions in the Q-band. For porphyrins it is known that
the dipole moments of the Q- and Soret-band are oriented in the plane of the
porphyrin,8 and therefore, in the plane of the dodecamer molecule as well.
2.2.2 The MOPV4 molecule
The MOPV4 molecule (see Fig. 2.2a) consists of a π-conjugated tetramer func-
tionalized with a quadruple ureido-s-triazine hydrogen bonding unit. In addi-
tion, four chiral side groups are attached as well as three hydrophobic dode-
cane endgroups. The molecules readily form dimers through a fourfold hydro-
gen bond interaction in between the ureido-s-triazine units. Subsequently, in
15
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the proper solvent (heptane or dodecane) the molecules can form chiral stacks
(∼150 nm long) due to π − π interactions and the chiral side groups. Upon
dropcasting 2 µl of the solution on a surface, the stacks self-assemble into wires
of over a µm long (see the AFM image shown in Fig. 2.2b).
The UV-VIS spectrum of the MOPV4 stacks in heptane shows a broad
absorption peak at λ = 440 nm (see Fig. 2.2c). It is slightly red-shifted with
respect to the solution of the monomeric and dimeric molecules, which again is
indicative of excitonic interactions. The ﬂuorescence spectrum of a single wire
on a surface shows two peaks at λ = 564 nm and λ = 667 nm (see Fig. 2.2d).
The shoulder at the low wavelength side of the 564 nm peak is a measurement
artifact. The peaks in the absorption and ﬂuorescence spectrum correspond to
a transition having its dipole moment along the long axis of the p-phenylene
vinylene part of the molecule.
2.3 Near-field Scanning Optical Microscope
NSOM is an optical scanning probe technique that uses a tapered optical ﬁber
as a probe. This otherwise opaque optical ﬁber has a 50 - 100 nm aperture at
its end which acts as a subwavelength light source (see Fig. 2.3a). An optical
resolution of 50-100 nm can be obtained, provided that the probe is brought in
the vicinity of the structure under study, as will be explained in Sec. 2.3.3. To
construct an image, the probe is raster scanned across the sample. A feedback
system is required for keeping the probe-sample distance constant, and as a
result a topography image is recorded simultaneously, which allows to correlate
the optical image to the topography of the sample. Since NSOM is an optical
technique, many optical applications can be utilized down to scales smaller than
a 100 nm, such as polarization microscopy, spectral sensitivity and many more
applications have been reported (see Refs. 9–11 for review papers on NSOM
and its applications).
2.3.1 Overview of the setup
A schematic overview of the setup of our home-built transmission NSOM is
shown in Fig. 2.3b. A laser line of choice is coupled into the optical ﬁber probe
which excites the sample. The ﬂuorescence is collected in transmission by an
oil immersion 100× objective (Zeiss, NA = 1.30) and guided through a ﬁlter to
the avalanche photo diode (APD, PerkinElmer SPCM-AQR-14), which is well
suited for detecting single photons, and has a dark count of only 55 photons per
second. The polarization of the excitation light can be manipulated using the
polarite (Newport), which is a device that squeezes and rotates the optical ﬁber
16




















Figure 2.3: (a) Principle of a NSOM in illumination mode. A tapered op-
tical ﬁber, which acts as a subwavelength light source, is scanned across the
surface at a small distance. The ﬂuorescence is collected in transmission by
a microscope objective. (b) Schematic overview of the NSOM setup (see text
for more details.
in such a way that the light exiting the ﬁber becomes linearly polarized. The
polarization of the ﬂuorescence is selected by a polarizer. To ensure that the
optical path is optimally aligned at all times, the sample is scanned in the x,y-
plane between the probe and the objective. The probe is attached to a NSOM
head located on top of a Zeiss Axiovert 200 (inverted) microscope, which is
positioned on a actively vibration isolation table (AVI 90-XL, HWL&Herzan)
to cancel out mechanical vibrations from the environment. The light is guided
inside the microscope to the base port, in order to encounter as few optical
components as possible. The sample is mounted on the scanning stage which
is attached to the microscope and can be moved independently of the probe.
Finally, a dedicated computer is used to drive the controller in raster scanning




2.3.2 Production and characterization of the NSOM probe
The quality of the probe highly determines the quality of the optical images,
and therefore we have undertaken many eﬀorts to optimize the production of
our NSOM probes. The probes are fabricated by tapering a single mode optical
ﬁber and subsequently coating it with aluminum. When a ﬁber is tapered, at
a certain point the diameter becomes too small for the propagation of optical
modes, and they will run into cut-oﬀ, i.e., become exponentially decaying. In
order to have suﬃcient light intensity left at the aperture, it is preferable to
make this part as short as possible in length and have a large top cone angle.9–11
For example, enlarging the angle from 30◦ to 42◦ increases the intensity arriving
at the aperture by a factor of 100.10 The purpose of the aluminum coating is to
avoid the evanescent light to exit the ﬁber elsewhere than at the very end. The
coating should be thick enough, very smooth, and leave a well-deﬁned opening
at the apex. We have chosen aluminum as the coating material because it has
the smallest penetration depth (7nm at λ = 500 nm), and therefore the coating
can be kept relatively thin (∼ 100 nm).9, 11, 20
Tapering the ﬁbers
We use the so-called tube etching method10, 21, 22 which is a relatively simple
method to produce probes that have a smooth glass surface and a large taper
angle as compared to other taper methods. In this process the ends of twelve
unstripped ﬁbers (single mode @ 630 nm, 3M FS-SN 3224) are emerged in a
high concentration (60 ml, 40%) HF solution covered with a 10 ml-layer of
iso-octane. At a solution temperature of T = 40.0 ± 0.5◦C, it takes about
75 minutes for the tapering to be ﬁnished. After short rinsing with demi-water,
the ﬁber jackets are removed by emerging the ﬁbers in concentrated sulphuric
acid (95−97%) at 90◦C for half an hour. After the jacket removal the ﬁbers are
put into demi-water to rinse them and to avoid dust collecting at the ﬁber tip
until they are placed inside the evaporation chamber. Examining the tapered
ﬁbers with a scanning electron microscope (SEM, see Fig. 2.4a) reveals that we
obtain a smooth glass surface and a half top angle of typically 26◦. The bright
particles on the probe are dust particles which are electrostatically attracted to
the thin glass taper when storing the probes in air.
Coating the probes
After transferring the probes to the evaporation chamber and subsequently ap-
plying 5 minutes of glow discharge and reducing the pressure to ∼ 2×10−5 torr,
the aluminum coating is applied to the probes by evaporating at an optimized
18
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Figure 2.4: High resolution SEM images of (a) an uncoated probe, showing
a sharp tapering and a smooth surface, (b) a coated probe showing a ∼100
nm aperture at the very end, (c) a head-on view of an other probe showing
a ∼75 nm aperture, slightly obscured by a grain. (d) A head-on far-ﬁeld
image of laser light exiting the probe. The concentric circles are indicative of
a well-deﬁned circular aperture.
speed of 60 A˚/s. The probes are slowly rotated (1-2 Hz) under an angle of
30◦ pointing upwards to leave the apex clear of aluminum by shadowing.10
Figure 2.4b is a SEM image of a coated probe, showing a ∼100 nm aperture
embedded in a smooth aluminum coating. The small grains still visible in the
structure are inherent to an aluminum coating.9 A head-on view of another
probe clearly shows an aperture having a size of ∼75 nm (Fig. 2.4c). Also
visible is an undesired grain of aluminum partially obscuring the aperture. Fig-
ure 2.4d shows an image of the diﬀraction pattern of the light exiting the probe.
The light is imaged on a camera using a 40× microscope objective, slightly out
of focus with the probe aperture. The undisturbed concentric pattern only
appears when the aperture is well-deﬁned and circular. Using these two meth-
ods to characterize the probes, we ﬁnd that we have a success rate of 45% good
probes and 33% reasonable good probes. The throughput of the probes depends
on both the taper length of the ﬁber and the aperture size. For our probes the
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throughput is found to be 10−5 − 10−6 measured in the far-ﬁeld, which is a
typical value for a NSOM probe with an aperture of ∼100 nm.9, 10, 23
2.3.3 Near-fields emanating from a NSOM probe
Since NSOM uses a tapered optical ﬁber as a sub-wavelength light source, it is
evident that the ﬁelds emerging from the probe highly determine the observed
images. Many papers have been devoted to calculate these ﬁelds for realistic
probes in the vicinity of a sample or another object (see review papers Refs
9, 10 and references therein). The origin of these calculations is found in the
work of Bethe and Bouwkamp,12–14 who calculated the electric ﬁelds behind
an inﬁnitely thin, perfectly conducting metal screen containing a small hole on
which radiation is incident. The hole has a radius ρ0 and is assumed to be much
smaller than the wavelength of the incident light, i.e., ρ0  λ. The expressions
for the electric ﬁeld behind the screen are found by satisfying the Maxwell equa-
tions and the boundary conditions at the screen and in the hole. Based on this
method Leviatan15 has performed a detailed study of the near-ﬁelds behind the
hole, of which the most important results are the following. Leviatan’s calcu-
lations show that the radiation remains collimated to the size of the hole to a
distance z behind the hole of at least one hole radius, i.e., z/ρ0 ∼ 1. Therefore,
it is possible to obtain a subwavelength resolution using a small aperture as a
light source, provided it can be positioned within one hole radius of the sample.
Note that the optical resolution is not determined by the wavelength of the
light, but only by the size of the hole. Furthermore, his results showed that
the on-axis intensity decreases exponentially with increasing distance from the
aperture. The intensity has decreased to half of its value at z/ρ0 ∼0.8,15–17
which is another reason for putting the probe at a small and moreover, a con-
stant distance from the sample. Because of the strong localization of the ﬁelds
in the vicinity of the aperture, they are denoted as evanescent or near-ﬁelds,
in contrast to far-ﬁelds which are propagating and can be observed at larger
distances. For apertures ρ0 << λ most of the light transmitted by the hole
is localized to the vicinity of the hole. However, calculations10, 12 show that a
small part is transmitted in the far-ﬁeld, of which the power scales as ρ40.
A realistic probe diﬀers from this idealized case in several respects. First,
the aperture of a probe has a dimension of 50 - 100 nm, i.e., the assumption
ρ0  λ is no longer valid. Second, the aperture is positioned at the end of
a tapered ﬁber instead of an inﬁnitely thin screen, which inﬂuences the way
in which the light is delivered at the aperture. Moreover, the tapered ﬁber is
coated with aluminum, which is far from perfectly conducting as the screen
was assumed to be. Despite these diﬀerences, it has been found that the main
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characteristics of the ﬁeld distribution of a realistic probe are as calculated for
the ideal case.9, 15
In addition, the aperture of a realistic probe might not be perfectly circular,
for example due to grains in the metal coating. Martin and coworkers18 have
calculated that this has a dramatic eﬀect on the near-ﬁeld proﬁle and in particu-
lar on the polarization sensitivity of the probe. Finally, in a NSOM experiment
the probe is always near a surface with objects on it, which has a signiﬁcant
eﬀect on the near-ﬁeld structure9, 10, 19 and this should be kept in mind when
interpreting NSOM measurements. Locally excited ﬂuorescence experiments,
as we are performing, are less susceptible to this eﬀect, since the ﬂuorescence
emitted by the molecules has a diﬀerent wavelength than the exciting near-ﬁeld.
2.3.4 Design and characterization of the feedback system
In our NSOM setup, we use a home-built feedback system based on a home-
built STM controller. Unlike in STM experiments, we do not use the tunnel
current as a feedback signal, but the phase signal of our laterally oscillating
probe, which is highly dependent on the probe-sample distance due to shear-
force interactions. Advantages of using this shear-force interaction are that
there is no physical contact between the probe and the sample and there is no
need of a conducting sample.
Principle of the feedback system
The heart of the feedback system is shown schematically in Fig. 2.5a as well
as a photograph in Fig. 2.5b. The probe is glued along one of the prongs of a
tuning fork such that ∼1 mm is allowed to stick out. The tuning fork has piezo
electric contacts on its two prongs, conﬁgured in such a way that a diﬀerence
in movement of the two prongs is translated in a small voltage.24 When the
probe and fork are forced to oscillate laterally by a dither piezo, the prongs will
move diﬀerently due to the mass and stiﬀness imbalance imposed by the glued
probe. The tuning fork can therefore act as a detector of the oscillation of the
probe. The frequency of the dither piezo is chosen to be slightly higher than
the probe-fork resonance frequency, which is shifted upwards a few 100 Hz with
respect to the resonance frequency of a bare tuning fork (fres = 32.768 Hz).
The Q-factor of the tuning fork plus probe was typically 450−700, which is
decreased with respect to the Q-factor of a bare tuning fork (∼ 104), as is to
be expected.25 The amplitude of the probe is set to be lower than 10 nm to
avoid too large interactions with the molecules on the surface, and to avoid the









Figure 2.5: (a) Schematic drawing of the heart of the feedback system and
(b) a photograph of it.
When the probe approaches the sample within 50 nm, small shear-force
interactions will cause the oscillation of the probe to change:26, 27 the resonance
frequency shift upwards and the Q-factor decreases. The origin of these shear-
forces is still not very clear up to now.11, 25 The system can be described as a
second order mechanical system,20 in which a shift of the resonance frequency is
caused by conservative, non-dissipative forces, while the decrease of the Q-factor
is caused by dissipative, frictional forces. Since we observe both, the origin of
the shear-force interaction will be a combination of conservative forces such as
van der Waals forces, electrostratic forces10, 26, 28–30 and dissipative forces, such
as viscosity forces due to a water ﬁlm on the sample, and frictional forces by
direct contact between tip and sample.9, 10, 26, 28, 29 The result of the shear-
force interaction is that the oscillation of the probe is highly dependent on
the probe-sample distance. We have chosen to base the feedback system on
the phase signal, because it reacts faster to changes in the state of oscillation
than the amplitude signal.10, 20, 27 The reason for this is that in contrast to
the amplitude, the phase is independent of the of kinetic energy stored in the
oscillation, which may be dissipated upon encountering a sudden change in
sample height or a local region of dissipative sample surface.
Overview of the feedback system
A schematic overview of the feedback system is shown in Fig. 2.6. The dither
piezo forces the tuning fork and probe to oscillate just above the resonance
frequency. The tuning fork acts as a detector that translates the probe-sample
distance into a small current (∆z → I), which is ampliﬁed and converted into
22






V0 = A e
iωt






∆z    VpiezoI    ∆zV    I
V    Vpiezo
Integrator Amplifier
Setpoint
∆V    V
= Height
signal
Figure 2.6: Block scheme of the feedback system. The part above the dotted
line is incorporated in the STM-controller. Details can be found in the text.
a voltage (I → V ). This oscillating voltage (V ) is compared with the reference
signal (V0), which is sent to the dither piezo, in the phase detection block
resulting in a voltage Vϕ proportional to the phase shift. The voltage Vϕ is the
feedback signal fed into the home-built STM-controller,31 which compares the
measured Vϕ with the setpoint Vϕ0 . Usually these will not be equal resulting
in a ∆Vϕ which is then integrated and ampliﬁed to obtain the adjusted voltage
Vpiezo sent to the z-piezo in the system. The z-piezo translates the voltage Vpiezo
into a (new) height diﬀerence (∆z) between the probe and the sample, which
results in a change of the oscillation of the probe and the circle is closed.
The voltage sent to the z-piezo is recorded by the computer to construct the
topography image, since it is directly related to the height proﬁle of the sample.
The STM controller allows the proportional and integral gain to be adjusted
in order to optimize the feedback system for the occuring probe-sample inter-











Figure 2.7: (a) Schematic image of the scanning stage showing the four
bimorph piezo actuators in a square geometry for movement in the x,y-plane,
the two multilayer piezo actuators (M) for the z-motion, and the sample holder
on which a glass sample is glued. (b) Photograph of the scanning stage.
also steers the x- and y-piezos used for raster scanning the sample. Our home-
built scanning stage is constructed out of four bimorph piezo actuators glued
into a square geometry in order to have access to the sample from two sides32
(see Fig. 2.7). The bimorphs account for the x,y-movement (maximum range
∼ 20×20 µm2), whereas two parallel multilayer piezo actuators account for the
z-motion (maximum range ∼ 6 µm).
Topography test of the feedback system
The feedback system is tested by measuring the shear-force topography image
of a Fischer sample.33 Such a sample is produced by evaporating a ∼10 nm
layer of aluminum on a monolayer of 453 nm latex spheres, which are removed
afterwards leaving a well-deﬁned triangular pattern (see Fig. 2.8a for a 5×5 µm2
AFM image). Figure 2.8b shows a 3 × 3 µm2 shear-force topography scan of
the same sample clearly showing the triangular pattern. In Fig. 2.8c, we have
added circles denoting where the latex spheres were positioned, which is used
for calibrating our scanning stage in the x- and y-directions. The noise on
the height signal is typically below 0.3 nm. Our home-built scanning stage is
linear over a large range, as is evidenced by the 9×9 µm scan shown in Fig. 2.8d.
24
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Figure 2.8: (a) 5× 5 µm2 AFM image showing the triangular pattern of the
Fischer sample.33 The z-scale is 10 nm (black to white). (b) 3×3 µm2 NSOM
topography image showing the expected triangles. (c) Image (b) is used for
calibrating the scanning stage by drawing circles at the positions where the
spheres were originaly located. (d) Large 9× 9 µm2 NSOM topography image
showing the linearity of the scanning stage. The z-scale of the NSOM images
is 4 nm (black to white).
2.3.5 Optical test of the NSOM setup
We have tested the optical resolution of the setup by measuring a sample
on which 100 nm ﬂuorescence polystyrene nanospheres are positioned. These
spheres are excited using λexc = 543 nm, and their ﬂuorescence is emitted at
λem = 612 nm. Figure 2.9 shows the recorded optical and topography images
before (a and b) and after (c and d) applying a procedure we call probe press-
ing.34 Figure 2.9c clearly shows the ﬂuorescence of the individual nanospheres.
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Figure 2.9: Optical (a and c) and topography (b and d) NSOM images of 100
nm ﬂuorescent nanospheres. The images are taken at the same position before
(a and b) and after (c and d) the probe pressing procedure. The improvement
of the optical image is dramatic.
Due to the grainy structure of the aluminum coating, sometimes a protrud-
ing grain like the one visible in Fig. 2.4c can obscure the aperture. Besides that,
it may prohibit the aperture to approach the sample near enough for high reso-
lution measurements. We believe this was the case when measuring the optical
and topography images of Fig. 2.9a and 2.9b. The optical image is unsharp,
while the topography image shows relatively well-deﬁned features, because the
sharp protrusion is responsible for the shear-force feedback. The best optical
resolution is achieved by an ideal probe that has a perfectly ﬂat end in order to
allow the aperture to come as near as possible to the sample. As a consequence,
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the topography image will be very unsharp, since a blunt probe cannot achieve
a high lateral resolution. A very successful method yielding perfectly ﬂat ends
is using a focussed ion beam,23 which basically mills of the end of the probe
until a ﬂat apex has formed with a perfectly circular aperture. Since we do not
have access to such a machine, we try to achieve a ﬂat end by the probe press-
ing method.34 For this procedure, we temporarely switch oﬀ the feedback and
slowly start to increase the length of the z-piezo, thereby gently pressing the
probe onto the surface. Doing this carefully, the aluminum coating is pushed
backwards without damaging the glass tapering. The result is that protrusions
are removed and the apex will be more ﬂat. After this procedure we switch on
the feedback and measure the sample again at the same position. The result is
evident (compare Fig. 2.9c and d to 2.9a and b): the optical image has gained
greatly in resolution, while the topography image has become more unsharp.
The optical resolution can be determined by taking cross sections through the
spheres and deconvoluting the size of the spheres (=100 nm). We ﬁnd that we
obtain a resolution of 135 nm for this image. Another image obtained with an-
other probe may yield a better, or worse resolution depending on the aperture
size.
2.4 Fluorescence Microscope
2.4.1 Description of the setup
In our wide-view ﬂuorescence microscope setup (see Fig. 2.10a), we use the out-
put of an Argon ion laser (λexc= 457.9 nm) as an excitation source. The laser is
guided through a spatial ﬁlter in order to remove unwanted non-gaussian beam
components and to control the beam divergence.35 The laser beam is reﬂected
by a dichroic mirror and focussed into a 100× or 50× Zeiss objective resulting
in a 15 µm excitation spot on the sample. The polarization of the excitation
laser beam can be changed without aﬀecting the excitation volume by using
a combination of a Glan-Taylor polarizer and a Babinet-Soleil compensator.
The ﬂuorescence emitted by the sample is collected in reﬂection by the same
objective and guided through a dichroic mirror and long-pass ﬁlter to eliminate
the laser light reﬂected by the sample. A lens with a focal distance of flens =
1000 mm, is used to image the ﬂuorescence through a Glan-Taylor polarizer on
an air cooled CCD-camera, which has an intensiﬁer (Pimax, 512×512 pixels). A
spatially resolved image is obtained with a diﬀraction limited optical resolution
(∼ λ/2  300nm for the 100× objective). The excitation power is suﬃciently










Figure 2.10: (a) Schematic drawing of the Fluorescence Microscopy (FM)
setup. (b) Unpolarized FM image of 28 nm ﬂuorescent nanospheres.
the dodecamer ring structures) to 300 s (for the MOPV4 wire structures), both
using an intensiﬁer gain of 150.
The calibration of pixel size to length on the sample is determined by the





where fobj is the focal distance of the objective: fobj = 1.645 mm for the 100×
objective. This results in a total magniﬁcation of M = 607.9×. Knowing the
real size of the pixels L = 19.00 µm for the Pimax camera, we calculate that
one pixel corresponds to 31.26 nm on the sample. For the 50× objective we
ﬁnd that one pixel corresponds to 62.51 nm.
For the ﬂuorescence spectra of Fig. 2.1, the ﬂuorescence is imaged on the
entrance slit (width 200 µm) of a monochromator (grating used 300 lines/mm,
Spectra pro, Acton Research) and recorded by a nitrogen cooled back illumi-
nated CCD camera (Princeton Instruments 1300×300 pixels). Capture times
vary from 5 minutes (for the dodecamer rings) to 15 minutes (for the MOPV4
wires). The image recorded is spectrally resolved along the horizontal axis and
spatially resolved along the vertical axis with resolutions of 8 nm and 300 nm,
respectively.
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2.4.2 Resolution test of the FM setup
A resolution test of the imaging capabilities of the setup is performed by imaging
a sample on which 28 nm ﬂuorescent nanospheres are deposited. We excite the
spheres using λexc = 514 nm, and the ﬂuorescence, which is speciﬁed to be at
λem =612 nm, is detected through a high pass ﬁlter. Figure 2.10b is the FM
image showing many single spheres. The FWHM is found to be 310 nm, which
equals the diﬀraction limit.
2.5 A comparison of NSOM and FM
NSOM and FM are both optical, spatially resolved imaging techniques. There
are, however, diﬀerences making that each technique has its distinct advantages
and drawbacks, and as a result the combination is powerful. In this section we
want to make a comparison of the techniques based on our experience, which
is summarized in Table 2.1.
The most evident and important advantage of NSOM over FM is the higher
optical resolution. It is determined by the aperture of the probe, instead of the
wavelength of the light, and therefore even resolutions better than 50 nm are
possible. An other advantage of the NSOM which is connected to the use of
a probe, is that besides the optical image a simultaneously recorded topogra-
phy image is obtained, which allows to correlate the optical and topographical
features of the sample. Using a probe has, however, the disadvantage that the
quality of the optical images is highly dependent on the quality of the fragile
probes. The production of the probes is diﬃcult and many eﬀorts are under-
taken to ﬁnd more robust and reproducible alternatives.9, 36 In our opinion this
is perhaps the main bottle neck for NSOM to be used as a widely spread tech-
nique like for example AFM. We speculate that when it is possible to produce
NSOM probes on a large scale as is nowadays the case for AFM cantilevers,
NSOM will become as accessible for medical-biological applications as confocal
ﬂuorescence microscopy already is.
Inherent to scanning probe techniques is that probe-sample interactions are
always present and they can greatly inﬂuence, or even prohibit the measure-
ments. For example, in our NSOM measurements we have observed that the
self-assembled structure can be disintegrated when the dither amplitude of the
probe was set too large. Moreover, since the probe is in close proximity to
the sample, the resulting near-ﬁelds that excite the sample are a complex in-
teraction between the shape and quality of the probe aperture, and the local
properties of the sample. Consequently, the interpretation of the measurement,




+ Optical resolution determined
by probe aperture (50−100
nm)
− Optical resolution is diﬀrac-
tion limited (∼ λ/2 = 300 nm)
+ Simultaneously recorded to-
pography image
− no topographical information
− Fragile probes determine the




possible destruction of nanos-
tructures
+ No probe-sample interactions
− Optical signal inﬂuenced by
interplay probe and sample
+ Non-contact technique
− Time-consuming measure-
ments (typically 22 min.)
+ Fast measurements (typically
less than a minute)
− Short capture time per pixel
(10-20 ms), susceptible for
time-varying intensity ﬂuctu-
ations
+ Intensity averaged over full
exposure time, higher sensi-
tivity
+ No bleaching of the molecules − Bleaching can be a signiﬁcant
problem
− One object at a time + Many objects simultaneously
− Polarization or spectral mea-
surements are possible, but
not straightforward.
+ Polarization or spectral mea-
surements are easily accessi-
ble.
Table 2.1: Summarized comparison of the features of the NSOM and wide-
view FM technique. The ﬁrst and the third column indicate whether we
consider the feature as an advantage (+) or a disadvantage (−). More details
can be found in the text.
Since the image is formed by raster scanning the probe across the sam-
ple, NSOM is a time-consuming technique (typical capture time ∼22 minutes),
whereas the capture time of a FM image is typically less than a minute. On
the other hand, the probe is a very local excitation source, which excites every
spot only very brieﬂy (typically 10-20 ms) and photobleaching of the molecules
is negligible, whereas in FM photobleaching is a considerable problem because
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a large area is continuously illuminated. By reducing the excitation power,
photobleaching can be reduced, but consequently longer capture times are nec-
essary to collect suﬃcient ﬂuorescence emission. An advantage of continuously
exciting and detecting a large area of the sample, is that the detected intensity
at every point is an average over the full exposure time, which may lead to a
higher sensitivity as compared to NSOM, since time-varying intensity ﬂuctua-
tions are averaged. Furthermore, NSOM can image only one object at a time,
while FM can image many objects simultaneously.
Finally, since NSOM is an optical technique, polarization and spectrally
resolved measurements are possible, although not straightforward. Although
possible,23 it is diﬃcult to control the polarization of the light leaving the probe,
because small imperfections of the aperture usually lead already to a poor-
deﬁned polarization. Spectral resolution can be obtained by inserting diﬀerent
emission ﬁlters in the detection path, whereby the structure needs to be scanned
several times (very time-consuming). Using a monochromator for analyzing the
emission encounters problematically low light levels to be detected. FM is in this
respect much more straightforward, since the excitation polarization is easily
controlled by inserting a polarizer in the excitation path, and the light levels are
much higher, facilitating spectrally resolved measurements. Moreover, since it
does not use a probe as excitation source, it lacks all probe-related diﬃculties
at the expense of subwavelength resolution.
We have denoted in the ﬁrst and third column of the table whether we
consider a feature as an advantage (+) or disadvantage (−), showing that both
techniques complement each other. In some cases it can be preferable to discard
the high resolution of the NSOM in favor of the easy accessibility of polarization
and spectral measurements of the FM and vice versa. This tendency is reﬂected
by recent reports37 on combined NSOM and (confocal) FM setups, where the
same spot on a sample can be measured subsequently with both techniques.
Another fruitful approach is a combined setup of AFM and (confocal) FM,
giving the possibility to correlate the optical response to the topography of the
sample.38
2.6 Calculating the polarization of a stack of molecules
We use both techniques to measure the polarization degree of our molecular
structures, which is directly correlated to the internal molecular structure. To
quantify the degree of order, we have simulated the polarized optical response
of a linear stack of molecules by a relatively simple model, which we will use
later to simulate the results for the porphyrin rings and the MOPV4 wires.
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We assume, that the molecules are randomly oriented in the stack, but all
in a plane perpendicular to the stack axis (the eˆ⊥, eˆopt-plane perpendicular to
eˆ// in Fig. 2.11a). Each molecule has an optical dipole, which has a donut-
shaped radiation ﬁeld as is shown for a dipole perpendicular to the surface in
Fig. 2.11b. The electric ﬁeld is given by:39
E(θ) = E0 · sin(θ) · eˆθ, (2.2)
where E0 is the amplitude of the ﬁeld and θ is the angle with the dipole axis,
deﬁned in spherical coordinates. The direction of a light ray with an electric
ﬁeld E(θ) is given by the spherical unit vector eˆr. The optical response of
the stack is calculated by summing up the contributions of all optical dipoles.
Since a dipole can be written as a linear combination of two other perpendicular
dipoles, it suﬃces to represent the stack by a sum of an eˆopt- and an eˆ⊥-dipole
(see Fig. 2.11c and d, respectively, which are 2D representations of the 3D
dipole ﬁeld).
Depolarizing eﬀect of a high NA objective
Using a high numerical aperture (NA) microscope objective has a considerable
eﬀect on the observed polarization degree of a stack. The NA is a measure for
the solid angle covered by the objective and is related to the half top angle ϑobj
of the collection cone by:
NA = n · sin(ϑobj), (2.3)
where n is the refractive index of the medium between the focal plane and the
microscope objective. In the FM setup we measure in a reﬂection geometry
through air, i.e., without a cover glass, whereas in the NSOM setup we measure
in transmission through a cover glass using an oil immersion objective. Table 2.2
summarizes the values of the NA and ϑobj for the microscope objectives used
in our experiments. In Fig. 2.11c and d, we have schematically drawn the
collection cone of the 100× air objective (ϑobj = 64◦), which clearly shows that
a considerable amount of light is collected emanating from dipoles oriented
parallel to the optical axis, i.e., perpendicular to the surface.40, 41 Since the
ﬁeld ( Eopt) of these dipoles is symmetric around the optical axis (Fig. 2.11c),
their contribution to the ﬂuorescence is unpolarized, in contrast to the emission
( E⊥) of the dipoles in the plane of the surface (Fig. 2.11d), which is almost
completely polarized. A high NA microscope objective therefore limits the
maximal observable polarization.
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Figure 2.11: (a) Schematic drawing of a stack of (in this case circular)
molecules all oriented in the eˆ⊥, eˆopt-plane and the deﬁnition of the axes used
in the calculation. (b) The three-dimensional donut-shaped electric ﬁeld of
a dipole perpendicular to the surface. (c) Two-dimensional representation of
the dipole in (b). (d) Two-dimensional representation of the electric ﬁeld of a
dipole oriented parallel to the surface. Explanation of the rotation angles (e)
α and (f) γ. See the text for more details.
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Objective NA n ϑobj
50x air 0.8 1.0 53◦
100x air 0.9 1.0 64◦
100x oil 1.3 1.514 59◦
Table 2.2: The NA as speciﬁed by Zeiss for the air objectives used in the FM
experiments and the oil objective used in the NSOM experiments. The third
column gives the refractive index of the medium between the molecules and
the objective (air or oil) and the last column gives the half top cone angle of
calculated with Eq. 2.3.
To calculate the size of the NA-eﬀect, we sum up the polarized optical
response of the two perpendicular dipoles. A ray emanating from a dipole is
collected by the objective as long as the angle ζ between the ray direction eˆr







= arccos (eˆopt · eˆr) < ϑobj (2.4)
For a detected light ray its contribution to the horizontal and vertical po-
larized intensity (Ihor and Iver) is given by:
Ihor(φ, θ) = | E · hoˆr|2 = |E0 sin(θ)eˆθ · hoˆr|2, (2.5)
Iver(φ, θ) = | E · ˆver|2 = |E0 sin(θ)eˆθ · ˆver|2, (2.6)
where hoˆr and ˆver are the unit vectors deﬁning the horizontal and vertical
















dθ|E0 sin(θ)eˆθ · ˆver|2 · δ(ζ), (2.8)
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Figure 2.12: The horizontally and vertically polarized intensities Ihor and
Iver (a) as a function of the angle ϑobj for ∆α = ∆γ  0 and (b) as a function
of ∆α (solid lines), ∆γ (dotted lines) and ∆α = ∆γ (symbols) for ϑobj = 64◦.
where δ(ζ) is given by:
δ(ζ) = 1 for ζ ≤ ϑobj
0 for ζ > ϑobj (2.9)
At this point it is important to note that the spherical coordinates r and
θ are deﬁned relative to the dipole axis, which is oriented either along eˆopt
(Fig. 2.11c) or eˆ⊥ (Fig. 2.11d). For a stack of molecules oriented horizontally
we have hoˆr = eˆ// and ˆver = eˆ⊥. Evaluating the expressions 2.7 and 2.8 for
the two dipoles ( Eopt and E⊥) and adding the results, we ﬁnd a signiﬁcant
depolarizing eﬀect as a function of ϑobj (see Fig. 2.12a, where we have plotted
Ihor and Iver as a function of ϑobj). In the case ϑobj = 0◦, the polarization ratio
is indeed inﬁnity (Ihor = 0 and Iver = 1), as expected for a stack in which all
optical dipole moments are oriented perpendicular to the wire axis. However,
an objective with ϑobj = 0◦ has no imaging resolution whatsoever. For a 100×
microscope objective (ϑobj = 64◦), we ﬁnd Ihor = 0.18 and Iver = 0.82.
Incorporation of imperfections
In a realistic stack of molecules, it is very likely that small deviations from the
perfect alignment occur, i.e., the molecules are not all aligned in the eˆ⊥, eˆopt-
plane perpendicular the stack axis. We incorporate a certain amount of imper-
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fections by allowing the dipoles to rotate out of this plane. A dipole can rotate
over an angle α around the eˆopt-axis (see Fig. 2.11e) or, it can rotate over an
angle γ around the eˆ⊥-axis (see Fig. 2.11f), or both.
To obtain a realistic situation, we allow the molecules to rotate according
to gaussian distributions with widths ∆α and ∆γ. For angle α the distribution
is given by:







where C is a normalization constant, and a similar distribution D(γ) is deﬁned
for angle γ. These distributions can represent either static, spatial distributions
of the molecules within a stack, or dynamic, time-averaged distributions of
molecules ﬂuctuating around a perfect ordered equilibrium positions in the
stack. The model cannot distinguish between these two misalignment eﬀects,
but incorporates the total misalignment.
The α and γ rotations are incorporated in the model by multiplying the
expressions 2.7 and 2.8 by D(α) and D(γ) and rotating the unit vectors hoˆr and
ˆver. Figure 2.12b shows the calculated intensities Ihor and Iver for ϑobj = 64◦
as a function of ∆α and ∆γ. The depolarizing eﬀect of the rotating molecules is
found to be larger for the α-rotation than for the γ-rotation (compare the solid
lines with the dotted lines in Fig. 2.12b) and can be understood as follows.
The α-rotation, which eﬀects the orientation of the eˆ⊥-dipole, increases the
contribution to the intensity Ihor at the expense of Iver. The γ-rotation, on
the other hand, eﬀects only the orientation of the eˆopt-dipole, and results in an
increase of the contribution Ihor at the expense of an unpolarized contribution,
i.e., at the expense of both Ihor and Iver. Combining these rotations results in
a more complicated depolarizing eﬀect. The symbols in Fig. 2.12b are Ihor and
Iver calculated for ∆α = ∆γ = ∆, which show a considerable depolarization
for small deviations. These calculations allow us to determine the internal
molecular order in terms of the order parameter ∆ by comparing the calculated
values of Ihor and Iver with the values found in the experiments.
The model neglects the presence of excitonic interactions, which may be
present in a stack of interacting chromophores. However, incorporation of exci-
tons would complicate the calculations considerably and is beyond the scope of
this thesis. The presence of excitonic coupling between the chromophores may
have a depolarizing eﬀect, because the excitation becomes more delocalized in
the direction of the long-axis of the stack which results in an optical transition
that has a component in this direction.
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Self-assembled rings (with diameters of 0.1 - 2.0 µm) consisting of
porphyrin dodecamer molecules are formed by evaporating chloro-
form solutions on glass substrates. The ring formation takes place
according to the pinhole mechanism, as is evidenced by NSOM and
AFM measurements. Analysis of the ring dimensions using AFM,
shows that the formation is a well-controlled process. Fluorescence
microscopy experiments on individual rings reveal a strongly polar-
ized optical absorption and emission. Quantitative analysis of the
ﬂuorescence images evidences a nearly perfect radial orientation of
columnar stacks of porphyrin dodecamers within the rings and the
absence of energy transport along the rings on length scales resolved
by ﬂuorescence microscopy.
Part of this work has been published in:
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Christianen, J. C. Maan, A. E. Rowan, R. J. M. Nolte, Chem. Eur. J. 10, 831 (2004),
and
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The fabrication of well-deﬁned nano-scale objects is essential for the under-
standing and development of novel potentially useful materials. These systems
diﬀer substantially from the corresponding bulk material, because their prop-
erties are closely related to the actual dimensions, shape and composition. In
recent years several nano-structures have been produced, varying from rods,1
wires2–4 and tubes5, 6 to dots,7, 8 rings9–13 and vesicles,14 composed of both in-
organic and organic materials. The use of organic molecules as building blocks
is very promising because they provide a relatively easy, low-cost and versatile
means to construct nanostructures with a desired shape and functionality, tak-
ing advantage of molecular self-assembly processes. In this chapter, we report
the fabrication of porphyrin-based, ring-shaped supramolecular architectures
with a pronounced polarized optical response that results from the almost per-
fectly ordered arrangement of molecular nano-aggregates within the rings.
Symmetric ring-shaped structures are relevant to test fundamental concepts
such as trapping of magnetic ﬂux and (coherent) transport of charge or energy.
Therefore, many researchers have constructed and studied nano-sized rings of
metals,15, 16 semiconductors,9 carbon nanotubes,12, 13 magnetic nanoparticles17
and organic molecules10, 11, 18, 19 or isolated and investigated circular arrays oc-
curring in nature, such as the light harvesting complexes LH1 and LH2.20 In
these latter complexes porphyrin molecules are organized in a precise circular
arrangement beneﬁcial for an eﬃcient absorption of photons and the subsequent
transfer of energy. The formation of well-deﬁned multi-porphyrin ring-shaped
arrays provides therefore an essential ﬁrst step towards the realization of ar-
tiﬁcial light-harvesting systems. Furthermore, porphyrins in general possess
(photo-)catalytic, electronic, optical and magnetic properties, which are suit-
able for a wide range of applications.
Porphyrin-based molecules can be equipped with handles for molecular
recognition and programmed to self-assemble into larger supramolecular ar-
chitectures of pre-deﬁned morphology, driven by non-covalent interactions such
as hydrogen bonding, π − π interactions, and van der Waals interactions.21 In
practice, ring-shaped architectures can be made on a surface out of an evapo-
rating solution. The ﬁnal result is determined by a complex interplay between
the design of the molecules used as building blocks, the (de)wetting properties
of the substrate and the solvent and other local conditions.10, 11, 18, 19, 22–24 The
ring-formation process can be improved by increasing the π-surface of the con-
stituting molecules, which is evidenced by better ring-formation of porphyrin
hexamers (six porphyrin moieties coupled to a central benzene ring) as com-
pared to porphyrin dimers.10, 11, 18, 19 Recently, we have achieved a considerable
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enhancement of the degree of molecular order within the rings by optimizing
the (de)wetting properties of the supporting surface.24 The internal order of
rings consisting of porphyrin hexamer molecules prepared on a hydrophilic glass
substrate was observed by the polarization of the ﬂuorescence emission. In this
chapter, we further increase the π-surface of the constituting molecules by us-
ing porphyrin dodecamer molecules (containing twelve porphyrin moieties), and
ﬁnd that this step leads to the formation of nearly perfectly ordered rings, ex-
hibiting a very high degree of optical polarization, as well as a very narrow size
distribution. The ring formation is rather independent of the wettability of the
surface, since ordered rings are formed on both hydrophilic and hydrophobic
glass plates. The observed optical polarization is due to radially directed colum-
nar stacks of porphyrin dodecamers. We can determine the ordering of these
stacks by comparing the experimental polarization degree with a theoretical
model taking into account the absorption and emission of the dipole transition
moments and including a certain degree of orientational disorder.
3.2 Ring formation on a surface
3.2.1 Formation mechanisms
The porphyrin dodecamer molecules used as molecular building blocks consist
of twelve porphyrin moieties attached to a rigid core (see Fig. 3.1 for the three-
dimensional structure and the dimensions), and have a strong tendency to form
columnar stacks due to strong intermolecular π−π interactions.25 The circular
supramolecular arrays are prepared by dropcasting 3 µl of a ∼ 5µM porphyrin
dodecamer solution in chloroform on a substrate (Fig. 3.2a). The solution wets
the surface by spreading out into a ﬁlm, which starts to thin due to evaporation
losses (Fig. 3.2b). At a critical thickness, typically h ∼ 100 nm, it becomes
unstable.26–28 As a consequence, the ﬁlm ruptures giving rise to pinholes in the
ﬁlm that slowly grow thereby dewetting the surface (Fig. 3.2c). At the rim of
a pinhole, the evaporation rate is higher than in the surrounding ﬁlm, which is
compensated by a net ﬂow of the solute towards the pinhole (Fig. 3.2d). The
concentration of molecules increases leading to the aggregation of the molecules
into stacks, which are deposited on the surface at the rim of the pinhole. After
the complete evaporation of the solvent, a ring-shaped structure is formed on
the surface (Fig. 3.2e).
The formation of pinholes in an unstable ﬁlm takes place according to two
mechanisms: heterogeneous nucleation and spinodal dewetting.26–28 Heteroge-
neously nucleated pinholes arise and grow at defects at a relatively large ﬁlm
thickness. This leads to rings that are randomly distributed and have a variable
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38 A 7.5 A
Figure 3.1: Three-dimensional representation of the porphyrin dodecamer
molecule with its dimensions.
and relatively large size, since the growing lasts a long time before the solvent
is evaporated. When the ﬁlm reaches another critical thickness (h < 50 nm),
surface undulations can arise leading to the instantaneous nucleation of holes,
which is called spinodal dewetting. The resulting rings are more monodisperse,
smaller, and they are distributed evenly characterized by the undulation wave-
length. The occurrence of these mechanisms and the resulting size of the holes
is dependent on local conditions such as evaporation speed, surface tension,
surface concentration gradients, and interactions between the substrate and
ﬁlm.
Besides the pinhole mechanism described above, the so-called coﬀee-stain
mechanism, which is a distinctly diﬀerent mechanism, is often used to explain
the formation of ring-like stains out of solution droplets.29, 30 When the contact
line of the solution with the surface is pinned, a ﬂow of solute from inside
the droplet towards its rim occurs to compensate for evaporation losses. The
molecules are deposited at the rim resulting in a ring-shaped structure when the
solvent has evaporated completely. If the solute is not transferred completely,
a fraction of the material remains inside the ring.
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de
Figure 3.2: Schematic description of the pinhole ring formation mechnism:
(a) a drop of the solution is cast on the surface and (b) spreads out in a ﬁlm.
Due to evaporation losses the ﬁlms thins until it ruptures and (c) pinholes are
formed; (d) At the rim of the hole evaporation rate is higher inducing a ﬂow of
solute towards the hole; (e) When the solvent is evaporated completely, rings
are formed on the surface.
3.2.2 Characterization of the porphyrin rings
We have studied the ring formation on varies substrates: hydrophilic and hy-
drophobic glass substrates, untreated glass substrates, freshly cleaved highly
oriented pyrolytic graphite (HOPG), and freshly cleaved mica. The hydropho-
bic and hydrophilic glass substrates are prepared using the following proce-
dure. Round cover glasses (10 mm in diameter) are rinsed with boiling ethanol
and blow-dried with a heat gun. A carbon ﬁlm is evaporated under vacuum
by putting an electric current through two touching carbon electrodes placed
20 cm above the cover glasses (Edwards 306 apparatus). The carbon is de-
posited as an amorphous layer of ∼100 nm thick resulting in a hydrophobic
glass substrate. The hydrophilic glass substrates are prepared by depositing a
second carbon ﬁlm containing electrostatic charges on top of the hydrophobic
glass substrates. The cover glasses are placed on the round electrode (10 cm
in diameter) of a Baltzer BSV apparatus. The chamber is evacuated and at
reduced pressure benzene vapour is led in. By an electric discharge benzene
fragments are deposited on the substrates to form a thin hydrophilic carbon
layer of ∼4 nm.
We ﬁnd that well-deﬁned rings are formed at ambient temperatures on both
hydrophilic and hydrophobic glass substrates, whereas substrates as HOPG,
untreated glass, or mica lead to a network of merged rings or no rings at all.
Preparing the rings in a glovebox with a controlled relative humidity (RH), we
ﬁnd that a RH of 65% or higher is crucial for the ring formation. The samples
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Figure 3.3: (a) AFM image of dodecamer rings on a hydrophilic glass sub-
strate, the scale bar represents 2 µm; (b) Histogram showing the size distri-
bution of 193 rings within an area of ∼2000 µm2, partly shown in the AFM
image of (a); (c) Wall thickness as a function of ring diameter, (d) Height as
a function of ring diameter and (e) Wall thickness as a function of the height,
all for the same 193 rings shown in (b). The graphs clearly show a strong
correlation between the dimensions of the ring. The solid lines are guides to
the eye.
are found to be stable over a period of at least ten weeks.
The dimensions of the ring-shaped architectures are characterized using an
AFM in tapping mode at room temperature in air. A typical AFM image of
the rings on a hydrophilic glass substrate (Fig. 3.3a) shows many regular rings
of roughly the same size. A histogram of ring-diameters (Fig. 3.3b) taken from
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Figure 3.4: (a) AFM image of two 725 nm sized rings; (b) Cross section
through the rings showing a steep inner rim in contrast to the shallow outer
rim.
193 rings within an area of ∼ 2000µm2, shows a narrow Gaussian distribution
centered around 1.4 µm with a width of 0.7 µm. The wall thickness versus
diameter (Fig. 3.3c), the height versus diameter (Fig. 3.3d) and the wall thick-
ness versus height (Fig. 3.3e) show all a strong correlation indicating that the
ring formation is the result of a well-controlled process. In this area the average
wall thickness is ∼300 nm, and the average height is ∼85 nm. Fig. 3.4a shows
a detailed AFM image of two rings (725 nm in diameter). The cross section
through the rings (Fig. 3.4b) shows a steep interior rim and a shallow outside
rim, evidencing that the rings are formed according to the pinhole mechanism.
In addition, the surface inside the ring is lower than outside the ring, which
indicates that on the inside we observe the bare substrate, while on the outside
it is covered with a thin layer of (molecular) material.
This is further conﬁrmed by NSOM measurements of rings on a hydropho-
bic glass substrate as shown in Fig. 3.5, where (a) is an optical image, and (b)
is the simultaneously recorded topographical image. The cross section through
one of the rings (Fig. 3.5c) reveals that its diameter is 1.47 µm and its rims are
Gaussian having a width of 250 nm in the optical image and 630 nm in the to-
pographical image, which exempliﬁes the high optical resolution at the expense
of the lateral non-optical resolution characteristic for NSOM. The optical cross
section clearly shows that no ﬂuorescence is originating from within the ring
which is a direct consequence of the absence of molecules consistent with the
pinhole formation mechanism. Also the FM measurements show no evidence of
ﬂuorescence from within the rings (see for example Fig. 3.7).
On the other hand, the large ring in the upper right corner shows the pres-
ence of particles in the ring, which is clearly visible in the topographical image
as well as in the optical image. Apparently, these particles consist of molecules
left behind in larger rings (as is also observed in AFM images, for example see
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Figure 3.5: NSOM measurement of rings on a hydrophobic glass substrate
showing the (a) ﬂuorescence emission and (b) topography of several rings. (c)
A cross section through one of the rings clearly shows that no emission is
originating from within the ring.
Fig. 3.6a). Note the strong correlation between the optical and the topograph-
ical image. Furthermore, two 500 nm rings in the middle of the optical image
are clearly resolved, which cannot be achieved with ﬂuorescence microscopy.
Figure 3.6a is an AFM image of the rings on a hydrophobic glass substrate.
Again many regular rings are formed, however, they are distributed over two
average sizes as is evident from a histogram (Fig. 3.6b) taken from 92 rings
within an area of 300 µm. The histogram shows two narrow Gaussian distri-
butions centered around 0.37 µm and 1.26 µm having a width of 0.22 µm and
0.13 µm respectively. In contrast to the small rings, the large rings all show an
irregular particle within the ring and many rings are not perfectly circular (see
Fig. 3.6a). Therefore, we believe that the small rings are formed by spinodal
dewetting, whereas the large rings are formed from heterogeneous nucleation
sites. We have observed many regions of well-deﬁned, uniformly sized rings on
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Figure 3.6: (a) AFM image of rings on a hydrophobic substrate, showing
two sizes of rings as is evidenced by the histogram (b) taken from 92 rings
within an area of 300 µm. The ring diameters are distributed according to a
Gaussian distribution centered around 0.37 µm and 1.26 µm.
all samples on both hydrophilic and hydrophobic glass. The average diameter
was found to vary from area to area, ranging from 100 nm to 1.8 µm.
3.3 Highly polarized absorption and emission of the
rings
3.3.1 Fluorescence microscopy measurements
The high degree of internal molecular ordering within the rings is demonstrated
by the polarized ﬂuorescence microscopy (FM) images in Fig. 3.7. The upper
two images are two consecutive measurements, with both excitation and detec-
tion polarizations either vertical (a) or horizontal (b). To denote the orientation
of the polarizers, we use ↑ or → for vertical and horizontal polarization, respec-
tively. These symbols are put between brackets to deﬁne the excitation and
detection polarization, i.e., (↑↑) means parallel vertical excitation and detec-
tion, etc. All rings within the excitation area emit vertically polarized light
at the left and right parts (Fig. 3.7a), whereas the light is horizontally polar-
ized at the upper and bottom parts (Fig. 3.7b). Cross sections through one of


























































Figure 3.7: Polarized FM images using excitation and detection polarization
both (a) vertical (↑↑) and (b) both horizontal (→→). All rings show a strongly
polarized response. (c) Two perpendicular cross sections (1) and (2) of one of
the rings in (a), and (d) cross sections (1) and (2) of the same ring in (b).
(1) the left and right part of the ring, and (2) the bottom and upper, where
(1) is the highest for (↑↑, Fig. 3.7c), and (2) is the highest for (→→, Fig. 3.7d).
This indicates that the optical dipole moments of the porphyrin molecules
are arranged in a well-ordered fashion, namely tangentially to the ring. The
molecules are excited using a laser with a wavelength of 457.9 nm, which is
within the so-called Soret band. Irrespective of the position on the ring the
ﬂuorescence spectrum always shows two peaks at 662 and 723 nm (see Fig. 2.1d
in Chap. 2), originating from the Q-bands.31 It is well known that both the
Soret band and the Q-band transition moments of single porphyrin molecules
are directed in the plane of the molecule.32 Since the dodecamer molecules
contain twelve porphyrins that are proposed to be oriented within one plane
(Fig. 3.1),25 also the absorption and emission dipole moments of the dodecamer
molecule are in the plane, which implies that the FM polarization data are only
consistent with molecules that are tangentially aligned along the ring.
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Figure 3.8: Optical images obtained by two subsequent NSOM measure-
ments of the same ring on a hydrophobic glass substrate using the detection
polarizer at (a) 123◦ and (b) 33◦ (white arrows), which is parallel and perpen-
dicular respectively to the excitation polarization. (c), (d) Two perpendicular
cross sections through ring (a) and (b), respectively, tentatively suggesting a
polarization eﬀect. All sections are plotted in equal units as they were mea-
sured.
3.3.2 NSOM measurements
To gain more insight into the internal ordering of submicrometer rings, we
measured the same samples using our NSOM. Figure 3.8a and 3.8b show two
subsequent NSOM measurements of the same ring on a hydrophobic glass sub-
strate using the detection polarizer at 123◦ and 33◦, which is parallel and per-
pendicular respectively to the excitation polarization (extinction ratio 1:2.5 as
measured in the far ﬁeld). We plotted two perpendicular cross sections (1 and 2)
through the rings in Fig. 3.8c for ring (a) and in Fig. 3.8d for ring (b). Section 1
(black curve) is higher for ring (a), while section 2 (grey curve) is higher for
ring (b), which suggests that the ring exhibits polarized emission. However, as
compared to the FM results (Fig. 3.7), the diﬀerence is small. NSOM measure-
ments of other, smaller rings revealed a similar or less pronounced polarization.
We speculate that the reason for this reduced polarized emission is that since
the probe is close to the molecules, it disturbs their electric dipole ﬁeld, and
as a result their polarized emission. Since the rings show a more pronounced
polarized response when measured with FM than with NSOM, we choose to
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Figure 3.9: Grey scale FM images of a single 1.25 µm-diameter ring for
excitation and detection polarization oriented (a) both vertical (↑↑), (b) both
horizontal (→→), (c) vertical excitation and horizontal detection (↑→), (d)
unpolarized excitation and vertical detection (O ↑), (e) unpolarized excitation
and horizontal detection (O →). Images (a), (b) and (c) are plotted on the
same grey scale, diﬀerent from that of (d) and (e); (f) Deﬁnition of the angle
ϕ used in Fig. 3.10.
study the rings with FM in the following.
3.4 Determination of the internal order of the rings
In order to determine the degree of order within the rings we performed a quan-
titative analysis of the FM results. Figure 3.9a and 3.9b show grey scale FM
images of the measurements (↑↑) and (→→), respectively, of a typical ring of
1.25 µm diameter, and Fig. 3.9c shows the image recorded with crossed polar-
izers (↑→). The data are quantiﬁed in Fig. 3.10a by plotting the ﬂuorescence
intensity along the ring as a function of angle ϕ (see Fig. 3.9f) for the three
depicted polarization images: solid black squares (↑↑), open black circles (→→)
and grey triangles (↑→) symbols. These traces are all normalized to the to-
tal ﬂuorescence intensity (↑↑ + →→), yielding values between 0 and 1. The
high degree of polarization is evident from the results in Fig. 3.10a, display-
ing sinusoidal curves oscillating between 0.13 and 0.87, symmetric around half
the intensity (0.5). Furthermore, the (↑↑) and (→→) curves are perfectly in
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Figure 3.10: Fluorescence intensity along the ring. The symbols are the data:
(a) solid black squares (↑↑), open black circles (→→), and grey triangles (↑→),
and (b) solid black squares (O ↑) and open black circles (O →). The solid
lines are model calculations, which are described in more detail in the text.
The grey lines in (b) are the maximum and minimum polarization intensities
achievable using a NA = 0.9 microscope objective.
anti-phase evidencing the circular symmetry of the optical response and they
have their maxima and minima at 0◦, 90◦, 180◦ and 270◦ conﬁrming the tangen-
tial alignment of the molecules. The maximum intensity of the cross-polarized
curve (↑→) is reduced by a factor of 2 as compared to the maximum intensity
of the (↑↑) and (→→) curves, while its minimum intensity is higher. In fact,
the (↑→) trace exhibits four maxima that coincide with the crossing points of
the (↑↑) and (→→) curves. Finally, the solid lines in Fig. 3.10a are the results
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of model calculations that will be discussed below.
The optical response in Figs. 3.7 and 3.9a, 3.9b, and 3.9c is determined by
both the excitation and detection polarization and possibly by energy transfer.
If energy transfer occurs, optical absorption at one point in the rings leads
to emission from a larger area due to exciton migration. Our polarization
data implicitly contain this information since the excitation polarization deﬁnes
limited areas of absorption in the rings. In order to disentangle these eﬀects, we
have also measured rings using either unpolarized (denoted by ’O’) excitation
or detection polarization (see Figs. 3.9d and e for the greyscale (O ↑) and
(O →) FM images). The (O ↑) and (O →) curves (Fig. 3.10b, normalized to
(O ↑) + (O →)), and the normalized (↑ O) and (→ O) curves (not shown)
show all an equal phase and an amplitude deﬁned by Imin = 0.28 and Imax
= 0.72, which is smaller as compared to the (↑↑) and (→→) curves. The fact
that (↑ O) and (→ O) curves are equal to respectively the (O ↑) and (O →)
traces conﬁrms that indeed the absorption (Soret-band) and emission (Q-band)
dipole moments are parallel. Moreover, it shows that on the scale resolved by
our experiment no energy transfer occurs. Finally, we have veriﬁed that this
complete dataset is consistent by checking that the experimental (↑↑) and (→→)
curves coincide with the curves calculated according to (↑ O) · (O ↑) = (↑↑) and
(→ O) · (O →) = (→→). We have performed this extensive optical analysis
on 6 rings of diﬀerent sizes, yielding values for the minimum and maximum
ﬂuorescence intensities summarized in Table 3.1. The measured intensity values
for (↑↑) and (→→) polarization and (O ↑) and (O →) polarization are all
consistent with each other, except for the 0.78 µm sized ring. Indeed, all rings
show a pronounced optical polarization although the polarization degree varies
from ring to ring. In the following we consider the polarized emission of the
rings to determine the internal ordering, i.e., we use Imin and Imax of the (O ↑)
and (O →) curves.
For a perfectly ordered ring, the polarization is expected to be complete, i.e.,
Imax = 1.0 and Imin = 0.0, which is signiﬁcantly higher than the experimental
values of Imax = 0.72 and Imin = 0.28. In the following, we will show that
this deviation can be explained partially by the experimental conﬁguration of
the optical microscopy setup, and partially by ring imperfections. We therefore
simulate our FM results by a relatively simple model calculation, which accounts
for these eﬀects.
3.4.1 Model calculations
The optical response of rings is modeled by summing up optical dipoles at the
molecular level (see also Sec. 2.6), where each dodecamer molecule is repre-
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Size (µm) (↑↑) & (→→) (O ↑) & (O →) ∆
1.25 0.13 - 0.87 0.28 - 0.72 19◦
2.13 0.15 - 0.85 0.32 - 0.68 23◦
1.31 0.19 - 0.81 0.33 - 0.67 25◦
0.78 0.37 - 0.63 0.34 - 0.66 26◦
1.69 0.27 - 0.72 0.38 - 0.62 32◦
0.94 0.34 - 0.66 0.39 - 0.61 33◦
Perfect ring 0.05 - 0.95 0.18 - 0.82 0◦
Table 3.1: Minimum and maximum values of the intensity of the (↑↑) and
(→→) polarization curves as well as the (O ↑) and (O →) curves for six
diﬀerent rings having a diameter stated in the ﬁrst column. The last column
shows the value of the parameter ∆ used in the calculations for describing
the data, including the depolarizing eﬀect of using a NA = 0.9 microscope
objective. The bottom row gives the values calculated for a perfectly ordered
ring.
sented by the sum of two perpendicular dipoles (Figs. 3.11a and b), which is
reasonable since the constituting dipole moments of the twelve porphyrins are
evenly distributed in the plane of the molecule. Each dipole has a donut-shaped
radiation ﬁeld with an electric ﬁeld E(θ) = E0 · sin(θ) · eˆθ , where θ is the angle
with the dipole axis, deﬁned in spherical coordinates33 and E0 is a constant.
The direction of the light ray with an electric ﬁeld E(θ) is given by the spherical
unit vector eˆr.
Using a high numerical aperture (NA) microscope objective for collecting
the light has a considerable eﬀect on the measured polarization. The NA is
a measure for the solid angle covered by the objective. The ﬂuorescence is
detected in reﬂection geometry, through air, i.e., without a cover glass, using a
100× air objective with NA = 0.9, which corresponds to a half-top cone angle
of 64◦. Such a large cone angle allows the collection of a considerable amount of
light emanating from dipoles oriented parallel to the optical axis, perpendicular
to the glass substrate (Fig. 3.11a, where the collection cone of the objective is
schematically drawn).34, 35 Since the ﬁeld ( Eopt ) of these dipoles is symmetric
around the optical axis, their contribution to the ﬂuorescence is unpolarized, in
contrast to the emission ( E⊥) of dipoles directed in the plane of the substrate
(Fig. 3.11b) which is almost completely linearly polarized. A high NA objective
therefore limits the maximum polarization that can be observed. In the case









































Figure 3.11: Orientation of the dipoles and the dipole ﬁelds within one
molecule: (a) dipole parallel to the optical axis, and (b) dipole in plane of the
surface. Also drawn is the collection cone of a NA = 0.9 microscope objective;
(c) Schematic representation of a stack of molecules and the used coordinate
axes; Deﬁnition of the rotation angles (d) α and (e) γ. See the text for details.
maximum polarization of Imax = 0.82 and Imin = 0.18 (indicated by the grey
lines in Fig. 3.10b), which accounts for part of the lack of complete polarization
in the FM polarization data.
In order to have a full description of the observed FM polarization, we con-
sider a realistic model of columnar stacks of porphyrin dodecamer molecules25
forming the ring, schematically depicted in Fig. 3.12. Given the measured wall
thickness of a typical ring (300 nm), we propose that the ring is likely to con-
sist of several stacks with a certain distribution in lengths, that are all aligned
radially (see Fig. 3.12b which is an image to scale). The height of a typical
ring (85 nm) implies that there are about 20-30 stacks on top of each other.
Small deviations of stacks from the perfectly radial direction and of individ-
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ual molecules with respect to the stack direction lead to a depolarization of
the ﬂuorescence. In our model we include this type of disorder by allowing
molecules to rotate over two angles α and γ with respect to the stack direction
(Fig. 3.11c shows a schematic representation of a stack and the deﬁnition of
the axes). The angle α (Fig. 3.11d) corresponds to a rotation about the optical
axis (eˆopt), i.e., in the eˆ⊥, eˆ//-plane, and the angle γ (Fig. 3.11e) is a rotation
about the eˆ⊥-axis, i.e., in the eˆ//, eˆopt-plane. In our model the molecules are
allowed to rotate with angles α and γ according to Gaussian distributions D(α)






C is a normalization constant. These distributions can represent either static
spatial distributions of molecules within stacks, misorientation of stacks as a
whole or dynamic, time averaged distributions of molecules ﬂuctuating around
the (perfectly ordered) equilibrium positions. In principle, this model can be
used to determine the degree of internal order of any solid-state architecture
built up by chromophores on a surface.
The intensity of the collected light with horizontal (= eˆx-direction) or ver-
tical polarization (= eˆy-direction) is calculated, by integrating the expressions
|( Eopt + Eperp) · eˆx|2 and |( Eopt + Eperp) · eˆx|2 over the space covered by the
collection cone of the objective. These two expressions are multiplied by D(α)
and D(γ) and integrated over α and γ, thereby assuming that ∆α = ∆γ = ∆,
which leaves ∆ as the only ﬁtting parameter. The calculation is done for an
angle φ ranging from 0◦ to 360◦. This procedure is used to calculate the (O ↑)
and (O →) curves, the (↑↑) and (→→) curves (by taking the square of each
expression), and the (↑→) curve (by multiplying both expressions). We ﬁnd
that a value of ∆ = 19◦ can perfectly describe the precise shape and amplitude
of all the FM polarization traces (solid lines in Figs. 3.10a and b) of the ring in
Fig. 3.9. Similar results are obtained for the other rings (see Table 3.1) using
slightly higher values for ∆.
The low values found for ∆ reﬂects the nearly perfect internal molecular
order of the rings which is a striking conclusion considering the rather crude
method of preparation. Apparently the combined action of the pinhole forma-
tion mechanism, triggered by spinodal dewetting, accompanied by molecular
self-assembly, provides a high level of control. In general the values found for
∆ in the case of porphyrin dodecamers are much lower than those for the hex-
amers (minimal ∆ = 35◦) used in previous studies,24 clearly showing that the
increased π-surface of the dodecamer molecules increases the stacking interac-
tions. In fact, we anticipate that the polarization of the ﬂuorescence might
improve even more at lower temperatures, when thermal ﬂuctuations are sup-






Figure 3.12: Proposed internal structure of the rings, all pictures are to scale.
(a) Segment of the ring; (b) A close-up of the orientation of the stacks in the
ring; (c) Orientation of the molecules in a stack; (d) Schematic representa-
tion of a single porphyrin dodecamer. The colors are used to facilitate the
distinction between the stacks and the diﬀerent parts within the molecules.
3.5 Conclusions
We have demonstrated that we have achieved control over the self-assembly
process of porphyrin molecules into ring-shaped architectures. Rings formed
on both hydrophilic and hydrophobic glass substrates according to the pinhole
mechanism as is evidenced by NSOM and AFM measurements. Analysis of the
dimension of the rings measured with AFM, reveals a very uniform size distri-
bution and moreover, a strong correlation between the wall-thickness, height,
and diameter, showing that the ring formation is a well-controlled process. FM
measurements reveal the highly polarized absorption and emission. Quantita-
tive analysis evidences that the ordering of the molecules in the radially oriented
stacks is nearly perfect. These rings provide model systems for the investigation
of energy transfer, optical waveguiding, and might ﬁnd an application in catal-
ysis. In this regard, experiments performed at lower (helium) temperatures are
feasible to detect energy transfer and optical waveguiding. Alternatively, the in-
troduction of compatible porphyrin derivatives or other molecules, with slightly
shifted emission lines, in a ring or its interior, provides exciton traps that can
be isolated spectrally and therefore can be used to monitor energy transfer in
either radial or tangential directions. Finally, well-ordered ring-shaped struc-
tures composed of porphyrins containing transition metals can serve as special
types of heterogeneous catalysts.
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Micrometer-long, 5 nm-diameter wires consisting of self-assembled
dimers of tetra(p-phenylene vinylene) molecules are deposited on
a graphite substrate. Fluorescence microscopy experiments reveal
that the optical emission of an individual wire exhibits a profound
polarization over its entire length, due to its well-deﬁned internal
molecular arrangement. Detailed analysis of the ﬂuorescence polar-
ization leads to the quantitative determination of the orientational
disorder of the dimers within the wires and elucidates the role of
the graphite substrate on the self-assembly process. The controlled
fabrication of such nanowires is an important step towards the in-
vestigation of charge and energy transport in well-deﬁned functional
nanostructures.
This work is based on:
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The development of nanowires is a promising approach to miniaturize electronic
and optical devices. Over the recent years diﬀerent types of nanowires have been
constructed and characterized, such as inorganic semiconductor nanowires1–3
and carbon nanotubes,4–7 culminating into working nanodevices, like lasers8
and transistors.9, 10 These nanowires have typical diameters in the range of
1 − 200 nm, and can be as long as several micrometers. Alternatively, nanowires
can be fabricated from molecular materials, providing a means to create and ex-
plore wires with novel functionalities. Following this approach, it is necessary to
scale the width of the wires down to the nanometer regime, which requires iso-
lated polymer chains11–14 or self-assembled molecular wires15–18 with a diameter
equal to the size of a single organic molecule. Furthermore, the level of internal
molecular organization should be suﬃciently high in order to form well-deﬁned
wires on length scales longer than 100 nm. Finally, the ability to position them
on a solid support, without disrupting their internal arrangement, is a crucial
step towards their detailed characterization and eventual device applications.
In this chapter we report the fabrication of 5 nm-diameter, µm-long molecular
wires that meet all these requirements. The wires are constructed through the
self-assembly of functionalized p-phenylene vinylene molecules in solution and
subsequent deposition on a graphite (HOPG) surface. Fluorescence imaging
of individual nanowires shows a strongly polarized optical response extending
over their entire length, reﬂecting the high degree of internal order among the
constituent molecules.
Molecular materials are attractive because they provide a relatively easy,
low-cost and versatile means to construct nanostructures with a desired optical
or electric functionality. Using self-assembly of small organic molecules, that
can be synthesized relatively easily, can further facilitate the entire fabrication
process of wires. Therefore the molecules should be equipped with proper han-
dles for molecular recognition to self-assemble into wires, driven by non-covalent
interactions such as hydrogen bonding, π − π interactions, and van der Waals
interactions. Nature makes abundantly use of self-assembled architectures such
as light-harvesting complexes, in which chromophoric molecules are arranged
in such a way as to optimize the transfer of energy. A mayor advantage of
self-assembly processes is that those are reversible and therefore self-correcting,
yielding a low amount of stacking defects that causes electron or exciton traps,
which are known to limit the performance of polymer chains on a substrate.
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4.2 Formation and characterization of MOPV4 wires
To construct supramolecular nanowires we have used the chiral molecule tetra(p-
phenylene vinylene), functionalized with a quadruple ureido-s-triazine hydro-
gen bonding unit (MOPV4)19 (see Fig. 4.1a and b) as molecular building
blocks. Due to fourfold hydrogen bonds between two ureido-s-triazine units,
the molecules form dimers (Fig. 4.1c) in solution (in an organic solvent) and at
a surface.20 Using heptane or dodecane as a solvent, these dimers self-assemble
into ∼150 nm long chiral stacks due to π − π interactions, as is determined by
absorption, ﬂuorescence, circular dichroism and small-angle neutron scattering
experiments.19, 21 Figure 4.1d shows a schematic representation of the proposed
orientation of the molecules in the stacks, i.e., in a chiral fashion, with a 0.35 nm
distance between the dimers and with the long axis of the tetra(p-phenylene
vinylene) molecules perpendicular to the wire axis. The existence of such ideal
stacks and the accompanying exciton coupling is consistent with the observation
of very fast exciton dynamics,22, 23 but so far the actual molecular arrangement
and the degree of order within the wires remains to be determined. Therefore,
we have measured the (polarized) optical response of individual wires on a sub-
strate.21 The dominant optical dipole moments for absorption and emission
of the MOPV4 building blocks are directed along the long axis of the tetra(p-
phenylene vinylene) unit, and are expected to be perpendicular to the wires
axis (Fig. 4.1d). The polarization degree of the absorption and emission of a
single wire therefore reveals its internal molecular arrangement.
The stacks were deposited on a solid support by dropcasting 2 µl of a
0.0017 mg/ml MOPV4/heptane solution on a freshly cleaved HOPG surface.
Subsequently, the solvent was allowed to evaporate under heptane atmosphere
and ambient conditions, leading to wire formation (Fig. 4.1e) in approximately
25 s, the time needed for complete evaporation of the solvent. Figure 4.1f shows
a typical height image of a sample recorded by a tapping mode atomic force mi-
croscope under ambient conditions. The image reveals single wires that can be
more than a micrometer long, which is much longer than the stacks formed in
solution.21 Apparently, an additional self-assembly process takes place during
the transfer of the stacks to the support, arranging the stacks head to tail into
longer wires. All wires have a uniform height of 4.9 nm (see cross-section in
Fig. 4.1g), which agrees well with the length of a dimer molecule (= 5.8 nm21),
and is consistent with the proposed structure in Fig. 4.1d. Deposition on in-
ert substrates, such as HOPG, results in well-deﬁned wires of uniform height,
although they exhibit branching and bending (Fig. 4.1f), which seems related
to preferential orientations of the wires along speciﬁc lattice directions of the



















































Figure 4.1: (a) Molecular structure of the MOPV4 building unit; (b)
Schematic representation of a MOPV4 molecule drawn to scale; (c) MOPV4
molecules form dimers by 4-fold hydrogen bonds; (d) In solution the dimers
self assemble into chiral stacks due to π − π interactions; (e) On a HOPG
substrate these stacks arrange themselves head-to-tail resulting in micrometer
long wires; (f) AFM image of MOPV4 nanowires on HOPG; (g) Cross section
through several wires (along the black line in f), revealing their constant height
and therefore well-deﬁned diameter.
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on the self-assembly processes is further conﬁrmed by the fact that the wires
cannot be deposited on repulsive (mica, glass) or attractive (gold) supports.21
4.3 Polarized fluorescence microscopy on individual
wires
Figure 4.2 shows typical polarized ﬂuorescence microscopy (FM) pictures of
individual wires. The images were obtained by focusing the output of an Argon
ion laser (λ = 457.9 nm) by a 100× or 50× microscope objective to a 15 µm
spot on the sample surface and imaging the ﬂuorescence emission (λ = 564 nm
and 667 nm, see Fig. 2.2d in Chap. 2) on an intensiﬁed CCD camera, yielding a
diﬀraction-limited picture (resolution ∼ λ/2  300 nm for the 100× objective).
To avoid photobleaching due to oxidation of the molecules, a nitrogen ﬂow was
guided over the sample and the excitation power was kept as low as possible
(P ≤ 800 mWcm−2), yielding typical signals of 1 photon/second. The color-
coded images of the individual wires in Figs. 4.2a, b, d and e are constructed
from two consecutive measurements (capture time = 300 s, CCD intensiﬁer gain
= 150) with both excitation and detection polarizations either in horizontal
(0◦) or vertical (90◦) orientation with respect to the image. The color coding
corresponds to the intensity ratio of the two polarization orientations: R =
Iver/Ihor, ranging from pure green (R = 0) to red (R = ∞) through yellow
(R = 1) (see legend in Fig. 4.2g). The orientation of the wires in the images
is the true physical orientation of the wire with respect to the polarizers and
the image. For some wires we have also measured two consecutive images with
polarization orientations of 45◦ and 135◦ (Fig. 4.2c, which is the same wire as
in Fig. 4.2b) in order to rule out any ambiguities in the polarization orientation
of the light. In this case, the green color represents R’ = I135/I45 = 0, and red
represents R’ = ∞. In total, we have performed this extensive experimental
analysis for 14 individual nanowires, randomly oriented on the surface.
The images in Fig. 4.2 reveal that the ﬂuorescence of each wire is strongly
polarized and that the direction of the polarization is strongly correlated to the
direction of the ﬁber. Fig. 4.2a shows a wire of about 1 µm length, horizontally
oriented, with an uniform red color, indicating that the ﬂuorescence is vertically
polarized over the entire wire. The emission proﬁle of this wire (Fig. 4.2f) shows
that the vertically polarized ﬂuorescence intensity (black curve) is considerably
higher than that of the horizontal polarization (blue curve), yielding a polariza-
tion ratio R = 2.4. In contrast, the vertically oriented wire in Fig. 4.2b, exhibits
an overall green color, i.e., a horizontal polarization of the ﬂuorescence. The





































Figure 4.2: Real space FM images of various MOPV4 wires measured using
(a), (b), (d) and (e) vertical and horizontal polarization orientations, and
(c) 45◦ and 135◦ polarization orientations; The ratio R = Iver/Ihor or R’ =
I135/I45 is plotted with the following color-coding: red for R > 1, green for
R < 1, see legend in (g); (f) Intensity proﬁle through along the long axis of
the wire shown in (a), showing high Iver (black curve) and lower Ihor (blue
curve).
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Figure 4.3: Measured polarization ratios R of 14 MOPV4 nanowires (sym-
bols) as a function of the wire orientation ϕ with respect to the horizontal
axis. The color of the symbols reﬂect the color-coding of the measured R
(Red R > 1, Green R < 1). The solid lines are calculations of R for diﬀerent
degrees of molecular disorder (expressed by ∆) within the wire (see the text
for more details). Top panel: expected polarization degree and color-coding
for the proposed wire arrangement in Fig. 4.1d.
reddish wire, which means that the light is more polarized along the 135◦ axis
than along the 45◦ axis. The direct relationship between the polarization of
the ﬂuorescence and the direction of the wires is also apparent from Fig. 4.2e,
in which three wires are visible, one of them having a 90◦ bend, that leads
to a change in the color-code at the intersection. Most of the self-assembled
wires reveal an uniform polarization over micrometer ranges, due to eﬀective
head-to-tail positioning of the smaller stacks in solution, and only some of them
are not polarized uniformly. For instance, the color-coded image of the long
vertical wire in Fig. 4.2d displays a red defect in the overall green wire, which
indicates the mispositioning of one stack with respect to the others. Using a
cross polarized conﬁguration we ﬁnd a reduced intensity with respect to the
maximum intensity observed (not shown). This indicates that both the exci-
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tation polarization and the detection polarization contribute to the observed
intensity proﬁles.
4.4 Determination of the internal order of the wires
In order to quantify the polarization degree of all measured wires we have de-
termined their average polarization ratio R = Iver/Ihor, obtained from intensity
cross-sections like the ones shown in Fig. 4.2f for the wire in Fig. 4.2a. The
symbols in Fig. 4.3 show the resulting values of all wires as a function of the
angle ϕ of the wire-axis with the horizontal axis. For clarity, the data points
are given the same color as the color-code corresponding to the experimentally
observed ﬂuorescence polarization, i.e., red (R > 1) or green (R < 1) (Fig. 4.2g).
For example, the red and green squares represent the wires in Fig. 4.2a and b
respectively. This latter wire has an orientation of ϕ = 40◦ with respect to
the 45◦ and 135◦ polarization orientations (Fig. 4.2c), and it is plotted as the
red open square. Considering the proposed positioning of the MOPV4 dimers
within the wires (according to Fig. 4.1d), all nanowires with an orientation
corresponding to 45◦ < ϕ < 135◦ should appear green in this graph, whereas
the others (0◦ < ϕ < 45◦ or 135◦ < ϕ < 180◦) should be red (see top panel
Fig. 4.3). Based upon the quantitative results in Fig. 4.3 two important con-
clusions can be drawn. First, 70% of the wires indeed show the color coding
expected for well-ordered nanowires with the constituting dimers, on average,
arranged perpendicularly to the wire axis, (Fig. 4.1d). Only 30% of the mea-
sured wires reveal an unexpected color-coding (open circles in Fig. 4.3). It is
striking that all these wires were situated in one region (Fig. 4.1e) and that
within this region the relation between polarization and ﬁber angle is ﬁxed,
but deviates from the wires in other areas. These deviations probably result
from molecule-surface interactions, causing a collective turn of the molecules
with respect to the wire axis, due to the particular local orientation of the un-
derlying graphite lattice. Similar eﬀects lead to the creation of wire bending
and branching, observed with AFM (Fig. 4.1f). The second observation is that,
although all wires exhibit a profound polarization, the maximum (minimum)
polarization ratio, i.e., Rmax =∞(0) for perfectly ordered horizontal (vertical)
wires, is not reached.
4.4.1 Model calculations
We have calculated the expected polarization ratios as a function of the wire
positioning (solid curves in Fig. 4.3), with use of a relatively simple model that
calculates the polarized optical response by summing up the optical dipoles at
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Figure 4.4: (a) Three dimensional dipole ﬁeld of a dipole (arrow pointing
upwards) perpendicular to the surface; (b) Schematic representation of a wire
and the used coordinate system; (c) Two dimensional representation of the
dipole ﬁeld with respect to the collection cone of a high NA microscope ob-
jective. (d) Schematic representation of the chiral orientation of all dipole
ﬁelds in a wire. Explanation of the rotation angles (e) α and (f) γ, describing
orientational disorder of the molecules with respect to the wire axis.
the molecular level, including molecular disorder and the depolarization eﬀect
of the experimental set-up used (see also Sec. 2.6). In this calculation each
molecule has a three dimensional donut-shaped dipole ﬁeld, as is schematically
depicted in Fig. 4.4a for a dipole that is perpendicular to the surface. The elec-
tric ﬁeld of the dipole is given by: E(θ) = E0 · sin(θ) · eˆθ , where θ is the angle
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with the dipole axis deﬁned in spherical coordinates24 and E0 is a constant.
The direction of the light ray with an electric ﬁeld is given by the spherical unit
vector eˆr . The model sums up the dipole ﬁelds of the molecules, that are po-
sitioned perpendicularly to the wire axis, i.e., in the eˆ⊥, eˆopt-plane (Fig. 4.4b),
and stacked in a chiral fashion, as is schematically shown in Fig. 4.4d, where a
two dimensional representation of the dipole ﬁeld (Fig. 4.4c) is used. The model
incorporates the eﬀect of using a high numerical aperture (NA) microscope ob-
jective, by integrating all the light rays within its collection cone (Fig. 4.4c).
Our 100× air objective has a NA = 0.9, corresponding to a opening angle
of 2 × 64◦, and therefore collects a considerable amount of light emanating
from dipoles oriented parallel to the optical axis, perpendicular to the surface
(Fig. 4.4c). Since the ﬁeld of these dipoles is symmetric around the optical
axis (Fig. 4.4a), their contribution to the ﬂuorescence is unpolarized,25, 26 in
contrast to the emission of dipoles directed in the plane of the surface, which
is almost completely linearly polarized. The contribution of dipoles with inter-
mediate orientations, are given by a linear combination of these two dipoles.
The expected polarization ratio is an average over all directions of the dipole
moments within the nanowires. For our objective it is limited to Rmax = 19
and Rmin = 0.05 for respectively horizontal and vertical wires. Therefore we
conclude that the measured polarization ratios are not caused by the used ex-
perimental geometry.
To obtain a realistic description of the FM results we include disorder in the
model by allowing the molecules to rotate over two angles α and γ with respect
to the wire axis, both leading to a reduction of the maximum degree of optical
polarization. The angle α corresponds to a rotation around the optical axis
(eˆopt), i.e., in the eˆ⊥, eˆ//-plane (Fig. 4.4e), and γ describes a rotation around
the eˆ⊥-axis, i.e., in the plane (Fig. 4.4f). We assume that both angles vary
according to Gaussian distributions D(α) and D(γ) with widths ∆α and ∆γ,





, where C is a normalization constant. These
distributions can represent either static spatial distributions of molecules within
a wire, misalignment of wires stacks as a whole, or dynamic, time averaged
distributions of molecules ﬂuctuating around the (perfectly ordered) equilibrium
positions.
The intensity of the collected light in the horizontal (= eˆx) or vertical (= eˆy)
direction is calculated by integrating the expressions | Ei ·eˆx|4 and | Ei ·eˆy|4 for all
dipole orientations i, over the space covered by the collection cone of the objec-
tive. These two expressions are multiplied by D(α)2 and D(γ)2 and integrated
over α and γ, thereby assuming that ∆α = ∆γ = ∆, which leaves ∆ as the only
ﬁtting parameter. This procedure is used to evaluate the polarization ratio for
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Wire no ∆(◦) Wire no ∆(◦)
1 0±24 7 36±7
2 15±15 8 37±6
3 27±12 9 38±9
4 34±7 10 43±15
5 34±5 11 44±14
6 34±9
Table 4.1: The values of the parameter ∆ for the wires denoted by solid
symbols in Fig. 4.3 as determined by the calculations (solid curves in Fig. 4.3).
For almost all wires ∆ is in the range 27◦ − 44◦.
all possible wire orientations, described by the angle ϕ, and for various values
of the parameter ∆ (see solid curves in Fig. 4.3). As expected, the disorder in
the wire has a considerable eﬀect on the polarization degree of the ﬂuorescence,
with the exception of wires at an angle ϕ = 45◦ which always should have R
= 1. Within this model the measured polarization ratio should always be in
between the ∆ = 0◦ (black line) and the R = 1 (dotted line) curves. Most of the
wires fulﬁll this condition, and determining ∆ for these wires (see Table 4.1)
reveals that ∆ is in the range of 27−44◦. We have observed such a variation in
order as well when studying ring-shape self-assembled structures (see Chap. 3).
In contrast, the wires characterized by the open symbols cannot be described by
the model. For those wires a collective turn of about 35◦ clockwise is necessary
to explain the observed polarization ratio.
4.5 Conclusions
Our analysis shows that the polarization degree of the wires is inﬂuenced by two
eﬀects: the disorder of the molecules described by the parameter ∆ = 34◦± 8◦,
which has a surprisingly small variation between the wires, and the molecule-
surface interactions, causing the molecules to turn with respect to the wire
axis. At this point it is not possible to unravel these eﬀects. However, we
anticipate that the degree of disorder can be reduced by measuring at cryogenic
temperatures, where thermal ﬂuctuations are suppressed and photobleaching is
less important. The molecule-surface interactions can be strongly reduced by
depositing the wires on other (non-crystalline) surfaces, for example carbon
coated glass substrates (see Chap. 2) on which, as we have already observed,
69
Chapter 4
wires can be formed.
Furthermore, we have calculated the value of the disorder parameter ∆ us-
ing a relatively simple model that neglects the presence of excitons, which are
shown to be present in MOPV4 stacks in solution (see Refs 22, 23). Incorporat-
ing excitonic interactions in the model complicates the calculations considerably
and is beyond the scope of this chapter. The presence of excitons may have a
depolarizing eﬀect on the emission, since this interaction delocalizes the excita-
tion along the wire axis, perpendicular to the dipole moments of the individual
molecules. As a result the value found for ∆ in our analysis might be too high.
In conclusion, we have successfully constructed well-ordered micrometer
long nanowires on a graphite surface that show a profound polarized optical
emission. The wires consist of tetra(p-phenylene vinylene) dimers that self-
assemble into stacks in solution. In general, the molecular arrangement within
the stacks is preserved during the deposition on the surface although inter-
actions between the surface and the molecules can aﬀect the positioning of
the molecules within the wires. We believe that the versatility of this type of
self-assembled wires provides unique possibilities to systematically investigate
charge and energy transport in molecular nanostructures. For example, by in-
troducing compatible, yet diﬀerent, molecules in MOPV4 wires, such as tri-
or penta(p-phenylene vinylene), exciton traps are created that can be isolated
spectrally and therefore can be used to monitor energy transport.
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between trions, excitons, and









The low temperature optical properties of a CdTe quantum well
with a low number of excess electrons are dominated by excitons
and trions. This chapter introduces excitons and trions, explaining
the possible optical transitions, their energy levels with and without
the presence of a magnetic ﬁeld, and the formation process of trions
out of excitons and electrons. The two optical techniques used for
this study are described: photoluminescence spectroscopy and op-
tically detected resonance, where changes in the photoluminescence




We study the optical response of an 8-nm-wide CdTe quantum well (QW). A
QW is constructed by sandwiching a thin layer (typically 5-30 nm) of a semicon-
ductor material with a certain bandgap between two layers of a semiconductor
material with a larger bandgap. Such a high quality, nearly defect free 2D
structure is grown (atomic) layer by layer on a wafer substrate using molecular
beam epitaxy (MBE).1, 2 This growth method achieves a high level of control
resulting in high quality structures over the entire wafer. The advent of mod-
ulation doping3 made it possible to introduce carriers (electrons or holes) in
the QW without introducing impurities within the QW layer by separating the
doping layer from the QW by a thick enough spacer layer. For the samples in
our study, the thickness of the doping layer was varied over the wafer (wedge
doping4) resulting in exactly equal QW’s of which the background electron
density varies.
An exciton consists of a photo-excited electron in the conduction band
bound to the hole left behind in the valence band due to Coulomb interac-
tions. Upon recombination a photon is emitted having an energy smaller than
the bandgap between the valence and the conduction band, the diﬀerence in
energy corresponding to the binding energy of the exciton. In two-dimensional
QW structures, excitonic eﬀects are enhanced compared to bulk material. In
the presence of a low excess of electrons (or holes), a photo excited exciton
can capture an additional charge to form a negatively (or positively) charged
exciton or trion. The trion state leads to an additional peak in the absorption
or emission spectrum at a slightly lower energy than the exciton peak. The
energy diﬀerence corresponding to the binding energy of the second electron
(or hole).
Ever since the experimental discovery of trions by Kheng et al.,5 numerous
properties of trions have been studied using continuous wave (cw) and time-
resolved (TR) experiments (see the introduction of Chap. 7 and the references
therein). The formation of (negatively) charged trions (X−) out of excitons
(X) and electrons (e) is often interpreted in cw experiments as a steady state
thermal or chemical equilibrium: X + e−  X−.6–9 However, TR experiments
show that the characteristic times in this system (formation times, radiative
times, and spin relaxation times) are of the same order of magnitude.10, 11 As
a consequence, it is reasonable to conclude that in cw experiments a thermal
or chemical equilibrium cannot be established, i.e., when the recombination
time is comparable to the formation time, part of the excitons can recombine
before forming a trion. The aim of this part of the thesis is to study the
trion formation process in detail which, as we will show, can be described as a
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Figure 5.1: (a) Energy band diagram of a quantum well structure. The dif-
ference in bandgap creates a potential well in the growth (z) direction leading
to quantized energy levels for the electrons (e) and holes (hh and lh). (b)
Dependence of the electron (dotted lines) and the exciton (solid lines) energy
levels in a QW on the magnetic ﬁeld. The spin splitting is not resolved on this
scale.
dynamical equilibrium consisting of a chemical equilibrium, modiﬁed by ﬁnite
recombination and spin relaxation times. The results explain the apparent
discrepancy between the results of cw and TR experiments.
In the following we will discuss the energy spectrum of carriers in a QW
in the absence and presence of a magnetic ﬁeld. We will introduce the various
exciton and trion states occurring in the presence of a low electron density, as
well as the inﬂuence of the magnetic ﬁeld on the states. Section 5.3.3 gives
details on the trion formation process and the dynamical processes in the sys-
tem. The ﬁnal section discusses the samples used and the experimental setups:
photoluminescence (PL) and photoluminescence excitation (PLE) spectroscopy
as well as the complementary technique optically detected resonance, which is a
very sensitive technique that detects changes in the PL induced by far infrared
radiation.
5.2 Energy levels of a QW in a magnetic field
We consider a QW structure grown in the z-direction (see Fig. 5.1a). The
diﬀerence in bandgap energy between the semiconductor in the well and the
barrier creates a potential well that restricts the motion of the carriers (electrons
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and holes) in the z-direction, leading to the formation of quantized subbands εn.
In the plane of the QW the carriers are free to move corresponding to parabolic
energy bands. The energy levels for an inﬁnite well are therefore given by:1, 2














, n = 1, 2, 3, ... (5.1)
where L is the QW thickness, m∗z is the eﬀective mass of the carriers in the
z-direction, k// is the momentum and m∗// is the eﬀective mass, both in the
plane of the QW for electrons and holes.
When a magnetic ﬁeld B is applied in the z-direction, i.e., perpendicular
to the plane of the QW, the energy levels in the x,y-plane become quantized
as well. This restriction corresponds to the classical movement of carriers in
circular orbits due to the Lorentz force. Each subband, deﬁned by n in Eq. 5.1,
splits into a Landau level fan characterized by the cyclotron frequency ωc = eBm∗ .
Since the carriers exhibit a spin quantum number ms, for electrons ms = ±12 ,
each Landau level is also split in a magnetic ﬁeld due to the Zeeman eﬀect. For
electrons, the total energy in a magnetic ﬁeld is then given by:2
En,N = εn + (N +
1
2
)ωc ± 12geµBB, (5.2)
where N is the number of the Landau level, ge is the electronic g-factor, µB is the
Bohr magneton and B is the magnetic ﬁeld. Both the Landau level splitting and
the spin splitting depend linearly on the magnetic ﬁeld (see Fig. 5.1b where the
dotted lines are the four lowest Landau levels, the spin splitting is not resolved
on this scale).
For the holes, the valence band structure is derived from the p-states of the
atoms which, including spin-orbit coupling, leads to three distinct hole bands:
J = 32 ,mJ = ±32 (heavy-holes) and mJ = ±12 (light-holes), and J = 12 ,mJ =
±12 (split-oﬀ band).1 The split-oﬀ band is much lower in energy than the J = 32
band and is therefore not considered here. The energy levels of the heavy-
hole and light-hole can be described by Eq. 5.1 and 5.2, where m∗z in this case
denotes the heavy-hole and light-hole eﬀective mass. Since the heavy-hole mass






, the heavy-holes and the
light-holes have diﬀerent conﬁnement energies in a QW, whereby the heavy-hole
is the highest hole level in the valence band (see Fig. 5.1a). As a result, we do
not observe the light-hole in our experiments, and it may be neglected in the
following.
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Figure 5.2: (a) Schematic representation of a PL experiment. Electrons are
excited nonresonantly (black arrow up), and subsequently the electrons and
holes relax to the minimum and maximum of the conduction band and va-
lence band, respectively. During this process they can recombine (grey arrows
down) under the emission of a photon, provided the total momentum can be
carried away by the photon. (b) Schematic representation of a PL experiment
involving excitons (X) and trions (X−). The excitons are created from non-
resonantly excited electrons and holes (downarrow at the right). These high
K// value excitons have to relax to within the light cone (grey area) before
they can recombine under emission of a photon or form a trion (grey arrow
down), which can subsequently recombine, while emitting a photon.
In a realistic QW the barriers are not inﬁnite, and the electron and hole
wavefunctions have a ﬁnite extent in the growth direction, because they can
penetrate into the barrier layers. As a consequence, the conﬁnement energy will
be slightly lower and can be calculated by numerically solving the Schro¨dinger
equation. As long as εn+1 − εn  kBT , the system is purely 2D. In ﬁrst
approximation the in-plane motion is not aﬀected by the ﬁnite barrier height
and parabolic in-plane bands can be used.
5.3 Optical excitations: excitons and trions
When an electron is excited nonresonantly by a laser having an energy larger
than the band gap, the electron is promoted from the valence band to the
conduction band, leaving behind a hole (see Fig. 5.2a). In k-space this transition
is vertical because the momentum of the photon can be neglected with respect to
the momentum of the electrons and holes (∆k=0-selection rule). The electron
and the hole relax to the minimum and maximum of their respective bands by
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collisions with the lattice. During this process they can recombine emitting a
photon provided that the momentum of the electron and the hole are equal and
opposite (∆k=0), a process called photoluminescence (PL). The observed PL
intensity is a measure for the population of the particles in the QW times the
recombination probability of the particles.
5.3.1 Excitons
Since the electron and hole are oppositely charged, they can bind to form an
exciton state (denoted by X) due to the Coulomb interaction. This 2D hydrogen
like excited state has a binding energy that is increased with respect to the bulk,
3D binding energy in the QW due to conﬁnement. The energy spectrum is given
by parabolic bands:2, 12












where the total energy is given by Eg, the bandgap energy between the electron
and hole subband energy, minus the binding energy (the second term), plus







is the reduced mass of the electron and the hole, and ε is
the dielectric constant of the material. In the last term K// is the in-plane
momentum of the center of mass of the exciton and m∗e and m∗h are the in-
plane eﬀective masses of the electrons and holes, respectively. In analogy to
the hydrogen levels, the levels are labeled 1s, 2p, 2s, etc. of which only the ns
states are optically active.12
When an exciton recombines, it emits a photon which has to carry away the
momentum K// of the exciton. Nonresonantly excited excitons with a high mo-
mentum (see Fig. 5.2b cannot recombine optically because the photon does not
posses enough momentum. Therefore, these so-called hot excitons will thermal-
ize in the exciton band (denoted by the semicircles in Fig. 5.2b) according to a
Boltzman distribution. Only excitons with K//-values within the lightcone, i.e.,
K// < k0, so-called cold excitons can recombine. The k-vector of the photon
is given by Ephoton = k0, implying that only excitons with E ≤ E0 = 
2k20
2MX
can recombine. Note that Fig. 5.2b is a schematic representation of the bands,
since the k-vector for the excitons and trions is deﬁned diﬀerently than for the
electron and holes.
Since the electron and the hole both have two spin directions, four diﬀerent
80
Excitons and trions in a semiconductor quantum well and optical techniques
excitons states are possible:
|+12 + 32〉 = |+ 2〉
|−12 + 32〉 = |+ 1〉
|+12 − 32〉 = | − 1〉
|−12 − 32〉 = | − 2〉 (5.4)
According to the optical selection rules,1, 12, 13 the mJ = | ± 1〉 states are
optically active, so-called bright states and can recombine under the emission of
left (σ−) or right (σ+) handed circularly polarized light. The mJ = |±2〉 states
on the other hand, are forbidden optical transitions, so-called dark states. At
zero magnetic ﬁeld these exciton states are degenerate, except for a small zero-
ﬁeld exchange splitting,14, 15 δex ∼0.2 meV, which splits of the dark excitons
towards lower energy with respect to the bright excitons.
In a magnetic ﬁeld, the energy levels of the excitons obtain a nonlinear dia-
magnetic shift, that increases the energy of the exciton states (see Fig. 5.1b
which shows the lowest four ns states). In our experiments we only observe
the 1s exciton, which is considered in the following. The energy splitting be-
tween the 1s exciton and the N = 0 Landau level, where the exciton is the
lowest, corresponds to the binding energy of the exciton. The binding energy
increases in a magnetic ﬁeld and at high magnetic ﬁelds the exciton levels can
be associated with the Landau levels. Moreover, in a magnetic ﬁeld the four
bright and dark exciton states become nondegenerate, since both the electron
and the hole become spin split (see Fig. 5.3). The electron and hole g-factor
as well as the exchange splitting determine the precise position of the exciton
levels as a function of the magnetic ﬁeld, which will be discussed in more detail
in Chap. 7.
5.3.2 Trions
When a low excess of electrons is present in the quantum well, a cold exciton
can capture an additional electron to form a negatively charge exciton or trion
(X−), denoted schematically by the grey arrow in Fig. 5.2b. The binding energy
of the second electron is very small in bulk material, but due to conﬁnement
the trion can be observed and studied in a QW. Upon recombination of a trion,
one of the electrons recombines with the hole thereby emitting a photon, while
the second electron is left behind and can carry away the momentum of the
trion. Therefore, k-conservation is always possible and the K// < k0 selection
rule does not apply for trions. The electron left behind needs to be put back in
the lowest unoccupied state of the background electron density, which costs an
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amount of energy equal to the chemical potential, which can be approximated
by the Fermi energy at low temperatures. In a photoluminescence spectrum,
the energy splitting between the trion and the exciton is therefore determined
by the binding energy increased by the chemical potential: ∆E = Eb +µ(T ).16
Since the electrons and the hole each have two spin directions, many com-
binations are possible. Considering the dominating interaction of the electron
spin, we can distinguish singlet states (opposite spins) and triplet states (par-
allel spins). The latter have higher energy levels, and since we do not observe
them in our experiments, we do not need to consider them. The two singlet
states are degenerate at zero magnetic ﬁeld. They are denoted by the following
spin combinations:
|+12 − 12 + 32〉 = |+32〉
|+12 − 12 − 32〉 = |−32〉 (5.5)
In a magnetic ﬁeld, the trion energy levels have a diamagnetic shift. In Fig. 5.1b
the trion state would be below the 1s exciton energy with a splitting corre-
sponding to the binding energy of the second electron. Moreover, since both
spin directions are present within the trion, in a magnetic ﬁeld the splitting of
the two states is determined by the hole splitting, which is considerably smaller
than the electron splitting for CdTe QW’s. Recombination takes place under
the emission of either σ+ or σ− polarized light:
|+12 − 12 + 32〉 → σ+ + e+ 12
|+12 − 12 − 32〉 → σ− + e− 12 (5.6)
Due to the spin splitting of the electron in a magnetic ﬁeld, µ(T ) is higher for
the e− 1
2
than for the e+ 1
2
, i.e., it takes more energy to leave behind the −12
than the +12 electron. Therefore, in a PL spectrum the trion peak appears to
be split not only by the hole splitting but also by the electron splitting.
5.3.3 Trion formation process
Figure 5.3 shows schematically the energy level diagram for our 8-nm-wide CdTe
QW for moderate magnetic ﬁelds (2-10 T). The spin split levels are shown for
the excitons, trions and electrons of the lowest subband (n = 1), which is
suﬃcient since we observe no higher subbands. The spin of the electrons (e)
and holes (h) of the excitons and trions are denoted by arrows: ↑ for +12 (e)
and +32 (h), and ↓ for −12 (e) and −32 (h). σ+/− denotes the polarization of the
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Figure 5.3: Energy level diagram for moderate magnetic ﬁeld (B = 2 - 10
T) showing all the trion, exciton, and electron states occuring in our sample.
The dotted lines and arrows show the combination of excitons and electrons
that yield a σ+ trion, the solid lines and arrows for the σ− trion.
photon emitted after recombination of the excitons and trions, and ±2 denotes
the dark excitons.
The solid lines and arrows give the combinations of excitons and electrons
that yields a σ− trion, and the dotted lines the σ+ trion. The trion formation
is often described as a chemical equilibrium:6–9 X + e−  X−, which seems
plausible since the number of either particle inﬂuences the density of the other.
However, in reality, we need to consider also other equilibria between the energy
levels, i.e., recombination, electron and hole spin ﬂip or both, scattering from
the hot to the cold excitons and vice versa. All these processes have charac-
teristic times which are more or less in the same order of magnitude, and as
a consequence the trion formation process is to be considered as a dynamical
process.
5.4 Experimental details
5.4.1 The CdTe quantum well samples
The quantum well structures for our experiments are made from an 8 nm layer
of CdTe sandwiched between two layers of Cd0.7Mg0.3Te grown by molecular-
beam epitaxy on (100) oriented GaAs substrates. Figure 5.4 shows the energy














Figure 5.4: Energy band diagram of our sample. An 8 nm CdTe layer is
sandwiched between two layers of Cd0.7Mg0.3Te material. The sample includes
a doping area using iodine as a dopant, and a superlattice (SL).
arated from the QW by a 10 nm spacer layer, and a superlattice (SL) to add
extra electrons by optical excitation. The two samples used in our experiments
originate from diﬀerent parts of the same wafer of which the thickness of the
doping layer was varied (wedge doping),4 resulting in one sample with back-
ground electron density of ne = 2×1010 cm−2, and a second nominally undoped
sample.17
We have chosen a CdTe QW, because it exhibits strong excitonic eﬀects
having an exciton binding energy of 10 meV in bulk and 20 meV in the QW.
Hence, the trion binding energy is large (Eb ∼3.1 meV5), compared to a GaAs
QW (Eb ∼1 meV10, 18). The eﬀective masses of the electrons, excitons and
trions in CdTe are: me = 0.11 m0, mX = 0.59 m0, and mX− = 0.70 m0,
respectively, where m0 is the electron rest mass.
5.4.2 Setup for measurements at B = 0 T
For the PL experiments performed at zero magnetic ﬁeld, we used a HeNe laser
(maximum output 5 mW) for nonresonant excitation. Fiber optics guided the
laser beam towards the sample and collected the PL, which was detected by a
CCD camera after passing through a monochromator. The excitation intensity
could be varied over six orders of magnitude by inserting grey ﬁlters in the
excitation beam. For temperature dependent measurements we used a ﬂow
cryostat in the temperature range of 4.2 to 25 K.
For the PL excitation (PLE) measurements the monochromator was set at
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a ﬁxed detection energy on the low-energy side of the trion PL peak, while
scanning the wavelength of a Ti:sapphire laser. In this case the PL emission
was collected by a cooled GaAs photomultiplier tube.
5.4.3 Setup for measurements in high magnetic fields
For the measurements in the magnetic ﬁeld we used a setup that allowed us
to perform PL and optically detected resonance (ODR) measurements simul-
taneously (see Fig. 5.5).19, 20 The ODR technique measures changes in the
photoluminescence that are induced by the absorption of far infrared (FIR) ra-
diation. The FIR radiation can excite internal excitonic transitions (1s→ np)
which can be tuned into resonance by the magnetic ﬁeld leading to enhanced
changes in the PL. The sample was placed in the Faraday geometry in a cryo-
stat at a temperature T = 1.4 K inside a Bitter magnet, which can produce
DC ﬁelds up to 17 T. The output of a HeNe laser is guided by an optical ﬁber
to the sample for nonresonant excitation. To perform polarized measurements
a λ/4 plate and a polarizer were mounted directly above the sample in the
cryostat before the luminescence entered the second ﬁber. The FIR radiation
was produced by a methanol gas based FIR laser system, which was pumped
by a 40 W cw CO2 laser. The FIR laser lines used in the experiment were
λFIR = 118.8 µm (P  10 mW), λFIR = 570 µm (P  3 mW), and λFIR =
96.5 µm (P  2 mW). The FIR radiation was guided by oversized waveguide
tubes to the backside of the sample, so that the sample could be simultaneously
irradiated by the HeNe and FIR laser light. In order to record the ODR signal,
i.e., the changes in PL due to the absorption of FIR radiation, the FIR beam
was mechanically chopped, while the PL was monitored using a cooled GaAs
photomultiplier tube and a lock-in ampliﬁer at the frequency of the chopper.
When sweeping the magnetic ﬁeld, the monochromator was set to follow the
PL peak position of the trion or exciton emission, which shifts in a magnetic
ﬁeld. These measurements resulted in four curves (trions and excitons for both
σ− and σ+ polarizations) as a function of the magnetic ﬁeld.
References
[1] C. Weisbuch, B. Vinter, Quantum Semiconductor Structures, Academic Press Inc.,
San Diego (1991).
[2] H. Ibach, H. Lu¨th, Solid-State Physics, second edition, Springer Verlag, New York
(1996).































Figure 5.5: Schematic overview of the combined PL and ODR setup. The
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between excitons and trions at
zero magnetic field
Abstract
The trion formation out of excitons and electrons is studied using
cw photoluminescence experiments on a 8 nm CdTe quantum well.
Measurements as a function of excitation intensity show that for
intense nonresonant excitation free electrons and holes should be
included in the trion formation process. Temperature dependent
measurements suggest that hot excitons contribute to the trion for-
mation. The data are described successfully using a rate equation
model which includes free electrons and holes, and the hot exci-
tons. Finally, we use these data to choose the optimal experimental
conditions for our study in a magnetic ﬁeld in Chap. 7.
This work has been published in:
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In the presence of a low excess density of electrons a quantum well (QW)
exciton (X) can capture an additional electron to form a negatively charged
exciton or trion (X−). X− was ﬁrst identiﬁed experimentally by Kheng et al.,1
and ever since various properties of the X−X− system have been studied, such
as recombination and formation times,2–4 and X− formation (X + e  X−).5
The X− formation process itself is, however, still not clear, in particular the
inﬂuence of hot excitons,2 dark excitons and free electrons and holes when the
system is excited nonresonantly. In this chapter we study the X− formation
process using continuous wave (cw) photoluminescence (PL) experiments as a
function of the excitation intensity (Iexc) which shows the inﬂuence of the free
electrons and holes, and as a function of the temperature (T ) which suggests
that hot X contribute to the X− formation.
6.2 Experimental details
We have performed cw PL experiments on a 8-nm-wide modulation doped
CdTe/Cd0.7Mg0.3Te single QW grown by molecular-beam epitaxy on a (100)-
oriented GaAs substrate. The electron doping ndopinge = 2 × 1010 cm−2 is
provided by a layer selectively doped with iodine which is separated from the
QW by a 10-nm-thick spacer layer. In our PL experiments we use a HeNe laser
(maximum output 5 mW, corresponding to a maximum excitation intensity I0)
for nonresonant excitation. An optical ﬁber guides the light towards the sample
and collects the PL, which is detected by a CCD camera after passing through a
monochromator. The excitation intensity is varied over six orders of magnitude
by inserting grey ﬁlters in the excitation beam. For the temperature dependent
measurements we use a ﬂow cryostat in the temperature range of 4.2 to 25 K.
6.3 Experimental results and discussion
Figure 6.1a shows typical PL spectra at various laser excitation intensities
(Iexc). The spectra exhibit an X peak and a more intense X− peak, indi-
cating the high probability of X− formation. The X− peak is positioned at a
slightly lower energy with respect to the X peak (∆E = 3.9 meV), which corre-
sponds to the X− binding energy (Eb ∼3 meV) plus the energy needed to put
back the electron left behind in the lowest unoccupied state of the background
electron density (see Sec. 5.3.2).
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Figure 6.1: PL spectra of the 8 nm CdTe QW (a) for various Iexc and (b)
for T = 4.2 K, 15 K, and 25 K. The dashed line in the T = 25 K spectrum is a
double Voigt ﬁt of the spectrum consisting of two single Voigt curves (dotted
lines).
With increasing Iexc the X peak increases relative to the X− peak, since
there are relatively less electrons available for X− formation. Note that there
is always a X− peak, higher than the X peak, even for the highest excitation
intensity when the amount of photo-excited carriers is much larger than ndopinge .
Figure 6.1b shows that with increasing temperature the X peak becomes more
pronounced relative to the X− peak, because at higher temperatures the dis-
sociation process of X− becomes increasingly important.
To analyze the spectra, we have ﬁtted them with a double Voigt function
(see the T = 25 K spectrum of Fig. 6.1b, dashed line), which consists of two
single Voigt functions (dotted lines). We take the area under the X curve
relative to that under the X− curve (IX/IX−) as a measure for the density
ratio nX/nX− , which is related to the formation process.
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Figure 6.2a shows the ratio IX/IX− at T = 4.2 K as a function of Iexc
(symbols). For low laser power the ratio is constant, but nonzero, while with
increasing Iexc the ratio saturates after an initial increase. The inset shows that
the total PL intensity (square symbols), and therefore also the photo-excited
carrier density, increases linearly with the laser power (the dotted line is a linear
ﬁt).
Figure 6.2b shows the temperature dependence of the ratio IX/IX− for
various Iexc (square symbols). The curves increase with increasing temperature,
as expected. However, for decreasing temperature the curves do not approach
zero which is expected in the case of a thermal equilibrium with ndopinge =
2×1010 cm−2, but saturate at a small, nonzero value.
In order to describe the data, we use a trion formation model (Fig. 6.3)
analogous to the exciton model of Vinattieri et al.3 The X level is divided
in nonradiative, hot and radiative, cold excitons, i.e., whether their in-plane
momentum K// is larger or smaller, respectively, than the momentum k0 of a
photon. The model incorporates the excitation formation process (e+h X),6
hot X which are allowed to form X− but cannot recombine, cold X which form
X− and recombine, and X− which can dissociate or recombine. Both the
hot and cold X levels consist of four X: two degenerate optically active X
which emit σ+ and σ− light when recombining, and two degenerate optically
inactive X (mj = ±2) which are δex = 0-0.2 meV lower in energy because
of the exchange splitting.4 The X− level consists of two degenerate optically
active X−, which emit σ+ and σ− light after recombination. The double arrows
show the processes and their reverse which are taken into consideration. The









exp [−Eb/kBT ], (6.1)
where mX and mX− are the exciton and trion masses (see Sec. 5.4.1), and
EF is the Fermi energy of the background electron density in the QW. This
relation ensures that for inﬁnitely long recombination times the system can
reach a chemical equilibrium.5 All remaining time constants in the model are
deﬁned relative to the formation time τform and the corresponding reverse time
constants are weighted by a thermal factor (exp−∆E/kBT ), where ∆E is the
energy splitting between the levels. More details about the processes that take
place in the model, and the rate equations used, can be found in Sec. 7.4.1.
Taking the time constants (indicated in Fig. 6.3) to be τform ∼ τrec ∼ 0.5τK
∼ 3τX,form ∼ τX ∼ τX− ∼ τe ∼ τh as found in time-resolved experiments,2–4
we use the model to determine how the X formation and the hot X need to be
92
Dynamical equilibrium between excitons and trions at zero magnetic ﬁeld


























































































Figure 6.2: (a) The ratio IX/IX− at T = 4.2 K as a function of Iexc (square
symbols), showing a constant level at both low and high Iexc. The inset shows
the linear dependence of the total PL intensity on Iexc. (b) The ratio IX/IX−
as a function of the temperature for four excitation intensities (symbols). The


































Figure 6.3: Schematic representation of the rate equation model including
all relevant energy levels and time constants (see text for more details).
included to describe our data (Fig. 6.2). The dashed curve in Fig. 6.2a is calcu-
lated assuming inﬁnitely fast X formation out of photo-excited carriers, which
are therefore not available for X− formation. In contrast to our experimen-
tal observation, the ratio IX/IX− increases rapidly when the (charged) exciton
density is equal to ndopinge and there is a shortage of electrons for X− formation.
Including the X formation process with a ﬁnite formation time results in the
presence of a large concentration of photo-excited electrons (ne  ndopinge ) for
high Iexc, which are also available for X− formation, leading to a saturation of
IX/IX− (ﬁt 1, Fig. 6.2a) as observed experimentally.
For T < 7 K, the ratio IX/IX− has a ﬁnite, constant value (Fig. 6.2b),
showing that the system is in a dynamical equilibrium. Since τrec ∼ τform,2, 4
part of the X recombine before they are able to form X−, and it is to be
expected that IX/IX− ∼ 0.5 (ﬁt 2, Fig. 6.2b, where the hot X are excluded
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from X− formation). The low ratio IX/IX− (1) found experimentally can be
reproduced by allowing hot X to form X− resulting in more X− relative to X
(ﬁt 1, Fig. 6.2b), in contrast to assumptions in Refs. 2, 4. Our results suggest
therefore that the restriction that only excitons within the lightcone (K// < k0)
can form a trion is too severe and that hot excitons contribute to the formation
process.
6.4 Conclusions
We have studied the trion formation process by cw PL on a CdTe QW con-
taining a small excess density of electrons. By comparing the data to a rate
equation model we ﬁnd that the exciton formation process (e+h X) needs to
be included for intense nonresonant excitation to obtain a trion density larger
than the exciton density, as observed experimentally. Temperature dependent
measurements suggest that not only excitons within the lightcone can form a
trion, but that also hot excitons contribute to this process.
For the experiments in the next chapter, we choose the excitation inten-
sity suﬃciently low to be in the regime where ndopinge  nX + nX− , i.e.,
Iexc < 10−4 · I0. In this regime, it is valid to neglect the exciton formation
process in our analysis. Furthermore, we choose to perform our experiments at
T = 1.4 K, even lower than the temperatures used in this chapter, because at
temperatures below 5 K, the trion dissociation rate is very small as compared
to the trion formation rate, which is reﬂected by the constant intensity ratio in
this temperature regime.
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between excitons and trions in
high magnetic fields
Abstract
The formation of two-dimensional negatively charged excitons (neg-
ative trions) out of excitons and free electrons is found to be de-
termined by a dynamical equilibrium. This dynamical equilibrium
consists of a chemical equilibrium, relating the trion, exciton, and
electron populations, modiﬁed by ﬁnite formation and recombina-
tion times of (charged) excitons, as is evidenced by a magnetic-ﬁeld
dependent photoluminescence (PL) and far infrared study of doped
CdTe/CdMgTe quantum wells. The data show that the trion for-
mation is entirely driven by the occupation of the spin-split trion,
exciton and electron levels. Incorporation of the proposed trion for-
mation scheme into a rate equation model gives a proper description
of the experimental data, leading to values of the formation, recom-
bination and spin-ﬂip times of trions and excitons that are in good
agreement with results of time-resolved experiments in the litera-
ture. The model elucidates the eﬀect of the heavy-hole splitting on
the polarization degree of the trion PL in a magnetic ﬁeld and the
inﬂuence of the dark excitons on the trion formation.
This work has been published in:
C. R. L. P. N. Jeukens, P. C. M. Christianen, J. C. Maan, D. R. Yakovlev, W. Ossau,





The optical spectrum of undoped semiconductor quantum well (QW) structures
is dominated by excitonic transitions. In the case of a low excess density of
electrons e (or holes h), a photo-excited exciton (X) can capture an extra
electron (or hole) to form a negatively (X−) (or positively, X+) charged exciton,
or so-called trion. Both X− (two electrons bound to one hole) and X+ (one
electron bound to two holes) lead to an additional peak in the optical spectrum
at a slightly lower energy than X. Although Lampert already predicted the
existence of charged excitons in the 1950’s,1 negative trions were only recently
identiﬁed experimentally by Kheng et al.,2 utilizing the distinct polarization
properties of the trion absorption peak in a magnetic ﬁeld.
Since this ﬁrst experimental identiﬁcation in CdTe-based QW’s, negative
and positive trions have been observed in other materials as well, such as GaAs-
based3–5 and ZnSe-based6 heterostructures. Numerous properties have been in-
vestigated, such as the binding energy of singlet and triplet trion states with7–13
and without14, 15 a magnetic ﬁeld, the optical spectrum of trions with varying
excess carrier density,16 combined exciton-electron cyclotron resonances,17 trion
localization,18–21 and trion dynamics on a picosecond time scale.5, 22–25 Time-
resolved experiments have shown that the characteristic times (formation times
of trions, recombination times of excitons and trions and spin-ﬂip times) are
of the same order of magnitude, irrespective of the material studied.5, 23 As a
consequence, it seems reasonable to conclude that in continuous wave (cw) ex-
periments a thermodynamic equilibrium between excitons, trions, and electrons
is also not established. That is, when the trion recombination time is compara-
ble to the trion formation time, a considerable amount of excitons recombines
before forming a trion. The relative intensity of the trion and exciton emission
is therefore expected to depend on the ratio between the recombination and
formation times, which is often ignored in the analysis of cw experiments.26–29
In previous studies the trion formation process was described as a chemical
equilibrium between the populations of the excitons, trions, and free electrons,
independent of the relevant time constants of the system. Furthermore, the
contribution of the dark, i.e., nonradiative, exciton states,23, 30 is often ne-
glected,31–34 because their direct eﬀect is not evident. Although these states do
not appear in the optical spectrum, their contribution to the trion formation
process is expected to be equal to that of the bright, radiative exciton states.
In a magnetic ﬁeld the trion, exciton, and electron energy levels split due
to the Zeeman eﬀect. This fact has helped in the identiﬁcation of trions, since
the polarization of the trion absorption was found to follow the known ﬁeld-
dependent electron polarization, as opposed to the regular exciton peak, which
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is only weakly polarized.2, 3 In magneto-photoluminescence (MPL) measure-
ments the polarization behavior is more complicated to understand, since it
also depends on the occupancies of all relevant energy levels, determined by the
relative time constants and the (ﬁeld-induced) splittings of the energy levels in
the system. As a consequence, pronounced MPL polarization eﬀects have been
observed, and various diﬀerent explanations have been put forward. In fact, as
we will show here, monitoring the polarization of the exciton and trion emission
in a magnetic ﬁeld enables the determination of the relative importance for the
trion formation of the factors mentioned above. For instance, the spin-splitting
of the singlet trion depends solely on the heavy-hole splitting. By measuring
the trion polarization, the role of the heavy-hole splitting can therefore be de-
termined. Furthermore, in a magnetic ﬁeld the contribution of dark excitons to
the trion formation can become signiﬁcant when a dark exciton state becomes
lowest in energy, leading to a large population. By using far infrared (FIR) ra-
diation that induces changes in the occupancies of the dark and bright exciton
states leading to changes in the photoluminescence (PL) emission, the role of
the dark exciton states can be made visible.
In this chapter we present a comprehensive study of the negatively charged
exciton formation process in CdTe/CdMgTe QW’s using cw PL spectroscopy
and FIR-based optically detected resonance (ODR)35, 36 spectroscopy in high
magnetic ﬁelds. We show that the formation can be described by a dynamical
equilibrium, consisting of a chemical equilibrium, modiﬁed by ﬁnite recombi-
nation times and spin-ﬂip times of the excitons and trions. This description
resolves the apparent discrepancy between the cw and time-resolved experi-
ments. Moreover, we show that the ODR data reveal the importance of the
dark, nonradiative exciton states in the trion formation and that the polariza-
tion of the trion emission depends on the splitting of the heavy-hole energy
levels. We present model calculations that explain the polarization of the trion
observed in the magneto-PL data and the ODR data. The values for all relevant
time constants are found to be in good agreement with time-resolved experi-
ments, showing that one can develop a consistent and comprehensive physical
picture describing both cw and time-resolved experiments.
The chapter is organized as follows: after discussing the experimental details
in Sec. 7.2, the experimental results are presented in Sec. 7.3. In Sec. 7.4 we
analyze the data using a rate equation model that includes the formation scheme




For our studies we used two 8-nm-wide modulation doped CdTe/Cd0.7Mg0.3Te
single QW structures grown by molecular-beam epitaxy on (100)-oriented GaAs
substrates. CdTe exhibits strong excitonic eﬀects, yielding an exciton binding
energy of about 10 meV in bulk CdTe. Conﬁnement in the QW increases
this value up to about 20 meV resulting in a large trion binding energy of
Eb ∼3 meV,2 as compared to ∼1 meV for GaAs QW’s.3, 5 The PL spectra only
reveal singlet trion states (anti-parallel electron spins) and no triplet trion states
(parallel electron spins) in a magnetic ﬁeld, which simpliﬁes our discussion. The
two samples originate from the same wafer grown by a wedged doping technique
using iodine as the dopant37 and diﬀer only in their background electron density.
The density of the ﬁrst sample (sample I) was found to be ne = 2 × 1010 cm−2,
by measuring the polarization degree of the trion peak in the reﬂection spectra
as a function of the magnetic ﬁeld.38, 39 In this sample the density of electrons
was always larger than the density of trions (nX−) and excitons (nX) (i.e.,
ne  nX−+nX) for the optical excitation conditions used in the experiments.
Therefore, there was no restriction in trion formation due to a shortage of
electrons. The second sample (sample II) was nominally undoped, but under
optical excitation there was a high enough electron density to observe trion
emission besides the regular exciton emission.
For the PL experiments we used a HeNe laser (nonresonant excitation).
Fiber optics was used to guide the laser beam towards the sample and to collect
the PL. After passing through a monochromator, the PL was detected by a CCD
camera. For the PL excitation (PLE) measurements the monochromator was
set at a ﬁxed detection energy on the low-energy side of the trion PL peak, while
scanning the wavelength of a Ti:sapphire laser. In this case the PL emission
was collected by a cooled GaAs photomultiplier tube. For the measurements in
the magnetic ﬁeld we used a setup which allowed us to perform PL and ODR
measurements simultaneously35, 36 (see also Fig. 5.5). The sample was placed
in the Faraday geometry in a cryostat at a temperature T = 1.4 K inside a
Bitter magnet, which can produce dc ﬁelds up to 17 T. To perform polarized
measurements a λ/4 plate and a polarizer were mounted directly above the
sample in the cryostat before the luminescence entered the ﬁber. The FIR
radiation was produced by a methanol-gas-based FIR laser system, which was
pumped by a 40-W cw CO2 laser. The FIR laser lines used in the experiment
were λFIR = 118.8 µm (P  10 mW), λFIR = 570 µm (P  3 mW), and λFIR
= 96.5 µm (P  2 mW). The FIR radiation was guided by oversized waveguide
tubes to the backside of the sample, so that the sample could be simultaneously
irradiated by the HeNe and FIR laser light. In order to record the ODR signal,
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Figure 7.1: (a) Typical PL spectrum (solid line) at B = 0 T and T = 1.4 K
of the 8-nm-thick CdTe/Cd0.7Mg0.3Te single QW with ne = 2 × 1010 cm−2
(sample I), which shows the trion (X−) and exciton (X) emission peaks. The
dotted line represents the PLE spectrum (detection energy 1.6286 eV). PL
spectra at (b) B = 6 T, and (c) B = 15 T showing large changes in trion
and exciton emission intensity. The solid spectra represent the σ− polarized
emission, the dotted spectra the σ+ polarized emission.
i.e., the changes in PL due to the absorption of FIR radiation, the FIR beam
was mechanically chopped, while the PL was monitored using a cooled GaAs
photomultiplier tube and a lock-in ampliﬁer at the frequency of the chopper.
When sweeping the magnetic ﬁeld, the monochromator was set to follow the
PL peak position of the trion or exciton emission, which shifts in a magnetic
ﬁeld. These measurements resulted in four curves (trions and excitons for both
σ− and σ+ polarizations) as a function of the magnetic ﬁeld.
7.3 Experimental results
A typical PL spectrum of sample I (ne = 2 × 1010 cm−2) at B = 0 T and
T = 1.4 K is shown in Fig. 7.1a. The spectrum is dominated by a trion emis-
sion peak which has a slightly lower energy than a less intense exciton peak.
The energy splitting (3.9 meV) between the peaks is roughly given by the sum
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of the binding energy of the second electron of X− (Eb ∼ 3.1 meV) plus the
energy needed to set free the second electron into the lowest unoccupied state
at the Fermi-energy.16 The PLE (dotted line in Fig. 7.1a) and the reﬂection
(not shown) spectra also consist of two peaks, with a Stokes shift of 0.6 meV
relative to the PL peaks. The presence of the X− resonance in PLE and reﬂec-
tion, although weak, conﬁrms its intrinsic origin and other explanations such
as impurity related transitions can be ruled out. The relative intensities of the
X and X− resonances in the PLE spectrum indicate that in this sample the
oscillator strength of the exciton is larger than that of the trion. In contrast,
the PL emission strongly depends on the occupation of the levels as well. The
intense X− peak corresponds, therefore, to a high trion density, and implies
that the trion formation out of excitons and free electrons is very eﬃcient.
In cw studies the trion formation is frequently described in terms of a chem-
ical equilibrium:26–29
X + e X−. (7.1)
The densities of trions and excitons are then related according to the well-known








exp [−Eb/kBT ], (7.2)
where mi denotes the eﬀective mass of electrons (me = 0.11m0), excitons
(mX = 0.59m0), and trions (mX− = 0.70m0), in which m0 is the electron
rest mass. When nX , nX−  ne, which is our experimental case, this law im-
plies that at a ﬁxed temperature the ratio nX/nX− is given by ne and the ﬁxed
parameters mi and Eb. With increasing ne the number of trions increases, as is
expected and which is experimentally observed.28, 29, 35 For ne = 2 × 1010 cm−2
(sample I) and at low temperatures (T < 5 K) this equation predicts a dom-
inating trion population, while the exciton population is virtually zero. Our
observation of a nonzero exciton PL peak clearly shows the presence of an exci-
ton population (see Fig. 7.1a, see also Chap. 6) indicating that this system does
not reach a state of chemical equilibrium nor a state of thermal equilibrium for
which the same arguments hold. The observation of exciton emission suggests
that the trion formation rate is in direct competition with the exciton recombi-
nation rate as a consequence of the fact that the characteristic times are of the
same order of magnitude,5, 23 i.e., that part of the excitons recombine before
forming a trion.
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7.3.1 PL measurements in magnetic fields
When a magnetic ﬁeld is applied to the system the energy levels of the electrons,
excitons and trions split due to the Zeeman eﬀect, leading to large changes in the
trion and exciton PL intensities (Fig. 7.1).6, 31, 32, 41 The PL spectra show two
main eﬀects (compare Fig. 7.1a, 7.1b, and 7.1c at B =0, 6, and 15 T): (1) For
low magnetic ﬁelds (B =6 T) the σ+-polarized trion emission intensity (Iσ
+
X−) is
stronger than the σ−-polarized trion emissision intensity (Iσ−X−), while at high
magnetic ﬁelds (B =15 T) the situation is reversed. The exciton emission
becomes strongly σ− polarized in a magnetic ﬁeld (Iσ−X > I
σ+
X ). A similar
trion polarization is also observed in a similar CdTe sample31 containing a
background electron density of ne = 8 × 1010 cm−2 and has also been reported
for modulation doped CdTe/CdZnTe quantum wells.41 (2) The total exciton




X ) increases in a magnetic ﬁeld at the expense




X−), as can be readily seen in Fig. 7.2a,
which displays IX/IX− , indicating that the magnetic ﬁeld reduces the eﬃciency
of trion formation.
The polarization behavior of the trions and excitons is clearly seen by plot-
ting the polarization degree P = (Iσ+ − Iσ−)/ (Iσ+ + Iσ−) (Fig. 7.2b). The
trion P is positive at low ﬁelds and changes sign at B = 12 T, while the exciton
P becomes increasingly negative with increasing magnetic ﬁeld. To show the
strong inﬂuence of the electron concentration on the formation process, we have
also plotted P of sample II in Fig. 7.2b (triangles). The positive P for the trion
PL is absent for this sample, while the exciton PL is still negatively polarized
although much less pronounced.
To explain the observed PL emission, the energy levels of the exciton and
trion states and the allowed (singlet) trion formation processes need to be con-
sidered (Fig. 7.3). The spin states of the electrons (e) and holes (h) that build
up the excitons and trions are denoted by arrows: ↑ for spin up and ↓ for spin
down. Besides the exciton and trion levels which appear in the PL spectrum, the
diagram shows the dark, nonradiative excitons (X+2 and X−2), which do not
appear in the spectrum but are expected to contribute to the trion formation.
The exciton splitting is determined by the electron as well as the heavy-hole
splitting. In contrast, the trion splitting depends only on the heavy-hole split-
ting, since both electron spins are present in a singlet trion. Unfortunately,
the trion splitting cannot be directly deduced from the PL spectrum, because
the electron splitting also contributes to the energy diﬀerence of the PL peaks
(see Fig. 7.4a), as the two-dimensional electron-gas (2DEG) electron is the ﬁnal
state after recombination of X−. However, since the electron splitting in our






















































in a magnetic ﬁeld. (b) The polarization degree P = (Iσ+ − Iσ−)/(Iσ+ + Iσ−)
of the trions (solid symbols) and excitons (open symbols) at T = 1.4 K as
a function of the magnetic ﬁeld. For sample I with ne = 2 × 1010 cm−2
(circles) P shows a change of sign in the trion polarization at B = 12 T. The
polarization degree of sample II (nominally undoped, triangles) is also plotted,
showing the large inﬂuence of ne on the formation process.
deduced by subtracting the electron splitting (dashed line in Fig. 7.4b) from
the measured trion splitting. The open symbols in Fig. 7.4b show the resulting
heavy-hole splitting. Note that the hole spin splitting is very small and negative
for low ﬁelds (B <10 T) and changes sign with increasing ﬁeld. This procedure
enables the construction of the complete scheme of all ﬁeld dependent energy
levels displayed in Fig. 7.3 (see Sec. 7.4.1).
The observed increase of the exciton emission relative to the trion emission
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Figure 7.3: (a) Energy level diagram for the CdTe/Cd0.7Mg0.3Te QW, show-
ing the spin-split levels of the trions, excitons, and electrons in moderate mag-
netic ﬁelds (2< B <10 T). The arrows denote the combinations of excitons
and electrons that can form a (singlet) trion. (b) The excitons and electrons
become oppositely polarized via thermalization over the Zeeman levels in a
magnetic ﬁeld (vertical arrows) resulting in a reduced formation rate of trions
(for both X−σ− and X
−
σ+).
in a magnetic ﬁeld (see Fig. 7.2a) is qualitatively explained by considering
the eﬀect of the polarization of the electrons and excitons in a magnetic ﬁeld
(Fig. 7.3b). The two lower exciton levels, which become most populated in a
magnetic ﬁeld (small arrow down), both need an e ↓ to form a trion. But the
magnetic ﬁeld depopulates this electron level e ↓ (small arrow up), leading to





















































Figure 7.4: (a) Energy positions of the trions for σ− (solid symbols) and σ+
(open symbols) polarizations of sample I. (b) The hole splitting (open symbols)
is deduced by subtracting the measured electron splitting (dashed line) from
the trion splitting (solid symbols). The solid line curve is the hole splitting as
used in the model calculations (see the text).
in an increase of the exciton population relative to the trion population.
A comprehensive explanation of the behavior of the trion polarization in the
whole range of magnetic ﬁelds is more diﬃcult and requires an analysis in terms
of a rate equation model including the energy positions as well as the occupan-
cies of the energy levels and the relevant time constants in the system. Before
we will perform such an analysis, we will present complementary experimental
data obtained by an optically detected resonance technique (ODR).35, 36
7.3.2 Optically detected resonance (ODR)
The ODR technique detects changes in the PL emission, which are directly
related to changes in the occupancies of the exciton, trion, and electron levels
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Figure 7.5: ODR spectra for three FIR laser lines: (a), (b) λFIR = 118.8 µm,
(c) λFIR = 570 µm, and (d) λFIR = 96.5 µm of sample I with ne = 2 × 1010
cm−2 at T = 1.4 K. A positive signal indicates an increase of PL emission
due to the absorption of FIR radiation, a negative signal a decrease. On
the spectrum of λFIR = 118.8 µm (a) a cyclotron resonance (CR) is visible,
indicated by the arrows. (b) Magniﬁcation of the Xσ+ ODR curve for λFIR =
118.8 µm (solid symbols) showing a double change of sign: from positive to
negative to positive. The open symbols connected by a line are calculations
of the ODR signal, which are discussed in section 7.4.2. Note that the scale is
in the same units as used in (a).
that are induced by the absorption of FIR radiation. Figure 7.5 shows the
ODR signal for sample I for diﬀerent FIR laser wavelengths, listed in order of
decreasing laser power: (a,b) λFIR = 118.8 µm (10.4 meV), (c) λFIR = 570 µm
(2.17 meV), and (d) λFIR = 96.5 µm (12.8 meV). The shape of the ODR traces
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is similar irrespective of the FIR laser line used, and can be divided in three
regimes: (1) For B <5 T the ODR detected on X−
σ− shows a positive signal, i.e.,
an increase of the X−
σ− PL emission, while the X
−
σ+
shows a negative signal, i.e.,
a decrease of this PL emission. The Xσ− ODR signal is small and negative in
this regime. (2) For 5< B <15 T the ODR signal shows a broad signal, positive
for the trion, in both σ− and σ+ polarizations, and negative for Xσ− , indicating
that the absorption of FIR radiation shifts the equilibrium towards the trion
side. In this range, the total PL intensity is constant with varying ﬁeld, i.e., the
sum of the four ODR curves is zero, showing that the FIR radiation induces
only changes in the relative occupations of the trion and exciton levels. (3) For
higher ﬁelds B >15 T, all ODR curves become zero.
The transition between the ﬁrst two regimes is most clearly seen in Fig. 7.5c
as a kink in the negative slope of the X−
σ− curve at B 5 T, accompanied by
a change of sign in the X−
σ+
ODR curve. It should be noted that the absolute
ODR signal of the Xσ+ traces is very small, due to the small Xσ+ PL emission
intensity. However, when these traces are enlarged, a double change of sign
(from positive to negative to positive) becomes apparent, as is shown for the
118.8-µm laser line by the solid symbols in Fig. 7.5b.
The ODR traces of the 118.8-µm laser line (Fig. 7.5a) show a sharp elec-
tronic cyclotron resonance (CR, indicated by arrows) at 9.7 T43 superimposed
on the broad signal. From this resonance ﬁeld and the wavelength of the FIR
laser we obtain an eﬀective electron mass of me = 0.11 m0. Both the CR and
the broad ∆PL signal show an increase of the trion emission (positive signal)
and a decrease in exciton emission (negative signal). It is striking, that at CR,
where absorption of FIR radiation is expected to be very eﬃcient, the signal is
not signiﬁcantly larger than the ∆PL signal. In fact, the largest ∆PL signal
is found for the Xσ− , where it is 7 % of the peak intensity of the Xσ− PL.
Furthermore, apart from the CR we do not see other resonant features such
as intra-exciton or intra-trion transitions, which are reported for GaAs based
structures.35, 36, 43, 44
The broad ∆PL signal is attributed to nonresonant heating, because of the
following reasons: (i) The signal is similar for all FIR laser lines used (Fig. 7.5)
and has the same sign as the CR, which is unambiguously due to heating of
the electron system. The diﬀerences in intensity are mainly due to diﬀerent
FIR laser power (P118.8µm > P570µm > P96.5µm). (ii) The signal is found to
dependent linearly on the FIR laser power (not shown). (iii) It diminishes
when the temperature of the system is increased from T = 1.4 K to T =
4.2 K (not shown). (iv) The shape of the signal is similar to that observed on
a similar sample, but using microwave radiation with energy of about 0.3 meV
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instead of FIR radiation.33, 34
7.4 Discussion
The precise magnetic ﬁeld dependence of the exciton and trion PL intensity
and polarization, and the FIR induced changes herein (ODR signal) is a com-
plicated function of many parameters, such as the ﬁeld-dependent energy level
diagram and the characteristic time constants of the exciton-trion-electron sys-
tem. In order to explain the MPL and ODR data we have used a more or less
standard rate equation model23, 30 adapted to the magnetic ﬁeld case, which
incorporates the experimentally obtained values for the energy levels and all
relevant time constants associated to several processes, such as trion formation,
spin-ﬂip scattering and radiative recombination. In this section we will ﬁrst
present the rate equation model, followed by the modeling results of both the
MPL and the ODR data.
7.4.1 Rate equation model
The rate equation model, schematically shown in Fig. 7.6, includes four hot
exciton levels (K// > k0), four cold excitons levels (K// < k0), two of which can
recombine under emission of circularly polarized light, and two singlet trion lev-
els which also emit circularly polarized light. The zero-ﬁeld exchange splitting,
which splits oﬀ the dark +/-2 excitons45, 46 towards lower energy with respect
to the bright excitons, is taken into account by introducing a parameter δex in
the model calculations which was varied in the range of 0-0.2 meV. The energy
level diagram as shown in Fig. 7.6 holds for the B = 0 T case. In a magnetic
ﬁeld the exciton and trion levels, and the electron levels that are not shown in
the ﬁgure, are split (see Fig. 7.7) due to the Zeeman eﬀect.
The processes that are included in the model are denoted by the arrows. A
double arrow indicates that also the reversed process is taken into account. To
mimic the experimental situation in which excitons are excited nonresonantly,
we introduce excitons in high K// states (hot excitons5), which cannot recom-
bine since they are outside the lightcone, but can ﬂip their spin (electron τe,
hole τh, or both τX) before relaxation (τK) to the bottom of the band to cold or
low K//-value excitons. The cold excitons can ﬂip their spin (τe, τh, or τX), can
be excited to the K// > k0 region (τ∗K), can recombine (τrec) or can form a trion
(τform) for which they need an electron with the proper spin. The trions can also
ﬂip their spin (τX−), dissociate into an exciton (τ∗form) or recombine (τrec). The
model includes the formation processes indicated in Fig. 7.3, thereby assuming
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Figure 7.6: Schematic representation of the rate equation model in a mag-
netic ﬁeld (see text for a detailed description). For reasons of clearity the
energy levels are shown for the case B = 0 T. In a magnetic ﬁeld the levels
become split, as shown in Fig. 7.7.
The electrons are taken to be thermally distributed over the quantized Landau
levels, which are Gaussian broadened with a width of 0.25 meV. Furthermore,
in the model we assume that only excitons within the lightcone (K// < k0) can
form a trion, although results from Chap. 6 showed that this restriction might
be too severe. However, allowing the hot excitons (K// > k0) to form trions
eﬀects only the ratio of the total exciton emission to the total trion emission
(IX/IX−), and not the relative distributions among the exciton and among the
trion levels, which are of importance in the MPL and ODR data considered here.
We therefore may neglect this trion formation channel as well as the exciton
formation (e + h  X, see Chap. 6), which makes the magnetic ﬁeld calcula-
tions manageable, but as a consequence the values of the time parameters can
be slightly diﬀerent from those found in the B = 0 T calculations.
To describe the system, ten coupled rate equations are used similar to the
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Figure 7.7: The magnetic ﬁeld dependence of the exciton and trion levels,
determined from the PL measurements (also see Fig. 7.4), as they are used in
the model calculations. An exchange splitting of 0.2 meV is included.





















































where the densities are denoted as nij , where j = X, Xhot, X
−, e and i = σ+/−,
+/− 2, ↓ / ↑. The terms containing the time parameters τ−1k (k = rec, form,
K, X, X−, e, or h) denote the forward processes, i.e., towards lower energy, and
the terms containing τ∗−1k denote the reversed processes, i.e., towards higher
energy.
The large number of parameters that can be varied is signiﬁcantly reduced
by several conditions that we impose upon the model. In the limiting case that
the recombination times are inﬁnite, the system should establish a chemical
equilibrium between the exciton and trion levels, and a thermal equilibrium
among the hot exciton levels, among the cold exciton levels and among the
trion levels. The tendency of the system to reach a chemical equilibrium is











exp [−Eb/kBT ], (7.4)
where mX and mX− are the exciton and trion masses, and EF is the Fermi
energy of the 2DEG in the quantum well. The attempt of the system to reach
thermal equilibrium is represented by relating the time parameters τk and τ∗k
(k = X, X−, e, or h) by a Boltzman factor:23, 30 τ−1k /τ
∗−1
k = exp(−∆E/kBT ),
where ∆E is the energy splitting of the two corresponding levels. To relate the
relaxation times τK and τ∗K , we take the energy of the lightcone Elightcone =
0.07 meV23 for the energy splitting ∆E. Furthermore, for the sake of clarity
we assume τXrec ∼ τX
−
rec = τrec, and we have veriﬁed that the calculations are
relatively insensitive to changes (∼ factor of 2) in the ratio τXrec/τX
−
rec . Finally,
the time constants of the system are deﬁned relative to the trion formation time
τform, and are taken to be constant with the temperature and the magnetic ﬁeld.
To determine the trion formation rate in the rate equations, we use the
phenomenological term niX n
↓/↑
e /(niX + n
↓/↑
e ) τ−1form, where i = σ
+/−, +/ − 2
and ↓ / ↑ is a proper combination which forms a singlet trion (see Fig. 7.3).
This term ensures that the rate properly depends on the electron density sim-
ilar to a true chemical equilibrium. In the case of a large electron density
(n↓/↑e  niX), the trion formation rate equals niXτ−1form, and is primarily sen-
sitive to the changes in the exciton density. In the opposite case, i.e., a small
electron density (n↓/↑e  niX), the rate is equal to n↓/↑e τ−1form, and depends
mainly on the electron density. Moreover, in case of zero n↓/↑e , i.e., when there
are no electrons left for trion formation, the trion formation rate reduces to
zero, as required.
We calculate the state of the dynamical equilibrium for the system numeri-
cally, by letting the system develop iteratively in small steps ∆t until it reaches
a steady-state solution (dn/dt = 0) for all ten equations. Before starting to
describe the experimental data, we have checked that the mentioned bound-
ary conditions for the model are fulﬁlled. The calculations are done at a ﬁxed
temperature, assuming that the trions, excitons, and electrons are at (or close
to) the bath temperature. In the samples containing a background electron
density, the 2DEG acts as a cold buﬀer that eﬃciently cools the excitons. Pos-
sible cooling mechanisms are as follows: (1) the excitons cool down as a whole
through scattering processes with the 2DEG, and (2) cold excitons are created
from a cold 2DEG electron and a photo-excited hole that is eﬃciently cooled
due to spin-orbit interaction. Moreover, we ﬁnd that the polarization behavior
of the trion and exciton emission in a magnetic ﬁeld becomes more pronounced
when lowering the temperature to T = 1.4 K. The magnitude of the ODR
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signal shows an increase when lowering the temperature from T = 4.2 to
1.4 K. Therefore, the assumption that the excitons and trions are at the lattice
temperature seems to be reasonable.
7.4.2 Results of the model calculations
The ﬁnal aim of the model calculations was to ﬁnd a unique set of parameters
that simultaneously describes the polarized MPL and ODR data in order to
unravel the importance of the diﬀerent processes for the dynamical equilibrium
in the exciton-trion-electron system. It is important to note that in this respect
the ODR data play a crucial role. It turned out that the polarized MPL data
can be described reasonably well using two other models, which are more simple
than the full model described above, but which can be disregarded because they
are not able to reproduce the ODR data. These two models make use of either
a thermal equilibrium between the exciton and trion states or a rate equation
model that excludes the presence of hot and dark excitons47 (both not shown
here). In this section we focus on the results of the full model calculations.
The input parameters of the model calculation can be divided into two distinct
classes, that is (1) the positions of the energy levels, and (2) the time constants.
The energy positions of the exciton and trion levels were determined from the
experiments, namely from the ﬁeld dependent PL peak positions (Fig. 7.4).
This analysis resulted in the energy position scheme for the excitons and trions
depicted in Fig. 7.7. Note that up to 12 T the lowest trion level corresponds
to a σ+ polarization, whereas for higher ﬁelds the σ− trion level is the lowest
in energy, as a consequence of the hole splitting (Fig. 7.4). In Fig. 7.7 we
show the energy scheme for the case δexc = 0.2 meV, which makes the X+2
level the lowest in energy up to 15 T, after which the Xσ− becomes the lowest
energy level. The actual magnetic ﬁeld where the lowest exciton level changes
its nature depends obviously on the value of the exchange splitting which was
varied in the range of 0-0.2 meV in order to get the best ﬁt of the MPL and
ODR data.
As a starting set of time constants we have adopted the values found in
time-resolved studies,23, 30 and allowed changes up to a factor of 10 larger or
smaller during the optimization process. We have assumed that the emission
intensity of a speciﬁc transition is proportional to the occupation of that level
divided by the corresponding recombination time. Using this procedure the
polarization degree of the diﬀerent (charged) exciton levels was calculated for a
given set of time constants (Fig. 7.8) at a ﬁxed temperature (T = 1.4 K) and
electron density (ne = 2 × 1010 cm−2), which corresponds to the measurements

































































Figure 7.8: Model calculations of the trion and exciton polarization degree
(solid symbols). (a) Dependence of the calculations on the trion ﬂip time. (b)
Dependence of the calculations on the hole spin splitting (see text for details).
subtracting the PL intensities calculated for T = 1.4 K from those calculated
for T = 1.45 K (Fig. 7.9). Figure 7.8a (solid symbols) and Fig. 7.9a display the
optimized results of the model calculations for the polarized PL data and ODR
traces respectively. The most important features of both PL polarization (com-
pare Fig. 7.8 with Fig. 7.2b) and ODR (compare Fig. 7.9a with Fig. 7.5a,7.5c,
and 7.5d, and compare the two curves in Fig. 7.5b) are reproduced using the
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Figure 7.9: (a) Model calculations describing the ODR spectrum by sub-
tracting calculations done at T = 1.4 K from calculations done at T =
1.45 K. Calculations performed by raising the temperature of (b) only the
electron system and (c) only the exciton-trion system.
following time constants: τform ∼ 0.2 τrec ∼ τK ∼ 10 τX ∼ τX− ∼ τe ∼ τh.
These values are indeed consistent with the time constants obtained from time-
resolved23, 30 and cw48 experiments. Note that although for simplicity reasons
these time constants are taken to be independent of the magnetic ﬁeld, the
transition rates between the levels vary with the ﬁeld, showing that the pro-
cesses are driven by the ﬁeld dependent occupancies of the energy levels. The
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calculations were found to be weakly dependent on the exchange splitting. The
optimized value was determined to be in the range δex = 0.1-0.2 meV, which is
consistent with the ﬁndings of Vanelle et al.23 for CdTe-based QW’s.
We have also veriﬁed the sensitivity of the outcome of the model with re-
spect to variations in the other input parameters. We have found that the
trion polarization degree and in particular the cross-over ﬁeld at which it turns
negative is not very sensitive to the values used for the time constants. Fig-
ure 7.8a shows for instance the inﬂuence of making the trion spin-ﬂip time τX−
ten times higher or lower than τform. Varying the other time constants leads
to similar results. Conversely, P depends strongly on the trion energy splitting
which is determined by the hole spin splitting. Figure 7.8b shows calculations
of the polarization degree for zero hole splitting (down triangles), for the op-
timal hole splitting (solid circles), and for a hole splitting that is negative up
to B ∼ 17.5 T before turning positive (up triangles). It is clearly seen that
the polarization degree is best described by the solid symbols, using the hole
splitting which is shown in Fig. 7.4b as a solid line and is indeed very close to
the experimentally determined behavior.
From these modeling results we can identify two mechanisms that lead to
the positive trion polarization degree at low magnetic ﬁeld as is observed ex-
perimentally: (1) Up to B = 12 T, X−
σ+
is the lowest trion level (see Fig. 7.7),
favouring the relaxation to this state which results in a positive P. This is the
dominant mechanism which leads to a change of sign in P at B = 12 T when
X−
σ− becomes lowest in energy. (2) For B ≤ 14 T, the occupation of the X+2
level will be higher than that of the Xσ− , not only because it is lower in energy
(Fig. 7.7), but also because it is a nonradiative state in contrast to the radiative
Xσ− state. The formation rate of X
−
σ+
out of X+2 and e ↓ (left dotted arrow in
Fig. 7.3a) will therefore be much larger than that of X−
σ− out of Xσ− and e ↓




i.e., a positive polarization degree. The contribution of Xσ+ and X−2 to the
trion formation is negligible because these levels depopulate fastly as shown by
the negative polarization degree of the excitons. For higher ﬁelds, B > 14 T,
besides the fact that X−
σ− becomes lower in energy, also Xσ− becomes lower in
energy (Fig. 7.7) resulting in an enhanced formation of X−
σ− (right solid arrow
in Fig. 7.3a) leading to the observed negative polarization degree.
Figure 7.9a shows that the calculations describe the general trends of the
ODR traces correctly for low (B <5 T), moderate (5< B <15 T) and high
(B >15 T) ﬁelds, and allow us to reveal the diﬀerent mechanisms leading to
the signals in these regimes. For B <5 T, the X−
σ+
curve shows a negative signal
and the X−
σ− curve a positive signal, while the exciton curves show a negligible
116
Dynamical equilibrium between excitons and trions in high magnetic ﬁelds




and a negative signal for the Xσ− curve, and for B >15 T the calculated curves
are zero. The Xσ+ curve is very small, but there is a double change of sign (from
positive to negative to positive) as could also be observed in the measurements
(see Fig. 7.5b).
The fact that a small temperature increase of 0.05 K is suﬃcient to describe
the ODR data conﬁrms that the ODR signal can be attributed to nonresonant
heating, as discussed above. Moreover, the calculations can make a distinction
between the eﬀect caused by raising only the electron temperature while the
exciton and trion temperature remains at T = 1.4 K (Fig. 7.9b) and raising only
the exciton and trion temperature while the electron temperature remains at
T = 1.4 K (Fig. 7.9c). It is clear that the low magnetic ﬁeld signal is completely
determined by heating of the excitons and trions, while the high magnetic ﬁeld
eﬀect is dominated by the electron heating. Whereas FIR-induced heating
of the 2DEG is a more or less regular phenomenon, heating of the excitons
and trions by FIR radiation is less common.33 The excitons and trions can
be heated by scattering with 2DEG electrons at an elevated temperature or
during the trion formation process using a FIR heated electron. Alternatively,
the exciton and trion heating can originate from the dark excitons, which can
absorb FIR radiation because of their very long lifetime, in contrast to the
radiative excitons and trions which have much smaller probability to absorb
FIR radiation since their lifetime is too short (∼100 ps). We conclude that the
presence of the ODR signal at low magnetic ﬁelds is a direct consequence of the
presence of dark excitons in the system, and their signiﬁcant contribution to
the trion formation process. Calculations excluding dark excitons in the system
indeed show no low ﬁeld ODR signal.47
Based on the nonresonant heating mechanism, the response of the PL emis-
sion on the FIR can also be understood qualitatively by considering the occu-
pancy of the energy levels in the magnetic ﬁeld (Fig. 7.3). For the B <5 T
regime the X+2 level is more occupied than the Xσ− level leading to more X
−
σ+
formation relative to X−
σ− formation, as discussed above. The FIR induced
heating promotes X+2 to the Xσ− level leading to an increased formation of
X−
σ− (positive signal) at the expense of X
−
σ+
(negative signal). In the regime
5< B <15 T the ODR signal is mainly a result of heating of the electron system.
As illustrated in Fig. 7.3b, the magnetic ﬁeld polarizes the electron and exciton
population reducing the trion formation. Heating of the system by the absorp-
tion of FIR radiation reduces the electron polarization, i.e., partially canceling
the small arrow up in Fig. 7.3b, leading to an increase of trion formation (pos-




) at the expense of the exciton population
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(negative signal of Xσ−). For higher ﬁelds B >15 T, heating of the system by
FIR radiation has no longer any eﬀect on the PL intensities of excitons and
trions, resulting in no ODR signal for all curves.
When analyzing the calculated rates in detail, we ﬁnd that the Xσ+ ODR
curve (Fig. 7.5b) can be explained qualitatively by considering three eﬀects that
interact in a subtle manner. First, the Xσ+ occupation is enhanced by a heating
induced redistribution of the excitons among the exciton levels. This eﬀect is
in competition with a second eﬀect, namely, that the trion formation channel
Xσ+ + e ↑→ X−σ+ becomes more eﬃcient, which reduces the Xσ+ population.
For the range B <4 T, the ﬁrst eﬀect is dominant resulting in a positive ODR
signal. For 4< B <6.5 T, the latter eﬀect is stronger leading to a negative ODR
signal. For higher ﬁelds, B > 6.5 T, the FIR radiation promotes electrons
from the e ↑ level to the e ↓ level, as discussed before, leading to a less eﬃcient
Xσ+ + e ↑→ X−σ+ formation channel. This third eﬀect counteracts the second
eﬀect, and therefore we observe a positive ODR signal in this range. Note that
these eﬀects are very small compared to the eﬀects considered in explaining the
other ODR curves.
7.5 Conclusion
We have presented cw PL and ODR measurements as a function of the mag-
netic ﬁeld, which show that the formation of trions out of excitons and electrons
can be regarded as a dynamical equilibrium, consisting of a chemical equilib-
rium modiﬁed by ﬁnite recombination times and spin-ﬂip times. This result
elucidates the discrepancy between cw experiments, where the formation is of-
ten described as a chemical equilibrium between trions, excitons, and electrons,
and time-resolved experiments, where formation times, recombination times,
and spin-ﬂip times are found to be of the same order of magnitude. The ODR
measurements reveal the presence of the dark excitons in the system, and show
that they contribute signiﬁcantly to the trion formation. The magnetic-ﬁeld-
induced polarization degree of the trion is found to be mainly determined by
the heavy-hole spin splitting in the sample.
We have incorporated the formation process in a rate equation model,
which includes spin-split, ﬁeld-dependent energy levels, as well as formation
times, recombination times and spin-ﬂip times between the trion (exciton)
levels. This model successfully describes the presented PL and ODR exper-
imental data using one unique set of parameters, τform ∼ 0.2 τrec ∼ τK ∼
10 τX ∼ τX− ∼ τe ∼ τh, which is consistent with results from time-resolved
experiments. These values also agree with the values found at B=0 T (Chap. 6),
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which is to be expected. Only τrec is smaller in the B > 0 T calculations, which
is the result of disallowing the hot excitons to form trions in the model. To
explain our data, it is suﬃcient to take the characteristic times of the system
to be independent of the magnetic ﬁeld. The varying rates with ﬁeld are found
to be merely determined by the ﬁeld-dependent occupancies of the spin-split
energy levels.
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Nanostructures are deﬁned as structures that have at least one of their dimen-
sions in the range 1−100 nm, and as a result their properties are closely related
to the actual size and shape. Fabricating new, well-deﬁned nanoscaled objects
and studying their physical properties is of importance, because it can lead to
the development of potentially useful materials, novel device applications, and
the discovery of new physical phenomena. This thesis contains a comprehensive
optical study of two types of nanostructures: one-dimensional self-assembled
ring- and wire-shaped nanostructures (part I), and two-dimensional semicon-
ductor quantum well (QW) structures (part II).
The QW structures are fabricated using molecular beam epitaxy (MBE),
which is considered to be a top-down approach. The advent and optimization
of epitaxial growth techniques have led to high purity, nearly defect-free struc-
tures, which are as a result ideal systems to study fundamentally interesting
physical phenomena. The low temperature optical properties of QW structures
are dominated by excitons (a photo-excited electron bound to a hole) and neg-
atively charged excitons (two photo-excited electrons bound to one hole, trion),
which are two- and three-particle complexes of fundamental physical interest
because they provide a model system to investigate electronic correlations. We
have studied the formation of trions out of excitons and electrons, which is a
complex interplay between these three species.
The self-assembled nanostructures are fabricated by allowing single mole-
cules (zero-dimensional) to self-assemble into higher dimensional structures, i.e.,
following the bottom-up approach. This is a novel approach and the determina-
tion and optimization of the internal degree of order is very important in order
to be able to construct well-deﬁned identical nanostructures with the desired
functionality. We have studied the internal molecular order by measuring the
polarized optical response of individual nanostructures on a surface. A gen-
eral introduction into the physical interests of the nanostructures as well as the
motivation for our studies is given in Chap. 1.
Part I starts with an introduction into self-assembly processes in Chap. 2.
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The (optical) properties of the two molecules used are described: the por-
phyrin dodecamer molecule and the monofunctional oligo(p-phenylene vinylene)
(MOPV4) molecule. On a surface, these molecules self-assemble into rings and
wires, respectively. The degree of order of the molecules within these structures,
which is determined in Chap. 3 and Chap. 4, is studied using two polarized op-
tical imaging techniques: near-ﬁeld scanning optical microscopy (NSOM) and
ﬂuorescence microscopy (FM). NSOM is a scanning probe technique that uses
a tapered optical ﬁber as a subwavelength excitation source to achieve a very
high optical resolution (50 − 100 nm). The details of our NSOM setup are
explained, and characterization measurements are given showing that we can
obtain an optical resolution of at least 135 nm. Furthermore, details are given
of the FM setup as well as a resolution test showing that we achieve an optical
resolution of ∼310 nm, which equals the the diﬀraction limit. A comparison
of the two techniques based on our experience leads to the conclusion that
NSOM is favorable for its high optical resolution as well as a simultaneously
recorded topography image, while FM is favorable for the more easy accessible
polarization and spectral measurements on individual nanostructures.
To determine the internal molecular ordering from the measured polariza-
tion degree, we have developed a general model that can be applied to any
architecture consisting of chromophores. The model calculates the polarized
response of a stack of molecules by summing up the polarized contributions of
the optical dipoles of the individual molecules. The model leads to a numerical
determination of the degree of order taking into account misalignment of the
molecules, as well as the high numerical aperture of the microscope objectives
used in the measurements, which both have a signiﬁcant depolarizing eﬀect.
Chapter 3 studies ring-shaped nanostructures consisting of porphyrin dode-
camer molecules. The rings are formed on both hydrophilic and hydrophobic
glass substrates by dropcasting a chloroform solution and allowing the solvent
to evaporate. As is evidenced by NSOM and Atomic Force Microscopy (AFM)
measurements the ring formation takes place according to the pinhole mech-
anism. Analysis of the dimensions of the rings by AFM reveals very uniform
ring diameters and a strong correlation between the diameter, the height and
width of the rim of the rings, evidencing a highly controlled formation process.
Polarized FM images on individual rings show a pronounced polarized emission
and absorption. Quantitative analysis reveals no evidence of energy transport
on the scale resolved by FM. Using the model discussed in Chap. 2 to calculate
the internal ordering shows that the molecules are nearly perfectly ordered in
columnar stacks which are radially aligned in the ring.
In Chap. 4 we study molecularly thin, micrometer long wires composed of
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MOPV4 molecules. Using self-assembly of molecules into well-deﬁned wires of
one molecule thickness provides a new versatile concept to produce nanowires
with optical and electrical functionality. In a heptane solution, 150-nm-long
stacks of molecules are formed, which further self-assemble into micrometer
long wires after dropcasting the solution on a HOPG substrate. The absorption
and emission of the wires shows a strong polarization over the complete length
of the wire as is measured by polarized FM on individual wires. Quantitative
analysis reveals that the molecules are oriented perpendicular to the wire axis,
as was proposed. Moreover, using our model, we calculate that the internal
molecular order is high, showing that the molecular arrangement within the
stack is preserved during the deposition on the surface, although molecule-
surface interactions can aﬀect the orientation of the molecules within the wires.
The ﬁrst chapter of part II, Chap. 5, introduces the photo-excited exci-
ton and trion states and the formation process of trions out of excitons and
electrons, which is studied in Chap. 6 and Chap. 7. The energy levels in the
presence of a magnetic ﬁeld split up due to the spin splitting of the constituent
electrons and holes. The magnetic ﬁeld can therefore be used as a tool to study
the trion formation process. Details on the 8-nm-wide CdTe QW sample are
given as well as the experimental techniques used: spectrally resolved photo-
luminescence (PL) and optically detected resonance (ODR) in high magnetic
ﬁelds (up to 17 T). The latter technique can detect small changes in the PL
induced by the absortion of far infrared (FIR) radiation.
Chapter 6 studies the trion formation process in the 8-nm CdTe QW using
PL experiments as a function of temperature (4.2 < T < 25 K) and excitation
intensity at zero magnetic ﬁeld. For increasing temperatures (T >5 K) we ﬁnd
that the intensity ratio of the exciton and trion peaks, IX/IX− , increases, while
at low temperatures (T <5 K) the ratio saturates at a small but nonzero value,
showing that the system cannot reach a thermal equilibrium. Measurements
as a function of excitation intensity (Iexc) show an initial increase of the ratio
IX/IX− for increasing Iexc, but for high Iexc the ratio saturates. The measure-
ments are succesfully described by a rate equation model, which includes all
trion, exciton, and electron states and the processes that take place between
them with the corresponding time constants. The calculations describing the
temperature dependent measurements show that the restriction that only ex-
citons with their in-plane momentum K// within the light cone can recombine,
may be too severe. For high (nonresonant) excitation intensities it is found
that the formation of high K//-value or hot excitons out of photo-excited elec-
trons and holes plays an important role in the trion formation process and this
process needs to be included in the model.
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The PL and ODR measurements described in Chap. 7 show a strong de-







)) is positive but changes sign at B = 12 T, while the exci-
ton polarization degree becomes increasingly negative for increasing magnetic
ﬁeld. Simultaneous irradiation with FIR radiation leads to small changes in
the observed polarized PL, which are attributed to nonresonant heating. The
measurements show that the trion formation process can be described as a dy-
namical equilibrium, consisting of a chemical equilibrium (X + e X−) modi-
ﬁed by the ﬁnite formation and recombination times of the trions and excitons.
The formation process is found to be entirely driven by the occupancies of the
trion, exciton, and electron levels which are inﬂuenced by the ﬁeld-dependent
energy level scheme. The rate equation model, which is adapted to the mag-
netic ﬁeld case, gives a full description of the PL and ODR data. The values
found for the formation time, recombination times and spin ﬂip times are in
good agreement with the results of time-resolved experiments. The model elu-
cidates the eﬀect of the heavy-hole splitting on the polarization degree of the
trion PL in a magnetic ﬁeld. Moreover, the model description of the ODR data




Nanostructuren kunnen gedeﬁnieerd worden als structuren waarvan ten min-
ste e´e´n van hun dimensies tussen de 1 en 100 nm is. Dit heeft als gevolg dat
de eigenschappen van deze structuren bepaald worden door hun afmetingen
en vorm. Het is van belang om nieuwe goed gedeﬁnieerde nano-objecten te
produceren en hun fysische eigenschappen te bestuderen, omdat dit kan lei-
den tot de ontwikkeling van mogelijk nuttige materialen en nieuwe technische
toepassingen en bovendien tot de ontdekking van nieuwe fysische fenomenen.
Dit proefschrift bevat een uitvoerige optische studie van twee type nanostruc-
turen: eendimensionale ring- en draadvormige nanostructuren gevormd door
zelforganisatie (deel I), en tweedimensionale halfgeleider kwantumputstructu-
ren (deel II).
De kwantumputstructuren worden geproduceerd met behulp van molecu-
laire bundel epitaxie (MBE), wat wordt beschouwd als een top-down methode.
Door de komst en optimalisatie van epitaxiale groeitechnieken, is het moge-
lijk geworden structuren te maken met een hoge zuiverheid en bijna zonder
defecten. Deze structuren zijn daarom ideaal om fundamenteel interessante
fysische fenomenen te bestuderen. De optische eigenschappen van de kwan-
tumputstructuren worden bij lage temperaturen gedomineerd door excitonen
(een fotogee¨xciteerd electron gebonden aan een gat) en negatief geladen excito-
nen (twee fotogee¨xciteerde electronen gebonden aan een gat, genaamd trion).
Deze twee- en drie-deeltjes complexen zijn fundamenteel fysisch interessant om-
dat ze een modelsysteem zijn om electronische interacties te bestuderen. Wij
hebben de formatie van trionen uit excitonen en electronen bestudeerd, wat een
gecompliceerde wisselwerking is tussen deze drie complexen.
De zichzelf organiserende nanostructuren worden geproduceerd door mole-
culen (nul-dimensionale structuren) te laten samenkomen die zichzelf vervolgens
ordenen tot hoger dimensionale structuren, d.w.z. volgens de bottom-up metho-
de. Dit is een nieuwe methode en het bepalen en optimaliseren van de mate
van interne ordening is zeer belangrijk om goed gedeﬁnieerde en identieke nano-
structuren te kunnen produceren met de gewenste functionaliteit. Wij hebben
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de mate van de interne moleculaire ordening bestudeerd door de polarisatie
van de optische respons te meten van individuele nanostructuren op een opper-
vlak. Een algemene introductie van de fysische interesse in de nanostructuren
en een motivatie voor de studie gepresenteerd in dit proefschrift is te vinden in
hoofdstuk 1.
Deel I begint in hoofdstuk 2 met het introduceren van het zelf-organisatie
proces. De (optische) eigenschappen worden beschreven van de twee gebruikte
moleculen, te weten het porphyrine dodecameer molecuul en het monofuncti-
onele oligo(p-fenyleen vinyleen) molecuul (MOPV4). Op een oppervlak zelf-
organiseren deze moleculen zich in ringetjes, respectievelijk draadjes. De ma-
te van ordening van de moleculen in de structuren, die wordt bepaald in de
hoofdstukken 3 en 4, wordt bestudeerd met twee polarisatie gevoelige optische
afbeeldingstechnieken: nabije-veld scanning optische microscopie (NSOM), en
ﬂuorescentie microscopie (FM). NSOM is een scanning probe techniek waarbij
een uiterst spitse optische glasvezel gebruikt wordt als een subgolﬂengte licht-
bron zodat een bijzonder hoge optische resolutie (50 − 100 nm) kan worden
bereikt. In paragraaf 2.3 wordt de NSOM opstelling in detail uitgelegd. Boven-
dien laten karakterisatiemetingen zien dat we in staat zijn met deze opstelling
een optische resolutie kunnen halen van ten minste 135 nm. Vervolgens wordt
ook de FM opstelling in detail beschreven. Een resolutie test van deze opstelling
laat zien dat de diﬀractie limiet kan worden bereikt (310 nm). Een vergelij-
king van de twee technieken, gebaseerd op onze ervaring, leidt tot de conclusie
dat NSOM te verkiezen is vanwege de hoge optische resolutie en de gelijktij-
dig verkregen topograﬁsche afbeelding, terwijl FM te verkiezen is vanwege de
grotere toegankelijkheid van polarisatie en spectrale metingen aan individuele
structuren.
Om de mate van interne moleculaire ordening te bepalen uit de gemeten
polarisatiegraad, hebben we een algemeen model ontwikkeld dat kan worden
toegepast op elke uit chromoforen bestaande architectuur. Het model berekent
de polarisatierespons van een stapel moleculen door de polarisatiebijdragen op
te tellen van de optische dipolen van individuele moleculen. Het model kan
de mate van ordening numeriek bepalen waarbij rekening wordt gehouden met
zowel eventuele mispositionering van de moleculen als de hoge numerieke aper-
tuur van de gebruikte microscoopobjectieven, die een signiﬁcant depolariserend
eﬀect hebben.
In hoofdstuk 3 worden de ringvormige nanostructuren bestudeerd bestaan-
de uit porphyrine dodecameer moleculen. De ringen worden gevormd op zowel
hydroﬁele als hydrofobe glassubstraten door daar een druppeltje van de chloro-
formoplossing te laten vallen en vervolgens het oplosmiddel te laten verdampen.
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NSOM en AFM metingen laten zien dat het vormen van de ringen plaatsvindt
volgens het zogenoemde pinhole (= een heel klein gaatje)-mechanisme. De ana-
lyse van de afmetingen van de ringen met behulp van AFM laat zien dat de
ringdiameters uniform in afmeting zijn. Bovendien zijn er sterke correlaties
tussen de diameter, de breedte van de rand en de hoogte van de ringen. Dit on-
derschrijft de hoge mate van controle over het formatieproces. Gepolariseerde
FM afbeeldingen van individuele ringen laten een uitgesproken gepolariseerde
emissie en ﬂuorescentie zien. De kwantitatieve analyse geeft evenwel geen be-
wijs voor energietransport op de schaal van het ruimtelijk oplossend vermogen
van de FM. Berekening van de interne ordening met behulp van het model be-
sproken in hoofdstuk 2 laat zien dat de moleculen bijna perfect zijn geordend
en wel in pilaarvormige stapels die radieel in de ring liggen.
In hoofdstuk 4 bestuderen we moleculair dunne, micrometer lange draden
die opgebouwd zijn uit MOPV4 moleculen. Het gebruiken van de zelforgani-
satie van moleculen om goedgedeﬁnieerde draden te maken met een dikte van
slechts een enkel molecuul verschaft een nieuw en ruim toepasbaar concept om
nanodraden te maken met optische en electrische functionaliteit. In een hep-
taan oplossing worden 150 nm hoge stapels van de moleculen gevormd, die zich
verder kunnen zelforganiseren tot micrometer lange draden wanneer een drup-
peltje van de oplossing op een HOPG substraat wordt gedeponeerd. Metingen
van individuele draden met gepolariseerde FM laten zien dat de absorptie en
emissie van de draden sterk gepolariseerd is over de gehele lengte van draad.
Uit een kwantitatieve analyse blijkt dat de moleculen loodrecht op de draadas
zijn georie¨nteerd, zoals het voorstel was. Verder hebben we met ons model
berekend dat de interne moleculaire ordening hoog is. Dit laat zien dat de mo-
leculaire schikking binnen de stapel behouden blijft tijdens de depositie op het
oppervlak, hoewel het mogelijk is dat interacties tussen de moleculen en het
oppervlak de orie¨ntatie van de moleculen in de draden enigszins be¨ınvloeden.
Het eerste hoofdstuk in deel II, hoofdstuk 5, introduceert de fotogee¨xciteerde
exciton- en triontoestanden en het formatieproces van trionen uit excitonen en
electronen, wat het onderwerp van studie is in hoofdstuk 6 en 7. De energieni-
veaus splitsen in aanwezigheid van een magneetveld door de spinsplitsing van
de electronen en gaten waaruit de excitonen en trionen zijn opgebouwd. Het
magneetveld kan derhalve worden gebruikt als een middel om de trionformatie
te bestuderen. Er worden details gegeven over zowel het CdTe kwantumputpre-
paraat als de experimentele opstellingen: spectraal opgeloste fotoluminiscentie
(PL) en optisch gedetecteerde resonantie (ODR) in hoge magneetvelden (tot
17 T). De laatstgenoemde techniek kan zeer kleine veranderingen in de PL de-
tecteren die ge¨ınduceerd zijn door de absorptie van ver-infraroodstraling (FIR).
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Hoofstuk 6 bestudeert het trionformatieproces in de 8 nm brede CdTe
kwantumput met behulp van PL-experimenten als functie van temperatuur
(4.2 K < T < 25 K) en excitatie-intensiteit zonder de aanwezigheid van een
magneetveld. Voor een toenemende temperatuur (T > 5 K) vinden we dat
de intensiteitsverhouding tussen de exciton- en trionpieken, IX/IX− , toeneemt,
terwijl bij lage temperaturen (T < 5 K) de verhouding verzadigt op een klei-
ne waarde ongelijk aan nul, wat laat zien dat het systeem niet in thermisch
evenwicht kan komen. Metingen als functie van de excitatie-intensiteit (Iexc),
laten in eerste instantie een toename van de verhouding IX/IX− zien, waarna
de verhouding verzadigt voor nog hogere Iexc. De metingen worden succesvol
beschreven door een rate equation-model, dat alle trion-, exciton- en electron-
toestanden omvat, alsmede de processen die ertussen plaatsvinden en de daarbij
horende tijdsconstanten. De berekeningen die de temperatuurafhankelijke me-
tingen beschrijven laten zien dat de beperking dat alleen excitonen kunnen
recombineren die een impuls in het vlak (K//) hebben binnen de lichtkegel, te
strikt is. Voor hoge (niet-resonante) excitatie-intensiteiten hebben we gevon-
den dat de formatie van hoge K//-waarde of hete excitonen uit fotogee¨xciteerde
electronen en gaten een belangrijke rol gaat spelen in het trionformatieproces
and dat dit proces ge¨ıncludeerd moeten worden in het model.
De PL en ODR metingen die beschreven worden in hoofdstuk 7 laten een
sterk afhankelijkeheid van het magneetveld zien. De trionpolarisatiegraad (P =
(Iσ
+ − Iσ−)/(Iσ+ + Iσ−)) is positief, maar verandert van teken bij B =
12 T, terwijl de excitonpolarisatiegraad in toenemende mate negatief wordt
voor toenemend magneetveld. Gelijktijdige bestraling met FIR straling leidt
tot kleine veranderingen in de geobserveerde PL, wat toegeschreven wordt aan
niet-resonante opwarming. De metingen laten zien dat het trionformatiepro-
ces kan worden beschreven als een dynamisch evenwicht dat bestaat uit een
chemisch evenwicht (X + e X−) aangepast door eindige formatie- en recom-
binatietijden van de trionen en excitonen. Het trionformatieproces blijkt geheel
gedreven te worden door de bezettingsgraad van de trion, exciton en electron
niveaus die wordt be¨ınvloed door het veldafhankelijke energiediagram. Het ra-
te equation-model, dat is aangepast voor de magneetveldsituatie, beschrijft de
gemeten PL en ODR data volledig. De waardes die gevonden worden voor
de formatietijd, recombinatietijden en spinﬂiptijden zijn in goede overeenstem-
ming met de resultaten van tijdsopgeloste experimenten. Het model verheldert
de invloed van de zware-gatensplitsing op de polarisatiegraad van de trion-PL
in een magneetveld. Bovendien onthult de modelbeschrijving van de ODR-data
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