
























dataset  is  exploited  in  several  ways  using  different  statistical  learning  methodologies  in  a 
structured  fashion.  Initially,  simulations  are  used  to  detect  if  project  deviations  are  a 










methodology used  in Project Management  is Earned Value Management  (EVM). This  framework 















active  area  of  development  is  currently  focused  on  integration  of  EVM with  risk management 







the  research proposing  the use of  statistical  learning  techniques  and Monte Carlo  simulation  to 
estimate the probability of over‐runs (delays or over‐costs) and the success decision boundaries. The 










EVM does not provide a way  to determine whether deviations are due  to  the expected  range of 
variability associated with the stochastic nature of the project or they may be caused by unexpected 
events  affecting  project  runtime.  Knowing  the  reasons  for  project  over‐runs would  provide  the 
project  manager  with  valuable  information  for  decision‐making.  Concretely,  the  fact  of  the 
deviations exceeding the expected variability would be a warning sign that the project realization is 

























that  corresponds  to  each  period,  the  authors  define  the  Project  Risk  Baseline  as  the  residual 
uncertainty to complete the remaining activities of the project. Then, every time interval is provided 
with a portion of the cost / time buffers namely ACBft and ASBft respectively. The size of these buffers 
are  proportional  to  the  risk  eliminated  between  two  consecutives  periods  (i.e.  the  difference 
between two adjacent points in the risk baseline).  
The  authors  define  two  control  indices  based  on  these  buffers:  Cost  Control  Index  (CCoI)  and 




































time  intervals.    Therefore, we  can  determine  a  confidence  level  that may  be  used  during  the 
realization of the real project to check  if the actual values of cost and time at that percentage of 























simulation. Then, advanced  statistical methodologies are applied  to  this data. On  the one hand, 
treating the data as a classification problem allows knowing whether the project will finish in time 








Decoupling  these  magnitudes  can  prevent  from  detecting  anomalous  situations  in  the  project 
(producing  false  negatives). One  of  the  contributions  of  this work  is  to  propose  the  techniques 
developed  for  anomaly  detection  (also  known  as  novelty  detection,  outlier  detection,  deviation 
detection or exception mining (Ding et al., 2014)) together with Monte Carlo simulation and triad 
























































A  classification problem aims  to predict a quantitative variable, often  called  response, output or 
dependent  variable,  with  a  set  of  qualitative  and/or  quantitative  variables  called  predictors, 
independent variables, or just variables.  Adopting this perspective –a classification problem– with 
the  simulated  triads  can  be  very  useful  for  project  control  analysis.  Let’s  assume  a  stochastic 
monitored project in any intermediate situation, a relevant question for a project manager could be: 
“will the project finish in time and cost?” Or more precisely, “how likely is the project to finish in time 
and  cost?”.  If  completing  the  project  in  time  is modelled  as  a  quantitative  variable  Yes/No  or 





















set but that cannot be generalized to  independent data, especially  in high flexible and  low biased 
models. Classifiers overfit training data, and hence we can only trust in those assessments based on 
data not used during training.   
Cross‐validation  techniques  group  together  a  family  of  strategies  to  properly  select  the  specific 
model among several options or assess  the model’s performance of a given choice. K‐fold cross‐
validation  is one of the most popular approaches. This process consists  in randomly partitioning a 











when  the  error  obtained  during  model  selection  is  reported  as  an  estimation  of  the  model 











One of  the most popular Bayesian classifiers  is  the discriminant analysis. Given an observation x, 
these algorithms are based on computing the probabilities Pr(Y = k|X = x) for each possible class k, 
and  assigning  the  observation  to  the  class  with  higher  probability.  In  order  to  estimate  these 
conditional probabilities (posterior probabilities) Bayes’ theorem is used: 
PrሺY	 ൌ 	݇|X	 ൌ 	ݔሻ ൌ ߨ௞	 ௞݂ሺݔሻ∑ ߨ௟	 ௟݂ሺݔሻ௞௟ୀଵ  
(1) 
Where  ߨ௞	is  known  as  prior  probability  and  denotes  the  probability  that  a  randomly  chosen 
observation belongs  to  the class k and  ௞݂ሺݔሻ  is  the density  function of X  for an observation  that 
belongs to the class k (ܲݎሺܺ	 ൌ 	ݔ|ܻ	 ൌ 	݇ሻ). When the training data contains enough observations 
and comes from a random sample, ߨ௞	can be estimated as the proportion of each class. However, 
obtaining an estimation of  ௞݂ሺݔሻ  requires  some assumptions about  the  form of  the distribution. 
Quadratic  discriminant  analysis  (QDA)  assumes  that  each  ௞݂ሺݔሻ  follows  a multivariate Gaussian 
distribution with a class‐specific mean and a class‐specific covariance matrix (Hastie et al., 2009). This 





view. A  project manager  controlling  a  project  in  an  intermediate  stage  is  not  only  interested  if 

















































circumvented  fitting a  logistic distribution using maximum  likelihood to the predicted data of the 
classifiers (Platt, 2000).  





overruns.  Considering  that  information  as  a  regression  problem,  the  expected  cost  and  time  at 













Although  linear models have some benefits such as that allow  for relative simple  inference, non‐
linear models are more flexible and may lead to more accurate predictions, at the expense of a less 









































෠ܻ ൌ ߚመ଴ ൅ ݊ݏሺ ௫ܶ௝ሻ ൅ ݊ݏሺܥ௫௝ሻ 
 
(3) 




Local regression  is a different approach for fitting a smooth function.  It  is a nonparametric model 
which involves fitting a low‐degree polynomial model at each point of the training data set, using a 
subset of the data.   The points are weighted so that the closest have the highest weight, using a 




































Id. Activity Duration Variance Variable Cost 
A1 2 0.15 755 
A2 4 0.83 1750 
A3 7 1.35 93 
A4 3 0.56 916 
A5 6 1.72 34 
A6 4 0.28 1250 
A7 8 2.82 875 









Planned Value 0 1 2 3 4 5 6 7 8 9 10 11 12 13 
A0                             
A1   755 755                       
A2   1750 1750 1750 1750                   
A3   93 93 93 93 93 93 93             
A4       916 916 916                 
A5           34 34 34 34 34 34       
A6                 1250 1250 1250 1250     
A7             875 875 875 875 875 875 875 875 
A8                         250 250 
A9                             
SUM   2598 2598 2759 2759 1043 1002 1002 2159 2159 2159 2125 1125 1125 



























as  consequence  of  just  randomness  is  low  (5%)  and  perhaps  the  project  requires  to  figure  out 
whether there are additional structural causes that are taking place in the project which are deviating 
























with  radial kernel obtains better  results  than  the  rest of  the  tested classifiers  (although  this may 
depend on the project and the level of development). This model allows to represent the probability 
of overcost and the decision boundary which splits the points  in which  is more  likely to  finish on 
budget and the points in which is not. Fig.  6 represents with transparency the space where the model 
gives  classification  points  outside  the  range  the  simulation  data  set,  and  consequently  those 
predictions should be treated very carefully and in general untrusted. 
Analogously, and following the example we have calculated the probability to finish the project in 
time  depending  on  the  current  situation.  For  this  process,  several  classifying  algorithms  have 
obtained the same classification rate. We have represented the QDA model for its capacity to capture 


















models  for  each  case  (time  and  cost):  a  generalized  additive model with  natural  splines  and  a 



































to  control projects  stochastically modelled. At any  stage  in  the development of  the project,  the 
project manager can monitor and control the status of the project. The only data that are needed to 








The approach allows detecting anomaly  situations  in  regard  to  the project definition  taking  into 
account  the  possible  correlation  between  time  and  cost  that  previous  methodologies  ignored. 
Besides, probabilities of over‐runs and the expected time and duration can be also calculated. All this 
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