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Ja n  B ł a ż
O istnieniu  i ograniczoności rozwiązań pew nego układu  
równań różniczkow o-całkow ych z opóźnionym  argum entem
W pracy [3] zajmowałem się istnieniem i pewnymi własnościami asymptotycz­
nymi rozwiązań układu równań różniczkowych, postaci
' <jov(f) =  a>v(0  dla te (  — c o , A }
( t )  < 00 00
<Pv(0  =  £  J f U *  ’ <Pi ( * - » ) , - ,  <Pn(t -  s)) ds rv(1(/, s)+ gv(t)
l l = l  o
dla t e ( A ,  B), -t-oo, v =  1 , 2 , . . . ,  n.
Przy stosownych, dość silnych założeniach o funkcjach f v^ ( t , x x, . . . ,  x„), cov(0, 
rv/1(r, j)  i gv(t) wykazałem istnienie rozwiązań układu (1) i podałem warunki wy­
starczające na to, aby rozwiązania te były ograniczone (lub nieograniczone) w prze­
dziale <A , B).
W niniejszej nocie uogólniam wyniki pracy [3], nakładając na funkcje 
/»#.(*, * i ,  •••» *») mnieJ krępujące ograniczenia.
1. Przyjmuję, że funkcje cov(f), / V(J(t, x l5 ... ,  x„), rV)1( t ,s )  oraz gfv(t), występujące 
w równaniu (1) są dane i spełniają następujący układ założeń:
Z a ło ż e n ia  Z.
1° Funkcje / v„(r, x ls ... ,  x„) są ciągłe dla t e ( A , B) i dla dowolnych wartości zmien­
nych x x, ... ,  x„ oraz spełniają warunek
(2) | / v„(t, , . . . ,  xn)| ^  d*v#ł(t , | x ^ | , . . . , | x nj), v, g 1,2,  . . . ,  n ,
gdzie symbolem #„„(*, J^ , oznaczono pewne funkcje ciągłe, nieujemne dla
t e ( A , B ) ,  y t> 0 (i=  1 ,2 ,  . . . ,« )  i niemalejące względem zmiennych y x, . . . , yn *). 
2° Jądra rvil(t, s) są określone dla te  ( A ,  B), s>  O oraz spełniają warunek rVfl(t, 0 )= 0  
dla te  (A ,  B).
00
3° Istnieją funkcje vVfl(t) ciągłe i nieujemne dla t e ( A , B ) ,  takie że \ /  rvll(t,
s = O
dla t e ( A , B ) .
4° Układ równań różniczkowych zwyczajnych
(3) y'v(t) =  'Pv( t , y 1, . . . , y n) ,  v =  1 ,2 ,  . . . ,  n,
*) Tzn. że jeśli to   y„).
gdzie *P Jt,yt  yn)=  Y  #»,*('>F i. posiada wszystkie całki górne
m= i
przedłużalne na cały przedział < /ł, B).
5° Dla dowolnego rç>0 istnieje liczba K>0, taka że wahanie funkcji r s )  w prze-
00
dziale <#, +  oo) spełnia nierówność \ /  rVft(t, s ) ^ g ,  dla t e  ( A ,  B).
s =K
6° Dla dowolnego A:>0 oraz u c ( A , B) jest
k
lim J \rvfl( t , s )- rv„(u , s ) |ds =  O, t e ( A , B ) .
t~*U U
7° Funkcje gv(t) są ciągłe dla t e  ( A ,  B), zaś funkcje eojt) są ciągłe i ograniczone
dla t e ( — oo, A ):  |cov(OI<Æv= const.
Jak pokazano w pracy [1], założenia Z  wystarczają na to, aby funkcje
oo
6>v„(0 =  J L „ (t , ę j t - s ) ,  . . . .  cp„(t -  s)) ds rvJ t , s) 
o
były ciągłe dla te  (A ,  B), o ile tylko funkcje <pju), • • •, <Pn(u) są ciągłe dla ue(— oo, B). 
Przyjmując powyższe założenia wykażemy istnienie rozwiązań układu (1) i udowod­
nimy pewne twierdzenia o ograniczoności tych rozwiązań.
2. T wierdzenie 1. Jeżeli są spełnione założenia Z , to układ równań (1) posiada 
co najmniej jedno rozwiązanie ę j t ) ,  . . . ,  <pn(t), określone w całym przedziale <A , B).
D o w ó d  tego twierdzenia nie różni się w istocie od podanego w pracy [3]. Sto­
sując metodę Tonelliego zbudujmy mianowicie n ciągów funkcyjnych (plJ t), v=  
=  1 ,2  n; / = 1 ,2 ,  3 , . . . ,  w sposób następujący
Vv(0 =  ûJv(t) dla t e ( —o o , A }
n ti cc
<p‘v(0 =*<oJA) + Y  J { ć > i( t - s ) ,  . . . ,  ę {n( j - s ) ) d s rvlt(T ,s)}dx
/i =  l  A O
l
+  J 9 Ja ) di  * dla t e ( A , B ) , v = l , 2 , . . . , n ,
(4)
gdzie ti = max [ -4]
Łatwo widać, że funkcje (pjt) są określone i ciągłe w przedziale ( —co, B). 
Jest oczywiste, że są one wspólnie ograniczone w przedziale ( —oo, A }. Pokażemy
teraz, że funkcje ę j t )  są wspólnie ograniczone w każdym przedziale domknię­
tym <A , b}, zawartym w przedziale <A , B).
Wprowadźmy w tym celu oznaczenia
(5) Gv(t) =  | } g j i ) d i \
A
(6) A j t )  =  su p \(pju)\
uśt
(7) r j b )  -  Ov+  max Gy(t)
i przyjmijmy, że A ^ u ^ t ^ b .
Z określeń (4), wobec założeń 1° i 3° Z, mamy
n  Uf oo
I<pt0)l< M A ) \  + Z  J max | / V(1( t , ę [ ( r - s ) ,  . . . ,  <p‘( t - s))| V  rv#.(T> s) dr+
/ ! =  1 i4 5 ^ 0  s  =  0
u n ui
+ 1 J 9 Â * )  d z | <  |cov(A ) | +  Z  J m a x  < M T > - s ) , • ■ • ,  - s ) )  p ,„ (t)  d r  4-
A n =  1 A  s > 0
+  1 J 9v(x)dz\ =  \cov(A)\ + J ï \ ( t ,  A [ ( r - s ) ,  . . . ,  /1‘( r - s ) ) d T + |  J 0v( t ) d x\.
A A  A
Stąd, wykorzystując oznaczenie (7), otrzymujemy nierówność całkową
(8) A[(t)s ;r v(b) +  i  T v( z , A [(r) ........4 ( t ) ) d r , t e<A, b>,
A
z której na mocy twierdzenia Z. Opiala [5] wynika nierówność
(9 )  A [(t)^q y(t), te  { A , b y ,
gdzie symbolem q ^ t) ,  . . . ,  q„{t) oznaczono całkę górną w prawo układu równań 
różniczkowych (3), wychodzącą z punktu (A , r t (b), ... ,  r„(b)).
Z nierówności (9) wynika, że funkcje ep\(t), v = l ,  2, . . . ,  n, są wspólnie ograni­
czone w każdym z przedziałów ( —oo, by, gdzie b e ( A ,  B).
Pokażemy jeszcze, że funkcje te są jednakowo ciągłe w przedziale ( — co, by. 
Przyjmijmy w tym celu, że liczby t oraz t+ h > t  należą do przedziału (A ,  by; wtedy 
z równań (4) wynika, że
K  =  h i ( t  + h ) ~ <j»t(<)|<  Z  J I J./v„(T, <p\(z-s), , ę ‘n(r - sj)ds rv„ ( t , s)|dr +
ą = l  t i  0
t  +  h  n  t i  +  h
+  1 f  a M d z Z  1 m a x 0 v„(i,q>ti( z - s ) ,  , q>in( z - s ) ) v vtt(r)dr +
t /i =  1 f, 0
t + h ti + h t + h
+  1 |  gv(r )d r \^  J v( t ,  A i(r), . . . ,  A‘n(r))dz + J \gy( z ) \ d z ^ K ( b ) h .
t  t i  t
gdzie K(b) oznacza pewną funkcję rosnącą zmiennej b. Wynika stąd jednakowa 
ciągłość funkcji ep[(t) w przedziale (A ,  by; dowód jednakowej ciągłości rozważanych 
funkcji w przedziale ( —oo. by nie przedstawia już, wobec założenia 7° i określeń (4), 
żadnych trudności.
Analogicznie jak w pracy [3] pokazuje się, że z ciągu (p‘v(t) można wybrać podciąg, 
który przy każdym ustalonym v ( v = l ,2 , . . . , « )  jest zbieżny w całym przedziale 
( — oo, B) do pewnej funkcji <py(t), przy czym zbieżność ta jest jednostajna w każ­
dym przedziale ( —oo, ń>, gdzie b<B. Tak samo pokazuje się, że funkcje
<py(t)(v = 1, 2, ... ,  ri) spełniają, równoważny układowi (1), układ równań całkowych:
(10)
cpy(t) =  u>v(t) dla
n  t  oo
(pvU) =  o)v( A ) +  Z  J  {  J / v „ ( T > 4 > i ( t - s ) ,  • • • ,  (pn( r - s ) ) d s rvll( r ,  s )} d r
H — 1 A  0
t
+ J d M d r , dla A ^ t < B ,  v =  1, 2, . . . ,  « .
A
Tym samym dowód twierdzenia 1 został zakończony.
3. Dla zbadania ograniczoności rozwiązań układu równań (1) przyjmijmy 
następujące założenia:
Z a ło ż e n ia  H.
1° Zachodzą założenia Z, wystarczające dla istnienia rozwiązania układu równań (1). 
2° Funkcje Gv(t), określone wzorem (5), są ograniczone w przedziale <A ,B ): 
sup <?„(/)=Ârv= const, v = l ,  2, n.
At Z t <B
3° Całka górna w prawo układu równań różniczkowych zwyczajnych (3), wycho­
dząca z punktu (A , Cl t  C„), gdzie CV= K V+QV, v = l ,  2 jest  ograni­
czona w przedziale <A ,B ): |^v( t ) |< ń /v =  const, v = l ,  2 , . . . ,  n.
4° Dla każdego ustalonego punktu y„) zbieżna jest całka
(11) yv(0  =  J y v(T, , . . . ,  yn) d r .
A
Twierdzenie 2. Jeżeli spełnione są założenia H, to każde rozwiązanie 
. . . ,  układu równań (1) jest ograniczone w przedziale (A ,  B) oraz istnieją
granice
t
(12) lim |<jov( 0 -  f  9 v ( j ) d * \ ,  v =  1 ,  2 , . . . ,  n .
t~*B — 0  A
D o w ó d . Z założenia 1° H  i z twierdzenia 1 wynika, że istnieje rozwiązanie 
<Pv(t), v=  1 ,2 , układu (1), odpowiadające danym funkcjom początkowym
&>„(/), v = l ,  2, Po łatwych obliczeniach otrzymujemy nierówność całkową
^ v ( 0 < C v +  {  ¥ \ , ( t ,  / 4 j ( t ) ,  . . . ,  An(x))dx, t e < A , B ) ,
A
gdzie /lv(0  =  sup|<pv(«)|, zaś funkcje Gv(t) zostały określone wzorem (5). Z merÓW-
usSl
ności tej wynika, że
(13) A ( 0 < Ł ( 0  dla te< A ,B ),  v =  1 , 2 ,  . . . ,  n ,
przy czym symbolem q t(t), . . . ,  q„(t) oznaczono tu całkę górną w prawo układu
równań (3), wychodzącą z punktu (A , C lt  . . . ,  C„). Z nieróv/ności (13) i z założe­
nia 3° H  wnioskujemy o ograniczoności rozwiązania q>v(t); zatem
(14) |ę>v(t)|< lV v =  const, t e ( A , B), v =  1, 2 , . . . ,  n,
co kończy dowód pierwszej części tezy.
Połóżmy teraz
t
Qv(t) =  <?v(0- f  g M  d i 
A
i niech A ^ t ^ s < B ;  z równań (10) wyniknie, że wtedy
dla v =  1, 2, ... ,  n. Z założenia 4° H  wnosimy, że ostatni człon powyższej nierówności 
dąży do zera gdy 0, co dowodzi istnienia granic (12). Tym samym twier­
dzenie 2 zostało udowodnione.
U w aga. Z twierdzenia 2 wynika, że jeśli spełnione są jego założenia i jeśli dla 
pewnego wskaźnika v istnieje granica
t
lim f  g j t )  d-c,
t - B - 0 A
to istnieje granica odpowiedniej składowej rozwiązania q>y{t) przy t-* B —0.
Z twierdzenia tego wnioskujemy dalej, że jeśli któraś z funkcji Gv(0  nie jest 
ograniczona w przedziale < A , B), lecz są spełnione pozostałe założenia twierdzenia 2, 
to któraś z funkcji cpjt) jest też nieograniczona, gdyż w przeciwnym przypadku było­
by dla v = l ,  2 , . . . ,  n :
G,(0 =  I J 0vCO d z \<  |ę>y(OI + 1t M  j  <P„(t , N i , . . . ,  N„) d z < +  oo,
A  A
co przeczy założeniu, że nie wszystkie G„(t) są ograniczone.
4. Pewne przypadki szczególne. Udowodnione twierdzenia uogólniają wyniki 
uzyskane w pracy [3]. Istotnie, przyjmijmy że spełnione są założenia 2°, 3°, 5°, 6°, 7° Z  
oraz założenia 1° Z  z tym, że zamiast nierówności (2) spełniona jest nierówność
n
(15) l/v„(U*i> ■■■,xn) \ ^ A vll(t)+  £  M O W  ; v , n  = l , 2
X = 1
gdzie A y/I(t) i Bv/lx(t) oznaczają pewne funkcje ciągłe i nieujemne w przedziale ( A , B). 
Wtedy układ równań różniczkowych (3) ma postać
(16) y'X0 =  Z C Z  M 0 ® v f(0 ] ) '* +  Z  ^*i.(O0v„(f)-
X = 1  f l =  1 / i =  1
Z przyjętych założeń o funkcjach A Vfl(t) i Bv/ix(t) wynika, że rozwiązanie układu 
równań (16), wychodzące z punktu (A , C t , C„) jest monotoniczne. Zakładając 
więc, że
00 00
(17) J A vil(t) vVfl(t) d t<  + oo oraz J Bvllx(t) vv„(ł) dt < +  oo ,
A A
stwierdzamy na mocy twierdzenia B. P. D emidowicza [4], że rozwiązanie układu (16) 
spełniające warunek początkowy (A , C t , C„) jest ograniczone. Oznacza to, że
spełnione jest założenie 3° H; założenia (17) gwarantują oczywiście zbieżność 
całki (11), występującej w założeniu 4° H. Przyjmując więc jeszcze, że zachodzi 
założenie 2° H, możemy sformułować następujące
Twierdzenie 3. Jeżeli są spełnione założenia 2°, 3°, 5°, 6°, 7° Z, warunki (15) i (17) 
oraz założenie 2° H, to istnieje rozwiązanie układu równań (1); każde rozwiązanie, 
jest ograniczone w przedziale (A ,  B) oraz istnieją granice (12).
Przyjmijmy teraz, że zachodzą założenia Z  z tym, że nierówność (2) zastąpimy 
nierównością
(18) l/v ,.0 .* i>  ■ ~,xn)\<iA vll(l)B vllQx1\, . . . ,  |x„|),
gdzie AVfl(t) oznacza funkcje ciągłe i nieujemne w przedziale ( A , 5 ), zaś BVfl(y1, ..., y„) 
ciągłą i nieujemną funkcję argumentów y l t  . . . , yn(y i^ 0  dla i '= l ,  2 , . . . ,  ń), nie- 
malejącą względem tych argumentów. Wtedy układ równań (3) przyjmie postać
n
(19) y*(t) =  E  CVM(0  Bv,l{yl y  gdzie CVM(t) = A v/i(t) vVfl( t ) .
M=1
Załóżmy ponadto, że zbieżna jest całka
00
(20) |  Cv(0  d t , v = l , 2 , . . . , n ,  Cv(f) =  max Cv„(f),
^  /j
oraz że funkcje Gv(t), określone wzorem (5), są ograniczone w przedziale ( A , B). 
Tym samym spełnione są założenia 1°, 2° i 4° H. Pokażemy, że zachodzi też zało­
żenie 3° H. Niech więc y v(t), v = 1, 2 oznacza rozwiązanie układu równań (19), 
wychodzące z punktu (A , C t , . . . ,  C„); wtedy, przyjmując oznaczenia:
n
Bv(t) =  E BU l) - y (0  =  max yv( 0 , B*(«) =  ^ v( u , . . . , « ) ,
/ i =  1 V
otrzymamy
t  n
J \(0  =  Cv+  J E  • • • > y„(r))dr<
<  Cv+  j  Cv(T)Pv(yi(T), , yn(t))d T ^ C v.+  J Cv(t) B’(y (t)) d r .
A A
Otrzymujemy stąd nierówność całkową
(21) y ( t K C +  JC (T)fł*(y(T»dT,
A
gdzie C = m axC v, C (0 = m ax C v(r), 2?*(w) =  max£*(w), z której, na mocy znanego
V V V
twierdzenia Bihariego [2], wynika nierówność
(22) y ( t ) ś R - 1[ R ( C ) + j c ( r ) d t 3 ,  t e <A , B ) ,
A
przy czym
Z założenia (20) i nierówności (22) wynika ograniczoność rozwiązania 
— ,y„(t) układu równań (19), wychodzącego z punktu (A , C t , . . . ,  C„). Można 
zatem wypowiedzieć
T w ie r d z e n ie  4. Jeżeli są spełnione założenia Z , nierówności (18) i (20) oraz jeżeli 
funkcje Gv(t) są ograniczone w przedziale < A , B), to istnieje w tym przedziale rozwiąza­
nie układu (1), każde rozwiązanie tego układu jest ograniczone oraz istnieją granice (12).
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J a n  B ł a ż
O N  TH E EXISTENCE A N D  B O U N D E D N E SS O F SOLUTIONS O F A  SYSTEM  
OF DIFFE R E N T IA L  EQ UATIONS W ITH D E L A Y E D  A R G U M E N T
S u m m a ry
Under the assumptions 1°— 7° (pages 25-26) it is proved, by Tonelli’s method, that the Cauchy 
problem for the system o f  differential equations with delayed argument o f form ( 1), has at 
least one solution. If, furthermore, assumptions 1°—4° (page 28) are fulfilled, then each so­
lution <Pv{t), v  =  1 , 2 , . . . , « ,  o f  system (1) is bounded in the interval { A ,  B ) and the limits
t
lim|ipv(0- jV v(r)* |,J’ = 1 , 2 ,  . . . ,n,  
t - B  A
exist. These theorems generalize author’s results [3].
Oddano do Redakcji 1 sierpnia 1969 r.
