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THE TROPICAL GEOMETRY OF SHORTEST PATHS
MICHAEL JOSWIG AND BENJAMIN SCHRÖTER
Abstract. We study parameterized versions of classical algorithms for computing
shortest-path trees. This is most easily expressed in terms of tropical geometry. Appli-
cations include the enumeration of polytropes, i.e., ordinary convex polytopes which are
also tropically convex, as well as shortest paths in traffic networks with variable link
travel times.
1. Introduction
One of the most basic classes of algorithmic problems in combinatorial optimization is
the computation of shortest paths for all pairs of nodes in a directed graph. The reader
should consult the monograph of Schrijver [30] for a comprehensive survey. Here we
study parameterized versions where some of the arc weights are unspecified. It turns
out that standard tools such as the Floyd–Warshall algorithm [30, §8.4] or Dijkstra’s
algorithm [30, §7.2] admit interesting generalizations. While it is known that the shortest
path problem is connected to max-plus linear algebra and tropical geometry (see, e.g., [6,
Chap. 4], [27, §5.2], [36], [37] and their references), this paper is devoted to investigating
how the geometric underpinnings can be exploited algorithmically. In this way we can
interpret results from combinatorial optimization alongside with knowledge from geometric
combinatorics.
Our setup is the following. Let Γ be a directed graph with n nodes and m arcs.
Throughout we will assume that Γ is simple in the sense that there are neither parallel
arcs nor loops. Additionally, each arc will be equipped with a weight. Then, since Γ is
simple, the graph together with the weight function, can be encoded as an n×n-matrix
where the coefficient at position (u, v) is the weight on the arc from u to v. Necessarily
we have m ≤ n2 − n, with equality if and only if Γ is a complete directed graph. Since we
will be interested in shortest path problems we consider smaller weights as better, and
this suggests to use ∞ to signal the absence of an arc. The resulting matrix is a weighted
adjacency matrix of Γ. This leaves the question: what are the weights?
In the context of the shortest path problem a very general answer is the following. Let
(G,+) be a totally ordered abelian group such that ∞ is not an element of G. Then
2010 Mathematics Subject Classification. 52B55, (14T05, 68R10, 90B20).
Key words and phrases. parametrized shortest paths; Dijkstra’s algorithm: troical convexity; polytropes;
triangulations; traffic networks.
This research has been carried out in the framework of Matheon supported by Einstein Foundation
Berlin. Additional support by Institut Mittag-Leffler within the program “Tropical Geometry, Amoe-
bas and Polytopes” is gratefully acknowledged. M. Joswig has further been supported by Deutsche
Forschungsgemeinschaft (EXC 2046: “MATH+”, SFB-TRR 109: “Discretization in Geometry and Dynam-
ics”, SFB-TRR 195: “Symbolic Tools in Mathematics and their Application”, and GRK 2434: “Facets of
Complexity”).
1
ar
X
iv
:1
90
4.
01
08
2v
2 
 [m
ath
.C
O]
  9
 O
ct 
20
19
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G∪{∞}, equipped with “min” as the addition and “+” as the multiplication, is a semiring;
this is the (min,+)-semiring associated with G. Here ∞ is neutral with respect to the
addition and absorbing with respect to the multiplication. Via the usual rules for the
addition and the multiplication of matrices this entails a semiring structure on the set
(G ∪ {∞})n×n of n×n-matrix with coefficients in G ∪ {∞}. The classical shortest path
problem occurs when G is the additive group of the real numbers. We denote the extension
R∪{∞} of this group by T. However, it is interesting and useful to go one step beyond by
only requiring that G is a commutative semigroup equipped with a partial ordering, which
is not necessarily total. Then, in general, for a pair of nodes there are competing shortest
paths whose total weights are incomparable. We will see that basic algorithmic ideas for
solving shortest path problems still remain valid, with minor adjustments. There is one
case of particular interest to us. This is when G is the additive semigroup of tropical
polynomials with real coefficients in a fixed number of indeterminates.
To look at parameterized versions of shortest path problems is not a new idea. A
first paper which explores connections to polyhedral geometry is Fredman [13]. Another
important precursor of our approach is a paper by Gallo, Grigoriadis and Tarjan [15] on a
parametric version of the celebrated push–relabel method for computing maximum flows
by Goldberg and Tarjan [20]. Moreover, shortest path computations have been considered
in the context of robust optimization; cf. [4] for a general reference. For instance, Yu and
Yang observed that in a digraph equipped with interval weights, for given nodes s and
t, it is NP-complete to decide whether there is a shortest s–t path whose total weight
stays below a certain threshold [40, Theorem 1]. Other modern concepts in this area
include online techniques (e.g., see [2]) as well as robustness combined with randomization
(e.g., see [28]) and dynamic algorithms (e.g., see [5]). The s–t shortest path problems
addressed in the above model, e.g., the perspective of a single driver who wants to navigate
her car through a road network with uncertain link travel times. Here instead we are
considering the all-pairs shortest path problem, which amounts to taking the perspective
of the provider of the network; cf. Section 6.1 below for computational experiments on
real-world data. These show that our method is also practically useful, unless the output
size becomes too large.
Our paper is organized as follows. Section 2 starts out with a brief sketch on how to
generalize the classical algorithm of Floyd and Warshall to the scenario with parameterized
arc weights. The algorithmic core of this paper, explained in Section 3, is a procedure for
enumerating all parameterized shortest-path trees to a fixed target node. This can be seen
as a parameterized analog to Dijkstra’s algorithm. We will demonstrate that this algorithm
is feasible in practice for few variable arc weights. In Section 4 we consider the problem
of enumerating all polytropes of a given dimension; this was studied in [37] via Gröbner
fans of toric ideals. A polytrope is an ordinary convex polytope which is also convex in the
tropical sense; cf. [26]. Their tropical vertices are known to correspond to shortest-path
trees, and they also arise as tropical eigenvectors; cf. [6, Chap. 4], [27, §5.1]. Conceptually,
this allows to enumerate polytropes via a reduction to a parameterized shortest-path
computation. However, it turns out to be more efficient to employ a new connection
with the fundamental polytopes, Pn, of [39] and [10] In Theorem 22 we show that the
combinatorial types of full-dimensional polytropes in Rn/R1 are in bijection to the regular
central subdivisions of Pn. Via an implementation in polymake [16] and mptopcom
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[25], this allows us to independently confirm a computational result by Tran [37]: there
are precisely 27248 combinatorial types of maximal 4-dimensional polytropes. Still, with
current techniques the next case, i.e., to enumerate all 5-dimensional maximal polytropes,
seems to be out of reach. This leads us, in Section 5, to modify the enumeration via
fundamental polytopes for the subclass of isodiametric polytopes [11]. Our computational
results are summarized in Section 6, with a detailed comparison with Tran’s results in
Remark 29. We conclude this paper with a few open questions.
2. Parameterizing the Floyd–Warshall algorithm
A standard method for computing all shortest paths between any pair of nodes in a directed
graph is the Floyd–Warshall algorithm. This is well-known to have a straightforward
interpretation in tropical arithmetic as follows. We will briefly sketch the method and
refer to [30, §8.4] or [1, Section 5.9] for details.
Let Γ be a directed graph on n nodes with weighted adjacency matrix D = (duv)u,v ∈
Tn×n. A naive algorithm for obtaining all-pairs shortest paths is to compute the (n−1)st
tropical power D(n−1) of the matrix D. We write “⊕” for the tropical matrix addition,
which is defined as the coefficientwise minimum, and “” for the tropical matrix multipli-
cation, i.e., the analog of classical matrix multiplication where “min” and “+” replace the
addition and the multiplication, respectively. For computing shortest paths the (n−1)st
power is enough since any shortest path, if it exists, takes at most n− 1 arcs. Each of the
n− 2 multiplications takes O(n3) time, resulting in a total cost of O(n4). Since we will
beat this anyway (via (2) below), it is not worth it to even think about clever strategies
for multiplying these matrices. Unless there are negative cycles the coefficient of D(n−1)
at position (u, v) is the length of a shortest path from node u to v. Moreover, a negative
cycle exists if and only if a coefficient on the diagonal is negative. Formally, the solution
to the all-pairs shortest path problem can be written as
(1) D∗ = I ⊕D ⊕D2 ⊕ · · · ⊕D(n−1) ⊕ · · · ,
which converges to D(n−1) if and only if there is no negative cycle; here I = D0 is the
tropical identity matrix, with coefficients 0 on the diagonal and ∞ otherwise. The matrix
D∗ is called the Kleene star of D; cf. Butkovič [6, §1.6.2.1].
Floyd and Warshall’s algorithm reduces the complexity of computing D∗ to O(n3) via
dynamic programming. The key ingredient is the weight of a shortest path from u to v
with all intermediate nodes restricted to the set {1, 2, . . . , r}, which is
(2) d(r)uv =
{
duv if r = 0
min
(
d
(r−1)
uv , d
(r−1)
ur + d
(r−1)
rv
)
if r ≥ 1 .
That is, in the nontrivial step of the computation we check if going through the new
node r gives an advantage.
We set D(r) =
(
d
(r)
uv
)
u,v
. By applying the formula (2) recursively, the Floyd–Warshall
algorithm computes D(n) in O(n3) time. The trick is that, with D(r−1) known explicitly,
the computation of a single coefficient d(r)uv requires only constant time. Note that this
method is also suitable for detecting negative cycles by checking the diagonal of the
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result. A negative cycle exists if and only if some diagonal coefficient of D(n) is negative.
Otherwise D(n) = D(n−1) = D∗. In general, D(r) is distinct from any tropical power Dk.
Remark 1. For computing all-pairs shortest path in a dense graph with arbitrary weights
there is no algorithm known to beat the O(n3) complexity bound; see [30, §8.6]. Yet
Floyd and Warshall’s algorithm was improved by Fredman in [13] when the edge weights
are restricted to be nonnegative. Fredman’s bound is based on the reduction of computing
the Kleene star D∗ to tropical matrix multiplication; see [1, Theorem 5.7 and Corollary 2].
Moreover, he subdivides the matrix multiplication into the multiplication of smaller block
matrices of sizes n×√n and √n× n, respectively. In combination with a clever search
method this leads to a bound of O(n5/2) comparisons. Further, this approach leads to an
algorithm of complexity O(n3(log log(n)/ log(n))1/2) by Takaoka [33]; see [30, §7.5] for
an overview of all-shortest paths with nonnegative weights.
x
y
2
x+ 1
y
x
y
43 + x4 + 2x
9
2 + y
6 + 2y
2 + x+ y
Figure 1. Two generic tropical plane curves. Each region is marked
with the term at which the minimum is attained. Left: tropical line defined
by min(2, 1 + x, y). Right: tropical quadric defined by min(4, 3 + x, 4 +
2x, 2 + x+ y, 6 + 2y, 92 + y).
Our first observation is that the same ideas can be applied in the presence of variable
arc weights. To this end we consider a weighted adjacency matrix where each coefficient
is a multivariate polynomial whose coefficients lie in the (min,+)-semiring T. These
polynomials again form a semiring, and thus, via the usual addition and multiplication,
the set of n×n-matrices with coefficients in T[x1, . . . , xk] is a semiring, too. Evaluating a
tropical polynomial f in k variables gives rise to a function from Rk to R, which we also
denote f . That function is piecewise linear, continuous and concave; cf. [27, §1.1]. The
domains of linearity of f are the regions of the tropical hypersurface defined by f . Each
region is the set of points z ∈ Rk for which f(z) attains its minimum at one fixed term.
The finitely many regions form a polyhedral subdivision of Rk; cf. Figure 1. Now, if D is
a matrix with coefficients in T[x1, . . . , xk], then each coefficient of D defines a tropical
hypersurface and a polyhedral subdivision of Rk. The maximal cells of the common
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refinement of the polyhedral subdivision taken over all coefficients of D, are the regions
of D. Each region of D is the intersection of the regions of the tropical hypersurfaces
corresponding to some set of coefficients of D.
Observation 2. The solution to the all-pairs shortest paths problem of a directed
graph with n nodes and weighted adjacency matrix D ∈ T[x1, . . . , xk] is a polyhedral
decomposition of Rk induced by up to n2 tropical hypersurfaces corresponding to the
nonconstant coefficients of D(n−1). On each polyhedral cell the lengths of all shortest
paths are linear functions in the k parameters.
By multiplying the nonconstant tropical polynomials of a matrix D ∈ T[x1, . . . , xk]n×n
we obtain one tropical polynomial which yields the tropical hypersurface induced by D,
and this is denoted T (D). The regions of T (D) are precisely the regions of D.
Example 3. Consider the directed graph Γ on four nodes with the weighted adjacency
matrix
(3) D =

0 ∞ ∞ 1
1 0 ∞ ∞
y 1 0 ∞
∞ x 1 0
 ,
whose coefficients lie in the semiring T[x, y] of bivariate tropical polynomials. The third
tropical power of D reads
D3 =
min(2 + x, 2 + y, 0) min(1 + x, 3) 2 11 min(2 + x, 0) 3 2min(y, 2) min(1 + x+ y, 1) min(2 + y, 0) min(1 + y, 3)
min(1 + x, 1 + y, 3) min(x, 2) 1 min(2 + x, 2 + y, 0)
 .
Ten among the 16 coefficients d3uv are nonconstant. Three of the corresponding tropical
polynomials are linear and generic: d31,1 = d
3
4,4 = min(2 + x, 2 + y, 0) and d
3
4,1 = min(1 +
x, 1 + y, 3). Six coefficients are linear but degenerate. Among these we have the equalities
d31,2 = min(1 + x, 3) = 1 + d
3
4,2 and d
3
3,4 = min(1 + y, 3) = 1 + d
3
3,1. Only the coefficient
d33,2 = min(1 + x+ y, 1) is nonlinear; it is a (degenerate) tropical polynomial of degree
two. In Figure 2 the resulting two nondegenerate and four degenerate tropical lines are
marked by circles at their apices. Those lie at infinity in the degenerate cases. The
tropical quadric degenerates to an ordinary line, which is marked by two squares. We
obtain an arrangement of 2 + 4 + 1 = 7 tropical hypersurfaces. Their union is the tropical
hypersurface T (D3) induced by D3, up to multiplicities, and it has 15 regions.
Now we want to extract information about shortest paths from this geometric data.
The diagonal of D3 reveals that there are no negative cycles unless x < −2 or y < −2.
All coefficients are finite, and thus Γ is strongly connected. The feasible domain is the set{
(x, y) ∈ R2 ∣∣ x ≥ −2, y ≥ −2} ,
where shortest paths between any two nodes exist. It is subdivided into seven regions,
four bounded and three unbounded ones. Eight of the 15 regions of D3 are infeasible.
Comparing tropical polynomials f, g ∈ T[x1, . . . , xk] as real functions we set
(4) f ≤ g :⇐⇒ f(z) ≤ g(z) for all z ∈ Tk .
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x
y
0 3 2 11 0 3 22 1 0 3
3 2 1 0

 0 3 2 11 0 3 22 1 0 1+y
1+y 2 1 0

 0 1+x 2 11 0 3 22 1 0 3
1+x x 1 0

 0 1+x 2 11 0 3 2y 1 0 1 + y
1 + x x 1 0

 0 1+x 2 11 0 3 2y 1+x+y 0 1+y
1+y x 1 0

  0
1
+
x
2
1
1
0
3
2
y
1
+
x
+
y
0
1
+
y
1
+
x
x
1
0
   
0
1
+
x
2
1
1
0
3
2
y
1
0
1
+
y
1
+
y
x
1
0 
−3
−3
−2
−2
−1
−1
0
0
1
1
2
2
3
3
d31,1
d31,2 d
3
2,2
d33,1
d33,3
d34,1
d33,2
d33,2
Figure 2. Decomposition of R2 into the 15 regions of the Kleene star
D3 from Example 3. These are induced by an arrangement of six tropical
lines and one tropical quadric. On each of the seven feasible regions the
lengths of the shortest paths are linear functions in x and y. The eight
infeasible regions are shaded.
This defines a partial ordering. It is easy to see that f and g are comparable if and only
if f =∞ or g =∞ or f(z) = c+ g(z) for some constant c ∈ R.
Consider a matrix D ∈ T[x1, . . . , xk]n×n. We say that D has separated variables if
each indeterminate occurs in the weight of at most one arc. In this case each coefficient
of D involves a constant plus at most one of the k indeterminates. It then follows that
k ≤ m ≤ n2 − n. This property is satisfied by the the matrix (3) in Example 3.
Theorem 4. Let D ∈ T[x1, . . . , xk]n×n be the weighted adjacency matrix of a directed
graph on n nodes with separated variables. Then, between any pair of nodes, there are
at most 2k pairwise incomparable shortest paths. Moreover, the Kleene star D∗, which
encodes all parameterized shortest paths, can be computed in O(k · 2k ·n3) time, if it exists.
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Proof. First we consider the case without negative cycles, i.e., cycles whose total weight
is comparable to and strictly less than zero. Then there is at least one shortest path
between any two nodes; for convenience here we take paths of weight ∞ into account.
In each shortest path each arc occurs at most once. By our assumption this means
that the total weight is λ+ xi1 + · · ·+ xi` for λ ∈ T and xi1 + · · ·+ xi` is a multilinear
tropical monomial, i.e., each indeterminate occurs with multiplicity zero or one. There
are 2k distinct multilinear monomials, and hence this bounds the number of incomparable
shortest paths between any two nodes.
To obtain our complexity result we use the Floyd–Warshall algorithm with the compu-
tation of the coefficients d(r)uv via (2) as the key step. In our parameterized scenario each
coefficient of D(r−1) is a multilinear tropical polynomial. The tropical multiplication,
i.e., ordinary sum, of two multilinear monomials takes linear time in the number of
indeterminates, which is at most k. Each coefficient of D(r−1) has at most 2k terms by
our bound on the number of incomparable shortest paths. We infer that computing d(r)uv
takes not more than O(k · 2k) time, and this yields our claim. 
If the coefficients of D ∈ T[x1, . . . , xk]n×n are linear tropical polynomials, then each
coefficient in D(n−1) is a tropical polynomial of degree at most n − 1, and thus the
degree of the tropical hypersurface T (D(n−1)) does not exceed n2(n − 1), which is of
order O(n3). This occurs, e.g., when D has separated variables.
Corollary 5. With the same conditions as above, and if k is considered a fixed constant,
all parameterized shortest paths can be computed in O(n3) time, if they exist.
3. A parameterized analog to Dijkstra’s algorithm
The Floyd-Warshall algorithm considered in the previous section is very useful to get
a conceptual overview of the shortest-path problem. The Kleene star D∗ = D(n−1)
itself does not directly provide us with the information about all shortest paths for all
choices of parameters simultaneously. Instead this is only determined by the polyhedral
decomposition of the parameter space Rk into the regions of D∗, induced by the tropical
hypersurface T (D∗). In this section we propose a method, based on Dijkstra’s algorithm,
to find the regions of D∗, given D.
DijkstraâĂŹs algorithm is the main method for computing shortest paths used in
applications; cf. [30, §7.2]. It computes a shortest-path tree directed toward a fixed node.
In this setting it is common to assume that all weights are nonnegative, and this is what
we will do here.
Again we let Γ be a simple directed graph with n nodes and weighted adjacency
matrix D = (duv)u,v ∈ T[x1, . . . , xk]n×n. Working with nonnegative weights means
that we consider the feasible region of the matrix D within the positive orthant. The
nonnegativity assumption entails that a shortest path from any node to any other node is
well defined or, equivalently, the Kleene star D∗ exists. Since we do not assume that Γ is
strongly connected, we allow for “shortest paths” of infinite length.
Motivated by an application to traffic networks (cf. Section 6.1) we choose the following
setup. Each arc (u, v) in Γ is equipped with a weight interval [λuv, µuv] subject to
0 ≤ λuv ≤ µuv ≤ ∞ .
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If µuv =∞ then we abuse the notation [λuv, µuv] for the ray {x ∈ R | x ≥ λuv}. Similarly,
if λuv = µuv =∞, then [∞,∞] is the empty set which signals the absence of an arc. In
Section 6.1 below the weight interval will describe a range of possible travel times along a
link in a traffic network. We explicitly allow for the case λuv = µuv, i.e., the arc (u, v)
may be equipped with a constant weight. Assuming that there are precisely k arcs with
nonconstant weights, we can identify those arcs with the variables, for which we also use
the notation xuv. Conversely, we also write “λ(xi)” for the given lower bound on xi and
“µ(xi)” for the given upper bound. Setting the coefficients of D to
duv =
{
xuv if λuv < µuv
λuv otherwise ,
we arrive at the case of separated variables. So Theorem 4 applies, but here we restrict
the feasible domain to the k-dimensional polyhedron [λ(x1), µ(x1)]× · · · × [λ(xk), µ(xk)].
The latter set is compact, if and only if all upper bounds are finite.
From now on we will compare two tropical polynomials f, g ∈ T[x1, . . . , xk] with respect
to this polyhedron, i.e., we let f ≤ g if f(z) ≤ g(z) for all z ∈ [λ(x1), µ(x1)] × · · · ×
[λ(xk), µ(xk)]. Whenever, the tropical polynomials f and g are sums of the arc weights on
paths with separated variables, then checking f ≤ g can be done with a single evaluation
of each of the polynomials: that is, in this case f ≤ g if and only if f(µ) ≤ g(λ) where λ
and µ are the minimum and the maximum, respectively, taken over all variable bounds
involved. If not further specified than λ(xi) = 0 and µ(xi) =∞.
A compact way to represent the set of shortest paths to a single target is a shortest-
path tree. A shortest-path tree is the result of Dijkstra’s algorithm when all weights are
constant. Motivated by [34, Theorem 7.3], we extend the notion of shortest-path trees
to the partial ordering ≤. We call a spanning tree T with all edges directed toward the
target node t a shortest-path tree if, for every arc (v, w),
(5) dvw + pw 6< pv ,
where pv is the length of the path from v to t in the tree T . Often we will denote such a
directed spanning tree as a pair (T, p) in order to stress that all subsequent complexity
bounds require the function p to be given explicitly. A direct consequence of (5) is the
following.
Observation 6. For a given directed spanning tree (T, p) there are at most m arcs such
that dvw + pw and pv are incomparable. In particular, it can be tested in O(k ·m) time
whether a directed spanning tree is a shortest-path tree.
The solution to computing shortest-path trees toward the node t in a directed graph with
n nodes and weighted adjacency matrix D ∈ T[x1, . . . , xk] is a polyhedral decomposition
S of Rk induced by up to n− 1 tropical hypersurfaces corresponding to the nonconstant
coefficients in the column labeled t in the Kleene star D∗. Note that all diagonal entries
are zero as there are no negative cycles. On each polyhedral cell the lengths of all shortest
paths are linear functions in the k parameters. Each such cell is a union of cells of the
subdivision induced by the tropical hypersurface T (D∗).
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Lemma 7. Every shortest-path tree (T, p) gives rise to a polyhedral cell in the decomposi-
tion S. That cell is described by the inequalities
(6) pv ≤ dvw + pw for all arcs (v, w) .
Every region of D arises in this way.
Proof. The inequalities (6) are linear, and thus they define a polyhedron P = P (T ). For
every nonnegative point x ∈ Tk Dijkstra’s algorithm produces a shortest-path tree, Tx,
and we have x ∈ P (Tx). As a consequence these polyhedra cover the feasible domain.
The terms pv and dvw + pw appear in the entry d
(n)
v,t of the Kleene star D∗. Thus each
cell of S is either contained in P , or they are disjoint. On the other hand, if x ∈ P (T )
then every path in T has to be a shortest path after substitution of the variables. In other
words, if q is a term of d(n)v,t which is minimal for x then pv and q evaluate to the same
value at x. This implies that P is contained in a cell of S. We conclude that P ∈ S, and
every region is of that form. 
Clearly, it is enough to take only those arcs into account for which pv is incomparable
to dvw + pw. The following example shows that a shortest-path tree T may yield a lower
dimensional cell or even the empty set.
Example 8. Consider the directed graph Γ on four nodes with weighted adjacency matrix
(7) B =

0 ∞ ∞ ∞
x 0 ∞ ∞
min(2 + x, 5) 2 0 ∞
min(3 + x, 4) 3 ∞ 0
 ,
whose coefficients lie in the semiring T[x] of univariate tropical polynomials. Then B = B∗
is the Kleene star arising from the weighted digraph in Figure 3. Its first column yields
four shortest-path trees with the first node as the target. The four corresponding systems
of inequalities read
x ≤ 1 ,
1 ≤ x ≤ 3 ,
3 ≤ x ,
x ≤ 1 and 3 ≤ x ;
where the final system is infeasible. That is, there are only three regions.
Remark 9. Finding the dimension of a polyhedral cell given in terms of linear inequalities
can be reduced to solving linear programs; cf. [21, Theorem 6.5.5].
Our aim is it to enumerate all shortest-path trees, and hence all maximal dimensional
polyhedral regions. For this purpose consider the graph G = G(D) whose nodes are all
shortest-path trees, and which has an edge between two nodes if the corresponding trees
share n− 2 common edges, i.e., there is exactly one node u with two outgoing edges, and
the two paths from u to the target t are incomparable.
Remark 10. The graph G(D) contains the dual graph of the polyhedral subdivision S
as a connected subgraph.
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x
2 3
5 4
a
b
c d
5 ≤ 2 + x 3 + x ≤ 4
Figure 3. The shortest-path tree in the directed graph of Example 8
that does not correspond to a feasible region.
A graph traversal enumerates all nodes in the connected component of some first node.
This is the core of our approach, which employs the following two procedures.
Algorithm A (Find an initial shortest-path tree). Set each unknown xi to its minimal
value λi. Run Dijkstra’s algorithm to obtain a shortest-path tree, with fixed arc weights,
for the target node t. Let T be this shortest-path tree, equipped with the original weights.
For each node u this yields a parameterized distance pTu ∈ T[x1, . . . , xn] from u to t in T .
That initial tree T is a first node of the graph G(D).
Algorithm B (Traversing G(D)). We will maintain a queue, Q, of pairs of trees and
parameterized distances. That queue is initialized with a single shortest-path tree obtained
from Algorithm A.
While Q is nonempty, pick and remove from Q the next tree T , together with the
parameterized distances pTv from v to t. For every arc (v, w), compare pTv with dvw + pTw.
If they are incomparable add pTv ≤ dvw + pTw to a system of inequalities associated with T ,
and replace the outgoing arc of v, by (v, w) to obtain a new tree T ′. Compute the new
parameterized distances pT ′ , and check whether T ′ is a shortest-path tree. In that case
and if additionally T ′ has not been considered before, add T ′ to Q. Output the triplet of
the tree T , the distance function pT and the system of inequalities describing the region
of T , when there is no arc left to compare.
Remark 11. Algorithm B is a breadth first search on G(D); cf. [34, Chapter 1]. The
order in which the traversal is organized is not particularly relevant. Similarly, the initial
shortest-path tree constructed in Algorithm A could be replaced by any other shortest-path
tree with a non-empty feasible region of parameters.
Let us now determine bounds on the number σ = σ(D, t) of shortest-path trees with
target t and weighted adjacency matrix D. That is also the number of nodes in G(D) and
a crucial parameter for the complexity of the Algorithm B. We will call a variable active
in a shortest-path tree when it occurs in the weight of one of its arcs. In both special
cases treated in the next two lemmas all variables are active for all shortest-path trees.
Lemma 12. Let D ∈ T[x1, . . . , xk]n×n be the weighted adjacency matrix of a directed
graph with n ≥ k + 1 nodes satisfying the following: there is a node t ∈ [n] such that
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du,t = xu for all u ∈ [k] and duv =∞ for all v ∈ [n]− t, and all other arcs have a constant
weight. Then σ(D, t) ≤ (k + 1)n−k−1.
Proof. The path from each node u ∈ [k] to t is unique. In particular, there is exactly one
shortest-path trees with target node t when n = k + 1. Now, let v ∈ [n] \ [k] be some
other node. A path form v to t is either of constant length or it goes via exactly one of
the first k nodes. In particular, any two paths via the same node u ∈ [k] are comparable,
as well as constant paths. Thus, there are at most k + 1 incomparable paths from v to t
for each node v 6∈ [k] ∪ {t}, and hence at most (k + 1)n−k−1 shortest-path trees. 
Remark 13. The graph from Example 8 satisfies the conditions of Lemma 12. It can be
shown that the number of regions of such a graph does not exceed
(
n−1
k
)
. In this case it
is typical that there are shortest-path trees that do not correspond to a feasible region.
We need another definition, before we consider a second special case of a directed graph.
We call an adjacency matrix generic if no two collections of arcs have the same sum of
weights. We take the values λ, and µ <∞ into account when an arc has variable weight.
Lemma 14. Let D ∈ T[x1, . . . , xk]n×n be the weighted adjacency matrix of a directed
graph with n = 2k+ 1 nodes and k2 + k arcs satisfying the following: we have du,u+k = xu
for all u ∈ [k] and du,v =∞ for v 6= u+ k; and du+k,v ∈ R is a positive constant for all
u ∈ [k] and v ∈ [k] \ {u} ∪ {2k + 1}. If D is generic, then σ(D, 2k + 1) = k!.
Proof. Without loss of generality assume that du+k,t < dv+k,t when u < v. That is,
the paths from u and u + k to t = 2k + 1 via v never lie in a shortest-path tree as
du+k,t ≤ du+k,v + xv + dv+k,t with xv ≥ 0. Thus there is a unique shortest path from 1
and 1 + k to t. Inductively, we obtain u! shortest-path trees from u and u+ k to t, as the
node u+ k has precisely u outgoing arcs that occur at the beginning of some path. 
We consider the function Φ : N× N→ N defined as
Φ(n, k) :=
k∑
i=0
(i+ 1)n−i−1
i−1∏
j=0
(k − j) .
For instance, we have Φ(n, 0) = 1 and Φ(n, 1) = 1+2n−2. With this, combining Lemma 12
and Lemma 14, yields the following.
Theorem 15. Let D ∈ T[x1, . . . , xk]n×n be the weighted adjacency matrix of a directed
graph with n nodes and m arcs. Suppose that D is generic and has separated variables
(with lower and upper bounds), and let t ∈ [n] be some node. Further, let σ = σ(D, t) be
the number of shortest-path trees with target node t. Then
σ ≤ min
(
Φ(n, k), nn−2,
(
m
n− 1
))
,
and the graph traversal algorithm B computes the shortest-path trees together with an
inequality description for each region of D∗ in O(k ·m2 · σ + n2) time.
Proof. Since each spanning tree in a graph with n nodes has only n− 1 edges, there are
at most
(
m
n−1
)
(shortest-path) trees in the graph defined by D.
Next let us discuss the extremal case k = n2 − n. Then we have as many variables as
possible, say, with weight intervals [0,∞], and the graph defined by D is K˜n, the complete
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directed graph on n nodes. In this case any two arcs and paths are incomparable, and thus
all labeled spanning trees of the undirected graph are produced as output. By Cayley’s
formula the complete undirected graph Kn has precisely nn−2 labeled spanning trees.
Note that fixing the target node t in an undirected spanning tree amounts to picking t as
the root and directing all edges toward it. Since increasing the number of variables cannot
decrease the number of shortest-path trees we obtain the second inequality σ ≤ nn−2.
Now we will look into the general case. We want to count the number of shortest-path
trees toward t with exactly i active variables. Fix a set of i variables which amounts
to fixing i arcs, as we have separated variables. Now pick some directed spanning tree
with root t that includes the i chosen arcs. Contracting the arcs with constant weight we
arrive at a tree with exactly i+ 1 nodes and i arcs. The induced partial ordering has at
most i! linear extensions, and this is the extreme case which occurs in Lemma 14.
Undoing the contraction of the constant arcs we obtain shortest path trees with at most
n− i− 1 additional nodes, and this situation is exactly as in Lemma 12. From any node
a shortest path either leads via an arc with variable weight or it goes directly to t. Hence
there are at most (i+ 1)n−i−1 choices and in total at most (i+ 1)n−i−1 · i! shortest-path
trees for a fixed set of i active variables. Since there are
(
k
i
)
such sets we conclude that
the total number of shortest-path trees satisfies also the final inequality σ ≤ Φ(n, k).
Now let us estimate the complexity of Algorithm B in terms of the number of variables k,
the number of nodes n, the number of arcs m and the number of shortest-path trees σ.
The initial step is to compute a shortest-path tree, T , with Algorithm A. This means,
first, to create an n×n adjacency matrix with constant weights, second, to apply Dijkstra’s
algorithm, and, third, to find the inequality description of the feasible region for T . That
takes O(n2) time for the first two steps and O(k · n) for the third, adding up to a bound
of O(k · n+ n2).
The queue Q of Algorithm B treats every shortest-path trees at most once. It follows
from Observation 6 that such a tree T has at most m arcs that lead to an inequality of the
region of T , and hence at mostm potentially neighbors in G(D). It takes O(k ·n) to update
the distances pT ′ and O(k ·m) to check whether T ′ is a shortest-path tree. Thus in total
the complexity of the traversal algorithm B is at most O(k ·n+n2 + k ·m · σ · (n+m)) =
O(n2 + k ·m2 · σ), as n− 1 ≤ m. 
Corollary 16. Let D be a generic weighted adjacency matrix with separated variables.
Algorithm B enumerates all shortest-path trees of D to a fixed node, together with their
distance functions and inequality description of their polyhedral cell, that are path-connected
in G(D) to a shortest-path tree of a region. In particular, it enumerates a shortest-path
tree for every region.
Proof. A node of G(D) is a shortest-path tree, as well as every of its neighbors. Thus, by
definition of an edge in G(D) every neighbor that is unseen will be added to the queue of
Algorithm B and hence be visited and enumerated. The shortest-path tree computed in
Algorithm A corresponds to a region, and by Remark 10 is every shortest-path tree of a
region in the same connected component. 
Remark 17. The algorithm may not enumerate all shortest-path trees if the weighted
adjacency matrix is not generic. This may happen if two paths are of the same length,
and hence the shortest path from some node to the target is not unique. It is unclear to
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us if the graph G(D) is necessarily connected. However, this is independent from the fact
that the Algorithm B will enumerate one shortest-path tree for every region.
Remark 18. Note that two variables cannot simultaneously be active if they share the
same initial vertex. In particular, this situation occurs when k ≥ n, and hence Φ(k, n)
over-estimates the number of shortest-path trees in that range. The function Φ(k, n)
is the sum over the maximal number of shortest-path trees with i ≤ k active variables.
These maxima cannot be attained simultaneously if k ≥ 2, thus Φ(k, n) over-estimates
the number of shortest-path trees also for k ≥ 2. Clearly, our bound is tight for (directed)
trees, the complete directed graph K˜n on n nodes with k = n2 − n variables, and on
graphs with k ≤ 1 variables.
In the following we collect some details on implementing Algorithm B.
Remark 19. The genericity of the matrix D can be achieved by a symbolic perturbation
of the arc weights. Choosing an ordering on all arcs induces a (lexicographic) ordering
on arbitrary sets of edges. In particular, this gives a total ordering on the set of all
(shortest-path) trees. We may pick the ordering on the arcs in such a way that the
shortest-path tree produced by Algorithm A is minimal. The lexicographic ordering on
the shortest-path trees allows to traverse G(D) without a lookup table or cache. This can
be interpreted in terms of Dijkstra variants based on “labeling” and “scanning”; cf. [34,
§7.1]. See also, e.g., [17] for a dynamic routing algorithm employing that idea.
For maximal speed it is relevant to organize the trees and especially the queue of trees to
be processed by means of suitable data structures. Most importantly, there is an improved
version of Dijkstra’s algorithm by Fredman and Tarjan [14] based on Fibonacci-Heaps.
The latter leads to a complexity of O(m+ n log(n)) in the unparameterized setting; see
also [30, §7.4].
An optimized variant of Algorithm B has been implemented by Ewgenij Gawrilow in
the polymake software system [16]. This implementation uses dynamic programing and
backtracking to traverse the graph implicitly; cf. Section 6.1 for experimental results.
In the subsequent section we will focus on the extreme example of the complete directed
graph K˜n on n nodes with k = n2 − n unrestricted variables. We summarize our current
standings for this case: By Theorem 4 Floyd-Warshall’s parameterized algorithm computes
the Kleene star in O(2n2−nn5) time. The graph traversal Algorithm B enumerates the
shortest-path trees directed to a fixed node in O(nn+4).
4. Enumerating polytropes
In this section we will investigate an important special case of the previous, where Γ = K˜n
is the complete directed graph on n nodes and where each of its k = n(n − 1) arcs is
equipped with its own variable weight, restricted to the interval [0,∞], i.e., the set of all
nonnegative reals. In particular, this is a parameterized all-pairs shortest path problem
with separated variables. One key drawback of applying Algorithm B to this scenario is
that it does not exploit the inherent symmetry: in K˜n any two nodes and any two arcs
are alike. Here we will discuss algorithms which take the symmetry into account.
Studying the case Γ = K˜n is specially motivated by a connection to tropical convexity;
cf. [27, §5.2], [36] and [37]. We start out by introducing some basic notions from that
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area. A nonempty set of points C ⊂ R is a tropical cone if, for any p, q ∈ C and α, β ∈ R
the tropical linear combination min(α1 + p, β1 + q) is again in C; here 1 = (1, . . . , 1) is
the all-ones vector. By definition each nonempty tropical cone C is unbounded since it
contains p + R1 for any p ∈ C. The image of a finitely generated tropical cone in the
quotient Rn/R1 is a tropical polytope. The quotient Rn/R1 is called the tropical (n−1)-
torus, and this is homeomorphic with Rn−1 via the map p+R/1 7→ (p2− p1, . . . , pn− p1).
A polytrope is a tropical polytope which is also convex in the ordinary sense, seen as
a subset of Rn−1. The dimension of an ordinary convex polytope is the dimension of
its affine span. Thus a polytrope in Rn/R1 ∼= Rn−1 has a dimension, and this does not
exceed n− 1. For any finite set of points S in Rn/R1 the tropical convex hull tconv(S),
i.e., the inclusionwise minimal tropical polytope containing the set S, admits a canonical
decomposition into polytropes. If the cardinality of S is r then the r · n homogeneous
coordinates of the points on S induce a regular subdivision of the r · n vertices of the
product of simplices ∆r−1 ×∆n−1, and the tropical polytope tconv(S) is the tight span
of that subdivision; cf. [27, Theorem 5.2.2].
Proposition 20 ([26, Theorem 7]). Let P be a polytrope in Rn/R1 with full dimension
n−1. Then there is a unique set S of cardinality n such that P = tconv(S). In particular,
the full-dimensional polytropes in Rn/R1 are precisely the tight spans of those regular
subdivisions Σ of ∆n−1 ×∆n−1 such that the maximal cells of Σ share some vertex.
The set S is the tropical vertex set of P . Its points form a distinguished subset of the
ordinary vertices of P . The connection to shortest paths comes about as follows. Let
d1, . . . , dn ∈ Rn be representatives of the tropical vertices of a full-dimensional polytrope
P in Rn/R1. We set d′i = di − µi1 where di = (di,1, . . . , di,n) and µi = min(di,1, . . . , di,n).
Then there is a reordering of the rows d′1, . . . , d′n such that the resulting matrix D′ ∈ Rn×n
has zero diagonal. The following result is standard; see, e.g., [31], [36, Proposition 5] or
[27, Theorem 5.1.1].
Proposition 21. The matrix D′ is a Kleene star, and each Kleene star arises like this.
The polyhedral regions of the Kleene star, obtained, e.g., via the parameterized Floyd–
Warshall algorithm, correspond to domains of linearity of Tran’s polytrope map [36,
Theorem 1].
The purpose of this section is to describe a new algorithmic approach to enumerate all
polytropes in a given dimension. While our strategy is inspired by work of Tran [37] there
are fundamental differences. Tran’s method is based on Gröbner fans and refining tropical
hyperplane arrangements (cf. [37, Theorem 29]), whereas here we rely on computing the
set of all regular subdivisions of a special point configuration; cf. Remark 29 below for
more details.
In view of Propositions 20 and 21 our task is to enumerate those regular triangulations
of the product of simplices ∆n−1 ×∆n−1 which admit lifting functions which are Kleene
stars. The (2n − 2)-dimensional polytope ∆n−1 ×∆n−1 has n2 vertices, 2n facets and
lattice volume
(
2n−2
n−1
)
. The computational cost for enumerating triangulations of a point
configuration is governed by the cardinality of the point set and the dimension. It is thus
useful to replace ∆n−1×∆n−1 by a configuration of fewer points in lower dimension, which
still carries all the relevant information. The secondary fan of that point configuration
contains a subfan which is a moduli space for polytropes.
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In the first step, the Cayley trick allows to study mixed subdivisions of n · ∆n−1
instead of subdivisions of ∆n−1 × ∆n−1; cf. [9, §9.2]. The scaled simplex n · ∆n−1 is
(n− 1)-dimensional, and it contains (2n+1n+1 ) lattice points. Let us analyze the situation a
bit closer by taking advantage of the fact that the triangle inequality duv ≤ duw + dwv
holds in any Kleene Star. The height h(α) of the lattice point α =
∑
u αueu ∈ n ·∆n−1
in the induced regular mixed subdivision is given by
h(α) = min
f
n∑
u=0
du,f(u) = min
f
∑
αu=0
du,f(u) ,
where the minimum is taken over all functions f : [n] → [n] with # f−1(u) = αu. The
triangle inequality du,f(w)+dw,w ≤ du,w+dw,f(w) guarantees that f(w) = w for the optimal
function f whenever f(u) = w, i.e., when αw > 0. In that case we get dw,f(w) = dw,w = 0.
Hence, the unique interior lattice point 1 =
∑n
u=1 eu of n ·∆n−1 is lifted to height 0 and
is a vertex of each maximal cell. We call a subdivision of this kind central.
In the second step we consider the fundamental polytope
Pn = conv {eu − ev | u, v ∈ [n]} .
This polytope is a subpolytope of n ·∆n−1 translated by the all ones vector. It has n2−n
vertices and exactly one relative interior point. Its lattice volume equals
(
2n−2
n−1
)
. The
vertices form the root system of type An. The An secondary polytope is a Minkowski
summand of the state polytope of the toric ideal In = 〈xuvxvu − 1, xuwxwv − xuv〉; cf.
[32, Proposition 8.15]. The Gröbner fan of In refines the An secondary fan, and this is
the central object of study in [37]. All central triangulations of Pn are unimodular. Thus
the An secondary fan agrees with a subfan of the Gröbner fan of In. Furthermore, the
fundamental polytope occurs in the study of metric trees by Vershik [39] and Delucchi
and Hoessly [10]; its triangulations have been studied by Cellini [7]. Delucchi and Hoessly
study polytropes that arise from split metrics [10].
The combinatorial type of an ordinary polytope is determined by the labeled isomorphism
class of its vertex–facet incidence graph; here “labeled” means that we do not want to
swap vertices and facets. This definition applies to polytropes. The following theorem
links the combinatorial types of polytropes to subdivisions of fundamental polytopes.
Theorem 22. The combinatorial types of full-dimensional polytropes in Rn/R1 are in
bijection to the regular central subdivisions of Pn.
Proof. The polytropes in n-dimensional space are in bijection with the central regular
mixed subdivisions of n ·∆n−1. In particular, for a lattice point α ∈ n ·∆n−1 we have
h(α) + h(1) = min
αv=0, αu>1
h(α− eu + ev) + dv,u
= min
αv=0, αu>1
h(α− eu + ev) + h(1 + eu − ev) .
This shows that the lattice point α is lifted to the lowest affine hyperplane spanned by 1
and the points 1+eu−ev with αu = 0 and αv > 1. Hence the maximal dimensional central
mixed cells of n ·∆n−1 are in bijection with the maximal dimensional subsimplices of Pn
that contain the origin as a vertex. Therefore, the poset of central mixed subdivisions of
n ·∆n−1 is isomorphic to the poset of central subdivisions of Pn. This yields the claim. 
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Figure 4. The six regular central triangulations of P4.
A polytrope is maximal or generic if it corresponds to a regular central triangulation.
Each maximal polytrope in Rn/R1 has exactly
(
2n−2
n−1
)
ordinary vertices. Of course, it
suffices to enumerate the combinatorial types of polytropes only up to symmetry, i.e., up
to permuting the coordinates. The full symmetry group of Pn is of order 2 · n!, where
the additional factor of two is owed to the duality arising from matrix transposition. All
counts of combinatorial types below are up to symmetry with respect to the natural
Sym(n)-action.
Example 23. In the smallest case n = 2 there is a unique combinatorial type of 1-
dimensional polytropes, which is an interval. The planar case is n = 3, where the maximal
type is unique; a representative is the Fano hexagon
(8) H = conv(±e1,±e2,±(e1 + e2)) .
A non-maximal planar polytrope is a degeneration ofH to an ordinary triangle, quadrangle
or pentagon; cf. [26, Figure 3].
We now consider the case n = 4 of 3-dimensional polytropes. The fundamental polytope
P4 has 14 facets; eight of them are triangles and six are squares. Up to symmetry this
polytope has seven central triangulations with 20 maximal cells. Six of these triangulations
are regular, and they correspond to the six combinatorial types of polytropes with 20
vertices from [24]; cf. Figure 4. Up to symmetry, there are 1013 other combinatorial
types of 3-dimensional polytropes that correspond to various coarsenings of these six
triangulations, i.e., lower dimensional faces in the secondary fan of P4; see [37, Table 2].
Figure 5 shows the unique non-regular central triangulation of P4.
Theorem 22 allows to enumerate polytropes via enumerating (central) triangulations.
This was exploited in extensive experiments with the software system mptopcom [25]; cf.
Section 6.2 below for further details. In particular, based on these computations we could
confirm Tran’s count of the maximal 4-dimensional polytropes [37, Section 6.1].
Theorem 24. The fundamental polytope P5 has 29428 central triangulations up to sym-
metry in the regular up-flip component and 27248 of them are regular. In particular, there
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Figure 5. The unique non-regular central triangulation of P4.
are 27248 combinatorial types of maximal 4-dimensional polytropes. Each of them has 70
ordinary vertices.
Triangulations in the regular up-flip component wer called “subregular” in [25]. There
are more than 15 million types of maximal 5-dimensional polytropes up to symmetry; cf.
Section 6.2.
5. Enumerating isodiametric polytropes
In the previous section we saw that the number of combinatorial types of (n−1)-dimensional
polytropes, or equivalently the types of n×n-Kleene stars, grows extremely fast with n. In
this section we will sketch how our methods for enumerating polytropes can be modified
to enumerate the subclass of isodiametric polytropes studied in [11].
The classical isoperimetric problem asks to maximize the volume of a subset of Rn with
given surface area. Assuming compactness, and up to translation, the unique maximizer
is the Euclidean ball of suitable radius. In the closely related isodiametric problem the
diameter replaces the surface area. Hilbert’s projective metric provides a natural distance
function on Rn/R1, and the tropical determinant can be used to define the tropical
volume of a polytrope. The following is a rephrasing of [11, Corollary 4], which provides
a characterization of the isodiametric polytropes. Here we may use it as the definition.
Proposition 25. A polytrope in Rn/R1 is isodiametric with diameter and volume c > 0
if and only if it is the tropical convex hull of the rows of the matrix D =
(
duv
)
u,v
in Rn×n,
such that
(i) 0 ≤ duv for all u, v,
(ii) duu = 0 for all u,
(iii) duv ≤ duw + dwv for u, v, w distinct,
(iv) d1u = du1 for all u, and
(v) duv + dvu = c for u 6= v.
It is easy to see that maximal isodiametric polytropes exist for all n ≥ 2.
Example 26. For c = 2 and arbitrary n we get an isodiametric polytrope with coordinates
duu = 0 and duv = c2 = 1 if u 6= v. The corresponding polytrope has 2n − 2 ordinary
vertices as Pn has 2n − 2 facets, which are not subdivided by the lifting D. The case
n = 3 is the Fano hexagon (8). A planar isodiametric polytrope is either such a hexagon,
if it is maximal, or it is a triangle, if it is not maximal.
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Example 27. Consider the case n = 4. Out of the six regular central triangulations of
the fundamental polytope P4 only a single one yields an isodiametric polytrope. Such
a triangulation is necessarily centrally symmetric, and this only holds for the last one
in Figure 4. This yields the unique combinatorial type of a 3-dimensional maximal
isodiametric polytrope.
We now turn to strategies for enumerating isodiametric polytropes. It suffices to
consider the special case c = 2.
5.1. Naïve approach. Suppose we already know all regular triangulations of the funda-
mental polytope Pn. For each such triangulation, say ∆, we can easily write down an
inequality description of the secondary cone of ∆. By adding the linear equalities and
inequalities from Proposition 25 we can check if ∆ corresponds to an isodiametric poly-
trope by solving a linear program. In this way, for n = 5, we tested the secondary cones
of all 27248 regular triangulations arising in Theorem 24, and this yields the following.
Proposition 28. There are precisely 16 combinatorial types of maximal 4-dimensional
isodiametric polytropes.
5.2. Using the parameterized analog of Dijkstra’s algorithm. Consider the com-
plete directed graph K˜n. We want to apply the traversal algorithm of Section 3 with
a suitably chosen weighted adjacency matrix D. The arcs (1, u) and (u, 1) receive the
constant weight 1, and this is in line with the conditions (iv) and (v) of Proposition 25
for c = 2. Observe that condition (iv) eliminates the lineality space of the secondary cone.
The remaining (n− 1) · (n− 2) arcs are equipped with variable weights restricted to the
unit interval [0, 1]. More precisely, we pick one indeterminate x for each edge pair (u, v),
(v, u) of arcs, and the weights are set to 1± x. In this way we have a total of (n−1)(n−2)2
variables. Note that c2 −x is a tropical rational function rather than a tropical polynomial.
Still the algorithm also works here as 1− x is nonnegative throughout.
Calling the algorithm for each node as the target and computing the common refinement
of the solution space allows to enumerate all maximal isodiametric polytropes and also
some nonmaximal ones. We just need to add the linear constraints from Proposition 25
to the inequality description of the feasible region of each combinatorial type of shortest
path tree. Note that the conditions (i), (ii) and (iii) hold automatically for every Kleene
star which is maximal.
5.3. Reverse search. We can apply mptopcom’s algorithm to fundamental polytopes
[25]. This procedure enumerates the regular triangulations of Pn by performing a reverse
search along the flip graph; cf. [3]. Not every flip from a regular triangulation ends at a
regular triangulation, but the latter can be found by solving a linear feasibility problem.
As in the previous two approaches we can add the linear constraints from Proposition 25
to those LPs.
Conditions (i), (ii) and (iii) are automatically satisfied for isodiametric polytropes
which are maximal. The other two conditions are more special. Condition (iv) is harmless;
as above this eliminates the lineality space of the secondary fan.
Condition (v), i.e., duv + dvu = c, requires extra care since adding this equality to the
linear program would disconnect the reverse search graph. However, this can be remedied
by a unique second flip (to repair the central symmetry). To this end we suggest to
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work with only half of the fundamental polytope in the regularity checks. This amounts
to finding a linear hyperplane xuv = 0 such that all relevant simplices of a flip are on
one side of that hyperplane. This modification reduces the number of extra equations
required. Only antipodal pairs of vertices in the hyperplane need an extra equation. The
resulting lifting function can be completed uniquely, and this gives the next triangulation
corresponding to an isodiametric polytrope. We say that such a step is an up-flip when
the initial flip is an up-flip, i.e., when the GKZ-vector of the point configuration restricted
to the linear halfspace xuv ≥ 0 is increasing. For more details see [25].
6. Computations
We did extensive computational experiments. As mentioned before in Section 3, an
optimized version of the graph traversal Algorithm B was implemented by Ewgenij
Gawrilow in the polymake software system, version 3.2 [16]; see also Remark 19. The
polytrope enumeration was performed by calling mptopcom [25].
6.1. Real-world traffic in the early morning. Dijkstra’s algorithm and its siblings
are among the core tools used, e.g., in devices which help a car driver to navigate a
road network. These efficient methods allow for solving the corresponding shortest path
problems almost instantly, even on cheap hardware, and even for fairly large networks.
Methods from robust optimization have been used to take some uncertainty about the
link travel times into account, see, e.g., [40], [8] and the references there. Yet the situation
for the network provider is quite different from the perspective of the network user. One
reason is that the provider’s goal does not necessarily agree with the one of the user:
While the individual driver might be interested in short travel times, the traffic authorities
of a metropolitan city might want to, e.g., minimize the total amount of pollution. More
importantly, the traffic authorities seek to achieve a system optimum, whereas the driver
cares for an individual objective; cf. [22]. Typically, in relevant cases it is next to
impossible to even describe a system optimum. Our methods can help to assess the
impact of local changes to a network a priori, provided that the number of variables is
not too high. To support this claim we tried the parameterized Dijkstra Algorithm B on
real-world data sets from the Transportation Networks repository [38].
Before we explain our experimental setup we wish to spend a few words on those traffic
data. We focus on the files with the extension tntp. Each file encodes a directed graph
which comes from a road network and additional information about the travel time along
the arcs. For every arc (u, v) the link travel time, depending on the flow x, is the quantity
(9) lt(u,v)(x) = ft(u,v) ·
(
1 + B( xcap(u,v)
)pow
)
,
where ft(u,v) is the free flow travel time, B is the bias, cap(u,v) is the capacity and pow is
the power. This formula was devised by the Bureau of Public Roads (BPR), a predecessor
organization of the Federal Highway Administration (FHWA) of the United States. The
tntp-files contain all these parameters for every arc. In the data we used, we found B = 1
and pow = 4 throughout. Usually there are also some zones, i.e., nodes which no traffic
can go through.
All timings were taken on Intel(R) Core(TM) i7-3930K CPU @ 3.20GHz, turbo 3.73 GHz
(BogoMIPS: 6399.75) with openSUSE 42.3 (Linux 4.4.132-53). The memory consumption
did not exceed 200 MB.
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Figure 6. Data set “Berlin-Mitte-Center”. polymake running times
versus number of solutions, both log-scaled. Left: p = 0.05 yielding 25
variable weights. Right: p = 0.08 yielding 42 variable weights (computation
for one node aborted after a week).
6.1.1. One graph, all nodes. In the first scenario we considered the “Berlin-Mitte-Center”
data set from [38], which was originally provided by Jahn et al. [22]. This network
describes a directed graph with 398 nodes and 871 arcs. The first 36 nodes are zones.
Since no traffic can go through a zone, we removed them, along with the incident arcs.
The remaining network has 362 nodes and 583 arcs.
From this data file we created random instances in the following way. As an additional
parameter we fix some probability p ≥ 0. Each arc independently receives a variable
weight with probability p. For the constant weights we take the free flow travel times,
which are always positive. Each variable weight is constrained to an interval from the free
flow travel time to the link travel time (9) for a flow value set to a random proportion
of the link capacity. That is, e.g., for p = 0 we get a usual weighted digraph where the
arc weights are the free flow travel times. For positive p we get some variable weights
which are intervals [ft(u,v), lt(u,v)(r · cap(u,v))] with 0 ≤ r ≤ 1, and 0 < r < 1 almost surely.
This is the scenario discussed in Section 3. The complexity of Algorithm B is primarily
controlled by the number of arcs with variable arc weights. Moreover, for a fixed graph
that complexity is proportional to the size of the output, i.e., the number of combinatorial
types of shortest path trees. So, in order to obtain a computationally feasible setup, the
probability p cannot be too high. That is, on most of our arcs the flow is set to zero
(and the arc weight is ft(u,v)), while on a small percentage of the arcs the flow is between
zero and some fraction of the capacity (and the arc weight is a variable with lower bound
ft(u,v)). In this way our experiment models the situation early in the morning, when most
roads are still empty and the first few vehicles start to enter the traffic.
For the first experiment, by setting the probability to p = 0.05, we obtained 25 arcs
with variable weights, and this is about 4.3% of the total number of arcs. The second
experiment is similar, with p = 0.08 and 42 variable weights (about 7% of the arcs). For
both instances we applied the parameterized Dijkstra algorithm to all the 362 nodes.
Figure 6 has an overview of the timings.
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Figure 7. Data set “Berlin-Mitte-Center” with p = 0.05 resulting in
25 variable weights. Arcs with variable weights are red; their line width
is proportional to the difference between maximum and minimum travel
times. Node sizes proportional to log log(#solutions). Layout obtained
via neato from the Graphviz package [12].
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For p = 0.05 most computations could be completed by polymake within less than a
second. The largest one took nearly 100 seconds with more than one million combinatorial
types of shortest path trees. This network is displayed in Figure 7.
The case where p = 0.08 is quite different. For some nodes the computations took
several hours, and one computation was aborted after more than one week. By and large
this shows the limits of our approach. Note that not only the total number of variable arc
weights matter but also how clustered they are near the target node; this can also be seen
in Figure 7 in the smaller case p = 0.05. The largest complete computations produced
several billions of shortest path trees. The diagrams in Figure 6, which are log-scaled in
both directions, reflect the output-sensitivity of Algorithm B as predicted by Theorem 15.
6.1.2. Many graphs, some nodes. In the second scenario we looked at all the data sets
(_net.tntp files) from [38]. These were preprocessed as in the first scenario, i.e., by
removing the zones. This lead to excluding the three smallest data sets Austin, Braess,
and SiouxFalls because too few arcs remained. As a result we processed 16 directed
graphs. The largest one is Berlin-Center with n = 12116 nodes and m = 19724 arcs.
This time we fixed the number of variable arcs a priori to k = 10, and this set of
arcs was chosen uniformly at random. On each variable arc (u, v) we took the interval
[ft(u,v), 2 · ft(u,v)]. We picked a node uniformly at random as the root, which the shortest-
path trees are directed to; and this experiment was repeated ten times per instance.
Qualitatively the parameterized Dijkstra Algorithm B behaves exactly as in the first
scenario in Section 6.1.1. The running times vary considerably, but the predominant
factor is the total number of solutions. This is consistent with our theoretical analysis
of the running time from Theorem 15. And this also agrees with what we observed
experimentally in Figure 6 for the first scenario. Instead of the timings itself, Table 1
gives basic statistical information about the performance, which we define as the number
of solutions per second. Since we also list the (maximum and the average of) the number
of solutions the actual running times can be deduced if necessary. Here we have fewer
variables (but several much larger graphs), and thus the fluctuations are larger. Again
this is no surprise; compare the left and the right diagram in Figure 6. A more detailed
idea about the entire statistics can be derived from the bar–whisker plots below Table 1.
For the decadic logarithm of the performance it shows the minimum, the 25% percentile,
the median, the 75% percentile and the maximum per data set.
We think that even the fairly small number of ten random samples per graph suffices
to show that the overall behavior of Algorithm B and its polymake implementation
is well captured by the comprehensive analysis in Section 6.1.1. Even for graphs with
several thousand nodes our method is practically feasible, provided that the output size
is moderate.
6.2. Enumerating polytropes. The software system mptopcom [25] allows for comput-
ing triangulations via a massively parallel algorithm, and thus it can exploit the capabilities
of high performance clusters. mptopcom is based on TOPCOM [29] and polymake [16].
The mptopcom computation of all central triangulations of P5 took about one hour
with 12 parallel processes (i.e., 10 workers, 1 output, 1 master) on a cluster with 2 ×
10-Core Xeon E5-2630 v4 (2.20 GHz and 64GB per node). The operating system was
openSUSE Leap 15 (Linux 4.12.14-lp150.12.16-default).
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Table 1. The maximum and average performance on the the data from
[38]. Ten runs each with k = 10 variables. The bar–whisker plots show
logarithmic performance.
n m
Maximum Average
# Sol. Sol./sec # Sol. Sol./sec
Anaheim 378 796 32 35199.5 5.4 6189.77
Barcelona 910 1957 5184 12548.4 524.7 1997.03
Berlin-Center 12116 19724 36480 417772.0 4622.4 68506.98
Berlin-Mitte-Center 362 583 144 55907.3 19.9 11500.81
Berlin-MPFC 877 1410 4590 59761.6 524.4 23118.37
Berlin-Pberg-Center 314 451 4 113636.0 1.6 40322.51
Berlin-Tiergarten 335 560 8 14670.6 4.5 7865.83
ChicagoRegional 11192 35436 192 5094.8 36.8 981.14
ChicagoSketch 546 2176 512 202605.0 103.7 41586.64
Berlin-Fhain-Center 201 339 90 120967.0 12.7 42332.21
Hessen-Asym 4415 6184 1 172.6 1.0 167.29
Philadelphia 11864 30779 24 713.0 11.2 328.49
Sydney 29849 67381 12 150.6 9.2 114.05
Terrassa-Asym 1554 2953 32 11790.8 4.1 1522.54
Winnipeg-Asym 903 1923 4 2423.2 1.6 978.36
Winnipeg 905 2284 160 3530.2 18.8 1436.35
Anaheim
4.553.09
Barcelona
2.78 4.102.47
Berlin-Center
3.76 5.622.41
Berlin-Mitte-Center
3.55 4.753.26
Berlin-MPFC
4.34 4.783.09
Berlin-Pberg-Center
3.94 5.063.35
Berlin-Tiergarten
3.80 4.173.25
ChicagoRegional
2.48 3.712.03
ChicagoSketch
3.56 5.313.18
Berlin-Fhain-Center
4.08 5.083.48
Hessen-Asym
2.22
Philadelphia
2.38 2.851.77
Terrassa-Asym
Sydney
2.181.69
2.58 4.07
Winnipeg-Asym
3.382.78
Winnipeg
2.99 3.552.61
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Unfortunately, listing all regular central triangulations of P6 might be infeasible with
our current techniques (and hardware). The status of our incomplete attempt is the
following. As of March 25, 2019 we found 26 389 592 triangulations (120GB), in 3561
hours (148 days, including checkpoint time), using 131–170 processes and two different
mptopcom versions. The computation is organized in a way that it can be suspended
at intermediate steps called checkpoints. A checkpoint comprises the full status of the
computation, and thus the computation can be restarted later, even with a different
software version or on different hardware. The output is written continuously, and this is
not part of the status. Checkpointing itself is expensive, and we estimate the wallclock
time at about 2901 hours (120 days) without checkpoint time. This amounts to a total of
more than 43 CPU years. We expect that the final count will be much larger.
The bottleneck in the computation are clearly the linear programs for the regularity
checks. This can be seen from the fact that finding the 29428 central triangulations of
P5 in the regular up-flip component only takes about five minutes on one thread. For
weeding out the 2180 = 29428− 27248 ones which are not regular, mptopcom relies on
the exact rational version of SoPlex [19], which is distributed as part of SCIP [18].
The algorithmic variations for isodiametric polytropes discussed in Section 5 have not
been implemented.
Remark 29. We compare with Tran’s method to enumerate polytropes. In [37] she
sketched two algorithms to enumerate polytropes via the enumeration of polyhedral
fans. The first one requires the computation of a polyhedral region given by a piecewise
linear projection of a polyhedron, and a refinement of this region. This approach is not
implemented, and it is not specified how to find the linear projections algorithmically.
The main step of the second method proposed in [37] is the computation of the entire
Gröbner fan of the toric ideal In = 〈xuvxvu − 1, xuwxwv − xuv〉, followed by sieving for
the maximal cones. This approach is similar to the naive method to first enumerate
all regular subdivisions, and then to finding the triangulations, which are the maximal
elements in the refinement poset. This is too time- and memory-consuming to be of any
practical use.
Tran’s code for enumerating the 27248 types of maximal 4-polytropes is available on
GitHub [35]. Slightly deviating from what is written in [37] this code determines the
maximal Gröbner cones of the ideal 〈xuvxvu, xuwxwv − xuv〉, which differs from the ideal
In. However, it can be shown that this is equivalent to restricting to regular central
triangulations of fundamental polytopes. The computation of the maximal Gröbner cones
for n = 5 and the above ideal takes 1.25 hours with Gfan [23] on the Xeon E5-2630 v4
using a single core. This is faster than the one hour with twelve threads required by
mptopcom for the regular central triangulations of P5, but slower than the five minutes
with one thread required by mptopcom for all triangulations in the up-regular component,
including the 2180 non-regular ones.
In [36] Tran sketches another algorithm to compute a polyhedral moduli space of
polytropes. Yet this does not provide a full traversal, since this requires an enumerating
of all “circled trees” as input.
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7. Concluding remarks and open questions
Negative weights can be taken into account in Dijkstra’s algorithm, provided that there
is no negative cycle; but this requires a “potential” as additional input.
Question 30. Is it possible to generalize the results from Section 3 to digraphs with
negative weights, given a potential?
Another interesting direction for future research would be the following.
Question 31. Does our approach help to find system optima for parameterized flow
problems?
It could be interesting to employ [15] and [22].
One combinatorial abstraction of directed graphs are oriented matroids, where arc
weights generalize to weights on the elements of the ground set.
Question 32. Can the algorithms of Section 2 and Section 3 be generalized to oriented
matroids?
A solution to this problem should be related to the greedy algorithm with parameterized
weights, as this algorithm is based on the underlying matroidal structure.
It would be interesting to better understand the relation of shortest-path trees and
regular subdivisions.
Question 33. Is there any relation between those shortest-path trees that define an empty
polyhedral region and non-regular triangulations or non-realizable oriented matroids?
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