Frequency following responses (FFRs) can be evoked by a wide range of auditory stimuli, but for many stimulus parameters the effect on FFR strength is not fully understood. This complicates the comparison of earlier studies and the design of new studies. Furthermore, the most optimal stimulus parameters are unknown. To help resolve this issue, we investigated the effects of four important stimulus parameters and their interactions on the FFR. FFRs were measured in 16 normal hearing subjects evoked by stimuli with four levels of stimulus complexity (amplitude modulated noise, artificial vowels, natural vowels and nonsense words), three frequencies (around 105 Hz, 185 Hz and 245 Hz), three frequency contours (upward sweeping, downward sweeping and flat) and three vowels (Flemish /a:/, /u:/, and /i:/). We found that FFRs evoked by artificial vowels were on average 4 to 6 dB SNR larger than responses evoked by the other stimulus complexities, probably because of (unnaturally) strong higher harmonics. Moreover, response amplitude decreased with stimulus frequency but response SNR did not. Thirdly, frequency variation within the stimulus did not impact FFR strength, but only when rate of change remained low (e.g. not the case for sweeping natural vowels). Finally, the vowel /i:/ appeared to evoke larger response amplitudes compared to /a:/ and /u:/, but analysis power was too small to confirm this statistically. Differences in response strength between evoking vowels have been suggested to stem from destructive interference between response components. We show how a model of the auditory periphery can simulate these interference patterns and predict response strength. Altogether, the results of this study can guide stimulus choice for future FFR research and practical applications.
Introduction 8
Frequency following responses (FFRs) are phase-locked neural potentials that reflect the periodicity of the evoking 9 auditory stimulus. They represent neural processing from the cochlea to the inferior colliculus with minor contribu-10 tions from the auditory cortex (Bidelman, 2018; Coffey et al., 2016 Coffey et al., , 2017 . As brought up by Bidelman and Powers 11 (2018), surprisingly little is understood about the basic characteristics of the FFR. In this study, we investigated the frequency contour, which were therefore cut both from the instantaneous frequency contour and from each response 139 epoch. Word stimuli have a naturally slow attack and decay (see Figure 2 ) and in these areas of low amplitude the 140 instantaneous frequency was imprecise as well. To make sure this did not influence the results, we discarded 60 ms at 141 the start and 100 ms at the end of the frequency contour and response epochs for the word stimuli, leaving a stimulus 142 of 620 ms. Finally, all frequency contours were down-sampled to the sampling frequency of the EEG, i.e. 8192 Hz, 143 and used to create the orthogonal sinusoidal frequency references needed for the Fourier Analyzer. An overview of 144 the estimated instantaneous frequency contours of all the stimuli in this study is presented in Figure 3 . After applying the Fourier Analyzer and integrating along the epoch, the complex response amplitude per epoch is 146 obtained. Then, the total response amplitude of the FFR is determined as the average magnitude of the complex 147 response amplitude over epochs. The Hotelling T 2 test (Hotelling, 1931) compares the total response amplitude with 148 the noise amplitude, which is defined as the variance in response amplitude over epochs. This analysis provides both 149 a significance value and a SNR estimate for each response measurement. A significance level of 5 % corresponds to 150 a SNR of 4.8 dB, calculated with the method of (Dobie and Wilson, 1996) . It is important to note that out of the 320 151 responses that were measured, 88 (27.5%) were not significant, i.e. the response could not be distinguished from the 152 background noise. In section 4.2 it is explained that our selected stimulus frequency likely contributed to this. To 153 avoid bias of excluding smaller responses, the non-significant responses were included in the analysis. The effect of the stimulus parameters on the FFR was analyzed in R (R Core Team, 2018) with linear mixed models 156 (LMM) (package lme4, version 1.1. 17, Douglas et al. (2015) ). We employed a random intercept per subject to account 157 for the large inter-subject variability FFRs are known to have. Three LMMs were constructed for each of the stimulus 158 parameters, i.e. one for each of the response outcomes: response amplitude (in nV), noise amplitude (in nV) and 159 response SNR (in dB). For each stimulus parameter, we defined contrasts to test our hypotheses (see results section).
160
Significance of the contrasts was evaluated with a t-test (significance level = 0.05) using Satterthwaite's method to 161 estimate the degrees of freedom (Satterthwaite, 1946) . Visual inspection of the residual plots from any of the models 162 reported in this paper revealed no large deviations from homoscedasticity or normality. The effect of stimulus complexity was investigated for a subset of the data, including only the responses for stimuli 166 with steady frequency contour and vowel identity /i:/ (see Figure 1 ). Response amplitude, noise amplitude and re-167 sponse SNR for the 192 responses (4 stimulus types x 3 frequencies x 16 participants) in this data set are visualized 168 per stimulus type in Figure 4 . The large whiskers of the boxplots indicate large intersubject variability (as expected 169 for FFRs), confirming the need for a random intercept per subject in the linear mixed models. Three contrasts were 170 defined. The first contrast considered a difference between responses evoked by non-speech and speech-like stimuli, i.e. between responses for modulated noise and artificial vowels. The second contrast was the difference between 172 responses evoked by artificial speech and by natural speech, i.e. artificial vowels vs. both natural vowels and words.
173
The third contrast compared responses for the natural vowels with responses for words. Response amplitude was significantly larger for artificial vowels than for modulated noise (p < 0.001), and compared 175 to more natural speech stimuli, i.e. the natural vowels and the words (p < 0.001). The same pattern was found for 176 response SNR (AMN vs. AV: p < 0.001; AV vs. NV+W: p < 0.001). There was no significant difference between 177 natural vowels and words, both for response amplitude (p = 0.34), and for response SNR (p = 0.61). Noise amplitude 178 was not significantly affected by stimulus type (AMN vs. AV: p = 0.98; AV vs. NV+W: p = 0.60; NV vs. W: p = 179 0.49). More details on this statistical analysis are presented in Table 1 . Additionally, the effect of stimulus complexity was studied for low-, mid-and high-frequency stimuli separately. available in the appendix. In general, the findings described above are true across stimulus frequencies. Remarkably, 183 the advantage of artificial vowels over the other stimuli appears smaller for low-frequency compared to mid-and 184 high-frequency stimuli. The effect of stimulus frequency was studied for the same data set as described in the previous section. Response 187 amplitude, noise amplitude and SNR are shown per stimulus frequency in Figure 5 . Statistical analysis compared 188 responses evoked by low and mid-frequency stimuli, as well as responses evoked by mid and high-frequency stimuli.
189
The results indicate a significant decrease in response amplitude with increasing stimulus frequency (low vs. mid: p 190 < 0.001; mid vs. high: p = 0.022). Results also show a decrease in noise amplitude with stimulus frequency (low -191 mid: p < 0.001; mid -high: p < 0.001). There was no monotonic relationship between response SNR and frequency.
192
Mid-frequency stimuli evoked significantly smaller response SNRs than both low-frequency stimuli (p < 0.016) and 193 high-frequency stimuli (p = 0.031). A more detailed overview of this statistical analysis is presented in (p = 0.513) or response SNR (p = 0.287). Noise amplitude was significantly lower for responses evoked by flat 207 intonation (p = 0.005). Secondly, responses evoked by a down-contour and an up-contour were compared. There was 208 no significant difference for response amplitude (p = 0.941), noise amplitude (p = 0.942) or SNR (p = 0.917).
209
Once more, a more thorough analysis was performed to investigate the effect of stimulus frequency contour for each 210 level of stimulus complexity separately. The corresponding figure (Figure A .3) and statistical data (Table A .7, A.8,
211
A.9) are available in the appendix. Responses evoked by amplitude modulated noise and artificial vowels were not 212 significantly influenced by frequency contour. In contrast, for natural vowels, the non-flat frequency contours evoked 213 responses with significantly smaller response amplitude (p = 0.027 ) and SNR (p = 0.014), as well as larger noise 214 amplitude (p < 0.001). The effect of vowel identity is compared for mid-frequency natural vowels (see green on Figure 1 ). We compared the 217 responses for /i:/ with responses evoked by /a:/ and with responses evoked by /u:/. Results (see Figure 7 and Table   218 4) show no difference in response amplitude between vowels (/i:/ vs. /u:/: p = 0.175; /i:/ vs. /a:/: p = 0.107). Noise 219 amplitude was significantly larger for /i:/ than for /u:/ (p < 0.001) and for /a:/ (p = 0.038). Response SNR did not 220 differ significantly between vowels (/i:/ vs. /u:/: p = 0.836; /i:/ vs. /a:/: p = 0.659). The benefit of the artificial vowel over the other stimuli is likely driven by two factors. The first factor is spectral be the most optimal stimulus because it combines high-level broad band energy with strong higher harmonics.
249
One limitation of this study is that the natural word stimulus did not have the same length as the other stimuli. The
250
FFR measures evoked by words were based on 600 repetitions of a 780 ms stimulus, of which 620 ms were analyzed.
251
In contrast, the FFR measures for natural vowels included 600 repetitions of a 450 ms stimulus of which 356 ms were 252 analyzed. Therefore more data was averaged for the word condition, which reduces response noise. Figure 4 indeed 253 shows a slightly reduced noise level for word stimuli compared to the other stimuli, however it was not significant.
254
To verify whether this biased our results, we compared response strength for 345 repetitions of the word stimuli, with 255 600 repetitions of the natural vowel stimuli, which equals about 214 seconds of data for each condition. However, 256 even with this modification, there was no significant difference between responses evoked by natural vowels and by 257 words. It is generally accepted that FFRs to modulated stimuli decrease in response amplitude for increasing modulation fre-260 quency (Rees et al., 1986; Picton et al., 2003; Purcell et al., 2004; Gransier et al., 2016) , because precision of neural 261 phase-locking is limited and the more rapid modulations are encoded progressively worse in the neural response. The 262 results of this study confirm this decreasing trend and show that it is also applicable to speech(-like) stimuli. This 263 14 indicates that speech(-like) stimuli with lower f0, i.e. typically male voices, will provide larger response amplitudes.
264
However, evoked responses are best evaluated using response SNR so the recording noise is taken into account. The 
270
It has been shown that the generally decreasing relation between response amplitude or SNR and frequency has many of the responses in this study were evoked with this frequency, explaining why so many were not-significant. This
276
shows that frequency choice can have large impact on a study. In addition, the frequency values at which peaks and 277 valleys occur are also found to be individually variable. This means the most optimal frequency to evoke the FFR is 278 likely subject dependent. Responses evoked by stimuli with a varying frequency contour did not differ significantly in response amplitude or 281 SNR from responses evoked by stimuli with a flat frequency contour. This indicates that the FFR represents varying 282 frequency equally well as steady frequency. Noise amplitude was somewhat larger for stimuli with varying intonation 283 compared to stimuli with flat intonation. This is logically explained by the fact that the stimuli with flat intonation had 284 a fixed frequency of 180 Hz, whereas the stimuli with variable frequency also contained lower frequencies for which 285 noise levels are higher.
286
In contrast with the general conclusion, natural vowels with variable frequency contour did evoke significantly smaller 287 responses than steady natural vowels. These contradictory results can be likely be explained by differences in the shape 288 of the frequency contour (see Figure 3 ). The natural vowels were taken from recordings and therefore, in contrast with 289 the other manually created stimuli, did not have a perfectly linear frequency contour (see Figure 3 ). respectively) . In contrast, the contours of the natural vowels have areas of rapid frequency change.
292
The reduced amplitude and SNR for the natural vowels might be due to poor neural coding of these faster frequency 293 changes. In studies that evoke FFRs with sweeping pure tones, less robust FFRs are found for higher rates of change, i.e. in the range of 900-6600 Hz/s (Billings et al., 2019; Clinard and Cotter, 2015) . Another possibility is that 295 15 the reference for the Fourier Analyzer represented these rapid frequency changes less precisely, impairing response 296 analysis.
297
The directional (a)symmetry in FFR strength for pure tones with upward or downward sweeping frequency (with 298 similar rate of change) is heavily discussed in literature. There are studies that find or imply larger neural synchrony 299 for rising tones compared to falling tones (Collins and Cullen, 2005; Krishnan and Parkinson, 2000; Maiste and 300 Picton, 1989), however there are also studies that do not find a difference (Billings et al., 2019; Arlinger et al., 1977; 301 Clinard and Cotter, 2015; Elliott et al., 2005) . The (a)symmetry in FFR strength for modulated or speech stimuli 302 is much less studied. Purcell et al. (2004) found no significant difference between upward or downward sweeping 303 modulation frequency in AM noise stimuli. The results of the present study confirm this and show that this finding 304 can be generalized to speech-like stimuli. indicating considerable destructive interference takes place. In a similar vein, but to a lesser degree because the 321 harmonics are less strong, responses to the vowel /u:/ will experience destructive interference between activity evoked 322 by the first harmonics (enhanced by the first formant at 350 Hz) and harmonics near the second formant (915 Hz).
323
The response to the vowel /i:/ does not suffer from this effect as the first formant is very low, i.e. 304 Hz, and therefore 324 coincides with the strong first two harmonics, and the second formant, i.e. 2320 Hz, is sufficiently high to not cause 325 strong harmonics.
326
To predict to what degree a stimulus will suffer from these destructive interaction effects originating in the cochlea, 
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(2019)) can be used to compare and predict the interference effects of different stimuli. As noise amplitude seems to 360 be affected in a similar way, this matter might be of less importance for obtaining large response SNR.
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Naturally, obtaining the largest response SNR is often not the main goal and some aspects of the evoking stimulus 
