Abstract Multi-frequency, highly oscillatory Hamiltonian problems derive from the mathematical modelling of many real-life applications. We here propose a variant of Hamiltonian Boundary Value Methods (HBVMs), which is able to efficiently deal with the numerical solution of such problems. We present algorithms to select the parameters of the methods that allow one to obtain numerical approximations with spectral accuracy. We also propose an efficient implementation of the methods when using a Newton-type iteration to solve the implicit equations associated with this class of formulas.
Introduction
Multi-frequency highly oscillatory Hamiltonian problems appear often in mathematical models of real-life applications such as molecular dynamics [45] or multibody mechanical systems [42, 43] . They also occur when solving Hamiltonian PDEs through space semidiscretization. One common feature of this class of problems is that the spectrum of the Jacobian matrix of the vector field has one or more eigenvalues located on the imaginary axis and with a very large modulus. We here consider the efficient numerical solution of such problems. More specifically, we consider problems that can be expressed in semilinear form with constant matrix of coefficients and for which the highly oscillatory behavior is dictated by the linear term. For purposes of analysis, and to sketch the main facts about the methods, we consider the model problem
where, without loss of generality, we can assume A to be a symmetric and positive definite (spd) matrix: in fact, possible zero eigenvalues could be, e.g., set to 1, then moving the residual to the ∇f (q) term. We want to specify, however, that the fact that A is nonsingular will be used only for purposes of analysis and is not actually needed, in the implementation of the methods. The (1) is defined by the separable Hamiltonian
with f a regular enough function. Moreover, in (1), we assume the nonlinear term to be "small" when compared with the linear part. Consequently, we shall assume
where the last inequality holds in a suitable domain containing the trajectory solution.
Clearly, since A is spd, then there exists an orthogonal matrix Q such that
where 0 < λ 1 ≤ · · · ≤ λ m ≤ ω are the eigenvalues of A. In principle, any vector/matrix norm can be considered: nevertheless, in the evenience that the 2-norm is used, ω coincides with the spectral radius of A, which is the most efficient case, as we are going to see later. Consequently, hereafter, it is assumed that the 2-norm is used. Problem (1) can be cast in first-order form, by setting 
Moreover, the used arguments naturally extends to first-order Hamiltonian problems in the forṁ y = J Â y + ∇f (y) , y(0) = y 0 ∈ R 2m , J = J 2 ⊗ I m ,
with Hamiltonian
withf (y) a scalar function andÂ ∈ R 2m×2m a spd matrix satisfying an inequality similar to (3) , obtained by replacing f and A withf andÂ, respectively. The numerical solution of this class of problems presents two important difficulties. On one side, the fact that the matrix JÂ of the linear term in (7) has some large pure imaginary eigenvalues makes the system stiff oscillatory and the stepsize must be small enough to guarantee that ωh, with ω the largest eigenvalue modulus, belongs to the stability domain of the method. This can be very restrictive unless the numerical method has adequate stability properties.
On the other hand, the solution y(t) of (7) can also be highly oscillatory which means that their derivatives can behave as the powers of ω, that is, y (j ) ( 
t) = O(ω j ).
Since the numerical methods are usually based on Taylor expansions and for a method of order p the leading term of its local truncation error is of the order of h p+1 y (p+1) (t n ), then the error will behave as (ωh) p+1 . Consequently, to have a small error in the numerical solution, the stepsize must again satisfy ωh < 1. Otherwise, even though the error can be bounded, it will not decrease with the stepsize h until ωh < 1. That is, its observed numerical order can be zero for larger values of the stepsize (see, e.g., [8] ).
The numerical solution of highly oscillatory problems has been the subject of many researches in the last years. Gautschi-type methods [27, 28, 30, 31] are a class of explicit methods intended for second-order problems. They provide a bounded numerical solution and can be symplectic. However, even though they integrate exactly linear problems, they can present instabilities due to resonance for ωh ≥ 2π [31, 33] and their numerical order is zero unless ωh ≤ 1 [8] . Functionally fitted methods provide a generalization of the previous approach which, however, still suffer from stepsize restrictions (see, e.g., [39, Thm. 3.2] ). Additional approaches include ERKN methods [46, 53, 54] , symmetric cosine methods [25] , and energy-preserving integrators [47] .
Exponential methods [35, 48] have been proved to be efficient for the solution of highly oscillatory problems coming from the semidiscretization of semilinear Hamiltonian PDEs [24, 34] . These methods require the computation of matrix exponentials, that can be expensive if the order of the method is high or if the method advances with a variable stepsize strategy. Again, to ensure the right numerical order, the stepsize must be small. Further approaches are given by generalized collocation methods [51, 52] . For completeness, we also address the reader to the monographs [49, 50] .
When the problem has a single high frequency, numerical methods can exploit such a feature for efficiently solving it. This is the case, for example, of the so called multi-revolution methods [23, 40] and the averaging or stroboscopic methods [22, 26, 27] . These classes of methods combine outer integrators, that adapt to the scale of the slow components, with inner integrators, that adapt to the fast components. They have proved to be efficient with problems that have one high frequency, but we are not aware of any result with problems with several high frequencies. Related to this methods are multiscale techniques [2] and parareal methods.
A different approach is used in [8] to solve second-order problems with one high frequency. These methods use a combination of Taylor and Fourier expansions to follow the high oscillations and integrate exactly linear problems, which make them stable and they can integrate with large stepsizes. Nevertheless, when multiple frequencies are present and/or they are not a priori known, the problem is more difficult.
From the point of view of the stability, Gauss-Legendre Runge-Kutta methods are a very good option because they are A-stable and P -stable, that is, the stability function at pure imaginary points has unit modulus. Therefore, they are stable for any stepsize h and, moreover, they are zero dissipative. They have high order of accuracy and are symplectic, an important property when solving Hamiltonian problems [33, 41] . A more general class of Runge-Kutta methods are Hamiltonian Boundary Value Methods (HBVMs) [11, 12] . They are also A-stable, P -stable and, moreover, they are energy-conserving. These two classes of methods have the inconvenient that they are fully implicit and can require a high computational cost. Also, since they are based on Taylor expansions, the local truncation error will depend on (ωh) p+1 and the stepsize could be restricted by accuracy reasons. Nevertheless, HBVMs can be also regarded as spectral methods along the orthonormal Legendre polynomial basis [15] , and this opens a new perspective in their application. Early references on the usage of spectral methods in time are [4, 5, 36, 37] , and a further related reference is [44] .
In this paper, we shall use HBVMs as spectral methods by choosing the number of stages k and the degree of the polynomial space s, to which the approximation belongs, in such a way that we obtain spectral accuracy. Practical algorithms to select the proper values of the parameters k and s are also provided. Moreover, we will describe an efficient implementation of the methods when a Newton-type iteration is used for the solution of the implicit stage equations when solving problem (7) (or (1)): in so doing, the resulting methods will be able to obtain fully accurate numerical solution by using values of ωh which, for the double-precision IEEE, are larger than 10.
With these premises, the paper is organized as follows: in Section 2 , we consider the use of the Legendre basis to define a spectral method in time; in Section 3 , we see that, by approximating the involved integrals via a Gaussian quadrature, one retrieves HBVMs; in Section 4, we consider a very efficient nonlinear iteration for solving the generated discrete problems; in Section 5, we present some numerical tests; at last, in Section 6 , we report a few conclusions and remarks.
Spectral methods
We shall here consider, as a suitable orthonormal basis for representing the solution of (6) (or, more in general, of (7)) on the interval [0, h], the orthonormal basis for L 2 [0, 1] functions given by Legendre polynomials:
We start considering the approximation of the linear part in (6) . For this purpose, we need the following preliminary results.
where J s+
is the Bessel function of the first kind. Then, for all s = 1, 2, . . . :
Proof The proof easily derives from [29, Eq. (9) ], which states that
In Fig. 1 , we plot the values of the integrals in (11), numerically computed via a high-order Gauss-Legendre quadrature formula (solid lines and dashed lines, respectively, for the two integrals at the left-hand side in (11)), together with the bound provided by the function defined in (10) (dotted lines), for ωh = 1, 5, 10. As one The latter function, in turn, is an increasing function of ωh, for fixed s, and a decreasing function of s, for any fixed ωh > 0 and all s such that 2(2s + 1) > eωh. Consequently, we shall use the following conjecture (see also [29] We observe also that the result of Conjecture 1 is clearly confirmed by the plots in Fig. 1 .
Let us now consider the approximation of the linear part of the problem (6) on the
The following result holds true.
Theorem 1
The solution of (14) satisfies
Moreover,
Proof Following the approach used in [15] , the right-hand side of (14) can be expanded, on the interval [0, h], along the Legendre basis:
with the coefficients γ j (y) clearly given by (16) , because of the orthonormality conditions (9) . Integration side by side of such equation, and imposing y(0) = y 0 , then gives (15) . At last, (17) follows from (15) , by considering that, because of the orthonormality conditions (9) and taking into account that P 0 (x) ≡ 1, one has:
By further considering that
one has then that y in (15) is also given by
namely y is obtained as the combination of sines and cosines, with frequencies not larger than ω = A .
As a consequence of Theorem 1 and (19), one has the following.
Criterion 1 When using a finite precision arithmetic with machine epsilon u, and with reference to the function g defined in (10) , the series at the right-hand side in (15) can be truncated at a convenient value j = s 0 − 1 such that:
The derivation of such criterion is as follows. From the results of Lemma 1, Conjecture 1, (4), (16) , (18) , and with reference to the function g defined in (10), one has:
where I 2 is the 2 × 2 identity matrix. By considering the 2-norm, we shall then consider the approximation
Moreover, from (12), one has:
Clearly, the equality in (22) becomes an inequality (≤), if in (19) one does not consider the 2-norm. By taking into account that, according to Conjecture 1, for j > ωh the function g(j, ωh) is a decreasing function of j , and considering that
one can neglect the terms in the series (15) , starting from the index s 0 such that
The criterion (20) then follows from (21) and (22), by considering the estimate
By means of Criterion 1, from (15) one obtains
where γ j (y s 0 ) is formally still defined by (16) , by replacing y with y s 0 . In the above expression and hereafter, . = means "equal within round-off error level." In fact, neither the terms starting from s 0 would be taken into account by the used finite precision arithmetic, nor they could be numerically reliably computed, as is confirmed by the plots in Fig. 1 .
In addition to this, from Criterion 1, one clearly obtains that s 0 is provided by a function, say ϕ u , of ωh and also depending on the used machine epsilon u:
The function ϕ u can be evaluated numerically, according to Conjecture 1, by selecting s 0 ≥ ωh as the smallest integer satisfying (20): its evaluation is inexpensive, since it only requires to compute a few Bessel functions. In Table 1 , we list a few values of s 0 , depending on the product ωh, when considering the double-precision IEEE. Moreover, in Fig. 2 , we plot ϕ u (ωh) versus ωh, for the double-precision IEEE. From the figure, one has that
The complete problem
Next, let us consider the complete problem (5)- (6) . The variation of constants formula then gives,
If we plug at the right-hand side of such formula, the solution (15) of the linear problem, and regarding this as an approximation to the solution of the complete problem (5)- (6), we can then assume the ansatz for a suitableq 0 ∈ R m and assuming that locally ∇f approximately behaves as a polynomial of degree ν. Consequently, again by the nonlinear variation of constants formula, one obtains that the solution of (6), on the interval [0, h], can be approximately expressed as
Further, by considering that, by the Werner formulae,
and, similarly,
the following result is proved. (25) , the solution (26) of (5)- (6) has an oscillatory behavior, with component in the maximum frequency proportional to:
Theorem 2 Under the ansatz
where J 2 is the matrix defined in (5).
As a consequence of the previous result, by expanding again y(t) = (q(t), p(t)) in (6) along the Legendre basis,
with
one derives the following criterion, which generalizes the one given by Criterion 1, for the linear problem (14) , to the whole nonlinear problem (5)-(6). (10) , the series at the rigt-hand side in (28) can be truncated at a convenient value j = s − 1 such that:
Criterion 2 When using a finite precision arithmetic with machine epsilon u, and with reference to the function g defined in
The derivation of such criterion follows steps similar to those used for Criterion 1. In fact, from (4), (27) , and setting e = (1, 1) , one has:
By considering the 2-norm, we shall then consider the approximation
where the last equality follows from (13), we derive the estimate
Consequently, (30) follows by requiring
As a result, one obtains full machine accuracy by considering, in place of (28):
where the coefficients ψ j (y s ) are formally defined as in (29), by replacing y by y s . We observe that, similarly to what seen for the parameter s 0 , now
where ϕ u is the same function defined in (24) . 1 Finally, we observe that, when solving problem (7), instead of (6), one would formally obtain the same relation (31) , with the coefficients ψ j (y) defined as:
in place of (29) . Also in such a case, the Criteria 1 and 2 continue formally to hold.
In the next section, we study the properties of the numerical method obtained by approximating to full machine accuracy the integrals appearing in (29) or (33) by means of a suitable quadrature rule. In particular, we shall consider a Gaussian quadrature based at the k Legendre abscissae (thus, of order 2k) where, in order to guarantee full machine accuracy, when using the IEEE double precision, we choose
with s defined according to (30) , which is equivalent to (32) . However, more refined choices could in principle be used.
Hamiltonian boundary value methods
Let us study now which is the shape that the fully discrete method previously described assumes. We shall do the analysis when solving problem (7), which is more general than (6). However, in order not to burden the notation, we shall hereafter denoteÂ by A andf by f , so that the problem readṡ
By considering the Gauss-Legendre quadrature of order 2k, with k given by (34), we then formally replace the coefficient ψ j (y s ) in (31) by
with (c , b ) the nodes and weights of the quadrature. Consequently, plugging the above expression at the right-hand side in (31), one eventually arrives at the following set of equations,
with the new approximation given by:
Summing up (36)-(37), we are then speaking about a k-stage Runge-Kutta method, which is defined by the Butcher tableau
with:
Definition 1 [12] The k-stage Runge-Kutta method defined by (38) - (39) 
is called Hamiltonian Boundary Value Method (HBVM) with parameters (k, s), in short HBVM(k, s).
HBVMs form a class of energy-conserving Runge-Kutta methods which has been studied in a series of papers for the numerical solution of Hamiltonian problems [9, [12] [13] [14] [15] [16] . They have been also extended along a number of directions [1, 3, 7 , 10] (we also refer to the recent monograph [11] ). The following result is known to hold for such methods (see, e.g., [11, 15] ).
Theorem 3 For all
• is symmetric and has order 2s; Remark 1 Because of the result of Theorem 3, one has that an exact energyconservation is always obtained, by choosing k large enough, in the polynomial case. Moreover, even in the non-polynomial case, a practical energy conservation can always be gained, by choosing k large enough so that the Hamiltonian error falls within the round-off error level. This, in turn, doesn't affect too much the computational cost of the method, as is shown in Section 4 (see also [9, 11, 13] ). In particular, the choice (34) of k will always provide us with a practical energy conservation.
Remark 2 It must be stressed that, despite the result of Theorem 3, when solving problem (35) with s chosen according to Criterion 2 (and k chosen according to (34) ), the concept of order of the method doesn't apply, since we shall always get the maximum possible accuracy, for the used finite precision arithmetic.
For the sake of completeness, we also mention that one may consider the limit as k → ∞ of HBVMs [12] , thus obtaining a continuous-stage Runge-Kutta method (see also [12, 32] , and [11, Chapter 3.5]).
A few properties of the matrices defined in (39) are here recalled, for later use.
Lemma 2 For all k ≥ s, one has:
Moreover, Let us now study in more details the application of an HBVM(k, s) method, k > s, for solving (35) In so doing, by setting
with Y the stage vector of the method, one obtains the discrete problem of block dimension k (which is the vector form of (36))
and the following approximation to y(h) (equivalent to (37)):
Nevertheless, in order to improve the computational efficiency, instead of directly solving the discrete problem (41), we shall consider a more convenient formulation of it [13] . In more details, by setting
from (41) 
Once it has been solved, the new approximation (42) turns out to be given by:
We observe that the advantage of solving the discrete problem (44) instead of the stage problem (41) is twofold:
1. the problem (44) has block dimension s, independently of k; 2. its numerical solution via a simplified Newton-type iteration is very efficient.
The last point is elucidated in the next section.
Efficient implementation of the methods
The use of the simplified Newton method for solving (44) is described, by virtue of (40), by the following iteration:
with I the identity matrix of dimension s · 2m. Firstly, we notice that, by virtue of (3), we can consider the approximation
thus obtaining a coefficient matrix which is constant and is the same for all the integration steps. Consequently, the iteration (46) simplifies to:
This iteration can be further simplified by using a Newton-splitting blended iteration. This technique, at first devised in [6, 17] , has then be generalized [19, 20] and implemented in the computational codes BiM [18] and BiMD [21] for stiff ODE/DAE IVPs. It has been also considered for HBVMs [13] and is implemented in the Matlab code HBVM [11] . More recently, it has also been considered for the efficient implementation of ERKN methods [55] . The novelty, in the present case, is due to the approximation (47), which makes it extremely efficient. As a result, the iteration (48) modifies as follows:
Here, according to [13, 17, 20] ,
and
Consequently, we notice that one needs only to compute once and for all matrix (or factor −1 ), having the same size as that of the continuous problem. Secondly, in order to gain convergence for relatively large values of ωh, it is important to choose an appropriate starting value ψ 0 in (49) . For this purpose, we use the solution of the associated homogeneous problem. This latter can be conveniently computed, by virtue of Criterion 1 (see (20) or, equivalently, (24)) by the HBVM(s 0 , s 0 ) method (i.e., the s 0 -stage Gauss collocation method). Consequently, by repeating similar steps as above, by defining the vectors
. . .
and the matrices, with a structure similar to (39),
with (c i ,b i ) the abscissae and weights of the Gauss-Legendre quadrature of order 2s 0 , one solves the discrete problem
This, in turn, can be done by means of the following approximate blended iteration, similar to (49):
where matrix X s 0 ∈ R s 0 ×s 0 is defined according to (40) , and the same matxix defined in (51) can be used. 2 Once this has been done, the following initialization can be conveniently used for the iteration (49):
Definition 2 We shall refer to the method defined by the iterations (49) and (52)- (53) to as spectral HBVM with parameters (k, s, s 0 ), in short SHBVM(k, s, s 0 ), with the parameters defined according to (34) , (32) , and (24), respectively.
Summarizing the above arguments, the parameter s 0 defined according to (24) (i.e., according to Criterion 1) is used in the iteration (52) for getting the initial guess (53) for the nonlinear iteration (49) . This latter iteration, in turn, is aimed at efficiently solving the discrete problem (44), whose parameters s and k are defined according to (32) (i.e., by Criterion 2) and (34), respectively.
Numerical tests
In this section we consider a few numerical tests, aimed at assessing the effectiveness of the SHBVM(k, s, s 0 ) method, implementing the spectral-Legendre methods described in Section 2. This will be done by comparing such methods with known existing ones. In particular, we consider the methods below specified, where the first four methods can be used only for problems in the form (1).
Methods
Störmer-Verlet : the Störmer-Verlet method [33] which is symplectic and of order 2; Gautschi : the trigonometric fitted method of Gautschi [30] , not symplectic of order 2; Deuflhard : the improved trigonometric fitted method of Deuflhard [28] , which is symplectic and of order 2; AAVF : the adapted average vector field method described in [56] , which is energyconserving and of order 2; Expode : the exponential integrator code EXPODE [38] , which is based on exponential integrators. We have used the routine exprk based on an exponential RK methods of order 4 described in [34] ; Gauss : the symplectic and symmetric s-stage Gauss method, s = 1, . . . , 4, of order 2s; SHBVM : the spectral method SHBVM(k, s, s 0 ) described in this paper, which is symmetric.
All numerical tests have been performed on a laptop with a 2.8 GHz quad-core i7 processor and 16GB of memory, running Matlab (R2017b). In order to make more reliable the measurements of the execution times, for each combination of method, problem, and stepsize considered, the minimum execution time of 3 consecutive runs is reported. For all the problems here considered, we list the absolute error in the numerical solution and the relative error in the numerical Hamiltonian.
Duffing equation
The first test problem is the Duffing equation:
In such a case, the solution is known to be
with sn, cn, dn the elliptic Jacobi functions with elliptic modulus M = κ 2 /β 2 . We consider here the parameters:
At the best of our knowledge, so far, such large values of the two parameters have never been considered for benchmarking. As a matter of fact, the chosen values are 100 times larger than those used, e.g., in [39] (i.e., κ = 0.07, β = 5). For solving such problem, we compare the methods listed above by performing N integration steps with a constant stepsize h = 20/N. In Table 2 , we list the obtained result for the first five methods (i.e., SV, Gautschi, Deuflhard, AAVF, and Expode), for increasing values of N, in terms of:
• execution time;
• maximum error on q (e q );
• maximum error on p (e p );
• maximum error on the Hamiltonian (e H );
• for completeness, we also report the corresponding values of ωh. From the listed results, one verifies that all methods have an execution time proportional to the number of steps, N, and very similar for the first three methods. Moreover, as expected, the accuracy of the Störmer-Verlet method is less than that of the Gautschi method which, in turn, is less than that of the Deuflhard method, even though the latter method evidently suffers from cancelation errors, as the stepsize is decreased. One also verifies that, for such methods, the condition ωh < 1 is satisfied. This latter condition is not required by Expode which, however, though fourth-order accurate, appears to be not competitive w.r.t. the Deuflhard method. Similar arguments apply for the AAVF method which, though second-order accurate, is more expensive than the Deuflhard method, though its energy error is smaller, as is expected. Next, in Table 3 , we list the obtained results for the s-stage Gauss method, s = 1, . . . , 4. They have been implemented through the SHBVM (s, s, s) method. From the listed results, one verifies that, for all methods, the higher the order of the method, the smaller the execution time. Moreover, the higher-order methods are also competitive w.r.t. the previous methods. In particular, Expode appears to be not competitive w.r.t. the higher-order Gauss methods. For this reason, by also considering that its implementation is relatively difficult for higher dimensional problems, we shall not consider such method further.
At last, in Table 4 , we list the obtained results by using the spectral method SHBVM(k, s, s 0 ), where (s 0 , s, k) have been computed according to (24) , (32) , and (34), respectively, by considering ω = κ 2 + β 2 and ν = 3. As one may see, all errors are very small and almost constant, according to the analysis made in Sections 2-3 and to what observed in Remark 2 (in particular, the Hamiltonian error is within the round-off error level). Moreover, also the execution times, which are very small, are almost equal, though there is a small positive trend, when reducing the stepsize h = 20/N (i.e., when increasing N). In order to make this latter statement more precise, we computed the numerical solution by using the stepsizes h = 20 N , N = 800, 900, 1000, . . . , 5000.
In so doing, though the error remains approximately constant when increasing N, nevertheless, the execution time increases, as is shown in Fig. 3 . 3 From that figure, one has that a value N ≈ 1000 (to which corresponds a value ωh ≈ 10) seems to be the most efficient, when using SHBVM(k, s, s 0 ). Clearly, such a method is the most efficient, among those here considered.
Remark 3
It is worth observing that the SHBVM(k, s, s 0 ) appears to be extremely competitive with respect to, e.g., the Störmer-Verlet or the Gautschi methods, which require only one function evaluation per step. This can be explained by considering that the considered problem has a small size and the linear algebra implemented in the SHBVM method is very efficient [11, Chap. 4.2.2] . Consequently, the number of function evaluations is a good measure of the computational cost. With this premise, the Störmer-Verlet and the Gautschi methods have the same computational cost (though different accuracies), when using the same stepsize, as one infers from Table 2 . As an example, when N = 1.25e6, both methods require a corresponding number of function evaluations, which need to be evaluated individually by a corresponding number of function calls, and have a comparable execution time (about 11 sec). Incidentally, this is approximately the same number of function evaluations required by the SHBVM(52,50,29) method when using N = 800 time-steps. Nonetheless, the corresponding execution time is about 8 times smaller. The reason for this stems from the fact that the Matlab function evaluating the right-hand side of the problem is implemented in vector mode (i.e., it provides multiple results, depending on the number of inputs when calling it, obtained by using vector operations). In fact, in the execution of the SHBVM(k, s, s 0 ) method, the right-hand side is evaluated in groups of k, i.e., 52 in the present case, for a total of less than 2.4e4 vector calls. Clearly, when using processors with multiple cores and/or vector registers, the vector evaluation of k right-hand sides, within one single function call, is much more efficient than k calls to the function evaluating only one of them: as matter of fact, for the problem at hand and on the used computer, when using vector arguments with k = 52, the speed-up is larger than 7. Consequently, this explains the differences in the measured execution times. This fact is further confirmed by the two plots in Fig. 3 , where there is the plot of the execution times and of the required function evaluations for increasing values of N, being h = 20/N the used stepsize, for the SHBVM(k, s, s 0 ) method. When passing from N = 800 to N = 5000, the number of function evaluations increases about of a factor 1.35, whereas the execution time increases about of a factor 2.7 (i.e., twice larger). In the meantime, the used value of k passes from k = 52 to k = 24, and the vector speed-up is approximately halved (3.6 instead of 7.1). Consequently, the factor 1.35 in the increase of the function evaluation has to be multiplied by a further factor 2, to estimate the increase in the execution time, thus giving 2.7, which perfectly matches what was observed.
Fermi-Pasta-Ulam problem
The second test problem is the well-known Fermi-Pasta-Ulam problem (see, e.g., [11, 33] ), which models a physical system composed by 2m unit point masses disposed in series along a line, chained together by alternating weak nonlinear springs and stiff linear springs. In particular, we assume that the force exerted by the nonlinear springs is proportional to the cube of the displacement of the associated masses (cubic springs). The endpoints of the external springs are taken fixed. We denote by q 1 , q 2 , . . . . , q 2m the displacements of the masses from their rest points and define the conjugate momenta as p i =q i , i = 1, ..., 2m. The resulting problem is Hamiltonian and is defined by the energy function
with q 0 = q 2m+1 = 0, and with the coefficients ω i , dictating the stiffness of the linear strings, which may be large, thus yielding a stiff oscillatory problem. We consider the parameters
with the initial conditions
which evidently provide a (severe) multi-frequency highly oscillatory problem. A reference solution at T = 10 has been computed by using a high-order Gauss method with a suitably small time-step. All methods have been used to perform N integration steps, with a constant stepsize h = 10/N. In Table 5 , we list the obtained results for the Störmer-Verlet, Gautschi, Deuflhard, and AAVF methods, which, as one may see, require very small stepsizes. Moreover, as for the previous problem, the Deuflhard method suffers from cancelation errors, for the smallest stepsizes used. As is expected, the Hamiltonian error for the AAVF method is much smaller than that of the other methods, though its computational cost is larger (its accuracy is comparable to that of the Gautschi method, though its computational cost is approximately four times larger).
In Table 6 , we list the obtained results for the s-stage Gauss methods, s = 1, . . . , 4. As in the previous example, only the higher-order methods are relatively efficient.
At last, in Table 7 , we list the obtained results by using the SHBVM(k, s, s 0 ) method, where (s 0 , s, k) have been computed according to (24) , (32) , and (34), respectively, by considering ω = 10 3 and ν = 3. From the listed results, one deduces that the Hamiltonian error is within the round-off error level, and the solution error is always very small, independently of the value of N used, even though it seems that the optimal value of N is 900 (to which corresponds a value ωh ≈ 11), with the minimum solution error (among those displayed) and an almost minimum execution time (approximately 8 sec). Consequently, this SHBVM method turns out to be the most efficient, among those here considered. 
Nonlinear Schrödinger equation
At last, we consider a highly oscillatory problem, in the form (7), deriving from the space semidiscretization of the nonlinear Schödinger equation [3] , which we sketch below in a much simplified form. 4 The problem we want to solve is
coupled with periodic boundary conditions. The solution of this "toy" problem is readily seen to be given by (22, 36, 38) In particular, in order to simplify the arguments, we consider the values:
To begin with, we separate the real and imaginary parts of the solution,
and consider their expansions (in space) along an orthonormal Fourier basis,
δ j 0 the Kronecker delta, and unknown time-dependent coefficients ξ j (t), η j (t), α j (t), β j (t). 5 Subsequently, by setting the vectors
and the matrix
we obtain, by setting e i ∈ R 2 the i-th unit vector, i = 1, 2,
thus arriving at the Hamiltonian system of ODEṡ
×y (e 1 ⊗ w(x)) y(t)
(here J 2 is the same matrix as that defined in (5)), with Hamiltonian
+ (e 2 ⊗ w(x)) y(t) 2 2 dx .
This latter function, in turn, is equivalent to the Hamiltonian functional defining (61), i.e., 6
At last, in order to derive a fully discrete problem, the integrals in (62)-(63) are (exactly) computed via a composite trapezoidal rule, at the abscissae
Because of the structure of the problem, to implement the SHBVM method, we shall consider the parameters ω = 400 ≡ r 2 = D 2 , ν = 1, so that, in this case, the two parameters s 0 and s (see (24) and (32), respectively) coincide. The parameter k, in turn, is computed, as usual, from (34) . In Table 8 , we list the obtained results for the s-stage Gauss methods, s = 1, . . . , 4, by using a time-step h = 5/N , for increasing values of N. As in the previous examples, only the higher-order methods are relatively efficient, even though the Hamiltonian error is always very small. At last, in Table 9 , we list the obtained results by using the SHBVM(k, s, s) method, 7 by using the time-steps: h = 5/N, N = 200, 250, 300, 350, 400, 450, 500. (19, 21) From the listed results, one deduces that the Hamiltonian error is always within the round-off error level. Moreover, also the solution error is always very small and uniform, independently of the considered value of N, even though it seems that the optimal value of N is 200 (to which corresponds a value ωh ≈ 10), with an almost minimum solution error (among those displayed) and a minimum execution time (2.2 sec). Consequently, with such a value of N, SHBVM (28, 26, 26) is clearly the most efficient method, among those here considered.
Concuding remarks
In this paper, we have seen that Hamiltonian Boundary Value Methods (HBVMs) can be used as spectral methods in time if their parameters k and s are properly chosen. In particular, they can be efficiently implemented for solving highly oscillatory, possibly multi-frequency, Hamiltonian problems. For this class of problems, we have obtained practical algorithms to select the parameters of the method so that they are able to solve them up to the maximum accuracy allowed by the used finite precision arithmetic. We have called spectral HBVMs (SHBVMs) the resulting methods. Some numerical tests on some severe tests problems duly confirm the theoretical achievements, showing that fully accurate solutions can be obtained by considering products ωh larger than 10, for the double-precision IEEE, where ω is the largest frequency and h is the used time-step. It is worth noticing that the proposed approach could be in principle used also for solving general ODE-IVPs, thus providing a spectrally accurate method of solution in time in the case where matrix A in (1) or (35) is zero: in this case, however, the problem is not highly oscillatory anymore, and Criteria 1 and 2 are no more valid. Also, the simplified blended iteration (49) , relying on the approximation (47) , which makes the iteration quite cheap, would be no more possible. Consequently, this aspect needs to be studied in detail and will be the subject of future researches. Similar arguments apply to the case where matrix A depends on t, which also deserves further investigations.
