Abstract. We give a complete characterization of compact sets with positive reach (=proximally C 1 sets) in the plane and of one-dimensional sets with positive reach in R d . Further, we prove that if ∅ = A ⊂ R d is a set of positive reach of topological dimension 0 < k < d, then A has its "k-dimensional regular part" ∅ = R ⊂ A which is a k-dimensional "uniform" C 1,1 manifold open in A and A\R can be locally covered by finitely many (k −1)-dimensional DC surfaces. We also show that if A ⊂ R d has positive reach, then ∂A can be locally covered by finitely many semiconcave hypersurfaces.
Introduction
Federer in his fundamental paper [18] unified the approaches of convex and differential geometry, introducing curvature measures for sets with positive reach and proving the kinematic formulas. Sets with positive reach were also studied under distinct names (e.g., "proximally smooth sets" or "prox-regular sets") in general Hilbert spaces, cf. [8] .
Of course, since sets with positive reach form an important class, there exists a number of interesting results on their structure.
First we mention several results on the structure of "special" sets with positive reach. As far as we know, the first interesting result in this direction is essentially contained in Rechetnyak's 1956 paper [29] published before Federer's seminal work. This result which was proved independently, using modern terminology, in [19] , reads as follows: The claims of [18, Remark 4.20] easily imply also a more general result.
(C) If A ⊂ R d is a topological manifold of dimension 0 < k < d with positive reach, then A is a k-dimensional C 1,1 manifold.
A proof of (C) was given by A. Lytchak, see [25, Proposition 1.4] (even in Riemannian manifolds). It is based on a Federer's unproved claim (which is a consequence of (E) below) and on the theory of length spaces (namely CAT (κ) spaces). Proofs of (B) for k = d − 1 are well-known (cf. [31, p. 3] or [12] ); we prove also the general case, see Remark 7.3 below.
The following result on special sets with positive reach was proved in [9] :
2 is a connected set with positive reach and empty interior, then A is either a singleton or a 1-dimensional manifold (possibly with boundary) of class C 1,1 .
It is written in [9] that the result (D) "gives a complete characterization of connected sets of positive reach with empty interior in the plane", however it is not true for unbounded sets, see Example 8.11 below. In Section 8 we generalize (D) giving a complete characterization of one-dimensional sets A ⊂ R d with positive reach.
For general sets with positive reach, there exist several complete characterizations, e.g. Federer's characterization (Proposition 3.3 below) or Lytchak's characterization for compact sets ( [25, Theorem 1.3] ). However, the structure of sets with positive reach can be rather complicated, and the above characterizations do not give a satisfactory answer to the question "how their structure can be complicated". Our main aim is to give some partial answers to this (unprecise) question.
In R 2 , we give (see Section 6) an almost satisfactory answer: we provide a simple complete characterization of the local structure of compact sets with positive reach. This is our first main result.
Our second main result on the structure of general sets A ⊂ R d with positive reach is an improvement of a further result claimed by Federer in [18, Remark 4.20] . This result works with sets is a (canonical) decomposition of A to a regular (smooth) k-dimensional part R and a remaining (k − 1)-dimensional part A (k−1) . We slightly improve (E) showing that R is even a "uniform k-dimensional C 1,1 manifold" (see Definition 2.5 (e) and Theorem 7.5).
Further we show (Theorem 7.5) that (F) A (k−1) = A \ R can be locally covered by finitely many (k − 1)-dimensional DC surfaces.
In particular, the set A (k−1) is not only (k − 1)-dimensional, but it has even locally finite (k − 1)-dimensional Hausdorff measure.
We obtain (F) as a consequence of the fact that some singular sets of convex functions can be covered by finitely many DC surfaces. The proofs of these results which refine the arguments of [33] are contained in Section 4. In fact, these results on singular sets were originally motivated and obtained during our research in progress with D. Pokorný on WDC sets, which provide a natural generalization of sets with positive reach, see [27] . By the same method we prove that a k-dimensional set of positive reach can be locally covered by finitely many k-dimensional DC surfaces.
In case d = k we improve (F) showing that the boundary ∂A = A (d−1) of a set of positive reach in R d can be locally covered by finitely many semiconvex hypersurfaces. We prove that result (Theorem 5.9) directly, without using results on singularities of convex functions.
Using (E), we also observe (Corollary 7.10) that each A ⊂ R d with positive reach has a "smooth part" (of non-constant dimension) which is open and dense in A.
Preliminaries

Basic definitions.
The symbols B(c, r) and B(c, r) denote open and closed ball of center c and radius r, respectively. We also sometimes use notation B X (c, r) for the ball in the space X. The closure of a set A is denoted by A or cl(A) and the set of isolated points of A by isol A. The symbol [x, y] denotes the (closed) segment if x, y ∈ R d . The symbol Π M stands for the metric projection, see (4) . We consider only real Banach spaces; the norm is always denoted by | · |. By span M we denote the linear span of the set M and by S X the unit sphere in X. If X = W ⊕ V , then π W is the projection on W along V . If X is a Hilbert space and V is not specified, we mean that V = W ⊥ . If x ∈ X and x ∈ X * , we set x, x * := x * (x). The scalar product of vectors x, y is also denoted by x, y . If X is a Hilbert space, we identify by the standard way X and X * . The symbol H k stands for the k-dimensional Hausdorff measure. For sets A ⊂ R d , we denote by dim(A) and dim H (A) the topological and Hausdorff dimensions, respectively. We use the notation e i for the ith canonical basis vector in R d , i = 1 . . . , d. A mapping is called K-Lipschitz if it is Lipschitz with a (not necessarily minimal) constant K.
If f is a real function, we use the abbreviated notation {f ≤ r} for {x ∈ Dom(f ) : f (x) ≤ c}. The hypograph and epigraph of f are defined as
If f is defined on an open subset of a normed linear space X, we use the notation f ′ + (x, v) for the one sided directional derivative of f at x in direction v. If f is, in addition, locally Lipschitz, the generalized directional derivative of f at x ∈ Dom(f ) is defined as
and the Clarke's subgradient of f at x is If u, C and X are as in the above definition, then (see, e.g., [11, Proposition 2.1.2 and Corollary 3.3.8]) (2) u is C 1,1 if and only if u is both semiconcave and semiconvex.
We will need the following extension result.
Lemma 2.2. Let X be a finite-dimensional Hilbert space and ∅ = P ⊂ X be a bounded set, K ≥ 0 and c > 0. Let ψ be a Lipschitz function on P such that for each p ∈ P there exists a functional h p ∈ X * such that |h p | ≤ K and
whenever ∆ = 0 and p + ∆ ∈ P.
Then there exists a Lipschitz functions F on X which is semiconcave and F ↾ P = ψ.
This result easily follows from a more general result [15, Proposition 5.12] in which the extended function is semiconvex with a general modulus ϕ. It is wellknown (see e.g. [11, p. 30] ) that u is semiconcave with a semiconcavity constant c if and only if u is semiconcave with modulus ϕ(t) = c 2 t. So, to prove Lemma 2.2, it is sufficient to apply [15, Proposition 5 .12] to f : −ψ and modulus ϕ(t) := ct.
More general than semiconcave functions are DC functions. (iii) If X is a finite-dimensional Hilbert space, then clearly each semiconcave (semiconvex) function on C is DC. (iv) If X is a finite-dimensional Hilbert space and F : C → Y is C 1,1 , then F is DC. It follows from (2), (iii) and (ii). ⊥ such that
, an open ball U in W and a DC (resp. C 1,1 ) mapping ϕ : U → W ⊥ such that P := {w + ϕ(w) : w ∈ U } is a relatively open subset of A and a ∈ P . (e) If k = d (or k = 0), then we mean by a DC (resp.
1,1 manifold A, the dependence of the tangent space Tan (A, x) on x ∈ A need not be globally Lipschitz, cf. Example 7.13, (1).
Basic and auxiliary results on sets of positive reach
Given a nonempty set A ⊂ R d , we denote by Unp A the set of all points z ∈ R By Tan (A, a) we denote the set of all tangent vectors to A at a (i.e., u ∈ Tan (A, a) if and only if u = 0 or there exist a = a i ∈ A and r i > 0 such that a i → a and r i (a i − a) → u, i → ∞) which is clearly a closed cone. The normal cone of A at a is defined as the dual cone
In the following proposition we list some known facts on sets with positive reach. 
d is a closed set and 0 < t < ∞, then the following two conditions are equivalent: Proof. Assume, for the contrary, that for any k ∈ N, there exists y k ∈ ((a + C) ∩ B(a, 1 k )) \ A. Passing to a subsequence if necessary, we may assume that
It is easy to show that x k → a and
, k ∈ N, and note that, by Proposition 3.1 (iv),
Passing to a subsequence, we may achieve that v k → v ∈ S R d and Proposition 3.1 implies v ∈ Nor (A, a). But then, since reach (A, x k ) → reach (A, a), the above inequality implies that v, u ≥ 0. But this is a contradiction, since u lies in the interior of Tan (A, a) and v is in the dual convex cone to Tan (A, a).
Proof. Suppose that a i → a, where a i ∈ H k (A) for each i. Since A is closed, we have a ∈ A. We can clearly for each i find an orthonormal system v 
We will also need the following simple lemma.
Lemma 3.9. Let A ⊂ R d and reach (A) > ρ > 0. Let a ∈ A and Tan (A, a) = {tu : t ≥ 0}, where |u| = 1. Set P := {a − tu : 0 < t ≤ ρ/4} and
Proof. We can and will suppose a = 0. Suppose to the contrary that there exists z ∈ R d with dist (z, A * ) < ρ/4 and two different points y 1 , y 2 ∈ Π A * (z). The case y 1 , y 2 ∈ P is clearly impossible, since P is convex. If y 1 , y 2 ∈ A, then dist (z, A) = dist (z, A * ) < ρ/4, which contradicts reach (A) > ρ > 0. So we can suppose that y 1 ∈ P and y 2 ∈ A \ {0}. Now, if z, u ≥ 0, then |z − 0| < |z − y 1 |, a contradiction. So suppose z, u < 0. Clearly |y 2 | < ρ/2, which implies y 2 , u > 0. Indeed, if y 2 , u ≤ 0, then dist (y 2 , Tan (A, 0)) = |y 2 | and so Proposition 3.3 gives |y 2 | ≤ |y 2 | 2 /(2ρ), a contradiction. Consequently there exists c ∈ [z, y 2 ] with c, u = 0. Clearly |c| < ρ/2 and c ∈ Nor (A, 0). So Proposition 3.1(vi) easily gives |c−y 2 | > |c|. Therefore |z − 0| ≤ |z − c| + |c| < |z − c| + |c − y 2 | = |z − y 2 |, which contradicts 0 ∈ A * .
Singular points of convex functions
There exists a number of articles which study singularities of convex functions. We will deal with convex functions f on an open convex set C ⊂ R d . Singular points x of f (i.e., the points of non-differentiability of f ) are usually classified by the dimension of ∂f (x); we use the frequent notation
is the set of all non-differentiability points of f . It is well-known for a very long time that Σ d (f ) is a countable set. A result of [33] says that, for 1 ≤ k < d and A ⊂ C, the set A is contained in Σ k (f ) for some convex f on C if and only if A can be covered by countably many DC surfaces of dimension d − k (note that this result is stronger than that of [1] saying that
2 ). Following [11, p. 82] we will also consider sets In this section (see Proposition 4.4) we will show, refining slightly the method of [33] , that Σ (C L ) For each point m = (e, t) ∈ M there exists e * m ∈ E * such that |e * m | ≤ L and the inequality t + e * m (ẽ − e) ≤t holds for everym = (ẽ,t) ∈ M . Then there exists a convex L-Lipschitz function g on E such that M ⊂ graph g.
Proof.
For each m ∈ M , choose a corresponding e * m and set g(x) := sup{t + e * m (x − e) : m = (e, t) ∈ M }, x ∈ E. Choose (e 0 , t 0 ) ∈ M . Since, for each x ∈ E and m = (e, t) ∈ M ,
g is finite. So, by its definition, g is a convex and L-Lipschitz function. Using condition (C L ), we clearly obtain M ⊂ graph g. Lemma 4.2. Let X be a Banach space, X = E ⊕ K, where dim E ≥ 1 and
Then there exists a Lipschitz convex function g on E such that
, α , and set e * m := p xm ↾ E ∈ E * . We will show that the condition (C L ) from Lemma 4.1 holds. To this end, choose arbitrary m = (e, t) ∈ M ,m = (ẽ,t) ∈ M and set x := x m ,x := xm. Since p x ∈ ∂f (x), we subsequently obtain
Thus the condition (C L ) is satisfied and so by Lemma 4.1 there exists a convex L-Lipschitz function g on E such that the inclusion M ⊂ graph g (which is clearly equivalent to (9)) holds.
In the first step we will prove that, for each open ball
Consequently, for each x ∈ A B , we have
Since α i − α 0 , i = 1, . . . , k, form a basis of K * , it is easy to see (using Remark 2.4(ii)) that A B is contained in a DC surface associated with K.
In the second step observe that
and the assertion on A K ε follows. Further observe that M x is convex, and f ′ + (x, v) = sup{ v, α : α ∈ M x } for each x ∈ Ω and v ∈ K. Consequently, for each x ∈ Z K ε and each unit v ∈ K, we have
Thus the minimal width of M x in the space K * (which can be identified with R k ) is at least ε, and consequently (see, e.g., [17] ) M x contains a ball of radius ε/(k + 1). So
and the assertion on Z K ε follows.
contains an open k-dimensional ball (i.e., a ball in a k-dimensional affine subspace of X) of radius ε and b) by Z k ε the set of all x ∈ Ω for which there exists a k-dimensional space
Proof. First we will prove the assertion on Z k ε . To this end, choose k-dimensional
Indeed, consider an arbitrary x ∈ Σ k ε and identify in the usual way X and X * . Then there exists a k-dimensional space K ⊂ X and c ∈ X such that (c + K) ∩ B(c, ε) ⊂ ∂f (x). Consequently, for each unit vector v ∈ K,
As an immediate corollary we obtain the following result. 
Then both A 1 and A 2 can be covered by finitely many DC hypersurfaces.
Singular points of sets with positive reach
If A ⊂ R d is a set with positive reach and 0
(The points of A (k) are, for k = d, sometimes called k-singular boundary points of A and the symbol Σ k (A) is then used instead of A (k) ; see, e.g., [22] . However, we will use Federer's notation. ) Federer proved ([18, p. 447]) that A (k) is countably k rectifiable. Using Proposition 3.8 and results of [33] , it is easy to obtain a stronger result. (It will be obtained below as a consequence of more subtle Proposition 5.4; see Remark 5.6.)
d is a set with positive reach and
can be covered by coutably many k-dimensional DC surfaces.
Remark 5.2. We will improve Proposition 5.1 as follows:
can be locally covered by finitely many (k − 1)-dimensional DC surfaces (Proposition 5.8) and (b) A (k) can be locally covered by finitely many k-dimensional DC surfaces (Theorem 7.5). To prove (ii), we will classify the points of A (k) by a "strength of singularity" in a similar (but different) way as in [22] (cf. Remark 5.6 below): Proof. Consider an arbitrary a ∈ A and denote d A := dist (·, A). By Proposition 3.8 the function g(x) := d A (x)+3(2r) −1 |x| 2 , x ∈ B(a, r/2), is convex, which clearly implies that also the function
is convex. Moreover, since d A is 1-Lipschitz, it is easy to see that f is Lipschitz with constant 1 + 3/2 = 5/2. By the basic properties of Clarke subgradient (see [6, Corollary 1 of Proposition 2.3.3]) we have ∂f (x) = ∂d A (x) + (3/r)(x − a) for each
x ∈ B(a, r/2). Hence Proposition 3.8 implies that, for each can be covered by finitely many k-dimensional DC surfaces.
Remark 5.7. Proposition 5.4 is closely related to a result of [22] . Namely, Hug ([22,
which are closely related to our sets A (k)
ε . Namely, it is not difficult to show that each set Σ k (A, ε 1 ) is contained in some A 
is closed, and
We will prove (12) in the following proposition, and statement (13) will be proved in Theorem 7.5 below. M v := {z ∈ ∂A : |v − n z | < 1/4 for some unit vector n z ∈ Nor (A, z)}.
By Proposition 3.1 (v), ∂A = v∈F M v , and so it is sufficient to show that for each v ∈ F , the set S := B(a, r/2) ∩ M v is a subset of a semiconcave hypersurface. To this end, fix an arbitrary v ∈ F , and for each z ∈ M v , choose some n z from the definition of M v . Denote V := span{v} and
Without any loss of generality, we can suppose that a = 0 and v = e d . We will identify W = span{e 1 , . . . , e d−1 } with R d−1 . Now consider two arbitrary points x ∈ S, y ∈ S. Using Proposition 3.1(iv) and |x − y| < r, we obtain (15) y − x, n x ≤ |y − x|
Writting y − x = w 1 + v 1 with w 1 ∈ W and v 1 ∈ V , (15) and |v − n x | < 1/4 yield
which immediately implies |v 1 | ≤ 3|w 1 |. Consequently S is the graph of a 3-Lipschitz function ψ defined on a set P ⊂ R d−1 . Now fix an arbitrary p ∈ P , denote x := (p, ψ(p)) and define
Using |n x | = 1 and (14), we see that |h p | ≤ 4/3. Further observe that the graph of h p is orthogonal to n x :
Now we will verify the condition (3) from Lemma 2.2. To this end, consider p and x as above and an arbitrary (3) is trivial for ω ≤ 0, we suppose ω > 0. Denote
Then y −z = ω v and therefore ω = |y −z|. Further n x , z −x = n x , ∆+h p (∆)v = 0 by (16) . Using also (14) we obtain (17) n x , y − x = n x , z − x + n x , y − z = n x , y − z = n x , ω v > 0.
Further
Hence, using also (17) and (15), we obtain
So, since 3-Lipschitzness of ψ gives |y − x| = |(∆, ψ(p + ∆) − ψ(p))| ≤ 4|∆|, we obtain
So (3) holds and thus Lemma 2.2 gives that S is a subset of a semiconcave hypersurface.
Sets of positive reach in the plane
We start with two lemmas which will be needed later.
Lemma 6.1. Let δ, ρ > 0 and 0 < η < 1 be such that ρη > δ.
Let further A ⊂ R 2 and a vertical segment S ⊂ R 2 of length less or equal to 2δ be given. Assume that for any x ∈ A ∩ S, reach (A, x) ≥ ρ and
Then, the intersection A ∩ S is connected.
Proof. First, note that the assumption reach (A, x) ≥ ρ, x ∈ A ∩ S, implies that A ∩ S is closed. Assume, for the contrary, that A ∩ S is not connected, i.e., there exist two points x = (x 1 , x 2 ), y = (x 1 , y 2 ) in S ∩ A with x 2 < y 2 and such that the open segment (x, y) does not intersect A. Then, x ∈ ∂A and we claim that there exists a vector v ∈ Nor (A, x) with v, e 2 > 0. Indeed, if not, (18) would imply that e 2 lies in the interior of Tan (A, x), and Lemma 3.5 would imply that x + τ e 2 ∈ A for sufficiently small τ > 0, which would contradict our assumption. So, let v = (v 1 , v 2 ) ∈ Nor (A, x) be a unit vector with v 2 > 0. (18) implies that v 2 ≥ η and Proposition 3.1 (iv) yields y −x, v ≤ |y −x| 2 /(2ρ), hence, v 2 ≤ 2δ/(2ρ). Putting these estimates of v 2 together, we obtain η ≤ δ/ρ, which contradicts our assumption and completes the proof. Lemma 6.2. Let ϕ : I → R be a function defined on an interval I ⊂ R and A ⊃ graph ϕ. Let δ, ρ > 0 and 0 < η < 1 be such that 2δ < ρη, diam (graph ϕ) ≤ 2δ and for any x ∈ graph ϕ we have reach (A, x) > ρ and
Then ϕ is Lipschitz.
Proof. Consider two different numbers s 1 , s 2 ∈ I and denote
To prove the Lipschitz property of ϕ, it is clearly sufficient to prove that u 2 ≤ λ for some constant λ < 1 (independent of s 1 , s 2 ). If v = (v 1 , v 2 ) ∈ Nor (A, x 1 ) is a unit vector from (19) then by Proposition 3.1(iv) and since |x 2 − x 1 | ≤ 2δ, we get
Observing that clearly u 2 v 2 ≤ u, v + |u 1 v 1 |, and using v 2 ≥ η and (20), we obtain
If |u (1) a is an interior point of A, (2) a is an isolated point of A, (3) A is of type T i at a for some i ∈ {1, 2, 3}.
Proof. Clearly, reach (A, a) > 0 if a is an interior or isolated point of A. We shall show that the same is true under (3) . Assume that A is of type T i at a (i = 1, 2, 3). We can assume without loss of generality that a = 0 and that A ∩ B(0, r) is aT Let now i = 2 and let ϕ and ψ be as in Definition 6.3. Again, we can assume ϕ, ψ to be defined on R, Lipschitz and semiconcave, semiconvex, respectively (ψ ≤ ϕ on (−r, r)). Set ρ := min{ r 2 , reach (hypo ϕ, 0), reach (epi ψ, 0)} and take a point x = (x 1 , x 2 ) ∈ B(0, ρ). We distinguish three cases: If
In all these cases, the metric projection to A is single-valued at x and, hence, reach (A, 0) ≥ ρ.
Assume now i = 3, let ϕ and ψ be as in Definition 6.3 and, again, assume that ϕ, ψ are defined on R. Decreasing r > 0 if necessary, we can assume that A∩B(0, r) is contained in the cone {x : x, e 1 ≥ We shall show the other implication. Assume that a ∈ A and r 0 := min{reach (A, a), 1} > 0, and let a be neither an interior, nor an isolated point of A. Then, Tan (A, a) is a convex cone that neither reduces to {0}, nor equals the whole R 2 (since then, by Corollary 3.6, a would be an interior point of A). We shall distinguish three cases.
(i) Let Tan (A, a) be two-dimensional, i.e., there exists a unit vector v 0 and an
We can assume without loss of generality that a = 0 and v 0 = e 2 . We have then Nor (A, 0) = {v : v, e 2 ≥ η ′ |v|}. Using the definition of the tangent cone, Lemma 3.5 and Proposition 3.1 (iii), (i), subsequently, fixing any 0 < η < η ′ , we can find a 0 < δ < r 0 η/4 such that
v, e 2 ≥ η|v| whenever x ∈ A ∩ B(0, δ) and v ∈ Nor (A, x), (23) reach (A, x) > r 0 2 whenever x ∈ A ∩ B(0, δ).
We shall use the notation for vertical lines ℓ(s) := {x ∈ R 2 : x, e 1 = s}, s ∈ R.
Lemma 6.1 (with ρ = r 0 /2 and S = ℓ(s) ∩ B(0, δ)), (23) and (24) yield that (25) A ∩ ℓ(s) ∩ B(0, δ) is connected whenever |s| < δ.
If |s| < ηδ, then s 1 − η 2 /η < √ δ 2 − s 2 and an elementary computation shows that (21) and (22) imply
where η * := 1 − η 2 /η. So, fixing any 0 < r < ηδ/4, we obtain that the function
is finite and, for each s ∈ (−4r, 4r),
which clearly implies that the graph of ϕ is contained in ∂A∩B(0, δ). Consequently, due to Proposition 3.1 (v), (23) and (24), we can apply Lemma 6.2 (with ρ = r 0 /2 and I = (−4r, 4r)) and get that ϕ is Lipschitz. Set V r := {(x 1 , x 2 ) : |x 1 | < 4r}. Clearly, (25) and (26) imply that
Assume now that |s| < r and x = (s, ϕ(s)). We know that x ∈ ∂A ∩ B(0, δ) and so there exists (see Proposition 3.1 (v)) a vector v ∈ Nor (A, x) ∩ S R 2 . Proposition 3.1 (vi), (24) and r < r 0 /2 imply that B(x + rv, r) ∩ A = ∅. It is clear that B(x+rv, r) ⊂ V r . Using |s| < r < δη/4 and (28), we obtain |ϕ(s)| < δ/4 and consequently |x| ≤ |s|+|ϕ(s)| < δ/2. Hence, since r < δ/4, clearly B(x+rv, r) ⊂ B(0, δ). Thus B(x+rv, r)∩A = ∅ and (29) imply B(x+rv, r)∩hypo ϕ = B(x+rv, r)∩A = ∅ and so, by [19, Theorem 2.6] , ϕ is semiconcave on (−r, r). Hence, using also that ϕ(0) = 0, we get that A ∩ B(0, r) is aT 1 r -set and thus A is of type T 1 at 0. (ii) Assume now that Tan (A, a) is a line; without loss of generality we assume that it is the x 1 -axis and, again, that a = 0. Hence, Nor (A, 0) is the x 2 -axis and, using the definition of the tangent cone and Proposition 3.1 (iii), we see that for any fixed η ∈ (0, 1) there exists a 0 < δ < r 0 η/4 such that (24) (24) yield that A ∩ B(0, δ/2) is connected. This implies that also Π 1 (A ∩ B(0, δ/2)) is connected, where Π 1 denotes the orthogonal projection to the x 1 -axis. Since both e 1 , −e 1 are tangent vectors of A at the origin, Π 1 (A∩B(0, δ/2)) must contain a neighbourhood of the origin in R and, so, we can choose an 0 < r < ηδ/4 such that (−4r, 4r)
Using Lemma 6.1 (again with ρ = r 0 /2 and S = ℓ(s) ∩ B(0, δ)), (24) and (31), we find that the intersection A ∩ ℓ(s) ∩ B(0, δ) is connected for any |s| < δ. We define the function ϕ on (−4r, 4r) again by (27) . Thus, using (30), we obtain, similarly as in the case (i), that (28) holds again, and consequently we obtain graph ϕ ⊂ ∂A ∩ B(0, δ) again.
We claim that at any point x ∈ graph ϕ there exists a unit vector v ∈ Nor (A, x) with v, e 2 ≥ η. (Indeed, assume that this is not the case; then, due to (31), all normal vectors u to A at x satisfy u, e 2 ≤ −η|u| and, hence, e 2 has to be in the interior of Tan (A, x). But then, using Lemma 3.5, we get that [x, x + εe 2 ] ⊂ A for some small ε > 0, which contradicts the definition of ϕ.) Thus, we may apply Lemma 6.2 (again with ρ = r 0 /2 and I = (−4r, 4r)) and (24) , and get the Lipschitz property of ϕ.
We define also
and proceed symmetrically. By the same reasoning, for each x ∈ graph ψ there exists a unit vector v ∈ Nor (A, x) with v, e 2 ≤ −η, and, applying Lemma 6.2 for the set A reflected by the x 1 -axis, we obtain the Lipschitz property of −ψ. Clearly,
where V r := {(x 1 , x 2 ) : |x 1 | < 4r}. Assume now that |s| < r and x = (s, ϕ(s)). We know already that there exists v ∈ Nor (A, x) ∩ S R 2 with v, e 2 ≥ η, hence, since r < r 0 /2, B(x + rv, r) ∩ A = ∅ by Proposition 3.1 (vi). By the same argument as in the case (i) we obtain B(x + rv, r) ⊂ B(0, δ) ∩ V r . Since (B(0, δ) ∩ V r ) \ hypo ϕ is clearly a component of (B(0, δ) ∩ V r ) \ A and the ball B(x + rv, r) ⊂ B(0, δ) ∩ V r clearly intersects (B(0, δ) ∩ V r ) \ hypo ϕ since v, e 2 ≥ η, we get B(x + rv, r) ∩ hypo ϕ = ∅. Thus we may apply [19, Theorem 2.6] again and get that ϕ is semiconcave on (−r, r). By a symmetric argument one could verify the semiconvexity of ψ on (−r, r). Hence, A is of type T 2 at a. (iii) Finally, assume that Tan (A, a) is a ray. Applying a suitable isometry, we may assume that a = 0 and Tan (A, 0) = {(s, 0) : s ≥ 0}. Using Lemma 3.9 we get that reach (A ∪ [−εe 1 , 0], 0) > 0 if ε > 0 is small enough. Clearly, Tan (A ∪ [−εe 1 , 0], 0) is the whole x 1 axis and we may apply the construction from (ii) and get Lipschitz functions ψ ≤ ϕ defined on an interval (−r, r) such that ϕ is semiconcave,
Corollary 6.5. A compact set ∅ = A ⊂ R 2 has positive reach if and only if, for each a ∈ ∂A \ isol A, A is of type T i at a for some i ∈ {1, 2, 3}.
Remark 6.6. If A ⊂ R 2 is a compact set with positive reach, then {a ∈ A : A is of type T 3 at a} is finite.
Indeed, Definition 6.3 and Corollary 6.5 show that each point x ∈ A has a neighbourhood containing at most one point at which A is of type T 3 .
Remark 6.7. Let A ⊂ R d be a connected compact set with positive reach. Lytchak [25, Theorems 1.2, 1.3] proved that every different points a 1 ∈ A, a 2 ∈ A can be joined in A by a simple C 1,1 curve. We remind (Remark 3.2) that any two boundary points b 1 ∈ ∂A, b 2 ∈ ∂A which belong to the same component of ∂A can be joined by a rectifiable curve in ∂A (but clearly not necessarily by a simple C 1,1 curve). Theorem 6.4 easily implies that in the case d = 2 such points b 1 , b 2 can be joined in ∂A by a more regular curve, e.g. by a curve with finite turn. (For the definition and a theory of curves with finite turn see [14] and the references therein). We do not know whether the statement holds for d ≥ 3.
Smooth points of sets with positive reach
To prove that a mapping ϕ : W → V is C 1,1 (with controlled Lipschitz constant of ϕ ′ ), we will use the following special version of "Converse Taylor theorem".
Proposition 7.1. ( [24] , [20] ). Let W , V be finite-dimensional Hilbert spaces, U = B(a, r) a ball in W and ϕ : U → V a mapping. Suppose that there exists c > 0 and for each x ∈ U a linear mapping g x : W → V such that Proof. Let D ⊂ U be the set of all points w ∈ U , for which there exists ϕ ′ (w). It is well-known that |ϕ ′ (w)| ≤ K for each w ∈ D. For w ∈ D, set g w := ϕ ′ (w). Using the fact that D is dense in U (by Rademacher theorem) and compactness of {g ∈ L(W, V ) : |g| ≤ K}, we can easily to each x ∈ U \ D assign a linear mapping g x ∈ L(W, V ) with |g x | ≤ K and a sequence (w
By Proposition 7.1 it is sufficent to verify that (32) holds with c := (2 + K) 3 /(2ρ). To this end, consider arbitrary x, y ∈ U . First consider the case x ∈ D. Set
It is a well-known and easy fact that Tan (P, a) = L. Consequently, since P is open in A, Tan (A, a) = L. Set z 1 := y + ϕ(y). Using Proposition 3.3 (with b := z 1 , t := ρ) we obtain
Denote
and consequently
The Lipschitzness of ϕ gives
Using (34), (33) and (35), we obtain
and so (32) holds if x ∈ D.
In the second case x ∈ U \ D, we observe that by (36)
It is easy to see that g
as n → ∞, and so, passing to the limit in (37), we obtain the validity of (32) also in the second case. Proof. Set ω := min{ρ, δ/2} and A * := A ∩ B(a, ω). Then A * has positive reach by Lemma 3.4. We have dim A * = k, since clearly dim A * ≤ k and, by (6) 
). So (11) gives that, if x ∈ A∩B(a, δ 0 ), then Tan (A, x) is a k-dimensional vector space and so Nor (A, x) is an (d−k)-dimensional vector space. We can (and will) suppose that a = 0. Since V = Nor (A, 0), by Proposition 3.1(iii) we can clearly find 0 < δ 1 < δ 0 such that
By [23, Lemma 2], for each x ∈ B(0, δ 1 ) there exists a linear isometry L :
Now consider two arbitrary points x 1 , x 2 in A ∩ B(0, δ 2 ) and write
, where w 1 , w 2 ∈ W and v 1 , v 2 ∈ V . We will show that
So suppose, to the contrary, that
and (40), we obtain
On the other hand, using |n − n 1 | < 1/4 and
which contradicts (42). So (41) holds. Therefore there exists a set D ⊂ W and a 1-Lipschitz mapping ψ :
To this end, fix an arbitrary w ∈ B(0, 1 8 δ 2 )∩W , denote S(w) := w +V and suppose, to the contrary, that S(w) ∩ B(0, δ 2 ) ∩ A = ∅. Then also S(w) ∩ B(0, δ 2 /2) ∩ A = ∅ and so we can find c ∈ S(w) and d ∈ B(0, δ 2 /2) ∩ A such that
Since 0 ∈ A and |w| < δ 2 /8, we have |c − d| < δ 2 /8. Obviously Π S(w) (d) = c, and thus d − c ∈ W . Writting d = w * + v * , where w * ∈ W and v * ∈ V , we obtain
Since by (41) |v * | ≤ |w * |, we obtain that |d| < δ 2 /2, i.e. d ∈ B(0, δ 2 /2). Thus, for all sufficiently small 0 < t < |d − c|,
) by Proposition 3.1(vi). Since we know that n * ∈ W := V ⊥ , we clearly obtain a contradiction with (38).
Applying Proposition 7.2 with U := B(0, δ 2 /8) ∩ W , ϕ := ψ ↾ U and K = 1, we easily obtain our assertion. Now we will prove our main theorem on general sets of positive reach in any dimension, which contains Federer's result (13). Further we will consider also relatively open subsets ∅ = B ⊂ A, for which dim B = dim A. We will need the following notation.
Definition 7.7. Let A ⊂ R d be a set of positive reach and let 0 ≤ k ≤ d. We denote (a) by D k (A) the set of points a ∈ A, such that dim(A ∩ B(a, r)) = k for all sufficiently small r > 0, and (b) by S k (A) the set of points a ∈ A, such that A ∩ B(a, r) is a k-dimensional C 1,1 manifold for some r > 0.
Indeed, R ⊂ S k (A) follows from Theorem 7.5 and
follows from the obvious fact that Tan (A, x) is a k-dimensional vector space for each x ∈ S k (A).
Proposition 7.9. Let A ⊂ R d be a set of positive reach and let
Proof. Suppose D k (A) = ∅ and choose arbitrary d ∈ D k (A) and δ > 0. Since d ∈ D k (A), we can choose 0 < ω < δ such that ω < reach (A) and dim(A ∩ B(a, r)) = k for all 0 < r ≤ ω. By Lemma 3.4, A * := A ∩ B(a, ω) has positive reach. As (e.g., by
we easily obtain S k (A) ∩ B(a, ω/2) = ∅ and (i) follows. However, the structure of the set A \ S, which is nowhere dense in A, can be very complicated and a satisfactory complete characterization even of the local structure of sets of positive reach in R d for d ≥ 3 seems to be a very difficult task. In such spaces we are not able even answer the following natural question: Moreover, already in the plane in some cases there is no "canonical decomposition" (see Example 7.12).
Example 7.12. Let ∅ = K ⊂ R be compact and denote I := conv K, In what follows, we will identify R with the x-axis R × {0}. The following properties can be easily shown.
(1) A K is topologically regular (A K = cl(int A K )) if K is totally disconnected, nevertheless, the boundary ∂A K fails to be a 1-dimensional manifold at all points of K (note that K can even have positive one-dimensional measure). (2) Both A K and ∂A K are (arcwise) connected. However, if K is infinite and totally disconnected, the interior of A K has infinitely many components and the boundary ∂A K is not locally contractible at accumulation points of K. (3) ∂A K \ ∂I can be written as the union of two connected one-dimensional DC manifolds which can be chosen in an infinite number of ways. Moreover, there is no "canonical" way how to decompose ∂A K \ ∂I into two disjoint one-dimensional DC manifolds (we could choose, e.g.,
Example 7.13. Consider the last example with K infinite and totally disconnected to be embedded into the x, y plane in R 3 . Note that we can write 
We observe the following.
(1) R is a uniformly C 1,1 2-dimensional manifold (cf. Theorem 7.5). Nevertheless, choosing an appropriate sequence Θ, the function
is not globally Lipschitz on R. A C 1 curve (simple C 1 curve, closed simple C 1 curve, simple C 1 arc) is defined as above, but without the Lipschitz property of the derivative.
curve with parameter 2M/λ 2 . Indeed, a standard computation (see., e.g., [16, Lemma 2.7] ) reveals that any arc-length reparametrization of ψ has (2M/λ 2 )-Lipschitz derivative.
Remark 8.6. Let γ : I → R d be an arbitrary (not necessary injective) arc-length parametrization C 1,1 with parameter L > 0 and x = γ(s), y = γ(t) (s, t ∈ I). The mean value theorem for vector valued functions implies (see [13, (8.6 .2)])
It follows that if |t − s| < 1/(2L) then (note that |γ ′ (s)| = 1)
Lemma 8.7. A connected one-dimensional C 1 submanifold of R d with boundary is a simple or closed simple C 1 curve.
Proof. Milnor [26, Appendix] showed that a connected one-dimensional C ∞ submanifold of R d is C ∞ diffeomorphic to a circle or interval. One can easily check that his proof works for a connected one-dimensional C 1 submanifold M ⊂ R d as well, yielding that it is C 1 diffeomorphic to a circle or to an interval. Now a standard straightforward argument gives our assertion. Proof. Assume first that (i) and (ii) hold and let L > 0 be a parameter from (i). We shall show that there exists ρ > 0 such that
which is equivalent to reach A ≥ ρ (see Proposition 3.3). Choose a δ > 0 which corresponds by (ii) to ε := 1/(2L) and set ρ := min{δ/2, (1/(8L)}. To prove (48), consider two arbitrary different points x, y ∈ A.
If |y − x| ≥ δ then we get dist (y − x, Tan (A, x)) ≤ |y − x| ≤ |y − x| 2 /δ, and (48) follows since δ ≥ 2ρ.
If |y − x| < δ then d A (x, y) < 1/(2L) by the choice of δ. Consequently x and y belong to the same component C of A. Using (i), it is easy to show that we can choose an arc-length C 1,1 parametrization γ : I → R d of C with parameter L and points s, t ∈ I such that x = γ(s), y = γ(t) and |t − s| = d A (x, y) (this is not quite obvious only if C is a simple closed curve). Then |t − s| < 1/(2L) and so (47) holds. Since 4L ≤ 1/(2ρ) and γ ′ (s)(t − s) ∈ Tan (A, x), we see that (47) implies (48). Now we prove the second implication. Assume that reach A > 0, fix some 0 < ρ < reach A, let x ∈ R be a point of the regular part of A, R = A \ A (0) , and denote W := Tan (A, x) (this is a one-dimensional space by (11) 
Without any loss of generality we will suppose that W = span{e 1 } and identify in the usual way W with R and W ⊥ with R d−1 . Now it is easy to see that A ∩ U is a simple C 1 curve with parametrization ψ : t → (t, ϕ(t)), t ∈ V = (c − r, c + r).
Moreover, φ := ψ −1 is clearly a local C 1 chart of A (in the sense of Definition 8.3) and |ψ ′ | ≤ 1. Consider now a point x ∈ A (0) \ isol A. Then, Tan (A, x) is a ray determined by a unit vector u, and Lemma 3. is a local C 1 chart of A, hence, A \ isol A is a one-dimensional C 1 submanifold with boundary. By Lemma 8.7, any connected component C of A which has more than one point must be a C 1 simple or closed simple curve. Let γ : I → R d be a corresponding C 1 arc-length parametrization of C (injective on int I). If x ∈ C, choose U x , J x and ψ x as above. Since ψ x parametrizes some relative neighbourhhood of x in C, using Remark 8.5 we obtain that γ has locally L-Lipschitz derivative with L := 8m/ρ. This clearly implies that γ ′ is globally L-Lipschitz and so condition (i) holds. It remains to verify condition (ii). Set δ := min{ρ/2, 1/(4L)}. Take two different points x, y ∈ A at distance |y − x| < δ. Using Lemma 3.4, we get that A ∩ B x,y is connected, where B x,y is the closed ball of diameter |y − x| containing x and y. Thus, x and y lie in one connected component C of A, which is (by already proved condition (i)) a simple or closed simple C 1,1 curve with parameter L. Since A ∩ B x,y is connected, we have that A ∩ B x,y = C ∩ B x,y and we easily see that there exists a γ : [s, t] → C ∩ B x,y which is a simple C 1,1 arc-length parametrization with parameter L (of a simple subarc of C) such that γ(s) = x and γ(t) = y. If s 1 := s + 1/(2L) ∈ [s, t] then, using (46), we get |γ(s 1 ) − x| ≥ 1 2 |s 1 − s| = 1 4L > |y − x|, hence, γ(s 1 ) ∈ B x,y . Consequently, |t − s| ≤ 1/(2L) and, using (46) again, we get d A (x, y) ≤ |t − s| ≤ 2|y − x|. This clearly proves (ii) and the proof is complete.
We say that a simple C 1,1 curve A ⊂ R d has the quasi-arc property, provided that (Q) For each ε > 0 there exists δ > 0 such that |x 1 − x 2 | < ε whenever {x 1 , x 2 , x 3 } ⊂ A, |x 1 − x 3 | < δ and x 1 and x 3 belong to different components of A \ {x 2 }.
Corollary 8.9. Let A ⊂ R d be a closed connected set with dim A = 1. Then, reach A > 0 if and only if it is a C 1,1 curve of one of the following four types:
(a) A is a simple C 1,1 arc, (b) A is a closed simple C 1,1 curve, (c) A is a simple C 1,1 curve homeomorphic to [0, ∞) and with the quasi-arc property, (d) A is a simple C 1,1 curve homeomorphic to R and with the quasi-arc property.
Proof. If A has positive reach then, by Theorem 8.8, it is a simple or closed simple C 1,1 curve. If (a) or (b) holds, we are done. In the opposite case we can choose a C 1,1 arc-length parametrization γ : I → A, which is a homeomorphism between I and A and I is not compact (since (a) does not hold). Now observe that I is a closed set. Indeed, assume for the contrary that there exists a point t ∈ I \ I, and let t i ∈ I be such that t i → t, i → ∞. Since γ is 1-Lipschitz, there exists lim γ(t i ) =: x ∈ R d , and we get x ∈ A from the closedness of A. Since γ −1 is continuous, we get t i → γ −1 (x) ∈ I, which is a contradiction. So, since I is not compact, I is either isometric with [0, ∞), or equal to (−∞, ∞). We shall verify property (Q). Let ε > 0 be given, set δ := min{ ε 2 , 1 2 reach A} and let x 1 , x 2 , x 3 ∈ A be such that |x 1 − x 3 | < δ and x 1 , x 3 belong to different components of A \ {x 2 }. Using Lemma 3.4, we get that A ∩ B(x 1 , δ) is connected. Hence, |x 2 − x 1 | ≤ δ < ε, which proves (Q).
To prove the other implication, suppose that A is of a type (a)-(d). Then (i) from Theorem 8.8 trivially holds and so, by Theorem 8.8, it is sufficient to verify property (ii) from this theorem. If A is a curve of type (a) or (b), it must satisfy property (ii) (indeed, it is easy to show that in these cases, the inverse to the embedding A ֒→ R d is continuous, and the uniform continuity follows from the compactness of A).
So suppose that A is of type (c) or (d), we have to verify condition (ii). To this end, let γ : I → A be an arc-length C 1,1 parametrization of A with parameter L which is a homeomorphism between I and A. Note that clearly |t 1 − t 2 | = d A (γ(t 1 ), γ(t 2 )) whenever t 1 , t 2 ∈ I.
Given ε 0 := 1/(8L), find δ 0 > 0 by condition (Q). Now, for arbitrary ε > 0, put δ := min{ε/2, δ 0 }. It is sufficient to prove that |t 1 −t 2 | < ε whenever 0 ≤ t 1 < t 2 and |γ(t 1 ) − γ(t 2 )| < δ. Suppose, to the contrary, that 0 ≤ t 1 < t 2 , |γ(t 1 ) − γ(t 2 )| < δ and |t 1 − t 2 | ≥ ε. Then we have |t 1 − t 2 | ≥ 1/(2L), since otherwise by (46) |γ(t 1 ) − γ(t 2 )| ≥ |t 1 − t 2 |/2 ≥ ε/2 ≥ δ. So, setting x 2 := γ(t 1 + 1/(4L)), we clearly have that x 1 := γ(t 1 ) and x 3 := γ(t 2 ) belong to different components of A \ {x 2 } and so |x 1 − x 2 | < ε 0 = 1/(8L) by the choice of δ 0 . On the other hand, by (46) we obtain |x 1 − x 2 | ≥ (1/2)(1/(4L)) = 1/(8L), a contradiction.
Remark 8.10. We have shown that in case (c), A admits a homeomorphic arc-length parametrization γ : [0, ∞) → A. Moreover, we have lim t→∞ |γ(t)| = ∞. Indeed, otherwise there exists a sequence t i → ∞ such that γ(t i ) → x ∈ R d . Since A is closed, we have x ∈ A. Using the continuity of γ −1 , we get t i → γ −1 (x) ∈ I, which is a contradiction.
Similarly, lim t→±∞ |γ(t)| = ∞ in case (d).
Example 8.11. Set ψ(t) := (t 2 , te −t 2 ), t ∈ R. Using Remark 8.5, it is easy to check that the image of ψ is a simple C 1,1 curve (and it is also a one-dimensional C 1,1 manifold). However, it has neither the quasi-arc property, nor positive reach.
