We provide the structure of regular/singular fast/slow decay radially symmetric solutions for a class of superlinear elliptic equations with an indefinite weight on the nonlinearity f (u, r). In particular we are interested in the case where f is positive in a ball and negative outside, or in the reversed situation. We extend the approach to elliptic equations in presence of Hardy potentials. By the use of Fowler transformation we study the corresponding dynamical systems, presenting the construction of invariant manifolds when the global existence of solutions is not ensured.
Introduction
A first purpose of this paper is to study the properties of radial solutions for equations of the form ∆u + f (u, r) = 0 (L)
where u : R n → R, n > 2, r = |x|, and f : R × (0, +∞) → R is a differentiable function which is null for u = 0 and super-linear in u. Since we just deal with radial solutions we will indeed consider the following singular ordinary differential equation
where, abusing the notation, we have set u(r) = u(x) for |x| = r, and denotes differentiation with respect to r. Radial solutions play a key role for (L), since in many cases, e.g. k(r) ≡ K > 0, positive solutions have to be radial (but also in many situations in which k is allowed to vary, see e.g. [5, 26, 31] ). They are also crucial to determine the threshold between fading and blowing up initial data in the associated parabolic problem, see e.g. [14, 39] .
In this article we are mainly interested in classifying positive and nodal solutions when f (u, r) is negative for r small and positive for r large, or in the opposite situation. The prototype for the nonlinearity we are interested in takes the form:
f (u, r) = k(r)u|u|
where k is a continuous function, which is either negative in a ball and positive outside and q > 2 * , or we have the reversed sign condition and 2 * < q < 2 * = 2n n−2 , where 2 * := 2(n−1) n−2 < 2 * := 2n n−2 , are respectively the Serrin and the Sobolev critical exponents.
The behavior of solutions of (Lr), with f as in (1.1), changes drastically according to the sign of k, when q > 2. When k(r) < 0 for any r > 0, positive solutions are convex, and their maximal interval of continuation may be bounded either from above or from below or both. On the other hand if k(r) > 0 all the solutions of (Lr) are continuable for any r > 0; further, if k(r) > 0 the structure of positive solutions of (Lr) changes drastically when the exponent q in (1.1) passes through some critical values, such as 2 * and 2
* , see e.g. [20, 35] . In fact new and more complex situations arise when the non-linearity exhibits both subcritical an supercritical behavior with respect to these exponents, see e.g. [3, 4, 5, 23, 24, 40] , for a far from being exhaustive bibliography. In fact we have an interaction between the exponent and the asymptotic behavior of k. Roughly speaking, if f is of type (1.1) and k(r) behaves like a positive power, then the critical exponents get smaller, while they get larger if k behaves like a negative power. E.g., if k(r) = r δ then the Sobolev critical exponent becomes 2 * δ = 2 n+δ n−2 . With very weak assumptions, definitively positive solutions exhibit two behaviors as r → 0 and as r → ∞ when k(r) > 0. Namely u(r) may be a regular solution, i.e. u(0) = d > 0 and u (0) = 0, or a singular solution, i.e. lim r→0 u(r) = +∞; a fast decay (f.d.) solution, i.e. lim r→∞ u(r)r n−2 = L, or a slow decay (s.d.) solution, i.e. lim r→∞ u(r)r n−2 = +∞. We emphasize that in many situations the behavior of singular and slow decay solutions can be specified better (cf. Remark 2.6).
In the whole paper we use the following notation: we denote by u(r, d) the regular solution of (Lr) such that u(0, d) = d, and by v(r, L) the fast decay solution such that lim r→∞ r n−2 v(r, L) = L. Moreover we call ground states (G.S.), regular positive solutions u(r) defined for any r ≥ 0 and such that lim r→∞ u(r) = 0, and singular ground states (S.G.S.) positive singular solutions v(r) defined for any r > 0 and such that lim r→0 v(r) = ∞, lim r→∞ v(r) = 0.
In this paper we continue the discussion, begun with [25] , which is mainly focused on the case where f is of type (1.1), q > 2 * , k(r) is discontinuous and equals 1 inside a ball and −1 outside. This kind of equation is a special reaction-diffusion equation, where the reaction, modeled by f , is assumed to have a source effect inside a ball and an absorption effect outside. So it can describe, e.g., the temperature u in presence of a nonlinear reaction producing energy (taking place in a bounded box) and its inverse absorbing it (taking place in the environment where the box is immersed), both heat regulated. As specified in [25] it can also describe the density of a substance subject to diffusion and to a nonlinear reaction and its inverse, see also [34, §7] . The inhomogeneity may be induced by the presence of an activator or an inhibitor.
In [25] the purpose was to prove existence and exact multiplicity for regular solutions with f.d. and with s.d., and to deduce their nodal properties, but just for a very specific example, discontinuous in r.
Here we want to show that the case described in [25] is the prototype for a large class of nonlinearities f . So we relax the requirement on k(r); in particular we assume it to be smooth, and we extend the results to a wider family of potentials f , whose main representative is given by f (u, r) = K(r)u|u| q−2 q > 2 * (a) f (u, r) = −K(r)u|u| q−2 2 * < q < 2 * (b) (1.2) where K(r) changes sign one time: in particular K(r) < 0 if r < R, K(r) > 0 if r > R, for a certain R. Section 4 will be devoted to a deeper analysis of the possible nonlinearities we can deal with, but we wish to emphasize that our result is new for this kind of nonlinearity, too.
We emphasize that the presence of G.S. with f.d. is due to the coexistence of source and absorption effects (i.e. f changes sign). In literature there are many results on the structure of radial solutions for Laplace equations with indefinite weights k, see e.g. [1, 4, 7] . However, these papers are concerned with phenomena which are found when k is a positive function, and which persist even if k becomes negative in some regions. The structure results we find can just take place if we have a change in the sign of k: if q is either smaller or larger than 2 * there are no G.S. with fast decay, neither if k(r) ≡ K > 0, nor if k(r) ≡ K < 0. In fact, the structure of the solutions of (Lr) described in Corollaries 1.2 and 1.3, reminds of the situation in which q = 2 * and we have a positive k which behaves like a positive power for r small and a negative power for r large, see e.g. [13, 40] . In the same direction goes [6] , which proves existence results (using a variational approach) which hold just when the nonlinearities have sign-changing weights; however in [6] the authors consider bounded domains and just in the subcritical case. Further in [15, 32, 33] and in references therein the reader can find several nice and sharp structure results for sign-changing nonlinearities, even for more general operators (p-Laplace, relativistic and mean curvature), in the framework of oscillation (and non-oscillation) theory, but for exterior domains, i.e. for solutions defined, say for r > 1.
Performing this generalization with respect to [25] we pay two prizes: firstly we can just give existence and multiplicity results, but we lose the control of uniqueness and exact multiplicity since we mainly ask for asymptotic conditions; secondly we have to face many technical problems and the discussion is more involved. The major one is the following: asking for f to be negative and possibly superlinear for u large, we allow the existence of non-continuable solutions, whose presence causes almost no difficulties for the special nonlinearities considered in [25] , but it is a crucial problem here.
In fact the presence of non-continuable solutions, which are typical for the nonlinearity considered, rises a challenging problem from the theoretical point of view. In fact we cannot apply the already established invariant manifold theory for non-autonomous systems (see e.g. [10, 12, 27] ). In the appendix we perform a first step in order to extend this theory to the case where noncontinuable solutions are allowed. As far as we are aware this is the first time where such a problem is considered, and we think this can be a contribution from a methodological point of view to invariant manifold theory for non-autonomous dynamical systems.
Our analysis is directly performed for the following more general differential equation ∆u + h(r) r 2 u + f (u, r) = 0 ,
and for its radial counterpart
We assume that h is a differentiable function satisfying the following requirement, which will be assumed in the whole paper:
, for every r ∈ (0, +∞) ,
The introduction in Laplace equation of the additional term
h(r) r 2 u, often referred to as Hardy potential, has raised a great interest recently, see e.g. [2, 18, 38] , and we think is another main point of interest in our paper. Usually in literature the case h ≡ η is considered, with the requirement that η ≤ η c :=
(the value η c is again critical). The restriction η ≤ η c is necessary in order to have definitively positive solutions, see e.g. [9] , either for r small or for r large, and η c can be interpreted as the first eigenvalue of the ∆u + u/r 2 , see Section 1 in [38] . Here we give a dynamical interpretation of this assumption. Equation (Hr) has been subject to deep investigation for different type of f , see e.g. [2, 16, 17, 18, 38] . Usually h is assumed to be a constant, and there are very few results concerning the case where h actually varies; however Terracini in [38] and Felli et al. in [16] considered the case where h is a function, depending in fact on its angular coordinates (to model a magnetic field).
A consequence of the presence of the Hardy term is a shift on the Serrin critical exponent, and the appearance of a new critical value in the supercritical regime. More precisely, if h(r) ≡ η < η c = (n−2)
we define
(which gives back 2 * if η = 0), and
see, e.g. [9] . Notice that lim η→ηc 2 * (η) = 2 * = lim η→ηc I(η). The presence of the Hardy term, affects greatly the asymptotic behavior of the solution. In fact if f (u, r) > 0 we continue to have two possible behavior for definitively positive solutions either for r small or for r large. Let us set
we introduce the following terminology.
•
• a R k fd solution u(r, d) = v(r, L) is both a R-solution and a fd-solution having k nondegenerate zeros. We define similarly R k sd solution u(r, d), S k fd solution v(r, L). When we do not indicate the value k, e.g. S fd, we mean any solution with these asymptotic properties disregarding its number of zeroes.
In case of equation (Lr) we can recognize respectively regular fast decay, regular slow decay and singular fast decay solutions having k nondegenerate zeros.
Note that 0 < κ(η) < n−2 2 if η > 0 and that κ(η) < 0 if η < 0, therefore R-solutions are unbounded if η > 0. We also emphasize that bounded solutions do not exist for η > 0, and that S-solutions are anyway larger than R-solutions for r small, see Remarks 2.7, 2.8, 2.10 for more details.
This fact may cause relevant problems in applying variational or functional techniques, but in fact it finds an easy explanation with our approach. However the structure of positive solutions is not greatly altered by the presence of the Hardy potential so that we can give here a unified approach for both (L) and (H).
Consider a function f as in (1.2); we state the following assumption for K:
K Assume that K is C 1 and there is R > 0 such that K(r) < 0 for 0 < r < R and K(r) > 0 for r > R. Further assume that
as r → 0 , and
where
Note that the weak assumption on the derivative of K is just technical. We need to introduce the following parameters which take into account of the shift on the critical exponent due to the presence of the spatial dependence:
and notice that l(q, 0) = q. We postpone the statement of our main results in a more general framework to Section 2.6. We just propose here two corollaries which follow directly from Theorems 2.15 and 2.16 and apply to nonlinearities introduced in (1.2). Corollary 1.2. Assume H, let f be as in (1.2a) and suppose K(r) satisfies K. Set l u = l(q, δ 0 ) and l s = l(q, δ ∞ ), and assume 2 * (η) < l u < I(η), 2 * < l s < I(β). Then there is an increasing sequence
Assume H, let f be as in (1.2b) and suppose K(r) satisfies K. Set l u = l(q, δ 0 ) and l s = l(q, δ ∞ ), and assume
Notice that both the corollaries provide the existence of a positive G.S. with fast decay (the R 0 fd) for equation (L). The first one gives also existence of positive G.S. with slow decay (the R 0 sd's) and the second the existence of positive S.G.S. with fast decay (the S 0 fd's).
The previous corollaries focus on solutions which are positive near zero; by the way similar statements hold for negative near zero solutions.
In the proofs we apply the classical Fowler transformation, to pass from (Hr) to a system, and we apply phase plane analysis and techniques from the theory of invariant manifold for non-autonomous systems, following the way paved by [28, 29, 30] . Therefore the existence of R fd corresponds to the existence of homoclinic orbit in the introduced dynamical system. The presence of the Hardy potential forces us to abandon the classical results established in [10] , and to add a discussion of exponential dichotomy tools, based on [11, 12, 27] .
Kelvin inversion u(r) → u(1/r)r 2−n assumes a particularly clear form when it is combined with Fowler transformation (see Section 2.5). To the best of our knowledge this simple but useful remark appeared for the first time in [23] ; here we explore this fact a bit further.
The paper is structured as follows: in Section 2 we introduce Fowler transformation ( §2.1), and we explain some well known correspondences between the new system and the original problem, in the (Lr) case ( §2.2), in the (Hr) case ( §2.3); then we state our results in the general framework ( §2.6). In Section 3.1 we develop some geometrical consideration, which will be actually used in Section 3.2 to prove our main theorems, following some ideas introduced in [3, 13, 30] . In Section 4 we give some further examples of application of our results. In Appendix A.1 we recall some well known facts concerning invariant manifold theory for non-autonomous system, and we explain our extension to a setting where continuability is lost. Appendix A.2 and A.3 are devoted to adapt to our setting some topological ideas already used respectively in [3, 13] , and in [22] .
2 Preliminaries and stating of the results.
Fowler transformation.
We consider equation (Hr), which corresponds to radial solutions of (H). Once we have fixed a constant l > 2, and the values
where r = e t , (2.1)
we pass from (Hr) to the following
In particular, in the classical Laplace case, i.e. when h(t) ≡ 0, we find
.
The main advantage in this change of variables is that, when f is of type (1.1), setting l = q we obtain a system which is not anymore singular. Moreover, if h and k are constants, then (S) is autonomous: in fact (2.1) is a slight modification of the original transformation introduced by Fowler [19] . More in general, whenever h is a constant and k(r) = Kr δ , where δ > −2 we can set l = l(q, δ) = 2 q+δ 2+δ to get g l (x, t) = Kx l |x l | q−2 , so that (S) is an autonomous system.
Assume first that h ≡ 0, and g l (x, t) = Kx l |x l | q−2 . In these cases, whenever l > 2 * and K > 0, the origin is a saddle and admits a 1-dimensional unstable manifold M u and a 1-dimensional stable manifold M s . Moreover we have two critical points P + = (P x , P y ) and P − = (−P x , −P y ) with P x > 0, which are stable for l > 2 * , centers for l = 2 * and unstable for 2 * < l < 2 * . Using the translation for this context of the Pohozaev identity, see e.g. [37] , we can easily draw the phase portrait, in such an autonomous case (a detailed proof in the p-Laplace context is given in [20] , see also [23, 25] ).
If K < 0 and l > 2 * the origin is the unique critical point and both M u and M s are unbounded curves, see Figure 1 .
In fact this analysis is easily extended to any autonomous system (S 0 ) satisfying the following assumption, see [13] for details:
GA There is l > 2 * such that g l (x, t) ≡ Kg l (x) is t-independent, K = 0 is a constant, and g l (x)/x is a function, which is positive increasing for x > 0 and positive decreasing for x < 0, satisfying
This way we can consider e.g.
f (u, r) = k 1 u|u| q−2 ln(ur 2 q−2 )) where k 1 and k 2 are positive constants and q 1 and q 2 are larger than 2. So we can consider slightly more general functions f . Now we introduce a further notation which will be in force in the whole paper: we denote by x l (t, τ, Q) = (x l (t, τ, Q), y l (t, τ, Q)) the trajectory of (S) -or (S 0 ) -which is in Q for t = τ .
The following remark underlines the relations between the behaviour of solutions of (S 0 ) and of (Lr).
Remark 2.1. Assume GA. Consider the trajectory x l (t, τ, Q) of (S 0 ) and let u(r) be the corresponding solution of (Lr); then u(r) is a regular solution if and only if Q ∈ M u , while it has fast decay if and only if Q ∈ M s .
This result can be easily proved using standard tools in invariant manifold theory, see e.g. [20, 23, 25] ; we will prove it as a special case of a more general result, Lemma 2.5 below, in the non-autonomous context.
: the linearization of system (S) in the origin has real and distinct eigenvalues. Moreover the origin is a saddle iff
where 2 * (η) and I(η) have been defined in (1.3), (1.4). The eigenvalues are
, where κ(η) was defined in (1.5). Let us assume first that g l (x, t) = Kg l (x) satisfies GA with K > 0, where the condition l > 2 * is replaced by l > 2 * (η). It is straightforward to check that, when the parameters are in the range (2.3), we have again a unique critical point P + = (P x , P y ) in x > 0; in particular if g l (x) = x|x| q−2 , we find P x = Figure 1 : Sketch of the phase portrait of (S), when g l (x, t) is t-independent and satisfies GA. The unstable manifolds M u and the stable manifolds M s are drawn. The manifolds can be located using the level curves of some energy functions (cf. [20, 25, 37] ): in particular in the case l = 2 * the system is Hamiltonian, moreover, if K > 0, it presents periodic solutions and M u and M s coincide giving two homoclinic orbits.
, and P y = −α l P x . The point P + is unstable (either a node or a focus) if 2 * (η) < l < 2 * , a center if l = 2 * it is stable if 2 * < l < I(η) (either a node or a focus). Again for K < 0 we find that M u and M s are unbounded curves. See Figure 1 . We refer to [25] for details.
We can again consider the stable manifold M s and the unstable manifold M u , in order to obtain estimates as in Remark 2.1, however the presence of the Hardy potential may forbid the existence of regular solutions. We will present such details in Section 2.3 in the non-autonomous case so to avoid repetitions.
Stable and unstable manifolds for non-autonomous
systems.
In the previous subsection we have begun from the autonomous case for illustrative purposes. Now we turn to consider the t-dependent case: the first step is the generalization of Remark 2.1. In this subsection we will make use of the following assumption for illustrative purposes (it will be removed from the next subsection):
C All the trajectories of (S) are continuable for any t ∈ R.
We have two different alternatives to introduce stable and unstable sets for non-autonomous systems, thus extending Remark 2.1 to a generic g l (x, t). The simplest one requires the strongest hypotheses, but gives more structure.
Gu Assume H and that there is l u ∈ (2 * (η), I(η)) such that g lu (0, t) = 0, ∂ x g lu (0, t) = 0 for any t ∈ R, and
uniformly on compact sets, where the function g
−∞ lu
is a non-trivial locally Lipschitz function satisfying GA and is a suitable positive constant.
Gs Assume H and that there is l s ∈ (2 * (β), I(β)) such that g ls (0, t) = 0, ∂ x g ls (0, t) = 0 for any t ∈ R, and Assume Gu and add to (S) the variable z = e t , to get
(2.4) We have thus obtained an autonomous system and all its trajectories converge to the z = 0 plane as t → −∞; so (2.4) is useful to investigate the asymptotic behavior in the past. The origin admits a 2-dimensional unstable manifold denoted by W u . From standard arguments of dynamical system theory, we see that the set W u lu (τ ) = W u ∩ {z = e τ } is a 1-dimensional (immersed) manifold, for any τ ∈ R, see e.g. [3, 24] .
Similarly when Gs holds we consider the following system to study the behavior of trajectories in the future, adding the new variable ζ = e − t . 
for any τ ∈ I, and Q(τ ) is continuous (in particular it is as smooth as g l ).
The proof of this Remark follows from standard facts in dynamical system theory. If we assume h(t) ≡ η, it follows from [ Following [29] , which is based on [27] , we can introduce stable and unstable leaves with assumptions weaker than Gu and Gs, see also the Appendix A.1 for a more detailed discussion of the topic.
gu Assume H and that there exists l u ∈ (2 * (η), I(η)) such that g lu (x, t) is continuous in x uniformly for t ≤ τ , whenever τ ∈ R and for any x in a compact set; further g lu (0, t) = ∂ x g lu (0, t) = 0 for any t ∈ R.
gs Assume H and that there exists l s ∈ (2 * (β), I(β)) such that g ls (x, t) is continuous in x uniformly for t ≥ τ , whenever τ ∈ R and for any x in a compact set; further g ls (0, t) = ∂ x g ls (0, t) = 0 for any t ∈ R.
Replacing Gu by gu and Gs by gs we can again construct 1-dimensional (immersed) manifolds W u lu (τ ), respectively W s ls (τ ), for any τ ∈ R by characterizing them as follows:
Furthermore W u lu (τ ) and W s ls (τ ) in the origin are tangent respectively to the unstable and the stable space of the linearized system, see [27] and the Appendix for more details, in particular Remarks A.2 and A. 3 . W u lu (τ ) and W s ls (τ ) have the smoothness property described above in Remark 2.2, but the first part of Remark 2.2 concerning their asymptotical behavior does not hold anymore (since W u lu (−∞) and W s ls (+∞) may be not defined). We stress that Gu implies gu, and if the former holds then the manifolds W u lu (τ ) constructed via Gu and gu coincide; the specular result holds for Gs which implies gs (this way we see that Remark 2.4 below holds for W u lu (τ ) and W s ls (τ ) if we assume Gu and Gs). However observe that with gu and gs we allow also functions g l (x, t) which are periodic in t or which have logarithmic behavior. Further notice that when Gu holds, the phase portrait is very different in the two cases K > 0 and K < 0 (see Figure 1 ), but in any case gu holds and guarantees the existence of the unstable manifold. A similar argument holds for Gs and gs, too.
Since we want to understand the mutual position of these two objects we introduce the manifolds:
Notice that W Remark 2.3. Observe that when gu holds for somel u > 2 * (η), respectively gs holds for somel s > 2 * (β), then gu holds for any l u ∈ [l u , I(η)), resp. gs holds for any l s ∈ (2 * (β),l s ].
The validity of the previous remark can be immediately verified: if we choose
From now to the end of the subsection we assume h(t) ≡ 0 for illustrative purposes; such a restriction is removed in the next subsection, which is focused on the novelties introduced by the Hardy term. We emphasize that, in any case, the result of this paper are new even for the original Laplace case, i.e. when h(t) ≡ 0. We also stress that the upper bound in the values of l u and l s due to gu, gs disappears when h(t) ≡ 0 (since I(0) = +∞).
Remark 2.4. Assume h(t) ≡ 0, C, gu, gs, then W u lu (τ ) and W s ls (τ ) are tangent respectively to y = 0 and to y = −(n − 2)x at the origin for any τ ∈ R.
As in the t-independent case, all regular solutions correspond to trajectories in W u ls (τ ), while fast decay solutions correspond to trajectories in W s lu (τ ). More precisely we have the following, see [23, 24] . Lemma 2.5. Assume h ≡ 0, C, gu and gs. Consider the trajectory x lu (t, τ, Q) of (S 0 ) with l = l u > 2 * , and the corresponding trajectory x ls (t, τ, R) of (S 0 ) with l = l s > 2 * . Let u(r) be the corresponding solution of (Lr).
We postpone the proof of the lemma to Appendix A.1, see page 36.
Note that the manifold W u lu (τ ) is split by the origin into two connected components, one which leaves the origin and enters the x > 0 semi-plane (corresponding to regular solutions u(r) positive for r small), denoted by W u,+ lu (τ ), and the other which enters the x < 0 semi-plane (corresponding to regular solutions u(r) negative for r small), denoted by W s,− ls (τ ), which leave the origin and enter respectively in x > 0 and in x < 0 (and correspond to fast decay solutions u(r) which are definitively positive and definitively negative respectively). Now we turn to consider briefly singular and slow decay solutions, see e.g. [13] .
Remark 2.6. Assume h(t) ≡ 0 and Gu with K > 0, then (2.4) admits a critical point (P x , P y , 0) such that P x > 0. This point admits an unstable manifold which is 1-dimensional if l u ≥ 2 * and 3-dimensional if 2 * < l u < 2 * . The trajectories (x lu (t), z(t)) contained in this manifold correspond to singular solutions v(r) of (Lr) such that lim r→0 v(r)r α lu = P x > 0. It is easy to check that if l u > 2 * we have a unique singular solution, while if 2 * < l u < 2 * we have uncountably many singular solutions. Further, if l u = 2 * , any trajectory x lu (t) of (S) bounded for t ≤ 0 converges either to P = (P x , P y ) or to −P or to the origin as t → −∞.
Assume h(t) ≡ 0 and Gs with K > 0, then (2.5) admits a critical point (P x , P y , 0) such that P x > 0. This point admits a stable manifold which is 1-dimensional if 2 * < l s ≤ 2 * and 3-dimensional if l s > 2 * . The trajectories (x ls (t), ζ(t)) contained in this manifold correspond to slow decay solutions v(r) of (Lr) such that lim r→∞ v(r)r α ls = P x > 0. If 2 * < l s < 2 * we have a unique slow decay solution, while if l s > 2 * we have uncountably many slow decay solutions. Further, if l s = 2 * , any trajectory x ls (t) of (S) bounded for t ≥ 0 converges either to P = (P x , P y ) or to −P or to the origin as t → +∞.
The proof follows from elementary arguments on the phase portrait, see e.g. [13, Lemma 2.9] for details.
Stable and unstable manifolds with Hardy potentials.
We go back to consider (Hr), and (S) where h(t) ≡ 0 satisfies H. We list some results which explain similarities and differences with respect to Section 2.2. Their proofs rely on standard facts in invariant manifold theory for non-autonomous systems, and in particular on exponential dichotomy: they are postponed to the Appendix.
Remark 2.7. Assume gu; if η = 0 regular solutions for (Hr) do not exist, due to the singularity of the equation for r = 0. They are replaced by solutions which (may) exhibit a singular behavior as r → 0. More precisely, for any d ∈ R there is a unique solution, u(r) = u(r, d) of (Hr) such that u(r)r κ(η) → d as r → 0. Analogously assume gs; then the behavior of fast decay solutions changes slightly. I.e., for any L ∈ R there is a unique solution v(r, L) such that v(r, L)r n−2−κ(β) → L as r → +∞ (cf. Definition 1.1).
In particular, Lemma 2.5 continues to hold respectively for R-solutions and fd-solutions.
Remark 2.8. Assume Gu and Gs with K > 0 and H (allow h(t) ≡ 0). Then Remark 2.6, continues to hold almost with no differences: In particular Ssolutions are asymptotic to ±P x r α lu as r → 0, while sd-solutions are asymptotic to ±P x r α ls as r → +∞. The only change is in the value of P x (which however can be computed explicitly).
We also observe that if Gu, Gs, H hold but K < 0, then there are no S-solutions neither sd-solutions, so solutions of (Hr) which are defined in a neighbourhood of r = 0 and are definitively positive for r small are R-solutions and the ones which are defined in a neighbourhood of r = ∞ and are definitively positive for r large are fd-solutions.
constant matrix (e.g. when h ≡ 0 as for (Lr)), then the tangent spaces to W u lu (τ ) and W s ls (τ ), say u (τ ) and s (τ ), are independent from τ . This is not the case if A l (t) ≡ A. Let m u (τ ) and m s (τ ) be such that
Remark 2.9. Assume gu, gs and allow h(t) ≡ 0; then u (τ ) and
, then κ(η) > 0, hence the R-solution u(r, d), with d > 0, is in fact singular, i.e. lim r→0 u(r) = +∞, and accordingly u (r) is negative and lim r→0 u (r) = −∞ as r → 0. However if η < 0 then κ(η) < 0, i.e. the R-solution u(r, d), with d > 0, is such that u(r, d) → 0 like a power as r → 0. Moreover it is monotone increasing for d > 0, since u (τ ) lies in xy > 0 for τ 0, and consequently the first branch of W u lu (τ ) lies in xy > 0 for τ 0.
The lack of continuability
If C is removed the situation becomes more complicated.
Remark 2.11. In this paper we are interested in functions f (u, r) which are negative for u large and either r small or r large. In these cases equation (L) may admit solutions which are not globally defined, i.e. C is not fulfilled. So we adopt the following notation: we say that a solution
L → 0 as L → 0, since the null solution is continuable for any r ≥ 0. We introduce the following definitions
Obviously the intervals (d
coincide with the whole R if C is assumed, but they are bounded in the cases considered in this paper.
The lack of continuability is a relevant problem in order to apply dynamical system techniques and invariant manifold theory for non-autonomous systems. Let us denote byW Lemma 2.13. Assume gu and gs. Consider the trajectory x lu (t, τ, Q) of (S) with l = l u ∈ (2 * (η), I(η)), and the corresponding trajectory x ls (t, τ, R) of (S) with l = l s ∈ (2 * (β), I(β)). Let u(r) be the corresponding solution of (Hr). Then 
Kelvin inversion and Fowler transformation
An important tool in the investigation of equations like (Hr) is a change of variables known as Kelvin inversion. Let us set
From a straightforward computation we see that u(r) satisfies (Hr) if and only ifũ(s) satisfies the following equation:
It is important to observe that generically if f is subcritical (respectively supercritical) thenf is supercritical (resp. subcritical), see, e.g., [23, §2] for the analogous statement for (Lr).
We emphasize that Kelvin inversion (2.10) assumes a more clear form when it is combined with Fowler transformation (2.1). In fact, when we apply (2.1) to (2.11), by setting
we simply pass from system (S) to the following one:
We stress that (2.13) is obtained from (S) simply by changing the values of the parameters (α l , γ l ) into (−γ l , −α l ), and evaluating the functions g l (x, t) and h(e t ) in −τ in spite of τ . We give the details of the computation for reader's convenience. Let us set f h (u, r) := h(r) r 2 u + f (u, r) and introducef h as in (2.10), then
Let us assume that f (u, r) satisfies Gu with l u =l u > 2 * (respectively Gs with l s =l s > 2 * ) thenf (u, r) satisfies Gs with l s =L s > 2 * (resp. Gu with
In particular we have αL s = −γl We emphasize that, if g l (x, T ) is T −independent, the condition α l + γ l > 0 means that (Hr) is subcritical (respectively α l +γ l < 0 and α l +γ l = 0 mean (Hr) supercritical and critical). Hence, it is clear that when we pass from (S) to (2.13), the unstable manifold W u (T ) is driven into the stable manifold W s (−T ) and viceversa, and a subcritical system is driven into a supercritical system.
Moreover we emphasize that, in presence of a Hardy potential, we have e.g.
2.6 Statement of the results.
Let us introduce some further assumptions we will assume together with gu and gs.
L1 There is T ∈ R, such that
≤ 0 for any x ∈ R and any t < T and lim inf |x|→+∞ g ls (x,t) x ≥ 0 for any t > T.
L2 There is T ∈ R, such that g ls (x,t) x ≤ 0 for any x ∈ R and any t > T and lim inf |x|→+∞ g lu (x,t) x ≥ 0 for any t < T.
We stress that L1 is trivially satisfied if f is as in (1.2a) and K holds, just setting T = ln R. By symmetry, if f is as in (1.2b) and K holds, L2 follows.
We are now ready to state the main results, using the terminology introduced in Definition 1.1. 
We recall that if f satisfies Gs with K > 0 and l s ∈ (2 * , I(β)), gu and L1, thenf obtained via (2.10) satisfies Gu with K > 0 and l u ∈ (2 * (β), 2 * ), gs and L2. Moreover R-solutions are turned into fd-solutions and viceversa, and S-solutions into sd-solutions, see Subsection 2.4. So, applying Kelvin inversion on Theorem 2.15, we obtain the following result. 
An analogous statement holds for S fd v(r, L) where L < 0.
3 Proofs.
Preliminary lemmas.
For every solution x l (t) = (x l (t), y l (t)) of (S), we introduce polar coordinates
Taking into account (2.1), we stress that if we switch between different values of l, say l 1 and l 2 , we get ρ l2 = exp[(α l2 − α l1 )t]ρ l1 and φ l1 (t) = φ l2 (t), so we can drop the subscript in φ.
In particular, the next remark easily follows from the fact that the flow on the y-axis rotates clockwise, i.e., x l (t)y l (t) > 0 when x l (t) = 0 and y l (t) = 0 . Remark 3.1. Consider the trajectory of a solution x l (t) of (S); then Int for any τ ∈ R.
Proof. From Remark 2.9 we have m s (+∞) = −(n − 2 − κ(β)) < − If
Thus the flow on b(τ ) points towards the exterior of T (τ ), whenever t ≥ τ . Moreover by construction the flow of (S) on a(τ ) points towards the exterior of T (τ ). Finally observe that if
where we have used |γ ls | > n−2 2 , being l s > 2 * . So we can apply Lemmas A.5 and A.6, thus finding that there is a connected subsetW The following result establishes a correspondence between trajectories of (S) and solutions of (Hr). 
We underline that, in general, we do not have d lu (ω, τ ), too. We need to consider also the following parametrizations in polar coordinates of the manifolds:
We recall that the angular coordinate of the parametrizations does not depend on the choice of l as stated in Lemma 2.5.
Let Q ∈ W s,+ l (τ ) and consider the trajectory x l (t, τ, Q) of (S). Note that xl(t,τ,Q)
|xl(t,τ,Q)| approaches s (+∞) as t → +∞, see (2.8). Using the polar coordinates introduced in (3.1), let us set
where we can assume that the angular coordinate φ satisfies lim t→+∞ φ(t, τ, Q) = − arctan(n−2−κ(β)). Similarly, if we consider R ∈ W u,+ l (τ ) with the trajectory x l (t, τ, R), then xl(t,τ,R) |xl(t,τ,R)| approaches u (−∞) as t → −∞, and we can assume
(τ ) for a certain l, we must choose one of the two conditions, the other will be satisfied up to a multiple of 2π.
Proof of the main theorems.
In this section we provide the proof of Theorem 2.15. The proof is based on some geometrical observations on the phase portrait. Then Theorem 2.16 follows from Kelvin inversion.
We recall that the manifolds W s,+ ls (τ ) are sets of initial conditions converging to the origin and a priori they are not graphs of solutions unless the system is autonomous. However, for system (S) the number of rotations around the origin performed by W s,+ ls (τ ) from the origin until a point Q ∈ W s,+ ls (τ ), equals the number of rotations performed by the trajectory x ls (t, τ, Q) for t ≥ τ , with reversed sign.
More precisely we have the following property, the proof is adapted from [13, Propositions 3.5, 3.8] (we refer also to [3, 24, 30] for more details) and it is postponed to Appendix A.2. Lemma 3.6. Let us consider system (S) and assume Gs with K > 0 and l s ∈ (2 * , I(β)). Consider the trajectory in (3.8) with Q = Σ s,+ ls (σ, τ ), using the notation in (3.6). Then if h is a constant, the angle θ := θ s,+ (σ, τ ) − θ s,+ (0, τ ) performed by the stable manifold W s,+ ls (τ ) equals, but with reversed sign, the angle φ := φ(+∞, τ, Q) − φ(τ, τ, Q) performed by the trajectory x ls (t, τ, Q). If h is a function, the difference is
We wish to underline that a similar statement can be obtained for the unstable manifold too. Moreover, notice that Lemma 3.6 is independent from the parametrization of the stable manifold, so we can use the one defined in (3.7).
Lemma 3.7. Assume Gs with K > 0, l s ∈ (2 * , I(β)) and L1, then W s,+ ls (τ ) and W s,− ls (τ ) are spirals rotating indefinitely counterclockwise around the origin for any τ ≥ T; therefore lim σ→+∞ θ s,+ (σ, τ ) = +∞, and lim σ→+∞ θ s,− (σ, τ ) = +∞ for any τ ≥ T.
Proof. We prove the Lemma just for W s,+ ls (τ ); the case of W s,− ls (τ ) can be obtained analogously. The Lemma is known if the system is autonomous, so we have it trivially for τ = +∞. In fact the manifold W s,+ ls (+∞) coincides with the stable manifold M s,+ of the autonomous system (S) where g ls (x, t) ≡ Kg +∞ ls (x). We recall that from L1 we get continuability of the solutions for any t ≥ T. From Remark 2.2, we see that for any integer M > 0 there is T > 0 such that W s,+ ls (τ ) crosses transversally the coordinate axes, and performs at least M complete rotations counterclockwise, for any τ ≥ T . In particular, using (3. Let φ(t, T, Q M ) be the angular coordinate of x ls (t, T, Q M ), see (3.8), then from Lemma 3.6 we see that φ(T, T, Q M ) = Θ s,+ (L M , T ) = 2πM + π/2. By (3.2) and Remark 3.1, we have, φ(τ, T, QM ) ≥ 2πM + π/2 for any τ ≤ T , as long as φ(τ, T, QM ) exists, therefore at least for τ ∈ [T, T ]. Then using again Lemma 3.6 and Lemma 3.2, we see that
We have thus proved the Lemma, since M is arbitrarily large.
Lemma 3.8. Assume gu and L1; then lim sup ω→+∞ ρ u,± (ω, τ ; l u ) = +∞, and
for every ω > 0 and for any τ ≤ T.
Proof. As usual, we give the proof for W u,+ lu (τ ), the other follows similarly. Let
Notice that S(ξ) is increasing, and by gu, S(ξ) < +∞ for any fixed ξ. Let m(ξ) = |S(ξ)|, and set A(ξ) = (ξ, m(ξ)ξ), B(ξ) = (ξ, − n−2 2 ξ). This proof is analogous to the one of Lemma 3.2 and relies on Lemma A.6. We construct the triangle Z(ξ) with vertices O, A(ξ), B(ξ), and with edges o(ξ), a(ξ), b(ξ) opposite to the vertices O, A(ξ), B(ξ) respectively. Let
So from (3.10), (3.11) the flow of (S) on a(ξ) ∪ b(ξ), points towards the interior of Z(ξ), for any τ ≤ T.
Assume first l u > 2 * so that on o(ξ) we haveẋ lu > 0. The flow on o(ξ) points towards the exterior of Z(ξ); hence we can apply Lemma A.6, and we find a connected subset W(τ ) ⊂ (W u lu (τ ) ∩ Z(ξ)) containing O and a point in o(ξ), for any ξ > 0 and any τ ≤ T. Such a procedure can be repeated for ξ arbitrarily large, thus concluding the proof of the lemma. Now assume l u ∈ (2 * (η), 2 * ]. From Remark 2.3 we see that gu holds for L u > 2 * too, so we can construct W u,+ Lu (τ ) and W u,− Lu (τ ). Fix as above t o ≤ T and consider the flow of (S) for t ≤ t o . We construct again the triangle Z(ξ) and we observe that (3.10) and (3.11) continue to hold, and the flow of (S) on o(ξ) points outwards. So we conclude via Lemma A.6 as above the existence of a subset W(τ ) of W , for any j ∈ N, where T is defined in L1. Moreover, we can assume that Q * ,+ j
Proof. Fix τ = T. From Lemma 3.7 we know that W s,+ lu (τ ) and W s,− lu (τ ) are two spirals rotating counterclockwise around the origin, and each of them is cut infinitely many times by W u,+ lu (τ ) (see Figure 2 ): at least once at each rotation respectively at the point Q 2j and Q 2j+1 , by the property shown in Lemma 3.8.
We develop this argument in polar coordinates too, for clarity and for later purposes. Using also Lemma 3.2 we see that
Consider the following curves in the stripe (Θ, R) ∈ S = R × [0, +∞): 12) for k ∈ N. Let us introduce, for every k ≥ 0, By construction, x lu (t; T, Q * ,+ j (T)) is a homoclinic trajectory of (S), and the corresponding solution u(r, d * j ) of (Hr) is a R fd solution. We introduce the following notation: letΩ = (Θ,R) be a point in S, andQ =R(cos(Θ), sin(Θ)); we denote by Ω lu (t, T,Ω) = (φ(t, T,Ω), ρ lu (t, T,Ω)) the switched polar coordinates of x lu (t, T,Q), such that Ω lu (T, T,Ω) =Ω (so that it is uniquely defined). With a little abuse of notation we denote by Ω ls (t, T,Ω) = (φ(t, T,Ω), ρ ls (t, T,Ω)) the switched polar coordinates of x ls (t, T,R), whereR =Qe (α ls −α lu )T , and we observe that the angular coordinate is the same as in Ω lu (t, T,Ω), while the radial coordinate is multiplied by e (α ls −α lu )t . Proof. When we consider (Lr) we can simply repeat the proof of [13, Lemma 3.11] with no changes. When we deal with (Hr) we need to adapt slightly the argument: we sketch the proof for reader's convenience.
If j = 2k is even we have φ(T, T,
, see also Lemma 3.6. Therefore x lu (t, T, Q * j ) performs the angle φ(T, T, Ω * j ) + arctan(κ(η)) around the origin when t ∈ (−∞, T], and it performs the angle −jπ − arctan(n − 2 − κ(β)) − φ(T, T, Ω * j ) for every j when t ∈ [T, +∞). Summing up, x lu (t, T, Q * j ) performs the angle −jπ − arctan(n − 2 − κ(β)) + arctan(κ(η)). Since arctan(n − 2 − κ(β)) − arctan(κ(η)) ∈ (0, π) we see that x lu (t, T, Q * j ) crosses the y axis exactly j times and so u(r, d * j ) changes sign exactly j times.
Remark 3.12. The solution u(d * j , r) of (Hr) is a R j fd, and it is definitively positive for j even and definitively negative for j odd. However, a priori, we may find some 
Following the ideas of [13, Section 3] , let us now turn to consider the solution u(r, d) where d = d * j for any j ∈ N. Fix τ ≥ T, we need to define several subsets of the stripe S: 
Observe that if Γ u,+ (·, τ ) has a unique intersection with Γ
. We set (cf. Figure 2b )
Definek 0 (τ ) =Ê 0 (τ ) and, for any j > 0, denote byk j (τ ) the open bounded set enclosed byB
s j−1 (τ ) and the line R = 0 (observe thatk j (τ ) ⊂ E j (τ )). Note that these sets have the following property.
Remark 3.14. IfΩ belongs toÂ
Proof. We just sketch the proof which is strongly inspired by [13, Section 3] and in particular [13, Lemma 3.14] . The claim concerningÂ 
as τ → +∞, and |Θ j (τ )+jπ| < π 2 . LetΩ(t) = (φ(t),ρ(t)) = Ω(t, τ,Ω) be the switched polar coordinates of x lu (t, τ, Q) andΩ(t) = (φ(t),ρ(t)) the switched polar coordinates of the trajectory x ls (t, τ, Qe (α ls −α lu )t ) corresponding to the same solution u(r) of (Hr), so thatρ(t) =ρ(t)e (α ls −α lu )t . Let us denote byÃ
Denote byΓ ls (+∞) for (S), the one containing P + if j is even and the one the one containing P − if j is odd. Note thatk j (τ ) as τ → +∞ approaches a bounded open subset ofK j (+∞), sayk j (+∞) containing the switched polar coordinates either of P + if j is even or of P − if j is odd; similarlyã u j (τ ) approaches a subset ofK j (+∞) as τ → +∞. Moreover note that P + (or P − ) is the unique attracting subset ofk j (+∞). Let (Θ ± , R ± ) be switched polar coordinates for
) as t → +∞; hence the corresponding solution u(r) of (Hr) is a R 2k sd (resp. a R 2k+1 sd) which is definitively positive (resp. negative).
We stress that by construction we find a 4 Some further examples.
In this section we briefly present other types of nonlinearities to which our theorems apply. Let us begin by noticing that when f is as in (1.2a), arguing as in Section 2.1, we can choose l u and l s as in Corollary 1.2, and we get
where K(0) < 0 < K(∞), and ∆ u (T ) and ∆ s (T ) go to 0 as T → +∞. In fact we can also consider logarithmic growth, e.g.
where K(0) < 0, a 0 ∈ R, δ 0 > −2. In this case assumption Gu does not hold but gu holds for any l u ∈ (l(q, δ 0 ), I(η)), see (1.7). So if K holds with the first in (1.6) replaced by (4.1) we can apply Corollary 1.2. Similarly if f is as in (1.2b) and K holds with the second in (1.6) replaced by K(r) ∼ K(∞)| ln(r)| a∞ r δ∞ , K(∞) > 0, then gs holds for any l s ∈ (2 * (β), l(q, δ ∞ )), so we can apply Corollary 1.3.
Introduce
for a certain integer N i , where δ i,j > −2, q i,j > 2, K i,j are continuous functions which are bounded and uniformly far from zero for r small and r large, negative near zero, changes sign at R i,j > 0 and then they are positive. We assume
thus having
Moreover it is possible to assume that some of the K i,j are identically zero for either r ≤ R i,j or r ≥ R i,j . We do to not enter in details for major clarity. Assume now
Setting l u = 1 and remembering that, for
, a computation gives the validity of gu if l u < I(η). The first condition of L1 holds simply setting T = min{R i,j }, while we have to assume
in order to fulfill the second one. Roughly speaking, the term with the greatest power is the first to change sign. Assumption Gs holds setting l s = m . Hence, Theorem 2.15 applies if f is as in (4.3) with 2 * < m < · · · < 1 < I(η) and such that (4.4) holds.
Arguing as above we can find the corresponding specular conditions in order to permit the application of Theorem 2.16. Assume f (u, r) = − m i=1 f i (u, r) with f i as in (4.2) assuming now 1 < 2 < · · · < m−1 < m . Setting l s = 1 > 2 * (β) we have gs, then set T = max{R i,j } and assume (4.4) so that L2 is given. The validity of Gu is given setting l u = m , asking 2 * (η) < m < 2 * .
The functions previously considered consist of sum of possibly different polynomial terms. However, our results permit us to consider also more general nonlinearities, which however have a leading term in their expansion for u small and u large which is polynomial, e.g.
In such a case, a straightforward computation gives that Gu holds requiring l u = l(q 1 − q 2 , δ 1 ) and Gs holds setting l s = l(q 1 , δ 1 − δ 2 ). Further notice that our results are robust. I.e., we have the following.
Remark 4.1. Assume H and consider (for simplicity) the functionsf + (u, r), f − (u, r) satisfying the assumption of Corollary 1.2, and 1.3 respectively. Letf (u, r) be such thatf (0, r) = ∂f ∂u (0, r) = 0; suppose that there is C > 1 such thatf (u, r) ≡ 0 for r < 1/C and for r > 1/C, and that lim |u|→+∞f (u,r) |u| q−1 = 0 uniformly for r > 0.
Then the function f (u, r) =f + (u, r) +f (u, r) satisfies the assumptions of Theorem 2.15, and the solutions of (Hr) have the structure described in Corollary 1.2 (and Theorem 2.15).
Similarly the function f (u, r) =f − (u, r)+f (u, r) satisfies the assumptions of Theorem 2.16, and the solutions of (Hr) have the structure described in Corollary 1.3 (and Theorem 2.16).
The assumptions on Hardy potentials h(r) are more clear so we just emphasize the following interesting example satisfying H:
i.e. h(r) = Cr 2 1 + r 2 , with η = 0 , and β = C .
A Appendix

A.1 On the lack of continuability
In this appendix we first review briefly some well known facts concerning exponential dichotomy, see, e.g., [12] . Then we develop the construction of stable and unstable manifolds for non-autonomous systems, i.e. W u lu (τ ) and W s ls (τ ), when continuability of the trajectories of (S) is ensured, i.e. when hypothesis C holds. Then we extend our discussion to the case where C does not hold.
Denote by A l (t) = α l 1 −h(e t ) γ l the linearization of the right hand side of (S) in the origin, and by A l (±∞) = lim t→±∞ A l (t). Assume either Gu or gu: note that A lu (−∞) has λ 2 < 0 < λ 1 as eigenvalues where λ 1 := α lu − κ(η) and λ 2 := α lu + 2 − n + κ(η). By H, A lu (t) can be seen as an L 1 perturbation of A lu (−∞), therefore it admits exponential dichotomy in negative semi-lines (−∞, τ ]. More precisely let X(t) be the fundamental matrix oḟ
i.e. the matrix solution of (A.1) such that X(0) = I, where I denotes the identity matrix. Then, for any τ ∈ R there is a constant K = K(τ ) > 1, exponentsλ 2 < 0 <λ 1 and a projection P − such that
for any t < s < τ ,
for any s < t < τ , (A.2)
see, e.g., [12, Section 4] . Moreover the optimal choice forλ i isλ i = λ i for i = 1, 2, see [8, Appendix] . Let us denote by P − (τ ) := X(τ )P − X(τ ) −1 , and by u (τ ) the 1-dimensional kernel of P − (τ ); then u (τ ) is the unstable space for (A.1). I.e let ξ ∈ R 2 , and denote by ξ(t) the solution of (A.1) such that ξ(τ ) = ξ; then ξ(t) is bounded for t ≤ 0 iff ξ ∈ u (τ ), cf. [12, Section 4] . Since u (τ ) is 1-dimensional we see that there is c = c( ξ) such that ξ(t) e −λ1t → c as t → −∞. Also note that by construction u (τ ) is a line, and ξ ∈ u (τ ) iff ξ(t) ∈ u (t). Now assume gu and consider (S) where l = l u : we consider this problem as a nonlinear perturbation of (A.1). Thus, setting Q(δ) = {(x, y) | |x| ≤ δ, |y| ≤ δ}, we get the following, see [27, Theorem 2.25] .
Lemma A.1. Assume gu; then for any N ∈ R we can find δ = δ(N ) such that the set
and lim
is a graph on u (τ ) ∩ Q(δ) for any τ ≤ N . Moreover u (τ ) is the tangent space to W u lu,loc (τ ) in the origin. We sketch the proof for completeness. Assume gu and suppose first that,
for some c(τ ) > 0 and for any x 1 , x 2 ∈ R. Then, using a variation of constants formula, see e.g. is a graph on u (τ ) (globally), for any τ ∈ R. Then the proof follows from a truncation argument.
Using the flow of (S) we get the following. Proof. Let us denote by Φ T,τ the diffeomorphism induced by the flow of (S):
Hence we may setW Remark A.3. We stress thatW u lu (τ ) (andW s ls (τ ) constructed below) may be not a usual submanifold in the origin: i.e it may be 8 shaped as in the critical autonomous case, see e.g. Figure 1 . However it always contains W u lu,loc (τ ) (respectively W s ls,loc (τ )) which is tangent to u (τ ) (resp. s (τ )).
Now we drop the assumption C and we prove Lemma 2.12.
Proof of Lemma 2.12. Fix τ ∈ R; for every Q ∈ R 2 we can introduce
Then lim t→T(Q,τ ) |x lu (t, τ, Q)| = +∞ if T(Q, τ ) < +∞. It is easy to verify that T(·, τ ) is lower semicontinuous, i.e. the sets {Q ∈ R 2 | T(Q, τ ) ≤ t} are closed. In fact for every Q 0 ∈ R 2 and every ε > 0 we can find neighbourhoods U of Q 0 and V of x lu (T(Q 0 , τ ) − ε, τ, Q 0 ) such that for every Q ∈ U we have
Then, we consider
Notice that T((0, 0), τ ) = +∞ and that T u (τ ) is increasing by construction. The lower semicontinuity gives us that either one has T u (τ ) = +∞ or the infimum is in fact a minimum, being W u,+ lu,loc (τ ) bounded and T(Q, τ ) > τ . Moreover the subset containing the points Q which explode to infinity before a fixed time t, We assume first for illustrative purpose that, for any Q = (Q x , Q y ) ∈ W u,+ lu,loc (τ ) the function T(Q, τ ) is strictly decreasing in Q x : this is the case, e.g., if (S) is autonomous. This assumption will be removed later on.
If we set t = T u (τ ) we have X (t, τ ) = {Q τ } where Q τ = (δ, Q y ) is the endpoint of W u,+ lu,loc (τ ), while if t > T u (τ ) the sets X (t, τ ), which contains Q τ , and W(t, τ ) are connected. In both the cases, the map Φ t,τ is well defined on W(t, τ ), and the setW Now let us repeat the discussion replacing τ by τ 0 < τ . It is easy to check that Φ t,τ0 W(t, τ 0 ) ⊇ Φ t,τ W(t, τ ), and if is characterized by the property defined in (A.6).
If we remove the simplifying assumption that T(Q, τ ) is decreasing with respect to Q x , we can repeat the previous discussion with the following changes. The open set W(T u (τ ), τ ) can be disconnected, so its image Φ T u (τ ),τ W(T u (τ ), τ ) may be disconnected too, see Figure 4 . However W(T u (τ ), τ ) has a connected component containing the origin, say W 1 (T u (τ ), τ ), whose image is the connected component of Φ T u (τ ),τ W(T u (τ ), τ ) containing the origin. Observe that
, the map Φ t,τ is well defined in W(t, τ ) and the set X (t, τ ) may disconnect W(T u (τ ), τ ), see Figure 5 . Repeating the previous arguments we see that the image Φ t,τ W(t, τ ) is unbounded and may have many components. However, W(t, τ ) has a connected component containing the origin, say W 1 (t, τ ) and we can consider the image W u,+ lu (t) := Φ t,τ W 1 (t, τ ) which is a 1-dimensional connected manifold and it is unbounded. Again, cf. Figure 4 , if we switch from τ to τ 0 < τ we see that Φ t,τ0 W 1 (t, τ 0 ) ⊇ Φ t,τ W 1 (t, τ ), and if T = T u (τ ), then lu,loc (τ ). We consider also τ 0 < τ (in the center), where we can find the point Q τ0 = x lu (τ 0 , τ, Q τ ) and we denote by R τ0 the endpoint of W u,+ lu,loc (τ 0 ). In both the situations the sets W(T u (τ ), τ ) and W(T u (τ ), τ 0 ) are disconnected respectively at the point Q τ and Q τ0 . The images for any τ 0 < τ < τ 1 . Hence, we can define for every T ∈ R the set
which is a 1-dimensional connected manifold containing the origin in its border, and it is unbounded. Reasoning in the same way we see that if τ 0 < τ 1 then
therefore we can defineW lu,loc (τ ) may be disconnected when t > T u (τ ). The picture sketches an example. Consider t 2 > t 1 > T u (τ ), the set W(t 1 , τ ) has two connected components, while W(t 2 , τ ) has three components. On the right we have drawn the corresponding images Φ t1,τ W(t 1 , τ ) ⊂ W u,+ lu (t 1 ) and Φ t2,τ W(t 2 , τ ) ⊂ W u,+ lu (t 2 ). We show how some points Q 1 , . . . , Q 8 , are mapped by the fluxes Φ t1,τ and Φ t2,τ , denoting the images again with Q 1 , . . . , Q 8 for simplicity. In particular, at the time t 2 the solution x lu (·, τ, Q j ) is not defined for j = 2, 5, 6. may be still characterized as in (A.6); moreover W With a specular argument we assume gs, so that A ls (+∞) has ν 2 < 0 < ν 1 as eigenvalues, where ν 1 := α lu − κ(β) and ν 2 := α ls + 2 − n + κ(β). So, let Y (t) be the fundamental matrix of (A.1), where A lu (t) is replaced by A ls (t). Then, for any τ ∈ R there is a constant K = K(τ ) > 1, and a projection P + such that
for any s > t > τ ,
for any t > s > τ , (A.7)
see again [12, Section 4] , and [8, Appendix] . Denote by
and by s (τ ) the 1-dimensional range of P + (τ ). Then the solution ξ(t) of (A.1), with l s replacing l u , is bounded for t ≥ 0 iff ξ(0) ∈ s (τ ). Moreover ξ(t) e −ν2t → c as t → +∞ for a suitable c > 0. This way we are able to construct a local manifold W s ls,loc (τ ) and to reprove a result analogous to Lemma A.1. Then, assuming temporarily C and reasoning as in Lemma A.2, we see that Φ T,τ (W s ls,loc (τ )) is a 1-dimensional submanifold for any τ, T ∈ R; moreover Φ T,τ2 (W s ls,loc (τ 2 )) ⊃ Φ T,τ1 (W s ls,loc (τ 1 )) if τ 1 < τ 2 . Hence, assuming C and gs, we obtain that the set
is a 1-dimensional immersed manifold having s (τ ) as tangent space in the origin. Then we remove assumption C and, arguing as above, we see thatW s ls (τ ) may be disconnected, but its connected component containing the origin, denoted by W s ls (τ ), is again a 1-dimensional manifold. Then repeating the previous discussion we conclude the proof of Lemma 2.12. The part of the proof concerning Lemmas 2.5 and 2.13 is given below. Now we proceed with the proof of Lemma 2.13, which includes Lemma 2.5 as a particular case. The proof is adapted from [13, Lemma 2.10] where it is developed assuming C and h(r) ≡ 0.
Proof of Lemma 2.13
Assume gu and gs; recalling that x lu (t) = (u(e t )e α lu t , u (e t )e (1+α lu )t ), we find x ls (t) = x lu (t)e Assume now Q ∈ W u lu (τ ). Then, if l u = 2 * , we find that |x lu (t, τ, Q)| is uniformly positive as t → −∞, and if l u = 2 * there is a sequence t n → −∞ such that |x lu (t n , τ, Q)| is uniformly positive: in both the cases the corresponding solution u(r) of (Hr) is not a R-solution since u(r)r α lu −κ(η) → 0 as r → 0. Further we easily see that
hence the corresponding solution u(r) of (Lr) satisfies 
Further for any Q ∈W u lu (τ ) we can find N 1 such that x lu (T, τ, Q) ∈ W u lu (T ) for any T ≤ −N . So we can repeat the previous argument and we see that the corresponding solution u(r) of (Hr) is a R-solution. A similar argument holds for the stable manifold.
So for any τ we find that
A.2 Proof of Lemmas 3.3 and 3.6
We prove now Lemma 3.3: such a result has been obtained in presence of continuability of the solutions and for h(r) ≡ 0 in [13, Lemma 2.10].
Proof of Lemma 3.3. We will prove only the first part of the statement, the second follows similarly. Consider the parametrization Σ Fix N ∈ R and let δ := δ(N ) be the constant defined in Lemma A.1; we can findω > 0 and N (ω) < N such that Σ u,+ lu (ω, τ ) ∈ W u,+ lu,loc (τ ), whenever 0 ≤ ω ≤ω and τ ≤ N (ω).
We now show that d(ω) is strictly increasing. Once proved this claim for this particular parametrization we have it for any parametrization → Σ u,+ lu ( , τ ) of W u,+ lu (τ ) as in the assumption of Lemma 3.3, due to the monotonicity of the change of variables (ω). Using Lemma A.1 we see that we can choose ω 1 < ω 2 , so that Σ lu (ω 2 , T )) < 0 for t = N (ω 2 ). We claim that W u,+ lu,loc (τ ) is a graph on a segment of the x axis, for anyτ ≤ N (ω 2 ). In fact when η = 0 the claim is obvious since u (τ ) is contained in the x axis. If η = 0, since u (τ ) is not orthogonal to the x axis, possibly choosing a smaller δ we can again assume that W u,+ lu,loc (τ ) is a graph on the x axis too, so the claim is true.
Assume for contradiction that d(ω 1 ) > d(ω 2 ), then there isτ < N (ω 2 ) such that x lu (t; T, Σ u,+ lu (ω 1 , T )) − x lu (t; T, Σ u,+ lu (ω 2 , T )) is positive for any t <τ and it is zero for t =τ . In particular W Now we prove Lemma 3.6: the argument is a modification of [13, Propositions 3.5, 3.8] . In fact, in this setting, we need to take into account the fact that u (τ ) and s (τ ) change with τ (due to the presence of Hardy potentials), while in [13] there was not this difficulty. In particular we need to ask for l s > 2 * and to profit of Lemma 3.2.
Proof of Lemma 3.6. We introduce some definitions borrowed from [3, 24] . Following [3, 24, 30] , given a curve γ : [a, b] → R 2 \{(0, 0)}, we define its rotation number w(γ) by setting 11) where Int[·] denotes the integer part, and γ(t) = (ρ γ (t) cos θ γ (t), ρ γ (t) sin θ γ (t)).
As pointed out in [24] , we can extend this definition to a curve γ defined in a semi-open interval [a, b) if lim t→b − θ γ (t) exists (even if it is infinite). Our argument will be rather sketchy since we just adapt [13, 24] . Let γ i (t) : [a, b] → R 2 , for i = 1, 2, be curves in R 2 which do not intersect each other, and where x ∈ R 2 , t ∈ R, F continuous, and assume that the origin O = (0, 0) is a critical point for (A.13).
Let T (τ ) be a closed set diffeomorphic to a full triangle. We call the vertices O, A(τ ) and B(τ ), and o(τ ), a(τ ), b(τ ) the edges (without endpoints) which are opposite to the respective vertex. LetT (τ ) denote a further set diffeomorphic to a full triangle having O as vertex and with edgesâ(τ ) ⊃ a(τ ) andb(τ ) ⊃ b(τ ); it follows thatT (τ ) ⊃ T (τ ). We begin from a result requiring very weak regularity properties.
Lemma A.4. Assume that local uniqueness for the solutions of (A.13) is ensured for any trajectory starting from T (τ ) \ {O}.
Suppose that the flow on a(τ ) ∪ b(τ ) points towards the interior of T (τ ), and on o(τ ) points towards the exterior of T (τ ) for any t ≤ τ . Assume further that the flow on {A(τ ), B(τ )} points towards the interior ofT (τ ) for any t ≤ τ . Finally suppose that if a solution x(t) of (A.13) satisfies x(t) ∈ T (τ ) for any t ≤ τ , then lim t→−∞ x(t) = O.
Then there is a compact connected setW u (τ ) ⊂ T (τ ) such that O ∈W u (τ ), W u (τ ) ∩ o(τ ) = ∅, with the following property: Obviously the same idea can be applied to construct stable sets.
Lemma A.5. Assume that local uniqueness for the solutions of (A.13) is ensured for any trajectory starting from T (τ ) \ {O}. Suppose that the flow on a(τ ) ∪ b(τ ) points towards the exterior of T (τ ), and on o(τ ) points towards the interior of T (τ ) for any t ≥ τ . Assume further that the flow on {A(τ ), B(τ )} points towards the exterior ofT (τ ) for any t ≥ τ . Finally suppose that if a solution x(t) of (A.13) satisfies x(t) ∈ T (τ ) for any t ≥ τ , then lim t→+∞ x(t) = O.
Then there is a compact connected setW s (τ ) ⊂ T (τ ) such that O ∈W s (τ ), W s (τ ) ∩ o(τ ) = ∅, with the following property:
x(t, τ ; Q) = O , x(t, τ ; Q) ∈ T (τ ) for any t ≥ τ } .
If we are in the position to apply invariant manifold theory for non-autonomous systems, clearly we find that these sets are manifolds. So we get the following.
Lemma A.6. Assume that we are in the hypotheses of Lemma A.4, respectively of Lemma A.5. Assume further that F is C 1 and it is continuous in x uniformly with respect to t ∈ R. Suppose that the linearized system admits exponential dichotomy, i.e. there are projections P + and P − of rank 1 such that (A.2) and (A.7) hold, so that O admits unstable and stable manifolds W u (τ ) and W s (τ ) for any τ ∈ R. Then the setW u (τ ) ⊂ (T (τ ) ∩ W u (τ )) constructed in Lemma A.4, resp. the setW s (τ ) ⊂ (T (τ ) ∩ W s (τ )) constructed in Lemma A.5, is a connected 1-dimensional manifold.
