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ABSTRACT
Nowadays, the ability to create panoramic photographs is included with most of the commercial digital cameras.
The principle is to shoot several pictures and stitch them together to build a panorama. To ensure the quality of the
…nal image, the di¤erent pictures have to be perfectly aligned and the colours of the images should match. While the
alignment of images has received a lot of attention from the computer vision community, the mismatch in colours
was often ignored and handled using smooth transitions from one picture to the next to mask the mismatch. This
papers presents a method to simultaneously estimate the alignment of the pictures and the colour transformation
between them. By estimating the colour transformation from the scene to the pixels, the method is able to remove
the mismatch in colours of the di¤erent images, and thus leads to better image quality.
Keywords: Digital photography, Colour correction, Mosaicking, Panoramas, OECF, Motion Estimation.
1. INTRODUCTION
The purpose of panoramic photography is to show a picture with a wide angle of view. The wide viewing angle
corresponds better to what an observer sees of a scene. To create such wide angle pictures, one can either use
specialized hardware, or can take several images with a standard camera and stitch them together on a computer.
When the images are stitched together, it shouldn’t be possible to see that the resulting panoramic image has been
taken with several pictures. To achieve this, nothing should change in the scene during capture, the images have to be
aligned properly, and the colours of the di¤erent images should match. Aligning images is a well known problem and
has …rst been solved by aligning consecutive …elds in a video sequence. On the other hand, the mapping of colours
in an image has been developed by the photographic community for more than a century; their goal is to produce
the best looking picture, not the one that best represents the physical properties of the scene. As a consequence, the
colours in the di¤erent pictures do not always match. To construct a good panoramic image, the best approach is to
retrieve the physical properties of the objects in the scene and then to render the scene as single picture. Since the
physical properties of an object do not depend on the picture it appears in, this approach gets rid of the mismatch in
colours. The physical properties that are needed are the Red, Green and Blue re‡ectance components of each entity
in the scene.
The algorithm presented in this paper tries to simultaneously estimate the alignment of the pictures, and the
colour transformation between them. There are two approaches that are used: The …rst uses scanned slides, and
requires some o¤-line calibration data about the slide and the scanner characteristics. The only parameters that it
computes are the one that can be changed on the camera during the capturing process, like for example the exposure
(shutter speed and aperture). The second method uses data coming from a digital still camera and estimates the
transformation induced by the camera. From a set of pixels, it computes the radiance values of the object that was
originally recorded by the camera sensor (CCD), i.e. it tries to estimate the Opto-Electronic Conversion Function
(OECF). This method makes strong assumptions about the shape of that function. Whether these assumptions are
wise or not is controversial. The bottom line is that digital still cameras are getting more and more complex to
better suit human perception and each of the assumptions made in the mosaicking process will fail sooner of later¤,
so that in the not-so-far future, any good mosaicking software will have to use the knowledge of how the camera
maps the pixels values and estimate the parameters that may change from one picture to the other. Nevertheless, the
framework presented in this paper remains valid; only the parametrisation of the camera characteristics will change.
¤Even the assumption that an object is mapped to the same pixel value if the aperture, shutter speed, white balance, focus
and zoom are kept constant is already wrong in some of the new cameras.
2. FROM THE SCENE TO THE PIXELS
Technically, photography is all about light. The light is generated by a light source (the sun or a lamp), hits a
particular obect of the scene, is re‡ected and transformed by the object, and reaches the sensor of the camera
after passing through the lens. The way the light is transformed by an object depends on the spectral re‡ectance
properties of the object. The light is then recorded by the camera sensor (CCD) that measures for each pixel three
light components: the Red, Green and Blue component. A CCD has a linear behaviour, the value for each pixel is
proportional to the illuminance at the sensor location. At this level, the data is called raw data. Then, the camera
usually performs a white balancing followed by a non-linear mapping, described by the Opto-Electronic Conversion
Function (OECF), also sometimes referred to as gamma correction. It also performs some transformations to get a
“better looking image” - for example a gain in the colour saturation - that are ignored here. We will assume, for the
rest of the paper, that the …nal pixel value only depends on the value read by the CCD (and not on the surrounding
pixels) and that the OECF does not change from picture to picture. This assumption is not correct for high end
digital cameras.
In this description, we omitted the linear transform that is used to map the image from camera RGB to another
colour space - for example sRGB - because we assume it will not a¤ect the mismatch between the colours in the
di¤erent images in a signi…cant way.
2.1. White balancing
The colour of an object depends on its spectral re‡ectance properties, on the lighting conditions and on the state of
adaptation of the (human) observer. The adaptation of the human observer is a complex mechanism, but for our
purpose, the only phenomenon that we are concerned with is the white balancing.1
The purpose of white balancing can be explained by an example: a white piece of paper appears to be white under
sunlight as well as under incandescent light. From a physical point of view, the power spectrum coming from the
white piece of paper is equal to the spectrum of the illuminant, and is di¤erent for the two situations. Nevertheless,
it will appear white to an observer, because of chromatic adaptation.2 Chromatic adaptation is the ability of the
human visual system to discount the colour of the illuminant, and to approximately preserve the appearance of an
object. If the white balancing is done properly in the camera, the colour of the white piece of paper (i.e. the RGB
values) will be the same when it is taken under sunlight or under incandescent lighty. Most of the current cameras
perform a Von Kries adaptation: Given the R0wG0wB0w values of the light source, and R00wG00wB00w the value of the light
used to view the image, they apply a gain factor on the three colour channels independently, while the image is still
in linear space (i.e. it performs the transformation on the raw data):
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In practice the green channel is often left unchanged.
2.2. The transfer function of a slide and scanner system
Because …lm photography is still the best way to get high quality pictures at a decent price, we …rst used scanned
diapositives as our input pictures. The …lm characteristicsz are given by a function called the D-logH curve that
relates …lm density to the log Exposure. The scanner illuminates the diapositive and integrates the ratio of light that
goes through the diapositive at a given photosite. The scanner is characterized by its Opto-Electronic Conversion
Function (OECF ).3 The OECF can be characterized using a calibration slide containing patches of known density.
It turned out that a good approximation of our scanner was given by the following formula: Let I be the pixel value
yHere, we are not considering incomplete adaptation.
zThese characteristic curves can be obtained by the …lm manufacturer.
normalized such that I ½ [0::100]: We assume that I is related to the lightness L¤ of the pixel through the relation
I = (L¤)
1
° ; where gamma ° is a parameter that can be set on the scanner. Setting ° = 1; gives
I = L¤ (1)
L¤ is related to the relative luminance YYn of the original illuminated by the light source of the scanner through
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Then, YYn is related to the …lm density D by
D = ¡ log10
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and …nally, the Exposure (i.e. light power) is given by the D-logH curve of the …lm, which enables to build the Slide
and Scanner Transfer Function Inverse
H = S(I) (4)
By assuming a constant exposure over one whole image, the illuminance E is related to the exposure H and to the
shutter time t through
H = E ¢ t: (5)
Now in a set of pictures, the only unknown parameter that needs to be estimated is the ratio of the parameters
t between the pictures.
2.3. The Transfer function of a digital still camera
Here we consider pictures that are taken with a digital still camera. The digital still camera converts the light
falling onto its sensor (CCD) directly into digital values, and can be characterized by its Opto-Electronic Conversion
Function (OECF).5 Nowadays, an OECF is considered as highly con…dential data by the camera manufacturers and
is not available to the common user. We will assume that the OECF of a camera is similar to the gamma correction
curve applied in the video standards, such as the ITU-R BT.709,6 and has the following form:
V 0 = 1:055 ¢ V 12:4 ¡ 0:055 if V > 0:0031308
V 0 = 12:92 ¢ V else
where V is the raw data delivered by the CCD and V 0 is the output pixel value. It is an exponential function
extended by its tangent (when V · 0:0031308) to make it pass through zero. In our model, we make the assumption
that the OECF of the camera can be described by
V = (1 + a) ¢ V 0 1b ¡ a (6)
where a and b are the two unknown parameters of the model. This function is also extended by its tangent to make it
pass through the origin, which is a straight forward task to accomplish numerically. We did not express it explicitly
in Equation 6 because the intersection point between the exponential and its tangent that crosses the origin has no
closed form. Since the algorithms needs to compute the raw data pixel value V out of the pixel value V 0, the function
it tries to estimate has the form
V =
µ
V 0 + a
1 + a
¶b
(7)
Even if it is not true for high end digital camera, we will assume that this function is the same for every picture.
In the following section, the goal is to estimate the OECF inverse using two di¤erently exposed pictures. Since
we are interested in the di¤erence between these pictures - to correct for colour mismatch - we can consider that one
image has an exposure of 1 and the other has an exposure of t, which is the ratio between the two real exposures.
Let S be the inverse of the OECF used to produce image I0, and G be the inverse of the OECF used to produce
image I1. Both function have the same shape, but G accounts for an exposure of t such that:
S(V 0) =
µ
V 0 + a
1 + a
¶b
G(V 0) = 1
t
S(V 0)
The output of these two functions is the illuminance of the object of the scene measured at the sensor location
(i.e. the raw data) when taken with an exposure of 1. Therefore, the values do not depend on the picture they
appear in.
We want to emphasize that this section is presented as an example of what can be done, but that ideally, a good
algorithm should use all the information available from the camera manufacturer when describing function S, and
estimate only the parameters that may change between two pictures.
3. VIGNETTING
Vignetting is responsible for the image being darker in the border. On a high quality camera, this phenomenon is
mainly due to a geometric e¤ect: the cos4 e¤ect.7 Indeed, if the camera pictures a scene of constant luminance, the
illuminance hitting the sensor varies according to the cosine to the fourth power of the viewing angle. Thus,
Em = Eo ¢ cos4 ®
tan(®) =
rp
f
(8)
where Em is the illuminance measured by the sensor, rp the distance of the pixel from the optical center of the image,
f is the focal length of the camera and Eo is the illuminance that would have been measured if the light would have
hit the sensor in the optical center. By computing Eo for each pixel, we get an image without vignetting. Other
phenomena related to vignetting, like its dependence on the aperture have been ignored here.
4. MOTION ESTIMATION ALGORITHM
4.1. Traditional approach: Optical ‡ow
Traditionally, optical ‡ow techniques have been developed by Horn and Schunk8 to solve the problem of translational
motion between several frames in a video sequence. It assumes that each point p in image t is a translated version
of the corresponding point in image t + ¢t. The image Luminance is described as
I(p; t) = I(p + ¢p; t + ¢t); 8(p; t): (9)
where p is a two-dimensional position vector. This assumes that a particular object of the scene is mapped into the
same luminance values on a frame and in the next, which is reasonable in video applications. By setting the ‡ow
velocity up = ¢p¢t , and computing the Taylor expansion of equation (9) around point (p; t) by keeping only the …rst
order terms leads to the well known optical-‡ow equation
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This equation has two unknowns (the two components of vector up), and as many equation as there are pixels in
the image overlap. Now, the ‡ow up might not be constant over the whole image. If the ‡ow is allowed to have an
arbitrary shape for every pixel, the system would have twice as many unknowns as equations. This problem is solved
using a parametric model: It can be assumed, for example, that the scene is captured by a camera who undergoes a
rotation. Then, provided that the scene is static, the whole correspondence problem can be expressed as a function
of the rotation of the camera (3 angles) and its focal length (i.e. with 4 unknowns).
4.2. Parametric methods
We will reformulate the problem introduced in section 4.1 in a slightly di¤erent and more general way: Let
I0(p); I1(p0) be an image pair. We will suppose that both images can be perfectly super-imposed by a warping
process:
Sµ [I0(p)] = Gµ [I1(Uµ [p])] : (11)
where S and G are the OECF inverses introduced in Section 2.3, µ is a vector containing the parameters of the model
(for example the three rotation angles of the camera, the focal length, the a and b parameter of the OECF and the
exposure ratio t) and p is the position in the imagex. This supposes that the scene is static. The function
Uµ : p 7¡! p0 (12)
describes the rigid motion model. The unknowns are the set of parameters µ. If we suppose some smoothness in
the images I0;1, we can …nd an updating rule for µ with a standard descent algorithm9 by minimising an objective
function h, which is, for example, the mean squared error function:
h(µ) =
1
n
nX
i=1
½[ri(µ); ¾] =
1
n
nX
i=1
kri[µ]k2 (13)
ri(µ) = Sµ [I0(p)] ¡ Gµ [I1(Uµ [p])] (14)
where pi are the pixel locations on the overlapping parts of the images, n the number of pixels, ¾ a con…dence value
and ri the error at each pixel location, also called residual. We will come back to the choice of the function ½(¢) later
on. The minimum of function h(µ) satis…es
@h(µ)
@µ
= 0: (15)
Equation (15) is a non-linear system of equations, and is most of the time too complex to be solved analytically.
Therefore, a recursive solution is applied: let’s suppose that an initial parameter set µ0 is available; the goal is to
…nd an updating rule such that ½(µ) < ½(µ + ±µ), where ±µ is the correction to the parameter set. By expanding
function h(µ) by Taylor series, and keeping only the second order terms, we get:
h(µ + ±µ) ' h(µ) + @h(µ)
@µ
±µ+
1
2
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@µ@µT
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, h(µ) + J(µ)±µ+1
2
±µT H(µ)±µ:
Where J(µ) is the jacobian matrix and H(µ) the hessian matrix. According to this approximation, the correction
±µ is found by setting the derivative @h(µ+±µ)@±µ to zero, thus
J(µ) + H(µ)±µ = 0
The correction ±µ to the parameter set µ leads to a minimum i¤ the matrix H is positive de…nite. Let’s express
the di¤erent terms of equation (16) in terms of I0; I1 and µ: Let Uµi , Uµ [pi] ; then
Ji(µ) =
@½(ri; ¾)
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¾
: (19)
xThis formulation assumes that the model doesn’t require to modify the geometry of image I0, and thus is not suitable to
correct for lens distortion.
The Hessian can be found similarly, and is approximated by{
Hi(µ) ' @½(ri; ¾)ri ¢ @ri A ¢ A
T (20)
A , _Sµ [I0(p)] ¡ _Gµ [I1(Uµi)] ¡ rGµ [I1(Uµi)] @Uµi@µ : (21)
The complete Hessian is found by summing up the terms for every pixel: Hi(µ) = 1n
Pn
i=0 Hi(µ). Finally, the
recursion algorithm works as follow:
µi+1 = µi + ®±µ
H(µ)±µ= ¡J(µ):
By replacing the Jacobian and the Hessian by their approximate values, the recursion becomes
µi+1 = µi + ®±µ
@½(ri; ¾)
@ri
¢ A ¢ AT ±µ = @½(ri; ¾)
@ri
¢ A ¢ ri: (22)
where only ith equation of the equation system is shown here; the system has as many equations as there are pixels in
the image overlap. A is de…ned in Equation 21. Thus, at each iteration step, a linear system of equations has to be
solved, by taking the minimum mean squared error solution (since the system has more equations than unknowns).
Then, a line search is performed in order to determine the factor ® that minimises equation (13), by starting with
® = 1. In Equation 22 it is important not to factor out the A and @½(ri;¾)@ri terms, since it would a¤ect the respective
in‡uence of each pixel in the equation system.
In other words, the terms involved in Equation 22 are:
² @½(ri;¾)@ri : The derivative of the objective function. In the case of a Minumum Mean Squared Error, @½(ri;¾)@ri = 2¢ri¾
² _Sµ [I0(p)] : The derivative of the OECF inverse, computed for each pixel value of image I0 (in the overlap area
of the two images). This term contains the derivative with respect to parameters a and b of Section 2.3. For
the system using slides, this term is equal to 0.
² _Gµ [I1(Uµi)] : The derivative of the OECF inverse, computed for each pixel value of image I1(in the overlap
area of the two images). This term contains the derivative with respect to parameters a and b and t of Section
2.3.
² rGµ [I1(Uµi)] : The Gradient of the raw image 1, warped according to the motion parameter set. The Gradient
is the derivative along the lines and columns of the image. The image is …rst warped and transformed into raw
data prior to the derivative computation along the lines and columns.
² ri : The di¤erence between the estimate of the radiance of each pixel of the scene that appear in both images,
i.e. the di¤erence between the raw data of image I0 and I1.
4.3. Robustness of the estimation
Here, the choice of function ½(¢) is discussed: Technically, this function modi…es the in‡uence that a particular pixel
has in the alignment process. Its goal is to sort out the “good” pixels from the“bad” ones. There are two di¤erent
kinds of “bad” pixels: The ones that contain moving elements in the scene, and the ones that are saturated or
noisy. Being able to sort out pixels in the parts of the image that contain moving objects is a well known topic in
motion estimation and we refer the reader to the robust motion estimation literature1011.12 Here we are concerned
with saturating and noisy pixels: A pixel that has a value of 255 on a 8 bits per sample camera contains only little
information about the illuminance that hit the sensor at that location, because it will only give a lowerbound on the
illuminance.
{The approximation ensures that the matrix is positive de…nite.
Let i be a pixel value, Xi be the illuminance that generates the value i in the CCD and t be the exposure
parameter of the picture. The exposure parameter determines the illuminance present at the camera sensor given
the radiance power of the object being pictured. Xi is assumed to be a normally distributed random variable with
variance t2 ¢ ¾2i :
Xi » N(t ¢ i; t2 ¢ ¾2i ): (23)
Now, let’s assume that an object of the scene generates values i and j in two pictures taken with di¤erent exposure
parameters t1 and t2. The radiance X that this object may have can be computed using either one of the random
variable associated to the pixel value:
Xi = t1 ¢ (i + n1)
Xj = t2 ¢ (j + n2) (24)
where n1 and n2 are the acquisition noise for the pixels in both images, N1 » N(0; ¾2i ) and N2 » N(0; ¾2j ). let Rij
be a new random variable de…ned as
Rij = Xi ¡ Xj : (25)
Since Xi and Xj are normally distributed, and by assuming that the noise terms in Equations (24) are uncorrelated,
we get
Rij » N(0; t21 ¢ ¾2i + t22 ¢ ¾2j ): (26)
The Rij is the random variable associated to the variable ri of equation (14). Now, ideally, ¾i should be measured
for each camera during a calibration process, but as an approximation, we can take an arbitrary function such that
1
¾i tends toward 0 for pixel values close to the maximum and minimum of what the camera can deliver (typically, a
camera delivers values from 0 to 255).
To use this value in the motion estimation process, the value of ¾i has to be computed for each pixel pair, and
the (weighted) sum ¾s of equation (26) is used in the weigthing process in the following way:
@½(ri; ¾)
@ri
=
_½( ri¾s )
¾s
(27)
where _½ is determined by the choice of the error model for robust estimation. In the standard case of a Squared
Error Measure,
@½(ri; ¾)
@ri
=
2 ¢ ri
¾2s
:
:
5. RESULTS
5.1. Stitching images from slides
In the …rst example, we use two pictures that have been scanned from slides. The slides are on Kodachrome 64 …lm,
whose characteristics can be found on the manufacturer Web site. The slide characteristics is given by a D-LogH
curve, which relates the …lm density to the log-exposure. Then, the slide is passed through a scanner whose OECF
has been characterized by a prior characterization process, as presented in Section 2.2. The result of the mosaicking
is shown in Figure 1. The picture have been taken using the same settings (exposure and focal length) for both
pictures, and the resulting mosaic is shown using a chessboard-like blending technique: The overlap area can be
considered as a chessboard; the black cells of the chessboard contain the pixels from the left image and the white
cells of the chessboard contain the pixels from the right image. The chessboard-like blending is about the worst for
the …nal representation and is solely aimed at emphasizing the mismatch in alignment and colours. Figure 1(a) shows
the original mosaic without any colour correction. The pixel values are the one originally delivered by the scanner.
This results shows what any standard mosaicking algorithm would do. Figure 1(b) shows the mosaic processed
with colour correction, but without taking vignetting into account. The estimated photometric parameters are the
exposure di¤erence between the images, measured independently in the Red, Green and Blue channel. This accounts
for the di¤erence in white balancing and gain that may occur in the scannerk. Figure 1(c) shows the …nal mosaic,
with vignetting correction. The only di¤erence between 1(b) and 1(c) is the vignetting correction.
kIt is not clear to us whether the change in exposure occured in the scanner or because of the camera shutter imperfections.
(a)
(b)
(c)
Figure 1. Colour correction using slides with prior calibration. (a) Original mosaic (b) Exposure correction (c)
Exposure and vignetting correction. To emphasize the colour mismatch, the images have been blended using a
chessboard-like technique.
5.2. Stitching digital still camera images
Here, the images are taken from a digital still camera set on automatic exposure and automatic white balancing.
The OECF of the camera is unknown, but the nominal shutter speed, aperture and focal length are known and are
used as initial estimate (we assumed constant exposure and constant white balancing). The estimation proceeds in
a coarse-to-…ne manner: it starts by estimating the parameters on a low resolution version of the image, and then
adds up the number of estimated parameters and increases the resolution of the image it uses. In practice, it starts
by estimating only the camera rotation, given an estimate of the OECF (it uses the standard sRGB curve) and an
estimate of the exposure. If there is no estimate for the exposure di¤erence, the exposure di¤erence is computed
using the median of the error in the overlap area of the two image; the median being a measure that is quiet robust
to mis-alignment. Then, once the images are roughly aligned, the exposure is added to the estimation parameters
list. Once this has converged, the OECF (the 2 parameters of Section 2.3) is added to the parameter list. Finally, 3
exposure di¤erences are estimated between the images - one for each colour channel - in order to account for a white
balancing di¤erence in the images. The result is shown in Figure 2. The …rst image is obtained using a traditional
technique, without touching the colours. The corrected image is shown on Figure 2(b). On the second image, the
system did a better focal length estimation. Indeed, a focal length is an ill-posed parameter in motion estimation, but
by considering the vignetting e¤ect, this parameter becomes easier to estimate (this occurs because, geometrically, a
change in focal length causes a tiny change in the image overlap - provided that the rotation parameters are changed
accordingly - whereas with vignetting correction this change becomes more important). The gains variation of the
di¤erent colour channel (i.e. the white balancing) was of the order of 10%.
5.3. Discussion
If we compare the results obtained with the slides and with the digital cameras, we can say that it is better to use a
prior calibration. The drawback of calibration is the e¤ort and equipment needed to accomplish it. Also, the results
might be slightly biased because of the respective quality of the images used in both experiments. Scanned slides
provide images of excellent quality, whereas the images coming from the digital still camera were of very poor quality
and contain a lot of noise. This noise is mainly quantization noise of the JPEG compression in the camera . Noise
makes the estimation process much more di¢cult, and may cause the estimation not to converge towards the best
solution.
Section 2.3 presented a particular form of an OECF by using 2 parameters. This function was used here because
the traditional gamma correction of video is still used in many of the cameras today. In the ideal case, the only
parameters that have to be estimated should be the one that may change from one picture to the other, an nothing
more. The results of Section 4 are then applicable with any form of parametric function for the OECF.
Once the pictures have been transformed into “raw data” and stitched together, the rendering has been performed
by scaling the image into the interval f0; 1g followed by a gamma correction. Now if two estimations resulted in a
di¤erent set of exposure corrections, the dynamic range of the …nal picture is di¤erent, and so are the colours in the
di¤erent mosaics. This explains why the colours are not the same in Figure 2(a) and 2(b). Rendering issues were
left out in this work.
6. CONCLUSION
This paper presented a technique to correct for the colour mismatch between the pictures of a panoramic image. The
principle is to compute the raw data for each image by estimating the settings of the camera, stitch the images in
raw data space, and render the …nal mosaic as a single picture. The results show two examples: one of a calibrated
system, where the only unknowns are the parameters that can vary during capture, and the other of a completely
uncalibrated system. The result are quiet good for the calibrated system, but are less convincing for the uncalibrated
one. Nevertheless, each of the method used outperforms the traditional approaches used in mosaicking nowadays.
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