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Calculation of Discrepancy Measures and
Applications
Carola Doerr, Michael Gnewuch and Magnus Wahlstro¨m
Abstract In this book chapter we survey known approaches and algorithms to com-
pute discrepancy measures of point sets. After providing an introduction which puts
the calculation of discrepancy measures in a more general context, we focus on
the geometric discrepancy measures for which computation algorithms have been
designed. In particular, we explain methods to determine L2-discrepancies and ap-
proaches to tackle the inherently difficult problem to calculate the star discrepancy
of given sample sets. We also discuss in more detail three applications of algorithms
to approximate discrepancies.
1 Introduction and Motivation
In many applications it is of interest to measure the quality of certain point sets,
e.g., to test whether successive pseudo-random numbers are statistically indepen-
dent, see, e.g., [82, 87, 99], or whether certain sample sets are suitable for multivari-
ate numerical integration of certain classes of integrands, see, e.g., [25]. Other areas
where the need of such measurements may occur include the generation of low-
discrepancy samples, the design of computer experiments, computer graphics, and
stochastic programming. (We shall describe some of these applications in more de-
tail in Section 5.) A particularly useful class of quality measures, on which we want
to focus in this book chapter, is the class of discrepancy measures. Several different
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discrepancy measures are known. Some of them allow for an efficient evaluation,
others are hard to evaluate in practice. We shall give several examples below, but
before doing so, let us provide a rather general definition of a geometric discrep-
ancy measure.
Let (M,Σ) be a measurable space. Now let us consider two measures µ and ν
defined on the σ -algebra Σ of M. A typical situation would be that µ is a rather
complicated measure, e.g., a continuous measure or a discrete measure supported
on a large number of atoms, and ν is a simpler measure, e.g., a discrete probability
measure with equal probability weights or a discrete (signed) measure supported
on a small number of atoms. We are interested in approximating µ by the simpler
object ν in some sense and want to quantify the approximation quality. This can be
done with the help of an appropriate discrepancy measure.
Such situations occur, e.g., in numerical integration, where one has to deal with
a continuous measure µ to evaluate integrals of the form
∫
M f dµ and wants to ap-
proximate these integrals with the help of a quadrature formula
Q f =
n
∑
i=1
vi f (x(i)) =
∫
M
f dν ; (1)
here ν = νQ denotes the discrete signed measure ν(A) = ∑ni=1 vi1A(x(i)), with 1A
being the characteristic function of A ∈ Σ . Another instructive example is scenario
reduction in stochastic programming, which will be discussed in more detail in Sec-
tion 5.3.
To quantify the discrepancy of µ and ν one may select a subset B of the σ -
algebra Σ , the class of test sets, to define the local discrepancy of µ and ν in a test
set B ∈B as
∆(B;µ,ν) := µ(B)−ν(B),
and the geometric L∞-discrepancy of µ and ν with respect toB as
disc∞(B;µ,ν) := sup
B∈B
|∆(B;µ,ν)|. (2)
Instead of considering the geometric L∞-discrepancy, i.e., the supremum norm of
the local discrepancy, one may prefer to consider different norms of the local dis-
crepancy. If, e.g., the class of test setsB is endowed with a σ -algebra Σ(B) and a
probability measure ω on Σ(B), and the restrictions of µ and ν to B are measur-
able functions, then one can consider for p ∈ (0,∞) the geometric Lp-discrepancy
with respect toB, defined by
discp(B;µ,ν) :=
(∫
B
|∆(B;µ,ν)|p dω(B)
)1/p
.
In some cases other norms of the local discrepancy may be of interest, too.
In the remainder of this chapter we restrict ourselves to considering discrete mea-
sures of the form
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ν(B) =
n
∑
i=1
vi1B(x(i)), where v1, . . . ,vn ∈ R and x(1), . . . ,x(n) ∈M. (3)
In the case where vi = 1/n for all i, the quality of the probability measure ν = νX is
completely determined by the quality of the “sample points” x(1), . . . ,x(n). The case
where not all vi are equal to 1/n is of considerable interest for numerical integration
or stochastic programming (see Section 5.3). As already mentioned above, in the
case of numerical integration it is natural to relate a quadrature rule Q f as in (1) to
the signed measure ν = νQ in (3). The quality of the quadrature Q is then determined
by the sample points x(1), . . . ,x(n) and the (integration) weights v1, . . . ,vn.
Let us provide a list of examples of specifically interesting discrepancy measures.
• Star discrepancy. Consider the situation where M = [0,1]d for some d ∈ N, Σ
is the usual σ -algebra of Borel sets of M, and µ is the d-dimensional Lebesgue
measure λ d on [0,1]d . Furthermore, let Cd be the class of all axis-parallel half-
open boxes anchored in zero [0,y) = [0,y1)× ·· ·× [0,yd), y ∈ [0,1]d . Then the
L∞-star discrepancy of the finite sequence X = (x(i))ni=1 in [0,1)
d is given by
d∗∞(X) := disc∞(Cd ;λ
d ,νX ) = sup
C∈Cd
|∆(C;λ d ,νX )|,
where
νX (C) :=
1
n
n
∑
i=1
1C(x(i)) for all C ∈ Σ . (4)
Thus νX is the counting measure that simply counts for given Borel sets C
the number of points of X contained in C. The star discrepancy is probably
the most extensively studied discrepancy measure. Important results about the
star discrepancy and its relation to numerical integration can, e.g., be found in
[5, 24, 37, 94, 99] or the book chapters [7, 16, 25].
Since we can identify Cd with [0,1]d via the mapping [0,y) 7→ y, we may choose
Σ(Cd) as the σ -algebra of Borel sets of [0,1]d and the probability measure ω on
Σ(Cd) as λ d . Then for 1≤ p< ∞ the Lp-star discrepancy is given by
d∗p(X) := discp(Cd ;λ
d ,νX ) =
(∫
[0,1]d
∣∣∣∣∣y1 · · ·yd− 1n n∑i=1 1[0,y)(x(i))
∣∣∣∣∣
p
dy
)1/p
.
In the last few years also norms of the local discrepancy function different from
Lp-norms have been studied in the literature, such as suitable Besov, Triebel-
Lizorkin, Orlicz, and BMO1 norms, see, e.g., [8, 68, 69, 92, 91, 132] and the
book chapter [7].
The star discrepancy is easily generalized to general measures ν . For an applica-
tion that considers measures ν different from νX see Section 5.3.
Notice that the point 0 plays a distinguished role in the definition of the star
discrepancy. That is why 0 is often called the anchor of the star discrepancy.
1 BMO stands for “bounded mean oscillation”.
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There are discrepancy measures on [0,1]d similar to the star discrepancy that
rely also on axis-parallel boxes and on an anchor different from 0, such as the
centered discrepancy [65] or quadrant discrepancies [67, 102]. Such kind of
discrepancies are, e.g., discussed in more detail in [101, 103].
• Extreme discrepancy. The extreme discrepancy is also known under the names
unanchored discrepancy and discrepancy for axis-parallel boxes. Its definition
is analogue to the definition of the star discrepancy, except that we consider the
class of test sets Rd of all half-open axis-parallel boxes [y,z) = [y1,z1)× ·· ·×
[yd ,zd), y,z ∈ [0,1]d . We may identify this class with the subset {(y,z) |y,z ∈
[0,1]d ,y ≤ z} of [0,1]2d , and endow it with the probability measure dω(y,z) :=
2d dydz. Thus the L∞-extreme discrepancy of the finite sequence X = (x(i))ni=1 in
[0,1)d is given by
de∞(X) := disc∞(Rd ;λ
d ,νX ) = sup
R∈Rd
|∆(R;λ d ,νX )|,
and for 1≤ p< ∞ the Lp-extreme discrepancy is given by
dep(X) :=discp(Rd ;λ
d ,νX )
=
(∫
[0,1]d
∫
[0,z)
∣∣∣∣∣ d∏i=1(zi− yi)− 1n
n
∑
i=1
1[y,z)(x
(i))
∣∣∣∣∣
p
2d dydz
)1/p
.
The L2-extreme discrepancy was proposed as a quality measure for quasi-random
point sets in [96].
To avoid confusion, it should be mentioned that the term “extreme discrepancy”
is used by some authors in a different way. Especially in the literature before 1980
the attribute “extreme” often refers to a supremum norm of a local discrepancy
function , see, e.g., [83, 138]. Since the beginning of the 1990s several authors
used the attribute “extreme” to refer to the set system of unanchored axis-parallel
boxes, see, e.g., [96, 99, 103].
• G-discrepancy. The G- or G-star discrepancy is defined as the star discrepancy,
except that the measure µ is in general not the d-dimensional Lebesgue measure
λ d on [0,1]d , but some probability measure given by a distribution function G
via µ([0,x)) = G(x) for all x ∈ [0,1]d . This is
disc∞(Cd ;µ,νX ) = sup
C∈Cd
∣∣∣∣∣G(x)− 1n n∑i=1 1C(x(i))
∣∣∣∣∣ .
The G-discrepancy has applications in quasi-Monte Carlo sampling, see, e.g.,
[105]. Further results on the G-star discrepancy can, e.g., be found in [54].
• Isotrope discrepancy. Here we have again M = [0,1]d and µ = λ d . As set of
test sets we consider Id , the set of all closed convex subsets of [0,1]d . Then the
isotrope discrepancy of a set X is defined as
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disc∞(Id ;λ d ,νX ) := sup
R∈Id
|∆(R;λ d ,νX )|. (5)
This discrepancy was proposed by Hlawka [71]. It has applications in probability
theory and statistics and was studied further, e.g., in [4, 97, 113, 124, 143].
• Hickernell’s modified Lp-discrepancy. For a finite point set X ⊂ [0,1]d and a set
of variables u ⊂ {1, . . . ,d} let Xu denote the orthogonal projection of X into the
cube [0,1]u. Then for 1 ≤ p < ∞ the modified Lp-discrepancy [65] of the point
set X is given by
D∗p(X) :=
(
∑
/0 6=u⊆{1,...,d}
d∗p(Xu)
p
)1/p
, (6)
and for p = ∞ by
D∗∞(X) := max
/0 6=u⊆{1,...,d}
d∗∞(Xu). (7)
In the case where p = 2 this discrepancy was already considered by Zaremba in
[142]. We will discuss the calculation of the modified L2-discrepancy in Section 2
and present an application of it in Section 5.2.
The modified Lp-discrepancy is an example of a weighted discrepancy, which is
the next type of discrepancy we want to present.
• Weighted discrepancy measures. In the last years weighted discrepancy measures
have become very popular, especially in the study of tractability of multivariate
and infinite-dimensional integration, see the first paper on this topic, [117], and,
e.g., [25, 26, 53, 66, 89, 103] and the literature mentioned therein.
To explain the idea behind the weighted discrepancy let us confine ourselves
to the case where M = [0,1]d and ν = νX is a discrete measure as in (4). (A
more general definition of weighted geometric L2-discrepancy, which comprises
in particular infinite-dimensional discrepancies, can be found in [53].) We as-
sume that there exists a one-dimensional measure µ1 and a system B1 of test
sets on [0,1]. For u ⊆ {1, . . . ,d} we define the product measure µu := ⊗ j∈uµ1
and the system of test sets
Bu :=
{
B⊆ [0,1]u
∣∣∣∣B =∏
j∈u
B j , B j ∈B1
}
on [0,1]u. Again we denote the projection of a set X ⊆ [0,1]d to [0,1]u by Xu. Put
B :=B{1,...,d} and µ := µ{1,...,d}. Let (γu)u⊆{1,...,d} be a family of weights, i.e.,
of non-negative numbers. Then the weighted L∞-discrepancy d∗∞,γ(X) is given by
d∗∞,γ(X) := disc∞,γ(B;µ,νX ) = max
/0 6=u⊆{1,...,d}
γu disc∞(Bu;µu,νXu). (8)
If furthermore there exists a probability measure ω = ω1 on B1, put ωu :=
⊗ j∈uω1 for u⊆ {1, . . . ,d}. The weighted Lp-discrepancy d∗p,γ(X) is then defined
by
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d∗p,γ(X) := discp,γ(B;µ,νX ) =
(
∑
/06=u⊆{1,...,d}
γu discp(Bu;µu,νXu)
p
)1/p
,
where
discp(Bu;µu,νXu)
p =
∫
Bu
|µu(Bu)−νXu(Bu)|p dωu(Bu).
Hence weighted discrepancies do not only measure the uniformity of a point set
X ⊂ [0,1]d in [0,1]d , but also take into consideration the uniformity of projections
Xu of X in [0,1]u. Note that Hickernell’s modified Lp-discrepancy, see (6), is a
weighted Lp-star discrepancy for the particular family of weights (γu)u⊆{1,...,d}
where γu = 1 for all u.
Other interesting discrepancy measures in Euclidean spaces as, e.g., discrepan-
cies with respect to half-spaces, balls, convex polygons or rotated boxes, can be
found in [5, 13, 17, 94] and the literature mentioned therein. A discrepancy measure
that is defined on a flexible region, i.e., on a certain kind of parametrized variety
M = M(m), m ∈ (0,∞), of measurable subsets of [0,1]d , is the central composite
discrepancy proposed in [19]. For discrepancy measures on manifolds as, e.g., the
spherical cap discrepancy, we refer to [10, 25, 37] and the literature listed there.
There are further figures of merits known to measure the quality of points sets
that are no geometric discrepancies in the sense of our definition. Examples in-
clude the classical and the dyadic diaphony [62, 145] or the figure of merit R(z,n)
[78, 99, 115], which are closely related to numerical integration (see also the com-
ment at the beginning of Section 3.4). We do not discuss such alternative figures
of merit here, but focus solely on geometric discrepancy measures. In fact, we con-
fine ourselves to the discrepancies that can be found in the list above. The reason
for this is simple: Although deep theoretical results have been published for other
geometric discrepancies, there have been, to the best of our knowledge, no serious
attempts to evaluate these geometric discrepancies efficiently. Efficient calculation
or approximation algorithms were developed almost exclusively for discrepancies
that are based on axis-parallel rectangles, such as the star, the extreme or the cen-
tered discrepancy, and weighted versions thereof. We briefly explain in the case of
the isotrope discrepancy at the beginning of Section 3 the typical problem that ap-
pears if one wants to approximate other geometric discrepancies than those based
on axis-parallel rectangles.
This book chapter is organized as follows: In Section 2 we consider L2-discrepan-
cies. In Section 2.1 we explain why many of these discrepancies can be calculated
exactly in a straightforward manner with O(n2 d) operations, where n denotes (as
always) the number of points in X and d the dimension. In Section 2.2 we discuss
some asymptotically faster algorithms which allow for an evaluation of the L2-star
and related L2-discrepancies in time O(n logn) (where this time the constant in the
big-O-notation depends on d). The problem of calculating L2-discrepancies is the
one for which the fastest algorithms are available. As we will see in the following
sections, for p 6= 2 there are currently no similarly efficient methods known.
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In Section 3 we discuss the calculation of the L∞-star discrepancy, which is the
most prominent discrepancy measure. To this discrepancy the largest amount of
research has been devoted so far, both for theoretical and practical reasons. We re-
mark on known and possible generalizations to other L∞-discrepancy measures. In
Section 3.1 we present elementary algorithms to calculate the star discrepancy ex-
actly. These algorithms are beneficial in low dimensions, but clearly suffer from the
curse of dimensionality. Nevertheless, the ideas used for these algorithms are fun-
damental for the following Subsections of Section 3. In Section 3.2 we discuss the
more sophisticated algorithm of Dobkin, Eppstein and Mitchell, which clearly im-
proves on the elementary algorithms. In Section 3.3 we review recent results about
the complexity of exactly calculating the star discrepancy. These findings lead us
to study approximation algorithms in Section 3.4. Here we present several different
approaches.
In Section 4 we discuss the calculation of Lp-discrepancy measures for values of
p other than 2 and ∞. This Section is the shortest one in this book chapter, due to
the relatively small amount of research that has been done on this topic.
In Section 5 we discuss three applications of discrepancy calculation and ap-
proximation algorithms in more detail. These applications are the quality testing
of points (Section 5.1), the generation of low-discrepancy point sets via an opti-
mization approach (Section 5.2), and scenario reduction in stochastic programming
(Section 5.3). The purpose of this section is to show the reader more recent appli-
cations and to give her a feeling of typical instance sizes that can be handled and
problems that may occur.
2 Calculation of L2-Discrepancies
L2-discrepancies are often used as quality measures for sets of sample points. One
reason for this is the fact that geometric L2-discrepancies are equal to the worst-
case integration error on corresponding reproducing kernel Hilbert spaces and the
average-case integration error on corresponding larger function spaces, see the re-
search articles [43, 53, 65, 66, 102, 117, 141, 142] or the surveys in [25, 103].
An additional advantage of the L2-star discrepancy and related L2-discrepancies
is that they can be explicitly computed at cost O(dn2), see Section 2.1 below. Faster
algorithms that are particularly beneficial for lower dimension d and larger number
of points n will be presented in Section 2.2.
2.1 Warnock’s Formula and Generalizations
It is easily verified by direct calculation that the L2-star discrepancy of a given n-
point set X =(x(i))ni=1 in dimension d can be calculated via Warnock’s formula [135]
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d∗2(X) =
1
3d
− 2
1−d
n
n
∑
i=1
d
∏
k=1
(1− (x(i)k )2)+
1
n2
n
∑
i, j=1
d
∏
k=1
min{1− x(i)k ,1− x( j)k } (9)
with O(dn2) arithmetic operations. As pointed out in [43, 93], the computation re-
quires a sufficiently high precision, since the three terms in the formula are usually
of a considerably larger magnitude than the resulting L2-star discrepancy. A rem-
edy suggested by T. T. Warnock [136] is to subtract off the expected value of each
summand in formula (9) (assuming that all coordinate values x(i)k are uniformly and
independently distributed) and to add it back at the end of the computation. This
means we write down (9) in the equivalent form
d∗2(X) =
1
n
[
1
2d
− 1
3d
]
− 2
1−d
n
n
∑
i=1
[
d
∏
k=1
(1− (x(i)k )2)−
(
2
3
)d]
+
1
n2
 n∑
i, j=1
i 6= j
[
d
∏
k=1
min{1− x(i)k ,1− x( j)k }−
1
3d
]
+
n
∑
i=1
[
d
∏
k=1
(1− x(i)k )−
1
2d
] ,
(10)
and calculate first the terms inside the brackets [. . .] and sum them up afterwards.
These terms are, in general, more well-behaved than the terms appearing in the orig-
inal formula (9), and the additional use of Kahan summation [79] helps to further
reduce rounding errors [136].
For other L2-discrepancies similar formulas can easily be deduced by direct cal-
culation. So we have, e.g., that the extreme L2-discrepancy of X can be written as
de2(X) =
1
12d
− 2
6d n
n
∑
i=1
d
∏
k=1
(1− (x(i)k )3− (1− x(i)k )3)
+
1
n2
n
∑
i, j=1
d
∏
k=1
min{x(i)k ,x( j)k }min{1− x(i)k ,1− x( j)k },
(11)
cf. [60, Sect. 4], and the weighted L2-star discrepancy of X for product weights
γu =∏ j∈u γ j, γ1 ≥ γ2 ≥ ·· · ≥ γd ≥ 0, as
d∗2,γ(X) =
d
∏
k=1
(
1+
γ2k
3
)
− 2
n
n
∑
i=1
d
∏
k=1
(
1+ γ2k
1− (x(i)k )2
2
)
+
1
n2
n
∑
i, j=1
d
∏
k=1
(
1− γ2k min{1− x(i)k ,1− x( j)k }
)
,
(12)
cf. also [25, (6)]. In particular, the formula holds for the modified L2-discrepancy
(6) that corresponds to the case where all weights γ j, j = 1,2, . . ., are equal to 1.
Notice that formulas (11) and (12) can again be evaluated with O(dn2) arithmetic
operations. In the case of the weighted L2-star discrepancy this is due to the sim-
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ple structure of the product weights, whereas for an arbitrary family of weights
(γu)u⊆{1,...,d} the cost of computing d∗2,γ(X) exactly will usually be of order Ω(2
d).
2.2 Asymptotically Faster Methods
For the L2-star discrepancy S. Heinrich [60] developed an algorithm which is
asymptotically faster than the direct calculation of (9). For fixed d it uses at most
O(n logd n) elementary operations; here the implicit constant in the big-O-notation
depends on d. This running time can be further reduced to O(n logd−1 n) by using a
modification noted by K. Frank and S. Heinrich in [43].
Let us start with the algorithm from [60]. For a quadrature rule
Q f =
n
∑
i=1
vi f (x(i)), with vi ∈ R and x(i) ∈ [0,1]d for all i,
we define the signed measure νQ by
νQ(C) := Q(1C) =
n
∑
i=1
vi1C(x(i)) for arbitrary C ∈ Cd .
Then it is straightforward to calculate
d∗2(Q) :=disc2(Cd ;λ
d ,νQ)
=
1
3d
−21−d
n
∑
i=1
vi
d
∏
k=1
(1− (x(i)k )2)+
n
∑
i, j=1
viv j
d
∏
k=1
min{1− x(i)k ,1− x( j)k }.
(13)
If we are interested in evaluating this generalized version of (9) in time O(n logd n)
or O(n logd−1 n), it obviously only remains to take care of the efficient calculation
of
n
∑
i, j=1
viv j
d
∏
k=1
min{y(i)k ,y( j)k }, where y(i)k := 1− x(i)k for i = 1, . . . ,n.
In the course of the algorithm we have actually to take care of a little bit more
general quantities: Let A = ((vi,y(i)))ni=1 and B = ((wi,z
(i)))mi=1, where n,m ∈ N,
vi,wi ∈ R and y(i),z(i) ∈ [0,1]d for all i. Put
D(A,B,d) :=
n
∑
i=1
m
∑
j=1
viw j
d
∏
k=1
min{y(i)k ,z( j)k }.
We allow also d = 0, in which case we use the convention that the “empty product”
is equal to 1.
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The algorithm is based on the following observation: If d ≥ 1 and y(i)d ≤ z( j)d for
all i ∈ {1, . . . ,n}, j ∈ {1, . . . ,m}, then
D(A,B,d) =
n
∑
i=1
m
∑
j=1
(vi y
(i)
d )w j
d−1
∏
k=1
min{y(i)k ,z( j)k }= D(A˜,B,d−1),
where A˜ = ((v˜i,y(i)))ni=1, B = ((wi,z
(i)))mi=1 with v˜i = (vi y
(i)
d ) and y
(i) = (y(i)k )
d−1
k=1
and z(i) = (z(i)k )
d−1
k=1 . Hence we have reduced the dimension parameter d by 1. But in
the case where d = 0, we can simply calculate
D(A,B,0) =
(
n
∑
i=1
vi
)(
m
∑
j=1
wi
)
(14)
with cost of order O(n+m). This observation will be exploited by the algorithm
proposed by Heinrich to calculate D(A,B,d) for given d ≥ 1 and arrays A and B as
above.
We describe here the version of the algorithm proposed in [60, Sect. 2]; see also
[93, Sect. 5]. Let µ denote the median of the dth components of the points y(i),
i = 1, . . . ,n, from A. Then we split A up into two smaller arrays AL and AR with AL
containing bn/2c points y(i) (and corresponding weights vi) satisfying y(i)d ≤ µ and
AR containing the remaining dn/2e points (and corresponding weights) satisfying
y(i)d ≥ µ . Similarly, we split up B into the two smaller arrays BL and BR that contains
the points (and corresponding weights) from B whose dth components are less or
equal than µ and greater than µ , respectively.
Since we may determine µ with the help of a linear-time median-finding algo-
rithm in time O(n) (see, e.g., [1, Ch. 3]), the whole partitioning procedure can be
done in time O(n+m). With the help of this partitioning we can exploit the basic
idea of the algorithm to obtain
D(A,B,d) = D(AL,BL,d)+D(AR,BR,d)+D(A˜L,BR,d−1)+D(AR, B˜L,d−1),
(15)
where, as above, A˜L is obtained from AL by deleting the dth component of the points
y(i) and substituting the weights vi by vi y
(i)
d , and AR is obtained from AR by also
deleting the dth component of the points y(i), but keeping the weights vi. In an
analogous way we obtain B˜L and BR, respectively.
The algorithm uses the step (15) recursively in a divide-and-conquer manner.
The “conquer” part consists of three base cases, which are solved directly.
The first base case is m = 0; i.e., B = /0. Then D(A,B,d) = 0.
The second one is the case d = 0 already discussed above, where we simply use
formula (14) for the direct calculation of D(A,B,0) at cost at most O(n+m).
The third base case is the case where |A|= 1. Then we can compute directly
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D(A,B,d) = v1
m
∑
j=1
w j
d
∏
k=1
min{y(1)k ,z( j)k }.
This computation costs at most O(m).
An inductive cost analysis reveals that the cost of this algorithm to calculate
D(A,B,d) is of order O((n+m) logd(n+ 1)), see [60, Prop. 1]. As already said,
the implicit constant in the big-O-notation depends on d. J. Matousˇek provided in
[93] a running time analysis of Heinrich’s algorithm that also takes care of its de-
pendence on the dimension d and compared it to the cost of the straightforward
calculation of (13). From this analysis one can conclude that Heinrich’s algorithm
reasonably outperforms the straightforward method if n is larger than (roughly) 22d ;
for details see [93, Sect. 5]. Moreover, [60, 93] contain modifications of the algo-
rithm and remarks on a practical implementation. Furthermore, Heinrich provides
some numerical examples with the number of points ranging from 1,024 to 65,536
in dimensions ranging from 1 to 8 comparing the actual computational effort of
his method and the direct calculation of (13), see [60, Sect. 5]. In these examples
his method was always more efficient than performing the direct calculation; es-
sentially, the advantage grows if the number of points increases, but shrinks if the
dimension increases.
As pointed out by Heinrich in [60, Sect. 4], his algorithm can be modified easily
to calculate L2-extreme discrepancies instead of L2-star discrepancies with essen-
tially the same effort. Furthermore, he describes how to generalize his algorithm to
calculate “r-smooth” L2-discrepancies, which were considered in [108, 125]. (Here
the smoothness parameter r is a non-negative integer. If r = 0, we regain the L2-
star discrepancy. If r > 0, then the r-smooth discrepancy is actually not any more a
geometric L2-discrepancy in the sense of our definition given in Section 1.)
Heinrich’s algorithm can be accelerated with the help of the following observa-
tion from [43]: Instead of employing (14) for the base case D(A,B,0), it is possible
to evaluate already the terms D(A,B,1) that occur in the course of the algorithm. If
we want to calculate D(A,B,1), we assume that the elements y(1), . . . ,y(n) ∈ [0,1]
from A and z(1), . . . ,z(m) ∈ [0,1] from B are already in increasing order. This can
be ensured by using a standard sorting algorithm to preprocess the input at cost
O((n + m) log(n + m)). Now we determine for each i an index ν(i) such that
y(i) ≥ z( j) for j = 1, . . . ,ν(i) and y(i) < z( j) for j = ν(i)+ 1, . . . ,m. If this is done
successively, starting with ν(1), then this can be done at cost O(n+m). Then
D(A,B,1) =
n
∑
i=1
vi
(
ν(i)
∑
j=1
w jz( j)+ y(i)
m
∑
j=ν(i)+1
w j
)
, (16)
and the right hand side can be computed with O(n+m) operations if the inner sums
are added up successively. Thus the explicit evaluation of D(A,B,1) can be done
at total cost O(n+m). Using this new base case (16) instead of (14) reduces the
running time of the algorithm to O((n+m) logd−1(n+1)) (as can easily be checked
by adapting the proof of [60, Prop. 1]).
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The original intention of the paper [43] is in fact to efficiently calculate the
L2-star discrepancies (13) of Smolyak quadrature rules. These quadrature rules
are also known under different names as, e.g., sparse grid methods or hyperbolic
cross points, see, e.g., [47, 100, 119, 125, 137, 144] and the literature mentioned
therein. Frank and Heinrich exploit that a d-dimensional Smolyak quadrature rule is
uniquely determined by a sequence of one-dimensional quadratures, and in the spe-
cial case of composite quadrature rules even by a single one-dimensional quadra-
ture. Their algorithm computes the L2-star discrepancies of Smolyak quadratures at
cost O(N log2−d N + d log4 N) for a general sequence of one-dimensional quadra-
tures and at cost O(d log4 N) in the special case of composite quadrature rules; here
N denotes the number of quadrature points used by the d-dimensional Smolyak
quadrature. This time the implicit constants in the big-O-notation do not depend on
the dimension d. With the help of their algorithm Frank and Heinrich are able to
calculate the L2-star discrepancy for extremely large numbers of integration points
as, e.g., roughly 1035 points in dimension d = 15. For the detailed description of the
algorithm and numerical experiments we refer to [43].
Notice that both algorithms from [43, 60] use as a starting point formula (13).
Since the three summands appearing in (13) are of similar size, the algorithms
should be executed with a sufficiently high precision to avoid cancellation effects.
Notes
Related to the problem of calculating L2-discrepancies of given point sets is the
problem of computing the smallest possible L2-discrepancy of all point sets of a
given size n. For the L2-star discrepancy and arbitrary dimension d the smallest
possible discrepancy value of all point sets of size n was derived in [111] for n = 1
and in [85] for n = 2.
Regarding the L2-star discrepancy, one should mention that this discrepancy can
be a misleading measure of uniformity for sample sizes n smaller than 2d . For in-
stance, Matousˇek pointed out that for small n the pathological point set that consists
of n copies of the point (1, . . . ,1) in [0,1]d has almost the best possible L2-star dis-
crepancy, see [93, Sect. 2]. A possible remedy is to consider a weighted version of
the L2-star discrepancy instead, as, e.g., the modified L2-discrepancy.
Matousˇek’s observation may also be interpreted in the context of numerical in-
tegration. The L2-star discrepancy is equal to the worst-case error of quasi-Monte
Carlo (QMC) integration on the unanchored Sobolev space. More precisely, we have
for a finite sequence X = (x(i))ni=1 in [0,1]
d that
d∗2(X) = sup
f∈B
∣∣∣∣∫
[0,1]d
f (x)dx−Q( f )
∣∣∣∣ ,
where B is the norm unit ball of the unanchored Sobolev space and Q is the QMC
algorithm
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Q( f ) =
1
n
n
∑
i=1
f (x(i));
see, e.g., [103, Chapter 9]. Now Matousˇek’s observation indicates that if for given n
smaller than 2d one is interested in minimizing the worst-case integration error with
the help of a general quadrature rule of the form (1), then one should not use QMC
algorithms with equal integration weights 1/n. In fact, already normalized QMC al-
gorithms with suitably chosen equal integration weights a = a(n,d)< 1/n as stated
in [103, (10.12)] improve over conventional QMC algorithms with weights 1/n; for
a detailed discussion see [103, Sect. 10.7.6]. This suggests that for n smaller than
2d the L2-star discrepancy modified by substituting the factor 1/n by a< 1/n from
[103, (10.12)] may be a better measure of uniformity than the L2-star discrepancy
itself.
3 Calculation of L∞-Discrepancies
In this section we survey algorithms which can be used to calculate or approximate
the L∞-star discrepancy. Most of these algorithms have a straightforward extension
to other “L∞-rectangle discrepancies”, as, e.g., to the extreme discrepancy discussed
above, the centered discrepancy [65], or other quadrant discrepancies [67, 103].
Algorithms for the L∞-star discrepancy are also necessary to compute or estimate
weighted L∞-star discrepancies. Let us, e.g., assume that we are interested in finding
tight upper or lower bounds for the weighted L∞-discrepancy d∗∞,γ(X), as defined in
(8). Then we may divide the family of weights (γu)u⊆{1,...,d} into a set S of suitably
small weights and a set L of larger weights and use the fact that the star discrepancy
has the following monotonicity behavior with respect to the dimension: If u ⊆ v,
then d∗∞(Xu) ≤ d∗∞(Xv). We can use the algorithms discussed below to calculate or
bound the discrepancies d∗∞(Xu), u ∈ L. The remaining discrepancies d∗∞(Xv), v ∈ S,
corresponding to the less important weights can be upper-bounded simply by 1 and
lower-bounded by maxu∈L ;u⊂v d∗∞(Xu) (or even by 0 if the weights are negligible
small).
In general, it is not easy to calculate L∞-discrepancies as defined in (2); the car-
dinality of the systemB of test sets is typically infinite. Since we obviously cannot
compute the local discrepancies for an infinite number of test boxes, we usually
have to find a finite subsetBδ ⊂B such that disc∞(B;µ,ν) = disc∞(Bδ ;µ,ν) or
at least disc∞(B;µ,ν) ≤ disc∞(Bδ ;µ,ν)+ δ for sufficiently small δ . (This “dis-
cretization method” is also important for finding upper bounds for the best possible
discrepancy behavior with the help of probabilistic proofs, see, e.g., [3] or the book
chapter [52].) For most systemsB of test sets this is not a trivial task. If one is, for
instance, interested in the isotrope discrepancy, see (5), it is not completely obvi-
ous to see how the system Id can be substituted by a finite set system that leads
to a (arbitrarily) close approximation of disc∞(Id ;λ d ,νX ). In [97] H. Niederreiter
pointed out that it is sufficient to consider the smaller system of test sets Ed of all
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open and closed polytopes P contained in [0,1]d with the property that each face of
P is lying entirely on the boundary of [0,1]d or contains a point of X . Note that Ed
still consists of infinitely many test sets and that further work has to be done before
this observation can be used for a concrete algorithm to approximate the isotrope
discrepancy.
For the star discrepancy it is easier to find useful discretizations, as we will show
below.
3.1 Calculating the Star Discrepancy in Low Dimension
Let us have a closer look at the problem of calculating the L∞-star discrepancy: Let
X = (x(i))ni=1 be some fixed finite sequence in [0,1)
d . For convenience we introduce
for an arbitrary point y ∈ [0,1]d the short-hands
Vy :=
d
∏
i=1
yi,
and
A(y,X) :=
n
∑
i=1
1[0,y)(x
(i)), as well as A(y,X) :=
n
∑
i=1
1[0,y](x
(i)),
i.e., Vy is the volume of the test box [0,y), A(y,X) the number of points of X lying
inside the half-open box [0,y), and A(y,X) the number of points of X lying in the
closed box [0,y]. Let us furthermore set
δ (y,X) :=Vy− 1nA(y,X) and δ (y,X) :=
1
n
A(y,X)−Vy.
Putting δ ∗(y,X) := max{δ (y,X),δ (y,X)}, we have
d∗∞(X) = sup
y∈[0,1]d
δ ∗(y,X).
We define for j ∈ {1, . . . ,d}
Γj(X) := {x(i)j | i ∈ {1, ...,n}} and Γ j(X) := Γj(X)∪{1},
and put
Γ (X) := Γ1(X)×·· ·×Γd(X) and Γ (X) := Γ 1(X)×·· ·×Γ d(X).
We refer to Γ (X) and to Γ (X) as grids induced by X .
Lemma 1. Let X = (x(i))ni=1 be a sequence in [0,1)
d . Then
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d∗∞(X) = max
{
max
y∈Γ (X)
δ (y,X) , max
y∈Γ (X)
δ (y,X)
}
. (17)
Formulas similar to (17) can be found in several places in the literature—the first
reference we are aware of is [97, Thm. 2].
Proof. Consider an arbitrary test box [0,y), y ∈ [0,1]d , see Figure 1.
0 1
1
y
x
zx(1)
x(2)
x(3)
x(4)
x(5)
Fig. 1 Some set X = (x(i))5i=1 in [0,1)
2, a test box [0,y), and x ∈ Γ (X), z ∈ Γ (X) with x≤ y≤ z.
Then for every j ∈ {1, . . . ,d} we find a maximal x j ∈ Γj(X)∪{0} and a minimal
z j ∈ Γ (X) satisfying x j ≤ y j ≤ z j. Put x = (x1, . . . ,xd) and z = (z1, . . . ,zd). We get
the inequalities
Vy− 1nA(y,X) =Vy−
1
n
A(z,X)≤Vz− 1nA(z,X),
and
1
n
A(y,X)−Vy = 1nA(x,X)−Vy ≤
1
n
A(x,X)−Vx.
Observing that A(x,X) = 0 if x j = 0 /∈ Γj(X) for some j ∈ {1, . . . ,d}, we see that
the right hand side of (17) is at least as large as d∗∞(X).
Let us now show that it cannot be larger than d∗∞(X). So let y ∈ Γ (X) be given.
Then we may consider for a small ε > 0 the vector y(ε), defined by y(ε) j =
min{y j + ε,1} for j = 1, . . . ,d. Clearly, y(ε) ∈ [0,1]d and
lim
ε→0
(
1
n
A(y(ε),X)−Vy(ε)
)
=
1
n
A(y,X)−Vy.
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These arguments show that (17) is valid. uunionsq
Lemma 1 shows that an enumeration algorithm would provide us with the exact
value of d∗∞(X). But since the cardinality of Γ (X) for almost all X is nd , such an
algorithm would be infeasible for large values of n and d. Indeed, for a random n-
point set X we have almost surely |Γ (X)| = nd , resulting in Ω(nd) test boxes that
we have to take into account to calculate (17). This underlines that (17) is in general
impractical if n and d are large. There are some more sophisticated methods known
to calculate the star discrepancy, which are especially helpful in low dimensions. In
the one-dimensional case H. Niederreiter derived the following formula, see [97] or
[98].
Theorem 1 ([97, Thm. 1]). Let X = (x(i))ni=1 be a sequence in [0,1). If x
(1) ≤ x(2) ≤
·· · ≤ x(n), then
d∗∞(X) =
n
max
i=1
max
{
i
n
− x(i) , x(i)− i−1
n
}
=
1
2n
+
n
max
i=1
∣∣∣∣x(i)− 2i−12n
∣∣∣∣ . (18)
Proof. The first identity follows directly from (17), since for y= 1 ∈ Γ (X) we have
Vy− 1n A(y,X) = 0. The second identity follows from
max
{
i
n
− x(i) , x(i)− i−1
n
}
=
∣∣∣∣x(i)− 2i−12n
∣∣∣∣+ 12n , i = 1, . . . ,n.
uunionsq
Notice that (18) implies immediately that for d = 1 the set { 12n , 32n , . . . , 2n−12n }
is the uniquely determined n-point set that achieves the minimal star discrepancy
1/2n.
In higher dimension the calculation of the star discrepancy unfortunately be-
comes more complicated.
In dimension d = 2 a reduction of the number of steps to calculate (17) was
achieved by L. De Clerk [22]. In [11] her formula was slightly extended and simpli-
fied by P. Bundschuh and Y. Zhu.
Theorem 2 ([22, Sect. II],[11, Thm. 1]). Let X = (x(i))ni=1 be a sequence in [0,1)
2.
Assume that x(1)1 ≤ x(2)1 ≤ ·· · ≤ x(n)1 and rearrange for each i ∈ {1, . . . ,n} the num-
bers 0,x(1)2 , . . . ,x
(i)
2 ,1 in increasing order and rewrite them as 0= ξi,0 ≤ ξi,1 ≤ ·· · ≤
ξi,i ≤ ξi,i+1 = 1. Then
d∗∞(X) =
n
max
i=0
i
max
k=0
max
{
k
n
− x(i)1 ξi,k , x(i+1)1 ξi,k+1−
k
n
}
. (19)
The derivation of this formula is mainly based on the observation that in dimen-
sion d ≥ 2 the discrepancy functions δ (·,X) and δ (·,X) can attain their maxima
only in some of the points y ∈Γ (X) and y ∈Γ (X), respectively, which we shall call
critical points. The formal definition we state here is equivalent to the one given in
[56, Sect. 4.1].
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Definition 1. Let y ∈ [0,1]d . The point y and the test box [0,y) are δ (X)-critical, if
we have for all 0 6= ε ∈ [0,1− y1]×·· ·× [0,1− yd ] that A(y+ ε,X)> A(y,X). The
point y and the test box [0,y] are δ (X)-critical, if we have for all ε ∈ [0,y)\{0} that
A(y−ε,X)< A(y,X). We denote the set of δ (X)-critical points by C (X) and the set
of δ (X)-critical points by C (X), and we put C ∗(X) := C (X)∪C (X).
In Figure 1 we have, e.g., that y = (x(5)1 ,x
(4)
2 ) and y
′ = (x(5)1 ,1) are δ (X)-critical
points, while y′′ = (x(5)1 ,x
(3)
2 ) is not. Furthermore, y= (x
(3)
1 ,x
(3)
2 ) and y
′ = (x(5)1 ,x
(1)
2 )
are δ (X)-critical points, while y′′ = (x(4)1 ,x
(2)
2 ) is not. This shows that, in contrast to
the one-dimensional situation, for d ≥ 2 not all points in Γ (X) and Γ (X) are critical
points.
With a similar argument as in the proof of Lemma 1, the following lemma can
be established.
Lemma 2. Let X = (x(i))ni=1 be a sequence in [0,1]
d . Then C (X) ⊆ Γ (X) and
C (X)⊆ Γ (X), as well as
d∗∞(X) = max
{
max
y∈C (X)
δ (y,X) , max
y∈C (X)
δ (y,X)
}
. (20)
For a rigorous proof see [22, Sect. II] or [56, Lemma 4.1].
The set of critical test boxes may be subdivided further. For j = 0,1, . . . ,n put
C k(X) := {y ∈ C (X) |A(y,X) = k} ,
and
C
k
(X) :=
{
y ∈ C (X) |A(y,X) = k} .
Then
d∗∞(X) =
n
max
k=1
max
{
max
y∈C k−1(X)
δ (y,X) , max
y∈C k(X)
δ (y,X)
}
, (21)
see [22, Sect. II]. For d = 2 De Clerk characterized the points in C k(X) and C
k
(X)
and derived (19) under the assumption that |Γj(X)|= n for j = 1, . . . ,d [22, Sect. II].
Bundschuh and Zhu got rid of this assumption, which resulted in a technically more
involved proof [11, Sect. 2].
De Clerck used her formula (19) to provide explicit formulas for the discrep-
ancies of Hammersley point sets [59] for arbitrary basis b and n = bm, m ∈ N, see
[22, Sect. III]. Her results generalize the formulas for the star discrepancy of two-
dimensional Hammersley sets in basis 2 provided by Halton and Zaremba [58]. To
establish the explicit formula, she used a recursion property of two-dimensional
Hammersley point sets X of size bm [39] and the facts that these sets are symmetric
with respect to the main diagonal of the unit square [109] and that their discrepancy
function δ (·,X) is never positive [45], which implies that for the calculation of the
discrepancy of these sets one only has to consider δ (X)-critical test boxes.
In dimension d = 3 Bundschuh and Zhu provided a formula similar to (19).
18 Carola Doerr, Michael Gnewuch and Magnus Wahlstro¨m
Theorem 3 ([11, Thm. 2]). Let X = (x(i))ni=1 be a sequence in [0,1)
3. Put x(0) :=
(0,0,0) and x(n+1) := (1,1,1), and assume that x(1)1 ≤ x(2)1 ≤ ·· · ≤ x(n)1 . For i ∈
{1, . . . ,n} rearrange the second components x(0)2 ,x(1)2 , . . . ,x(i)2 ,x(n+1)2 in increasing
order and rewrite them as 0 = ξi,0 ≤ ξi,1 ≤ ·· · ≤ ξi,i ≤ ξi,i+1 = 1 and denote the
corresponding third components x(i)3 , i = 0,1, . . . , i,n+1 by ξ˜i,0, ξ˜i,1, . . . , ξ˜i,i+1. Now
for fixed i and k = 0,1, . . . , i rearrange ξ˜i,0, ξ˜i,1, . . . , ξ˜i,k, ξ˜i,i+1 and rewrite them as
0 = ηi,k,0 ≤ ηi,k,1 ≤ ·· · ≤ ηi,k,k ≤ ηi,k,k+1 = 1. Then
d∗∞(X) =
n
max
i=0
i
max
k=0
k
max
`=0
max
{
k
n
− x(i)1 ξi,kηi,k,` , x(i+1)1 ξi,k+1ηi,k,`+1−
k
n
}
. (22)
The method can be generalized to arbitrary dimension d and requires for generic
point sets roughly O(nd/d!) elementary operations. This method was, e.g., used in
[139] to calculate the exact discrepancy of particular point sets, so-called rank-1
lattice rules (cf. [24, 99, 115]), up to size n = 236 in dimension d = 5 and to n = 92
in dimension d = 6. But as pointed out by P. Winker and K.-T. Fang, for this method
instances like, e.g., sets of size n ≥ 2000 in d = 6 are infeasible. This method can
thus only be used in a very limited number of dimensions.
A method that calculates the exact star discrepancy of a point set in a running
time with a more favorable dependence on the dimension d, namely time O(n1+d/2),
was proposed by D. P. Dobkin, D. Eppstein, and D. P. Mitchell in [27]. We discuss
this more elaborate algorithm in the next subsection.
3.2 The Algorithm of Dobkin, Eppstein, and Mitchell
In order to describe the algorithm of Dobkin, Eppstein, and Mitchell [27], we begin
with a problem from computational geometry. In Klee’s measure problem, the input
is a set of n axis-parallel rectangles inRd , and the problem is to compute the volume
of the union of the rectangles. The question of the best possible running time started
with V. Klee [81], who gave an O(n logn)-time algorithm for the 1-dimensional
case, and asked whether this was optimal; it was later found that this is the case [44].
The general case was considered by J. L. Bentley [6], who gave an O(nd−1 logn)-
time algorithm for d ≥ 2, thus (surprisingly) giving an algorithm for the d = 2 case
with an asymptotic running time matching that of the d = 1 case. By the lower
bound for d = 1, Bentley’s algorithm is tight for d = 2, but as we shall see, not for
d ≥ 3.
The essential breakthrough, which also lies behind the result of [27], was given
by Overmars and Yap [107]. They showed that Rd can be partitioned (in an input-
dependent way) into O(nd/2) regions, where each region is an axis-parallel box,
such that the intersection of the region with the rectangles of the input behaves in
a particular regular way. Let us fix some terminology. Let C = [a,b] be a region in
the decomposition. A slab in C is an axis-parallel box contained in C which has full
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length in all but at most one dimension, i.e., a box ∏dj=1 I j where I j = [a j,b j] for all
but at most one j. A finite union of slabs is called a trellis. Overmars and Yap show
the following result.
Theorem 4 ([107]). Let d be a fixed dimension. Given a set of n rectangles in Rd ,
there is a partitioning of the space into O(nd/2) regions where for every region, the
intersection of the region with the union of all rectangles of the input forms a trellis.
An algorithm to enumerate this partition, and a polynomial-time algorithm for
computing the volume of a trellis, would now combine into an O(nd/2+c)-time algo-
rithm for Klee’s measure problem, for some constant c> 0; Overmars and Yap fur-
ther improve it to O(nd/2 logn) time (and O(n) space) by using dynamic data struc-
tures and careful partial evaluations of the decomposition. Recently, T. M. Chan [12]
gave a slightly improved running time of nd/22O(log
∗ n), where log∗ n denotes the
iterated logarithm of n, i.e., the number of times the logarithm function must be
iteratively applied before the result is less than or equal to 1.
While no direct reductions between the measure problem and discrepancy com-
putation are known, the principle behind the above decomposition is still useful.
Dobkin et al. [27] apply it via a dualization, turning each point x into an orthant
(x,∞), and each box B= [0,y) into a point y, so that x is contained in B if and only if
the point y is contained in the orthant. The problem of star discrepancy computation
can then be solved by finding, for each i ∈ {1, . . . ,n}, the “largest” and “smallest”
point y ∈ Γ (X) contained in at most respectively at least i orthants; here largest and
smallest refer to the value Vy defined previously, i.e., the volume of the box [0,y).
Note that this is the dual problem to (21). As Dobkin et al. [27] show, the parti-
tioning of Rd of Overmars and Yap can be used for this purpose. In particular, the
base case of a region B such that the intersections of the input rectangles with B
form a trellis, corresponds for us to a case where for every point x there is at most
one coordinate j ∈ {1, . . . ,d} such that for any y ∈ B only the value of y j deter-
mines whether x ∈ [0,y). Given such a base case, it is not difficult to compute the
maximum discrepancy relative to points y ∈ B in polynomial time.
We now sketch the algorithm in some more detail, circumventing the dualization
step for a more direct presentation. For simplicity of presentation, we are assuming
that for each fixed j ∈ {1, . . . ,d}, the coordinates x(1)j , . . . ,x(n)j are pairwise different.
We will also ignore slight issues with points that lie exactly on a region boundary.
We will subdivide the space [0,1]d recursively into regions of the form [a1,b1]×
. . .× [ai,bi]× [0,1]d−i; call this a region at level i. We identify a region with [a,b];
if the region is at level i < d, then for j > i we have a j = 0 and b j = 1. For j ∈
{1, . . . , i}, we say that a point x is internal in dimension j, relative to a region [a,b]
at level i, if x is contained in [0,b) and a j < x j < b j. We will maintain two invariants
as follows.
1. For every point x contained in the box [0,b), there is at most one coordinate
j ∈ {1, . . . , i} such that x is internal in dimension j.
2. For any region at level i > 0 and any j ∈ {1, . . . , i} there are only O(√n) points
internal in dimension j.
20 Carola Doerr, Michael Gnewuch and Magnus Wahlstro¨m
Once we reach a region at level d, called a cell, the first condition ensures that we
reach the above-described base case, i.e., that every point contained in the box [0,b)
is internal in at most one dimension. The second condition, as we will see, ensures
that the decomposition can be performed while creating only O(nd/2) cells.
The process goes as follows. We will describe a recursive procedure, subdi-
viding each region at level i < d into O(
√
n) regions at level i + 1, ensuring
O(
√
nd) = O(nd/2) cells in the final decomposition. In the process, if [a,b] is the
region currently being subdivided, we let Xb be the set of points contained in the
box [0,b), and XI the subset of those points which are internal in some dimension
j ≤ i. We initialize the process with the region [0,1]d at level 0, with Xb being the
full set of points of the input, and XI = /0.
Given a region [a,b] at level i< d, with Xb and XI as described, we will partition
along dimension i+1 into segments [ξ j,ξ j+1], for some ξ j, j ∈ {1, . . . , `}, where `
is the number of subdivisions. Concretely, for each j ∈ {1, . . . , `−1} we generate a
region [a( j),b( j)] = [a1,b1]× . . .× [ai,bi]× [ξ j,ξ j+1]× [0,1]d−i−1 at level i+ 1, set
X ( j)b = Xb∩ [0,b( j)) and X ( j)I = (XI ∩ [0,b( j)))∪{x ∈ X ( j)b : ξ j < xi+1 < ξ j+1}, and
recursively process this region, with point set X ( j)b and internal points X
( j)
I . Observe
that the points added to X ( j)I indeed are internal points, in dimension i+ 1. The
coordinates ξ j are chosen to fulfill the following conditions.
For all x ∈ XI , we have xi+1 ∈ {ξ1, . . . ,ξ`}. (23)
For all j ∈ {1, . . . , `−1}, we have |{x ∈ Xb : ξ j < xi+1 < ξ j+1}|= O(
√
n).(24)
We briefly argue that this is necessary and sufficient to maintain our two invariants
while ensuring that ` = O(
√
n) at every level. Indeed, if condition (23) is not ful-
filled, then the point x is internal in two dimensions in some region [a( j),b( j)], and
if condition (24) is not fulfilled for some j, then |X ( j)I | is larger than O(
√
n) in the
same region. To create a set of coordinates ξ j fulfilling these conditions is not dif-
ficult; simply begin with the coordinate set {xi+1 : x ∈ XI} to fulfill (23), and insert
additional coordinates as needed to satisfy (24). This requires at most |XI |+(n/√n)
coordinates; thus `= O(
√
n) as required, and one finds inductively that both invari-
ants are maintained at every region created at level i+1.
To finally sketch the procedure for computing the discrepancy inside a given cell,
let B = [a,b] be the cell, Xb the points contained in [0,b), and X ′ the set of points
in [0,b) which are not also contained in [0,a]. The points X ′ must thus be internal
in at least one dimension, so by invariant 1, the points X ′ are internal in exactly one
dimension j ∈ {1, . . . ,d}. Note that if a point x ∈ X ′ is internal in dimension j, and
hence has xi ≤ ai for every i ∈ {1, . . . ,d}, i 6= j, then for any y ∈ (a,b) we have
that x ∈ [0,y) if and only if y j > x j; that is, if x is internal in dimension j, then the
membership of x in [0,y) is determined only by y j. Now, for each j ∈ {1, . . . ,d},
let X ′j = {x ∈ X ′ : a j < x j < b j} be the points internal in dimension j; note that this
partitions X ′. We can then determine X ∩ [0,y) for any y ∈ (a,b) by looking at the
coordinates y j independently, that is,
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[0,y)∩X = ([0,a]∩Xb)∪
d⋃
j=1
{x ∈ X ′j : x j < y j}.
This independence makes the problem suitable for the algorithmic technique of dy-
namic programming (see, e.g., [20]). Briefly, let f j(y) = |Xb ∩ [0,a]|+∑ jk=1 |{x ∈
X ′k : xk < yk}|. For i∈ {1, . . . ,n} and j ∈ {1, . . . ,d}, let p(i, j) be the minimum value
of∏ jk=1 yk such that f j(y)≥ i, and let q(i, j) be the maximum value of∏ jk=1 yk such
that f j(y)≤ i and y ∈ (a,b). By sorting the coordinates x j of every set X ′j, it is easy
both to compute the values of p(·,1) and q(·,1), and to use the values of p(·, j) and
q(·, j) to compute the values of p(·, j+1) and q(·, j+1). The maximum discrepancy
attained for a box [0,y) for y ∈ (a,b) can then be computed from p(·,d) and q(·,d);
note in particular that for y ∈ (a,b), we have fd(y) = |X ∩ [0,y)|. For details, we re-
fer to [27]. Discrepancy for boxes [0,y] with y j = 1 for one or several j ∈ {1, . . . ,d}
can be handled in a similar way.
Some slight extra care in the analysis of the dynamic programming, and applica-
tion of a more intricate form of the decomposition of Overmars and Yap, will lead
to a running time of O(nd/2+1) and O(n) space, as shown in [27].
3.3 Complexity Results
We saw in the previous sections that for fixed dimension d the most efficient al-
gorithm for calculating the star discrepancy of arbitrary n-point sets in [0,1)d , the
algorithm of Dobkin, Eppstein, and Mitchell, has a running time of order O(n1+d/2).
So the obvious question is if it is possible to construct a faster algorithm for the
discrepancy calculation whose running time does not depend exponentially on the
dimension d.
There are two recent complexity theoretical results that suggest that such an algo-
rithm does not exist—at least not if the famous hypotheses from complexity theory,
namely that P 6= NP and the stronger exponential time hypothesis [74], are true.
3.3.1 Calculating the Star Discrepancy is NP-Hard
Looking at identity (17), we see that the calculation of the star discrepancy of a
given point set X is in fact a discrete optimization problem, namely the problem to
find an y ∈ Γ that maximizes the function value
δ ∗(y,X) = max
{
δ (y,X) , δ (y,X)
}
.
In [55] it was proved that the calculation of the star discrepancy is in fact an NP-hard
optimization problem. Actually, a stronger statement was proved in [55], namely
that the calculation of the star discrepancy is NP-hard even if we restrict ourselves
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to the easier sub-problem where all the coordinates of the input have finite binary
expansion, i.e., are of the form k2−κ for some κ ∈ N and some integer 0≤ k ≤ 2κ .
To explain this result in more detail let us start by defining the coding length of a real
number from the interval [0,1) to be the number of digits in its binary expansion.
Informally speaking, the class NP is the class of all decision problems, i.e., prob-
lems with a true-or-false answer, for which the instances with an affirmative an-
swer can be decided in polynomial time by a non-deterministic Turing machine2;
here “polynomial” means polynomial in the coding length of the input. Such a non-
deterministic Turing machine can be described as consisting of a non-deterministic
part, which generates for a given instance a polynomial-length candidate (“certifi-
cate”) for the solution, and a deterministic part, which verifies in polynomial time
whether this candidate leads to a valid solution.
In general, the NP-hardness of an optimization problem U is proved by verifying
that deciding the so-called threshold language of U is an NP-hard decision problem
(see, e.g., [73, Sect. 2.3.3] or, for a more informal explanation, [46, Sect. 2.1]). Thus
it was actually shown in [55] that the following decision problem is NP-hard:
Decision Problem STAR DISCREPANCY
Instance: Natural numbers n,d ∈ N, sequence X = (x(i))ni=1 in [0,1)d ,ε ∈ (0,1]
Question: Is d∗∞(X)≥ ε?
Notice that the input of STAR DISCREPANCY has only finite coding length if
the binary expansion of all coordinates and of ε is finite. The standard approach
to prove NP-hardness of some decision problem is to show that another decision
problem that is known to be NP-hard can be reduced to it in polynomial time. This
approach was also used in [55], where the graph theoretical problem DOMINATING
SET was reduced to STAR DISCREPANCY. The decision problem DOMINATING
SET is defined as follows.
Definition 2. Let G = (V,E) be a graph, where V is the finite set of vertices and
E ⊆ {{v,w}|v,w ∈ V , v 6= w} the set of edges of G. Let M be a subset of V . Then
M is called a dominating set of G if for all v ∈V \M there exists a w ∈M such that
{v,w} is contained in E.
Decision Problem DOMINATING SET
Instance: Graph G = (V,E), m ∈ {1, . . . , |V |}
Question: Is there a dominating set M ⊆V of cardinality at most m?
The decision problem DOMINATING SET is well studied in the literature and
known to be NP-complete, see, e.g., [46].
Before we explain how to reduce DOMINATING SET to STAR DISCREPANCY, let
us introduce another closely related decision problem, which will also be important
in Section 3.4.2.
Decision Problem EMPTY HALF-OPEN BOX
Instance: Natural numbers n,d ∈ N, sequence X = (x(i))ni=1 in [0,1)d , ε ∈ (0,1]
Question: Is there a y ∈ Γ (X) with A(y,X) = 0 and Vy ≥ ε?
2 NP stands for “non-deterministic polynomial time”.
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As in the problem STAR DISCREPANCY the coding length of the input of EMPTY
HALF-OPEN BOX is only finite if the binary expansion of all coordinates and of ε
is finite. For the reduction of DOMINATING SET it is sufficient to consider these in-
stances with finite coding length. We now explain how to reduce DOMINATING SET
to EMPTY HALF-OPEN BOX in polynomial time; this proof step can afterwards be
re-used to establish that DOMINATING SET can indeed be reduced to STAR DIS-
CREPANCY.
Theorem 5 ([55, Thm. 2.7]). The decision problem EMPTY HALF-OPEN BOX is
NP-hard.
Proof. Let G = (V,E),m ∈ {1, . . . , |V |} be an instance of DOMINATING SET. We
may assume that V = {1, . . . ,n} for n := |V |. Let α,β ∈ [0,1) have finite binary
expansions and satisfy β < αn; for instance, we may choose α = 1/2 and β = 0.
For i, j ∈ {1, . . . ,n} put
x(i)j :=
{
α, if {i, j} ∈ E or i = j,
β , otherwise.
and put x(i) := (x(i)j )
n
j=1 ∈ [0,1)n and X := (x(i))ni=1. We shall show that there is a
dominating set M ⊆ V of cardinality at most m if and only if there is a y ∈ Γ (X)
such that A(y,X) = 0 and Vy ≥ αm.
Firstly, assume that there is a dominating set M ⊆V of cardinality at most m. Put
y j :=
{
α, if j ∈M,
1, otherwise.
and y := (y j)nj=1. Then y ∈ Γ (X) and Vy = α |M| ≥ αm. Hence it suffices to prove
that [0,y)∩X = /0. Now for each i ∈M we have x(i)i = α , i.e., x(i) /∈ [0,y). For every
i ∈ V \M there is, by definition of a dominating set, a ν ∈M such that {i,ν} ∈ E,
implying x(i)ν = α which in turn yields x(i) /∈ [0,y). Therefore A(y,X) = 0.
Secondly, assume the existence of a y∈Γ (X) such that A(y,X) = 0 and Vy ≥ αm.
Recall that y ∈ Γ (X) implies that y j ∈ {β ,α,1} for all j. Since β < αn ≤ Vy, we
have |{ j ∈ {1, . . . ,n}|y j ≥ α} | = n. Putting M := {i ∈ {1, . . . ,n}| yi = α}, we
have |M| ≤ m. Since A(y,X) = 0, we obtain |M| ≥ 1, and for each i ∈ {1, . . . ,n}
there exists a ν ∈M such that {i,ν} ∈ E or i ∈M. Hence M is a dominating set of
G with size at most m. uunionsq
In [55] further decision problems of the type “maximal half-open box for k
points” and “minimal closed box for k points” were studied; these problems are
relevant for an algorithm of E. Thie´mard that is based on integer linear program-
ming, see Section 3.4.2.
Theorem 6 ([55, Thm. 3.1]). STAR DISCREPANCY is NP-hard.
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Sketch of the proof. Due to identity (17) the decision problem STAR DIS-
CREPANCY can be formulated in an equivalent way: Is there a y ∈ Γ (X) such
that δ (y,X) ≥ ε or δ (y,X) ≥ ε? The NP-hardness of this equivalent formulation
can again be shown by polynomial time reduction from DOMINATING SET. So
let V = {1, . . . ,n}, and let G = (V,E),m ∈ {1, . . . ,n} be an instance of DOMI-
NATING SET. We may assume without loss of generality n ≥ 2 and m < n. Put
α := 1−2−(n+1), β := 0, and
x(i)j :=
{
α, if {i, j} ∈ E or i = j,
β , otherwise.
The main idea is now to prove for X := (x(i))ni=1 that d
∗
∞(X) ≥ αm =: ε if and only
if there is a dominating set M ⊆V for G with |M| ≤ m.
From the proof of Theorem 5 we know that the existence of such a dominating
set M is equivalent to the existence of a y ∈ Γ (X) with A(y,X) = 0 and Vy ≥ αm.
Since the existence of such a y implies d∗∞(X) ≥ αm, it remains only to show that
d∗∞(X)≥ αm implies in turn the existence of such a y. This can be checked with the
help of Bernoulli’s inequality, for the technical details we refer to [55].
3.3.2 Calculating the Star Discrepancy is W[1]-Hard
Although NP-hardness (assuming P 6= NP) excludes a running time of (n+ d)O(1)
for computing the star discrepancy of an input of n points in d dimensions, this
still does not completely address our running time concerns. In a nutshell, we know
that the problem can be solved in polynomial time for every fixed d (e.g., by the
algorithm of Dobkin, Eppstein, and Mitchell), and that it is NP-hard for arbitrary
inputs, but we have no way of separating a running time of nΘ(d) from, say, O(2dn2),
which would of course be a huge breakthrough for computing low-dimensional star
discrepancy.
The usual framework for addressing such questions is parameterized complexity.
Without going into too much technical detail, a parameterized problem is a deci-
sion problem whose inputs are given with a parameter k. Such a problem is fixed-
parameter tractable (FPT) if instances of total length n and with parameter k can
be solved in time O( f (k)nc), for some constant c and an arbitrary function f (k).
Observe that this is equivalent to being solvable in O(nc) time for every fixed k, as
contrasted to the previous notion of polynomial time for every fixed k, which also in-
cludes running times such as O(nk). We shall see in this section that, unfortunately,
under standard complexity theoretical assumptions, no such algorithm is possible
(in fact, under a stronger assumption, not even a running time of O( f (d)no(d)) is
possible).
Complementing the notion of FPT is a notion of parameterized hardness. A pa-
rameterized reduction from a parameterized problemQ to a parameterized problem
Q′ is a reduction which maps an instance I with parameter k ofQ to an instance I′
with parameter k′ ofQ′, such that
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1. (I,k) is a true instance ofQ if and only if (I′,k′) is a true instance ofQ′,
2. k′ ≤ f (k) for some function f (k), and
3. the total running time of the reduction is FPT (i.e., bounded by O(g(k)||I||c), for
some function g(k) and constant c, where ||I|| denotes the total coding length of
the input).
It can be verified that such a reduction and an FPT-algorithm forQ′ imply an FPT-
algorithm forQ.
The basic hardness class of parameterized complexity, analogous to the class NP
of classical computational complexity, is known as W[1], and can be defined as
follows. Given a graph G= (V,E), a clique is a set X ⊆V such that for any u,v ∈ X ,
u 6= v, we have {u,v} ∈ E. Let k-CLIQUE be the following parameterized problem.
Parameterized Problem k-CLIQUE
Instance: A graph G = (V,E); an integer k.
Parameter: k
Question: Is there a clique of cardinality k in G?
The class W[1] is then the class of problems reducible to k-CLIQUE under param-
eterized reductions, and a parameterized problem is W[1]-hard if there is a parame-
terized reduction to it from k-CLIQUE. (Note that, similarly, the complexity class NP
can be defined as the closure of, e.g., CLIQUE or 3-SAT under standard polynomial-
time reductions.) The basic complexity assumption of parameterized complexity is
that FPT 6=W[1], or equivalently, that the k-CLIQUE problem is not fixed-parameter
tractable; this is analogous to the assumption in classical complexity that P 6= NP.
For more details, see the books of R. G. Downey and M. R. Fellows [36] or
J. Flum and M. Grohe [42]. In particular, we remark that there is a different def-
inition of W[1] in terms of problems solvable by a class of restricted circuits (in
fact, W[1] is just the lowest level of a hierarchy of such classes, the so-called W-
hierarchy), which arguably makes the class definition more natural, and the conjec-
ture FPT 6= W[1] more believable.
P. Giannopoulus et al. [48] showed the following.
Theorem 7 ([48]). There is a polynomial-time parameterized reduction from k-
CLIQUE with parameter k to STAR DISCREPANCY with parameter d = 2k.
Thus, the results of [48] imply that STAR DISCREPANCY has no algorithm with
a running time of O( f (d)nc) for any function f (d) and constant c, unless FPT =
W[1].
A stronger consequence can be found by considering the so-called exponential-
time hypothesis (ETH). This hypothesis, formalized by Impagliazzo and Paturi [74],
states that 3-SAT on n variables cannot be solved in time O(2o(n)); in a related
paper [75], this was shown to be equivalent to similar statements about several other
problems, including that k-SAT on n variables cannot be solved in time O(2o(n)) for
k ≥ 3 and that 3-SAT cannot be solved in time O(2o(m)), where m equals the total
number of clauses in an instance (the latter form is particularly useful in reductions).
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It has been shown by J. Chen et al. [14, 15] that k-CLIQUE cannot be solved in
f (k)no(k) time, for any function f (k), unless ETH is false. We thus get the following
corollary.
Corollary 1 ([48]). STAR DISCREPANCY for n points in d dimensions cannot be
solved exactly in f (d)no(d) time for any function f (d), unless ETH is false.
In fact, it seems that even the constant factor in the exponent of the running time
of the algorithm of Dobkin, Eppstein and Mitchell [27] would be very difficult to
improve; e.g., a running time of O(nd/3+c) for some constant c would imply a new
faster algorithm for k-CLIQUE. (See [48] for more details, and for a description of
the reduction.)
3.4 Approximation of the Star Discrepancy
As seen in Section 3.3.1 and 3.3.2, complexity theory tells us that the exact calcula-
tion of the star discrepancy of large point sets in high dimensions is infeasible.
The theoretical bounds for the star discrepancy of low-discrepancy point sets that
are available in the literature describe the asymptotic behavior of the star discrep-
ancy well only if the number of points n tends to infinity. These bounds are typically
useful for point sets of size n ed , but give no helpful information for moderate
values of n. To give concrete examples, we restate here some numerical results pro-
vided in [76] for bounds based on inequalities of Erdo˝s-Tura´n-Koksma-type (see,
e.g., [24, 99]).
If the point set Pn(z) is an n-point rank-1 lattice in [0,1]d with generating vector
z ∈ Zd (see, e.g., [99, 115]), then its discrepancy can be bounded by
d∗∞(Pn(z))≤ 1−
(
1− 1
n
)d
+T (z,n)≤ 1−
(
1− 1
n
)d
+W (z,n)
≤ 1−
(
1− 1
n
)d
+R(z,n)/2;
(25)
here the quantities W (z,n) and R(z,n) can be calculated to a fixed precision in O(nd)
operations [76, 78], while the calculation of T (z,n) requires O(n2d) operations (at
least there is so far no faster algorithm known).
S. Joe presented in [76] numerical examples where he calculated the values
of T (z,n), W (z,n), and R(z,n) for generators z provided by a component-by-
component algorithm (see, e.g., [84, 104, 118, 116]) from [76, Sect. 4]. For di-
mension d = 2 and 3 he was able to compare the quantities with the exact values
d∗∞(Pn(z))−
[
1−
(
1− 1
n
)d]
=: E(z,n). (26)
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In d = 2 for point sets ranging from n = 157 to 10,007, the smallest of the three
quantities, T (z,n), was 8 to 10 times larger than E(z,n). In dimension d = 3 for
point sets ranging from n = 157 to 619 it was even more than 18 times larger. (Joe
used for the computation of E(z,n) the algorithm proposed in [11] and was therefore
limited to this range of examples.)
Computations for d = 10 and 20 and n = 320,009 led to T (z,n) = 1.29 · 104
and 5.29 ·1013, respectively. Recall that the star discrepancy and E(z,n) are always
bounded by 1. The more efficiently computable quantities W (z,n) and R(z,n) led
obviously to worse results, but W (z,n) was at least very close to T (z,n).
This example demonstrates that for good estimates of the star discrepancy for
point sets of practicable size we can unfortunately not rely on theoretical bounds.
Since the exact calculation of the star discrepancy is infeasible in high dimen-
sions, the only remaining alternative is to consider approximation algorithms. In the
following we present the known approaches.
3.4.1 An Approach Based on Bracketing Covers
An approach that approximates the star discrepancy of a given set X up to a user-
specified error δ was presented by E. Thie´mard [128, 130]. It is in principle based
on the generation of suitable δ -bracketing covers (which were not named in this
way in [128, 130]). Let us describe Thie´mard’s approach in detail.
The first step is to “discretize” the star discrepancy at the cost of an approxi-
mation error of at most δ . The corresponding discretization is different from the
one described in Section 3.1; in particular, it is completely independent of the input
set X . The discretization is done by choosing a suitable finite set of test boxes an-
chored in zero whose upper right corners form a so-called δ -cover. We repeat here
the definition from [31].
Definition 3. A finite subset Γ of [0,1]d is called a δ -cover of the class Cd of all
axis-parallel half-open boxes anchored in zero (or of [0,1]d) if for all y∈ [0,1]d there
exist x,z ∈ Γ \{0} such that
x≤ y≤ z and Vz−Vx ≤ δ .
Put
N(Cd ,δ ) := min{|Γ | | Γ δ -cover of Cd .}
Any δ -cover Γ of Cd satisfies the following approximation property:
Lemma 3. Let Γ be a δ -cover of Cd . For all finite sequences X in [0,1]d we have
d∗∞(X)≤ d∗Γ (X)+δ , (27)
where
d∗Γ (X) := maxy∈Γ
∣∣Vy−A(y,X)∣∣
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can be seen as a discretized version of the star discrepancy.
A proof of Lemma 3 is straightforward. (Nevertheless, it is, e.g., contained in
[31].)
In [50] the notion of δ -covers was related to the concept of bracketing entropy,
which is well known in the theory of empirical processes. We state here the defini-
tion for the set system Cd of anchored axis-parallel boxes (a general definition can,
e.g., be found in [50, Sect. 1]):
Definition 4. A closed axis-parallel box [x,z]⊂ [0,1]d is a δ -bracket of Cd if x ≤ z
and Vz−Vx ≤ δ . A δ -bracketing cover of Cd is a set of δ -brackets whose union is
[0,1]d . By N[ ](Cd ,δ ) we denote the bracketing number of Cd (or of [0,1]d), i.e., the
smallest number of δ -brackets whose union is [0,1]d . The quantity lnN[ ](Cd ,δ ) is
called the bracketing entropy.
The bracketing number and the quantity N(d,δ ) are related to the covering and
the L1-packing number, see, e.g., [31, Rem. 2.10].
It is not hard to verify that
N(Cd ,δ )≤ 2N[ ](Cd ,δ )≤ N(Cd ,δ )(N(Cd ,δ )+1) (28)
holds. Indeed, ifB is a δ -bracketing cover, then it is easy to see that
ΓB := {x ∈ [0,1]d \{0}|∃y ∈ [0,1]d : [x,y] ∈B or [y,x] ∈B} (29)
is a δ -cover. If Γ is a δ -cover, then
BΓ := {[x,y] |x,y ∈ Γ ∪{0} , [x,y] is a δ -bracket , x 6= y}
is a δ -bracketing cover. These two observations imply (28).
In [50] it is shown that
δ−d(1−Od(δ ))≤ N[ ](Cd ,δ )≤ 2d−1(2pid)−1/2ed(δ−1+1)d , (30)
see [50, Thm. 1.5 and 1.15]. The construction that leads to the upper bound in (30)
implies also
N[ ](Cd ,δ )≤ (2pid)−1/2edδ−d +Od(δ−d+1) (31)
(see [50, Remark 1.16]) and
N(Cd ,δ )≤ 2d(2pid)−1/2ed(δ−1+1)d . (32)
For more information about δ -covers and δ -bracketing covers we refer to the
original articles [31, 50, 51] and the survey article [52]; [51] and [52] contain also
several figures showing explicit two-dimensional constructions.
The essential idea of Thie´mard’s algorithm from [128, 130] is to generate for a
given point set X and a user-specified error δ a small δ -bracketing cover B =Bδ
of [0,1]d and to approximate d∗∞(X) by d∗Γ (X), where Γ = ΓB as in (29), up to an
error of at most δ , see Lemma 3.
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The costs of generating Bδ are of order Θ(d|Bδ |). If we count the number of
points in [0,y) for each y ∈ ΓB in a naive way, this results in an overall running
time ofΘ(dn|Bδ |) for the whole algorithm. As Thie´mard pointed out in [130], this
orthogonal range counting can be done in moderate dimension d more effectively
by employing data structures based on range trees, see, e.g., [21, 95]. This approach
reduces in moderate dimension d the time O(dn) per test box that is needed for
the naive counting to O(logd n). Since a range tree for n points can be generated in
O(Cdn logd n) time, C > 1 some constant, this results in an overall running time of
O((d+ logd n)|Bδ |+Cdn logd n) .
As this approach of orthogonal range counting is obviously not very beneficial in
higher dimension (say, d > 5), we do not further explain it here, but refer for the
details to [130].
The smallest bracketing coversTδ used by Thie´mard can be found in [130]; they
differ from the constructions provided in [50, 51], see [51, 53]. He proved for his
best constructions the upper bound
|Tδ | ≤ ed
(
lnδ−1
δ
+1
)d
,
a weaker bound than (31) and (32), which both hold for the δ -bracketing covers
constructed in [50]. Concrete comparisons of Thie´mard’s bracketing covers with
other constructions in dimension d = 2 can be found in [51], where also optimal
two-dimensional bracketing covers are provided.
The lower bound in (30) proved in [50] immediately implies a lower bound for
the running time of Thie´mard’s algorithm, regardless how cleverly the δ -bracketing
covers are chosen. That is because the dominating factor in the running time is the
construction of the δ -bracketing cover |Bδ |, which is of order Θ(d|Bδ |). Thus
(30) shows that the running time of the algorithm is exponential in d. (Neverthe-
less smaller δ -bracketing covers, which may, e.g., be generated by extending the
ideas from [51] to arbitrary dimension d, would widen the range of applicability
of Thie´mard’s algorithm.) Despite its limitations, Thie´mard’s algorithm is a helpful
tool in moderate dimensions, as was reported, e.g., in [33, 128, 130] or [106], see
also Section 5.1.
For more specific details we refer to [110, 128, 130]. For a modification of
Thie´mard’s approach to approximate L∞-extreme discrepancies see [50, Sect. 2.2].
3.4.2 An Approach Based on Integer Linear Programming
Since the large scale enumeration problem (17) is infeasible in high dimensions, a
number of algorithms have been developed that are based on heuristic approaches.
One such approach was suggested by E. Thie´mard in [131] (a more detailed descrip-
tion of his algorithm can be found in his PhD thesis [129]). Thie´mard’s algorithm
30 Carola Doerr, Michael Gnewuch and Magnus Wahlstro¨m
is based on integer linear programming, a concept that we shall describe below. His
approach is interesting in that, despite being based on heuristics in the initialization
phase, it allows for an arbitrarily good approximation of the star discrepancy of any
given point set. Furthermore, the user can decide on the fly which approximation
error he is willing to tolerate. This is possible because the algorithm outputs, during
the optimization of the star discrepancy approximation, upper and lower bounds for
the exact d∗∞(X)-value. The user can abort the optimization procedure once the dif-
ference between the lower and upper bound are small enough for his needs, or he
may wait until the optimization procedure is finished, and the exact star discrepancy
value d∗∞(X) is computed.
Before we describe a few details of the algorithm, let us mention that numeri-
cal tests in [130, 131] suggest that the algorithm from [131] outperforms the one
from [130] (see Section 3.4.1 for a description of the latter algorithm). In particu-
lar, instances that are infeasible for the algorithm from [130] can be solved using
the integer linear programming approach described below, see also the discussion
in Section 5.1.
The basic idea of Thie´mard’s algorithm is to split optimization problem (17) into
2n optimization problems similarly as done in equation (21), and to transform these
problems into integer linear programs. To be more precise, he considers for each
value k ∈ {0,1,2, . . . ,n} the volume of the smallest and the largest box containing
exactly k points of X . These values are denoted V kmin and V
k
max, respectively. It is
easily verified, using similar arguments as in Lemma 1, that these values (if they
exist) are obtained by the grid points of X , i.e., there exist grid points ykmin ∈ Γ (X),
ykmax ∈ Γ (X) such that
A(ykmin,X) = k and Vykmin
=V kmin ,
A(ykmax,X) = k and Vykmax =V
k
max .
It follows from (21) that
d∗∞(X) = max
k∈{0,1,2,...,n}
max
{
k
n
−V kmin,V kmax−
k
n
}
. (33)
As noted in [55], boxes containing exactly k points may not exist, even if the n
points are pairwise different. However, they do exist if for at least one dimension
j ∈ {1, . . . ,d} the coordinates (x j)x∈X are pairwise different. If they are pairwise
different for all j ∈ {1, . . . ,d}, in addition we have
V 1min ≤ . . .≤V nmin and V 0max ≤ . . .≤V n−1max .
Note that we obviously have V 0min = 0 and V
n
max = 1. We may therefore disregard
these two values in equation (33).
As mentioned in Section 3.3.1 (cf. Theorem 5 and the text thereafter), already the
related problem “Is V 0max ≥ ε?” is an NP-hard one. By adding “dummy points” at
or close to the origin (0, . . . ,0) one can easily generalize this result to all questions
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of the type “Is V kmax ≥ ε?”. Likewise, it is shown in [55] that the following decision
problem is NP-hard.
Decision Problem V kmin-BOX
Instance: Natural numbers n,d ∈ N, k ∈ {0,1, . . . ,n}, sequence X = (x(i))ni=1 in
[0,1)d ,ε ∈ (0,1]
Question: Is there a point y ∈ Γ (X) such that A(y,X)≥ k and Vy ≤ ε?
This suggests that the V kmax- and V
k
min-problems are difficult to solve to optimality.
As we shall see below, in Thie´mard’s integer linear programming ansatz, we will not
have to solve all 2n optimization problems in (33) to optimality. Instead it turns out
that for most practical applications of his algorithms only very few of them need to
be solved exactly, whereas for most of the problems it suffices to find good upper
and lower bounds. We shall discuss this in more detail below.
For each of the 2n subproblems of computing V kmin and V
k
max, respectively,
Thie´mard formulates, by taking the logarithm of the volumes, an integer linear pro-
gram with n+ d(n− k) binary variables. The size of the linear program is linear
in the size nd of the input X . We present here the integer linear program (ILP) for
the V kmin-problems. The ones for V
k
max-problems are similar. However, before we are
ready to formulate the ILPs, we need to fix some notation.
For every n ∈N we abbreviate by Sn the set of permutations of {1, . . . ,n}. For all
j ∈ {1, . . . ,d} put x(n+1)j := 1 and let σ j ∈ Sn+1 such that
x
(σ j(1))
j ≤ . . .≤ x
(σ j(n))
j ≤ x
(σ j(n+1))
j = 1.
With σ j at hand, we can define, for every index δ = (δ1, . . . ,δd) ∈ {1, . . . ,n+ 1}d
the closed and half-open boxes induced by δ ,
[0,δ ] :=
d
∏
j=1
[0,x
(σ j(δ j))
j ] and [0,δ ) =
d
∏
j=1
[0,x
(σ j(δ j))
j ).
One of the crucial observations for the formulation of the ILPs is the fact that x(i) ∈
[0,δ ] (resp. x(i) ∈ [0,δ )), if and only if for all j ∈ {1, . . . ,d} it holds that σ−1j (i)≤ δ j
(resp. σ−1j (i)≤ δ j−1). We set
zij(δ ) :=
{
1, if σ−1j (i)≤ δ j,
0, otherwise.
Every δ induces exactly one sequence z= ((z(i)j (δ )))
d
j=1)
n
i=1 in ({0,1}d)n, and, like-
wise, for every feasible sequence z there is exactly one δ (z) ∈ {1, . . . ,n+1}d with
z= z(δ (z)). In the following linear program formulation we introduce also the vari-
ables y(1), . . . ,y(n), and we shall have y(i) = 1 if and only if x(i) ∈ [0,δ (z)].
The integer linear program for the V kmin-problem can now be defined as follows.
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ln(V kmin) = min
d
∑
j=1
[ln(x
(σ j(1))
j )+
n
∑
i=2
z
(σ j(i))
j (ln(x
(σ j(i))
j )− ln(x
(σ j(i−1))
j ))] (34)
subject to
(i) 1 = z
(σ j(1))
j = . . .= z
(σ j(k))
j ≥ . . .≥ z
(σ j(n))
j ∀ j ∈ {1, . . . ,d}
(ii) z
(σ j(i))
j = z
(σ j(i+1))
j ∀ j ∈ {1, . . . ,d}∀i ∈ {1, . . . ,n} :
x
(σ j(i))
j = x
(σ j(i+1))
j
(iii) y(i) ≤ z(i)j ∀ j ∈ {1, . . . ,d}∀i ∈ {1, . . . ,n}
(iv) y(i) ≥ 1−d+∑dj=1 z(i)j ∀i ∈ {1, . . . ,n}
(v) ∑ni=1 y(i) ≥ k
(vi) y(i) ∈ {0,1} ∀i ∈ {1, . . . ,n}
(vii) z(i)j ∈ {0,1} ∀ j ∈ {1, . . . ,d}∀i ∈ {1, . . . ,n}
We briefly discuss the constraints of the integer linear program (34).
• Since we request at least k points to lie in the box [0,δ (z)], the inequality
x
(σ j(δ (z) j))
j ≥ x
(σ j(k))
j must hold for all j ∈ {1, . . . ,d}. We may thus fix the val-
ues 1 = z
(σ j(1))
j = . . .= z
(σ j(k))
j .
• The second constraint expresses that for two points with the same coordinate
x
(σ j(i))
j = x
(σ j(i+1))
j in the jth dimension, we must satisfy z
(σ j(i))
j = z
(σ j(i+1))
j .
• The third and fourth condition say that y(i) = 1 if and only if x(i) ∈ [0,δ (z)]. For
x(i) ∈ [0,δ (z)] we have σ−1j (i)≤ δ (z) j and thus z(i)j = 1, j ∈ {1, . . . ,d}. Accord-
ing to condition (iv) this implies y(i) ≥ 1− d +∑dj=1 z(i)j = 1, and thus y(i) = 1.
If, on the other hand, x(i) /∈ [0,δ (z)], there exists a coordinate j ∈ {1, . . . ,d} with
x(i)j > δ (z) j. Thus, z
(i)
j = 0 and condition (iii) implies y
(i) ≤ z(i)j = 0.
• Condition (v) ensures the existence of at least k points inside [0,δ (z)].
• Conditions (vi) and (vii) are called the integer or binary constraints. Since only
integer (binary) values are allowed, the linear program (34) is called a (binary)
integer linear program. We shall see below that by changing these conditions
to y(i) ∈ [0,1] and z(i)j ∈ [0,1], we get the linear relaxation of the integer linear
program (34). The solution of this linear relaxation is a lower bound for the true
V kmin-solution.
Using the V kmin- and V
k
max-integer linear programs, Thie´mard computes the star
discrepancy of a set X in a sequence of optimization steps, each of which possibly
deals with a different k-box problem. Before the optimization phase kicks in, there is
an initialization phase, in which for each k an upper bound V kmin for V
k
min and a lower
bound V kmax for V
k
max is computed. This is done by a simple greedy strategy followed
by a local optimization procedure that helps to improve the initial value of the greedy
strategy. Thie´mard reports that the estimates obtained for the V kmax-problems are
usually quite good already, whereas the estimates for the V kmin-problems are usually
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too pessimistic. A lower bound V kmin for the V
k
min-problem is also computed, using
the simple observation that for each dimension j ∈ {1, . . . ,d}, the jth coordinate
of the smallest V kmin-box must be at least as large as the kth smallest coordinate in
(x j)x∈X . That is, we have V kmin ≥ ∏dj=1 x
(σ j(k))
j . We initialize the lower bound V
k
min
by setting it equal to this expression. Similarly, ∏dj=1 x
(σ j(k+1))
j is a lower bound for
the V kmax-problem, but this bound is usually much worse than the one provided by
the heuristics. For an initial upper bound of V kmax, Thie´mard observes that the V
n−1
max -
problem can be solved easily. In fact, we have V n−1max =max{x(σ j(n))j | j ∈ {1, . . . ,d}}.
As mentioned in the introduction to this section, if for all j ∈ {1, . . . ,d} the jth
coordinates x(1)j , . . . ,x
(n)
j of the points in X are pairwise different, we have V
0
max ≤
. . .≤V n−1max . Thus, in this case, we may initialize V kmax, k = 1, . . . ,n−1, by V n−1max .
From these values (we neglect a few minor steps in Thie´mard’s computation) we
compute the following estimates
Dkmin(X) :=
k
n −V
k
min and D
k
min(X) :=
k
n −V kmin ,
Dkmax(X) :=V
k
max− kn and D
k
max(X) :=V
k
max− kn .
Clearly, Dkmin(X)≤ kn −V kmin ≤ D
k
min(X) and D
k
max(X)≤V kmax− kn ≤ D
k
max(X).
After this initialization phase, the optimization phase begins. It proceeds in
rounds. In each round, the k-box problem yielding the largest estimate
D∗∞(X) := max
{
max
k∈{1,2,...,n}
Dkmin(X), max
k∈{0,1,...,n−1}
Dkmax(X)
}
is investigated further.
If we consider a V kmin- or a V
k
max-problem for the first time, we regard the linear
relaxation of the integer linear program for ln(V kmin) or ln(V
k
max), respectively. That
is—cf. the comments below the formulation of the ILP for V kmin-problem above—
instead of requiring the variables y(i) and z(i)j to be either 0 or 1, we only require
them to be in the interval [0,1]. This turns the integer linear program into a linear
program. Although it may seem that this relaxation does not change much, linear
programs are known to be polynomial time solvable, and many fast readily available
solving procedures, e.g., commercial tools such as CPLEX, are available. Integer
linear programs and binary integer linear programs such as ours, on the other hand,
are known to be NP-hard in general, and are usually solvable only with considerable
computational effort. Relaxing the binary constraints (vi) and (vii) in (34) can thus
be seen as a heuristic to get an initial approximation of the V kmin- and V
k
max-problems,
respectively.
In case of a V kmin-problem the value of this relaxed program is a lower bound for
ln(V kmin)—we thus obtain new estimates for the two values V
k
min and D
k
min. If, on the
other hand, we regard a V kmax-problem, the solution of the relaxed linear program
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establishes an upper bound for ln(V kmax); and we thus get new estimates for V
k
max
and Dkmax. We may be lucky that we get an integral solution, in which case we have
determined V kmin or V
k
max, respectively, and do not need to consider this problem in
any further iteration of the algorithm.
If we consider a V kmin- or V
k
max-problem for the second time, we solve the integer
linear program itself, using a standard branch and bound technique. Branch and
bound resembles a divide and conquer approach: the problem is divided into smaller
subproblems, for each of which upper and lower bounds are computed.
Let us assume that we are, for now, considering a fixed V kmin-problem (V
k
max-
problems are treated the same way). As mentioned above, we divide this problem
into several subproblems, and we compute upper and lower bounds for these sub-
problems. We then investigate the most “promising” subproblems (i.e., the ones
with the largest upper bound and smallest lower bound for the value of V kmin) fur-
ther, until the original V kmin-problem at hand has been solved to optimality or until
the bounds for V kmin are good enough to infer that this k-box problem does not cause
the maximal discrepancy value in (33).
A key success factor of the branch and bound step is a further strengthening
of the integer linear program at hand. Thie´mard introduces further constraints to
the ILP, some of which are based on straightforward combinatorial properties of
the k-box problems and others which are based on more sophisticated techniques
such as cutting planes and variable forcing (cf. Thie´mard’s PhD thesis [129] for
details). These additional constraints and techniques strengthen the ILP in the sense
that the solution to the linear relaxation is closer to that of the integer program.
Thie´mard provides some numerical results indicating that these methods frequently
yield solutions based on which we can exclude the k-box problem at hand from our
considerations for optimizing (33). That is, only few of the 2n many k-box problems
in (33) need to be solved to optimality, cf. [131] for the details.
As explained above, Thie´mard’s approach computes upper and lower bounds for
the star discrepancy of a given point set at the same time. Numerical experiments
indicate that the lower bounds are usually quite strong from the beginning, whereas
the initial upper bounds are typically too large, and decrease only slowly during
the optimization phase, cf. [131, Section 4.2] for a representative graph of the con-
vergence behavior. Typical running times of the algorithms can be found in [131]
and in [56]. The latter report contains also a comparison to the alternative approach
described in the next section.
3.4.3 Approaches Based on Threshold-Accepting
In the next two sections we describe three heuristic approaches to compute lower
bounds for the star discrepancy of a given point set X . All three algorithms are
based on randomized local search heuristics; two of them on a so-called threshold
accepting approach, see this section, and one of them on a genetic algorithm, see
Section 3.4.4.
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Randomized local search heuristics are problem-independent algorithms that can
be used as frameworks for the optimization of inherently difficult problems, such
as combinatorial problems, graph problems, etc. We distinguish between Monte-
Carlo algorithms and Las Vegas algorithms. Las Vegas algorithms are known to
converge to the optimal solution, but their exact running time cannot be determined
in advance. Monte-Carlo algorithms, on the other hand, have a fixed running time
(usually measured by the number of iterations or the number of function evalua-
tions performed), but we usually do not know the quality of the final output. The
two threshold accepting algorithms presented next are Monte-Carlo algorithms for
which the user may specify the number of iterations he is willing to invest for a
good approximation of the star discrepancy value. The genetic algorithm presented
in Section 3.4.4, on the other hand, is a Monte-Carlo algorithm with unpredictable
running time (as we shall see below, in this algorithm, unconventionally, the com-
putation is aborted when no improvement has happened for some t iterations in a
row).
This said, it is clear that the lower bounds computed by both the threshold ac-
cepting algorithms as well as the one computed by the genetic algorithm may be
arbitrarily bad. However, as all reported numerical experiments suggest, they are
usually quite good approximations of the true discrepancy value—in almost all cases
for which the correct discrepancy value can be computed the same value was also re-
ported by the improved threshold accepting heuristic [56] described below. We note
that these heuristic approaches allow the computation of lower bounds for the star
discrepancy also in those settings where the running time of exact algorithms like
the one of Dobkin, Eppstein, and Mitchell described in Section 3.2 are not feasible.
Algorithm 3: Simplified scheme of a threshold accepting algorithm for the
computation of star discrepancy values. I is the runtime of the algorithm (num-
ber of iterations), and T is the threshold value for the acceptance of a new
candidate solution z.
1 Initialization: Select y ∈ Γ (X) uniformly at random and compute d∗∞(y,X);
2 for i = 1,2, . . . , I do
3 Mutation Step: Select a random neighbor z of y and compute d∗∞(z,X);
4 Selection step: if d∗∞(z,X)−d∗∞(y,X)≥ T then y← z;
5 Output d∗∞(y,X);
Threshold accepting is based on a similar idea as the well-known simulated an-
nealing algorithm [80]. In fact, it can be seen as a simulated annealing algorithm in
which the selection step is derandomized, cf. Algorithm 3 for the general scheme
of a threshold accepting algorithm. In our application of computing star discrep-
ancy values, we accept a new candidate solution z if its local discrepancy d∗∞(z,X)
is not much worse than that of the previous step, and we discard z otherwise. More
precisely, we accept z if and only if the difference d∗∞(z,X)−d∗∞(y,X) is at least as
large as some threshold value T . The threshold value is a parameter to be specified
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by the user. We typically have T < 0. T < 0 is a reasonable choice as it prevents the
algorithm from getting stuck in some local maximum of the local discrepancy func-
tion. In the two threshold accepting algorithms presented below, T will be updated
frequently during the run of the algorithm (details follow).
The first to apply threshold accepting to the computation of star discrepancies
were P. Winker and K.-T. Fang [139]. Their algorithm was later improved in [56].
In this section, we briefly present the original algorithm from [139], followed by a
short discussion of the modifications made in [56].
The algorithm of Winker and Fang uses the grid structure Γ (X). As in line 1
of Algorithm 3, they initialize the algorithm by selecting a grid point y ∈ Γ (X)
uniformly at random. In the mutation step (line 3), a point z is sampled uniformly
at random from the neighborhoodN mck (y) of y. For the definition ofN
mc
k (y) let us
first introduce the functions ϕ j, j ∈ {1, . . . ,d}, which order the elements in Γ j(X);
i.e., for n j := |Γ j(X)| the function ϕ j is a permutation of {1, . . . ,n j} with x(ϕ j(1))j ≤
. . . ≤ x(ϕ j(n j))j = 1. For sampling a neighbor z of y we first draw mc coordinates
j1, . . . , jmc from {1, . . . ,d} uniformly at random. We then select, independently and
uniformly at random, for each ji, i= 1, . . . ,mc, a value ki ∈ {−k, . . . ,−1,0,1, . . . ,k}.
Finally, we let z = (z1, . . . ,zd) with
z j :=
{
y j, for j /∈ { j1, . . . , jmc} ,
y j + k j, for j ∈ { j1, . . . , jmc} .
Both the values mc ∈ {1, . . . ,d} and k ∈ {1, . . . ,n/2} are inputs of the algorithm to
be specified by the user. For example, if we choose mc = 3 and k = 50, then in the
mutation step we change up to three coordinates of y, and for each such coordinate
we allow to do up to 50 steps on the grid Γ j(X), either to the “right” or to the “left”.
In the selection step (line 4), the search point z is accepted if its discrepancy
value is better than that of y or if it is at least not worse than d∗∞(y,X) + T , for
some threshold T ≤ 0 that is determined in a precomputation step of the algorithm.
Winker and Fang decided to keep the same threshold value for
√
I iterations, and to
replace it every
√
I iterations with a new value 0≥ T ′ > T . The increasing sequence
of threshold values guarantees that the algorithm has enough flexibility in the be-
ginning to explore the search space, and enough stability towards its end so that it
finally converges to a local maximum. This is achieved by letting T be very close to
zero towards the end of the algorithm.
The algorithm by Winker and Fang performs well in numerical tests on rank-1
lattice rules, and it frequently computes the correct star discrepancy values in cases
where this can be checked. However, as pointed out in [56], their algorithm does
not perform very well in dimensions 10 and larger. For this reason, a number of
modifications have been introduced in [56]. These modification also improve the
performance of the algorithm in small dimensions.
The main differences of the algorithm presented in [56] include a refined neigh-
borhood structure that takes into account the topological structure of the point set X
and the usage of the concept of critical boxes as introduced in Definition 1. Besides
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this, there are few minor changes such as a variable size of the neighborhood struc-
tures and splitting the optimization process of d∗∞(·,X) into two separate processes
for δ (·,X) and δ (·,X), respectively. Extensive numerical experiments are presented
in [56]. As mentioned above, in particular for large dimension this refined algorithm
seems to compute better lower bounds for d∗∞(·,X) than the basic one from [139].
We briefly describe the refined neighborhoods used in [56]. To this end, we first
note that the neighborhoods used in Winker and Fang’s algorithm do not take into
account the absolute size of the gaps x(ϕ(i+1))j −x(ϕ(i))j between two successive coor-
dinates of grid points. This is unsatisfactory since large gaps usually indicate large
differences in the local discrepancy function. Furthermore, for a grid cell [y,z] in
Γ (X) (i.e., y,z ∈ Γ (X) and (z j = x(ϕ j(i j))j )⇒ (y j = x
(ϕ j(i j+1))
j ) for all j ∈ [d]) with
large volume, we would expect that δ (y,X) or δ (z,X) are also rather large. For this
reason, the following continuous neighborhood is considered. As in the algorithm by
Winker and Fang we sample mc coordinates j1, . . . , jmc from {1, . . . ,d} uniformly
at random. The neighborhood of y is the setN mck (y) := [`1,u1]× . . .× [`d ,ud ] with
[` j,u j] :=
{
{y j}, for j /∈ { j1, . . . , jmc} ,
[x(ϕ j(ϕ
−1
j (y j)−k∨1)),x(ϕ j(ϕ
−1
j (y j)+k∧n j))], for j ∈ { j1, . . . , jmc} ,
where we abbreviate ϕ−1j (y j)−k ∨ 1 :=max{ϕ−1j (y j)−k,1} and, likewise, ϕ−1j (y j)+
k ∧ n j :=min{ϕ−1j (y j)+k,n j}. That is, for each of the coordinates j ∈ { j1, . . . , jmc}
we do k steps to the “left” and k steps to the “right”. We sample a point z˜ ∈N mck (y)
(not uniformly, but according to some probability function described below) and we
round z˜ once up and once down to the nearest critical box. For both these points
z˜− and z˜+ we compute the local discrepancy value, and we set as neighbor of y
the point z ∈ argmax{δ (z˜−,X),δ (z˜+,X)}. The rounded grid points z˜+ and z˜− are
obtained by the snapping procedure described in [56, Section 4.1]. We omit the de-
tails but mention briefly that rounding down to z˜− can be done deterministically (z˜−
is unique), whereas for the upward rounding to z˜+ there are several choices. The
strategy proposed in [56] is based on a randomized greedy approach.
We owe the reader the explanation of how to sample the point z˜. To this end, we
need to define the functions
Ψj : [` j,u j]→ [0,1],r 7→ r
d− (` j)d
(u j)d− (` j)d , j ∈ { j1, . . . , jmc}
whose inverse functions are
Ψ−1j : [0,1]→ [` j,u j] , s 7→
((
(u j)d− (` j)d
)
s+(` j)d
)1/d
.
To sample z˜, we first sample values s1, . . . ,smc ∈ [0,1] independently and uniformly
at random. We set z˜ j :=Ψ−1j (s j) for j ∈ { j1, . . . , jmc} and we set z˜ j := y j for j /∈
{ j1, . . . , jmc}. The intuition behind this probability measure is the fact that it favors
larger coordinates than the uniform distribution. To make this precise, observe that
38 Carola Doerr, Michael Gnewuch and Magnus Wahlstro¨m
in the case where mc = d, the probability measure on N mck (y) is induced by the
affine transformation fromN mck (y) to [0,1]
d and the polynomial product measure
pid(dx) =⊗dj=1 f (x j)λ (dx j) with density function f : [0,1]→ R , r 7→ drd−1
on [0,1]d . The expected value of a point selected according to pid is d/(d + 1),
whereas the expected value of a point selected according to the uniform measure
(which implicitly is the one employed by Winker and Fang) has expected value 1/2.
Some theoretical and experimental justifications for the choice of this probability
measure are given in [56, Section 5.1]. The paper also contains numerical results for
the computation of rank-1 lattice rules, Sobol’ sequences, Faure sequences, and Hal-
ton sequences up to dimension 50. The new algorithm based on threshold accepting
outperforms all other algorithms that we are aware of. For more recent applications
of this algorithm we refer the reader to Section 5.2, where we present one example
that indicates the future potential of this algorithm.
3.4.4 An Approach Based on Genetic Algorithms
A different randomized algorithm to calculate lower bounds for the star discrepancy
of a given point set was proposed by M. Shah in [114]. His algorithm is a genetic
algorithm. Genetic algorithms are a class of local search heuristics that have been
introduced in the sixties and seventies of the last century, cf. [72] for the seminal
work on evolutionary and genetic algorithms. In the context of geometric discrep-
ancies, genetic algorithms have also been successfully applied to the design of low-
discrepancy sequences (cf. Section 5.2 for more details). In this section, we provide
a very brief introduction into this class of algorithms, and we outline its future po-
tential in the analysis of discrepancies.
While threshold accepting algorithms take their inspiration from physics, genetic
algorithms are inspired by biology. Unlike the algorithms presented in the previous
section, in genetic algorithms, we typically do not keep only one solution candidate
at a time, but we maintain a whole set of candidate solutions instead. This set is
referred to as a population in the genetic algorithms literature. Algorithm 4 provides
a high-level pseudo-code for genetic algorithms, adjusted again to the problem of
computing lower bounds for the star discrepancy of a given point configuration.
More precisely, this algorithm is a so-called (µ +λ ) evolutionary algorithm (with
λ = C+M in this case). Evolutionary Algorithms are genetic algorithms that are
based on Darwinian evolution principles. We discuss the features of such algorithms
further below.
As mentioned above, the nomenclature used in the genetic algorithms literature
deviates from the standard one used in introductory books to algorithms. We briefly
name a few differences. In a high-level overview, a genetic algorithm runs in several
generations (steps, iterations), in which the solution candidates (individuals) from
the current population are being recombined and mutated.
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Algorithm 4: Simplified scheme of a (µ + λ ) evolutionary algorithm for the
computation of star discrepancy values. I is the runtime of the algorithm (i.e.,
the number of iterations), C is the number of crossover steps per generation,
and M is the number of mutation steps.
1 Initialization: Select y(1), . . . ,y(µ) ∈ Γ (X) uniformly at random and compute
d∗∞(y(1),X), . . . ,d∗∞(y(µ),X);
2 for i = 1,2, . . . , I do
3 Crossover Step: for j = 1,2, . . . ,C do
4 Select two individuals y,y′ ∈ {y(1), . . . ,y(µ)} at random and create from y and y′ a
new individual z( j) by recombination;
5 Compute d∗∞(z( j),X);
6 Mutation Steps: for j = 1,2, . . . ,M do
7 Select an individual y ∈ {y(1), . . . ,y(µ),z(1), . . . ,z(C)} at random;
8 Sample a neighbor n( j) from y and compute d∗∞(n( j),X);
9 Selection step:
10 From {y(1), . . . ,y(µ),z(1), . . . ,z(C),n(1), . . . ,n(M)} select—based on their local
discrepancy values d∗∞(·,X)—a subset of size µ;
11 Rename these individuals y(1), . . . ,y(µ);
12 Output d∗∞(y,X);
We initialize such an algorithm by selecting µ individuals at random. They form
the parent population (line 1). To this population we first apply a series of crossover
steps (line 5), through which two (or more, depending on the implementation) in-
dividuals from the parent population are recombined. A very popular recombina-
tion operator is the so-called uniform crossover through which two search points
y,y′ ∈ Γ (X) are recombined to some search point z by setting z j := y j with proba-
bility 1/2, and by setting z j = y′j otherwise. Several other recombination operators
exist, and they are often adjusted to the problem at hand. The random choice of the
parents to be recombined must not be uniform, and it may very well depend on the
local discrepancy values d∗∞(y(1),X), . . . ,d∗∞(y(µ),X), which are also referred to as
the fitness of these individuals.
Once C such recombined individuals z(1), . . . ,z(C) have been created and evalu-
ated, we enter the mutation step, in which we compute for a number M of search
points one neighbor each, cf. line 8. Similarly as in the threshold accepting algo-
rithm, Algorithm 3, it is crucial here to find a meaningful notion of neighborhood.
This again depends on the particular application. For our problem of computing
lower bounds for the star discrepancy value of a given point configuration, we have
presented two possible neighborhood definitions in Section 3.4.3. The newly sam-
pled search points are evaluated, and from the set of old and new search points a new
population is selected in the selection step, line 9. The selection typically depends
again on the fitness values of the individuals. If always the µ search points of largest
local discrepancy value are selected, we speak of an elitist selection scheme. This is
the most commonly used selection operator in practice. However, to maintain more
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diversity in the population, it may also be reasonable to use other selection schemes,
or to randomize the decision.
In the scheme of Algorithm 4, the algorithm runs for a fixed number I of itera-
tions. However, as we mentioned in the beginning of Section 3.4.3, Shah’s algorithm
works slightly different. His algorithm stops when no improvement has happened
for some t iterations in a row, where t is a parameter to be set by the user.
The details of Shah’s implementation can be found in [114]. His algorithm was
used in [106] for the approximation of the star discrepancy value of 10-dimensional
permuted Halton sequences. Further numerical results are presented in [114]. The
results reported in [114], however, are not demanding enough to make a proper
comparison between his algorithm and the ones presented in the previous section.
On the few instances where a comparison seems meaningful, the results based on the
threshold accepting algorithms outperform the ones of the genetic algorithm, cf. [56,
Section 6.4] for the numerical results. Nevertheless, it seems that the computation
of star discrepancy values with genetic and evolutionary algorithms is a promising
direction and further research would be of interest.
Notes
In the literature one can find some attempts to compute for L∞-discrepancies the
smallest possible discrepancy value of all n-point configurations. For the star dis-
crepancy B. White determined in [138] the smallest possible discrepancy values for
n = 1,2, . . . ,6 in dimension d = 2, and T. Pillards, B. Vandewoestyne, and R. Cools
in [111] for n = 1 in arbitrary dimension d. G. Larcher and F. Pillichshammer pro-
vided in [85] for the star and the extreme discrepancy the smallest discrepancy val-
ues for n = 2 in arbitrary dimension d. Furthermore, they derived for the isotrope
discrepancy the smallest value for n = 3 in dimension d = 2 and presented good
bounds for the smallest value for n = d+1 in arbitrary dimension d ≥ 3. (Note that
the isotrope discrepancy of n< d+1 points in dimension d is necessarily the worst
possible discrepancy 1.)
4 Calculation of Lp-Discrepancies for p /∈ {2,∞}
This section is the shortest section in this book chapter. The reason for this is not that
the computation of Lp-discrepancies, p /∈ {2,∞}, is an easy task which is quickly ex-
plained, but rather that not much work has been done so far and that therefore, unfor-
tunately, not much is known to date. We present here a generalization of Warnock’s
formula for even p.
Let γ1 ≥ γ2 ≥ ·· · ≥ γd ≥ 0, and let (γu)u⊆{1,...,d} be the corresponding product
weights; i.e., γu = ∏ j∈u γ j for all u. For this type of weights G. Leobacher and
F. Pillichshammer derived a formula for the weighted Lp-star discrepancy d∗p,γ for
arbitrary even positive integers p that generalizes the formula (12):
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(d∗p,γ(X))
p =
p
∑`
=0
(
p
`
)(
−1
n
)`
∑
(i1,...,i`)∈{1,...,n}`
d
∏
j=1
1+ γ j 1−max1≤k≤`(x(ik)j )p−`+1p− `+1
 , (35)
see [89, Thm. 2.1] (notice that in their definition of the weighted discrepancy they
replaced the weights γu appearing in our definition (8) by γ
p/2
u ). Recall that in the
special case where γ1 = γ2 = · · ·= γd = 1, the weighted Lp-star discrepancy d∗p,γ(X)
coincides with Hickernell’s modified Lp-discrepancy. Using the approach from [89]
one may derive analogous formulas for the Lp-star and Lp-extreme discrepancy. The
formula (35) can be evaluated directly at cost O(dnp), where the implicit constant in
the big-O-notation depends on p. Obviously, the computational burden will become
infeasible even for moderate values of n if p is very large.
Apart from the result in [89] we are not aware of any further results that are
helpful for the calculation or approximation of weighted Lp-discrepancies.
Notes
The calculation of average Lp-discrepancies of Monte Carlo point sets attracted
reasonable attention in the literature. One reason for this is that Lp-discrepancies
such as, e.g., the Lp-star or Lp-extreme discrepancy, converge to the corresponding
L∞-discrepancy if p tends to infinity, see, e.g., [49, 61]. Thus the Lp-discrepancies
can be used to derive results for the corresponding L∞-discrepancy. In the literature
one can find explicit representations of average Lp-discrepancies in terms of sums
involving Stirling numbers of the first and second kind as well as upper bounds and
formulas for their asymptotic behavior, see, e.g., [49, 61, 70, 89, 123].
5 Some Applications
We present some applications of algorithms that approximate discrepancy measures.
The aim is to show here some more recent examples of how the algorithms are
used in practice, what typical instances are, and what kind of problems occur. Of
course, the selection of topics reflects the interest of the authors and is far from
being complete. Further applications can, e.g., be found in the design of computer
experiments (“experimental design”), see [38, 88], the generation of pseudo-random
numbers, see [82, 87, 99, 126], or in computer graphics, see [27].
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5.1 Quality Testing of Point Sets
A rather obvious application of discrepancy approximation algorithms is to esti-
mate the quality of low-discrepancy point sets or, more generally, deterministic or
randomized quasi-Monte Carlo point configurations.
Thie´mard, e.g., used his algorithm from [130], which we described in Sec-
tion 3.4.1, to provide upper and lower bounds for the star discrepancy of Faure
(0,m,s)-nets [40] with sample sizes varying from 1,048,576 points in the smallest
dimension d = 2 to 101 points in the largest dimension 100 (where, not very surpris-
ingly, the resulting discrepancy is almost 1). He also uses his algorithm to compare
the performance of two sequences of pseudo-random numbers, generated by Rand()
and MRG32k3a [86], and Faure, Halton [57], and Sobol’ [120] sequences by calcu-
lating bounds for their star discrepancy for sample sizes between 30 and 250 points
in dimension 7.
For the same instances Thie´mard was able to calculate the exact star discrepancy
of the Faure, Halton and Sobol’ sequences by using his algorithm from [131], which
we described in Section 3.4.2, see [131, Sect. 4.3].
In the same paper he provided the exact star discrepancy of Faure (0,m,s)-nets
ranging from sample sizes of 625 points in dimension 4 to 169 points in dimen-
sion 12. These results complement the computational results he achieved for (less
demanding) instances in [128] with the help of the algorithm presented there.
Algorithms to approximate discrepancy measures were also used to judge the
quality of different types of generalized Halton sequences. Since these sequences
are also important for our explanation in Section 5.2, we give a definition here.
Halton sequences are a generalization of the one-dimensional van der Corput se-
quences. For a prime base p and a positive integer i∈N let i= dkdk−1 . . .d2d1 be the
digital expansion of i in base p. That is, let d1, . . . ,dk be such that i = ∑k`=1 d`p`−1.
Define the radical inverse function φp in base p by
φp(i) :=
k
∑`
=1
d`p−` . (36)
Let p j denote the jth prime number. The ith element of the d-dimensional Halton
sequence is defined as
x(i) := (φp1(i), . . . ,φpd (i)) .
The Halton sequence is a low-discrepancy sequence, i.e., its first n points X =
(x(i))ni=1 in dimension d satisfy the star discrepancy bound
d∗∞(X) = O
(
n−1 ln(n)d
)
. (37)
In fact, the Halton sequence was the first construction for which (37) was verified
for any dimension d [57], and up to now there is no sequence known that exhibits a
better asymptotical behavior than (37).
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Fig. 2 The first 200 points of the 20-dimensional Halton sequence, projected to dimensions 19 and
20.
Nevertheless, for higher dimension d the use of larger prime p j bases leads to
some irregularity phenomenon, which is often referred to as high correlation be-
tween higher bases [9]. This phenomenon can easily be visualized by looking at
two-dimensional projections of Halton sequences over higher coordinates, see Fig-
ure 2.
To reduce these undesirable effects, Braaten and Weller [9] suggested to use gen-
eralized Halton sequences. To obtain such a sequence, one applies digit permuta-
tions to the Halton sequence: For a permutation pip of {0,1, . . . , p−1} with fixpoint
pip(0) = 0 define in analogy to (36) the scrambled radical inverse function φpip by
φpip (i) :=
k
∑`
=1
pip(d`)p−`.
The ith element of the generalized (or scrambled) Halton sequence in d dimensions
is then defined by
x(i)(Π) := (φpip1p1 (i), . . . ,φ
pipd
pd (i)) , (38)
where we abbreviate Π := (pip1 , . . . ,pipd ).
In several publications different permutations were proposed to shuffle the dig-
its of the Halton sequence, see, e.g., [2, 18, 23, 41, 106, 133, 134] and the litera-
ture mentioned therein. Many authors tried to compare the quality of some of these
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permutations by considering theoretical or numerical discrepancy bounds or other
numerical tests.
Vandewoestyne and Cools [133], e.g., calculated the L2-star and L2-extreme dis-
crepancy of several generalized Halton sequences by using Warnock’s formula (9)
and the corresponding modification (11), respectively. The instances they studied
ranged from 10,000 sample points in dimension 8 to 1,000 points in dimension
64. They reported that those generalized Halton sequences performed best which
are induced by the simple reverse permutations pip(0) = 0 and pip( j) = p− j for
j = 1, . . . , p−1. These sequences showed usually a smaller L2-star and L2-extreme
discrepancy as, e.g., the original Halton sequences, the generalized Halton se-
quences proposed in [2, 9] or the randomized Halton sequences from [134]; for
more details see [133].
O¨kten, Shah, and Goncharov [106] tried to compare different generalized Halton
sequences by calculating bounds for their L∞-star discrepancy. For the calculations
of the upper bounds for the star discrepancy they used Thie´mard’s algorithm pre-
sented in [130]. For the calculation of the lower bounds they used Shah’s algorithm
[114], which gave consistently better lower bounds than Thie´mard’s algorithm. They
did the calculation for instances of 100 points in dimension 5 and 10 and studied
different cases of prime bases. So they considered, e.g., different generalized Hal-
ton sequences in d = 5 where the prime bases are the 46th to 50th prime numbers
p46, . . . , p50 (which corresponds to the study of the projections over the last 5 co-
ordinates of 50-dimensional sequences induced by the first 50 primes). O¨kten et
al. found that, apart from the original Halton sequence, the reverse permutations
led to the highest discrepancy bounds, in contrast to their very low L2-star and L2-
extreme discrepancy values. (This indicates again that the conventional L2-star and
L2-extreme discrepancy are of limited use for judging the uniformity of point sets,
cf. also the notes at the end of Section 2.) Furthermore, they reported that the av-
erage star discrepancy bounds of generalized Halton sequences induced by random
permutations were rather low. For more details we refer to [106].
Algorithms to approximate star discrepancies were used in [33] to compare the
quality of small samples of classical low-discrepancy points and Monte Carlo points
with new point sets generated in a randomized and in a deterministic fashion. Here,
“small samples” has to be understood as point sets whose size is small compared
to the dimension, say, bounded by a constant times d or d3/2. Notice that for this
sample sizes asymptotic bounds like (37) do not provide any helpful information.
The classical point sets were Halton-Hammersley points [24, 57, 99], Sobol’ points
[77, 120, 121], and Faure points shuffled by a Gray code [40, 126, 127]. The algo-
rithms that generated the new point sets rely on certain random experiments based
on randomized rounding with hard constraints [28, 122] and large deviation bounds
that guarantee small discrepancies with high probability. The deterministic versions
of these algorithms make use of derandomization techniques from [28, 30]. The con-
crete algorithms are randomized versions of the component-by-component (CBC)
construction proposed in [34] and implemented in [32] and a randomized and de-
randomized version of the algorithm proposed in [29, 33]. The CBC construction
has the advantage that it is faster and can be used to extend given low-discrepancy
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point sets in the dimension, but its theoretical error bound is worse than the one for
the latter algorithm.
In the numerical experiments different methods to approximate the discrepancy
were used, depending on the instance sizes. For instances of 145− 155 points in
dimension 7 and 85−95 points in dimension 9 exact discrepancy calculations were
performed by using the method of Bundschuh and Zhu [11]. For larger instances
this was infeasible, so for instances ranging from 145− 155 points in dimension 9
to 65− 75 points in dimension 12 a variant of the algorithm of Dobkin, Eppstein,
and Mitchell [27] was used that gained speed by allowing for an imprecision of
order d/n. It should be noted that since the publication of these experiments, the
implementation of this algorithm has been improved; a version that attains the same
speed without making the d/n-order sacrifice of precision is available at the third
author’s homepage at http://www.mpi-inf.mpg.de/∼wahl/. For the final
set of instances, ranging from 145−155 points in dimension 12 to 95−105 points
in dimension 21, the authors relied on upper bounds from Thie´mard’s algorithm
from [130] and on lower bounds from a randomized algorithm based on threshold
accepting from [140], which is a precursor of the algorithm from [56]. Similarly
as in [106], the randomized algorithm led consistently to better lower bounds than
Thie´mard’s algorithm. For the final instances of 95−105 points in dimension 21 the
gaps between the upper and lower discrepancy bounds were roughly of the size 0.3,
thus these results can only be taken as very coarse indicators for the quality of the
considered point sets.
As expected, the experiments indicate that for small dimension and relatively
large sample sizes the Faure and Sobol’ points are superior, but the derandomized
algorithms (and also their randomized versions) performed better than Monte Carlo,
Halton-Hammersley, and Faure points in higher dimension for relatively small sam-
ple sizes. From the classical low-discrepancy point sets the Sobol’ points performed
best and were competitive for all instances. For more details see [33, Sect. 4].
5.2 Generating Low-Discrepancy Points via an Optimization
Approach
In Section 3.4.4 we have seen that genetic algorithms can be used for an approx-
imation of the star discrepancy values of a given point configuration. Here in this
section we present another interesting application of biology-inspired algorithms in
the field of geometric discrepancies.
Whereas the works presented in Sections 3.4 focus mainly on the computation
of star discrepancy values, the authors of [23], F.-M. de Rainville, C. Gagne´, O.
Teytaud, and D. Laurendeau, apply evolutionary algorithms (cf. Section 3.4.4 for
a brief introduction) to generate low discrepancy point configurations. Since the
fastest known algorithms to compute the exact star discrepancy values have running
time exponential in the dimension (cf. Section 3.2 for a discussion of this algorithm
and Section 3.3 for related complexity-theoretic results), and the authors were—
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naturally—interested in a fast computation of the results (cf. [23, Page 3]), the point
configurations considered in [23] are optimized for Hickernell’s modified L2-star
discrepancies, see equation (6) in the introduction to this chapter. As mentioned in
Section 2, L2-star discrepancies can be computed efficiently via Warnock’s formula,
cf. equation (9). Similarly, Hickernell’s modified L2-discrepancy can be computed
efficiently with O(dn2) arithmetic operations.
The point sets generated by the algorithm of de Rainville, Gagne´, Teytaud, and
Laurendeau are generalized Halton sequences. As explained in Section 5.1, gen-
eralized Halton sequences are digit-permuted versions of the Halton sequence, cf.
equation (38). The aim of their work is thus to find permutations pip1 , . . . ,pipd such
that the induced generalized Halton sequence has small modified L2-discrepancy.
They present numerical results for sequences with 2,500 points in dimensions 20,
50, and 100 and they compare the result of their evolutionary algorithm with that
of standard algorithms from the literature. Both for the modified L2-discrepancy as
well as for the L2-star discrepancy the results indicate that the evolutionary algo-
rithm is at least comparable, if not superior, to classic approaches.
The evolutionary algorithm of de Rainville, Gagne´, Teytaud, and Laurendeau
uses both the concept of crossover and mutation (as mentioned above, see Sec-
tion 3.4.4 for a brief introduction into the notations of genetic and evolutionary
algorithms). The search points are permutations, or, to be more precise configura-
tions of permutations. The mutation operator shuffles the values of the permutation
by deciding independently for each value in the domain of the permutation if its cur-
rent value shall be swapped, and if so, with which value to swap it. The crossover
operator recombines two permutations by iteratively swapping pairs of values in
them.
We recall that in the definition of the generalized Halton sequence, equation (38),
we need a vector (a configuration) Π = (pip1 , . . . ,pipd ) of permutations of different
length. The length of permutation pipi is determined by the ith prime number pi.
These configurations are extended component-by-component. That is, the evolution-
ary algorithm first computes an optimal permutation pi2 on {0,1} and setsΠ :=(pi2).
It then adds to Π , one after the other, the optimal permutation pi3 for {0,1,2}, the
one pi5 on {0,1,2,3,4}, and so on. Here, “optimal” is measured with respect to the
fitness function, which is simply the modified (Hickernell) L2-discrepancy of the
point set induced by Π . We recall from equation (38) that a vector Π of permuta-
tions fully determines the resulting generalized Halton sequence.
The iterative construction of Π allows the user to use, for any two positive inte-
gers d < D, the same permutations pip1 , . . . ,pipd in the first d dimensions of the two
sequences in dimensions d and D, respectively.
The population sizes vary from 500 individuals for the 20-dimensional point sets
to 750 individuals for the 50- and 100-dimensional point configurations. Similarly,
the number of generations that the author allow the algorithm for finding the best
suitable permutation ranges from 500 in the 20-dimensional case to 750 for the 50-
dimensional one, and 1,000 for the 100-dimensional configuration.
It seems evident that combining the evolutionary algorithm of de Rainville,
Gagne´, Teytaud, and Laurendeau with the approximation algorithms presented in
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Section 3.4 is a promising idea to generate low star-discrepancy point sequences.
This is ongoing work of Doerr and de Rainville [35]. In their work, Doerr and de
Rainville use the threshold accepting algorithm from [56] (cf. Section 3.4.3) for
the intermediate evaluation of the candidate permutations. Only the final evaluation
of the resulting point set is done by the exact algorithm of Dobkin, Eppstein, and
Mitchell [27] (cf. Section 3.2). This allows the computation of low star-discrepancy
sequences in dimensions where an exact evaluation of the intermediate permutations
of the generalized Halton sequences would be far too costly. Using this approach,
one can, at the moment, not hope to get results for such dimensions where the al-
gorithm of Dobkin, Eppstein, and Mitchell does not allow for a final evaluation of
the point configurations. However, due to the running time savings during the op-
timization process, one may hope to get good results for moderate dimensions for
up to, say, 12 or 13. Furthermore, it seems possible to get a reasonable indication
of good generating permutations in (38) for dimensions much beyond this, if one
uses only the threshold accepting algorithm to guide the search. As is the case for
all applications of the approximation algorithms presented in Section 3.4, in such
dimensions, however, we do not have a proof that the computed lower bounds are
close to the exact discrepancy values.
We conclude this section by emphasizing that, in contrast to the previous sub-
section, where the discrepancy approximation algorithms were only used to com-
pare the quality of different point sets, here in this application the calculation of
the discrepancy is an integral part of the optimization process to generate good low
discrepancy point sets.
Notes
Also other researchers used algorithms to approximate discrepancy measures in
combination with optimization approaches to generate low discrepancy point sets.
A common approach described in [27] is to apply a multi-dimensional optimization
algorithm repeatedly to randomly jiggled versions of low discrepancy point sets to
search for smaller local minima of the discrepancy function. In [38, 90] the au-
thors used the optimization heuristic threshold accepting to generate experimental
designs with small discrepancy. The discrepancy measures considered in [38] are
the L∞- and the L2-star discrepancy, as well as the centered, the symmetric, and the
modified L2-discrepancy. The discrepancy measure considered in [90] is the central
composite discrepancy for a flexible region as defined in [19].
5.3 Scenario Reduction in Stochastic Programming
Another interesting application of discrepancy theory is in the area of scenario re-
duction. We briefly describe the underlying problem, and we illustrate the impor-
tance of discrepancy computation in this context.
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Many real-world optimization problems, e.g., of financial nature, are subject to
stochastic uncertainty. Stochastic programming is a suitable tool to model such
problems. That is, in stochastic programming we aim at minimizing or maximiz-
ing the expected value of a random process, typically taking into account several
constraints. These problems, of both continuous and discrete nature, are often in-
feasible to solve optimally. Hence, to deal with such problems in practice, one often
resorts to approximating the underlying (continuous or discrete) probability distri-
bution by a discrete one of much smaller support. In the literature, this approach is
often referred to as scenario reduction, cf. [64, 112] and the numerous references
therein.
For most real-world situations, the size of the support of the approximating prob-
ability distribution has a very strong influence on (i.e., “determines”) the complexity
of solving the resulting stochastic program. On the other hand, it is also true for all
relevant similarity measures between the original and the approximating probability
distribution that a larger support of the approximating distribution allows for a bet-
ter approximation of the original one. Therefore, we have a fundamental trade-off
between the running time of the stochastic program and the quality of the approx-
imation. This trade-off has to be taken care of by the practitioner, and his decision
typically depends on his time constraints and the availability of computational re-
sources.
To explain the scenario reduction problem more formally, we need to define a
suitable measure of similarity between two distributions. For simplicity, we regard
here only distance measures for two discrete distributions whose support is a subset
of [0,1]d . Unsurprisingly, a measure often regarded in the scenario reduction litera-
ture is based on discrepancies, cf. again [64, 112] and references therein. Formally,
let P and Q be two discrete Borel distributions on [0,1]d and let B be a system of
Borel sets of [0,1]d . TheB-discrepancy between P and Q is
disc∞(B;P,Q) = sup
B∈B
|P(B)−Q(B)| .
The right choice of the set B of test sets depends on the particular application.
Common choices forB are
• Cd , the class of all axis-parallel half-open boxes,
• Rd , the class of all half-open axis-parallel boxes,
• Pd,k, the class of all polyhedra having at most k vertices, and
• Id , the set of all closed, convex subsets,
which were introduced in Section 1.
In the scenario reduction literature, the discrepancy measure associated with Cd
is referred to as star discrepancy, uniform, or Kolmogorov metric; the one associated
with Id is called isotrope discrepancy, whereas the distance measure induced by
Rd is simply called the rectangle discrepancy measure, and the one induced by
Pd,k as polyhedral discrepancy.
With these distance measures at hand, we can now describe the resulting ap-
proximation problem. For a given distribution P of support {x(1), . . . ,x(N)} we aim
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at finding, for a given integer n < N, a distribution Q such that (i) the support
{y(1), . . . ,y(n)} of Q is a subset of the support of P of size n and that (ii) Q mini-
mizes the distance between P and Q.
Letting δ (z) denote the Dirac measure placing mass one at point z, p(i) :=P(x(i)),
1≤ i≤N, and q(i) :=P(x(i)), 1≤ i≤ n, we can formulate this minimization problem
as
minimize disc∞(B;P,Q) = disc∞(B;
N
∑
i=1
p(i)δ (x(i)),
n
∑
i=1
q(i)δ (y(i))) (39)
subject to {y(1), . . . ,y(n)} ⊆ {x(1), . . . ,x(N)} ,
q(i) > 0, 1≤ i≤ n ,
n
∑
i=1
q(i) = 1.
This optimization problem can be decomposed into an outer optimization prob-
lem of finding the support {y(1), . . . ,y(n)} and an inner optimization problem of
finding—for fixed support {y(1), . . . ,y(n)}—the optimal probabilities q(1), . . . ,q(n).
Some heuristics for solving both the inner and the outer optimization problems
have been suggested in [64]. In that paper, Henrion, Ku¨chler, and Ro¨misch mainly
regard the star discrepancy measure, but results for other distance measures are pro-
vided as well; see also the paper [63] by the same set of authors for results on
minimizing the distance with respect to polyhedral discrepancies.
We present here a few details about the algorithms that Henrion, Ku¨chler, and
Ro¨misch developed for the optimization problem (39) with respect to the star dis-
crepancy. A more detailed description can be found in their paper [64].
Two simple heuristics for the outer optimization problem are forward and back-
ward selection. In forward selection we start with an empty support set Y , and we
add to Y , one after the other, the element from X = {x(1), . . . ,x(N)} that minimizes
the star discrepancy between P and Q, for an optimal allocation Q of probabilities
q(1), . . . ,q(|Y |) to the points in Y . We stop this forward selection when Y has reached
its desired size, i.e., when |Y |= n.
Backward selection follows an orthogonal idea. We start with the full support
set Y = X and we remove from Y , one after the other, the element such that an
optimal probability distribution Q on the remaining points of Y minimizes the star
discrepancy disc∞(Cd ;P,Q). Again we stop once |Y | = n. It seems natural that for-
ward selection is favorable for values n that are much smaller than N, and, likewise,
backward selection is more efficient when the difference N−n is small.
For the inner optimization problem of determining the probability distribution
Q for a fixed support Y , Henrion, Ku¨chler, and Ro¨misch formulate a linear opti-
mization problem. Interestingly, independently of the discrepancy community, the
authors develop to this end the concept of supporting boxes—a concept that coin-
cides with the critical boxes introduced in Definition 1, Section 3.1. Using these
supporting boxes, they obtain a linear program that has much less constraints than
the natural straightforward formulation resulting from problem (39). However, the
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authors remark that not the solution to the reduced linear program itself is compu-
tationally challenging, but the computation of the supporting (i.e., critical) boxes.
Thus, despite significantly reducing the size of the original problem (39), intro-
ducing the concept of critical boxes alone is not sufficient to considerably reduce
the computational effort required to solve problem (39). The problems considered
in [64] are thus only of moderate dimension and moderate values of N and n. More
precisely, results for four and eight dimensions with N = 100, N = 200, and N = 300
points are computed. The reduced scenarios have n = 10, 20, and 30 points.
Since most of the running time is caused by the computation of the star discrep-
ancy values, it seems thus promising to follow a similar approach as in Section 5.2
and to use one of the heuristic approaches for star discrepancy estimation presented
in Section 3.4 for an intermediate evaluation of candidate probability distributions
Q. This would allow us to compute the exact distance of P and Q only for the re-
sulting approximative distribution Q.
We conclude this section by mentioning that similar approaches could be useful
also for the other discrepancy measures, e.g., the rectangle or the isotrope discrep-
ancy of P and Q. However, for this to materialize, more research is needed to develop
good approximations of such discrepancy values. (This is particularly the case for
the isotrope discrepancy—see the comment regarding the isotrope discrepancy at
the beginning of Section 3.)
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