Abstract. Data ow analysis expresses the solution of an information gathering problem as the xed point of a system of monotone equations. This paper presents a technique to improve the performance of data ow analysis by systematically reducing the size of the equation system in any monotone data ow problem. Reductions result from partitioning the equations in the system according to congruence relations. We present a fast O(n log n) partitioning algorithm, where n is the size of the program, that exploits known algebraic properties in equation systems. From the resulting partition a reduced equation system is constructed that is minimized with respect to the computed congruence relation while still providing the data ow solution at all program points.
Introduction
Along with the growing importance of static data ow analysis in current optimizing and parallelizing compilers comes an increased concern about the high time and space requirements of solving data ow problems. Experimental studies show that performing sophisticated analyses over even small to medium-sized programs can take several hours Lan92]. Phrased in the traditional data ow framework KU77] , the solution of a data ow problem is the greatest xed point of a system of monotone equations. Each equation expresses the solution at one program point in terms of the solutions at immediately preceding (or succeeding) points. This formulation may result in overly large equation systems, limiting both the time and space e ciency of even the fastest xed point evaluation algorithm.
A closer inspection of equation systems reveals that their sizes are unnecessarily enlarged due to the inherent inclusion of redundant equations. The structure of data ow equation systems requires the propagation of intermediate results throughout the program, including the propagation to program points where these results are of no relevance. As a consequence, multiple equations in the system carry identical information. Equations that duplicate information already expressed by other equations are redundant and their repeated evaluation during the xed point iteration is clearly undesirable. If equivalent but smaller equation systems without redundancies were constructed, xed point computations would be faster, independent of the evaluation algorithm used.
We present in this paper a systematic approach to minimize data ow equation systems by discovering congruence relationships among equations. Two equations are congruent only if their xed points are equal. Thus, at least one of two congruent equations is redundant and can therefore be eliminated. Given a congruence relation an equivalent but reduced equation system is constructed by including only a single equation from each class of congruent equations. Our approach is general in that it is applicable to all monotone data ow analysis problems.
Previous approaches to avoid unnecessary evaluations of data ow equations include the methods based on static single assignment form WZ85, AWZ88, RWZ88, CLZ86], sparse evaluation graphs CCF90] and dependence ow graphs JP93] . The idea behind these approaches is to by-pass some of the unnecessary equation evaluations by manipulating the underlying graphical program representation. We show that, by viewing the problem as an algebraic problem of congruence relations, our approach allows for conceptually simple algorithms that are both more general and powerful than previous graph-oriented methods.
The results of this paper are summarized as follows. We de ne a congruence relation among data ow equations that is based on exploiting the known idempotence property of the meet operator in the system. No assumptions are made on the sequence of intermediate values an equation may take during the xed point iteration. These sequences of intermediate values are highly dependent on the particular iteration strategy that is used to compute the xed point, but the notion of congruence is a valid relation for any such strategy. A fast partitioning algorithm is presented to compute the idempotence congruence relation in O(n log n) time and O(n) space, where n is the size of the program. Using the computed congruence relation, a reduced equation system is constructed that only contains a single equation from each congruence class. By the de nition of congruence, it is su cient to compute the xed point over only the reduced system using any of the standard evaluation strategies.
The approach of reducing equation systems by computing congruence relations can easily be extended to include other notions of congruence. The congruence relations discussed in DST80, NO80] are based on common subexpressions. Alpern et al. AWZ88] used a fast O(n log n) algorithm due to Hopcroft for minimizing nite automata to compute congruences by common subexpression for program optimization. We show that Hopcroft's algorithm can equally well be applied to disover common subexpression in data ow equations systems in order to enable further reductions.
The asymptotic performance of congruence partitioning to reduce a data ow equation system only depends on the size of the equation system. The complexity of the data ow problem, i.e., the cost of actually evaluating the equations, does not impact on the performance of the partitioning algorithm. The complexity of data ow problems varies dramatically, ranging from simple problems, such as live variable analysis, that can be implemented e ciently using bit vectors, to sophisticated time-and space-intensive analyses, such as alias analysis. Naturally, the bene ts of congruence partitioning increase with the complexity of the data ow problem.
We present the pertinent background in data ow analysis in Section 2. Section 3 introduces congruence relations among data ow equations. The idempotence congruence relation along with our fast partitioning algorithm is presented in Section 4. Section 5 discusses congruence computations based on common subexpressions. We compare congruence partitioning with previous work and discuss other related work in Section 6. Conclusions are given in Section 7.
Data Flow Equation Systems
A data ow analysis is de ned over a graphical representation of a program, usually the control ow graph G = (N; E; n 0 ). The nodes N represent basic blocks ASU86] in the program with a unique entry node n 0 . The edges E represent transfer of control among basic blocks. We assume that jEj = O(jNj). Given a node n 2 N, pred(n) (succ(n)) denotes the set of immediate predecessors (successors) of node n in G.
Data ow analyses are modeled in a data ow framework D = (L; F; G; m), where: { (L; ; ?; >;^) is a semi-lattice with a set L, a partial order , a least element ? (bottom), a greatest element > (top) and a meet operator^, such that for all x; y; z 2 L: x^x = x (idempotence), x^y = y^x (commutativity), and x^(y^z) = (x^y)^z (associativity).
{ F ff : L 7 ! Lg is a space of monotone ow functions over L. { G = (N; E; n 0 ) is a control ow graph { m : N 7 ! F is a mapping of program nodes to functions in F.
The function m(n) mapped to a node n (also denoted f n ) models the data ow when execution passes through node n. If x 2 L holds on entry of a node n then f n (x) 2 L holds on exit from node n.
.
A data ow framework induces a system of data ow equations parameterized by the nodes in the control ow graph:
x n 0 ] = f n0 (?)
x n] = f n (p 2pred(n)
x p]) for n 6 = n 0
The solution of a data ow framework is the greatest xed point assignment gfp :
N 7 ! L of the equation system based on the initial value >. The monotonicity of F ensures that the greatest xed point gfp (n) of each equation x n] exists and is unique. For each node n 2 N, gfp (n) describes the data ow solution that holds on exit of node n.
2 The framework models both forward and backward analyses by assuming that in a backward analysis the transposed control ow graph G t = (N; E t ) is used, where E t = f(n;m) j (m; n) 2 G g. x p]. In this case no vertex for the function symbol is created, and the vertex v(x n]) is the vertex labeled^as shown in Fig. 1 (ii). We partition the vertex set V into a set V^of vertices labeled^(meet vertices) and a set V f of vertices with a label denoting any other function symbol (function vertices). Due to the direct correspondence between the graphical and textual representations of an equation system we will not always explicitly distinguish between the two. In discussing equation systems we assume that their graphs are transformed into graphs whose vertices have an indegree and outdegree of at most 2. This transformation is analogous to transforming the textual representation of the equation system into some form of three-address-code. The associativity of the meet operator ensures that a graph can always be transformed into this form by adding some additional vertices for each vertex whose indegree or outdegree is greater than 2. At most a constant number of vertices is added per edge in this process and the number of vertices remains O(n) DST80], where n = jNj is the number of nodes in the control ow graph.
As the running example in this paper we consider alias analysis performed over procedure Insert, shown below. Alias analysis computes pairs of aliased variables. To simplify the representation, we consider a simple alias analysis that assumes that if a variable q is aliased to a variable p then any variable that q points to is aliased by any variable p points to. The lattice elements are collections of alias relations. A collection could be simply a set of alias pairs or, alternatively, a partition of the variables into sets of aliased variables. We omit showing the control ow graph for procedure Insert. The relevant program points at which data ow information is computed are numbered in curly braces in procedure Insert. 
Congruence Relations
Given an equation system, our objective is to minimize the size of the system without evaluating any equation. Unfortunately, even the following restricted version of this minimization problem is NP-complete GJ79]: Given a set of expressions constructed from uninterpreted constants and only the single commutative and associative operator, determine the minimum number of operations needed to evaluate all expressions. Thus, in general, we cannot expect an e cient algorithm to be able to eliminate all redundancies from X. However, we show that it is possible to minimize X with respect to certain well-de ned classes of redundancies using a fast algorithm.
Redundancies are eliminated by discovering congruence relationships among equations. We only consider relationships among the nal xed point values of equations; two equations x n] and x m] in a system X are called congruent only if gfp 
Congruence is an equivalence relation (symmetric, re exive and transitive) and therefore induces a partition of the equations into congruence classes. All equations that are contained in the same congruence class in have an identical xed point. Given we can reduce the original equation system by eliminating all but one equation from each congruence class. By the de nition of congruence, the resulting reduced system is guaranteed to provide the same xed point solution as the original system, independent of the particular evaluation strategy used. If 
(ii)
Fig. 2. The data ow equation system (i) for a simple alias analysis over procedure
Insert and its graphical representation (ii).
needed, the solution of the reduced system can later be expanded to the solution of all original equations using the computed partition .
The following sections discuss how congruence relationships among the equations can be discovered by exploiting properties in the equation graph. We rst present a partitioning algorithm that discovers congruence based on the idempotence property of the meet operator. We then show how an algorithm due to Hopcroft for minimizing nite automata can be adapted to discover additional congruences that result from common subexpressions. Fig. 3 shows the reductions in the equation system for the alias analysis of procedure Insert that are achieved by congruence partitioning explained in the next sections.
Congruence by Idempotence
This section describe the detection of congruences among data ow equations that result from the idempotence of the meet operator^. Recall that a data ow equation is of the form:
x p])
Trivial congruences result from a special case of equations, where the function f n is the identity function and node n has only a single predecessor p. In this Idempotence congruence extends this trivial notion of copy congruences by also covering hidden copies. A hidden copy is an equation of the form x = y^z such that y and z are congruent. By the idempotence of the meet operator, the congruence of y and z implies that gfp (y)^gfp (z) reduces to gfp (y) and equation x is essentially a copy. Thus, it can be determined that all three variables x, y, and z are congruent. Over an equation graph G, we obtain the following de nition with respect to the idempotent meet operation^in G.
De nition 1 (Congruence by idempotence). Let We present a fast partitioning algorithm to compute ? that starts with an initial partition that places all possibly congruent pairs of equations in the same class. The partition is iteratively re ned until a stable partition ? is reached that is consistent with the de nition of C ? . Given partition ? we construct the equation system that is minimized with respect to idempotence congruence in the same way as previously described. That is, from each congruence class in ? only one representative equation is included. The resulting equation system contains no copy equations and no hidden copies due to idempotence.
The Partitioning Algorithm
Computing the partition ? by iterative re nement requires rst determining an appropriate initial partition. If two vertices are initially placed in di erent congruence classes they can never discovered to be congruent. Thus, the initial partition must overestimate the congruence relation C ? . A partition overestimates C ? , if (v; w) 2 C ? implies that the vertices v and w are placed in the same congruence class in . In order to enable the partitioning algorithm to converge quickly to ? , we are interested in nding the nest initial partition that overestimates C ? .
Standard graph partitioning algorithms AHU74] are based on an initial partition of the vertices by their label. Unfortunately, we cannot follow this approach for computing C ? . Although function vertices with a di erent label cannot be congruent by idempotence, meet vertices may be congruent to any function ver- 3 Note that the congruence between x 1] and x 2] only holds with respect to the greatest xed point de ned with the initial value > at each equation. Fig. 4 . A reverse DFST partition = T1; . . . T6 of the equation graph from Fig. 2(ii) .
tex. We present a new partitioning algorithm and show how an overestimating initial partition of the vertices can be constructed in a canonical way.
Congruence classes in a partition are represented as reverse trees of vertices in an equation graph G. A reverse tree is a tree in which edges are directed from children to parent vertices. Thus, = T 1 ; :::; T k is a collection of disjoint reverse trees and each tree T i is a subgraph of the equation graph G. We will often refer to the reverse trees in a partition simply as trees and use the following notation for a given partition forest . The root vertex of a tree T in is denoted root(T). For a given vertex v in a tree T, parent (v) is the unique predecessor of v in G that is contained in T.
We construct an initial partition of the vertices in an equation graph G during a single reverse depth-rst traversal of G, i.e., a depth-rst traversal of the transposed graph of G. The resulting partition contains one tree (congruence class) for each function vertex in G. The tree T v for a function vertex v is constructed by traversing each reachable edge in reverse direction, such that T v is a reverse depth-rst spanning tree (DFST) that is rooted at v and that does not include any other function vertex. The resulting forest of reverse DFSTs is called a reverse DFST partition. A reverse DFST partition for the equation graph from Fig. 2 (ii) is shown in Fig. 4 .
A reverse DFST partition for an equation graph is not unique since selections among multiple candidates to visit next are made arbitrarily. We show in the following lemma that any reverse DFST partition safely overestimates C ? .
Lemma 1 Let be a reverse DFST partition for a graph G and let v and w be vertices in G. If Algorithm Partition, shown below, maintains two lists of vertices, worklist and splitlist. Worklist is a list of current partition trees to be examined. Each tree T in worklist is examined in line (5) to determine whether it contains an interior vertex v that has a successor not in T. In this case, the vertices v and parent(v) in T cannot be congruent under idempotence. To ensure that the two vertices do not remain in the same tree, vertex v is placed in splitlist. During the inner loop the tree of each vertex u in splitlist is split by disconnecting the subtree rooted at u. After the split one of the two resulting subtrees is placed in worklist to ensure that vertices that may trigger a subsequent split will be examined. Partition terminates when worklist is exhausted with the nal partition ? . for each u 2 splitlist such that u is not a root vertex in do 7.
let T1 be the tree containing vertex u; . The reduced equation systems in which the four redundant (hidden) copy equations are eliminated is shown in Fig. 3 (ii Proof. Assume v is a vertex in a tree T in ? that is not the root vertex of T. Then v has one successor parent (v) in T. Assume on the contrary to the claim that v has another successor w not in T. In the initial partition , vertex v is in some tree T 1 T and all trees are initially placed in worklist. The construction of splitlist in line (5) implies that w must also be in T 1 since otherwise a split during the rst iteration would have separated vertex v from parent (v) contradicting the assumptions. Now, consider the point during the algorithm at which vertex w is separated from the vertices v and parent(v) and the vertices are placed in two di erent trees T 2 T 1 containing w and T 0 2 T 1 containing v and parent (v). After this separation at least one of T 2 and T 0 2 will be in worklist, which implies that vertex v will be separated from parent (v) after the new contents of worklist are exhausted, which again contradicts the assumptions. Hence, all successors of v must be in T. Proof. Constructing the initial partition takes O(n) time. To calculate the total time spent in the while loop, we consider the number of times the tree of each vertex can be placed in worklist. Each time the current tree of a vertex w is added to worklist the tree's size is at most half the size of the previous tree containing w. Hence, a vertex' tree can be at most log n + 1 times in worklist. Splitlist is constructed by a scan of the vertices whose tree was removed from worklist and the total number of vertices scanned is O(n log n). Operation split is executed at most n times, since there can be at most n partitions. Each call to split is implemented in O(1) time by maintaining for each vertex a pointer to its position in the partition forest. To nd the smaller of the two subtrees after a split in time proportional to the smaller tree (i.e., in total time O(n log n)), the vertices in the two trees are counted by alternating between the trees after each vertex. The algorithm also requires a pointer for each vertex to its current partition tree, which is updated after each split only for the vertices of the smaller resulting tree. In summary, the total time spent in executing algorithm Partition is O(n log n). The size of no auxiliary data structure is more than O(n) and O(n) space is used to store the partition. u t If the equation graph is constructed as described in Section 2, the size n of the graph is linear in the size of the program. In data ow problems that are based on a product lattice L V , such as constant propagation, the equation at each program point is a vector x = (x 1 ; . . .; x V ). In constant propagation there is a component x i for each of V program variables. In general, it will be bene cial to break the vector equation x into a set of V components equations x 1 ; . . .; x V in order to expose additional congruences. In this granularity, the size of the equation graph increases to V n.
Additional reductions in an equation system can be achieved by extending our de nition of congruence to capture redundancies that result from sources other than idempotence. In DST80, NO80] congruence relations are de ned based on common subexpressions. For example, in Fig. 3 (ii) , the term x 8]^(p; x) is a common subexpression in equations x 9] and x 10]. The congruence relation by common subexpression is de ned below by observing the commutativity of the meet operator.
De nition 2 (Congruence by common subexpression). Let Fig. 3 (i) are discovered to be congruent. The discovery of congruences due to common subexpressions may enable the detection of additional congruences by idempotence. For example, once we know that the two equations x 9] and x 10] are congruent, it can in turn be determined that equation x 11] = x 9]^x 10] is actually a hidden copy and in fact all three equations x 9], x 10] and x 11] are congruent. To enable these second order e ects, we can incorporate the results of common subexpression partitioning into the initial partition for idempotence partitioning. This is achieved by applying algorithm Partition to the equation graph that results if all vertices that were already found to be congruent are merged into a single vertex. The reductions in the equation system from Fig. 3 (i) that are enabled in this process are shown in Fig. 3 (iii) . The additional improvements over the equations system that results from only partitioning by idempotence (Fig. 3 (ii) ) are due to the discovery of the congruence among equations x 9]; x 10] and x 11].
Unfortunately, applying each partitioning algorithm once may not provide optimal results. In general, congruences that are found based on idempotence may enable the discovery of additional common subexpressions and vice versa. Thus, to nd the maximal number of congruences requires computing the transitive closure of the union of the two congruence relations. This closure can be computed by iterating over the two partitioning algorithms until no more congruence can be discovered. Each time a new iteration is started the size of the equation graph is reduced resulting in a bound of O(n 2 log n). In practice, the number of common subexpressions in an equation graph may be small, in which case, it may be su cient to compute each congruence partitioning only once. While this may sacri ce optimality, equation system reduction remains fast. Experimentation is needed to determine the bene ts of computing the iterated congruence closure.
6 Related Work A number of previous methods has focused on suppressing some of the unnecessary equation evaluations by manipulating the underlying graphical program representation. The sparse evaluation graph (SEG) approach CCF90], achieves reductions in data ow equation systems indirectly by specializing a program's control ow graph G with respect to each analysis problem such that smaller equation systems will be generated. The SEG is obtained from a control ow graph G by eliminating some of the nodes in G that have an identity ow function. The construction of a SEG requires O(e+n 2 ) time using dominance frontiers CCF90] and O(e (e)) time using a recent more complicated algorithm CF93], where e is the number of edges in a program's control ow graph G and n is the number of nodes in G. The SEG approach compares directly with our idempotence congruence partitioning algorithm in that the removal of control ow graph nodes with identity ow functions results in the elimination of redundant (hidden) copy equations. However, there are important problems for which the SEG approach fails to eliminate all (hidden) copies and algorithm Partition would construct strictly smaller equation systems. Constant propagation is an example of such a problem. It is likely in constant propagation that no ow graph nodes have an identity ow function, in which case the SEG would be identical to the original ow graph graph. However, even ow graph nodes with a non-identity ow function generate copy and hidden copy equations for all program variables that are not assigned a new value within that node. As our partitioning approach operates on the level of individual equation operations, these redundancies are exposed and can therefore be eliminated. In addition, congruence partitioning is, unlike the SEG approach, extensible to discover redundancies due to common subexpressions enabling further reductions in an equation system.
Other methods that improve data ow analysis by building specialized program graphs are applicable to only certain data ow problems. The partitioned variable technique Zad84] constructs for each variable a simpli ed ow graph that enables a fast evaluation of the solution. However, this method is restricted to partitionable data ow problems that permit the analysis of each variable partition in isolation. Computing congruence relations based on common subexpressions is a well known problem and e cient algorithms have been developed NO80, DST80, Hop71]. Hopcroft's partitioning algorithm for minimizing nite automata was used in program optimization to detect equalities among variables based on common subexpressions over an extended SSA form of the program AWZ88]. The authors describe a strategy to manipulate the SSA representation in order to combine congruent (equal) variables values from di erent branches of a structured if-statement. This treatment can be viewed as handling a special case of detecting idempotence congruences. Other methods to eliminate redundant program computations include value numbering CS70], global value numbering based on SSA form RWZ88] and methods based on the global value graph RT82].
Conclusion
We presented a new and e cient approach to improve the performance of any monotone data ow analysis by reducing the size of data ow equation systems through congruence partitioning. The presented partitioning algorithms discover congruences among data ow equations by exploiting the algebraic properties of idempotence and commutativity of the meet operator. A remaining property of the meet that we have not discussed is associativity. Unfortunately, discovering congruences that are due to associativity is a much harder problem. The diculty of discovering congruences by associativity results from the fact that an exponential number of di erent sequences of meet operations can yield congruent values by associativity. This problem with associative operators also arises in program optimizations, where reassociation techniques have been used as a heuristic to discover certain equalities by associativity CM80]. We are currently considering whether reassociation would be a suitable approach to enable further reductions in data ow equation systems.
Our approach of congruence partitioning demonstrates the feasibility of applying principles of program optimization and analysis, such as common subexpression elimination, to optimize the analyzers themselves. We expect to investigate this issue further as part of our future work.
