An ensemble is a set of learned models that make decisions collectively. Although an ensemble is usually more accurate than a single learner, existing ensemble methods often tend to construct unnecessarily large ensembles, which increases the memory consumption and computational cost. Ensemble pruning tackles this problem by selecting a subset of ensemble members to form subensembles that are subject to less resource consumption and response time with accuracy that is similar to or better than the original ensemble. In this paper, we analyze the accuracy/diversity trade-off and prove that classifiers that are more accurate and make more predictions in the minority group are more important for subensemble construction. Based on the gained insights, a heuristic metric that considers both accuracy and diversity is proposed to explicitly evaluate each individual classifier's contribution to the whole ensemble. By incorporating ensemble members in decreasing order of their contributions, subensembles are formed such that users can select the top p percent of ensemble members, depending on their resource availability and tolerable waiting time, for predictions. Experimental results on 26 UCI data sets show that subensembles formed by the proposed EPIC (Ensemble Pruning via Individual Contribution ordering) algorithm outperform the original ensemble and a state-ofthe-art ensemble pruning method, Orientation Ordering (OO) [16] .
INTRODUCTION
The construction of classifier ensembles is an active research field in machine learning and data mining communities [3] . Rather Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. than relying on a single classifier, an ensemble is a set of classifiers that make decisions collectively. It is well accepted that an ensemble usually generalizes better than a single classifier [22] . Dietterich stated [8] "A necessary and sufficient condition for an ensemble of classifiers to be more accurate than any of its individual members is if the classifiers are accurate and diverse." Since the diversity of the ensemble decreases with the increase in accuracies of ensemble members, the key to the success of any ensemble learning method is the appropriate handling of the trade-off between accuracy and diversity.
Many approaches have been proposed to create accurate and diverse ensembles. Examples include bagging [4] , boosting [11] , random forests [5] , the random subspace method [12] and random decision trees [10] . In most ensemble methods, the diversity and accuracy are acquired by manipulating subsets of data points or features. One problem with these ensembling approaches is that they tend to construct unnecessarily large ensembles, which requires a large amount of memory to store the trained classifiers and decreases the response time for prediction. Ensemble pruning, or selective ensembles, is a technique that tackles this problem by choosing a subset of individual classifiers from a trained ensemble to form a subensemble for prediction. The classifiers in the subensemble need to be carefully chosen so that it is small enough to reduce the memory requirement and response time with predictive accuracy that is similar to or better than the original ensemble.
Given an ensemble of size M , the problem of finding the subset of ensemble members with the optimal generalization ability involves searching the space of 2 M − 1 non-empty subensembles, which was proved to be an NP-complete problem [19] . Like other approaches in ensemble learning, the performance gain of the ensemble pruning methods stems from the balanced accuracy/diversity trade-off, where choosing only the most accurate individual classifiers to form the subensemble is theoretically unsound. As an informative example, Zhang et al. [23] has demonstrated that "an ensemble of three identical classifiers with 95% accuracy is worse than an ensemble of three classifiers with 67% accuracy and least pairwise correlated error (which is perfect!)." At the other extreme, as a strategy that only considers diversity for pruning, Kappa pruning [14] was shown to have "the poorest overall performance on the data sets investigated" of the ensemble pruning methods compared in [15] .
Many approaches [15] exist for selecting good subensembles to achieve the accuracy gain and reduce the computational cost, where existing efforts roughly fall into the following two categories: (1) regarding ensemble pruning as a mathematical programming and optimization problem [23] [25] ; and (2) reordering the original ensemble members based on some predefined criteria [16] , such as the classifiers' prediction accuracies, and selecting a subset of ensem-ble members from the sorted list. For solutions in the first category, the selected subensembles are unscalable to the users' request on the subensemble size, whereas for solutions in the second category, they fail to effectively integrate both accuracy and diversity, which are two critical measures for ensemble pruning. Indeed, while the correlation between diversity and ensemble learning have been observed for many years [13] , the emphasis has been traditionally on the characterization of the diversity and the creation of the diverse classifiers. We currently lack effective pruning principles to assess the amount of "contribution" that each ensemble member can bring to the ensemble. Existing approaches fall short in answering some fundamental questions, such as, given two ensemble members, (1) what are the differences between their impact to the ensemble? (2) which one is better for ensemble learning if we have to prune out one of them? and (3) what are the effective criteria if both accuracy and diversity are considered for ensemble pruning?
To address the above concerns, we report, in this paper, our recent work on individual contribution ordering for scalable ensemble pruning. We argue that although obtaining the optimal ensemble pruning is NP-complete, two general properties can still be observed: (1) when the accuracies of individual members of two ensembles are similar, the more diverse ensemble should perform better than the other one; and (2) when two ensembles are similarly diverse, the one with more accurate individual members should perform better. To assert that these two properties are genuinely true for ensemble construction, we limit our analysis, in the paper, to a disagreement based diversity measure [12] and two-class learning problems and carry out a theoretical study to prove the validity of the first property. Because a similar proof can also be obtained for the second property, our theoretical analysis concludes that an individual classifier makes a more important contribution to the ensemble not only when it is more accurate, but also when its predictions more often disagree with the majority vote of the ensemble.
Based on this insight, a heuristic metric for evaluating contribution of each ensemble member that explicitly considers both accuracy and diversity is proposed in this paper. By reordering the ensemble members according to the proposed metric, an algorithm named Ensemble Pruning via Individual Contribution ordering (EPIC) that incorporates ensemble members with decreasing order of individual contributions into subensembles is introduced. Experimental results on 26 UCI data sets show that subensembles formed by EPIC are significantly more accurate than the original ensembles. In all experiments, bagging is chosen to be the method for constructing the original ensemble because it has been shown to be a safe and robust method [7] . To compare EPIC with peer ensemble pruning methods, Orientation Ordering (OO) [16] is chosen to be the control case, because it was shown to exhibit good performance with a low computational cost in [15] . Our experiments show that EPIC outperforms OO with a similar pruning time, which is O(M log(M )) for an ensemble with size M .
The remainder of the paper is structured as follows. Section 2 reviews related work. Section 3 carries out theoretical study on the accuracy/diversity trade-off, proposes a metric for evaluating individual contribution, and introduces the EPIC algorithm. Section 4 reports the experimental settings and results, and we conclude the paper in Section 5.
RELATED WORK
Ensemble methods usually have two stages [16] : (1) training a set of accurate and diverse classifiers; and (2) combining individual classifiers, using strategies such as majority voting [4] , weighted voting [11] or stacking [21] , for predictions. Ensemble pruning can be viewed as a special case of the weighted voting approach, where each individual member is associated with a binary number indicating whether or not it should be included in the predicting process [23] . The major difference between ensemble pruning and other ensemble methods is that its main focus is to reduce memory and computational costs by choosing small subensembles for predictions, as well as maintaining or increasing the predictive accuracy.
In 1997, Margineantu and Dietterich [14] observed that although ensemble methods can achieve better generalization accuracy than a single learner, the resulting ensembles are often unnecessarily large. Sometimes the memory for storing the ensemble members is even larger than the size of the training set. A question was then raised: are all classifiers generated essential for the ensemble's performance? Through investigation of five pruning heuristics, they concluded that the size of the ensemble can be substantially reduced without serious impact on performance, and sometimes the pruned ensemble can even outperform the original ensemble. Tamon and Xiang [19] proved the problem of pruning boosting ensembles to be NP-complete.
In the work carried out by Zhou et al. [25] , analysis showed that ensembling a subset of classifiers could be better than using all the classifiers. Further, a genetic algorithm (GA) based algorithm called GASEN was proposed to evolve the voting weights of individual classifiers in an ensemble of neural networks. Only the classifiers with weights above a certain threshold were chosen to form the subensembles for prediction. Experimental results of GASEN confirmed the conclusion that ensembles can be pruned to yield similar or better performance. A similar approach was used to prune ensembles of decision trees [24] .
Zhang et al. [23] formulated the ensemble pruning problem as a quadratic integer programming problem, which is NP-hard. By applying semi-definite programming techniques, approximate solutions can be obtained in polynomial time for this NP-hard problem. Another work [6] first obtained an extensive library of more than 2000 classifiers trained by existing methods such as C4.5 [18] with different parameters, and then ensembles were constructed by selecting classifiers using metrics such as accuracy and ROC area.
The approach this paper takes belongs to a family of ensemble pruning methods based on ordered aggregation, where the original ensembles are reordered according to some criteria, and subensembles are constructed according to this order. In ensemble learning methods, the generalization error generally monotonically decreases with the increase of the ensemble size. Exceptions are when applying algorithms such as boosting to noisy data sets, the generalization error might increase because of overfitting. By reordering ensemble members, highest accuracy can be obtained for subensembles with an intermediate number of classifiers. A representative of this approach is [16] , in which classifiers were reordered by increasing values of angles between the signature vectors (binary vectors that indicate each classifier's correctness in predicting each data point) and a reference vector. The algorithm introduced here differs from this work in that EPIC explicitly considers both accuracy and diversity.
In [17] , Partalas et al. identified that an ensemble member's prediction on one data point can be divided into four subsets: (1) the subset in which the individual classifier predicts correctly and is in the minority group; (2) the subset in which the individual classifier predicts correctly and is in the majority group; (3) the subset in which the individual classifier predicts incorrectly and is in the minority group; and (4) the subset in which the individual classifier predicts incorrectly and is in the majority group. The paper concluded that considering all four cases is crucial to designing ensemble diversity measures and ensemble selection techniques.
Although the designing of EPIC is also based on the four cases, it differs from [17] in two ways. Firstly, while both algorithms agree that considering the four cases is crucial, a more important question is understanding the relationship among the four cases and using it for pruning. [17] made an intuitive observation and concluded that ensemble members near to change status (correct/incorrect classification) are more important, which did not show the intrinsic relationship among the four cases. In this paper however, our theoretical analysis shows an unintuitive conclusion that ensemble members with more correct predictions in the minority contribute more for subensemble construction, and ensemble members with more incorrect predictions in the minority are less harmful for a subensemble's predictions. Thus EPIC is different from [17] because we show for the first time a strict order of importance for the four cases. Secondly, [17] is an iterative algorithm with a polynomial pruning time, while EPIC's pruning time is O(M log(M )) for an ensemble with size M .
[2] is another work that considers the four cases. Like [17] , [2] did not show the relationship among the four cases, and its pruning time is polynomial.
Recent work [15] gives a review and comparative study of the ensemble pruning literature.
ALGORITHM DESIGN
In this section, we formally study the accuracy/diversity tradeoff and derive proper theories to quantify and characterize the importance of the individual classifier for subensemble construction. Based on the results of the analysis, a heuristic metric for evaluating a classifier's individual contribution is proposed, through which our EPIC algorithm can order and prune ensemble members to build subensemble in an effective way.
Individual Contribution Assessment
In this subsection, we first introduce the notations and the diversity measures used in this paper, and then derive properties to characterize ensemble members which are important for subensemble construction. As introduced in Section 1, two observations can be made from the accuracy/diversity trade-off: 1) when members of two ensembles are similarly accurate, the more diverse ensemble should perform better than the other one; and (2) when two ensembles are similarly diverse, the one with more accurate individual members should perform better. These observations mean that for a subensemble to outperform the original ensemble, incorporating ensemble members that are accurate but different from the peer members is crucial. In this paper, individual contribution of an ensemble member is defined in the context of ensemble pruning to indicate its expected performance in a subensemble.
The two observations can be transformed into another form to shed light on the evaluation of individual contributions: (1) when two individual classifiers in an ensemble are similarly accurate, the one that increases the diversity of the ensemble more should have a higher individual contribution; and (2) when two individual classifiers in an ensemble contributes similar diversity to the ensemble, the one with the higher accuracy should have a higher individual contribution. The first observation indicates how well a classifier is expected to work with other classifiers, and the second observation shows the individual property of a classifier. In our study, we formally prove the first observation and will show that similar proof can apply to the second observation. The two observations will therefore act as ensemble punning principles for the proposed EPIC algorithm.
Let
} is a pair of input features and label that represents the ith data point, C = {c1, ...., cM } be a set of M classifiers where ci(xj) gives the prediction of the ith classifier on the jth data point, V = {v
j is the number of predictions for the jth label of the ith data point of an ensemble combined with majority voting, and L is the number of output labels. Denote the accuracy of the ensemble as ACCen, and the accuracy of the ith classifier as ACCi.
Many measures [13] exist to evaluate the diversity (or distance) of classifiers or the diversity of an ensemble. In this paper, we employ a 0/1 loss based disagreement measure, which was proposed by Ho [12] , to characterize the pair-wise diversity for ensemble members. The same analysis apply for others, such as the Q statistics or κ statistics [9] , based measures.
Definition 1: Given two classifiers ci and cj , where N (01) denotes the number of data points incorrectly predicted by ci but correctly predicted by cj, and N (10) is the opposite of N (01) , the diversity of ci and cj, denoted by Divi,j, is the ratio between the sum of the number of data points correctly predicted by one of the classifiers only and the total number of data points, as given in Eq. (1).
Definition 2: A classifier ci's diversity contribution to an ensemble, denoted by ConDivi, is the sum of the diversities between ci and each other classifier in the ensemble (excluding ci because according to Eq. (1 a classifier's diversity to itself is zero), as given in Eq.(2).
Lemma 1: Given a two-class classification problem, the diversity contribution of a classifier ci, defined in Eq. (2), is equal to Eq. (3)
Proof:
the number of classifiers that agree with ci in prediction (including itself), and
) is the number of classifiers that disagree with ci in prediction. In a two-class learning task, each disagreement is counted once when calculating the diversity contribution of ci, as defined in Eq. (2) . Thus the sum of the disagreements on all data points divided by N is exactly equal to Eq.(2). ma are the total number of data points that ci votes in the majority and minority groups, respectively, and AVGma and AVGmi are the average of the number of votes in the majority and minority groups, respectively.
Proof: For diversity contribution defined in Eq.(3), there are two
, which means the majority of classifiers vote for class ci(x k ); and (2) when v
, which means the minority classifiers vote for class ci(x k ). Ties are not considered here because it is irrelevant to the conclusion and considering it will unnecessarily complicate the understanding of this paper. For a classifier ci which is uniformly randomly drawn from the classifier pool, the expected sum of the (M − v
) in case (2) (N
Proof: omitted due to simplicity. In short, Lemma 3 provides an effective means to compares the diversity contributions of two equally accurate ensemble members, through which we are able to quantify each ensemble member and measure their importance for subensemble construction.
THEOREM 1: Given a two-class learning problem, and two classifiers ci and cj of a classifier ensemble E, if ci and cj are equally accurate, the classifier which disagrees more with other ensemble members is expected to contain more useful knowledge, in terms of diversity contribution, for constructing the classifier ensemble.
Proof:An individual classifier's prediction on the data points can be divided into four exclusive subsets: (1) the subset in which the individual classifier predicts correctly and is in the minority group; (2) the subset in which the individual classifier predicts correctly and is in the majority group; (3) the subset in which the individual classifier predicts incorrectly and is in the minority group; and (4) the subset in which the individual classifier predicts incorrectly and is in the majority group. Again, ties are not considered because of the irrelevance to the conclusion.
For a two-class classification problem, these four subsets are equivalent to: (1) the subset in which the individual classifier predicts correctly and the ensemble predicts incorrectly; (2) the subset in which the individual classifier predicts correctly and the ensemble predicts correctly; (3) the subset in which the individual classifier predicts incorrectly and the ensemble predicts correctly; and (4) the subset in which the individual classifier predicts incorrectly and the ensemble predicts incorrectly.
For the ith classifier,denote the fraction of data points that fall into these four sets as a i, bi, ui, and ti respectively (henceforth referred to as the a, b, u, t notation), their relations are:
where ai + bi + ui + ti = 1. Eq. (5) can be rewritten using the a, b, u, t notation as:
because for classifier ci, N (i) ma is equal to (bi + ti) and N (i) mi is equal to (ai + ui).
Assume the two classifiers have the same accuracy. From Eq. (6) and (7), we know that ai + bi = aj + bj and ui + ti = uj + tj, which in another form is ai − aj = bj − bi and ui − uj = tj − ti. Eq. (8) can therefore be rewritten as: Since (AVGma −AVGmi) > 0, it is clear that if ai+ui > aj +uj , formula (9) is greater than 0, which means that if two classifiers have the same accuracy, the classifier with more votes that are in the minority group is expected to bring more diversity contribution to the ensemble. In other words, the classifier which disagrees more with other ensemble members is expected to contain more useful knowledge for constructing subensembles.
Following the proof of the THEOREM 1, we can also assert that if two classifiers contribute equal diversity to the ensemble, the more accurate one is more important for constructing subensembles. The proof of the claim is omitted due to space constraints. Note that this claim is intuitive, though, because each correct prediction on a data point increases the probability of the ensemble to predict it correctly, thus making a positive contribution, and each incorrect prediction on a data point makes a negative contribution.
We note that although the derivation of the THEOREM 1 is based on the two-class learning problem, it can be generalized for multi-class problems. The assumptions in this paper are made to assist the analysis so that better understanding of the problem can lead to better design of individual contribution measures. Thorough analysis is of future interest but beyond the scope of this paper.
Evaluation Metric for Ensemble Members
The analysis in the previous section concludes following two rules for designing a heuristic metric for evaluating individual contributions of ensemble members: (1) correct predictions make positive contributions, incorrect predictions make negative contributions; and (2) correct predictions that are in the minority group make more positive contributions than correct predictions that are in the majority group, and incorrect predictions that are in the minority group make less negative contributions than incorrect predictions that are in the majority group. Fig. 1 gives an illustration of the rules.
The individual contribution of a classifier ci is therefore defined as:
where IC (j) i is ci's contribution on the jth data point dj. When ci(xj ) equals yj, which means ci makes correct predictions on dj, if ci(xj ) is in the minority group, IC (j) i is defined as:
where v (j) max is the number of majority votes on dj , and v 3 . The harder the correction is, the more valuable the predictions in the minority group are. Intuitively, the less classifiers that make the correct predictions with a classifier on dj, the more valuable a classifier is. The "degree of positive contribution", which indicates how hard it is for a subensemble to correct the incorrect predictions of the whole ensemble, can therefore be estimated by (v
).
The extra v (j)
max in this equation is a normalization term that is used together with Eq. (12) .
When ci(xj) equals yj and ci(xj) is in the majority group (in this case v
is defined as: (12) where v (j) sec is the second largest number of votes on the labels of dj.
max ) is an estimation of the "degree of positive contribution" in this case. Intuitively, if the majority of classifiers predicts correctly with a classifier on dj, this classifier's contribution is not very valuable because without its prediction, the ensemble would still be correct on dj (assuming no tie). Note that (v When ci(xj) does not equal yj , IC (j) i is defined as: (13) where v
correct is the number of votes for the correct label of dj. The two negative cases shown in Fig. 1 can be considered together. Similar to the discussion of "degree of positive contribution", the "degree of negative contribution" is estimated by (v 
correct , thus ci makes a negative contribution that partially leads to the fact that the ensemble predicts incorrectly on di. The "degree of negative contribution", which indicates how much a classifier's predictions might negatively affect a subensemble, can therefore be estimated by (v
) could give a positive value, but according to our designing rules incorrect predictions should make negative contributions. So a term (−v
c i (x j ) ) to normalize it to always be negative. Combining Eq. (11), Eq. (12), Eq. (13) with Eq. (10), the Input: the training set Dtr, the testing set Dte, the pruning set Dpr, an ensemble C = {c1, ...., cM } that is trained on Dtr, and the parameter p which is the desired percentage of classifiers in C that should be kept in the output subensemble.
Initialize: a list of vectors
is initial number of predictions in label j on the ith data point in Dpr, Npr is the size of Dpr, L is the number of class labels, and OL is an empty list. Pruning:
For each ci in C:
for each dj in Dpr:
get ci(xj ), which is ci's predictions on dj; v
2. For each ci in C: αij = 1 if ci(xj ) = yj and ci(xj ) is in the minority group; 0 otherwise. βij = 1 if ci(xj ) = yj and ci(xj ) is in the majority group; 0 otherwise.
max )); append pair (ci, ICi) to OL; 3. Order OL in decreasing order of ICi;
Output: the classifiers in the first p percent of OL is outputted as the pruned subensemble.
individual contribution of the classifier ci is:
where: 
Ensemble Pruning via Individual Contribution Ordering
The inputs to EPIC are a training set Dtr, a testing set Dte, a pruning set Dpr (it is called the selection set in [15] ), which is an independent set for calculating the individual contributions of ensemble members, a predefined parameter p which is the percentage of the desired subensemble in terms of the size of the original ensemble, and an ensemble C = {c1, ...., cM } that is trained on Dtr. The pruning process starts by collecting the predictions of each ensemble on each data point in Dpr. The results are recorded in
Then the individual contribution of each classifier in C on the pruning set Dpr is calculated using Eq. (14), this step takes O(MNpr) time, where Npr is the size of Dpr. Then the classifiers in C are ordered by decreasing values of their contributions. The result is stored in a list OL. This step takes O(M log(M )) time.
The output of EPIC is the first p percent of the classifiers in the ordered list OL. The running time of EPIC is O(MNpr+M log(M )). Since Npr is a constant for a given data set, EPIC's time complexity is O(M log(M )). Table 1 gives the pseudo-code of EPIC.
EXPERIMENTAL EVALUATION
This section first introduces the settings of experiments and the characteristics of the data sets tested in this paper, and then the experimental results of the comparison between EPIC, OO and bagging are given.
Experimental Settings and Data Sets
26 data sets were chosen from the UCI machine learning repository [1] to evaluate the performance of EPIC. Each data set was randomly divided into three subsets with equal sizes. There are six permutations of the three subsets. Experiments on each data set consisted of six sets of sub-experiments. Each set of sub-experiments used one of the subsets as the training set, one of the subsets as the testing set, and the other one as the pruning set, corresponding to the order of one of the six permutations. And each set of subexperiments consisted of 50 independent trials. Therefore a total of 300 trials of experiments were conducted on each data set. In the experiments of this paper, both EPIC and OO used the independent pruning set for pruning.
A bagging ensemble was trained in each trial. The base learner was J48, which is a Java implementation of C4.5 [18] from Weka [20] . In all experiments, the ensemble size was 200. Both EPIC and OO were used to reorder the same ensemble in each trial. The predictive accuracies of the original ensemble, the EPIC-ordered ensemble and the OO-ordered ensemble were recorded. Table 2 summarizes the characteristics of the data sets.
Experimental Results
The experimental results of the 26 tested data sets have four cases: (1) EPIC outperforms both the original ensemble and OO; (2) EPIC outperforms the original ensemble, and EPIC and OO perform comparably; (3) EPIC outperforms the original ensemble, and OO outperforms EPIC; and (4) the original ensemble outperforms both EPIC and OO. The first case contains 15 data sets, the second case contains eight data sets, the third case contains two cases, and the last case contains one data set. The results are reported both in figures and a summarizing table, where the figures show representative results from the four cases, and the table reports results for all tested data sets. The calculation method of the four cases will be introduced when describing the summarizing table. Figure 2 reports the error curves of the three compared methods for six representative data sets in the first case. Results in the figures are reported as curves of average errors with regard to the number of classifiers. The standard deviations are not reported in the figures for reasons of clarity, but are reported in the table. Classifiers in bagging ensembles are trained on training sets that are uniformly sampled from the initial training set with replacement. As the number of aggregated classifiers increases, the errors of bagging ensembles typically monotonically decrease at a decreasing rate and reach an asymptotic error when the ensemble size is large. When aggregating classifiers according to the orders given by EPIC or OO, a typical error curve drops rapidly, reaches the minimum error in the intermediate steps of aggregation which is lower than the error of the whole original ensemble, and then increase until the error is the same as the whole ensemble. Figure 2 (a) shows typical error curves of bagging, EPIC and OO in the first case, where both EPIC and OO reach accuracies that are better than the whole ensemble at intermediate ensemble sizes, and EPIC's error curve is below the error curve of OO. The remaining five data sets, "Balance Scale", "Mfeat-pixel", "Primary-tumor", "Vehicle" and "Vowel" have similar error curves to "Autos". Figure 3 reports results for two representative data sets from the second case, where EPIC outperforms the original ensemble, and EPIC and OO perform comparably. The error curves for "Car" is reported in Figure 3(a) . Although EPIC achieves a lower error curve than OO, the two algorithms have comparable performance because the difference is not statistically significant. Detailed accuracies are reported later in the summarizing table. As reported in figure 3(b) , the error curves for EPIC and OO are superimposed on each other. Figure 4 reports the error curves for the two data sets in third case, where EPIC outperforms the original ensemble, and OO outperforms EPIC. Figure 4(a) shows the result for "Anneal", in which OO achieves lower errors than EPIC when the size of the subensembles are smaller than 50. EPIC's average errors are better than OO when the subensemble size is larger than 50. This is a negative case for EPIC because OO reaches lower errors with less classi- fiers, which is crucial for ensemble pruning methods. Figure 4(b) reports the result for "Kr-vs-kp", which is similar to the result for "Anneal" although the difference between EPIC and OO is smaller. Figure 5 reports the result for "Heart-h". As is shown by the error curves, when the size of the subensembles are smaller than 100, the original bagging ensemble achieve lower errors than both EPIC and OO, and EPIC and OO achieve lower errors when the ensemble size is larger than 100. This means that both EPIC and OO fail to efficiently prune the original ensemble. Of the two pruning methods, the errors of EPIC are lower than OO when the subensemble size is smaller than 40, then OO achieves lower errors than EPIC until the ensemble size reaches 100. Above this ensemble size the two methods perform similarly. Table 3 summarizes the results for the 26 data sets. Each cell in the table reports the mean and standard deviation of 300 trials. Experimental results in this paper empirically show that EPIC and OO generally reach minimum errors when the size of the subensembles are between 15% and 30%. [16] also reported similar observations. For this reason, in this table results of EPIC and OO are reported as the predictive accuracies of the subensembles constructed by using the first 15% and 30% of classifiers in the ordered lists. Results of bagging ensembles are reported as the predictive accuracies of the whole ensembles. Subensembles formed by EPIC with sizes of 15% of the original ensembles (henceforth referred to as "EPIC 15%") are compared with subensembles formed by OO with the same sizes (henceforth referred to as "OO 15%") and the whole ensembles using pair-wise t-tests at the 95% significance level. Subensembles formed by EPIC with sizes of 30% of the original ensembles (henceforth referred to as "EPIC 30%") are compared with subensembles formed by OO with the same size (henceforth referred to as "OO 30%") and the whole ensembles. The meanings of the symbols ⊕, , and are explained in the caption of the table. For results of bagging ensembles, the first symbol at the end shows the comparative results between "EPIC 15%" and itself, and Data sets are divided into the four cases of results using the following rules: (1) "Heart-h" is divided into the fourth case because both EPIC and OO are outperformed by the whole ensemble; (2) each of the remaining data sets is divided into the first case if one of "EPIC 15%" and "EPIC 30%" outperforms the whole bagging ensemble and the other either outperforms or performs comparably to the whole ensemble, and one of "EPIC 15%" and "EPIC 30%" outperforms its counterpart of OO, and the other either outperforms of performs comparably to the counterpart of OO; (3) each of the remaining data sets is divided into the second case if one of "EPIC 15%" and "EPIC 30%" outperforms the whole bagging ensemble and the other either outperforms or performs comparably to the whole ensemble, and both "EPIC 15%" and "EPIC 30%" perform comparably to its counterpart of OO; and (4) the remaining data sets are divided into the third case. "Letter" is an exception in the first case, because "EPIC 15%" is outperformed by the whole ensemble. It is still divided into the first case "EPIC 30%" outperforms the whole ensemble and OO.
As is shown, EPIC outperforms bagging on 24 out of 26 data sets when using both 15% and 30% of all classifiers, which shows that EPIC efficiently performs pruning by achieving better predictive accuracies with small subensembles. EPIC is also shown to outperform OO when subensembles are formed with 15% and 30% of classifiers in the original ensemble. As introduced before, the pruning time of both EPIC and OO is M log(M ).
CONCLUSIONS AND FUTURE WORK
In this paper, an effective ensemble pruning method termed Ensemble Pruning via Individual Contribution ordering (EPIC) is introduced, which orders individual classifiers in an ensemble in terms of their importance to subensemble construction. We argued that although obtaining the optimal ensemble pruning solution is NPcomplete, some general properties can still be derived for ensemble pruning. To achieve the goal, we limited the scope of our analysis to pair-wise diversity and two-class learning problems and have proved some general principles for ensemble pruning. Based on the derived principles, the proposed EPIC algorithm can sort ensemble members into a list, through which a subensemble with arbitrary size can be formed by selecting the top p percent of ensemble members. Experimental comparisons on 26 UCI data sets showed that EPIC outperforms both the original ensemble and a state-of-the-art ensemble pruning method, OO [16] .
Although the original goal of ensemble pruning methods is to reduce the memory consumption and the computational cost with minimum impact on predictive accuracy, subensembles constructed with recent pruning methods such as OO and the method introduced in this paper are consistently more accurate than whole ensembles, which suggests that it is practically unnecessary, even without the resource consumption concerns, to keep all ensemble members for predictions.
In the paper, we limited our scope to specific diversity measures and two-class learning problems, and used Bagging to generate the initial pool of classifiers. But the general principles derived in the paper are valid for broad diversity measures, multi-class learning problems, and any other ensemble methods. Future work will involve testing EPIC's performance when working with other ensemble methods, designing better individual contribution measures and automating the selection of the sizes of the subensembles.
