We report the discovery and characterisation of a new M-dwarf binary, with component masses and radii of M 1 = 0.244
INTRODUCTION
Double-lined M-dwarf eclipsing binaries are natural laboratories for stellar astrophysics, providing the most precise, model independent, measurements for the fundamental stellar parameters of low mass stars. They have been used extensively to test our theoretical understanding of stellar interiors (e.g. Chabrier & Baraffe 1995; Torres & Ribas 2002) . Very low mass stars (VLMS), with masses below 0.35 M⊙, ‡ Alfred P. Sloan Research Fellow § Packard Fellow are thought to have fully convective, adiabatic interiors (e.g. Chabrier & Baraffe 1997 , 2000 . Models have been unable to match the observations of VLMS, with measured temperatures cooler and radii larger than models predict (e.g. Torres & Ribas 2002; Ribas 2006; Torres et al. 2010; Feiden & Chaboyer 2012; Spada et al. 2013; Torres 2013) .
Double-lined M-dwarf binaries in the VLMS mass regime, where the stellar parameters have been accurately determined, are rare. The CM Draconis system is the most well studied, with masses and radii determined to better than 1% precision (Lacy 1977; Metcalfe et al. 1996; Morales et al. 2009 ). The radius discrepancy between models and observations have been well documented for CM Draconis at the 2-10% level (Torres & Ribas 2002; MacDonald & Mullan 2012; Spada et al. 2013; Feiden & Chaboyer 2014) , depending on the treatment of metallicity, mixing length, and magnetic inhibition in the models. More recently, the systems KOI-126, Kepler-16, LSPM J1112+7626, and WTS 19g-4-02069 (Carter et al. 2011; Doyle et al. 2011; Irwin et al. 2011; Nefs et al. 2013 ) have been reported, with masses and radii of the low mass stellar components measured to better than 2% precision. Of these systems, only the radii of KOI-126B and C were found to be in agreement with the models of slightly super-solar metallicity, while the other VLMSs are inflated compared to the models (Feiden et al. 2011; Spada & Demarque 2012; Feiden & Chaboyer 2014; Nefs et al. 2013) .
A number of ideas have been put forward to explain the radius and temperature discrepancies between observations and the models. Increased metallicity and missing opacity may account for the larger measured radii of some systems (Berger et al. 2006; Burrows et al. 2011) . In particular, the KOI-126 B and C companions can be well modelled by assuming a metallicity of [Fe/H] =+0.15 (Feiden et al. 2011 ). However, López- Morales (2007) found that a metallicityradius relationship exists for single stars, but not for binaries. Spada & Demarque (2012) suggested increased metallicity cannot fully account for the model discrepancy for the CM Draconis binary. Zhou et al. (2014) found no correlation between metallicity and the measured radii of the VLMS sample, suggesting that the effect of metallicity variation on radius is smaller than the present measurement uncertainties.
The spin-up of M-dwarfs in binary systems, leading to higher magnetic activities, has also been put forward to resolve the discrepancies (e.g. López-Morales 2007; Chabrier et al. 2007 ). Chabrier et al. (2007) suggested that strong magnetic fields can inhibit convection and heat flow within the stars; increased spot coverage from higher magnetic activities will also modify the evolution of active low mass stars, leading to different radii than inactive stellar models. This is supported by the empirical correlation between X-ray and Hα activity levels and M-dwarf radii (López-Morales 2007; Morales et al. 2008; Stassun et al. 2012) . Models of the CM Draconis system by MacDonald & Mullan (2012 found that magnetic inhibition of convection can explain the radius discrepancy. However, Feiden & Chaboyer (2014) modelled the Kepler-16 and CM Draconis systems, and found it difficult to sustain the strong magnetic fields required to inhibit convection and inflate the stars to the observed radii.
Recently, accurate M-dwarf parameters have also become important for the characterisation of the planets they host. The larger mass, radius, and luminosity ratios between M-dwarf hosts and planets make them enticing targets for discovery and follow-up characterisation observations. The discrepancies in theoretical modelling of M-dwarfs resulted in a need for empirical relationships, derived from well characterised M-dwarf measurements, in order to characterise the star and planet systems (e.g. Johnson et al. 2011 Johnson et al. , 2012 Hartman et al. 2014) .
In this paper, we present the discovery and characterisation of a new eclipsing, double-lined, M-dwarf binary, , with both stellar components firmly within the fully convective mass regime of VLMSs. HATS551-027 has previously been identified as a high proper motion (Luyten 1979; Salim & Gould 2003) M4.5 dwarf (Reid et al. 2003 ) from astrometric and low resolution spectroscopic surveys of NLTT high proper motion stars. As part of our effort to characterise the VLMS population (Zhou et al. 2014) , the HATSouth survey ) identified and characterised HATS551-027 as a low mass eclipsing binary. We derive precise fundamental properties of the system via the discovery light curves and a series of photometric eclipse follow-up observations and spectroscopic orbit measurements, described in Sections 2 and 3. The HATS551-027 system is then discussed in the context of other VLMS binaries in Section 4.
OBSERVATIONS AND ANALYSIS

HATSouth Photometric Detection
The eclipses of HATS551-027 were first identified by observations from the HATSouth survey . HATSouth is a global network of identical, fully robotic telescopes, providing continuous monitoring of selected 128 deg 2 fields of the southern sky. A total of 16622 observations of HATS551-027 were obtained from HATSouth units HS-1, HS-2 in Chile, HS-3, HS-4 in Namibia, and HS-6 in Australia from September 2009 to September 2010. Each HATSouth unit includes four 0.18 m f/2.8 Takahasi astrographs each with a Apogee 4K×4K U16M Alta CCD camera. The images have a field of view of 4 × 4
• , with a pixel scale of 3.7 " pixel −1 . The observations are performed in the Sloan-r ′ band, at 4 minute cadence. HATSouth photometry is detrended using the External Parameter Decorrelation (EPD, Bakos et al. 2007 ) and Trend Filtering Algorithm (TFA, Kovács et al. 2005) techniques. The transit candidates search is perform with the Box-fitting Least Squares (BLS Kovács et al. 2002) analysis. Details of the HATSouth reduction and analysis processes can be found in Bakos et al. (2013) and Penev et al. (2013) . The HATSouth discovery light curve for HATS551-027 is displayed in Figure 1 , the photometric data can be found in Table 2 .
Photometric Follow-up
We performed photometric followup of the primary and secondary eclipses of HATS551-027. The observations are described below, summarised in Table 1 , with the light curves plotted in Figure 2 and found in Table 2 . The specific set a For the HATSouth light curve these magnitudes have been detrended using the EPD and TFA procedures prior to fitting a transit model to the light curve. Primarily as a result of this detrending, but also due to blending from neighbors, the apparent HATSouth transit depth is ∼ 90% that of the true depth in the Sloan r filter. Bias and flat field reduced images, automatically generated by the LCOGT reduction pipeline, were used for the photometric extraction. The raw light curves for the target and reference stars were extracted using Source Extractor (Bertin & Arnouts 1996) , via multiple fixed circular apertures, and after an interpolated background map was subtracted. Eleven reference stars of magnitudes I = 12.1-17.4 were used for the relative photometry. The best aperture was chosen to minimise the out-of-transit light curve scatter. A second order polynomial was fitted to the out-of-transit regions of the light curves to remove small, long-duration variations, likely due to changing airmass, before model fitting was performed.
Swope 1 m / SITe3
A near-complete primary eclipse of HATS551-027 was observed by the SITe#3 camera on the Swope 1 m telescope at Las Campanas Observatory, Chile, on 2013 February 26. Swope/SITe3 has a field of view of 14.8 × 22.8
′ , a pixel scale of 0.435" pixel −1 , and detector size of 2048×3150 pixels. The observations were performed in the i-band, with 30s exposures. A total of 78 exposures were obtained. Photometric extraction were performed on the reduced frames using the FITSH package (Pál 2012) . Five reference stars of magnitudes I = 12.7-13.5 were used for the relative photometry. We note that no pre-ingress baseline was recorded, which may have an adverse effect on the derived timings and associated uncertainties.
Spectroscopic Follow-up
We performed a series of spectroscopic follow-up observations at low, medium, and high resolution, to determine the stellar properties and orbit of the system. The observations are summarised in Table 4 , and the radial velocities are plotted in Figure 3 and presented in Table 5 .
ANU 2.3 m / WiFeS
Spectroscopic observations at low and medium resolutions were performed using the Wide Field Spectrograph (WiFeS, Dopita et al. 2007 ) on the ANU 2.3m telescope, located at Siding Spring Observatory, Australia. WiFeS is an image slicer integral field spectrograph, with slitlets of 1" width in spatial coverage. The WiFeS observations provided the spectroscopic classification and radial velocities (to the ∼ 2km s −1 level) of HATS551-027. For spectral classifications, an observation at low resolution of λ/∆λ ≡ R = 3000 was obtained using the B3000 and R3000 gratings on the blue and red arms of the spectrograph, with the RT560 dichroic, providing a flux calibrated spectrum of the object over 3500-9000Å. For the R = 3000 observations, the stellar flux is summed over the three slitlets together to produce the final spectrum. Flux calibrations are performed according to Bessell (1999) , using flux standard stars from Hamuy et al. (1992) and Bessell (1999) taken on the same night. The observational techniques, data reduction and flux calibration processes for the WiFeS low resolution observations are fully described in Bayliss et al. (2013) .
To measure the radial velocity orbit, we then obtained 16 medium resolution (R = 7000) observations from September 2012 to August 2014. The observations were performed using the R7000 grating and the RT480 dichroic, giving a velocity resolution of 21.6 km s −1 pixel −1 over the wavelength range 5200-7000Å, corresponding to the photometric R band. The wavelength calibrations were obtained from bracketing Fe-Ne-Ar arc lamp exposures. In addition, a first order correction to the wavelength calibration is applied using the telluric Oxygen B lines over 6882-6906Å. For radial velocity measurements, we reduce the spectra from each WiFeS slitlet separately, such that three reduced spectra from three slitlets are produced per exposure. The reduction process is described in detail in Bayliss et al. (2013) . We adopted the Hα-derived velocities for analysis in Section 3.1.
Radial velocities of both components of the binary were first measured by fitting the Hα emission feature, which exhibits clear and distinct signals from both stellar companions. For each spectrum, we fit the Hα feature with two Gaussian components. The best fit values are obtained via a down-hill simplex minimisation using the Python fmin function in scipy package, and the errors explored via an MCMC analysis using the emcee affine invariant ensemble sampler (Foreman-Mackey et al. 2013) . The final velocity error from each exposure is a quadrature combination of the mean centroid errors from the MCMC fit and the scatter in velocity from three slitlets. The Hα emission features and Gaussian fits for each observation are presented in Figure 4 . The observations from each night are plotted by three black solid lines, for the spectra from the three slitlets. The best fit Gaussians for each spectrum are also plotted by the dotted line, in red for the primary component, blue for the secondary component. The velocities from WiFeS are presented in Figure 3 and Table 5 .
We also tried cross correlations between the target spectra and an M4V template from a WiFeS observation of the standard star LP 816-60. The radial velocity standard cross correlations provided blended cross correlation functions (CCFs), which did not resolve the two spectral components as well as the Hα feature. We derived radial velocities from selected WiFeS R7000 observations taken at phase quadrature by simultaneously fitting a double Gaussian to the CCF profile, presented in Figure 3 and Table 5 . We also tried cross correlating against spectral templates from the BT-Settl model atmospheres (Allard et al. 2012 ), but we could not resolve the two spectral components.
The WiFeS cross correlations were also used to measure light ratio between the two stellar components (L2/L1). We fit a double Gaussian to the CCFs from the spectra, and derived a light ratio of 0.53 ± 0.06 from the R7000 grating, equivalent of the photometric R band. We also obtained three additional exposure over the wavelength range 6800-9100Å at R = 7000, using I7000 grating and the RT615 dichroic, corresponding to the photometric I band. This exposure was used to measure the light ratio between the two components at the wavelength of the follow-up photometric observations. The I7000 observation gave a light ratio of 0.50 ± 0.01, consistent to the R band light ratio.
MPG 2.2 m / FEROS
Four observations of HATS551-027 were obtained using the fibre-fed FEROS spectrograph on the MPG 2.2m telescope at La Silla Observatory, Chile , over the nights 2013-03-24 to 2013-03-27. FEROS provides a resolution of R = 48000, descriptions of the FEROS observations and reduction procedures can be found in (Penev et al. 2013; Jordán et al. 2014; Brahm et al. 2015) . The observations are cross correlated with an M-dwarf template. The two components of the binary are fully separated in the CCF, and the velocities are presented in Figure 3 and Table 5 . We also measure the Gaussian peak heights of the CCFs to estimate the light ratio for the two components of the system. Because of the faintness of the target star, we find that two orders in the wavelength range 6475-6665Å reliably showed the two CCF peaks in all of the exposures. The average and standard deviation CCF peak heights over the 4 exposures was 0.42 ± 0.07. a Average signal-to-noise ratio per resolution element, at approximate peak. were taken through the iodine cell, with a 0.5" × 2.5" slit and using 2 × 2 binning in slow read-out mode.
We use the PFS spectrum to derive the single epoch relative radial velocities and light ratio of the two stellar components. The spectra from the four observations were averaged, and cross correlated against a T eff = 3100 K, log g = 5.0 solar metallicity BT-Settl synthetic spectrum (Allard et al. 2012) . We used five orders outside of the Iodine absorption region (6114-6574Å) for the cross correlation. The two stellar components are resolved and fully separated in the CCF. We simultaneously fit two Gaussians to the CCF, deriving the light ratios and the velocity centroids. The velocities from the five orders are weight averaged to arrive at the final relative velocity between the two stellar components. The light ratio L2/L1 is 0.51 ± 0.04, with the error as the standard deviation between the five orders. We also tried 3000 K and 3200 K synthetic templates, yielding the same light ratio to within ±0.01. The light ratio measured from PFS is also consistent to ∼ 1σ of that measured from the FEROS spectra and WiFeS spectra. We adopt the light ratio measured from the high signal-to-noise PFS observations for our modelling in Section 3.1.
SYSTEM PARAMETERS
Global modelling of light curves and radial velocities
We perform a global modelling of the HATSouth discovery light curves, follow-up photometry, and spectroscopic radial velocities to derive the system parameters for HATS551-027. We model the light curves according to Nelson & Davis (1972) , using a modified version of the JKTEBOP code (Popper & Etzel 1981; Southworth et al. 2004 ). The radial velocities are modelled using Keplerian orbits. The free parameters of the fit are period P , reference transit time t0, radius ratio R2/R1, normalised radius sum (R1 +R2)/a, line-of-sight inclination i, light ratio L2/L1, orbital eccentricity parameters e cos ω and e sin ω, and orbital semi-amplitudes K1, K2 for the two components. We assign a Gaussian prior to L2/L1 (following e.g. Irwin et al. 2011) from the PFS light ratio of 0.51 ± 0.04 from Section 2.3.3. Without the prior, the radius ratio becomes degenerate with the light ratio, and is difficult to constrain. We assume uniform priors for all other free parameters. The quadratic limb darkening coefficients for both components are fixed to that from Claret (2000) using the PHOENIX models, and given in Table 6 . At each iteration, the modelled mass ratio (q = K1/K2) is used to calculate the ellipsoidal variability expected in the light curve. Following Morales et al. (2009) , we assign fixed reflection albedos for both components of 0.5, and gravity darkening coefficients of 0.2. The instrument zero points for each dataset are not included as free parameters in the global model, but rather fitted for at each iteration independently. We often find the HATSouth discovery light curves to be diluted due to the TFA detrending that was applied, as well as third-light blending from nearby neighbours due to the larger pixel scales of the instrument. The model transit shape is significantly constrained by the follow-up observations, and can be used to correct for the dilution of the HATSouth light curves. At each iteration, we adjust the transit depth of the HATSouth light curves to the tested model by fitting for a third light component (e.g. Zhou et al. 2014) . We adopt the WiFeS radial velocities derived from the Hα emission line in our analysis, since the two stellar components are better resolved in Hα than in the CCFs.
The best fit parameters and the associated uncertainties are explored via a Markov chain Monte Carlo (MCMC) analysis, using emcee. For each MCMC run, we initialise 100 walkers over 2500 steps each. The walkers are initialised with randomised starting positions around their respective expected best fit parameter values. Examination of the MCMC chain shows that convergence is generally reached after 500 -1000 steps, depending on the initial conditions. We then re-run the MCMC with walkers initialised around the best fit parameters from the first run. We inflate the per-point measurement uncertainties such that the reduced χ 2 for each dataset is at unity with respect to the best fit parameters derived from the first MCMC run. This allows other sources of error unaccounted for in data reduction to be included in the MCMC analysis. We found that only the FTS observations required their measurement uncertainties to be inflate, by 2.4× and 2.1× for the 2012-12-12 and 2013-03-20 observations respectively.
Accounting for Spots
Late M-dwarfs are known to be active, and the presence of chromospheric spectral emission features of HATS551-027 suggest that it is no exception. A Lomb-Scargle (LS, Lomb 1976; Scargle 1982) analysis of the out-of-transit HATSouth light curve residuals from Section 3.1 shows a highest peak at 4.24 days, with peak FWHM of 0.08 days, compared to an orbital period of 4.08 days. Although when we break the light curve into four segments of 4000 points each, we cannot demonstrate the consistency of the peak location.
Star spot activity affect the observations and model results in several ways. First, they induce periodically modu- Figure 5 . The cosine filtering model has a standard deviation of 0.006, and peak-to-peak amplitudes of ∼ 2%. For comparison, the modelled out-of-transit variations originating from reflection and ellipsoidal effects is at the 10 −4 level.
Variations in spot coverage also alters the total flux of the system, leading to variations in the eclipse depth. This affects the parameters derived from the high precision follow-up photometry, such as R2/R1 and (R2+R1)/a. Since the follow-up observations were performed ∼ 800 days after the end of the HATSouth continuous observations, they cannot be corrected by employing spot model fits to the out-of-transit variability (e.g. Morales et al. 2009 ). Instead, we create 100 different sets of the follow-up light curves, with each light curve scaled by a random factor drawn from a Gaussian distribution with µ = 1.0 and σ = 0.006 (the standard deviation of the cosine filtering model). We then perform a global analysis detailed in Section 3.1 using the scaled sets of the follow-up light curves. The MCMC chains from each of the 100 separate analyses are combined to provide the final system uncertainties.
In-transit star spot crossing events modify the shape of the transit light curve, and can be identified from the correlated red-noise in the fit residuals. Whilst we cannot correct for the spot crossing events, we can account for their effects in the uncertainties of the model fit. To account for correlated noise, we treat the follow-up photometry as a Gaussian process (e.g. Gibson et al. 2012) . We form the covariance matrix Σ, of dimension N × N , where N is the number of data points per follow-up light curve. The elements of the covariance matrix is defined as
where A and τ are free parameters in the MCMC describing the amplitude and timescale of the covariance function, and σi is the uncorrelated uncertainty for measurement i. The log likelihood L for the residuals r is calculated as:
The Gaussian process modelling provides more realistic uncertainty estimates. The A and τ factors are presented in Table 6 3.
Results
The final masses and radii are M1 = 0.244 The full set of system parameters are presented in Table 6 . The results presented are the mode of the posterior probability distributions, with the uncertainties representing the 68% confidence region.
The posterior probability distributions for the free parameters in our global fit are shown in Figure 6 . For each pair of parameters, we calculate the Pearson R correlation coefficient to check for degeneracies. We note a significant degeneracy between the light ratio L2/L1 and the radius ratio R2/R1 in our results. For systems with partial eclipses, it is difficult to constrain both parameters simultaneously purely from the transit light curves without a prior on the light ratio. We also note a correlation between (R1 + R2)/a and inclination i, since both parameters together determine the transit shape. The time parameters T0 and e cos ω are correlated, since the phase of the secondary eclipse, determined by e cos ω, is influenced by the ephemeris of the primary transit T0. We examined the posterior probability distributions for the mass and radius of both stars, and found no correlation between the derived mass vs radius distribution.
Testing the robustness of the results
To test the dependence of our results against various assumptions and datasets, we re-ran the full MCMC analysis with different subsets of data and initial parameters. For each test, we describe the changes to the free parameters, assumptions, and datasets used, and report the major differences of the derived results to those reported in Table 6 . While these tests provide a useful guide for gauging the robustness of our results, the uncertainty estimates we report are likely still optimistic, as they are largely dependent on the per-point measurement uncertainties. Only repeated velocity measurements and photometric follow-up observations will provide the most robust stellar properties for HATS551-027.
• We set limb darkening coefficients as free parameters, but found that we can only place very weak constraints on the coefficients from the fitting. In R band, component A has best fit limb darkening coefficients of u1 = 0.5 −0.6 . We found the limb darkening parameters were largely orthogonal to the other parameters. The resulting best fit parameter values did not differ significantly between the limb darkening free and fixed analyses, and the radii and mass uncertainties were not noticeably inflated by freeing the limb darkening parameters.
• To test the effect of the single epoch of PFS velocities on the resulting derived masses, we refit the observations without the PFS velocities. The resulting orbit semi-amplitudes were K1 = 42.4 • To test if the Hα derived velocities, which reflect velocities of the chromosphere, are representative of the photospheric velocities, we fit the system using only WiFeS CCF derived velocities. We derived velocity semi-amplitudes of K1 = 44.1 −0.01 M⊙. The discrepancy between the K2 values is likely due to the difficulties in resolving and fitting the secondary CCF and Hα component using the lower resolution spectra. The derived semi-amplitudes and masses are consistent to the global fit results to within 2σ.
• To test the dependence of the results on the four FEROS measurements and associated uncertainties, we fit the dataset with only the FEROS velocities and derive velocity semi-amplitudes of K1 = 42.4 To check the dependence of our derived masses against the measurement precision, we inflate the FEROS uncertainties by 2×, and re-fit using only the in- • In Section 3.1.1, we tried to account for spot-induced uncertainties by 1) Monte Carlo of out-of-transit baseline flux and 2) addition of Gaussian processes modelling. To test their effects, we removed the two treatments and re-fit the data. The derived radius ratio is R2/R1 = 0.82 • To test the dependence of the results on the systematic errors associated with each FTS secondary eclipse observation, and the polynomial normalisation applied to the light curves, we fit the observations using each FTS secondary eclipse observation independently. Using the FTS 2012-12-12 light curves for the secondary eclipse, we derive a radius ratio of R2/R1 = 0.84 
WiFeS L 2 /L 1 (I-band) 0.50
WiFeS e cos ω 0.00013
GM e sin ω −0.002 
GM a Uncertainties in parenthesis for the last significant figure b GM -Global modelling of light curves and radial velocities c Fixed to values interpolated from Claret (2000) using the PHOENIX models.
uncertainties for the radius and light ratio parameters increased by ∼ 30 %.
• In the Swope light curve, four measurements at phase ∼ 0.15 were consistently below the out-of-transit median. We masked out the outlying measurements and performed the refit, deriving a radius ratio of R2/R1 = 0.84 • We note that the follow-up photometric observations were all obtained in the i band. Single-band follow-up observations can bias the derived radius ratio parameters if the light ratio is band-dependent. For comparison, we fit the observations using the r-band HATSouth observations only, without the photometric follow-up datasets, we derive T0 = 2456374.017 • The light ratio L2/L1 in our global fit is tightly constrained by a Gaussian prior of mean 0.51 and standard deviation 0.04, determined by the analyses of the PFS spectra. To understand the effect of this prior on our resulting parameters, we modify to the Gaussian prior to have a mean 0.51 and standard deviation 0.08 (2× broader). The resulting fit has a R2/R1 = 0.88 
Spectral Classification
Effective Temperature
We use the WiFeS low resolution spectrum, which has the largest spectral coverage and highest S/N, to constrain the effective temperature of HATS551-027. Whilst the spectrum of HATS551-027 is a composite, at low resolution we cannot resolve the two binary components by their velocity differences. We first treat the spectral classification as if HATS551-027 is a single star.
The flux calibrated WiFeS R = 3000 observation is matched to synthetic spectra from BT-Settl models (Allard et al. 2012 ) with Asplund et al. (2009) abundances. We fix log g to 5.0 (derived from Section 3.1.2 to be 4.99 and 5.01 for stars A and B, and consistent with stellar isochrone models, e.g. Dotter et al. 2008) and [M/H] to 0.0, and minimise the χ 2 fit by varying T eff at steps of 100 K, interpolating the T eff -χ 2 relationship with a B-spline. First, to understand the uncertainties in our temperature classification, we obtained WiFeS spectra of five Mdwarfs with temperatures measured from interferometry observations. The WiFeS BT-Settl model fit temperatures and the interferometry temperatures are shown on Table 7. We find an error of 85 K encompasses 68% of the deviations between the WiFeS measurements and literature values, weighted by the literature uncertainties. We find an error of 150 K when we use models employing the Caffau et al. (2011) abundances. We also tested the standard stars against models with metallicities of [M/H] = -0.5, +0.3, and +0.5 (using Asplund et al. (2009) 
abundances).
We found a mean error of 100K, 85K, and 95K for each of the metallicities respectively. The temperatures derived using the different metallicities differed systematically from that of the temperatures derived from the [M/H]=0.0 models by -40K, +20K, and +60K respectively.
For HATS551-027, we find a best fit binary effective temperature of T eff = 3113 K. We discuss metallicity later in the section. The WiFeS spectrum and the best fit model are plotted in Figure 7 .
For comparison, we also plot in Figure 7 the WiFeS spectra of GJ 551 (M5.5V 3098 ± 56 K, Demory et al. 2009 ) and GJ 699 (M4V 3224±10 K, Boyajian et al. 2012) , two Mdwarfs with similar temperatures and spectra as HATS551-027. A visual inspection of some temperature sensitive features, such as the depth of the TiO absorption bands, the Na and CaOH lines, confirms that HATS551-027 has a spectral type between the GJ 551 and GJ 699.
To estimate the temperatures of the two stellar components, we simultaneously fitted for the temperatures of both stellar components using a grid of simulated composite spec- tra. We generated a 2D grid of composite spectra from the BT-Settl models at steps of 100 K for both simulated stellar components, with fluxes scaled using the best-fit radius ratio, and wavelength shifted in velocity according to the Keplerian orbit solution (both derived in Section 3.1). We then calculate the χ 2 of fit to the WiFeS spectrum and WiFeS CCF-derived light ratios in the R7000 and I7000 spectral bands (Section 2.3.1). The best fit component temperatures were T eff,1 = T eff,2 = 3100, consistent with the binary effective temperature.
We can also approximate the temperature of the two stellar components by assuming they follow the StefanBoltzmann law. We adopt a binary effective temperature of 3114 ± 85 K, light ratio of 0.50 +0.10 − 0.04 , and the stellar radii from Table 6 . The derived temperature ratio is 0.94 ± 0.04, with the temperature of the primary stellar component as T eff,1 = 3190 ± 100 K and the secondary component as T eff,2 = 2990 ± 110 K. We adopt these temperature ratio derived temperatures for the further analysis.
Metallicity
Accurate metallicities for M-dwarfs are difficult to measure from optical spectra, since the molecular absorption features distort the continuum significantly, and mask out the common metal lines. We first use the ζTiO/CaH index to estimate the metallicity of HATS551-027. We measure the band indices for TiO5, CaH2, and CaH3, according to the regions defined in Reid et al. (1995) , to be 0.36, 0.39, and 0.68 respectively. We calculate a series of ζ values using relations between CaH2+CaH3 and the [TiO5]Z⊙ index from calibrations in Lépine et al. (2007); Dhital et al. (2012) ; Lépine et al. (2013) , all yielding ζ = 1.0, the average abundance for disk stars. The derived metallicity estimate for HATS551-027 is [M/H] = 0.0 ± 0.2 using the calibrations and uncertainties between ζ and [M/H] from Mann et al. (2013) . For a consistency check, we also use the metallicity, J − K and V − K colour relationships from Mann et al. (2013) to calculate a photometric colour-derived metallicity of [M/H] = +0.1 ± 0.2, consistent with the band indices result. However, we note that infrared spectroscopy will be necessary to provide a definitive measurement for the metallicity of HATS551-027. Wavelength ( Figure 7 . WiFeS R = 3000 spectra of HATS551-027 and two standard M-dwarfs of similar a spectral type, GJ 551 and GJ 699. The observations are plotted in black, best fit BT-Settl spectral model to HATS551-027 in red.
Activity and Hα Emission
The low resolution WiFeS spectrum of HATS551-027 shows all the Balmer lines, and the Calcium H & K lines, in emission. The strength of Hα emission is commonly interpreted as an indicator for stellar activity, and potentially correlated to the inflated radii of M-dwarfs (López-Morales 2007; Stassun et al. 2012) . We use the PFS spectra to measure the equivalent width of the Hα emission for both stellar components of the binary, fitting Gaussian profiles to each feature. We calculate the equivalent width by assuming a polynomial fit to the continuum flux, scaled to the relative light contribution from each stellar component (L2/L1 = 0.56
−0.06 Section 3.1). The measured equivalent widths are 2.8 ± 0.2Å and 3.6 ± 0.4Å for HATS551-027A and B, respectively. To calculate the LHα/L Bol ratio for each stellar component, we measure a L Bol for each stellar component by integrating under the respective best fit BT-Settl model spectra. The LHα/L Bol ratio is calculated by comparing the flux of the Gaussian fit to the Hα lines to the integrated fluxes of the BT-Settl models. The largest error contribution comes from the L Bol estimate, stemming from the uncertainty in the atmospheric parameters. To estimate the uncertainty, we calculate a series of LHα/L Bol values for each component whilst adopting a grid of spectral models, with T eff,1 from 3000 to 3200 K, and T eff,2 from 2900 to 3100 K. The standard deviation scatter in the resulting LHα/L Bol is adopted as the uncertainty. The derived LHα/L Bol are −4.15 ± 0.03 and −4.08 ± 0.05 for the two stellar components.
The set of stellar photometric and spectroscopic parameters for HATS551-027 are presented in Table 8 .
DISCUSSION
Following CM Draconis and KOI-126, HATS551-027 is the third well characterised double lined eclipsing binary with both components in the fully convective regime. Figure 8 shows the masses, radii, and temperatures of the HATS551-027 system with respect to other well characterised doublelined eclipsing binaries in the same mass regime. Figure 8 also compares the properties of HATS551-027 to isochrones from the Dartmouth (Dotter et al. 2008) , Baraffe et al. (1998) , PARSEC models (Bressan et al. 2012; Chen et al. 2014) , and Yonsei-Yale (YY, Yi et al. 2001; Spada et al. 2013 ) models.
The radius and estimated temperatures of these binaries are largely discrepant to the Dartmouth, YY, and Baraffe et al. (1998) models, but generally agree with the PARSEC model predictions to ∼ 1σ. Compared to the Dartmouth 5 Gyr isochrones, the observed radii for the HATS551-027 system are larger by 2.6±3.5% and 9.1±4.8% for components A and B respectively; the temperatures are cooler by 3.8 ± 3.6% and 7.9 ± 3.7% respectively. The measured system properties are more consistent to the PAS-CAR 5 Gyr isochrones, the observed radius of component 9.85 ± 0.02 2MASS
Spectroscopic parameters
−4.08 ± 0.05 PFS A is smaller than the models by 0.6 ± 3.6%, and component B larger than the model by 4.2 ± 4.9%, both consistent within errors. The temperatures for both components are also consistent to within errors, with A and B hotter than the models by 3.1±5.0% and 2.6±5.6% respectively. The uncertainties are derived via a Monte Carlo exercise, drawing the observed sample from Gaussian distributions based on the measurement errors in mass, radius, and metallicity. For trials with sub-solar metallicities, we interpolate between the [M/H] = −0.5 and 0.0 isochrones to derive the model radius, for super-solar metallicites, we interpolate between the [M/H] = 0.0 and +0.5 isochrones. For tidally locked binaries, a shorter orbital period, and thereby rotation period, may lead to more powerful internal dynamos. In turn, the higher stellar activity may result in a greater discrepancy between the observed properties of these binaries and their model predictions. Fleming et al. (1989) established a rotation -X-ray activity correlation for main sequence single stars. López- Morales (2007) and Stassun et al. (2012) demonstrated a correlation between Xray activity and the radius, T eff discrepancy of low mass binaries.
HATS551-027 has a significantly longer period (4.1 days) than both CM Draconis and KOI-126 BC (< 2 days).
However, there appears to be no direct correlation between the model discrepancy and orbital period. In the HATS551-027 system, only HATS551-027B is significantly inflated. In the short period (1.3 days) CM Draconis binary, both stellar components are discrepant from the models in radius and temperature (Torres & Ribas 2002; MacDonald & Mullan 2012; Spada et al. 2013; Feiden & Chaboyer 2014) . Compared to the Dartmouth 5 Gyr isochrones, the radii of the CM Draconis stars (adopting parameters from Morales et al. 2009 ) are inflated by 5.5 ± 1.0% and 6.1 ± 1.1%, and temperatures cooler by 8.0 ± 2.3% and 7.6 ± 2.3% for components A and B respectively. However, standard isochrone models can reproduce the radii of the KOI-126 BC system very well (e.g. Feiden et al. 2011; Spada & Demarque 2012) , even though it is a similar close-in binary system with period of 1.8 days. Compared to the Dartmouth models, KOI-126 B is negligibly smaller by 0.2 ± 1.2%, and C is negligibly larger by 0.5 ± 1.3%.
A lack of correlation remains when we also consider well characterised double-line eclipsing binaries with one low mass component. LSPM J1112+7626 (Irwin et al. 2011 ) has a long period of ∼ 41 days, with both components of the binary significantly inflated in radius by ∼ 5%, and cooler in temperature by ∼ 10% compared to standard models. Kepler-16, another 41-day period unequal mass binary (Doyle et al. 2011 ) is also inflated in comparison to models by ∼ 7% if we adopt the dynamical masses measured by Bender et al. (2012) . This is consistent with the findings of Feiden & Chaboyer (2012) , which showed a lack of period correlation for detached double lined eclipsing binaries. Zhou et al. (2014) also examined a larger sample of double lined and single lined binaries in < 0.3 M⊙ regime, finding no correlations with period.
We also examine Hα, as a direct activity indicator, for correlations against the radius and T eff model discrepancies. The stellar components of HATS551-027 show Hα emissions and spot modulation, signatures of significant stellar activity. Both components of HATS551-027 exhibit discrepancies in the T eff with respect to the Dartmouth models. CM Draconis system is also known to be active from it spot modulations (Morales et al. 2009) (Dotter et al. 2008 ) are plotted in black, Yonsei-Yale (Yi et al. 2001; Spada et al. 2013) in magenta, PARSEC (Bressan et al. 2012; Chen et al. 2014) in green, and (Baraffe et al. 1998 ) in blue. Stellar properties for CM Draconis are taken from Morales et al. (2009) , KOI-126 BC from Carter et al. (2011) , the radii of Kepler-16 B from Doyle et al. (2011) and dynamical masses from Bender et al. (2012) , LSPM1112+7626 B from Irwin et al. (2011), and WTS 19g-4-02069 B from Nefs et al. (2013) .
in Stassun et al. (2012) . The approximate Hα fluxes are log LHα/L bol = −3.8 +1.2 −1.8 for CM Draconis A, and −3.7 +1.2 −1.8 for B, similar to the Hα activity we measure for HATS551-027. WTS 19g-4-02069 (Nefs et al. 2013 ) was also reported to exhibit strong Hα emission and T eff -model discrepancy, but we could not estimate log LHα/L bol value from the reports. One exception to this trend is LSPM J1112+7626B, which has no reported Hα emission (Irwin et al. 2011) , but an estimated temperature discrepant with the Dartmouth at ∼ 6%.
We also measure the log LHα/L bol for the single stars GJ 191, GJ 551, and GJ 699 from the WiFeS spectra that we took for spectral classifications (Section 3.2.1). GJ 551 exhibits a distinct Hα emission feature, but we can only provide 1σ upper limits for the Hα strength of GJ 191 and GJ 699 (Table 9 ). Figure 9 plots the log LHα/L bol values of HATS551-027 and the single stars against the temperature and radius discrepancy of the respective stars. For reference, we also plot the empirical correlations found by Stassun et al. (2012) . Whilst the small sample size (3) prevents any meaningful statistical interpretation, we note that the T efflog LHα/L bol relationship appears to be consistent to this Given the smaller model-observation discrepancy in radius, we cannot confirm a radius-Hα activity relationship from this sample. More double-lined binaries with Hα or X-ray measurements need to be made to confirm these relationships. In addition, Hα activity cannot be the sole cause of the radius excess, given that HATS551-027A and B ex- (Table 9 ) are plotted with respect to their radius and temperature deviation from the 5 Gyr solar metallicity Dartmouth isochrone. The measurements for HATS551-027 are plotted in red, with the two stellar components labelled. We also plot the empirical relationships derived by Stassun et al. (2012) (S12 in the plot labels) using M-dwarfs (< 0.6 M ⊙ ) with Hα emission strength derived from X-ray fluxes for comparison.
hibit similar Hα activity, but only B exhibit a radius excess to the isochrones. Irwin et al. (2011) also note a lack of detectable Hα emission features for LSPM J1112+7626, despite the inflated radii for both components of the binary. The HATS551-027 system is also unique as the only very low mass M-M binary well positioned for southern hemisphere facilities. This should enable a host of follow-up opportunities to better characterise the properties of this benchmark system.
