Abstract-Dynamic legged locomotion entails navigating terrain at high speed. The impact shocks from rapid footfalls, pivotal for such mobility, introduce large impulses that saturate motion measurement. A biomimetic approach is presented in which visual information, in the form of optical flow, complements information from inertial sensors. The motion is then determined using a two-phase Hybrid Extended Kalman Filter. Experimentation in determining attitudes on a robotic leg platform shows a reduction in drift over inertial approaches and in delay over visual approaches. In tests with 6g impulses, pose was recovered within 5 deg rms with angular rate errors limited to 10 deglsec at frequencies up to 250 Hz.
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I. INTRODUCTION
Legged platforms offer unparalleled adaptation and obstacle clearing in rough terrain. Agile terrain motion requires the adoption of dynamic gaits that are less stable than slower walking gaits. Manifest in various biological forms with a flight phase, such locomotion presents a design challenge for the mechanical, control, and sensing systems [1] . The mechanics must be able to provide thrust power and support the subsequent landing. The controller must compensate for the asymmetric dynamics and adapt to operations in which control may only be imparted for a fraction of the cycle (i.e., during ground contact). For active control to maintain stability, the on-board sensing must opperate with sufficient fidelity, minimal latency, and robustness to landing shocks.
There is no compact, free-standing sensing modality that provides kinematic measurements with respect to an inertial frame with high-bandwidth and long-term stability, especially in the legged domain [2] , [3] . The standard approach, inertial sensing, is complicated by footfall shocks and sensor misalignment leading to the errors in the compensation of gravitational acceleration. An alternative approach, which is limited in range, is the use of off-board tracking such as optical motion-capture systems. Although structure from motion and visual odometry [4] techniques allow for the recovery of pose from a motion sequence, vision alone, even with a high-frame rate camera, is not sufficient due to potential occlusions and the large computational loads needed for real-time control. A combined approach in which pose measurements from vision processing are used as aiding technique allows for rapid and bounded measurements [5] .
Such an approach has been demonstrated in domains ranging from helicopters [6] to wheeled vehicles [7] .
The direct application of such methods has been limited in the legged locomotion domain, in part due to the dynamics involved. This paper introduces a hybrid-dynamical gait model and uses this along with inertial sensors and an optical flow calculation as it is quickly computed and is robust to blurring from rapid motions. The approach presented further takes advantage of the rate of change of the acceleration (i.e., the jerk) as an internal indicator of foot contact. Although this requires more signal processing, it is free of the mechanical complexities of direct detection (e.g., a foot contact switch), which may not be possible in certain applications.
II. BACKGROUND Attitude determination is central to robotics. The wideavailability, compact size, and self-contained operation of commercial inertial sensing elements has led to diverse applications in robotics. As this requires continuous computation from initial positions, drift of the navigation solution is an inevitable consequence [8] . This is often addressed through the use of an integrative approach that estimates the values by combining information from secondary modalities. Such sources vary the gamut and include GPS (Global Positioning System), line-vision [7] , stereo vision [6] , SLAM (Simultaneous Localization and Mapping) [9] , leg kinematics [10] , and range measurements to a ground surface [11] .
In the context of dynamic legged locomotion, the flight phases of rapid gaits (e.g., running or galloping) introduce discontinuous dynamics and impulsive contacts. This leads to incomplete measurements and a saturation of the sensing apparatus. Integrative approaches using ground range measurements [11] and leg kinematics [10] have been introduced in this domain; however, such approaches are not ideal as they require a ground plane assumption.
A. Inertial Sensing and Vision
An inertial navigation system is often employed for high bandwidth kinematic measurements. These typically use three orthogonal angular rate gyros and translational accelerometers. The difficulty is an unbounded error growth resulting from the integration of biases and non-white noise. Attitude measurement relative to gravity is limited as the landing generates accelerations greater than gravity and flight phases yield no accelerometer measurements [1] .
In practice, the attenuation of noise through band-pass circuits adds latency and is applicable in cases where the signal and noise are at different bandwidths. One approach for addressing this is to employ sensors, such as fiber-optic gyros, that have less noise. However, such sensors are physically larger, more expensive, and are not shock robust. Another alternative, which is adopted in this paper, is a"sensor fusion" approach where an estimate is computed using multiple measurements are taken at potentially disparate rates from various sources of known uncertainty.
As mentioned, pose recovery from an image series is addressed by various vision methods such as structure from motion, optical flow, and visual odometry [4] . Underlying many of these methods is the need to perform feature detection and point correspondence. However, excessive motion leads to mismatched features and a lack of robustness [6] . The discontinuities of dynamic gaits not only exasperated this effect, but further increasing computation times since this motion requires a larger search windows.
Integrative approaches for using vision have varied. In Ref. [6] a complementary filter is used to combine rate gyro, accelerometer, and vision. In Ref. [5] inertial measurements are used to guide the determination of the vertical with respect to gravity which is then used to provide ego-motion for stereo vision. Both approaches use a gravity measure for attitude, which is not applicable in running motion. The proposed approach builds on previous work by adopting robust vision processing and by introducing a hybrid motion model and estimator for data integration.
B. Estimation Techniques
Estimation is the process for deducing the state of the system, and is often used in a sensor-fusion context to integrate the multiple signals present. In Ref. [6] and [7] a complementary filter is used. Ref. [12] uses a LevenbergMarquardt technique to minimize the error between synchronized inertial and visual datasets.
In general, nonlinear dynamics may be treated by local linearization, giving the Extended Kalman Filter (EKF). Legged locomotion dynamics require special treatment. Previous work introduced a Hybrid EKF (HEKF) approach to treat the contact by switching estimation methods and tuning values based on sensed state. This is similar to the Interacting Multiple Model approach of Ref. [10] that switches estimation models between flight and stance.
The notation adopted defines x as the target state vector, F as the system dynamics matrix, H as the measurement matrix, and v and w as the process and measurement noise vectors respectively. Thus, the system can be modeled as x = Fx + v, and the measurement as z = Hx + w. Discretization of these relations is performed for a known sampling time t,. The covariance of the noise vectors can be discretized to get the process and measurement noise matrices Qk and Rk respectively.
III. METHOD The estimation process treats the dynamics present as being cyclic and approximately consisting of four phases. As illustrated in Fig. 1 , an integrative approach is used in which camera motion, as determined using optical flow, is used as a complementary measure to a high-frequency motion estimate driven using inertial measurements. 
A. Legged Locomotion Extensions to the Kalman Filter
As mentioned, the dynamics and non-Gaussian noise of the legged locomotion cycle violate Kalman filter assumptions. This is treated by using a HEKF with four phases, namely: stance, thrust, flight, and landing (see also Fig. 2 ). This approach has less computational load than routines such as the PF and allows for explicit statement of dynamics at each phase. For instance, during flight phase, the body acceleration (neglecting air friction and torques imposed by leg contraction) totals gravity. The flight phase is modeled as a (nonlinear) differential equation in height z with gravitational acceleration g, air density p, and ballistic coefficient f3 [13] . Optical Flow Measurement Update Optical flow is used as a measurement update as it allows for rapid vision processing by recovering the inter-frame motion present. This is then inverted to give the ego-motion of the platform. The flow calculations assumes that background objects have negligible motion; otherwise, relaxing this assumption requires a means, such as ExpectationMaximization, for classifying the object motion. Solving for the affine transformation allows for recovery of the rotation, translation, scaling and shearing [4] . Alternatives, such as perspective geometry, are computationally involved, while a simple transformation will result in errors in the presence of oblique motion. An affine model does calculate perspective variations, thus it is assumed that the depth of field is small.
Due to the large motion present, a feature-based opticalflow method was selected. Robustness to shock is addressed through the use of a robust feature metric, such as the one presented by Shi and Tomasi [14] . The number of features are optimized through the use of a RANSAC sampling algorithm. This improves the quality of the flow calculation by removing redundant features. As suggested by Refs [15] and [16] a pyramidal implementation further improves performance by reducing the image scales during search processes.
For each image pair, the affine transformation from a point on image P, (px, py), to its position in the subsequent point in image Q, (qx, qy), is defined as:
q, a, + a2pT + a3pY (3) qY= bi + b2pT + b3pY (4) Where the a' (a,a2, a3) and b = (bl,b2,b3) are the six unknowns that the comprise the affine transformation, the solution of which is described by the following linear system: When more than three feature sets are found the system is over constrained. This leads to a least-squares optimal calculation for the affine parameters a and b which for a large number series (i > 3) of features tends to be robust to association errors and from occlusions. This is obtained efficiently by singular value decomposition. Transformation of the affine motion into a planar transformation may also be performed using a least-squares technique to solve for the parameters of rotation angle (0), scale (f), and translation (a, and bl) from the solved affine parameters.
Feature tracking is preferred for large motions. The structure of the hybrid estimator provides a convenient mechanism for varying the number of features or switching to a dense flow calculator. The accuracy of this approach is detailed in the experimental results. RANSAC is used to remove outliers and select points having a consistent motion transform. Although RANSAC processing adds computational work, it results in a net savings as there are fewer features and it is less likely that feature mismatches will occur.
Finally, abrupt changes in the optical flow vectors may be used as a guide to indicate the initiation and termination of the flight phase, which is necessary for determining the value of (o as shown in Equation 2.
IV. IMPLEMENTATION
The goals of this method are to obtain state estimates robust to the eccentricities present in legged locomotion. The performance was quantified using a custom inertial sensor suite consisting of commercial, micromachined accelerometers (two ADXL203E and ADXL210 for determining phase transitions) and gyros (three Silicon Sensing CRS03-1 1). This data is captured using a Kteam Kameleon board. Video data was recorded using a high-quality NTSC-format video camera (Pulnix TMC fitted with a Pentax 4.8 mm lens) connected to a standard video capture card (using a Bt848a chipset). Video was recorded with 320x240 pixels resolution at 30 frames/second.
As the Kameleon has no provision for video, the data was then processed using a separate PC. The original images are taken in color, deinterlaced, and converted to grayscale. The feature detector and RANSAC selection algorithm were tuned to typically net 10 to 15 features. One advantage is that flow from RANSAC points can be computer with stricter criteria, with little penalty in computation time, which is useful when dealing with less-accurate (but less computationally expensive) down-sampled images. The features are then tracked using a pyramidal implementation of the LucasKanade algorithm with a nominal depth of three [15] . The result of this calculation at various legged phases is shown in Fig. 3 . The optical flow is used to define feature pairs that are accumulated over time to give the ego-motion. 
V. EXPERIMENTS AND RESULTS
The performance of the HEKF method was evaluated via experimental operations on a single leg connected to an instrumented, six-foot long boom arm (shown in Fig. 4 ) with two degrees of freedom (roll and yaw) and a nearly rigid coupling between the boom arm and the leg. For these experiments, data from precision encoders (6,000 count) on the boom arm are considered to be the control values. The constraints imposed by the boom arm serve to simplify the estimation process for the experimental case. The large boom arm radius resulted in small changes in pose per video frame for flight and stance phase motions. As yaw motions are relatively small (< 1 deg/sec), yaw motion is omitted. This simplification is particularly convenient since it simplifies the recovery of angular rate information that may be considered as only contributing to the roll component. Through this process it was possible to recover the rate of roll rotation (see Fig. 6 ) and through integration the roll attitude. Comparisons were made by differentiating the boom encoders and (manually) synchronizing the video. This resulted in a rms error of <10 deg/sec. The results of the HEKF estimator were then transformed to the boom arm origin frame for comparison with the encoders. For the HEKF and KF the linear dynamic system model was modified to treat the inertial data as a control vector. The gyro covariance and initial bias value was found through a noise density calibration procedure.
Experiments were performed for short periods of time (<1 minute), yet the inertial drift, if unchecked, would have exceeded practical limits (i.e., greater than 900).
.
The quality of the vision processing is sufficient that the filter tends towards this value. The vision method has an root mean square error of 30 compared to the control, while the HEKF estimator has a larger RMS error of 5°. The larger error might seem surprising, but can be attributed to errors in the inertial measurements which lead to slight offsets in the estimate that were compounded in the determination of RMS value. As shown in Fig. 7 , the HEKF is able to capture more of the range of motion than the vision system alone with less delay. The issue is that when the inertial data is significantly in error, the HEKF is not able to adapt rapidly to become more reliant on the visual data. However, tuning the estimator to become more reliant on the visual data increases the delay in the estimate. Errant determination of the flight phase results in an undesired filter parameters being used, leading to integration of flight-phase noise or landing shock. The latency of the visual measure averages 40 milliseconds and is attributable to the frame delay and processing needed to compute optical flow. The quality of the optical flow calculation as a measure of the motion is shown in Fig.  8 . In this figure the optical flow data has been adjusted to minimize the delay. Clearly, this type of motion measurement may not be obtained for real-time operations! However, offline processing and analysis could be improved by factoring out these delays, which themselves may also be calculated from the inertial data. Further, these experiments also provide a means of tuning the vision processing. As shown in Fig.  9 Through the use of the proposed method it is shown that modifying EKF estimation techniques to include characteristics unique to legged robotics results in improved attitude tracking. These estimation techniques will aid in the rapid and accurate on-board estimation of attitude necessary for dynamic motion, such as galloping. The experiments performed show the use of updates from optical flow measurements to be a promising means of addressing the characteristic drift and errors associated with inertial sensors.
One of the features of a hybrid approach is to dramatically switch not only estimator tuning values, but also algorithmic values and techniques used by the vision updates. Future work will refine such techniques and consider the stability of these methods on the overall estimate.
VII. FUTURE WORK
One of the issues with this approach is the need for several tuning values for the feature finder, RANSAC, optical flow, and estimator. One of the potential benefits of an integrative approach is to use the estimator for tuning values or even dynamically switch algorithmic criteria or methods (see also dashed lines of Fig. 1 ).
Future work is also exploring the associated performance criteria relating number of features, image downsampling (low-pass filtering), flow convergence criteria, and computation cost. For instance, when comparing calculation times for feature-based optical flow based motion recovery on grayscale image pairs there is nearly an order of magnitude speedup when switching from full-resolution images with 200-features to two to four times down-sampled images using features selected after RANSAC. However, at some point the advantage of more samples for RANSAC is outweighed by the time to find those features; thus, there appears to be a local minimum that can be exploited, especially in conjunction with the EKF.
Using the state output from the estimation, that is by sending the expected motion forward to the vision-processing subsection, the latter can determine upper and lower noise thresholds for predicted motion vectors, alter search window size and shape, and vary specific correspondence parameters such as maximum iterations, maximum epipolar search distance for RANSAC, etc., all of which may facilitate faster calculations during critical landing periods. This would be useful in the presence of adaptive hardware such as a camera having variable frame rates, as this allows for more images during periods of high impact.
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