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Abstract. Psycholinguistic properties of words have been used in various ap-
proaches to Natural Language Processing tasks, such as text simplification and
readability assessment. Most of these properties are subjective, involving costly
and time-consuming surveys to be gathered. Recent approaches use the limited
datasets of psycholinguistic properties to extend them automatically to large lex-
icons. However, some of the resources used by such approaches are not available
to most languages. This study presents a method to infer psycholinguistic prop-
erties for Brazilian Portuguese (BP) using regressors built with a light set of fea-
tures usually available for less resourced languages: word length, frequency lists,
lexical databases composed of school dictionaries and word embedding models.
The correlations between the properties inferred are close to those obtained by re-
lated works. The resulting resource contains 26,874 words in BP annotated with
concreteness, age of acquisition, imageability and subjective frequency.
Keywords: Psycholinguistic properties, Brazilian Portuguese, Lexical resources
1 Introduction
Besides frequency, form, and meaning, words also have several other less known words
properties, such as imageability, concreteness, familiarity, subjective frequency, and age
of acquisition (AoA), which are subjective psycholinguistic properties, as they depend
on the personal experiences that individuals had using those words. According to [15],
word imageability is the ease and speed with which a word evokes a mental image; con-
creteness is the degree to which words refer to objects, people, places, or things that can
be experienced by the senses; experiential familiarity is the degree to which individuals
know and use words in their everyday life; subjective frequency is the estimation of the
number of times a word is encountered by individuals in its written or spoken form, and
AoA is the estimation of the age at which a word was learned. Psycholinguistic prop-
erties have been used in various approaches, such as for Lexical Simplification [12],
for Text Simplification at the sentence level, with the aim of reducing the difficulty of
informative text for language learners [18], to predict the reading times (RTs) of each
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word in a sentence to assess sentence complexity [14] and also to create robust text
level readability models [17], which is also one of the purposes of this paper.
Because of its inherent costs, the measurement of subjective psycholinguistic prop-
erties is usually used in the creation of datasets of limited size [2,7,8,15]. For the En-
glish language, the most well known database of this kind is the MRC Psycholinguistic
Database 4, which contains 27 subjective psycholinguistic properties for 150,837words.
For BP for example, there is a psycholinguistic database 5 containing 21 columns of in-
formation for 215,175 words, but no subjective psycholinguistic properties.
In this work we aim to overcome this gap by automatically inferring the psycholin-
guistic properties of imageability, concreteness, AoA and subjective frequency (similar
to familiarity) for a large database of 26,874 BP words using a resource-light regres-
sion approach. As for the automatic inference, this work is strongly based on the results
of [12] which proposed an automatic bootstrapping method for regression to populate
the MRC Database. We explore here 3 research questions: (1) is it possible to achieve
high Pearson and Spearman correlations values and low MSE values with a regression
method using only word embedding features to infer the psycholinguistic properties
for BP? (2) which size a database with psycholinguistic properties should have to be
used in regression models? Does merging databases from different sources yield better
correlation and lower MSE scores? (3) can the inferred values help in creating features
that result in more reliable readability prediction models of BP texts for early school
years (from 3rd to 6th grades)? Moreover, we assessed interrater reliability (Cronbach’s
alpha) between ratings generated by our method and the imageability and concreteness
produced for 237 nouns by [9]. Besides that, we analyzed the relations between the
inferred ratings and other psycholinguistic variables.
2 Related Works
To the best of our knowledge there are only two studies that propose regression meth-
ods to automatically estimate missing psycholinguistic properties in the MRC Database
[4,12]. In order to solve limitations resulting from using word databases with human rat-
ings, [4] proposes a computational model to predict word concreteness, by using linear
regression with word attributes fromWordNet [3], Latent Semantic Analysis (LSA) and
the CELEX Database6 and use these attributes to simulate human ratings in the MRC
database. Word concreteness is among the most important indices provided by Coh-
Metrix, as comprehension is facilitated by virtue of more concrete words. The lexical
features used were 19 lexical types from WordNet, 17 LSA dimensions, hypernymy
information from WordNet, word frequencies from the CELEX Database, and word
length (i.e., number of letters), totalling 39 attributes. The Pearson correlation between
the estimated concreteness score and the concreteness score in the test set was 0.82.
[12] automatically estimate missing psycholinguistic properties in theMRCDatabase
through a bootstrapping algorithm for regression. Their method exploits word embed-
ding models and 15 lexical features, including the number of senses, synonyms, hyper-
4 websites.psychology.uwa.edu.au/school/MRCDatabase/mrc2.html
5
www.lexicodoportugues.com
6
celex.mpi.nl/
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nyms and hyponyms for word in WordNet and also minimum, maximum and average
distance between the word’s senses in WordNet and the thesaurus’ root sense. The Pear-
son correlation between the estimated score and the inferred score for familiarity was
0.846; 0.862 for AoA; 0.823 for imagenery and 0.869 for concretness, which is better
than the results of [4].
3 A Lightweight Regression Method to Infer Psycholinguistic
Properties of Words
The fact that the methods developed by [4] and [12] are based on a large, scarce lexical
resources as WordNet, led us to raise the question “Could we have a similar perfor-
mance with a simpler set of features which are easily obtainable for most languages?”.
Therefore we decided to build our regressors using only word length, frequency lists,
lexical databases composed of school dictionaries and word embeddings models. One
critical difference between the strategy of [12] and ours is that they concatenate all fea-
tures to train a regressor, while we take a different approach. Although simply combin-
ing all features is straightforward, it can lead to noise insertion, given that the features
used greatly contrast among them (e.g. word embeddings and word length). Instead,
we adopted a more elegant solution, called Multi-View Learning [19]. In a Multi-View
Learning, multiple regressors/classifiers are trained over different feature spaces and
then combined to produce a single result. Here, the fusion stage is made by averaging
the values predicted by the regressors [19].
3.1 Adaptation of Databases with Psychological Norms for Portuguese Words
We present in Table 1 surveys involving the subjective psycholinguistic properties of
words focused in this study (concreteness, age of acquisition, imageability and subjec-
tive frequency), both for European Portuguese (EP) and BP.
Study
Number
of Participants
Number
of Words
Property Variant Scale
[15] 2,357 3,789 concreteness, imageability, subjective frequency EP 1-7
[2] 685 1,748 AoA EP 1-9
[7] 719 909 concreteness BP 1-7
[8] 110 834 AoA EP 1-7
[9] 103 249 imageability, concreteness EP 1-7
Table 1. Norms for Portuguese on the focused psycholinguistic properties.
If, on the one hand, manually produced resources fulfill the needs for which they
were collected, on the other hand, they are very limited for Natural Language Process-
ing purposes, given their limited size. There is place, however, to automatically infer
subjective psycholinguistic properties for several words, using the existing ones. To
achieve this goal, however, we need, first of all, to rely on a set of words with values for
each aimed property.
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In BP, we only have 909 words with concreteness values [7]. Therefore, we decided
to incorporate EP resources to our set, as well as to combine different resources contain-
ing values for the same property. In order to turn EP resources usable for our study in
BP, we executed adjustments in the word lists. Most of them were in orthography, as for
example: acc¸a˜o/aca˜o (action), adopc¸a˜o/adoc¸a˜o (adoption), amnistia/anistia (amnesty).
Other adjustments pertained to concepts that the two variants of Portuguese lexical-
ize in different ways, such as: ficheiro/arquivo (file), assassı´nio /assassinato (murder),
apuramento/apurac¸a˜o (calculation). Finally, some words have been discarded, as they
lexicalize concepts related to fauna, flora, and culinary traits native to Portugal, such as:
faneca (pout), faia (beech) and rebuc¸ado (candy). In theory, there should not be a prob-
lem in concatenating two or more lists of words with the same psychological property.
We did this for concreteness, merging the list of [15], once adapted fo BP, with the one
of [7], which was created for BP. As both lists rated concreteness using a Likert scale
of 7 points, the values were comparable. However, in what concerns AoA, the two lists
available, [2] and [8], rated concreteness using respectively a Likert scale of 7 and 9
points. It is worth mentioning that both lists obtained AoA ratings through estimates
produced by adults (AoA could be, alternatively, gathered using the proficiency of chil-
dren of different ages in object naming tasks). Therefore, to turn them comparable, we
had to convert the scale of 9 points into a scale of 7 points. After concluding the lexical
adjustments, converting the scale of 9 points into 7 points for AoA lists, merging the
lists and eliminating duplicated words, we obtained sizeable datasets for all word prop-
erties addressed in this study. Table 2 shows the number of entries obtained for each
property, between the parentheses.
3.2 Features
Our regressors use 10 features from several sources, grouped in: (i) lexical (1-8); (ii)
Skip-Gram word embeddings (9) [10]; and (iii) GloVe word embeddings (10) [13]:
1. Log of Frequency in SUBTLEX-pt-BR [16], which is a database of BP word fre-
quencies based on more than 50 million words from film and television subtitles;
2. Log of Contextual diversity in SUBTLEX-pt-BR, which is the number of subtitles
that contain the word;
3. Log of Frequency in SubIMDb-PT [11]: this corpus was extracted from subtitles of
family, comedy and children movies and series;
4. Log of Frequency in the Written Language part of Corpus Brasileiro, a corpus with
about 1 billion words of Contemporary BP;
5. Log of Frequency in the Spoken Language part of Corpus Brasileiro;
6. Log of Frequency in a corpus of 1.4 billion tokens of Mixed Text Genres in BP;
7. Word Length;
8. Lexical databases from 6 school dictionaries for specific grade-levels;
9. Word’s raw embedding values of word embeddings models created using the Skip-
Gram algorithm [10], with word vector sizes of 300, 600 and 1,000;
10. Word’s raw embedding values of word embeddingsmodels created using the GloVe
algorithm [13], with word vector sizes of 300, 600 and 1,000;
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Reading time studies provide evidence that more processing time is allocated to rare
words than high-frequency words. Besides that, the logarithm of word frequency was
used here because reading times are linearly related to the logarithm of word frequency,
not to raw word frequencies [1]. We trained our embedding models using Skip-Gram
word2vec and GloVe over a corpus of 1.4 billion tokens, and 3.827.725 types composed
by mixed text genres, including subtitles to cover spoken language besides written texts.
3.3 Using Regression in a Multi-View Learning Approach
We used a linear least squares regressor with L2 regularization, which is also known
as Ridge Regression or Tikhonov regularization [6]. We choose this regression method
due to the promising results reported by [12]. We trained three regressors in different
feature spaces: lexical features, Skip-Gram embeddings, and GloVe embeddings.
4 Evaluation
We experimented with several dimensions of word embeddings, but for space reasons,
here we include only the best results: Skip-Gram and GloVe embeddings with 300 word
vector dimensions. We used 20x5-fold cross-validation in order to perform our experi-
ments. As evaluation metrics, we used Mean Square Error (MSE), Spearman’s (ρ), and
Pearson’s (r) correlation. For the MSE metric, a repeated measures ANOVA with Dun-
net post-test was used to compare the best regressors with the others to significance level
of 0.05. Table 2 shows the evaluation results of our method. For subjective frequency,
the best result was given by the combination of Lexical, Skip-gram and GloVe embed-
dings. For AoA, the best result was given by the combination of Lexical and GloVe
embeddings. For AoA, the three better lexical features responsible for such results were
grade-level lexical databases, the log frequency in Sub-IMDb-PT and word length. The
regressors in bold presented statistically significant differences when compared with
the others. However, for AoA property, the Lexical + GloVe regressor did not present
difference statistically significant with Lexical + Skip-gram + GloVe regressor.
Regressors
Concreteness Subjective Frequency Imageability AoA Merging
(4088) (3735) (3735) (2368)
MSE r ρ MSE r ρ MSE r ρ MSE r ρ
Lexical 1.24 0.54 0.56 0.55 0.72 0.73 0.74 0.58 0.59 0.67 0.73 0.73
Skip-gram 0.52 0.84 0.84 0.58 0.70 0.71 0.46 0.77 0.77 0.81 0.66 0.66
GloVe 0.62 0.80 0.81 0.40 0.81 0.81 0.49 0.75 0.75 0.63 0.75 0.75
Lexical + Skip-gram 0.64 0.82 0.82 0.44 0.79 0.79 0.47 0.77 0.78 0.59 0.77 0.77
Lexical + GloVe 0.70 0.80 0.80 0.39 0.81 0.81 0.50 0.75 0.76 0.54 0.79 0.79
Skip-gram + GloVe 0.49 0.85 0.85 0.41 0.80 0.80 0.42 0.79 0.79 0.62 0.75 0.75
Lexical + Skip-gram + GloVe 0.55 0.85 0.84 0.38 0.82 0.82 0.43 0.79 0.78 0.54 0.79 0.79
Table 2. MSE and Pearson and Spearman correlation scores of the regression models.
Portuguese databases with AoA properties are small in size, therefore we evaluated
three different databases for this property. The first has 765 words [8], the second has
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1717 words [2], and the third is composed by a merging of the first and the second
converted into a 7-scale; the merging resulted in a database with 2368 different words,
which is still small compared to the other 3 properties evaluated here. The resulting
correlations and MSE for AoA (see Table 3) show that merged datasets yield better
results. There was a drop of 0.26 in MSE scores and an increase of 0.07 and 0.08 of
Pearson and Spearman values.
Regressors
AoA (765) AoA (1717) AoA Merge (2368)
MSE r ρ MSE r ρ MSE r ρ
Lexical 0.91 0.67 0.66 1.04 0.76 0.75 0.67 0.73 0.72
Skip-gram 1.30 0.56 0.58 1.36 0.68 0.65 0.81 0.66 0.66
GloVe 1.18 0.62 0.63 0.93 0.79 0.75 0.63 0.75 0.75
Lexical + GloVe 0.80 0.72 0.71 0.79 0.83 0.80 0.54 0.79 0.79
Table 3. MSE, Pearson, and Spearman correlations of the regression models.
We also compared the four properties’ interdependency among themselves by using
Pearson correlation. Table 4 presents the results obtained for our comparisons, as well
as the results obtained on similar comparisons from related contributions. In Table 4,
dashes represent evaluations which were not performed on a given study. Our results
are close to those reported in the literature, except for the correlation between age of
aquisition and concreteness, which is stronger in other studies. This may be related to
the fact that a full dicitionary have a larger proportion of rare words than observed in
the lists of these studies. In order to validate the reliability of our automatically inferred
Properties compared OURS [8] [2] [15] [8] vs [15] [2] vs [15]
AoA vs Concreteness -0.37 -0.52 -0.61 - -0.49 -0.54
AoA vs Imageability -0.73 -0.69 -0.66 - -0.66 -0.62
AoA vs Sub. Freq. -0.52 - - - -0.65 -0.60
Imageability vs Sub. Freq. 0.11 - - 0.04 -0.10 -
Concreteness vs Sub. Freq. -0.05 - - -0.09 - -
Imageability vs Concreteness 0.92 - - 0.88 0.82 -
Table 4. Pearson correlations among properties.
psycholinguistic properties, we conducted internal consistency analyses. We calculated
alpha scores between our automatically produced imageability and concreteness prop-
erties and from those present in the psycholinguistic dataset of [9]. In total, 237 words
were considered. The alpha scores for imageability and concreteness are 0.921 and
0.820, which are similar to the values achieved by [15], and suggest that our features
do, in fact, accurately capture the psycholinguistic properties being targeted.
We built a database of plain words which was populated with the inferred values
for the four psycholinguistic properties focused in this study. For this, we took profit of
Minidiciona´rio Caldas Aulete’s entries [5] and their respective first grammatical cate-
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gory. In the sequence, we selected only nouns, verbs, adjectives and adverbs. Finally,
we eliminated all loanwords (foreign words from different origins used in BP). Then we
searched the frequency of each word in the large corpus of 1.4 billion words we have
used to train our word embeddings models, and after manual analysis, we decided to
disregard words with less than 8 occurrences, as they are very uncommon. The final lex-
icon is available7 and contains 26,874 words, being 15,204 nouns, 4,305 verbs, 7,293
adjectives and 72 adverbs with the information of the four inferred psycholinguistic
properties using the better results with less features (shown in bold in Table 2).
5 Evaluating psycholinguistic features in readability prediction
In order to evaluate the use of psycholinguistic properties to predict the readability
level of BP informative texts from newspapers and magazines for early school years, we
trained a classifier using a corpus of 1,413 texts which were classified as ease to read for
3rd to 6th graders. These texts were annotated by 2 linguists (0,914weighted kappa) and
the corpus distribution by grade levels is 183 texts for 3rd grade, 361 texts for 4th grade,
537 texts for 5th grade and 332 texts for 6th-grade year. We are still in the annotation
process to have a dataset similar in size to the work by [17]. We compared the use of our
four psycholinguistic features and six traditional readability formulas: Flesch Reading-
Ease adapted to BP Brune´t, Honore´, Dale-Chall, Gunning Fox and Moving Average
Type-Token Ratio (MATTR).We used the mean and the average of our psycholinguistic
properties as features to train SVM classifiers with RBF kernel for each psycholinguistic
information and a single-view classifier for all four properties. All results presented
here were obtained by a 10-fold cross-validation process. Table 5 shows that subjective
frequency provided better results than the other psycholinguistic features in classifying
grade levels and achieved the 3rd best result for individual features. The single-view
classifier of psycholinguistic features overcame all traditional formulas but MATTR
and Brune´t Index for grade-level classification in F1-measure. BothMATTR and Brune´t
Index measure the lexical diversity of a text and are independent of text length. Their
high performance in this evaluation suggests that lexical diversity is a strong proxy to
distinguish grade levels in primary school years.
Features Flesch Honore´ Concreteness Familiarity AoA
Dale-
Chall
Gunning
Fox
Subjective
Frequency
Psycholin-
guistics
MATTR Brune´t
F1 0.26 0.29 0.27 0.23 0.25 0.36 0.37 0.32 0.45 0.48 0.54
Table 5. Evaluating Psycholinguistic and Classic readability formulas for readability prediction.
7
https://www.dropbox.com/s/evieeic673gomvn/PB.zip?dl=0.
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6 Conclusion and Future Work
In this work, we set our aims at finding a light set of features available for most lan-
guages to build regressors that infer psycholinguistic properties for BP words. We have
made publicly available a large database of 26,874 BP words annotated with psycholin-
guistic properties. With respect to our research questions (1) and (2), we have shown
we can infer psycholinguistic properties for BP using word embeddings as features.
Nonetheless, our regressors need a reasonably sized number of training instances (at
least, more than two thousand examples), as well as complementary lexical resources
to yield top performance for AoA and subjective frequency.As for the research question
(3), the results show that psycholinguistic properties have potential to help readability
prediction. This results ratify the claims of [14], which state that (i) words with higher
concreteness are easier to imagine, comprehend, and memorize and therefore help read-
ability of texts, and (ii) age of acquisition has been shown to be helpful in predicting
reading difficulty. As future work, we propose to extend evaluation to other tasks, to use
new modelling of our psycholinguistic features (besides the average and standard devi-
ation of the inferred values) and to use a more robust approach to perform the fusion of
regressors, e.g. stacking regression.
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