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Zusammenfassung
KAMCCO ist ein 3-dimensionaler Reaktor Monte Carlo Code für Systeme mit
schnellen Neutronen. Es werden entsprechend 2 Optionen des Codes folgende
Gleichungen gelöst: 1) die inhomogene zeitabhängige Neutronentransport-
gleichung (Zensuszeitkonzept) 2) die homogene statische Neutronentransport-
gleichung (Generationszykluskonzept).Der Benutzer definiert die Code-Ausgabe:
z.B. schätzungen von Reaktionsraten oder des Neutronenflusses integriert über
Volumina des Phasenraumes und Zeitintervalle. Solche Größen können beliebig
kombiniert werden und es können auch ihre Quotienten mit den statistischen
Fehlern berechnet werden. Die Monte Carlo Technik ist im wesentlichen Analog--
Monte Carlo (Ausnahme: Importance Sampling bei Stoßprozessen, ELP/MELP,
Russisches Roulett ~nd Splitting.) Es werden Stoß- und Flugwegestimatoren
angewandt. Für elastische Streuung wird Anisotropie erster Ordnung im Schwer-
punktsystem realisiert. Inelastische Streuung wird mit dem Verdampfungsmodell
bzw. der Anregung diskreter Niveaus behandelt. Wirkungsquerschnitte, bei denen
die Energie als kontinuierliche Variable behandelt wird, werden berechnet
a) durch lineare Interpolation, b) mit der (gegebenenfalls) dopplerver-
breiterten Breit-Wigner Einniveauformel oder c) mit Wahrscheinlichkeitstabellen
(im Bereich der statistisch verteilten Resonanzen.)
KAMCCO, a Reactor Physics Mente Carlo Neutron Transport Code
Abstract
KAMCCO is a 3-dimensional reactor Monte Carlo Code for fast neutron physics
problems. Two options are availab1e for the solution of 1) the inhomogeneous
time-dependent neutron transport equation (census time scheme) and 2) the
homogeneous static neutron transport equation (generation cycle scheme). The
user defines the desired output, e.g. estimates of reaction rates or neutron
flux integrated over specified vo1umes in phase space and time intervals. Such
primary quantities can be arbitrarily combined, also ratios of these quantities
can be estimated with their errors. The Monte Car10 techn~ques are most1y
analogue (Exceptions: Importance sampling for collision processes, ELP/MELP,
Russian roulette and Splitting), Estimates are obtained from the collision
and track length estimators. Elastic scattering takes into account first order
anisotropy in the center of mass system. Ine1astic scattering is processed via
the evaporation model or via the excitation of discrete levels. For the ca1-
culation of cross sections, the energy is~treated as a continuous variable. They
are computed by a) linear interpolation b) f.rom optionallY Doppler broadened
single level Breit-Wigner resonances or c) from probability tables (in the
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KAMCCO ist ein Monte Carlo Programm zur Lösung der Neutronentransport-
gleichung. Ausgehend von Arbeiten von U. Möller /1/, /2/ wurde es
im Hinblick auf folgende Aufgaben entwickelt: Analyse von, experimen-
tellen Problemen und Nukleardaten- und Methodenvergleich, beides im
Bereich der Neutronenphysik,bezogen auf schnelle Reaktoren und zeit-
abhängige Neutronenfelder.
Der Code enthält zwei Optionen entsprechend der Lösung 1. der homogenen
statischen Boltzmann Gleichung - die Monte Carlo Methode wurde in die-
sem Fall mit einem Iterationsformalismus kombiniert ("Generations-
zykluskonzepttl) - und 2. der' inhomogenen zeitabhängigen Boltzmann Glei-
chung ("Zenzuszeitkonzept").
Es werden Reaktionsraten in endlichen Teilvolumina des Phasenraumes,
in endlichen Zeitintervallen und auch die Quotienten dieser Größen
und integrale Größen (k-eff, Lebensdauer etc.) und das Leckagespek-
trum mit ihren statistischen Fehlern berechnet. Die Kombination
von Querschnittstypen in diesen Reaktionsraten, die Struktur der
Teilvolumina und die Definition der Zeitintervalle kann mit großer
Freiheit vom Benutzer selbst spezifiziert werden.
Es können alle geometrischen Konfigurationen behandelt werden, die
sich durch Flächen erster und zweiter Ordnung beschreiben lassen.
Energie und Zeit werden als kontinuierliche Variable behandelt.
Die Wirkungsquerschnitte werden, ausgehend von der Kerndatenbibliothek
KEDAK /17/ mit den externen Programmen DASU /14/, DACONT /16/ und
DISTRESS /15/ verarbeitet, im Code in verschiedenen Energiebereichen .
verschieden dargestellt: 1m thermischen und kontinuierlichen Bereich
als intervallweise lineare Funktionen. Im Bereich der aufgelösten
Resonanzen mit der Breit-Wigner Einniveauformel mit wahh1eisem Einschluß der
Dopplerverbreiterung. 1m Bereich der statistischen Resonanzen durch
Wahrscheinlichkeits tabellen (erzeugt mittels des Breit-Wigner Forma-
lismus und einer Leitermethode).
Zum Druck im: Mai 1976
- 2 -
Für elastische Streuung kann Anisotropie erster Ordnung im Schwerpunkt-
system berücksichtigt werden. Inelastische Streuung wird (abhängig von
Isotop und Energiebereich) durch diskrete Niveaus bzw. das Verdampf-
ungsmodell beschrieben. Spaltneutronen werden aus einem Cranbergspektrum
gestartet.
Die Monte Carlo Methode ist im wesentlichen Analog Monte Carlo. Mit
folgenden Ausnahmen: Splitting, Russischem Roulett und der ELP- und
MELP-Methode. Außerdem wLrd zur Vermeidung von großen statistischen
Schwankungen - als Folge der üblichen Analog-Behandlung von
Spaltung und n-2n Prozessen (Multiplikation mit den Gewichtsfaktoren)-
Importance Samp1ing bei der Auswahl von Reaktionstyp und Isotopenart
angewandt. - Es werden die Stoß- und F1ug1ängen-Schätzfunktionen
und eine optimale Kombination dieser beiden berechnet.
Der Code ist modular aufgebaut. (Dies macht ihn flexibel für Modifi-
kationen). Die Datenfelder sind alle dicht gepackt und i.a. dynamisch
dimensionierbar. Sie werden alle während der Programmdurchführung im
Kernspeicher gehalten.
Die vorliegende Dokumentation wurde unter folgenden Gesichtspunkten
geschrieben: Sie soll eine exakte und vollständige Beschreibung der
grundlegenden physikalischen Voraussetzung des Programms und der
Monte Car10 Methode bieten. Bei der Dokumentation der Programmde-
tails wurden mit besonderer Ausführlichkeit die unkonventionellen
Methoden wie das Importance Sampling, die Implementierung der ELP-
MELP-Estimationen, die Pointer- und Indexfeldtechniken beim Datenhand-
ling, sowie die Struktur, der Inhalt und die Verarbeitung der Daten-
felder beschrieben. Es sollte mit diesen Grundlagen - und allgemeiner
Erfahrung auf dem Gebiet - möglich sein, die Details des FORTRAN-
Programms zu verstehen. Für einen ersten umfassenden und anschaulichen
Uberblick sei empfohlen, die Kurzfassung der Programmbeschreibung im
Anhang zu lesen!
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2. Formulierung des Problems
KAMCCO löst wahlweise zwei Formen der Neutronentransportgleichung:
11 I. Die zeitabhängige inhomogene Neutronentransportgleichung
-+- -+- -+- -+- -+- -+- r 1-;--;' Il -+--+-(I) tjJ(r,E,t) = !K(r,E; r',E')dl:'-~t- v )J tjJ(r',E',t')dr'dE'dt' +
-+--+-
+ S(r,E,t)
-+- -+- -+- -+- -+-(r,E,t) bzw. (r',E',t') sind OrtsjGeschwindigkeitsvektoren und die Zeitvariablen.
-+--+- t.tjJ(r,E,t) ist die Stoßdichte der ~eutronen
K(~,E; ~',E')·tjJ (~',E',t') ist definiert als mittlere Anzahl der Neutronen,
die in (~',E',t') und darauffolgend in (~,E,t) einen Stoß erleiden.
K, der Kern der Integralgleichung, kann wie folgt geschrieben werden:
(Ic)
K(~,E;~',E') - C(E',E,~') T(~',~,E) mit




E~ = nfl ; Lt(~'!) ist der makroskopische totale Wirkungsquerschnitt. Rs ist
die Distanz von r zum Rand des betrachteten Systems entlang der Richtung ~ •
-+- -+- -+- \' -+- -+- -+-. •C(E',E,r') = L Pi C.(E',E,r') (es 1St zu beachten, daß über alle Kern-
• 1
• 1.. \ (-+-,-+-, -+-, -+-, • -+-, -+-,
reaktlOnen und Isotope summ1ert wlrdf p. =L. r E ) / L (r ,E ), wobe1 L • (r ,E )
- 1 1 t 1
makroskopische Wir~ungsquerschnitte sind. Die Ci sind durch die Physik
der Stoßprozesse vorgegeben. (Sie geben z.B. die Winkel- und Energieverteilung
nach einem elastischen Stoß an.) Im einzelnen werden die physikalischen und
mathematischen Aspekte, unter denen sie im Code angewandt werden, in Kap. 3
behandelt. Für die Erststoßdichte gilt:
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Für Q, die physikalische Quelldichte, sind im Code einige Möglichkeiten
fest vorgegeben (siehe Eingabebeschreibung).
Der Code berechnet im wesentlichen Integrale der Form
J -+-+-+ -+-+ -+ ±(If) 1 1 ~ ~(r,E,t)w(r,E,t)dr d~ dt!:Ir, !:IE ,!:It
Um das Problem vollständig zu definieren, wird a~ßerdem folgendes festgesetzt:
"-+r' , (-+) (-+ -+ ) , -+ 1 -+
o sel endllch. Q r,E,t und Wr,E,o verschwlnden für r ~ !:Ir. Als Randbe-
dingunr-en sind Vakuumrartdbedingungen(d.h. es gelangen keine Neutronen von
• -+, ' -+-+ -+-+ )
außen in den Berelch !:Ir) und Spiegelung zugelassen. w(r,E,t) und Q(r,E,t
• " -+ 2 ,
slnd = 0 für t < O. In (2) wlrd - wenn man sich dE als v dv dn geschrieben
denkt - immer über den gesamten Winkelraum n integriert. +)
11. Die zeitabhängige Neutronentransportgleichung, die das Generationszyklus-
konzept beschreibt - bzw. die statische homogene Neutrol~entransportgleichung
Physikalisch anschaulich kann das Generationszykluskonzept wie folgt be-
schrieben werden: Man schaltet im betrachteten System zur Zeit t = 0 eine
gepulste Neutronenquelle, Q (~,E) ö(t), ein und verfolgt die Neutronen, bis
o
sie aus dem System infolge Absorption (einschließlich Spaltung und
Leckage) verschwunden sind. Q • ö (t) wird als physikalische QneU e der
o
ersten Neutronengeneration betrachtet. Die Neutronen, die durch Spaltung in
der ersten Generation erzeugt werden, werden als physikalische Quelle für die
zweite Generation angesehen, usw. Mathematisch kann dieser Vor~ang - es gelten
Definitionen und Symbole aus I - wie folgt beschrieben we.rden (sie!~e /8/, /21/):








-+ -+ , -+ -+ -+ r -+,--+l -+
!Qo(r',E) ö(t) • T(r',r,E) öL:'-t-(rv·r~dr' ,dt
+) Cd' d d" 2Im 0 e Wlr le Integratlon entsprechend v dv immer durch einl>
äquivalente Integration über die Energie ersetzt.
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k ist eine zunächst willkürliche Normierungskonstante. Der Kern K* unter-
o
scheidet sich von K in (tb) nur dadurch, daß er in der Summe C = LPi Ci
(siehe (td» nicht mehr den Term enthält, der Spaltung entspricht.
(2b)
für die i-te Generation:





wobei die Normierungskonstante ki - t durch folgende Gleichung
f -+ -+ -+-+ f-+ -+ -+-+dr dE dt Si(r,E,t) dr dE dt Si_t(r,E,t)
Das frei verfügbare ko wird im Code wie folgt gewählt:
(3a)




(3b) f -+ -+ -+:tk. = dr dE dt S.(r,~,t) für alle i.1 1
Der Zusammenhang zwischen dem Generationszykluskonzept - beschrieben durch
die Gleichungen (2) - und der homogenen statischen Neutronentransportgleichung
wird durch folgende Gleichung hergestellt:
Es kann gezeigt werden, daß gilt:
(4) J: (-+:t) . fYr*(-+ -+ -+, -+') 'V (-+, ') -+, d-+E'~. r,~ • ~. r E'r E 1/1. r E dr1 '" 1-t'
Man nimmt überlicherweise an, daß für i -+ ~ gilt:
+)Cf ist der Summand in (td) für Spaltung. Es gilt f Cf(E",E,~)dE = v,
mit \) der mittleren Anzahl von Spaltneutronen.









'V -+ -+ J -+ -+ -+ -+ 'V -+ -+ -+ -+ S(r,E)$(r,E) = K*(r,E;r',E') $(r',E') dr' dE' + ~~~k1 -1
'V -+-+ 'V-+-+
mit Si_l(r,E) und S(r,E) - in (4) und (6) - definiert als:







Für S(r,E) gilt eine analoge Gleichung ohne den Index i-I.
(6) ist die statische homogene Neutronentransportgleichung. Im Hinblick auf
die Monte Carlo Realisation ist sie von gleicher Struktur wie (I). k, Eigenwert
von (6), ist der effektive Multiplikationsfaktor.
Entsprechend (2) in I werden auch im Generationszykluskonzept Integrale
folgender Form berechnet:
J
-+ -+ -+-+(7a) 12 ~ g(r,E,t) $i (r,E,t) dr dE dt6r,t;)t,6t
Es gelten auch hier die im Anschluß an (2) formulierten Festsetzungen.
(2) und (7) lassen erkennen, daß der zeit~iche Zerfall einer Neutronengenera-
tion berücksichtigt wird. Man kann also auch Zeitmomente, wie Generations-
dauer und Neutronenlebensdauer berechnen. Wenn man in (7a) über die Zeit von
obis "" integriert (in der Codeeingabe bedeutet das im Generationszykluskonzept
die Definitione ~ines einzigen Zeitintervalls) und in (7a) nur zeit~abhängige
• (-+ -+) (-+ -+ I (-+ -+) . •Funkt10nen g r,E (z.B. r i r,E) r t r,E ) zuläßt, so geht (7a) über 1n
J -+-+ 'V-+-+ -+ -+(7b) 13 = g(r,E) $(r,E)dr dE,
-+ -+6r,6E
.'V-+-+
wobe1 w(r,E) Lösung der homogenen statischen Neutronenstransportgleichung (6) ist.
2.2 Physik der Stoßprozesse








• Energie des Neutrons im Labor System (L.S)
tnaCh dem Stoßvor
• Richtungsvektor des Neutrons im L.S nach dem Stoß
a Richtungsvektor des Neutrons im Schwerpunktsystem (S.S) nach dem
Stoß
+
001 a Richtungsvektor des Neutrons im S.S vor dem Stoß
M • Masse des Streuatoms
FUr die Verteilung des Richtungsvektors des Neutrons im S.S sind 2 Mög-






Rechteckfunktion,die den (in der Kerndatenbibliothek ent-
haltenen) Erwartungswert ~8 reproduziert. Um diese Definition




In diesem Fall gelten mit den Definitionen des Kap. 2.2. I die Formeln:
(12) EI .. C2EI
+ I [B. +s +Jwl - C(M+ I) M wl + wI
t 2M M+I M 2 ~C2 = I + (M.+ 1)2 (AoB-I) - -- . (M+I)M
B2 1- iL M+I=
EI M
t s + mitA I: wl o W )I
Q .. die Anregungsenergie gemä~ EI + E2 - Q = EI + EIl
(Der Index 2 und 11 ist analog zu I und I und bezieht sich auf das
Streuatom)
Die Wahrscheinlichkeitsdichte für die Anregung der einzelnen diskreten
Niveaus ist gegeben durch
p ..
n
wobei r. der Anregungsquerschnitt des n-ten Niveaus und r. der1n 1t
totale inelastische Wirkungsquerschnitt ist.
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Die Verteilung des Richtungsvektors im S.S. wird als isotrop angenommen,
sofern M<20. Andernfalls gilt Isotropie im Laborsystem.
2.2.2.2 Statistische verteilte Anregungsniveaus
In diesem Fall gilt für die Wahrscheinlichkeitsdichte der Energie des'
Neutrons im S.S.:
wobei gilt:
kTk (E~) wird der Kerndatenbibliothek entnommen
E~ • Energie des Neutrons im S.S. vor dem Stoß
E~ • Energie des Neutrons im S.S. nach dem Stoß.
Die Verteilung des Richtungsvektors des Neutrons im S.S. wird als
isotrop angenommen.
2.2.3 n-2n-Prozeß
Es wird im Code mit folgender (ad hoc- )Verteilung gerechnet /1/:




E _ Ei - Q , wo Q die Sch~vellenergie (5. S.) is t.
2. 2.4 Spal tung
Für die Wahrscheinlichkeitsdichte der Energie des Neutrons im L.S.
nach dem Stoß gilt (Cranbergspektrum)
(]9) w (E 1) -BE]= A E' sinh ICE ]'
A, B, C sind Kernparameter.
Die Verteilung des Richtungsvektors des Neutrons wird als isotrop
angenommen.
- II -
3. Die Monte-Carlo Methode
3. I Grund1agen
Die im Code angewandte Monte-Carlo Methode kann - etwa nach /3/ - kurz
wie folgt beschrieben werden:
Die das physikalische Modell beschreibenden Gleichungen (I), (2), (6) und (7)
können mit einem wahrscheinlichkeits theoretischen Modell in Beziehung
gesetzt werden: Man konstruiert den Raum der Zufallswanderungen
(Schicksale) und wählt Stichproben gemäß auf diesem Raum definierter er-
wartungstreuer Schätzfunktionen, derart daß der Stichprobenmittelwert
(20)
N
X :: -NI L X(C.)
n . 1 11-
(Ci steht für die Schicksale)
das Integral
I • J g(P') ~(P') dP'
l::.P
(P' steht für Orts-, Geschwindigkeits- und
Zeitvariable)
im Sinne des zentralen Grenzwertsatzes /4/ approximiert. Die Art und
Weise den Raum der Zufallswanderungen zu konstruieren ist nicht ein-
deutig durch (I) und (2) gegeben; eindeutig determiniert ist aber bei
vorgegebenen Gleichungen (I) u.(2) der Zusammenhang zwischen der Struk-
tur des Zufallswanderungsraumes und der Gestalt der auf ihm konstruierten
Schätzfunktionen.
Im Code KAMCCO ist im wesentlichen ein Analog-Monte-Carlo Prozeß ver-
wirklicht. D.h. die Methode, Monte-Carlo-Schicksale auszuwürfeln, ent-
spricht der - durch den Kern der Integralgleichungen determinierten -
- 12 -
Physik der Neutronen. Abweichungen vom Analog-Prozeß, es sind im
wesentlichen Importance-Sampling, Russisches Roulett, Splitting und
ELP!MELP werden im folgenden im einzelnen angegeben.
3.2 Der Zufallswanderungsprozeß
Beim Auswählen der Schicksale unterscheidet man 2 Konzepte.
A Das Zenzuszeitkonzept: es bezieht sich auf die Monte-Carlo-
Realisation von Gl. (1).
B Das Generationszykluskonzept: es bezieht sich auf die Monte-Carlo-
Realisation von Gl. (2) - (7).
Diese beiden Fälle werden auch im folgenden - wo nötig - unterschieden.
3.2.1 Start der Neutronen
A Es wird aus der physikalischen Quelle Q*) aus Gl.(le) gewürfelt. Es
sind drei Möglichkeiten vorgesehen: a) Energie gemäß Spaltspektrum
(19), Richtungsvektor isotrop. b) Energie in einem einzelnen vor-
zugebenden Energieintervall gleich verteilt, Richtungsvektor
isotrop. c) Energie wie in b), Richtungsvektor fest vorgegeben.
B Gemäß Gleichung (2b) werden die Neutronen aus dem Spalt-
spektrum (19) mit isotroper Richtungsverteilung gestartet.
*) räumlich ist Q immer ein Punkt (siehe Kap. 6.1.7)
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3.2.2 Stoßo.rt
Die Auswahl des Stoßortes r auf der durch die Formeln des Kap. 3.2.1
oder Kap. 3.2.4 - vorgegebenen Flugbahn geschieht gemäß:
(21) T(r, E) • E(r, E) exp [ c JE(s, E) dSJ
o
(E ist die Energie des Neutrons).
Für den ELP/MELP-Estimator siehe aber auch G1. (34)
3.2.3 Wahl der Isotope und Reaktionen
Das Isotop,an dem der Stoß stattfindet,und die Reaktionsart werden
gemäß einer 2-dimensiona1en diskreten Verteilung ausgewählt. Die Analog-
Wahrscheinlichkeitsdichte Pik • Etk/E t (Eik ist der makroskopische
Wirkungsquerschnitt für Reaktion i am Isotop k, Et der makroskopische
totale Wirkungsquerschnitt) werden mittels Importancesamp1ing mit folgender
Absicht modifiziert /5/
I. Sollen die Gewichtsfaktoren, mit denen die Schätzfunktionen (s.
Kap. 3.3) multipliziert werden müssen, von der Reaktionsart und
dem Isotopentyp unabhängig sein ( Ausnahme: Einfang)
2. Soll es möglich sein, Einfang non-analog zu behandeln: gemäß einer
Eingabegröße C (C ~ 0; Empfeh1ung:C • 0 oder I), s.Kap. 6.1*), soll
die Wahrscheinlichkeit für Einfang verändert werden. Im Extremfall
C • 0, - es wird kein Einfang realisiert - entspricht dies dem
Wasowestimator /6/
*)Dort heißt C: DFAKT (siehe Kap.6.I-K6)
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I. und 2. zielen auf Varianzverminderung ab: Besonders die allgemein
übliche Behandlung von Spaltung - bei jedem Spalt-Stoß wird das Neutronen-
gewicht mit v multipliziert - führt i.a. zu extrem großen Neutronen-
gewichten und zu sehr großer Varianz.
Im folgenden gelten für die makroskopischen Wirkungsquerschnitte (W.Q.)
folgende Definitionen:
t i • WQ für elastische Streuung am Isotop i
se
Ei. = WQ für inelastische Streuung am Isotop iSl
E~ • WQ für Spaltung am Isotop i
E~2n = WQ für n-2n Prozeß am Isotop i
Ei = WQ für Einfang durch Isotop i
c
Ei = totaler WQ des Isotop i
t
i
v • die mittlere Anzahl de~ Spaltneutronen des Isotops i.
Das Auswählen von Reaktionsart und Isotopentyp geschieht im Code nach
den Regeln des Importance-Sampling /3/ wie folgt:
A (Zensuszeitkonzept):






1 / LISOTOPE A·1
(23)
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Die diskrete Wahrscheinlichkeitsdichte p~ACT fUr das anschließende
Auswählen der Reaktionsart wird zusammen mit den entsprechenden Ge-




elastische Streuung Ei I A.se 1
.....
inelastische Streuung Ei. I A.Sl 1
Spaltung i Ei I A. 2 A' Ir. t" f 1 1ISOTOPE
n-2n Prozeß 2 E 2 I A.n n 1
Einfang C Eil A. Lc 1 ISOTOPE Ail (Cr. t )
Tab. 1
B (Generationszykluskonzept)
In diesem Fall sind die (23) und (24) entsprechenden Formeln:
(23' )
Der Term E~ in (23') bedeutet, daß Spaltung nicht realisiert wird. Das




elastische Streuung r i I A. ~Se 1
inelastische Streuung i ISO~OPE Ai lEtr. ./ Ai )Sl
n-2n Prozeß 2E i I A·n2n 1
Einfang C Ei / A. I A. 10: eC)C 1 ISOTOPE 1 t
3.2.4 Energie und Richtung nach Stoß und Spaltung
Sie werden gemäß Kap. 2.3 aus den dort angegebenen Wahrscheinlichkeits-
dichten gewählt bzw. berechnet.
3.2.5 Ende des Schicksals
Beendet wird das Schicksal durch folgende Ereignisse:
a) Einfang (sofern C aus Kap. 3.2.3 ungleich 0)
b) Leckage
c) Uberschreiten einer maximalen Flugzeit (TAUMAX in Kap. 6.1-K8):
Im Zensuszeitkonzept wird das Schicksal dann nicht mehr weiter ver-
folgt. Im Generationszykluskonzept wird es mit Russischem Roulett
beendet.
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d) Unterschreiten einer Gewichtsschranke (GWMIN in Kap. 6.I-K9):
Das Schicksal wird mit Russischem Roulett beendet.
3.2.6 Splitting bzw. Quellpunktverteilung
A (Zensuszeitkonzept):
Wenn das Neutronengewicht die Größe 2xGNORM (GNORM wird bei Beginn
der Rechnung mit t.inittali~iert) übersteigt,wird Splitting mit Split-
faktor 2 gemacht. (siehe auch Kap. 4.4 CENSWK)
B (Generationszykluskonzept):
Das Verfahren /7/ ist eine Variante des Konzeptes der fractionally
generated neutrons /8/:
Es werden während eines Schicksals"Spaltgewichte", Gs, nach dem folgenden
Schema aufsummiert:
(G ist das Neutronengewicht, v die mittlere Spal tneutronenzahl ,
Lf und Lt der makroskopische Spalt- und totale Wirkungsquerschnitt,
D der Flugweg zwischen zwei Stoßorten). Synchron werden D\stanzen X.l.
nach folgendem Schema aufsummiert:
(26) Xl.' +1 ... X. + dl. exp
d ist eine nach der Exponentialverteilung - mit dem Erwartungswert
exp
I/A - ausgewürfelte Größe; A ist eine aktuelle Monte-Carlo Schätzung
des Integrals
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(27) SPR:;: J vEf cf'dP
REAKTOR
Jedesmal wenn
wird an dem Ort des Flugweges, der exakt der Überschreitung ent-
spricht, ein SpaltPunkt für die neue Neutronengeneration einge-
tragen (Das kann auch mehrfach während eines Flugweges geschehen)
3.3. Estimatoren
Im Code werden zur Berechnung des Integrals




Es werden beim i-ten Stoß Beiträge der Form
in ein Summenregister gespeichert, sofern der Stoß in ~p stattfindet.
Das neue Gewicht G. errechnet sich aus dem alten G. 1 durch Multipli-
1 1-
kation mit den in (24) und (24 1 ) angegebenen Gewichtsfaktoren.
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3.3.2 Flugwegestimator
Es werden bei jedem Flugweg (zwischen 2Stössen) der Länge d;,
durch eine Zone konstanter Wirkungsquerschnitte, Beiträge der Form
in ein Summenregister gespeichert, sofern der Flugweg in ~P liegt.
(Wenn der Flugweg nur teilweise in ~P liegt wird in (30) nur dieser
Teil zur Schätzung herangezogen. (Für das Gewicht gilt das gleiche
wie in 3.3. I)
3.3.3 Optimale Kombination von Stoß- und Flu~~egestimator
Sei ~I und ~2 der Stoß- und Flugwegestimator, dann ist die optimale
Kombination ~ dieser beiden Estimatoren - in dem Sinne, daß die
Varianz V(~) ein Minimum wird - gegeben durch:
(31) ~ = d ~1 + (I-d) ~2
mit
(32)
VI' V2 und VI2 sind die Varianzen und die Kovarianz von ~I und ~2'
Für d wird eine Monte-Carlo Schätzung verwendet. (Wegen der Problematik
der Fehlerberechnung für ~ siehe /9/, /10/, im Code wird ange-
nommen ~ sei gaussverteilt mit der Varianz V).
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3.3.4 Leckage Analog-Estimator
Die Gewichte der Neutronen, die den Reaktor verlassen, werden summiert
3.3.5 ELP-Estimator /8/
Diese Schätzfunktion wird nur im Zensuszeitkonzept und nur in Rand-
bereichen des Reaktors angewandt. Das ELP-Verfahren gewährleistet,
daß die Neutronen nicht zu schnell aus dem System verschwinden, son-
dern viele Stöße im Randbereich zur Nicht-Analog~Leckageschätzung
herangezogen werden können. Auf diese Art wird i.a. die Varianz wesent-
lich reduziert.Man kann die Schätzung mit ELP als Aufspaltung des
Neutrons in einen Leckage- und Nicht-Leckage-Teil beschreiben/I 1/.
D.h. auch der in 3.2 angegebene Zufallswanderungsprozeß wird modi-
fiziert.
Wenn ein Stoßort in einem Randbereich des Reaktors liegt, in dem ELP
vorgesehen ist (siehe Kap. 4.4-CENSWK) und das Neutron tatsächlich
auf den Rand zufliegt, werden entlang der Flugrichtung zwei neue
Distanzen DF und Ds ausgewürfelt. Sie werden zur Schätzung mit Flug-
weg-(DF) und Stoßschätzfunktion (Da) herangezogen. Die zugehörigen
Wahrscheinlichkeitsdichten sind (mit D der Distanz bis zum Rand des
Reaktors):
Et DF
E 'e , wenn D < D
t F
(33)
(34) g (D ) ."
s
EtD
O(DF - D) e ,wenn DF ~ D
- 21 -
Der neue Stoßort des Schicksals liegt bei D , dabei wird dem Neutron
s
das neue Gewicht
zugeordnet. Für die Leckage wird folgender Beitrag registriert:
(36)
Für den Flugwegestimator zur Schätzung des Integrals
(37) I • J ~r ,(pt) dP'
AP t
wird der Beitrag




Diese Schätzfunktion ist eine Verallgemeinerung des ELP-Estimators, sie
wird auch nur im Zensuszeitkonzept und in Randbereichen des Reaktors
verwendet. Aus den gleichen Gründen wie beim ELP-Estimator werden hier
in Randbereichen des Systems einwärtsgerichtete Streuungen begünstigt.
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(Siehe Kap.4.4-CENSWK) Wenn das Neutron gestoßen hat, wird außer der
durch den Stoß determinierten Richtung eine zweite Richtung gewählt.
Sie ist im S.S. der ersten Richtung entgegengesetzt. Dann wird für
jede dieser beiden Richtungen,sofern sie auf den Rand des Systems zeigen,
eine Prozedur durchgeführt, die ELP entspricht. D.h. es wird je zwei
mal aus fund g - siehe (33) und (34) - gewürfelt. Für Leckage und




Für das neue Gewicht gilt:
(41)
Wenn eine der beiden Richtungen nicht auf den Rand des Systems zeigt,
so fehlt der zu dieser Richtung gehörende Summand in (39) - (41).
Der Index 1 und 2 im (39) - (41) hat seine Ursache darin, daß für die
beiden Richtungen bei Umrechnung vom Schwerpunktsystem in das Labor-
system verschiedene Energien und damit auch verschiedene Wirkungs-
querschnitte resultieren können.
Die Richtung, der das Neutron tatsächlich folgt, wird so bestimmt:
Man würfelt sie aus der diskreten Wahrscheinlichkeitsdichte, die




Integrale I der Form (37)- auch die Leckage läßt sich so darstellen -





approximiert. (N ist die Anzahl der Schicksale). Der relative statis-
tische Fehler Fr (in Prozent) unter der Annahme einer Gaussverteilung
von ~ um I, mit der Varianz V, ist
(43)
wobei
(44) V .. [2. I r;~ - ~2 ]
N • 1 1.1.=
eine erwartungs treue Monte-Carlo-Schätzung der Varianz ist*) •
Für die Wahrscheinlichkeit P die (43) zugrunde liegt, gilt:
(45) p(l~ - 11 < F) - 68%
Der Code gestattet es auch, Quotienten der Form
(46)
*)In den Formeln dieses Abschnittes für Fehler und Varianzen müßte man
strenggenommen N im Nenner durch N-) ersetzen!
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zu berechnen, wobei I) und 12 gleichzeitig berechnete Integrale der





• der relative statistische Fehler des 1 1 zugeordneten Mittelwertes ~I
2 2






\Al '" ä- - --'-~-""'"
11 N
Zufallsgeneratoren
Zur Realisierung des Zufallswanderungsprozesses werden folgende Wahr-
scheinlichkeitsdichten mittels digitaler Zufallsgeneratoren realisiert
(siehe auch / J3/, /2/)
a) Gleichverteilung zw. 0 und I:
f(x) '" I für 0 < x <
Methode: /13/
Anwendung: Auswürfeln der En~rgie der Quellneutronen usw.
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b) Isotrope Richtungsverteilung




f(x) ... e-x für 0 ~ x < m
Methode: Manipulation mit Verteilungen
Anwendung: Auswürfeln der freien Weglänge
d) Gefaltete Exponentialverteilung
f(x) ... xe-x für 0 ~ x ~ m
Methode: Manipulation mit Verteilungen
Anwendung: Inelastisches Streuspektrum (s.(15».
e) Spaltspektrum
f(x) .. A e-Dx sinh /Ci für 0 ~ x ~"-OO





Anwendung: Auswürfeln der Isotopenart und des Reaktionstyps, Aus-
würfeln der Niveaus bei inelastischer Streuung
g) Kreisverteilung
,..-------







4.1.1 Modulen (siehe Kap. 4.4 - Kap. 4.6)
Der Code ist entsprechend der in Kap. 6.2 angegebenen Overlay-structure
modular aufgebaut. Man kann vier - relativ - unabhängig von einander
arbeitende Hauptgruppen von Routinen unterscheiden (siehe Abb.l):
1. Initialisierungs- und Steuerungsroutinen: Sie bereiten die Programm-
eingabe auf und steuern Programmablauf und Datenfluß. 2. Die Zufalls-
wanderungsroutinen, sie führen den Zufallswanderungsprozeß (s. Kap.3.2)
aus. 3. Die Schätzroutinen, sie berechnen und speichern die Schätz-
funktion für jedes einzelne schicksal (s. Kap. 3.3). 4. Die Statistik-
routinen, sie berechnen und drucken Mittelwerte und statistische Fehler.
4.1.2 Datenfelder (siehe Kap.51
Es gibt folgende Datenfelder, die dem Common oder einem dynamisch
dimensionierbaren Datenfeld angehören (siehe Abb. 1): (a) enthält
vom Code geeignet umgewandelte Karteneingabe, die das Zusammenspiel
der Routinen steuert und das Problem spezifiziert. (ß) enthält vom
Code geeignet umgewandelte, einer externen Nukleardatenbibliothek
entnommene, nukleare Daten /14/. (y) enthält Koordinaten der während
des Zufallswanderungsprozesses erzeugten Splitneutronen (im Zensus-
konzept) bzw. Spaltpunkte (im Generationszykluskonzept). (0) enhält
Kenngrößen, die sich auf die Schicksale beziehen und zur Berechnung
der Schätzfunktionen notwendig sind. (€) enthält Schätzroutinen-
Kontrolldaten. (~) enthält Hilfsfelder, die es gestatten,in den Schätz-
routinen das Feld (0) effektiv zu bearbeiten. (n)enthält im wesentlichen
Summenspeicher, in die für jedes Schicksal Stichproben gespeichert
werden, die zur Berechnung von Mittelwert und statistischem Fehler der
zu berechnenden Größen notwendig sind.
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4.1.3 Eingabe (siehe Kap. 6.1)
Sie besteht aus zwei Teilen:
4.1.3.1 Karteneingabe, bestehend aus:
a) Allgemeinen Kontrolldaten zur Beschreibung des Problems
b) Daten zur Beschreibung der Geometrie
c) Daten zur Beschreibung der Materialmischungen
d) Steuerdaten für die Berechnung der SchÄtzfunktionen
4.1.3.2 Nukleardatenbibliothek:
Sie wird vor Beginn der Rechnung von speziellen externen Programmen
(/14/, /15/, /16/) aus der Karlsruher Kerndatenbibliothek KEDAK /17/
erstellt. Sie enthält die Nukleardaten in der Form, wie sie KAMCCO ver-
wendet.
4.1.4 Ausgabe
Sie wird gelistet und enthält die Ergebnisse der Rechnung. Im ein-
zelnen werden die Größen, die berechnet werden können,in Kap. 4.5.1 an-
gegeben: Es können Basisgrößen, wie Wirkungsquerschnitte bzw. Teil-
volumina des Phasenraums, in vielfältigen - vom Benutzer zu spezifi-
zierenden - Kombinationen der Berechnung von Reaktionsraten zugrunde
gelegt werden. (Siehe auch Kap. 6.4.)
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4.2 Vereinfachtes Schema des Programmablaufes und des Datenflusses
Die Ziffern in diesem Kapitel beziehen sich auf Abb. I, die Programm-
ablauf und Datenfluß veranschaulicht.
la, Ib: Karteneingabe und Nukleardaten (auf Platte oder Band) werden
gelesen und geeignet umgeformt
2a Die Felder (a) und (ß) des Common werden gefüllt
2b Das Feld (E) des Common wird gefüllt, außerdem wird das dy-
namisch dimensionierbare Datenfeld dimensioniert und der Teil
(s) gefüllt.
3 Die Operationen des Zufallswanderungsprozesses werden durch-
geführt unter Benutzung der Datenfelder (a) und (ß). Während
des Zufallswanderungsprozesses erzeugte Splitneutronen - oder
Spaltpunktkoordinaten werden in (y) abgelegt; wenn ein Schicksal
beendet ist, wird, wenn vorhanden, das nächste Splitneutron bzw.
der nächste Spaltpunkt bearbeitet. Die für ein Schicksal maß-
gebenden Kenngrößen (Energiegruppe, räumlicher Bereich, Gewicht,
Zeitgruppe etc) werden zur späteren Bearbeitung durch die
Schätzroutinen in (0) gespeichert.
4 Sobald der Speicherbereich (0) gefüllt ist, werden die Schätz-
funktionen von den Schätzroutinen berechnet unter Benutzung der
Datenfelder (0), (E), (~). Die Ergebnisse dieser Berechnung
werden in (n) gespeichert. (Im allgemeinen folgt nun 7. S.u. )
5, 6 In - durch die Eingabe zu spezifizierenden - regelmäßigen Ab-
ständen,oder wenn Programmende signalisiert wird, werden die
Daten (0) statistisch ausgewertet (Mittelwerte~ statistische
Fehler) und (Zwischen-) Ergebnisse gedruckt.
7 Wenn das Datenfeld (0) durch die Schätzroutinen ausgeschöpft
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Das Wechselspiel zwischen den Zufallswanderungsroutinen dauert
solange an, bis das durch Eingabe zu spezifizierende Programm-
ende erreicht ist (siehe Kap. 6.1.9 - K9:NCOLL, TIME)
4.3 Beschreibung der Initialisierungs- und Steuerungsroutinen
MAIN: Die Routine liest die I.Eingabekarte (siehe Kap.6.1) und führt
Initialisierungen aus. Ferner ruft sie den Großteil der nachfolgenden
Initialisierungsroutinen auf. Außerdem steuert sie das Zusammenspiel
der vier Gruppen von Routinen in Abb. 1.
NCLDAT: Die Routine liest die in der Karteneingabe spezifizierten nuklearen
Daten von der externen Kerndatenbibliothek und füllt sie, geeignet an-
geordnet, zusammen mit Pointerfeldem, die ein rasches Auffinden der
Daten während der Zufallswanderung ermöglichen (siehe Kap. 5.3.1),in
dem Bereich (ß) des Common •
GEOMAT: Die Routine liest die Karteneingabe, die sich auf die geome-
trische Beschreibung (_Flächen, Bereichsgrenzen, Regionen etc.) und
die Materialzusammensetzung bezieht. Die Daten werden geeignet umgeformt,
angeordnet und zusammen mit Pointerfeldern in den Bereich (ß) des
Common (hinter alle Nukleardaten) gespeichert.
GENDAT: Die Routine liest einen Teil der Karteneingabe: Die Spezifi-
kation der Energiegruppen*) und Zufallswanderungskontrolldaten~ Sie
werden im Teil (a) des Common gespeichert.
ESTEIN: Die Routine dient der Eingabeaufbereitung. Sie wird zweimal
aufgerufen. Das erste Mal liest sie den Teil der Schätzroutinenkon-
trolldaten, der in seinem Umfang konstant ist. Diese Daten werden
im wesentlichen in (E) gespeichert und außerdem dazu benutzt, das
*) Diese Energiegruppen werden unabhängig von der Darstellung der
Wirkungsquerschnitte definiert. Sie sind von Bedeutung allein für
die zu schätzenden Größen!
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dynamisch dimensionierbare Datenfeld (~+n) mit Hilfe von XTAREA
(s.u.) zu dimensionieren. Beim zweiten Aufruf wird der - in seinem
Umfang variable - Anteil der Schätzroutinen Kontrolldaten in das vor-
bereitete Feld ~ eingelesen. ESTEIN ruft ESTIMB.
ESTIMB: Diese Routine dient ebenfalls der Eingabeaufbereitung. Sie
liest den Rest der in seinem Umfang variablen Schätzroutinenkontroll-
daten in (E) und (~) und berechnet außerdem Pointerfelder, die für
das schnelle Verarbeiten der in (0) gespeicherten Information in den
Schätzroutinen notwendig ist. Siehe Kap. 4.5.2-SCHAFU.
EQ1, EQ2 sind Hilfsroutinen für Eingabeprüfung.
Alle Routinen des Kap. 4.3. führen umfangreiche Eingabeprüfungen im
Hinblick auf Vollständigkeit und Konsistenz der Daten durch. Beim Auf-
treten von Eingabefehlern werden entsprechende Nachrichten gedruckt und
das Programm bricht ab, sofern es triviale Fehler nicht selbst korri-
gieren kann.
4.4 Beschreibung der Zufallswanderungsroutinen
CENSWK: Diese Routine wird nur im Zensuszeitkonzept angelaufen. Sie ist
der zentrale Programmteil für die Durchführung des Zufallswanderungs-
prozesses. Sie organisiert die Berechnung aller Größen, die die Wan-
derung des Neutrons von Stoß zu Stoß durch die verschiedenen Bereiche
des Systems charakterisieren.
Es wird eine Reihe von Subroutinen aufgerufen: EHMINX wählt Distanzen
zum nächsten Stoßort aus. DISTNZ bzw. DSTELP (für ELP/MELP) berechnet
Distanzen zu Bereichsgrenzen. STOSS wählt Reaktionstyp und Isotopenart
aus. UVWISO wählt isotrop verteilte Richtungen aus. REACTN berechnet
neue - dem ausgewählten Reaktionstyp entsprechende - Energien und
Richtungen. C~SECT berechnet alle Wirkungsquerschnitte.
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Es wird in CENSWK ermittelt, ob das Neutron im aktuellen Bereich stößt,
oder ihn durchfliegt. Es werden die Bedingungen fUr das Ende des Neu-
tronenschicksals abgefragt (Ende des Zensuszeitintervalls, Einfang,
Leckage, zu kleines Neutronengewicht),gegebenenfalls (siehe Kap. 3.2.6)
werden Splitneutronen (aus dem Datenbereich (y» initialisiert,oder
ein neues Schicksal wird gestartet.
Es wird fUr jedes Schicksal eine Reihe von Kenngrößen in den Datenbe-
reich ö abgelegt (siehe Kap. 5.5):Ein Quell- bzw. Splitrecord bei
Start eines Quell- bzw. Splitneutrons; Flugwegrecords fUr jeden Flug-
weg.
In CENSWK wird auch entschieden, ob der ELP/MELP Estimator verwendet
wird. Dies wird gesteuert durch eine Variable MELP:
r -I
MELP '" L 0 ELP - )fUr den Flugweg -
MELP -
Estimator
Welchen Wert MELP tatsächlich annimmt,hängt von folgenden teilweise in
anderen Routinen festgesetzten Bedingungen ab:
Zu Beginn der Rechnung wird in der Subroutine GEOMAT in dem Teil, der
die Geometrie des Problems beschreibt, die Variable MELP gesetzt:
MELP"'I, wenn es sich um einen Randbereich ohne reflektierende Grenz-
flächen handelt, MELPaQ andernfalls. Wenn die zweite MELP-Richtung
(siehe Kap. 3.3.~ bei elastischen Stößen,bei denen Anisotropie erster
Ordnung vorgesehen wird, nicht im Bereich der erlaubten ~'s liegt
(dort wo die Rechteckfunktion+O ist, siehe Kap. 2.2.1), wird die
Variable MELP in der Subroutine REACTN gleich -I gesetzt, Außerdem
wird MELP in CENSWK gleich 0 gesetzt, wenn das Neutronengewicht unter
eine Gewichtsschranke GELP (s.u.) sinkt, bei Quellstößen, oder wenn
EtoD>5 ist. (E t ist der totale makroskopische Wirkungsquerschnitt, D die
Distanz bis zum Rand des Systems).
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Da sich in zeitabhängigen Problemen alle Reaktionsraten für
große Zeiten T ~ exp (T/t) verhalten, werden in CENSWK die Grenzge-
wichte GELP2+bnd 2xGNORM für ELP/MELP (s.o.) bzw. für Splitting
(s. Kap. 3.2.6) tm Laufe der Rechnung so verändert, daß sie sich
etwa ~exp (T/t) mit t5ESTTAU (~iehe Kap. 6.1.10 - KlO) verhalten.
CYCLWK: Die Routine entspricht der Routine CENSWK, sie wird nur im
Generationszykluskonzept angelaufen. Folgende Abweichungen und Er-
gänzungen sind zu berücksichtigen: An Stelle von STOSS wird COLLI
aufgerufen. Es gibt keinen ELP/MELP-Estimator. Die Schicksale be-
ginnen nicht,indem man aus der physikalischen Quelle Q (s. Gl.(le»
würfelt. Sondern man würfelt aus einer Quelle, die der Gleichung
(~b)entspricht und erzeugt eine neue Quelle nach dem in Kap. 3.2.6
skizzierten Modell, um auf diese Weise den Iterationsformalismus des
Kap. 2. \ zu simulieren. (Dieses Verfahren hat in KAMCCO noch nicht
seine endgültige Gestalt gefunden; wegen der Problematik dieser und
ähnlicher Verfahren auch im Hinblick auf Fehlerschätzungen siehe
118/, 1\9/, 120/). Im einzelnen geht man wie folgt vor. Die Bedingung
(28) wird in CYCLWK ~ontrolliert. Jedesmal, wenn sie erfüllt ist, wird
SOURCE aufgerufen, wo nach den in Kap. 3.2.6 angegebenen Vorschriften
ein oder mehrere Spaltpunktkoordinaten in das Feld (y) abgelegt werden
Wenn das Schicksal zu Ende gegangen ist, wird ein neues aus (dem
"Spaltpunkt pool")(y) gestt!rtet. Der Spaltpool entspricht einem
Rechteckschema.Die Basislänge ist 2~8 (4-byte~) Worte. nip Höhe
des Rechtecks (entsprechend N Zeilen) ist in 3 Teile geteilt. Die ent-
sprechenden Teile des Rechteckes seien A, B, C. Jeder Spaltpunkt entspricht
8 (4 byte-) Worten. Gespeichert werden die Spaltpunkte in C und zwar
zeilenweise. Wenn C voll ist, wird wieder am Beginn mit den Eintragungen
begonnen. Gestartet werden Spaltpunkte aus A+B spaltenweise (die Spalte zu
8 Worten). Immer, wenn eine Spalte erschöpft ist, wird zu der anderen
übergewechselt und gleichzeitig C abwechselnd nach A oder B verschoben.
Außerdem wird gleichzeitig der Pointer für die Eintragungen in C auf
einen gleichverteilt gewählten Punkt in der - den Zeilen von C ent-
sprechenden - Kette gesetzt. Ziel dieser Prozedur ist es, den Umfang der
Spaltquelle konstant zu halten, die Quelle aber dennoch durch Streichungen
+) GELP2 in der Eingabebeschreibung ist der Anfangswert von GELP.
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bzw. Mehrfach-Starten aus Spaltpunkten nicht systematisch zu verfälschen.
Im Hinblick auf die Statistik wird eine volle Ladung des Spaltpunktpools
«A+B) /2) (ein "Batch") als ein Schicksal gezähl t. - Bevor die Schicksale
zu Schätzung herangezogen werden, werden einige Batches abgearbetet.
Q (r,E) (Kap. 2.2) entspricht einer räumlich homogenen Verteilung im Quell-
o
bereich (s. Kap. 6.1.7) aus dem die Neutronen isotrop gestartet werden -
Beim Start des ersten Schicksals eines Batches wird in (0) ein Quell-
record (s. Kap. 5.5) abgelegt. Beim Starten jedes anderen Schicksals aus
dem Batch ein Splitrecord.
SOURCE: siehe CYCLWK
COLLI: Es werden für das Generationszykluskonzept, gemäß Kap. 3.2.3
Isotopenart und Reaktionstyp ausgewürfelt und die zugehörigen Gewichts-
faktoren berechnet.
STOSS: Diese Routine ist die Parallelroutine zu COLLI für das Zensus-
zeitkonzept. Es werden hier außerdem nach Kap. 3.2.6.A die Splitkoordi-
naten eines Splitneutrons bestimmt, wenn das Neutronengewicht die
Gewichtsschranke 2xGNORM (siehe CENSWK und Kap. 3.2.6) überschreitet.
CRSECT: Diese Routine erzeugt mikroskopische und makroskopische Wir-
kungsquerschnitte. Sie prüft, ob nach tlberschreiten einer Bereichs-
grenze, früher berechnete und gespeicherte Wirkungsquerschnitte wieder
verwendet werden können. Sie stellt für MELP - im Falle zweier Energien
(siehe Kap. 3.3.6)-die Wirkungsquerschnitte in den in CENSWK vorge-
sehenen Feldern zur Verfügung. Diese verschiedenen Funktionen der
Routine werden durch die Variable NLEAK gesteuert:
NLEAK= 1:
Es werden für den "aktuellen" räumlichen Bereich des Systems (durch den
die Zufallswanderung gerade führt) alle makroskopischen Wirkungsquer-
schnitte berechnet: Die dazu benötigten Nukleardaten werden, wie im
Detail in Kap. 5.3.3 angegeben, aus dem Datenfeld (8) geholt. In (8)
sind die Nukleardaten isotopenweise hintereinander gespeichert. Für
jedes Isotop und jeden Reaktionstyp muß man i.a. vier breite Energie-
regionen unterscheiden (I thermischer Bereich, 11 Bereich der auf-
gelösten Resonanzen, 111 Bereich der statistischer Resonanzen, IV ste-
tiger Bereich). Jede dieser vier Energieregionen ist wieder in Sub-
energiegruppen unterteilt. Im folgenden wird die Form, in der die
Nukleardaten für eine dieser Subenergiegruppen in (8) gespeichert
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a = (B. + A.E)/IE
a 1 1
f
11 Bereich der aufgelösten Resonanzen
Es wird die Routine RESOWQ (s. u.) aufgerufen, wo die mikroskopischen
Wirkungsquerschnitte mittels der wahlweisedopplerverbreiterten
Breit-Wigner-Einniveau-Formel berechnet werden. (Es werden hinreichend
viele Resonanzen links und rechts der Referenzenergie berücksichtigt)
111 Bereich der statistischen Resonanzen
a) Hier werden off-line generierte Wahrscheinlichkeitstabellen
verarbeitet, die vom externen Programm DISTRESS /15/ erzeugt
werden und mittels DACONT /16/ in die externe Kerndatenbib-
liothek (siehe Abb. I) eingefügt· werden. Dem Programm DISTRESS
liegt eine Approximation mittels der Leitermethode zu-
grunde. Für jede Subenergiegruppe sind in (ß) N(N von 3 bis 10)
Gruppen von Zahlen gespeichert. Jede von diesen Gruppen enthält
7 (10) Zahlen für nicht spaltbare (spaltbare) Isotopen. Die
erste Zahl Pi einer Gruppe wird benutzt,um aus den N Gruppen
eine Gruppe gemäß der diskreten Wahrscheinlichkeitsdichte Pi'
i = 1, N auszuwürfeln. Die übrigen 6(9) Zahlen der Gruppe
*)E ist die Energie des Neutrons, E. die obere Grenze der Subgruppe,
1.
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(D(I), I = I, 6(9» werden benötigt um die Wirkungsquerschnitte







a (E) = D(I)E + D(2) + D(3) • i'f
se
a (E) = D(4)E + D(5) + D(6)'/of
c
af(E) = D(7)E + D(8) + D(9)·/of
Hier gelten für alle Reaktionstypen Formeln vom Typ (50)
Nicht in das Schema I-IV passen die Nukleardaten für inelastische
Streuung und n-2n-Prozesse. Für sie gelten generell im zulässigen
Bereich Formeln der Form (50).
Wie die Subgruppen in CRSECT ermittelt werden,ist im Detail in Kap. 5.3.3
beschrieben.
In (8) sind auch für jedes Isotop Kontrolldaten gespeichert, die es
in CRSECT ermöglichen festzustellen,in welchen Energiebereich (I-IV)
eine gegebene Neutronenenergie liegt bzw. welche Typen von Kernreak-
tionen jeweils vorhanden sind. Der totale makroskopische Wirkungsquer-
schnitt wird durch Summation errechnet. Alle berechneten Wirkungs-
querschnitte für eine feste Energie E werden in das zweidimensionale
Feld SIGMA gespeichert.
NLEAK ... 0:
Das Neutron hat in CENSWK oder CYCLWK eben eine Grenze zu einem
räumlichen Bereich überschritten. Es wird in CRSECT geprüft, ob die
Wi rkungsquerschni tte schon in vorher durchfologenen" räuml ichen Bereichen
berechnet wurden. (Das dem Isotop zugeordnete Element des Kontroll-
feldes KONTRB ist in diesem Fall=l, sonst=O, gesetzt.) Es wird für
den Resonanzbereich außerdem geprüft, ob die aktuelle Temperatur 'T
mit der im eben durchflogenen Bereich (gespeichert im KONTRD) über-
einstimmt.
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Für den Bereich der statistischen Resonanzen ist die
Nummer der Datengruppe N{siehe 111), die im eben durchflogenen Be-
reich zur Interpolation benutzt wurde in KONTRC gespeichert. Für
den Bereich der aufgelösten Resonanzen steht in KONTRC eine I. Neu-
berechnung der Querschnitte und Neu-Interpolation - event. unter Be-
nutzung von N - wird, wo nötig, durchgefUhrt.
NLEAK-2:
Das bedeutet, daß während der Zufallswanderung zusätzlich Wirkungs-
querschnitte für den MELP-Estimator (siehe Kap. 3.3.6) für die 2.te
Richtung berechnet werden müssen. An Stelle von KONTRC und SIGMA
werden in diesem Fall KONTRE und SIGMAB gesetzt.
NLEAK-3:
Bezieht sich auch auf den MELP-Estimator: nachdem in CENSWK eine von
den beiden Richtungen (siehe Kap. 3.3.6) ausgewürfelt wurde, werden
die bei NLEAK-2 berechneten Größen SIGMAB und KONTRE in die entsprechen-
den Standardfelder SIGMA und KONTRC umgespeichert.
Es werden in CRSECT "Querschnittsrecords"in (ö) abgelegt. Siehe Kap. 5.5.
RESOWQ: Es werden mikroskopische Wirkungsquerschnitte im Bereich der
aufgelösten Resonanzen nach folgenden Gleichungen - denen die doppler-
verbreiterte Breit-Wigner-Einniveau-Formel zugrunde liegt - berechnet:
.. ~ [PSI e C(5)]/IE (Einfang)
1
(53)




.. 1: [PSI eC(6)] IIE
i
C(4)] + 0 tpo
E ... die Energie des Neutrons
PSI • ~(x,v), die PSI-Funktion (s. PSICHI)
CHI" X(x,v), die CHI-Funktion (s. PSICHI)
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x '" C(2) [E - C(O)]
" ... C(l)./T ·IE
o ... der Potentialquerschnittpot
T '" die Temperatur.
Die Größen (C(I), 1"'0,6), im wesentlichen Resonanzparameter, sind im
Datenfeld (ß) (siehe Kap. 5.3) so wie die übrigen Nukleardaten -siehe
CRSECT - für die einzelnen Subenergiegruppen für jedes Isotop ge-
speichert. C(O) ist die Resonanzenergie. C(I) =0 bedeutet es wird
keine Dopplerverbreiterung berücksichtigt. Die Summationen in (53) läuft
über eine - bei der Erstellung derNukleardatendatei festzulegenden - Anzahl von
Resonanzen links und rechts der Referenzenergie E. ° t ist ebenfallspo
in (ß) gespeichert. Für hohe Energien werden in RESOWQ Korrekturen zu
0pot berechnet.
REACTN: Es werden Energie und Richtung des Neutrons, nach dem Stoß,
nach den Formeln des Kap. 2.2 und 3.5 berechnet. Die benötigten
Nukleardaten werden aus dem Datenfeld (ß) geholt. Es wird bestimmt
ob MELP möglich (siehe CENSWK) und in diesem Fall werden Energie und
Richtung auch für die zweite MELP-Richtung bestimmt. Das Argument
NREAC der Routine bezieht sich auf folgende'Unterscheidung: NREAC-I,
elastische Streuung; NREAC"'2, Spaltung; NREAC-3 inelastische Streuung;
NREAC-4, n-2n-Prozeß.














DISTNZ: Es wird für einen Punkt in einem vorgegebenen räumlichen Be-
reich des Reaktors der kürzeste Abstand zu den den Bereich begrenzenden
Flächen berechnet.
iJSTELP analog zu DISTNZ für den ELP/MELP-Estimator.
REFLEX: berechnet zu einer vorgegebenen Richtung die Richtungskosinus,
die Reflexion an einer gegebenen Ebene entsprechen.
RNDFLT: Erzeugt Zufallszahlen gemäß der in Kap. 3.5.a angegebenen
Funktion'.
DECIDE: erzeugt Zufallszahlen gemäß der Wahrscheinlichkeitsdichte
Pi .. i, i-I,2.
EHMINX: erzeugt Zufallszahlen gemäß der in Kap. 3.5.c angegebenen
Funktion.
UVWISO: erzeugt Zufallszahlen gemäß der in Kap. 3.5.b angegebenen
Funktion.
STRING /23/: verschiebt einen Datenbereich vorgegebener Länge in
einem linearen Datenfeld um eine zu spezifizierende Anzahl von Feld-
elementen (SystemroutineI).
XTAREA /24/: gestattet es, während der Ausführung des Codes lineare
Felder im freien Kernspeicherbereich dynamisch zu dimensionieren.
ZEIT /25/: gibt die CPU-Zeit an (Systemroutine)
DATUM /26/: gibt das Datum an.
FREE72 /27/: Hilfsroutine für Karteneingabe •
•
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4.5 Beschreibung der Schätzroutinen
Die Schätzroutinen berechnen aus den im Zufallswanderungsprozeß ge-
wonnenen - und im Datenbereich (6) gespeicherten - Daten die im
folgenden Abschnitt angegebenen GröBen:
4.5.1 Definition der durch die Schätzroutinen berechneten Größen
nie Schätzroutinen gestatten es, GröBen folgender Form zu berechnen:






S~. ist eine beliebige Kombination von beliebigen makroskopischeni 1
Wirkungsquerschnitten der im System vorhandenen Isotope
<t> ist der Neutronenfluß (Es gilt ~. "" 1/J!L t )
n ist der gesamte Winkelraum
AR ist eine beliebige Kombination der im System vorhandenen
m
räumlicher Bereiche
AEn ist eine beliebige Kombination von Energiegruppen
AT ist das Zeitintervall, über das integriert wird. (Siehe auch
letzter Absatz 2.1)
(Wirkungsquerschnitte, räumliche Bereiche und Energiegruppen etc. werden
durch die Codeeingabe - siehe Kap. 6.1 definiert.)
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b) "Energieverteilungen von Reaktionsraten", definiert als Folgen von
Einzelschätzungen der Form (56),: (IR,mn' nut, N), wobei N die An-
zahl der Energiegruppen ist. Vom Code wird auch die Summe aller
Elemente der Folge berechnet.
c) "Ortsverteilungen von Reaktionsraten", definiert als Folgen von
Einzelschätzungen der Form (56): (In ,m-t, M), wobei M die An-
""mn
zahl der räumlichen Bereiche ist. Vom Code wird auch die Summe aller
Elemente der Folge berechnet.
d) "Einzelschätzungen von Quotienten", definiert als Q=In IIn""
"'mn IV m n
wobei Zähler und Nenner beliebige Einzelschätzungen der Form (56)
sind.
e) "Energieverteilungen von Quotienten", definiert als Folgen der Form:
(Q -1 0 . IJ o ' , " n-I,N), wobei Zähler und Nenner gemäß (56) defi-n ",mn ",mn
niert sind; N ist die Anzahl der Energiegruppen. Es wird auch die
Summe der Elemente der Folge berechnet.
f) "Ortsverteilungen von Quotienten", Definiert als Folgen der Form:
(Q =I n IJ n , , " m-t,M), wobei Zähler und Nenner gemäß (56)m ",mn '" m n
definiert sind; M ist die Anzahl der räumlichen Bereiche. Es wird
auch die Summe der Elemente der Folge berechnet.
g) "Leckagespektrum" , ist die mittlere Anzahl der Neutronen, die das
System (im Zensuszeitkonzept) verlassen, energiegruppenweise.
Es wird auch die totale Leckage, das ist die Summe über alle
Energiegruppen des Leckagespektrums berechnet.
h) "Integrale Größen"
I) für das Zensuszeitkonzept:
t -+ 4-
- cf> dr dß d t
v





*) Wegen der Integration über die Zeit siehe auch Kap~ '2.1 letzter Absatz.'
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f -+ -+2) Gewinn .. (VL f + 2Ln2n) ~ dr dE dt
4) Gewinn aus Spaltung = JVE f ~ dr dE dt
5) Verlust + totale Leckage
Gewinn6) k = (Die Zensuszeit muß so gewählt werden,
eff Verlust + Leckage
daß sich der Grundmode einstellt).
7) Lebensdauer" Mittlere Zeit zwischen "Geburt" ("Spaltung) und
"Tod" (= Verlust + Leckage) eines Neutrons.
W t Mittlere Anzahl der im System vorhandenen NeutronenBerechneter er· -
• (Mittlere Anzahl der Ereignisse Verlust+Leckage)/Zeit
II) für das Generationszykluskonzept
l) Bestand
2) Gewinn definiert wie in I
3) Verlust
4) k~ff .. k in Gleichung (3)
5) Verlust + totale Leckage
6) Lebensdauer I , definiert wie I 7)
7) Lebensdauer 2, definiert wie 6) Berechneter Wert:
00
J fv(t)tdt, mit fv(t) .. Wahrscheinlichkeitsdichte für Verlust+Leck~ge /8/+)
o
8) Generationsdauer, definiert als mittlere Zeit zwischen der Er-
zeugung von 2 Spaltneutronen. Berechneter Wert:
Jf (t)tdt, mit f (t) .. Wahrscheinlichkeitsdichte für die Er-sp sp
+)
zeugung von Spaltneutronen /8/.
+)Die Wahrscheinlichkeitsdichten beziehen sich auf die einzelnen Generationen
im betrachteten System.
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9) Die Größen a)-h) können zeitabhängig berechnet werden. D.h. für
aufeinanderfolgende endliche Zeitintervalle; außerdem wird dann
vom Code die Summe über:' alle Zeitgruppen berechnet.
4.5.2 Details der einzelnen Subroutinen in den Schätzroutinen
ESTIMA: Diese Routine organisiert die Bearbeitung des Datenfeldes (0): '
Sie prüft die in den Zufallswanderungsroutinen abgelegten 8-Wort-Records
darauf, ob sie für die in der Eingabe spezifizierten Schätzungen re-
levant sind, d.h. im Einzelnen:
a) es wird die in den Flugwegrecords abgelegte Zeitvariable überwacht
(von wesentlicher Bedeutung nur im Zensuszeitkonzept. Im Generations-
zykluskonzept wird ja jedes Schicksal im allgemeinen bis zum Ende
verfolgt). Jenachdem in welcher Relation die Zeitvariable zu den
in der Eingabe spezifizierten Zeitgruppen steht, wird die Bear-
beitung eines Schicksals we~ter verfolgt, abgebrochen, oder es werden
die zum Datenfeld (n) gehörigen Pointer verschoben, wenn ein Zeit-
punkt erreicht ist, der zu einer neuen Zeitgruppe gehört. Mit
anderen Worten: Die Kenngrößen jedes Schicksals - gespeichert in
(0) - werden vom Schicksalsanfang bis zum Schicksalsende abge-
tastet, wobei die zu den Zeitgruppen gehörigen Pointer in (n) der
Reihe nach die in der Eingabe spezifizierten Zeitgruppen durchlaufen.
Wenn ein Flugweg eine Zeitgruppengrenze überschreitet, so wird für
die Flugwegestimatoren für die beiden aneinandergrenzenden Zeit-
gruppen ein Beitrag registriert, der zu den entsprechenden Teil-
flugwegen proportional ist. Diese Teilflugwege werden in ESTIMA
berechnet mit Ausnahme der ELP/MELP-Flugwege (siehe ELP).
b) Es werden die in den Flugwegrecords abgelegten Kennzahlen für die
Energiegruppe und den räumlichen Bereich überwacht und mit den in
der Eingabe spezifizierten Kenngrößen der gewünschten Schätzungen
verglichen. Bei Übereinstimmung wird die Subroutine SCHAFrr(s.u.) aufge-
rufen, in der die eigentliche Berechnung der S'chätzfunktion statt-
findet.
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c) Es wird der Leckageestimator berechnet.
d) Es werden Initialisierungen zu Beginn jedes Schicksals vorgenommen;
und am Ende jedes Schicksals wird SUMME aufgerufen, wo das Datenfeld
(n), das die Summe aller Stichproben für jede einzelne Schätzung
enthält, gefüllt wird.
e) Gesteuert durch die Eingabegröße NZ wird SCHAEZ aufgerufen, das
(n) im Hinblick auf Statistik bearbeitet und Zwischen- und Ender-
gebnisse ausdruckt.
SCHAFU: In dieser Routine werden alle Schätzfunktionen für ein Schick-
sal nach (29) und/oder (30) für die Größen a, b, c, h des Kap. 4.5.1
berechnet und in den Feldern FSTO und oder FFLU abgelegt. Für die
Größen b.(Energieverteilungen von Raten) und c.(Ortsverteilungen von
Raten) bedient man sich dabei folgender Indexfeldtechnik, die am Bei~
spiel b. erklärt wird:
Eine Energieverteilung von Reaktionsraten (EVR) (I tmn , n=I,N) wird in
der Eingabe spezifiziert durch - den Indizes t, m, n zugeordnete - Kenn-
größen für räumliche Bereiche (m) und Isotopenarten und Reaktionstypen
(~. Wenn nun bei der Analyse der Stichprobenkenngrößen (Datenfeld ö)
in ESTIMA ein räumlicher Bereich m. und eine Energiegruppe n. auftritt,
1 . J
ist es nicht notwendig - bei der Berechnung der Schätzfunktionen in
SCHAFU - die Kenngrößenfelder aller EVR's nach mi abzufragen. Viel-
mehr werden schon~ Beginn der eigentlichen Monte-Carlo-Rechnung
in ESTIMB Indexfelder vorbereitet*), die angeben, welche EVR's die
Kennzahl ~ (i u l,M) enthalten. Diese Felder werden in SCHAFU dann
benutzt, um die Schätzfunktion in das richtige Feldelement der Felder
FSTO und/oder FFLU abzulegen: Es ist für alle EVR's des zu mj gehörigen
Indexfeldes jeweils das Feldelement von FSTO und/oder FFLU das mj ent-
spricht. - Wenn mehrere Zeitgruppen vorhanden sind, wird die Schätz-
funktion mittels eines Verschiebeindex in ein - der Zeitgruppe zuge-
*) Sie heißen INDI und IND2
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ordnetes - dem eben beschriebenen Feldelement - analoges Feldelement
abgelegt. Für jede Schätzfunktion müssen i.a. - dem Index (t) ent-
sprechend - außerdem noch Summationen (in einem doppelten DO-Loop)
über die in ~ (GI.56) enthaltenen Reaktionstypen und Isotopenarten
1
durchgeführt werden.
Gleiches gilt sinngemäß auch für die Berechnung der Ortsverteilung von
Reaktionsraten. Aus Speicherplatzgründen - die vorbereiteten Indexfelder
werden zu groß - wird für Einzelschätzungen ein abweichender Formalismus
gewählt: Hier werden in ESTlMA alle in der Eingabe spezifizierten Einzel-
schätzungen bei jedem Stoß und Flugweg auf mi' nj abgefragt und die
Schätzfunktion wird mittels ad hoc erzeugter Indexfelder in die richtigen
Feldelemente von FSTO und FFLU abgelegt.
Die Integralen Größen Kap. 4.5.1. h. werden berechnet, indem man je-
weils die relevanten Größen über alle Energiegruppen und alle räum-
lichen Bereiche des Systems summiert.
Wenn der ELPfMELP-Estimator verwendet wird, wird in SCHAFU ELP aufge-
rufen: dort werden im wesentlichen die (33) und (38) entsprechenden
zu den einzelnen Zeitintervallen proportionalen Teilflugwege berech-
net. In SCHAFU wird für diesen Estimator bei jedem Stoß jeweils die
Schätzfunktion für alle Zeitintervalle registriert, die der nach (33)
ausgewürfelte Flugwege durchmißt. (Im Unterschied zum Stoß-
u. Flugwegestimator, der nur immer für das aktuelle - d.h. in ESTlMA
gerade bearbeitete - Zeitintervall registriert wird).
ELP: siehe SCHAFU, letzter Absatz.
SUMME: Es werden die in SCHAFU für die einzelnen Schicksale berechneten
Schätzfunktionen (abgelegt in die Felder FSTO und FFLU) in Summen-
speieher übertragen.
Sei Xi eine Schätzfunktion für ein bestimmtes Schicksal, so werden für
jede Schätzung folgende Größen gespeichert:
Xi zur Berechnung des Mittelwertes
X.X. zur Berechnung des statistischen Fehlers
1 1
und außerdem Größen der Form:
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X.Y. zur Berechnung von Korrelationskoeffizienten (siehe (32) und (50»
1 1
für die Berechnung des statistischen Fehlers von Quotienten und der
optimalen Kombination von Stoß- und Flugwegestimator
4.6 Beschreibung der Statistikroutinen
SCHAEZ organisiert die Berechnung von Mittelwerten und statistischen .
Fehlern und druckt Ergebnisse (siehe (42) bis (50»
FELER1(FELER2) wird von SCHAEZ aufgerufen und berechnet Mittelwert und
statistischen Fehler für eine (oder zwei) der beiden Schätzfunktionen
Flug- und Stoßestimator.
QELERI (QELER2) berechnet Mittelwert und statistischen Fehler analog
zu FELERI und FELER2 für Quotienten.
TEST ist eine Testroutine. Sie hat zwei Funktionen (siehe NTEST in
der Eingabebeschreibung):
• 0 die Routine wird nicht aufgerufen.
NTEST
< 0 die Ausgabe des Codes wird auf die Datei mit der Datei-
nummer 21 geschrieben
> 0 die Ausgabe des Codes wird. mit der Datei mit der Datei-
nummer 21 verglichen. Abweichungen werden in einem ge-
druckten Protokoll kenntlich gemacht.
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5. Struktur, Verarbeitung und Inhalt der Datenfelder
5.1 Allgemeine Charakterisierung der Datenfelder
Wie in Kap. 4.2 (s.Abb.l) beschrieben, gibt es zwei große Gruppen von
Datenfeldem: I. Den Common mit den Teilbereichen (a) - (E). 2. das
dynamisch dimensionierbare Datenfeld mit den zwei Teilbereichen (~)
und (n). Für die Länge der Datenfelder gilt unter Zugrundelegung von
4-bytes-Worten als Einheit:
common: z. Zt. 28000 + 535
(a) 210 + 8x Anzahl der im System vorhandenen Isotope
(ß) problemabhängig variabel, wird vom Code festgelegt, schließt
fugenlos an (a) an,
(y) variabel, durch Eingabe zu steuern (siehe NRDSP in Kap. 6.1),
schließt ~ugenlos an (ß) an,
(ö) schließt fugenlos an (y) an, reicht bis zum Wort mit der Nummer
28000 des common
(E) 535
(~) problemabhängig variabel, wird von XTAREA festgelegt.
(n) problemabhängig variabel; wird von XTAREA festgelegt.
Im folgenden werden die Datenfelder im einzelnen beschrieben. Es wird
dabei mehr Wert darauf g~legt, die Funktion - physikalisch und Monte-
Carlo theoretisch-relevanter Variablen und Felder, auch im Zusammenhang
mit den Darlegungen der vorigen Kapitel, zu erklären, als den Inhalt
jedes einzelnen Feldelements der Datenfelder, vor allem wenn es sich
um untergeordnete Kontrollvariable der Programme handelt. Nicht be-
schriebene Variable werden in den folgenden Listen kommentarlos über-
gangen. In den folgenden Datenlisten gelten folgende Konventionen:
Das Symbol .'" bedeutet EQUIVALENCE im Sinn der Programmsprache FORTRAN IV.
Mit rechteckigen Kästchen eingerahmte Variablennamen (z.B. INAMEI) be-
deuten, daß es sich um Datenfelder handelt. Durchgezogene horizontale
Linien in den Tabellen begrenzen i.a. - Felder (Ausnahme: die Tabellen-
einrahmung). Der Ausdruck '•••Adresse (FELD) ••• bedeutet: Adresse be-
züglich des Feldes FELD. Variable, die auch in der Eingabebeschreibung
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benutzt werden, werden i.a. dort erklärt. Manche Feldelemente sind in
verschiedenenen Subroutinen mit verschiedenen Variablen gefüllt. Des-
halb findet man für ein Feldelement oft mehrereVariablennamen und
Erklärungen, die durch das Zeichen, / getrennt' 'werden. Vadablen- oder
Fe ldelementnamen , die in runde Klammern geschlossen sind ~.B.:(A», sind
im Programm nicht so benann~ sondern werden nur in der Tabelle so be-
zeichnet.
5.2 Der Datenbereich (a) des Common
Adresse Adreue relativ Name der Funktion
im im FC- Adresse Variablen/
Cbmmon Feld in spe~ des Feldes
ziellen
Feldern
I IA"'NRAND ganzzahlige Zufallszahl
.., ]2 ESTK siehe Kap •. 4.4 CENSWK3 ESTTAU
4 GELP2
5 NCOS~ siehe Eingabebeschreibung
6 - 8 NUR COSQ siehe Eingabebeschreibung
,9 FUR lGEOM Adresse (FC) des Quellneutronen-
ZENSUS- bereiches
ZEIT
10 KONZEPT IENQU Nr. des Energieintervalls far
Quellneutronenbereiche
73 (d) Diskriminante f.2.te Lösung der
Abstandsberechnung, für Fliehen
2. ter Ordmmg
74 ENB entspricht EN, ENWZ,
)















































obere Grenze des Datenbe-
reiches (y) des Cornmon.
obere Grenze des Datenbe-















Adresse (FC) des aktuellen
Bereiches
































































































siehe Kap.4.4 - CENSWK
obere Grenze des Spalt-
spektrums





Nummer des Schicksals in den
Zufallswanderungsroutinen
Nummer des Stoßes in den Zu-
fallswanderungsroutinen
Adresse (FC) d. I.Grenzfläche
(s.Kap. 5.3.2-GII)
Adresse (FC) d. I.Bereichs
(s.Kap. 5.3.2-GIII)
Adresse (FC) d. I.Energie-
intervalls (s.Kap. 5.3.2-EI)
Adresse (FC) des SIGMA-Feldes
(s.Kap. 4.4 - CRSECT)
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iAdresse Adresse relativ Name der Funktion
im im FC- Adresse Variablenl
Counnon Feld in spe- des Feldes
ziellen
Feldern
121-150 1-30 IISOTF I a-Text: aktuelle Isotopen-
namen
151-180 1-30 IKONTRA I Adressen (FC) der Nuklear-
daten für die einzelnen
Isotope (siehe z.B•.
Kap. 5.3.2-1: KONTRA (I)
181-188 a-Text; Problemidentifikation
191-210 1-40 IIDEN I Hilfstabelle die die 37-
teilige Energieskala (Kap.
5.3. 1. d)
ISIGMA I211- 1 Siehe Kap. 4.4-CRSECT
(210+8 lIf"
NISOT)
5.3 Der Datenbereich (ß) des Counnon
5.3.1 Allgemeine Charakterisierung
In diesem Bereich stehen die (in NCLDAT aus der externen Kerndatenbib-
liothek übertragenen) Nukleardaten (und ~eometriedaten.) Sie werden in
CRSECT zur Berechnung der makroskopischen Wirkungsquerschnitte (auf einen
Stoß oder Flugweg bezogen) benötigt. Die. Daten sind wie folgt strukturiert:





Nukleardaten des letzten im System vorhandenen Isotops (Reihenfolge
wie in der Eingabe Kap. 6.1)
Geometriedaten des Systems, Materialmischungsdaten und Energieintervallgrenzen
b) Der Nukleardatenbereich eines einzelnen Isotops besteht aus folgenden
Teilen:
a) allgemeine Kontrolldaten: Angabe der in diesem Datenblock ent-
haltenen Querschnitte, oder Adressen von einzelnen Querschnitts-
typen oder Adressen von einzelnen Querschnittstypen zugeordneten
Adresslisten (siehe d)
ß) Wirkungsquerschnittslisten in der in (50)-(52) angegebenen Form
energiegruppenweise.
y) Adresslisten (siehe d)
c) Alle Daten sind lückenlos hintereinander gespeichert.
d) Es wird in diesem Bereich in vielen Fällen - um Daten während der
Rechnung möglichst schnell zu finden - mit Adresslisten gearbeitet.
Insbesondere für einen Großteil der Querschnittstypen gilt folgendes:
Der gesamte Energiebereich ist zwischen 0.01 eV und 15 MeV in 37 Inter-
valle eingeteilt (4 Intervalle pro Dekade). Mittels der Subroutine
ITABLA wird in den Zufallswanderungsroutinen rasch das zu einer Energie
EN gehörige Intervall der 37-teiligen Skala ermittelt. Dieses Inter-
vall bezeichnet ein Feldelement in einer dem Wirkungsquerschnitt zu-
geordneten Adressliste , deren Inhalt eine Adresse (Fe) eines Elements
der Wirkungsquerschnitts tabelle ist. In ihrer Umgebung sucht man die
zu EN gehörige in Kap. 4.4-CRSECT beschriebene Energie-Subgruppe.*)
Die Einteilung der Wirkungsquerschnitte selbst in die Subenergie-
gruppen und ihre Zuordnung zu der 37-teiligen Skala ist für jedes
Isotop und für jeden Wirkungsquerschnittstyp individuell möglich
und wird im Progr~ DASU so angelegt, daß optimaler linearer Fit
möglich ist.
*)In manchen Fällen verweist die Adressliste noch auf eine weitere
Adressliste. Erst diese weist dann auf die Datenliste (z.B.Liste XI)
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5.3.2 Liste der in (ß) gespeicherten Daten*)































laufende Nummer des Isotops
laut Eingabe
Adresse (FC) der Nukleardaten
des I+I-ten Isotops
O-thermische spaltung}






O=Isotropie im s.S., I-Aniso-
tropie im S.S. bei elast.Streuung
O-kein stetiger Bereich für elas-
tische Streuung, Apsorption,Spal-
tung, t-Normalfall.
Anzahl der Resonanzen links und
rechts der Referenzenergie(Siehe
Kap. 4.4-RESOWQ)
*) Die Adresse der Variablen im Common wird hier nicht mehr angegeben, sie



































untere Grenzenergie fUr (n-2n)
Prozesse (in CRSECT)
Anzahl des direkten inela-
stischen Niveaus






obere E.-Grenze des thermischen
Bereichs in NCLDAT/FC(NA) ist
Adresse (FC) der oberen Grenze
des thermischen Bereichs·) in
CRSECT
obere E.Grenze der aufgelösten
Resonanzen
untere E.Grenze des stetigen Be-
reichs
untere E.Grenze der inela-
stischen Streuung
untere E.Grenze des Verdampfungs-
modells
untere E.Grenze der Spaltung
kernphysikalischer Parameter
Adresse**) der I. aufgelösten
Resonanz
*) Definition der Bereiche siehe Kap. 4.4 CRSECT





















































der W.Q. für elastische Streuunt)
Anfangsadresse der Adressliste
der W.Q. für Absorption *)
Anfangsadresse der Daten für v
Anfangsadresse der Adressliste für
die kontinuierlichen Spaltwir-
kungsquerschnitte.
Anfangsadresse für die Daten der
diskreten inelastischen Niveaus
Anfangsadresse der Adressliste der




der Daten für statistische Re-
sonanzen
Adresse der Daten für das n-2n
Spektrum
Anfangsadresse der Adressliste
der W.Q. für n-2n Prozesse
Anfangsadresse der Adressliste
des W.Q. fUr elastische Streu-
ung thermisch
Anfangsadresse der Adressliste
der W.Q. fUr Absorption thermisch
Anfangsadresse der Adressliste
der W.Q. fUr Spaltung thermisch









Adresse Relativ Name oder Inhalt Funktion
im Adresse der variablen/
FC-Feld des Feldes
(P-ELT)i (E. ) Variable Anzahl von Datengruppen
1.
·
(a.) der Form (E. ,at ,b.), gemäß Kap.
1. 1. 1. 1.
·
(b. ) 4.4-CRSECT. Wirkungsquerschnitte
1.
· ·
für elastische Streuung thermisch
· ·





(PA-ELT) .+ 1 (P-ELT). Adressliste für die Liste Ila.
1. 1
·

















Wie 11a für Spaltung thermisch.1
· ·
Adressen dieser Datengruppe siehe
· ·
Liste IV,-




(P-AR). (E) Variable Anzahl von Datengruppen
1
·
C(l) der FormCE, C(I), C(2), C(3) ,
· ·




C(6) Daten für die aufgelösten Reso-
·
• nanzen. Die Anfangsadressen die-
· ·










Adresse ,. Relativ Name oder Inhalt Funktion
im Adresse der Variablen/
FC-Feld des Feldes
(PA2-STR) . E. Variable Anzahl von Datengruppen
1 1
• (P-STR). der Form [E")(P-STR) i J , E sind1
·
, . Energien, (P-STR). sind Adressen
1
·
• der WQ fUr statistische Reson-
·
• nanzen siehe Liste VIc. Die
Adressen dieser Liste VIa sind
in VIb enthalten
(PA1-STR) .+1 (PA2-STR) . Adressliste fUr Liste VIa.
1 1
·
• (PA1-STR). steht in Liste I,1
· ·
Relativ-Position 37
(P-STR) . 1'1 Die gleiche Anzahl von Datengrup-1
• D(I) .. pen wie in Liste VIa der Form
•
·








• • Daten fUr die Berechnung der W.Q.
· ·
fUr statistische Resonanzen




(PA-ELK) *1 (P-ELK). analog zu IIb; siehe Liste I,
1 1
Relativposition 29
(P-ABK) . Wie IIa fUr Absorption kontinuier-
1
lieh. Adressen dieser Datengruppen
siehe VIIIb



















6 Daten für die Monte Carlo Rea-
lisierung von Spaltung gemäß:
v ... V
o
+ V1E +v 2E2 ... mittlere
Anzahl der Spaltneutronen pro
Spaltung; und
f(E) .... e-BE sinh !CE .. Spalt-
spektrum s.Kap. 2.3.4





Wie Ha für Spaltung kortinuier-
lieh. Adressen dieser Datengruppe
siehe Xb
Xb (PA-SPK);+-I








Variable Anzahl von Datengruppen
der Form
[ E ,(P-AN 1) i' (P-AN2), OJ
E sind Energien, (P-ANl). und
1
(P-AN2). sind Adressen für die
1
Daten für Anisotropie in Liste
XIb. Die Adressenoer Liste XIa








Ebenso viel Datengruppen, der
Form (p! J.!~), wie in Xla.
1 1 1 2
Die Intervalle (J.!. p.) bezeichnen
1 1
für die einzelnen Energie - Sub-
I2.3.1:: I ist.
gruppen der Tabelle XIa die Inter-
valle auf der p-Achse,auf denen


















Adressliste für Liste Xla.
(PAI-AN). steht in Liste I,
1
Relativ-Position 27
Wie IIa für den totalen W.Q.
der inelastischen Streuung Adres-
sen dieser Liste siehe Xllb
analog zu IIb, siehe Liste I,
Relativ-Position 35
Anzahl der Subenergiegruppen für
das 2. inelastische Niveau in
der folgenden Tabelle Xlllb •
.......................







Anzahl der Subenergiegruppen für
das ~EVEL-te Niveau ••• Die Adres
se der Liste steht in Liste I,Po .34
n l Datengruppen der Form
(EI, AI, Bl,) gemäß Kap.4.4-
CRSECT. Anregungsquerschnitte für
das 2.te inelastische Niveau
. -





Adresse Relativ Name oder Inhalt Funktion
im Adresse Variablen/
FC-Feld der Felder
XIV (P-N2N). -4 l A Daten zur Monte Carlo Realisierung1 A+I
leer des n-2n-Spektrums
leer. Q-Schwellenergie im SS.
Q(A+! ) A-Atomgewi cht. Die AdresseA
(P-N2NSP). steht in Liste I,
1
Relativ-Position 38
XVa (P-N2N) . Wie IIa für die W.Q. der
1
n-2n Prozesse
XVb (PA-N2N) ;+1 (P-N2N). analog zu IIb; siehe Liste I,
1 1
Relativ-Position 39






Nukleardaten des letzten Isotops.
I
I
G e 0 met r i e d a t end e;s S y s t e m s
(LTYP I)
Kommentar~ FLÄCHENDATEN, beschreiben die
in der Eingabe definierten
Flächen in der dort angegebenen
Reihenfolge




Die Adresse (IFLAAD 1) steht 1n














Kennzahl für Flächentyp der
zweiten Fläche
) zugehörige (normierte) Flächen-
parameter
• C'. • • • • • • • • • • • • • • •






. . . . . . . . . . . .. ...
GRENZFLÄCHENDATEN, beschreiben
die in der Eingabe definierten
Grenzflächen in der dort ange-
gebenen Reihenfolge
Adresse der zu der ersten Grenz-
fläche gehörigen Fläche in Lis-
ten Gla - GIn
Adresse der Bereichsdaten des
1. angrenzenden Bereichs siehe
Listen GIII
Adresse der Bereichsdaten des
2. angrenzenden Bereichs in den
Listen GIII; oder Q für Außen-
bereich;oder -1 für Spiegelung
Kommentar:
usw. für alle Grenzflächen
BEREICHSDATEN für die in der Ein-
gabe definierten Bereiche in fol-
gender Reihenfolge
1. Bereich mit der Mischungsnummer
t ;-2. Bereich mit der Mischungs-
nummer 2; usw; dann die restlichen
Bereiche in Reihenfolge der Ein-
gabe:






















Adresse Jtfür die Materialmischungs
daten dieses Bereichs, (siehe Liste
GIV) oder 0 für Vakuum
Adresse der zugehörigen Grenz-
flächenliste. Siehe Liste GV
steuert (M)ELP (siehe Kap.4.4-
CENSWK), O=innerer Bereich,
I=Randbereich ohne reflektierende
Grenzen, -1=Randbereich mit re-
flektierender Grenze (erlaubt ELP,
verbietet MELP)
.; Temperatur
10 bedeutet, dieser Bereich ist
Quellbereich
steuert Realisierung des Ein-











in der Eingabe definierten Mate-




daten für das I. Material)
Anfangsadresse der Nukleardaten
für das I.Isotop der I.Material-
mischung (z.B. KONTR(I) in Liste I)
















Dichte des 2.ten Isotops




zu GIVa analoge Listen für alle
Materialmischungen des Systems
GRENZFLÄCHENLISTEN, enthält die
Adressen der zu den Bereichen
des Systems geh8rigen Grenz-






(bestehend aus Aqressen der zum
I.Bereich geh8rigen Grenzflächen)
Adresse der I.Grenzf1äche dieses
Bereichs in den Listen GII. Die
Adresse (I~I) ist in den Listen
GIlI enthalten
Adresse der 2.ten Grenzfläche
usw. für alle Grenzflächen
dieses Bereichs
zu GVa ana1o~ Listen für alle
Bereiche des Systems
ENERGIEINTERVALLLISTE*), enthält
im wesentlichen für alle Energie-
gruppen, die in der Eingabe spe-








Obere Energiegrenze ·des Intervalls
o oder I je nachdem Que11/Start-
neutron oder nicht
11
usw. fortlaufend für alle Energiegruppen gemäß EIa
*)Diese Energiegruppen haben weder Bedeutung für denZufa11swanderungsprozeß
noch für die Darstellung der Wirkungsquerschnitte sondern nur für die De-
finition der zu schätzenden Größen (s.Kap. 4.5.1)
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5.3.3 Der Zugriff auf die Daten des Bereichs (ß)
Das Datenhandling bezüglich (6) kann exemplarisch an der Wanderung des
Neutrons von einem räumlichen Bereich I zu einem zweiten Bereich 11 er-
klärt werden. Die den Bereichen zugeordneten Adressen in FC-Feld gemäß
Liste GIII(s.o.) sei NGEOMI und NGEOM2:
a) Geometriedaten (Berechnun~ von Distanzen) In den Listen GI-GV stehen
u. a. die Adressen (IFLAt\D I~, (IGRFLA I), (NGEOH I), (J I), (IANF 1) •. Die
entsprechenden aktuellen Adressen - d.h. die zugehörigen Bereiche,
Flächen usw. werden gerade bearbeitet - heißen im Code: IFLAAD, IGRFLA,
NGEOM, J, IANF.
Gegeben sei NGEOMI, gesetzt in CYCLWK oder CENSlVK. Der Datenfluß




== IANF (siehe GIII)
== IGRFLA (siehe GV)
== IFLAAD (siehe GI)
Der 2.te und 3.te Schritt muß für alle Grenzen des Bereichs durch-
geführt werden. Dann fährt man fort mit der zur kürzesten Distanz (zur
Fläche) gehörigen Adresse IGRFLA:
* IFC(IGRFLA+2) == NGEOM2
b) nukleare Daten (Berechnung der Querschnitte)
Gegeben sei IEN,die der 37-Gruppeneinteilung (siehe Kap. 5.3.ld) ent-
sprechende Energiegruppennummer (gewonnen durch Aufruf von ITABLA) ,
und NGEOMI. Der Datenfluß für die Berechnung der Querschnitte sieht
dann wie folgt aus:
* IFC(NGEOMl+l) == J (siehe GIII)
* IFC(J+2(I-I» == ISOTOP (siehe S. 51); I ist die Nummer des aktuellen
Isotopes in der Liste der Isotope, die im Bereich
vorhanden sind.
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* Beispiel elastische Streuung, thermisch:
IFC(ISOTOP+4~) = (PA-ELT)i' (siehe IIb)
* IFC«PA-ELT).+I+IEN) • (P-ELT)., (siehe IIa)
1 J
In der Umgebung von (P-ELT). wird dann die für den linearen Fit (vgl.
J
Gl.(50» bestgeeignete Subenergiegruppe gesucht, womit die Querschnitts-
berechnung für das Isotop I beendet ist.
5.4 Der Datenbereich (1) des Common
A. Zensuszeitkonzept:
Bei jedem Neutronensplitting (s.Kap. 3.2.6.A) werden die Elemente
(1-18) des Feldes KORONA (siehe Kap. 5.2) in den Bereich (y) übertragen,
wo sie fortlaufend gespeichert werden.
B. Generationszykluskonzept:
In diesem Fall werden die Feldelemente 1,2,3 und 12 von KORONA (siehe
Kap. 5.2) und die Nummer des Isotops, das dem Spal&Dunkt zugeordnet wird,
in (y) fortlaufend gespeichert.
5.5 Der Datenbereich (~) des ~ommon
Wie in Kap. 4.2-3 und bei der Beschreibung der Subroutinen des Zufalls-
wanderungsprozesses ausgefUhrt, werden in diesem Bereich 8-Wort-Records
geschrieben, die in den Schätzroutinen verarbeitet werden. Die aktuelle
Referenzadresse im FC-Feld beim Schreiben bzw. Lesen dieser Records in
den Zufallswanderungsroutinen bzw. in den Schätzroutinen heißt NIA bzw.
IA. Es gibt folgende Typen von Records:
a) Quellrecord:
Position IA+I Kennziffer 1
11 IA+2 NHST ... Nrdes Schicksals
" IA+7ol$: ENWZ ... Wurzel aus Energie (MeV)
11 IA+8 . Startgewicht.
*)nicht angeführte Positionen im Record sind frei
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b) Querschnittsrecords:










N = Anzahl der Isotope im Bereich (N-O für Vakuum)
IFL = Referenz-Adresse des folgenden Flugweg-Records
IS .... Referenzadresse der Daten des 1. Isotops der
Mischung (nur für N +0)
bis IA+5+N Liste der Kennziffern (lt. Eingabe) der
Isotope der Mischung des Bereichs (nur für N +0).
Nach einer normaleDWeise auftretenden Lücke (IS soll durch 8 teilbar_
sein) folgen (bei N +0) für alle Isotopen fortlaufend die nuklearen
Daten:





" IS+3 ° (Einfang) makroskopischec
" 18+4 °f (Spaltung) Querschnitte für
11 18+5
°
(inelastische Streuung) dieses Isotop.
n,n'
11 IS+6 ° 2 (n-2n Prozess)n- n
" 18+7 0tot (alle Prozesse)
11 IS+8 (mittlere Anzahl v. sek.Neutr.
"11 18+9 Teilchendichte des 2.Isotops der Mischung usw.















DI8T-Abstand (cm) vom letzten auf dem Flug erreichten
Punkt zum nächsten Punkt (a 8toßort oder Bereichsgrenze)
Zeit (~sec vom 8tart des Neutrons), in der Neutron den
nächsten Punkt erreicht
8GM ... totaler makroskopischer Querschnitt
- 67 -
Bedeutung von ILEAK:
1 ELP/MELP wird angewandt
2 Bereich wird durchflogen
3 Stoß im Bereich
6 Leckage
11 ELP wird angewandt
Position IA+I - IA+8 wie in I,Normalfall
" IA+9 Kennziffer ... 4
" IA+IO Kennziffer INDEX ... 1
" IA+ 11 Goexp(-LD) siehe (36)
" IA+12 t LEAK"" Zeitpunkt möglicher Leckage
" IA+13 DF siehe (38)
" IA+14 t D "" Zeit-Endpunkt dieses Flugweges
" IA+f5 GN siehe (35)eu
" IA+16 vEnergie
111 MELP wird angewandt, die Energie für die heiden MELP-Richtungen ist
gleich
Position IA+l - IA+8 wie in I ,Normal fall








Kennziffer INDEX'" ± 2 (+ hei Realisierung dieser
Richtung und Stoß in diesem Bereich)
1 alt -LIDI
2 G (e t ) siehe (39)
IA+12 Zeitpunkt möglicher Leckage in Richtung 1
IA+13 ~ 0 D; siehe (40)
IA+14: tDI Zeitendpunkt für D~
. F











-K-ennziffer INDEX" ± 2 (sooo)
I 2 . .i Galt (e-LtD ) siehe (39) (~~=L~l)
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Position IA+20 Zeitpunkt möglicher Leckage in Richtung 2
" IA+21
I 2. h (40)- • D S1e e2 F
11 IA+22 t D2 Zeitendpunkt für n
2
F F
11 IA+23 wie IA+15
11 IA+24 leer
IV MELP wird angewandt, die Energie in den heiden MELP-Richtungen ist
verschieden
Position IA+I - IA+8 wie in I Normalfall
11 IA+9 Kennziffer ... 4
11 IA+IO INDEX ... ±3 (s. o. hei INDEX'" ±2)
11 IA+II ! Galt exp(-r1n1)2 t
11 IA+12 Zeitpunkt möglicher Lekage in Richtung I






Es folgt Wirkungsquerschnittsrecordhlock für die Energie E2 der 2.ten
MELP Richtung.
Dann folgen zu Position IA+l his IA+16 analoge positionen für die 2-te
MELP-Richtung:














IEnergie nach dem Stoß
G=Neutronengewicht nach dem Stoß
e) Splitrecord (s. auch Kap. 4.4-CYdLWK, Bemerkung über Splitrecord!)
Posi tion IA+t Kennziffer'" 5
" IA+6 T=Startzeit des Spli tneutrons = Zeitpunkt des
Splitstoßes
" IA+7 IEnergie
" IA+8 G=Startgewicht des Splitneutrons
f) Endrecords
Position IA+t Kennziffer'" 8,oder = 9
8: Datenbereich (0) gefüllt, Sprung in die Schätz-
routinen!
9: Zufallswanderung beendet, Sprung und Endauswertung
in die Schätzrou~inen!
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5.6 Der Datenbereich (E) des Common
zählt wie oft die Schätzroutinen an-
gelaufen werden
Distanz aus dem Flugwegrecord
Neutronengewicht
.. I } {keine integralen}
.. Z es werden alle.Arten von
c 3 nur lntegrale








































































Nummer des gerade bearbeiteten Schicksals
s.E.
s.E.
Nummer der aktuellen Energiegruppe






Nummer der aktuellen Zeitgruppe
s.E.
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5.7 Der Datenbereich (~) des dynamisch dimensionierbaren Datenfeldes


























enthält die Größen NB2(I) , NC2(I), NA2(I) der Eingabebe-
karten KI4-KI9 hintereinander
enthält die Größen NBJ(I), NC3(I), NA3(I) der Eingabe-
karten KI4-KI9 fortlaufend
enthält Relativ-Positionen (im NIS-Feld) der ersten Zahlen
der einzelnen eingelesenen Karten
enthält Relativ-Positionen (im NIS-Feld) der letzten Zahlen
der einzelnen eingelesenen Karten
enthält Relativ-Positionen (im NRE-Feld) der ersten Zahlen
der einzelnen eingelesenen Karten
enthält Relativ-Positionen (im NRE-Feld) der letzten Zahlen
der einzelnen eingelsenen Karten
}
enthält': (~~~ngsJ adresse der zu den einzelnen
räumlichen Bereichen gehörigen Indizes im Indexfeld IND2
I (siehe Kap. 4.5.2-SCHAFU)
1 h"l } AnfangS-) d d d . 1ent a t ~End- aressen er zu en elnze nenEnergiegruppen gehörigen Indizes im Indexfeld IND2
(siehe Kap. 4.5.2-SCHAFU)
Hilfsfelder zum Einlesen der Kenngrößen für Quotienten-
schätzung in ESTIMB
mittels (*) erzeugte Indexfelder ,die das Speichern der




















Indexfeld zum Speichern der Stichproben der einfachen
Schätzungen (gemäß Kap. 4.5.2-SCHAFU) in n; ähnliche
Struktur wie IND2(s.u.)
Indexfeld, siehe Erläuterung in Kap. 4.5.2-SCHAFU,
siehe Eingabebeschreibung K20: enthält t 1, ,t3 , ts ••• t f
Hilfsfelder für das Einlesen der Schätzroutinenkenngrößen.
Sie werden auch bei der Konstruktion des Feldes INDI und
IND2 (in ESTIMB) und beim Drucken (in SCHAEZ) benötigt.
5.8 Der Teilbereich (n) des dynamisch dimensionierbaren Datenfeldes
Diese Felder sind (mit Ausnahme des Hilfsfeldes GELD) Stichprobensummen-
felder (s. Kap. 4.5.2-SUMME). Die Stichproben werden in der Reihenfolge
abgelegt, wie sie durch die Eingabe nahegelegt wird und sich auch im
Ergebnisausdruck des Codes widerspiegelt. (z.B. werden erst alle Stich-





























Xs·Xf für KLA=t; Xs.X~ für KLA-2
Xex~ für KLA=t; Xf'~ für KLA-2
::]"L Stichprobe nur für das eben bearbeitere Schicksal!




s } enthält Korll"elationsterme für die bei den integralen
f Größen zu bildenden Quotienten (s.Kap. 4.5.I.h)
z.zT. leer
Die Indizes haben folgende Bedeutung
s Stoßschätzfunktion
f Flugschatzfunktion
N Stichprobe für die zur Normierung verwendete Schätzung
Q Stichprobe für den Nenner der Quotienten bei der Schätzung von Quotienten






Die Daten-Eingabe erfolgt formatfrei über FREEFO. Alle Daten haben normale
LRnge. BezHglich·des Variablentyps gelten, soweit unten nicht: Integer,
Alpha oder,Float steht, die FORTRAN-Konventionen fHr die Variablennamen.
Die Abmessungen sind in cm, Dichte in 1024 Atome/cm3 , Energien in MeV,
Zeiten in Mikrosekunden (Ausnahme: CPU-Zeit in Sekunden auf Karte K9)
anzugeben; ~ntsprechendes gilt für die Ausgabe. Isotopennamen (K2, KS)
und Flächentypen (K3) sind 4-stelliger Text, z.B. 'U23S', 'PL~X'. Alle
Flächen, Grenzen, Materialmischungen und Ortsbereiche müssen jeweils von
1 an fortlaufend numeriert werden.
6.1.2 Allgemeine Steuerkennzahlen
KI KEN4 <0 Eingabebeschreibung wird ausgedruckt, dann Programm-
ende
>0 Normalfall
NOPT 1 Generationszyklus-Konzept, (= Option I)
2 Zensuszeit-Konzept (=Option 2)
NRAND ungerade positive Zahl zur Initialisierung des
Zufallszahlengenerators
NRPT 0 nach Programmablauf E:nde,
nach Programmablauf Lesen neuer Eingabe ab KI,
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6.1.3 Allgemeine Daten für den Zufallswanderungsprozeß












Zahl der Isotope (maximal 30),
Zahl der Bereichsgrenzen,
Zahl der Flächen 1. und 2.0rdnung,





Liste der Isotope, alphabetisch angeordnet,
6.1.4 Definition der Flächen
Die Geometrie des Systems wird beschrieben durch Flächen 1. und 2. Ordnung,
die ihrerseits die Grenzen definieren. Für jede Fläche ist eine Karte






laufende Kennzahl zur Identifikation,
Flächentyp nach Tabelle I,
Zahl der Flächenparameter nach Tabelle I,
Liste der Flächenparameter nach Tabelle I,
Die Zuordnung von Flächentyp, Zahl und Art der Flächenparameter sowie
Gleichungsform folgt aus der Tabelle I
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Tabelle I




'PLAN' 4 ax+by+cz=d; a,b,c,d
'SPHE' 4 (x-a) 2+(y-b) 2+(z-c)2=R2; a,b,c,R,
'CYLX' 3 (y-a) 2+ (z-b) 2=R2 ; a,b,R
'CYLY' 3 (x-a)2+(z-b)2=R2; a,b,R
'CYLZ' 3 (x-a)2+(y-b)2=R2; a,b,R
'QFRM' 10 ax2+by2+ cz2+dx+ey+fz+gyz+hxz+jxy=k; a,b,c,d,e,f,g,h,j ,k
6.1.5. Definition der Grenzen
Eine Bereichsgrenze ist festgelegt durch die Kennzahlen der beiden von
ihr getrennten Ortsbereiche und der Fläche, welche (ganz oder mit einem
Ausschnitt) die Bereichsgrenze darstellt.
Wichtig: (a) Eine Fläche, die mit einem Ausschnitt eine Grenze eines
Bereichs darstellt, darf nicht mit einem anderen Ausschnitt eine
weitere Grenze desselben Bereichs definieren. (b) Eine Fläche,
die mit einem Ausschnitt eine Grenze eines Bereichs darstellt,
muß mit allen anderen Punkten außerhalb .des Bereichs liegen.-
Insbesondere (b) kann nicht durch tlberprüfen der Eingabe vom
Code gewährleistet werden. Im allgemeinen bedeuten diese For-
derungen, daß ein Reaktor geometrisch in mehr Bereiche zu unter-
teilen ist, als dies physikalisch anschaulich notwendig erscheint.
Alle Bereichsgrenzen werden definiert durch eine Karte der Form K4 mit
4.NGRENZ Daten:
- 77 -
K4 Integer laufende Kennzahl zur Identifikation,
Integer Kennzahl eines angrenzenden Bereichs
Integer Kennzahl des 2. angrenzenden Bereichs (s .Anm.)
Integer Kennzahl der zugeordneten Fläche,
Integer etc fortlaufend für alle Bereichsgrenzen.
Anmerkung: Jeweils der zweite angrenzende Bereich darf auch gekennzeichnet
werden mit 0 für schwarze Absorber (=Vakuum-Randbedingung) oder
mit -1 für die Spiegelungs-Randbedingung an dieser Grenze; je-
doch ist Spiegelung nur an Ebenen zulässig.
6.1.6 Materialmischungen






laufende Kennzahl zur Identifikation,
Zahl der Isotope in diesem Material,
Isotopenname,
Dichte in 1024/ cm3
6.1.7 Ortsbereiche







laufende Kennzahl zur Identifikation,
Kennzahl der Materialmischung (=0 für Vakuum),
Zahl der für diesen Bereich definierten Grenzen
Temperatur (Kelvin),
aus diesem Bereich Startneutronen (z.Zt. nur
für einen Bereich sinnvoll),
o. keine Startneutronen aus diesem Bereich,
O.DFAKT
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im Zufallswanderungsprozeß wird Capture nicht
realisiert, sondern im Gewicht berücksichtigt,
1. Capture wird normal realisiert (Anm. Auch
andere positive Werte sind sinnvoll und er-










)Koordinaten für Quell- oder Startneutronen
~z.Zt. nur für einen Bereich sinnvoll; sorg-
)fältig einsetzen, da Eingabefehler vom Code
)nicht überprüfbarl)
NPARA Kennzahlen der Grenzen des Bereichs.
6.1.8 Definition von Energiegruppen
Energieintervalle laufen von hohen zu niederen Energien, ohe7e Grenze soll
mindestens 10 HcV sein. Eine Karte der Form K7 enthält 3,NENc;R Dat\~I1.
K7 Float
Float 1.
obere Energiegrenze des Intervalls (MeV)
Quell- oder Startneutronen aus dieser Energie-
gruppe (z.Zt. nur für eine Gruppe sinnvoll) ,
O. keine Startneutronen aUR dieser Gruppe,
nächste Energiegrenze etc.,




6.1.9 Steuerdaten fUr Zufallswanderungsprozeß
Zwei Karten, K8 und K9




o z • Zt • frei
Beginn des Censusintervalls (für Option 1
ohne Belang),
Ende des Censusintervalls (kann bei Option 1
durch Russ.Roulett verschoben werden),
maximale Zahl der Startneutronen (Option 1)/











Zahl der Schicksale bis zu einer Zwischen-
schätzung mit Abfrage auf CPU-Zeit TIME ~nd
Stoßzahl NCOLL.
maximale Zahl von St8ßen bis zum Programm-
abbruch
maximale CPU-Zeit (~ek.) (muß nach Erfahrung
mit TIME-Parameter auf JOB-Karte abgestimmt
werden)
Größe des Pools für Quellneutronen (Option 1)
oder Splitneutronen (Option 2)
normale Kopplung mit Schätzroutinen
keine Eingabe für Schätzroutinen, liefert
Schätzung weniger integraler Daten
(frei) .
unterhalb dieser Gewichtsschranke für Neutronen
Anwendung von Russ.Roulett.
Für Option 1 (=Generationsfolge) bei Kopplung mit Schätzroutinen von hier
Übergang nach· 6.1.11. Sonst Ende der Eingabe für Option 1.
6.1.10 Zusätzliche Eingabe für Option 2 (=Censuszeit)









geschätzte Relaxationszeit des Systems,
für Neutronen mit einem Gewicht über dieser
Schranke ist die ELPlMELP-Option aktiv,
Quellneutronen aus einem Spaltspektrum,
isotrop,
Quellneutronen aus Energiegruppe nach K7,
isotrop
Quellneutronenaus Energiegruppe nach K7,
gerichtet




Falls keine Kopplung mit Schätzroutinen (siehe KI und K9), Ende der
Eingabe. Andernfalls folgt





es werden nur differentielle Größen berechnet



















es werden nur integrale Größen berechnet
Normierung aller Größen auf ein Spaltneutron
(oder ein Quellneutron) für Option 1 (fHr
Option 2)
o Alle Schätzungen werden zwecks Normierung
mit der Zahl TOST (s. K12) mulipliziert
2 Alle Schätzun~en werden mit TOST (s. K12)
!multipliziert. Außerdem werden alle Schätzungen
durch eine zusätzlich in KI8 und K19 zu
TAU I
TAU2 I
definierende Einzelschätzung dividiert. Der
statistische Fehler wird nach (47) berechnet.
Anfang des Zeitintervalls, in dem Beiträge
der Neutronen zur Schätzfunktion registriert
werden in Option I. Beginn des Zensuszeit-
intervalls in Option 2.
Ende des Zeitintervalls, in dem Beiträge der
Neutronen zur Schätzfunktion registriert werden
in Option I. Bzw. Ende des Zensuszeitinter-
valls für Option 2.




Damit Beiträge sehr langer Neutronenschicksale
nicht abgeschnitten werden, empfiehlt es sich
in Option I TAU2 sehr groß zu wählen:
TAU2 ~ IO*TAUMAX (siehe KB). Siehe Hinweis b)
in 3.14.
Anzahl der in Kap.4.5.1 d- Kap. 4.5.1 f definierten
Quotientenschätzungen
Steuervariable zum Aufruf der Testroutine TEST.
Siehe Kap. 6.4.3.2
Normalfall NTEST=O, d.h. die Routine wird
nicht aufgerufen.
6.1.12 Zusätzliche Eingabe für Normierung, wenn KLA=2
K12 TOST Wegen der Bedeutung von TOST siehe KII.






Anzahl der Energieverteilungen von Raten
(siehe Kap. 4.5.1. b)
Anzahl der Ortsverteilungen von Raten
(siehe Kap. 4.5.l.c)
Anzahl der Einzelschätzungen*) (siehe Kap.4.5. I.a)
Anzahl der Zeitgruppen**) (Nullen müssen ge-
schrieben werden in dieser Karte)
*) Die zwecks Normierung zu definierende Einzelschätzung wird hier nicht
mitgezählt! (siehe KII)
**) In der Ausgabe wird automatisch eine Zeitgruppe ausgedruckt, die die
Summe aller Zeitgruppen darstellt. Diese "Summe über alle Zeigruppen"
muß in KZEIT mi~gezählt werden. tibrigens: KZEIT = 0, KZEIT = I, KZEIT _ 2
liefern im wesentlichen die gleiche Ausgabe.
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Anzahl der in ßRm enthaltenen Ortsbereiche
Anzahl der ~ Li entsprechenden Isotope.
1
Für Flußberechnungen (d.h. S L.=J) oder füri 1
Stoßdichteberechnungen (d.h. ~ LiBLToT)1
Anzahl der S L. entsprechenden Reaktionstypeni 1
Für Flußberechnungen (d.h. S L.=J) oder füri 1
Stoßdichteberechnungen (d.h. S L'=~TOT)
.. 1 1
LBJ Kennziffern der in ßR enthaltenen Orts-
m
bereiche. Diese Kennziffern müssen mit NR
aus K6 konsistent sein.
LB2 Kennziffern der S ~. entsprechenden Isotone,i 1
wobei die Liste der Isotone, in K2, fortlaufend
(J,2 •.• ) von links nach rechts zu numerieren ist.
o Für Flußberechnungen
-J Für Stoßdichteberechnungen
LB3 Kennziffernder S ~. entsprechenden Reaktion,,--
i l.
























Anzahl der in ßE enthaltenen Energiegruppen
n
Anzahl der S E. entsprechenden Isotope.
• 1
1Für Flußberechnungen (d.h. S E.=~)i 1
oder für Stoßdichteberechnung (d.h. ~ Li=EToT )1
Anzahl der SE. entsprechenden Reaktionstypen
• 1
Für Flußber~chnung (d.h. ~ Ei=l) oder fiir
Stoßdichteberechnungen (d:h. ~ Ei=EToT)'1
LCJ Kennziffernder in 6E enthaltenen Energie-n .
gruppen.
Diese Kennziffern müssen mit K7 konsistent seln.
Die Energiegruppen sind fortlaufend (1,2, ... )
von der Gruppe höchster Energie zu numerieren.
LC2 Kennziffernder S E. entsprechenden Isotope,
• 1
wobei die Liste der1 Isotope, in K2, fortlaufend
(1,2, ••• ) von links nach rechts zu numerieren
ist. Oder
o für Flußberechnungen oder
-Ilfür Stoßdichteberechnungen.
"
LC3 Kennziffem der SE. entsprechenden Reaktions-
i 1


























Anzahl der in ~Rm enthaltenen Ortsbereiche
Anzahl der in ~En enthaltenen Energiegruppen
Anzahl der S E. entsprechenden Isotope.i 1
Für Flußberechnungen (d.h. S E.=I) oder füri 1
Stoßdichteberechnungen (d.h. ~ Ei=EToT )1
Anzahl der S E. entsprechenden Reaktionstypen.i 1
Für Flußberechnungen (d.h. S E.=I) oder füri 1
Stoßdichteberechnungen (d.h. ~ Ei=EToT )
1
LAI Kennziffernder in ~Rm enthaltenen Orts-
bereiche.
Diese Kennziffern müssen mit den NR aus K6
konsistent sein.
LA2 Kennziffern der in ~En enthaltenen Energie-
gruppen.
Diese Kennziffern müssen mit K7 konsistent seIn.
Die Energiegruppen'sind fortlaufend (1,2, ... ) vnn
der Gruupe höchster Eneqt,ie zu nut!lerierc~n.
LA3 Kennziffern der S E. entsprechenden Isotone.i 1 .
wobei die Liste der Isotope in K2 fortlaufend
(1,2, ... ) von links nach rechts zu numederen 18::.
Oder
o für Flußberechnungen oder
-Ilfür Stoßdichteberechnungen
I




typen, gemäß folgender Konvention
- I Stoßdichteberechnung 4. SNN
o Flußberechnung 5 SN2N
SCATT 6 STOT
2 SCAPT 7 NUSF
3 SFISS
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Die folgende Karte definiert die Zeitgruppengrenzen. Sie ist nur dann
notwendig, wenn KZEIT>I inKl3.
KZO GD
C:)
Zahlenpaar für die erste Zeitgruppe:tl=die untere,
t 2 die obere Grenze der Gruppe,
Zahlenpaar für die zweite Zeitgruppe •••..•.•
usw. für alle übrigen Zeitgruppen
Es muß gelten: a)
t l<t Z=t3 < t 4=tS < t 6•.•• usw., d.h. die Zeit-
gruppen müssen fugenlos aneinander anschließen
(::-~ b) t l = TAU I in KIIt f .,. TAUZ in KII
f ... ZxKZEIT (s. K13)
KZI MSIQ Anzahl der Energieverteilung v. Quotienten
MS2Q 11 11 Ortsverteilung v. Quotienten
MS3Q 11 11 Einzelschätzung v. Quotienten
Definition siehe Kap. 4.5. I d - Kap. 4.5. I. f
Für die Energieverteilungen v. Quotienten (EVQ) g;lt folgendes: Für jede
EVQ der Form (Q =1.. !.J.", n= I ,N) muß die Energieverteilung
n 7.."m,n, 7...,ID,n,_
von Raten (EVR) (I. n=I,N) in KI4 und KIS und die Einzelschätzung7..,m,n,




Zahlenpaar für die erste EVQ. LI ist die Nummer
der EVR in KI4 bzw. KI5 und NI die
Nummer der ESCH in KI8 bzw. KI9
Zahlenpaar für die zweite EVQ •.••
usw. für alle übrigen EVQ's.
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Für die Ortsverteilungen von Quotienten (OVQ) gilt folgendes: Für jede OVQ
der Form (Q =I n /J n , , , m=I,M) muß die Ortsverteilung von Ratenm x" ro, n x" m ,n ,
(OVR) (In , m"'I,M) in Kt6 und Kl7 und die Einzelschätzung (ESCH)
x',m,n




Zahlenpaar für die erste OVQ. MI ist die Nummer
der OVR in KI6 bzw. KI7 und Ni die Nummer der
ESCH in KI8 bzw. Kt9.
Zahlenpaar für die zweite OVQ •••
usw. für alle übrigen OVR's
Für die Einzelschätzung von Quotienten (EIVQ) gilt folgendes: Für jede E1VQ
der Form Q"'I n /J n", müSSen die Einzelschätzungen (ESCH) In undx',m,n x, ,m ,n , x',m,n
J n , , ,in Kt8 und Kt9 definiert sein. Es ist folgende Eingabekarte not-
x, ,ID ,n
wendig:
K24 G;) Zahlenpaar für die erste EIVQ. NI ist die Nunrrnerder IR, entsprechenden ESCH in KI8 bzw.
,m,n
K19. NI ist die Nummer der 1 t , , , ent-,m ,n ,
sprechenden ESCH in KtB bzw. Kt9
Zahlenpaar für die zweite EIVQ .••••••
usw. für alle übrigen E1VQ's
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6.2 Overlaystruktur
Die z.Zt. verwendete Overlaystruktur wird durch die folgende Abbildung 2
beschriebent·,
Main + alle nicht inden Zweigen ange-
. geführten Routinen
Abb.2
6.3. Job Control Language
Die folgenden Karten sind ein Beispiel für ein Job auf der IBM 370/168.























sie entsprechen den IBM-Konventionen. Im folgenden werden zu einzelnen
Karten Erklärungen gegeben:
Karte Nr. 50: Der auf dieser Karte definierte Zwischenspeicherbereich
ist notwendig für die Benutzung von FREEFO /27/
Karte Nr. 60~Dieser externe Speicherbereich enthält die von KAMCCO benötigte
Nr. 70 Kemdatenbibliothek. Siehe Kap. 4.1.3
Karte Nr. 80~Diese beiden externen Speicherbereiche sind ausschließlich
-IIO~ d' b' d Sb' TEST ( 'h K 4 6)notwen ~g e~ Benutzung er u rout~ne s~e e apo •
Karte Nr. 120~Diese beiden Karten enthalten auf einem externen Speicherbereich
Nr. 130} d" 4 1 3 d f' , " 'b" S' . d k~e ~n Kap. •• e ~n~erte, Kartene~nga e. ~e w~r exa t
beschrieben in der Eingabebeschreibung Kap. 6. I. Im Anhang
findet man ein komplettes Beispiel für eine gesamte Eingabe.
6.4 Bemerkungen
6.4.1 Speicherplatzbedarf
Der Code braucht z.Zt. etwa eine REGION von 240 k Bytes. Hinzu kommt
Anforderung an Speicherplatz der problemabhängig ist. Der Code rechnet den
gesamten benötigten Speicherplatz in den Initialisierungsroutinen aus.
Sollte zu wenig REGION vorhanden sein, wird der Job gestoppt und es wird
ausgedruckt wieviel k Bytes in der REGION-Angabe in der Job-Karte fehlen.
Als vereinfachte Formel zur Berechnungdes minimalen Speicherplatzbedarfs
der problemabhängig zu den obigen 250 k hinzukommt kaum folgendes angegeben
werden:
Bedarf (in bytes) ..
{[ ER.NE+OR.NR+ES] [NI.NZ+2] + [EQ.NE+OQ.NR+ESQ] .N2.NZ}a
mit
ER .. Anzahl der Energieverteilungen von Raten
OR .. " " Ortsverteilungen " "
ES .. tI " Einzelschätzungen
EQ .. " " Energieverteilungen von Quotienten
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OQ =Anzahl der Ortsverteilungen von Quotienten




11 räumlichen Bereiche +1
NZ
=( 1 für eine Zeitgruppe
N+I für N Zeitgruppen
2 für Flug- oder Stoßestimator (a)
NI 5 für Flug- und Stoßestimator (b)=
3 wie (a) wenn'normiert wird mit KLA=2
6 wie (b) 11 11 11 11 11
N2 =: {1 für Flug- oder Stoßestimator2 für Flug- und Stoßestimator
6.4.2 Grenzen des Codes
Z.Zt. enthält der Code noch 2 Grenzen
1. Es dürfen nicht mehr als 30 Isotope (davon können 10 spaltbar sein)
verarbeitet werden
2. Es sind maximal 200 Zeitgruppen zulässig
Beide Beschränkungen lassen sich leicht beheben.
6.4.3 Hinweise zur Job-Durchführung
Es sei empfohlen jedes Rechenergebnis in folgenden Punkten auf Konsistenz
zu prüfen:
I. Muß man soviele Schicksale rechnen. daß für alle statistischen Fehler
das I/IN-Gesetz gilt. Erst dann haben die Ergebnisse Zuverlässigkeit.
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2. Für Option I (Generationszykluskonzept) gilt; Aus theoretischen Gründen
- die sich darin ausdrücken, daß man die Beiträge aller Neutronen bis
zu ihrem Tod berücksichtigt - muß Verlust+Leckage gleich I sein. Ab-
weichungen von dieser Regel, die nicht als statistische Schwankungen
erklärbar sind, geben einen Hinweis darauf, daß TAU2 (siehe Kap.6. I. 11)
nicht groß genug gewählt ,~rde und deshalb nichtverschwindende Beitr~ge
unterdrückt werden. Es wird empfohlen stets zu wählen TAU2=IOxTAUMAX
(siehe Kap. 6.1.9-K8)
3. Für Option: Lebensdauer I und Lebensdauer 2 sind bis auf statistische
Schwankungen identisch. Es empfiehlt sich, die Größe mit dem kleineren Fehler
zu verwenden.
4•. Zum Checken der Eingabe empfiehlt es sich die wenig Speicherplatz er-
fordernde Prüfroutine KAMCIN zu verwenden. Sie führt die gleichen Ein-
gabeprüfungen durch wie der Code selbst.
5. Das Ausgabeprotokoll enthält den - im wesentlichen selbsterklMrenden -
Teil, der in den Schätzroutinen berechnet wird. Zusätzlich werden schon










Anzahl der Zeitüberschreitungen bezogen auf die obere
Zeitgrenze im Integral /7/ (Option I)
effektiver Multiplikationsfaktor (Option 1)
Wenn der Speicher für Splitneutronen (8) voll ist, kann
nicht gesplittet werden. Spaltung wird dann durch Ver-
änderung des Neutronengewichtes berücksichtigt. Die
Anzahl dieser Ereignisse wird ausgedruckt (Option 2).
Anzahl der Exekution~n von Russischem Roulett (Option 2)
Anzahl der Splitprozesse (Option 2)
6. Am Ende eines ordnungsgemäRheendeten Jobs werden folgende Diagnosemeldungen
ausgedruckt (jeweils die Anzahl der aufgetretenen Ereignisse):
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Failure: Wenn ein Neutron in den Geometrieroutinen z.B. infolge
Rundungsfehlern bei Abstandsberechnungen auf inkonsistente
Bedingungen stößt, wird das Schicksal beendet. (Hinweis auf
Eingebefehler bei Definition des Bereiches für Start- und
Quellneutronenl)
Colli/Stoss: Beim Berechnen der Wahrscheinlichkeiten für die einzelnen
Stoßprozesse in COLLI oder STOSS treten Inkonistenzbedingungen
auf (Programmfehler bzw. Kerndatenfehlerl)
Reactn
Crsect:
Infolge der Fitprozedur bei der Berechnung der Querschnitte
(siehe Kap. 4.4 CRSECT) können negative Querschnitte auf-
treten. Sie werden vom Code durch 0 ersetzt (Kerndatenfehlerl)
7. Während der Jobexekution können folgende Fehlermeldungen auftreten:
a) Source volume exhausted: Die Anzahl der Startneutronen (MAXSC in
Kap. 6.1.9 - K 8) genügt nicht, um ein erstes Batch von Quellpunkten
zu erzeugen. (MAXSC zu klein gewählt bzw. Hinweis auf Eingabefehler
bei Definition des Quellbereiches (Option 1). Maximale Anzahl der
Schicksale abgearbeitet (Option 2».
b) Buffer exhausted: Speicher für Schicksalkenngrößen (0) wird über seine
Grenzen gefüllt. (Programmfehler)
c) The job was stopped because of an internal error condition in ESTlMA
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8. I Kurzfassung der Programmbeschreibung
The Karlsruhe Monte Carlo Code KAMCCO is a forward neutron transport
code with an eigenfunction and a fixed source option, including time-
dependence. A continuous energy model is combined with a detailed re-
presentation of neutron cross sections, based on linear interpolation,
Breit-Higner resonances and probability tables. All input is processed
into densely packed, dynamically addressed parameter fields and networks
of pointers (addresses). Estimation routines are decoupled from random
walk and analyze a storage region with sampie records. This technique
leads to fast execution with moderate storage requirements and without
any rio-operations except in the input and output stages.
INTRODUCTION
The general purpose fast neutron Monte Carlo (MC) code KAMCCO has heen
developed, starting from previous work by U.Möller [IJ ' as an instrument
for· (a) analyzing fast neutron experiments, including time-dependent
pulsed neutron problems, (b) checking nuclear data available in the for-
mat nf our KEDt,K library [7J , and (c) checking other techniques of fast
reactor neutronic calculations. No stress was put on shielding and similar
deep penetration problems. Following these aims, the natural approach
chosen was to use a good model of the neutron physics involved, even at
the cost of some increase in computation time, and to avoid many of the
approximations usually accepted in reactor computation. Thus, KAMCCO fully
includes the time-dependence of neutron tra~sport and uses a continuous
energy treatment instead of a multigroup model. In addition to a good
physical model we required that the code should possess considerable
freedom in problem specification (Le. input and output options) and be
easily adapted to improved physical models and/or unforeseen neutronic
applications. All these requirements ask for modular programming and for
refined data management techniques, as otherwise the required flexibility
will involve an excessive overhead for clerical tasks. The programming
*) This abstract is a modified version of [21 ]
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language is FORTRAN IV, for a group of functional routines ASSEMBLER-
routines may be substituted.
GENERAL FEATURES OF KAMCCO
In our code neutrons carry the energy E, the time t and a weight W
as continuous variables. Russian roulette and non-analogue treatment of
capture can be used to an extent specified by input. At each collision
a special technique is used to reduce the variance normally connected
with (n,2n) and fission processes. For this purpose the reaction type
is selected from a suitably modified set of probabilities, so that the
resulting neutron weight becomes independent of the isotope and reaction
type involved. - KAMCCO has 2 main options:
The standard option 1 is mostly used for k
eff . calculations, a source
iteration scheme (i.e. generation cycle) is performed. A pool of fission
neutron coordinates (cf. subpool (y) in diagram 1)*) is established and
repetitively updated with coordinates of new fission neutrons. These co-
ordinates are obtained as imaginary marks (positions) on the (WvE f )-
tveighted cumu1ated neutron flight paths, wi th an exponentia1 distribu-
tion of distance betweenthese marks U] . The regeneration process for
this source pool can be made virtually free of bias, when the pool size
is sufficiently large and some superimposed randomization is app1ied.
KAMCCO option 2 is a census time scheme, most1y used for the layout
and analysis of neutron physics experiments. Neutrons with predetermined
source coordinates are started at time tsO. These neutrons, and also all
daughters from fission and (n,2n)-reactions, are pursued up to a certain
time limit t • Additional variance reducing techniques operative for
max
this option are a combination of truncated track 1ength distributions
at outer boundaries, ELP, and its improved modification MELP [IIJ .
Weight limits for Russian roulette, ELP/MELP and splitting float with
time t.
The geometry package a110ws to describe assemblies with all regions
bounded by first and second order surfaces. Inner void regions are
admitted, outer boundary conditious are total absorption (vacuum) or
reflection on planes.
*) see page 29
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In order to retain the complete model of neutron physics, neutron colli-
sions are processed on a per isotope basis. In elastic collisions first
order anisotropy is introduced in the center-of-mass system. In this system
the scattering angle is chosen uniforrnly from a cone, thereafter a trans-
formation to the lab system is performed. Inelastic scattering at high
energies is processed via the evaporation model, at lower energies via
\
the excitation of discrete levels, that are presented in a way similar
to that of global cross sections (see next section). For fission a Cran-
berg spectrum is implemented, for the secondary distribution of (n,2n)
neutrons an ad hoc spectrum has been introduced.
THE REPRESENTATION OF NUCLEAR DATA
Part of the KAMeeO input (cf.diagram I) is a nuclear data set in a
special format. Such data sets are prepared off-line, in principle once
for each isotope, by running two codes, DASU and DISTRESS, and a third,
DACONT, for merging, editing and listing their outputs [14, 15, 16J .
In a MC job the data set is handled as easily as any multigroup data set.
The code DASU [14J operates on the nuclear data file KEDAK and per-
forms two tasks: (a) Point cross sections from the KEDAK file are line-
arly fitted on optimally chosen energy grids; (b) other data, e.g. re-
sonance parameters, are converted, so that during the MC run only a mini-
mum of computer operations need be executed on such parameters. -DISTRESS
is a special Me code that computes tabulated probability distributions
for cross sections in the region of narrowly spaced resonances, for
selected energies and 3 temperatures. DISTRESS uses a ladder method for
generating, via the single level Breit-Wigner formalism, a large sample
of cross sections, which is sorted and partitioned with respect to the
size of the total cross section.
During the Me run, the neutron cross sections and other nuclear data
are processed pointwise, on a per isotope basis, composite macroscopic
cross sections by simple superposition. Main technique is table lookup
with linear interpolation in energy. Maximum economy in computer storage
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is achieved by using tables with energy grids individually and optimally
fixed for each isotope, reaction type and broad energy region.
For the representation of nuclear data 4 broad energy regions are
distinguished. For a single isotope several regions or reaction types
may be missing, such information and the boundaries of the broad energy
\
regions are individually fixed for an isotope and included in a short
block of control data.
In the lowest energy region elastic scattering is represented by inter-
polation coefficients A., B. which allow a good representation
1. 1.
cr (E) = B. + A.E
s 1. 1. (AI)
with the energy E in an interval (Ei' Ei-I)' The data actually tabulated
in our data sets are sequences of triplets (E., A., B.) with E'+I < E.•
1. 1. 1. 1. 1.
For absorption (and also for fission) a modified piecewise representation
cr (E) = (B! + A! E)/IE, Ee:(E! E! I)'
a 1. 1. 1., 1.-
is used for obvious reasons with tabulated (E!, A!, B!).
1. 1. 1.
(A2)
For the next higher energy region, the resolved resonance region, our
data sets contain converted resonance data. In this region, point cross
sections are computed during the Me run , ~n the Breit-Wigner single level
formalism, from a number of contributing resonances above and be10w the
reference energy. This number is limited and fixed in advance. Dopp1er-
broadening is optional, also this option must be fixed when the data set
is generated.
In the unreso1ved resonance region, or more generally in the region
of narrowly spaced, partically overlapping resonances, where we can trust
the narrow resonance approximation, it is advantageous to use off-1ine
generated probab1ility tables, instead of computing the contributions
of many resonances in-line. In our scheme we can easily make use of iso-
tope-based probability tables, in view of the superposition principle
employed. In our data sets these tables are organized ,as a sequence of
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sub-tables for a number of reference energies. One such sub-table, for a
specific reference energy, consists of a number, 3 to 10, of septets
(decuplets) of data for non-fissile (fissile) isotopes. A septet (de-
cuplet) of data starts with a value, between O. and t., of the cumula-
tive probability distribution function followed by 6 (9) coefficients,
which allow the necessary interpolation of cross section values in
energy and temperature. '
In the highest energy region all cross sections, for elastic and in-
elastic scattering, absorption, fission and (n,2n) reactions, are repre-
sented by sequences of mesh points E. and coefficients A., B. used for
111
linear interpolation as in Eq.(At). When necessary, small fixed groups of
data, needed for generating the secondary spectra of fission or (n,n')
neutrons etc., are included, contingent to the respective cross section
data. For the sake of completeness, we mention a tabulation, in energy,
of the minimum and maximum scattering eosines in the center-of-mass
system and a representation of the excitation cross sections of discrete
inelastic levels, along the lines of Eq.(AI)with minor organizational
refinements.
The data structure, explained here only in outline, is an ambitious
scheme, in that we can represent data in as much detail as desired. Smooth
data are given by a minimum of parameters. In addition the scheme is
flexible, as we have been and will be able to introduce, locally, neces-
sary improvements. On the other hand, the efficiency of such procedure,
with multiple table lookup and interpolation, relies largely on good
coding and the optimized layout of thesedata during the execution of
a MG job.
OPTIONS FOR THE ESTIMATION PROGEDURE
In a MG code with a multigroup cross section library estimates of the
neutron flux or the collision density obtained in regions of phase space
are primary quantities, from which any reaction rate is derived. This is
no longer true with our scheme of nuclear data. Effective cross sections,
averaged over energy intervals, are not part of the input but may instead
be obtained as an estimated quantity. This becomes obvious when we think
of energy regions with resonances or threshold cross sections, where
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effective cross sections are based on a known weighting spectrum which does
not enter our Me scheme working on a continous energy model.
The user is given a free and wide choice of options for the estima-
tion procedure as part of his problem specification. All estimates are,
of course obtained with their standard errors.
The user may choose a collision or a track length estimator or an
optimum combination. He may choose global estimates (multiplication,
gain, loss, leakage, time to death/birth) and/or estimates of reaction
rates integrated over regions in phase space. Here, the user specifies,
for the purpose of editing only, an energy grid completely independent
of any grid used in the nuclear data set.
Estimates may be specified in complete detail or as energy spectra
in selected spatial regions or as distributions over all spatia1 regions.
The random wa1k information can be analyzed with respect to regions,
energy interva1s, isotopes and reaction types (inc1uding flux). Further-
more, the desired estimates can be specified as direct1y estimated com-
binations of simpler quantities, e.g. by specify.ing: capture plus fission,
in 3 identified isotopes, as a spectrum, summed over 5 identified regions.
The code is used to a large extent for the analysis of time-dependent
problems, i.e. pu1sed neutron experiments in subcritica1 or non-mu1tiplying
assemblies. Therefore, the extention of the estimation procedure to multi-
ple estimates of the types just exp1ained, for aseries of time intervals,
has been implemented.
Final1y, we added another valuable feature that a1lows us to estimate
directly the ratios of reaction rates, which are often measured in cri-
tical assemb1ies.
It is obvious that this flexibility in specifying estimation options
introduces an amount of comp1exity, which can be handled on1y by pro-
gramming that decouples almost comp1etely the routines for the execution
of the random wa1k process from the estimation routines.
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OVERALL PROGRAM AND DATA STRUCTURE
Diagram I (see page ) demonstrates in a simplified form the data
flow and organization of I(AMCCO. The blocks R2 and E2 of subroutines exe-
cute the random walk and estimation, respectively. RI and E:I are addi-
tional blocks of routines, the associated input processors. A rudimentary
main program, included in RI+EI, calls these blocks in due sequence. The
data pool E is loaded by block EI with processed input data and address
fields, which are required for the estimation routines.
Central part is the data pool A, at this time a COMMON block of
28 000 full words, containing all data needed by the random walk routines
alone or shared with the estimation routines. It is subdivided into a
210-words subpool a with fixed-address data, largely for coordination,
and 3 subpools, ß to E, that use dynamic addressing. Between these
subpools no gaps are left. Subpools ß and y are used for the random walk.
Subpool ß contains, in densely packed form, all random walk input data,
i.e. nuclear data and specifications for surfaces, boundaries, material
compositions, and spatial regions. Program block RI loads these data
without gaps into subpool ß, converts and structures them into a complete
network of parameters and pointers to their locations. During the random
walk these pointers give fast access to any da ta needed.
Subpool Y is the space allocated to the relevant data of source or
split neutrons, its size is determined by input. Subpool 0 serves mainly
for the communicatiön of relevant information on the random walk process
to the estimation routines. Such data associated with random walk paths
.<md events comprise: identifiers of thespatial region and the energy
interval, neutron weight, velocity (energy), collision and escape times,
mean free path, lengths of actual and virtual flight paths, and the
associated macroscopic cross sections of all isotopes. This information
is stored during the random walk computations and asynchronously ana-
lyzed by the estimation routines. The storing format is an 8-word record
starting with a type identifier. Actually, types I, 3, 5 signal a source
event, a collision and arestart of a split neutron. The augmented type
2 communicatescross sections. Type 4 contains the flight path data
and may be augmented for ELP/MELP. Types 8 and 9 are pure
control record for switching between the program blocks.
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This scheme decouples random walk and estimation almost completely
without using externel data carriers, that would involve costly, slow and,
to tome extent, unreliable liD-operations.
ADDRESSING SCHEME FOR THE GEOMETRY DATA
In diagram 2 we describe, in a simplified form, the addressing scheme
employed in the random walk of a neutron. Basic pointer is PT-REG that
contains the address of an ll-word block of data referring to the region
in which the neutron is found. With fixed offset values of 0, 1, 2 to
PT-REG we find a region identifier and 2 further addresses, PT-COMP
and PT-LBAD.
The value of PT-COMP, the composition pointer, is the address of a
list of parameters, viz. isotope addresses PT-ISOT. and atomic densities
1
Ni for the material composition connected with this region. This list is
self-limiting, i.e. it contains its final address as its leading list
element. PT-COMP, thus gives access to all data needed for computing the
microscopic and macroscopic cross sections in this region.
PT-LBAD is the address of a self-limiting list of boundary addresses
PT-BOUND .• Each list element PT-BOUND is itself the address of a triplet
1
of addresses (PT-SRF, PT-REG, PT-REG'). In such a boundary-defining
trip let PT-SRF points to a self-defining set of parameters, giving the
equation for a special or general first or second order surface forming
the boundary. PT-REG and PT-REG' are pointers related to the two regions
on each side of the boundary, one of which is always known. Through this
addressing scheme one can quickly compute the shortest distance, in a
given direction, to a region boundary and, if necessary, follow the neu-
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ADDRESSING SCHEME FOR THE NUCLEAR DATA
A step in the random walk process, that is very often executed, is
the computation of neutron cross sections and similar nuclear data. In
the preceding section we explained the addressing scheme
PT-REG ~ PT-COMP ~ PT-ISOT, from a region pointer via a composition
pointer to an isotope pointer. At the start of a KAMCCO run those isotopes
ISOT., which are part of the problem specification, are loaded by block
1
RI into data subpool ß. For each isotope ISOT. the pointer value PT-ISOT.
1 1
is inserted into all tables describing a material composition which
contains ISOT .• Nuclear data in KAMCCO format start for each isotope
1
with a fixed amount of control data. When program block RI loads the iso-
tope ISOTi' it structures and converts the data so that a 40-word section
of storage with fixed offset values versus PT-ISOTi will contain all such
control specifications. They consist of:
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(a) simple tags and descriptors, e.g. for the distinction of fissile,
nonfissile and fast-fission isotopes etc.,
(b) limits of the broad energy regions in which different data represen-
tations CRS. are applicable, or in which specific cross sections, e.g.
J
(n, 2n) or fast-fission, must be computed,
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We recall, from Eq.(AI),that the data for a representation CRS. are, in
• • • J
the regular case, a sequence of triplets (Ei,Ai,Bi) of ene~gy.grid points
Ei (in descending order) and interpolation coefficients Ai,B{,. When E
is the neutron energy, table-loopup is performed to identify that triplet
for which E€(E{,E{_I).
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The intermediate address tables mentioned considerably reduce the time
spent for table-lookup operations. Instead of starting at the top of the
table intermediate addressing allows to start the search in the immediate
vicinity of the unknown E{-entry. The intermediate address table for a
representation CRS. consists of a list of 37 addresses PT-CRS. (IUEN) •
J J
IUEN=I •.•• 37. These tables are generated and inserted into the nuclear
data by the program block RI in loading the isotope. They are based on
an internal. universal energy grid of 37 intervals between .01 eV and
15. MeV. with 4 intervals per decade. After each redefinition of neutron
energy. e.g. by a collision, the interval index IUEN in this energy grid
is determined~ The intermediate address table, then. contains in its
relative position IUEN that ad ress PT-CRS. (IUEN) which can be used to
J
optimally initialize the table-search in therepresentation CRS j , assuming
the neutron has an interval index IUEN (cf. diagram 3). This scheme is
used, sometimes with minor modifications, whereever table-look-up opera-
tions must be optimized. Its benefit is achieved by some additional work
in block RI, which is called only once and, thus is comparable to a
sequence of operations taken out from a loop.
The subroutines for computing cross sections also perforrn some addi-
tional book-keeping to save time. Computed microscopic cross sections are
saved so that they can be re-used. when a neutron path crosses several
regions. Temperature-dependent resonance cross sections and the consistent
re-use of probability tables entries in the unresolved resonance region
in such case indroduce additional problems, which are important in prac-
ticalcoding but shall not be explained in further detail.
FEATURES OF TRE EXTIMATION PROCEDURE
In computing cross sections we solved two problems:
(I) for a given energy E we can directly determine the applicable data
representation, (2) table-search operations can be reduced almost to
direct adressing. With a wide and flexible choice of options for esti-
mation similar problems come up and can be handled by similar techniques.
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The estimation routines, block E2 of diagram I, analyze asynchronously
the data subpool 0., i.e. a field of sample records related primarily
to neutron f1ight paths. The infornation communicated by the random walk
routines can be roughly classified as:
(a) data used only in computational expressions, e.g. neutron weight,
velocity, cross sections etc.,
(b) data used partly for deciding, whether a neutron flight contributes
to any estimate, i.e. the time coordinates of collisions and of the actual
or virtual escapes etc.
(c) data primarily serving for such decisions, i.e. the identifiers of
spatial regions, energy intervals snd isotopes in a region.
At the start of a KAMCCO run, program block EI processes all input
related to estimation. For each type of estimate dynamically addressable,
densely packed result fields are allocated for the accumulation of con-
tributions to estimates, varianees and covariances. Composite estimates
are directly estimated and not only treated as an editing task. The
addresses of these allocations are colleeted in address tables. All
speeifications for estimation are processed as a large number of extended
tables which are either address tables or decision tables (containing the
va1ues 0,1). Both types are used, as one type requires more storage, the
other more computing. These tabulations enable a fast decision regarding
each estimate, as to whether a neutron flight with specified region and
energy interval identifiers contributes to thatestimate. In the. positive
ease, all addressing of the data to be processed in the data subpool 0
or the result fields is performed through these pre-proeessed address
tables.
Decisions performed on time coordinates cannot be aece1erated to a large
extent, in some cases one logical decision can be used to skip subsequent
neutron flight paths. As mentioned above, one may obtain the same group
of estimates for several time intervals. Originally, we proceeded without
any sophistication by multiply scanning the subpool 0 and multiple
swapping of data between the result fields and a save area. Recently,
multiple time interval estimation has been fully incorporated into the
addressing and decision tables. As in this case the sampie re cords in
o are scanned only onee, a significant aeeeieration of the estimation
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procedure is obtained, when Z or more time intervals are required.
A special techniques has been developed for estimating ratios of more
elementary estimates. Such ratios are needed for the analysis of experi-
ments and for the determination of effective cross sections. MG estimates
become problematic when denominator and numerator have significant sta-
tistical errors. Quite often, however, these quantitites are positively
correlated to some degree and their errors will cancel partly in the
ratios formed. ~fuat we still need is an exact expression for the expected
error of such ratios and a practical method to handle these quantities.
The theoretical background of the estimation of ratios can be descd.bed
as follows [7J : T,,,,,o random variables XI and Xz' estimated in the same
random walk process, are assumed to be distributed according to the
two-dimensional central limit theorem. Starting from this distribution
the probability distribution of the ratio Z=XI/Xz can be developed as:
(w2-c) -w2 wJ -x2f (z) = K e • (e + Q w e dx)
o 0
(:\'.1)
K, c and ware algebraic functions of z, dependent on 4 parameters,
o/M I , 0zlMZ' MI/MZ and p. MI' MZ' 0I"'oZ and p are the expectation
values, variances and the correlation coefficient of XI and XZ' The
most intersting feature of Eq.(3) regarding theestimation of Z is:
Let zM be the maximum of fo(z), and 0l/M!«I, oZ/MZ«I. Then fo(z)
can be approximated in a region about zM which contributes essentially
to Jf (z)dz, by
o
Q = MI /MZ and E = Q
with
01 01 °z °z(_)2 _ Zp (_) (_) + (_)2
MI MI MZ MZ
(A4)
(A5) ,
In contrast to fo(z), the normal distribution fl(z) is analytically inte-
grable and the statistical error of z can therefore easily be estimated:
At the end of each histroy one has to store additiona~ly the mean value
of the cross term XI·XZ' which needs some more storage but a negligible
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amount of computer time.
PERFORMANCE OF THE IMPLEMENTED SCHEME
Obviously, many different criteria may be taken as a basis of judge-
ment on the performance of a proposed methode It is our belief, that in
MC code development thefollowing aspects are of special importance. A
chosen technique of programme linking and data handling must not impose
a rigid frame of its own. The resulting restrictions may create diffi-
culties, when a usersupplied problem has an unexpected size, or with
necessary new developments (e.g. incorporation of better physics models,
improved estimation procedures or new eigenvalue strategies). Our code
is run on an IBM/370-168 with 240-300 k bytes of storage, which is quite
suffident but could be :expandedimmediately. The implemented scheme has
proved sufficiently flexible for code development and is virtually free
of limitations of problem size.
A second requirement is, that partial tasks of a MC job must not require
disproportionate shares of the total computer time. With KAMCCO this con-
cerns mainly the techniques for estimation and handling cross sections.
Estimation time is highly problem-dependent, in practice we found 10 and
30 per cent as minimum and maximum values, which we think acceptable.
The performance of cross section handling is best demenstrated by the
following short selection of criticality calculations for reactors with
different numbers of isotopes and differing neutron spectra.
Reactor Mul tip lication keff Error ök Isotopes Collisions
JEZEBEL .9824 .0015 2 360.000
POPSY .9691 .0063 4 490.000
--
SNEAK 3AI .9686 .0077 8 310.000
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The data set used was a standard set for MC code testing without
adaptations to improve k
eff . Cross sections are computed after each
collision, computations at low energies are more complicated. For each
job about 6 minutes of CPU-time was used. As the number of collisions
processed is only moderately affected by the numbers of isotopes and type
of spectrum, we may conclude that our scheme of representing nuclear data
is, indeed, practicable and efficient.
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8.2 Vollständige Liste der Ein- und Ausgabe eines Rechenbeispiels
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1 1 1 0
'SAMPlE PROBLEM:TOPSY' 2
2 2 2 2 2 13 'U 35' 'U 38'
1 'SPHE' 4 O. O. O. 6,,0.6
2 'SPHE' 4 O. O. O. 28.9
1 1 2 1 220 2 ~
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O. 1•.•.0215 ,O~ 1.,':.01-0. 10, .(}0465 00' 1.
.001 .001 O. .7 1600 500
321841 500. 50 1 10000
1000 3 0 1 O. 1. 15 0
555 3
227
























2 2 4 -1 -1
1 1 1 1
111 7
2 13 2 7
1 2 1 2 3 4 5 6 7 8 9 10 11 12 13 1,2 1 2 3 4 5 6 7





KARLSRUHER HONTE CARlO CODE KAMeCO,VERSION OKT. 75
OPTION 1 (=lIFE-CYCLE'OPT.I
INITIAL RANDOM INTEGER = 1
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FROH DA TA SET: KAMCCO.XSECT.A (LEVEL 17.12.75)
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ISOTOPIC COMPOSITIONS OF MATERIALS
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ENERGY GROUPS (ALL ENERGIES IN MEV)
NR UPPER BOUNOARY SOUR CE
SAMPlE PR08lEM:TOPSY ll.03.16
ENERGY GROUPS lAll ENERGIES IN MEV)
, NR UPPER 80UNOARY SOUR CE
1 1.000E+Ol 0.0 0.0
l 6.500E+00 0.0 0.0
3 4.000E+00 0.0 0.0
4 2.500E+OO 0.0 0.0
5 1.400E+00 0.0 0.0
6 8.000E-ol 1.00 1.00
7 4.000E-Ol 0.0 0.0
8 2.000E-Ol 0.0 0.0
9 1.0O·OE-01 0.0 0.0
10 4.650E-Ol 0.0 0.0
11 l.150E-Ol 0.0 0.0
II 1.000E-Ol 0.0 0.0
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HISTORIES COLLISIONS TIME EXCESS K EFFECTIVE
10 17935 11 0.9501
20 35743 13 0.9835
30 52331 14 0.9914
40 69084 15 0.9946
50 86931 20 0.9903
6Q 102850 24 0.9877
70 121293 30 0.9960
80 138358 32 0.9998
90 156462 36 0.9989
100 173644 42 1.0048
110 190078 46 1.0029
120 208526 50 1.0019
130 226440 54 1.0025
140 24264'9 55 1.0031
150 260284 58 1.0020
160 278289 65 0.9997
170 295450 68 0.9972
180 313488 77 0.9985
190 330466 79 0.9945
I
-V;
E S TIM A T ION A T HIS TOR Y N U M B E R 190
S U M 0 VER ALL TIM EIN T E R VAL S
***************************************************
E N ERG Y DIS TRI B U T ION o F REACTION RAT E S
PARAMETERS OF THIS ESTIMATE
( II
NU~BER OF HISTORIES= 190
REGIONISI 1 2
ISOTOPE (S 1 U 35 U 38
REACTION(SI SCATT SCAPT SFISS SNN SN2N STOT NUSF
ENERGY GROUP(SI MEAN VALUES RE LAT. ERRORS MEAN VALUES RELAT. ERRORS "'EAN VALUES RELAT. ERRORS
ICOLl.ESTl (PERCENT I IPATHL .EST.I (PER CENTl I OPTI M.COMB I (PERCENTl
1 .7369E-Ol 10.15 .7621E-Ol 12.38 .7369E-Ol 10.15
2 .4866 3.576 .4970 3.998 .4868 3.575
3 1.035 2.567 1.040 3.079 1.035 2.561
4 1.538 1.806 1.528 2.121 1.537 1.804
5 2.359 2.005 2.346 2.127 2.357 1.999
6 1.625 1.522 7.646 1.569 7.629 1.519 Cf'
7 11.24 1.221 11.31 1.263 11.25 1.220
8 8.940 1.566 8.955 1.603 8.942 1.565
9 7.511 2.295 7.505 2.361 7.511 2.295
10 3.513 4.136 3.532 4.150 3.517 4.129
11 .5600 7.941 .5572 8.325 .5600 7.941
12 .1406 14.81 .1402 14.62 .1403 14.62
13 .2234E-Ol 29.75 .2196E-Ol 30.40 .2211E-Ol 29.78
TOTAL 45.05 .8308 45.16 .8644 45.05 .8308
PARAMETERS CF THIS ESTIMATE
( 21
NU~BER CF HISTORIES= 190
REGIONISI 1 2
ISOTOPE(SI U 35 "Li 38
REACTIONI SI NUSF
ENERGY GROUPISI MEAN VALUES RELAT. ERRORS MEAN VA lUES RElAT. ERRORS MEAN VALUES RElAT. ERRORS
[COll. ES Tl IPERCENT I !PATHl.EST.1 IPERCENTl lOPTlM.COMBI IPERCENTl
1 .1729E-Ol 10.19 • !782E-'-Ol 12.07 .1129E-Ol 10.19
2 .6592E-Ol 3.543 .6757E-Ol 3.897 .6614E-Ol 3.519
3 .1328 2.447 .1337 2.930 .1328 2.441
4 .1914 1.888 .1900 2.057 .1910 1.849
5 .1248 2.514 .1250 2.475 .1249 2.351
6 .1112 2.126 .1717 2.092 .1115 2.021
7 .1434 2.335 .1435 2.370 .1434 2.278
8 .8'217E:"01 3.359 .8099E-Ol 3.310 .8152E-Ol 3.262
9 .4174E-Ol 4.545 .4120E-Ol 4.719 .4159E-Ol 4.531
10 .178tOE-Ol 1.236 .l746E-Ol 1.349 .Hlt2E-Ol 7.133
11 .4232E-02 11.48 .4B6E-02 18.39 .4233E-02 11.45
12 .S648tE-03 25.13 .101lE-02 30.55 .8644E-03 25.73
13 .417ltE-03 43.94 • 2970E-03 39.89 .2910E-03 39.89
TOTAl.. .9942 .6596 .9945 .7006 .9943 .63q~
PARAMETERS OF THIS ESTIMATE
i )}
NU~BER OF HISTORIES= 190
REGIONISI 1 2
NEUTRON FlUX
ENERGY GROUPISI ME AN VAlUES RELAT. ERRORS "'EAN VAlUES RElAT. ERRORS MEAN "AlUES RHAT. ERRORS
ICOU.EST) IPERCENTI IPATHl.EST.1 (PERCENTI lOPTHI.COM8J (PERCENTI
1 .9023E-Ol 10.25 .9310E-Ol 12.50 .9023E-0l 10.25
2 .5733 3.595 .5855 4.018 .5734 3.594
3 1.195 2.589 1.200 3.101 1.195 2.589
4 1.939 1.812 1.926 2.133 1.938 1.8ll
5 3.361 2.027 3.343 2.154 3.358 2.023
6 9.840 1.537 9.868 1.583 9.845 1.534
1 12.01 1.226 12.15 1.210 12~08 1.225
8 8.047 1.562 8.064 1.S,CJ9 8.049 1.561
9 6.134 2.300 6.129 2.365 6.134 2.300
10 2.111 4.145 2.132 4.159 2.720 4.139
11 .4531 8.101 .4515 8.493 .4531 8.101
12 .1154 14.79 .1l48 14.39 .1148 14.39
13 .1801E-Ol 31.28 • 1739E-Ol 30.99 .1739E-01 30.99
TOTAL 46.56 .7525 46.68 .7884 46.56 .7525
:::;
I
PARAMETERS OF THIS ESTIMATE
I 41
NUMBER OF HISTORIES= 190
REGIONISI 1
NEUTRON FlUX
ENERGY GROUPISI MEAN VAlUES RHAT. ERRORS flIEAN VAlUES RElAT. ERRORS MEAN "AlUES RElAT.ERRORS
ICOll.ESn iPERCENTI IPATHl.EST.) I PER CENT) IOPTIM.COM8) iPERCENTI
1 .2934E-01 13.54 .3223E-Ol 12.27 .3081E-01 11.63
2 .2066 4.931 .2146 4.709 .2107 4.482
3 .4546 3.101 .4591 3.289 .4565 2.952
4 .1417 2.589 .7323 2.429 .7356 2.328
5 .8145 2.767 .8161 2.635 .8154 2.512
6 1.219 2.236 1.223 2.194 1.221 2.121
7 .9039 2.543 .9037 2.585 .9038 2.483
8 .4394 3.153 .4281 3.718 .4316 3.655
9 .1691 5.642 .1662 5.970 .1683 5.633
10 .5299E-Ol 9.126 .5330E-Ol 9.959 .5309E-Ol 9.611
11 .9324E-02 23.55 .8967E-02 24.01 .9105E-02 23.33
12 .1300E-02 40.25 .H17E-02 43.45 .BOOE-02 40.25
13 .6286E-03 55.89 .3152E-03 54.16 .3752E-03 54.76
TOTAL 5.042 .8856 5.040 .8961 5.041 .8444
PARAMETERS OF ,HIS ESTIMATE
I 51




ENERGY GROUP (SI MEAN VAlUES RElA T. ERRORS MEAN VAlUES RElAT. ERRORS MEAN VAlUES RElAT. ERRORS
(COll.ESTl (PERCENTl IPATHl.EST.I IPERCENT I IOPTIM.COMBI IPERCENTl
1 .6946E-02 13.84 .7512E-02 12.29 .7261E-02 11.74
2 .3250E-Ol 4.915 .3316E-Ol 4.691 .3315E-Ol 4.461
3 .7242E-Ol 3.101 .1325E-Ol 3.289 .1273E-Ol 2.952
4 .1149 2.593 .1133 2.433 .1139 2.333
5 .1140 2.161 .1144 2.631 .1143 2.507
6 .1620 2.237 .1625 2.195 .1623 2.122
7 .1311 2.545 .1311 2.581 .1311 2.484
8 .7313E-01 3.711 .1132E-Ol 3.736 .7188E-Ol 3.672
9 .3293E-Ol 5.691 .3239 E-Ol 5.999 .3218E-Ol 5.671
10 .1259E-Ol 9.694 .1263E-01 9.876 .1260E-01 9.560
11 .3100E-02 23.34 .3097E-02 24.54 .3099E-02 23.28
12 .4952E-03 42.58 .7127E-03 44.90 .4952E-03 42.58
13 .3300E-03 54.98 .2135E-03 54.04 .2135E-03 54.04
TOTAL .1564 .8729 .7562 .8912 .1564 .8394
S P ACE 0 IST R [ B U T ION 0 F R E A C T ION RAT E S
























MFAN VAlUES RELAT. ERRORS MEAN VALUES RElAT. ERRORS
IPATHL.EST.I l PERCENTJ IOPTIM.CO"lBI . IPERCENT I
.3223E-01 12.27 .3081E-Cl 11.:63
.6087E-Ol 15.46 .60BBE-Ol 12.71




















MEAN VALUES RELAT. ERRORS MFAN VAlUES RHAT. ERRORS
IPATHl.EST.1 (PERCENTl IOPTIM.COMBI ! PERCENT I
.7681 1.265 .7668 1.177
1.708 1.499 1.713 1.382
2.476 1.130 2.479 1.024
PARA~ETERS Of THIS ESTI~ATE
[ 31
~UMBER Of HISTORIES= 190
ENEIl.GY GROUPJSI 1 2 5
ISOTOPE(S» U 35 U 38
REACnONISI SfISS SNN SN2N S1"Ol NUSf
REGION(SI "'EAN VALUES REUT. ERRORS MEAN VALUES RELAT. ERRORS I'1EAN VAlUES RELAT. ERRORS
ICOlL. ESn IPERCENT> IPATHl...EST.l I PERCENTl WPHM.COMBI IPERCENTl
1 .6401 2.237 .6485 2.160 .6446 2.038
2 1.421 2.018 1.414 2.210 1.421 2.018
TOTAL 2.061 1.655 2.063 1.808 2.061 1.653
PARAMETERS (JF THI S ESJIMATE
I 41
NUMBER OF HISTORIES= 190
ENERGY GROUPISI 2
ISOTOPEI SI U 35
REACTION{ SI NUSF
REG ION (SI HEAN VAlUES RElAT. ERRORS MEAN VAlUES REI..AT. ERRORS MEAN VAlUES RELAT. ERRORS
ICOU.EST! IPERCENTl IPATHl.EST.I IPERCENT) IOPTIM.COMBI IPERCENT I
1 .3250E-Ol 4.915 .3376E-Ol 4.691 .3315E-Ol 4.461
2 .4372E-03 4.721 .4417E-03 5.094 .4379E-03 4.698




PARAMETERS OF THIS ESTIMATE ,
{ 51
NUMBER Of HISTORIES= 190
ENERGY GROUPISI 1 2 3 4 5
ISOTOPE( SI U 35
REACTIONISI SCATT SCAPT SFiSS SNN SN2N STOT NUSF
REGIONISI MEAN VAlUES RElAT. ERRORS MEAN VAlUES RElAT. ERRORS ,.,EAN VAlUES RElAT. ERRORS
ICOll.ESn IPERCENTl IPATHl.EST.1 IPERCENTl IOPTIM.COI'l61 ! PERCENTl
1 1.777 1.273 1.784 1.266 1.781 1.179
2 .2894E-Ol 1.386 .2884E-Ol 1.498 .2892E-Ol 1.381
TOTAL 1.806 1.253 1.812 1.248 1.809 1.161
S I' E C I F leE S TIM A T E S
PARAMETERS (Jf THIS ESTIMATE
! 11
















HEAN VALUES !<ElAT. ERRORS
(PATHl.EST.l iPERCENTI
45.16 .8644
MfAN VAlUES RElAT. ERRORS
(OPTIM.COMBI iPERCENTI
45.05 .8308






















































I N T E G R Al Q U AN ~ I T I E S
MEAN VAlUES RElAT. ERRORS MEAN VALUES RELAT. ERRORS ME AN VAlUES RELAT. ERRORS
(COll.EST) IPERCENTl IPATHL.EST.1 IPERCENTl (OPTIM.COM81 IPERCENTl
.7682E-Ol 1.093 .7698E-Ol 1.126 .7682E-Ol 1.093
.9999 .6658 1.000 .7080 1.000 .6451
.8037 .6206 .8042 .6504 .8038 .6171
.9942 .6596 .9945 .7006 .9943 .6393
1.001 .5737 1.001 .6255 1.001 .5731





********** THESE VAlUES COULD NOT 8E EVALUATED.THE NUMBER OF HISTDRIES MUST BE INCREASED
E N ERG Y DIS TRI B U T ION 0 FRA T lOS
RATIO OF ENERGY DISTIBUTION 1 AND SPECIFIC ESTIMATE 5
EWERG\' GROUP(SJ MfAN VAlUES RElATIVE ERRORS MEAN VAlUES RELATIVE ERRORS Fl RI F2 1<2





.0 0.0 0.0 0.0 0.0
2 .10aOE-01 3.695 .!lOIE-OI 4.064 3.671 -0.029 4.090 0.031
3 .2297E-Ol 2.693 .2302E-Ol 3.207 2.698 0.006 3.198 -0.010
4 .3414E-Ol 2.096 .3383E-Ol 2.349 1.988 -0.147 2.290 -0.074
5 .5237E-Ol 2.111 .5196E-Ol 2.195 2.170 0.076 2.296 0.123
6 .1693 1.502 .1693 1.553 1.734 0.297 1.791 0.293
1 .2496 1.073 .2505 1.108 1.417 0.50a 1.531 0.511
8 .1985 1.324 .1983 1.327 1.113 0.534 1.821 0.561
9 .1661 1.861 .1662 1.929 2.440 0.653 2.514 0.637
10 .7798E-Ol 3.745 .7822E-Ol 3.144 4.218 0.548 4.239 0.551










.0 0.0 0.0 0.0 0.0
TOTAL 1.000 .0 1.000 .0 1.175 1.000 1.222 1.000
RATIO OF ENERGY OISTI8UTION Z ANO SPECIFIC ESTIMATE 5
ENERGY GROUP I SI ME AN VAlUES RElATI VE ERRORS MEAN VAlUES RELATIVE ERRORS Fl Rl F2 R2







.0 0.0 0.0 0.0 0.0
2 • 1463E-02 3.679 .1496E-02 3.975 3.639 -0.049 3.99Z 0.020
3 .2949E-02 2.571 .2960E-02 3.059 2.584 0.017 3.055 -0.005
4 .4250E-02 2.195 .4Z08E-02 2.323 2.063 -0.178 2.231 -0.118
5 .2770E-02 2.676 .Z768E-02 2.597 2.705 0.037 2.622 0.031
6 .3800E-02 2.301 .3803E-02 2.258 2.283 -0.023 2.264 0.0077· .
.3183E-02 2.531 .3177E-02 2.549 2.478 -0.068 2.523 -0.033
8 .1838E-02 3.420 .1794E-OZ 3.377 3.461 0.050 3.421 0.053
9 .9267E-03 4.577 .9124E-03 4.803 4.620 0.052 4.857 0.063















.0 0.0 0.0 0.0 0.0
TOTAL .ZZ07E-Ol 1.0.88 .220ZE-Ol 1.108 1.061 -0.052 1.113 0.008
RATIO OF ENERGY DISTIBUTION 3 ANO SPECIFIC ESTIMATE 5
ENERGY ~ROUPISI MEAN VAlUES RElATIV.E ERRORS MEAN VA lUES RELATIVE ERRORS Fl Rl F2 R2





.0 0.0 0.0 0.0 0.0
2 .1273E-Ol 3.713 .IZ97E-Ol 4.084 3.689 -0.029 4.110 0.030
3 .2653E-Ol 2.715 .Z6S8E-Ol 3.228 2.719 0.005 3.Z20 -0.010
4 .43C5E-Ol 2.096 .4265E-0 1 2.357 1.993 -0.140 2.302 -C.070
5 .7462E-Ol 2.131 .7403E-Ol 2.218 2.191 0.077 2.321 0.125
6 .2185 1.519 .Z185 1.570 1.747 0.Z92 1.803 0.288
7 .2680 1.077 .2691 1.113 1.481 0.508 1.537 O.5U
8 .1786 1.317 .1786 1.320 1.769 0.538 1.818 0.565
9 .1362 1.865 .1351 1.932 2.445 0.655 2.518 0.638
10 .6031E-Ol 3.156 .6050E-Ol 3.155 "0.228 0.541 1,.248 0.549










.0 0.0 0.0 0.0 0.0
TOTAL 1.03"0 .1128 1.03"0 .1188 1.121 0.981 1.110 0.981
RATIO OF ENERGY OISTIBUTION 4 AND SPECIFIC ESTIMATE 5
ENERGY GROUPlSI MEAN VAlUES RELATIVE ERRORS MEAN VAlUES RELATIVE ERRORS Fl Rl F2 11.2





.0 0.0 0.0 0.0 0.0
2 .4586E-02 5.051 .4151E-02 4.198 5.000 -0.062 4.188 -0.012
3 .1009E-01 3.180 .10UE-Ol 3.395 3.210 0.031 3.400 0.001
4 .1641E-Ol 2.846 .1622E-Ol 2.108 2.119 -0.165 2.518 -0.164
5. .1808E-Ol 2.865 .1801E-Ol 2.154 2.889 0.031 2.113 0.023
6 .2101E-01 2.414 .2108E-Ol 2.365 2.385 -0.038 2.358 -0.008
1 .2001E-Ol 2.149 .2001E-Ol 2.113 2.615 -0.094 2.126 -0.051
8 .9154E-02 3.826 .9481E-02 3.802 3.844 0.022 3.818 0.019
9 • 3753E-02 5.124 .3681E-02 6.040 5.103 -0.026 6.032 -0.009















.0 0.0 0.0 0.0 0.0
TOTAL .1119 1.218 .1116 1.286 1.214 -0.108 1.246 -0.061
RATIO DF ENERGY OISTI8UTION 5 ANO SPECIFIC ESTIMATE 5
N
'"I
ENERGY GROUPIS) ME AN VAlUES RELATIVE ERRORS MEAN VAlUeS RELATIVE ERRORS Fl Rl F2 R2





.0 0·.0 0.0 0.0 0.0
2 .1215E-03 5.038 .1it16E-03 4.178 4.985 -0.065 4.110 -0.009
3 • 1608E-02 3.180 .1622E-02 3.395 3.210 0.037 3.401 0.001
4 .2550E-02 2.851 .2510E-02 2.113 2.123 -0.166 2.582 -0.165
5 .2532E-02 2.858 .Z533E-02 2.151 2.884 0.032 2.110 0.023
6 .3596E-02 2.415 .3598E-02 2.364 2.381 -0.036 2.359 -0.006
1 .2911E-02 2.150 .2903E-02 2.116 2.611 -0.094 2.728 -0.059
8 .1623E-02 3.846 .1519f-02 3.819 3.862 0.019 3.834 , 0.018
9 .1310E-03 5.168 .1l12E-03 6.061 5.151 -0.020 6.061 -0.001















.0 0.0 0.0 0.0 0.0
TOTAL .1619E-Ol 1.262 .1615E-0"1 1.219 1.205 -0.091 1.246 -0.054
S P ACE 0 IST R I B U T ION 0 FRA T lOS
RATIO OF SPACE DISTRIBUTION 1 AND SPECIFIC ESTIMATE 5
REGION(Si I'IEAN VAlUES RELATIIIE ERRORS MEAIII VALUES RELATIIIE ERIlORS Fl Rl F2 R2
(COU.• OENS.l {PERCENTl {PATH LENGTHI (PERCENT I
1 .0 :4< .0 .0
'*
.0 0.0 0.0 0.0 0.0
2 .0 :4< .0 .0 :4< .0 0.0 0.0 0.0 0.0
TOTAL .0 :4< .0 .0
*
.0 0.0 0.0 0.0 O~O
RATIO CF SPACE DISTRIBUTION 2 AND SPECIFIC ESTIMATE 5
REGIOIHSI ME AN VALUES RelATIVE ERRORS MEAN VA LUES RELATIVE ERRORS Fl Rl F2 R2
ICOLL.DENS.) IPERCENTJ IPATH LENGTH) IPERCENTJ
1 • 1699E-Ol 1.583 .1101E-Ol 1.597 1.519 -0.095 1.532 -0.()94
2 .3806E-Ol 1.595 .3783E-Ol 1.646 1.617 0.030 1.130 O.llO
TOTAL .5505E-01 1.325 • 5484E-01 1.376 1.320 -0.008 1.423 0.068
RATIO OF SPACE DISTRIBUTION 3 AND SPECIFIC ESTIMATE 5
REGIONI SI MEAN VALUES RELATIVE ERRORS "'EAN VALUES RELATIVE ERRORS F1 R1 F2 R2
ICOLl.DENS. ) IPERCENT) IPATH lENGTHI IPERCENTJ
1 .1421E-01 2.393 .1436E-01 2.325 2.386 -0.008 2.327 0.002
2 .3155E-01 2.128 .3132E-01 2.269 2.183 0.071 2.373 0.126




RATIO OF SPACE DISTRIBUTION 4 AND SPECIFIC ESTIMATE 5
REGIONI SB MEAN VALUES RELATIVE ERRORS MEAN VA LUES RELATIVE ERRORS Fl R1 F2 R2
ICOLL.OENS.1 IPERCENTI (PATH LENGTH) IPERCENT I
1 .7215E-03 5.038 .1476E-03 4.778 4.985 -0.065 4.770 -0.009
2 .9706E-05 4.796 .9782E-05 5.131 4.194 -0.002 5.167 0.042
TOTAl .7312E-03 4.918 .1514E-03 4.735 4.925 -0.065 4.728 -0.008
RATIO CF SPACE DISTRIBUTION 5 ANO SPECIFIC ESTIMATE 5
REGION( 51 MEAN VALUES RELATIVE ERRORS MEAN VALUES RELATIVE ERRORS Fl fll F2 R2
{COlL.DENS.} IPERCENTl IPATH LENGTHi (PERCENT I
1 .3946E-Ol 1.586 .3950E-Ol 1.599 1.520 -0.096 1.533 -0.095
2 .6425E-03 1.594 .6387E-03 1.646 1.616 0.031 1.129 0.108
TOTAL .40IOE-Ol 1.568 .4014E-01 1.582 1.503 -0.096 1.518 -0.093
S P E C I F I C E 5 TIM A T E S 0 FRA T lOS
RATIO OF SPECIFIC ESTIMATE 1 AND SPECIFIC ESTIMATE 5
MEAN VALUES RELATIVE ERRORS "EAN VALUES RELATIVE ERRORS F1 R1 F2 R2(COLL.DENS.) (PERCENTJ (PATH LENGTH) IPERCENTJ
.0 * .0 .0 * .0 0.0 0.0 0.0 0.0
RATIO OF SPECIFIC ESTIMATE 2 ANO SPECIFIC ESTIMATE 5
"EAN VALUES RELATIVE ERRORS MEAN VALUES RELATIVE ERRORS F1 R1 F2 R2
ICOLL.OENS. ) IPERCENTJ (P'ATH LENGTH) IPERCEN'T)
.~865 .9874 .4876 1.009 1.311 0.499 1.~1l 0.501t
RATIO OF SPECIFIC ESTIMATE 3 ANO SPECIFIC ESTIMATE 5
MEAN VALUES RELATIVE ERRORS MEAN VALUES . RELATIVE ERRORS Fl in F2 R2
ICOLL.OENS.) IPERCENTJ IPATH LENGTH) IPERCENT)
• 1242E-01 2.190 • 121tQ.E-0 1 2.403 2.1It7 -0.056 2.lt2~ 0.021'
RATIO OF SPECIFIC ESTIMATE 4 ANO SPECIFIC ESTIMATE 5
MEAN VALUES RELATIVE ERRORS MEAN VALUES RELATIVE ERRORS Fl R1 F2 R2 N(COLL.OENS. ) IPERCENTJ IPATH LENGTH) IPERCENT) .."
I
.0 * .0 .0 * .0 0.0 0.0 0.0 0.0
RATIO OF SPECIFIC ESTIMATE 5 ANO SPECIFIC ESTIMATE 5
MEAN VALUES RELATIVE ERRORS MEAN VALUES RELATIVE ERRORS F1 Rl F2 R2
(COLl.DENS. ) (PERCENTJ IPATH LENGTH) (PERCENT)
1.000 .0 1.000 .0 1.175 1.000 1.222 1.000
**********************************************************************************************************************************
TIM EIN T E R VAL 1 0.0 - 0.100
***************************************************
E N ERG Y DIS TRI B U T ION 0 F R E A C T ION RAT E S


























SCAPT SF~SS SNN SN2N ,ST.oT NUSF
HEAN VALUES RElAT. ERRORS MEAN VAlUES RElAT. ERRORS
(COll.ESTI IPERCENTl I PATHl.EST.l (PERCENTJ
.73691'-01 10.15 .1621E-OI 12.38
.4866 3.516 .4910 3.998
1.035 .' 2.567 1,,040 3.Q19
1.538 1.806 1.528 2.121
2.359 2.005 2.346 2.127
1.601 1.514 1.618 1.558
10.37 1.192 10.45 1.220
5.960 1.807 5.953 1.769
.2.2U 3.035 2.214 3.010
.3996 6.8,81 .4104 6.~42
.77071'-01 14~U .1233E-Ol 13.36
.1253E-Ol 29.17 .U1lE-Ol 25.79
.2625E-02 44.64 • 1679E-02 40.24



































U 35 U 38
NUSF























































MEAN V,AlUES RELAT. ERRORS ME AN VALUES REl'Al.ERROR $
IPATHl.EST.J (PERCENTl IOPTIM.COMBI IPERCENT I
.H82E-Ol, 12.07 .~. .172.91'-01 10.1.9
.6757E-C1 3.897 .6614E-01 3.519
.1337 2.930 .1328 2.447
.1900 2.057 .1910 1.849
.1250 2.475 .1249 2.351
.1717 2.093 .1714 2.022
.1405 2.409 .1404 2.312
.1090E-01 3.520 .• 7131,E-Ol ' 3.41'1:
.2345E-Ol 6.581 .2343E-Ol 6.319
.6979E-02 13.00 .6907!"-O2 12.53
.1828E-02 29.34 .1841E-02 29.07
.2029E-03 63.43 .1897E-03 66.58
• 1440E-03 71.31 .14401'-03 71.31
.9498 .7161 .9493 .6547
",
'"
NUMBER OF HISTORIES= 190
REGIONISJ 1 2
NEUTRON FLUX,
ENERGY GROUPIS) MEAN VAlUES RElAT. ERRORS MEAN VALUES RElAT. ERRORS MEAN VAlUES RElAT. ERRORS
tCOll. ES>T) (PERCENTJ (PATHL.EST.) (PERCENTi IOPTI M.COMB) IPERCENT)
1 .9023E-01 10.25 .9310E-01 12.50 .9023E-01 10.25
2 .5733 3.595 .5855 4.018 .5734 3.594
3 1.195 2.589 1.200 3.101 1.195 2.589
4 1.939 1.812 1.926 2.133 1.938 1.811
5 3.361 2.027 3.343 2.154 3.358 2.023
6 9.8ll 1.529 9.834 1.572 9.816 1.525
7 11.17 1.197 11.25 1.229 11.19 1.192
8 5.384 1.804 5.381 1.766 5.381 1.763
9 1.806 3.047 1.808 3.019 1.807 3.002
10 .3052 6.978 .3137 6.623 .3118 6.648
11 .5857E-01 14.18 .5511E-01 13.'02 .5511E-01 13.42
12 .9991E--02 29.13 .9205E-02 26.20 .9205E-02 26.20
13 .2200E-02 51.75 .1339E-02 42.60 .1339E-02 42.60
TOTAL 35.71 .5598 35.80 .5980 35.71 .5595
PARAMETERS OF THIS ESTIMATE
( 4)
NUMBER OF HISTORIES= 190
REGION(S) 1
NEUTRON FlUX
ENERGY GROUPIS) MEAN VALUES RELAT. ERRORS MEAN VAlUES RELAT. ERRORS MEAN VAlUES RELAT. ERII.ORS
ICOLl.ESTl lPERCENT) (PATHL.EST.) (PERCENT) IOPTIM.COMB) IPERCENT)
1 .2934E-Ol 13.54 .3223E-01 12.27 .308IE-Ol 11.63
2 .2066 4.931 .2146 4.709 .2107 4.482
3 .4546 3.101 .'0597 3.289 .4565 2.952
4- .1417 2.589 .7323 2.429 .7356 2.328 ;::;
5 .814.5 2.767 .8161 2~635 • 8154 2.512 ...
6 1.219 2.236. 1.223 2.194 1.22'1 2.121
7 .8902 2.567 .8906 2.612 .890'0 2~505
8 .4003 3.871 .3886 3.826 .3917 3.770
9 .1084 7.092 .1084 7.304 .108'> 7.025
10 .2690E-Ol 13.89 .2745E-Ol 14.17 .2708E"':01 13.61
11 .5275E-02 32.00 .4872E-02 31.14 .4812E-02 31.14
12 .3229E-03 99.74 .4430E-03 12.52 .3840E-03 80.11
13 .3864E-03 78. <Jl .2411E-03 75.87 .24111'-03 75. &7
TOTAL 4.898 .9024 4.898 .9081 4.898 .8549
PARAMETERS OF THIS ESTIMATE
( 5)




ENERGY GROUPIS) MEAN VALUES RElAT. ERRORS MEAN VAlUES RElAT. EIlRORS MEAN VAlUES RElAT. El\RORS
ICOLL.ESn IPERCENT) IPATHL.EST.I IPERCENTJ (OPT! M.COMB) (P~RCE"T)
1 .6946E-02 13.84 .7512E-02 12.29 .7261E-02 11.V4
2 .3250E-Ol 4.915 .3376E-Ol 4.691 .3315E-Ol 4.461
3 .7242E-01 3.101 .7325E-Ol 3.289 .7273E-Ol 2.952
4 .lH9 2.593 .1133 2.433 .ll39 2.313
5 .1140 2.761 .1144 2.631 .1143 2.507
6 .1620 2.238 .1625 2.195 .1622 2.123
7 .1291 2.569 .1291 2.614 .i291 2.501
8 .6650E-01 3.891 .6461E-01 3.834 .6511E-OI 3.780
9 .2096E-01 1.099 .2098E-OI 1.308 .2ü97E-01 7.029 .
10 .6364E-02 13.86 • 6467E-02 14.02 .6404E-02 13.51
11 .1765E-02 31.61 .1703E-02 31.36 .l714E-02 31.06
12 .134BE-03 99.14 .1116E-03 12.32 .1621E-03 17.44
13 .2012E-03 7B.00 .1375E-03 14.10 .1315E-03 74.10
TOTAL .1211 .8922 .7280 .9039 .7219 .8485
S P ACE DIS TRI B U T ION o F R E A C T ION RAT E S
PARAMETERS OF THIS ESTIMATE
( 11
NUMBER OF HISTORIES= 190
ENERGY GROUP(S) 1
NEUTRON FlUX
REGION(SI MEAN VAlUES RElAT. ERRORS MEAN VAlUES RElAT. ERRORS .MEAN VAlUE S RHAr. ERRORS
tCOll.ESn (PERCENT I (P ATHl .E ST • ) (PERCENTl (OPTIM.COI4BI (PERCENT I
1 .2934E-OI 13.54 .3223E-OI 12.27 .308IE-OI 11.63
2 .boaBE-OI 12.11 .6081E-OI 15.46 .608BE-Ol 12.77
TOTAL .9023E-OI 10.25 .9310E-OI 12.5C .9023E-Ol 10.25 ;:;
CX>
I
PARAMETERS OF THIS ESTIHATE
( 2)
NU~BER OF. HISTORlcS= 190
ENERGY GROUP(SI I 2 3 4 5
COlLISION DENSITY
REGION(SI HEAN VAlUES RElAT. ERRORS MEAN VAlUES RElAT. ERPORS MEAN VALUES RElAT. ERRORS
(COll. ESTl (PERCENT I (PATHl.EST.1 (PERCENTl lOPTIM.COMBI (PERCENT I
1 .7655 1.271 .7681 1.265 .1668 1.111
2 1.714 1.387 1.708 1.499 1.713 1.382
TOTAL 2.480 1.026 2.476 1.130 2.479 1.024
PARAMETERS OF THIS ESTIMATE
( 31
NUMBER OF HISTORIES= 190
ENERGY GROUP(SI 1 2 5
ISOTOPE(S) U 35 U 38
REACTION(SI SFISS SNN SN2N STOT NUSF
REGIONISI MEAN VAlUES RElAT. ERRORS MEAN VAlUES RElAT. ERRORS MEAN VAlUES RElAT. ERRORS
(COll.ESTl (PERCENT I (PATHl.EST.1 IPERCENTl lOPTIM.COMBI (PERCENT I
1 .6401 2.237 .6485 2.160 .6446 2.038
2 1.421 2.018 1.414 2.210 1.421 2.018
TOTAL 2.061 1.655 2.063 1.808 2.061 1.653
PARAMETERS OF THIS ESTIMATE
I 41




REGIONISJ MEAN VAlUES RElAT. ERRORS MEANVAlUES RElAT. ERRORS MEAN VAlUES RElAT. ERRORS
ICOll.ESn IPERCENTJ IPATHl.ESToJ IPERCENTJ IOPTI M. COMB} IPERCENTI
1 .3250E-01 4.915 .3376E-Ol 4.691 .3315E-Ol 4.461
2 .4372E-03 4.121 • 4411E-03 5.094 .4319E-03 4.698
TOTAL ~3294E-Ol 4.854 .3420E-Ol 4.648 .3358E-01 4.416
PARAMETERS OF THIS ESTIMATE
I 5)
NUMBER OF HISTORIES: 190
ENERGY GROUPIS} 1 2 3 4 5
ISOTOPEIS) U 35
REACTION( S} SCATT SCAPT SFISS SNN SN2N STOT NUSF
REGIONIS} MEAN. VAlUES RELAT. ERRORS MEANVAlUES RELAT. ERRORS HEANVAlUES REUT. ERRORS
ICOll.ESTI IPERCENTJ IPATHl.EST.) I PERCENT} IOPTIM.COMB} IPE~CENT I
1 1.171 1.273 1.184 1.266 1.181 1.119
2 .2894E-Ol 1.386 .2884E-Ol 1.498 .2892E-Ol 1.381 N
TOTAL 1.806 1.253 1.812 1.248 1.809 1.161 '"
S P E C I F I CES TIM A T E S














PARAMETERS OF THIS ESTIMATE
I 2)







MEAN VAlUES RElAT. ERRORS
IPATHl.EST.) IPERCENT)
.1816E-02 12.27
MEAN VAlUES RElAT. ERRORS
IOPTIM.COMBI IPERCENTI
.7410E-02 11.63






















































I N T E G R A l QUA N T I T I E S
MEAN VAlUES RELAT. ERRORS HEAN VAlUES RElAT. ERRORS MEAN VAlUES RElAT. ERRORS
ICOll.ESTl [PERCENT) IPATHl.EST.) IPERCENTl IOPTIM.COMBI IPERCENT I
.4544E-01 .6445 .4554E-01 .6482 .4548E-01 .6341
.9541 .6886 .9554 .1253 .9550 .6628
.6245 .4110 .6250 .4608 .6246 .4030
.9490 .6801 .9498 .1161 .9493 .6541
.1500 .4226 .1505 .5000 .1500 .4225
.6059E-01 .1325 .6067E-01 .•1142
.2641E-01 .1215 ********** ********** '"
.1021E-01 1.361
-******** *****-***
********** THESE VAlUES COUlONOT 8E EVAlUATEO.THE NUMBER OF HISTORIES MUST 8E INCREASEO
E N ERG Y 0 IST R I 8 U T ION 0 FRA T lOS
RATIO OF ENERGY OISTIBUTION 1 ANO SPECIFIC ESTIMATE 5
ENERGY GROUPI SI MEAN VAlUES RElATI VE ERRORS MEAN VAlUES RELATIVE ERRORS F1 R1 FZ R2





.0 0.0 0.0 0.0 0.0
2 • 1515E-Ol 3.642 .1543E-Ol 3.'198 3.618 -0.044 4.040 0.073
3 .3221E-Ol 2.633 .3221E-01 3.134 2.625 -0.016 3.133 -0.001
4 .4186E-Ol 1.960 .4142E-Ol 2.239 1.881 -0.141 2.198 -0.015
5 .7343E-Ol 2.059 .1284E-Ol 2.134 2.078 0.031 2.204 0.124
6 .2366 1.341 .2365 1.364 1.610 0.418 1.662 0.500
7 .3229 .9115 .3243 .9156 1.312 0.594 1.349 0.611
8 .1855 1.694 .1848 1.615 1.888 0.350 1.860 0.321
9 .6882E-Ol 2.991 .6812E-Ol 2.992 3.084 0.169 3.064 0.126















.0 0.0 0.0 0.0 0.0
TOTAL 1.000 .0 1.000 .0 0.116 1.000 0.816 1.000
RATIO OFENERGY~ISTIBUTION 2 AND SPECIFIC ESTIKATE 5
ENERGY GROUP(S) MEAN VAlUES RELATIVE ERRORS MEAN VAlUES RELATIVE ERRORS Fl Rl F2 R2





.0 0.0 0.0 0.0 0.0
2 .2052E-02 3.619 .2097E-02 3.905 3.585 -0.062 3.939 0.059
3 .4134E-02 2.521 .4150E-02 2.989 2.508 -0.025 2.986 -0.005
4 .5959E-02 2.046 .5899E-02 2.191 1.967 -0.153 2.136 -0.101
5 .3883E-02 2.672 .3881E-02 2.533 2.632 -0.075 2.542 0.015
6 .5326E-02 2.110 .5329E-02 2.114 2.197 0.050 2.171 0.101
7 .4369E-02 2.482 .4362E-02 2.518 2.433 -0.092 2.417 -0.075
8 .2265E-02 3.629 .2201E-02 3.511 3.628 -0.002 3.567 -0.017
9 .7292E-03 6.507 .7280E-03 6.681 6.398 -0.200 6.607 -0.131




.0 0.0 0.0 0.0 0.0
12 .0
'"





.0 0.0 0.0 0.0 0.0 w
TOTAL .2954E-OL .9626 .2948E-Ol .9412 0.814 -0.211 0.920 -0.062 N
RATIO OF ENERGY DISTIBUTION 3 AND SPECIFIC ESTIMATE 5
ENERGY GROUPISI MEAN VALUES RELATIVE ERRORS MEAN VALUES RELATIVE ERRORS Fl Rl F2 R2





.0 0.0 0.0 0.0 0.0
2 .1184E-Ol 3.661 • 1817E-,01 4.018 3.636 -0.045 4.059 0.072
3 .3719E-Ol 2.654 .3726E-Ol 3.155 2.646 -0.015 3.155 -0.000
4 .6035E-Ol 1.964 .5918E-Ol 2.250 1.893 -0.137 2.210 -0.072
5 .1046 2.071 .1038 2.158 2.100 0.043 2.230 0.127
6 .3054 1.360 .3053 1.383 1.625 0.471 1.675 0.492
7 .3477 .9740 .3492 .9809 1.311 0.598 1.358 0.621
8 .1676 1.688 .1670 1.670 1.885 0.356 1.858 0.325
9 .56201:-01 3.000 .5611E-Ol 2.999 3.096 0.116 3.014 0.1311















.0 0.0 0.0 0.0 0.0
TOTAL 1.111 .1462 1.111 .1455 0.784 0.965 C.831 0.970
RATIO OF ENERGY DISTIBUTION 4 AND SPECIFIC ESTIMATE 5
ENERGY GROUPIS) MEAN VALUES RELATIVE ERRORS MEAN VALUES RELATIVE ERRORS Fl Rl F2 R2





.0 0.0 0.0 0.0 0.0
2 .6430E-02 4.993 .6660E-02 4.735 4.961 -0.058 4.745 0.017
3 .1415E-01 3.170 .1421E-01 3.341 3.149 -0.039 3.339 -0.014
4 .2309E-01 2.707 .2213E-Ol 2.559 2.646 -0.114 2.496 -0.113
5 .2535E-01 2.866 .2533E-01 2.694 2.821 -0.084 2.697 0.005
6 .3194E-01 2.286 .3796E-01 2.224 2.302 0.030 2.269 0~019
1 .2171E-01 2.688 .2765E-01 2.733 2.625 -0.119 2.615 -0.103
8 .1246E-01 3.925 .1206E-01 3.888 3.916 -0.011 3.869 -0.033




















.0 0.0 0.0 0.0 0.0
TOTAL .1524 1.146 .1521 1.116 1.056 -0.200 1.016 -0.085
RATIO OF ENERGY DISTIBUTION 5 ANO SPECIFIC ESTIMATE 5
ENERGY GROUPI S) ME AN VALUES RELATIVE ERRORS "'EAN VALUES RELATIVE ERRORS Fl R1 F2 R2





.0 0.0 0.0 0.0 0.0
2 .10l2E-02 4.978 .1048E-02 4.715 4.945 -0.060 4.726 0.020
3 .2254E-02 3.110 .2214E-02 3.3107 3.149 -0.039 3.339 -0.014
4 .3575E-02 2.712 .3519E-02 2.563 2.651 -0.115 2.501 -0.113
5 .3550E-02 2.860 .355lE-02 2.691 2.815 -0.083 2.694 0.005
6 .5041E-02 2.288 .5044E-02 2.225 2.304 0.030 2.270 0.080
7 .40l8E-02 2.690 .4009E-02 2.734 2.621 -0.120 2.611 -0.104
8 .2070E-02 3.940 .20061:-02 3.896 3.929 -0.019 3.811 -0.033




















.0 0.0 0.0 0.0 0.0
TOTAL .2265E-01 1.142 .2260E-01 1.118 1.047 -0.213 1.012 -0.095 ....
....
I
S P ACE DIS TRI B U T ION o F RAT lOS
RATIO OF SPACE DISTRIBUTION 1 ANO SPECIFIC ESTIMATE 5
REGIONI SI MEAN VAlUES RELATIVE ERRORS "'EAN VAlUES RELATIVE ERROR S F1 R1 F2 R2















.0 0.0 0.0 0.0 0.0
RATIO OF SPACE DISTRIBUTION 2 ANO SPECIFIC ESTIMATE 5
REGIONISI "'EAN VALUES RELATI VE ERROR S MEAN VALUES RELATIVE ERRORS F1 R1 F2 R2
ICOlL.OENS. I IPERCENTI IPATH lENGTHI IPERCENT)
1 .2383E-01 1.414 .2384E-01 1.432 1.384 -0.184 1.390 -0.08Z
2 .5336E-01 1.419 .5303E-01 1.539 1.491 0.023 1.606 0.1l21
TOTAL .1719E-01 1.186 .1681E-01 1.226 1.163 -0.049 1.269 0.083
RATIO OF SPACE DISTRIBUTION 3 AND SPECIFIC ESTIMATE 5
REGIONISl MEAN VAlUES RELATIVE ERRORS MEAN VAlUES RELATIVE ERilORS Fl Rl F2 RZ
ICOll.OENS.l IPERCENTI IPATH lENGTH) IPERCENTl
1 • 1992E-01 2.360. .2013E~01 Z.Z40 Z•.303 -0.107 Z.Z36 -0.008
2 .4423E-01 2.056 .4390E-Ol 2.201 Z.092 0.066 2.284 0.146
TOTAL .6416E-01 1.138 .6403E-01 1.831 1.744 0.011 1.898 D.1l19
RATIO OF SPACE DISTRIBUTION 4 AND SPECIFIC ESTIMATE 5
REGIONIS) HEAN VAlUES RELATIVE ERRORS HEAN VAlUES RELATIVE ERRORS Fl Rl FZ RZ
ICDll.DENS. ) IPERCENT) IPATH LENGTH) IPERCENTJ
1 .1012E-OZ 4.918 .1048E-OZ 4.115 4.945 -0.060 4.126 O.OZO
Z .1361E-04 4.167 .1371E-04 5.083 4.753 -0.025 5.1Z7 0.071
TOTAL .1025E-02 4.918 .1062E-02 4.612 4.885 -0.060 4.684 O.OZl
RATIO OF SPACE DISTRIBUTION SAND SPEClFIC ESTIMATE 5 w
.".
I
REGIONIS) HEAN: VAlU.ES RELATI VE ERRORS HEAN VALUES RELATIVE ERRORS. Fl R1 FZ R2
ICOLL.OENS. ) IPERCENTl IPATH lENGTH) lPERCENT)
1 .S532E-01 1.416 .5531E-01 1.434 1.381 -0.183 1.391 -0.083
2 .900.8E-03 1.478 .8953E-03 1.539 1.49.0 0.023 1.605 C.1Z0
TOTAL • 5622E-01 1.456 .5626E-01 1.416 1.361 -0.183 1.375 -0.081
S P E C I F I CES TIM A T ~ 5 0 FRA T lOS
RATIO OF SPECIFIC ESTIHATE 1 AND SPECIFIC ESTIMATE 5
HEAN VALUES RELATIVE ERRORS
ICOLl.DENS.) IPERCENT)
HEAN YALUES RELATIVE ERRORS
(PATH LENGTHI IPERCENTl





.0 0.0 0.0 0.0 0.0
RATIO OF SPECIFIC ESTIMATE 2 ANO SPECIFIC ESTIMATE 5
MEAN VAlUES RelATIVE ERRORS MEAN VAlUES RELATIVE ERRORS F1 R1 F2 R2
ICOLl.DENS.) IPERCENTJ (PATH LENGTH) lPERCENT)
.6530 .1760 .6545 .7665 1.179 0.688 1.214 0.719
RATIO CF SPECIFIC ESTIMATE 3 AND SPECIFIC ESTIMATE 5
MEAN VALUES RELATIVE ERRORS MEAN VALUES RELAT IVE ERRORS Fl Rl F2 R2
ICOLL.DENS.) (PERCENTJ IPATH LENGTH) IPERCENTJ
.1742E-Ol 2.104 .1739E-01 2.327 2.054 -0.095 2.337 0.018
RATIO OF SPECIFIC ESTIMATE 4 ANO SPECIFIC ESTIMATE 5
MEAN VALUES RELATIVE ERRORS ""EAN VALUES RELATIVE ERRORS Fl Rl F2 R2
(COLL.DENS.) IPERCENTJ IPATH LENGTH) lPERCENT)
.0
*
.0 .0 * .0 0.0 0.0 0.0 0.0
RATIO~F SPECIFIC ESTIMATE 5 AND SPECIFIC ESTIMATE 5
MEAN VALUES RELATIVE ERRORS MEAN VALUES RELATIVE ERRORS Fl Rl F2 R2
ICOLL.DENS.) I PERCENTJ IPATH LENGTH) IPERCENTJ




TIM EIN T E R VAL 2 0.100- 7.000
***************************************************
E N ERG Y DIS TRI 8 U T ION 0 F R E A C T ION RAT E S































3 .0 1000. • 0 1000 • .0 1000•
4 • 0 1000. • 0 1000• .0 1000 •
5 • 0 1000. .0 1000. • 0 1000•
6 .2395E-Ol 23.23 .2759E-Ol 24.10 .2395E-Ol 23.23
7 .8694 4.806 .8680 4.769 .8686 4.726
8 2.980 2.655 3.002 2.847 2.980 2.655
9 5.299 2.658 5.291 2.726 5.299 2.658
10 3.113 4.258 3.122 4.339 3.113 4.258
11 .4830 8.525 .4848 8.887 .4830 8.525
12 .1281 15.54 .1285 15.34 .1284 15.33
13 .191lE-01 30.29 .2028E-01 31.10 .191lE-01 30.29
TOTAL 12.92 1.965 12.94 2.046 12.92 1.965
PARAMETERS OF THIS ESTIMATE
I 21
NU~BER OF HISTORIES= 190
REGION(S) 1 2
ISOTOPE(S) U 35 U 38
REACTIONISI NUSF
ENERGY GROUP(SI MEAN VAlUES RHA T. ERRORS ME AN VAlUES RElAT. ERRORS MEAN VAlUES RElAT. ERRORS
(COll.ESTI {PERCENTJ (PATHl.EST .) {PERCENTl !OPTI~.COMBI (PERCENT I
1 • 0 1000. .0 1000. .0 1000•
2 .0 1,000. ' .0 1000.• .0 1000.
3 .0 1000. • 0 1000. .0 1000•
4 .0 1000. • 0 1000 • • 0 1000•
5 • 0 1000. .0 1000. .0 1000• l;;
6 .4927E-04 42.24 .4367E-04 ' 28.74 .4367E-04 28 •.74 e-
7 .3033E-02 12.08 .2949E-02 13.93 .3033E-02 12.08
8 .1000E-01 7.836 .1010E-01 8.085 .1003E-01 7.747
9 .1832E-Ol 6.420 ,.1775E-01 6.457 .1794E-01 6.329
10 .1053E-01 8.137 .1048E-Ol 8.141 .105Ü-Ol 8.052
11 .2332E-02 18.15 • 24·)BE-02 19.08 .2332E-02 18.15
12 .·6996E-03 24.37 .8693E-03 34.67 .6996E-03 24.37
13 .2045E-03 46.62 .1530E-03 38.80 .1530E-03 38.80
TOTAL .4517E-01 4.040 .4475E-01 4.160 .4504E-01 4.029
PARAMETERS CF THIS ESTIMATE
I 31
NU~8ER OF HISTORIES= 190, '.
REGION(SI 1 2
NEUTRON FlUX
ENERGY GROUP(SI MEAN "AlUES RELAT. ERRORS MfAN VAlUES RElAT. ERRORS MfAN VAlUES, RElAT. ERRORS
(COll.ESTl (PERCENT I (PATHl.EST.I (PERCENT) IOPTIM'.COM81 IPERCENT 1
i .0 1000. .0 1000. .0 loeo.
2 • 0 1000. .0 1000. .0 1000 •
3 .0 1000. .0 1000. • 0 1000•
4 .0 1000. .0 1000. .0 1000.
5 .0 1000. .0 1000. .0 1000.
6 .2944E-Ol 23.16 .3396E-Ol 23.98 .2944E-Ol 23.16
7 .9036 4.840 .9023 4.789 .9028 1t.152
8 2.662 2.657 2.683 2.81t6 2.662 2.65.7
9 4.328 2.659 4.322 2.728 4.328 2.659
10 2.412 4.259 2.419 4.341 2.412 4.259
11 .3951 8.650 .3964 8.986 .3951 8.650
12 .1054 15.51 .1056 15.05 .1056 15.05
13 .1581E-01 30.90 .1605E-Ol 31.21 .1581E-01 30.90
TOTAL 10.65 1.937 10.86 2.015 10.85 1.937
PARAMETERS OF THIS ESTIMATE
I 4)
NU~BER OF HISTORIES= 190
REGIONISI 1
NEUTRON FlUX
ENERGy GROUP I S) MEAN VAlUES RElAT. ERRORS MEAN VAlUES RElAT. ERRORS MEAN VAlUES RElAT. ERRORS
ICOll.ESTI IPERCENTI IPATHl.EST .) (PERCENTl IOPTI M. COM8) IPERCENT I
1 .0 1000. .0 1000. .0 1000•
2 .0 1000. • 0 1000. .0 1000•
3 • 0 1000. .0 1000. .0 1000.
4 .0 1000. .0 1000. .0 1000•
5 • 0 1000. .0 1000. .0 1000•
6 .1436E-03 99.74 • 6761E-04 99.74 .6761E-04 99.74
7 .1365E-01 17.43 .1310E-01 20.54 .1365E-Ol 17.43
8 .3909E-Ol 11.12 .3955E-01 11.96 .3925E-Ol 11.53
9 .b06bE-01 9.323 .5785E-Ol 9.590 .5893E-Ol 9.297
10 .2609E-Ol 12.99 .2586E-Ol 13.15 .2596E-Ol 12.91
11 .4049E-02 31.11 .4095E-02 31.61 .4058E-02 31.06
12 .9114E-03 39.92 .1334E-02 52.66 .9774E-03 39.92
13 .2422E-03 73.20 .1341E-03 11.13 .1341E-03 11.13
TOTAL .1449 5.930 .1420 6.133 .1431 5.911
I
<;;
PARAMETERS OF THIS ESTIMATE ......
I 51




ENERGY GROUPI S) MEAN VAlUES RElAT. ERRORS MEAN VAlUES RElAT. ERRORS MEAN VAlUES RELA T. ERRORS
I COll. ES Tl (PERCENTI IPATHl.EST.) IPERCENTl lOPTIM.COMBI IPE~CENT)
1 .0 1000. .0 1000. • 0 1000•
2 .0 1000. .0 1000. .0 1000.
3 .0 1000. .0 1000. .0 1000.
4 • 0 1000. • 0 1000 • .0 1000 •
5 .0 1000. • 0 1000. .0 1000•
6 .1953E-04 99.74 .9218E-05 99.74 .9218E-05 99.74
7 .2034E-02 17.4b .1952E-02 20.59 .2034E-02 11.<Wa
8 .b633E-O~ 11.69 .6705E-02 11.96 .6657E-02 11.51
9 .1197E-01 9.434 .1l41E-01 9.682 .1l62E-01 9.399
10 .6222E-02 12.95 .6158E-02 13.06 .b188E-02 12.85
11 .1335E-Ol 30.47 .1394E-02 31.45 .1335E-02 30.'of
12 .3604E-03 43.69 .5351E-03 54.93 .3604E-03 43••9
13 .1288E-03 11.83 .7600E-04 10.53 .7600E-04 70.53
TOTAL .2870E-01 6.031 .2824E-Ol 6.251 .2@55E-Ol 6.022
S P ACE 0 IST R I B U T ION 0 F R E A C T ION P A T E S
PARAMETERS OF THIS ESTIMATE
I U
NUMBER CF HISTORIES= 190
ENERGY GROUPISI 1
NEUTRON FlUX
REGIONISI MEAN VAlUES RElAT. ERRORS MEAN VAlUES RElAT. ERRORS MEAN VAlUES RELAT. ERRORS
ICOll.ESTJ IPERCENT 1 IPATHl.EST.I IPERCENTJ 10PTI I".CO/olBI I PERCENT 1
1 .0 1000. .0 1000. .0 1000•
2 • 0 1000. .0 1000. .0 1000.
TOTAL .0 1000. .0 1000. .0 1000.
PARAMETERS OF THIS ESTIMATE
I 21
NUl'lBER CF HISTORIES= 190
ENERGY GROUPISI 1 2 3 4 5
COllISION DENSITY
REGIONISI "'EAN VAlUES RElAT. ERRORS MEAN VAlUES RElAT. ERRORS MEAN VAlUES RElAT. ERRORS
ICOll.ESTJ IP ERCENTl IPATHl.EST.) IPERCENTI !OPTI M. COMBI I PERCEIIlT I
1 .0 1000. .0 1000. .0 1000.
2 • 0 1000. .0 1000. .0 1000•
TOTAL • 0 1000. .0 1000 • .0 1000. ;:;;
CD
I
PARAMETERS OF THIS ESTIMATE
I 31
NU"'BER OF HISTORIES= 190
ENERGY GRDUPISI 1 2 5
ISOTOPEISI U 35 U 38
REACTIONI SI SFISS SNN SN2N STOT NUSF
REGIONISI MEAN VAlUES RElAT. ERRORS MEAN·VALUES RELAT. ERRORS MEAN VAlUES RHAT. ERRORS
ICOLl.ESTI IPERCENT) IPATHL.EST.I IPERCENTJ IOPTIM.COMBI IPERCENTJ
1 • 0 1000. .0 1000. .0 1000 •
2 .0 1000. • 0 1000. .0 1000•
TOTAL • 0 1000. .0 1000• .0 1000.
PARAMETERS OF THIS ESTIMATE
I 4)




REGIONISI MEAN VALUES RELAT. ERRORS MEAN VßLUES RELAT. ERRORS "'EAN VAlUES RELAT. Efl.RORS
ICOLL.ESTI IPERCENTJ IPATHL.EST.I IPERCENTl IOPT fi".COMBI IPERCENT 1
1 .0 1000. .0 1000. .0 1000•
2 • 0 1000. .0 1000. .0 1000.
TOTAL .0 1000. .0 1000. • 0 1000 •
PARAMETERS OF THIS ESTIMATE
1 51
NUMBER OF HISTORIES: 190
ENERGY GROUPIS) 1 2 3 4 5
ISOTOPEIS) U 35
REACTIONIS} SCATT SCAPT SFISS SNN SN2N STOT NUSF
REGIONIS} MEAN VAlUES RElAT. ERRORS MEAN VAlUES RElAT. ERRORS MEAN VAlUES RElAT. ERRORS
ICOLl.ESn IPERCENTI IPATHl.EST.} IPERCENTI IOPTlM.COMB} (I'ERCENT I
1 • 0 1000. .0 1000 • .0 1000.
2 .0 1000. .0 1000. • 0 1000•
TOTAL .0 1000. .0 1000. • 0 1000•
PARAMETERS OF THIS ESTIHATE
1 1)























MEAN VAlUES RElAT. ERRORS
IPATHl.EST.) IPERCENT}
.0 1000.
















MEAN VAlUES RElAT. ERRORS
[PATHl.EST.} IPERCENT}
.9363 4.883
MEAN VAlUES RElAT. ERRORS
10PTIM.C0I1B) IPERCENTI
.9350 4.853
PARAMETERS OF THIS ESTIMATE
I 31
NU~BER OF HISTORIES= 190
REGIONISI 2
ENERGY GROUPISJ 2 4
COLLISION DfNSITY
"'EAN VALUES RELAT. ERRORS "'fAN VALUES RELAT. ERRORS MEAN VALUES RELAT. ERRORS
(COLl.ESTI (PERCENT I IPATHL.EST.I (PERCENTI lOPTIM.COMBI (PERCENTl
• 0 1000• .·0 1000. .0 1000.
PARAMETERS OF THISESTIMATE
( 41





MEAN VALUES RELAT. ERRORS MEAN VALUES RELAT. ERRORS MEAN VALUES RELAT. ERRORS
(COLL.ESTI IPERCENTI IPATHL.EST.1 IPERCENTI (OPTIM.CDMBI IPERCENT I
.0 , 1000. .0 1000. • 0 1000•
PARAMETERS OF THIS ESTIMATE ;:
( 51: 0
NU~BER OF HISTORIES= 190
REGIONISI 1 2
ENERGY. GROUPISI· 1 2 3 4 5 6 7 8 9 10 11 12 13
ISOTOPE(SJ U 35 U 38
REACTI ON ( SJ SCATT SCAPT SFISS SNN SN2N STOT NUSF
MEAN VALÜES RELAT. ERRORS MEAN VALUES RELAT. ERRORS MEAN VAlUES RELAT. ERRORS
(COLL.ESTl (PERCENTI (PATHL.EST.1 (PERCENTI lOPTIM.COMBI ( PERCENTI
12.92 1.965 12.94 2.046 12.92 1.965




















































I N T E G R A L QUA N T I T I E S
MEAN VAlUES RELAT. ERRORS MEAN VALUES RELAT. ERRORS MEAN VAlUES RElAT. ERRORS
(COLl. ES TI (PERCENTl (PATHl.EST. I (PERCENTI lüPTI M.COMB) (PERCENTI
.3138E-Ol 2.105 .3145E-Ol 2.190 .3138E-Ol 2.105
.4511E-Ol 4.040 .4415E-Ol 4.160 .4504E-Ol 4.029
.1193 2.157 .1792 2.235 .1793 2.151
.4511E-Ol 4.040 .4475E-Ol 4.160 .4504E-Ol 4.029
.2506 1.898 .2506 1.957 .2506 1.898





********** THESE VAlUES COUlD NOT BE EVALUATED.THE NUMBER OF HISTORIES MUST BE INCREASED
E N ERG Y DIS TRI B U T ION 0 FRA T lOS
RATIO OF ENERGY DISTIBUTION 1 AND SPECIFIC ESTIMATE 5
ENERGY GROUPISI MEAN VAlUES ~HATIVE ERRORS MEAN VAlUES RELAT IVE ERRORS F1 Rl F2 ~2






























.0 0.0 0.0 0.0 0.0
7 .6731E-Ol 4.683 .6706E-Ol 4.688 5.1 '12 0.266 5.189 0.253
B .2307 2.301 .231'1 2.'t62 3.303 0.538 3.506 0.535
9 .4103 1.803 .4088 1.830 3.30'5 0.735 3.'t09 O.Hl
10 .2410 3.302 .2412 3.302 4.689 0.663 4.797 0.682










.0 0.0 0.0 0.0 0.0
TOTAL 1.000 .0 1.000 .0 2.778 1.000 2.893 1.000
RATIO OF ENERGY OISTIBUTION 2 AND SPECIFIC ESTIHATE 5
~
ENERGY GROUPISI MEAN VALUES RELAHVE ERRORS MEAN VALUES RELATIVE ERRORS Fl Rl F2 R2



































.0 0.0 0.0 0.0 0.0
8 • 1744E-03 7.893 .7802E-03 7.974 8.079 0.097 8.340 0.180
9 .1418E-02 6.149 .1371E-02 6.287 6.714 0.288 6.773 0.240















.0 0.0 0.0 0.0 0.0
TOTAL .3497E-02 3.670 .3457E-02 3.811 4.492 0.423 4.636 0.409
RATIO OF ENERGY OISTI8UTION 3 ANO SPECIFIC ESTIMATE 5
ENERGY GROUPIS) MEAN VALUES RELATI VE ERROR S MEAN VALUES RELATIVE ERRORS F1 Rl F2 R2






























.0 0.0 0.0 0.0 0.0 N
7 .6996E-Ol 4.711 .6971E-01 4.708 5.224 0.268 5.208 0.253
8 .2061 2.296 .2073 2.455 3.304 0.541 3.505 0.538
9 .3351 1.803 .3339 1.829 3.306 0.735 3.410 0.742
10 .1867 3.304 .1868 3.304 4.690 0.662 4.799 0.682










.0 0.0 0.0 0.0 0.0
TOTAL .8401 .1324 .8404 .1374 2.759 0.998 2.872 C.998
RATIO OF ENERGY DISTIBUTION 4 ANO SPECIFIC ESTIHATE 5
ENERGY GROUPISJ MEAN VALUES RELATIVE ERRORS MEAN VALUES RELATIVE ERRORS Fl Rl F2 R2








































.0 0.0 0.0 0.0 0 ••




















.0 0.0 0.0 0.0 0.0
TOTAL • 1122E-Ol 5.760 .1097E-Ol 5.'975 6.247 0.251 6.465 C.l43
RATIO OF ENERGY DISTIB~TION 5 AND SPECIFIC ESTIMATE 5
ENERGY GRDUP(S) MEAN VALUES RELATIVE ERRORS MEAN \/ALUES RELATIVE ERRORS fl Rl F2 R2








































.0 0.0 000 0.0 0.0




















.0 0.0 0.0 0.0 0.0
TOTAL .2222E-02 5.842 .21.82E-02 6.093 6.343 0.258 6.511 0.240
S P ACE 0 IST R I B U T ION 0 FRA T lOS
RATIO OF SPACE DISTRIBUTION I. AND SPECIFIC ESTIMATE 5
~
....
REGION(S) MEAN VALUES RELATIVE ERRORS MEAN VAlUES RELATIVE ERRORS fl R1 F2 R2 I















.0 0.0 0.0 0.0 0.0
RATIO OF SPAtE DISTRI8UTION 2 AND SPECIFIC ESTIMATE 5
REGION(SJ MEAN VALUES RELATIVE ERRORS MEAN VALUES RELATIVE ERRORS Fl Rl f2 R2















.0 0.0 0.0 0.0 0.0
RATIO Of SPACE DISTRIBUTION 3 AND SPECIFIC ESTIMATE 5
REGIONI SI MEAN VALUES RELATIVE ERRORS MUN VALUES RELATIVE ERRORS Fl RI. f2 R2















.0 0.0 0.0 0.0 OuO
RATIO OF SPACE DISTRIBUTION 4 ANO SPECIFIC ESTIMATE 5
REGIONlS) f'lEAN VALUES RelATIVE ERRORS "'fAN VALUES RELATIVE ERRORS Fl R1 F2 R2
(COLL.DENS.) IPERCENT) (PATH lENGTHJ (PERCENTJ
1 .0 ... .0 .0
'"










.0 0.0 0.0 0.0 0.0
RATIO OF SPACE DISTRIBUTION 5 ANO SPECIFIC ESTIMATE 5
REGIONl SJ "'EAN VALUES RELATIVE ERRORS "'EAN VALUES RELATIVE ERRORS F1 R1 F2 Rl















.0 0.0 0.0 0.0 0.0
S P E C I F I CES TIM A T E S 0 FRA T lOS
RATIO OF SPECIFIC ESTIMATE 1 AHD SPECIFIC ESTIMATE 5
MEAN VALUES RelATIVE ERRORS MEAN VALUES RELATIVE ERRORS Fl Rl F2 Rl





.0 0.0 0.0 , 0.0 0.0
RATIO OF SPECIFIC ESTIMATE 2 AND SPECIFIC ESTIMATE 5
ME AN VALUES RELATIVE ERRORS MEAN VAWES RELATIVE ERRORS Fl R1 Fl R2
lCOLL.DENS. ) IPERCENn lPATH LENGTHJ lPERCENT I
.122ItE-01 4.185 .1233E-01 4.112 5.316 0.216 5.294 0.263
RATIO OF SPECIFIC ESTIMATE 3 AND SPECIFIC ESTIMATE 5
HEAN VALUES RelATIVE ERRORS "EAN VA LUES RELATIVE ERRORS Fl Rl F2 1\2





.0 0.0 0.0 0.0 0.0
".
".
RATIO OF SPECIFIC ESTIMATE " ANO SPECIFIC ESTIMATE 5
MEAN VALUES RELATIVE ERRORS MUN VALUES RELATIVE ERRORS Fl 11.1 F2 11.2
ICOLL.DENS. ) (PERCENT I IPUH lENGTH) (PERCENT)
.0
'"
.0 .0 ,.. .0 0.0 0.0 0.0 0.0
RATIO OF SPECIFIC ESTIMATE 5 ANO SPECIFIC ESTIMATE 5
MEAN VALUES RELATIVE ERRORS MEAN·VALUES RELATIVE ERRORS Fl 11.1 F2 R2(COLL.DENS.) IPERCENTl iPATH lENGTH) IPERCENTl
1.000 .0 1.000 .0 2.718 1.000 2.893 1.000
*••*"'******..*************..**..********....******..******..******....****..******************************************************
EEEEEfEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE
CPU-TIMES (SECS)
FAllURE COlLI/STOSS
o 0
RANOO!'l IULK
ESTIMATION
TOTAL
oIAGNOSTICS
146.8
lU.I,
258.2
REACTN
9521
CRSECT
516
..
....
I
