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1. Introduction
LetΩ be a bounded domain of Rn with smooth boundary ∂Ω . Consider the following reaction–diffusion system:−1u = u(a− bu)− (1− e
−cu)v, x ∈ Ω,
−1v = m(1− e−cu)v − dv, x ∈ Ω,
u = v = 0, x ∈ ∂Ω
(1.1)
where u and v represent the population densities of the prey and predator, respectively. a is the intrinsic growth rate of the
prey, b is the coefficient of intraspecies competition, c is the efficiency of the predator for capturing prey, m is the rate of
conversion of a consumed prey to a predator, d is the death rate of the predator. All parameters are positive constants. From
the second equation of (1.1), we know thatm > dmust hold.
The system (1.1) is called the Ivlev-type functional response prey–predator system, where the function 1 − e−cu is the
functional response. For more details of systems with Ivlev-type functional responses, the reader can consult Refs. [1–9]
and the references therein. The existence and uniqueness of the limit cycle of the Ivlev response predator–prey system
were studied in [2,6]. The conditions for the permanence of the system and the existence and stability of a positive periodic
solution were investigated in [4,5,9]. The spatial pattern formation of the model was considered by using Hopf bifurcation
in [8]. Other dynamical behavior analysis of the Ivlev response predator–prey systems was carried out in [1,3,7]. This work
mainly aims at establishing the existence of positive solutions of system (1.1).
Let q(x) ∈ C(Ω) and denote by λ1(q) the principal eigenvalue of the problem
−1ϕ + qϕ = λϕ, x ∈ Ω; ϕ = 0, x ∈ ∂Ω.
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Then λ1(q) is increasing in q. Let λ1(0) = λ1. It is clear that (1.1) only has two possible nonnegative solutions (0, 0) and
(u∗, 0) other than positive solutions, where u∗ satisfies
−1u = u(a− bu), x ∈ Ω; u = 0, x ∈ ∂Ω (1.2)
with a > λ1 [10].
Our discussion is mainly based on the fixed point index results in [11–13].
The main result of this work reads as follows.
Theorem 1.1. Suppose a > λ1. Then (1.1) has a positive solution (u, v) if and only if λ1(−m(1− e−cu∗)+ d) < 0.
2. Proof of the theorem
2.1. The boundedness of the solutions
In order to prove the theorem, we need to show that the positive solutions (u, v) of (1.1) are bounded.
It is obvious that u ≤ ab by the first equation of (1.1). Multiply the first equation by m and then add it to the second
equation; this leads to
−∆(mu+ v)+ d(mu+ v) = mu(a− bu)+ dmu,
that is,
mu+ v = (−∆+ d)−1(mu(a− bu)+ dmu).
Thusmu+ v is bounded in the light of the compactness of (−∆+ d)−1 and the boundedness ofmu(a− bu)+ dmu. So v is
bounded. Thus there exist constants c1, c2 > 0 such that u ≤ c1, v ≤ c2. So there is a large constantM > 0 such that
max{max
Ω
{|au− bu2 − (1− e−cu)v|},max
Ω
{|m(1− e−cu)v − dv|}} < M.
2.2. The necessity
Suppose that (u, v) is a positive solution of (1.1). Since (0, 0) is a solution of (1.1), by the strong maximum principle it
is easily obtained that u > 0, v > 0. Therefore u is a lower solution of the problem (1.2). Furthermore, u∗ is the unique
positive solution of (1.2) as a > λ1; it then follows that u ≤ u∗ by the comparison principle for elliptical equations. Using
the strong maximum principle again, we have that u < u∗. Combining this fact with v > 0 and the monotonicity of the
functional response we get
−1v = m(1− e−cu)v − dv < m(1− e−cu∗)v − dv.
Thus λ1(−m(1− e−cu∗)+ d) < 0 by Lemma 2.1 in [14], and the necessity follows.
2.3. The sufficiency
We prove the sufficiency in three steps. Given ε > 0, set
D = {(u, v) ∈ C0(Ω)⊕ C0(Ω)|u ≤ c1 + ε, v ≤ c2 + ε},
K = {u ∈ C0(Ω)|u(x) ≥ 0, x ∈ Ω, u(x) = 0, x ∈ ∂Ω},
W = K ⊕ K .
Then K is a cone in C0(Ω).
We introduce a parameter θ ∈ (0,∞) and define an operator Aθ by
Aθ (u, v) := (−∆+M)−1(θ(au− bu2 − (1− e−cu)v)+Mu, θ(m(1− e−cu)v − dv)+Mv).
Then (u, v) is a solution of (1.1) if and only if (u, v) is a fixed point of Aθ with θ = 1. Furthermore, if (uθ , vθ ) is a fixed point
of Aθ , by arguments similar to those used in showing the boundedness of positive solutions of (1.1), it can be proved that
(uθ , vθ ) is bounded, and we may also suppose that uθ ≤ c1, vθ ≤ c2. Thus, by the definition of D, it is easy to see that Aθ
has no fixed point on ∂D. By using the homotopy invariance theorem for the degree, we know that the fixed point index
index(Aθ ,
◦
D ∩W ) is independent of θ . We need to calculate three indices, namely, the indices of A in the whole region and
at (0, 0), (u∗, 0).
Step 1. The calculation of index(Aθ ,
◦
D ∩W ).
Let θ ∈

0, λ1a

. Then for such a θ , it is obvious that (0, 0) is the unique fixed point of Aθ on W , so by the definition of
the fixed point index [12], we get
index(Aθ ,
◦
D ∩W ) = deg(I − Aθ ,U(0, 0), (0, 0)) = index(A′θ (0, 0), (0, 0),W ) = (−1)σ ,
where U(0, 0) is a neighborhood of (0, 0) and σ is the sum of algebraic multiplicities of all eigenvalues of A′θ (0, 0) which
are greater than 1. In the following, we consider the eigenvalues of A′θ (0, 0).
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A direct calculation induces
A′θ (0, 0) =

(θa+M)(−∆+M)−1 0
0 (−θd+M)(−∆+M)−1

.
Obviously, all eigenvalues of A′θ (0, 0) are

θa+M
λj+M

∪

−θd+M
λj+M

, where {λj}, j = 1, 2, 3, . . ., is a sequence of all eigenvalues of
−∆with homogeneous Dirichlet boundary conditions. It is evident that all eigenvalues of A′θ (0, 0) are smaller than 1 since
θ ∈

0, λ1a

. Therefore
index(Aθ ,
◦
D ∩W ) = index(A′θ (0, 0), (0, 0),W ) = 1. (2.1)
The equality (2.1) holds for all θ ∈ (0,∞) in view of the homotopy invariance of the degree. In particular, for A := A1 we
have index(A,
◦
D ∩W ) = 1.
Step 2. The calculation of index(A, (0, 0)).
For the solution (0, 0), we have S(0,0) = {(0, 0)},W (0,0) = W . (For detailed definitions of S(u,v),W (u,v), one can refer
to [11].) For simplicity, we denote A′(0, 0) by L1.
Let (ϕ, ψ) ∈ C0(Ω)⊕ C0(Ω) and (I − L1)

ϕ
ψ

= 0. Then we have−1ϕ = aϕ,
−1ψ = −dψ.
If a is not an eigenvalue of−∆ on C0(Ω)⊕C0(Ω), then I− L1 is invertible on C0(Ω)⊕C0(Ω). Let ϕ1 be the eigenfunction
of−∆ corresponding to λ1 and t = λ1+Ma+M . Then (ϕ1, 0) ∈ W (0,0) \ S(0,0) and t ∈ (0, 1). So
(I − tL1)

ϕ1
0

=

ϕ1 − t(−∆+M)−1(a+M)ϕ1
0

=

ϕ1 − (λ1 +M)(−∆+M)−1ϕ1
0

=

0
0

∈ S(0,0).
This shows that L1 has property α onW (0,0). By Theorem 1 in [11], we get index(A, (0, 0)) = 0.
If a is an eigenvalue of−∆ on C0(Ω)⊕C0(Ω), then I−L1 is not invertible on C0(Ω)⊕C0(Ω). However, I−L1 is invertible
onW (0,0) \ (0, 0). Indeed, for (ϕ, ψ) ∈ W , we must have ϕ ≡ ψ ≡ 0 since ϕ ≥ 0, a > λ1 and d > 0.
Let ϕa be the eigenfunction of−∆ corresponding to a. Then ϕa must change sign inΩ . We can find a function ϕ ∈ C∞0 (Ω)
with ϕ > 0 in Ω such that

Ω
ϕϕadx ≠ 0 (see [14]). For ψ ∈ K , suppose that there exist ϕ0,ψ0 ∈ K such that
(I − L1)

ϕ0
ψ0

=

ϕ
ψ

. Then
(−∆− a)ϕ0 = (−∆+M)ϕ. (2.2)
Multiplying (2.2) by ϕa and then integrating overΩ , we get
0 =
∫
Ω
(−∆− a)ϕaϕ0dx =
∫
Ω
(−∆+M)ϕaϕdx = (a+M)
∫
Ω
ϕaϕdx ≠ 0
which leads to a contradiction. This shows that there exist no ϕ0,ψ0 ∈ K such that (I − L1)

ϕ0
ψ0

=

ϕ
ψ

.
Therefore, I − L1 is not surjective onW (0,0) and by theorem D′ in [13], we obtain index(A, (0, 0)) = 0.
Step 3. The calculation of index(A, (u∗, 0)).
For the solution (u∗, 0), we haveW (u∗,0) = C0(Ω)⊕ K , S(u∗,0) = C0(Ω)⊕ {0}.
Set
A′(u∗, 0) = (−∆+M)−1

a− 2bu∗ +M −1+ e−cu∗
0 m(1− e−cu∗)− d+M

=: L2.
Since we suppose λ1(−m(1− e−cu∗)+ d) < 0, whether 0 is an eigenvalue of−∆−m(1− e−cu∗)+ d or not is unknown
(here we realize that λ1(−m(1− e−cu∗)+ d) is the least eigenvalue of−∆−m(1− e−cu∗)+ d, so 0 may be an eigenvalue
of −∆ − m(1 − e−cu∗) + d). So we do not know whether I − L2 is invertible or not on C0(Ω) ⊕ C0(Ω). We consider the
following two cases.
If 0 is an eigenvalue of−∆− m(1− e−cu∗)+ d, then I − L2 is not invertible on C0(Ω)⊕ C0(Ω). We show that I − L2 is
invertible onW (u∗,0) \ (0, 0), but not surjective onW (u∗,0).
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For (ϕ, ψ) ∈ W (u∗,0) = C0(Ω)⊕ K , let (I − L2)

ϕ
ψ

= 0. Then−1ϕ − (a− 2bu∗)ϕ = −(1− e−cu∗)ψ, x ∈ Ω,
−1ψ − (m(1− e−cu∗)− d)ψ = 0, x ∈ Ω. (2.3)
The second equation of (2.3) implies that ψ is the eigenfunction of−∆−m(1− e−cu∗)+ d corresponding to eigenvalue 0;
thusψ must change sign inΩ . This contradictsψ ∈ K . Soψ ≡ 0; further, ϕ ≡ 0 since−∆− a+ 2bu∗ is invertible. (In fact,
it is easy to see that−∆− a+ 2bu∗ is positive.) Therefore I − L2 is invertible onW (u∗,0) \ (0, 0).
Letψd be the eigenfunction of−∆−m(1− e−cu∗)+ d corresponding to eigenvalue 0. Thenψd changes sign inΩ . Since
M is large enough, m(1 − e−cu∗) − d + M > 0 and (m(1 − e−cu∗) − d + M)ψd also changes sign in Ω . We can find a
function ϕ ∈ C∞0 (Ω) with ϕ > 0 in Ω such that

Ω
(m(1 − e−cu∗) − d + M)ψdϕdx ≠ 0 [14]. For ψ ∈ C0(Ω), suppose
(I − L2)

ϕ0
ψ0

=

ψ
ϕ

, ϕ0 ∈ C0(Ω), ψ0 ∈ K . Then we have
(−∆−m(1− e−cu∗)+ d)ψ0 = (−∆+M)ϕ. (2.4)
Multiplying (2.4) by ψd and then integrating overΩ , we get
0 =
∫
Ω
(−∆−m(1− e−cu∗)+ d)ψdψ0dx
=
∫
Ω
(−∆+M)ψdϕdx =
∫
Ω
(m(1− e−cu∗)− d+M)ψdϕdx ≠ 0
which leads to a contradiction. This shows that there exist no ϕ0 ∈ C0(Ω), ψ0 ∈ K such that (I − L2)

ϕ0
ψ0

=

ϕ
ψ

.
Therefore, I − L2 is not surjective onW (0,0) and by theorem D′ in [13], we have index(A, (u∗, 0)) = 0.
If 0 is not an eigenvalue of−∆− m(1− e−cu∗)+ d, then I − L2 is invertible on C0(Ω)⊕ C0(Ω). Obviously, for largeM ,
the operator
(−∆+M)−1

m(1− e−cu∗)− d+M

=: T
is positive and the spectral radius r(T ) is the principal eigenvalue. We claim r(T ) > 1 on condition that λ1(−m(1− e−cu∗)
+ d) < 0.
Let ψ1 be the principal eigenfunction corresponding to λ1(−m(1 − e−cu∗) + d). Then ψ1 > 0. By (−∆ − m(1 − e−cu∗)
+ d)ψ1 = λ1(−m(1− e−cu∗)+ d)ψ1, we can easily get
Tψ1 = −λ1(−m(1− e−cu∗)+ d)(−∆+M)−1ψ1 + ψ1. (2.5)
Since (−∆ + M)−1 is positive and λ1(−m(1 − e−cu∗) + d) < 0, the right hand side of (2.5) is larger than ψ1, and hence
r(T ) > 1 by Lemma 2.3 in [14].
Let t = 1r(T ) . Then t ∈ (0, 1). For (ϕ, ψ1) ∈ W (u∗,0) \ S(u∗,0) we have
(I − tL2)

ϕ
ψ1

=

ϕ − t(−∆+M)−1((a− 2bu∗ +M)ϕ − (1− e−cu∗)ψ1)
ψ1 − t(−∆+M)−1(m(1− e−cu∗)− d+M)ψ1

=
ϕ − t(−∆+M)−1((a− 2bu∗ +M)ϕ − (1− e−cu∗)ψ1)
ψ1 − 1r(T ) r(T )ψ1

=

ϕ − t(−∆+M)−1((a− 2bu∗ +M)ϕ − (1− e−cu∗)ψ1)
0

∈

C0(Ω)
0

= S(u∗,0).
This shows that L2 has property α onW (u∗,0). By Theorem 1 in [11], we get index(A, (u∗, 0)) = 0, while (0, 0) and (u∗, 0) are
the possible trivial solutions of (1.1), and index(A,
◦
D ∩W ) = 1, index(A, (0, 0)) = 0; therefore (1.1) has at least a positive
solution (u, v).
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