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On A Class of Finsler Metrics of Einstein-Reversibility
Guojun Yang
Abstract
In this paper, we introduce the notion of Einstein-reversibility for Finsler met-
rics. We study a class of p-power Finsler metrics defined by a Riemann metric and
1-form which are of Einstein-reversibility. It shows that such a class of Finsler met-
rics of Einstein-reversibility are always Einstein metrics. In particular, we show that
all p-power metrics but Randers metrics, square metrics and 2-dimensional square-root
metrics, are always Ricci-flat-parallel. Further, the local structure is almost determined
for 2-dimensional square-root metrics which are Einsteinian (equivalently, of isotropic
flag curvature), and examples show such metrics are not necessarily Ricci-flat.
Keywords: Einstein-Reversibility, Einstein Metric, p-power (α, β)-Metric.
MR(2000) subject classification: 53B40
1 Introduction
In Finsler geometry, the Finsler metrics under consideration might not be reversible. This
leads to the non-reversibility of geodesics and curvatures. However, for certain non-reversible
Finsler metrics, the geodesics are possibly reversible; if the geodesics are non-reversible,
the curvatures might be reversible. M. Crampin has shown that a Randers metric F =
α+ β has strictly reversible geodesics if and only if β is parallel ([5]). Later, Masca-Sabau-
Shimada studied (α, β)-metrics with reversible geodesics ([6] [7]). They also study (α, β)-
metrics with projectively reversible geodesics. In [11], the present author and Z. Shen
introduce a weaker reversibility than geodesic-reversibility and they study Randers metrics
with reversible Riemann curvature and Ricci curvature.
In this paper, we study the reversibility of Einstein scalar in Finsler geometry. For a
Finsler metric F = F (x, y) on a manifold M , the Riemann curvature Ry : TxM → TxM is a
family of linear transformations and the Ricci curvature Ric(x, y) = trace(Ry), ∀y ∈ TxM .
We can always express the Ricci curvature Ric(x, y) as Ric(x, y) = (n − 1)λ(x, y)F 2 for
some scalar λ(x, y) on TM , where λ(x, y) is called the Einstein scalar. A Finsler metric F is
called of Einstein-reversibility if the Einstein scalar is reversible, namely, λ(x, y) = λ(x,−y).
Note that Ricci-reversibility does not imply Einstein-reversibility, and Einstein-reversibility
does not imply Ricci-reversibility. Clearly, F is Einstein-reversible if F is reversible.
If the Einstein scalar λ(x, y) is a scalar on M , namely, λ(x, y) = λ(x), then F is called
an Einstein metric. Einstein metrics are a natural extension of those in Riemann geometry
and they have been shown to have similar good properties as in Riemann geometry for
some special Finsler metrics ([1] [3] [4] [10] [13]). It is clear that an Einstein metric is
Einstein-reversible. If a Finsler metric is of scalar flag curvature, then Einstein-reversibility
is equivalent to that the flag curvature is reversible. In particular, in two-dimensional case,
Einstein-reversibility is equivalent to the reversibility of the flag curvature. Thus it is a
natural problem to study Finsler metrics which are Einstein-reversible. This is a difficult
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problem for general Finsler metrics. We shall restrict our attention to a class of p-power
(α, β) Finsler metrics in the following form
F = α(1 +
β
α
)p, (1)
where p 6= 0 is a real constant, α =√aij(x)yiyj is Riemannian and β = bi(x)yi is a 1-form.
In (1), if p = 1, then F = α + β satisfying b := ‖β‖α < 1 is called a Randers metric.
Randers metrics with special curvature properties have been studied by many people in
recent years. If p = 2, then F = (α + β)2/α satisfying b := ‖β‖α < 1 is called a square
metric. Square metrics have also been shown to have some special geometric properties ([3]
[12] [14] [17]). If p = −1, then F = α2/(α + β) satisfying b := ‖β‖α < 1/2 is called a
Matsumoto metric introduced by M. Matsumoto in [8]. If p = 1/2, then F =
√
α(α+ β)
satisfying b := ‖β‖α < 1 is called a square-root metric. We will show below that two-
dimensional square-root metrics have some special properties. The four cases are special in
the proof of Theorem 1.1 below.
For a p-power (α, β)-metric in (1) which is of Einstein-reversibility, we have the following
theorem.
Theorem 1.1 Let F be a p-power (α, β)-metric defined by (1) on an n-dimensional mani-
fold. Then F is Einstein-reversible if and only if F is an Einstein metric. Further, except
for p = 1, 2, and p = 1/2 but n = 2, F is Ricci-flat-parallel (α is Ricci-flat and β is parallel
with respect to α).
It is shown in [11] that the Ricci curvature of a Randers metric is reversible if and only if
the Ricci curvature is quadratic. Theorem 1.1 shows a similar property for p-power metrics
of Einstein-reversibility.
An Einstein Randers metric has the similar properties as an Einstein Riemann metric.
Bao-Robles prove that any n(≥ 3)-dimensional Einstein Randers metric is of Ricci constant
and in particular is of constant flag curvature when n = 3 ([1]). These results follow from
the navigation problem which shows that an Einstein Randers metric is constructed from
an Einstein Riemann metric and a conformal 1-form with constant factor.
If a square metric is an Einstein metric, then it can be verified directly that β is closed.
This fact is also shown in Lemma 4.2 below. Then the local structure of Einstein square
metrics can be determined up to the local structure of Einstein Riemann metrics (see [3],
therein the Douglas condition can be cancelled).
In [9], it gives an incomplete characterization for Einstein Matsumoto metrics. By The-
orem 1.1, a Matsumoto metric of Einstein-reversibility is trivial, namely, Ricci-flat-parallel.
The discussion in the following sections says that, among p-power metrics of Einstein-
reversibility, β is always closed excluding Randers metrics and two-dimensional square-root
metrics.
The local structure can be almost determined for two-dimensional square-root metrics
which are Einstein-reversible. We have the following theorem.
Theorem 1.2 Let F =
√
α(α+ β) be a two-dimensional square-root metric which is Ein-
steinian (equivalently, of isotropic flag curvature). Then α and β can be locally determined
by
α =
√
B
(1−B) 34
√
(y1)2 + (y2)2
u2 + v2
, β =
B
(1 −B) 34
uy1 + vy2
u2 + v2
, (2)
where 0 < B = B(x) < 1, u = u(x), v = v(x) are some scalar functions which satisfy the
following PDEs:
u1 = v2, u2 = −v1, uB1 + vB2 = 0, (3)
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where ui := uxi, vi := vxi and Bi := Bxi . Further, the isotropic flag curvature K is given by
K = − (u
2 + v2)
√
1−B
2B2
(B11 +B22)− (u
2 + v2)2(3B − 2)
4B3
√
1−B
(B1
v
)2
, (4)
where Bij := Bxixj .
We will use a basic result in [15] [16] to prove Theorem 1.2. It can be shown in Theorem
1.2 that B = contant if and only if β is closed, if and only if α is flat and β is parallel with
respect to α (by (87) below). One can try to find some conditions such that K = constant
in (4). We have not solved it.
Choose u = −x2, v = x1 and B = (x1)2 + (x2)2 in Theorem 1.2. It is easily shown that
u, v, B satisfy (3). We have the following example, which can also be directly verified.
Example 1.3 Let F =
√
α(α + β) be a two-dimensional square-root metric, where α and β
are determined by (2) with u = −x2, v = x1 and B = (x1)2 + (x2)2. Then F is of isotropic
flag curvature K = K(x) and it follows from (4) that
K = − 1√
1− (x1)2 − (x2)2 .
In [4], it proves that if φ(s) is a polynomial of s with degree ≥ 2, then an n(≥ 2)-
dimensional metric F = αφ(β/α) is Ricci-flat if F is an Einstein metric. By taking a limit
on the degree, this fact seems still true for any analytic function φ(s) (not polynomial).
However, it is not true. By Theorem 1.2 and Example 1.3, a two-dimensional Einstein
square-root metric is generally not Ricci-flat.
2 Preliminaries
For a Finsler metric F , the Riemann curvature Ry = R
i
k(y)
∂
∂xi
⊗ dxk is defined by
Rik := 2
∂Gi
∂xk
− yj ∂
2Gi
∂xj∂yk
+ 2Gj
∂2Gi
∂yj∂yk
− ∂G
i
∂yj
∂Gj
∂yk
, (5)
where Gi are called the geodesic coefficients as follows
Gi :=
1
4
gil
{
[F 2]xkyly
k − [F 2]xl
}
. (6)
Then the Ricci curvature Ric is defined by Ric := Rkk.
For a Finsler metric F , let
f(x, y) :=
Rmm
F 2
=
Ric
F 2
. (7)
Then by the definition of Einstein-reversibility, we have f(x, y) = f(x,−y).
To show the Ricci curvatures of p-power metrics, we need some notations. For a pair of
α and β, we define the following quantities:
rij :=
1
2
(bi|j + bj|i), sij :=
1
2
(bi|j − bj|i),
3
rij := a
ikrkj , s
i
j := a
ikskj , qij := rims
m
j , tij := sims
m
j ,
rj := b
irij , sj := b
isij , qj := b
iqij , rj := b
irij , tj := b
itij ,
where bi := aijbj , (a
ij) is the inverse of (aij), and ∇β = bi|jyidxj denotes the covariant
derivatives of β with respect to α.
Here are some of our conventions in the whole paper. For a general tensor Tij as an
example, we define Ti0 := Tijy
j and T00 := Tijy
iyj , etc. We use aij to raise or lower the
indices of a tensor.
Lemma 2.1 ([1]) By Ricci identities we have
sij|k = rik|j − rjk|i − blR¯klij ,
sk
0|k = r
k
k|0 − rk0|k + blR¯icl0,
bks0|k = rks
k
0 − t0 + bkblrkl|0 − bkblrk0|l,
sk|k = r
k
|k − tkk − rijrji − birkk|i − bkbiR¯icik.
where R¯ denotes the Riemann curvature tensor of α.
Consider an (α, β)-metric F = αφ(s), s = β/α. By (6), the spray coefficients Gi of F
are given by:
Gi = Giα + αQs
i
0 + α
−1Θ(−2αQs0 + r00)yi +Ψ(−2αQs0 + r00)bi, (8)
where
Q :=
φ′
φ− sφ′ , Θ :=
Q− sQ′
2∆
, Ψ :=
Q′
2∆
, ∆ := 1 + sQ+ (b2 − s2)Q′.
By (5) and (8), it gives in [4] [17] the very long Ricci curvature Ric of an (α, β)-metric. Now
for a p-power metric in (1), we have φ(s) = (1 + s)p, and then we obtain the corresponding
Ricci curvature Ric. But in general case, the expression is still long. For the simplest case
of Randers metric, we have
Lemma 2.2 ([2]) Let F = α + β be an n-dimensional Randers metric on a manifold M .
Then the Ricci curvature of F is given by
Ric = R˜ic+ 2αsm
0|m − 2t00 − α2tmm +
(n− 1)
{3(r00 − 2αs0)2
4F 2
+
4α(q00 − αt0)− r00|0 + 2αs0|0
2F
}
, (9)
where R˜ic := R˜mm denotes the Ricci curvature of α.
3 Randers metrics
In this section, we will prove Theorem 1.1 when F = α+ β is a Randers metric.
Now for F = α+ β in (7), it follows from (9) and f(x, y) = f(x,−y) that
0 = 4[tkkβ + s
k
0|k − (n− 1)t0](α2 − β2)3 +
{
4tkkβ
3 + 4
[
2sk
0|k − 5(n− 1)t0
]
β2
−2[2Ricα − 4t00 + 3(n− 1)(2q00 + 4s20 + s0|0)]β − (n− 1)(r00|0 + 6r00s0)}×
(α2 − β2)2 − (n− 1)β[16t0β3 + 8(s0|0 + 2q00 + 9s20)β2 + 4(r00|0 + 12r00s0)β
+6r200
]
(α2 − β2)− 12(n− 1)β3(r00 + 2βs0)2. (10)
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By (10), there is a scalar function c = c(x) such that
r00 = −2βs0 + 2c(α2 − β2). (11)
By (11) we get
r00|0 = 4βs
2
0
− 2βs0|0 + 8cβ2s0 + 2(c0 − 2cs0 − 4βc2)(α2 − β2), (12)
q00 = −s20 − βt0 − 2cβs0, (13)
where ci := cxi . Now plug (11)–(13) into (10) and then we obtain
0 =
[
2sk
0|k − (n− 1)(2t0 + 4cs0 + 3c0)
]
β2 − 2[Ricα − 2t00 − α2tkk +
(n− 1)(s0|0 + s20 + 4c2α2)
]
β +
[
2sk
0|k − (n− 1)(2t0 + 4cs0 + c0)
]
α2. (14)
It follows from (14) that
sk
0|k =
1
2
(n− 1)(2σβ + 2t0 + 4cs0 + c0), (15)
where σ = σ(x) is a scalar function. Substituting (15) into (14) yields
Ricα = 2t00 + t
k
kα
2 + (n− 1)[σ(α2 + β2)− 4c2α2 − s0|0 − s20 − c0β]. (16)
Finally, plug (11)–(13), (15) and (16) into the Ricci curvature (9), and then we obtain
Ric = (n− 1)(σ − c2)F 2. (17)
Now (17) shows that F = α + β is an Einstein metric. Therefore, a Randers metric of
Einstein-reversibility is an Einstein metric. Q.E.D.
4 Square metrics
In this section, we will prove Theorem 1.1 when F = (α+ β)2/α is a square metric.
Lemma 4.1 An n-dimensional square metric F = (α+ β)2/α is Einstein-reversible if and
only if the following hold
Ricα = −c2
{[
2(2n− 5)b2 + 5(n− 1)]α2 − 6(n− 2)β2}+ tkk
2(n− 1)2
{[
(n+ 1)(5n+ 3)
+8(n+ 1)b2 − (n− 1)(n− 3)
b2
]
α2 + (n+ 1)(9n− 17)(1 + 1
b2
)
β2
}
, (18)
r00 = c
[
(1 + 2b2)α2 − 3β2], t00 = tkk
(n− 1)b2 (b
2α2 − β2), sk
0|k = −
tkk
b2
β, s0 = 0, (19)
ci = −2
{(n+ 1)(1 + b2)
(n− 1)2b2 t
k
k + c
2
}
bi, (ci := cxi), (20)
where c = c(x) is a scalar function.
Proof : For the square metric F = (α + β)2/α, let f(x, y) defined by (7). Then by the
definition of Einstein-reversibility, we have f(x, y) = f(x,−y), which can be firstly written
in the following form
(· · · )[(1+2b2)α2−3β2]−108β2(α2−β2)2(2α2s0+βr00)[4α2βs0+(α2+β2)r00] = 0, (21)
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where the omitted term in the bracket is a polynomial in (yi). By (21) we know that
(1 + 2b2)α2 − 3β2 is divided by
2α2s0 + βr00, or 4α
2βs0 + (α
2 + β2)r00.
(i). If (1 + 2b2)α2 − 3β2 is divided by 2α2s0 + βr00, then
2α2s0 + βr00 = θ
[
(1 + 2b2)α2 − 3β2], (22)
where θ is a 1-form. Clearly, (22) is equivalent to
(2s0 − θ − 2b2θ)α2 + β(r00 + 3βθ) = 0,
which implies
r00 = −3βθ + (1 + 2b2)cα2, θ = cβ + 2s0
1 + 2b2
,
where c = c(x) is a scalar function. In the above, plugging θ into r00 we obtain
r00 = c
[
(1 + 2b2)α2 − 3β2]− 6βs0
1 + 2b2
. (23)
(ii). If (1 + 2b2)α2 − 3β2 is divided by 4α2βs0 + (α2 + β2)r00, then
4α2βs0 + (α
2 + β2)r00 = θ
[
(1 + 2b2)α2 − 3β2],
where θ is a homogeneous polynomial in (yi) of degree two. Similarly as the analysis in (i)
we obtain
r00 = c
[
(1 + 2b2)α2 − 3β2]− 6βs0
2 + b2
. (24)
Starting from (23) or (24), the discussions are similar. We only consider one case. In
the following, we assume (24) holds.
By (24) we can obtain the expressions of the following quantities:
r00, r
k
k, r, r00|0, r0|0, r00|k, rk|0, qij , qk, b
mq0m, etc.
For example we have
qij = c
[
(1 + 2b2)sij − 3bisj
]− 3
2 + b2
(bitj + sisj).
Plug all the above quantities into (21) and then multiplied by 1/[(1 + 2b2)α2 − 3β2] the
equation (21) is written as
(· · · )[(1 + 2b2)α2 − 3β2]+ (n− 4)s2
0
βα6(α2 + β2)(α2 − β2)3 = 0, (25)
where the omitted term in the bracket is a polynomial in (yi). By (25), it is clear that
s0 = 0, or n = 4.
We will show that n = 4 still implies s0 = 0.
Case I: Assume s0 = 0. Then by (24) we get r00 given in (19). By s0 = 0 we have
s0|0 = 0, s0|k = 0, t0 = 0, q00 = 0, q0 = 0, b
kq0k = 0.
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Then by (25) multiplied by 1/[(1 + 2b2)α2 − 3β2]3 we obtain
(· · · )α2 − β3[4Ricα + (9n− 17)c0β − 2(3n− 7)c2β2], (26)
where the omitted term in the bracket is a polynomial in (yi). Clearly, (26) shows
Ricα = σα
2 +
(3n− 7)c2
2
β2 − 9n− 17
4
c0β, (27)
where σ = σ(x) is a scalar function. Plugging (27) into (26) yields
Aα2 +Bβ = 0, (28)
where
A :=
{
[8(3− 2n)b2 − 22(n− 1)]c2 + 4(2tkk − 2bkck − σ)
}
β + 4sk
0|k − (n− 1)c0,
B :=
{
[8(3− 2n)b2 − 30(n− 1)]c2 − 4(2bkck + σ)
}
β2 + [12sk
0|k − 5(n− 1)c0]β + 16t00.
By (28) we easily get
sk
0|k =
{
(2bkck − 2tkk − 4d+ σ) +
[11
2
(n− 1) + 2(2n− 3)b2]c2}β + n− 1
4
c0, (29)
t00 = dα
2+
{[15
8
(n−1)+ 1
2
(2n−3)b2]c2+ 1
2
bkck+
1
4
σ
}
β2+
{ 5
16
(n−1)c0− 3
4
sk
0|k
}
β, (30)
where d = d(x) is a scalar function.
Contracting (30) by aij we get
d =
1
8(n+ 3b2)
{
(8b2+1−n)bkck+2b2[4(2n−3)b2+9(n−1)]c2+4b2σ−4(3b2−2)tkk
}
. (31)
Contracting (30) by bibj we get
σ =
[
2(3− 2n)b2 − 9
2
(n− 1)]c2 + n− 1− 8b2
4b2
bkck +
2 + 3(n+ 1)b2
(n− 1)b2 t
k
k. (32)
Plugging (31) and (32) into (30) and then contracting (30) by bj and using s0 = 0 we obtain
ci =
bkck
b2
bi. (33)
Plug (31), (32) and (33) into (30) and then (30) is reduced to the t00 given in (19).
Plugging (31)–(33) into (29) we have
sk
0|k =
{
(n− 1)c2 + n− 1
2b2
bkck +
2 + (n+ 1)b2
(n− 1)b2 t
k
k
}
β. (34)
Contracting (34) by bi and using s0 = 0 we get
bkck = −2b2c2 − 2(n+ 1)(1 + b
2)
(n− 1)2 t
k
k. (35)
Now using (35), it follows from (34) that sk
0|k is given in (19), and we get (20) from (33)
and (35). Finally, (18) follows from (27), (32) and (33).
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Case II: Assume n = 4. In this case, we will prove s0 = 0. The idea of proof is similar as
that in Case I, but the computations will be more complicated. For briefness, some details
will be omitted. In the following, all Ai, Bi are homogeneous polynomials in (y
i).
Plug n = 4 into (25) multiplied by 1/[(1 + 2b2)α2 − 3β2], and then (25) can be written
as
A1α
2 +B1β
7 = 0. (36)
It follows from (36) that α2|B1. So we have
Ricα = σα
2 +
5c2
2
β2 −
{3(25b2 + 12)
2(2 + b2)2
cs0 +
19
4
c0
}
β − (56 + 85b
2)
(2 + b2)3
s20 −
19
2(2 + b2)
s0|0, (37)
where σ = σ(x) is a scalar function. Plug (37) into (36) and then we have
A2α
2 +B2β
5 = 0. (38)
Similarly, (38) shows α2|B2, and then we have
t00 = dα
2 +
{5b2c2
2
+
σ
4
+
45c2
8
+
bkck
2
}
β2 +
11b4 − 16b2 − 58
3(2 + b2)3
s2
0
+
1 + 2b2
6(2 + b2)
s0|0
{176b4 + 425b2 + 506
24(2 + b2)2
cs0 −
3sk
0|k
4
+
bks0|k
2 + b2
+
15
16
c0 +
17
2(2 + b2)
t0
}
β, (39)
where d = d(x) is a scalar function. Contracting (39) by aij we get
σ = −16d
b2
− 8b
2 + 15
4b2
bkck − 5
(
2b2 +
9
2
)
c2 +
tkk
b2
−
(13b2 + 20)sk|k
3b2(2 + b2)
+
2(5b4 + 176b2 + 296)sks
k
3b2(2 + b2)3
. (40)
Contracting (39) by bibj and using (40) we get
d =
1
3
tkk −
1 + 2b2
18(2 + b2)
sk|k −
4b6 − 46b4 − 103b2 − 26
9b2(2 + b2)3
sks
k. (41)
Plug (39)–(41) into (38) and we get
A3α
2 +B3β
3 = 0. (42)
Similarly, by (42) we obtain
s0|0 = eα
2 + · · · , (43)
where e = e(x) is a scalar function. Contracting (43) by bibj we can solve e. Plugging e into
(43) and then contracting (43) by aij we have
tkk =
(b4 − 26b2 − 38)sk|k
45(2 + b2)(1 + b2)
−92b
8 + 485b6 + 648b4 + 724b2 + 832
45b2(2 + b2)3(1 + b2)
sks
k− 9b
2c2
5(1 + b2)
− 9b
kck
10(1 + b2)
.
(44)
Plugging (43), (44) and e into (42) yields
A4α
2 +B4β = 0. (45)
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Similarly, by (45) we can obtain
s20 = uα
2 + · · · , (46)
where u = u(x) is a scalar function. Contracting (46) by aij we can solve u. Then Con-
tracting (46) by bibj and using u and (44) we obtain
sk|k =
2(b6 + 12b4 + 38b2 + 24)
(2 + b2)(b4 + 5b2 + 6)b2
sks
k. (47)
Plug (46), (47) and u into (45), and then finally we obtain sk
0|k. Then contracting s
k
0|k by
bi and using (44) and (47), we obtain
8(7b2 + 20)(b2 − 1)3
9(3 + b2)(1 + 2b2)2(2 + b2)
sks
k = 0. (48)
Clearly, (48) shows sk = 0. Q.E.D.
Lemma 4.2 Let F = (α+β)2/α be an n-dimensional square metric of Einstein-reversibility.
Then β is closed.
Proof : We use the fourth formula of Lemma 2.1 to prove our result. By the fourth
formula in Lemma 2.1, we first compute rk
k|i, r
k
mr
m
k, r
k
|k and b
kblR¯ickl. By (18), we have
bkblR¯ickl =
tmm
2(n− 1)
[
(n+ 1)b2(9b2 + 14)− n+ 3]+ (n− 1)c2b2(2b2 − 5) (49)
It follows from r00 in (19) that
rk|k = (1− b2)
[
(2nb2 − 5b2 + n)c2 + bmcm
]
, (50)
rkk|i = (n− 3b2 + 2nb2)ci + 2(2n− 3)(1− b2)c2bi. (51)
Therefore, by (49)-(51), (20) and r00 in (19), we obtain from the fourth formula of Lemma
2.1
sk|k =
(n+ 1)(1− b2)(3 + b2)
2(n− 1) t
m
m. (52)
But sk|k = 0 since s0 = 0. So (52) implies t
m
m = 0. It is easy to show that β is closed if and
only if tmm = 0. Q.E.D.
Proposition 4.3 An n-dimensional square metric F = (α+ β)2/α is Einstein-reversible if
and only if F is Ricci-flat.
Proof : By Lemma 4.2, (18)-(20) are reduced to
Ricα = −c2
{[
2(2n− 5)b2 + 5(n− 1)]α2 − 6(n− 2)β2}, (53)
bi|j = c
[
(1 + 2b2)aij − 3bibj
]
, (54)
ci = −2c2bi. (55)
Plug (53)-(55) into the Ricci curvature of the square metric F and then we obtain Ric = 0.
So F is a Ricci-flat Einstein metric.
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5 Matsumoto metrics
In this section, we will prove Theorem 1.1 when F = α2/(α+ β) is a Matsumoto metric.
Proposition 5.1 An n-dimensional Matsumoto metric F = α2/(α+β) is Einstein-reversible
if and only if F is Ricci-flat-parallel.
Proof : For the square metric F = α2/(α + β)2, let f(x, y) defined by (7). Then by
the definition of Einstein-reversibility, we have f(x, y) = f(x,−y), which multiplied by
α4(4s2 − 1)3[(1 + 2b2)2 − 9s2]4 can be firstly written in the following form
(· · · )(1 + 2b2 + 3s) + 8748s4(1 + s)4(1 + 2s)3(1− 2s)3[(1 + 2s)r00 + 2αs0]2 = 0, (56)
where s := β/α and the omitted term in the bracket is in the following form
f0(s) + f1(s)α+ · · ·+ fm(s)αm, (57)
for some integer m and fi(s)’s being polynomials of s with coefficients being homogenous
polynomials in (yi). By (56) we have
α
[
(1 + 2s)r00 + 2αs0
]
= (g0 + g1α+ g2α
2)α(1 + 2b2 + 3s),
which is equivalent to
g2(1+2b
2)α3+
[
(1+2b2)g1−2s0+3g2β
]
α2−[r00−(1+2b2)g0−3g1β]α−(2r00−3g0)β = 0,
(58)
where g0 is a polynomial of degree two in (y
i), g1 is a 1-form and g2 = g2(x) is a scalar
function. Now it easily follows from (58) that
r00 = c
[
(1 + 2b2)2α2 − 9β2]+ 18
(1 + 2b2)(1− 4b2)βs0, (59)
where c = c(x) is a scalar function.
By (59) we can obtain the expressions of the following quantities:
r00, r
k
k, r, r00|0, r0|0, r00|k, rk|0, qij , qk, b
mq0m, etc.
Plug all the above quantities into (56) and then the equation (56) multiplied by α7[(1 +
2b2)2 − 9s2]−4 is written as
(· · · )(α2 − 4β2) + 2048(1− 4b2)2(1 + 2b2)3β9[(4b2 − 1)t00 + 4s20] = 0, (60)
where the omitted term in the bracket is a polynomial in (yi). It follows from (60) that
t00 = d(α
2 − 4β2) + 4
1− 4b2 s
2
0
, (61)
where d = d(x) is a scalar function. By (61) we get
t0 = d(1 − 4b2)β, tmm = d(n− 4b2) +
4sms
m
1− 4b2 , sms
m = −d(1− 4b2)b2. (62)
Plugging (61) and (62) into (60) yields
(· · · )(α2 − 4β2) + 1536(n− 4)(1− 4b2)(1 + 2b2)3β7[d(1 + 16b4 − 8b2)β2 − s20] = 0, (63)
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where the omitted term in the bracket is a polynomial in (yi). Eq.(63) implies
n = 4, or d(1 + 16b4 − 8b2)β2 − s2
0
= −θ(α2 − 4β2),
where θ = θ(x) is a scalar function. We will show that β is parallel with respect to α in the
above two cases.
Case I: Assume n = 4. In this case, (63) can be written as
(· · · )(1−2s)−α(1−4b2)2(1+2b2)3[(1−4b2)(sk
0|k+8dα)+8c(1+6b
2+2b4)s0+4b
ks0|k
]
, (64)
where the omitted term in the bracket is in the form (57). By (64) we have
(1 − 4b2)(sk
0|k + 8dα) + 8c(1 + 6b
2 + 2b4)s0 + 4b
ks0|k = θα(1 − 2s), (65)
where θ = θ(x) is a scalar function. It follows from (65) that
sk
0|k = −16dβ −
4
1− 4b2
[
2c(1 + 6b2 + 2b4)s0 + b
ks0|k
]
. (66)
Plug (66) into (64) and then (64) has the following form
Aα4 +Bα2 + C = 0, (67)
where A,B,C are polynomials in (yi). By α2|C we get
s0|0 = eα
2 +
6(1− 4b2)(1 + 2b2)(5b2 − 17)c2β2
5
+
{ (1 + 2b2)(1− 4b2)c0
2
− (80b
4 − 466b2 − 343)cs0
5(1 + 2b2)
}
β +
2(160b6 + 672b4 + 228b2 − 169)s20
5(1 + 2b2)2(1 − 4b2)2 , (68)
where e = e(x) is a scalar function. Plug (68) into (67) and then similarly we obtain
Ricα = fα
2 − 9(352b
2 − 427)s20
5(1 + 2b2)2(1− 4b2)2 +
6(200b6 + 226b4 − 1223b2 − 688)cβs0
5(1 + 2b2)2(1− 4b2)
+
{
3bkck + (
423b2
5
+
2259
10
)c2 − 21d
1 + 2b2
− 15e
(1 + 2b2)(1 − 4b2)
}
β2
−
{ 6bks0|k
(1 + 2b2)(1 − 4b2) + 3(b
2 +
1
4
)c0
}
β, (69)
where f = f(x) is a scalar function, and
bks0|k =
(80b6 − 92b4 − 56b2 − 13)cs0
2(1 + 2b2)
− (1 + 2b
2)(1 + 4b2)(1 − 4b2)c0
8
−
{
(1 + 2b2)(1 − 4b2)[ (64b6 + 20b4 − 10b2 − 11)c2
4
+
f
6
− 1− 4b
2
6
bkck
]
+
(1− 4b2)(8b2 + 19)d
6
+
8
3
(1−B)e
}
. (70)
Using bmbksm|k = −rksk + sksk, (59) and (62), it follows from (70) that
f = (
33
2
+ 15b2 − 30b4 − 96b6)c2 + (64b
6 + 120b4 − 36b2 − 13)d
(1 + 2b2)2(1− 4b2)
− 16(1− b
2)e
(1 + 2b2)(1 − 4b2) −
16b4 + 8b2 + 3
4b2
bkck. (71)
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Similarly, it follows from (68) that
e = −(1− 4b2)(1 + 2b2)
{6(5b2 − 17)b2c2
5
+
1
2
bkck
}
+
d(8b4 + 11b2 − 1)
1 + 2b2
. (72)
Further by (68) we have
sm|m = 4e+ (1 + 2b
2)(1− 4b2)
{bkck
2
+
6(5b2 − 17)b2c2
5
}
−2d(1− 4b
2)b2(160b6 + 672b4 + 228b2 − 169)
5(1 + 2b2)2(1 − 4b2)2 . (73)
Using bksm
k|m = −sm|m − tmm, (71)-(73) and (62), it follows from (66) that
d = − (1 + 2b
2)3(1− 4b2)2
484b4 + 166b2 − 83
{
3(5b2 − 17)c2 + 5
4b2
bkck
}
. (74)
Now plug (59), (62), (69), (71)-(74) into the fourth formula in Lemma 2.1, and then we
obtain
6b2(1440b10 + 29316b8 + 55102b6 + 1446b4 − 1791b2 − 463)c2
= −(720b8 + 4522b6 + 4875b4 − 681b2 − 364)bmcm. (75)
Plugging (59), (62), (71)-(74) into the third formula in Lemma 2.1 yields
12b2(48b4 + 10b2 + 5)cs0 + (1− 4b2)(1 + 2b2)(1 + 20b2)(b2c0 − bmcmβ) = 0. (76)
Similarly, plugging (59), (69) and (66) into the second formula in Lemma 2.1, and using (62)
and (70)-(74), we get an equation, and from this equation and (75) we eliminate the terms
including c2 and then the final result gives
3(5120b8 − 6848b6 + 6832b4 + 1091b2 + 150)b2cs0
= 10(1− 4b2)(32b4 + 16b2 + 3)(1 + 2b2)2(b2c0 − bmcmβ). (77)
Now it easily follows from (76) and (77) that
3b2(1 + 8b2)(28160b8 − 1440b6 + 26484b4 + 3691b2 + 750)cs0 = 0. (78)
Since b2 < 1/4, (78) implies c = 0 or s0 = 0. If c = 0, then by (74) we have d = 0, and
thus by (62) we have sm = 0 and t
m
m = 0. Then r00 = 0 by (59) and t
m
m = 0 imply that β
is parallel with respect to α. If s0 = 0, then d = 0 by (62), and now it easily follows from
(74) and (75) that c = 0. Therefore, β is also parallel with respect to α. Further, by (69)
we have Ricα = 0.
Case II: Assume n 6= 4. In this case, by (63) we have
d(1 + 16b4 − 8b2)β2 − s2
0
= −θ(α2 − 4β2), (79)
for some scalar function θ = θ(x). By contractions on (79), we have
θ = −db2(1 − 4b2), (n− 2)db2(1− 4b2) = 0. (80)
Case IIA: Assume n = 2. Plugging (80) into (79) gives
s20 = −d(1− 4b2)(b2α2 − β2).
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Since n = 2, we can always put
Ricα = eα
2,
for some scalar function e = e(x). Then similar to the discussion in Case I, we can show
that F is Ricci-flat-parallel. The details are omitted. But the computations show that this
case is much simpler.
Case IIB: Assume n 6= 2. By (80) we have d = 0. Then (62) shows β is closed. So in this
case, (63) is reduced to the following form
Aα4 +Bα2 + C = 0, (81)
where A,B,C are polynomials in (yi). By α2|C we get
c0 = −6c
2(18− 6b2 − 13n+ 4nb2)
2n− 3 β. (82)
Plug (82) into (81) and then (81) becomes
Ricα = −
{6(22n2 − 13n− 18)b4 + 6(5n2 + 10n− 24)b2 + (n− 1)(17n− 21)
2(2n− 3) +
16(n− 1)b6
}
c2α2 +
3
[
2(7n2 + 20n− 36)b2 + 67n2 − 112n+ 27]
2(2n− 3) c
2β2. (83)
Now plugging (59) into the third formula in Lemma 2.1 and using the fact that β is closed,
we obtain
c0 =
bmcm
b2
β. (84)
By (82) and (84) we have
6b2(4nb2 − 6b2 − 13n+ 18)c2 + (2n− 3)bmcm = 0. (85)
Plugging (59) and (83) into the fourth formula in Lemma 2.1 and using the fact that β is
closed, we obtain
3b2
[
(64n−96)b6−(46n−60)b4+(73n−99)b2+17n−27]c2+2(2n−3)(1+2b2)2bmcm = 0. (86)
It easily follows from (85) and (86) that
3b2
[
(98n− 132)b4 + (265n− 363)b2 + 69n− 99]c2 = 0,
which implies c = 0. Thus by (59), it is obvious that β is parallel with respect to α. Eq.(83)
shows that Ricα = 0. Q.E.D.
6 Square-root metrics
In this section, we will prove Theorem 1.1 when F =
√
α(α+ β) is a square-root metric.
Proposition 6.1 An n-dimensional square-root metric F =
√
α(α+ β) is Einstein-reversible
if and only if one of the following cases holds
(i) (n ≥ 3) F is Ricci-flat-parallel.
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(i) (n = 2) F satisfies
r00 =
6
b2 − 4βs0, (87)
t00 = 4θ(4α
2 − β2)− s
2
0
b2 − 4 , s
2
0 = 4(b
2 − 4)θ(b2α2 − β2), (88)
sk
0|k = −
32(b4 + 7b2 − 26)θ + (b2 − 4)2λ
2(2 + b2)(b2 − 4) β +
bks0|k
b2 − 4 , (89)
s0|0 =
2
[
(5b6 + 12b4 − 60b2 + 16)α2 − 6(b4 + 2b2 − 12)β2]sksk
b2(2 + b2)(b2 − 4)2 +
λ(b2 − 4)(b2α2 − β2)
2(2 + b2)
, (90)
where θ = θ(x) is a scalar function and λ = λ(x) is the sectional curvature of α. In
this case, F has isotropic flag curvature K = K(x) given by
K =
2(λ− 32θ)
2 + b2
. (91)
We will show (88)-(90) automatically hold in the last section.
Proof : For the square-root metric F =
√
α(α+ β), let f(x, y) defined by (7). Then
by the definition of Einstein-reversibility, we have f(x, y) = f(x,−y), which multiplied by
α4(1 − s)(s2 − 4)3[(4− b2 + 3s2)2 − 36s2]4 can be firstly written in the following form
(· · · )(4 − b2 + 6s+ 3s2) + s4(1− s)(1 + s)4(2 + s)3(2 − s)3[(2 + s)r00 − 2αs0]2 = 0, (92)
where s := β/α and the omitted term in the bracket is in a similar form as in (57). It follows
from (92) that
α
[
(2 + s)r00 − 2αs0
]
= (g0 + g1α)α
2(4− b2 + 6s+ 3s2), (93)
where g0 is a 1-form and g1 = g1(x) is a scalar function. By (93) we can easily obtain r00
given by (87).
By (87) we can obtain the expressions of the following quantities:
r00, r
k
k, r, r00|0, r0|0, r00|k, rk|0, qij , qk, b
mq0m, etc.
Plug all the above quantities into (92) and then the equation (92) multiplied by (b2 −
4)3α−2[(4 − b2 + 3s2)2 − 36s2]−4 is written as
(· · · )(4α2 − β2) + (b2 − 4)2β7[(b2 − 4)t00 + s20] = 0, (94)
where the omitted term in the bracket is a polynomial in (yi). It follows from (94) that t00
in (88) holds for some scalar function θ = θ(x). By t00 in (88) we get
t0 = −4θ(b2 − 4)β, tmm = −4θ(b2 − 4n)−
sms
m
b2 − 4 , sms
m = 4θ(b2 − 4)b2. (95)
Plugging t00 in (88) and (95) into (94) yields
(· · · )(4α2 − β2) + (n− 4)(b2 − 4)β5[θ(b2 − 4)2β2 − s20] = 0, (96)
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where the omitted term in the bracket is a polynomial in (yi). Eq.(96) implies
n = 4, or θ(b2 − 4)2β2 − s20 = c(4α2 − β2),
where c = c(x) is a scalar function.
Case I: Assume n = 4. In this case, (96) can be equivalently written as
(· · · )(2 + s) + 12α(b2 − 4)2[2(b2 − 4)sk
0|k + 64(4− b2)θα − 2bks0|k
]
= 0, (97)
where the omitted term in the bracket is in a similar form as in (57). By (97) we have
2(b2 − 4)sk
0|k + 64(4− b2)θα − 2bks0|k = ξα(2 + s), (98)
where ξ = ξ(x) is a scalar function. Now it easily follows from (98) that
sk
0|k = −16θβ +
bks0|k
b2 − 4 . (99)
Using (99), (97) becomes
Ricα = 32θα
2 +
4s0|0
b2 − 4 −
8(5b2 − 8)s2
0
(b2 − 4)3 . (100)
Next we use Lemma 2.1 to prove that β is parallel with respect to α. Using (87), t00 in
(88) and (100), the fourth formula in Lemma 2.1 gives
sm|m =
16(2b6 + b4 − 8b2 + 32)θ
(b2 − 4)(b2 + 2) . (101)
Using (87) and t00 in (88), the third formula in Lemma 2.1 gives
bms0|m = −8(b2 + 2)θβ. (102)
Using (87), t00 in (88), (100), (101) and (102), the second formula in Lemma 2.1 gives
sm
0|m = −
24(b4 + 4b2 − 8)θ
(b2 − 4)(b2 + 2) β. (103)
Plugging (95) and (102) into (99) yields
sm
0|m = −
24(b2 − 2)θ
b2 − 4 β. (104)
Now (103) and (104) imply θ = 0. Therefore, by (95), we have tmm = 0 and then β is closed.
Further, by (87), β is parallel with respect to α.
Case II: Assume n 6= 4. In this case, by (96) we have
θ(b2 − 4)2β2 − s20 = c(4α2 − β2), (105)
for some scalar function c = c(x). By contractions on (105), we have
c = −θb2(b2 − 4), (n− 2)θb2(b2 − 4) = 0. (106)
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Case IIA: Assume n 6= 2. By (106) we have θ = 0. Then (95) shows β is closed. So in this
case, β is parallel with respect to α by (87).
Case IIB: Assume n = 2. Plugging (106) into (105) gives s2
0
in (88). Since n = 2, we can
always put
Ricα = λα
2, (107)
for some scalar function λ = λ(x). Plug s2
0
in (88) and (107) into (96) and then (96) can be
written as
(· · · )β + 8(b2 − 4)α2[(b2 − 4)sk
0|k − bks0|k
]
. (108)
So by (108) we have
sk
0|k = τβ +
bks0|k
b2 − 4 , (109)
where τ = τ(x) is a scalar function. Plug (109) into (108) and then (108) becomes
s0|0 =
{ b2 − 4
3
(λ−τ)+ 8(13b
4 + 4b2 − 80)θ
3(b2 − 4)
}
α2−
{ b2 − 4
12
(λ+2τ)+
8(b4 + 19b2 − 56)θ
3(b2 − 4)
}
β2.
(110)
Using the contraction bibjsi|j , it follows from (110) that
τ = −16(b
4 + 7b2 − 26)θ
(2 + b2)(b2 − 4) −
(b2 − 4)λ
2(2 + b2)
.
Plugging the above into (109) gives (89) and into (110) gives (90). Finally, using (87)-(90),
the flag curvature K of F is isotropic and it is given by (91). Q.E.D.
7 General case
We first give the condition in the following proposition for a p-power metric F = α(1+β/α)p
to be positively definite.
Proposition 7.1 A p-power metric F = α(1 + β/α)p (p 6= 0) is positively definite if and
only if one of the following cases holds:
(i) (p > 2, or p < 0) b2 satisfies
b2 <
1
(p− 1)2 .
(ii) ( 1
2
≤ p ≤ 2) b2 satisfies
b2 < 1.
(iii) (0 < p < 1
2
) b2 satisfies
b2 <
(2− p)2
4(1− p2)2 .
Proof : It’s an elementary discussion. We only need to start from the following conditions
φ(s) > 0, φ(s)− sφ′(s) > 0, φ(s)− sφ′(s) + (b2 − s2)φ′′(s) > 0,
where φ(s) := (1 + s)p, s := β/α and b := ||β||α. Details are omitted. Q.E.D.
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In the following, we will prove Theorem 1.1 when F is a p-power metric F = α(1+β/α)p
with
p 6= 1, 2,−1, 1
2
. (111)
Proposition 7.2 An n-dimensional p-power metric F = α(1 + β/α)p satisfying (111) is
Einstein-reversible if and only if F is Ricci-flat-parallel.
Proof : For the p-power metric F = α(1+β/α)p, let f(x, y) defined by (7). Then by the
definition of Einstein-reversibility, we have f(x, y) = f(x,−y), which multiplied by
α4[1− (p− 1)2s2]3{[1 + p(p− 1)b2 − (p2 − 1)s2]2 − (p− 2)2s2]4}
can be firstly written in the following form
0 =
[
(· · · ) + (· · · )(1 + s
1− s
)2p][
1 + p(p− 1)b2 − (p− 2)s− (p2 − 1)s2]+
(p− 2)4s4(1 + s)2[1− (p− 1)s]3[1 + (p− 1)s]3[2(p2 − 1)s+ p− 2]2 ×[
(1− ps+ s)r00 − 2pαs0
]2
, (112)
where the omitted terms in the brackets are in a similar form as in (57). We discuss (112)
in the following two cases, and we only need to assume 2p is an integer.
Case I: Assume the following holds
α
[
(1− ps+ s)r00 − 2pαs0
]
= (g0 + g1α)α
2
[
1 + p(p− 1)b2 − (p− 2)s− (p2 − 1)s2], (113)
where g0 is a 1-form and g1 = g1(x) is a scalar function. By (113), we first get
r00 = g1
[
(1 + p2b2 − pb2)α2 − (p2 − 1)β2]− (p− 2)g0β, g0 = − (p2 − 1)g1
2p− 1 β. (114)
Plugging (114) into (113) gives
(p− 2)g1
[
(p− 1)2b2 − 1]β + 2(2p− 1)s0 = 0. (115)
Using bmsm = 0, it follows from (115) that s0 = 0 and g1 = 0. So by (114) we have
r00 = 0, s0 = 0. (116)
Now using (116), (112) can be equivalently written as[
(· · · ) + (· · · )(1 + s
1− s
)2p][
1− (p− 1)s]+ p2t00 = 0, (117)
where the omitted terms in the brackets are in a similar form as in (57). By (117) we have
t00 = (g0 + θα)α
[
1− (p− 1)s], (118)
where g0 is a 1-form and θ = θ(x) is a scalar function. It follows from (118) that
t00 = θ
[
α2 − (p− 1)2β2]. (119)
Since s0 = 0 by (116), we have t0 = 0, and then a contraction on (119) shows θ = 0. Thus
β is closed. Plus (116), it shows that β is parallel with respect to α.
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Case II: Assume 1 + p(p− 1)b2 − (p− 2)s− (p2 − 1)s2 has one of the following factors
s, 1± s, 1± (p− 1)s, 2(p2 − 1)s+ p− 2.
In this case, b2 must be a constant. By the positively definite condition shown in Proposition
7.1, we only need to consider three cases:
b2 =
4− p
p(p− 1)2 , b
2 =
4− 5p
4(p− 1)2(p+ 1) , b
2 =
p2 + p− 4
p(p− 1) .
We only investigate one case, and the left is similar. Suppose
b2 =
4− p
p(p− 1)2 . (120)
Then
1 + p(p− 1)b2 − (p− 2)s− (p2 − 1)s2 = −
[
1 + (p− 1)s](p2s− s− 3)
p− 1 .
So in (112), p2s− s− 3 must be a factor of (1− ps+ s)r00 − 2pαs0, which implies
(1 − ps+ s)r00 − 2pαs0 = (g0 + g1α+ g2α2)α(p2s− s− 3), (121)
where g0 is a polynomial of degree two, g1 is a 1-form and g2 = g2(x) is a scalar function.
By (121) we can easily get
r00 =
2p(p− 1)(p+ 1)2
3(p− 2) βs0 +
9α2 − (p2 − 1)2β2
3(p− 1)(p− 2) c, (122)
where c = c(x) is a scalar function. Since b2 = constant, we have r0 + s0 = 0. By a
contraction on (122) we can get r0, and then using (120) and r0 + s0 = 0 we obtain
c(p− 2)β − p(p− 5)s0 = 0.
By (120), p 6= 5. Using bmsm = 0, the above shows c = 0, s0 = 0. Then by (122), we again
get (116). Thus by a similar proof as that in Case I, we have t00 = 0. So β is parallel with
respect to α. Q.E.D.
8 Proof of Theorem 1.2
Theorem 8.1 Let F =
√
α(α+ β) be a two-dimensional square-root metric. Then F is
Einsteinian (equivalently, of isotropic flag curvature) if and only if (87) holds. In this case,
the flag curvature of F is given by
K =
2
2 + b2
{
λ− 8sms
m
b2(b2 − 4)
}
, (123)
where λ is the sectional curvature of α.
Proof : Assume (87) holds. By Proposition 6.1, we only need to show that (88)-(90)
automatically hold.
Since n = 2, we can always put (107).
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Fix a point x ∈M and take an orthonormal basis {ei} at x such that
α =
√
(y1)2 + (y2)2, β = by1.
Then
s2
0
= s2y
2, b2α2 − β2 = b2y2.
So for some θ = θ(x), the second formula in (88) holds. Then we immediately get
sms
m = 4b2(b2 − 4)θ. (124)
Since n = 2, we always have
sij =
bisj − bjsi
b2
. (125)
Therefore, by (125), (124) and the second formula in (88), we have
t00 = −sms
mβ2 + b2s20
2
= −4(b2 − 4)θα2,
which is just the first formula in (88).
Using (87), (95) and (107), it follows from the fourth formula in Lemma 2.1 that
sm|m =
32(b2 − 1)(b4 + 4b2 − 8)θ
(b2 − 4)(b2 + 2) +
b2(b2 − 4)λ
2(b2 + 2)
. (126)
Similarly, using (87) and (95), it follows from the third formula in Lemma 2.1 that
bms0|m = −8(b2 + 2)θβ. (127)
Now using (126) and (127), plugging (87), (95) and (107) into the second formula in Lemma
2.1 gives
sm
0|m = −
{24(b2 + 8)(b2 − 2)θ
(b2 − 4)(b2 + 2) +
(b2 − 4)λ
2(b2 + 2)
}
β. (128)
Plug (127) into (89) and then (89) is just (128).
Finally, we prove (90). Since α is locally conformally flat, α and β can be locally expressed
as
α = eσ
√
(y1)2 + (y2)2, β = eσ(ξy1 + ηy2), (129)
where σ = σ(x), ξ = ξ(x), η = η(x) are scalar functions. In the following, we define
σi := σxi , σij := σxixj , etc.
The sectional curvature λ of α and the norm b = ||β||α are given by
λ = −e−2σ(σ11 + σ22), b2 = ξ2 + η2. (130)
Further, we have
sms
m =
(ξ2 + η2)(ξ2 + ξσ2 − ησ1 − η1)2
4e2σ
. (131)
Without loss of generality we may assume ξ 6= 0. A direct computation shows (87) is
equivalent to
ξ1 = −η(ξξ2 + ηη2 + ξη1)
ξ2
, (132)
σ1 =
3ξηξ2 − η2(2ξ2 − η2 − 2)
2ξ(ξ2 + η2 − 1) , σ2 =
(2η2 − ξ2 − 2)(ξξ2 + ηη2)
2ξ2(ξ2 + η2 − 1) +
η1
ξ
. (133)
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For the system (132) and (133), its integrable condition σ12 = σ21 is given by
0 = 2ηξ2ξ2
2
+
[
3ηξ2η1 + ξ(5η
2 − 2ξ2)η2
]
ξ2 + ηξ
2η2
1
+ 3ξη2η1η2 +
2η(η2 − ξ2)η2
2
− ξ2(ξηξ22 + η2η22 − ξ2η22 − ξ2η11). (134)
Now plug (129)-(131) into (90) and then we write (90) in the following form
Â(x)(y1)2 + B̂(x)y1y2 + Ĉ(x)(y2)2 = 0.
So (90) holds if and only if
Â(x) = 0, B̂(x) = 0, Ĉ(x) = 0.
Plugging (132) and (133) into Â(x), B̂(x) and Ĉ(x), a direct computation shows that (i)
Â(x) = 0 ⇔ B̂(x) = 0; (ii) Ĉ(x) = 0; and further (iii) Â(x) = 0 ⇔ (134). Therefore, (87)
implies (90).
Eq. (123) directly follows from (91) and (124). Q.E.D.
Proof of Theorem 1.2 :
We first take a deformation on β but keep α unchanged, and then we get a Killing vector
field. Define a Riemannian metric α˜ and 1-form β˜ by
α˜ := α, β˜ := (1− b2)− 34β. (135)
By (135), we show that (87) is reduced to
r˜ij = 0. (136)
So β˜ is a Killing form.
Now we express α locally as
α := eσ
√
(y1)2 + (y2)2, (137)
where σ = σ(x) is a scalar function. Then by the result in [15], we have
β˜ = b˜1y
1 + b˜2y
2 = e2σ(uy1 + vy2), (138)
where u = u(x), v = v(x) are a pair of scalar functions such that
f(z) = u+ iv, z = x1 + ix2
is a complex analytic function, and further by (136), u, v and σ satisfy the following PDEs:
u1 = v2, u2 = −v1, u1 + uσ1 + vσ2 = 0. (139)
Next we determine σ in terms of the triple (B, u, v), where B := b2. Firstly by (135) and
then by (137) and (138) we get
||β˜||2α =
B
(1− B) 32 , ||β˜||
2
α = e
2σ(u2 + v2). (140)
Therefore, by (140) we get
e2σ =
B
(u2 + v2)(1 −B) 32 . (141)
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Now it follows from (135), (137), (138) and (141) that (2) holds.
Comparing (129) with (2), we have
ξ =
u
√
B√
u2 + v2
, η =
v
√
B√
u2 + v2
, σ = ln
√
B√
u2 + v2(1 −B) 34 . (142)
Using σ in (142) and u1 = v2, u2 = −v1 in (139), u1 + uσ1 + vσ2 = 0 is reduced to
uB1 + vB2 = 0.
So by (139) we obtain (3).
Finally, we prove that the flag curvature K is given by (4). Plugging (142) into (131)
and using u1 = v2, u2 = −v1, we have
sms
m =
(B − 4)2(uB2 − vB1)2
64B
√
1−B . (143)
By (3) we have
u1 = v2, u2 = −v1, u11 + u22 = 0, v11 + v22 = 0, B2 = −u
v
B1. (144)
Plugging (141) into (130) and using (144), we get
λ = −u
2 + v2
4B2
{
(B + 2)
√
1−B(B11 +B22) + (u
2 + v2)(B2 + 4B − 2)B2
1
Bv2
√
1−B
}
. (145)
Now plugging (143) and (145) into (123) and using (144), we obtain (4). Q.E.D.
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