Future wireless networks promise multimedia communication and computing services for both fired and mobile users. One of the most important challenges of wireless multimedia service for mobile users is maintaining a guaranteed quality of service over end-to-end connections with multiple mobile endpoints. In this papes we describe a new handoff rerouting scheme that supports multimedia trafic in a connection-oriented mobile network, such as Mobile ATM. We analyze and compare the pelfonnance of the new scheme with respect to three related handoff remuting schemes for connection-oriented wireless networks. The new technique shows a superior pelfonnance in route eficiency and bandwidth consumption for all t r a m types, and a smaller handoffdelay for delay sensitive t r a m .
Introduction
Future personal communications services (PCS) networks promise personalized, multimedia-based communication and computing services to both fixed and mobile users. One of the important challenges of PCS is to maintain a guaranteed level of quality of service (QoS) for mobile and wireless connections. While wireline networks have the advantage of plentiful bandwidth and reliable connections between fixed endpoints, future wireless systems must compensate for limited bandwidth, error-prone wireless links, and connections where multiple endpoints are roaming. The process of transfemng the active connections of a roaming mobile user to a new channel or cell is called handoff, or handover [ 13. Handoff rerouting attempts to achieve optimal routes for the handoff connections, while minimizing bandwidth consumption, packet loss and handoff delay. Mobile-mobile connection rerouting increases the challenge of supporting multimedia traffic, since it requires additional intermediate routes that increase bandwidth use,
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Research on handoff re-routing for connection-oriented wireless networks has evolved from two extreme goals. The first extreme is to ensure an optimal route by establishing an entirely new connection route each time the mobile terminal (MT) moves to a new location. Although an optimal route is obtained, the handoff latency is greatly increased due to the connection establishment process. The other extreme is to ensure the smallest handoff delay by keeping the original connection route, and then extending the route hop-by-hop as the MT moves. This method provides the fastest extension, but is a wasteful use of network resources for many hops. Between these two extremes, three types of connection-oriented handoff re-routing schemes are described in recent research: (1) anchored (or statiddynamic) handoff routes, (2) multicast handoflroutes, or (3) chained handoff routes.
In [8] , an anchored handoff route is used. In this technique, an anchor switch is designated for each MT in the original connection route. During the lifetime of the connection, the anchor segment (the path that connects the anchor switches) never changes. Then, when one of the MTs moves to a new location, only the portion of the connection from the MT to its anchor switch needs to be rerouted. This method prevents the need to establish an entirely new route for each handoff. However, the anchor segment may cause longer routes or looped routes if static, or higher complexities and packet loss if dynamic. In [4], a multicast handoff rerouting technique is discussed. Incoming traffic for the MT is multicast to several surrounding base stations, which buffer the packets until the MT enters the cell. This scheme greatly reduces handoff delay, but expends multicast bandwidth for each user, and requires heavy buffering in the cells where the user is not located. In [5,7], a chained handoff rerouting technique is explored. When the MT moves, the connection is first extended to the next cell until an optimal VTC 2000 0-7803-6507-0/00/$10.00 @ZOO0 IEEE route can be calculated. Then the extended route is switched to the optimal route. This scheme requires several intermediate routes that consume bandwidth for each movement of the MT. None of the above schemes distinguish multimedia traffic requirements, and they give little treatment to future issues, such as MTs with multiple active connections or connections with multiple mobile endpoints.
In this paper, we describe a new handoff rerouting scheme that supports multimedia traffic over mobile connections in a connection-oriented wireless network, such as Mobile ATM. In Section 2, we introduce the new handoff rerouting technique. Next, in Section 3, we analyze and compare the performance of the new scheme with respect to the related work. Section 4 presents the numerical results, followed by the conclusion in Section 5.
New Handoff Rerouting Scheme
The new handoff rerouting scheme serves multimedia traffic by grouping connections into two categories: delay sensitive connections and loss sensitive connections. The switches at the endpoints of the connections keep track of each traffic category. When one of the endpoints of a mobile connection moves, the endpoint switches are able to reroute the connection according to the nature of the traffic. For delay sensitive connections, the goal is to achieve a fast handoff route. Thus, the endpoint switch uses connection extension to reach the MT's next hop location. An optimal route is then calculated, and the delay sensitive connections are switched from the extended route to the optimal route. For loss sensitive traffic, the goal is to preserve packets. Thus, when the MT moves to a new location, the packets on the loss sensitive connections are first buffered and then later switched to the optimal route.
Procedure Description
To describe the connection rerouting procedure, we consider an original connection path from a source MT, MTs. to a destination MT, MTD. M T s resides at the original source switch, SWs, while M T D resides at the original destination switch, SWo. The handoffs occur between the network base stations. However, since our scheme focuses on the routing activity that occurs at the network switches, we describe the effect of the MT moving between network switches. In [8] , it was suggested to provide base stations with limited switching capabilities. In that case, we would replace the switches in our illustration with the enhanced base stations.
First we describe the rerouting procedure at the source switch, highlighting the source's responsibilities when M T s moves. Then we describe the procedure at the destination switch to highlight the responsibilities for the destination switch when MTD moves.
Procedure at the Source End of the Connection
The responsibility of the source switch is to establish the handoff connection when either M T s or M T D moves to a new location. The procedure from the perspective of the source switch is shown in Figure l that it will handoff to the new switch.
2. Figure l( 
cepts the new path request and the process continues from
Step 6).
Figure l(c). If M T D is no longer located at SWD,
SWD rejects the path request and sends a redirect message back to SWS,NEW that MTD is now located at a new destination switch, SWD,NEW.
Figure l(c)
. SWS,NEW attempts to reroute the handoff connection to the new destination switch, SWD,NEW.
Figure l(b).
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. SWD,NEW accepts the path request. 
Figure l(d). SWS,NEW notifies SWS,OLD
Procedure at the Desthation End of the Connection
The handoff rerouting process at the destination is shown in Figure 2 The new scheme results in an optimal path from the source switch to the destination switch and prevents the establishment of intermediate handoff routes. In addition, the delay sensitive traffic is rerouted quickly, while the loss sensitive traffic is preserved in buffers. To join the separate traffic streams into the optimal path, the buffered loss sensitive traffic must be transmitted from the buffer and delay sensitive traffic must be switched from the extended route to the optimal route. Combining several sources into a single route may cause a jitter effect known as negativejitter. Although the negative jitter problem is out of the scope of this paper, the interested reader can find an investigation of the problem in [3] .
As discussed in the introduction, several related techniques have been proposed to address the handoff rerouting problem. In the next section, we evaluate the performance of the new scheme with respect to related schemes. Figure 2(b) .
3.
Handoff Rerouting Protocol Comparison
Framework
To compare the performance, we consider the case of an original connection between a mobile source and a mobile 
Final Route Length
Each of the handoff rerouting protocols is followed for m movements of the source and destination MT. The final route length, Rf, is the number of hops from the final source switch to the final destination switch:
where N is the total number of switches in the final connection path, and di is the distance between switch (i -1) and switch (2) . For an optimal route, Rf is equal to the end-toend distance (Figure 3) . where m is the total number of movements made by the source and destination MT, and +j is the intermediate route length established as 8 result of move j. Note that ?j in (2) includes only that portion of the route that changes as the M'Ts move. For example, since the static-dynamic anchored handoff rerouting technique keeps the same anchor segment within the connection route for the duration of the call, the anchored segment is not an additional resource that must be assigned. Thus, it is not included in F j . However, the dynamic portions are included in f j , since they must be reassigned.
Summed Length of the Intermediate Routes
Bandwidth Consumption
Once the bandwidth consumption due to intermediate 
Handoff Delay due to the Rerouting Procedures
To calculate the handoff delay, Th, we sum the time to send the signaling messages for each scheme. The overall handoff rerouting delay is: N.
(4)
1=1
where m is the number of times a new route is determined, N , is the number of steps between the first handoff initiation and the completion of the final route as illustrated in Figures 1 and 2 , and Tl is the time to execute step I of the handoff rerouting procedure.
The delay to deliver a signaling message, Ml, is:
where a 1 is the transmission time, Dl is the propagation time, and 71 is the processing time for the control message in signaling step 1. H l is the number of hops between the switches involved in the signaling exchange. The trummission time, 01, is computed:
where S1 is the size of the control message in bits, and Bl is the bit rate of the link on which the message is sent.
Using the message delivery time, Ml, in (3, we can calculate Tl from 4 separately for the wireline and wireless links. For the wireline links, the signaling execution time is the same as the message delivery time:
For the wireless link, we must consider the probability of wireless link failure. Let nf be the number of wireless link failures. Then for the wireless link, T( is: Given a probability q that the wireless link fails, we use the techniques in [6] to calculate the sum in (1 1). Then the signaling execution time over the wireless link, 2' 1 is:
Thus, the time to execute the signaling, Tl, for each step 1 of the handoff rerouting protocol is:
1-9 (13)
and is used to determine the overall handoff delay for the handoff rerouting scheme as in 4. To find the buffer requirement, &, per connection, we determine the steps for which the handoff process must buffer data traffic. Then we calculate the amount of buffer space used during the execution of those steps:
where B is the bit rate of the channel, L is the first step in the handoff algorithm where buffering is required, Ns is the number of steps until the buffer is released, and T l is the time to execute signaling step 1, as found in (13).
Each of the above calculations is carried out for the new scheme as well as the related handoff rerouting schemes. In the next section, we explore the numerical results for the protocol comparison.
Numerical Results
The system parameters used to compare the protocols are found in Table 1 . The processing delays are considered different for routing and computation. Routing processing delay refers to computing the next route, while computation processing delay refers to special computations, such as finding the anchor switches or calculating a new goup in a multicast protocol [4] . Note that since our new scheme relies on the source switch to manage the handoff rerouting, and since the rerouting is performed differently for loss sensitive and delay sensistive traffic, the results of our new scheme are labeled Source-Loss and Source-Delay.
Table 1. System Parameters
We the calculated final route length, Rf, (l) , for the following two cases:
1. The MTs move only one hop, and then rest, 2. The MTs move three consecutive hops and then rest. Figure 4 shows the results. The new technique for loss sensitive traffic, Source-Loss, and the chaining technique [7, 5] both resulted in an optimal route, equal to the end-to-end distance. (The two results lie on top of each other.) The worst performance for final route length was shown by the multicast technique [4] , which was especially affected by its forwarding process. For the three hop case, the new Source-Delay scheme showed an improvement in final route length performance compared to the statiddynamic anchored rerouting method Figure 5 shows the results of the summed route lengths, Rg, (2) , for m = 1 and m = 3 hops by each MT. We found that for one hop movement, the multicast [4] and chaining [7, 5] techniques have a larger summed route length than the new Source-Loss and Source-Delay results, illustrating the affect of repeated connection set uphear down. For three hops, the summed route length of all of the schemes more than doubles-except for the new technique for the SourceLoss results, which consistently obtain one route calculation at the optimal route length.
Summed Route Length
End-to-End [)lstance [Hops]
Intermediate Route Lenglh, m = 3 mwements (hops) 
Handoff Delay
Next, the handoff delay due to multiple consecutive rerouting operations, T h , (4), is shown in Figure 7 . The Source-Loss technique and the chaining technique [7, 51 are twice as slow as the statiddynamic scheme [9, 2, 81 and the multicast scheme [4] , due to the repeated sourceto-destination signaling procedures. However, the route extension in the Source-Delay technique reduces the handoff delay for delay sensitive traffic in the new scheme.
Buffering Required per Connection
Finally, the buffer requirement for one MT movement, Q, (14) , is shown in Figure 8 . As expected, negligible buffering is used by the new technique for delay sensitive traffic, Source-Delay. (The path alignment buffering is not included in the calculation for any of the schemes.) The staticldynamic scheme [9, 2, 8] shows the next best performance, followed by chaining scheme [7, 51 and the new scheme for loss sensitive traffic, Source-Loss. However, when multiple connections are present, the buffer space will be multiplied for each connection for the other schemes, but will be multiplied only for the loss sensitive traffic for the new scheme. one delay sensitive connection and one loss sensitive connection, the related schemes double the buffer requirement in Figure 8 while the new technique will remain the same as in Figure 8 . 
Connection
Future wireless networks must be able to support multimedia traffic over mobile connections. In this paper, we presented a handoff rerouting scheme for connection-oriented networks that supports multimedia traffic over connections with multiple mobile endpoints. We used a common framework to compare the new scheme with related work and found that the new technique exhibited a superior performance with respect to route length and bandwidth consumption. Our scheme achieves an optimal route for loss sensitive traffic at the expense of handoff delay. However, our scheme allows delay sensitive connections to experience the smallest handoff delay by taking advantage of the extension method. The buffer requirement of the new scheme is competitive when multiple connections requiring different QoS constraints are considered.
