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Zusammenfassung
Das Fuzzy{ROSA{Verfahren stellt ein Rahmenkonzept zur datenbasierten Generie-
rung von Fuzzy{Systemen dar. Zur weiteren Ausgestaltung dieses Rahmens wird
das Verfahren anhand des hoch komplexen Anwendungsproblems der datenbasier-
ten Generierung von Entscheidungsregeln f

ur die Kraftwerksf

uhrung erprobt. Es
werden situationsbezogene Handlungsvorschl

age von Prozessexperten hinsichtlich
der Einstellung der Werte von drei ausgew

ahlten Strategieparametern eines Kraft-
werksf

uhrungssystems zur Verbesserung des Prozessverhaltens modelliert. Es zeigt
sich, dass die Handlungsvorschl

age bez

uglich der Einstellung eines dieser drei Para-
meter mit dem Fuzzy{ROSA{Verfahren in seiner derzeitigen Form sehr gut model-
lierbar sind. Bei der Modellierung der Handlungsvorschl

age f

ur die anderen beiden
Strategieparameter st

ot das Verfahren jedoch auf Anwendungsgrenzen, die we-
sentlich damit zusammenh

angen, dass die zugeh

origen Daten ausgepr

agte Wider-
spr

uchlichkeiten aufweisen. Von diesem Ergebnis ausgehend, werden neue methodi-
sche Ans

atze zur weiteren Ausgestaltung des Fuzzy{ROSA{Verfahrens zur Beherr-
schung auch sehr widerspr

uchlicher Daten aufgezeigt.
1 Einf

uhrung und Aufgabenstellung
Eine zentrale Aufgabe von Energieversorgungsunternehmen besteht in der Kraftwerks-
f

uhrung zur Gew

ahrleistung einer jederzeit sicheren, ausreichenden und kosteng

unstigen
Energieversorgung der angeschlossenen Verbraucher. Diese Aufgabe wird vom Kraftwerks-
f

uhrungssystem

ubernommen, das die Sollwerte f

ur die Leistungserzeugung aller mo-
mentan verf

ugbaren Kraftwerke online vorgibt. Innerhalb des Kraftwerksf

uhrungssystems

ubernimmt einOptimierungsmodul die Aufgabe, die Sollwerte f

ur die einzelnen Kraftwerke
unter Ber

ucksichtigung des prognostizierten Leistungsbedarfs so einzustellen, dass die er-
forderliche Leistung insgesamt unter Einsatz m

oglichst geringer Brennstokosten erbracht
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wird und dass eine

uberm

aige Beanspruchung der Kraftwerke durch Vorgabe m

oglichst
ruhiger Sollwertverl

aufe vermieden wird. Aufgrund des stochastischen Verhaltens der Ver-
braucher treten unvermeidliche Dierenzen zwischen der Prognose und der tats

achlichen
Leistungsnachfrage auf. Zur Vermeidung eines notwendigen Ausgleichs dieser Dierenzen
durch einen unerw

unschten Leistungsaustausch mit den Netzverbundpartnern modiziert
ein schnell aktivierbares Modul zur Leistungsfrequenzregelung die Sollwerte der hierf

ur
verf

ugbaren Kraftwerke. Voraussetzung f

ur die Erf

ullbarkeit dieser Regelungsaufgabe ist
allerdings, dass die jeweils in Betrieb bendlichen Kraftwerke noch

uber eine ausreichend
groe Leistungsreserve verf

ugen, die zudem ausreichend schnell entbunden werden kann.
Eine besondere Schwierigkeit dieser Prozessf

uhrungsaufgabe liegt darin, dass der betrach-
tete Kraftwerkspark aus unterschiedlichen Kraftwerkstypen besteht, die sich hinsichtlich
ihrer spezischen Erzeugungskosten und dynamischen Eigenschaften stark unterscheiden.
Kohlekraftwerke weisen beispielsweise im Vergleich zu Gaskraftwerken geringere spezi-
sche Erzeugungskosten auf. Gaskraftwerke hingegen haben den Vorteil, dass sie schneller
auf Sollwert

anderungen reagieren k

onnen. Deshalb kann die elektrische Energie durch be-
vorzugten Einsatz der kosteng

unstigen Kraftwerke um so wirtschaftlicher erzeugt werden,
je fr

uhzeitiger und genauer das Optimierungsmodul

uber zuk

unftige Leistungs

anderungen
anhand der Lastprognose informiert wird. Ebenso wirkt es sich kostensenkend aus, wenn
die f

ur die Regelung vorgehaltene Leistungsreserve nicht unn

otig gro bemessen wird.
Zur L

osung dieser komplexen Kraftwerksf

uhrungsaufgabe wurde in Vorprojekten ein neu-
es Verfahren entwickelt, das gegen

uber dem Stand der Technik wesentliche Vorz

uge auf-
weist [1, 2, 3, 4]. Ein zentrales Element des Verfahrens besteht darin, dass die f

ur die
Regelung vorzuhaltende Reserve nicht anteilm

aig einzelnen Kraftwerken fest zugewiesen
wird, sondern statt dessen die Forderung nach einer summarischen Reserve (Regelband)
erhoben und diese situationsabh

angig den beteiligten Kraftwerken zugewiesen wird. Die-
ses Konzept der summarischen Reserve schat eine gr

oere Flexibilit

at, in der ein we-
sentliches Kosteneinsparpotenzial liegt. Die eigentliche Optimierung, d. h. die Aufteilung
der Prognose auf die einzelnen Kraftwerke unter Freihaltung der Reserve, wird durch ein
vorausschauendes Verfahren gel

ost, das mit R

ucksicht auf die erforderliche Onlinef

ahigkeit
suboptimal arbeitet. Dar

uber hinaus verf

ugt das Verfahren

uber eine Reihe von Strategie-
parametern (wie beispielsweise die Bemessung der vorzuhaltenden summarischen Reser-
ve), die nach dem bisherigen Entwicklungsstand des Verfahrens auf solche Werte, fest oder
nach einem Fahrplan, eingestellt werden, die sich im Mittel als g

unstig erwiesen haben.
Das Ziel dieser Arbeit besteht einerseits darin, auf datenbasiertem Wege mit Hilfe des
Fuzzy{ROSA{Verfahrens ein Adaptionsmodul zu entwickeln, das eine situationsabh

angi-
ge Anpassung der Strategieparameter vornimmt. Dadurch soll eine Verbesserung des Sy-
stemverhaltens hinsichtlich der resultierenden Kosten und der Sollwertruhe gegen

uber
der bisherigen Festeinstellung dieser Werte erzielt werden. Andererseits soll das Anwen-
dungspotenzial des Fuzzy{ROSA{Verfahrens in seinem derzeitigen Entwicklungszustand
an diesem hoch komplexen Anwendungsproblem erprobt werden. Insbesondere soll festge-
stellt werden, bei welchen Problemtypen gute Modellierungsergebnisse zu erwarten sind,
bzw. wo sich Anwendungsgrenzen zeigen und ggf. wie diese durch methodische Weiter-
entwicklungen

uberwunden werden k

onnen.
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1.1 Urspr

ungliches Modellierungskonzept
Eine wichtige Voraussetzung zur situationsabh

angigen Einstellung eines optimalen Para-
metersatzes ist ein G

utema zur Bewertung der Prozessf

uhrungsg

ute. Wie in [5] gezeigt
wird, kann zum Lernen von Adaptionsregeln die Prozessf

uhrungsg

ute in den Lernpro-
zess des Fuzzy{ROSA{Verfahrens zur

uckgekoppelt werden. Die prinzipielle Idee besteht
darin, dass bezogen auf eine Situation schlechte Parametereinstellungen nicht oder nur ab-
geschw

acht zur Regelgenerierung beitragen und somit im Adaptionsmodul weitestgehend
unber

ucksichtigt bleiben.
Die Bewertung eines Kraftwerksf

uhrungssystems ist aufgrund der Vielzahl der Einuss-
gr

oen und der komplexen Abh

angigkeiten schwierig. Dar

uber hinaus m

ussen auch viele
teilweise widerspr

uchliche Teilg

utekriterien ber

ucksichtigt werden. Aus diesen Gr

unden ist
Fuzzy{Logik zur Konzeption eines aussagekr

aftigen G

utemaes erfolgreich eingesetzt wor-
den [6]. Darauf aufsetzend wurde die Regelgenerierung mit dem Fuzzy{ROSA{Verfahren
in der oben beschriebenen Weise durchgef

uhrt. Allerdings konnte kein Regelsatz gefunden
werden, der die Einstellwerte der betrachteten Strategieparameter situationsabh

angig so
anpasst, dass sich die Prozessf

uhrungsg

ute nennenswert verbessert.
Diese Schwierigkeit ist m

oglicherweise darauf zur

uckzuf

uhren, dass der Grad der oben
angesprochenen Suboptimalit

at beim vorliegenden Optimierungsalgorithmus, wie unten
n

aher erl

autert, situationsabh

angig ist. Dies kann dazu f

uhren, dass selbst bei fest einge-
stellten Strategieparametern in

ahnlichen Prozesssituationen stark unterschiedliche G

ute-
werte auftreten. Ein solches widerspr

uchliches Verhalten spiegelt sich in mehrdeutigen
Lerndaten wider. In wieweit diese Mehrdeutigkeiten/Widerspr

uchlichkeite die Regelgene-
rierung behindern bzw. zu einer unerw

unschten Kompromissbildung f

uhren kann, wird in
Abschnitt 5 diskutiert.
Aufgrund der erkannten Unzul

anglichkeiten wurde die vom Kraftwerksf

uhrungssystem zu
l

osende Optimierungsaufgabe grundlegend neu strukturiert. Als Ergebnis wurde Sie auf
das mathematische l

osbare Problem zur

uckgef

uhrt, zwei quadratische Zielfunktionen, die
die Kosten und die Sollwertunruhe beschreiben, unter Einhaltung expliziter linearer Un-
gleichheitsbedingungen simultan zu optimieren. Dieses Problem wurde f

ur eine Reihe von
Betriebssituationen durch oine Optimierung gel

ost. Dabei wurde aufgedeckt, dass der
Grad der Suboptimalit

at des origin

aren Optimierungsalgorithmusses situationsabh

angig
ist. Gel

ange es, das neu formulierte Optimierungsproblem in Echtzeit zu l

osen, l

age damit
eine neue Kraftwerksf

uhrungsstrategie vor, die bereits ohne situationsabh

angige Anpas-
sung der Strategieparameter dem bisherigen

uberlegen w

are. Die L

osung dieses nunmehr
pr

azise formulierten Problems ist nicht Gegenstand dieses Beitrags und wird anderweitig
verfolgt.
1.2 Modiziertes Modellierungskonzept
Um die oben formulierten Ziele, ausgehend vom derzeitigen Kraftwerksf

uhrungssystem,
dennoch zu erreichen, wurden die beschriebene Schwierigkeit durch eine Modikation des
Modellierungskonzepts umgangen. Ausgangspunkt hierf

ur war die

Uberlegung, dass die
Prozessexperten vor Ort aufgrund langj

ahriger Erfahrung die Prozessf

uhrungsg

ute in un-
terschiedlichen Prozesssituationen intuitiv bewerten und daraufhin Vorschl

age dar

uber
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machen k

onnen, wie die Werte bestimmter Strategieparameter zur Verbesserung der Pro-
zessf

uhrungsg

ute zu ver

andern sind. Dies betrit insbesondere drei Strategieparameter:
Anpassung der Basisprognose: Verbesserung der Genauigkeit der langfristigen Lastprog-
nose durch eine geeignete Osetverschiebung der Basisprognose.
Gr

oe des Regelbandes: Vorgabe der mindestens vorzuhaltenden summarischen Leistungs-
reserve zur Erm

oglichung des Eingris der Leistungsfrequenzregelung. Durch diese
Vorgabe wird der Spielraum f

ur die kostenoptimale Lastaufteilung vorgegeben.
Zusatzreserve: Vergr

oerung der verf

ugbaren Leistungsreserve durch Vorverlegung bzw.
Zur

uckverlegung von An- und Abfahrtzeiten bestimmter Kraftwerke.
Das modizierte Modellierungskonzept besteht darin, ohne den Umweg

uber eine Pro-
zessf

uhrungsg

ute direkt Handlungsvorschl

age der Prozessexperten hinsichtlich einer si-
tuationsabh

angigen Adaption dieser drei Strategieparameter zu modellieren.
Hierzu wurden insgesamt vier Prozessexperten Informationen

uber die jeweiligen Pro-
zesssituationen in geeigneter Form pr

asentiert. Daraufhin haben Sie in Ansehung dieser
Prozesssituationen Handlungsvorschl

age zur Modikation der Einstellwerte der obigen
drei Strategieparameter abgegeben (Abschnitt 2). Ausgehend von der so gewonnenen
Datenbasis wurden im Rahmen einer Datenvorverarbeitung die abgegebenen Experten-
vorschl

age miteinander verglichen. Des Weiteren wurde anhand der Prozessdaten nach
Prozessgr

oen gesucht, die mit den Vorschl

agen der Prozessexperten gut korrelieren und
dementsprechend f

ur die Modellierung der Vorschl

age der Prozessexperten als relevant
anzusehen sind, die aber untereinander nicht redundant sind (Abschnitt 3). Aufsetzend
auf diesen Prozessgr

oen wurde das Fuzzy{ROSA{Verfahren in seiner derzeitigen Form
zur datenbasierten Modellierung der Handlungsvorschl

age der Prozessexperten eingesetzt
(Abschnitt 4). Dabei wurden bez

uglich der Anpassung der Basisprognose gute Modellie-
rungsergebnisse erzielt, bei der Modellierung der Vorschl

age hinsichtlich der Gr

oe des
Regelbandes und der Zusatzreserve zeigten sich hingegen Anwendungsgrenzen des Model-
lierungsverfahrens. Zu ihrer

Uberwindung wurden neue methodische Konzepte zur Da-
tenvorverarbeitung und der eigentlichen Modellierung entwickelt.
2 Akquisition und Aufbereitung der Daten
Zur datenbasierten Modellierung hoch dimensionaler Systeme ist bei der Datenakquisition
durch Expertenbefragung zu ber

ucksichtigen, dass der Prozess durch eine groe Zahl von
Prozessgr

oen gekennzeichnet ist, die ein Experte nicht simultan erfassen kann. Deshalb
muss eine sinnvolle Auswahl von m

oglichst wenigen Prozessgr

oen, die die Prozesssitua-
tionen dennoch angemessen beschreiben, getroen werden. Zudem m

ussen diese Gr

oen
so pr

asentiert werden, dass alle Situationen als Grundlage f

ur den Entscheidungsprozess

uberschaubar und bewertbar sind. Zur Verdeutlichung dieser Problematik sei angemerkt,
dass beim vorliegenden Kraftwerksf

uhrungssystem eine Datenbasis zur Verf

ugung steht,
die weit

uber 100 im Minutentakt gemessene Prozessgr

oen enth

alt. Diese Gr

oen sind
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Soll- und Istwerte der Kraftwerke, innere Systemgr

oen des Kraftwerksf

uhrungssystems,
Trendgr

oen bez

uglich zeitlich zur

uckliegender Werte sowie zuk

unftiger Prognosewerte
und kalendarische Gr

oen wie Tageszeit und Tagestyp.
Zur Informationskondensation wurden zun

achst artverwandte Prozessgr

oen, wie solche,
die zu

ahnlichen Kraftwerkstypen geh

oren, zu einer einzigen Gr

oe zusammengefasst.
Ferner wurden Daten durch Mittelwertbildung

uber Stundenintervalle konzentriert, und
es wurde f

ur Trendgr

oen ein maximaler Zeithorizont von zwei Stunden festgelegt. Auf
diese Weise wurde eine reduzierte Datenbasis, die sich nur noch auf 47 Prozessgr

oen
bezieht, erzeugt. Diese wurde in einer graschen Benutzerober

ache, die sich an vertraute
Flussdiagramme des vorhandenen Prozessleitsystems anlehnt, pr

asentiert. Insgesamt wur-
den 882 Betriebssituationen in dieser Form aufbereitet und vier voneinander unabh

angig
agierenden Prozessexperten zur Abgabe ihrer Handlungsvorschl

age pr

asentiert.
3 Datenvorverarbeitung
Im Rahmen der Datenvorverarbeitung wurden zun

achst die abgegebenen Handlungsvor-
schl

age zur Bewertung ihrer Aussagekraft miteinander verglichen. Anschlieend wurden
diejenigen Prozessgr

oen bzw. davon abgeleitete Gr

oen ermittelt, die mit den Hand-
lungsvorschl

agen der Experten gut korrelieren und daher aussichtsreiche Kandidaten f

ur
relevante Einussgr

oen zur Modellierung der Handlungsvorschl

age der Experten sind.
3.1 Vergleich der Handlungsvorschl

age
Jeder der vier Prozessexperten a, b, c und d machte f

ur insgesamt 882, 882, 135 bzw.
404 unterschiedliche Situationen Vorschl

age hinsichtlich der drei Eingrism

oglichkeiten
Anpassung der Basisprognose, Gr

oe des Regelbandes und Zusatzreserve. Um diese Hand-
lungsvorschl

age der einzelnen Experten miteinander zu vergleichen, wurden sie f

ur alle
m

oglichen Expertenpaare einer Korrelationsanalyse unterzogen (Tabelle 1).
Anpassung der Basisprognose Gr

oe des Regelbandes Zusatzreserve
a b c d a b c d a b c d
a 1 0.954 0.926 0.966 1 0.816 0.796 0.905 1 0.653 0.487 0.310
b 1 0.930 0.990 1 0.836 0.789 1 0.325 0.348
c 1 0.963 1 0.755 1 0.500
d 1 1 1
Tabelle 1: KorrelationskoeÆzienten f

ur die Vorschl

age aller m

oglichen Expertenpaare
Es zeigt sich, dass die Vorschl

age aller Experten hinsichtlich der Anpassung der Basisprog-
nose sehr

ahnlich und damit sehr aussagekr

aftig sind (Korrelationen gr

oer als 0.9). Die
Vorschl

age hinsichtlich der Gr

oe des Regelbandes und vor allem hinsichtlich der Zusatzre-
serve zeigen demgegen

uber deutlich geringere Korrelationen (Ausnahme: Die Vorschl

age
der Experten a und d hinsichtlich der Gr

oe des Regelbandes korrelieren mit dem Koef-
zienten 0.905).
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Abbildung 1 verdeutlicht die Unterschiede der Handlungsvorschl

age der Experten a und
b bez

uglich der Gr

oe des Regelbandes und der Zusatzreserve.

Uber der Abszisse sind
f

ur alle 882 von beiden Experten bearbeiteten Prozesssituationen die Werte der zugeh

ori-
gen Expertenvorschl

age aufgetragen. Im Interesse einer m

oglichst groen

Ubersichtlich-
keit wurden die Kraftwerkssituationen nicht chronologisch, sondern nach zunehmenden
Vorschlagswerten des Experten a sortiert. Diese Darstellung verdeutlicht die groen Un-
terschiede zwischen den Vorschl

agen beider Experten, allerdings zeigen die Tendenzen der
Vorschl

age noch gewisse

Ahnlichkeiten.
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Abbildung 1: Expertenvorschl

age zu Gr

oe des Regelbandes und Zusatzreserve (links bzw.
rechts)
3.2 Auswahl relevanter Einussgr

oen
Die Verwendung s

amtlicher 47 Prozessgr

oen, die im Rahmen der Datenvorverarbeitung
ausgew

ahlt bzw. gebildet worden sind, als Grundlage f

ur die datenbasierte Modellierung
mit dem Fuzzy{ROSA{Verfahren, f

uhrt zu einem groen Suchraum. Zwar ist in [7, 8]
gezeigt worden, dass auch f

ur solche komplexe Anwendungen das Fuzzy{ROSA{Verfahren
eingesetzt werden kann. Dennoch ist es sinnvoll,

uber

ussige Prozessgr

oen von Anfang an
zu eliminieren und damit einen unn

otig groen Suchraum zu vermeiden. Hieraus ergeben
sich mehrere Vorteile:
 Eine Verkleinerung des Suchraumes auf den tats

achlich relevanten Teil erh

oht die
Wahrscheinlichkeit daf

ur, innerhalb einer vorgegebenen Rechenzeit einen m

oglichst
guten Regelsatz zu nden.
 Das Entfernen irrelevanter Gr

oen verbessert h

aug die Genauigkeit des resultie-
renden Fuzzy{Modells.
F

ur die Auswahl der Prozessgr

oen wurde das in [9] vorgestellte Verfahren zur daten-
basierten Komplexit

atsreduktion eingesetzt. Seine erste Stufe besteht darin, f

ur jede der
urspr

unglich 47 Prozessgr

oen anhand der aufgezeichneten Daten zu untersuchen, ob sie in
dem Sinne relevant sind, dass die Expertenvorschl

age von ihnen abh

angen. In der zweiten
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Stufe werden s

amtliche Paare von Prozessgr

oen daraufhin untersucht, ob sie in dem Sinne
redundant sind, dass eine Gr

oe von der anderen abh

angig ist. Abweichend von [9] wurde
f

ur die Untersuchung zweier Gr

oen auf Abh

angigkeit nicht durchg

angig das dort ent-
wickelte Eindeutigkeitsma, das im Gegensatz zur Korrelation nicht nur lineare, sondern
auch nichtlineare Abh

angigkeiten entdeckt, verwendet. Statt dessen wurde zun

achst mit
der Korrelation gearbeitet, die einfacher berechenbar ist und zudem auch keine Vorgabe
einer Granularisierung der untersuchten Gr

oen voraussetzt. Diese Modikation f

uhrt zu
einer Zeitersparnis, aber zu keinem Informationsverlust, denn nichtlineare Abh

angigkeiten
werden zwar von der Korrelation nicht erkannt, aber von dem nachgeschalteten Eindeutig-
keitsma entdeckt. F

ur die vorgeschaltete Analyse, basierend auf der Korrelation, wurden
Gr

oen als relevant angesehen, deren KorrelationskoeÆzient bez

uglich der Ausgangsgr

oe
gr

oer als 0.5 ist. Ferner wurden zwei Gr

oen als redundant angesehen, deren zugeh

ori-
ger KorrelationskoeÆzient gr

oer als 0.9 ist. Bei dieser Voranalyse wurden beispielsweise
12 redundante Prozessgr

oenpaare gefunden, die jeweils Soll- und dazugeh

orige Istwerte
einer Kraftwerkseinheit bzw. st

undlich aufeinander folgende Leistungswerte sind.
Bei der nachgeschalteten Anwendung des Verfahrens zur datenbasierten Komplexit

ats-
reduktion wurden durch Variation der Akzeptanzschwellen unterschiedlich umfangreiche
S

atze von Prozessgr

oen generiert und f

ur die eigentliche Modellierung verwendet.
Da a priori nicht bekannt ist, ob die Experten bei der Abgabe ihrer Vorschl

age nur die
Werte der Einzelgr

oen oder auch die daraus abgeleiteten sekund

aren Gr

oen ber

ucksich-
tigen, wurde von Hand nach abgeleiteten Gr

oen gesucht, die m

oglicherweise st

arker als
Einzelgr

oen mit der Ausgangsgr

oe korrelieren. Dabei wurde gefunden, dass sich durch
Dierenzbildung bestimmter Prozessgr

oen, die nur schwach mit der Ausgangsgr

oe kor-
relieren, neue Gr

oen bilden lassen, die stark mit der Ausgangsgr

oe korrelieren. Die so
gefundenen Gr

oen wurden den oben ermittelten Gr

oen hinzugef

ugt.
4 Modellierung der Expertenvorschl

age
Zur Modellierung der Expertenvorschl

age wurde f

ur jede der drei genannten Strategiepa-
rameter mit Hilfe des Fuzzy{ROSA{Verfahrens ein separates Teilmodell generiert. Dabei
wurden konkurrierend zueinander unterschiedliche Mengen von Prozessgr

oen als Modell-
eingangsgr

oen verwendet und die resultierenden Modellg

uten miteinander verglichen.
Nach einer kurzen Einf

uhrung in das Fuzzy{ROSA{Verfahren (Abschnitt 4.1) wird die
eingeschlagene Vorgehensweise zur Modellierung der Expertenvorschl

age am Beispiel des
Strategieparameters Anpassung der Basisprognose detailliert beschrieben (Abschnitt 4.2).
Die Modellierungsergebnisse f

ur die Gr

oe des Regelbandes und die Zusatzreserve wer-
den in den Abschnitten 4.3 und 4.4 beschrieben. In diesen Abschnitten wird aufgezeigt,
welche Anwendungsgrenzen des Fuzzy-ROSA-Verfahrens in seinem derzeitigem Entwick-
lungsstand sich bei der Behandlung des vorliegenden Anwendungsproblems zeigen. In
Abschnitt 5 werden neue methodische Ans

atze skizziert, die auf die

Uberwindung dieser
Anwendungsgrenzen abzielen.
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4.1 Das Fuzzy{ROSA{Verfahren
Die Grundidee des Fuzzy{ROSA{Verfahrens [10, 11, 12, 13, 14, 7] besteht darin, einen
Raum von Hypothesen zu spezizieren und darin enthaltene Hypothesen anhand der Da-
ten daraufhin zu testen, ob sie statistisch relevant sind und damit einen signikanten
Teilaspekt des zu modellierenden Systems beschreiben. Bei bestandenem Test [13, 15, 16]
wird die Hypothese zur Regel erhoben und mit einem Relevanzma versehen, das an-
gibt, wie gut die Regel durch die Daten gest

utzt wird. Alle so gefundenen Regeln werden
zur Regelbasis zusammengefasst, die durch nachgeschaltete Reduktionsmechanismen noch
verkleinert werden kann. Da die so generierten Regeln im Sinne des Regeltestverfahrens
relevant und damit lokal vern

unftig sind, erh

alt man auf diese Weise transparente und
interpretierbare Regelbasen. Ein wesentliches Kennzeichen des Fuzzy{ROSA{Verfahrens
ist zudem, dass damit auch generalisierende Regeln gefunden werden k

onnen. Diese Re-
geln k

onnen auch Bereiche des Eingangsdatenraumes, in denen keine Lerndaten liegen,
abdecken. Diese Generalisierungsf

ahigkeit des Verfahrens erlaubt somit auch die Ein-
satzm

oglichkeit bei unbekannten Situationen. Besonders vorteilhaft erweist sich zudem die
M

oglichkeit einer Inspektion und Bearbeitung der generierten Regeln. Dadurch k

onnen
die Experten nachtr

aglich jede einzelne Regel akzeptieren oder korrigieren, sowie weitere
Regeln hinzuf

ugen.
Der Generierungsprozess des Fuzzy{ROSA{Verfahrens ist in vier Hauptschritte unterteilt.
F

ur jeden Schritt sind unterschiedliche Strategien verf

ugbar, um die Modellierung an un-
terschiedliche Anforderungen anpassen zu k

onnen. Im ersten Schritt der Projektdenition
werden die Zugeh

origkeitsfunktionen f

ur die vorgesehenen Eingangsgr

oen des Modells
und der Ausgangsgr

oe festgelegt. Dies kann wissensbasiert, datenbasiert oder heuristisch
erfolgen [17]. Ferner wird in diesem Schritt der Hypothesenraum speziziert. Dies erfolgt
durch Einstellung der maximalen Kombinationstiefe, die die Maximalzahl der in einer
Regelpr

amisse auftretenden linguistischen Variablen quantiziert. F

ur den anschlieen-
den Schritt der Regelgenerierung kann abh

angig von der Gr

oe des Hypothesenraumes
eine komplette Suche, eine evolution

are Suche [18, 19] oder eine Kombination aus beiden
Suchstrategien gew

ahlt werden. Nach Generierung des Regelsatzes kann die Anzahl der
Regeln durch Oine{Verfahren zur Regelreduktion verringert werden [20]. Dabei k

onnen
verschiedene Anforderungen, wie zum Beispiel eine vollst

andige

Uberdeckung aller Ein-
gangssituationen, eine gleichm

aige Aussch

opfung der Daten, ein m

oglichst kleiner Mo-
dellierungsfehler oder eine m

oglichst kleine Anzahl von Regeln ber

ucksichtigt werden. Im
abschlieenden Schritt der Regelsatzanalyse und -optimierung kann das Modellierungs-
ergebnis analysiert und das Eingangs-/Ausgangsverhalten des erhaltenen Fuzzy{Modells
durch Anpassung noch freier Parameter nachoptimiert werden. Hierzu kann auch das
Verfahren zur optimierenden Koniktreduktion, eine Kombination aus Reduktion der Re-
gelanzahl und Eingangs-/Ausgangsoptimierung, angewendet werden [21, 22].
4.2 Modellierung Anpassung der Basisprognose
Zur datenbasierten Modellierung der Expertenvorschl

age zur Anpassung der Basisprogno-
se mit Hilfe des Fuzzy{ROSA{Verfahrens werden zum Vergleich unterschiedliche S

atze
von Prozessgr

oen als Eingangsgr

oen verwendet und die so generierten Fuzzy{Module
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miteinander verglichen. Die Zugeh

origkeitsfunktionen f

ur jede Eingangsvariable wird an-
hand einer Analyse der H

augkeitsverteilung, die durch Projektion der Lerndaten auf
die zur betreenden Eingangsvariablen geh

origen Koordinatenachse entsteht, bestimmt.
F

ur die eigentliche Regelgenerierung werden alle im Fuzzy{ROSA{Verfahren implemen-
tierten Hypothesentests und Regelbewertungsverfahren eingesetzt. Die Regelgenerierung
wird auf den Lerndaten vorgenommen. Zur Bewertung der Modellg

ute wird das Modell an-
hand der Validierungsdaten getestet. Dabei wird die vorhandene Datenbasis im Verh

altnis
1 : 1 zuf

allig in Lern- und Validierungsdaten aufgeteilt. Als Ma f

ur die Modellg

ute wird
der KorrelationskoeÆzient zwischen tats

achlichem Expertenvorschlag und Modellausgang
verwendet. Zur Einordnung der resultierenden Fehler wird der mittlere absolute Fehler
a (Mittelwert) bzw. b (Mittelwert) angegeben, der beschreibt, wie stark die einzelnen
Handlungsvorschl

age im Mittel vom Mittelwert dieser Handlungsvorschl

age abweichen.
Was die Wahl der unterschiedlichen Regeltest- und -bewertungsverfahren f

ur die Regel-
generierung angeht, so ergaben sich mit dem mittelwertbasierten Regeltest [15, 16] stets
die geringsten Modellfehler. Die mit diesem Test erzielten Ergebnisse zur Modellierung
der Vorschl

age der Experten a bzw. b sind in Tabelle 2 beispielhaft f

ur mehrere Modelle
angegeben, die f

ur unterschiedliche Wahl der Eingangsgr

oen erhalten wurden.
Modell
Validierungsdaten Lerndaten
MAF Korrelation MAF Korrelation
a(Mittelwert) 90.3 MW - 90.0 MW -
a(47) 10.1 MW 0.991 11.2 MW 0.994
a(29) 8.8 MW 0.994 8.6 MW 0.994
a(4) 6.20 MW 0.997 6.09 MW 0.995
a(2) 5.56 MW 0.998 5.41 MW 0.999
b(Mittelwert) 90.3 MW - 90.0 MW -
b(47) 9.52 MW 0.990 9.84 MW 0.989
b(29) 6.48 MW 0.992 6.41 MW 0.991
b(4) 4.60 MW 0.994 4.43 MW 0.993
b(2) 2.98 MW 0.997 2.95 MW 0.999
Tabelle 2: Modellierungsergebnisse zur Anpassung der Basisprognose f

ur unterschiedlich
ausgew

ahlte Modelleingangsgr

oen
Die mit a(47) und b(47) gekennzeichneten Modelle verwenden alle urspr

unglichen 47 Pro-
zessgr

oen, w

ahrend sich die Modelle a(29) und b(29) auf den Satz von Eingangsgr

oen
beziehen, der sich durch Reduktion gem

a Abschnitt 3.2 ergibt. Dabei wurden f

ur alle
diese Modelle nur Regeln zugelassen, deren Pr

amissen jeweils nur maximal zwei der Ein-
gangsgr

oen ber

ucksichtigen. Die Modelle a(4) und b(4) beziehen sich jeweils nur noch
auf Eingangsgr

oen, die durch datenbasierte Komplexit

atsreduktion nach [9] aus den obi-
gen 29 Eingangsgr

oen ausgew

ahlt wurden. In diesem Fall erlaubte die vergleichsweise
geringere Anzahl von Eingangsgr

oen die Ber

ucksichtigung von jeweils maximal vier Ein-
gangsgr

oen in den Regelpr

amissen.
Die Modelle a(2) und b(2) schlielich st

utzen sich auf nur noch zwei Eingangsgr

oen. Die-
se wurden so gefunden, dass der obige Satz von vier Eingangsgr

oen durch Hinzuf

ugung
9
abgeleiteter Gr

oen in Form von Dierenzen aus einigen der 47 urspr

unglichen Gr

oen
zun

achst vergr

oert und anschlieend durch Anwendung des Verfahrens zur datenbasier-
ten Komplexit

atsreduktion reduziert wurde. Obwohl die resultierenden Modelle sich nur
noch auf zwei Eingangsgr

oen st

utzen weisen sie den geringsten Modellfehler auf. Dies
unterstreicht die

uberragende Bedeutung, die der Auswahl bzw. Bildung relevanter Ein-
gangsgr

oen zukommt. Die Qualit

at der Modelle a(2) und b(2), die mit nur noch 24
bzw. 34 Regeln eine deutlich kleinere Regelbasis als die Modelle aufweisen, die bei Ver-
wendung von mehr als zwei Eingangsgr

oen erhalten wurden, wird durch Abbildung 2
unterstrichen. Dargestellt sind analog zu Abbildung 1 f

ur die nach steigenden Werten der
Expertenvorschl

age sortierten Datens

atzen die Ausgangsgr

oenwerte des Modells und die
zugeh

origen Expertenvorschl

age. Ebenso wie Tabelle 2 zeigt auch dieses Bild, dass das
Modell b(2) die Vorschl

age des Experten b noch besser als das Modell a(2) die Vorschl

age
des Experten a wiedergibt.
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Abbildung 2: Modellierungsergebnisse zur Anpassung der Basisprognose f

ur die Experten
a und b (links bzw. rechts)
Da sich die Vorschl

age beider Experten auf den gleichen Sachverhalt beziehen, ist der
Schluss naheliegend, dass das Modell a(2) im Vergleich zum Modell b(2) deshalb einen
gr

oeren Modellierungsfehler aufweist, weil die Vorschl

age des Experten a gr

oere Zufalls-
anteile als die des Experten b enthalten.
Aus dieser Beobachtung l

asst sich die Feststellung ableiten, dass der Modellfehler allein
zur Bewertung eines Modells nicht ausreicht. Vielmehr interessiert neben einer guten

Ubereinstimmung zwischen Modellausgang und Lern{ bzw. Validierungsdaten auch ein
ausreichend glattes Modellverhalten: Kleine

Anderungen der Eingangssituationen sollen
nicht zu unplausibel groen

Anderungen des Ausgangsgr

oenwerts f

uhren. Wenn ein im
Hinblick auf den Modellfehler inkorrekt erscheinendes Modell in diesem Sinne glatter ist,
als es die Lerndaten sind, hat man einen Hinweis darauf, dass das Modell tats

achlich
korrekter als die Lerndaten ist.
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4.3 Modellierung Gr

oe des Regelbandes
Analog zur obigen Vorgehensweise wird auch die Modellierung der Handlungsvorschl

age
zur Gr

oe des Regelbandes f

ur stufenweise reduzierte Anzahlen von verwendeten Pro-
zessgr

oen durchgef

uhrt. Wegen der geringeren KorrelationskoeÆzienten (Abschnitt 3.1)
wurden jedoch hier die Daten im Verh

altnis 2:1 (statt 1:1) zuf

allig in Lern- und Validie-
rungsdaten aufgeteilt.
Modell
Validierungsdaten Lerndaten
MAF Korrelation MAF Korrelation
a(Mittelwert) 15.1 MW - 15.2 MW -
a(47) 10.4 MW 0.724 10.1 MW 0.774
a(29) 7.05 MW 0.884 7.13 MW 0.877
a(7) 10.1 MW 0.78 8.11 MW 0.89
b(Mittelwert) 13.0 MW - 12.9 MW -
b(47) 10.53 MW 0.691 11.2 MW 0.714
b(29) 7.42 MW 0.861 6.09 MW 0.854
b(7) 4.9 MW 0.94 2.15 MW 0.98
Tabelle 3: Modellierungsergebnisse zu Gr

oe des Regelbandes f

ur unterschiedlich gew

ahlte
Modellierungsgr

oen
Analog zu Tabelle 2 sind die erzielten Modellierungsergebnisse bez

uglich der Handlungs-
vorschl

age der Experten a und b in Tabelle 3 zusammengefasst. Die Modelle a(47) und
b(47) verwenden wieder alle urspr

unglichen 47 Prozessgr

oen, die Modelle a(29) bzw.
b(29) alle nach der Reduzierung gem

a Abschnitt 3.2 verbliebenen Prozessgr

oen. F

ur
beide F

alle wurden wiederum nur Regeln mit Ber

ucksichtigung von maximal zwei Ein-
gangsgr

oen zugelassen. Ausgehend von den 29 Gr

oen wurden mittels datenbasierter
Komplexit

atsreduktion jeweils die 7 relevantesten selektiert. Dabei wurden f

ur beide Ex-
perten dieselben Einussgr

oen gefunden. Diese geringe Anzahl von Gr

oen erlaubte es,
in den Regelpr

amissen f

ur die Regeln der Modelle a(7) und b(7) maximal vier Eingangs-
gr

oen zuzulassen. Die generierten Regels

atze wurden unter Verwendung der Lerndaten
mit Hilfe der optimierenden Koniktreduktion [21] optimiert. Dabei ergibt sich f

ur den
Experten b eine Verringerung des mittleren betraglichen Modellfehlers (MAF) um 25%
auf den Lerndaten, sowie eine Verbesserung um 20% auf den Validierungsdaten (Mo-
dell b(7)). F

ur Experte a ergibt sich f

ur Modell a(7) im Vergleich zu Modell a(29) eine
verminderte Modellgenauigkeit, die auch mit der optimierenden Koniktreduktion nicht
nennenswert verbessert werden konnte. Dies deutet darauf hin, dass die Reduktion auf
7 Prozessgr

oen zu weit gehend ist. Abbildung 3 visualisiert die Qualit

at der erhaltenen
Modelle a(7) und b(7).
Insgesamt zeigt sich, dass die Handlungsvorschl

age beider Experten akzeptabel modelliert
werden. Obwohl f

ur den Experten b wesentlich geringere Modellfehler erzielt werden als
f

ur den Experten a, zeigt Abbildung 3 f

ur beide Experten eine

ahnlich groe Streuung der
Modellvorschl

age. Hier ist jedoch zu ber

ucksichtigen, dass die Vorschl

age des Experten
b den geringeren Wertebereich von 40 MW bis 90 MW im Wesentlichen durch nur drei
diskrete Werte abdecken. Demgegen

uber verteilen sich die Vorschl

age des Experten a in
dem gr

oeren Bereich von 30 MW bis 120 MW auf 10 Werte, d. h. sie sind dierenzierter.
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Abbildung 3: Modellierungsergebnisse zu Gr

oe des Regelbandes f

ur die Experten a und
b (links bzw. rechts)
Des Weiteren f

allt auf, dass die generierten Fuzzy{Modelle h

aug auch Werte empfehlen,
die zwischen den Expertenvorschl

agen liegen, d. h., dass hierf

ur keine Lerndaten vor-
handen sind. Verantwortlich f

ur diesen Eekt ist der zur Regelgenerierung verwendete
mittelwertbasierte Regeltest [23, 24]. Dieser Test wurde zur Kompromissbildung im Sinne
eines minimalen mittleren quadratischen Modellierungsfehlers bei stark streuenden Aus-
gangswerten f

ur

ahnliche Eingangssituationen konzipiert. Wegen der hier vorliegenden
teilweise sehr ausgepr

agten Widerspr

uchlichkeit f

uhrt dieser Test jedoch vielfach insofern
zu inad

aquaten Ergebnissen, als dass die resultierenden Empfehlungen der Regeln sich
stark von den in den Daten enthaltenen Werten entfernen.
Wird die Regelgenerierung unter Verwendung der kondenten Treerquote [15, 16] als Re-
geltest wiederholt, der in einer mehrdeutigen Situationen denjenigen Expertenvorschlag
herausstellt, der am h

augsten in den Lerndaten vertreten ist, so zeigen sich ebenfalls An-
wendungsgrenzen des Fuzzy{ROSA{Verfahrens in seiner derzeitigen Form bei Vorliegen
stark widerspr

uchlicher Daten. Aufgrund der starken Au

acherung der Ausgangsgr

oen-
werte bei

ahnlichen Eingangssituationen stehen h

aug nicht mehr ausreichend viele Daten
zur statistischen Absicherung der Regeln zur Verf

ugung, so dass zur Modellierung f

ur diese
Situationen u. U. keine Regeln gefunden werden.
4.4 Modellierung Zusatzreserve
Zur Modellierung der Handlungsvorschl

age zur Zusatzeserve wurde zun

achst, analog wie
oben f

ur die Anpassung der Basisprognose beschrieben, vorgegangen. Tabelle 4 zeigt die
erhaltenen Ergebnisse.
Die aufgelisteten Modelltypen beziehen sich mit einer Ausnahme auf dieselben Prozess-
gr

oen. Abweichend davon werden bei Modell a(21) als Eingangsgr

oen nicht die o. a.
zus

atzlich generierten Gr

oen, n

amlich die Soll{Istwert{Dierenzen und der Leistungs-
gradient, verwendet. Diese sekund

aren Gr

oen wurden erst wieder bei den Modellen
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Modell
Validierungsdaten Lerndaten
MAF Korrelation MAF Korrelation
a(Mittelwert) 134.7 MW - 134.8 MW -
a(47) 119.4 MW 0.463 113,8 MW 0.502
a(21) 89.1 MW 0.725 87.9 MW 0.762
a(29) 59.3 MW 0.863 55.3 MW 0.894
a(10) 57.1 MW 0.872 52.9 MW 0.903
b(Mittelwert) 89.3 MW - 89.4 MW -
b(47) 81.8 MW 0.581 77.2 MW 0.637
b(29) 58.2 MW 0.775 52.0 MW 0.849
b(10) 32.7 MW 0.868 31.3 MW 0.895
Tabelle 4: Modellierungsergebnisse zu Zusatzreserve f

ur unterschiedliche gew

ahlte Model-
lierungsgr

oen
a(29) und a(10) verwende. Die dadurch bewirkte deutliche Verringerung des Modell-
fehlers belegt die N

utzlichkeit der Generierung sekund

arer Gr

oen aus den prim

ar ge-
gebenen Gr

oen. Ausgehend von den 29 Prozessgr

oen wurden durch die datenbasierte
Komplexit

atsreduktion 10 Gr

oen selektiert. Dabei ergaben sich hier im Gegensatz zu den
oben beschriebenen Modellierungen f

ur die Experten unterschiedliche Prozessgr

oen und
auch deutlich geringere Unterschiede im Relevanzma. Die zugeh

origen Modelle a(10) und
b(10) wurden unter Verwendung des mittelwertbasierten Regeltests mit einer maximalen
Kombinationstiefe von vier generiert.
Die Modelle a(10) und b(10) weisen den geringsten Modellfehler auf. Gegen

uber den Feh-
lern (a(Mittelwert) bzw. b(Mittelwert)) ist der Modellfehler auf 50% bzw. 30% reduziert.
Die Genauigkeit der Modelle wird allerdings f

ur beide Experten auch hier durch star-
ke Mehrdeutigkeiten bzw. Widerspr

uchlichkeiten in den Daten beeintr

achtigt. M

ogliche
Ursachen daf

ur, dass die Experten f

ur vergleichbare Kraftwerkssituationen stark unter-
schiedliche Handlungsvorschl

age machen, sind, dass
 die Strategieparameter Gr

oe des Regelbandes und Zusatzreserve nicht voneinander
unabh

angig sind und sich gegenseitig bedingen,
 in die Handlungsvorschl

age Expertenwissen und in den Daten nicht enthaltene Fak-
ten eingingen.
Als ein ad hoc Ansatz zur besseren Beherrschung der hier vorliegenden stark wider-
spr

uchlichen Daten wurden f

ur die Modellierung nur diejenigen Prozesssituationen ber

uck-
sichtigt, bei denen die Reserve{Empfehlungen beider Experten um weniger als 60 MW
voneinander abweichen, die Experten sich also weitgehend
"
einig\ waren. Zu jeder die-
ser Prozesssituationen wurde der Mittelwert der beiden Expertenvorschl

age gebildet und
als Ausgangsgr

oe f

ur ein Mittelwertmodell ab gew

ahlt. Auf Grundlage von 7 selektier-
ten Einussgr

oen wurde die Regelsuche auch hier mit Kombinationstiefe vier mit dem
mittelwertbasierten Regeltest durchgef

uhrt. Das generierte Modell enth

alt ca. 400 Regeln
und liefert einen mittleren betraglichen Fehler von 41 MW auf Trainings- und 44 MW auf
Validierungsdaten.
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Abbildung 4: Modellierungsergebnisse zur Zusatzreserve f

ur das Mittelwertmodell ab(7)
auf Lern{ und Validierungsdaten (links bzw. rechts)
Eine Regelsatzoptimierung mit der optimierenden Koniktreduktion auf den Lerndaten
reduzierte die Regelanzahl auf 65. Dabei wurde der Modellfehler auf den Lerndaten dras-
tisch auf 26 MW verringert und eine Korrelation von 0,96 zwischen Lerndaten und Aus-
gangswerten des Fuzzy{Modells erreicht. Bez

uglich der Validierungsdaten liefert der so
optimierte Regelsatz lediglich eine geringf

ugige Verringerung des Modellfehlers auf 41
MW, bei einer Korrelation von 0,91. Dieser Unterschied der Verbesserungen f

ur Lern-
und Validierungsdaten deutet entweder auf Overtting oder auf eine ungen

ugende Ab-
deckung des Eingangsraumes durch die Lerndaten mit der Folge einer nicht ausreichend
guten Generalisierungsf

ahigkeit des generierten Regelsatzes hin.
Die aus Abbildung 4 ersichtliche Modellierungsg

ute kann nur als akzeptabel eingestuft
werden. Es zeigt sich, dass der aus den gemittelten Handlungsvorschl

agen generierte Da-
tensatz noch nennenswerte Mehrdeutigkeiten bzw. Widerspr

uchlichkeiten aufweist, so dass
f

ur einige Situationen keine statistisch relevanten Regeln gefunden werden konnten. In die-
sen Situationen wird der Handlungsvorschlag 0 MW ausgegeben. Damit wird nochmals
die Notwendigkeit zur vereinheitlichten Handhabung mehrdeutiger Daten im Sinne des in
Abschnitt 4.3 skizzierten Konzepts unterstrichen.
5 Schlussfolgerungen und Perspektiven f

ur methodi-
sche Weiterentwicklungen
Diese Arbeit verfolgte das Ziel, das Fuzzy{ROSA{Verfahren zur datenbasierten Regel-
generierung am Beispiel des komplexen Anwendungsproblems der situationsbezogenen
Generierung von Entscheidungsregeln f

ur die Kraftwerksf

uhrung einzusetzen. Dabei soll-
ten die Leistungsf

ahigkeit des Verfahrens erprobt, Anwendungsgrenzen aufgezeigt und ggf.
Ans

atze f

ur methodische Weiterentwicklungen zur

Uberwindung der Anwendungsgrenzen
entwickelt werden.
Als erstes Ergebnis wurde gefunden, dass es wegen vorher nicht bekannter Eigenarten
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des Kraftwerksf

uhrungssystems sinnvoll ist, das urspr

ungliche Konzept zur Generierung
der Entscheidungsregeln zu modizieren: Statt es auf eine Prozessbewertung mit Hilfe
eines G

utemaes zu st

utzen, erschien der Weg gangbarer, die Tatsache auszunutzen, dass
Prozessexperten aufgrund langj

ahriger Erfahrungen in der Lage sind, situationsabh

angige
Vorschl

age zur Adaption von Strategieparametern zu machen und so erhobene Daten dann
mit dem Fuzzy{ROSA{Verfahren zu modellieren.
Dabei wurde festgestellt, dass man in den F

allen, wo die zu modellierenden Daten kei-
ne ausgepr

agten Mehrdeutigkeiten/Widerspr

uchlichkeiten aufweisen, mit Standardeinstel-
lungen des Fuzzy{ROSA{Verfahrens, d. h. ohne aufwendige interaktive Eingrie, sehr gute
Modellierungsergebnisse erh

alt.
Zugleich zeigte sich aber, dass die Auswahl relevanter Eingangsgr

oen f

ur die Modellie-
rung von entscheidender Bedeutung ist: Den Prozessexperten wurde als Entscheidungs-
grundlage eine Vielzahl von Prozessgr

oen pr

asentiert. Es war nicht vorab bekannt und
deshalb aus den Daten zu schlieen, welche dieser Gr

oen die Experten tats

achlich nut-
zen, und dar

uber hinaus, ob sie auf die Momentanwerte dieser Gr

oen, auf ihren bishe-
rigen Zeitverlauf oder ggf. auch auf neue Gr

oen reagieren, die durch Kombination der
urspr

unglichen Gr

oen abgeleitet worden sind. Zur Auswahl relevanter und nicht redun-
danter Gr

oen wurde hier das in [9] vorgeschlagene Verfahren eingesetzt. In seinem der-
zeitigen Entwicklungsstand arbeitet es allerdings so, dass sich die Relevanzanalyse jeweils
nur auf Einzelgr

oen bezieht. In den hier behandelten Beispielen hat sich aber gezeigt,
dass es w

unschenswert ist, auch das Zusammenspiel mehrerer Gr

oen zu ber

ucksichtigen.
Es erscheint daher lohnend, existierende Verfahren wie [9] mit folgender Zielrichtung zu
erweitern: Aus eine gegebenen Menge von Prozessgr

oen ist eine m

oglichst nicht zu um-
fangreiche Teilmenge von Prozessgr

oen auszusondern, die insgesamt f

ur die intendierte
Modellierung eine hohe Relevanz besitzt. Ein solches Verfahren liee sich organisch dahin-
gehend erweitern, dass aus den prim

ar gegebenen Prozessgr

oen durch Verkn

upfungen,
wie Summen-, Dierenz-, Produkt- und Quotientenbildungen, neue Gr

oen gebildet und
dem prim

ar gegebenen Satz hinzugef

ugt werden. So lieen sich S

atze von relevanten Pro-
zessgr

oen nden, die neben den urspr

unglichen Prozessgr

oen auch daraus abgeleitete
Gr

oen enthalten.
Weiterhin wurde die Notwendigkeit erkannt,

uber ein Ma zu verf

ugen, mit dem die
Glattheit mehrdimensionaler Wirkungszusammenh

ange bewertet werden kann. Damit
kann man vor Beginn der eigentlichen Modellierung die Daten bewerten und ggf. selek-
tiv gl

atten. Ebenso kann man damit die resultierenden Modelle bewerten: So k

onnte von
zwei konkurrierenden Modellen dasjenige vorzuziehen sein, das zwar einen etwas gr

oe-
ren Modellfehler, daf

ur aber ein glatteres Verhalten zeigt. Denn wenn man die Modell-
ausgangsgr

oe wie hier f

ur situationsabh

angige Prozesseingrie nutzen will, ist ein Modell
unerw

unscht, das zu stark variierenden, schnell aufeinander folgenden Prozesseingrien
f

uhrt. Noch zwingender ist die Forderung nach einem glatten Modellverhalten, wenn das
Modell zur Prozessbewertung als Grundlage f

ur eine nachgeschaltete Optimierung dient.
Insbesondere kann damit vermieden werden, dass die Optimierung in die falsche Richtung
l

auft. Ein erster Vorschlag zur Entwicklung eines Glattheitsmaes wird in [25] vorgestellt.
Bei der Modellierung der Expertenvorschl

age hinsichtlich der Strategieparameter Gr

oe
des Regelbandes und Zusatzreserve zeigten sich Anwendungsgrenzen des Fuzzy{ROSA{
Verfahrens in seinem derzeitigen Entwicklungsstand, weil die Daten in diesen F

allen aus-
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gepr

agte Widerspr

uchlichkeiten/Mehrdeutigkeiten aufweisen. Wenn diese auf St

orungen
zur

uckzuf

uhren sind, kann man sie vor der eigentlichen Modellierung geeignet gl

atten
oder bei der Modellierung mit dem Fuzzy{ROSA{Verfahren den eigens f

ur diese F

alle
entwickelten mittelwertbasierten Test einsetzen. Auf beiden Wegen werden aber die in
den Daten vorhandenen Widerspr

uchlichkeiten/Mehrdeutigkeiten durch eine mehr oder
minder transparente Kompromissbildung aufgel

ost. Dies ist inad

aquat, wenn in der be-
treenden Anwendung unterschiedliche Entscheidungen bei gleichen Eingangssituationen
korrekt, Kompromisswerte aber nicht akzeptabel sind.
Zur besseren Beherrschung von Mehrdeutigkeiten/Widerspr

uchlichkeiten in den Daten
wurde das Konzept der impliziten Modellierung entwickelt [26]. Damit wird in einem
ersten Modellierungsschritt ein sogenanntes implizites Modell erzeugt, das die Vertei-
lung der Lerndaten im Eingangs{Ausgangsraum beschreibt. Hierbei ist entscheidend, dass
die Aufstellung des impliziten Modells durch etwaige Mehrdeutigkeiten/Widerspr

uchlich-
keiten in den Daten nicht tangiert wird, da der Zusammenhang, den das implizite Mo-
dell zu beschreiben hat, stets eindeutig ist. In den Daten vorhandene Widerspr

uchlich-
keiten/Mehrdeutigkeiten behindern also die Aufstellung des impliziten Modells nicht, son-
dern werden von diesem erfasst. Hierauf aufsetzend werden die Mehrdeutigkeiten/Wider-
spr

uchlichkeiten in einem zweiten Modellierungsschritt durch Wahl einer geeigneten De-
fuzzizierungseinrichtung situationsgerecht aufgel

ost. Dabei ist entscheidend, dass diese
Wahl einer geeigneten Defuzzizierung erst nach erfolgter Erstellung des impliziten Mo-
dells erfolgen muss. Dies erm

oglicht auch das Ausprobieren von Varianten, ohne dass
eine neue Modellierung erforderlich w

are. Schlielich hat sich hier gezeigt, dass die mit
herk

ommlichen Defuzzizierungsverfahren erzielbaren Ergebnisse in bestimmten Situa-
tionen nicht mit der Entscheidung von Prozessexperten

ubereinstimmen. Dies gab den
Ansto zur Weiterentwicklung des Defuzzizierungsverfahrens auf der Basis des Infe-
renzlters in dem Sinne, dass situationsabh

angig automatisch entschieden wird, ob eine
Au

osung von Mehrdeutigkeiten/Widerspr

uchlichkeiten eher im Sinne eines Kompromis-
ses oder einer Entscheidung als angemessener erscheint [26].
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