Over the past 10 years there has been tremendous success in the area of computational protein design. Protein design software has been used to stabilize proteins, solubilize membrane proteins, design intermolecular interactions, and design new protein structures. A key motivation for these studies is that they test our understanding of protein energetics and structure. De novo design of novel structures is a particularly rigorous test because the protein backbone must be designed in addition to the amino acid side chains. A priori it is not guaranteed that the target backbone is even designable. To address this issue, researchers have developed a variety of methods for generating protein-like scaffolds and for optimizing the protein backbone in conjunction with the amino acid sequence. These protocols have been used to design proteins from scratch and to explore sequence space for naturally occurring protein folds.
INTRODUCTION
Ultimately, one would like to use protein design methodology to create never-before-seen proteins that have valuable applications in medicine, research, and industrial processes. Because a protein's function is determined by its structure, learning how to create proteins of predefined structure is a key step in this process. The first successes in protein design were based on manual inspection and heuristics gleaned from examining naturally occurring proteins (10, 63). It was noticed early on that many of these designs differed from naturally occurring proteins in that they did not contain well-packed side chains in their interior. To address this problem, computational procedures were developed for searching for amino acid sequences that could pack well on a target protein backbone. These algorithms have been successful and have been used to stabilize proteins, solubilize membrane proteins, redesign protein-protein interactions, create new enzymes, and design novel protein structures (6, 15, 35, 50, 72) .
In most cases, computational design has been used to redesign already-existing proteins. This is an important problem and novel functional proteins have been created with this approach (15, 47) , but in the long run it will be advantageous to create proteins of arbitrary shape. Designing novel protein structures is intrinsically more difficult than protein redesign because a priori it is not known if the target structure is designable. In the recent design of a protein with a novel α/β-fold, it was found that most putative scaffolds could not be designed with packing energies comparable to those observed for naturally occurring proteins (35) . Traditionally, protein design has been considered the reverse of protein structure prediction. It now appears that success in protein design is closely tied to methods in protein structure prediction. Protocols for low-resolution structure prediction can be used to generate good starting structures for design, and methods for highresolution structure refinement can be combined with sequence optimization protocols to search for low-energy sequence/structure combinations. Here, we divide de novo protein design into three steps: (a) generating the design scaffold, (b) finding low-energy sequences for that scaffold, and (c) coupling sequence design with backbone optimization. mimics many of the defining characteristics of naturally occurring proteins. Backbone polar groups should be primarily hydrogen bonding with other backbone groups, the backbone torsion angles should occupy the allowed regions of the Ramachandran plot, and the spacing between units of secondary structure should be set to allow for tight packing between amino acid side chains. Here, we summarize the various approaches that have been used to solve this problem.
Perhaps the most straightforward target structures are small units of protein secondary structure. Idealized α-helices and β-strands can be assembled by picking phi and psi angles from the appropriate region of the Ramachandran plot. Many studies have looked at β-hairpin design (37) . The turn residues are often modeled in one of the four canonical turn types (I, I , II, or II ) that are specified by established patterns of phi and psi angles (69) . Once the initial model of the hairpin is built, the backbone torsion angles in the two strands and the turn are often varied to optimize the hydrogen bonding between the two strands. Generally, this requires only small perturbations in phi and psi angles, and optimization can be performed with gradientbased minimization techniques.
For target structures that contain several segments of secondary structure, it is necessary to specify the spacing between the segments and the loops that connect them. In cases in which the target fold resembles a naturally occurring protein, one approach is to superimpose idealized segments of secondary structure onto examples of the naturally occurring fold. DeGrado and coworkers (46) have shown that the backbone structures of many metalloproteins can be reconstructed with idealized helices and hairpins and that the best structural alignments deviate from the naturally occurring structure by less than 1 A rmsd. In many cases the target folds are symmetric and under such circumstances the design template can be defined with few parameters. Many four-helix bundle proteins can be described by a 222-symmetrical arrangermsd: root mean square deviation ment of equivalent helices that allows the entire protein backbone (minus any connecting loops) to be defined by six adjustable parameters: three values to specify the displacement of the helical monomer and three to specify its orientation (79) . A variety of four-helix diiron proteins can be rebuilt with idealized helices to less than 1.5Å rmsd by optimizing only these six parameters (76) . The values taken from all the superpositions can be used to construct a consensus four-helix bundle protein, or they could be used to create a large set of four-helix bundle templates. Large sets of design templates become especially useful when the design target includes a bound ligand and it is expected that many of the templates will not support amino acid side chains that can make low-energy contacts with the ligand. Degrado and coworkers (4) recently published a review of the diiron proteins they have designed from idealized models of fourhelix bundles.
Coiled-coils are special because an analytic expression can be used to describe their allowed geometries. This property of coiledcoils was first explored by Francis Crick (7) and more recently has been used to design coiled-coils (19, 20) and predict the effects of mutations on coiled-coil stability (26). In these cases, backbone parameterization was used to build the starting scaffold as well as vary the backbone position during the simulation (see below).
The geometric properties of β-sheets and β-barrels are also well established (40, 41, 53, 54) and were recently used in the design of an idealized α/β-barrel protein (55) . First, the overall geometry of the β-barrel was specified by setting the radius of the barrel and the tilt of each strand relative to an axis running through the center of the barrel. Second, the β-strands were optimized with a conjugate gradient minimization protocol to remove clashes and improve hydrogen bonding between the strands. Helices were placed outside of the barrel by using five geometric parameters that were determined by examining naturally occurring TIM barrels as
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PDB: protein data bank well as requiring that the helices connect to the strands with turn motifs commonly found in naturally occurring TIM barrels. The single backbone generated with this protocol was then used as the template for the sequence optimization program, ORBIT.
Building Starting Structures with Rosetta
Most of the template-building procedures described so far are hierarchical in nature. Starting from idealized segments of secondary structure, the template is built by orienting these segments and then connecting them with the appropriate sized loops. This approach works especially well for symmetric structures in which the segments can be connected with well-characterized loop motifs. However, when the target structure becomes more irregular, it is no longer straightforward to connect the various secondary structure segments. One possibility is to design each loop separately by searching for loops from the Protein Data Bank (PDB) that could connect the segments (36) . However, in many cases it may not be possible to find such a loop, or often a loop can be found but does not interact well with the rest of the protein. Because loops are often an integral part of the protein structure and contribute residues to the protein core, it may not be best to build them after the fact. Ideally, loop structures should be optimized when the rest of the protein structure is built. One set of tools that build structures in their entirety are the various programs and algorithms that have been developed for protein structure prediction. The Baker laboratory recently used the structure prediction program Rosetta to build the starting template for the design of a novel α/β protein called Top7 (35) .
The Rosetta program was developed initially for de novo structure prediction (64, 70) . It builds structures from nine-and threeresidue fragments taken from the PDB. Using a Monte Carlo optimization procedure assembles fragments into structures that maximize hydrophobic burial and satisfy the hydrogenbonding potential of β-strands. For de novo structure prediction the fragments are picked using the query sequence and its predicted secondary structure. For protein design there is no query sequence, but the fragments can be picked using the desired secondary structure at each residue position. In some cases it may not be clear where one element of secondary structure should begin and another should end; in these cases fragments can be picked for each type of possible secondary structure. Approximately 25 fragments are considered for each nine-or three-residue segment. Distance constraints can be used to direct the fragment assembly toward a target fold. To create starting structures for Top7, short-rangedistance constraints (<4Å) between backbone nitrogens and carbonyl oxygens were used to specify strand pairing as well as strand register. Interestingly, although the target fold contained two β/α/β-motifs, no constraints were needed to force the helices to the intended side of the interface. Because almost all β/α/β-motifs in nature are right-handed, the fragments used to connect the strands to the helices were already biased to form the desired right-handed connections. In general, by building backbones from small pieces of naturally occurring proteins, it is ensured that most of the local structural motifs in the target structure will be designable.
In addition to terms for hydrogen bonding and hydrophobic burial, the Rosetta scoring function contains knowledge-based potentials that dictate strand-strand and strand-helix interactions (71) . These specify the optimal distances of interaction as well as preferred orientations. This term ensures that β-sheets have the naturally occurring righthanded twist and makes sure that there are appropriate sized spaces between the secondary structure elements to allow for hydrophobic packing. Rosetta can generate structures fairly rapidly for 100 residue proteins, and therefore this approach can be used to generate thousands of structures that adopt the target fold but do not share the same exact local or tertiary interactions. example of a β-sheet scaffold that we have built with Rosetta.
Starting Structures for the De Novo Design of Protein-Protein Interactions
Aside from the design of symmetrical helical bundle proteins, the de novo design of protein-protein interactions is largely an unsolved problem. Building starting complexes that are set up for making tight interactions between monomers is an important step toward solving this problem. Toward this end, the Mayo laboratory has adopted a fast Fourier transform-based docking algorithm for protein design (23). Side chains on the surfaces of the proteins are represented in a sequence-independent fashion as spheres that approximate the average size of an average To test the protocol, 121 naturally occurring homodimers were split apart, reoriented, and docked with simplified side chains. Forty-five of the models had less than 1Å rmsd relative to the native structure. It is anticipated that other docking algorithms will also be useful for protein interface design (73), including protocols that use Monte Carlo optimization.
STEP 2: DESIGNING A SEQUENCE FOR A FIXED PROTEIN BACKBONE
Identifying low-energy sequences for a target protein backbone is the central problem of protein design, and many laboratories have developed computational procedures for solving this problem. All of these programs share two common components: (a) an energy function for evaluating the favorability of a particular sequence for a particular structure and (b) a procedure for searching for low-energy sequences. The common energy functions and search protocols for protein design have been reviewed previously (17, 24, 51, 56, 58, 77a, 78).
Energy Functions
In general, protein design energy functions are constructed to favor close packing between amino acids, satisfy hydrogen-bonding potential, partition hydrophobic amino acids to the core of a protein and polar amino acids to the surface, and favor low-energy torsion angles. Packing is often evaluated with a Lennard-Jones (LJ) potential. The attractive portion of the LJ potential models van der Waals forces and draws atoms near each other. The repulsive portion of the potential ensures that the atoms do not become too close. Because protein design simulations are often performed with rigid protein backbones and limited side chain flexibility, it is common to dampen the repulsion term. This can be achieved by reducing the radius of the atoms or by explicitly weakening the repulsive portion of the LJ potential (9, 47, 60). The second approach is probably preferable because the location of the most favorable distance between the two atoms is not perturbed. Instead of using an LJ potential to model packing interactions, Liang & Grishin (43, 44) used a grid-based approach to explicitly determine contacting surface areas (favorable) and the volume of atomic overlaps (unfavorable). This approach performed better than a LJ potential did in a side chain prediction test. Side chain torsion energies are typically evaluated using molecular mechanics potentials or are derived from the probability of observing a particular side chain conformation in the PDB (14) . Hydrogen bonds are generally scored with an explicit hydrogenbonding term or are accounted for by an electrostatics potential (17, 31). One limitation of the electrostatics-based approach is that it does not correctly predict the orientational dependence of hydrogen bonds (52) . A variety of approaches have been used to model electrostatics. These include Coulomb potentials with a distance-dependent dielectric or an environment-dependent dielectric, the electrostatic term from the generalized Born model, a modified Tanford-Kirkwood model, and amino acid pair potentials derived from the PDB (21, 59, 71, 81) .
A solvation term is required to disfavor placing polar amino acids in the core of a protein. However, because polar amino acids are not uniformly restricted from protein interiors, this term must not overwhelm other terms in the energy function. In particular, the relative strengths of desolvation energies and hydrogen-bonding energies determine how many polar amino acids are placed in the core during a design simulation. Two general types of solvation models are currently in use: empirically derived potentials and continuum potentials based on the finite difference Poisson-Boltzmann equation (FDPB) 
Search Protocols
The number of possible sequences for only a 50-residue protein is enormous, and therefore a rapid optimization protocol must be used for efficiently scanning through this space. One important simplification that most protein designers use is to consider only amino acids in a limited set of most-preferred side chain conformations called rotamers (14, 49, 61) . A wide variety of methods have been used to pack side chain rotamers on a protein backbone. They can be broadly divided into stochastic and deterministic models. Deterministic searches including dead-end elimination and self-consistent mean-field models, in some manner, account for the entire search space. Dead-end elimination, if converged, guarantees the global optimal solution for the model (13, 16, 48) . Selfconsistent mean-field calculations can return the relative preference of each amino acid at each sequence position (27, 29). Stochastic searches, which include genetic algorithms and Monte Carlo searches, "walk" through search space to find optimal solutions (11). Although stochastic searches do not necessarily return a global optimum, they can be considerably faster than their deterministic counterparts for large search problems. Recent results from Pokala & Handel suggest that in many cases Monte Carlo searches will converge results similar to those obtained with dead-end elimination (60) . The speed of the rotamer search becomes most critical if one wants to couple sequence optimization with backbone optimization.
Results in Fixed Backbone Design
Studies from a variety of laboratories suggest that sequence optimization protocols are good if presented with a designable protein backbone. The first landmark success in this regard was the computational design of a new sequence that adopts the zinc-finger fold (8).
Since then computational design has been used to design new sequences for α-, β-, and α/β-proteins (34). In many cases the designed sequence resembles the wild-type sequence, in effect suggesting that the protein backbone has "remembered" the wild-type sequence. Keating and coworkers predicted with high accuracy the effects of mutations on the stability and structure of a coiled-coil by considering alternative backbone conformations (26). The two reports of the rational design of novel proteins folds (tri-and tetrameric right-handed coiled-coils and the Top7 α/β-protein) incorporated an exploration of backbone conformational space, as did the first experimentally verified redesign of a β-sheet protein (19, 32, 35, 57) . In the construction of Top7, Kuhlman and coworkers found that the LJ energies resulting from fixed backbone designs on 173 initial backbone templates were significantly higher than the average LJ energies of the corresponding amino acids in similar environments in the PDB. Whereas, after several rounds of flexible backbone design, the energies became significantly better, with many designs having average residue energies lower than the PDB average (35) . To design novel biosensors and enzymes, Hellinga's group has found that it is advantageous to consider multiple backbone templates and alternative placements of the target ligand (15, 47 ).
An innovative use of flexible backbone design is to utilize it to explore the sequence space compatible with a particular protein fold. Larson and coworkers have built on work by Levitt in creating a "reverse BLAST" methodology to complement homology modeling of protein structures (28, 33, 38, 39) . In contrast to traditional design methodologies, which seek a small set of sequences that optimally stabilize a target structure, reverse BLASTing identifies a large number of possible sequences for templates. These sequences can then be scanned against the sequence database to search for remote homologs of the design template. The researchers found that designing over ensembles of backbone templates, centered on the native structure, significantly expands the variety of designed sequences and thus increased the breath of subsequent homology searches. Saunders & Baker (66) have used a flexible backbone design protocol in a similar manner to reproduce evolutionary relationships among protein families, again finding that flexible backbone models produce sequences corresponding to natural families better than fixed backbone designs do. Wollacott & Desjarlais (82) used design to explore potential peptide sequences (virtual interaction profiles) that likely bind a given domain. Beginning with experimental protein-peptide complexes (of PZD, SH3, and other domains), small perturbations were applied to the backbones of bound peptides and sequences were designed. The profiles compared favorably with experimental results.
Methods for Flexible Backbone Design
The published methods for flexible backbone protein design can essentially be split into two major classes: protocols explicitly separating sequence selection and backbone movement and protocols that integrate searches of both spaces into the same trajectory. The former has the advantage of being relatively fast and is easily parallelized to multiple processors, and the latter allows for energy transfer between the backbone structure and packed side chains during the design process. One method to separate design from backbone conformational searches is to generate large ensembles of closely related structures. The reverse BLAST simulations conducted by the Pande group began with a Monte Carlo exploration of local backbone conformational space to generate families of 100 template backbones, restrained such that the final backbones had 1.0Å rmsd from the original structure (38, 39) . The template structures were then individually submitted to the Genome@home distributed grid system for fixed backbone design. Given the computational limitations of distributed computing, ensemble design is an excellent tool for allowing backbone variety.
Kraemer-Pecore et al. (32) also used a structural ensemble method to redesign a WW domain, a common β-sheet fold. Again, a Monte Carlo simulation generated 30 structures within 0.3Å rmsd of the starting backbone configuration and fixed backbone design was run on each. However, in a second step, each residue position in each template structure was then mutated through the defined residue/rotamer space while the rest of each structure was held fixed in the originally designed configuration. The calculated energies were collected into a partition function expressing the probability of each residue at each position across the set of designed backbones and sequences. One of the two sequences determined by the highest probability at each position (slightly different algorithms were used to collect the partition function) was experimentally found to fold into a WW domain. Although this method separates backbone movements from design in execution, it collects energetic information from the global system. As the authors suggest, it is also a potential tool for intelligently seeding combinatorial libraries.
Rotamer library: a database of probable rotamer conformations used to efficiently explore various packing arrangements A second group of studies falling under the same umbrella (of splitting backbone motions from design steps) applied algebraic parameterization to define geometric movements of the backbone, wherein the backbone geometry (or a region thereof) is expressed as a small set of parameters, which may be varied to rapidly and systematically explore well-defined regions of conformational space. Parametric algebra has been used most thoroughly in the design of coiled-coils by applying equations described originally by Crick (7). Harbury and coworkers (19, 20, 57) designed (and experimentally verified) novel triand tetrameric right-handed coiled-coils, as well as variations of "traditional" left-handed coiled-coils. To design the right-handed coiled-coils, the helices were constructed with all possible combinations of the defined side chain/rotamer library and algebraic parameters were varied to find the optimal backbone trace for each configuration. Experimental structures of designed sequences selected for optimal stability and specificity agreed with the predicted models in atomic detail (19, 57) .
The Mayo group applied a similar method to produce various orientations of a helix in Gβ1 and then redesigned the core of the protein on the new templates holding the backbone fixed (65, 75) . NMR studies indicated that six of seven sequences tested formed wellfolded structures in solution. However, a detailed analysis of one protein designed with a highly displaced helix suggested a backbone conformation more like the native than the designed template.
The second general class of flexible backbone design methods integrates backbone optimization with sequence optimization. This may allow for more accurate representation of local relaxations but requires force field components describing backbone deformation.
Desjarlais & Handel (12) initial population of backbones by applying small phi, psi, and omega variations to the starting structure and decorating each with randomly selected residue identities and rotamers. The population evolves through several generations of recombination and mutation, with "breeding rights" of each replicant weighted by its total energy. Recombination involves exchange of sequence, rotamer, and backbone torsional information between two replicants, and mutation consists of changing residue identities, adjusting rotamers, and small alterations of backbone torsions. The genetic stage is followed by a Monte Carlo refinement including small backbone adjustments. The protocol was tested by comparing the experimental melting temperatures of 434 cro and T4 lysozyme mutants to energies of repacked structures with the same sequences. In general, it was found that the predictive capacity of rigid backbone design only approached (or slightly exceeded) that of the flexible model when the former used a much larger search of possible rotamers. However, flexible backbone design was much better at predicting rotamer conformations in mutants having backbone rmsd >0.3Å (from wild type) relative to fixed backbone design using the wild type as a template. The original Amber/OPLS force field seemed to "underconstrain" the backbone, allowing larger than expected changes in conformation, and considerably better results were achieved with a restraint potential based on root mean squared deviation. A second example of iterated flexible backbone design was used in the design of the novel globular protein, Top7. Here, the design proceeded through an iterated Monte Carlo search of both sequence and conformational space using the Rosetta program. Flexible backbone design in Rosetta works in a manner similar to that described above for building novel backbone traces in Rosetta (outlined in Figure 2) . The objective was to allow for realistic shifts in backbone conformation that are iterated with packing/design steps. The backbone motions consist of either small random perturbations of phi and psi angles of up to five contiguous residues or substitutions of small backbone regions with conformations collected from experimental structures in the PDB. The substitutions are followed by a minimization step to reduce the downstream propagation of the change. Any side chains in the protein with a higher energy (when compared with side chains before the initial perturbation) are then repacked or redesigned with optimal rotamers selected from the library. Finally, a 10-residue window surrounding the site of the initial backbone conformational change is then subject to energy minimization. The new sequence/structure is accepted or rejected according to the Metropolis criterion.
In their study of protein family homology relationships, Saunders & Baker (66) implemented a more aggressive search of conformational space to this procedure, including a melting step at the beginning, an energy term to allow for omega angle minimization, and more perturbing substitutions of backbone angles. These adjustments were advantageous for sampling the local minima in sequence/structure space.
NEGATIVE DESIGN
Negative design methods explicitly consider the energies of possible competing conformational states and tailor the optimization to identify sequences exhibiting both low energy in the target conformation and high energy in the competing conformation. These protocols have particular use in systems in which similar conformations or configurations are likely to compete in the thermal ensemble, such as interface design, where both high affinity and specificity for a particular target are desired. Several studies have demonstrated the feasibility and utility of using negative design.
Kim and coworkers (19) used a negative filter design in the creation of the right-handed coiled-coils after systematically exploring each sequence in di-, tri-, and tetrameric coiled-coil states. Sequences were selected for verification, in part, based on which showed high specificity for a particular oligomeric state. The mean energy of all sequences for each oligomeric state was calculated and specificity was determined on the basis of the relative difference between the target oligomer and the two competing conformations. DeGrado and coworkers (77) integrated negative design more directly into the search to generate diiron binding A 2 B 2 four-helix bundle proteins. They optimized the difference in energy between a desired and undesired conformation of the A 2 B 2 complex. The energy function was a simple formula that considered the number of favorable/ unfavorable electrostatic contacts from a subset of residues (either Lys or Glu). A top-scoring design was experimentally verified.
In a more complex implementation of negative design, Harvanek & Harbury (22) used a multistate approach to design several sets of two-helical sequences that formed either homo-or hetero-specific coiled-coil dimers in solution. The search was built on a genetic algorithm that simultaneously accounted for several states: the folded dimer target structure (hetero or homo), the competing dimer conformation, aggregated homodimers, and the unfolded state. The search favored sequences with optimal fitness, i.e., low energy in the first configuration and high energy in the last three states, as defined by:
where A target is the free energy of the target configuration and Ac is the free energy of the competitor states. The aggregated state was used to optimize solubility and was represented by evaluating the free energy of the folded structure in a reduced dielectric. Test sets of designs that omitted one or more of the undesired states yielded sequences that were poorer, upon visual inspection, than the full multistate calculation. The designs with the best fitness scores were synthesized and tested experimentally. Binding assays demonstrated the predicted specificity, as well as free energies of transfer between dimers that correlated well with the calculated free energies.
Jin et al. (25) used multistate design to explicitly optimize the energy gap between a target three-helix bundle structure and an ensemble of alternative structures. To make this problem computationally tractable, a simplified model of amino acid side chains was used. NMR and circular dichroism studies ANRV275-BB35-02 ARI 29 November 2005 13:54 suggest that the designed protein was well folded.
Despite the published successes of negative design, the question of the importance of using negative design to generate specificity has remained. Several studies have produced specificity using only positive design. For example, Shifman & Mayo (67) found that simply using positive design enhanced specificity of a particular calmodulin variant for myosin heavy chain. Shimaoka et al. (68) stabilized different conformations of the Mac-1 I domain using only positive design. Reina et al. (62) designed PDZ domains with significant specificity for novel target peptides.
Recently, Bolon et al. (2) have directly addressed this by comparing the stability and specificity of asymmetric dimer interfaces predicted by either negative or positive design simulations. Interface residues of the SspB dimer were redesigned asymmetrically using the ORBIT program (2). One simulation was a simple optimization of the total energy (designing for stability). The second was an optimization of the same residues while increasing the energy of the two competing homodimer configurations.
They compared the chemical unfolding curves of the AA, BB, and AB dimers, which were designed asymmetrically for either stability or specificity. The authors did indeed find that the AB complex designed for specificity was significantly more stable than the respective AA or BB complexes. However, the absolute stability was lower than the AB complex designed solely for stability.
Negative design may likely turn out to be critical in efficiently engineering specificity into systems with obvious and similar competing states. However, when the alternative states are not clear or closely related, such as the design of globular proteins, positive design may often be sufficient (35) . In addition, as Bolon et al. (2) note, "[p]erhaps the greatest challenge in negative design is to model accurately the energetic effects of destabilizing mutations in competing states that likely involve conformational relaxation."
UNSOLVED PROBLEMS IN COMPUTER-BASED DE NOVO PROTEIN DESIGN
Although the progress of rational computational protein design has been encouraging, several major challenges remain. A significant advance would be the design of novel protein-protein or protein-DNA interfaces. The former case should, intuitively, be within the grasp of current models, given the successes of protein design. Indeed, steps have been taken in the design of interfaces (30). However, the holy grail remains the design of a protein that will bind to a naturally occurring target protein. The particular problems encountered in the design of interfaces are the frequent burial of hydrophilic surfaces, the need to couple docking (and possibly internal backbone) movements with design, and the requirement that the partners be soluble on their own. Because the strength of hydrogen bonds depends strongly on distance and orientation, we believe that extensive sampling of backbone conformation and orientation is needed to design interfaces in which hydrogen-bonding potential is satisfied. The design of DNA-protein interfaces creates additional challenges, in that the entire interface is, by necessity, polar. Successful design likely depends on the careful development and adjustment of electrostatic and hydrogen-bonding models.
A second major step is the design of dynamic properties into proteins. Many biologic processes are mediated by subtle shifts in protein structure and by the set of lowenergy structures that proteins may adopt. Design of dynamic behavior into proteins will probably be rather system dependent, given the variety of such systems, for example, allosteric shifts, large conformational "switching" changes, and particular "breathing motions." The multistate and negative design protocols reviewed above provide a foundation to build upon. The unique challenges faced in the advanced design of dynamic behavior remain to be described.
The very concept of protein design is somewhat self-limiting. Ultimately, one would desire the ability to engineer a molecule to provide a desired function within a set of constraints, regardless of whether the molecule is a proper protein. As in vitro production of proteins has grown more sophisticated, a reasonable starting point for exploring additional chemical space is the addition of nonnatural amino acids (NAAs). NAAs promise a great deal of additional flexibility to the computational protein design progress, such as spectroscopic probes, receptor ligands, new hydrogen bonds, and more exact packing interactions. NAAs need not be limited to altered side chains. β-amino acids (having an additional carbon in the backbone) form regular secondary structures and are highly protease resistant (5). The major barrier to including NAAs in design algorithms is accurate representation in the energy function. However, terms derived from molecular mechanics and quantum mechanics calculations may allow internally consistent models for new residues and for the derivation of rotamer libraries.
CONCLUSION
Although computer-based protein design is, arguably, still in its infancy, progress in the field has been significant. Several results suggest that our ability to design proteins from scratch is coupled with our ability to accurately sample conformational space. Progress in high-resolution structure prediction and docking is critical to designing novel protein structures and complexes. Encouragingly, recent studies by Bradley et al. (3) indicate that for many small proteins the accuracy of structure prediction is determined more by the amount of conformational sampling that is performed and less by the details of the energy function. We know that hydrogen bonds should be satisfied and that there should be tight packing between amino acids. The challenge is to find structures and sequences that satisfy these constraints. 
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