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クセス，ネットワークやサーバを圧迫することで意図した動作をさせない DoS 攻撃 (Denail of
Service)などが挙げられる．
同時にこれらの活動をユーザに認識させずに実行させるプログラムが作成された．これらは悪































































































































































































































































































の BobThomasがインターネットの原型である ARPANETに放った Creeperが世界初のワーム
といわれている．





1982 年には当時高校生であった Richard Skrenta が，同級生を驚かせる目的で世界初のウイ













1990 年以降，Virus Exchange BBS と呼ばれるウイルス情報交換のための掲示板が出現
し，MtE(Mutation Engine)，VCL(Virus Creation Labratory)，PS-MPC(Phalcon/Skism Mass












では感染 PC上の Outlookのアドレス帳に登録された最大 50個のメールアドレスに向けて，感
染したWordファイルを添付したメールを送信するため，感染が拡大した．
2000 年代前半には，Windows やWindows サーバの脆弱性を狙う攻撃コードを用いたワーム


























例がある．最近では Android 端末や iPhone といったスマートフォンの普及が進んでいるため，
将来的にスマートフォンを標的としたマルウェアが蔓延することも考えられる．
また同月には Mariposa と呼ばれるボットネットを管理していた首謀者が逮捕された．Mari-
posaのボットネットには 1200万もの IPアドレスが接続されていた．被害は 190カ国以上の企
業や政府機関，家庭などの PCにおよび，銀行講座情報やクレジットカード番号等の情報が盗み
出されていた．

















































































































































































































































































































































学習データとして N個のサンプル (x1; y1),・・・,(xN ,yN )が与えられたとする．xi はサンプ
ル，yi 2 f+1; 1gは xi が属するクラスのラベルである．
(1)各サンプルの重みを D1(i) = 1=N で初期化する．






















Dt+1(i) = Dt(i) exp( tyiht(xi)) (3.4)
弱識別器で正しく識別できたサンプルでは yiht(xi) = 1であるから，
Dt+1(i) = Dt(i) exp( t) (3.5)
となる．つまり，重みは小さくなる．
一方間違えたサンプルでは yiht(xi) =  1であるから．
Dt+1(i) = Dt(i) exp(t) (3.6)
となる．つまり，重みは大きくなる．

















































































































として従来の研究で用いられてきた特徴量 [16, 18, 20, 21] を参考に特徴ベクトルを作成した．
正常時と感染時の特徴ベクトルの分布に対して，これらを分類するための識別面を求める．識
別面を決める手段として，特徴量の値に対して直接閾値を与える方法と線形判別分析 (Linear


























ともに 2010年 3月 5日から 11日までのデータを使用した．また，正常時トラヒックデータに関
しては，利用頻度が高い 10時から 17時までのデータを用い，感染時データに関しては CCC2010
内の情報をもとに明らかにマルウェアに感染していると考えられるデータを切り出し用いた．
また今回の実験では試行回数を増やすためクロスバリデーションを行った．学習データとテス
トデータの組み合わせを以下の図 4.2 に示す．今回の実験では Session1 から Session4 までの試
行結果の合計から結果を求めた．



























































+1; (s >= a)
 1; (s < a) (4.1)
とする．正常と感染の判定を逆にしたものも含めて，各特徴量に関して学習を行い，4つの中から
最も誤り率の低いものをそのステップの弱識別器とする．概要を図 4.4に示す．
■線形判別分析 その他の弱識別器として線形判別分析 (LDA)を考える [25]．LDAを用いるこ
とで正常，感染の分布状態から特徴を反映した境界面を引くことが期待できる．



























































[16, 18, 20, 21] を参考に，従来の研究で比較的効果が得られていた特徴量の組み合わせで
AdaBoostの効果を確かめた．
識別境界面の例を図 4.6,4.7に示す．図 4.6は横軸がパケットサイズの標準偏差，縦軸が到着間













図 4.6 特徴空間および識別境界面 (閾値)
4.3.2 識別率
次に AdaBoostのステップ回数を 100回とし，特徴量の組み合わせを変化させた際の識別率を
























図 4.7 特徴空間および識別境界面 (LDA)
徴量を 1つずつ用いた場合となっている．
識別率の指標として True Positive Rate，True Negative Rate(以下それぞれ TPR，TNR)も
用いる．TPR，TNRとはそれぞれ，感染時通信を感染と識別できた割合，正常時通信を正常と識
別できた割合である．表内では TPR/TNRの形で値を示している．



















番号 特徴量組み合わせ 閾値 LDA 閾値 LDA
1 パケットサイズ平均-ACKパケット数 84.2 82.6 77.0/92.0 72.0/93.9
2 パケットサイズ標準偏差-到着間隔標準偏差 81.3 86.8 77.7/85.0 81.5/92.4
3 パケットサイズ標準偏差-UDPパケット数 89.6 90.9 86.7/95.3 87.7/91.6
4 SYNパケット数-FINパケット数 81.1 84.1 86.0/82.9 86.6/81.5
5 SYNパケット数-TCPパケット数 78.4 83.4 76.2/80.5 75.0/92.2
表 4.3 単一の特徴量を用いた時の識別率
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Fisherの判別分析法 (Fisher's linear discriminant method)と呼ぶ．Fisherの判別分析法は，特
徴空間上にある 2クラスのパターン分布から，図 A.1のようなクラスを識別ために最適である 1
次元軸を求める手法である．
図 A.1 Fisherの判別分析





と定義する．ここでmi はクラス !i のパターン平均である．変動行列 Si は，クラス !i に属する
ベクトル xとクラス平均 mi との差の 2乗和の形で定義される．次に，2クラスの全特徴ベクト
付録 A 線形判別分析
ルを用いて，クラス内変動行列 SW とクラス間変動行列 SR をそれぞれ









ni(mi  m)(mi  m)t = nin2
n
(m1  m2)(m1  m2)t (A.3)
と定義する．mは全パターンの平均，ni はパターン数，nは全パターン数を表す．式 A.3から，
クラス平均間の距離によって決まる量である．ここで，d次元特徴空間から１次元空間への変換
を表す (d; 1)行列を ! とする．このとき，パターン xを ! によって変換したパターンはスカラー
量であり，これを y とすると












!tx = !tmi (A.5)
となる．Yi は変換後の空間での !i に属するパターン集合を表す．変換後の空間上でのクラス内
変動行列 ~SW，クラス間変動行列 ~SR も同様に求めることができ，式 A.4および式 A.5を用いて





(y   ~mi)2 = !tSw! (A.6)





(y   ~mi)2 (A.7)
で定義される．このとき，! は (d; 1)行列であるから， ~SW および ~SR はスカラー量であり，変換




~SR = n1( ~m1   ~m)2 + n2( ~m2   ~m)2 = n1n2
n




いて２つのクラスがよく分離するためには， ~SW がなるべく小さく，そして ~SR がなるべく大きく







( ~m1   ~m2)2







となる．この評価基準 JS(!)をフィッシャーの評価基準 (Fisher's criterion)と呼ぶ．この JS を
最大にする ! を求める問題は，
~SW = !




を最大にする変分問題に帰着する．ただし I は， ~d 次元単位行列である．をラグランジュ乗数
とし，
J(!) = !tSB!   (!tSW!   I) (A.13)
を ! で変微分して 0とおくと，SB，SW は対称行列であるから
SB! = SW! (A.14)
を得る．したがって，SW が正則であるならば
(S 1W SB   I)! = 0 (A.15)
となるので，S 1W SB の最大値を 1 とすると
max JS(A) = 1 (A.16)
が得られる．また JS を最大にする ! は，最大固有値 1 に対する固有ベクトルとして定まる．さ
らに式 A.14より
SW! = SB! =
n1n2
n
(m1  m2)(m1  m2)t! (A.17)
となり，(m1  m2)t! がスカラー量であることに注意すると，




























B.2 CCC Dataset 2010について
















ハニーポットの通信を tcpdump でパケットキャプチャした libpcap 形式のファイルである．
ハニーポットは，ホスト OS上の 2台 (honey001，honey002)のゲスト OSがそれぞれインター
ネット接続されており，パケットキャプチャはホスト OS上で行っている．ゲスト OSは 2台と
もWindowXP SP1であり，これらは定期的にクリーンな状態にリセットされる．データ収集日
は 2010年 3月 5日から 3月 11日，総パケット数が 22,486,674パケット，約 3.5GBのデータサ
イズである．
B.2.3 攻撃元データ
2009 年 5 月 1 日から 2010 年 4 月 30 日までの 1 年間にハニーポットで記録したマルウェア
取得時のログで，表 B.1 に示す項目を 1 レコードとして記録した csv 形式のファイルである．







宛先 IPアドレス **. 243.167
宛先ポート番号 5824
TCPまたは UDP TCP
マルウェア検体のハッシュ値（SHA1） *****bc3c850cf68a39c9e8013f2169d408a9d90
ウイルス名称 WORM DOWNAD.AD
ファイル名 C:/WINDOWS/system32/dhnlr.dll
マルウェア検体のダウンロードを開始した時刻がマルウェア検体の取得時刻であり，ゲスト OS
のWindows上でのファイル作成日時となる．送信元 IPアドレスまたは宛先 IPアドレスにおい
{ 50 {
B.3 感染時データの切り出し
て，ハニーポットの IPアドレスは各ハニーポットに対応する ID(honey001～honey092)に置換
されて記載されている．ウイルス名称は収集日の翌日午前 3時の最新パターンファイルを適用し
たウイルススキャナ (トレンドマイクロ社製)により判定された名称であり，マルウェアとして判
定されなかったものは UNKNOWNと表記される．このため，パターンファイルのウイルス名称
が更新された場合，同一のハッシュ値であっても，異なるウイルス名称が付与される場合がある．
表 B.2 攻撃元データの基本情報
項目 件数
全レコード数 1,162,093
TCPによるダウンロードレコード数 1,053,977
UDPによるダウンロードレコード数 108,116
ダウンロードホスト IPアドレス種類数 176,522
マルウェア検体のハッシュ値種類数 29,858
ウイルス名称種類数 (UNKNOWN含まない) 978
B.3 感染時データの切り出し
CCC2010 の攻撃通信データには感染するまでのトラヒックデータが含まれている．今回のマ
ルウェアトラヒック検知実験には感染時のみのデータを用いる必要があったため，攻撃通信デー
タから感染時のトラヒックデータを切り出した．
手順を以下に示す．
1. 取得環境独自の制御パケットをフィルタリングで除外
2. ハニーポットの OSのリセット間隔で切り出す
3. ファイルサイズで感染しているかのふるい落とす
4. 残ったファイルをログと照らし合わせて，感染を確認
5. 感染攻撃の開始パケットを探し，それ以降を感染トラヒックとして抽出する
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