is paper revisits the question of parameter identification when a linear continuous time model is sampled only at equispaced points in time. Following the framework and assumptions of Phillips (), we consider models characterized by first-order, linear systems of stochastic differential equations and use a priori restrictions on the model parameters as identifying restrictions.
matrix whose elements are real numbers, and ζ(dt) is a vector of white noise innovations with covariance matrix Σ dt. e exact discrete time process y t = y(th) corresponding to the continuous time system in () is the vector autoregressive (VAR) process y t = By t− + ε t , () We approach the identification problem from the same viewpoint as Phillips () , that economic models can provide natural identifying restrictions in the form of restrictions on the parameter matrix A which can serve to rule out otherwise observationally equivalent parameter matrices. He noted that in the absence of such information there are a countably infinite number of other matrices in R n×n that are observationally equivalent to A in discrete time. Hansen and Sargent () showed that there was identifying information arising from the positive definiteness of the covariance matrix Σ, but still A is unidentified in general without restrictions.
e fundamental difficulty is that the matrix equation () does not, in general, admit a unique solution (Coddington and Levinson, , Ch. .) . In other words, the matrix exponential is not necessarily injective. However, for identification purposes we do not need uniqueness per se-or even a unique real solution-but only uniqueness within some set A ⊆ R n×n of matrices that satisfy our assumptions and prior restrictions (see, e.g., Koopmans, ; Hurwicz, ) . Failing to rule out multiple observationally equivalent structural matrices A results in an incompleteness which may yield uninterpretable estimates. Hamerle, Nagl, and Singer () accordingly described this identification problem as "essential" for dynamic models in the social sciences but concluded that it had largely been ignored.
Our results build primarily on the work of Phillips (). He showed that in an n × n system, as few as ⌊n ⌋ linear restrictions on A could be sufficient for identifying A and illustrated this in an example with n = , which was also discussed in Phillips () , where he showed that a single zero restriction on an element of A was sufficient to identify the entire matrix A.  en, in two theorems he established formal rank conditions under which, for general n × n systems, homogeneous linear restrictions on a particular row or column of A could be used to identify that row or column of A.
is paper reinforces and extends the results of Phillips () in several directions. First, in Section , we revisit the problem under the same assumptions and derive a practical rank condition involving only identified quantities that can be used to determine whether any particular ⌊n ⌋ linear restrictions on A of a fully general form are sufficient for identification. We illustrate this result in an  Here ⌊x⌋ is the largest integer smaller than or equal to x. example with n =  and then consider an extension to models with cointegration. en, in Section , we show that restrictions on the covariance matrix Σ can serve as identifying conditions for A and we consider joint identification of A and Σ.
As a practical matter, we note that in applications the coefficient and covariance matrices are typically functions of some underlying, lower-dimensional parameters, say A(θ) and Σ(θ, µ). We focus on identification of A and Σ themselves, but one could also consider identification of (θ, µ) directly, which may either simplify or complicate the problem.
e identification problem we address is also known as the aliasing problem and is perhaps most obvious in the frequency domain. Figure  depicts three sine waves which have different frequencies but are observationally equivalent when sampled at discrete intervals of length h = . A related phenomenon occurs in models characterized by (), where multiple matrices A may be observationally equivalent when sampled at discrete intervals of length h. Whether this is the case depends critically on the spectrum of the parameter matrix A.
An early interest in continuous time regression models (Phillips, , ; Sims, ; Geweke, ) provided the initial motivation for studying this identification problem (Phillips, ; Hansen and Sargent, ) .
e question remains relevant due to continued interest in continuous time models in economics, including recent theoretical and empirical work involving continuous time games (Doraszelski and Judd, ; Arcidiacono, Bayer, Blevins, and Ellickson, ; Schiraldi, Smith, and Takahashi, ) . Our results are also relevant to applications in many other fields such as macroeconomics (Bergstrom, ; Bergstrom and Nowman, ) , finance (Baxter and Rennie, ) , and input-output analysis (Sinha and Lastman, ) . See Yu () for a survey of work by Phillips involving continuous time models in a variety of settings.
ere are several other known sufficient conditions for identification in the general model and in some special cases that take the form of identifying restrictions on the matrix B (Culver, ; Cuthbert, , ) and alternative or irregularly spaced sampling schemes (Cuthbert, ; Singer and Spilerman, ; Hansen and Sargent, ) . However, even in light of these existing results there is significant scope for expanding the set of known identifying restrictions. We briefly outline some other known sufficient conditions for identification below. In the interest of brevity, we refer readers  interested in estimation methods to recent surveys by Sørensen (), Fan (), Aït-Sahalia (), Bandi and Phillips () , McCrorie (), and Phillips and Yu () .
Mathematical treatments of the aliasing problem have taken a "top down" approach and focused on finding conditions on B that are sufficient for identification of A. For example, it follows from results of Culver () that if all eigenvalues of B = (b i j ) are positive real numbers and no Jordan block belonging to any eigenvalue is repeated, then A is identified. In the special case where B is a discrete time Markov transition matrix corresponding to an infinitesimal generator matrix A, other sufficient conditions are min i b ii >   (Cuthbert, ) and det(B) > e −π (Cuthbert, ) . However, in cases where an underlying economic model is defined from the "bottom up", it may be difficult to determine when such conditions on the matrix B are consistent with the assumptions and implications of the economic model.
ere are also two important results that are useful when the researcher can control the sampling interval h. It is well known that for every parameter matrix A, there exists an interval h such that A is identified when h ≤ h (Cuthbert, ; Singer and Spilerman, ; Hansen and Sargent, ).
Furthermore, if the discrete time process can be sampled at two intervals h  and h  , where h  ≠ h  k for some integer k, then A is identified (Singer and Spilerman, , .). Unfortunately, the applicability of these results is limited: the researcher may not have sufficient a priori knowledge about the matrix A to determine the value of h and in many studies the sampling frequency is pre-determined and fixed (e.g., quarterly or annual) and cannot be chosen by the researcher.
e cases that remain are important and frequently encountered and they are the focus of the remainder of this paper. Researchers routinely work with datasets for which they have no control over how the observations are sampled. When n is moderately large or when the known restrictions on A are inhomogeneous or involve restrictions across rows or columns of A, existing conditions for identification may not be practical or even applicable. Establishing new conditions for identification is therefore important for a large subset of empirical studies using continuous time models. In the following, we derive conditions for identification via restrictions on the entire matrix A and show how to apply them in the contexts of a simple continuous time regression model.
. Identification via Linear Restrictions on the Matrix A
Let A ⊆ R n×n denote the parameter space of admissible matrices A that satisfy our maintained assumptions, stated below, as well as a collection of linear prior restrictions on A, to be chosen by the researcher. Let A  ∈ A denote the parameter matrix which generated the observable data. e starting point for our analysis is the population matrix B  = exp(hA  ) from the discrete time model in (), which is identified from discrete time observations {y t }.
To show that A  is identified, we must establish that the assumptions and prior restrictions that define A are such that the matrix exponential equation B  = exp(hA) has a unique solution A = A  in A. We proceed using the same framework and two main assumptions as Phillips (). Assumption . e matrix A  has distinct eigenvalues, all of which have negative real parts.
Assumption . e eigenvalues of the matrix A  do not differ by an integer multiple of πi h. Assumption  is sufficient for A  to be diagonalizable and we exploit this in our proofs. e second part of the assumption, that the eigenvalues have negative real parts, corresponds to a stationarity assumption.
is assumption rules out models with cointegration, where A  has a repeated eigenvalue equal to zero, as well as models where A  is a scalar multiple of the identity matrix. Although stationary models are the main focus of this section, we also consider cointegration briefly in Section ..
Assumption  only rules out models where two or more eigenvalues are congruent modulo πi h. Our proofs make use of the particular structure of the spectral decomposition of alternate solutions A ≠ A  under this assumption. We note that the set of matrices A  in R n×n which do not satisfy Assumptions  and  is negligible.  Even under these assumptions, A  is not identified in general without additional restrictions. Phillips () demonstrated that ⌊n ⌋ linear restrictions on A could be sufficient for identifying A. His eorems  and  establish rank conditions under which n −  linear, homogeneous restrictions on a single row or column of A  are sufficient to identify that row or column. Specifically, these restrictions were of the form R i a  i =  where (a  i ) ⊺ is the i-th row of A  and R i is a k × n matrix that imposes k restrictions on a  i . Analogous restrictions can be imposed on the columns of A  . He showed that if the matrix R i (A  ) ⊺ has rank n − , then a  i is identified and that if n −  rows or columns of A  are identified, then the remaining row or column is also identified.
We derive a practical rank condition for establishing identification of the entire matrix A  ∈ A with ⌊n ⌋ or more linear restrictions which can be inhomogeneous and can involve elements of A  in arbitrary rows and columns. Formally, we define A to be the set of n × n matrices A  that satisfy Assumptions  and  and a collection of k linear restrictions of the form
where R is a k × n  matrix, r is a k ×  vector, and vec(A  ) denotes the vector obtained by stacking  An alternative assumption used by McCrorie () and Kessler and Rahbek () is that the eigenvalues of A  are real and that no Jordan block occurs more than once. Due to the monotonic relationship between the eigenvalues of A  and B  (with B  being the matrix exponential of A  ), it is also sufficient for A  to have distinct, real eigenvalues.
In contrast, Assumptions  and  allow for complex eigenvalues provided that they are neither repeated nor congruent modulo πi h.
 the columns of A  . is includes all possible linear, (potentially) inhomogeneous restrictions on A  .  Our approach is to restate the identification problem in terms of a complete system of linear equations in n  unknowns-based on the vectorization of A  -which allows us to precisely characterize a rank condition that is sufficient for identification. At least ⌊n ⌋ equations are implications of the prior restrictions on A  in (), provided by the researcher. e remaining equations are derived from known properties of the inverse mapping from B  to A, which we turn to now.
Phillips () showed that under Assumptions  and  any real solution A is related to A  by
where Λ is a diagonal matrix containing the eigenvalues λ  , . . . , λ n of A  , V is a nonsingular matrix whose columns are the eigenvectors of A  , and D is a diagonal matrix of the form Any matrix A ∈ A that satisfies exp(hA) = B  must also satisfy the restrictions in (), which implies R vec(V DV − ) = . erefore, the restrictions on 
and we cannot simultaneously satisfy both the requirements that f  g  = f  g  =  and f  g  = f  g  = .  Note that there must be an even number of complex eigenvalues because they appear in complex conjugate pairs: if λ is a complex eigenvalue of A with eigenvector v, then Av = λv implies that Av = λv.
 n  ×  vector of unknowns, and hence  is the k ×  vector of zeros. is system is necessarily rank deficient unless there are k ≥ n  restrictions. However, we can also use the structure of D in () to complete the system in (). Many of the elements of D are zeros and the nonzero elements can be determined from the ρ complex eigenvalues and their complex conjugates. e following Lemma establishes that ρ restrictions can indeed be sufficient for identification of A  . e proof, along with all subsequent proofs, appears in the Appendix. e Lemma makes use of an n  × n  permutation matrix P defined so that
In other words, the first n rows of P are the vectors e ⊺ n  , e
, where e ⊺ i denotes row i of the n  × n  identity matrix. Since the locations of the complex eigenvalues in Λ and Λ + D agree, this definition of P ensures that the first ρ elements of P vec(Λ) are the ρ complex eigenvalues of A  , which are followed by the n − ρ real eigenvalues, which are in turn followed by the remaining n(n − ) elements of Λ, which are all zeros, in any order.
Lemma . Suppose Assumptions  and  are satisfied and define the partitioned matrix
where P is a permutation matrix defined as in (). If rank(Φ ∶ρ ) = ρ, where ρ is the number of complex eigenvalues of A  , then A  is identified.
Remark. By Lemma , the matrix of eigenvectors V and the number of complex eigenvalues ρ are identified and therefore all quantities needed to check the rank condition in Lemma  are identified.
e following theorem gives a sufficient rank condition in terms of δ = ⌊n ⌋ rather than ρ. e condition may be stronger than necessary, but is still relatively mild; the main benefit is that the condition may be more useful in practice than Lemma  because it does not require determining ρ in advance. eorem . Suppose Assumptions  and  are satisfied and define the partitioned matrix
where P is a permutation matrix defined as in (). If rank(Ψ ∶δ ) = δ, then A  is identified.
 Here Φ i∶ j denotes the matrix formed by columns i, i + , i + , . . . , j of Φ.  Remark. As noted in an example of Phillips (, p. ), the necessary conditions alone are enough to identify all structures except those in a set of zero Lebesgue measure. is intuition extends directly to the general case. In other words, role of the rank condition on the matrix Ψ in eorem  (and Φ in Lemma ) is to rule out a measure-zero subset of A for which A  is not identified. erefore, the model is generically identified (i.e., for almost every A  ∈ A) even without the rank condition provided that rank(R) ≥ δ.
.. Example: A Simple Continuous Time Regression Model
As an example, consider the system () in the n =  case:
e matrix A  = (a  i j ) contains  parameters. In this three-equation case Phillips (, ) showed that a single zero restriction on one of the elements A  could be sufficient to identify the remaining parameters. We revisit this example to illustrate how to apply the conditions of eorem  to establish identification, leading to a condition that is identical to the one derived by (Phillips, , pp. -) .
First, we note that
We consider the single homogeneous restriction characterized by R =          and r =  , which restricts a   to be zero (i.e., it excludes y  (t) from the equation for d y  (t)).
Recall for any observationally equivalent matrix
For the example restriction matrix R given above, we have
where U = (u i j ) and V = (v i j ). e permutation matrix P places the (, ), (, ), and (, ) elements of D first. ese correspond to elements , , and  of vec(D), so the permutation matrix is of the  form P ⊺ = e  e  e  . . . .
To verify the rank condition of eorem , we can check the determinant of
erefore, the  ×  matrix A  is identified with only a single zero restriction arising from the exclusion of the third variable from the first equation as long as
Since the second and third columns of V are complex conjugate pairs of eigenvectors, we have det(
, where Im denotes the imaginary part. It follows that identification fails only for matrices A  for which Im(u  v  ) = , which is equivalent to the condition obtained by Phillips () on p. .  He explored the implications of this condition for the matrix A  and showed that identification fails only for a set of matrices in A with Lebesgue measure zero.
Hence, in this  ×  example a single zero restriction is sufficient to identify almost all structural matrices A  .
.. A Remark on Cointegration
We now briefly turn to models with cointegration, where A  has a zero eigenvalue with multiplicity n − p and so A  = FG ⊺ , where F and G are n × p matrices of full column rank and where G ⊺ y(t) are the p linear cointegrating relations. In previous work, Phillips () showed that there is no aliasing problem for the long run equilibrium submatrix H in triangular systems of the form
Such systems are special cases of () where Kessler and Rahbek () showed that if all eigenvalues of A  are real and no elementary divisors of A  are repeated, then the cointegration spaces spanned by the columns of F and G ⊺ are identified (even if F and G are not themselves identified). Here, we consider the following alternative to Assumption  for models with p cointegrating relations. We note that p is identified since the eigenvalues of B  are µ j = exp(hλ j ), where λ j are the eigenvalues of A  (Gantmacher, , p. ).
Assumption .
e matrix A  has p distinct nonzero eigenvalues and an eigenvalue equal to zero with algebraic and geometric multiplicity n − p. eorem . Suppose Assumptions  and  are satisfied and define δ p ≡ ⌊p ⌋. If rank(Ψ ∶δp ) = δ p , then A  is identified.
 Mapping our notation to that of Phillips (), we have u  = s  , u  = s  , v  = k  , and v  = k  and so the condition becomes Im(k  s  ) = . I thank an anonymous referee for pointing out this equivalence.

Although the aliasing problem is potentially worse under Assumption , it provides new information about A  in the form of the value and multiplicity of n − p eigenvalues. e net result is that we can reduce the minimum number of required restrictions to δ p < δ = ⌊n ⌋.
. Identification via Linear Restrictions on the Matrices A and Σ
In the previous section, we focused on identification of the coefficient matrix A  using only information about the discrete time coefficient matrix B  . However, Hansen and Sargent () considered the problem of joint identification of both the coefficient and covariance matrices (A  , Σ  ) using information contained in both the discrete time coefficient and covariance matrices (B  , Ω  ). ey showed that Ω  contains identifying information about A  over and above that contained in B  .
McCrorie () also studied joint identification of (A  , Σ  ) by defining an augmented matrix Ξ  and exploiting a result of Van Loan (, eorem ) on the matrix exponential:
If the eigenvalues of Ξ  are real and no elementary divisors are repeated (a necessary and sufficient condition for a unique matrix logarithm), then (A  , Σ  ) is identified (McCrorie, , eorem ). We now extend eorem  by considering general linear restrictions on A  and Σ  of the form
where R is a restriction matrix of dimension k × n  . We show that despite having a second n × n matrix to identify, it can be sufficient for R to contain only δ = ⌊n ⌋ restrictions as before. is is possible for two reasons. First, under our assumptions it follows from Lemma  of Kessler and Rahbek () that identification of A  is sufficient for identification of Σ  . Second, since Ω  contains identifying information about A  it seems likely that restrictions on Σ  could provide identifying restrictions on A  . As in eorem , provided that a similar rank condition holds we can use the same number of restrictions-now potentially involving A  , Σ  , or both-to identify both matrices. eorem . Suppose Assumptions  and  are satisfied and for δ = ⌊n ⌋ and L = I n  n×n define the partitioned matrix
If rank(Ψ ∶δ ) = δ, then both A  and Σ  are identified.


.. Numerical Examples
To give some numerical examples, we revisit a model used by Phillips () for a series of Monte Carlo experiments. e particular coefficient and covariance matrices he used were
erefore, the Ξ  matrix in this case is
We will show how A  and Σ  can be identified using a single prior restriction on an element of Ξ  , corresponding to a single element of either A  or Σ  . Given the form of Ξ  , its eigenvalues are those of A  and −A  . Hence, the six eigenvalues of Ξ  are
ese are the diagonal entries of the  ×  matrix Λ. e corresponding  ×  eigenvector matrix is
Again, given the form of Ξ  the first three columns of V are the eigenvectors of A  stacked above n zeros. Since the eigenvectors of Ξ  and exp(hΞ  ) are the same, the matrices V and U = V −⊺ here are identified. e Ψ matrix in this case, which is also identified, is
with P ⊺ = e  e  e  e  . . . e  .
First, recall the restriction a 
. Conclusion
We have established a new rank condition for identification of the parameter matrix A  in a linear, firstorder system of continuous time stochastic differential equations when only equispaced observations are available. e condition can be used to determine whether any particular set of ⌊n ⌋ general linear restrictions on the n × n parameter matrix A  are sufficient for identification of A  . We also considered two extensions. e first shows that we can identify both A  and Σ  using prior restrictions on A  or Σ  (or both). e second shows that in models with p cointegrating relations, as few as ⌊p ⌋ restrictions can be sufficient to identify A  .
is paper only considered linear restrictions on the parameter matrices. We also focused on models where the nonzero eigenvalues are distinct. Considering nonlinear restrictions implied by a structural model and allowing for repeated nonzero eigenvalues are natural directions for future work in this area.
