We combine a high order compact finite difference approx-imation and collocation techniques to numerically solve the two dimensional heat equation. The resulting method is implicit arid can be parallelized with a strategy that allows parallelization across both time and space. We compare the parallel implementation of tile new method with a classical implicit method, namely the Crank-Nicolson method, where tile parallelization is done across space only. Numerical experiments are carried out on the SGI Origin 2000.
with the conditions
Eq. 2 is a system of (n -1) 2 ordinary differential equations and for any value of t, it is fourth-order in space. In the next two sections, we introduce two methods for discretizing the time derivative.
Crank-Nicolson NIethod
Let U_Ij be the appoximation of u(x, y, t) at, the spatial grid point (xi, yj) and the time level tk = kAt. Using (2), if we apply the Crank-Nicolson derivation
where p = 717At. After some simple manipulations, we obtain the linear system of equations
where g k+l and U x' are vectors with components C +l, and U_j, i,j = 1,...,nl, respectively, R is a (n -1)-9 dhnensional vector coittaining the values of U k+l and /ark at, the boundary of the domain, and B and b-' are matrices of order (u -1) 2 given by:
The subscript n-1 is the number of rows.
Tile Crank-Nicolson method (CNM) is unconditionally stable and is of fourth order in space and second order in time.
Implicit Collocation Method
Let Pid(t) be the polynomial of de_ee r satisfying the system (2) at the spatial grid point (xi,yj) and at times tk = kAt (k = O,...,r -1). Then for any i,j = 1,...,n-1 and k --O,...,r-1, we have
Tile coefficients a%j,o are determined from the initial condition:
To solve the system (2) by the collocation method is to determine the coefficients ai,j,l, ..
• , aid,r, for i,j = 1,... ,n-1. After some algebraic manipulations (see [6, 7] for details) we obtain the linear system of r(n -1)2 equations
where A is a block-tridiagonal matrix given by
At-I, At and Al+t are square matrices (of order r(n -1)) defined as 3
Computational Considerations
To determine the approximated solution of the heat equation using CNM, we need to solve the linear system (4) where B is a matrix of order (n -i) 9-and bandwidth 2n + 1. If we use ICbl, we first solve the system (5) to obtain the coefficients aij,k (i,j = 1,...,n--1 and k = 1,...,r).
Then the approximated values Ui,j(tk) (i,j = 1,...,n--1 and h = 1,...,r-1)
are calculated using the polynomials Pi,j(t).
Here, the matrix A is of order r(n-1) 2 and its bandwidth is equal to (2n + 1)r. The matrix A is r 2 times as large as B.
For a given r, if we were to compare CNM (evaluated r consecutive times) and ICM using the same At, it is obvious that the implementation of CNM would be faster since the decompostion of the matrix A would be by far more computational demanding. The advantage orICM is that it does not consist of determining the Ui,j(tk) only (k = 1,..., r-I), but also allows us to find the approximated solution at any t in the interval [to, tr-t].
For a "fair" comparison, we can choose different At for the two methods as follows.
Let Ncnm = (n -1) 2 be the number of unknowns in (4) and let Nicm --r(n -1) 2 the one in (5) where r is the degree of the polynomials. Let Aticm be the time step used for ICM. In this case, both methods will be iterated until we reach the approximated solution at t = T. We assume ICM and CNM produce solutions of comparable accuracies.
Description of the Parallel Implementation
With the considerations laid out in the previous section, rl consective iterations of ICM will be carried ou_ to obtain the solut, ion over the time interval To avoid the storage with the compressed To carry out
Step 5 (MAX = MS), the General Minimal Residual is used as the iterative accelerator.
Finally
Step 6 is the same as in the of zero elements, the nonzero entries of the matrix A are stored by rows row format.
In Strategy 1, no data compression is used. In the case of of ICM, it limits the number of spatial grid points we can choose. The decomposition of matrix A (ICM) will cost at least r 3 times more than the one of B (CNM).
The fact to obtain the solution at (r -1)m consecutive time steps dnring one iteration of the ICM's algorithm shows that with ICM, tile parallelization is achieved across both time and space.
In [7] , we observed that the choice of a small value of r (say r = 3 or r = 4) can be appropriate to obtain accurate solutions in a short amount of time. Such a choice limits the size of the matrix A which decomposition is the most demanding computation and tile most difficult to parallelize. Since Steps 1 and 2 are done once, more time will be spent on right hand side updates ( fo(Y, t) = fl (Y, t) = e -t sin Try, go(x, t) = gl (x, t) = e -t sin 7rx.
The exact solution is given by u(x, y, t) = (sin 7rx + sinTry)e -t.
To simplify our analysis, we take for all the experiments n = 32, r = 3, Aticm = 0.01, and T = 10.0. From Figure 3 , we note that when Strategy 1 is used, CNM scates very well across the processors whereas ICM is less efficient. If we examine the computing time required by each component of the algorithm, we see that for CNM', at most 7% of the total time is spent on the matrix decomposition.
In ICM, the same decomposition takes at least 80% of the time.
The Luo's matrix decomposition has a moderate efficiency. 
