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Uvod
Teorie extre´mn´ıch hodnot (zkra´ceneˇ EV teorie z angl. Extreme Value) je oblast mate-
maticke´ statistiky zameˇrˇena´ na rozvoj metod urcˇeny´ch pro popis a modelova´n´ı rˇ´ıdce se
vyskytuj´ıc´ıch, extre´mn´ıch jev˚u. Potrˇeba uzˇit´ı adekva´tn´ıch technik predikce ma´lo cˇasty´ch
uda´lost´ı se objevuje v mnoha oblastech lidske´ cˇinnosti. Zejme´na se jedna´ o nutnost od-
hadu vlastnost´ı chvost˚u dany´ch rozdeˇlen´ı pravdeˇpodobnosti, nebot’ tyto maj´ı za´sadn´ı vliv
na selha´n´ı cˇi poruchy sledovane´ho procesu. Obvykle je pro takovy´ proces vyzˇadova´na
prˇedpoveˇd’ dosazˇen´ı neˇjake´ vysoke´, prˇedem stanovene´ u´rovneˇ, prˇicˇemzˇ tato se cˇasto na-
cha´z´ı mimo oblast pozorovany´ch dat. Acˇkoliv jsou tyto predikce vzˇdy postaveny na d˚uveˇrˇe
ve spra´vnost konkre´tn´ıho modelu, EV teorie dnes prˇedstavuje pravdeˇpodobneˇ nejadekva´t-
neˇjˇs´ı prostrˇedek pro popis vlastnost´ı extre´mu˚ na´hodny´ch velicˇin.
Historicky se jako prvn´ı u´loha EV teorie uva´d´ı Bernoulliho proble´m (1709) nalezen´ı
prave´ho koncove´ho bodu rovnomeˇrne´ho spojite´ho rozdeˇlen´ı. Vy´znamny´ rozvoj EV teo-
rie byl vsˇak zaznamena´n azˇ v polovineˇ 20. stolet´ı (viz pra´ce [13, 17]). V soucˇasnosti lze
nejveˇtsˇ´ı za´sluhy vy´voje EV teorie prˇisoudit prakticky´m potrˇeba´m rea´lny´ch u´loh zejme´na
v oblasti hydrologie a ekonomie. Posledn´ı dobou se prˇitom v literaturˇe sta´le v´ıce objevuj´ı
aplikace z nejr˚uzneˇjˇs´ıch veˇdn´ıch oblast´ı i mimo tyto tradicˇn´ı obory. Z modern´ıch rˇesˇeny´ch
problematik je mozˇne´ zmı´nit naprˇ´ıklad modelova´n´ı vy´sˇky prˇ´ılivu, rychlosti veˇtru, analy´zu
rozsa´hly´ch pozˇa´r˚u, znecˇiˇsteˇn´ı zˇivotn´ıho prostrˇed´ı, redukci sˇumu obrazovy´ch dat nebo po-
souzen´ı kapacity telekomunikacˇn´ıch s´ıt´ı. Citace konkre´tn´ıch publikac´ı je mozˇne´ nale´zt
v autoroveˇ dizertacˇn´ı pra´ci. Prˇes celou rˇadu aktua´ln´ıch cˇla´nk˚u a monografiı vsˇak patrˇ´ı EV
teorie ke sta´le se rozv´ıjej´ıc´ım obor˚um matematicke´ statistiky s mnoha dosud nedorˇesˇeny´mi
te´maty. Vybrany´mi oblastmi, ktere´ z˚usta´vaj´ı nada´le otevrˇeny dalˇs´ımu vy´zkumu, se zaby´va´
tato pra´ce.
Cle dizertacn prace
 Shrnout metody odhadu parametr˚u EV rozdeˇlen´ı pro jednorozmeˇrna´ pozorova´n´ı
s d˚urazem na neparametricke´ techniky.
 Popsat prˇ´ıstupy odhadu parametr˚u EV rozdeˇlen´ı pro korelovana´ pozorova´n´ı
a porovnat je s beˇzˇneˇ uzˇ´ıvany´mi aproximativn´ımi technikami pro neza´visla´ pozo-
rova´n´ı.
 Srovnat prˇedesˇle´ metody pomoc´ı simulovany´ch dat, vyuzˇ´ıt je prˇi modelova´n´ı rea´lny´ch
situac´ı a prove´st diskuzi vhodnosti prˇedstaveny´ch technik.
 Navrzˇene´ postupy pocˇ´ıtacˇoveˇ implementovat.
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1. Zaklady teorie extremnch hodnot
Rozdelen extremnch hodnot
Necht’ je da´n na´hodny´ vy´beˇr X1, . . . , Xn z rozdeˇlen´ı s distribucˇn´ı funkc´ı F (x). EV teorie je
zameˇrˇena na asymptoticke´ chova´n´ı extre´mn´ıch hodnot, tj. hodnot, ktere´ jsou pozorova´ny
s malou pravdeˇpodobnost´ı. Oznacˇ´ı-li se Mn = max{X1, . . . , Xn} vy´beˇrove´ maximum, pak
je nejprve c´ılem stanoven´ı limitn´ıho rozdeˇlen´ı velicˇiny Mn pro n → ∞. V tomto ohledu
je EV teorie obdobou asymptoticke´ teorie vy´beˇrovy´ch pr˚umeˇr˚u, ktera´ je popsa´na pomoc´ı
centra´ln´ı limitn´ı veˇty.
Bud’ FMn(x) := P (Mn ≤ x) distribucˇn´ı funkce vy´beˇrove´ho maxima Mn. S vyuzˇit´ım
prˇedpokladu neza´vislosti velicˇin X1, . . . , Xn lze odvodit na´sleduj´ıc´ı tvar funkce FMn(x)
FMn(x) = P (max{X1, . . . , Xn} ≤ x) = P
(
n⋂
i=1
[Xi ≤ x]
)
= Fn(x). (1)
Oznacˇme x∗ := sup{x : F (x) < 1} pravy´ koncovy´ bod rozdeˇlen´ı s distribucˇn´ı funkc´ı F (x),
tedy x∗ je nejveˇtsˇ´ı mozˇna´ hodnota, ktere´ mu˚zˇe na´hodna´ velicˇina X naby´vat.1. Zameˇrˇme
se na limitn´ı rozdeˇlen´ı vy´beˇrove´ho maxima. Ze vztahu (1) je patrne´, zˇe pro n→∞
FMn(x) = F
n(x)→ Gdeg(x),
kde Gdeg(x) je degenerovana´ funkce v x
∗, tj. Gdeg(x) = 0 pro x < x∗ a Gdeg(x) = 1
pro x ≥ x∗. Pro x∗ <∞ je Gdeg(x) distribucˇn´ı funkc´ı. V prˇ´ıpadeˇ, zˇe pravy´ koncovy´ bod
nen´ı konecˇny´, je limitn´ı funkce Gdeg(x) identicky rovna nule. Posledn´ı jmenovana´ situace
prˇitom nasta´va´ v cele´ rˇadeˇ beˇzˇneˇ pouzˇ´ıvany´ch rozdeˇlen´ı (mimo jine´ v prˇ´ıpadeˇ norma´ln´ıho
rozdeˇlen´ı), cozˇ jisteˇ nepoda´va´ o chova´n´ı vy´beˇrovy´ch maxim dobrou prˇedstavu. Z tohoto
d˚uvodu je stejneˇ jako v prˇ´ıpadeˇ centra´ln´ı limitn´ı veˇty potrˇeba vy´beˇrova´ maxima rˇa´dneˇ
normalizovat.
Necht’ existuj´ı posloupnosti rea´lny´ch konstant an > 0, bn (n ∈ N) tak, zˇe velicˇina
(Mn − bn)/an ma´ nedegenerovane´ limitn´ı rozdeˇlen´ı, tj.
lim
n→∞F
n(anx+ bn) = G(x), (2)
pro kazˇdy´ bod spojitosti funkce G(x), kde G(x) je neˇjaka´ nedegenerovana´ distribucˇn´ı
funkce. Rozdeˇlen´ı s distribucˇn´ı funkc´ı G(x) z podmı´nky (2) se nazy´va´ rozdeˇlen´ım ex-
tre´mn´ıch hodnot (zkra´ceneˇ EV rozdeˇlen´ı). Podmı´nka (2) se nazy´va´ podmı´nkou atraktivity
a trˇ´ıda vsˇech distribucˇn´ıch funkc´ı F (x) (resp. prˇ´ıslusˇny´ch rozdeˇlen´ı) vyhovuj´ıc´ı podmı´nce
(2) se pak nazy´va´ obor atraktivity distribucˇn´ı funkce G(x).
Podobneˇ jako hraje prˇi dokazova´n´ı centra´ln´ı limitn´ı veˇty roli charakteristicka´ funkce,
ma´ v EV teorii obdobny´ vy´znam tzv. kvantilova´ funkce chvostu. Jej´ı zaveden´ı se provede
pomoc´ı tzv. zleva spojite´ inverzn´ı funkce, kterou popisuje na´sleduj´ıc´ı definice.
Definice 1.1. Necht’ f je neklesaj´ıc´ı rea´lna´ funkce. Pak funkci f← danou vztahem
f←(x) = inf{y ∈ R : f(y) ≥ x}. (3)
nazy´va´me zleva spojitou inverzn´ı funkc´ı k funkci f(x).
1Prˇirozeneˇ v prˇ´ıpadeˇ x∗ =∞ nemu˚zˇe na´hodna´ velicˇina X naby´vat hodnoty x∗. V tomto
prˇ´ıpadeˇ ma´me na mysli, zˇe realizace velicˇiny X mu˚zˇe by´t libovolne´ rea´lne´ cˇ´ıslo.
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Lze uka´zat, zˇe (f←)←(x) ≤ f(x) (viz [41]), prˇicˇemzˇ rovnost zde nasta´va´ v prˇ´ıpadeˇ,
kdy funkce f je rostouc´ı, nebot’ pak je f← identicka´ s f−1. Zrˇejmeˇ, je-li F distribucˇn´ı
funkc´ı neˇjake´ na´hodne´ velicˇiny, pak F← je beˇzˇneˇ uzˇ´ıvanou kvantilovou funkc´ı. Da´le bude
pomoc´ı pojmu zleva spojite´ inverze zavedena kvantilova´ funkce chvostu.
Definice 1.2. Necht’ F je distribucˇn´ı funkce na´hodne´ velicˇiny X. Pak funkci U danou
vztahem
U(t) =
(
1
1− F (t)
)←
(4)
definovanou pro t > 1, nazy´va´me kvantilovou funkc´ı chvostu na´hodne´ velicˇiny X.
Cˇla´nky Fishera a Tippetta (1928, [13]) a Gnedenka (1943, [17]) byly jedny z prvn´ıch,
ktere´ se zaby´valy rozdeˇlen´ım vy´beˇrovy´ch maxim. Historicky byly postupneˇ odvozeny trˇi
trˇ´ıdy mozˇny´ch nedegenerovany´ch limitn´ıch rozdeˇlen´ı splnˇuj´ıc´ı rovnost (2). Tyto trˇ´ıdy
jsou zna´me´ jako Gumbelova, Fre´chetova a Weibullova trˇ´ıda. Na´sleduj´ıc´ı tvrzen´ı, take´
oznacˇovane´ jako Za´kladn´ı veˇta teorie extre´mn´ıch hodnot, popisuje trˇ´ıdu EV rozdeˇlen´ı
obecneˇji pomoc´ı parametrizace odvozene´ neza´visle von Misesem (1954, [47]) a Jenkin-
sonem (1955, [31]).
Veta 1.3 (Fisher a Tippett (1928), Gnedenko (1943)). Necht’ je splneˇna pod-
mı´nka (2) pro neˇjake´ rea´lne´ konstanty an > 0, bn (n ∈ N). Pak distribucˇn´ı funkce EV
rozdeˇlen´ı je ve tvaru Gξ(σx+ µ) pro µ ∈ R, σ > 0 a ξ ∈ R, kde
Gξ(x) =
{
exp
[
−(1 + ξx)−1/ξ
]
, ξ 6= 0,
exp
[−e−x], ξ = 0, (5)
definovana´ na {x : 1 + ξx > 0}.
Vzhledem k von Misesoveˇ parametrizaci shrnuj´ıc´ı vsˇechny trˇ´ıdy EV rozdeˇlen´ı, je roz-
deˇlen´ı s distribucˇn´ı funkc´ı (5) oznacˇova´no jako zobecneˇne´ EV rozdeˇlen´ı (zkra´ceneˇ GEV
rozdeˇlen´ı z angl. Generalized Extreme Value). Vyjma parametru polohy µ a parametru
meˇrˇ´ıtka σ > 0 tvorˇ´ı tedy GEV rozdeˇlen´ı jednoparametrickou trˇ´ıdu rozdeˇlen´ı s parametrem
tvaru ξ.
Parametr ξ ma´ vzhledem k (5) za´sadn´ı vliv na chvosty EV rozdeˇlen´ı, jak je naznacˇeno
n´ızˇe na obra´zku 1, a je tak cˇasto oznacˇova´n jako tzv. index extre´mn´ı hodnoty (zkra´ceneˇ
EV index). Da´le budeme oznacˇen´ım F ∈ D(Gξ) rozumeˇt, zˇe distribucˇn´ı funkce F patrˇ´ı
do oboru atraktivity EV rozdeˇlen´ı s EV indexem ξ. Snadno se uka´zˇe, zˇe obor atraktivity
je da´n jednoznacˇneˇ.
Podmnka druheho radu
Jak jizˇ bylo naznacˇeno, prˇi dokazova´n´ı hraje v EV teorii za´sadn´ı roli kvantilova´ funkce
chvostu U(t). Obvykle se proto vyuzˇ´ıva´ podmı´nka atraktivity (2) v jine´m tvaru. Necht’
existuje kladna´ funkce a(t) takova´, zˇe pro x > 0 plat´ı
lim
t→∞
U(tx)− U(t)
a(t)
= Dξ(x) :=
xξ − 1
ξ
. (6)
Pak je tato podmı´nka ekvivalentn´ı podmı´nce (2). Prˇitom pro ξ = 0 cha´peme pravou
stranu (6) jako Dξ(x) = lnx. Funkce a(t) z podmı´nky (6) je cˇasto oznacˇova´na jako tzv.
pomocna´ funkce prvn´ıho rˇa´du.
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Obra´zek 1: Distribucˇn´ı funkce EV rozdeˇlen´ı pro r˚uzne´ hodnoty EV indexu.
Cˇasto je nutne´ charakterizovat konvergenci ve vztahu (2), resp. (6). Proto je zava´deˇna
tzv. podmı´nka druhe´ho rˇa´du. Splneˇn´ı te´to podmı´nky je obvykle nutny´m pozˇadavkem pro
existenci asymptoticky´ch rozdeˇlen´ı semiparametricky´ch odhad˚u parametr˚u EV rozdeˇlen´ı
popsany´ch v dalˇs´ım odstavci.
Definice 1.4. Rˇekneme, zˇe kvantilova´ funkce chvostu U(t) (resp. prˇ´ıslusˇne´ rozdeˇlen´ı
pravdeˇpodobnosti) splnˇuje podmı´nku druhe´ho rˇa´du, pokud existuje neˇjaka´ kladna´ funkce
a(t) a kladna´ cˇi za´porna´ funkce A(t) takova´, zˇe limt→∞A(t) = 0 a pro x > 0 plat´ı
lim
t→∞
U(tx)−U(t)
a(t)
−Dξ(x)
A(t)
= Hξ,ρ(x) :=
1
ρ
(
xξ+ρ − 1
ξ + ρ
− x
ξ − 1
ξ
)
. (7)
Parametr ρ ≤ 0 se nazy´va´ parametr druhe´ho rˇa´du a funkce A(t) se pak oznacˇuje jako tzv.
pomocna´ funkce druhe´ho rˇa´du.
V prˇ´ıpadeˇ, zˇe ξ = 0 nebo ρ = 0, cha´peme funkci Hξ,ρ(x) ve tvaru, ktery´ se obdrzˇ´ı jej´ım
limitn´ım prˇechodem pro ξ → 0, resp. ρ → 0. Zejme´na je trˇeba upozornit na skutecˇnost,
zˇe funkce Hξ,ρ(x) nen´ı na´sobkem funkce Dξ(x). Funkce a(t) z podmı´nky (7) prˇitom mu˚zˇe
(ale take´ nemus´ı) by´t totozˇna´ s funkc´ı a(t) z podmı´nky atraktivity (6).
Konkre´tn´ı hodnoty parametru druhe´ho rˇa´du ρ a tvary pomocny´ch funkc´ı a(t), A(t)
podmı´nky prvn´ıho a druhe´ho rˇa´du jsou v dizertacˇn´ı pra´ci pro celou rˇadu rozdeˇlen´ı detailneˇ
odvozeny.
2. Odhady parametru rozdelen
extremnch hodnot
V te´to cˇa´sti budou popsa´ny vybrane´ metody odhadu parametr˚u EV rozdeˇlen´ı. Nejdrˇ´ıve
budou prˇedstaveny za´kladn´ı prˇ´ıstupy vyhodnocen´ı dat, a sice tzv. model blokovy´ch maxim
a prahovy´ model.
Model blokovy´ch maxim je postaven na za´kladn´ım tvrzen´ı EV teorie (veˇta 1.3). Necht’
je da´n na´hodny´ vy´beˇr X1, . . . , Xk rozsahu k = mn s nezna´mou distribucˇn´ı funkc´ı F ∈
D(Gξ). Dany´ na´hodny´ vy´beˇr se nejprve rozdeˇl´ı na m blok˚u de´lky n, z nichzˇ se posle´ze
vyberou jen blokova´ maxima Mn,i, i = 1, . . . ,m, tedy
Mn,i = max{X(i−1)n+1, . . . , Xin}, i = 1, . . . ,m.
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Pro dostatecˇneˇ velkou de´lku jednotlivy´ch blok˚u se platnost tvrzen´ı 1.3 cha´pe asympto-
ticky, a prˇedpokla´da´ se tedy, zˇe velicˇiny Mn,i, . . . ,Mn,m tvorˇ´ı na´hodny´ vy´beˇr z GEV
rozdeˇlen´ı Gξ(x). Zde je pak nutne´ uvazˇovat GEV rozdeˇlen´ı vcˇetneˇ parametr˚u polohy
µ ∈ R a meˇrˇ´ıtka σ > 0 s distribucˇn´ı funkc´ı ve tvaru
G(x) =
{
exp
{
−[1 + ξ(x−µσ )]−1/ξ}, pro ξ 6= 0 a 1 + ξ(x−µσ ) > 0,
exp
{− exp[−(x−µσ )]}, pro ξ = 0, (8)
kde EV index ξ ∈ R je parametr tvaru. Odhady parametr˚u µ, σ, ξ je mozˇne´ z´ıskat
naprˇ´ıklad uzˇit´ım metody maxima´ln´ı veˇrohodnosti (MV metody).
Metodeˇ blokovy´ch maxim je cˇasto vyty´ka´no (viz naprˇ. [36]), zˇe zanedba´va´ prˇ´ıpadna´ jina´
velka´ pozorova´n´ı, ktera´ ovsˇem nedosahuj´ı hodnot prˇ´ıslusˇny´ch blokovy´ch maxim. Nada´le
se tak zameˇrˇ´ıme vy´hradneˇ na pouzˇit´ı prahove´ho modelu popsane´ho n´ızˇe.
Prahovy´ model, te´zˇ POT model (z angl. Peaks-Over-Threshold), je zalozˇen na asympto-
ticke´m chova´n´ı na´hodne´ velicˇinyX prˇekracˇuj´ıc´ı neˇjakou prahovou hodnotu u. Lze doka´zat,
zˇe plat´ı
lim
u↑x∗
P (X − u > x | X > u) =
(
1 + ξ
x
σu
)−1/ξ
=: 1−H(x), (9)
kde H(x) je distribucˇn´ı funkce zobecneˇne´ho Paretova rozdeˇlen´ı (zkra´ceneˇ GP rozdeˇlen´ı
z angl. Generalized Pareto) s parametrem tvaru ξ ∈ R a parametrem meˇrˇ´ıtka σu > 0
definovana´ pro {x : x > 0, 1 + ξx/σu > 0}. Tedy pro dostatecˇneˇ velkou prahovou hodnotu
u lze podmı´neˇne´ rozdeˇlen´ı na´hodne´ velicˇiny Y = X − u za podmı´nky X > u aproximovat
GP rozdeˇlen´ım, prˇicˇemzˇ parametr tvaru ξ ∈ R GP rozdeˇlen´ı odpov´ıda´ parametru tvaru
ξ ∈ R prˇ´ıslusˇne´ho limitn´ıho GEV rozdeˇlen´ı vy´beˇrovy´ch maxim a σu = σ + ξ(u− µ) [4].
Oproti metodeˇ blokovy´ch maxim neopomı´j´ı prahovy´ model ostatn´ı extre´mn´ı pozo-
rova´n´ı, ktera´ nedosahuj´ı velikosti blokovy´ch maxim, a zpravidla tak dovoluje zahrnout
do analy´zy soubor veˇtsˇ´ıho rozsahu. Na druhou stranu vhodna´ volba prahu je kritickou
cˇa´st´ı cele´ho modelu. Nı´zka´ volba prahu u vede ke sˇpatne´ aproximaci limitn´ım vztahem
(9) a parametry modelu jsou odhadnuty se znacˇny´m vychy´len´ım. Vysoka´ volba prahu u
vede k male´mu pocˇtu prˇekrocˇen´ı a k na´r˚ustu variability odhad˚u. Volba optima´ln´ı pra-
hove´ hodnoty, vyvazˇuj´ıc´ı vychy´len´ı a variabilitu, vsˇak sta´le patrˇ´ı k nedorˇesˇeny´m ota´zka´m
uvedene´ho modelu. Techniky vy´beˇru vhodne´ho prahu budou popsa´ny v odstavci 3.
Jakmile je zvolena prahova´ hodnota, lze pouzˇ´ıt aproximaci nadprahovy´ch pozorova´n´ı
GP rozdeˇlen´ım a prˇistoupit ke stanoven´ı odhad˚u jeho parametr˚u a dalˇs´ıch parametricky´ch
funkc´ı. Vzhledem k aplikacˇn´ı cˇa´sti te´to pra´ce budou popsa´ny odhady na´vratove´ u´rovneˇ zr
prˇ´ıslusˇne´ periodeˇ na´vratu r. Na´vratova´ u´rovenˇ zr je takova´ hodnota, ktera´ je v pr˚umeˇru
prˇekrocˇena jednou za r pozorova´n´ı, tj. jedna´ se o (1− r−1) kvantil modelove´ho rozdeˇlen´ı.
Prˇi uzˇit´ı prahove´ho modelu lze zr vyja´drˇit ve tvaru
zr =
{
u+ σuξ
[
(λur)
ξ − 1
]
, pro ξ 6= 0,
u+ σu ln(λur), pro ξ = 0,
(10)
kde λu := P (X > u). Cˇasto se vyzˇaduje urcˇen´ı tzv. N -lete´ na´vratove´ u´rovneˇ. Pak stacˇ´ı
jednodusˇe polozˇit r = nyN , kde ny je pr˚umeˇrny´ pocˇet pozorova´n´ı za jeden rok.
Odhad ẑr hodnoty zr se dostane nahrazen´ım jednotlivy´ch parametr˚u v (10) jejich od-
hady. Nı´zˇe budou popsa´ny odhady z´ıskane´ MV metodou a vybrane´ semiparametricke´
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odhady. Odhad parametru λu se obdrzˇ´ı jako relativn´ı cˇetnost pozorova´n´ı nad prahem u.
Protozˇe pocˇet prˇekrocˇen´ı prahu u je na´hodna´ velicˇina s binomicky´m rozdeˇlen´ım Bi(n, λu),
je takto z´ıskany´ odhad λ̂u MV odhadem parametru λu. Na za´kladeˇ asymptoticky´ch vlast-
nost´ı je mozˇne´ da´le urcˇit odhad rozptylu statistiky zr, jak je bl´ızˇe popsa´no v dizertacˇn´ı
pra´ci.
Odhady metodou maximaln verohodnosti
Odhady parametr˚u v blokove´m i prahove´m modelu by´vaj´ı cˇasto urcˇeny pomoc´ı stan-
dardn´ıch postup˚u, zejme´na uzˇit´ım MV metody (viz [3] nebo [8]). MV odhady parametr˚u
GEV rozdeˇlen´ı (resp. GP rozdeˇlen´ı) lze vsˇak z´ıskat jen s jisty´mi omezen´ımi, protozˇe trˇ´ıda
GEV rozdeˇlen´ı nen´ı obecneˇ regula´rn´ı a jsou tak porusˇeny za´kladn´ı prˇedpoklady MV te-
orie. Jak je uka´za´no v [45], konvergence MV odhad˚u za´vis´ı na hodnoteˇ EV indexu. Po-
kud ξ > −1/2, maj´ı odhady z´ıskane´ MV metodou obvykle´ asymptoticke´ vlastnosti, tj.
asymptoticke´ rozdeˇlen´ı odhad˚u je norma´ln´ı. Pro ξ = −1/2 byly MV odhady odvozeny
v [44] pro semiparametricky´ model. V prˇ´ıpadeˇ, zˇe −1 < ξ < −1/2, lze odhady z´ıskat
beˇzˇny´m zp˚usobem, ovsˇem tyto jizˇ nemaj´ı obvykle´ asymptoticke´ vlastnosti [39]; prˇesto
vsˇak, jak je uka´za´no v [49], pro ξ > −1 prˇedstavuj´ı odhady z´ıskane´ MV metodou kon-
zistentn´ı odhady. Nakonec pro ξ ≤ −1, kdy maj´ı rozdeˇlen´ı velmi kra´tke´ prave´ chvosty, je
ma´lo pravdeˇpodobne´, zˇe budou MV odhady dosazˇeny s dostatecˇnou prˇesnost´ı.
Da´le budou popsa´ny jen odhady parametr˚u v prahove´m modelu, MV odhady para-
metr˚u modelu blokovy´ch maxim jsou rozebra´ny v dizertacˇn´ı pra´ci. Necht’ je da´n na´hodny´
vy´beˇrX1, . . . , Xn z GP rozdeˇlen´ı s distribucˇn´ı funkc´ıH(x) ze vztahu (9) a prˇedpokla´dejme,
zˇe byly z´ıska´ny realizace X1 = x1, . . . , Xn = xn. Logaritmicka´ veˇrohodnostn´ı funkce GP
rozdeˇlen´ı je ve tvaru
l(σu, ξ) =

−n lnσu −
(
1 + 1ξ
) n∑
i=1
ln
(
1 + ξ xiσu
)
, pro ξ 6= 0,
−n lnσu − 1σu
n∑
i=1
xi, pro ξ = 0.
(11)
Maximalizac´ı vy´razu (11), prˇ´ıpadneˇ rˇesˇen´ım syste´mu veˇrohodnostn´ıch rovnic, obdrzˇ´ıme
MV odhady prˇ´ıslusˇny´ch parametr˚u. Protozˇe syste´m veˇrohodnostn´ıch rovnic nelze rˇesˇit
analyticky, je nutne´ pouzˇ´ıt vhodne´ numericke´ metody, naprˇ. proceduru zalozˇenou na Nel-
deroveˇ-Meadoveˇ simplexove´m algoritmu [33] implementovanou v rˇadeˇ softwar˚u. MV od-
had na´vratove´ u´rovneˇ zr se obdrzˇ´ı nahrazen´ım parametr˚u ξ, σu, λu ve vztahu (10) jejich
MV odhady.
Semiparametricke prstupy k odhadum parametru
rozdelen extremnch hodnot
V posledn´ı dobeˇ se pozornost zameˇrˇila prˇedevsˇ´ım na neparametricke´ prˇ´ıstupy odhadu
parametr˚u EV rozdeˇlen´ı. Rˇada autor˚u se zaby´vala odhady parametr˚u metodou pravdeˇpo-
dobnostneˇ va´zˇeny´ch moment˚u [6, 7, 11] nebo metodou L-moment˚u [1, 29]. Zde bude po-
zornost veˇnova´na semiparametricky´m prˇ´ıstup˚um odhadu EV indexu, a sice momentove´mu
odhadu v prahove´m modelu. Meˇjme na´hodny´ vy´beˇr X1, . . . , Xn a oznacˇme X(1), . . . , X(n)
usporˇa´dany´ na´hodny´ vy´beˇr, kde X(1) ≤ . . . ≤ X(n) a X(i) oznacˇuje i-tou porˇadovou sta-
tistiku. Dosud bylo popsa´no asymptoticke´ chova´n´ı vy´beˇrove´ho maxima Mn = X(n) pro
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n → ∞. Obecneˇ je mozˇne´ popsat limitn´ı vlastnosti porˇadove´ statistiky X(n−k) pro libo-
volne´ pevne´ k [10]. Lze vsˇak take´ uvazˇovat porˇadove´ statistiky prˇi volbeˇ k = k(n) → ∞
pro n → ∞. Prˇida´me-li nav´ıc podmı´nku k(n)/n → 0, pak prˇi takove´ volbeˇ k lze rˇa´dnou
normalizac´ı obdrzˇet asymptoticky norma´lneˇ rozdeˇlene´ statistiky, ktere´ mohou slouzˇit k od-
had˚um parametr˚u rozdeˇlen´ı v prahove´m modelu.
Necht’ X1, . . . , Xn je na´hodny´ vy´beˇr z rozdeˇlen´ı s distribucˇn´ı funkc´ı F ∈ D(Gξ), ξ ∈ R
a x∗ > 0. Momentovy´ odhad ξ̂M (k) EV indexu ξ je ve tvaru
ξ̂M (k) := M
(1)
n (k) + 1− 1
2
1−
(
M
(1)
n (k)
)2
M
(2)
n (k)

−1
, (12)
kde M
(j)
n (k) :=
1
k
k−1∑
i=0
(
lnX(n−i) − lnX(n−k)
)j
.
Za prˇedpoklad˚u splneˇn´ı podmı´nky druhe´ho rˇa´du lze u semiparametricky´ch odhad˚u ξ̂(k)
EV indexu uka´zat, zˇe tyto odhady maj´ı asymptoticky norma´ln´ı rozdeˇlen´ı, tedy lze psa´t
√
k
(
ξ̂(k)− ξ
)
d−→ √varξN + λbξ,ρ, (13)
kde N ∼ N(0, 1), varξ je slozˇka variability za´visej´ıc´ı na ξ a λbξ,ρ je slozˇka vychy´len´ı
za´visej´ıc´ı na ξ a parametru druhe´ho rˇa´du ρ ≤ 0. Detailn´ı popis je mozˇne´ nale´zt prˇ´ımo v di-
zertacˇn´ı pra´ci, poprˇ. v [10]. Tedy limitn´ım rozdeˇlen´ım ξ̂M je norma´ln´ı rozdeˇlen´ı s mozˇny´m
nenulovy´m vychy´len´ım, ktere´ za´vis´ı na p˚uvodn´ım rozdeˇlen´ı F skrze parametry ξ a ρ.
Prˇi aproximaci vztahu (13) pro neˇjake´ konecˇne´ n je vsˇak d˚ulezˇite´ vhodneˇ urcˇit hod-
notu k a t´ım i pod´ıl n/k. Volba vhodne´ho k prˇitom odpov´ıda´ volbeˇ vhodne´ho prahu u
v (parametricke´m) prahove´m modelu s t´ım rozd´ılem, zˇe nyn´ı je jako pra´h uvazˇova´na hod-
nota porˇadove´ statistiky X(n−k). Tedy s rostouc´ım k variancˇn´ı slozˇka varξ klesa´ a slozˇka
vychy´len´ı λbξ,ρ roste.
Na za´kladeˇ aproximace pomoc´ı vztahu (6) se z´ıska´ odhad na´vratove´ u´rovneˇ zr ve tvaru
zr = U(r) ≈ U
(
n
k
)
+
a
(
n
k
)
ξ
[(
kr
n
)ξ
− 1
]
,
kde Û(n/k) = X(n−k) je odhad hodnoty U(n/k) a pravdeˇpodobnost prˇekrocˇen´ı prahu
λu := P (X > U(n/k)) byla odhadnuta jako relativn´ı cˇetnost pozorova´n´ı nad prahem
X(n−k), tedy λ̂u = k/n, cozˇ odpov´ıda´ parametricke´mu modelu. Odhad cˇlenu a(n/k) a dalˇs´ı
detaily jsou popsa´ny v dizertacˇn´ı pra´ci. Pomoc´ı odhadu variancˇn´ı matice teˇchto odhad˚u
je da´le mozˇne´ urcˇit rozptyl statistiky zr a prˇ´ıpadneˇ jej´ı interval spolehlivosti.
3. Metody vyberu prahovych hodnot
Vhodna´ volba prahove´ hodnoty je sta´le nedorˇesˇeny´m proble´mem prahove´ho modelu.
Neˇktere´ starsˇ´ı i soucˇasne´ metody jsou shrnuty v publikaci [43], v prakticky´ch situac´ıch
prˇitom sta´le by´va´ volba prahu prova´deˇna na za´kladeˇ explorativn´ıch technik a zkusˇenost´ı
v dane´m oboru. Nejcˇasteˇji by´vaj´ı uzˇ´ıva´ny dveˇ graficke´ metody spocˇ´ıvaj´ıc´ı ve volbeˇ vhod-
ne´ho prahu u0 tak, aby bylo dosazˇeno urcˇite´ stability empiricke´ strˇedn´ı hodnoty (Mean
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Residual Life plot) cˇi odhad˚u parametr˚u ξ, σu. Detailneˇ jsou graficke´ metody prˇedstaveny
v dizertacˇn´ı pra´ci. V soucˇasnosti vsˇak roste za´jem o metody adaptivn´ıho urcˇova´n´ı prahu,
ktere´ nab´ız´ı automatizaci volby prahu a o vhodnosti prahu se snazˇ´ı rozhodnout na za´kladeˇ
vyvinuty´ch statisticky´ch krite´ri´ı. Tyto techniky jsou zpravidla vy´pocˇetneˇ na´rocˇneˇjˇs´ı.
Adaptivn volba prahu v semiparametrickem modelu
Vy´znamnou trˇ´ıdu adaptivn´ıch metod tvorˇ´ı dvojiteˇ bootstrapova´ technika. Necht’ je da´n
na´hodny´ vy´beˇr z rozdeˇlen´ı, pro kterou je pomocna´ funkce druhe´ho rˇa´du (7) ve tvaru
A(t) = ctρ pro c 6= 0, ρ < 0. Nejcˇasteˇji by´va´ uvazˇova´na tzv. Hallova trˇ´ıda rozdeˇlen´ı
[12, 21], tedy rozdeˇlen´ı s kvantilovou funkc´ı chvostu U(t) = Ctξ(1 + Dtρ + o(tρ)), kde
C > 0.
Uvazˇuje-li se semiparametricky´ momentovy´ odhad ξ̂M (k) EV indexu, je pak optima´ln´ı
pocˇet k0 = k0(n) horn´ıch porˇadovy´ch statistik vybra´n tak, aby byla minimalizova´na
strˇedn´ı kvadraticka´ chyba odhadu, tj. k0 ∈ argminkE
(
ξ̂M (k)− ξ
)2
. Za prˇedpokladu
Hallovy trˇ´ıdy rozdeˇlen´ı a vyja´drˇen´ı odhadu ξ̂M (k) ve tvaru (13) lze odvodit rovnost
k0(n) =
( varξ
−2ρc2b2ξ,ρ
)1/(1−2ρ)
n−2ρ/(1−2ρ)
. (14)
Zvoleny´ odhad hodnoty k0 za´vis´ı, mimo jine´, na parametru druhe´ho rˇa´du ρ. Obt´ızˇe spo-
jene´ s odhadem ρ jsou v literaturˇe popsa´ny [19, 20], cˇasto je pak nutne´ splneˇn´ı podmı´nky
trˇet´ıho rˇa´du [14]. Dvojiteˇ bootstrapova´ technika prˇitom umozˇnˇuje se, vhodnou kombinac´ı
odhad˚u, zcela vyhnout odhadu parametru ρ.
Nejprve se nezna´my´ EV index nahrad´ı jiny´m vhodny´m odhadem ξ̂aux (v´ıce viz di-
zertacˇn´ı pra´ci nebo [12, 21]). Na´sledneˇ je z empiricke´ distribucˇn´ı funkce Fn(x) B-kra´t
neza´visle bootstrapova´n na´hodny´ vy´beˇr rozsahu n1 < n, prˇicˇemzˇ pro kazˇdy´ takovy´ vy´beˇr
jsou pro k = 2, . . . , n1 urcˇeny bootstrapove´ odhady ξ̂∗(k, b), ξ̂∗aux(k, b) a da´le
q∗n1,b(k) =
(
ξ̂∗(k, b)− ξ̂∗aux(k, b)
)2
, kde b = 1, . . . , B.
Bootstrapovy´ odhad asymptoticke´ strˇedn´ı kvadraticke´ chyby (AMSE)
ÂMSE
∗
(n1, k) =
1
B
B∑
b=1
q∗n1,b(k)
je minimalizova´n vzhledem ke k. Necht’ je minima dosazˇeno v bodeˇ k∗0(n1). Cely´ postup
je pak opakova´n pro rozsah bootstrapove´ho vy´beˇru n2 = d(n1)2/ne a je z´ıska´na hodnota
k∗0(n2). Dvojiteˇ bootstrapovy´ odhad optima´ln´ıho k0 se na´sledneˇ z´ıska´ polozˇen´ım (d˚ukaz
pro ξ̂M (k) viz [12])
k̂∗0 =
(k∗0(n1))
2
k∗0(n2)
. (15)
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Adaptivn volba prahu zalozena na verohodnosti
Jiny´ prˇ´ıstup, tzv. Multiple-Threshold Generalized Pareto model (zkra´ceneˇ MT-GP mo-
del), byl rozvinut v pra´ci [38]. Tento v principu vycha´z´ı z graficke´ metody urcˇen´ı prahu
pomoc´ı stability odhad˚u EV indexu. Zaveden´ım diskretizace pomoc´ı m prahovy´ch hodnot
u1 < · · · < um je EV index ξ modelova´n jako po cˇa´stech konstantn´ı funkce se zmeˇnami
v bodech ui, i = 2, . . . ,m.
Necht’ je da´na na´hodna´ velicˇina X a bud’ Y = X − u1 prˇekrocˇen´ı prahu u1. Oznacˇme
vi = ui − u1 pro i = 1, . . . ,m a wi = vi+1 − vi pro i = 1, . . . ,m − 1. Nejprve se provede
odvozen´ı hustoty fY (y) velicˇiny Y . Aby nedocha´zelo k nespojitostem v fY (y), je vhodne´
uvazˇovat parametry meˇrˇ´ıtka ve tvaru σi+1 = σi + ξiwi, kde σ1 > 0. Pu˚vodn´ı model s 2m
parametry je tak mozˇne´ parametrizovat jen pomoc´ı m+1 parametr˚u θ = (σ1, ξ1, . . . , ξm).
Bud’ pi := P (Y > vi). Je-li da´n na´hodny´ vy´beˇr Y1, . . . , Yn prˇekrocˇen´ı prahu u1 z hustoty
fY (y), pak lze logaritmickou veˇrohodnostn´ı funkci zapsat ve tvaru (viz [38])
l(σ1, ξ1, . . . , ξm) =
=
n∑
i=1
m∑
j=1
1[vj<yi<vj+1]
{
ln pj − lnσj −
(
1 +
1
ξj
)
ln
[
1 + ξj
yi − vj
σj
]}
. (16)
Cely´ model vcˇetneˇ hustoty fY (y) je v dizertacˇn´ı pra´ci detailneˇ odvozen.
Uvazˇujme nyn´ı situaci, kdy chceme oveˇrˇit, zda je parametr tvaru ξ identicky´ na vsˇech
intervalech (vi, vi+1), i = 1, . . . ,m, tj. testujeme nulovou hypote´zu H : ξ1 = · · · = ξm.
Zamı´tnut´ı te´to hypote´zy by ukazovalo, zˇe pro u ≥ u1 nebylo dosazˇeno uspokojive´ stability
EV indexu a bylo by tak nutne´ uvazˇovat jako vhodny´ pra´h neˇjakou hodnotu veˇtsˇ´ı nezˇ
u1. Oznacˇme da´le θ̂ MV odhad parametru θ z´ıskany´ z (16) a θ̂0 MV odhad z´ıskany´ za
platnosti nulove´ hypote´zy, tj. za platnosti ξ1 = · · · = ξm. Nulova´ hypote´za se testuje na
za´kladeˇ statistik
LM(θ̂0) =
1
n
UT (θ̂0)J
−1(θ̂0)U(θ̂0), (17)
LR(θ̂0) = 2
(
l(θ̂)− l(θ̂0)
)
, (18)
kde U(θ̂0) je sko´rovy´ vektor prˇ´ıslusˇny´ hustoteˇ fY (y) a J(θ̂0) je ocˇeka´vana´ Fisherova
informacˇn´ı matice. Za prˇedpokladu, zˇe ξm > −1/2 a tedy MV odhady maj´ı obvykle´
asymptoticke´ vlastnosti [45], maj´ı uvedene´ statistiky asymptoticky χ2m−1 rozdeˇlen´ı. (Jedna´
se o asymptoticke´ testy s rusˇivy´mi parametry popsane´ viz naprˇ. [3].) Odvozen´ı tvar˚u
statistik U(θ̂0) a J(θ̂0) lze nale´zt v dodatku dizertacˇn´ı pra´ce.
V prˇ´ıpadeˇ zamı´tnut´ı nulove´ hypote´zy H : ξ1 = . . . , ξm se prˇistupuje k postupne´mu
testova´n´ı stability EV indexu pro prahove´ hodnoty (ui, . . . , um), dokud pouzˇite´ krite´rium
nevede pro neˇjake´ i = 2, . . . ,m− 1 k jej´ımu prˇijet´ı. Prˇi nulove´ hypote´ze H : ξi = · · · = ξm
je tak asymptoticke´ rozdeˇlen´ı statistik (17) a (18) χ2m−i.
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4. Analyza extremnch srazkovych uhrnu
Poznatky z prˇedesˇly´ch odstavc˚u byly aplikova´ny k odhadu extre´mn´ıch sra´zˇkovy´ch u´hrn˚u
v jihomoravske´m regionu. Tato analy´za byla motivova´na nutnost´ı aktualizace hydrolo-
gicky´ch podklad˚u pro potrˇeby pla´nova´n´ı a u´drzˇby meˇstske´ho odvodnˇovac´ıho syste´mu.
Du˚raz je kladen na odhady tzv. IDF krˇivek (zkra´ceneˇ z angl. Intensity-Duration-Frequen-
cy), ktere´ prˇestavuj´ı za´kladn´ı hydrologicky´ na´stroj pro vyhodnocen´ı frekvence vy´skytu
intenzivn´ıch desˇt’ovy´ch sra´zˇek. Dodnes u na´s pouzˇ´ıvane´ odhady IDF krˇivek (viz [46])
se jev´ı jako zastarale´ a noveˇ vyvinute´ statisticke´ metody by tak mohly prˇispeˇt k jejich
zprˇesneˇn´ı.
Simulacn studie pro porovnan adaptivnch metod
urcen prahu
Pro porovna´n´ı adaptivn´ıch metod urcˇen´ı prahu byla provedena simulacˇn´ı studie [25].
Opakovaneˇ byly generova´ny vy´beˇry s rozsahy n = 500, 1000, 2000, 3000, 5000 a 8000
z rozdeˇlen´ı, ktera´ svou povahou nejle´pe odpov´ıdaj´ı analyzovany´m sra´zˇkovy´m meˇrˇen´ım.
Konkre´tneˇ bylo uvazˇova´no Fre´chetovo, GP a loglogisticke´ rozdeˇlen´ı, patrˇ´ıc´ı do Hallovy
trˇ´ıdy rozdeˇlen´ı, a da´le gama, Weibullovo a lognorma´ln´ı rozdeˇlen´ı.
Dvojiteˇ bootstrapova´ technika byla uvazˇova´na v kombinaci s momentovy´m odhadem
(12). Pocˇet bootstrapovy´ch odhad˚u byl vzˇdy nastaven na B = 250. Ze studie [21] vyply´va´,
zˇe rozsah bootstrapovy´ch vy´beˇr˚u n1 je vhodne´ volit co nejveˇtsˇ´ı. Zde bylo uvazˇova´no
n1 = dn0,995e, kde n je de´lka dane´ rˇady. Pro stabilizaci odhadu k̂0 optima´ln´ıho pocˇtu
horn´ıch porˇadovy´ch statistik byla cela´ procedura vzˇdy 1000× opakova´na, prˇicˇemzˇ konecˇny´
odhad k̂0 byl stanoven jako media´n takto z´ıskany´ch hodnot.
Metodou MT-GP byl vhodny´ pra´h u hleda´n uzˇit´ım krite´ria (17). Optima´ln´ı hodnota u0
byla uvazˇova´na mezi 0,5 % a 90 % empiricky´m kvantilem. Vzhledem k otevrˇeny´m za´veˇr˚um
v pra´ci [38] byla zvolena diskretizace pomoc´ı postupneˇ m = 10, 20 a 40 prahovy´ch hodnot
mezi uvedeny´mi kvantily. Hodnota u0(m) byla pro kazˇde´ m zvolena jako nejmensˇ´ı pra´h,
pro ktery´ nebyla testovana´ hypote´za zamı´tnuta na hladineˇ vy´znamnosti 0,05.
Za´veˇry simulacˇn´ı studie [25] ukazuj´ı, zˇe pouzˇit´ı bootstrapove´ techniky vzˇdy vede k men-
sˇ´ımu rozsahu vy´beˇru uvazˇovane´ho POT modelem. Jista´ nestabilita MT-GP byla po-
zorova´na pro loglogisticke´, Fre´chetovo a lognorma´ln´ı rozdeˇlen´ı. Na druhou stranu tato
technika vhodneˇ identifikuje GP rozdeˇlen´ı a pra´h zde urcˇuje velmi n´ızko. Oba prˇ´ıstupy
byly porovna´ny vzhledem k odhad˚um EV indexu. Zde vyply´va´, zˇe v ra´mci Hallovy trˇ´ıdy
rozdeˇlen´ı jsou obeˇ metody srovnatelne´. Mimo Hallovu trˇ´ıdu se pak ukazuj´ı odhady EV
indexu me´neˇ vychy´lene´ prˇi uzˇit´ı bootstrapove´ metody, acˇkoliv tato zde nema´ jasne´ teo-
reticke´ opodstatneˇn´ı.
Odhady extremnch dest'ovych udalost
Jako vstupn´ı data pro analy´zu slouzˇ´ı za´znamy rea´lny´ch desˇt’ovy´ch sra´zˇek (s rozliˇsen´ım
1 minuty) ze 6 stanic situovany´ch na u´zemı´ Jihomoravske´ho kraje. Sledovana´ obdob´ı
spolu s de´lkami u´plny´ch za´znamu˚ jsou shrnuta v tabulce 1.
Teorie extre´mn´ıch hodnot je prˇi posuzova´n´ı hydrologicky´ch jev˚u cˇasto aplikova´na.
Z meˇrˇeny´ch cˇasovy´ch rˇad by´va´ vsˇak nejprve nutne´ vybrat takova´ pozorova´n´ı, ktera´
mu˚zˇeme pokla´dat za neza´visla´. Jak uva´d´ı naprˇ. pra´ce [30], v za´sadeˇ se rozliˇsuj´ı dva
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Tabulka 1: Prˇehled sra´zˇkomeˇrny´ch stanic, jejich sledovane´ho obdob´ı a de´lky rˇad s u´plny´mi
za´znamy.
Stanice Sledovane´ obdob´ı De´lka rˇady [roky]
Brno-Turˇany 1959–2000 41
Brno-Zˇabovrˇesky 1987–2003 16
Brno-Jundrov 1992–2003 11
Znojmo-Kucharˇovice 1956–2003 27
Jeviˇsovice 1961–2000 37
Vysˇkov 1961–1992 31
za´kladn´ı zp˚usoby vy´beˇru prvk˚u pro statisticke´ zpracova´n´ı. Prvn´ı je postaven na metodeˇ
blokovy´ch maxim, kdy jsou do statisticke´ho souboru zahrnuty jen nejveˇtsˇ´ı prvky v dane´m
bloku pozorova´n´ı. V hydrologii by´vaj´ı veˇtsˇinou uvazˇova´ny bloky o de´lce jednoho roku
a z´ıskana´ rˇada je pak oznacˇova´na jako Annual Maxima Series. Nevy´hodou je ovsˇem fakt,
zˇe jsou zanedba´va´ny prˇ´ıpadne´ dalˇs´ı vysoke´ hodnoty, ktere´ ovsˇem nedosahuj´ı prˇ´ıslusˇny´ch
blokovy´ch maxim.
Jiny´ zp˚usob vy´beˇru prvk˚u je zalozˇen na prahove´m POT modelu, kdy jsou do sta-
tisticke´ho souboru zahrnuty hodnoty prˇekracˇuj´ıc´ı neˇjakou vysokou prahovou hodnotu.
V soucˇasnosti pak POT model prˇedstavuje sta´le v´ıce pouzˇ´ıvanou techniku [5, 32, 48].
Vzhledem k de´lce dostupny´ch dat bude tento prˇ´ıstup uprˇednostneˇn. Prˇi analy´ze sra´zˇkovy´ch
extre´mu˚ pomoc´ı POT modelu se postupuje tak, zˇe se z dany´ch cˇasovy´ch rˇad separuj´ı
tzv. desˇt’ove´ uda´losti. Tyto jsou mezi sebou uvazˇova´ny jako prˇiblizˇneˇ neza´visle´. Aplikace
r˚uzny´ch metodik separace desˇt’ovy´ch uda´lost´ı za´vis´ı na konkre´tn´ı aplikacˇn´ı oblasti. Jak na-
znacˇuje pra´ce [37], pra´veˇ prˇ´ıstup separace uvedeny´ v [35] se ukazuje jako nejvhodneˇjˇs´ı pro
potrˇeby na´vrhu meˇstske´ho odvodneˇn´ı v brneˇnske´m regionu. Na´sledneˇ se z kazˇde´ uda´losti
pro prˇedem stanovene´ trva´n´ı desˇteˇ vyberou nejveˇtsˇ´ı pozorovane´ sra´zˇkove´ u´hrny. Podle
metodiky [35] tak byly vycˇleneˇny sra´zˇkove´ u´hrny za dobu trva´n´ı desˇteˇ 5, 10, 15, 20, 30,
45, 60, 90, 120, 180, 240 a 360 minut.
Ve spojitosti s analy´zou extre´mn´ıch hodnot byla provedena rˇada pocˇ´ıtacˇovy´ch imple-
mentac´ı (viz naprˇ. [16]), ktere´ jsou take´ soucˇa´st´ı dizertacˇn´ı pra´ce. Jedna´ se naprˇ. take´
o zde diskutovane´ techniky vzorkova´n´ı.
Prˇi analy´ze byla pozornost zameˇrˇena zejme´na na rozsah datovy´ch soubor˚u. Srovna´n´ı
technik volby prahu a odhadu IDF krˇivek je tak mozˇne´ porovnat take´ vzhledem k de´lce
dostupny´ch cˇasovy´ch rˇad. Vhodna´ volba prahu u0, resp. pocˇtu nadprahovy´ch pozorova´n´ı
k0, byla stanovena graficky´mi i adaptivn´ımi metodami v kombinaci s MV a semiparame-
tricky´mi odhady. Spra´vnost zvoleny´ch prah˚u byla vzˇdy oveˇrˇena vizua´lneˇ pomoc´ı histo-
gramu˚ a Q-Q plot˚u a take´ pomoc´ı test˚u dobre´ shody (Pearsonova χ2 testu, Kolmogorovova-
Smirnovova testu a Andersonova-Darlingova testu).
Uka´zalo se, zˇe GP rozdeˇlen´ı velmi dobrˇe odpov´ıda´ empiricke´mu rozdeˇlen´ı nadprahovy´ch
hodnot ve vsˇech studovany´ch prˇ´ıpadech, s vy´jimkou uzˇit´ı MT-GP metody zalozˇene´ na
krite´riu (18). Vzhledem k diskuzi automatizace postupu vsˇak nebyly tyto prahy nijak ko-
rigova´ny. Bylo zjiˇsteˇno, zˇe pro delˇs´ı dostupne´ rˇady dvojiteˇ bootstrapova´ technika vyb´ıra´
vzˇdy nejmensˇ´ı pocˇet pozorova´n´ı. Pro rostouc´ı de´lku desˇteˇ jsou pak vy´beˇry podobne´ jako
uzˇit´ım graficky´ch metod. Nejnizˇsˇ´ı prahova´ hodnota byla obecneˇ stanovena MT-GP tech-
nikou. Zejme´na prˇi uzˇit´ı statistiky (18) pak byly z´ıska´ny (patrneˇ nevhodneˇ) rozsa´hle´
nadprahove´ soubory. Vı´ce je k nalezen´ı v publikaci [24].
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Na´sledneˇ byly pro urcˇene´ prahy stanoveny odhady parametr˚u GP rozdeˇlen´ı – semi-
parametricke´ pro bootstrapovou volbu k0 a MV odhady jinak. Odhady EV indexu jsou
zobrazeny na obra´zku 2. Jak bylo ocˇeka´va´no, pro kra´tke´ rˇady, vcˇetneˇ te´ ze stanice Brno-
Jundrov, jsou odhady zat´ızˇeny veˇtsˇ´ı variabilitou. Prˇi porovna´n´ı s momentovy´mi odhady
vykazuj´ı MV odhady obecneˇ (at’ uzˇ prˇi uzˇit´ı MT-GP nebo graficky´ch metod) mensˇ´ı va-
riabilitu pro delˇs´ı cˇasove´ rˇady. Pro kra´tke´ rˇady pak docha´z´ı u MV odhad˚u k na´r˚ustu
variability a momentove´ odhady se zde ukazuj´ı jako vhodneˇjˇs´ı. Na druhou stranu je pa-
trne´ vza´jemne´ vychy´len´ı vsˇech odhad˚u, a to i v ra´mci MV metody v kombinaci s r˚uzny´mi
technikami urcˇen´ı prahu. Teoreticke´ aspekty by meˇly ve´st k za´veˇr˚um, zˇe prˇi vysˇsˇ´ı hod-
noteˇ prahu docha´z´ı k mensˇ´ımu vychy´len´ı odhad˚u, avsˇak vzhledem ke znacˇne´ variabiliteˇ
u kra´tky´ch cˇasovy´ch rˇad nen´ı mozˇne´ takove´ za´veˇry jasneˇ stanovit.
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Obra´zek 2: Parametr tvaru z´ıskany´ semiparametricky´mi momentovy´mi odhady (Mom)
a MV metodou prˇi volbeˇ prahu pomoc´ı prˇ´ıstupu MT-GP prˇi pouzˇit´ı testovac´ıch statistik
LM a LR pro stanice Brno-Turˇany a Brno-Jundrov. Smeˇrodatne´ odchylky z´ıska´ny na
za´kladeˇ asymptoticke´ normality. Horizonta´ln´ı osa je zobrazena v logaritmicke´m meˇrˇ´ıtku.
Pomoc´ı odhad˚u parametr˚u byly da´le urcˇeny odhady IDF krˇivek jakozˇto na´vratove´
u´rovneˇ sra´zˇkovy´ch intenzit. Intenzita je zde urcˇena jako pod´ıl sra´zˇkovy´ch u´hrn˚u za da-
nou doby trva´n´ı desˇteˇ. V hydrologicke´ praxi by´va´ zvykem [30] z´ıskane´ na´vratove´ u´rovneˇ
prokla´dat regresn´ı krˇivkou
I(t) =
β1
(1 + β2t)β3
,
kde I(t) je odhadnuta´ intenzita, t je doba trva´n´ı desˇteˇ a β1, β2, β3 jsou regresn´ı koeficienty.
Na obra´zc´ıch 3 a 4 je zobrazeno srovna´n´ı odhad˚u IDF krˇivek pro stanice Brno-Turˇany
a Brno-Jundrov z´ıskany´ch jako 100lete´ na´vratove´ u´rovneˇ, prˇicˇemzˇ tyto byly pomoc´ı ne-
linea´rn´ı regrese prolozˇeny vy´sˇe uvedenou krˇivkou. Vyznacˇene´ 95% intervaly spolehlivosti
byly urcˇeny na za´kladeˇ asymptoticke´ normality odhad˚u. Pro delˇs´ı cˇasove´ rˇady lze vsˇechny
odhady z prakticke´ho hlediska povazˇovat za totozˇne´. Rozd´ıly mezi metodami jsou pa-
trne´ pro kra´tke´ rˇady, zejme´na prˇi odhadech dlouhodoby´ch uda´lost´ı (viz uka´zana´ 100leta´
u´rovenˇ). Srovna´n´ım momentove´ho a MV odhadu prˇi graficke´ volbeˇ prahu se ukazuje
(obr.3), zˇe krˇivky z´ıskane´ MV metodou vykazuj´ı mensˇ´ı variabilitu pro kratsˇ´ı doby trva´n´ı
desˇteˇ. Pro delˇs´ı doby trva´n´ı je pak variabilita mensˇ´ı pro momentove´ odhady. Na obra´zku
4 je videˇt, zˇe volba prahu pomoc´ı MT-GP metody ma´ za na´sledek velke´ vychy´len´ı krˇivek
oproti momentove´mu odhadu pro kra´tke´ doby trva´n´ı desˇteˇ. Z´ıskane´ MV odhady jsou zde
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prakticky nepouzˇitelne´ kv˚uli extre´mn´ı sˇ´ıˇrce interval˚u spolehlivosti. Na druhou stranu se
pro dlouhe´ doby trva´n´ı desˇteˇ (240 a 360 minut) ukazuj´ı MV odhady jako prˇesneˇjˇs´ı. Sˇirsˇ´ı
pojedna´n´ı ke srovna´n´ı vsˇech zde diskutovany´ch prˇ´ıstup˚u lze nale´zt v autorovy´ch publi-
kac´ıch [24] a [26], kde byly odhady IDF krˇivek pro brneˇnsky´ region detailneˇ studova´ny.
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Obra´zek 3: MV odhady prˇi graficke´ volbeˇ prahu (cˇa´rkovaneˇ) a momentove´ odhady (plneˇ)
IDF krˇivek pro 100lete´ na´vratove´ u´rovneˇ. 95% intervaly spolehlivosti nebyly regresn´ı
krˇivkou prolozˇeny. Osy v logaritmicke´m meˇrˇ´ıtku.
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Obra´zek 4: MV odhady prˇi volbeˇ prahu pomoc´ı MT-GP metody (LM cˇa´rkovaneˇ, LR
tecˇkovaneˇ) a momentove´ odhady (plneˇ) IDF krˇivek pro 100-lete´ na´vratove´ u´rovneˇ. 95%
intervaly spolehlivosti nebyly regresn´ı krˇivkou prolozˇeny. Osy v logaritmicke´m meˇrˇ´ıtku.
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5. Teorie extremnch hodnot pro
stacionarn rady a jej pouzit
Dosud prˇedstavene´ metody statisticke´ho vyhodnocen´ı extre´mn´ıch hodnot byly zalozˇeny
na prˇedpokladu neza´vislosti jednotlivy´ch na´hodny´ch velicˇin. Vza´jemna´ neza´vislost vsˇak
prˇedstavuje v mnoha prakticky´ch situac´ıch zcela nerealisticky´ pozˇadavek a by´va´ tak nutne´
pouzˇ´ıt dodatecˇne´ techniky vzorkova´n´ı. Pro zobecneˇn´ı EV teorie pro prˇ´ıpad korelovany´ch
na´hodny´ch velicˇin je trˇeba se omezit na (striktneˇ) staciona´rn´ı rˇady. Nav´ıc je nutne´ prˇidat
pozˇadavek na omezen´ı za´vislosti tak, aby za´vislost mezi velicˇinamiXi, Xj byla pro rostouc´ı
vzda´lenost |i− j| neˇjaky´m zp˚usobem limitova´na. V literaturˇe je pak nejbeˇzˇneˇji uvazˇova´na
Leadbetterova D(un) podmı´nka [34] typu silne´ho mixingu. Vzhledem k povaze typicky´ch
aplikacˇn´ıch proble´mu˚ ale nen´ı tento pozˇadavek vy´znamneˇ omezuj´ıc´ı, protozˇe za´vislost
mezi cˇasoveˇ cˇi prostoroveˇ vzda´leny´mi pozorova´n´ımi je cˇasto zanedbatelna´.
Necht’X1, . . . , Xn je staciona´rn´ı rˇada splnˇuj´ıc´ı uvedenouD(un) podmı´nku aX
∗
1 , . . . , X
∗
n
na´hodny´ vy´beˇr se stejny´m jednorozmeˇrny´m margina´ln´ım rozdeˇlen´ım jako dana´ staciona´rn´ı
rˇada. Oznacˇme GEV(µ, σ, ξ) GEV rozdeˇlen´ı s parametry tvaru µ, meˇrˇ´ıtka σ a polohy ξ.
Podobneˇ jako v tvrzen´ı 1.3 je mozˇne´ uka´zat, zˇe limitn´ım rozdeˇlen´ım (rˇa´dneˇ normalizo-
vane´) velicˇiny Mn = max{X1, . . . , Xn} je opeˇt GEV(µθ, σθ, ξθ) rozdeˇlen´ı s distribucˇn´ı
funkc´ı Gθ(x). Je-li limitn´ı rozdeˇlen´ı vy´beˇrove´ho maxima M
∗
n = max{X∗1 , . . . , X∗n} neˇjake´
GEV(µ, σ, ξ) rozdeˇlen´ı s distribucˇn´ı funkc´ı G(x), pak mezi obeˇma distribucˇn´ımi funkcemi
plat´ı vztah
Gθ(x) = [G(x)]
θ, (19)
kde θ ∈ 〈0, 1〉 je tzv. extrema´ln´ı index. Nav´ıc plat´ı ξθ = ξ.
Parametr θ vyjadrˇuje mı´ru kra´tkodobe´ za´vislosti na extre´mn´ıch u´rovn´ıch a pro po-
sloupnost neza´visly´ch velicˇin je zrˇejmeˇ θ = 1. Vliv kra´tkodobe´ za´vislosti lze v reali-
zac´ıch staciona´rn´ıch rˇad pozorovat ve formeˇ shlukova´n´ı vysoky´ch hodnot, tj. extre´mn´ı
hodnoty by´vaj´ı obvykle na´sledova´ny dalˇs´ımi. Extrema´ln´ı index je mozˇne´ interpretovat
neˇkolik zp˚usoby, nejcˇasteˇji by´va´ uvazˇova´n vy´klad podle [34], kdy θ−1 vyjadrˇuje limitn´ı
strˇedn´ı hodnotu velikosti teˇchto shluk˚u.
V prakticky´ch situac´ıch, kdy jsou k dispozici pozorova´n´ı neˇjake´ staciona´rn´ı rˇady, je
mozˇne´ postupovat dveˇma zp˚usoby: (i) extrema´ln´ı index vhodneˇ odhadnout nebo (ii)
pouzˇ´ıt neˇjake´ filtracˇn´ı sche´ma, ktere´ by vliv θ eliminovalo. Druhy´ prˇ´ıstup, oznacˇova´n jako
declusterova´n´ı, by´va´ v aplikac´ıch obvykle uzˇ´ıva´n. Vybrane´ techniky declusterova´n´ı byly
prˇedstaveny v odstavci 4, kde byly pouzˇity po vzorkova´n´ı prˇiblizˇneˇ neza´visly´ch desˇt’ovy´ch
sra´zˇek. Pouzˇit´ı teˇchto technik ma´ ovsˇem za na´sledek (cˇasto vy´znamnou)
redukci p˚uvodn´ıho datove´ho souboru. Volba potrˇebny´ch pomocny´ch parametr˚u je nav´ıc
zat´ızˇena znacˇnou mı´rou subjektivity.
Jako lepsˇ´ı se tak jev´ı odhadnout θ pomoc´ı neˇjake´ho vhodne´ho odhadu θ̂. Protozˇe li-
mitn´ım rozdeˇlen´ım vy´beˇrovy´ch maxim staciona´rn´ı rˇady je GEV rozdeˇlen´ı, lze k analy´ze
pouzˇ´ıt standardn´ı metody bez ohledu na za´vislost. Odhady parametricky´ch funkc´ı se pote´
koriguj´ı podle z´ıskane´ho odhadu θ. Vy´hodou toho postupu je mozˇnost vyuzˇit´ı vsˇech do-
stupny´ch pozorova´n´ı, cozˇ mu˚zˇe vy´razneˇ sn´ızˇit variabilitu odhadu. Prˇedstavme kra´tce od-
hady vybrany´ch parametricky´ch funkc´ı prˇi pouzˇit´ı prahove´ho modelu, konkre´tneˇ odhady
na´vratovy´ch u´rovn´ı. Z limitn´ıch vlastnost´ı vy´beˇrove´ho maxima staciona´rn´ı rˇady vyply´va´,
zˇe mu˚zˇeme aproximovat P (Mn ≤ x) ≈ Gθ(x) ≈ Fnθ(x). Hledany´ (1 − r−1) kvantil GP
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rozdeˇlen´ı neza´visly´ch pozorova´n´ı tak za´kladeˇ pozorova´n´ı cele´ staciona´rn´ı rˇady odpov´ıda´
(1− r−1)θ−1 kvantilu. Namı´sto (10) se tedy dostane na´vratova´ u´rovenˇ zr ve tvaru
zr =

u+ σuξ
[{
λ−1u
[
1− (1− r−1)θ−1]}−ξ − 1], pro ξ 6= 0,
u+ σu ln
{
λu
[
1− (1− r−1)θ−1]−1}, pro ξ = 0. (20)
Odhad ẑr se obdrzˇ´ı nahrazen´ım uvedeny´ch parametr˚u ξ, σu, λu, θ jejich odhady.
V dizertacˇn´ı pra´ci jsou diskutova´ny dveˇ vy´znamne´ metody odhadu extrema´ln´ıho in-
dexu podle Gomes θ̂G [18] a Ancony-Navarreteho a Tawna θ̂AT [2]. Oba prˇ´ıstupy jsou
zalozˇeny na vztahu (19) a odhad θ urcˇuj´ı porovna´n´ım parametr˚u limitn´ıch GEV(µ, σ, ξ)
a GEV(µθ, σθ, ξθ) rozdeˇlen´ı. V dizertacˇn´ı pra´ci lze da´le nale´zt diskuzi odhad˚u rozptyl˚u
statistik θ̂G, θ̂AT , prˇicˇemzˇ tyto byly i pocˇ´ıtacˇoveˇ implementova´ny do prostrˇed´ı Matlab.
Pro u´cˇely porovna´n´ı vlastnost´ı teˇchto odhad˚u byla provedena simulacˇn´ı studie [27], kde
byly opakovaneˇ generova´ny realizace r˚uzny´ch staciona´rn´ıch proces˚u a na za´kladeˇ teˇchto
realizac´ı odhadnut extrema´ln´ı index. Ukazuje se, zˇe odhad θ̂G je me´neˇ vychy´leny´ pro
hodnoty θ v naproste´ veˇtsˇineˇ prˇ´ıpad˚u. Na druhou stranu pro θ → 0 cˇi θ → 1 vychy´len´ı
θ̂G roste a θ̂AT je zde v´ıce robustn´ım odhadem. Acˇkoliv je variabilita θ̂AT nepatrneˇ mensˇ´ı,
odhad podle Gomes je me´neˇ citlivy´ na volbu pomocny´ch parametr˚u a bude proto da´le
uprˇednostneˇn.
Analyza srazkovych uhrnu pomoc EV teorie
stacionarnch rad
Pomoc´ı EV teorie staciona´rn´ıch rˇad byla opeˇtovneˇ analyzova´na sra´zˇkova´ data z odstavce
4. Pro dane´ doby trva´n´ı desˇteˇ 5, 10, . . . , 360 minut byly cˇasove´ rˇady sra´zˇkovy´ch u´hrn˚u
urcˇeny agregac´ı pozorovany´ch minutovy´ch u´hrn˚u pro po sobeˇ jdouc´ı disjunktn´ı periody.
Volba pomocny´ch parametr˚u prˇi odhadu extrema´ln´ıho indexu byla zvolena na za´kladeˇ
simulacˇn´ı studie [27]. Protozˇe nyn´ı vycha´z´ı analy´za z cele´ho datove´ho souboru (bez nut-
nosti vzorkova´n´ı), je potrˇeba znovu urcˇit vhodne´ prahove´ hodnoty. K tomuto u´cˇelu byly
pouzˇity za´kladn´ı graficke´ prˇ´ıstupy diskutovane´ drˇ´ıve.
Noveˇ z´ıskane´ odhady byly porovna´ny s odhady p˚uvodneˇ z´ıskany´mi analy´zou neza´visly´ch
meˇrˇen´ı, ktere´ byly obdrzˇeny uzˇit´ım vzorkovac´ı techniky [35] a volbou prahove´ hodnoty
graficky´mi metodami. Z teorie vyply´va´, zˇe ξθ = ξ. Z´ıskane´ odhady parametr˚u ξ, ξθ se
vsˇak za´sadneˇ odliˇsuj´ı, a to zejme´na pro kra´tke´ doby trva´n´ı desˇteˇ. Toto plat´ı i pro nejdelˇs´ı
dostupne´ rˇady, naprˇ. ze stanice Brno-Turˇany. Detailn´ım rozborem bylo zjiˇsteˇno, zˇe tyto
odchylky nen´ı mozˇne´ prˇisoudit rozd´ılny´m prahovy´m hodnota´m obou model˚u ani nevhod-
nost´ı odhad˚u θ. Nab´ız´ı se tak diskuze, zda je technika vzorkova´n´ı [35] opravdu vhodna´
a zda jsou desˇt’ove´ uda´losti separova´ny dostatecˇneˇ dlouhy´mi cˇasovy´mi intervaly.
Podobna´ situace je pozorovatelna´ pro z´ıskane´ odhady IDF krˇivek (viz obra´zek 5). Zob-
razene´ 100lete´ na´vratove´ u´rovneˇ vykazuj´ı velke´ vza´jemne´ vychy´len´ı pro kra´tke´ a strˇedn´ı
doby trva´n´ı (do 45 minut) bez ohledu na rozsah datove´ho souboru. Odhady IDF krˇivek
urcˇene´ na za´kladeˇ u´plny´ch cˇasovy´ch rˇad da´le vykazuj´ı vy´znamneˇ mensˇ´ı variabilitu, a to
opeˇt i tam, kde byly k dispozici dostatecˇneˇ dlouhe´ za´znamy sra´zˇek. Beˇzˇneˇ aplikovane´
metody separace desˇt’ovy´ch uda´lost´ı pro vzorkova´n´ı neza´visly´ch meˇrˇen´ı se ukazuj´ı jako
za´sadneˇ nevhodne´. Jedno z mozˇny´ch doporucˇen´ı prˇi pouzˇit´ı techniky vzorkova´n´ı [35] by
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tak mohla by´t u´prava separacˇn´ıho sche´matu, aby byly desˇt’ove´ uda´losti oddeˇleny delˇs´ım
cˇasovy´m obdob´ım.
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Obra´zek 5: MV odhady IDF krˇivek pro 100lete´ na´vratove´ u´rovneˇ z´ıskane´ analy´zou
neza´visly´ch pozorova´n´ı (NP; plna´ cˇa´ra) a za´visly´ch pozorova´n´ı s odhadem θ̂G (ZP;
cˇerchovana´ cˇa´ra). IDF krˇivky byly prolozˇeny regresn´ı krˇivkou, 95% intervaly spolehlivosti
byly prolozˇeny jen pro prˇ´ıpad NP. Osy jsou v logaritmicke´m meˇrˇ´ıtku.
Validace casovych rad
V environmenta´ln´ıch veˇda´ch, ale take´ v jiny´ch technicky´ch oblastech, se cˇasto vyskytuje
pozˇadavek validace z´ıskany´ch meˇrˇen´ı cˇasovy´ch rˇad. Typicky se jedna´ o nutnost identifi-
kace odlehly´ch pozorova´n´ı, jezˇ nebyla zp˚usobena vlastn´ı sledovanou velicˇinou. Tato pozo-
rova´n´ı mohou by´t zaprˇ´ıcˇineˇna naprˇ. chybami meˇrˇ´ıc´ıch prˇ´ıstroj˚u cˇi jiny´mi vneˇjˇs´ımi vlivy.
Beˇzˇneˇ sice by´vaj´ı z´ıskana´ pozorova´n´ı doprova´zena take´ metadaty, ktera´ popisuj´ı vybrane´
podmı´nky meˇrˇen´ı, prˇesto je ale v prakticky´ch situac´ıch cˇasto nutne´ prove´st dodatecˇnou
validaci na za´kladeˇ empiricky´ch zkusˇenost´ı a konkre´tn´ıch znalost´ı v dane´m oboru. V tomto
odstavci bude proto pozornost zameˇrˇena na identifikaci odlehly´ch pozorova´n´ı v cˇasovy´ch
rˇada´ch, ktera´ cha´peme jako rˇ´ıdce se vyskytuj´ıc´ı extre´mn´ı jevy.
Konkre´tneˇ byly k analy´ze vybra´ny cˇasove´ rˇady meˇrˇen´ı pole´tave´ho prachu PM10, tedy
pevny´ch cˇa´stic mensˇ´ıch nezˇ 10µm. Meˇrˇen´ı PM10 byla automaticky prova´deˇna na peˇti lo-
kac´ıch v meˇsteˇ Brneˇ umı´steˇny´ch v oblastech se zvy´sˇenou za´teˇzˇ´ı na kvalitu ovzdusˇ´ı, prˇicˇemzˇ
cˇasove´ rozliˇsen´ı meˇrˇ´ıc´ıho prˇ´ıstroje bylo nastaveno 1 hodinu. Konkre´tneˇ se jedna´ o stanice
Arboretum, La´ny, Svatoplukova, Vy´staviˇsteˇ a Zvonarˇka. Dostupne´ byly cˇasove´ rˇady za
obdob´ı od 11/2007 azˇ 11/2015 pro posledn´ı trˇi uvedene´ stanice, 11/2006 azˇ 11/2015 pro
stanici Arboretum a 9/2002 azˇ 11/2015 pro stanici La´ny.
Validaci dat za pouzˇit´ı EV teorie nen´ı v literaturˇe dosud veˇnova´na velka´ pozornost.
Za´kladn´ı shrnut´ı metod identifikace odlehly´ch hodnot publikovany´ch do roku 2004 lze
nale´zt v pra´ci [28], uzˇit´ı EV teorie se pak veˇnuj´ı naprˇ´ıklad publikace [40, 42]. Te´meˇrˇ vzˇdy
se vsˇak autorˇi omezuj´ı na prˇ´ıpady Gaussovsky´ch proces˚u a prˇedpokla´daj´ı obor atrakti-
vity v ra´mci Gumbelovy trˇ´ıdy EV rozdeˇlen´ı. Nı´zˇe navrzˇeny´ postup je zalozˇen na odha-
dech parametr˚u GEV rozdeˇlen´ı staciona´rn´ı rˇady. Prˇi rozsa´hly´ch a dlouhotrvaj´ıc´ıch meˇrˇen´ı
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5 TEORIE EXTRE´MNI´CH HODNOT PRO STACIONA´RNI´ RˇADY
sledovane´ na´hodne´ velicˇiny veˇtsˇinou nen´ı splneˇn prˇedpoklad stacionarity prˇ´ıslusˇne´ cˇasove´
rˇady. Zde se omez´ıme na prˇ´ıpady, kdy je stacionarita porusˇena jen z d˚uvodu nestaciona´rn´ı
strˇedn´ı hodnoty rˇady, tj. pro X1, . . . , Xn ma´me m = mt, 1 ≤ t ≤ n, kde mt := EXt.
Pro odhad m̂t strˇedn´ı hodnotymt byly pouzˇity techniky ja´drove´ho vyhlazen´ı, konkre´tneˇ
Gasser˚uv-Mu¨ller˚uv odhad s Epanecˇnikovou ja´drovou funkc´ı. Prˇ´ıpadna´ diskuze o vhodnosti
tohoto postupu zde bude vynecha´na, detailn´ı popis modelu je uveden v [23]. Za´sadn´ım
proble´mem ja´drovy´ch vyhlazovac´ıch metod je volba vhodne´ sˇ´ıˇrky vyhlazovac´ıho okna.
Neˇktere´ pokrocˇile´ postupy spocˇ´ıvaj´ı v adaptivn´ı volbeˇ loka´ln´ı sˇ´ıˇrky okna v za´vislosti na
pr˚ubeˇhu konkre´tn´ı rˇady (viz naprˇ. [22]). Tento postup byl pouzˇit take´ v publikaci [23].
Odecˇten´ım odhadu m̂t byla z p˚uvodn´ıch meˇrˇen´ı z´ıska´na prˇiblizˇneˇ staciona´rn´ı rˇada, pro
kterou je mozˇne´ urcˇit odhady na´vratovy´ch u´rovn´ı ẑr. Kombinac´ı hodnot m̂t+ ẑr pro dane´
r a 1 ≤ t ≤ n se obdrzˇ´ı v jiste´m smyslu intervalovy´ odhad pro extre´mn´ı hodnoty p˚uvodn´ı
cˇasove´ rˇady.
1.4. 8.4. 15.4. 23.4. 30.4.
0
20
40
60
80
100
Datum
H
o
d
n
o
ty
P
M
1
0
(µ
g
/
m
3
)
 
 
data
ja´drove´ vyhlazen´ı
na´vratove´ u´rovneˇ
Obra´zek 6: Odhady na´vratovy´ch u´rovn´ı extre´mn´ıch hodnot pro rˇadu PM10 prˇi volbeˇ
prahove´ hodnoty jako 90 % vy´beˇrove´ho kvantilu rezidu´ı ja´drove´ho vyhlazen´ı. Zobrazena je
stanice Brno-Arboretum v pr˚ubeˇhu meˇs´ıce dubna 2015. Uvazˇova´ny byly periody na´vratu
prˇ´ıslusˇne´ r = 24, 48, . . . , 240 pozorova´n´ım.
Pro odhady extre´mn´ıch hodnot byl zvolen prahovy´ model v kombinaci s MV metodou
pro odhady parametr˚u GP rozdeˇlen´ı. Pro snadnou mozˇnost automatizace byla prahova´
hodnota zvolena jako 90 % vy´beˇrovy´ kvantil. Shoda rozdeˇlen´ı nadprahovy´ch hodnot s GP
rozdeˇlen´ım byla oveˇrˇena vizua´lneˇ i pomoc´ı test˚u dobre´ shody, prˇicˇemzˇ zˇa´dny´ z pouzˇity´ch
test˚u nevedl k zamı´tnut´ı te´to shody na hladineˇ vy´znamnosti 0,05. Pro odhad parametru
θ byl uvazˇova´n odhad podle Gomes.
Na obra´zku 6 jsou zobrazeny vy´sledky pro stanici Brno-Arboretum v pr˚ubeˇhu meˇs´ıce
dubna 2015. Z´ıskane´ na´vratove´ u´rovneˇ odpov´ıdaj´ı periodeˇ na´vratu r = 24, 48, . . . , 240
hodin. Stanoven´ı periody na´vratu r je nutne´ zalozˇit na expertn´ıch znalostech. Celkoveˇ
vsˇak byla pozorova´na velmi dobra´ shoda mezi ocˇeka´vany´mi a skutecˇny´mi pocˇty prˇekrocˇen´ı
vsˇech na´vratovy´ch u´rovn´ı, cozˇ sveˇdcˇ´ı o vhodnosti uvedene´ho postupu k oznacˇen´ı extre´m-
n´ıch hodnot pozorovany´ch se stanovenou frekvenc´ı.
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Zaver
Prˇedstavena´ pra´ce shrnuje soudobe´ poznatky teorie extre´mn´ıch hodnot a podtrhuje tak
jejich aktua´lnost prˇi rˇesˇen´ı prakticky´ch inzˇeny´rsky´ch u´loh. Prˇeva´zˇneˇ jsou diskutova´na
dveˇ te´mata spojena´ s odhady frekvence vy´skytu extre´mn´ıch jev˚u. V prvn´ı rˇadeˇ se jedna´
o problematiku spojenou s volbou vhodne´ prahove´ hodnoty v prahove´m POT modelu.
V soucˇasnosti roste za´jem o adaptivn´ı metody vy´beˇru vhodne´ho prahu a vzhledem k to-
muto te´matu je pra´ce zameˇrˇena. Za u´cˇelem srovna´n´ı vybrany´ch, v posledn´ı dobeˇ roz-
vinuty´ch, technik byla provedena simulacˇn´ı studie. Skrze odhady EV indexu se uka-
zuje, zˇe obeˇ metody vedou ke srovnatelny´m vy´sledk˚um v ra´mci Hallovy trˇ´ıdy rozdeˇlen´ı.
Mimo Hallovu trˇ´ıdu se pak ukazuje, zˇe dvojiteˇ bootstrapova´ metoda prˇisp´ıva´ k mensˇ´ımu
vychy´len´ı odhad˚u, acˇkoliv zde nema´ jasne´ teoreticke´ opodstatneˇn´ı. Srovna´n´ı metod vy´beˇru
prahu a technik odhadu parametr˚u GP rozdeˇlen´ı bylo take´ provedeno vzhledem ke kon-
kre´tn´ı rea´lne´ aplikaci odhadu extre´mn´ıch desˇt’ovy´ch sra´zˇek a odhadu IDF krˇivek. C´ılem
bylo nava´zat na prˇedchoz´ı studie zhotovene´ za u´cˇelem aktualizace IDF krˇivek, d˚ulezˇite´ho
hydrologicke´ho na´stroje. V tomto ohledu se ukazuje, zˇe pouzˇit´ı adaptivn´ıch technik urcˇen´ı
prahu mu˚zˇe ve´st ke sn´ızˇen´ı variability odhad˚u tam, kde jsou k dispozici jen kra´tke´ cˇasove´
rˇady. Zejme´na lze tyto prˇ´ıstupy doporucˇit pro odhady dlouhodoby´ch extre´mn´ıch uda´lost´ı.
V druhe´ cˇa´sti se pra´ce zaby´va´ zobecneˇn´ı teorie extre´mn´ıch hodnot pro staciona´rn´ı
rˇady. Zde bylo autorem provedeno srovna´n´ı dvou nejvy´znamneˇjˇs´ıch odhad˚u rozvinuty´ch
v posledn´ı dobeˇ a na´sledneˇ byly teˇmito pokrocˇily´mi technikami opeˇtovneˇ analyzova´na
prˇedchoz´ı sra´zˇkova´ data. Za´sadn´ı zjiˇsteˇn´ı bylo odhaleno v nedostatc´ıch vzorkovac´ıch tech-
nik, ktere´ by´vaj´ı beˇzˇneˇ uzˇ´ıva´ny prˇi vyhodnocen´ı pozorova´n´ı pomoc´ı prˇedstavene´ teorie
neza´visly´ch velicˇin. S ohledem k odhad˚um IDF krˇivek docha´z´ı aplikac´ı teˇchto technik ke
znacˇne´mu vychy´len´ı odhad˚u. Nav´ıc pouzˇit´ım teorie pro staciona´rn´ı rˇady lze vy´znamneˇ
redukovat variabilitu odhad˚u. V tomto smeˇru jsou v pra´ci ucˇineˇna neˇktera´ prakticka´
doporucˇen´ı. V za´veˇru pra´ce je prˇedstavena p˚uvodn´ı autorova aplikace teorie extre´mn´ıch
hodnot staciona´rn´ıch rˇad pro u´cˇely validace cˇasovy´ch rˇad. Aplikace je c´ılena na problema-
tiku identifikace odlehly´ch pozorova´n´ı prˇi rozsa´hly´ch meˇrˇen´ıch, ktera´ je v tomto kontextu
mozˇno cha´pat jako extre´mn´ı jevy. Kombinac´ı s neparametricky´mi metodami vyhlazova´n´ı
je mozˇne´ urcˇit odlehla´ pozorova´n´ı i pro neˇktere´ nestaciona´rn´ı rˇady a prˇedstavena´ metoda
tak nab´ız´ı mozˇnost automatizace a implementace do jizˇ zavedeny´ch postup˚u.
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Abstrakt
Prˇedlozˇena´ pra´ce je zameˇrˇena na teorii extre´mn´ıch hodnot a jej´ı uzˇit´ı v aplikacˇn´ıch
u´loha´ch. V prvn´ı cˇa´sti je zavedeno rozdeˇlen´ı extre´mn´ıch hodnot a popsa´ny jeho vlastnosti.
Na za´kladeˇ prˇedlozˇeny´ch tvrzen´ı jsou diskutova´ny dva prˇ´ıstupy k analy´ze extre´mn´ıch
hodnot, a sice model blokovy´ch maxim a prahovy´ model postaveny´ na zobecneˇne´m Pare-
toveˇ rozdeˇlen´ı. Acˇkoliv je prvn´ı jmenovany´ v mnoha ohledech cha´pa´n jako robustneˇjˇs´ı,
patrˇ´ı prahovy´ model ke sta´le cˇasteˇji uzˇ´ıvany´m prˇ´ıstup˚um. Samotna´ volba prahu, ktera´
ma´ za´sadn´ı vliv na kvalitu odhadu, vsˇak porˇa´d patrˇ´ı k nedorˇesˇeny´m proble´mu˚m tohoto
prˇ´ıstupu. Prˇedevsˇ´ım na techniky urcˇen´ı vhodne´ prahove´ hodnoty je tato pra´ce zameˇrˇena.
Z aplikacˇn´ıho hlediska jsou pak nejzaj´ımaveˇjˇs´ı adaptivn´ı prˇ´ıstupy urcˇen´ı prahu, ktere´
danou volbu vhodneˇ automatizuj´ı. Pro porovna´n´ı vybrany´ch adaptivn´ıch technik byla
provedena simulacˇn´ı studie a tyto byly da´le pouzˇity pro analy´zu sra´zˇkovy´ch u´hrn˚u v jiho-
moravske´m regionu. Da´le se pra´ce veˇnuje v posledn´ı dobeˇ rozv´ıjeny´m metoda´m odhadu
extre´mn´ıch hodnot staciona´rn´ıch rˇad. V praxi je cˇasto nutne´ meˇrˇene´ cˇasove´ rˇady vzor-
kovat na prˇiblizˇneˇ neza´visla´ pozorova´n´ı. Pouzˇit´ı teorie pro staciona´rn´ı rˇady prˇitom tento
proble´m redukce dat zcela eliminuje. Jak je uka´za´no, beˇzˇneˇ pouzˇ´ıvane´ metody vzorkova´n´ı
se v tomto kontextu ukazuj´ı jako nevhodne´ a uzˇit´ı pokrocˇily´ch technik pro staciona´rn´ı
rˇady vede k lepsˇ´ım odhad˚um extre´mn´ıch hodnot.
Abstract
The thesis is focused on extreme value theory and its applications. Initially, extreme va-
lue distribution is introduced and its properties are discussed. At this basis are described
two models mostly used for an extreme value analysis, i.e. the block maxima model and
the Pareto-distribution threshold model. The first one takes advantage in its robustness,
however recently the threshold model is mostly preferred. Although the threshold choice
strongly affects estimation quality of the model, an optimal threshold selection still be-
longs to unsolved issues of this approach. Therefore, the thesis is focused on techniques for
proper threshold identification, mainly on adaptive methods suitable for use in practice.
For this purpose a simulation study was performed and acquired knowledge was applied
for analysis of precipitation records from South-Moravian region. Further on, the thesis
also deals with extreme value estimation within a stationary series framework. Usually,
an observed time series needs to be separated to obtain approximately independent ob-
servations. The use of the advanced theory for stationary series allows to avoid the entire
separation procedure. In this context the commonly applied separation techniques turn
out to be quite inappropriate in most cases and the estimates based on theory of stationary
series are obtained with better precision.
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