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Background
Anthem is one of the largest health benefits companies in the United States. It
serves around 71 million people. The building in Richmond Virginia is the most
energy and water intensive location. The building is 544,408 ft^2 with a data
center of 50,000 ft^2 in the middle of it. The data center consists of over 1000
racks that include the servers in them. And as shown in the picture, the data
center is designed as the hot aisle/cold aisle concept,

Sustainability
Reusing Data Center Waste Heat
Chosen Solution
Dual Condenser
By adding an additional condenser bundle to an existing centrifugal chiller, an additional loop of higher
temperature water can be used to preheat the make up air. The chiller would still be able to run at normal
efficiencies when the extra heat recovery is not necessary. By using a 4 inch pipes, the 120°F water would be
piped through an existing chilled water coil, located within the two make-up air handlers located in the
penthouse. This would reduce the amount of natural gas used to pre-heat the air entering the building. This hot
water loop could also be used to supplement the boiler used for domestic hot water.

it helps to separate the cold air and hot air from
mixing. And that takes us to the CRAH unit which
is a device used to deal with heat produced by the
servers. As the cold air enters the data server room

Research /Other Options
Thermoelectric
In this process, waste heat is exchanged into electricity through a temperature
difference in an n-type and p-type semiconductor. This process requires high
temperatures and is most commonly used in internal combustion engine’s exhaust
system. The efficiency of heat to electric power range is limited to a 10-15%
range.

Geothermal
The ground is used as a heat sink. Instead of using a cooling tower to dissipate
heat to the atmosphere, the heat from the data center would be absorbed into the
earth. This would eliminate the water consumed in the current cooling tower
process. However, this would not address the problem of utilizing the waste heat.
It would remain an option for the future and could work with the proposed
solution.

Liquid Cooling

from underneath the floor to the servers and gets

The data servers are directly cooled with a diametric fluid. This would reduce the
cooling costs of the data center by nearly 70%. However, at 2.5 kW per rack, the
power density of the data center does not warrant a liquid cooling system. If all
the data server equipment is replaced with higher performing equipment and the
power density is brought closer to 6 kW per rack, liquid cooling would be a feasible
option.

contained in the cold aisle, it allows the hot air to be expelled into the contained
hot aisle. Then the hot air rises up to the ceiling and gets drawn through the
CRAH unit and then returned back to the system as cold air. The heat in the CRAH
unit is exchanged into water. The hot water is pumped up to the water tower and
the cold water leaving the chiller returns to the CRAH unit, and the cycle begins

Absorption Chiller

again. By using this current heat recovery system, the data center rejects 2,000

Absorption chillers are unique in that they use heat to perform the refrigeration
cycle. Generally, they use steam or hot water to drive a lithium bromide
refrigeration cycle. An absorption chiller uses less electricity than a centrifugal
chiller, however the coefficient of performance is much less. The data center does
not produce a high enough temperature waste heat currently to run the absorption
process. What would need to happen is the addition of a supplementary heat
source. This would increase the amount of waste heat being produced as well as
provide a higher grade heat across the chiller.

tons of waste heat into the atmosphere which is twice the amount of heat needed
to heat the office space.

Hydronic heating coils : By replacing the gas fired heating coils a ∆T of 55°F, the make-up air handler will be
produced:
For the air side, the Q value was determined to be Q = 36,000 CFM * 1.045 * 55°F. This Q value was then
compared to the coil to determine the necessary GPM or volumetric flow rate for the coil.

Air to air
This results in a GPM of 206 for the coil. Therefore, each make-up air handler would be equipped with a coil.

Cost Analysis:

Objective
The objective of team MNE 513 is to find the best solution for the reuse of
the excess heat produced by the Anthem Data Center.

Currently anthem spends $100,000 annually on natural gas with a heating load of 12 million Btu/h during the
winter. With the combined heat transferred through both make-up air handlers, the total reduction will be 4.14
million Btu/h. This leads to a reduction coefficient of 0.345. Applying this to the natural gas annual cost, it
equates to a savings of $34,500 each year, including the insulation cost of $150,000.
The pay back period would be 4.34 years.

The warm air from the plenum of the data center would be distributed throughout
the building and returned to the data center. Power is used to transfer heat from
the air to the water in the chiller system. This power could be reduced by
transferring the heat before it enters the chiller system. The air quality in the
data center requires humidifiers to maintain a 50% humidity level. The closed loop
air system in the data center allows for cleaner air. When the air is distributed
throughout the building, it would need to be filtered and re/dehumidified. An
additional air handler would be required to distribute the heat from the data
center to the building.

