Measuring and maximising the influence of individuals is the key to understand and leverage the multiplicative potential of viral spreading over social networks. Yet these have been recognized as problems requiring global structural information, and extremely difficult for the enormous size and complexity of online social networks. Based on the percolation phenomenon, we show that they can be essentially reduced to local problems. Our estimated global influence of individuals based on local structural information matches that of brute-force search. Furthermore this measure leads to an efficient algorithm to identify the best seed spreaders for maximum viral influence. Its time complexity is independent of network size, making it practically useful for real networks. The underlying theoretical framework enables a thorough analytical assessment of the prediction accuracy and the absolute performance of the proposed methods.
become both information consumers and producers. As online social networks (OSNs) like Facebook and Twitter grow into main stream information channels, the spreading of information, products (1), behaviors (2) and opinions (3) over these new media platforms is replacing traditional media (4) . In particular, viral spreading is the key to exploit the multiplicative potential of these OSNs (5) . The viral spreading on OSNs is a process that the information spreads from a small set of users to a large population autonomously. Quantifying the global viral influence of a set of nodes and maximizing this influence through selecting the best seed spreaders are two important problems in social media. The later is generally recognized as a NP-hard optimization problem requiring global information, and studied under various methods including natural greedy algorithm (6) and degree heuristics (7) etc. Network topological properties like degree (8, 9) , k-core (10) and centrality (11) are also shown to be indicative of the nodes' relative influence strength, yet exact quantification is not possible. Therefore these problems remain to be extremely difficult due to the large size of OSNs and their constantly changing structures.
By relating the fundamental nature of viral spreading to the physical phenomenon of bond percolation, we show that these spreading problems are essentially local problems rather than global ones, provided that the spreading is viral corresponding to the super-critical phase in percolation theory. Building upon the phenomenon of unique giant component size and the characteristic size of non-giant components, we extend the traditional ensemble statistics of percolation theory to the microscopic description of individual nodes. We demonstrate that only the local structural information of nodes is needed to accurately quantify its global viral influence. Based on this local information approach with simple implementations, we propose both efficient computation algorithms and analytical framework to quantify the viral influence, as well as the absolute performance for the maximization problem.
On OSNs , individual users (nodes) are connected through edges defined as the visibility of other individuals. When a node i (a Facebook user, for example) shares some message on OSNs, it becomes visible to its neighbors (friends or followers); some of the neighbors would share this information, allowing their neighbors to see it. This process continues until no new nodes share this message. The mechanism of this spreading process is commonly described by probabilistic models, i.e., the independent cascade (IC) (6, 12) or SusceptibleInfected-Recovered (SIR) (13, 14) models originally proposed for disease spreading (15) . In recent years, empirical observations (16,17) and social experiments (18) have demonstrated that information/opinion spreads through exposures until active nodes stop spreading, confirming the validity of SIR family models. In this study, for simplicity we assume a constant spreading probability β between any pair of neighboring nodes, corresponding to the basic IC/SIR model used in most studies. The methods we present here are applicable to more general spreading mechanisms where the sharing probabilities are heterogeneous across different links (Section S8).
The key quantity here is the spreading ability (or viral influence) s i of the first (seed) node i, defined as the expected number of nodes it can spread to:
, where p i (s) is the probability that a total of s users have shared the information at the end of the process, and N is the total number of users/nodes in the network. If the information spreads from a set of M nodes V = {v 1 , v 2 , · · ·, v M }, the spreading ability of the set is similarly defined as:
where p V (s) is the probability that a total of s users have shared the information at the end of the process, provided all the users in set V are initial spreaders.
The basic IC/SIR model can be rigorously mapped onto a fundamental and ubiquitous physical process of bond percolation (15, 19) . In bond percolation, every bond (link) has a probability β to be occupied, and it corresponds to the spreading happening across this link. Components (sets of connected nodes through occupied bonds) of different sizes form in bond percolation, and the average size of the components containing node i is exactly the expected number of nodes influenced by i, i.e. s i defined above. In the spreading models, non-viral spreading means the spreading is localised to the neighbours of the seed node. This corresponds to the sub-critical phase in percolation where β < β c . Here β c is the critical transition probability that depends on the structure of the network. In this phase there is no multiplicative effect, therefore the information will only reach a population size with the same scale of the seed spreaders 
where s ∞ is the size of the giant component. Similarly for a given set V of seed nodes we have
4 where p V (s ∞ ) is the probability that the set V will eventually spread to the giant component.
is also the probability that at least one of the nodes in set V is in the giant component (or induces viral spreading). Therefore the spreading ability problem is reduced to finding two quantities s ∞ and p V (s ∞ ). If the network is directed like Twitter or Weibo, one has to distinguish the giant-out s 
From a practical point of view, the estimation of s ∞ and p V (s ∞ ) is very difficult since the giant component size s ∞ has the same scale as the size N of the whole network, whose entire global structural information with billions of nodes is extremely costly to obtain, and the computational complexity for spreading simulation on it is very high. However, from percolation theory we know that comparing to the giant component, the other components are negligibly small with a characteristic size s * , i.e. their asymptotic size distribution decays exponentially (22, 23) :
The β-dependent parameter s * provides a typical scale of the finite component sizes and it is independent of network size N . Note that the further away β is from β c , the smaller is the characteristic size s * . For Erdos-Renyi (ER) networks with average degree k , s * can be explicitly written as
. Thus using a cut-off value m larger than s * (shown in Fig. 2 ) to filter out non-giant components, we can effectively reduce the computational complexity by one order of N . In other words, based on percolation theory, we can use merely local information to estimate global influence.
The probability of p i (s ∞ ) that node i is inside a component can be estimated usingp i (s
, assuming any component having at least m nodes is the giant component. In practice m can be easily estimated through Monte Carlo samples finding the saturation cumulative probability p(s ≤ m) that a random spreading component has size smaller than m (Section S5). This is because percolation theory dictates that there is a large gap between s * and s ∞ in the component size distribution shown in Fig. 1B . Since the relative size of the giant component s ∞ /N is equivalent to the average probability p i (s ∞ ) that a randomly chosen node i is inside the giant component (22) , the spreading ability s i can be then evaluated from 
. This is given by the probability that a random node j is in a component with size at least m and smaller than the giant component but recognized as giant component. The later error is the ensemble average of the first one. Therefore the total relative error in estimating
For random networks with structural information fully described by the degree distributions, the error due to m could be calculated analytically (Fig. 2B) for arbitrary degree k using generating functions developed by Ref (15) (Sections S3 and S4). Analogously for a set V of seed nodes, the error estimation can be analyzed by replacing i with V in the above equations. Similarly for Facebook and Weibo, we are able to have a good estimation on this error based through Monte Carlo simulations. As seen in Fig. 2C and Fig. 2D , due to the existence of the characteristic size s * , the estimation error converges quickly to 0 when m > s * .
The above percolation framework can be used with simplicity in various problems in viral spreading. Here we apply it to one of the most prominent problems -maximizing viral influence through selecting the optimal set of seed spreaders. It has been pointed out that it is usually less cost effective to target on a small set of globally most influential nodes than a large set of less influential nodes, and it is better to use a set of average influential nodes as seeds (24) . The maximization problem is formalized as: from the set W of L average users in the network, how to choose a subset V of M seed users with M < L N , such that the viral spreading could reach the most number of users in the end? As shown before by translating it into the percolation framework, the problem becomes the maximization of the spreadability Eq. 2. Since the giant component size is always s ∞ regardless of the initial set of seeds, the problem reduces to maximizing p V (s ∞ ), the probability that the set will eventually spread to the giant component.
To illustrate how to maximize viral spreading through choosing the best set of seed spreaders, from the Facebook and Weibo networks we randomly select L = 100 nodes with median degree values as the candidates. We perform the spreading simulation on the L nodes and select the nodes which are in the components with size at least m. The selected nodes are considered to be concurrently in the giant component. To extract the set of best M seed nodes, we perform the spreading simulation multiple times, and select the final set of nodes based on their frequency of appearance in the giant components. Extending this to a percolation version of natural greedy algorithm (6), we select one additional seed node at a time such that the joint probability of the selected nodes being in the giant component is maximized (Section S6.2).
Comparing with other algorithms, in Fig. 3A and Fig. 3B we see that our algorithm outperforms heuristic selection rules like max degree or max k-shell, etc, while matches the performance of genetic algorithms (25) (Section S6.3) which is recognized to have excellent performance but is computational expensive.
The major advantage of our algorithm is that its time complexity O(LM ) is independent of the total network size N ( Fig. 2A) , precisely because we only use the L nodes' local structural information. Thus unlike other algorithms, our algorithm can be used to real networks when only local network structures are available. For the full Facebook and Weibo networks with billions of nodes, the reduction of order N means a huge reduction in computational time as compared to other algorithms in Table 1 .
Another important aspect of this maximisation problem is to gauge the absolute performance of the solution, so we do not have to waste additional resource when there is little room for performance improvement. It has been established by (6) that greedy algorithms give solutions that are at least 1 − 1/e (about 63%) of the most optimal possible. Generally the absolute performance against the best solution requires high computation complexity to find the global optimal solution. Here utilizing the phenomemon of giant component, we can have a crude estimate of the performance level for the set V of nodes in our solution:
, where
M } is the set of M nodes with the maximum individual probability p i (s ∞ ) (Section S7.3). As seen in Fig. 3C and Fig. 3D , the effective performance estimate of our algorithm is very close to 100% on real OSNs, corresponding to the exact optimal solution for both networks examined. Additionally, we could get a strict performance lower bound given by
since i∈U * p i (s ∞ ) is the higher bound for the optimal solution possible. Alternatively, as the optimal solution could not be larger than p W (s ∞ ) the probability that least one of the nodes in set L is in the giant component, which uses all of the L candidates nodes as seed spreaders, we arrive at another strict lower bound 2 given by
(Section S7.2) . Thus we can combine these two strict lower bounds as our strict lower bound max{ Fig. 3C and D) .
The ultimate challenge in quantifying viral influence of nodes lies with the enormity of real social networks. But from the perspective of percolation phenomenon, the large network size turns out to be beneficial: The viral influence relative to the whole network is independent of network size, such that only local information is needed; yet larger network size brings the system closer to its thermal dynamic limit, thus the analytical tools and statistical properties of percolation theory can be utilized with better accuracy. Although real OSNs have richer topological properties than random networks, the fundamental features in percolation are universal.
Thus building upon these features, our framework is directly applicable to the real OSNs. The performance p V (s ∞ ) (in terms of the probability to spread to the giant component) of our percolation algorithm is compared with max degree, max k-shell (10), genetic algorithm (Section S6.3), betweenness (26) , closeness (11), katz (27) and eigenvector (28) for A. Facebok and B. Weibo. Our percolation-based algorithm shows a clear advantage in terms of maximal spreading ability over others. The effective performance estimate of our percolation algorithm is very close to 1 for both C. Facebook and D. Weibo. The submodular boundary at 0.63 is demonstrated by Ref (6) . The strict boundary is the lower bound combining two strict percolation lower bounds (Section S7). The exact boundary is from brute-force search results. In the simulation β = 0.012 for Facebook, β = 0.055 for Weibo. Table 1 : Computational complexity of selecting the set of M best spreaders form L candidate nodes for different algorithms. Our proposed percolation algorithm has the lowest complexity and is independent of the total number of nodes N in the network. Here we assume that the number of edges is proportional to the N . L is the number of candidate nodes to choose from, M is the size of the seed nodes set. G and P are the the number of iterations and population size in genetic algorithm.
