In distributed video coding, motion estimation is typically performed at the decoder to generate the side information, increasing the decoder complexity while providing low complexity encoding in comparison with predictive video coding. Motion estimation can be performed once to create the side information or several times to refine the side information quality along the decoding process. In this paper, motion estimation is performed at the decoder side to generate multiple side information hypotheses which are adaptively and dynamically combined, whenever additional decoded information is available. The proposed iterative side information creation algorithm is inspired in video denoising filters and requires some statistics of the virtual channel between each side information hypothesis and the original data. With the proposed denoising algorithm for side information creation, a RD performance gain up to 1.2 dB is obtained for the same bitrate.
INTRODUCTION
Nowadays, a wide range of distributed video coding (DVC) architectures and algorithms have been proposed with different tradeoffs in terms of encoder/decoder complexity balance, RD performance, delay and error robustness. One crucial aspect of every DVC codec corresponds to the side information (SI) creation algorithm efficiency, which plays a central role in the DVC overall RD performance. In distributed video coding, the side information can be created before the Slepian-Wolf decoding process starts using previously decoded frames and kept unchanged during the whole decoding process. However, a promising approach is to continuously improve the side information as more information from the encoder is received; typically the Slepian-Wolf decoder, the motion estimator and the side information generator are executed in loop several times.
Several SI creation techniques were proposed in the past that follow these two approaches. Motion compensated frame interpolation (MCFI) remains one of the most popular methods to create a static SI frame while several techniques have been proposed in the literature to iteratively refine the side information, e.g. unsupervised motion vector learning [1] or motion vector refinement [2] . In [1] , soft information is exchanged between an LDPC decoder and a probabilistic motion estimator and in [2] the already decoded DCT coefficients are exploited to re-estimate the motion trajectories; then, SI is created with an overlapped block motion compensation technique. In [1] [2] , the complexity associated to the SI creation process increases significantly since motion estimation is performed several times during the distributed decoding process. In order to overcome this drawback while achieving an efficient DVC solution, a novel approach for SI creation based on video denoising is proposed here to enhance the SI quality. Many video denoising approaches are available in the literature, and can be classified into two types: transform domain and pixel domain. In the former case, the signal is denoised after a decorrelating transform whereas in the (more popular) latter case, temporal and/or spatial correlations are exploited at the pixel domain. Multihypothesis motion compensation is one of the most promising video denoising techniques, where several estimates are averaged according to a set of weights [3] . Although these techniques assume error distributions and models difficult to apply in source coding (e.g. having access to training data), they can be used as inspiration to develop a novel denoising based SI creation approach, e.g. they can provide valuable SI hypotheses for the DVC decoding scenario with multiple side information [4] .
In this paper, it is proposed a novel SI creation approach that consists in two steps: 1) several SI hypotheses are constructed with the static frame interpolation approach, thus exploiting temporal correlation; 2) a video denoising filter creates an enhanced SI frame by combining adaptively each static SI hypothesis. The video denoising filter employs a statistical learning approach, i.e. an online training step which makes use of already decoded information to obtain the filter coefficients that will be then used to predict a new and improved side information. Thus, the novel contributions of this paper are twofold: 1) the development of a video denoising filter for DVC; 2) a new method for dynamic weighting of each side information hypothesis. In comparison to other SI refinement (or motion learning) methods, motion estimation is not iteratively performed (just once for the multihypothesis SI creation) and, thus, the complexity of the SI creation process does not increase significantly. This paper is organized as follows: in Section 2, a brief overview of the DVC Iterative Denoising (DVC-ID) codec is presented; the creation of the multiple side information hypotheses, the proposed minimum mean square error (MMSE) denoising filter and the computation of the virtual channel parameters are described in Sections 3, 4 and 5, respectively. In Section 6, the DVC-ID RD performance is evaluated and Section 7 presents some final remarks.
DVC-ID CODEC ARCHITECTURE
The DVC-ID codec architecture adopted in this paper is based on a feedback channel based transform domain DVC codec [5] . Figure  1 illustrates the architecture of the DVC-ID decoder with the MMSE denoising filter, where the shaded modules correspond to the contributions of this paper. The corresponding transform domain DVC-ID encoder includes a forward integer DCT transform, a uniform quantizer and a bitplane based LDPC syndrome encoder, as described in [6] . While each WZ frame is encoded with these tools, the key frames are encoded using the H.264/AVC Intra coding scheme.
At the decoder, the key frames are first decoded and stored in the frame buffer for later use. According to the GOP size, two reference frames and corresponding to the backward and the forward temporally adjacent decoded frames to the WZ frame being decoded are used by the multihypothesis SI creation module to generate the multiple SI hypotheses … ; for GOP 2, and correspond to the decoded key frames. The side information used for the decoding of the first (DC) band, corresponds to the SI hypothesis (i.e. = ) which corresponds to the best SI hypothesis for several video sequences and test conditions (in average). Then, a block-based 4 × 4 integer DCT transform is carried out over the SI frame in order to obtain the SI DCT coefficients, which are converted to soft input probabilities with the help of the correlation noise model (CNM). The CNM corresponds to a Laplacian distribution which models the residual statistics between corresponding DCT coefficients of the WZ and SI frames; the Laplacian parameter is estimated online, for each DCT coefficient [7] . Then, the LDPC syndrome decoder uses the sum product algorithm (SPA) to iteratively decode the source (DCT band bitplane) with the received syndromes and the soft input information obtained from the CNM. At the end of the LDPC decoding process, soft output information is obtained and an error detection criterion determines if the decoded bitplane is close to the original one or not (with a small error probability ). The error detection criterion checks if all LDPC code parity-check equations are fulfilled and performs a CRC check for each bitplane to detect any remaining errors. If the bitplane is not successfully decoded more syndrome bits are requested using the feedback channel.
Figure 1 -DVC-ID decoder architecture.
Once all the bitplanes of the DCT coefficients band are successfully decoded, the bitplanes are grouped together to form the decoded quantized symbol stream associated to the band. Then, the band is reconstructed with the algorithm proposed by Kubasov et al. in [4] which corresponds to an optimal mean square error (MSE) based estimation using closed-form expressions derived for a Laplacian correlation noise model. The DCT coefficients bands for which no WZ information has been received yet are simply replaced by the corresponding SI DCT bands. Afterwards, the integer IDCT is performed and a reconstructed pixel domain WZ frame is obtained using the already decoded DCT bands (with = 0 in the first iteration). This partially decoded frame is used to drive the MMSE denoising filter, which computes a set of filter coefficients to combine the SI hypotheses (for each 8 × 8 block) adaptively, creating a new denoised side information frame with improved quality (compared to ). This filter operates at the block level (pixel domain) and takes into account the virtual channel characteristics between each SI hypothesis and the reconstructed WZ frame . For the decoding of the next DCT band + 1, the new and improved SI frame is used, and bitrate savings can be achieved; thus, DCT, CNM, LDPC syndrome decoder, reconstruction and IDCT are performed again to obtain a higher quality decoded frame that can be used by the denoising filter. This process is performed iteratively until all DCT bands for which syndrome (WZ) bits were sent are decoded. Then, the MMSE denoising filter is performed one last time to obtain a new side information frame (with the best possible quality) and the MMSE reconstruction algorithm (and IDCT) is performed to obtain the final decoded frame (switch moves to the close position in Figure 1) ; this allows significant quality improvements.
MULTIHYPOTHESIS SI CREATION
The multihypothesis SI creation module creates 5 different SI hypotheses which are adaptively combined by the denoising filter to create the final SI frame; ideally, the SI hypotheses should be decorrelated but with enough quality for a high MMSE denoising filter performance, as it will be shown in Section 4. In this context, a full search motion estimation (ME) algorithm with a regularization criterion (ME-RC) is performed, as in [7] . Next, a bidirectional motion estimation (BiME) algorithm with an adaptive search range is used to refine the motion field computed by ME-RC. BiME is repeated with two block sizes 16 × 16 and 8 × 8 following a hierarchical approach; the refined motion vectors for the 16 × 16 block size are used as input for the 8 × 8 blocks BiME refinement step. Finally, a weighted vector median (WVM) filter allows to obtain a smoother motion field. At the end of this motion estimation process, two symmetric motion vectors (one pointing to each reference frame) are obtained, for each block, with their origin at the block center. The 5 SI hypotheses are created according to: 1. SI hypothesis : SI is estimated by bidirectional motion compensation (BiMC), i.e. it results from the average of the motion compensated backward and forward blocks, with the motion vectors obtained after the WVM filter processing. The SI hypothesis has higher quality in average for several sequences and test conditions; however, for many blocks or frames, other SI hypotheses can provide a better estimation. 2. SI hypotheses and : SI is estimated with an extrapolation approach where only the backward (hypothesis ) or the forward (hypothesis ) motion vector is considered. The corresponding motion vector obtained at the output of the WVM filter is used to create the side information by motion compensation.
SI hypothesis
: SI is estimated by BiMC with the motion vectors obtained after the BiME refinement step with 8 × 8 block size. In this case, the WVM post-processing filter is not considered, since it may destroy motion contours accurately estimated.
: SI is estimated by bilinear average interpolation between the reference frames and . This set of SI hypotheses is maintained fixed during the WZ frame decoding process. After decoding each WZ frame DCT band, blocks from each SI hypothesis are adaptively combined to create a higher quality SI frame for the next DCT band decoding process; this iterative SI creation procedure is performed until decoding all DCT bands for which WZ bits were sent.
MINIMUM MSE DENOISING FILTER
Since block-based ME/MC was performed to generate a set of hypotheses (temporal estimations of ), it is now possible to design a denoising filter that dynamically combines, for each block, each hypothesis to create a high quality SI frame. Filters are often designed to minimize the MSE between a desired image and an available noisy image; if linearity is assumed, the popular MMSE linear filters can be selected since they have a simple design and closed form matrix expressions can be derived. MMSE linear filters were also successfully applied for predictive video coding as a post-filter to reduce the quantization noise, enhancing the decoded frame quality [8] . The goal of the MMSE filter is to estimate a linear regression function of the form:
where is the predicted side information, corresponds to the 5 SI hypothesis and corresponds a vector of filter coefficients. The filter coefficients should be computed by minimizing the MSE (distortion) between the source and the side information . However, since
is not available at the decoder, the partial reconstructed frame is used instead and thus, the linear weights for each block can be found by solving [9] :
where is the number of pixels in the block (64 for a 8 × 8 block size), is the total number of hypotheses (5 in this case), is the variance of the virtual channel noise of each hypothesis , represents the pixel in block of hypothesis and is the corresponding pixel in block of frame (the value to predict). The 2nd term in (2) corresponds to a penalty term that is applied to the weights for regularization; small parameter estimates for will be preferred which is important to restrict the parameters estimates when the hypotheses are correlated (that usually yields wrong estimates). In this case, it was found that regularizing each with (i.e. the corresponding virtual channel quality) is a good approach. The solution of (2) is obtained by calculating the gradient with respect to , equating to zero and solving for , which can be written in matrix notation as:
where diag[. ] is a diagonal matrix of size × with the th diagonal entry equal to . In (3), Θ is a × matrix and Φ is a × 1 vector given by:
However, to use (3) data must have zero mean, thus, the average values Θ and Φ must be first calculated and subtracted to Θ and Φ. The denoising filter consists in two main steps: 1) learning step, where the denoising filter calculates the filter coefficients according to (3) with the partial reconstructed frame ; 2) SI creation step, where a SI block is estimated according to Φ + Θw, with the weights obtained in the previous step. This process is repeated for all SI blocks, resulting in a new side information with improved quality.
VIRTUAL CHANNEL ESTIMATOR
Virtual channel information for each SI hypothesis must be accurately estimated for an efficient operation of the video denoising filter. Ideally, the variance of the residual − between the original frame and each SI hypothesis should be computed to estimate a new SI frame. However, since is never available at the decoder, it is proposed to iteratively calculate the variance of the residual between the partial decoded frame and each SI hypothesis , according to (5).
The frame can provide a good approximation for at the decoder side and its quality improves along the decoding process. Thus, such approach allows to coarsely measure the quality of each SI hypothesis (especially for high bitrates) in relation to the other SI hypotheses.
EXPERIMENTAL RESULTS
To assess the proposed denoising approach for iterative SI creation, two rather different QCIF resolution video sequences at 15 Hz are considered: Foreman and Soccer; all frames are used, i.e. 150 frames for both video sequences. All the experiments are conducted only for the luminance component, as usual in DVC. For comparison purposes, the DISCOVER DVC codec test conditions are used [7] with GOP sizes of 2 and 4. The key frames are H.264/AVC Intra coded (Main profile) with a QP that guarantees almost constant decoded quality for each RD point [7] . Figure 2 and Figure 3 illustrate, for the two test sequences, the DVC-ID codec RD performance with and without the proposed MMSE denoising filter for GOP sizes of 2 and 4, respectively; DVC-ID without the MMSE filter creates side information only using the best SI hypothesis, = . For benchmarking purposes, the DISCOVER DVC codec and the standard based video codecs H.264/AVC Intra and H.264/AVC Zero Motion (with IBI and IBBBI GOP structures) performances are also included. As shown in Figure 2 and Figure 3 , the proposed iterative SI creation technique improves considerably the RD performance, in particular for the conditions where the typical DVC RD performance is poorer, i.e. high motion content video sequences and long GOP sizes; coding gains up to 0.8 dB and 1.2 dB are observed for the Soccer sequence for GOP sizes of 2 and 4, respectively.
Comparing the proposed DVC-ID codec RD performance with the H.264/AVC Intra standard video codec (which is the most efficient Intra coding standard available), it can be noticed that the proposed codec performs consistently better than H.264/AVC Intra for the Foreman sequence for GOP 2. The DVC-ID codec also performs better than or similar to the H.264/AVC Intra codec for Foreman, GOP 4, at the low bitrates; at high bitrates, there is only a rather small coding efficiency loss, which is much lower when compared to the efficiency loss of the DVC-ID codec without the proposed MMSE filter. As expected, the Soccer sequence is the most critical, even with the proposed denoising MMSE filter, with a RD performance which is still below the H.264/AVC Intra, for all RD points and GOP sizes. The DVC-ID codec still exhibits a coding efficiency loss for both sequences and all RD points when compared to the H.264/AVC Zero Motion codec, the best low encoding complexity video coding standard available where temporal redundancy is coarsely exploited without performing motion estimation. However, considering the significant RD gains reached with the proposed technique, the DVC-ID codec gap for the relevant alternative standard video codecs has been much reduced, notably in comparison with the DISCOVER DVC codec gaps [7] , especially for the motion content and conditions where the coding losses were typically larger. In addition, the DVC-ID encoder complexity is kept lower than H.264/AVC Intra and H.264/AVC zero motion complexities [7] , since the proposed denoising technique works at the decoder side only. This denoising approach also allows to kept decoding complexity low, especially when compared to motion refinement techniques that perform motion reestimation after each DCT band decoding [2] .
CONCLUSIONS
A novel iterative side information creation approach based on denoising filters is proposed and evaluated in this paper using a transform domain DVC architecture. This approach has a major advantage when compared to previous motion refinement (or learning) techniques: the motion estimation process is not repeated as the decoding process proceeds. Experimental results show substantial RD performance improvements (up to 1.2 dB), especially for long GOP sizes and more complex video sequences, which correspond to the cases for which the previous state-of-theart DVC RD performance was poorer. The proposed DVC-ID codec still has room for improvements targeting a better RD performance, e.g. by including more hypotheses for SI creation or updating each hypothesis along the decoding process. The approach proposed here also allows the usage of other denoising filters, e.g. a spatio-temporal joint filtering scheme. 
