Abstract: Quantitative structure-property relationship (QSPR) studies were performed for the prediction of gas-phase reduced ion mobility constants (K0) of diverse compounds based on three-dimensional (3D) molecular structure representation. The entire set of 159 compounds was divided into a training set of 120 compounds and a test set of 39 compounds according to Kennard and Stones algorithm. Multiple linear regression (MLR) analysis was employed to select the best subset of descriptors and to build linear models, whereas nonlinear models were developed by means of an artificial neural network (ANN). The obtained models with five descriptors involved show good predictive power for the test set: a squared correlation coefficient (R 2 ) of 0.9029 and a standard error of estimation (s) of 0.0549 were achieved by the MLR model, whereas by the ANN model, R 2 and s were 0.9292 and 0.496, respectively. The results of this study compare favorably to previously reported prediction methods for the ion mobility constants. In addition, the descriptors used in the models are discussed with respect to the structural features governing the mobility of the compounds.
Introduction
The use of ion mobility spectrometry (IMS) has attracted significant interest as a tool for the separation of mixtures of components because of its high speed, excellent detection limits, amenability to miniaturization, and ruggedness for field operation. [1] [2] [3] When coupled with time-of-flight mass spectrometry, IMS also can be used for high-throughput drug screening, 4 proteomics, [5] [6] [7] glycomics, 8, 9 and metabolomics studies. 10 The basic concept of IMS is that an ion will drift at a constant velocity when exposed to an electric field at ambient pressure. The ion accelerates in the electric field before colliding with a neutral molecule and stopping. 11 The continuous series of accelerations and collisions leads to the apparent constant velocity. Ion mobility (K) is the ratio of the ion drift velocity (v) to the applied electric field (E), which is the most important parameter governing the separation of solutes in IMS. The value of K in most IMS instruments can be derived from the following equation: 12
where L is the length of the drift tube region of the spectrometer, V is the applied voltage, and t is the drift time of the ion. For the purpose of standardization, the reduced mobility constant (K 0 ) is typically reported for any particular analyte ion. K 0 values are calculated using the following equation: 12
where T is the operating temperature of the instrument and P is the current ambient pressure. Direct comparison and estimation of K 0 values measured under different conditions are made possible by using this normalization. The ability to predict K 0 values is of great importance for several reasons. 13 First, the determination of K 0 values by experiment is often expensive and time-consuming. Second, the reported experimental K 0 values are limited. Third, the predicted K 0 values can provide an initial value for algorithms used to calibrate instrument-specific measurements. Finally, a prediction equation could provide valuable insights into the principle dynamics that have the greatest effects on ion mobility.
The mass/inverse mobility correlation has been used to predict the K 0 of homogeneous series of compounds with some success. However, the obtained results were not satisfactory when applied to a diverse set of compounds. [14] [15] [16] [17] The quantitative structure-property relationship (QSPR) provides an alternative method for predicting K 0 using descriptors derived solely from the molecular structure to fit experimental data. The QSPR method is based on the assumption that the variation of the behavior of the compounds, as expressed by any measured properties, can be correlated with numerical changes in structural features of all compounds, termed "molecular descriptors". [18] [19] [20] [21] [22] [23] [24] The advantage of this method lies in the fact that it requires only the knowledge of the chemical structure and is not dependent on any experimental properties. The QSPR method has been successfully applied to predict the chemical and physical properties of compounds. Wessel and Jurs 25 developed an artificial neural network (ANN) model, which predicted K 0 values with over 99% accuracy for a defined set of relatively simple compounds and a somewhat lower (i.e., 91.1%) accuracy for an expanded set containing more diverse compounds. 12 Although this model has good predictive ability, it is difficult to interpret the relationship between the inputs and response. Tolley and co-workers 1 built several models using the multiple linear regression (MLR) method for different series of compounds. A squared correlation coefficient (R 2 ) value of 80.1% between the calculated K 0 values and measured K 0 values was obtained for 162 compounds. These models are difficult to generalize because different equations are proposed for different groups of compounds. In addition, these models were not tested with the external set, thus, their true prediction ability for new compounds not used for model development was not clear. Actually, the external validation is a crucial aspect of any QSPR modeling. 26 Recently, Yao and co-workers 13 developed linear and nonlinear models for predicting K 0 of diverse compounds based on the descriptors calculated from the CODESSA software. Although much has been done, the accuracy and cost of predictions, as well as their clear physical interpretations, are still matters of concern.
Molecular descriptors can be defined as the final result of a logic and mathematical procedure that transforms chemical information encoded within a symbolic representation of a molecule into a useful number. 27 Molecular descriptors play an important role in the quantitative description of chemical structure to find appropriate predictive models. Based on the dimensionality of the molecular representation, molecular descriptors can be classified into zero-dimensional (0D), onedimensional (1D), two-dimensional (2D), three-dimensional (3D), and even higher dimensional groups. The good predictive abilities of 3D descriptors in QSPR studies have been demonstrated in recent years, [28] [29] [30] [31] [32] [33] [34] [35] since the higher dimensional structure of a molecule contains more information.
No reports on 3D descriptors for QSPR studies on ion mobility constants can be found in the literature. The scope of this work is to evaluate the explanatory ability of 3D descriptors to represent the effect of molecular structure on the ion mobility. A diverse set of 159 compounds previously collected were re-examined. Linear and nonlinear models are developed by means of MLR and ANN. Furthermore, the structural factors affecting the mobility behavior of these compounds in ion mobility spectrometry are discussed in detail on the basis of descriptor contribution analysis.
Materials and method

Data set
The K 0 values of 162 compounds with diverse structures were taken from the literature. 1 Chloroacetophenone, 3-xylyl bromide (3-methylbenzyl bromide), and dichloro(2-chlorovinyl) arsine were excluded from the data set, 13 and the rest of the 159 compounds with K 0 values ranging from 1.23 to 2.97 (Table 1) were studied.
Descriptor generation
The molecular structures of these compounds were optimized using the MM+ molecular mechanics method (PolakRibiere algorithm) and the semiempirical AM1 method at a restricted Hartree-Fock level with no configuration interaction in the HYPERCHEM program (version 6.01). 36 A gradient norm limit of 0.01 kcal Å -1 mol -1 (1 cal = 4.184 J) was chosen as the stopping criterion for the optimization. The resulting lowest energy geometry for each compound was then submitted to the DRAGON software (version 5.4) 37 for calculation of the 735 3D descriptors.
To reduce redundant and nonuseful information, constant or near constant values and descriptors found to be highly correlated pairwise (one of any two descriptors with a correlation greater than 0.99 38 ) were excluded in a prereduction step. Consequently, 404 descriptors remained to undergo subsequent descriptor selection.
Kennard and Stones algorithm
Kennard and Stones algorithm 39 has been considered as one of the best ways to build training and test sets. 40, 41 The advantages of this algorithm are that the training samples always map the measured region of the input variable space completely with respect to the induced metric and that the no test samples fall outside the measured region. Using Kennard and Stones algorithm, the entire data set was divided into two subsets: a training set of 120 compounds and a test set including the remaining 39 compounds. 
Model development and validation
Linear models were developed by applying stepwise MLR analysis with leave-one-out (LOO) cross-validation to the training set. The quality of the models was measured by the R 2 , the adjusted R 2 , the cross-validated R 2 , the F ratio values, the standard error of estimation (s), and the significance level value (p). A variance inflation factor (VIF) was calculated to test if multicollinearities existed among the descriptors, which is defined as
where R 2 j is the squared correlation coefficient between the jth coefficient regressed against all the other descriptors in the model. Models would not be accepted if they contained descriptors with VIF above a value of five. 42 To exclude the possible existence of fortuitous correlations, the proposed MLR model was also checked by Y-randomization tests.
Nonlinear models were then developed by submitting the selected descriptors from MLR to a three-layer, fully connected, feed-forward ANN. The number of input neurons was equal to that of the descriptors in the linear model. The number of hidden neurons was optimized by a trial and error procedure on the training process. One output neuron was used to represent the experimental K 0 . The network was trained using the quasi-Newton Broyden-Fletcher-GoldfarbShanno (BFGS) algorithm. 25 To avoid overtraining, one-tenth of the data from the training set were randomly selected as a separate validation set for monitoring the training process, i.e., during the training of the network the performance was monitored by predicting the values for the systems in the validation set. When the results for the validation set ceased to improve, the training was stopped.
Validation of the linear and nonlinear models was further performed by using the external test set composed of data not used to develop the prediction model. The external R 2 CV;ext for the test sets was determined as
where y i and e y i are the observed and the calculated values, respectively, and y tra is the averaged value for the response variable of the training set. According to Tropsha and coworkers, 26 
Applicability domain analysis
The applicability domain (AD) of a QSPR model 40,43 must be defined if the model is to be used for screening new compounds. In this work, the structural AD was verified by the leverage approach. The leverage (h i ) 43 is defined as follows:
where x i is the descriptor row-vector of the ith compound, x i T is the transpose of x i , X is the descriptor matrix, and X T is the transpose of X. The warning leverage (h*) is, generally, fixed at 3(m + 1)/n, where n is the total number of samples in the training set and m is the number of descriptors involved in the correlation. The Williams plot (the plot of leverage values versus standardized residuals) was used to give a graphical detection of both the response outliers (Y outliers) and the structurally influential compounds (X outliers). In this plot, the two horizontal lines indicate the limit of normal values for Y outliers (i.e., samples with standardized residuals greater than 3.0 SD units, ±3.0s); the vertical straight lines indicate the limits of normal values for X outliers (i.e., samples with leverage values greater than the threshold value, h > h*). For a sample in the external test set whose leverage value is greater than h*, its prediction is considered unreliable, because the prediction is the result of a substantial extrapolation of the model. Conversely, when the leverage value of a compound is lower than the critical value, the probability of accordance between predicted and experimental values is as high as that for the compounds in the training set. It is noteworthy that the response outliers can be highlighted only for compounds with known responses and the possibility of a compound to be out of the structural AD of a model can be verified for every new compound, the only knowledge needed being the molecular structure information represented by the molecular descriptors selected in the model.
Results and discussion
MLR model
Stepwise MLR analysis with LOO cross-validation was used to develop linear models from the training set, and the number of descriptors in the final model was determined on the basis of the R 2 , the adjusted R 2 , the cross-validated R 2 , the significance test F, and the standard error s. The plots of R 2 and s versus the number of the latent descriptors are shown in Fig. 1 . The R 2 value increased gradually with an increasing number of descriptors. The optimum subset size was reached when the addition of another descriptor did not significantly improve the performance of the model. To avoid overparameterization of the models, such as those that contain an excess of descriptors and are difficult to interpret in terms of physical interactions, an increase of the R 2 value of less than 0.01 was chosen as the breakpoint criterion. Thus, the five-parameter model was selected as the best model, which can be described as In general, the larger the magnitude of the F ratio, the better the model prediction of the property values in the training set. The large F ratio of 252.3 indicates that eq. [7] does an excellent job of predicting the K 0 values of the training set. Equation [7] has an adjusted R 2 value of 0.9107, which indicates good agreement between the correlation and the variation in the data. The cross-validated correlation coefficient R CV 2 = 0.9056 illustrates the reliability of the model by focusing on the sensitivity of the model to the elimination of any single data point. The model was further validated by applying the randomization tests, and the obtained R 2 vs the correlation coefficient between the original and permuted response data are plotted in Fig. 2 . The lower R 2 values indicate that the good results of the original model are not due to chance correlation or structural dependency of the training set. Some important statistical parameters shown in Table 2 were used to valuate the involved descriptors. The t value of a descriptor measures the statistical significance of the regression coefficients. The high absolute t values shown in Table 2 express that the regression coefficients of the descriptors involved in the MLR model are significantly larger than the standard deviation. The t probability of a descriptor can describe the statistical significance when combined together within an overall collective QSPR model (i.e., descriptors' interactions). Descriptors with t probability values below 0.05 (95% confidence) are usually considered statistically significant in a particular model, which means that their influence on the response variable is not merely by chance. 44 The smaller t probability suggests the more significant descriptor. The t probability values of the 5 descriptors are very small, indicating that all of them are highly significant descriptors. Furthermore, all the VIF values are less than five, suggesting that these descriptors are weakly correlated with each other. Thus, the model can be regarded as an optimal regression equation.
The calculated K 0 values from the MLR model for the training and test sets are shown in Table 1 and Fig. 3 . The errors are distributed on both sides of the zero point; thus, one may conclude that there is no systematic error in the model development. The following statistical parameters were obtained for the test set (s = 0.0549), which obviously satisfy the generally accepted condition and thus demonstrate the predictive power of the present model. 
ANN model
The ANN has become an important and widely used nonlinear modeling technique for QSPR studies. The mathematical adaptability of ANN commends it as a powerful tool for pattern classification and building predictive models. A particular advantage of ANN is its inherent ability to incorporate nonlinear dependencies between the dependent and independent variables without using an explicit mathematical function. Among the neural network learning algorithms, the backpropagation (BP) method 45 is one of the most commonly used methods. The drawback of BP is that the training processes slowly, because the gradient-descent algorithm is usually used for minimizing the sum-of-squares error. In this study, the quasi-Newton BFGS algorithm 25 was used to develop nonlinear models. The advantages of the BFGS algorithm are that specifying rate or momentum is not necessary and the training is much more rapid. 46 The five descriptors from the MLR model were used as inputs to the network. The number of hidden neurons is an important parameter influencing the performance of the ANN. The usual rule of thumb is that the weights and biases should be less than the samples so that the model achieved by the network is stationary. 47 Consequently, a 5-5-1 network configuration, which gives the best prediction, was obtained after the trial and error procedure.
The present three-layer feed forward neural network with the sigmoidal transfer function can be simplified in the form of eq. [8] .
½8
y calcd ðiÞ ¼ fW 2 ½1:2= 1 þ e
where T is the input matrix of dimension of m × n, where m is the number of molecular descriptors involved and n is the number of compounds available in the training set; T i is the ith-column of T; W 1 is the first weight matrix of the threelayer network and has the dimension nhidden × m, where nhidden is the number of neurons in the hidden layer; b 1 is the first bias matrix of dimension nhidden × 1; W 2 is the second weight matrix of the output layer and has the dimension 1 × nhidden; b 2 is the second bias matrix of the output layer, which is a number; and y calcd (i) is the ith output of this network, which must be compared with the ith response. The values of W 1 , W 2 , b 1 , and b 2 (shown in Table 3 ) were obtained by the minimization of an objective function, which is commonly the mean-squared error between the outputs of the neural network and the target values.
The predictive results from the ANN model for the entire data set are given in Table 1 and Fig. 4 . The R 2 , R CV 2 , and s for the training set are 0.9631, 0.9622, and 0.0446, respectively. The proposed ANN model is predictive as it satisfies the conditions for the test set (s = 0.0496). By comparison of the models obtained by MLR and ANN, it can be seen that the performance of ANN is better than that of MLR, which confirms the nonlinear relationship between the structural information and the K 0 . To further test the suitability of the proposed models, the obtained results were compared with those calculated by other reported models 13 (Table 4) for the same set of compounds. The present models developed on the basis of 3D molecular representation are comparable in quality to the models described by Yao and co-workers 13 This fact confirms the potency of 3D descriptors as a useful tool for the structural characterization and prediction of the mobility behavior in IMS.
Applicability domain
It needs to be pointed out that no matter how robust, significant, and validated a QSPR model may be, it cannot be expected to reliably predict the modeled property for the entire universe of compounds. Therefore, before a QSPR model is put into use for screening compounds, its AD must be defined and predictions for only those compounds that fall in this domain can be considered as reliable. The model AD was analyzed in the Williams plot (shown in Fig. 5 ). Three Note: VIF, variance inflation factor; DISPe, d COMMA2 value / weighted by atomic Sanderson electronegativities; RDF050m, radial distribution function -5.0 / weighted by atomic masses; E3p, third component accessibility directional WHIM index / weighted by atomic polarizabilities; Dm, D total accessibility index / weighted by atomic masses; and HIC is the mean information content on the leverage magnitude; GETAWAY, geometry, topology, and atom-weights assembly. The t value of a descriptor measures the statistical sifnificance of the regression coefficients. The t probability of a descriptor can describe the statistical significance when combined together within an overall collective quantitative structure-property relationship (QSPR) model. compounds (carbonic dichloride, nitrochloroform, and ammonia) were found to be X outliers (with leverage values higher than the warning leverage limit of 0.150). In the Williams plot, X outliers can be explained as compounds with peculiar features poorly represented in the data set, which could affect the variable selection for a better modeling of those compounds. Ammonia is the only inorganic compound in the data set, nitrochloroform is the unique nitro compound with strong polarity, and arbonic dichloride is of the unstable structure feature. These three compounds were well predicted by the present models and thus reinforced the models.
Generally, if the residual value is larger than ±3.0s, the sample can be considered a response outlier (Y outlier), which could be associated with errors in the experimental values. On analyzing the AD of the developed models in the Williams plot, there is no response outlier for the MLR model. For the ANN model, tert-amyl alcohol would be recognized as a response outlier and it also shows a relatively large standard residual (close to 3s) for the MLR model. However, the majority of the samples within the model AD were calculated accurately, which provided another indication of the reliability of the predictions.
Because of their high predictive abilities, the proposed models could be used to screen existing databases or virtual Note: W 1 , first weight matrix of the three-layer network with the dimension nhidden × m, where nhidden is the number of neurons in the hidden layer; b 1 , first bias matrix of dimension nhidden × 1; W 2 , second weight matrix of the output layer with the dimension 1 × nhidden; b 2 , second bias matrix of the output layer, which is a number. chemical structures to identify compounds with the desired ion mobility constants. In this case, the AD will serve as a valuable tool to filter out "dissimilar" chemical structures.
Descriptor contribution analysis and interpretation
The descriptors appearing in the present models encode 3D aspects of the molecular structure and can be classified as follows: (1) a geometrical descriptor, DISPe; (2) an RDF descriptor, RDF050m; (3) two WHIM descriptors, E3p and Dm; and (4) a GETAWAY (geometry, topology, and atomweights assembly) descriptor, HIC.
It is not a trivial task to interpret the nonlinear models because of their complex modeling procedure and vague output, although the nonlinear models could give better predictive results. Thus, the descriptor interpretation was carried out on the basis of the MLR model. Based on a previously described procedure, 48 the relative contributions of the five descriptors to the MLR model were determined and are plotted in Fig. 6 . The significance of the descriptors involved in the MLR model decreases in the following order: DISPe (23.5%) > HIC (19.9%) > RDF050m (19.7%) > Dm (19.0%) > E3p (17.9%). The difference in descriptor contribution between any two descriptors used in the models is not significant, indicating that all of the descriptors are indispensable in generating the predictive models.
The most significant descriptor in the MLR model is DISPe, a COMMA2 49 descriptor. DISPe is a measure of displacement between the geometric and the electronegativity (e) centers in the molecule, calculated with respect to the molecular principal axes. This descriptor can reflect how charge is distributed in the molecule and loosely show molecular size as well. The negative regression coefficient of this descriptor suggests that an increasing separation between geometric and electronegativity centers is detrimental to the K 0 . Thus, this descriptor could be an indicator for compounds that have a small K 0 value.
The second important descriptor is HIC, the mean information content on the leverage magnitude. HIC is calculated as follows: 50 
½9
HIC ¼ À
where nAT is the number of molecule atoms, D is the rank of the molecular matrix equal to 1, 2, and 3 for linear, planar, and nonplanar molecules, respectively. This descriptor is able to catch more specific information with regard to molecular complexity than the total and standardized information content on the leverage equality. For example, HIC can recognize the different substituents in a series of monosubstituted benzenes. HIC is also sensitive to the presence of multiple bonds. The emergence of HIC in the model reflects the importance of molecular shape of a compound during the IMS separation process. The third descriptor, RDF050m, is one of the RDF descriptors, which have been proposed based on a radial distribution function. The RDF descriptors can be interpreted as the probability distribution of finding an atom in a spherical volume of radius r. The general form of the radial distribution function is represented by
½10
RDFrw ¼ f where f is a scaling factor (assumed equal to one in the calculations) and w is the characteristic property of the atom. 51 RDFrw is generally calculated at a number of discrete points with defined intervals. Besides information about interatomic distances in the entire molecule, RDF050m provides further information about atomic masses. The negative correlation coefficient for RDF050m indicates that a compound with a larger value for this descriptor would have smaller K 0 value. WHIM descriptors 52, 53 are based on principal component analysis of the weighted covariance matrix obtained from the atomic Cartesian coordinates. WHIM descriptors can capture 3D information regarding molecular size, shape, symmetry, and atom distribution with respect to the molecule as a whole. E3p and Dm were calculated by eqs. [11] and [12] , respectively, where l refers to eigenvalues of the weighted covariance matrix and t refers to atomic coordinates with respect to the principal axes.
½11
Ekw ¼ l
Dm indicates a global measure of the degree of participation in intermolecular interactions, based on the projections of the atoms through principal axes or principal components. This descriptor points to the influence of the molecular conformation during the IMS separation process. The coefficient of Dm is positive, meaning that the K 0 increases when this descriptor increases. E3p conveys information about the distribution of electronic charge within the molecule, which has a positive effect on K 0 . 
