Multiple closed geodesics on 3-spheres  by Long, Yiming & Duan, Huagui
Advances in Mathematics 221 (2009) 1757–1803
www.elsevier.com/locate/aim
Multiple closed geodesics on 3-spheres
Yiming Long a,∗,1, Huagui Duan b,2
a Chern Institute of Mathematics and LPMC, Nankai University, Tianjin 300071, People’s Republic of China
b School of Mathematics, Nankai University, Tianjin 300071, People’s Republic of China
Received 27 March 2008; accepted 17 March 2009
Available online 2 April 2009
Communicated by Gang Tian
Abstract
This paper is devoted to a study on closed geodesics on Finsler and Riemannian spheres. We call a prime
closed geodesic on a Finsler manifold rational, if the basic normal form decomposition (cf. [Y. Long, Bott
formula of the Maslov-type index theory, Pacific J. Math. 187 (1999) 113–149]) of its linearized Poincaré
map contains no 2 × 2 rotation matrix with rotation angle which is an irrational multiple of π , or irrational
otherwise. We prove that if there exists only one prime closed geodesic on a d-dimensional irreversible
Finsler sphere with d  2, it cannot be rational. Then we further prove that there exist always at least
two distinct prime closed geodesics on every irreversible Finsler 3-dimensional sphere. Our method yields
also at least two geometrically distinct closed geodesics on every reversible Finsler as well as Riemannian
3-dimensional sphere. We prove also such results hold for all compact simply connected 3-dimensional
manifolds with irreversible or reversible Finsler as well as Riemannian metrics.
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This paper is devoted to a study on closed geodesics on Finsler and Riemannian spheres
with dimension not less than 2. Let us recall firstly the definition of the Finsler and Riemannian
metrics.
Definition 1.1. (Cf. [6,41].) Let M be a finite-dimensional manifold. A function F : TM →
[0,+∞) is a Finsler metric if it satisfies
(F1) F is C∞ on TM \ {0},
(F2) F(x,λy) = λF(x, y) for all y ∈ TxM , x ∈ M , and λ > 0,
(F3) For every y ∈ TxM \ {0}, the quadratic form
gx,y(u, v) ≡ 12
∂2
∂s∂t
F 2(x, y + su+ tv)|t=s=0, ∀u,v ∈ TxM,
is positive definite.
In this case, (M,F) is called a Finsler manifold. F is reversible if F(x,−y) = F(x, y) holds
for all y ∈ TxM and x ∈ M . F is Riemannian if F(x, y)2 = 12G(x)y · y for some symmetric
positive definite matrix function G(x) ∈ GL(TxM) depending on x ∈ M smoothly.
As usual a closed geodesic c on a Finsler manifold (M,F) is a closed curve c : S1 = R/Z →
M such that c is the shortest curve connecting any two points p and q on c(S1) provided p
and q are close enough. For any closed curve f : S1 → M on a Finsler manifold (M,F) or a
Riemannian manifold (M,g), the group G = S1 or G = O(2) acts on f by θ · f (t) = f (t + θ)
for every θ ∈ G. For a closed geodesic c, its mth iterate is defined by cm(t) = c(mt). A closed
geodesic is prime, if it is not any mth iterate of any other closed geodesics with m 2. Two prime
closed geodesics c1 and c2 on a Finsler manifold (M,F) (or Riemannian manifold (M,g)) are
distinct (or geometrically distinct), if they do not differ by an S1-action (or O(2)-action). We
denote the set of all distinct prime closed geodesics on a Finsler manifold by CG(M,F), and
similarly by CG(M,g) for Riemannian manifolds. A Finsler metric F on M is bumpy if all
closed geodesics and their iterates on (M,F) are non-degenerate.
Note that one of the major differences between Riemannian and Finsler metrics is the ir-
reversibility in the condition (F2). For a closed geodesic c in an irreversible Finsler manifold
(M,F), its inverse curve c−1 defined by c−1(t) = c(1 − t) may not be a geodesic. If it is, it is
usually viewed to be a closed geodesic different from c.
It is a longstanding conjecture that there exist infinitely many geometrically distinct prime
closed geodesics on every compact Riemannian manifold (cf. [1] and Problem 81 in [43]). Works
on this topic can be traced back to at least [17] of J. Hadamard in 1898, [36] of H. Poincaré in
1905 and [7] of G.D. Birkhoff in 1910s. Note that by the classical theorem of Lyusternik and Fet
[33] in 1951, there exists at least one closed geodesic on every compact Riemannian manifold.
Because the proof is variational, this result works also for compact Finsler manifolds. An as-
tounding result was obtained by A. Katok in [22] of 1973 (cf. also [44]) who constructed the first
example of some irreversible Finsler metrics on d-spheres possessing precisely 2[(d + 1)/2]
distinct prime closed geodesics. Because of [16] of D. Gromoll and W. Meyer and [42] of
M. Vigué-Poirrier and D. Sullivan, the most interesting manifolds on the closed geodesics prob-
lem are Finsler and Riemannian spheres.
Y. Long, H. Duan / Advances in Mathematics 221 (2009) 1757–1803 1759We are only aware of a few results on the existence of multiple closed geodesics on Finsler
as well as Riemannian spheres without pinching type conditions as those used in [4,5,39], etc.
In [12] of 1965, A.I. Fet proved that there exist at least two distinct closed geodesics on every
reversible bumpy Finsler manifold (M,F). In [37] of 1989, H.-B. Rademacher proved that there
exist at least two elliptic closed geodesics on every bumpy Finsler 2-sphere. The result in [20]
of 2003 of H. Hofer, K. Wysocki and E. Zehnder implies that there exist either two or infinitely
many distinct closed geodesics on every bumpy Finsler 2-sphere if the stable and unstable mani-
folds of every hyperbolic closed geodesics intersect transversally.
In [3] of 2005, V. Bangert and Y. Long proved that there exist at least two distinct prime
closed geodesics on every Finsler 2-sphere (S2,F ) (cf. also [30]). Following this result, further
developments on the closed geodesic problem on Finsler and Riemannian spheres have appeared.
In [10] of 2006, H. Duan and Y. Long, as well as H.-B. Rademacher in [40] in 2006, proved the
existence of at least two distinct prime closed geodesics on every bumpy Finsler d-sphere.
Around 1990, V. Bangert (in [2]) and J. Franks (in [13] and [14]) proved their celebrated result
on the existence of infinitely many geometrically distinct closed geodesics on every Riemannian
2-sphere. When the dimension is higher, even fewer results are known without pinching condi-
tions. In [31] of 2007, Y. Long and W. Wang proved that if every prime closed geodesic c on
the Riemannian 3-sphere S3 satisfies iˆ(c) > 1 or i(c) > 1, there exist at least two geometrically
distinct closed geodesics. The method used there works for Finsler 3-spheres too (cf. also [11,
24,32] and [35]).
Despite of great efforts on the closed geodesic problems, it seems to us that until very recently,
whether there always exist at least two geometrically distinct prime closed geodesics on every
Riemannian sphere with dimension greater than 2 is still unknown. The aim of this paper is to
give a confirmative answer to this question for all 3-dimensional Finsler and Riemannian spheres
without any additional conditions. More precisely, we prove in this paper:
Theorem 1.2. For every irreversible Finsler metric F on S3, there exist at least two distinct
prime closed geodesics.
Theorem 1.3. For every reversible Finsler metric F on S3, there exist at least two geometrically
distinct closed geodesics. Specially this is true for every Riemannian metric on S3.
As a consequence of our these results, we have
Theorem 1.4. For every irreversible (or reversible as well as Riemannian) Finsler metric F
on a compact simply connected 3-dimensional manifold, there exist at least two (geometrically)
distinct prime closed geodesics.
Our method recovers also the main theorem of V. Bangert and Y. Long in [3] for closed
geodesics on Finsler 2-spheres.
Corollary 1.5. (Cf. Theorem 1.1 of [3].) For every Finsler metric F on S2, there exist at least
two distinct prime closed geodesics.
The new idea in this paper is the establishing of a new homological method which relates
exact homological sequences of different level set triples, and relates the local analytical and ho-
mological information of iterations of closed geodesics and the global homological information
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new method.
More precisely, based on the basic normal form decomposition (BNFD for short, cf. Section 3
below) of symplectic matrices established in [26] and [27] in 1999–2000, closed geodesics on a
compact Finsler manifold (M,F) can be classified into two classes: rational ones, whose BNFD
of its linearized Poincaré map contains no 2 × 2 rotation matrix R(θ) with θ/π ∈ R \ Q, and the
irrational ones, otherwise respectively. In Sections 3 and 4 below, analytical and homological
properties of rational closed geodesics are studied. The most important analytical properties are
the periodicity and the boundedness properties of the Morse indices of iterations of rational
closed geodesics. Based on these properties, we prove that the homologies of energy level set
pairs are periodically distributed when there is only one rational prime closed geodesic on the
sphere via the classical 5-lemma. This homological periodicity is given by our Theorem 4.3
below.
Based on these preparations, in Section 5 we establish a new homological method to relate
the periodic height p(c), the bounded height bm(c) of a rational prime closed geodesic c, and
the alternating sum of the Betti numbers (cf. Section 3 for the definitions). This is given by our
Theorem 5.2 below. This argument shows that if there is only one rational prime closed geodesic
on a sphere, it should behave very nicely by satisfying an identity.
Then in Section 6, we consider the case when there is only one prime closed geodesic c on
a Finsler (Sd,F ) and prove in our Theorem 6.1 below that this c cannot be rational by using
this new analytical and homological method in Theorem 5.2 to yield some contradictions via
comparing the periodicity height and the boundedness height.
Now in our proof of Theorem 1.2 given in Section 7, our Theorem 6.1 shows that the prime
closed geodesic c on a Finsler 3-sphere cannot be rational. But it cannot be irrational either
by our earlier result [10] on bumpy Finsler spheres and the mean index identity. This proves
Theorem 1.2.
Note that in our proof of Theorem 1.2, the local homological information of iterated closed
geodesics cm appear only in the mean index identity, and it is then replaced by certain global
invariants of the prime closed geodesic c and the loop space. Note also that homologically
the reversible metrics produce every local critical module twice because of the inverse curve
c−1(t) = c(1 − t) of c behaves analytically and homologically precisely the same as c itself.
Therefore if we double all the entries Dm,j in Diagram 5.3 below, without any further change,
our proof of Theorem 1.2 can be applied to the reversible Finsler as well as Riemannian metric
case, and then yields Theorem 1.3.
Theorem 1.4 follows from combing results of D. Gromoll and W. Meyer [16], M. Vigué-
Poirrier and D. Sullivan [42], and our methods and results in Theorems 1.2 and 1.3.
In this paper, let N, N0, Z, Q, R, and C denote the sets of natural integers, non-negative
integers, integers, rational numbers, real numbers, and complex numbers respectively. Let U =
{z ∈ C | |z| = 1}. We define the functions [a] = max{k ∈ Z | k  a}, E(a) = min{k ∈ Z | k  a},
and ϕ(a) = E(a) − [a] for all a ∈ R. Especially, ϕ(a) = 0 if a ∈ Z, and ϕ(a) = 1 if a /∈ Z.
For positive integers m and n, we write m | n if n = mk holds for some integer k. We use only
singular homological modules with Q-coefficients. When S1 acts on a topological space X, we
denote by X the quotient space X/S1. For a set A, we denote by #A the number of elements in A.
2. Preliminary materials
In this section we briefly review some known results which will be used in this paper.
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In this subsection, we will briefly review results on critical modules of closed geodesic, all the
details can be found in [38] and [3].
Let M = (M,F) be a compact Finsler manifold (M,F), the space Λ = ΛM of H 1-maps
γ :S1 → M has a natural structure of Riemannian Hilbert manifolds on which the group
S1 = R/Z acts continuously by isometries, cf. [23], Chapters 1 and 2. This action is defined
by (s · γ )(t) = γ (t + s) for all γ ∈ Λ and s, t ∈ S1. For any γ ∈ Λ, the energy functional is
defined by
E(γ ) = 1
2
∫
S1
F
(
γ (t), γ˙ (t)
)2
dt. (2.1)
It is of class C1,1 (cf. [34]) and invariant under the S1-action. The critical points of E of positive
energies are precisely the closed geodesics γ : S1 → M . The index form of the functional E is
well defined along any closed geodesic c on M , which we denote by E′′(c) (cf. [41]). As usual,
we denote by i(c) and ν(c) the Morse index and nullity of E at c. In the following, for all κ  0
we denote by
Λκ = {d ∈ Λ ∣∣E(d) κ}, Λκ = Λκ/S1.
For m ∈ N we denote the m-fold iteration map ψm : Λ → Λ by
ψm(γ )(t) = γ (mt) and γm = ψm(γ ) ∀γ ∈ Λ, t ∈ S1. (2.2)
For a closed geodesic c, recall that the mean index iˆ(c) is defined by iˆ(c) = limm→∞ i(cm)m .
If γ ∈ Λ is not constant then the multiplicity m(γ ) of γ is the order of the isotropy group
{s ∈ S1 | s · γ = γ }. If m(γ ) = 1 then γ is prime. Hence m(γ ) = m if and only if there exists a
prime curve γ˜ ∈ Λ such that γ = γ˜ m.
For a closed geodesic c we set Λ(c) = {γ ∈ Λ | E(γ ) < E(c)}. If A ⊆ Λ is invariant under
the action of some subgroup Γ of S1, we denote by A/Γ the quotient space of A module the
action of Γ .
Using singular homology with rational coefficients we will consider the following critical
Q-module of a closed geodesic c ∈ Λ:
C∗(E, c) = H∗
((
Λ(c)∪ S1 · c)/S1,Λ(c)/S1). (2.3)
If c has multiplicity m, then the subgroup Zm = { km | 0 k <m} of S1 acts on C∗(E, c).
In order to apply the results of D. Gromoll and W. Meyer in [15] and [16], following [38],
Section 6.2, we introduce finite-dimensional approximations to Λ. We choose an arbitrary energy
value a > 0 and k ∈ N such that every geodesic segment of length < √2a/k is minimal. Then
Λ(k,a) = {γ ∈ Λ ∣∣E(γ ) < a and γ |[i/k,(i+1)/k] is a geodesic segment for i = 0, . . . , k − 1}
is a (k · dimM)-dimensional submanifold of Λ consisting of closed geodesic polygons with k
vertices. The set Λ(k,a) is invariant under the action of the subgroup Zk of S1. Closed geodesics
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geodesic c ∈ Λ(k,a) the index of (E|Λ(k,a))′′(c) equals i(c) and the null space of (E|Λ(k,a))′′(c)
coincides with the nullspace of E′′(c) (cf. p. 51 of [38]).
We call a closed geodesic satisfying the isolation condition, if the following holds:
(ISO) The orbit S1 · cm is an isolated critical orbit of E for all m ∈ N.
Since our aim is to study Finsler manifolds with only finitely many prime closed geodesics,
the condition (ISO) does not restrict generality.
Now we can apply the results by D. Gromoll and W. Meyer [15] to a given closed geodesic
c satisfying (ISO). If m = m(c) is the multiplicity of c, we choose a finite-dimensional approx-
imation Λ(k,a) ⊆ Λ containing c such that m divides k. Then the isotropy subgroup Zm ⊆ S1
of c acts on Λ(k,a) by isometries. Let D be a Zm-invariant local hypersurface transverse to
S1 · c in c ∈ Λ(k,a). According to [15], Lemma 1, for every such D we can find a product
neighborhood B+ × B− × B0 of 0 ∈ RdimΛ(k,a)−1 such that dimB− = i(c), dimB0 = ν(c), and
a diffeomorphism
φ : B = B+ ×B− ×B0 → ψ(B+ ×B− ×B0) ⊆ D
from B onto an open subset φ(B) ⊆ D satisfying φ(0) = c and φ being Zm-invariant, and there
exists a smooth function f : B0 → R satisfying
f ′(0) = 0 and f ′′(0) = 0 (2.4)
E ◦ φ(x+, x−, x0) = |x+|2 − |x−|2 + f (x0), (2.5)
for (x+, x−, x0) ∈ B+ ×B− ×B0. As in [15] and [16], we call N = Nc = {φ(0,0, x0) | x0 ∈ B0}
a local characteristic manifold at c, U = Uc = {φ(0, x−,0) | x− ∈ B−} a local negative disk at c.
Note that N and U are Zm-invariant. It follows from (2.5) that c is an isolated critical point of
E|N . We set N− = N ∩Λ(c), U− = U ∩Λ(c) = U \ {c} and D− = D ∩Λ(c). Using (2.6), the
fact that c is an isolated critical point of E|N , and the Künneth formula, we obtain
H∗
(
D− ∪ {c},D−)= H∗(U− ∪ {c},U−)⊗H∗(N− ∪ {c},N−), (2.6)
where
Hq
(
U− ∪ {c},U−)= Hq(U,U \ {c})=
{Q, if q = i(c),
0, otherwise, (2.7)
cf. [38], Lemma 6.4 and its proof. As in p. 59 of [38], for all m ∈ N, let respectively
H∗(X,A)±Zm =
{[ξ ] ∈ H∗(X,A) ∣∣ T∗[ξ ] = ±[ξ ]}, (2.8)
where T is a generator of the Zm action.
Now we have the following propositions.
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manifold (M,F) satisfying (ISO). Then we have
Cq
(
E,cm
)≡ Hq((Λ(cm)∪ S1 · cm)/S1,Λ(cm)/S1)
= (Hi(cm)(U−cm ∪ {cm},U−cm)⊗Hq−i(cm)(N−cm ∪ {cm},N−cm))+Zm.
(i) When ν(cm) = 0, there holds
Cq
(
E,cm
)= {Q, if i(cm)− i(c) ∈ 2Z and q = i(cm),0, otherwise.
(ii) When ν(cm) > 0, there holds
Cq
(
E,cm
)= Hq−i(cm)(N−cm ∪ {cm},N−cm)(cm)Zm,
where (cm) = (−1)i(cm)−i(c).
We need the following
Definition 2.2. (Cf. [3,31,38].) Suppose c is a closed geodesic of multiplicity m(c) = m satisfy-
ing (ISO). If N is a local characteristic manifold at c, N− = N ∩Λ(c) and j ∈ Z, we define
kj (c) ≡ dimHj
(
N− ∪ {c},N−),
k±1j (c) ≡ dimHj
(
N− ∪ {c},N−)±Zm.
Proposition 2.3. (Cf. [3,16,31,38].) Let c be a closed geodesic on a Finsler manifold (M,F)
satisfying (ISO).
(i) There hold 0  k±1j (cm)  kj (cm) for m ∈ N and j ∈ Z, and kj (cm) = 0 whenever j /∈[0, ν(cm)].
(ii) For any m ∈ N, there hold k+10 (cm) = k0(cm) and k−10 (cm) = 0. In particular, if cm is non-
degenerate, there hold k+10 (cm) = k0(cm) = 1, and k−10 (cm) = k±1j (cm) = 0 for all j = 0.
(iii) Suppose for some integer m = np  2 with n and p ∈ N the nullities satisfy ν(cm) = ν(cn).
Then there hold kj (cm) = kj (cn) and k±1j (cm) = k±1j (cn) for any integer j .
Set Λ0 = Λ0Sd = {constant point curves in Sd} ∼= Sd . Let (X,Y ) be a space pair such that the
Betti numbers bˆi = bˆi (X,Y ) = dimHi(X,Y ;Q) are finite for all i ∈ Z. As usual the Poincaré se-
ries of (X,Y ) is defined by the formal power series P(X,Y ) =∑∞i=0 bˆi t i . We need the following
well-known version of results on Betti numbers and the Morse inequality.
Proposition 2.4. (Cf. Theorem 2.4 of [37], Remark 2.5 of [37], cf. also [10].) Let (Sd,F ) be a
d-dimensional Finsler sphere.
(i) When d is odd, the Poincaré series of (ΛSd,Λ0Sd) is given by
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(
ΛSd,Λ0Sd;Q)(t)
= td−1
(
1
1 − t2 +
td−1
1 − td−1
)
= (td−1 + td+1 + td+3 + · · ·)+ (t2(d−1) + t3(d−1) + t4(d−1) + · · ·), (2.9)
which yields Betti numbers
bˆj = bˆj
(
ΛSd,Λ0Sd
)
= rankHj
(
ΛSd,Λ0Sd
)
=
{2, if j ∈ K ≡ {k(d − 1) | 2 k ∈ N},
1, if j ∈ {d − 1 + 2k | k ∈ N0} \ K,
0, otherwise.
(2.10)
For any even k ∈ N and k  d − 1, there holds
k∑
j=0
(−1)j bˆj =
∑
02jk
bˆ2j 
k(d + 1)
2(d − 1) −
d − 1
2
. (2.11)
(ii) When d is even, the Poincaré series of (ΛSd,Λ0Sd) is given by
P
(
ΛSd,Λ0Sd;Q)(t)
= td−1
(
1
1 − t2 +
t2d−2
1 − t2d−2
)
= (td−1 + td+1 + td+3 + · · ·)+ (t3(d−1) + t5(d−1) + t7(d−1) + · · ·), (2.12)
which yields Betti numbers
bˆj = bˆj
(
ΛSd,Λ0Sd
)
= rankHj
(
ΛSd,Λ0Sd
)
=
{2, if j ∈ K ≡ {k(d − 1) | 3 k ∈ (2N + 1)},
1, if j ∈ {d − 1 + 2k | k ∈ N0} \ K,
0, otherwise.
(2.13)
For any odd k ∈ N and k  d − 1, there holds
−
k∑
j=0
(−1)j bˆj =
∑
02j−1k
bˆ2j−1 
kd
2(d − 1) −
d − 2
2
. (2.14)
Proof. By (2.10) and (2.13), we need only to prove the inequalities in (2.11) and (2.14).
When d  3 is odd, the number of even numbers from d − 1 to k is (k− (d − 3))/2, by (2.10)
each of which contributes at least a 1 to the alternating sum of Betti numbers. By (2.10) again
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itself. Therefore (2.10) yields (2.11) as follows:
∑
02jk
bˆ2j = k − (d − 3)2 +
[
k
d − 1
]
− 1
 k − (d − 3)
2
+ k
d − 1 − 1
= k(d + 1)
2(d − 1) −
d − 1
2
.
When d  2 is even, the number of odd numbers from d −1 to k is (k− (d −3))/2. Therefore
similarly to the proof of (2.11) from (2.13) we obtain (2.14) as follows:
∑
02j−1k
bˆ2j−1 = k − (d − 3)2 +
[ [ k
d−1 ] − 1
2
]
 k − (d − 3)
2
+ k − (d − 1)
2(d − 1)
= kd
2(d − 1) −
d − 2
2
.
This completes the proof. 
Proposition 2.5. (Cf. Theorem I.4.3 of [8], Theorem 6.1 of [38].) Let (M,F) be a Finsler man-
ifold with #CG(M,F) < ∞. Denote these prime closed geodesics by {cj }1jk . Set Mq =∑
1jk, m1 dimCq(E, cmj ) for all q ∈ Z. Then for every integer q  0 there hold
Mq −Mq−1 + · · · + (−1)qM0  bˆq − bˆq−1 + · · · + (−1)q bˆ0, (2.15)
Mq  bˆq . (2.16)
In order to relate the critical Q-modules C∗(E, c) of closed geodesics c to the homology of
the loop space Λ, we will use the following result due to [3].
Proposition 2.6. (Cf. Proposition 2.13 of [3].) Suppose u ∈ (a, b) is the only critical value of
E in the interval [a, b], and the critical set C = {c | c is a closed geodesic with E(c) = u} is a
disjoint union of finitely many critical orbits, i.e., C =⋃qc=1 S1 ·ci . Then there is an isomorphism
q⊕
i=1
C∗(E, ci) = H∗
(
Λb,Λa
)
. (2.17)
In [18] and [19], N. Hingston proved two important theorems which produce infinitely many
closed geodesics on compact manifolds under suitable conditions respectively. Note that in [18]
and [19], the non-trivial homological group condition is used to guarantee that the energy func-
tional restricted to the characteristic manifold possessing at the origin a local minimum or a local
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that by Theorem 10.1.3 of [29], whenever the index iteration inequality (2) in Proposition 1 on
p. 256 of [18] or the index iteration inequality (2) in the main theorem on p. 3099 of [19] holds
for all m 1, the corresponding equality must in fact holds for these ms (cf. [3]).
Theorem 2.7. (Cf. [18] and [19].) Let c be a closed geodesic on a Finsler manifold (M,F) with
d = dimM such that every orbit S1 · cm of its iteration cm is isolated. Suppose that ν(cm) = ν(c)
for all m and one of the following conditions holds
(i) k0(c) > 0, i(cm) = m(i(c)+ d − 1)− (d − 1), ∀m ∈ N, or
(ii) kν(c)(c) > 0, i(cm)+ ν(cm) = m(i(c)+ ν(c)− (d − 1))+ (d − 1), ∀m ∈ N.
Then there exist infinitely many distinct closed geodesics on (M,F).
2.2. Rademacher’s mean index identity for closed geodesics
Let (M,F) be a compact simply connected Finsler manifold with #CG(M,F) < +∞. It is
well known that for every prime closed geodesic c on (M,F), there holds either iˆ(c) > 0 and
then i(cm) → +∞ as m → +∞, or iˆ(c) = 0 and then i(cm) = 0 for all m ∈ N. Denote those
prime closed geodesics on (M,F) with positive mean indices by {cj }1jk . In [37] and [38],
H.-B. Rademacher established a celebrated mean index identity relating all the cj s with the
global homology of M (cf. Section 7, specially Satz 7.9 of [38]) for compact simply connected
Finsler manifolds. Here we give a brief review on this identity.
Definition 2.8. (Cf. Section 7.1 of [38].) Let M = (M,F) be a compact Finsler manifold of
dimension d , and c be a prime closed geodesic on M . For each m ∈ N, the critical type numbers
of cm is defined by the following 2d − 1 tuple of integers using Definition 2.2:
K
(
cm
)≡ (k0(cm), k1(cm), . . . , k2d−2(cm))
= (k(cm)0 (cm), k(cm)1 (cm), . . . , k(cm)ν(cm)(cm),0, . . . ,0), (2.18)
where  = (cm) = (−1)i(cm)−i(c).
Lemma 2.9. (Cf. Lemmas 7.1 and 7.2 of [38], cf. also [10] and [31].) Let c be a prime closed
geodesic on a compact Finsler manifold (M,F) satisfying (ISO). Then there exists a minimal
integer N = N(c) ∈ N such that ν(cm+N) = ν(cm), i(cm+N) − i(cm) ∈ 2Z, and K(cm+N) =
K(cm) for all m ∈ N.
Theorem 2.10. (Satz 7.9 of [38], cf. also [10,31].) Let (M,F) be a compact simply connected
Finsler manifold with H ∗(M,Q) = Td,q+1(x) ≡ Q[x]/(xq+1 = 0) and #CG(M,F) < +∞. De-
note prime closed geodesics on (M,F) with positive mean indices by {cj }1jk for some k ∈ N.
Then the following identity holds
k∑ χˆ (cj )
iˆ(cj )
= B(d, q), (2.19)
j=1
Y. Long, H. Duan / Advances in Mathematics 221 (2009) 1757–1803 1767where
χˆ (cj ) = 1
N(cj )
∑
1mN(cj )
0l2d−2
(−1)i(cmj )+lk(c
m
j )
l
(
cmj
) ∈ Q, (2.20)
and
B(d, q) =
{
− q(q+1)d2d(q+1)−4 , if d ∈ 2N,
d+1
2(d−1) , if d ∈ 2N − 1,
(2.21)
where q = 1 holds in B(d, q) for M = Sd .
Remark 2.11.
(i) Note that here in Lemma 2.9, we do not require the integer N = N(c) to be even as in
Lemmas 7.1 and 7.2 of [38]. In this setting, by the proof of Lemma 3.5 below we have
N(c) = n(c) for every prime closed geodesic c which is rational in the sense of Definition 3.6
below. This consideration will simplify certain computations later.
(ii) Because the proofs of Lemma 2.9 and Theorem 2.10 can be found in [38] of 1992, and are
similar to those contained in later papers like [3,10], and [31], we omit them here.
3. Morse indices of closed geodesics
In this section, we study properties of Morse indices of iterations of closed geodesics.
3.1. Basic normal form decompositions of symplectic matrices and precise index iteration
formulae
In [26] of 1999, Y. Long established the basic normal form decomposition of symplectic
matrices. Based on this result he further proved the precise iteration formulae of indices of sym-
plectic paths in [27] of 2000. These results form the basis of our study on the Morse indices and
homological properties of closed geodesics. Here we briefly review these results:
As in [29], denote by
N1(λ, a) =
(
λ a
0 λ
)
, for λ = ±1, a ∈ R, (3.1)
H(b) =
(
b 0
0 b−1
)
, for b ∈ R \ {0,±1}, (3.2)
R(θ) =
(
cos θ − sin θ
sin θ cos θ
)
, for θ ∈ [0,2π], (3.3)
N2
(
eθ
√−1,B
)= (R(θ) B0 R(θ)
)
, for θ ∈ [0,2π] and B =
(
b1 b2
b3 b4
)
with bj ∈ R. (3.4)
Here N2(eθ
√−1,B) is called non-trivial if (b2 − b3) sin θ < 0, and trivial if (b2 − b3) sin θ > 0.
Note that symplectic paths in Sp(4) ending at non-trivial or trivial matrix have different index
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matrices are called basic normal forms of symplectic matrices.
As in [29], given any two real matrices of the square block form
M1 =
(
A1 B1
C1 D1
)
2i×2i
, M2 =
(
A2 B2
C2 D2
)
2j×2j
,
the -sum (direct sum) of M1 and M2 is defined by the 2(i + j)× 2(i + j) matrix
M1 M2 =
⎛
⎜⎝
A1 0 B1 0
0 A2 0 B2
C1 0 D1 0
0 C2 0 D2
⎞
⎟⎠ .
Definition 3.1. (See [27] and [29].) For M ∈ Sp(2d), the homotopy set Ω(M) of M in Sp(2d) is
defined by
Ω(M) = {N ∈ Sp(2d) ∣∣ σ(N)∩ U = σ(M)∩ U ≡ Γ and νω(N) = νω(M) ∀ω ∈ Γ },
where σ(M) denotes the spectrum of M , νω(M) ≡ dimC kerC(M − ωI) for all ω ∈ U. The
homotopy component Ω0(M) of M in Sp(2d) is defined by the path connected component of
Ω(M) containing M (cf. p. 38 of [29]).
Note that Ω0(M) defines an equivalent relation and we write N ≈ M whenever N ∈ Ω0(M).
Then it is proved in [26] and [27] the following decomposition theorem:
Theorem 3.2. (See Theorem 7.8 of [26], cf. Lemma 2.3.5 and Theorem 1.8.10 of [29].) For every
M ∈ Sp(2d), there exists a path f ∈ Ω0(M) such that f (0) = M and
f (1) = N1(1,1)p−  I2p0 N1(1,−1)p+
N1(−1,1)q−  (−I2q0) N1(−1,−1)q+
R(θ1)  · · · R(θr)
N2
(
eα1
√−1,A1
)  · · · N2(eαr∗√−1,Ar∗)
N2
(
eβ1
√−1,B1
)  · · · N2(eβr0√−1,Br0)
H(2)h+ H(−2)h− , (3.5)
where N2(eαj
√−1,Aj )’s are non-trivial basic normal forms; N2(eβj
√−1,Bj )’s are trivial basic
normal forms; p− = p−(M), p0 = p0(M), p+ = p+(M), q− = q−(M), q0 = q0(M), q+ =
q+(M), r = r(M), r∗ = r∗(M), r0 = r0(M), and h+ = h+(M) are non-negative integers, and
h− = h−(M) ∈ {0,1}; θj , αj , and βj ∈ (0,π) ∪ (π,2π); these integers and real numbers are
uniquely determined by M and satisfy
p− + p0 + p+ + q− + q0 + q+ + r + 2r∗ + 2r0 + h− + h+ = d. (3.6)
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Pτ (2d) =
{
γ ∈ C([0, τ ], Sp(2d)) ∣∣ γ (0) = I}.
Based on Theorem 3.2, the homotopy invariance and symplectic additivity of indices, it was
proved in [26] and [27]:
Theorem 3.3. (See Theorem 8.3.1, Corollary 8.3.2 of [29].) Let γ ∈ Pτ (2d). Denote the basic
normal form decomposition of M ≡ γ (τ) by (3.5). Then there hold
i
(
γm
)= m(i(γ )+ p− + p0 − r)+ 2 r∑
j=1
E
(
mθj
2π
)
− r
− p− − p0 − 1 + (−1)
m
2
(q0 + q+)
+ 2
(
r∗∑
j=1
ϕ
(
mαj
2π
)
− r∗
)
, (3.7)
ν
(
γm
)= ν(γ )+ 1 + (−1)m
2
(q− + 2q0 + q+)+ 2ς
(
m,γ (τ)
)
, (3.8)
iˆ(γ ) = i(γ )+ p− + p0 − r +
r∑
j=1
θj
π
, (3.9)
where we denote by
ς
(
m,γ (τ)
)= r − r∑
j=1
ϕ
(
mθj
2π
)
+ r∗ −
r∗∑
j=1
ϕ
(
mαj
2π
)
+ r0 −
r0∑
j=1
ϕ
(
mβj
2π
)
. (3.10)
Definition 3.4. For every M ∈ Sp(2d), according to its basic normal form decomposition (3.5)
we define the periodic height p(M), m-bounded height bm(M), and finiteness number f (M)
of M respectively by
p(M) = p0(M)+ p−(M)+ q0(M)+ q+(M)+ r(M)+ 2r∗(M), (3.11)
bm(M) = r(M)+ p0(M)+ p+(M)+ q0(M)+ q−(M)1 + (−1)
m
2
+ q+(M)1 − (−1)
m
2
+ 2
(
r0 −
r0∑
j=1
ϕ
(
mβj
2π
)
+
r∗∑
j=1
ϕ
(
mαj
2π
))
, ∀m ∈ N, (3.12)
f (M) = ν(M)− p(M), (3.13)
where ν(M) = dimR kerR(M − I ). We call M rational, if no Mj in (3.5) is of the form R(θ)
with θ/π ∈ R \ Q, and irrational, otherwise. We call M equally degenerate, if ν(Mm) = ν(M)
for all m ∈ N. We define the bounded height b(M) of M when it is not equally degenerate by
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1m<n(M)
bm(M). (3.14)
We define these quantities and concepts for every path γ ∈ Pτ (2d) by those of γ (τ).
For every path γ ∈ Pτ (2d), we define its analytical period n(γ ) by
n(γ ) = min{k ∈ N ∣∣ ν(γ k)= max
m1
ν
(
γm
)
, i
(
γm+k
)− i(γm) ∈ 2Z, ∀m ∈ N}. (3.15)
For M ∈ Sp(2d), let
n0(M) = min
{
k ∈ N ∣∣ ν(Mk)= max
m1
ν
(
Mm
)}
. (3.16)
The following results follow immediately from the definitions.
Lemma 3.5.
(i) For every rational M ∈ Sp(2d), there hold
0 p(M) d, 0 b(M) d. (3.17)
(ii) For every rational γ ∈ Pτ (2d), there hold
n(γ ) = n0(γ ) or 2n0(γ ), (3.18)
n(γ ) = 2n0(γ ) if and only if q− = 0, h− = 1 and n0(γ ) is odd, (3.19)
where q− = q−(M) and h− = h−(M) with M = γ (τ) is defined in (3.5).
Proof. (i) follows from Definition 3.4.
(ii) Note that by Theorem 3.3 there holds
i
(
γ 2k+m
)− i(γm) ∈ 2Z ∀m,k ∈ N, γ ∈ Pτ (2d). (3.20)
By Theorem 3.3, more precisely by Theorems 8.1.4–8.1.7 and 8.2.3–8.2.4 of [29], for every
symplectic path γ ∈ Pτ (2d) with d = 1 or 2 ending at the basic normal form N1(1, a) with a =
±1 or 0, N1(−1, b) with b = −1 or 0, R(θ) with θ ∈ R, H(2), or N2(ω,B), there holds always
i(γ 2m) − i(γ 2m−1) ∈ 2Z. Only when γ ∈ Pτ (2) ending at the basic normal form N1(−1,1) or
H(−2), there holds i(γ 2m) − i(γ 2m−1) ∈ 2Z + 1. Therefore by the symplectic additivity and
homotopy invariance of the index (cf. Theorem 6.2.7 of [29]) for any γ ∈ Pτ (2d) with d ∈ N,
we obtain
i
(
γ 2m
)= i(γ 2m−1) mod 2 if and only if h− + q− = 0 mod 2, (3.21)
where h− = h−(γ (τ )) and q− = q−(γ (τ )) are given by the basic normal form decomposition
(3.5) of γ (τ).
Now when n0(γ ) is even, by (3.20) we have
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(
γm+n0(γ )
)− i(γm) ∈ 2Z ∀m ∈ N, (3.22)
and thus
n(γ ) = n0(γ ). (3.23)
Note that q−  1 implies the evenness of n0(γ ).
When q− = 0 and h− = 0, then by (3.21) we get (3.22) and (3.23) too.
When q− = 0, h− = 1, and n0(γ ) is odd, there exists some m ∈ N such that i(γ m+n0(γ )) −
i(γ m) ∈ 2Z + 1. In this case we then obtain n(γ ) = 2n0(γ ). This proves the lemma. 
Note that by Lemma 3.5, the analytic period n(M) for M ∈ Sp(2d) can be defined in terms of
the basic normal form decomposition (3.5) of M by
n(M) =
{
2n0(M), if q− = 0, h− = 1 and n0(M) is odd,
n0(M), otherwise.
(3.24)
3.2. Properties of Morse indices of iterates of closed geodesics
In order to study the global distribution of local homologies of all closed geodesics in a d-
dimensional Finsler manifold (M,F), we use results in Subsection 3.1 to understand the behavior
of the Morse indices of closed geodesics.
Definition 3.6. Let (M,F) be a Finsler manifold. Let c be a closed geodesic on (M,F) whose
linearized Poincaré map is denoted by Pc. The analytical period n(c) and the degenerate period
n0(c) of c is defined by n(c) = n(Pc) and n0(c) = n0(Pc). The closed geodesic c is rational,
irrational, or equally degenerate if so is Pc. When c is rational, the periodic height p(c), m-
bounded height bm(c), bounded height b(c), and finiteness number f (c) of c are defined by
p(c) = p(Pc), bm(c) = bm(Pc), b(c) = b(Pc), and f (c) = f (Pc) respectively by Definition 3.4.
Note that for a closed geodesic c on a Finsler manifold (M,F), by [25] in 2002 of C. Liu and
Y. Long (cf. Chapter 12 of [29]), the index iteration formulae in [26] and [27] (cf. [29]) work for
Morse indices of iterated closed geodesics on Finsler as well as Riemannian manifolds.
Note that rational closed geodesics have nice properties as shown in the following results.
Theorem 3.7. Let c be a rational prime closed geodesic on a d-dimensional Finsler manifold
(M,F). Let n = n(c) be the analytical period of c. Then the following conclusions hold:
(A) (Periodicity) For all m ∈ N, there hold
i
(
cm+n
)= i(cm)+ i(cn)+ p(c), (3.25)
ν
(
cm+n
)= ν(cm). (3.26)
(B) (Boundedness) For all 1m< n, there hold
i
(
cm
)+ ν(cm)+ i(cn−m)= i(cn)+ bm(c) i(cn)+ b(c), (3.27)
ν
(
cm
)= ν(cn−m). (3.28)
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niˆ(c) = i(cn)+ p(c). (3.29)
(D) (Relative parity) There holds
i
(
cn
)= p(c) mod 2. (3.30)
(E) (Nullity-periodicity) There holds
ν
(
cn
)
 p(c)+ d − 1. (3.31)
(F) (Monotonicity) Moreover, when ν(cn) = 1 and n 2, there hold n = 2 and
i
(
cm
)
 i
(
cm+1
)
, ∀m ∈ N. (3.32)
Remark 3.8.
(i) When the nullity ν(cn) is fixed, the identity (3.27) implies the 180◦ rotational symmetries
of elements Dm,j s which correspond to non-degenerate local critical modules and elements
Dm,j+d−1s for which Dm,j s correspond to degenerate local critical modules of the square
Γ (0) in Diagram 5.3 and Remark 5.4. But in this paper we shall not use such symmetries.
(ii) The properties (A)–(E) hold also for every rational symplectic path γ ∈ Pτ (2d) by our proof
below.
(iii) Note that our proof of (F) used the property i(cm)  i(c)  0 of closed geodesics. When
ν(cn) > 1, in general the monotonicity does not hold, even for the non-degenerate iterations.
Proof of Theorem 3.7. Note that there hold
E(k + ) = k +E(), ϕ(k + ) = ϕ() for k ∈ Z,  /∈ Z, (3.33)
E()+E(−) = 1, for  ∈ (0,1), (3.34)
E(a)+E(−a)− ϕ(a) = 0, ϕ(a) = ϕ(−a) ∀a ∈ R. (3.35)
We use short hand notations as in (3.5) and carry out the proof in several steps.
Step 1. Proof of the periodicity (A).
Note that (3.26) holds from the definition of n. By (3.7) of Theorem 3.3 we obtain
i
(
cm+n
)= (m+ n)(i(c)+ p− + p0 − r)+ 2 r∑
j=1
E
(
(m+ n)θj
2π
)
− r
− p− − p0 − 1 + (−1)
m
2
(q0 + q+)+ 2
(
r∗∑
ϕ
(
mαj
2π
)
− r∗
)
j=1
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= i(cn)+ i(cm)+ p(c). (3.36)
Step 2. Proof of the boundedness (B).
For 1m< n, by (3.7) and (3.8) of Theorem 3.3 we obtain
i
(
cm
)+ ν(cm)+ i(cn−m)
= i(cn)+ 2 r∑
j=1
(
E
(
mθj
2π
)
+E
(
−mθj
2π
))
− (r + p− + p0)− (q0 + q+)(−1)m
+ 2
r∗∑
j=1
ϕ
(
−mαj
2π
)
+ (p+ + p− + 2p0)+ (q− + q+ + 2q0)1 + (−1)
m
2
+ 2
(
r −
r∑
j=1
ϕ
(
−mθj
2π
)
+ r0 −
r0∑
j=1
ϕ
(
−mβj
2π
))
= i(cn)+ bm(c) (3.37)
 i
(
cn
)+ b(c), (3.38)
where we have used the fact ν(c) = p− +p+ + 2p0 by the definitions of p∗s in Theorem 3.2. To
get the last equality, we have used the facts (3.33)–(3.35). This proves (3.27).
For 1m< n, to get (3.28), we use Theorem 3.3 and the fact ν(c) = p− + 2p0 + p+ on the
nullities:
ν
(
cn−m
)= p− + 2p0 + p+ + 1 + (−1)n−m2 (q− + 2q0 + q+)
+ 2
(
r −
r∑
j=1
ϕ
(
(n−m)θj
2π
)
+ r∗ −
r∗∑
j=1
ϕ
(
(n−m)αj
2π
)
+ r0 −
r0∑
j=1
ϕ
(
(n−m)βj
2π
))
.
Because q− + 2q0 + q+ > 0 implies n ∈ 2N, by the definition of n and (3.33) of ϕ we obtain
(3.28):
ν
(
cn−m
)= p− + 2p0 + p+ + 1 + (−1)−m2 (q− + 2q0 + q+)
+ 2
(
r −
r∑
j=1
ϕ
(−mθj
2π
)
+ r∗ −
r∗∑
j=1
ϕ
(−mαj
2π
)
+ r0 −
r0∑
j=1
ϕ
(−mβj
2π
))
= ν(cm).
1774 Y. Long, H. Duan / Advances in Mathematics 221 (2009) 1757–1803Step 3. Proof of the period-mean index formula (C).
By Theorems 3.2 and 3.3, we obtain
niˆ(c) = n
(
i(c)+ p− + p0 − r +
r∑
j=1
θj
π
)
= i(cn)+ (r + p− + p0 + 2r∗)+ (q0 + q+)1 + (−1)n2
= i(cn)+ (r + p− + p0 + 2r∗ + q0 + q+)
= i(cn)+ p(c), (3.39)
where we have used Definitions 3.4 and 3.5 on p(c) and the fact that n must be even when
max{q0, q+} > 0.
Step 4. Proof of the relative parity (D).
By Theorem 3.3 we have
i
(
cn
)− p(c) = n(i(c)+ p− + p0 − r)+ 2 r∑
j=1
nθj
2π
− r − p− − p0
− 1 + (−1)
n
2
(q0 + q+)+ 2
(
r∗∑
j=1
ϕ
(
nαj
2π
)
− r∗
)
− (p− + p0 + q+ + q0 + r + 2r∗)
= n(i(c)+ p− + p0 − r)+ 2 r∑
j=1
nθj
2π
− 2r − 2p− − 2p0
− 3 + (−1)
n
2
(q0 + q+)− 4r∗. (3.40)
Note that by the definition of n in (3.15) and (3.24) we have
q+ + q0 + q− > 0 implies n ∈ 2N. (3.41)
Thus we obtain from (3.40):
i
(
cn
)− p(c) = n(i(c)+ p− + p0 − r) mod 2. (3.42)
By Theorem 3.3 (cf. Theorems 8.1.4–8.1.7 and 8.2.1–8.2.4 of [29]), we have that a symplectic
path γ ∈ Sp(2l) with l = 1 or 2 ending at a basic normal form matrix N1(1,−1), H(2), or
H2(ω,B), has always i(γ ) ∈ 2Z, and a symplectic path γ ∈ Sp(2) ending at a basic normal form
matrix N1(1, a) with a = 0 or 1, H(−2), N1(−1, b) with b = 0 or ±1, or R(θ), has always
i(γ ) ∈ 2Z + 1. Therefore for the i(c) in (3.42) we have
Y. Long, H. Duan / Advances in Mathematics 221 (2009) 1757–1803 1775i(c) ∈ 2Z + 1 if and only if r + p− + p0 + q− + q0 + q+ + h− ∈ 2Z + 1. (3.43)
Thus that n is odd implies q+ + q0 + q− = 0 by (3.41). Then by Lemma 3.5 it further implies
h− = 0. Therefore by (3.43), we obtain
n ∈ 2N − 1 implies i(c) = r + p− + p0 mod 2. (3.44)
By (3.42), this then yields the relative parity (D).
Step 5. Proof of the nullity-periodicity (E).
Because ν(c) = p− + 2p0 + p+, by Theorem 3.3 we have
ν
(
cn
)− p(c) p− + 2p0 + p+ + (q− + 2q0 + q+)+ 2(r + r∗ + r0)
− (p0 + p− + q0 + q+ + r + 2r∗)
= p0 + p+ + q0 + q− + r + 2r0
 d − 1. (3.45)
This yields (E).
Step 6. Proof of the monotonicity (F) of ν(cn) = 1 and n 2.
Because c is rational, and ν(cn) = 1 and n  2 hold, the decomposition (3.5) of Pc satisfies
N1(1,1)  P or N1(1,−1)  P ∈ Ω0(P nc ) for some P ∈ Sp(2d − 4) with 1 /∈ σ(P ). Therefore
there hold n = 2 and N1(−1,−1)  Q or N1(−1,1)  Q ∈ Ω0(Pc) for some Q ∈ Sp(2d − 2)
with
H(2)h+ H(−2)h− N2
(
eγ1
√−1,C1
)  · · · N2(eγrh√−1,Crh) ∈ Ω0(Q), (3.46)
where N2(eγj
√−1,Cj )’s are basic normal forms with γj /π ∈ R\Q. In this case, we call Q being
hyperbolic. By Theorem 3.3, we then obtain
i
(
cm
)= mi(c)− 1 + (−1)m
2
q+, with q+ = 0 or 1. (3.47)
Because i(cm) i(c) 0, we obtain that i(cm) is non-decreasing when q+ = 0. When q+ = 1,
(3.47) yields 2i(c) = i(c2)+ 1 1. Therefore we have i(c) 1 and
i
(
cm+1
)= mi(c)+ i(c)− 1 + (−1)m+1
2
mi(c) i
(
cm
)
,
which proves the monotonicity (F).
The proof of Theorem 3.7 is complete. 
Theorem 3.9. Let c be a rational and equally degenerate prime closed geodesic on a d-
dimensional Finsler manifold (M,F). Then
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(B) when c is degenerate, the decomposition (3.5) of Pc is a -sum of basic normal forms belong
to eigenvalue 1 and some hyperbolic matrix Q satisfying (3.46);
(C) c possesses analytical period n = 1 or 2, and satisfies the periodicity and monotonicity:
i
(
cm+n
)= i(cm)+ i(cn), ν(cm)= 2p0(c)+ p−(c)+ p+(c), ∀m ∈ N. (3.48)
Proof. Because c is equally degenerate, we have ν(cm) = ν(c). Therefore every basic normal
form Mj in the decomposition (3.5) of Pc must satisfy ν(Mmj ) = ν(Mj ) for all m ∈ N. Then
when ν(c) = 0, every basic normal form Mj in the decomposition (3.5) of Pc must be hyperbolic
in the sense of (3.46). When ν(c) > 0, every basic normal form Mj in (3.5) of Pc must satisfy
1 ∈ σ(Mj ) or be hyperbolic in the sense of (3.46). Then (3.48) follows from (A), (B), and the
proof of the periodicity in Theorem 3.7. 
Lemma 3.10. (Cf. [10].) Let (Sd,F ) be a Finsler sphere.
(i) There exists a prime closed geodesic c1 on (Sd,F ) satisfying
iˆ(c1) > 0. (3.49)
(ii) There exists a prime closed geodesic c2 on (Sd,F ) satisfying
i(c2) d − 1. (3.50)
(iii) Suppose a closed geodesic c on (Sd,F ) satisfying i(c) d − 2. Then there holds
i
(
cm+1
)
 i
(
cm
) ∀m ∈ N. (3.51)
Proof. (i) Assume iˆ(c) = 0 holds for every closed geodesic c on (Sd,F ). Then for such a closed
geodesic c we have i(cm) = 0 for all m 1 (cf. Corollary 4.2 of [25]). Because ν(c) 2(d − 1)
and bˆk > 0 holds for infinitely many k ∈ N by Proposition 2.4, all the closed geodesics cannot
generate the global homology of (Sd,F ) by Proposition 2.3. This contradiction proves (3.49).
(ii) Assume i(c) > d − 1 holds for every closed geodesic c on (Sd,F ). By Corollary 4.2
of [25] (cf. (i) of Theorem 12.1.1 of [29]), we have i(cm)  i(c) > d − 1 for all m ∈ N. By
Proposition 2.1, we have Cd−1(E, cm) = 0 for all m ∈ N for every closed geodesic c on (Sd,F ),
which yields the contradiction 0 = Md−1  bˆd−1 > 0. This proves (3.50).
(iii) By Theorem 10.2.3 on p. 217 of [29], for every closed geodesic c on (Sd,F ) there holds
i
(
cm+1
)− i(cm) ν(cm)+ i(c)− e/2, ∀m 1, (3.52)
where e denotes the total algebraic multiplicity of all eigenvalues of Pc on U, and then e ∈
[0,2d − 2].
If e/2 ∈ [0, d − 2], then (3.51) holds directly by the condition i(c) d − 2 and (3.52).
If e/2 = d − 1, then all eigenvalues of the linearized Poincaré map Pc are on the complex unit
circle U. Thus according to the decomposition Theorem 3.2, there holds
M1 M2  · · · Mk ∈ Ω0(Pc), (3.53)
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N2(ω,B).
Let
M ≡ {N1(1, b1) with b1 = 0,1; N1(−1, b2) with b2 = 0,±1; R(θ)}.
Now by Theorems 8.1.4–8.1.7 and 8.2.1–8.2.4 on pp. 179–187 of [29], every path γ ∈ Pτ (2)
ending at some matrix in M must have odd index i(γ ). Paths ξ ∈ Pτ (2) ending at N1(1,−1)
and η ∈ Pτ (4) ending at N2(ω,B) must have even indices.
Without loss of generality, assume that in (3.53) there hold Mi ∈ M for 1  i  a, Mj =
N1(1,−1) for a + 1 j  a + b, and Ml = N2(ωl,Bl) for a + b + 1 l  k. Then it yields
a + b + 2(k − a − b) = d − 1. (3.54)
When d is even, then a + b is odd by (3.54). If a is odd, then i(c) is odd by our above
discussion and the homotopy invariance and symplectic additivity of the index. Together with
i(c)  d − 2, it yields i(c)  d − 1. Thus (3.52) yields i(c) − e/2  0 and then (3.51). If a is
even, then b is odd. Thus i(c) is even and ν(cm) 1 for all m 1. Therefore it yields ν(cm) +
i(c)− e/2 1 + d − 2 − (d − 1) = 0 and (3.51).
When d is odd, a + b is even by (3.54). If a is even, similarly to our above discussions, i(c)
is even. Together with i(c)  d − 2, it yields i(c)  d − 1. So i(c) − e/2  0 and then (3.51)
holds. If a is odd, then b is odd. Thus i(c) is odd and ν(cm) 1. Therefore ν(cm)+ i(c)− e/2
1 + d − 2 − (d − 1) = 0 and (3.51) hold. 
In some of the results below in this paper, we shall need the following condition on the mani-
fold:
(OR) The d-dimensional Finsler manifold (M,F) satisfies #CG(M,F) = 1 and the only prime
closed geodesic c is rational.
Proposition 3.11. Let (M,F) be a d-dimensional Finsler manifold satisfying (OR) with the
prime closed geodesic c. Let n = n(c) be the analytical period of c. Then for every 1m < n,
the following boundedness property holds:
i
(
cm
)+ ν(cm) i(cn)+ p(c)+ d − 3. (3.55)
Proof. Clearly it suffices to consider the case of n 2. Note that by (OR) and Lemma 3.10, for
this prime closed geodesic c we have
iˆ(c) > 0, 0 i(c) d − 1. (3.56)
To get (3.55), for 1m< n by the definition of bm(c) in Definitions 3.4 and 3.6 we have
bm(c) = r(c)+ p0(c)+ p+(c)+ q0(c)+ q−(c)1 + (−1)
m
+ q+(c)1 − (−1)
m2 2
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(
r0(c)−
r0(c)∑
j=1
ϕ
(
nβj
2π
)
+
r∗(c)∑
j=1
ϕ
(
nαj
2π
))
= p(c)− p−(c)− q+(c)1 + (−1)
m
2
+ p+(c)+ q−(c)1 + (−1)
m
2
+ 2
(
r0(c)−
r0(c)∑
j=1
ϕ
(
mβj
2π
)
− r∗(c)+
r∗(c)∑
j=1
ϕ
(
mαj
2π
))
 p(c)+ p+(c)+ q−(c)+ 2r0(c)− p−(c)− q+(c)1 + (−1)
m
2
 p(c)+ p+(c)+ q−(c)+ 2r0(c). (3.57)
Therefore by the boundedness property (B) of Theorem 3.7, we have
i
(
cm
)+ ν(cm)= i(cn)− i(cn−m)+ bm(c)
= i(cn)− i(cn−m)+ p(c)− p−(c)− q+(c)1 + (−1)m2
+ p+(c)+ q−(c)1 + (−1)
m
2
+ 2
(
r0(c)−
r0(c)∑
j=1
ϕ
(
mβj
2π
)
− r∗(c)+
r∗(c)∑
j=1
ϕ
(
mαj
2π
))
(3.58)
 i
(
cn
)− i(cn−m)+ p(c)+ p+(c)+ q−(c)+ 2r0(c). (3.59)
If p+(c) + q−(c) + 2r0(c)  d − 3, from (3.59) we obtain (3.55). When d − 3 < p+(c) +
q−(c)+ 2r0(c) d − 1 we continue the study in two cases:
Case 1. p+(c)+ q−(c)+ 2r0(c) = d − 1.
In this case, we must have p(c) = 0. Therefore by the relative parity (D) of Theorem 3.7 we
have i(cn) ∈ 2Z. By Theorem 3.3 and the fact p+(c) + q−(c) + 2r0(c) = d − 1, in this case we
then get
i
(
cm
)= mi(c) ∀m ∈ N. (3.60)
Then together with the fact i(cm) i(c) for all m ∈ N we have
i(c) = iˆ(c) > 0, i(cn) 2. (3.61)
Now (3.58) becomes
i
(
cm
)+ ν(cm)= i(cn)− (n−m)i(c)+ p+(c)+ q−(c)1 + (−1)m2
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(
r0(c)−
r0(c)∑
j=1
ϕ
(
mβj
2π
))
. (3.62)
If r0(c) = 0. It then suffices to consider the case of n = 2. Therefore we must have q−(c) > 0
and p+(c) d − 2. Therefore by (3.61) and (3.62) we have
i(c)+ ν(c) = i(c2)− i(c)+ p+(c) i(c2)+ p+(c)− 1 i(c2)+ d − 3. (3.63)
If r0(c) > 0. Let n0 = n0(c) be the integer defined in (3.16). Consider the following two
subcases:
Subcase 1.1. n = n0.
Then 1  m < n implies ϕ((mβj )/(2π)) = 1 for some j ∈ [1, r0(c)]. Therefore for such m
from (3.61) and (3.62) we obtain
i
(
cm
)+ ν(cm) i(cn)− 1 + p+(c)+ q−(c)+ 2(r0(c)− 1) i(cn)+ d − 3. (3.64)
Subcase 1.2. n = 2n0.
In this subcase, we must have q−(c) > 0, and then p+(c) + 2r0(c)  d − 2. Thus by (3.61)
and (3.62) we obtain for every odd m ∈ [1, n)
i
(
cm
)+ ν(cm) i(cn)− 1 + p+(c)+ 2r0(c) i(cn)+ d − 3. (3.65)
For every even m ∈ [1, n− 1], by the evenness of n we have n−m 2 and
i
(
cm
)+ ν(cm) i(cn)− (n−m)+ p+(c)+ q−(c)+ 2r0(c) i(cn)+ d − 3. (3.66)
Thus (3.55) is proved in Case 1.
Case 2. p+(c)+ q−(c)+ 2r0(c) = d − 2.
Note that in this case, we must have p(c) = 0 or 1.
If i(c) 1, by the fact i(cn−m) i(c) 1 for 1m< n and (3.59) we then have
i
(
cm
)+ ν(cm) i(cn)− i(cn−m)+ p(c)+ p+(c)+ q−(c)+ 2r0(c) i(cn)+ p(c)+ d − 3.
Thus it suffices to further consider the case of
i(c) = 0. (3.67)
If p(c) = 0, we must have i(cn) ∈ 2Z and h−(c) + h+(c) = 1 in (3.5) of Pc . Thus by Theo-
rem 3.3 we have still (3.60) and then (3.61), which contradicts to the fact i(c) = 0. Therefore we
must have
1780 Y. Long, H. Duan / Advances in Mathematics 221 (2009) 1757–1803p(c) = 1. (3.68)
By Definition 3.4 of p(c) then we obtain r∗(c) = 0 and
p0(c)+ p−(c)+ q0(c)+ q+(c)+ r(c) = p(c) = 1.
On the other hand, by Theorem 3.3 and (3.56) we obtain
p0(c)+ p−(c)− r(c)+ θ
π
= iˆ(c) > 0.
Thus we must have
p0(c)+ p−(c)+ r(c) = 1, q0(c) = q+(c) = h−(c) = h+(c) = r∗(c) = 0. (3.69)
If p−(c) = 1, by (3.58) for 1m< n we then obtain
i
(
cm
)+ ν(cm) i(cn)+ p(c)− p−(c)+ p+(c)+ q−(c)+ 2r0(c)
 i
(
cn
)+ p(c)+ d − 3. (3.70)
When p−(c) = 0, we can view I2 as a rotation matrix R(θ) with θ = 2π and then have
r(c) = 1. (3.71)
Note that by Theorem 3.3 (more precisely Theorems 8.1.4, 8.2.4, and (8.2.16) of [29]),
symplectic path γ ∈ P1(2l) with l = 1 (or 2) ending at N1(1,−1) (or trivial N2(e
√−1α,B))
corresponding to p+(c) (or r0(c)) has even index i(γ ), and β ∈ P1(2) ending at N1(−1,1) (or
R(θ)) corresponding to q−(c) (or r(c) = 1) has odd index i(γ ). Therefore by (3.67), (3.71), and
the fact p+(c)+ q−(c)+ 2r0(c) = d − 2, there holds
q−(c) ∈ 2N − 1, (3.72)
which further yields
n = n(c) ∈ 2N. (3.73)
Then we obtain
R(θ) N1(1,−1)p+ N1(−1,1)q−
N2
(
e
√−1α1,B1
)  · · · N2(e√−1αr0(c) ,Br0(c)) ∈ Ω0(Pc), (3.74)
for some θ/π ∈ ((0,1)∪ (1,2])∩ Q and trivial forms N2(e
√−1αj ,Bj ) for 1 j  r0(c). There-
fore Theorem 3.3 yields
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(
cm
)= 2E(mθ
2π
)
−m− 1, ∀m ∈ N, (3.75)
1 < iˆ(c)+ 1 = θ
π
< 2. (3.76)
Thus we have
i
(
cm+2
)− i(cm)= 2(E( (m+ 2)θ
2π
)
−E
(
mθ
2π
))
− 2 0, ∀m ∈ N. (3.77)
Now for any odd m ∈ [1, n − 1], by (3.58) the quantity q−(c) has no contribution to ν(cm).
Thus in this case we obtain ν(cm) = p+(c)+ 2r0(c) d − 3. By (3.58) again we have
i
(
cm
)+ ν(cm)= i(cn)− i(cn−m)+ p(c)+ p+(c)+ 2r0(c) i(cn)+ p(c)+ d − 3. (3.78)
For any even m ∈ [1, n − 1], the quantities p+(c) and q−(c) appear in ν(cm). Then by the
definition of n, we have ν(cm) < ν(cn) and this decreasing must come from the trivial forms
N2(e
√−1αj ,Bj ) for some j ∈ [1, r0(c)]. Therefore we have ν(cm)  ν(cn) − 2. By (3.74) we
have
ν
(
cn
)= 2r(c)+ p+(c)+ q−(c)+ 2r0(c) = 2 + p+(c)+ q−(c)+ 2r0(c).
Therefore we obtain
i
(
cm
)+ ν(cm) i(cn)+ ν(cn)− 2
= i(cn)+ 2 + p+(c)+ q−(c)+ 2r0(c)− 2
= i(cn)+ p(c)+ p+(c)+ q−(c)+ 2r0(c)− 1
= i(cn)+ p(c)+ d − 3. (3.79)
Then together with (3.78) we obtain (3.55) too.
The proof is complete. 
Proposition 3.12. Let (M,F) be a d-dimensional Finsler manifold and c a rational prime closed
geodesic on (M,F) satisfying (ISO). Let n = n(c) be the analytical period of c. Suppose m ∈
[1, n− 1] satisfies
(i) ν(c) < ν(cm) < ν(cn), and
(ii) there exists no k ∈ [1,m− 1] satisfying k | m, k | n and ν(ck) = ν(cm).
Then m | n must hold.
Proof. If in the basic normal form decomposition (3.5) of the linearized Poincaré map Pc there
holds r + r∗ + r0 = 0, then n = 1 or 2 by the definition of n = n(c), and thus m | n holds trivially.
Suppose r + r∗ + r0 > 0 in (3.5) of Pc . We classify basic normal forms that appeared in the
decomposition (3.5) of Pc into two families D and N :
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√−1,B) with
η/π ∈ Q, which appeared in (3.5) of Pc, here we count a form repeatedly if it appears more
than once in (3.5);
• N contains all the other normal forms that appeared in (3.5) of Pc .
We denote by N the -sum of all normal forms in N . We denote all the normal forms in D by
D = {M1, . . . ,Mμ}, (3.80)
for some integer 1  μ  r + r∗ + r0 + q− + q0 + q+. Here some Mis may be the repeated
versions of the same basic normal form according to its appearance in (3.5) of Pc.
In this notation we have
Pc ≈ M1  · · · Mμ N. (3.81)
Now let m ∈ [1, n − 1] satisfy (i). Then there exist integers σ ∈ [1,μ] and k1, . . . , kσ ∈
{1, . . . ,μ} satisfying 1 k1 < · · · < kj < kj+1 < · · · < kσ  μ such that
ν
(
Mmkj
)
> 0 ∀1 j  σ, (3.82)
Pmc ≈ Mmk1  · · · Mmkσ Mm0 Nm, (3.83)
ν
(
cm
)= σ∑
j=1
ν
(
Mmkj
)+ ν(c), (3.84)
where M0 denotes the -sum of all normal forms in D other than Mk1 , . . . ,Mkσ whose mth
iterates are not degenerate.
Now suppose m further satisfies (ii). Assume m  n. Then there holds
n = lm+ q, for some l ∈ N, q ∈ [1,m− 1]. (3.85)
Therefore we have
P
q
c ≈ Mqk1  · · · M
q
kσ
Mq0 Nq. (3.86)
Next we study the qth iteration of these normal forms:
(A) If Mkj = N1(−1, a) with a = 0 or ±1 holds for some j , then both n and m must be even,
and then q is also even. Therefore we have
ν
(
M
q
kj
)= ν(Mmkj )= 2 − |a|. (3.87)
Note that in this case, all the normal forms belong to eigenvalue −1 in D must appear in the
matrices Mk1 , . . . ,Mkσ , and there is no such factors in the -sum M0.
(B) If Mkj = R(θ) with s/t ≡ θ/(2π) ∈ Q holds for some j and integers s and t ∈ N satisfy-
ing (s, t) = 1, then we have both ms/t and ns/t ∈ N. Therefore qs/t = (n − lm)s/t ∈ N. This
proves
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(
M
q
kj
)= ν(Mmkj )= 2. (3.88)
(C) If Mkj = N2(eθ
√−1,B) with s/t ≡ θ/(2π) ∈ Q for some j and integers s and t ∈ N
satisfying (s, t) = 1, then we have both ms/t and ns/t ∈ N. Therefore qs/t = (n− lm)s/t ∈ N.
This proves
ν
(
M
q
kj
)= ν(Mmkj )= 2. (3.89)
(D) Note that if R(η) with u/v ≡ η/(2π) ∈ Q for some integers u,v ∈ N and (u, v) = 1
satisfies ν(R(η)m) = 0, then mu/v /∈ N, but nu/v ∈ N. Thus qu/v = (n− lm)u/v /∈ N and there
holds
ν
(
R(η)q
)= ν(R(η)m)= 0. (3.90)
(E) Note that if N2 = N2(eη
√−1,B) with u/v ≡ η/(2π) ∈ Q for some integers u,v ∈ N and
(u, v) = 1 satisfies ν(N2(eη
√−1,B)m) = 0, then mu/v /∈ N, but nu/v ∈ N. Thus qu/v = (n −
lm)u/v /∈ N and there holds
ν
(
N
q
2
)= ν(Nm2 )= 0. (3.91)
Together with (3.86) and the definitions of M0 and N , we then obtain
ν
(
cq
)= ν(Pqc )
=
μ∑
j=1
ν
(
M
q
kj
)+ ν(Mq0 )+ ν(Nq)
=
μ∑
j=1
ν
(
Mmkj
)+ ν(Mm0 )+ ν(c)
=
μ∑
j=1
ν
(
Mmkj
)+ ν(Mm0 )+ ν(Nm)
= ν(cm), (3.92)
where to get the summation term and the term of ν(Mm0 ) in the third equality we have used the
above discussions (A)–(C) and (D)–(E) respectively.
Now if q | m, then m = k1q for some k1 ∈ N. Thus by (3.85) we have n = lm+q = (lk1 +1)q ,
i.e., q | n. This contradicts the condition (ii).
If q  m, then we let q1 = q , and repeat the above study on the pair {m,q1} to get a new integer
pair {q1, q2} such that
ν
(
cq2
)= ν(cq1) and m = l1q1 + q2 with l1 ∈ N and q2 ∈ [1, q1 − 1]. (3.93)
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l1q1 + q2 = (l1l2 + 1)q2, i.e., q2 | m. Similarly to the study on q we obtain then q2 | n too.
This contradicts the condition (ii).
If q2  q1, then we can repeat the above study by induction to get integer pairs {qj , qj+1}
satisfying similar requirements in (3.93) for j  2 whenever qj  qj−1. In this procedure, if there
exists some j so that qj+1 | qj holds, then we obtain qj+1 | m, qj+1 | n and ν(cqj+1) = ν(cm).
This then contradicts the condition (ii). Otherwise, because m is finite, this induction argument
can be applied finite times, and we obtain a final integer pair (qχ , qχ+1) with some χ ∈ [1,m−1]
such that qχ+1 = 1 and
ν(c) = ν(cqχ+1)= ν(cm). (3.94)
Then with the condition (i) we obtain a contradiction and complete the proof of the proposi-
tion. 
4. Homological periodicity
In this section, we study properties of homologies of energy level sets determined by closed
geodesics and establish certain periodicity of homological modules of energy level set pairs when
there exists only one rational prime closed geodesic.
Theorem 4.1. Let (M,F) be a d-dimensional Finsler manifold and c be a rational prime
closed geodesic on (M,F) satisfying (ISO). Let n = n(c) be the analytical period of c. Let
dj = k(cn)j (cn) for j ∈ Z defined in Section 2.
(A) (Periodicity of critical modules) The integer vector K defined by (2.19) satisfies
K
(
cm+n
)= K(cm), ∀m ∈ N. (4.1)
(B) (Vanishing) Suppose #CG(M,F) < +∞. Then
(B-1) p(c) = d − 1 implies d0(cn) = 0,
(B-2) f (c) ≡ ν(cn)− p(c) = d − 1 implies dν(cn)(cn) = 0.
Proof. (A) By definition the analytical period n = n(c) is not greater than the integer N(c) given
by Lemma 2.9. Here our claim (A) follows from Step 1 in the proof of Theorem 4.3 below if we
replace the corresponding level set by the intersection of the level set with a small S1-invariant
neighborhood of the critical orbit.
(B) Letting g = cn, we have ν(gm) = ν(g) for all m ∈ N by the definition of n.
By Theorem 3.3, there holds
i
(
cn
)= n(i(c)+ p− + p0 − r)+ r∑
j=1
nθj
π
− r − p− − p0 − (q0 + q+)− 2r∗
= n(i(c)+ p− + p0 − r)+ r∑ nθj
π
− p(c),
j=1
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i
(
cmn
)= m
(
n
(
i(c)+ p− + p0 − r
)+ r∑
j=1
nθj
2π
)
− p− − p0 − (q0 + q+)− r − 2r∗
= m(i(cn)+ p(c))− p(c). (4.2)
Therefore by the condition p(c) = d − 1 we obtain
i
(
gm
)= m(i(g)+ p(c))− p(c) = m(i(g)+ d − 1)− (d − 1). (4.3)
Therefore by (i) of Theorem 2.7, we must have k0(g) = 0 and this proves (B-1).
Note by the definition of f (c) and the condition f (c) = d − 1, we obtain
i
(
gm
)+ ν(gm)= m(i(g)+ ν(g)− (ν(g)− p(c)))+ ν(g)− p(c)
= m(i(g)+ ν(g)− f (c))+ f (c)
= m(i(g)+ ν(g)− (d − 1))+ (d − 1). (4.4)
Therefore by (ii) of Theorem 2.7, we must have kν(g)(g) = 0 and this proves (B-2). 
Next we study the homological modules between level sets of the energy functional under the
condition (OR) in Section 3. For all m ∈ N, denote the energy level E(cm) of cm by
κm = E
(
cm
)
. (4.5)
It is well known that κm = E(cm) = m2E(c) is strictly increasing to +∞. Set κ0 = 0.
Lemma 4.2. Let M = (M,F) be a Finsler manifold with dimM < +∞. Let c be a closed
geodesic on M each of whose iteration S1 · cm is an isolated critical orbit of E in the loop space
ΛM . Suppose there are m ∈ N and p ∈ 2N0 such that
i
(
cm
)= i(c)+ p, ν(cm)= ν(c). (4.6)
Then the iteration map ψm induces an isomorphism
ψm∗ : C∗(E, c) → C∗+p
(
E,cm
)
. (4.7)
Proof. This result follows from Theorem on p. 367 of [15] and Theorem 3 of [16] (cf. also
Lemma 3.1 to Theorem 3.7 of [28], Theorem I.4.2 of [8]). 
The following result establishes the periodicity of homologies of level set pairs via the classi-
cal 5-lemma, when there is only one rational prime closed geodesic.
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geodesic c. Let n = n(c) be the analytical period of c. Recall that by Theorem 3.7 there hold
i
(
cm+n
)= i(cm)+ p¯, ν(cm+n)= ν(cm), ∀m ∈ N, (4.8)
where p¯ = i(cn)+p(c). Then for any non-negative integers b > a and h ∈ Z, the iteration maps
{ψm} and inclusion maps of corresponding level sets induce a map f on singular chains which
yields an isomorphism
f∗ : Hh
(
Λκb,Λκa
)→ Hh+p¯(Λκn+b ,Λκn+a ). (4.9)
Proof. Note first that p¯ = i(cn)+ p(c) is always even by (D) of Theorem 3.7.
Note also that because there is only one prime closed geodesic c on M , and κm = E(cm) =
m2E(c) = m2κ1 > 0 is strictly increasing to +∞, the critical module of E at S1 · cm can be
defined by
Cj
(
E,cm
)= Hj (Λκm,Λκm#)= Hj (Λκm,Λκm−1), (4.10)
where and below we denote by
Λκm# ≡ Λκm \ (S1 · cm). (4.11)
Given a level set pair (Λκp ,Λκp#) with p ∈ N, for any γ ∈ Λκp and m ∈ N we have
E
(
ψm(γ )
)= m2E(γ )m2κp = m2E(cp)= E(cmp)= κmp.
Therefore the iteration map ψm maps the level set Λκp into Λκmp . We denote the image of the
pair (Λκp ,Λκp#) under the iteration map ψm by
(
Λκp,Λκp#
)m = (ψm(Λκp),ψm(Λκp#))= (ψm(Λκp),ψm(Λκp \ (S1 · cp))). (4.12)
Now we carry out the proof in two steps.
Step 1. The isomorphism in the case of b − a = 1.
In this case κa and κb are the only two critical values in [κa, κb] and so are κn+a and κn+b in
[κn+a, κn+b]. Write
b = kn+ q for some k ∈ N0 and 0 q  n− 1. (4.13)
Then by (4.8) and an induction argument we obtain
i
(
cb
)= kp¯ + i(cq), i(cn+b)= (k + 1)p¯ + i(cq). (4.14)
Here as short hand notations we denote by i(cq) = 0 when q = 0. By Theorem 3.3, specially
(3.8), (3.10), and (3.33), we obtain
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(
cn+b
)= ν(c)+ 1 + (−1)n+b
2
(q− + 2q0 + q+)+ 2ς(n+ b,Pc)
= ν(c)+ 1 + (−1)
b
2
(q− + 2q0 + q+)+ 2ς(b,Pc)
= ν(cb), (4.15)
and similar to the proof of (3.92) in Proposition 3.12,
ν
(
cn+b
)= ν(cb)= ν(cq), when q = 0. (4.16)
By Theorem 3.3 we have
ν(c) = min{ν(cm) ∣∣m ∈ N}. (4.17)
We continue the proof in three subcases.
(i) ν(cb) = ν(c) holds.
Then in this subcase, by (4.13) we have n+ b = (k + 1)n+ q . Let pˆ = i(cq)− i(c). Then by
(4.8), (4.10) and our Lemma 4.2, the following two iteration maps
ψb : (Λκ1,Λκ1#)→ (Λκ1,Λκ1#)b ⊆ (Λκb,Λκb#), (4.18)
ψn+b : (Λκ1,Λκ1#)→ (Λκ1 ,Λκ1#)n+b ⊆ (Λκn+b ,Λκn+b#), (4.19)
induce two isomorphisms on homological modules:
ψb∗ : Hh−kp¯−pˆ
(
Λκ1,Λκ1#
)= Ch−kp¯−pˆ(E, c) → Ch(E,cb)= Hh(Λκb,Λκb#), (4.20)
ψn+b∗ : Hh−kp¯−pˆ
(
Λκ1,Λκ1#
)= Ch−kp¯−pˆ(E, c) → Ch+p¯(E,cn+b)= Hh+p¯(Λκn+b ,Λκn+b#).
(4.21)
Therefore the composed iteration map
f = ψn+b ◦ψ−b : (Λκ1,Λκ1#)b → (Λκ1,Λκ1#)n+b (4.22)
is a homeomorphism and induces an isomorphism on homological modules:
f∗ : Hh
(
Λκb,Λκb#
)= Ch(E,cb)→ Ch+p¯(E,cn+b)= Hh+p¯(Λκn+b ,Λκn+b#), (4.23)
where we denote by ψ−b = (ψb)−1, the inverse map of ψb.
(ii) ν(cb) > ν(c) and q = 0 hold in (4.13).
Then in this subcase, we have b = kn. Thus we have n + b = (k + 1)n and ν(cn) = ν(cb) =
ν(cn+b) by (4.15). Then by our Lemma 4.2, the two iteration maps
ψk : (Λκn,Λκn#)→ (Λκn,Λκn#)k ⊆ (Λκb,Λκb#), (4.24)
ψk+1 : (Λκn,Λκn#)→ (Λκn,Λκn#)k+1 ⊆ (Λκn+b ,Λκn+b#), (4.25)
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ψk∗ : Hh−(k−1)p¯
(
Λκn,Λκn#
)= Ch−(k−1)p¯(E,cn)→ Ch(E,cb)= Hh(Λκb,Λκb#), (4.26)
ψk+1∗ : Hh−(k−1)p¯
(
Λκn,Λκn#
)= Ch−(k−1)p¯(E,cn)→ Ch+p¯(E,cn+b)= Hh+p¯(Λκn+b ,Λκn+b#).
(4.27)
Therefore the composed iteration map
f = ψk+1 ◦ψ−k : (Λκn,Λκn#)k → (Λκn,Λκn#)k+1 (4.28)
is a homeomorphism and induces an isomorphism on homological modules:
f∗ : Hh
(
Λκb,Λκb#
)= Ch(E,cb)→ Ch+p¯(E,cn+b)= Hh+p¯(Λκn+b ,Λκn+b#). (4.29)
(iii) ν(cb) > ν(c) and q > 0 hold in (4.13).
In this subcase, by the above discussion, the definition of n, we obtain q ∈ [1, n − 1] and
ν(c) < ν(cb) = ν(cq) < ν(cn). According to the condition (ii) of Proposition 3.12 we consider
next two subcases:
(iii-1) If there is no integer t ∈ [1, q − 1] such that t | q , t | n and ν(ct ) = ν(cq) hold, then
we can apply Proposition 3.12 to obtain q | n. Thus n = rq holds for some r ∈ N. By (4.13) and
(4.16) we obtain
b = kn+ q = (kr + 1)q, n+ b = (k + 1)n+ q = ((k + 1)r + 1)q, (4.30)
ν
(
cq
)= ν(cb)= ν(cn+b). (4.31)
Therefore by Lemma 4.2, the two iteration maps
ψkr+1 : (Λκq ,Λκq#)→ (Λκq ,Λκq#)kr+1 ⊆ (Λκb,Λκb#), (4.32)
ψkr+r+1 : (Λκq ,Λκq#)→ (Λκq ,Λκq#)kr+r+1 ⊆ (Λκn+b ,Λκn+b#), (4.33)
induce two isomorphisms on homological modules:
ψkr+1∗ : Hh−kp¯
(
Λκq ,Λκq#
)= Ch−kp¯(E,cq)→ Ch(E,cb)= Hh(Λκb,Λκb#), (4.34)
ψkr+r+1∗ : Hh−kp¯
(
Λκq ,Λκq#
)= Ch−kp¯(E,cq)→ Ch+p¯(E,cn+b)= Hh+p¯(Λκn+b ,Λκn+b#).
(4.35)
Therefore the composed iteration map
f = ψkr+r+1 ◦ψ−(kr+1) : (Λκq ,Λκq#)kr+1 → (Λκq ,Λκq#)kr+r+1 (4.36)
is a homeomorphism and induces an isomorphism on homological modules:
f∗ : Hh
(
Λκb,Λκb#
)= Ch(E,cb)→ Ch+p¯(E,cn+b)= Hh+p¯(Λκn+b ,Λκn+b#). (4.37)
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s ∈ [1, q − 1] be the minimal integer possessing this property. Then q = us and n = vs hold for
some u,v ∈ N, and we obtain
b = kn+ (q − s)+ s = (kv + u)s, (4.38)
n+ b = (k + 1)n+ (q − s)+ s = ((k + 1)v + u)s, (4.39)
ν
(
cs
)= ν(cq)= ν(cb)= ν(cn+b). (4.40)
Let pˆ = i(cq)− i(cs). Then by Lemma 4.2, the two iteration maps
ψkv+u : (Λκs ,Λκs#)→ (Λκs ,Λκs#)kv+u ⊆ (Λκb,Λκb#), (4.41)
ψkv+v+u : (Λκs ,Λκs# → (Λκs ,Λκs#)kv+v+u ⊆ (Λκn+b ,Λκn+b#), (4.42)
induce two isomorphisms on homological modules:
ψkv+u∗ :Hh−kp¯−pˆ
(
Λκs ,Λκs#
)= Ch−kp¯−pˆ(E,cs)→Ch(E,cb)= Hh(Λκb,Λκb#), (4.43)
ψkv+v+u∗ :Hh−kp¯−pˆ
(
Λκs ,Λκs#
)= Ch−kp¯−pˆ(E,cs)→Ch+p¯(E,cn+b)= Hh+p¯(Λκn+b ,Λκn+b#).
(4.44)
Therefore the composed iteration map
f = ψkv+v+u ◦ψ−(kv+u) : (Λκs ,Λκs#)kv+u → (Λκs ,Λκs#)kv+v+u (4.45)
is a homeomorphism and induces an isomorphism on homological modules:
f∗ : Hh
(
Λκb,Λκb#
)= Ch(E,cb)→ Ch+p¯(E,cn+b)= Hh+p¯(Λκn+b ,Λκn+b#). (4.46)
The case of b − a = 1 is proved.
Note that because all the singular chains here are free, by Theorem 6.1 on p. 129 of [21] or
Corollary II.4.8 on p. 28 of [9], from the isomorphism f∗ the corresponding chain map f# can
be constructed and is in fact induced by the iteration maps and inclusions.
Note that by choosing parameters suitably, the case (iii-2) covers all the other cases (i) to
(iii-1), and is the most general case. Note also that because we have only one rational prime
closed geodesic, we shall use the last definition of the local critical modules in (4.10) in the rest
part of the proof of Theorem 4.3.
Step 2. The induction argument for general b > a.
Assume that we have proved the theorem whenever b − a < k for some integer k > 1. We
consider now the case b − a = k. Then in this case, the interval (κa, κb] contains precisely k
critical values κb−j with 0 j  k − 1 with κj < κj+1. In this case (κn+a, κn+b] contains also
precisely k critical values κn+b−j with 0 j  k − 1 with κj < κj+1.
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Ah = Hh
(
Λb,Λb−1
)
, Bh = Hh
(
Λb−1,Λa
)
,
A′h = Hh
(
Λn+b,Λn+b−1
)
, B ′h = Hh
(
Λn+b−1,Λn+a
)
.
For any h ∈ Z, we consider the following diagram:
Ah+1
∂h+1∗
f
b,b−1
h+1∗
Bh
ih∗
f
b−1,a
h∗
Hh(Λ
b,Λa)
jh∗
f
b,a
h∗
Ah
∂h∗
f
b,b−1
h∗
Bh−1
f
b−1,a
h−1∗
A′¯
h+1
∂ ′¯
h+1∗
B ′¯
h
i ′¯
h∗
Hh¯(Λ
n+b,Λn+a)
j ′¯
h∗
A′¯
h
∂ ′¯
h∗
B ′¯
h−1
(4.47)
where h¯ = h+ p¯ = h+ i(cn)+ p(c). In this diagram, the following conclusions hold.
(A) The top line is the exact sequence of the triple (Λb,Λb−1,Λa), and the bottom line is
that of the triple (Λn+b,Λn+b−1,Λn+a). The maps ih∗, i ′¯h∗, jh∗ and j
′¯
h∗ are homomorphisms on
homological modules induced by chain maps on corresponding singular chains which are further
induced by inclusion maps on the corresponding triples. The maps ∂h∗ and ∂ ′¯h∗ are boundary
homomorphisms on homological modules induced by boundary operators on corresponding sin-
gular chains.
(B) Because (b − 1 − a) < k and b − (b − 1) < k, vertical maps f b,b−1h∗ and f b−1,ah∗ are
homomorphisms induced by the iteration maps and inclusions, and are isomorphisms by Step 1
and the induction assumption. Because all the corresponding chains are free modules, chain
maps of the corresponding singular chains can be constructed by Theorem 6.1 on p. 129 of [21]
or Corollary II.4.8 on p. 28 of [9] from these isomorphisms. Specially we get the commutativity
of the left square and the right square in the diagram (4.47), i.e.,
f
b−1,a
h∗ ◦ ∂h+1∗ = ∂ ′¯h+1∗ ◦ f b,b−1h+1∗ ∀h ∈ Z. (4.48)
Now we have
Claim 1. There is an isomorphism on homological modules:
f∗ ≡ f b,ah∗ : Hh
(
Λb,Λa
)→ Hh¯(Λn+b,Λn+a), (4.49)
which makes the two middle squares in the diagram (4.47) be commutative, and f∗ is induced by
chain maps on corresponding singular chains.
In fact, we construct the isomorphism f∗ in seven steps.
(i) Because Hh(Λb,Λa) is a finite rank module, denote its additive generators by
{[αi], [βj ] ∣∣ 1 i  i0, 1 j  j0} (4.50)
for some i0, j0 ∈ N0 such that jh∗([αi]) = 0 and jh∗([βj ]) = 0 in (4.47). By the same reason, we
can denote the additive generators of H ¯(Λn+b,Λn+a) byh
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for some i1, j1 ∈ N0 such that j ′¯h∗([αˆi]) = 0 and j ′¯h∗([βˆj ]) = 0.(ii) For i ∈ [1, i0] with jh∗([αi]) = 0, by the exactness of the top line in (4.47), there exists
some [ξi] ∈ Bh such that ih∗[ξi] = [αi]. Then we define
f∗[αi] = i ′¯h∗ ◦ f b−1,ah∗ [ξi]. (4.52)
This definition is well-defined. In fact, if there exists another [ζ ] ∈ Bh such that ih∗[ζ ] = [αi],
then ih∗([ζ ] − [ξi]) = 0. By the exactness of the top line in (4.47), there exists some [ρ] ∈ Ah+1
such that ∂h+1∗([ρ]) = [ζ ]−[ξi], which implies f b−1,ah∗ ◦∂h+1∗[ρ] = f b−1,ah∗ ([ζ ]−[ξi]). Because
the far left square in the diagram (4.47) is commutative, we obtain
∂ ′¯
h+1∗ ◦ f b,b−1h+1∗ [ρ] = f b−1,ah∗ ◦ ∂h+1∗[ρ] = f b−1,ah∗
([ζ ] − [ξi]).
Thus, by the exactness of the bottom line in (4.47), we obtain
i ′¯
h∗ ◦ f b−1,ah∗
([ζ ] − [ξi])= i ′¯h∗ ◦ ∂ ′¯h+1∗ ◦ f b,b−1h+1∗ [ρ] = 0,
which yields i ′¯
h∗ ◦ f
b−1,a
h∗ [ζ ] = i ′¯h∗ ◦ f
b−1,a
h∗ [ξi], i.e., f∗ in (4.52) is well defined.
(iii) For j ∈ [1, j0] with jh∗[βj ] = 0, by the exactness of the top line in (4.47), we have
∂h∗ ◦ jh∗[βj ] = 0. Therefore we obtain ∂ ′¯h∗ ◦ f
b,b−1
h∗ ◦ jh∗[βj ] = f b−1,ah−1∗ ◦ ∂h∗ ◦ jh∗[βj ] = 0 by
the commutativity of the far right square in (4.47). By the exactness of the bottom line in (4.47),
there exists an [ηj ] ∈ Hh¯(Λn+b,Λn+a) such that j ′¯h∗[ηj ] = f
b,b−1
h∗ ◦ jh∗[βj ]. Because f b,b−1h∗ is
an isomorphism, f b,b−1h∗ ◦ jh∗[βj ] = 0 holds. By (4.51), we can write [ηj ] =
∑j1
l=1 bl[βˆl]. Here
we have used the fact [αˆi] ∈ ker j ′¯h∗ for 1 i  i1 in (4.51). Then we define
f∗[βj ] = [ηj ]. (4.53)
Let Γ be the submodule of Hh¯(Λn+b,Λn+a) generated by additive generators [ηj ] with 1
j  j1. Because j ′¯h∗ restricted to Γ satisfies j
′¯
h∗|Γ \{0} = 0, it is injective on Γ . Thus the [ηj ] ∈ Γ
is uniquely determined by [βj ], and the definition (4.53) is well defined.
(iv) Now for any [γ ] ∈ Hh(Λb,Λa) satisfying [γ ] = ∑i0i=1 ai[αi] + ∑j0j=1 bj [βj ] with
ai, bj ∈ Q, by (4.52) and (4.53) we define
f∗[γ ] =
i0∑
i=1
aii
′¯
h∗ ◦ f b−1,ah∗ [ξi] +
j0∑
j=1
bj [ηj ]. (4.54)
(v) We verify the commutativity of the left middle square in (4.47). For any [ξ ] ∈ Bh =
Hh(Λ
b−1,Λa), by the exactness of (4.47) and the definitions of [αi] and [βj ] we have ih∗[ξ ] =∑i0
i=1 ci[αi] for some ci ∈ Q. Thus
f∗ ◦ ih∗[ξ ] =
i0∑
cif∗[αi] =
i0∑
cii
′¯
h∗ ◦ f b−1,ah∗ [ξi] = i ′¯h∗ ◦ f b−1,ah∗
(
i0∑
ci[ξi]
)
. (4.55)i=1 i=1 i=1
1792 Y. Long, H. Duan / Advances in Mathematics 221 (2009) 1757–1803Because ih∗(
∑i0
i=1 ci[ξi] − [ξ ]) = 0, by the same argument below (4.52) we obtain
i ′¯
h∗ ◦ f b−1,ah∗
(
i0∑
i=1
ci[ξi] − [ξ ]
)
= 0.
Thus together with (4.55), it yields the commutativity of the left middle square in (4.47):
f∗ ◦ ih∗[ξ ] = i ′¯h∗ ◦ f b−1,ah∗ [ξ ]. (4.56)
(vi) We verify the commutativity of right middle square in (4.47). For any [γ ] =∑i0i=1 ai[αi]+∑j0
j=1 bj [βj ] ∈ Hh(Λb,Λa) with ai, bj ∈ Q, by the definition of [αi] and [βj ] we have
f
b,b−1
h∗ ◦ jh∗[γ ] =
j0∑
j=1
bjf
b,b−1
h∗ ◦ jh∗[βj ]
=
j0∑
j=1
bj j
′¯
h∗[ηj ]
= j ′¯
h∗ ◦ i ′¯h∗ ◦ f b−1,ah∗
i0∑
i=1
ai[ξi] +
j0∑
j=1
bj j
′¯
h∗[ηj ]
= j ′¯
h∗ ◦ f∗ ◦ ih∗
i0∑
i=1
ai[ξi] +
j0∑
j=1
bj j
′¯
h∗ ◦ f∗[βj ]
= j ′¯
h∗ ◦ f∗[γ ], (4.57)
where the second equality follows from argument above (4.53), the third equality follows from
the exactness of the bottom line of (4.47), the fourth equality follows from (4.56), and the last
equality follows from the fact ih∗[ξi] = [αi]. This proves the commutativity of the right middle
square of (4.47).
(vii) Now by the induction assumption, the left two and the right two vertical homomorphisms
in (4.47) are isomorphisms. Therefore by the 5-lemma, from (4.47) we obtain f∗ is an isomor-
phism. Now by Theorem 6.1 on p. 129 of [21] or Corollary II.4.8 on p. 28 of [9], the isomorphism
f∗ is induced by a chain map. This proves Claim 1.
Now by induction Theorem 4.3 is proved. 
5. A new homological method for only one rational closed geodesic
If there is only one prime closed geodesic c on a Finsler as well as Riemannian sphere (Sd,F ),
it is believed that it then should behave very nicely. The following results reflect this idea when
this closed geodesic is rational, i.e., the condition (OR) in Section 3 holds.
Note that under the condition (OR), because the linearized Poincaré map Pc of c satisfies
Pc ∈ Sp(2d − 2), by Lemmas 3.5 and 3.10 this prime closed geodesic c satisfies
iˆ(c) > 0, 0 i(c) d − 1, 0 p(c) d − 1. (5.1)
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Proposition 5.1. Let (M,F) be a simply connected compact Finsler manifold with H ∗(M,Q) =
Td,q+1(x) and satisfying (OR) with the only prime closed geodesic c. Let n = n(c) be the ana-
lytical period of c. Denote by Cj = Hj(Λ,Λκn) = Qcj for all j ∈ Z. Then there holds
cj = bˆj−i(cn)−p(c) ∀j ∈ Z, (5.2)
where bˆj is the Betti numbers of the loop space in Proposition 2.4.
Proof. Let β = i(cn). In fact, from the periodicity property (A) of Theorem 3.7, we have
i(cm+n) = i(cm) + β + p(c)  β + p(c) for all m  1. Thus we have Cj(E, cm) = 0 for all
m > n and j < β + p(c). This implies that all entries in the j th column strictly above the nth
row in Diagram 5.3 below are 0. This proves
Qcj = Hj
(
Λ,Λκn
)= 0 ∀j < β + p(c). (5.3)
On the other hand, fix an integer j  β +p(c). By the fact iˆ(c) > 0 in (5.1) we have i(cm) →
+∞ as m → +∞. Therefore there exists an integer k  1 such that
Hq
(
Λ,Λκm
)= 0 ∀m k, 0 q  j + 1. (5.4)
Thus the exact sequence of the triple (Λ,Λκk+n ,Λκn) yields
0 = Hj+1
(
Λ,Λκk+n
)→ Hj (Λκk+n ,Λκn)→ Hj (Λ,Λκn)→ Hj (Λ,Λκk+n)= 0,
which then implies the isomorphism:
Hj
(
Λκk+n ,Λκn
)= Hj (Λ,Λκn)= Qcj . (5.5)
By Theorem 4.3, we then obtain an isomorphism:
Hj
(
Λκk+n ,Λκn
)= Hj−β−p(c)(Λκk ,Λ0). (5.6)
Then (5.4) and the exact sequence of the triple (Λ,Λκk ,Λ0) further yield
0 = Hj−β−p(c)+1
(
Λ,Λκk
)→ Hj−β−p(c)(Λκk ,Λ0)
→ Hj−β−p(c)
(
Λ,Λ0
)→ Hj−β−p(c)(Λ,Λκk )= 0,
which then implies the isomorphism:
Hj−β−p(c)
(
Λκk ,Λ0
)= Hj−β−p(c)(Λ,Λ0)= Qbˆj−β−p(c) . (5.7)
Therefore (5.3) and (5.5)–(5.7) yield the claim (5.2). 
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Td,q+1(x) and satisfying (OR) with the only prime closed geodesic c. Let n = n(c) be the ana-
lytical period of c. Denote by
dj = k(cn)j
(
cn
)
, ∀j ∈ Z. (5.8)
Suppose that there exists an integer μ−1 such that c satisfies the following conditions:
i
(
cm+n
)= i(cn)+ i(cm)+ p(c), ∀m 1, (5.9)
i
(
cm
)+ ν(cm) i(cn)+μ, ∀1m< n, (5.10)
dj = 0, ∀j  μ+ 2, (5.11)
Hj
(
Λ,Λκn
)= 0, ∀0 j  i(cn)+μ+ 1, (5.12)
and possesses the following distribution diagram with β = i(cn):
Diagram 5.3. Distribution diagram of dimCj(E, cm).
2n
2n− 1 ∗ · · · · · · · · · · · · ∗
· · · · · · · · · · · · · · · · · · · · ·
n+ 1 ∗ · · · · · · · · · · · · ∗
n 0 d0 · · · dp(c) · · · dμ dμ+1 dμ+2 0
n− 1 ∗ · · · · · · · · · · · · · · · · · · ∗
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
1 ∗ · · · · · · · · · · · · · · · · · · ∗
m in cm C0 · · · Cβ−1 Cβ · · · Cβ+p(c) · · · Cβ+μ Cβ+μ+1 Cβ+μ+2 · · ·
Then (i) there exists an integer kˆ  0 such that
B(d, q)
(
i
(
cn
)+ p(c))+ (−1)β+μkˆ = i(c
n)+μ∑
j=0
(−1)j bˆj . (5.13)
(ii) Specially, for M = Sd with d  2 there holds
B(d,1)
(
i
(
cn
)+ p(c))+ (−1)β+μkˆ = i(c
n)+μ∑
j=0
(−1)j bˆj . (5.14)
Remark 5.4. Here we give some explanations on Diagram 5.3:
(i) As coordinates of Diagram 5.3, the first left column lists the iteration time m of cm start-
ing from 1 to 2n and upwards, the first row from below lists the S1-equivariant critical
module Cj = Cj(E, cm) from j = 0 to j = β + μ + 2 and rightwards. The entry Dj(cm)
in this diagram at mth row and j th column is given by Dj(cm) = dimCj (E, cm). Here
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which may not be zero whose precise value depend on dimCj (E, cm). Entries on the empty
places in the diagram are all 0.
(ii) For each m ∈ [1, n], in the mth row of Diagram 5.3, the terms dimCj(E, cm) for 0 j 
ν(cm) appear at the columns with j = i(cm), i(cm) + 1, . . . , i(cm) + ν(cm). All the other
entries in this row are 0. By Lemma 4.2 and Theorem 4.3 the entries Dj(cm)s satisfy
Dj+β+p(c)
(
cm+n
)= Dj (cm) ∀m ∈ N, j ∈ Z. (5.15)
(iii) When c is not equally degenerate, the knth rows with k ∈ N splits the diagram into in-
finitely many strips, each of which contains the ((k − 1)n + 1)th to (kn − 1)th rows. By
the periodicity (A) and boundedness property (B) in Theorem 3.7, all the non-trivial entries
Dj(c
m)s in the 1st to (n − 1)th rows are located in the closed rectangle Γ (0) which is
formed by the entries in the 1st to (n− 1)th rows and the 0th to (β +μ)th columns, where
β = i(cn)  i(c)  0. By the periodicity (A) and an induction argument, for every k ∈ N
the non-trivial entries in the (kn + 1)th to ((k + 1)n − 1)th rows are located in the closed
rectangle Γ (k) which is obtained via moving the rectangle Γ (k − 1) upwards by n rows,
and rightwards by β + p(c) columns.
(iv) In Section 6 below, we shall apply Theorem 5.2 with μ ≡ p(c)+ (d−3)−1 for all d  2.
Here in Diagram 5.3 only the case of μ p(c) is explained. Other cases of μ are similar,
and our proof of Theorem 5.2 below works uniformly for all μ−1.
Proof of Theorem 5.2. (i) We consider first the case of n = n(c)  2 and prove (5.13) in the
first three steps. Then in Step 4, we consider the case of n = 1.
Step 1. Reduction to level set pair (Λκn,Λ0).
For j ∈ Z, denote by
Uj = Hj
(
Λκn,Λ0
)= Quj , Bj = Hj (Λ,Λ0)= Qbˆj , Cj = Hj (Λ,Λκn)= Qcj .
(5.16)
Then the long exact sequence of the triple (Λ,Λκn,Λ0) yields the following diagram:
Cβ+μ+1 Uβ+μ Bβ+μ Cβ+μ · · · U0 B0
0 Quβ+μ Qbˆβ+μ 0 · · · Qu0 0
where Cj = 0 for every 0  j  β + μ + 1 follows from (5.12), the 0 on the right-hand side
follows from bˆ0 = 0 in Proposition 2.4. Then this long exact sequence yields
0 =
β+μ∑
(−1)juj −
β+μ∑
(−1)j bˆj . (5.17)
j=0 j=0
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Because n 2, for j ∈ Z we denote by
Vj = Hj
(
Λκn−1 ,Λ0
)= Qvj , Uj = Hj (Λκn,Λ0)= Quj , Ej = Hj (Λκn,Λκn−1)= Qej .
Then the exact sequence of the triple (Λκn,Λκn−1 ,Λ0) and Diagram 5.3 yield the following
diagram:
Vβ+μ+1 Uβ+μ+1 Eβ+μ+1 Vβ+μ · · ·
0 Quβ+μ+1 Qeβ+μ+1 Qvβ+μ · · ·
Vβ Uβ Eβ · · ·
Qvβ Quβ Qeβ · · ·
V0 U0 E0 0
Qv0 Qu0 Qe0
where Vβ+μ+1 = 0 follows from (5.10) and Diagram 5.3. Then this long exact sequence yields
β+μ∑
j=0
(−1)juj = (−1)β+μuβ+μ+1 +
β+μ∑
j=0
(−1)j vj +
β+μ+1∑
j=0
(−1)j ej . (5.18)
Note that
ej =
{
dj−β, for β  j  β +μ+ 1,
0, otherwise. (5.19)
Thus we obtain
β+μ∑
j=0
(−1)juj = (−1)β+μuβ+μ+1 +
β+μ∑
j=0
(−1)j vj +
μ+1∑
j=0
(−1)β+j dj . (5.20)
Now combining (5.17) and (5.20) we obtain
0 =
β+μ∑
(−1)j vj +
μ+1∑
(−1)β+j dj −
β+μ∑
(−1)j bˆj + (−1)β+μuβ+μ+1. (5.21)
j=0 j=0 j=0
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Now we can apply the procedure in Step 2 to decrease the level sets one by one by in-
duction. In this way, each time we pass through a critical level E(cm) with m  n, the term∑β+μ
j=0 (−1)j vj on the right-hand side of (5.21) will be replaced by the sum of a similar alternat-
ing sum of dimensions of homological modules of a new lower level set pair (Λκm−1 ,Λ0) and a
term
∑ν(cm)
j=0 (−1)i(c
m)+j k(c
m)
j (c
m). Here the sign of i(cm) indicates the parity of the number of
column in which the term k(c
m)
0 (c
m) appears. Then by induction from (5.17)–(5.21) we obtain
0 =
μ+1∑
j=0
(−1)β+j dj +
n−1∑
m=1
ν(cm)∑
j=0
(−1)i(cm)+j k(cm)j
(
cm
)
−
β+μ∑
j=0
(−1)j bˆj + (−1)β+μuβ+μ+1. (5.22)
Now we can apply the mean index identity Theorem 2.10 to obtain
B(d, q)niˆ(c) =
∑
1mn,0j2d−2
(−1)i(cm)+j k(cm)j
(
cm
)
=
∑
1mn−1,0j2d−2
(−1)i(cm)+j k(cm)j
(
cm
)+ ν(c
n)∑
j=0
(−1)i(cn)+j k(cn)j
(
cn
)
=
n−1∑
m=1
ν(cm)∑
j=0
(−1)i(cm)+j k(cm)j
(
cm
)+ ν(c
n)∑
j=0
(−1)i(cn)+j k(cn)j
(
cn
)
=
n−1∑
m=1
ν(cm)∑
j=0
(−1)i(cm)+j k(cm)j
(
cm
)
+
μ+1∑
j=0
(−1)i(cn)+j dj +
ν(cn)∑
j=μ+2
(−1)i(cn)+j dj
=
n−1∑
m=1
ν(cm)∑
j=0
(−1)i(cm)+j k(cm)j
(
cm
)+ μ+1∑
j=0
(−1)β+j dj , (5.23)
where, we used the condition dj = 0 for all j  μ+2 of (5.11), and β = i(cn) in the last equality.
Now combining the (C) of Theorem 3.7, (5.22), and (5.23), we obtain
0 = B(d, q)niˆ(c)−
β+μ∑
(−1)j bˆj + (−1)β+μuβ+μ+1
j=0
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j=0
(−1)j bˆj + (−1)β+μuβ+μ+1. (5.24)
That is, (5.13) holds with kˆ = uβ+μ+1  0.
Step 4. The case of n = n(c) = 1.
In this case, similarly to Step 1, for j ∈ Z, we denote by
Uj = Hj
(
Λκ1,Λ0
)= Quj , Bj = Hj (Λ,Λ0)= Qbˆj , Cj = Hj (Λ,Λκ1)= Qcj .
(5.25)
Note that from n = 1, by the definitions (5.8) and (5.25) we obtain
uj =
{
dj−β, if j  β + ν(cn),
0, otherwise. (5.26)
Then by (5.9) and (5.11)–(5.12) with n = 1 the long exact sequence of the triple (Λ,Λκ1,Λ0)
yields the following diagram:
Cβ+μ+1 Uβ+μ Bβ+μ Cβ+μ Uβ+μ−1 Bβ+μ−1
0 Qdμ Qbˆβ+μ 0 Qdμ−1 Qbˆβ+μ−1
Cβ+μ−1 · · · Uβ Bβ Cβ
0 · · · Qd0 Qbˆβ 0
Uβ−1 · · · C1 U0 B0
0 · · · 0 Qbˆ0 0
This diagram yields
0 =
β+μ∑
j=0
(−1)juj −
β+μ∑
j=0
(−1)j bˆj
=
μ∑
(−1)β+j dj −
β+μ∑
(−1)j bˆj
j=0 j=0
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μ+1∑
j=0
(−1)β+j dj −
β+μ∑
j=0
(−1)j bˆj + (−1)β+μdμ+1. (5.27)
From (5.27) and the mean index identity Theorem 2.10 we obtain
0 = B(d, q)niˆ(c)−
β+μ∑
j=0
(−1)j bˆj + (−1)β+μdμ+1
= B(d, q)(β + p(c))− β+μ∑
j=0
(−1)j bˆj + (−1)β+μdμ+1. (5.28)
That is, (5.13) holds with kˆ = dμ+1  0.
Note that (5.14) follows from (5.13) immediately.
(ii) follows from the fact q = 1 in B(d, q) when M = Sd by [38].
The proof is complete. 
6. Impossibility of only one rational prime closed geodesic on spheres
In this section, we shall prove that it is impossible to have only one rational prime closed
geodesic on every Finsler d-dimensional sphere. To prove this claim we use the condition (OR)
introduced in Section 3. By this (OR), the only prime closed geodesic c must be rational, and by
Lemma 3.10 it further satisfies
iˆ(c) > 0, 0 i(c) d − 1. (6.1)
Let n = n(c) be the analytical period of c. Denote by
dj = k(cn)j
(
cn
)
, ∀j ∈ Z. (6.2)
By the periodicity property (A) of Theorem 3.7 and (6.1), we have
i
(
cmn
)= mi(cn)+ (m− 1)p(c), ∀m ∈ N.
Thus by (6.1) and Corollary 9.2.7 of [29] we have i(cn) + p(c) = iˆ(cn) = niˆ(c) > 0, which
implies
i
(
cn
)+ p(c) 1. (6.3)
Theorem 6.1. For any integer d  2, let (Sd,F ) be a Finsler sphere with #CG(Sd,F ) = 1. Then
the prime closed geodesic c cannot be rational.
Proof. Assuming that c is rational, we prove the theorem by contradiction.
Let n = n(c) be the analytical period of c and μ = p(c) + (d − 3). Then by (6.3) and the
relative parity (D) of Theorem 3.7, we have
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(
cn
)+μ ∈ 2Z + (d − 1), i(cn)+μ d − 2 0. (6.4)
Next we verify the conditions of Theorem 5.2.
(i) The condition (5.9) follows from the periodicity (A) of Theorem 3.7.
(ii) The condition (5.10) follows from Proposition 3.11.
(iii) Note that if the strict inequality p(c)+ (d − 1) > ν(cn) holds in the nullity vs periodicity
(E) of Theorem 3.7, then for any j  μ + 2 = p(c) + d − 1 > ν(cn), by Proposition 2.3, we
obtain dj = 0 (cf. the nth row in Diagram 5.3). If the equality p(c) + (d − 1) = ν(cn) holds in
the nullity vs periodicity (E) of Theorem 3.7, then we have μ+2 = p(c)+ (d−1) = ν(cn). Thus
we obtain dμ+2 = 0 by (B-2) of Theorem 4.1, and dj = 0 for all j > μ + 2 by Proposition 2.3.
Therefore the condition (5.11) always holds.
(iv) For any j  i(cn) + μ + 1 = i(cn) + p(c) + d − 2, by Proposition 5.1 we obtain cj =
bˆj−i(cn)−p(c) = 0 by Proposition 2.4. Thus the condition (5.12) holds.
Therefore we can apply Theorem 5.2 and obtain (5.14) for some integer kˆ  0, i.e.,
B(d,1)
(
i
(
cn
)+ p(c))+ (−1)i(cn)+μkˆ = i(c
n)+μ∑
j=0
(−1)j bˆj . (6.5)
Now we continue the proof in two cases according to the parity of the dimension d .
Case 1. d  2 is odd.
In this case, i(cn)+μ is even by (6.4). Thus by (2.11) and (2.21) we obtain
i
(
cn
)+ p(c) 1
B(d,1)
∑
02ji(cn)+μ
bˆ2j
 i
(
cn
)+ p(c)+ d − 3 − d − 1
2
2(d − 1)
d + 1
= i(cn)+ p(c)− 4
d + 1 . (6.6)
Case 2. d  2 is even.
In this case, i(cn)+μ is odd by the first fact in (6.4). Thus by the second fact in (6.4) we have
i
(
cn
)+μ 1. (6.7)
Therefore by (2.14) and (2.21) we obtain
B(d,1)
(
i
(
cn
)+ p(c))− ∑
02j−1i(cn)+μ
bˆ2j−1.
It then yields
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(
cn
)+ p(c)− 1
B(d,1)
∑
02j−1i(cn)+μ
bˆ2j−1
= i(cn)+ p(c)+ (d − 3)− (d − 1)(d − 2)
d
= i(cn)+ p(c)− 2
d
. (6.8)
Now the contradictions (6.6) and (6.8) complete the proof. 
7. Proofs of the main Theorems 1.2 and 1.3
Proof of Theorem 1.2. Assuming the contrary, in this section we prove Theorem 1.2 by contra-
diction. That is, we assume the following condition in this section:
(F) There exists only one prime closed geodesic c on the Finsler S3 = (S3,F ).
By Theorem 1.2 of [10], the closed geodesic cm must be degenerate for some m ∈ N. If the
basic normal form decomposition (3.5) of the linearized Poincaré map Pc of c contains precisely
one rotation matrix R(θ) with θ/π ∈ R \ Q, then the mean index iˆ(c) must be irrational. Then
the mean index identity Theorem 2.10 yields a contradiction. Therefore this (S3,F ) satisfies the
condition (OR) in Section 3 and the prime closed geodesic c must be rational and degenerate.
Now Theorem 6.1 yields a contradiction and completes the proof. 
Remark 7.1. Theorems 5.2 and 6.1 hold too when (Sd,F ) is a reversible Finsler as well as
Riemannian sphere under the same conditions.
(i) Note that in the reversible Finsler as well as Riemannian case, that two closed geodesics
c1 and c2 are distinct means that their images are different, i.e., c1(R) = c2(R), or called
geometrically distinct.
(ii) For any reversible Finsler as well as Riemannian manifold M = (M,F), the energy func-
tional E is symmetric on every loop f ∈ ΛM and its inverse curve f−1 defined by
f−1(t) = f (1 − t), thus these two curves have the same energy E(f ) = E(f−1) and play
the same roles in the variational structure of the energy functional E on ΛM . Specially, the
mth iterates cm and c−m of a closed geodesic c and its inverse curve c−1 have precisely the
same Morse indices, nullities, and critical modules, and they play the same role in Diagram
5.3. Therefore the entry Dj(cm) corresponding to cm in an irreversible Finsler manifold
(M,F) should be doubled to get 2Dj(cm) = Dj(cm) + Dj(c−m) in a reversible Finsler as
well as Riemannian manifold (M,F).
(iii) Note that these terms 2Dj(cm) = Dj(cm)+Dj(c−m) appear in the sum (5.22) and then all
of them are replaced by B(d, q)niˆ(c) = B(d, q)(i(cn)+p(c)) using the mean index identity
to get (5.24) except the term uβ+μ+1 should be replaced by 2uβ+μ+1. Now we define the
integer kˆ in (5.13) and (5.14) by kˆ = 2uβ+μ+1. We do a similar trick in (5.28) for the case of
n(c) = 1. These changes bring no influence to our later proofs. Therefore our proof works
for reversible metrics too.
1802 Y. Long, H. Duan / Advances in Mathematics 221 (2009) 1757–1803(iv) Using the methods of [10] or [40], the existence of at least two geometrically distinct closed
geodesics on every bumpy reversible (or Riemannian) d-sphere can be proved to get the
well-known result of [12].
Proof of Theorem 1.3. Suppose the prime closed geodesic c is not rational. If the basic normal
form decomposition (3.5) of its linearized Poincaré map Pc contains precisely one rotation matrix
R(θ) with θ/π ∈ R \ Q, then all local invariants of c and c−1 coincide, and specially we have
iˆ(c) = iˆ(c−1) ∈ R \ Q. Thus the left-hand side of the mean index identity is still irrational and
yields also a contradiction. If the decomposition (3.5) of Pc contains two rotation matrices with
rotation angles that are irrational multiples of π , then c is non-degenerate and the result follows
from [12] or (iv) of Remark 7.1. Thus together with (i)–(iii) of our Remark 7.1, our proof of
Theorem 1.2 works for reversible Finsler metrics as well as Riemannian metrics too.
Therefore Theorem 1.3 holds. 
Proof of Theorem 1.4. Let (M,F) be a d-dimensional compact simply connected Finsler man-
ifold with d = 3. By [16] and [42], if the total number of distinct prime closed geodesics on
(M,F) is finite, then the rational cohomology of M satisfies H ∗(M;Q) = Td,n+1(x). When
d = 3, by Remark 2.5 of [37] we obtain n = 1, i.e., H ∗(M;Q) = T3,2(x). Thus M is rationally
homotopic to S3. Because our proof of Theorem 1.2 (or 1.3) works for every rational homotopy
copy of S3, it yields at least two (geometrically) distinct prime closed geodesics on (M,F). 
Proof of Corollary 1.5. If there exists only one prime closed geodesic, by Theorem 1.2 of [10],
the prime closed geodesic c must have some degenerate iterate cm for some m ∈ N. Because
d = 2, the linearized Poincaré map Pc of this closed geodesic satisfies Pc ∈ Sp(2), and therefore
it must be rational. Then our Theorem 6.1 yields a contradiction and completes the proof. 
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