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Due to the complexity of the structure and process of large-scale petrochemical equipment, diﬀerent fault characteristics are
mixed and present multiple couplings and ambiguities, leading to the diﬃculty in identifying composite faults in rotating
machinery. +is paper proposes a composite faults diagnosis method for rotating machinery of the large unit based on evidence
theory and multi-information fusion. +e evidence theory and multi-information fusion method mainly deal with multisource
information and conﬂict information, synthesize multiple uncertain information, and obtain synthetic information frommultiple
data sources. To detect faults in rotating machinery, the dimensionless index ranges of composite faults are ﬁrst used to form
a feature set as the reference. +en, a two-sample distribution test is applied to compare the known fault samples with the tested
fault samples, and the maximum statistical distance is used. Finally, the multiple maximum statistical distances are fused by
evidence theory and identifying fault types based on the fusion result. +e proposed method was applied to the large petro-
chemical unit simulation experiment system, the results of which showed that our proposed method could accurately identify
composite faults and provide maintenance guidance for composite fault diagnosis.
1. Introduction
Rotating machinery works in complex environments and
has diﬃculty in separating the signal of faults in industrial
petrochemical plants, thereby complicating the fault di-
agnosis decision [1–3]. Once the large unit presents prob-
lems, it needs to be entirely stopped for inspection, which
can result in a huge economic loss.+erefore, it is essential to
quickly identify the fault signal and predict the fault types.
For the fault diagnosis problem of rotating machinery,
researchers have presented solutions including the di-
mensionless algorithms [4–6], neural networks [7–9],
classiﬁcation method [10–14], and evidence theory [15–17].
Among these, the dimensionless algorithm is insensitive to
signal disturbance, amplitude changes, and stable fre-
quency signals. +erefore, it has been widely used in ro-
tating machinery fault diagnosis [18, 19]. In [20], three
EEMD-based three dimensionless indexes were proposed
to characterize the railway axle bearing steadiness states
and detect the diﬀerent defects. Wu et al. [21] proposed
a method of Hilbert–Huang transform and instantaneous
dimensionless frequency normalization and applied them
for the gearbox system. However, there is a certain overlap
between the normal state and a range of various fault states
using this method. In other words, the scope of the di-
mensionless indexes of normal equipment and fault
equipment is diﬃcult to distinguish, which makes the
decision more diﬃcult. To solve these problems, Xiong
et al. [22] proposed a genetic programming method based
on dimensionless indexes in the time domain, which has
achieved positive results in rotating machinery classiﬁca-
tion. However, constructing new dimensionless indexes
with this method presents many deﬁciencies. For instance,
the operator set and the termination character set aﬀect the
complexity and convergence of the program. +erefore,
when the search scope is expanded, it is easy to lose po-
tential useful fault information. All of these variables can
aﬀect fault diagnosis eﬃciency. To solve the problem of
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information loss due to the reduction and clustering
classiﬁcation during the fault feature information gener-
ation, Dempster [23] proposed an integrated fault di-
agnosis method of the dimensionless indexes immune
detector. In [24, 25], a small sample method was proposed,
but the method had an overﬁtting problem. In [26, 27],
a fault diagnosis method of induction motor based on
sparse noise reduction self-encoder was proposed, and it
reduced the risk of network overﬁtting in small samples.
+e theory evidence is an uncertainty theory [28–31], the
major characteristics of which are measuring and addressing
various kinds of uncertain information and using the syn-
thetic principle to obtain multi-information entropy. In this
way, the theory evidence can process multi-information and
conﬂicting information better and thus has been widely used
in areas such as information fusion and uncertain reasoning.
In [32, 33], the advantages of the evidence theory to propose
a fault diagnosis method based on multisensor information
fusion were taken, which improved the fault diagnosis ac-
curacy rate. Xiao [34] proposed an evidence theory and fuzzy
preference methods to handle the conﬂicting evidence
combination problem in a multisensor environment; it does
not consider cracks and misalignment. In [35, 36], a mul-
tiparameter comprehensive diagnosis system model was
proposed, and the diﬃcult problem of distinguishing various
faults in the same symptom domain in the ﬁeld of fault
diagnosis was solved. Song and Jiang [37] proposed a new
evidential fault diagnosis method in which multiple hy-
potheses are taken into consideration.
Evidence theory and multi-information fusion are
mainly aimed at multi-information fusion; it is unreasonable
to install multisensors on the petrochemical equipment unit.
+erefore, we can improve the accuracy of fault diagnosis. In
this paper, we propose a method for faults diagnosis based
on dimensionless indexes, multi-information fusion, and
two-sample distribution test.+e author believes the reasons
that lead to faults of large units are diﬃcult to identify,
mainly due to the existence of multi-information and
conﬂict information. +e multi-information fusion method
can fuse multiple uncertainty probabilistic information to
determine the potential faults of samples. +e main con-
tributions in this paper are concluded as follows:
(i) Two-sample distribution of the known fault samples
is compared with the tested fault samples, and the
maximum statistical distance
(ii) Multi-dimensionless information is fused, and the
fault types can be identiﬁed according to fused
results
(iii) +e method we proposed is veriﬁed with a large
petrochemical unit simulation experiment system and
is shown to eﬀectively improve fault identiﬁcation
+e rest of this paper is organized as follows: Section 2
describes the process of fault diagnosis and theoretical basis:
dimensionless algorithm, two-sample distribution test, and
multi-information fusion. Section 3 veriﬁes the reliability of
the proposed method. In Section 4, the conclusion of this
paper is presented.
2. Proposed Method
In this section, the dimensionless algorithm is ﬁrst brieﬂy
introduced. +en, the two-sample distribution test is
compared with the cumulative probability distribution
function of the known fault samples and the tested fault
samples, and the maximum statistical distance is obtained.
+en, themultisimilarity is fused. Finally, the process of fault
identiﬁcation is conducted. +e diagram of composite fault
diagnosis for rotating machinery of a large unit based on
evidence theory and multi-information fusion is shown in
Figure 1.
2.1. Dimensionless Algorithm. Dimensionless indexes refer
to the ratio of two quantities with the same dimensions. +e
basic idea behind the dimensionless algorithm is to achieve
the eliminating dimension of the two-dimensional ratios
that are based on the probability density function, so the
dimensionless indexes are not aﬀected by the frequency and
amplitude of the mechanical signal in the fault diagnosis
[38, 39]. +e dimensionless algorithm is deﬁned as follows:
ζx �
∫
+∞−∞ |x|lp(x) dx[ ]1/l
∫
+∞−∞ |x|mp(x) dx[ ]1/m, (1)
where x is the amplitude of the vibration time-domain
signal, p(x) is the probability density function, and l and m
are themolecular and denominator coeﬃcients, respectively.
+e ﬁve dimensionless indexes, waveform index, peak
index, impulse index, margin index, and kurtosis index, are
shown in Table 1 [40].
Assume that the vibration time-domain signal of the
known fault sample is X � (x1, x2, . . . , xn) and the ampli-
tude of the tested fault sample is Y � (y1, y2, . . . , yn).
+e dimensionless indexes of the known fault samples
are A � (a1, a2, . . . , an) ∈ [c, d]. +e dimensionless indexes
of the tested fault samples is B � (b1, b2, . . . , bn) ∈ [e, f].
Among them, c and d are the minimum and maximum of
the dimensionless indexes of the known fault samples, and e
and f are the minimum and maximum of the dimensionless
indexes of the tested fault samples.
2.2. Two-SampleDistributionTest. +e probability density of
the nonstationary random signal is x(t), and the probability
density function at time t is deﬁned [41] as
P(x, t) � limΔx⟶0 Pr[x<x(t)< x + Δx]Δx , (2)
where Pr is the probability, which reﬂects the probability
that the signal falls within diﬀerent amplitude intensity
regions. For each state of the process, the probability
function can be described as
P(x, t) � limΔx⟶0 1Δx limT⟶∞ TXT( )
� limΔx⟶0 1Δx limT⟶∞ ∑ni�1ΔtiT( ), (3)
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where T represents the length of the sample and Tx rep-
resents the signals between x and x + Δx.
e probability that the value of x(t) is less than or equal
to the probability distribution density function of the signal
is represented by fX(x):
fX(x)  Pr(x≤ n)  lim
T⟶∞ ∑ni1ΔtiT . (4)
e random variable x and its cumulative probability
distribution function can be represented by FX(x):
FX(x)  ∫x−∞ fX(x) dx. (5)
FX(x) is used to represent the cumulative probability
distribution function of random sample observations with
sample size n.
Assume that the cumulative probability distribution
function of the known fault samples is M  (Fa1(x),
Fa2(x), . . . , Fan(x)) and the tested fault samples is N (Rb1(x), Rb2 (x), . . . , Rbn(x)). By comparing the cumulative
probability distribution function of the known fault samples
with the tested fault samples, the statistical distance of each
cumulative frequency is obtained [42]:
Dist(M,N)  Fa1(x)−Fb1(x)  F1n −R1n  D1,
Dist(M,N)  Fa2(x)−Fb2(x)  F2n −R2n  D2,⋮
Dist(M,N)  Fan(x)−Fbn(x)  Fnn −Rnn  Dn.
(6)
After comparingMwithN, the statistical distance isWn (D1, D2, . . . , Dn), and the speci c value can be described:
Wn 
c, other,
1, if Fan  1 and Fbn  0 or Fan  0 and Fbn  1,
0, if Fan and Fbn are same.

(7)
Assume that the cumulative probability distribution
function of the known fault samples is Hn(x) and the cu-
mulative probability distribution function of the tested fault
samples is Rn(x). e maximum statistical distance, k value,
between them is obtained by comparison:
k  max Hn(x)−Rn(x)∣∣∣∣ ∣∣∣∣  max Fnn −Rnn∣∣∣∣∣∣∣ ∣∣∣∣∣∣∣. (8)
Cumulative probability distribution function of 
tested fault samples: N = (Rb1(x), Rb2(x), …, Rbn(x))
Two-sample distribution goodness-of-ﬁt test: k = max|Hn(x) – Rn(x)|
Maximum statistical distance: k1 Maximum statistical distance: k2 Maximum statistical distance: kn
Evidence theory synthesis rule M(A)
Fusion results
Cumulative probability distribution function of known
fault samples: M = (Fa1(x), Fa2(x), …, Fan(x))
Rotating machinery for large units
Dimensionless indicators of known fault samples and tested fault samples
A = (a1, a2,…, an); B = (b1, b2,…, bn)
Figure 1: Diagram of composite fault diagnosis for rotating machinery of a large unit based on evidence theory and multi-information
fusion.
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After comparing Hn(x) with Rn(x), the k value can be
described:
k  c ∈ (0, 1], other,
0, if Hn(x) and Rn(x) are same.
{ (9)
If λ  n√ Dn, λ> 0:
limP Dn ≤ λn√( )  θ(λ)  ∑+∞
k−∞ (−1)ke−2k2λ2 or
limP Dn > λn√( )  1− θ(λ)  1− ∑+∞
k−∞ (−1)ke−2k2λ2 .
(10)
A small probability z can be described as
z  1− θ(λ)  1− ∑+∞
k−∞ (−1)ke−2k2λ2 . (11)
For each x value, if Dn > λ/ n√ , it means that the dif-
ference between the Hn(x) and Rn(x) is too large, and
negative x obeys the distribution hypothesis of the known
fault samples. It indicates that the distribution function of
the known fault samples has a high degree of  tting with the
tested fault sample distribution function.
2.3. Multi-Information Fusion. Assume Θ is all the discrete
sets of Pi(i  1, 2, . . . , n) and each element in Θ, denoted asΘ  (p1, p2, ..., pn), is independent and mutually exclusive;
M : 2Θ ⟶ [0, 1], M(∅)  0, and ∑M(A)  1, A⊆Θ.
M(A) is the basic probability number of A, indicating the
exact trust in A.
For any assumption, its trust degree Bel(A) is de ned as
the sum of the basic probabilities corresponding to all subsets
ofA, that is, Bel : 2Θ ⟶ [0, 1]. Bel(A) is de ned as follows:
Bel(A) 
0, B  ∅,∑
B⊆AM(B), B≠∅. (12)
e Bel(A) function, called the lower bound function,
represents the full trust in A.
For any assumption, the likelihood function PI(A),
which is the sum of the basic probabilities corresponding to
all subsets of A, is as follows:
PI(A)  1−Bel(−A), A⊆Θ, (13)
where PI functions are called upper-bound functions, which
represent the degree of trust in −A.
e relationship between the trust function and the
likelihood function is obtained from formulas (12) and (13)
as follows: PI(A)≥Bel(A), A⊆Θ. e uncertainty of A is
expressed as follows: μ(A)  PI(A)−Bel(A). en, (Bel(A)
PI(A)) is called the trust interval. e trust interval and
 tting range are shown in Figure 2.
Assuming that M1 and M2 are two probability assign-
ment functions on 2Θ, M1 is orthogonal to M2, M  M1 +
M2 and is de ned as
M(A) 
0, A  ∅,
c−11 ∑
A1∩A2AM1 A1( )M2 A2( ), A≠∅,
(14)
where c1  1−∑A1∩A2∅M1(A1)M2(A2)  ∑A1∩A2≠∅M1(A1)M2(A2).
According to formula (14), the orthogonal sum of
multiple probability assignment functions M  M1 +M2 +· · · +Mn is de ned as follows:
M(A) 
0, A  ∅,
c−1 ∑∩AiA ∏1≤ i≤nMi Ai( ), A≠∅, (15)
where c  1−∑∩Ai∅∏1≤i≤nMi(Ai)  ∑∩Ai≠∅∏1≤i≤nMi(Ai).
2.4. Fault Identication Process. e process of evidence
theory and multi-information fusion is described below:
Step 1. e vibration time-domain signal of the rotating
machinery is collected. e amplitude of vibration time-do-
main signal for the known fault sample isX  (x1, x2, . . . , xn)
and for the tested fault sample is Y  (y1, y2, . . . , yn).
Step 2. e dimensionless algorithm is able to process the
vibration time-domain signal, to obtain  ve dimensionless
indexes, according to equation (1) and Table 1. e di-
mensionless index of the known fault samples is
A  (a1, a2, . . . , an), and that of the tested fault samples is
B  (b1, b2, . . . , bn).
Step 3. According to A and B in step 2, the cumulative
frequency of the known fault samples is M  (Fa1(x),
Fa2(x), . . . , Fan(x)), and that of the tested fault samples is
N  (Rb1(x), Rb2(x), . . . , Rbn(x)).
Step 4. We compared the cumulative probability distribu-
tion of the known samples with the tested fault samples
Supporting evidence interval
Trust interval
0 Bel (A) PI (A)
Rejecting evidence interval
Fitting range
Figure 2: Trust interval and  tting range.
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and then obtained the maximum statistical distance
k � (k1, k2, . . . , kn) according to Equations (6)–(9).
Step 5. +e evidence theory and multi-information fusion
method are used to fuse the maximum statistical distance
k � (k1, k2, . . . , kn) and obtain the fusion result M(A)
according to equations (12)–(15).
3. Validation Experiment
In this section, in order to verify the eﬀectiveness of the
proposed approach, the composite fault diagnosis of rotating
machinery is studied and veriﬁed by using the large pet-
rochemical unit simulation experiment system.
3.1. Data Acquisition and Processing. +e simulation ex-
periment system consists of the multistage centrifugal air
compressor unit, various test stations, and test software. +e
acquisition software can display the time-domain waveform
of the vibration time-domain signal in real time, extracting
signal characteristics while storing historical data and
monitoring the operation of the unit. Large petrochemical
unit simulation experiment system is shown in Figure 3, and
the model and parameters of its main components are
shown in Table 2.
Table 2: Main parts of the experimental unit.
Device name Model Parameters
Inverter motor YP-50-112 Triangular junction circuit: rated voltage, current,and power are 380V, 24.8 A, and 11 kW
Multistage centrifugal fan C8-2000 Rated power: 11 kW, maximum speed: 2970 r/min,blowing rate: 8m3/min
Torque sensor CYT-302
Rated torque: 100Nm, speed range: 0∼3000 r/min,
temperature coeﬃcient: −0.027%/°C, precision:±0.2% FS
Data collector EMT390
Acceleration: 0.1∼199.9m/s2, acquisition frequency:
10Hz∼10 kHz, number of groups: 1∼100, sampling
points: 512, 1024, and 2048
(a) (b)
Figure 3: Large petrochemical unit simulation experiment system: (a) test bench physical map; (b) transmission sensor mounting position.
(a) (b) (c) (d)
Figure 4: +e four fault conditions of rotating machinery: (a) gear teeth missing; (b) bearing inner ring wear; (c) bearing lack of ball
bearings; (d) bearing outer ring wear.
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Figure 5: Vibration time-domain curves of the composite fault states: (a) gear teeth missing and bearing outer ring; (b) gear teeth missing
and bearing inner ring wear; (c) gear teeth missing and bearing lack of ball bearings; (d) large and small gear teeth missing; (e) large and
small gear teeth missing and bearing outer ring wear; (f ) large and small gear teeth missing and bearing inner ring wear.
Shock and Vibration 7
In the experiments, the EMT390 data collector is used to
collect the vibration time-domain signal of the composite
faults and a discrete 1024-point set of data. +e collection of
100 groups of vibration time-domain signal data is done
under each fault condition. +e ﬁrst 50 groups are known as
fault samples, and the latter 50 groups are the tested fault
samples. +e test conditions are as follows: motor speed is
1000 r/min and motor rated power is 11KW. +e sensor is
placed next to the gearbox as shown in Figure 3(b).
According to the laboratory conditions, six diﬀerent
faults were combined, and four fault conditions of rotating
machinery are shown in Figure 4.
Vibration time-domain signal acquisition and processing:
(1) In this paper, the sampling frequency (rate) is
1024Hz, which means 1024 points are collected per
second and a total of 400 seconds is collected. Ac-
quisition of diﬀerent faults vibration time-domain
signals is shown in Figure 5.
(2) +e vibration time-domain signal of the rotating
machinery is processed according to the di-
mensionless algorithm, and the range of ﬁve di-
mensionless indexes was obtained, as shown in
Table 3.
3.2. Discussion of Experimental Results
3.2.1. Two-Sample Distribution Test. Figure 6 shows the
diﬀerent faults. +e two-sample distribution test tests ﬁve
dimensionless indexes including the junction point of
waveform index, impulse index, margin index, peak index,
and kurtosis index of the maximum statistical distance k
value. Each color shown in Figure 6, represents diﬀerent
faults.
+e distribution of ﬁve k values for diﬀerent faults with
diﬀerent samples can be seen in Figure 6. +e two-sample
distribution test identiﬁes the fault types based on the ﬁve k
values between the dimensionless indexes. +e k value of
the same fault samples is small relative to the other dif-
ferent fault samples, indicating that the two samples be-
long to the same distribution. Diﬀerent fault samples k
value is larger than the same fault, indicating that the two
samples belong to diﬀerent distributions which are de-
scribed below:
Sample 1.+e four fold lines overlap each other, and the
fault types of the sample were not recognized.
Sample 2. Gear missing teeth and bearing outer ring
broken line at the bottom, and this failure’s ﬁve k values
are smaller than others’. +e sample failures are gears
teeth missing and bearing outer ring.
Sample 3. It can be seen from the ﬁgure that the ﬁve k
values of the gears teeth missing and bearing outer ring
are the largest, and the fault was ruled out. However,
the other three fold lines overlap each other, and the
fault samples cannot be identiﬁed.
Sample 4. +e results show that the four broken lines
overlap each other without signiﬁcant diﬀerence. In
this situation, the fault cannot be identiﬁed.
Sample 5. From Figure 6(e), you can see three faults
at the same time. It still overlaps, and the faults cannot
be identiﬁed.
Sample 6. From the distribution of the fold line, it
is possible to identify that the samples have large
and small gear teeth missing and bearing inner ring
wear.
+ere are no obvious change rules in the ﬁve k values of
sample 1, sample 3, sample 4, and sample 5 in the fault
samples. +e main cause of this situation is multisource
information and conﬂict information between the in-
formation. Although the change rules of Sample 2 and
Sample 6 are obvious, according to the principle of the same
fault minimum k value, the fault types can be identiﬁed: gear
teeth missing and bearing outer ring wear; large and small
gear teethmissing and bearing inner ring wear. Nevertheless,
the accuracy of the identiﬁcation in the six groups of the
tested fault samples was only 33.33%.
3.2.2. Evidence =eory and Multiple Information Fusion
Results. +e eﬃciency of the proposed composite fault di-
agnosis method based on evidence theory and multi-in-
formation fusion for a large petrochemical unit is veriﬁed,
and the results are presented in Figure 7. Each color rep-
resents the probability of diﬀerent faults occurring in the
same sample. +e ﬁve k values through the evidence theory
and multi-information fusion are diﬀerent, which is de-
scribed below:
Table 3: Five dimensionless indexes of composite fault states.
Known conditions Waveform index Impulse index Margin index Peak index Kurtosis index
Gear teeth missing and bearing
outer ring wear [1.2923 1.3821] [4.0050 9.0449] [4.9071 11.052] [2.9801 6.6528] [3.5016 6.7520]
Gear teeth missing and bearing
inner ring wear [1.2807 1.3674] [3.7979 6.5451] [4.6587 7.9822] [2.8775 4.8803] [3.3407 5.5130]
Gear teeth missing and bearing
lack of ball bearings [1.2846 1.3723] [3.8535 6.5064] [4.6707 8.0142] [2.9499 4.8437] [3.3148 5.7533]
Large and small gear teeth shortage [1.2578 1.3216] [3.5256 6.8609] [4.1758 8.2560] [2.8031 5.2850] [2.9991 4.7708]
Large and small gear teeth missing and
bearing outer ring wear [1.2578 1.3241] [3.6135 6.9309] [4.3388 8.2902] [2.8185 5.3520] [3.2329 4.6734]
Large and small gear teeth missing and
bearing inner ring wear [1.2447 1.3254] [3.3565 7.1678] [4.0078 8.7199] [2.6438 5.4380] [2.9846 4.8813]
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Sample 1. As the height of the column is diﬀerent, the
probability of each fault is diﬀerent. Although in the
sample 1, the probability of the two faults is similar, the
faults can be identiﬁed by the maximum probability.
+e faults which occurred are gear teeth missing and
bearing inner ring wear.
Samples 2, 4, and 6. +ree kinds samples can be seen
from the column charts, and their probabilities have
reached 99.91%, 100%, and 99.92%. +e method is able
to identify the fault types separately: gears teeth missing
and bearing outer ring, gears teeth missing and bearing
lack of ball bearing, and large and small gear teeth
missing and bearing inner ring wear.
Samples 3 and 5. Fault types were accurately identiﬁed
by comparing the highest column chart for each fault.
+e faults that occurred in samples include large and
small gear teeth missing, large and small gear teeth
missing, and bearing outer ring wear.
0
0.2
0.4
0.6
0.8
1
Sf If CLf Cf Kv
Gear teeth missing and bearing outer ring wear
Gear teeth missing and bearing inner ring wear
Gear teeth missing and lack of ball bearings
Large and small gear teeth missing
(a)
0
0.2
0.4
0.6
0.8
1
Sf If CLf Cf Kv
Gear teeth missing and bearing outer ring wear
Gear teeth missing and bearing inner ring wear
Gear teeth missing and lack of ball bearings
Large and small gear teeth missing
(b)
0
0.2
0.4
0.6
0.8
1
Sf If CLf Cf Kv
Gear teeth missing and bearing outer ring wear
Gear teeth missing and bearing inner ring wear
Gear teeth missing and lack of ball bearings
Large and small gear teeth missing
(c)
0
0.2
0.4
0.6
0.8
1
Sf If CLf Cf Kv
Gear teeth missing and bearing outer ring wear
Gear teeth missing and bearing inner ring wear
Gear teeth missing and lack of ball bearings
Large and small gear teeth missing
(d)
0
0.1
0.2
0.3
Sf If CLf Cf Kv
Large and small gear teeth missing and bearing outer ring wear
Large and small gear teeth missing and bearing inner ring wear
(e)
0
0.1
0.2
0.3
Sf If CLf Cf Kv
Large and small gear teeth missing and bearing outer ring wear
Large and small gear teeth missing and bearing inner ring wear
(f )
Figure 6: Diﬀerent faults and the distribution of ﬁve dimensionless indexes based on k values; Sf: waveform index. If: impulse index. CLf:
margin index. Cf: peak index. Kv: kurtosis index. (a) Fault sample 1. (b) Fault sample 2. (c) Fault sample 3. (d) Fault sample 4. (e) Fault
sample 5. (f ) Fault sample 6.
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By comparing the probabilities of diﬀerent faults, the
fault types are identiﬁed based on the maximum probability.
+e probability occurrence of faults is given in Figure 7, and
the maximum probability is able to identify the fault types.
In the six groups of test faults samples, the accuracy rate
reached 100%, and the accuracy of relative two-sample
distribution test was improved by 66.67%. +e experimental
results demonstrated that the proposed method is able to
identify the fault types accurately.
4. Conclusion
+is paper proposes a composite fault diagnosis method of
large unit rotating machinery based on evidence theory and
multi-information fusion. It eﬀectively solves the problem of
multisource information and conﬂict information between
information and improves the accuracy of composite fault
diagnosis.
+e results of the simulation experiment showed that the
maximum probability of occurrence can accurately predict
the composite faults types by using evidence theory and
multi-information fusion method. In the future work, we
would further study the robustness and applicability of our
proposed method in the real applications by considering
more rotating machinery working conditions and noise
levels.
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