Abstract. Anomaly detection is a promising approach to detecting intruders masquerading as valid users (called masqueraders). It creates a user profile and labels any behavior that deviates from the profile as anomalous. In anomaly detection, a challenging task is modeling a user's dynamic behavior based on sequential data collected from computer systems. In this paper, we propose a novel method, called Eigen co-occurrence matrix (ECM), that models sequences such as UNIX commands and extracts their principal features. We applied the ECM method to a masquerade detection experiment with data from Schonlau et al. We report the results and compare them with results obtained from several conventional methods.
Introduction
Detecting the presence of an intruder masquerading as a valid user is becoming a critical issue as security incidents become more common and more serious. Anomaly detection is a promising approach to detecting such intruders (masqueraders). It first creates a profile defining a normal user's behavior. It then measures the similarity of a current behavior with the created profile and notes any behavior that deviates from the profile. Various approaches for anomaly detection differ in how they create profiles and how they define similarity.
In most masquerade detection methods, a profile is created by modeling sequential data, such as the time of login, physical location of login, duration of user session, programs executed, names of files accessed, and user commands issued [1] . One of the challenging tasks in detecting masqueraders is to accurately model user behavior based on such sequential data. This is challenging because the nature of a user's behavior is dynamic and difficult to capture completely. In this paper, we propose a new method, called Eigen co-occurrence matrix (ECM), designed to model such dynamic user behavior.
One of the approaches to modeling user behavior is to convert a sequence of data into a feature vector by accumulating measures of either unary events (histogram) or n-connected events (n-grams) [2] [3] [4] . However, the former approach only considers the number of occurrences of observed events within a sequence, and thus sequential information will not be included in the resulting model. The latter approach considers n-connected neighboring events within a sequence. Neither of them considers any correlation between events that are not adjacent to each other.
Other approaches to modeling user behavior are based on converting a sequence into a network model. Such approaches include those based on an automaton [5] [6] [7] [8] , a Bayesian network [9] , and an Hidden Markov Model (HMM) [10, 11] .
The nodes and arcs in an automaton can remember short-and long-range transition relations between events by constructing rules within a sequence of events. To construct an automaton, we thus require well-defined rules that can be transformed to a network. However, it is difficult to construct an automaton based on a set of user-generated sequences with various contexts, which does not have such well-defined rules. When an automaton can indeed be obtained, it is computationally expensive to learn on the automaton when a new sequence is added.
A node in a Bayesian network associates probabilities of the node being in a specific state given the states of its parents. The parent-child relationship between nodes in a Bayesian network indicates the direction of causality between the corresponding variables. That is, the variable represented by the child node is causally dependent on those represented by its parents. The topology of a Bayesian network must be predefined, however, and thus, the capability for modeling a sequence is dependent on the predefined topology.
An HMM can model a sequence by defining a network model that usually has a feed-forward characteristic. The network model is created by learning both the probability of each event emerging from each node and the probability of each transition between nodes by using a set of observed sequences. However, it is tough to build an adequate topology for an HMM by using ad hoc sequences generated by a user. As a result, the performance of a system based on an HMM varies depending on the topology and the parameter settings.
We argue that the dynamic behavior of a user appearing in a sequence can be captured by correlating not only connected events but also events that are not adjacent to each other while appearing within a certain distance (non-connected events). Based on this assumption, to model user behavior, the ECM method creates a so-called cooccurrence matrix by correlating an event in a sequence with any following events that appear within a certain distance. The ECM method then creates so-called Eigen cooccurrence matrices. The ECM method is inspired by the Eigenface technique, which is used to recognize humans facial images. In the Eigenface technique, the main idea is to decompose a facial image into a small set of characteristic feature images called eigenfaces, which may be thought of as the principal components of the original images. These eigenfaces are the orthogonal vectors of a linear space. A new facial image is then reconstructed by projecting onto the obtained space. In the ECM method, we consider the co-occurrence matrix and the Eigen co-occurrence matrices analogous to a facial image and the corresponding eigenfaces, respectively. The Eigen co-occurrence matrices are characteristic feature sequences, and the characteristic features of a new sequence converted to a co-occurrence matrix are obtained by projecting it onto the space defined by the Eigen co-occurrence matrices.
In addition, the ECM method constructs the extracted features as a layered network. The distinct principal features of a co-occurrence matrix are presented as layers. The layered network enables us to perform detailed analysis of the extracted principal features of a sequence.
In summary, the ECM method has three main components: (1) modeling of the dynamic features of a sequence; (2) extraction of the principal features of the resulting model; and (3) automatic construction of a layered network from the extracted principal features.
The reminder of the paper is organized as follows. In Section 2, the ECM method is described in detail by using an example set of UNIX commands. Section 3 applies the ECM method to detect anomalous users in a dataset, describes our experimental results, and compares them with results obtained from several conventional methods. Section 4 analyzes the computational cost involved in the ECM method. Section 5 discusses possible detection improvements in using the ECM method. Section 6 gives our conclusions and describes our future work. Step 1
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The Eigen Co-occurrence Matrix (ECM) Method
The purpose of this study is to distinguish malicious users from normal users. To do so, we first need to model a sequence of user commands and then apply a pattern classification method. To accurately classify a sequence as normal or malicious, it is necessary to extract its significant characteristics (principal features) and, if necessary, convert the extracted features into a form suitable for detailed analysis. In this section, we explain how the ECM method models a sequence, how it obtains the principal features, and how it constructs a model for detailed analysis, namely, a network model. The overall procedure of the ECM method is illustrated in Figure 1 and the notation and terminology used in the ECM method are listed in Table 1 .
In the following sections, we explain each procedure in the ECM method by using a simple example of UNIX command sequences. Figure 2 shows an example dataset of UNIX commands for three users, designated as User1, User2, and User3. Each user issued ten UNIX commands, which are shown truncated (without their arguments) in the interest of simplicity. 
Modeling a sequence
The ECM method models a sequence by correlating an event with any following events that appear within a certain distance. The strength of the correlation between two events is defined by (a) the distance between events and (b) the frequency of their occurrence. In other words, when the distance between two events is short, or when they appear more frequently, their correlation becomes stronger. To model such strength of correlation between events, we construct a so-called co-occurrence matrix by counting the occurrence of every event pair within a certain distance (scope size). Thus, the correlations of both connected and non-connected events are captured for every event pair and subsequently represented in the matrix. We define M X as the co-occurrence matrix of a sequence X (= x 1 , x 2 , x 3 , . . . , x l ) with length l. We define the unique events appearing in the sequence as a set of observation events, denoted as
In the example dataset of Figure 2 , O is cd ls less emacs gcc gdb mkdir cp. The correlation between the ith and jth events in M X , o i and o j , is computed by counting the number of occurrences of the eventpair within a scope size of s. Here, we did not change the strength of the correlations between events depending on their distance, but instead used a constant value 1 for simplicity. Doing this for every event pair generates a matrix representing all of the respective occurrences. Each element in the matrix represents the perceived strength of correlation between two events. For example, as illustrated in Figure 3 , the events ls and less are correlated with a strength of three when s and l are defined as 6 and 10, respectively. Figure 4 shows the matrix generated from the sequence of User1.
Extracting the principal features
As explained earlier, to distinguish a malicious user from a normal user, it is necessary to introduce a pattern classification method. Measuring the distance between co-occurrence matrices is considered the simplest pattern classification method. A cooccurrence matrix is highly dimensional, however, and to make an accurate comparison, it is necessary to extract the matrix's principal features.
The ECM method uses principal component analysis (PCA) to extract the principal features, so-called feature vectors. PCA transforms a number of correlated variables into a smaller number of uncorrelated variables called principal components. It can thus reduce the dimensionality of the dataset while retaining most of the original variability within the data. The process for obtaining a feature vector is divided into the following five steps:
(Step 1) Take a domain dataset and convert its sequences to co-occurrence matrices:
As a first step (Step 1 in in Figure 1 ), we take a set of sample sequences, which we call a domain dataset and denote as D, and convert the sequences into corresponding cooccurrence matrices, M 1 , M 2 , M 3 , ..., M n , where n is the number of sample observation sequences and M is an m × m matrix (m: number of observation events). In the current example, the domain dataset consists of all the three users' sequences (n = 3), and M is an 8 × 8 matrix (m = 8).
(Step 2) Subtract the mean:
We then take the set of co-occurrence matrices M 1 , M 2 , M 3 , ..., M n and compute its mean co-occurrence matrix M mean ( Step 2 in Figure 1 ). Here we introduce two different ways to compute M mean . The first way is to compute it normally:
The second way is to compute M mean by taking into account the fact that a cooccurrence matrix can be sparse. Let m mean (i, j) be the ith-row jth-column element of the mean co-occurrence matrix M mean . We then compute m mean (i, j) by taking the sum of all the values in m 1 (i, j), m 2 (i, j), m 3 (i, j), . . . , m n (i, j) and dividing by the number of those values that are non-zero. In summary,
where m k (i, j) is the ith-row jth-column element of the kth co-occurrence matrix, and K(i, j) and δ[x] are defined as
and
respectively. The mean co-occurrence matrix M mean is then subtracted from each event co-occurrence matrix,
where A k is the kth co-occurrence matrix with the mean subtracted.
(Step 3) Calculate the covariance matrix:
We then construct the covariance matrix as
whereÂ k is created by taking each row in A k and concatenating its elements into a single vector (
Step 3 in Figure 1 ). The dimension ofÂ k is 1 × m 2 . In the example dataset, the dimension ofÂ k is 1 × 64.
The components of P, denoted by p i j , represent the correlations between two event pairs q i and q j , such as the event pairs (ls less) and (ls cd) in the example dataset. An event pair q i (= o x , o y ) can be obtained by
where γ[z] is the integer part of the value. The variance of a component indicates the spread of the component values around its mean value. If two components q i and q j are uncorrelated, their variance is zero. By definition, the covariance matrix is always symmetric.
(Step 4) Calculate the eigenvectors and eigenvalues of the covariance matrix:
Since the covariance matrix P is symmetric (its dimension is m 2 × m 2 , or 64 × 64 in the example dataset), we can calculate an orthogonal basis by finding its eigenvalues and eigenvectors (Step 4 in Figure 1 ). The eigenvector with the highest eigenvalue is the first principal component (the most characteristic feature) since it implies the highest variance, while the eigenvector with the second highest eigenvalue is the second principal component (the second most characteristic feature), and so forth. By ranking the eigenvectors in order of descending eigenvalues, namely (v 1 , v 2 , ..., v m 2 ), we can create an ordered orthogonal basis according to significance. Since the eigenvectors belong to the same vector space as the co-occurrence matrices, v i can be converted to an m × m matrix (8 × 8 in the example dataset). We call such a matrix an Eigen co-occurrence matrix and denote it as V i .
Instead of using all the eigenvectors, we may represent a co-occurrence matrix by choosing N of the m 2 eigenvectors. This compresses the original co-occurrence matrix and simplifies its representation without losing much information. We define these N eigenvectors as the co-occurrence matrix space. Obviously, the larger N is, the higher the contribution rate of all the eigenvectors becomes. The contribution rate is defined as
where λ i denotes the ith largest eigenvalue. We can obtain the feature vector of any co-occurrence matrix, M, by projecting it onto the defined co-occurrence matrix space (Step 5 in Figure  1 ). The feature vector
The Components f 1 , f 2 , f 3 , ..., f N of F are the coordinates within the co-occurrence matrix space. Each component represents the contribution of each respective Eigen cooccurrence matrix. Any input sequence can be compressed from m 2 to N while maintaining a high level of variance.
Constructing a layered network
Once a feature vector F is obtained from a co-occurrence matrix, the ECM method converts it to a so-called layered network (shown as construction of layered network in Figure 1 ) . The ith layer of a network is constructed from the corresponding ith Eigen co-occurrence matrix V i multiplied by the ith coordinate f i of F. In other words, the ith layer of the network represents the ith principal feature of the original co-occurrence matrix.
The layered network can be obtained from equation (9) . Recall that this equation for obtaining a component f i (for i = 1, 2, 3, . . . , N) of a feature vector is
whereÂ is the vector representation of A = (M − M mean ). We can obtain an approximation to the original co-occurrence matrix M with the mean M mean subtracted from the original co-occurrence matrix M by isolatingÂ from equation (9) . In summary, . . , N) provides the distinct characteristic patterns observed in the approximated co-occurrence matrix. We can also express such characteristics in relation to the average co-occurrence matrix by separating it as
where X i (or Y i ) denotes an adjacency matrix whose elements are determined by the corresponding positive (or negative) elements in f i V i . The matrix X i (or Y i ) represents the principal characteristic of M in terms of frequency (or rarity) in relation to the average co-occurrence matrix. We call the network obtained from X i (or Y i ) a positive (or negative) network. There may be elements in X i (or Y i ) that are too small to serve as principal characteristics of M . Thus, instead of using all the elements of X i (or Y i ), we set a threshold h and choose elements that are larger (or smaller) than h (or −h) in order to construct the ith layer of the positive (or negative) network. Assigning a higher value to h reduces the number of nodes in the network and consequently creates a network with a different topology. Figure 5 shows the first and second layers of the positive networks, obtained for User1 in the example dataset with h assigned to 0. We can combine these two layers to describe User1's overall patterns of principal frequent commands. The combined network is depicted in Figure 6 , which indicates strong relations between the commands ls, cd, and less. This matches our human perception of the command sequence of User1 (i.e., cd ls less ls less cd ls cd cd ls).
Similarly, the first and second layers of the negative network and the combined network obtained for User1 are shown in Figures 7 and 8 , respectively. These negative networks indicate the rarely observed command patterns in the command sequence of User1 relative to the average observed command patterns. We can observe strong cor- 
Application of the ECM Method

Overview of the experimental data
We applied the ECM method to a dataset for masquerade detection provided by Schonlau et al. [12] . The dataset consists of 50 users' commands entered at a UNIX prompt, with 15,000 commands recorded for each user. Due to privacy arguments, the dataset includes no reporting of flags, aliases, arguments, or shell grammar. The users are designated as User 1, User 2, and so on. The first 5000 commands are entered by the legitimate user, and the masquerading commands are inserted in the remaining 10,000 commands. All the user sequences were decomposed into a sequence length of 100 commands (l = 100). Figure 9 illustrates the composition of the dataset.
Creation of a user profiles (offline)
For each user, we created a profile representing his normal behavior. Each decomposed sequence was converted into a co-occurrence matrix with a scope size of six (s = 6). We did not change the strength of the correlations between events on depending on their distance but instead used a constant value 1 for simplicity. We took all of the users' training dataset, consisting of 2500 (50 sequences × 50 users) decomposed sequences, and defined it as the domain dataset (n = 2500). The set of observation
. . , o m ) was determined by the unique events appearing in the domain dataset, which accounted for 635 commands (m = 635). We took 50 Eigen co-occurrence matrices (N = 50), whose contribution rate was approximately 90%, and defined this as the co-occurrence matrix space. The profile of a user was created by using his training dataset. We first converted all of his training sequences to co-occurrence matrices and obtained the corresponding feature vectors by projecting them onto the defined co-occurrence matrix space. Each feature vector was then used to reconstruct an approximated original co-occurrence matrix. This co-occurrence matrix was finally converted into a positive (or negative) layered network with a threshold of 0 (h = 0). We only used the positive layered network to define each user's profile.
Recognition of anomalous sequences (online)
When a sequence seq i of the User u was to be tested, we followed this procedure:
1. Construct a co-occurrence matrix from seq i . 2. Project the obtained co-occurrence matrix on the co-occurrence matrix space and obtain its feature vector. 3. Multiply the feature vector by the Eigen co-occurrence matrices to obtain a layered network. 4. Compare the layered network with the profile of User u. 5. Classify the testing sequence as anomalous or normal based on a threshold u .
To classify a testing sequence seq i as anomalous or normal, we computed the similarity between each network layer of seq i and each networks layer in the user profile, where we chose the largest value as the similarity. If the computed similarity of seq i was under a threshold u for the User u, then the testing sequence was classified as anomalous; otherwise, it was classified as normal. We defined the similarity between the networks of two sequences, seq i and seq j , as,
where T k (i) is the obtained network at the kth layer of seq i and
is the number of subnetworks that T k (i) and T k ( j) have in common. We extracted the 30 largest values to form a network (R = 30) and employed 3 connected nodes as the unit of a subnetwork (r = 3).
Results
The results illustrate the trade-off between correct detection (true positives) and false detection (false positives). A receiver operation characteristic curve (ROC curve) is often used to represent this trade-off. The percentages of true positives and false positives are shown on the y-axis and x-axis of the ROC curve, respectively. Any increase in the true positive rate will be accompanied by an increase in the false positive rate. The closer the curve follows the left-hand border and then the top border of the ROC space, the more accurate the results are, since they indicate high true positive rates and, correspondingly, low false positive rates. Figure 10 shows the resulting ROC curve obtained from our experiment with the ECM method. We have plotted different correct detection rates and false detection rates by changing α in the expression: is defined by finding the largest correct detection rate with a false detection rate of less than β%. We set β to 20 in this experiment and used the same values of u throughout all the test sequences (no updating). As a result, the ECM method achieved a 72.3% correct detection rate with a 2.5% false detection rate. Schonlau et al. [12] and Maxion et al. [13] have applied a number of masquerade detection techniques, including Bayes 1-Step Markov, Hybrid Multi-Step Markov, IPAM, Uniqueness, Sequence-Match, Compression, and Naive Bayes, to the same dataset used in this study. (See refs. [12] and [13] for detailed explanations of each technique.) Their results are shown in Figure 11 along with our results from the ECM method. As one can be seen from the data, the ECM method achieved one of the best scores among the various approaches.
Computational Cost
The ECM method has two computational phases, the offline and online phases. For the offline phase, the required computation processes are the following: transforming a set training sequences of length w to co-occurrence matrices, calculating the N eigenvectors of the covariance matrix, projecting co-occurrence matrices onto the co-occurrence matrix space to obtain feature vectors, constructing layered networks with R nodes in each layer, and generating a lookup table containing subnetworks with r connected nodes.
We used the Linux operating system (RedHat 9.0) for our experiments. We implemented the conversion of a sequence to a co-occurrence matrix in Java SDK 1.4. For the online phase, the required computations are the following: transforming a sequence to a co-occurrence matrix, projecting the obtained co-occurrence matrix to the set of N Eigen co-occurrence matrices, obtaining the feature vector of the co-occurrence matrix, constructing a layered network with R nodes, generating subnetworks with r connected nodes, and comparing the obtained layered network with the corresponding user profile. For one testing sequence, using the same environment described above, it took 642 ms to convert the sequence (l = 100, s = 6) to the co-occurrence matrix, 162 ms to obtain the feature vector (N = 50), 16.25 s to construct the layered network (R = 30), 2.60 s to generate the subnetworks (r = 3), and 2.48 s to compare the subnetworks with the profile. In total, it took 22.15 s to classify a testing sequence as normal or anomalous.
Discussion
As noted above, we have achieved better results than the conventional approaches by using the ECM method. Modeling a user's behavior is not a simple task, however, and we did not achieve very high accuracy with false positive rates near to zero. There is O set of observation events. l length of sequence to be tested. s scope size D domain dataset. Tables 2 and 3 . Table 2 lists the parameters that can be changed when computing a feature vector from a co-occurrence matrix. The parameter O determines the events for which correlations with other events are considered. If we took a larger number of events (i.e., UNIX commands), the accuracy of the results would become better but the computational cost cost would increase. Thus, the number of events represents a trade-off between accuracy and computational cost.
Changing the parameter l results in a different length of test sequence. Although we set l to 100 in our experiment in order to compare the results with those of conventional methods, it could be changed by using a time stamp, for example. The parameter s determines the distance over which correlations between events are considered. If we assigned a larger value to s, two events separated by a longer time interval could be correlated. In our experiment, we did not consider the time in determining the values of l and s, but instead utilized our heuristic approach, as the time was not included in the dataset. Moreover, we did not change the strength of the correlations between events depending on their distance for simplicity. Considering the aspect of dividing the number of occurrences by the distance between events, for example, would influence the results.
Choosing more sequences for the domain dataset D would result in extracting of more precise features from each sequence, as in the case of the Eigenface technique. This aspect could be used to update the profile of each user: updating the domain dataset would automatically update its extracted principal features, since they are obtained by using Eigen co-occurrence matrices. Table 3 lists the parameters that can be changed in constructing a network layer from a co-occurrence matrix. In our experiment, we set h = 0 and chose the largest 30 elements (R = 30) to construct a positive network. Nevertheless, the optimal values of these parameters are open for discussion.
Additionally, the detection accuracy would be increased by computing the mean co-occurrence matrix M 0 by using equation (2) instead of equation (1), since each original co-occurrence matrix is sparse. Moreover, normalization of Γ(T k (i), T k ( j)) by the number of arcs (or nodes) in both T k (i) and T k ( j) may improve the accuracy: let |T k (i)| be the number of arcs (or nodes) in network T k (i). Then the normalized Γ(T k (i), T k ( j)) would be simply obtained by Γ(T k (i), T k ( j))/(|T k (i)||T k ( j)|).
Conclusions and Future Work
Modeling user behavior is a challenging task, as it changes dynamically over time and a user's complete behavior is difficult to define. We have proposed the ECM method to accurately model such user behavior. The ECM method is innovative in three aspects. First, it models the dynamic natures of users embedded in their event sequences. Second, it can discover principal patterns of statistical dominance. Finally, it can represent such discovered patterns via layered networks, with not only frequent (positive) properties but also rare (negative) properties, where each layer represents a distinct principal pattern.
Experiments on masquerade detection by using UNIX commands showed that the ECM method achieved better results, with a higher correct detection rate and a lower false detection rate, than the results obtained with conventional approaches. This supports our assumption that not only connected events but also non-connected events within a certain scope size are correlated in a command sequence. It also shows that the principal features from the obtained model of a user behavior are successfully extracted by using PCA, and that detailed analysis by using layered networks can provide sufficient, useful features for classification.
Although we used the layered networks to classify test sequences as normal or malicious in our experiment, we should also investigate classification by using only the feature vectors. Furthermore, we need to conduct more experiments by varying the method's parameters, as described in Section 5, in order to improve the accuracy for masquerade detection. We must also try using various matching network algorithms to increase the accuracy.
