We study the physical properties of a homogeneous sample of 157 optically-thick absorption line systems at redshifts ∼ 1.8 − 4.4, selected from a high-dispersion spectroscopic survey of Lyman limit systems (LLSs). By means of multiple ionisation models and Bayesian techniques, we derive the posterior probability distribution functions for the density, metallicity, temperature, and dust content of the absorbing gas. We find that z > 2 LLSs are highly ionised with ionisation parameters between −3 log U −2, depending on the H I column density. LLSs are characterised by low temperatures (T < 5 × 10 4 K) and reside in dust-poor environments. Between z ∼ 2.5 − 3.5, ∼ 80% of the LLSs have physical densities between n H ∼ 10 −3.5 − 10 −2 cm −3 for the assumed UV background, but we caution that a degeneracy between the ionisation parameter and the intensity of the radiation field prevents robust inference on the density and sizes of LLSs. Conversely, metallicity estimates are less sensitive to the assumptions behind ionisation corrections. LLSs at z > 2 are characterised by a broad unimodal distribution over > 4 orders of magnitude, with a peak at log Z/Z ∼ −2. LLSs are metal poor, significantly less enriched than DLAs, with ∼ 70% of the metallicity PDF below log Z/Z −1.5. The median metallicity of super LLSs with log N HI 19 rapidly evolves with redshift, with a ten-fold increase between z ∼ 2.1 − 3.6 (∼ 1.5 Gyr). Based on this sample, we find that LLSs at z = 2.5 − 3.5 account for ∼ 15% of all the metals produced by UV-selected galaxies. The implications for theories of cold gas accretion and metal ejection from galaxies are also discussed.
INTRODUCTION
A detailed census of the metal budget in the Universe as a function of redshift provides valuable integral constraints to some of the most fundamental astrophysical processes that regulate galaxy evolution, including star formation, galactic outflows, and gas accretion (e.g. Fukugita et al. 1998; Bouché et al. 2007; Peeples et al. 2014; Rafelski et al. 2014 ). Both at high redshift (z ∼ 2.5) and in the local Universe, approximately ∼ 1/3 of the metals can be found within galaxies (Bouché et al. 2007; Peeples et al. 2014) , with the more diffuse intergalactic medium (IGM) and circumgalactic medium (CGM) being a significant repository of cosmic metals. Indeed, metals are ubiquitously detected in absorption line studies, albeit with the notable exception of a few pristine gas pockets (Fumagalli et al. 2011b; Simcoe et al. 2012) . Thus, the study of metallic-E-mail: michele.fumagalli@durham.ac.uk ity in absorption provides valuable insight into the chemical enrichment of cosmic structures across a wide range of densities, from the modest overdensities traced by the Lyα forest in the IGM (Schaye et al. 2003; Simcoe et al. 2004; Simcoe 2011) , up to the largest overdensities traced by damped Lyα systems (DLAs) found against quasars or γ−ray bursts sightlines (Pettini et al. 1994; Prochaska et al. 2003; Rafelski et al. 2012; Cucchiara et al. 2015) .
Until recently, a bottleneck in compiling a full census of cosmic metals was the lack of a systematic study of the metallicity in large samples of Lyman limit systems (LLSs), defined as optically-thick clouds with neutral hydrogen column densities between 17.2 log NHI < 20.3 1 . Differently from DLAs and the IGM, which have been the subject of dedicated campaigns to characterise their metal content, LLSs have received far less attention in past years, with most previous studies focusing on small samples, often restricted to the subset of so-called super LLSs (SLLSs) with 19 log NHI < 20.3. Part of this unbalance can be attributed to the difficulties in measuring NH I in optically-thick absorbers between 17.2 log NHI < 19, for which saturated hydrogen Lyman series lines and the lack of damping wings prevent precise estimates of the neutral hydrogen column density. Furthermore, differently from the study of metals in neutral DLAs, LLSs are significantly ionised and observers can only access tracers of the underlying metal content of LLSs via metal lines. Detailed ionisation modelling is thus needed to infer the intrinsic metal content of LLSs (see Section 4).
One of the first studies of the LLS metallicity was presented in Steidel (1990) , who analysed 8 systems between 2.90 < z < 3.23 with column densities 17.0 < log NHI 19.3, finding with photoionisation calculations metallicity between −3.0 < log Z/Z −1.5. Since this study, however, the attention has focused mostly on SLLSs. For instance, Dessauges-Zavadsky et al. (2003) studied 12 SLLSs between z ∼ 1.8 − 4.3 and conducted photoionisation modelling to assess the importance of ionisation corrections (ICs), concluding that generally ICs are < 0.2 dex for log NHI 19.3 and thus considered negligible. Péroux et al. (2007) and Péroux et al. (2008) studied the abundance of 6 SLLSs at z < 1.5 and 13 SLLSs at z 3. Again using photoionisation modelling, they concluded that ICs are small compared to observational uncertainties, typically below ∼ 0.2 dex and not exceeding ∼ 0.35 dex. Together with values from the literature, they reported that the metallicity of SLLSs evolves more rapidly with redshift than for DLAs, and that SLLSs tend to have higher metallicity than DLAs especially at z < 2 (cf Kulkarni et al. 2007 ). Nevertheless, SLLSs do not appear to substantially contribute to the total metal budget of cosmic structures at z ∼ 2.5 (but see Prochaska et al. 2006 ). More recently, Som et al. (2013) presented the analysis of the abundances of 5 SLLSs between 1.7 < z < 2.4 with the aid of ionisation models, finding that a varying degree of ionisation correction was needed for individual systems. Together with a large compilation of data from the literature, they also concluded that SLLSs are on average more enriched than DLAs, and may evolve faster with redshift (see also Meiring et al. 2009b; Battisti et al. 2012 ), a result that could be partially explained by different selections as a function of redshift (Dessauges-Zavadsky et al. 2009 ).
In recent years, there has been a renewed interest in probing the metal content of LLSs at lower column densities in the context of CGM studies and the postulated connection between LLSs and cold accretion (e.g. Faucher-Giguère & Kereš 2011; Fumagalli et al. 2011a; van de Voort et al. 2012; Fumagalli et al. 2014) . Fumagalli et al. (2013) presented the analysis of a composite spectrum of 38 LLSs at z ∼ 2.8 together with simple ionisation modelling, finding evidence that LLSs have typical metallicity below log Z/Z ∼ −1.5. Lehner et al. (2013) studied 28 partial LLSs and LLSs with column densities 16.2 log NHI 18.5 at z 1, uncovering a bi-modal distribution with two branches peaking at log Z/Z ∼ −1.6 and log Z/Z ∼ −0.3. Finally, Cooper et al. (2015) presented the analysis of 17 LLSs at z ∼ 3.2 − 4.4, selected based on the lack of visible metal lines in Sloan Digital Sky Survey (SDSS) spectra. Together with the study of a small but representative sample of LLSs, after ionisation corrections, they offered additional evidence that high-redshift LLSs span a range of metallicity between −3.0 < log Z/Z −1.5. In this work, we aim to provide a coherent analysis of the metal content of a large sample of LLSs from the High Dispersion Lyman Limit System (HD-LLS) survey , which includes 157 LLSs with column densities 17.3 log NHI < 20.3 between z ∼ 1.76 − 4.39. This study represents a ten-fold increase in the sample size for analyses of the metal abundances of LLSs derived from high dispersion data (Section 2). By means of multiple grids of ionisation models, combined with a Bayesian formalism and Markov Chain Monte Carlo (MCMC) techniques (Section 3), we derive posterior probability distribution functions (PDFs) for the metallicity and the physical density of LLSs, also assessing the robustness of ICs (Section 4) and exploring possible systematic effects arising from different model assumptions. We also include a homogeneous re-analysis of data for systems with 17.2 log NHI < 20.3 from the literature, especially at z < 2. Finally, we discuss the physical properties of LLSs (Section 5), both in the context of the cosmic budget of metals (Section 5.3) and of the properties of the CGM (Section 5.4). Summary and conclusions follow in Section 6. The readers who are primarily interested in the astrophysical implications of our work may wish to focus mainly on Section 5. Throughout this work, we assume solar abundances from Asplund et al. (2009) for which Z = 0.0134, and the "Planck 2013" cosmology (Planck Collaboration et al. 2014) with Hubble constant H0 = (67.8 ± 0.78) km s −1 Mpc −1 and matter density parameter Ωm = 0.308 ± 0.010.
OBSERVATIONS
Our primary dataset includes 157 LLSs from the HD-LLS survey presented in Prochaska et al. (2015) , which is composed by an H I selected sample of optically-thick absorbers between z = 1.76 − 4.39. Systems from this sample have been observed at high resolution with echelle or echellette spectrographs at the Keck and Magellan telescopes. We refer the reader to the work by Prochaska et al. (2015) for additional details on the observations, data reduction and analysis, including the measurement of column densities for hydrogen and metal ions. Relevant to this analysis, column densities have been measured using the apparent optical depth method (Savage & Sembach 1991) focusing on transitions outside the Lyα forest. This means that common transitions such as O VI, C III, a Asterisks mark uncertain column densities for which we assume a flat distribution centred on the listed value and with half width defined by the quoted error. Si III are not included for the majority of the systems analysed. The implications of this restriction will be discussed below.
In this study, we also collect 77 LLSs (strictly with 17.3 log NHI < 20.3) from the literature, when ion column densities are available (see Table 1 ), bringing the total sample to 234 systems. Although we analyse literature data together with our own sample in a self-consistent manner, in the following we will primarily refer to the HD-LLS subset for a statistical analysis of the LLS population, thus avoiding possible selection biases from heterogeneous compilations of LLSs in the literature. A list of the LLSs included in this study and a summary of their redshifts and H I column densities is provided in Table 1 and Figure 1 . As highlighted in Figure 1 , by leveraging the HD-LLS sample, our analysis significantly augments the samples used in previous studies, especially for 17.3 log NHI < 19.0.
IONISATION MODELLING AND PARAMETER ESTIMATION
Differently from the higher column-density DLAs, the bulk of the gas in SLLSs and LLSs is not fully neutral, and therefore the observed ions are only tracers of the underlying chemical abundance of the gas. It is therefore necessary to apply ICs to translate the observed ion abundance into a measurement of the gas phase metallicity. The standard technique followed by many authors is to compute ICs relying on parametric one-dimensional radiative transfer calculations, typically at equilibrium, in which radiation with specified spectral properties strikes the face of a "cloud" that is generally assumed to be a slab of homogeneous medium with specified physical characteristics (e.g. density and metallicity). This problem is very tractable from a theoretical point of view, thanks to publiclyavailable radiative transfer codes. However, in real astrophysical environments, many of the parameters that specify the geometry of the problem, the incident radiation field, or the sources of opacity in the radiative transfer equation, are unconstrained. Thus, common practice is to generate large grids of models, and to use observables to constrain the unknown parameters. Once a parametric grid of models is at hand, one wishes to identify the "best" set of parameters θ by comparing observables N with model predictions M. In this context, N is a set of column densities Nx and associated errors σx, while M is a set of column densitiesNx computed from parametric ionisation models. Here, the vector index for θ runs over the D parameters that define the dimension of the problem, and the vector indexes for M and N run over all the column densities of i-th elements in j-th ionisation stages. In the following, we will adopt a Bayesian formalism (see also Crighton et al. 2015; Cooper et al. 2015) , with which we can explore the posterior PDFs for parameters of interest (e.g. density and metallicity), after marginalising over additional nuisance parameters that describe the radiative transfer problem (e.g. dust, local sources, temperature).
More specifically, the joint posterior PDFs of the parameters given the observables and the models is defined by
with p(θ|M) the prior on the parameters given the models, p(N|θ, M) is the likelihood of the data given the models, and p(N|M) is the marginal distribution. In this work, the likelihood is defined as product of Gaussian functions
In presence of upper or lower limits for a given ion, the corresponding term in the product of the right-hand side of Equation 2 is replaced by a rescaled cumulative distribution function or Q-function, respectively. Throughout this work, we will attribute equal probability to the values of unknown parameters (e.g. volume density, metallicity) by means of flat priors. For the redshift and the H I column density, which are measured for each individual system, we assume instead Gaussian priors centred at the observed values. The only exception is for LLSs with saturated Lyman series lines, for which we assume a top-hat function between the minimum and maximum values allowed by observations (for more details see Prochaska et al. 2015 , and Table 1 ). To reconstruct the posterior PDFs for individual systems, we sample the full parameter space using EMCEE (Foreman-Mackey et al. 2013) , an affine invariant MCMC ensemble sampler. In Appendix A, we present results of the analysis of mock data to validate our procedure. We stress that an underlying assumption of this method is that we are comparing model predictions to observations after integrating the ionic column densities over the entire depth of the absorbing cloud. This means that, effectively, we are smoothing possible dishomogeneities in the metal distribution of individual LLSs (e.g. Prochter et al. 2010) . Furthermore, the number of transitions included in the analysis of each system varies according to the wavelength range of the spectra, the data quality, and the redshift of the LLS. We refer the readers to Prochaska et al. (2015) for details on individual absorbers, noting that about 8 metal transitions are included for a typical LLS.
SYSTEMATIC UNCERTAINTIES IN THE IONISATION CORRECTIONS
In this work, we use the CLOUDY (c13.03 ; Ferland et al. 2013 ) radiative transfer code to construct grids of ionisation models. Given the limited number of transitions accessible in spectra, it is generally not practical to constrain all the possible free parameters relevant to this radiative transfer problem. Thus, a few simplifying assumptions are often necessary, or at least routinely applied in the literature. Nevertheless, understanding the implications of the assumptions made in the derivation of physical quantities is of clear importance, despite being a computationally-intensive task. Subtle systematic errors or any unexplored degeneracy may in fact taint the final results. In this section, before turning our attention to the statistical analysis of the LLS metallicity and its astrophysical implications, we aim to discuss the robustness of the applied IC by comparing the inferred distributions of metallicity and density under varying model assumptions. Our goal is to provide a simple but quantitative assessment of the degeneracy related to ICs in this type of work. We will start by considering a "minimal" model, that is the model with the least number of free parameters. Next, we will compare the results from this simple but widely-used model with results from more complex models, in which additional degrees of freedom are introduced. In practice, it may not always be possible to adopt heavily parametric models, but these different calculations should offer, to first order, an estimate of the systematic uncertainties of our results. Figure 2 . Slices of the fraction of carbon in three ionisation stages (C + top, C ++ middle, C +++ bottom) as predicted by the minimal photoionisation model as a function of density, redshift, and column density. The ion fractions are shown as a function of redshift and N H I for n H = 10 −2.5 cm −3 (left), of N H I and n H for z = 2.5 (centre), and of redshift and n H for log N HI = 18 (right).
Minimal model
Our minimal model consists of a static gas slab of constant density nH, and thus we restrict our analysis to a single phase medium. This gas slab is illuminated on one side by the redshift-dependent metagalactic UV background radiation J uvb (z) as specified by the Haardt & Madau (2012) model. The cosmic microwave background is also included. The geometry of the problem is specified by the neutral hydrogen column density NHI, which in turn defines the depth of the cloud ∆r. In the minimal model, we do not include the effects of grains, and we assume that all the metals are in the gas phase. The relative abundance of each element Ai is assumed to be consistent with the solar neighbourhood, as compiled in Asplund et al. (2009) . Each CLOUDY model is iterated until a converged solution is reached. Table 2 summarises the parameter space covered by this minimal grid of models. The grid has dimension D = 4, but only two parameters (density and metallicity) are unconstrained, as both redshift and column density can be directly measured with varying degree of accuracy. Throughout this analysis, we focus on a set of ions that are commonly detected in our sample of LLSs (see e.g. Prochaska et al. 2015) .
Before diving into the derivation of the density and metallicity posterior PDFs, we briefly discuss how ICs vary with the free pa- The columns of the table are: (1) the free parameter as described in the text; (2) the minimum allowed value; (3) the maximum allowed value; (4) the step adopted in the grid. rameters under consideration 2 . As an example, Figure 2 shows the fraction of carbon in three ionisation stages as a function of density, redshift, and column density. Well known trends from photoionisation calculations can be seen in this figure.
Considering low ions first (e.g. C + ), one can see that X C + increases towards high column and volume densities with curves of constant ionisation fraction that are approximately diagonal in the log nH-log NHI plane. Also visible is the effect of the redshift-dependent photoionisation rate, ΓHI, which is encoded in the Haardt & Madau (2012) model. Due to the evolution of the UVB, the lowest neutral fraction can be observed at z ∼ 2 for a fixed column density (see right panels), with a rapid increase towards z ∼ 0 as ΓHI plunges. Similar features are also commonly found in the variation of X with redshift and density for common low-ionisation species (e.g. for Si
Figure 2 also highlights how the fraction of progressively more ionised species shifts with density at constant redshift. At z ∼ 2.5 most of the carbon is singly ionised for log nH −1.5, doubly ionised between −3 log nH −1.5, and triply ionised for log nH −3. Thus, carbon (or silicon) are expected to be predominantly ionised within LLSs, yielding strong C III and Si III absorption as seen in previous work (e.g. Prochaska et al. 2010; Ribaudo et al. 2011; Fumagalli et al. 2013 , see also Sect. 5.2). For reference, the mean cosmic density at z ∼ 2.5 is ∼ 8 × 10 −6 cm −3 . With the minimal grid of models in hand, we apply the formalism described in Section 3 to infer the posterior PDFs for density and metallicity. Specifically, we reconstruct the posterior PDFs for each of the 234 LLSs in our sample by running the MCMC code over each set of observations. In principle, we could then assign a unique value of density and metallicity to each systems (e.g. through percentiles of the reconstructed PDFs). However, in some cases, the posterior PDFs show broad and/or bi-modal distributions, reflecting the degeneracy between parameters given a limited number of observables. In the following, we therefore prefer to study the statistical properties of the LLS population by exploiting the information contained in the PDFs rather than in "best fit" values for individual systems. Comparisons between medians of the posterior PDFs will be used to assess the level of convergence of the different physical parameters with respect to model assumptions and to evaluate the metal mass density of LLSs (equation 7). To further assess how the sample variance influences the shape of the reconstructed PDFs, we adopt bootstrap techniques. Specifically, we construct 1000 realisations for the PDF of quantity of interest 2 In this work, X E j ≡ (n i,j /n i ) defines the fraction of the i-th element "E" that is found in the j-th ionisation stage. Thus, as an example, X H 0 is the neutral fraction of hydrogen. by combining sets of 234 LLSs, drawn from the full sample but allowing for repetitions.
The marginalised PDFs for the density and metallicity are shown in left-most panels of Figure 3 and 4, both for the entire sample (red) and the HD-LLS sub-sample (blue). From these figures, we infer that, under the assumption of a minimal photoionisation model, the density distribution for the HD-LLS sub-sample is characterised by a well-defined peak between −3 log nH −2, while the PDF of the full sample exhibits also a tail at higher densities, attributable to the lower redshift and higher column density of the LLSs from the literature (Figure 1) . Similarly, the metallicity distribution for the HD-LLS dataset is peaked around log Z/Z ∼ −2, with broader tails both at high and low metallicity. Again, due to the different nature of the systems from the literature, the entire sample shows a prominent tail towards higher metallicity, possibly with a hint of a second peak around log Z/Z ∼ −1.
In an attempt to quantify whether this minimal model provides an acceptable description of the data, we examine the average residuals by comparing the observed ions to the model predictions given the median of the PDFs for the free parameters in the model. We also compute the residuals for the third most-deviant ion in each system, to provide further insight into the ability of the model to capture the column density for a wide range of ions. With this exercise, we find that < 15% of the systems have either the mean residual or the residual of the third most-deviant ion in excess of 3 times the observed error. We also examine the joint PDF of density and metallicity to assess how well we can constrain individual parameters with this model. In Figure 5 , we show the mean joint PDF for the HD-LLS sub-sample, which we construct by combining the joint PDFs for individual systems after normalising them to the respective medians. This figure shows that, on average, most of the probability is contained within a single region, centred around zero. This means that, on average, both densities and metallicity are characterised by well defined unimodal PDFs. Furthermore, despite some degree of correlation (see also Cooper et al. 2015) , the posterior PDFs are on average well contained within ±0.2 dex from the Figure 3 , but for the posterior PDFs of the metallicity. The metallicity distributions for this sample are characterised by a peak around log Z/Z ∼ −2, with broader tails and possibly a secondary peak close to log Z/Z ∼ −1. Appreciable differences among different models can be seen.
-6.5 -5.5 -4.5 -3.5 -2.5 -1.5 -0.5 0.5 log j qso -6.5 -5.5 -4.5 -3.5 -2.5 -1.5 -0.5 0.5 log j qso C + + -6.5 -5.5 -4.5 -3.5 -2.5 -1.5 -0.5 0.5 log j qso C + + + 3.2 2.8 2.4 2.0 1.6 1.2 0.8 0.4 0.0 log X Figure 6 . From left to right, the variation in the fraction of singly, doubly, and triply ionised carbon as a function of additional contribution from galaxies and quasars to the UVB radiation field (see text for details). Progressively higher contributions from local sources reduce the fraction of carbon in low ionisation stages, with the harder SEDs of quasars contributing the most to the ionisation of C +++ . Each panel shows a slice in the source grid of models at z = 2.5, log N HI = 18, log n H = −2.5, and log Z/Z = −2.5. The columns of the table are: (1) the free parameter as described in the text; (2) the minimum allowed value; (3) the maximum allowed value; (4) the step adopted in the grid.
median, indicating that most of the probability is found close to the peak of the distribution. A similar shape is found for the joint PDF for the entire sample (not shown), although the heterogeneous quality of the data from the literature (with some systems having only a couple of measured transitions) broadens the width of the joint PDF. In turn, this means that the large spread observed in Figure 3 and Figure 4 arises from intrinsic scatter in the physical properties of the LLS population. Altogether, we conclude that a very simple photoionisation model is able to capture the ion distribution for most of the systems under analysis, although with a few significant outliers. Moreover, high ions such as N +4 or O +5 , included in our analysis when measured in the observations, are known to be under-produced in standard photoionisation models (e.g. Lehner et al. 2014) , and our models are no exception. Despite this good agreement, as we will show in the following via series of model expansions, the reconstructed PDFs are subject to systematic uncertainties arising from the adopted ionisation models.
Uncertainties in the UVB model and proximity to local sources
An important assumption of the minimal model is a fixed source of ionising radiation, which introduces a one-to-one mapping between density and ionisation parameter. However, as discussed at length in the literature, both the intrinsic uncertainty in the UVB model Fumagalli et al. 2011a ) make calculations that rely on a specific UVB prone to substantial uncertainties (e.g. Agafonova et al. 2005; Fechner 2011; Simcoe 2011; Crighton et al. 2015) . For these reasons, parametric models have been devised to allow for variations in the source of radiation. One such parametrisation can be found in the recent work by Crighton et al. (2015) , who introduce a free parameter αUV to tune the hardness of the UVB from a hard (AGN dominated) to a soft (galaxy dominated) spectrum. Here we follow a similar procedure, which we however generalise to allow for a free parametrisation in the amplitude of the radiation field, suitable for the treatment of local sources. In the model of Crighton et al. (2015) , in fact, the UVB spectrum is renormalised to satisfy independent measurements of the hydrogen and helium photoionisation rates within a ±0.3 dex interval. More substantial variations in the normalisation are, however, especially relevant for LLSs, as many pieces of evidence consistently place optically-thick absorbers in proximity to galaxies or even quasars (Faucher-Giguère & Kereš 2011; Fumagalli et al. 2011a; van de Voort et al. 2012; Fumagalli et al. 2013; Prochaska et al. 2013) . However, as we will show below, by allowing for a varying amplitude in the radiation field, we break the one-to-one relation between the physical density and the ionisation parameter, thus introducing a degeneracy in the model.
To obtain a more generalise form for the radiation field, we construct a source term by combining three contributions: the intensity from the UVB, J uvb (ν), the intensity from local galaxies, J gal (ν), and the intensity from a local AGN, Jqso(ν). The combined input spectral energy distribution (SED) therefore becomes J(ν) = J uvb (ν) + j gal J gal (ν) + jqsoJqso(ν), where j gal and jqso are free parameters (constrained to be positive). Clearly, many parameters regulate the amplitude of the local radiation field for quasars and galaxies. To minimise the number of free parameters, and given that we are not trying to constrain the astrophysical origin of a radiation field in excess of the UVB, we combine the intrinsic properties of local sources and the escape fraction of ionising radiation in two "phenomenological" parameters (j gal and jqso) that globally describe the effects of local sources, as detailed below.
For J gal , we create a STARBURST99 model (v7.0.1; Leitherer et al. 1999 ) using default input parameters, a continuous star formation rate (SFR)ψ = 1 M yr −1 , and the Geneva (2012) stellar tracks with no rotation and solar metallicity (Ekström et al. 2012 ). The normalisation coefficient j gal is then used to account, altogether, for the intrinsic SFR of the local source, the escape fraction of ionising radiation fesc, the distance between the cloud and the source dcs, and a dust extinction κ that does not depend on wavelength. Thus, in our model
As an example, log j gal −4 yields the Haardt & Madau (2012) UVB within ∼ 1% at all frequencies, while log j gal ∼ 2 describes a cloud at ∼ 30 kpc from a galaxy withψ = 100 M yr −1 and fesc = 0.1. For Jqso(ν), instead, we use the mean quasar SED from Richards et al. (2006) , which we combine with the other sources with weight jqso to account for varying degrees of intrinsic luminosity L qso,bol , proximity to the source, and constant dust extinction: jqso = L qso,bol 4.6 × 10 47 erg s −1 100 kpc dcs
With this parametrisation, the UVB is recovered within 1% at all frequency for log jqso −6, while log jqso ∼ 0.5 describes a cloud that lies at ∼ 50 kpc from an average type 1 quasar. The full parameter space occupied by this grid of models, dubbed "source", is described in Table 3 . Finally, to assess the systematic difference arising from different choices of the UVB, we re-run a second grid of source models, labelled "source2", by using the Faucher-Giguère et al. (2009) UVB instead of the Haardt & Madau (2012) model.
Before running the MCMC procedure on the data, in Figure 6 we provide a visual example on how the ionisation stages of common elements are affected by the inclusion of additional sources of radiation. Specifically, the variation of ionisation for carbon in C + , C ++ , and C +++ is shown as a function of j gal and jqso, for constant redshift (z = 2.5), density (log nH = −2.5), metallicity (log Z/Z = −2.5), and column density (log NHI = 18). As expected, increasing the contribution of local sources increases the ionisation parameter at fixed physical density, and a progressively larger fraction of carbon can be found in C ++ and C +++ . Further- more, the addition of a harder quasar SED for log jqso > −1.5 induces ionisation of carbon in higher stages, most notably from C ++ to C +++ (cf Simcoe 2011). When using the source and source2 grid of models to infer the posterior PDFs for the density and metallicity, we find that the metallicity of LLSs, as a population, is not particularly sensitive to variations in the radiation field. Comparing the posterior PDFs derived from the source and source2 models to the one inferred from the minimal model (Figure 4) , one can see that, especially for the HD-LLS sub-sample, the distributions retain a similar shape. Furthermore, one can also see how the source and source2 models yield a virtually identical PDF for the metallicity of these LLSs. Conversely, substantial differences can be seen for the PDFs of the density (Figure 3) . While the characteristic peak between −3 log nH −2 is retained, appreciable discrepancies can be noted when additional sources are included, particularly with an excess probability for −2 log nH −1 compared to the results from the minimal model. This excess is a consequence of our treatment for the local radiation field, which can only boost the contribution from the UVB, thus skewing the density distribution to higher values.
The Figure 5 , for the joint PDFs of metallicity and density (top) and density and j gal (bottom). Due to the weak constraints on the contribution from local sources, the density PDF broadens.
found, with a mean offset of ∼ 0.01 dex and dispersion of ∼ 0.15 dex. Conversely, for the density, we find both a larger scatter and a systematic offset between the medians, with typical discrepancies of 0.33 ± 0.49 dex. Notably, when we compare medians inferred assuming the Haardt & Madau (2012) UVB model to the ones inferred assuming the Faucher-Giguère et al. (2009) UVB model, we find a tight correlation for both metallicity (0.02 ± 0.11 dex) and, although with larger scatter, densities (0.06±0.33 dex). Thus, variations in the shape and amplitude of the UVB among different models are sub-dominant compared to uncertainties in a local radiation field. The origin of the different behaviour in the density and metallicity PDFs is attributable to the degeneracy between density and intensity of the local radiation field. That is, the available data are able to quite precisely constrain the ionisation parameter, and thus the metallicity of LLSs. However, there is not enough information within most of these observations to also constrain the shape and amplitude of the radiation field, as it is clear from the broad posterior PDFs for j gal and jqso (Figure 7) . Such a broad PDF could in principle be the result of a superposition of many narrow PDFs if LLSs had to be exposed to a diverse range of radiation fields. However, the shape of the mean joint PDF for the density and j gal The columns of the table are: (1) the free parameter as described in the text; (2) the minimum allowed value; (3) the maximum allowed value; (4) the step adopted in the grid.
of individual systems (Figure 8 ) rather indicates that j gal (and jqso) are mostly unconstrained 3 , and thus we cannot precisely establish the importance of additional sources of radiation with this procedure. In response to a broad PDF for j gal and jqso, the density PDF broadens (top panel of Figure 8 ), often with tails to higher nH to compensate for additional sources of ionising radiation.
We note that, despite the inclusion of two additional parameters, the source and source2 models do not appear to yield significantly better residuals, which remain comparable to what was found when using the minimal model. Again, we can attribute this result to the ambiguity in separating density and sources of radiation, which shifts the medians from the peaks of the PDFs. Finally, while we should refrain from strong conclusions based on the PDFs for j gal and jqso given the discussion above, it is worthwhile noting that high values of j gal and, especially, of jqso have low probability in this sample. Furthermore, there seems to be a preference for a low (perhaps non-zero) contribution from local sources, suggestive that the population of LLSs could be exposed to only modest levels of ambient radiation in excess to the UVB (e.g. Schaye 2006; Prochaska et al. 2013 ).
Dust depletion
Up to this point, we have considered idealised absorption systems with no dust and a gas phase abundance pattern equal to the one measured in the solar neighbourhood. Next we examine, in simple terms, the impact that this assumption has on the metallicity determination for LLSs.
Several authors have addressed the problem of characterising element by element depletion factors and their variation with physical properties, both in the nearby and in the distant Universe (e.g. Savage & Sembach 1996; Prochaska et al. 2007; Jenkins 2009; Rafelski et al. 2012; De Cia et al. 2013 ). These studies convincingly show that dust depletes elements onto grains in the denser astrophysical environments. Nevertheless, the complex astrophysics that regulates dust formation or the condensation and evaporation of elements onto and from grains hampers the formulation of a general theory for the depletion factors of all the elements of interest, especially at high redshift and within the poorly-explored population of LLSs.
For this reason, in the following, we construct a very simple grid of "dust" models building on the empirical work of Jenkins (2009) . Given the many unknowns, and the degeneracy between dust depletion and intrinsic deviations from the assumed 3 The joint PDF for the density and jqso is not shown, but it has a similar shape. solar abundance, we construct a model that relies on a single parameter that regulates both the dust-to-gas ratio at constant metallicity and the element-by-element depletion. Specifically, we expand the minimal model introducing ISM grains as specified by CLOUDY with an abundance relative to solar composition defined by Zgrn/Z = α dtm Z/Z , where Z/Z is the gas phase metallicity and α dtm is a free parameter that specifies the dust-to-metal ratio. It should be noted that the inclusion of grains in CLOUDY affects both the gas thermal state and the opacity. Next, we compute the depletion of relevant elements from the gas phase relative to their solar abundance following the fitting formulae provided by Jenkins (2009, their table 4 and equation 10), which we generalise to the case of systems with arbitrary metallicity. As described in detail in Jenkins (2009) , while the absolute value of the gas phase abundance of each element is uncertain, it is possible to more accurately establish how rapidly each element is depleted onto dust grains by introducing a depletion strength factor, F * , which varies from sightline to sightline.
Following the notation of Jenkins (2009) 1.50 Figure 10 . Same as Figure 5 , for the joint PDFs of metallicity and density (left) and density and F * (centre), and metallicity and F * (right). Density and metallicity in the dust grid of models are well constrained, despite the broader PDFs.
[
we can write the gas phase metallicity as
where BX, AX, and zX are locally-calibrated coefficients taken from Jenkins (2009) 
Here, we further expand on the work of Jenkins (2009) in two ways. Firstly, equation 6 returns a non-zero level of depletion even for F * = 0. For our purposes, however, we wish to recover a limiting case of no depletion for all elements, and we allow for values F * < 0. We note, however, that the limiting case [X/H] dep = 0 is recovered for different elements by means of different F * . Because of the use of a single F * parameter, the extrapolation of depletion factors for large negative values of F * could yield negative corrections for some elements, which we cap to 0. Similarly, there is no prior reason to impose the condition F * 1, which originates from empirical considerations in the analysis of Jenkins (2009) . Thus, in our work we allow for cases with F * > 1. Indeed, although stronger depletion than observed in the local ISM is probably a rare occurrence for LLSs, it may be plausible for some of the super-solar systems. Secondly, we postulate a connection between α dtm and F * such that α dtm = F * for F * 0, and α dtm = 0 otherwise. We emphasise that this choice is rather arbitrary, as the exact scaling between the dust content and the depletion is unexplored for LLSs. Nevertheless, this ansatz lets us specify a simple dust model that, with a single parameter F * , provides an expansion of the minimal model with desirable characteristics. For F * > 0, dust grains are included in the photoionization modeling with abundance proportional to F * and elements are depleted according to equation 6, also allowing for a variable metal-to-dust ratio. For F * = 0, dust grains are not included, although residual deviations from the assumed solar abundance pattern are allowed. Finally, for F * < 0, the behaviour of the minimal dust-free model is progressively recovered. As previously done for jqso and j gal , we note that we do not attempt to assign a physical meaning to the precise values of F * (see below). A summary of the parameters included in the dust grid of models is provided in Table 4 .
Besides the obvious effect of altering the relative ratios of ions when keeping constant all the other parameters of the grid, the ionisation stages of the individual elements in the dust grid do not appreciably differ from the trends already discussed for the minimal models (Figure 2) . However, the inclusion of dust shapes the radiation transmitted through the cloud and the gas thermal state. As a consequence, at the corner of the grid where the highest density, metallicity, and column densities are found, models with F * 0.5 develop a molecular phase. In turn, this leads to a reduction of the effective hydrogen column density in the neutral atomic phase when compared to a dust free model. Throughout our analysis, we account for this effect by considering the output log NHI in the computation of the priors. However, as we will show below, data prefer models with low dust content and thus the molecular phase is unimportant for our analysis.
When using the dust grid of models to infer the posterior PDF for density and metallicity, we recover the distributions shown in Figure 3 and Figure 4 (right panels). The density distribution appears to be nearly insensitive to the inclusion of F * in the dust model, with the exception of the highest density tail for the literature sample. Conversely, the metallicity PDFs show some discrepancies, particularly for log Z/Z −1.5 and for the literature sample dominated by low-redshift and high-column systems. To better understand the origin of this difference, we inspect the medians ( Figure 9 ) and shapes (Figure 10 ) of the posterior PDFs for the density and metallicity, as well as the posterior PDF for F * ( Figure  11 ).
For the HD-LLS sample, both the median density and metallicity appear to be tightly correlated, with a dispersion of ∼ 0.3 dex. For the metallicity, most of this dispersion is driven either by data with log Z/Z > −1 or log Z/Z −3. The lower-redshift higher-column density sample from the literature follows similar trends, with an even more pronounced dispersion in the metallicity for log Z/Z > −1.5. Qualitatively, an increasing importance of dust towards lower redshifts is in line with the results from studies of Mg II absorbers (e.g. Ménard et al. 2008) . At higher metallicity, despite the small sample size, there is also evidence for a systematic offset, in the direction of having higher metallicity for the dust model. This offset arises from a tentative correlation between F * and log Z/Z * (not shown), for which a higher intrinsic metallicity is required to model observations for the gas phase metal content in the presence of depletion. Regarding the discrepancy at lower metallicity, instead, the deviant points are for LLSs with only one or two detected ions. Compared to the minimal model, it appears that values F * > −0.5 provide a better fit for these detected ions, and in particular for the ubiquitous detection of C IV. Lacking multiple ions in different ionisation stages, it is unclear whether this result is physical or whether it arises from a second-order degeneracy among parameters. As this discrepancy is seen in only 4 systems and does not impact our conclusions, we do not investigate it further.
Differently from the case of the source model, we note that the inclusion of an additional parameter in the grid does not introduce significant degeneracy. The shape of the mean joint PDFs ( 10) reveals that density, metallicity, and F * are generally well constrained. Due to the simplicity of our dust model, however, it is not surprising that the posterior PDFs for F * are quite broad, and that the PDFs for the metallicity broaden compared to what seen in Figure 5 . As before, this figure provides a qualitative way to disentangle the width in the PDF for individual systems (∼ 0.2 − 0.3 dex) from the scatter within the population when examining the combined posterior PDFs for the entire sample. Given that the shape of the PDFs for F * is generally well constrained, the posterior PDF for F * encodes some information on the dust properties of these LLSs, although in a model-dependent way. From Figure 11 , we see that most of the probability lies at F * < 0, which suggests that LLSs typically reside in environments with low dust content. There is also evidence that > 50% of the probability is contained between −1 F * 0. This result stems almost entirely from the fact that, in our model, iron exhibits residual depletion even for F * < 0 (Jenkins 2009). However, the physical interpretation of negative but small F * is complicated by the degeneracy between iron depletion onto dust grains and its unknown intrinsic abundances relative to α−elements (cf Berg et al. 2015) . Due to this ambiguity, we cannot make any inference on depletion based on the posterior PDF for F * . We only note on empirical grounds that a lower than solar iron abundance is preferred by the data given our simple model. Indeed, inspecting the residuals, we note that the inclusion of F * now ensures that the observed column densities are reproduced within 2 times the observational errors for ∼ 80% of the LLSs.
Effects of collisions
Up to this point, we have consider only models in which the gas is predominately photoionised. Indeed, for the majority of LLSs published in the literature, strong absorption from elements which are doubly or triply ionised (e.g. Ribaudo The columns of the table are: (1) the free parameter as described in the text; (2) the minimum allowed value; (3) the maximum allowed value; (4) the step adopted in the grid. prior on the lack of significant collisional ionisation at temperatures > 10 5 K. It is in fact well known that in collisional ionisation equilibrium (CIE) the most abundant elements can be found in neutral or singly/doubly ionised phase only for T < 10 5 K (e.g. Gnat & Sternberg 2007; Gnat & Ferland 2012) . Additional constraints on the gas temperature at < 10 5 K in CIE originate from the fact that LLSs, although ionised, contain large amount of neutral hydrogen. Achieving H I column densities as large as 10 19 − 10 20 cm −2 for temperatures 10 5 K would require extreme column densities (> 10 24 cm −2 ) for the total atomic hydrogen. To seek confirmation of this hypothesis in our own data, we construct a CIE grid of models as an extension of the minimal model, by setting the gas temperature to a constant value over the interval 10 4 − 10 6 K. The parameters of this grid are summarised in Table 5 . Differently from the previous calculations, we also impose a maximum column density for the total hydrogen of log NH = 10 24 cm −2 ∼ 8×10 3 M pc −2 to avoid cases in which the desired H I column density is achieved by means of implausibly large columns of highly-ionised hydrogen.
When using the CIE grid to model the data, in line with our expectations, we find that observations nearly exclusively prefer models with T < 5 × 10 4 K (with ∼ 70% of the probability), thus recovering the limiting case of gas that is photoionised ( Figure  12 ). The tail at T > 10 5 K arises from either a tail in the temperature PDF for systems with large residuals (i.e. for which there is no satisfactory model in the grid) or for low metallicity systems that are dominated by non detections. In the latter case, the temperature PDFs are sometimes double peaked. High temperature models with very low column densities for most of the ions, particularly singly or double ionised, represent an acceptable solution even if limits or values for lines from triply ionised elements (i.e. C IV and Si IV) are overpredicted. Overall, however, the accepted models from the CIE grid yield worse residuals compared to what found using photoionisation models.
While this analysis favours photoionisation over collisional ionisation at high temperature, we do not exclude the existence of a second gas phase where collisional ionisation is important or even dominant. Indeed, other conditions than those found in photoionised gas are likely required to reproduce the strong O VI absorption seen in many LLSs (e.g. Lehner et al. 2014) .
PHYSICAL PROPERTIES OF LLSs AND ASTROPHYSICAL IMPLICATIONS
In the previous section, we have used Bayesian techniques combined with grids of ionisation models to infer the posterior PDFs for the metallicity and density of a sample of 234 LLSs between redshift z ∼ 0 − 4.4, including a homogeneous subset of 157 LLSs from the HD-LLS survey, which form the main statistical sample for this analysis. Through different radiative transfer calculations, we have assessed whether the analysis of multiple ions in individual systems yields robust inference on the physical properties of LLSs. Under the basic assumptions of a single phase medium in ionisation equilibrium, we have shown that the inferred PDFs for the LLS metallicity is well converged, while the inferred PDFs for the hydrogen density are less robust, being more sensitive to the assumptions made on the shape and intensity of the radiation field that illuminates the clouds. Next, we discuss the astrophysical implications of our analysis, focusing on the physical properties of LLSs across cosmic epochs and their connection to accretion and feedback processes. Throughout the remainder of this paper, we use the results derived assuming the dust grid of models, which provide a satisfactory description of the data 4 , as we have shown in Section 4.3.
Redshift evolution and column density dependence
Our best estimate for the posterior PDFs for the density and metallicity inferred from both the total sample and the HD-LLS subsample using the preferred dust model are shown in Figure 13 and 14. The left-most panel in these figures show the distributions from the entire sample. As was clearly shown in Figure 1 , however, the full sample spans a wide range of redshifts and H I column density, but not uniformly. Thus, the reconstructed PDFs carry the imprint of the selection functions for our data. To gain insight into the underlying physical properties of high redshift LLSs, we therefore restrict our analysis to the HD-LLS sample in the redshift interval z ∼ 2.5 − 3.5 (second panel in Figure 13 and 14) , where the data 4 Additional tests based on mock data and the dust grid of models can be found in Appendix A. 2.5 < z < 3.5 All HDLLS Figure 15 . Top. Redshift evolution of the metallicity for all the LLSs with log N HI 19 in our sample (grey circles), and for the subset from the HD-LLS survey (blue squares). Data points and their associated error bars represent the median and the 25th/75th percentiles of the composite posterior PDFs in redshift bins that are chosen to contain at least 25 LLSs each. Metallicity measurements for individual DLAs from the literature are also superimposed (crosses). The black line marks the median IGM metallicity (Simcoe 2011) . A clear trend with redshift is visible. Bottom. Dependency on the metallicity as a function of column density for all the LLSs at z ∼ 2.5 − 3.5 (grey circles) and the HD-LLS subset (blue squares), showing tentative evidence that lowest column density systems are the most metal poor. more homogeneously sample the full range of column densities. Given the large sample size, we can further subdivide the sample in two intervals of column densities (third and fourth panels), with a cut at log NHI = 19 for comparisons with previous literature on SLLSs (see Sect. 1).
Considering the density PDF first, we find that ∼ 80% of the probability is contained within 10 −3.5 nH 10 −2 cm −3 , with a hint of higher density for the SLLS subset. However, due to both sample variance and the substantial uncertainties in the density determination for individual systems, we regard this difference as marginal given current data. Again, we remark that while the density for the entire population can be constrained, at least loosely, our study confirms a fundamental limitation in the use of photoionisation models to infer the density of individual LLSs. More signif- (69) z =2.5−3.5 N HI >10 19 Figure 14 . Same as Figure 13 , but for the PDFs of the metallicity. The metallicity distribution of z ∼ 2.5 − 3.5 DLAs is shown in grey for comparison in the rightmost panels. DLAs are on average more enriched than LLSs, with the lower column density LLSs being the most metal poor.
icantly, we conclude that any inference on the sizes of the absorbing clouds relying on comparisons between the column density and the gas physical density are affected by significant systematic uncertainties, typically in the direction of higher density and smaller sizes for clouds that are illuminated by a local radiation field.
Focusing on the metallicity next, LLSs at z ∼ 2.5 − 3.5 are characterised by a unimodal distribution with a peak around log Z/Z ∼ −2 and broad tails towards both high and low metallicity. Thus, the shape of the metallicity distribution of high-redshift LLSs does not exhibit the bimodality that has been reported at lower redshift by Lehner et al. (2013) . We note, however, that these authors included many systems with log NHI < 17.2 in their analysis, and therefore do not strictly consider only optically-thick LLSs.
From the analysis of the metallicity PDF, we also conclude that LLSs at z ∼ 2.5 − 3.5 are metal poor, with ∼ 70% (∼ 85%) of the probability at log Z/Z −1.5 (log Z/Z −1). These findings extend with a ∼ 10 times larger sample some of the results from previous studies based on only a handful of systems (Steidel 1990; Prochaska & Burles 1999; Fumagalli et al. 2013; Cooper et al. 2015) . Despite the low metal content, the incidence of very metal poor LLSs (log Z/Z −3) is only of the order of ∼ 10%, implying that metals are already widespread in moderate column density systems at these redshifts. The handful of metal free gas clouds currently known are thus rare outliers at z < 3.6 (Fumagalli et al. 2011b; Prochaska et al. 2015; Cooper et al. 2015) .
When split in bins of column density, a difference between SLLS and the lower column density LLSs can be seen. For LLSs with log NHI < 19, ∼ 60% of the probability is at log Z/Z −2 while, for SLLSs with log NHI 19, only ∼ 40% of the probability is below log Z/Z −2 (see also Figure 15 ). Finally, compared to the coeval population of DLAs with log NHI 20.3 from the samples of Rafelski et al. (2012) and Neeleman et al. (2013) , we see that LLSs are significantly less enriched than DLAs (see also Prochaska et al. 2015; Cooper et al. 2015) . Even when restricting to systems with log NHI > 19, DLAs are still more enriched than, or at least have comparable metallicity to, SLLSs. This result is in contrast with claims according to which SLLSs are more metal rich than DLAs (e.g. Kulkarni et al. 2007; Battisti et al. 2012; Som et al. 2013 Som et al. , 2015 . We note however that those claims rely on small samples at z > 2, and are largely based on extrapolations of trends apparent at lower redshift. According to our homogeneous analysis, either the median metallicity of SLLSs crosses the one for DLAs below z ∼ 2, or a reassessment of the data from the literature may be necessary (see Dessauges-Zavadsky et al. 2009 , for additional discussion on the topic). Furthermore, as previously noted by other authors (Prochaska et al. 2006; Péroux et al. 2006; Fumagalli et al. 2011b) , while the metallicity of DLAs is well described by a Gaussian with mean log Z/Z ∼ −1.5 and width log Z/Z ∼ 0.6 (Rafelski et al. 2012) , LLS metallicity spans a range up to > 4 dex.
Additional insight into the redshift evolution of the metal en-richment and its dependence on the H I column density can be gained by further studying the median properties of this sample in bins of redshift and column density ( Figure 15 ). As a function of redshift, LLSs with log NHI > 19 appear to evolve rapidly with time, with a median log Z/Z ∼ −2.4 at z ∼ 3.6 reaching a median log Z/Z ∼ −1.2 at z ∼ 2.1. Also, the metallicity of LLSs with log NHI > 19 appears to evolve more rapidly in comparison to DLAs. In agreement with previous studies (e.g. ), we observe a ten-fold increase in the median metallicity of SLLSs over ∼ 1.5 Gyr of cosmic evolution, although with ∼ 1 dex scatter about the median relation. This evolution also continues at lower redshift, although we caution that a better understanding of the selection function for the systems from the literature is required before extrapolating this trend to z < 2 using this sample. Such an evolution points towards a very rapid enrichment of the absorbing gas below z < 4 and/or the disappearance of the most metal-poor LLSs which could be ionised or accreted onto galaxies at later times.
Finally, when examining the dependence on column density, the metallicity appears to be only a very weak function of log NHI, although with an apparent drop of ∼ 0.5 dex for the lowest column density bin. Thus, the difference between lower column density LLSs and SLLSs seen in Figure 14 appears to be driven mostly by systems at the lowest column density. This trend suggests a smooth transition between the population of LLSs and the IGM. Thus, while a boundary at log NHI = 17.2 is physically motivated given the ionisation condition of the gas, the separation between optically-thick absorbers that reside in biased environments from those in the IGM may be less clear cut already at log NHI 18 (see Sect 5.4). Studies based on even larger samples should confirm this conclusion, which remains tentative.
Ionisation corrections
With a model for the ionisation properties of LLSs, we now discuss the importance of ICs in deriving the metallicity. To this end, we compute the PDF of the ionisation parameter, U , and of the ICs that are needed for inferring the gas metallicity using Si II column densities. Both these quantities are shown in Figure 16 . For completeness, we define the ionisation parameter as the dimensionless ratio of the ionising photon flux to hydrogen density, U = φ/(nHc), with c the speed of light. The IC for Si II relative to H I is instead defined as the logarithmic difference of the fraction of silicon in the first ionisation stage and the fraction of atomic hydrogen in the neutral phase. To reconstruct the PDF for U in the entire sample, we first compute PDFs for individual systems combining the density PDF and the ionising photon flux from the UVB at the relevant redshifts, and then we coadd the individual PDFs following the procedures we have adopted for the density and metallicity case. For the ICs, instead, we extract the ionisation fraction of Si + and H 0 at each position of the parameter space that has been sampled by the MCMC.
As seen in Figure 16 , the PDF for the ionisation parameter shows a clear peak between −3 log U −2, as commonly found for the analysis of individual LLSs (Prochaska & Burles 1999; Fumagalli et al. 2011b; Cooper et al. 2015) . This means that, within the HD-LLS sample, there is a > 80% probability of finding a LLS that is significantly ionised, with log U −3, including a ∼ 15% probability of finding a very high ionisation for log U −2. Thus, the majority of the LLSs at z 2, including SLLSs, are highly ionised, a conclusion that is in line with more empirical assessments based on ion ratios ). Figure 16 . Top. The PDF of the ionisation parameter for all the LLSs included in this study (red) and for the HD-LLS sub-sample (blue), computed from bootstrap resampling. Bottom. ICs for Si II relative to H I, computed as the logarithmic difference of the Si + and H 0 fraction. The near totality of LLSs are highly ionised and differential ICs cannot be neglected when computing the metallicity.
At lower redshifts, where the UVB photoionisation rate declines, and for the highest column densities that are more common in the literature sample, the ionisation parameter progressively decreases below log U −3, as visible from a long tail in the PDF.
Inspecting the PDF of the ICs for Si II as a metallicity tracer, we note that these are generally small ( 0.5 dex) for most of the systems. However, the large fraction of ICs above ∼ 0.2 already for SLLSs, including a long tail that extends beyond ∼ 1 for most of the LLSs, clearly shows that differential ionisation effects among elements cannot be neglected when computing the metallicity of optically-thick absorbers for all H I column densities (at least at redshifts z ∼ 2 − 3).
Finally, since the C III (λ977) and Si III (λ1206) transitions lie within the Lyα forest, we do not have clean measurements for these ions, especially at high redshifts (see Prochaska et al. 2015) . We can however use the results of the ionisation models to verify the hypothesis that most of the carbon (and silicon) in LLSs are doubly-ionised (cf. Figure 2) . By computing the fraction of carbon in the singly, doubly, and triply ionisation stages along the chains, we find log X C ++ −0.4 for the majority of the SLLSs and log X C ++ −0.2 for LLSs with log NHI < 19. Thus, the majority of the carbon is indeed predicted to be observed as C III. Similar conclusions hold for silicon. We emphasise that, in turn, this result implies that our estimates for the metallicity hinge on ions that trace only a fraction of the total mass in metals.
The cosmic metal budget
With an estimate for the metallicity PDF in a large sample of HIselected LLSs between z ∼ 2.5 − 3.5, we revisit the question of what fraction of the metals ever produced in stars is locked in optically-thick absorbers, also comparing to DLAs and the Lyα forest. Calculations for the metal budget in DLAs and LLSs can be found in the literature (e.g. Pettini 2006; Kulkarni et al. 2007; Bouché et al. 2007; Prochaska et al. 2006; Péroux et al. 2007; Rafelski et al. 2014; Lehner et al. 2014 ), but we are now able to fill the gap between log NHI ∼ 17 − 19, a range of column density that remained largely unexplored by previous studies.
Following the notation in Prochaska et al. (2006) , the metal mass density of LLSs, Ω LLS m , is defined as
with X H 0 the atomic hydrogen neutral fraction, f (NHI) the column density distribution function, ZLLS the mass in metals in the LLS gas, mp the proton mass and ρcrit the critical density at redshift z = 0. The factor 1.3 accounts for helium. From equation 7, the first ingredient for computing Ω LLS m is the metallicity distribution, which is available from the previous section. Next, for the column density distribution, we assume the spline function tabulated in Prochaska et al. (2014) , which we evaluate at z = 3.
For the final ingredient of this calculation, we need to characterise the hydrogen neutral fraction in our sample, which we compute following the same procedures used to derive the PDF for the Si II ICs, i.e. by extracting the hydrogen neutral fractions along the chains that sample the grid parameter space. In Figure 17 , we show the PDFs for SLLSs and for LLSs with log NHI < 19, restricted to the redshift interval z = 2.5 − 3.5. In line with our previous discussion on ionisation, SLLSs are generally characterised by neutral fractions X H 0 0.1, while LLSs are much more ionised, typically with X H 0 0.01. As the neutral fraction is a function of NHI, we refine our estimate for X H 0 with a simple functional form log X H 0 = α log NHI + β, which is found to be a good description for our data. We adopt linear regression to compute the coefficients α and β for our statistical sample at z = 2.5 − 3.5, also accounting for the width of the X H 0 PDFs for individual systems. The bestfit values are α = 0.99 ± 0.06 and β = −20.3 ± 1.2, implying that the hydrogen neutral fraction changes by one order of magnitude for every decade of H I and that the transition between neutral and ionised hydrogen is crossed at the SLLS/DLA boundary. This dependence also implies that the total hydrogen column density in LLSs is comparable to the one in SLLSs.
To compute Ω LLS m , we evaluate equation 7 in bins of column density, chosen to contain 15 systems each. In each bin, we integrate the total hydrogen column density using our fitting formula for log X H 0 and weighting by the column density distribution function. We then multiply this integral value by the mean metallicity, in linear space, computed for the LLSs within that bin. To account for sample variance, we repeat this calculation for 5000 samples drawn from our parent distribution allowing for repetitions. The resulting distributions, split for LLSs and SLLSs, are shown in Figure 18 .
For the assumed f (NHI) and cosmology, LLSs with log NHI < 19 and SLLSs respectively contain ΩHI ∼ 1.0 × 10 −5
and ΩHI ∼ 2.2 × 10 −4 , which is a factor ∼ 5 − 100 less than the amount of neutral hydrogen locked in the higher column density DLAs, for which ΩHI ∼ 1.0 × 10 −3 . The difference among these populations arises mainly from the intrinsic H I column density. However, after accounting for ionisation corrections and folding in the metallicity distributions, LLSs with log NHI < 19 contain Ω LLS m = 5.1 × 10 −7 with a 10th/90th percentile interval of (2.8, 8.3) × 10 −7 . SLLSs, instead, have a median Ω LLS m = 1.6×10
−6 with a 10th/90th percentile interval of (0.9, 2.4)×10 −6 . Jointly, these optically-thick absorbers contain a total mass in metals of Ω LLS m ∼ 2.1 × 10 −6 .
According to our estimate, SLLSs contribute about a factor ∼ 3 more than LLSs to the total cosmic metal budget, which is a consequence of having a few very metal rich SLLSs in our sample with no counterparts at log NHI < 19. We emphasise however that, while the extremes of the distribution do not significantly affect the median metallicity discussed in previous sections, the estimate of Ωm depends on the mean (linear) metallicity, which is much more sensitive to the tail of the metallicity PDF. Thus, solar and supersolar systems, although a small fraction of the entire sample, contribute significantly to Ωm (Prochaska et al. 2006) . To illustrate this point in quantitative terms, we perform a simple idealised experi- ment, by adding three fake LLSs with log NHI = 17.5, 18.0, 18.5 and metallicity log Z/Z = 0.4 to the sample of 44 LLSs in our statistical sample. With these fake systems, the median metallicity of the ensemble increases by only ∼ 0.1 dex. Conversely, the estimate for the total metal content is significantly perturbed by the inclusion of systems with ∼ 100 times more metals than the mean population, shifting Ω LLS m to ∼ 3.7 × 10 −6 . This example is clearly based on an arbitrary number of fake systems, but it highlights how sensitive Ω LLS m is to extremes in the metallicity distribution. For a similar reason, the uncertainty in the metallicity for individual systems, which is generally computed in logarithmic space, bias the estimate of Ω LLS m in one direction. To test this effect, we perturb the median metallicity of individual systems with errors drawn from a Gaussian with width 0.2 dex (e.g. Figure 10 ), and we repeat the measurements of Ω LLS m for 5000 realisations. Due to the use of the arithmetic mean, realisations with positive errors weight more than those with negative errors, skewing the distribution for Ω LLS m towards higher values, by a factor 2 − 3. Thus, on the top of the uncertainty in the sample variance captured by Figure 18 , a factor of 2 systematic uncertainties may affect this measurement.
With this uncertainty in mind, we compare our estimate to literature values. Our new measurement for Ω
LLS m
for SLLSs is comparable to the value reported by Prochaska et al. (2006) , who quote Ω LLS m ∼ (2 − 5) × 10 −6 for SLLSs at z ∼ 2, with their range being dependent on the choice for ionisation correction. Similar considerations apply for the estimate in Péroux et al. (2007) . For a more detailed comparison, especially for SLLSs, we should consider not only the shape of the metallicity distributions adopted by different authors, but also the rapid metallicity evolution shown in Figure 15 . In our estimate, we have restricted to the redshift range z ∼ 2.5 − 3.5 in an attempt to reduce the redshift dependence while retaining a sufficiently large sample size. As ΩHI only mildly evolves with redshift (Péroux et al. 2005) , however, a steep evolution in the metallicity for SLLSs likely weights our measurement towards lower redshifts. Accounting for further evolution to z ∼ 2, our determination is likely to be in even better agreement with the estimate of Prochaska et al. (2006) and Péroux et al. (2007) .
Compared to the z ∼ 3 DLA population, instead, LLSs as a whole account for ∼ 3 times the metals in DLAs, according to the recent value of Ω DLA m ∼ 6.2 × 10 −7 reported by Rafelski et al. (2014) , who revise previous estimates downward by a factor of ∼ 3. The contribution from the Lyα forest is instead estimated at Ω Lyα m ∼ 4.6 × 10 −6 , that is a factor of ∼ 2 higher than for LLSs, albeit with substantial uncertainties (Schaye et al. 2003; Bouché et al. 2007; Simcoe 2011) . Altogether, hydrogen absorbers at z ∼ 2.5 − 3.5 contain a total amount of metals Ω ALS m ∼ 7.3 × 10 −6 . Given a conservative estimate for the metals produced by Lyman break galaxies (LBGs), Ω LBG m ∼ 1.6 × 10 −5 (Rafelski et al. 2014 ), we find that LLSs account for ∼ 15% of the metals ever produced by UV-selected galaxies, with the total population of HI absorbers accounting for ∼ 45% (cf Bouché et al. 2007) . From this analysis, we conclude that LLSs are significant repository of metals at z ∼ 3. It should be noted that in our estimate we are considering only metals that are locked in the main cool gas phase, which gives rise to the bulk of the H I absorption. A second (likely warmer) more ionised phase (e.g. traced by O VI) may account for an even greater fraction of metals (Lehner et al. 2014 ).
Clearly, this rough budget should be interpreted with caution, as several uncertainties still hamper a precise determination on many quantities that are relevant in this calculation, including the metal yields, the faint end of the galaxy luminosity function, the contribution from an obscured galaxy population, and ionisation corrections as a function of column density. Furthermore, we emphasise again that, as we have discussed at length, the LLS population is characterised by an intrinsic scatter in the metallicity that, in turn, is reflected in the scatter for Ω LLS m in Figure 18 . More significantly, the cosmic metal budget is sensitive to the high-end of the metallicity distribution, and thus our estimate based on this sample is likely not to have converged (Prochaska et al. 2006) . Refined measurements will require much larger samples or physically motivated models for the metallicity distribution that enters equation 7.
Optically-thick gas and the circumgalactic medium
We conclude with a discussion of the implications of our analysis for studies of the nature of optically-thick absorption line systems and for studies of the physical properties of the CGM at high redshift.
As noted above, the exact shape of the density distribution for LLSs is not well constrained because of a degeneracy with the radiation field. With this caveat in mind, our analysis has nevertheless provided indications that the bulk of LLSs have densities in the range nH ∼ 10 −3.5 − 10 −2 cm −3 . Thus, for a mean cosmic density of ∼ 1.2 × 10 −5 cm −3 at z ∼ 3, our work places LLSs in overdense structures, with contrast densities δ ∼ 30 − 800, which are comparable to or greater than the virial densities for most of the systems. In turn, these observations lead to the natural inference that a large fraction of LLSs are associated to galaxy halos, adding to the many pieces of empirical evidence that suggest a connection between LLSs and the CGM, such as the redshift evolution of the number of LLSs per unit redshift (e.g. Sargent et al. 1989; Fumagalli et al. 2013 ).
If indeed the link between LLSs and the CGM is established at z ∼ 2 − 3 by more direct measurements, such as direct imaging of the galaxies giving rise to LLSs or a measurement of the LLS bias , the physical properties of large samples of LLSs will become some of the most constraining observables for models of galaxy formation. Hydrodynamic simulations consistently predict a connection between LLSs and the halo of galaxies. More specifically, different simulations agree in predicting that the elusive gas accretion onto halos should be manifest in the form of LLSs absorbers (e.g. Faucher-Giguère & Kereš 2011; Fumagalli et al. 2011a; van de Voort et al. 2012; Fumagalli et al. 2014) . However, up until now, most of these predictions have been tested with simple metrics, currently available in observations, such as the covering fraction of optically-thick gas around LBGs or quasars (Rudie et al. 2012; Prochaska et al. 2013) . Unfortunately, the outcome of these tests have been weakened by the small sample sizes or by the fact that observations probe halos that are not always representative of the entire galaxy population of interest. Our analysis offers a way to alleviate some of these limitations, by providing new additional metrics that can be used to test predictions of hydrodynamic simulations and, in turn, improve our understanding of the properties of cold gas accretion and feedback around galaxies.
A detailed comparison between our observations and simulations is beyond the scope of this work, but we provide some qualitative considerations of this type of analysis. As an example, one could compare the range of physical densities and hydrogen neutral fractions inferred from data to the predictions of detailed radiative transfer calculations for the denser components of the CGM in hydrodynamic simulations (Faucher-Giguère et al. 2010; Fumagalli et al. 2011a) . A cursory look to published predictions suggests general agreement between these quantities.
Moreover, our measurement of the metal distribution of LLSs opens a new window to quantitatively constrain feedback models, and the interaction between metal-poor cold gas accretion and the ejection of metal-rich gas in galactic winds. Indeed, it is clearly emerging that different implementations of stellar feedback alter the observable properties of the CGM (e.g. Hummels et al. 2013; Liang et al. 2015) . Fundamental questions on the reliability of cosmological simulations to predict the transport and mixing of metals on small scales remain, but a quantitative comparison between the observed metallicity PDFs and the results of hydrodynamic simulations will be a simple yet powerful diagnostic of the efficiency of metal ejection and mixing in the halos of high redshift galaxies.
While we cannot derive firm conclusions without a proper statistical analysis on large samples of simulated halos, it is interesting to note that simulations often predict drastic discrepancies for the metal distributions in the CGM. Specifically, if the majority of the LLSs indeed arise in the cold gas near to galaxies, some of the simulations that implement efficient feedback to overcome rapid gas cooling and excessive star formation may fail to reproduce the metallicity PDF (see e.g. Shen et al. 2013 , who predict metallicity log Z/Z ∼ −1 for LLSs). Puzzlingly, models with weak feedback implementations that fail instead to reproduce the correct fraction of baryons in stars (Fumagalli et al. 2011a) , may more closely reproduce the metallicity PDF for LLSs with a peak around log Z/Z ∼ −2.
Furthermore, the low metal content of the LLS population at z ∼ 2.5 − 3.5 poses an additional constraint in the interpretation of the strong equivalent widths in low ionisation metal transition near to galaxies (Steidel et al. 2010) . Models that are often invoked to explain these observations assert that these lines arise from farreaching metal-enriched outflows inside the halos. However, a better understanding of the gas kinematics and of the metal distribution in the wind cold phase becomes critical to assess the relative contribution of column densities and Doppler parameters in shaping the strong (saturated) metal transitions, while keeping the metallicity of LLSs below log Z/Z ∼ −1.5, in line with our observations. Finally, we remark that, from a theoretical point of view, these possible tensions motivate ongoing and future efforts to study in detail the coexistence of metal-poor inflows and metal-enriched outflows around high redshift galaxies. Similarly, from the observational point of view, establishing to what extent LLSs and the halo of galaxies are connected is becoming a necessary task, so as to fully exploit the many diagnostics available in LLSs for studies of accretion and feedback.
SUMMARY AND CONCLUSIONS
We have presented a detailed study of the physical properties of a sample of 157 optically-thick absorption line systems with redshifts z ∼ 1.8 − 4.4. This sample has been selected from the HD-LLS survey by Prochaska et al. (2015) , which provides us with a representative population of high-redshift LLSs. We have further expanded this statistical sample with 77 additional systems from the literature, with redshifts down to z ∼ 0.
To infer the chemical composition and the physical state of the absorbing gas, we have computed ionisation models by means of radiative transfer calculations at equilibrium and for a single gas phase. These calculations are the input of a Bayesian formalism that exploits Markov Chain Monte Carlo techniques to derive the posterior probability distribution function for quantities of interest, such as the gas-phase metallicity, the physical density, the temperature, and the dust content of the absorbing gas. To explore the dependency of our results on the assumptions of the input ionisation models, we have computed five different grids of models, varying the shape and intensity of the UVB, and the contribution of local sources, of dust and metal depletion onto grains, and of collisional ionisation.
Through comparisons of the PDFs inferred under different model assumptions, we have shown that simple photoionisation models provide a good description of the general LLS population, and that the physical properties of LLSs are not extremely sensitive to the assumed ionisation corrections. However, the predictions for individual systems, and particularly for their density and size, are more prone to systematic effects attributable to ionisation corrections.
Our findings on the physical properties of our statistical sample of LLSs between z ∼ 2.5 − 3.5 can be summarised in the following way.
-LLSs arise from photoionised gas, with temperatures T < 5 × 10 4 K, and ionisation parameters U ∼ 10 −3 − 10 −2 . Thus, ionisation corrections for hydrogen and metal lines are critical and cannot be neglected when inferring the metallicity of the absorbing gas.
-LLSs have typical densities between nH ∼ 10 −3.5 − 10 −2 cm −3 . However, the detailed shape of the density PDF is sensitive to the amplitude of the ionisation radiation field because of a well-known degeneracy between density and radiation. Indeed, in our analysis, we have found that observations of the most common ions cannot be generally used to robustly constrain the properties of the ionising radiation field, or the size of the absorbing gas.
-The population of z ∼ 2.5 − 3.5 LLSs is metal poor, with a peak at log Z/Z ∼ −2, which is below that observed in higher column-density DLAs with a mean log Z/Z ∼ −1.5. Further, LLSs appear to contain only modest amounts of dust. The inferred metallicity distribution is very broad, extending over 4 orders of magnitude. The probability of finding a metallicity log Z/Z −1.5 is ∼ 70%, but the probability of finding very metal poor systems with log Z/Z −3 is modest, being ∼ 10%. The metal content of SLLSs with log NHI 19 rapidly evolves with redshift, with a ten-fold increase between z ∼ 2.1 and z ∼ 3.6. We have also reported tentative evidence that the lower column density LLSs with log NHI 18.5 are the least enriched, suggesting a smooth transition with the IGM.
-After accounting for ionisation corrections, LLSs with log NHI < 19 and SLLSs with log NHI 19 jointly contain a total mass in metals of Ω LLS m ∼ 2.1 × 10 −6 , which is ∼ 3 time more than the amount of metals locked in DLAs. Compared to the metals produced by UV-selected galaxies, LLSs account for ∼ 15% of all the metals, although systematic uncertainties as large as a factor 2 affect this estimate. Moreover, Ω LLS m is likely not converged in our sample, as rare systems in the tail of the metallicity PDF may contribute significantly to the cosmic metal budget.
Despite our efforts to quantify the extent to which the inferred physical properties of LLSs are robust against systematic uncertainties in the input ionisation models, our analysis has not exhausted all possible scenarios, such as the presence of multiple gas phases, a non-constant density profile (e.g. Petitjean et al. 1992; Ascasibar & Díaz 2010) , or non-equilibrium effects (e.g. Oppenheimer & Schaye 2013) . Future work should expand on the formalism we have developed to gain an even deeper understanding of the behaviour of ionisation corrections in more realistic astrophysical environments.
By characterising the physical properties of LLSs at z > 2 in a large statistical sample, our work has provided new clues for the origin of LLSs and new empirical constraints for theories of cold accretion and feedback. Given that a significant fraction of LLSs have densities comparable to or higher than the virial densities, the statistical properties of samples of hundreds of optically-thick absorbers can now be compared quantitatively to the predictions of numerical simulations for the CGM, providing new metrics to constrain the efficiency of metal ejection and the mixing between enriched gas in the outflows and metal-poor inflows. A simple qualitative comparison already reveals a possible tension. Indeed, successful galaxy formation models that eject baryons from galaxies to avoid an overproduction of stars appear to enrich LLSs in the halo above what is suggested by our observations. Conversely, models with weak feedback that overpredict the fraction of baryons locked in stars may better reproduce the metallicity PDF of LLSs. Future work is now needed to characterise and address this possible discrepancy between theory and observations, and to explore the role of mixing between inflows and outflows in shaping the observed metallicity distribution. This work used the DiRAC Data Centric system at Durham University, operated by the Institute for Computational Cosmology on behalf of the STFC DiRAC HPC Facility (www.dirac.ac.uk). This equipment was funded by BIS National E-infrastructure capital grant ST/K00042X/1, STFC capital grant ST/H008519/1, and STFC DiRAC Operations grant ST/K003267/1 and Durham University. DiRAC is part of the National E-Infrastructure. Some of data used in this work were obtained at the W.M. Keck Observatory, which is operated as a scientific partnership among the California Institute of Technology, the University of California and the National Aeronautics and Space Administration. The Observatory was made possible by the generous financial support of the W.M. Keck Foundation. The authors wish to recognize and acknowledge the very significant cultural role and reverence that the summit of Maunakea has always had within the indigenous Hawaiian community. We are most fortunate to have the opportunity to conduct observations from this mountain. Some of the data presented in this work were obtained from the Keck Observatory Database of Ionized Absorbers toward Quasars (KODIAQ), which was funded through NASA ADAP grant NNX10AE84G . For access to the data used in this paper and analysis codes, please contact the authors or visit http: //www.michelefumagalli.com/codes.html.
APPENDIX A: MOCK TESTS AND METHOD VALIDATION
To validate the analysis method and to characterise the performances of the MCMC code in reconstructing the underlying PDFs, we generate sets of mock data that we then process with the same analysis tools used throughout this paper.
As a trivial test to validate the code, we generate a mock set of 234 LLSs with the redshift and density distribution of the observed sample, and with a Gaussian density distribution centred at log nH = −2.5 with a width of 0.3 dex, and a metallicity distribution centred at log Z/Z = −2 with a width of 1 dex. Using the minimal grid, we then generate an idealised mock catalogue of column densities, where each ion is measured with an uncertainty of 0.05 dex. We then perform the MCMC analysis on this dataset, successfully recovering the input density and metallicity PDFs for the full sample, as well as a one-to-one relation between the input values and the medians of the metallicity and density PDFs for individual systems. Figure 19 . The discrepancy between the input and recovered density (left), metallicity (centre), and F * (right) for a mock sample of LLSs that is matched to our observed sample. This discrepancy is quantified as the median of the posterior PDF and the input value, normalised to the PDF width from the 25th and 75th percentiles. For the majority of the mock LLSs, the input values are well within the first and third quartile of the posterior PDF. To better understand the performance of the MCMC analysis on more realistic data, we construct a new set of mocks, using the dust grid of models with F * values distributed as a Gaussian centred at F * = 0 and width 0.6 dex. For this set, we match the data quality to the observed one, including for each simulated LLS only the observed ions in the corresponding real systems, and preserving the associated uncertainties and upper/lower limits. Thus, differently from the previous case, this mock sample is characterised by a variety of data quality, including systems with only a handful of observed ions, larger errors on the column densities, or a large number of lower/upper limits. After performing the MCMC analysis, we find a tight correlation between the input quantities and the medians of the posterior PDFs, although with a scatter and the presence of outliers. As a metric of the ability of the MCMC analysis to recover the input data, we compute for each quantity the deviation between the median of the reconstructed PDF and the input value, which we normalise to the a characteristic width of the posterior PDF using the 25th and 75th percentiles.
The histogram of the discrepancies for these mock LLSs is shown in Figure 19 . From this test, we conclude that the posterior PDFs reconstructed with our analysis technique contain the input value within the first and third quartile of the distribution for the majority of the systems, with the near totality being contained by twice the PDF width for individual LLSs. Furthermore, the discrepancies are well centred at zero. However, among the outliers, there is a hint of a small preference for larger F * and smaller nH which we attribute in part to the degeneracy between parameters in the dust model, and to the skewness of the posterior PDFs for the LLSs with least constraining data (e.g. all upper limits).
We can also test how robust is the MCMC method to: i) the presence of systematic errors in the ion column densities that are unaccounted for by error bars; ii) a possible excess of column density in high ionisation species (e.g. C IV) from a second phase along the line of sight. For the first test, we add a systematic offset to the ion column densities in the mock sample by drawing from a Gaussian centred at zero and with a width of 0.15. This means that approximately one in three ions for each LLS have their column density offset by > 0.15 dex, thus beyond the typical error bars on the column density. After performing the MCMC analysis, despite the addition of systematic errors, we see that the input values are still recovered without large systematic errors (Figure 20) , although, unsurprisingly, the number of outliers increases, particularly between 1-2 times the width of the posterior PDFs. For the second test, we boost the C IV column density by a random amount in the interval (0, 0.5) dex. Figure 21 shows the resulting discrepancy from the analysis of these new mock data. On average, the input PDFs distribution are recovered without significant biases, although there are a handful of individual cases in which the input and output values are in worse agreement, with a hint of systematic effect, which is to be expected given the one-sided perturbation in the data.
In summary, these tests confirm that our MCMC procedure is performing well for the case of idealised mock data. Moreover, despite discrepancies for individual systems (especially the LLSs with the least constraining data), our analysis appears robust in recovering the underlying PDFs for the LLS population, even in presence of systematic errors on the column densities and a possible second, more ionised, gas phase. Figure 19 , but including additional contribution to the C IV column density from a second, more ionised, gas phase.
