Abstract. An approximation scheme is a family of homogeneous subsets (A n ) of a quasi-Banach space X, such that A 1 A 2 . . . X, A n +A n ⊂ A K(n) , and ∪ n A n = X. Continuing the line of research originating at the classical paper [7] by S.N. Bernstein, we give several characterizations of the approximation schemes with the property that, for every sequence {ε n } ց 0, there exists x ∈ X such that dist(x, A n ) = O(ε n ) (in this case we say that (X, {A n }) satisfies Shapiro's Theorem). If X is a Banach space, x ∈ X as above exists if and only if, for every sequence {δ n } ց 0, there exists y ∈ X such that dist(y, A n ) ≥ δ n . We give numerous examples of approximation schemes satisfying Shapiro's Theorem.
Introduction and motivation
One of the most remarkable early results in the constructive theory of functions is Bernstein Lethargy Theorem: if X 0 X 1 X 2 · · · X is an ascending chain of finite dimensional vector subspaces of a Banach space X, and {ε n } ց 0 is a non-increasing sequence of positive real numbers that converges to zero, then there exists an element x ∈ X such that the n-th error of best approximation by elements of X n satisfies E(x, X n ) = ε n for all n ∈ N. Here and throughout the paper, we write E(x, A) = inf a∈A x − a (x and A are an element and a subset of a quasi-Banach space X, respectively). Furthermore, the notation {α n } ց 0 means that the sequence (α n ) is non-increasing, and lim α n = 0.
The result quoted above was first obtained in 1938 by S.N. Bernstein [7] for X = C([0, 1]) and X n = Π n , the vector space of real polynomials of degree ≤ n. The case of arbitrary finite dimensional X n is treated, for instance, in [48, Section II.5.3] .
There are very few generalizations of Bernstein's result to arbitrary chains of (possibly infinite dimensional) closed subspaces X 1 X 2 . . . of a Banach space X. The results due to Tjuriemskih [52] and Nikolskii [38, 39] (see also [48, Section I.6.3] ) assert that a sufficient (resp. necessary) condition for the existence of x ∈ X verifying E(x, X n ) = ε n is that X is a Hilbert space (resp. X is reflexive). These results were proved independently and by other means by Almira and Luther [3, 4] and Almira and Del Toro [1] . Moreover, in [2] it was shown that if X is a reflexive Banach space and {0} ⊂ X 1 ⊂ X 2 ⊂ · · · is an infinite chain of closed subspaces of X then for every pair of sequences of positive numbers {ε n } ց 0, {δ n } ց 0, there is an element x ∈ X such that E(x, X n )/ε n converges to zero but E(x, X n )/ε n = O(δ n ). Also, Bernstein Lethargy Theorem has been generalized to chains of finite-dimensional subspaces in non-Banach spaces (such as SF -spaces) by G. Lewicki [30, 29] . These two approaches were successfully combined by Micherda [36] .
Thanks to the work by Plesniak [45] , the lethargy theorem has become a very useful tool for the theory of quasianalytic functions of several complex variables.
In 1964 H.S. Shapiro [47] used Baire Category Theorem to prove that, for any sequence X 1 X 2 . . . X of closed (not necessarily finite dimensional) subspaces of a Banach space X, and any sequence {ε n } ց 0, there exists an x ∈ X such that E(x, X n ) = O(ε n ). This result was strengthened by Tjuriemskih [53] who, under the very same conditions of Shapiro's Theorem, proved the existence of x ∈ X such that E(x, X n ) ≥ ε n , n = 0, 1, 2, · · · . Moreover, Borodin [8] gave an easy proof of this result and proved that, for arbitrary infinite dimensional Banach spaces X and for sequences {ε n } ց 0 satisfying ε n > ∞ k=n+1 ε k , n = 0, 1, 2, · · · , there exists x ∈ X such that E(x, X n ) = ε n , n = 0, 1, 2, · · · .
However, approximation by linear subspaces of a Banach space is very restrictive. There are many other choices of approximation processes such as rational approximation, approximation by splines with of without free knots, n-term approximation with dictionaries of different kinds, and approximation of operators by operators of finite rank, just to mention a few of them. Do the results of Bernstein, Shapiro and Tjuriemskih hold in this setting, too? The following startling result was proved by Yu. Brudnyi [ Then for every non-increasing convex sequence {ε n } ∞ n=0 ց 0 there exists x ∈ X such that E(x, A n ) ≥ ε n for all n ∈ N, and E(x, A n ) ≤ cε n for infinitely many values of n (the constant c depends only on γ).
Recall that a sequence ε n is called convex if, for every n, ε n ≤ (ε n−1 + ε n+1 )/2. By [20, pp.113-114] , for any sequence {ε n } ց 0, there is a convex sequence {ξ n } ց 0 such that ξ n ≥ ε n for all n ∈ N. Thus, we do not need to assume the convexity of {ε n } to show the existence of x ∈ X satisfying E(x, A n ) ≥ ε n for any n ∈ N.
In this paper, we are concerned with generalizations of results of Brudnyi and Shapiro quoted above for general approximation schemes, defined by A. Pietsch [44] to produce a unified approach to diverse phenomena of approximation theory. Definition 1.2. Suppose X is a quasi-Banach space, and let A 0 ⊂ A 1 ⊂ . . . ⊂ X be an infinite chain of subsets of X, where all inclusions are strict. We say that (X, {A n }) is an approximation scheme (or that (A n ) is an approximation scheme in X) if:
(i) There exists a map K : N → N such that K(n) ≥ n and A n + A n ⊆ A K(n) for all n ∈ N (we can assume that K is increasing). (ii) λA n ⊂ A n for all n ∈ N and all scalars λ. (iii) n∈N A n is dense in X.
One example of an approximation scheme is an increasing chain of linear subspaces of X, whose union is dense. Then we can take K(n) = n. Further examples of approximation schemes can be found throughout the paper. Definition 1.3. We say that (X, {A n }) satisfies Shapiro's Theorem if for any nonincreasing sequence {ε n } ց 0 there exists some x ∈ X such that E(x, A n ) = O(ε n ).
Section 2 is devoted to describing approximation schemes satisfying Shapiro's Theorem (Theorems 2.2 and 2.6). In Section 3, we prove that for an approximation scheme in a Banach space X, satisfying Shapiro's Theorem is equivalent to (a weakened version of) Brudnyi's Theorem 1.1 (Theorem 3.3, Corollary 3.6). Section 4 shows some examples of "pathological" approximation schemes failing Shapiro's Theorem. Section 5 studies the relationship between approximation schemes that satisfy Shapiro's Theorem, and those verifying the abstract versions of Jackson's and Bernstein's inequalities. Section 6 contains many examples of approximation schemes which do satisfy Shapiro's Theorem. Finally, Section 7 examines the related question of controlling the rate of decay of the best approximation errors.
Shapiro's Theorem
Throughout this paper, we work with approximation schemes in infinite dimensional quasi-Banach spaces. The proposition below shows that a finite dimensional space cannot "host" an approximation scheme. Proof. For each n, X n = span[A n ] is a closed subspace of X. Then X 1 ⊂ X 2 ⊂ · · · . As ∪ n A n is dense in X, we conclude that X n = X for some n. By Caratheodory's Theorem, and by the homogeneity of the set A n , any x ∈ X can be represented as x = M k=1 α k a k , with a k ∈ A n , and α k ∈ R (here M = dim X + 1). Therefore, X = A N , where N = K(. . . (K(n)) . . .) (M times).
Note that if ((X, · ), {A n }) satisfies Shapiro's Theorem, and ||| · ||| is an equivalent quasi-norm on X, then ((X, ||| · |||), {A n }) also satisfies Shapiro's Theorem. This remark will be particularly useful for quasi-normed spaces X, as it allows us to deploy AokiRolewicz theorem: any quasi-normed space can be equipped with an equivalent norm ||| · ||| for which there exists p ∈ (0, 1] such that |||x + y||| p ≤ |||x||| p + |||y||| p for any x, y ∈ X (see e.g. [27, pp. 7-8] ). there exists x n ∈ X \ A n which satisfies E(x n , A n ) ≤ cE(x n , A K(n) ). (c) There is no sequence {ε n } ց 0 such that E(x, A n ) ≤ ε n x for all x ∈ X and n ∈ N.
For the proof we need:
Lemma 2.3. Let h : N → N be a map such that h(n) ≥ n for all n, and let {ε n } ց 0.
Then there exists a sequence {ξ n } ց 0 such that ξ n ≥ ε n and ξ n ≤ 2ξ h(n) for every n.
Proof.
Passing from the original function h to (say) h ′ (n) = max 1≤k≤n h(k) + n, we can assume that (i) h(n) > n for every n, and (ii) the function h is strictly increasing. Set m 0 = 0, and, for k ≥ 1, m k = h(m k−1 ). Set β 0 = ε 1 , and β k = max{ε m k , β k−1 /2} for k ≥ 1. For n ∈ N, find k ≥ 0 such that n ∈ [m k , m k+1 ), and set ξ n = β k .
Then the sequence (ξ n ) has the desired properties.
Proof of Theorem 2.2. As X is a quasi-Banach space, there exists a constant C X such that x + y ≤ C X ( x + y ) for any x, y ∈ X.
(b) ⇒ (a): As a first step, we prove the existence of x ∈ X satisfying E(x, A n ) = O(ε n ) under the additional assumption that ε n ≤ 2ε K(n+1)−1 for all n ∈ N. Assume, for the sake of contradiction, that E(x, A n ) = O(ε n ) for all x ∈ X. Then X = ∞ m=1 Γ m , where Γ α = {x ∈ X : E(x, A n ) ≤ αε n , n = 0, 1, 2, · · · } (α > 0). The sets Γ m are closed subsets of X. Furthermore, E(−x, A n ) = E(x, A n ) for all n, hence Γ m = −Γ m for all m. Finally,
(here, conv(S) stands for the convex hull of a set S). Indeed, suppose x, y ∈ Γ m , and λ ∈ [0, 1]. Recalling the inclusion A n + A n ⊂ A K(n) , we see that, for every n,
For an arbitrary j, find n such that K(n) ≤ j < K(n+1) (for simplicity, we set K(0) = 0). Then
which implies λx + (1 − λ)y ∈ Γ 2mC X , thus proving (2.1). By Baire Category Theorem, there exists some m 0 ∈ N such that Γ m 0 has non-empty interior. That is, there exists a ball B(x, r) ⊂ Γ m 0 with r > 0. By symmetry, −B(x, r) ⊂ Γ m 0 . By (2.1),
Hence, r x
x ∈ Γ 2m 0 C X for every x ∈ X, and the inequality
holds for all x ∈ X and all n ∈ N. For n ∈ N 0 , find a n ∈ A n such that x n − a n ≤ 2E(x n , A n ), where {x k } k∈N 0 is the sequence of elements of X given by condition (b). Take y n = x n − a n . Then
and consequently, 1/(2c) ≤ 2m 0 C X ε n /r for all n ∈ N 0 . This contradicts ε n → 0. Thus, for every sequence {ε n } ց satisfying ε n ≤ 2ε K(n+1)−1 (n ∈ N), there exists x ∈ X such that E(x, A n ) = O(ε n ). Now suppose the sequence {ε n } ց 0 is arbitrary. Applying Lemma 2.3 to {ε n } ∞ n=0 and the map h(n) = K(n+1)−1, we obtain a sequence {ξ n } ∞ n=0 satisfying ε n ≤ ξ n ≤ 2ξ K(n+1)−1 for all n ∈ N. By the above, there exists x ∈ X such that E(x, A n ) = O(ξ n ), which implies E(x, A n ) = O(ε n ). This ends the proof of (b) ⇒ (a).
(a) ⇒ (b): If X = ∪ ∞ n=0 A n , then both (a) and (b) are false, since in this case, for any x ∈ X there exists n ∈ N such that E(x, A n ) = 0. Suppose X = ∪ ∞ n=0 A n , and (b) is false.
Then the sequence {c
, has no bounded subsequences, hence lim n→∞ c n = ∞. Set ε k = 1/c n for K(n) ≤ k < K(n + 1) and let {ε * n } denote the non-increasing rearrangement of the sequence {ε n } ∈ c 0 (N). For any x ∈ X \ ∪ ∞ n=0 A n , and any k ∈ [K(n), K(n + 1)), we have
, and (a) is also false. (a) ⇒ (c) is clear. On the other hand, if (a) is false then (b) is also false, so that (2.2) holds true. This implies that E(x, A k ) ≤ ε * k x , for the sequence {ε * k } ց 0 described above.
Remark 2.4. It follows from Theorem 2.2 that every non trivial linear approximation scheme (i.e. every approximation scheme verifying K(n) = n and A n = X for all n) satisfies Shapiro's Theorem. In particular, this extends Shapiro's result to the quasiBanach setting.
A different proof of Theorem 2.2 was given by Almira and Del Toro in [1, 2] . That proof used some general theory of approximation spaces, introduced by Almira and Luther in [3, 4] . The proof presented here is self-contained, avoids the theory of generalized approximation spaces, and follows a more classical line of thinking.
One of our main tools for verifying that an approximation scheme satisfies Shapiro's Theorem is property (P). Definition 2.5. We say that an approximation scheme (X, {A n }) satisfies property (P ) (with constants a, b > 0) if for every n ∈ N, n > 0, there exists an element x ∈ X with x = 1 such that E(x, A n ) ≥ 1 an b . Theorem 2.6. Suppose an approximation scheme (X, {A n }) satisfies property (P ), and there exists c > 1 such that A n + A n ⊆ A cn for any n ∈ N. Then (X, {A n }) satisfies Shapiro's Theorem.
Proof. Assume, for the sake of contradiction, that (X, {A n }) fails Shapiro's Theorem. By Theorem 2.2, for any C > 1 there exists N ∈ N such that E(x, A n ) ≥ CE(x, A cn ) for any x ∈ X and n ≥ N. Pick C > c b and select k to satisfy aN b < C k c bk (here, a and b are as in Definition 2.5). Take x ∈ X with x = 1 and
, which contradicts our choice of k.
Section 6 contains several examples where Property (P) is used to show that an approximation scheme satisfies Shapiro's Theorem.
A comparison with Brudnyi's theorem
To proceed, we need to introduce some notation. Recall that, for x ∈ X and A ⊂ X, we define E(x, A) = inf a∈A x − a . Furthermore, for subsets A, B of X, we define E(B, A) = sup b∈B E(b, A) (note that E(A, B) may be different from E(B, A)). We denote by S(X) the unit sphere of a quasi-Banach space X. Definition 3.1. We say that (X, {A n }) satisfies Brudnyi's condition if (1.1) holds. We say that (X, {A n }) satisfies weak Brudnyi's condition with constant c
Note that Brudnyi's condition implies the "jump condition" from Theorem 2.2(b), that is, the existence (for each n ∈ N) of x n ∈ X satisfying E(x n , A n ) ≤ CE(x n , A K(n) ). This implication holds for general approximation schemes, and not just for the case K(n) = 2n, covered by Brudnyi's theorem. Indeed, applying (1.1) to A K(n) , we obtain x n ∈ A K(n)+1 such that x n = 1 and
where C = 1/γ.
However, there exist approximation schemes failing Brudnyi's condition (1.1), for which one can obtain a prescribed rate of decay of (E(x, A n )).
Theorem 3.2.
There exists an approximation scheme (A n ) in the space c 0 , such that A m + A n ⊂ A max{m,n}+1 for any m, n ∈ N, and:
Consequently, (A n ) satisfies Shapiro's Theorem.
Proof. We introduce the sets B n :
Let us also introduce the sets Π n = {(
⊂ A n+m for any m and n, and ∪ n A n = c 0 . Furthermore, if {ε n } ց 0, then x = (ε 0 , ε 1 , ε 2 , . . .) ∈ c 0 satisfies E(x, A 2n−1 ) = ε n for any n.
However, there is no γ > 0 such that E(S(X) ∩ A n+1 , A n ) ≥ γ for every n. Indeed, it is easy to see that
Thus, the approximation scheme (A n ) has the desired properties.
Clearly, if, for an approximation scheme (X, {A n }), the lower estimate of Brudnyi's Theorem 1.1 holds (that is, for any {ε n } ց 0 there exists x ∈ X such that E(x, A n ) ≥ ε n for every n), then (X, {A n }) satisfies Shapiro's Theorem. If X is a Banach space, the converse is also true. 
For the proof we need two lemmas. The first one will be stated for the quasi-Banach setting because we will use it later (see Corollary 3.6) to give a new characterization of approximation schemes that satisfy Shapiro's Theorem. Proof. Suppose otherwise. Then there exists n ∈ N such that E(S(X), A n ) = c 1 < 1. Find c ∈ (c 1 , 1). Then every x ∈ X admits a decomposition x = y 1 + z 1 with y 1 ∈ A n and z 1 < c x . Furthermore, z 1 = y 2 + z 2 , with y 2 ∈ A n , and z 2 < c z 1 < c 2 x . Continuing in the same way, for any k ∈ N we get a decomposition x = y 1 +y 2 +· · ·+y k +z k , with y 1 , y 2 , · · · , y k ∈ A n , and z k < c k x . Now, the sum
For such i, and x ∈ X,
As {ε i } ց 0, this contradicts our assumption that (X, {A n }) satisfies Shapiro's Theorem. Proof. Throughout, we are assuming that the function K appearing in the definition of an approximation scheme (Definition 1.2) is non-decreasing. It suffices to select s 0 = 0 < s 1 < s 2 < . . . in such a way that the sets B i = A s i satisfy (i) B n + B m ⊂ B max{n,m}+1 for all n, m ∈ N, and (ii) E(B n+1 ∩ S(X), B n ) ≥ 1/2 for any n ∈ N. Suppose s 0 = 0 < s 1 < . . . < s k have already been selected in such a way that the (i) and (ii) are satisfied for 0 ≤ m, n ≤ k − 1. By Lemma 3.4, E(S(X), B k ) = 1. As ∪ ℓ A ℓ = X, there exist ℓ > K(s k ) and x ∈ A ℓ ∩ S(X) such that E(x, B k ) > 1/2. Then s k+1 = ℓ works for us. Indeed,
Proceeding inductively, we obtain 0 = s 0 < s 1 < . . . with the desired properties.
Proof of Theorem 3.3 . By [20, pp.113-114] , there exists a convex sequence (δ n ), convergent to 0, such that δ n ≥ ε n for every n. By Brudnyi's theorem, there exists Moreover, if X is a Banach space, then (a), (b) and (c) are equivalent to:
Then for every n ∈ N there exists x n ∈ X with x n = 1 and
This, in conjunction with Theorem 2.2, implies that (X, {A n }) satisfies Shapiro's theorem.
Finally, the claim that (a) ⇒ (d) holds for Banach spaces is just a reformulation of Theorem 3.3, and (d) ⇒ (a) is trivial.
As a consequence, we show that the approximation schemes satisfying Shapiro's Theorem are stable under perturbations. Proposition 3.7. Suppose, for a quasi-Banach space (X, · ), there exists p ∈ (0, 1] for which any x 1 , x 2 ∈ X satisfy
Suppose the approximation schemes (A n ) and (B n ) in X are such that (A n ) satisfies Shapiro's Theorem, and
Corollary 3.6(c), it suffices to show that, for such n, E(S(X), B n ) ≥ c, since the sequence (E(S(X), B k )) ∞ k=0 is non-increasing. Suppose, for the sake of contradiction, for every x ∈ S(X) there exists b ∈ B n with x − b < c. As
which contradicts Corollary 3.6(b).
Another useful consequence of Corollary 3.6 is:
Corollary 3.8. Let X be a quasi-Banach space and let us assume that for each r ∈ N, the family (A n,r ) ∞ n=0 defines an approximation scheme in X that satisfies Shapiro's Theorem and n 1 ≤ n 2 , r 1 ≤ r 2 imply A n 1 ,r 1 ⊆ A n 2 ,r 2 . Then for every pair of increasing sequences {n i } → ∞, {r i } → ∞, the approximation scheme (A n i ,r i ) satisfies Shapiro's theorem.
Proof. Let us denote
is an approximation scheme in X. By hypothesis and by Corollary 3.6, for each n, r ∈ N we have that E(S(X), A n,r ) = 1. Hence, for each i ∈ N, we also have E(S(X), B i ) = 1, and the result follows as a direct application of Corollary 3.6.
Approximation schemes that do not satisfy Shapiro's Theorem
Section 6 below gives many examples of approximation schemes satisfying Shapiro's Theorem. In this section, we present some examples of schemes failing this condition, and explore their properties.
For an approximation scheme (X, {A n }), define its density sequence
Proof. Consider x ∈ X. Fix δ > 0, m, and n. Write x = a + y, with a ∈ A n , and
Then x = (a + b) + z, with a + b ∈ A L(m,n) . As δ > 0 is arbitrary, we are done. As a particular case of Proposition 4.1, consider an approximation scheme arising from a dictionary. We say that a set D is a dictionary in a quasi-Banach space In Section 6, we shall see many dictionaries (some quite redundant) for which d n = 1 for any n. These dictionaries cannot be "too redundant." Indeed, if a dictionary D is a c-net of the unit sphere S(X) for some c < 1, then
n for every n. Below we consider an "extreme" case of d n becoming 0 for n large enough. 
Consequently, A n = X if and only if d n > 0 for all n.
Proof. The implication (b) ⇒ (a) is obvious. To prove the converse, suppose X = ∪ n A n . By Baire Category Theorem, for some n, there exist x ∈ X and c > 0 such that B(x, c) (the ball with the center at x, and radius c) lies inside of A n . By symmetry, B(−x, c) ⊂ A n . Then
To prove the last claim of the Proposition, note that X = A n if and only if d n > 0.
Corollary 4.5. Suppose D is a Hamel basis in a Banach space X. Then there exists
Note that there are no uniform bounds for the values of n with the property outlined in Propositions 4.4(b) and Corollary 4.5. Indeed, by [6] , any Banach space has a dense Hamel basis D. In particular, Σ 1 (D) is dense in X. On the other hand, consider a space
is the canonical basis in ℓ N ∞ ) is a Hamel basis in X. Then, for any n < N, there exists a norm 1 x ∈ X such that E(x, Σ n (D)) = 1 (indeed, (e 1 + . . . + e N ) ⊕ 0 has this property).
Another corollary deals with Hamel bases indexed by positive reals. . Then there exists n 0 ∈ N such that A n 0 is dense in X. In particular, A n 0 is an infinite codimensional dense subspace of X.
Next, we present an example where the "slowest possible" rate of approximation E(x, A n ) is precisely controlled.
where ∆ is the ternary Cantor set).
Suppose, furthermore, that 1 ≥ ε 1 ≥ ε 2 ≥ . . . ≥ 0, and lim n ε n = 0. Then there exists an approximation scheme (A n ) in X such that the d n ≤ ε n for any n, and there exists x ∈ S(X) with the property that
for any n.
The above theorem is stated for real Banach spaces. Similar results (with different constants) can also be obtained in the complex case.
Proof. We start by presenting the construction of (A n ) in the case of X = L ∞ (0, 1). Find a sequence of positive integers m(1) ≤ m(2) ≤ . . ., such that, for any n, 1/m(n) ≤ ε n ≤ 1/(m(n) − 1). Define A n as the set of (equivalence classes of) functions in L ∞ (0, 1) assuming no more than m(n) different values. In other words, A n consists of all functions
is a partition of (0, 1) into measurable sets.
(1) For a norm 1 function x ∈ L ∞ (0, 1) and n ∈ N, we shall find a ∈ A n such that
Note that s j is the midpoint of I j . For t ∈ (0, 1), define a(t) = s j if x(t) ∈ I j . Then a is defined almost everywhere, a ∈ A n , and
(2) We claim that the function
The case of X = ℓ ∞ is handled the same way, with minor modifications.
k ). Define A n to be the set of functions a on ∆ such that (i) a attains no more than m(n) different values, and (ii) there exists k ∈ N such that the restriction of a to T s,k ∩ δ is constant for any s ∈ {0, 2} k . To show E(x, a) ≤ x /m(n) for any x ∈ C(∆), take into account the uniform continuity of x. A version of the "Cantor ladder" gives an example of x with E(x, A n ) ≥ 1/m(n) ≥ ε n /(1 + ε n ) for any n.
The theorem above implies that many Banach spaces contain an approximation scheme with controlled rate of approximation.
Corollary 4.8. Suppose X is an infinite dimensional Banach space, and either (1) X is injective, or (2) X is separable, and contains an isomorphic copy of C(∆). Then there
exists a constant c > 0 such that, for every sequence 1 ≥ ε 1 ≥ ε 2 ≥ . . . ≥ 0, satisfying lim n ε n = 0, there exists an approximation scheme (A n ) with the property that d n ≤ ε n for any n, and there exists x ∈ S(X) with the property that E(x, A n ) ≥ cε n for all n.
Proof. (1) Suppose X is injective. Then (see [31, Theorem 2.f.3]), there exists a subspace Y of X, a projection P from X onto Y , and an isomorphism U : Y → ℓ ∞ with contractive inverse. By Theorem 4.7, there exists an approximation scheme (B n ) in ℓ ∞ such that E(z, B n ) ≤ δ n z for any n and z ∈ ℓ ∞ , where δ n = ε n /( U P ). Furthermore, there exists z 0 ∈ ℓ ∞ with z 0 = 1, and E(z 0 , B n ) ≥ δ n /2 for any n. We claim that the family
has the desired properties. Note first that, for any x ∈ X,
On the other hand, find
Furthermore,
This leads to the desired estimates on E(x 0 , A n ). The proof of (2) is very similar, except that now, we rely on the fact that any separable Banach space containing a copy of C(∆), must also contain a complemented copy of the latter space (see e.g. [46] ). Remark 4.9. A weaker version of Theorem 4.7 holds in the space c 0 . More precisely, suppose 1 ≥ ε 1 ≥ ε 2 ≥ . . . ≥ 0, and lim n ε n = 0. Then there exists an approximation scheme (A n ) in c 0 , with the following properties:
(2) For any non-increasing sequence {δ n } ∈ c 0 there exists x ∈ c 0 such that E(x, A n ) ≥ δ n ε n for every n.
As the construction is similar to the one presented above, we do not describe it here.
Connection with Central Theorems of Approximation Theory
In this section we examine the connections between the so called central theorems of approximation theory -that is, the classical Jackson's (direct) and Bernstein's (inverse) results for the speed of approximation by a given approximation scheme -and Shapiro's Theorem.
Definition 5.1. Let (X, {A n }) be an approximation scheme and let Y be a quasi-semiBanach space continuously and strictly included in the quasi-Banach space X. We say that the approximation scheme (X, {A n }) satisfies (generalized) Jackson's Inequality with respect to Y if there exists a sequence (c n ) such that lim n→∞ c n = +∞ and
The approximation scheme (X, {A n }) is said to satisfy (generalized) Bernstein's Inequality with respect to Y if ∞ n=0 A n ⊆ Y , and there exists a sequence (b n ) such that lim n→∞ b n = +∞ and
(The classical definition for these inequalities appears when b n = c n = Cn r ).
Jackson's Inequality does not imply Shapiro's Theorem. On the contrary, Jackson's Inequality is satisfied for a sufficiently large space Y ⊂ X if and only if Shapiro's Theorem fails.
Proposition 5.2. For an approximation scheme (X, {A n }), the following are equivalent:
In particular, if (X, {A n }) satisfies Shapiro's Theorem and Y is a quasi-normed subspace of X such that (A n ) satisfies Jackson's Inequality with respect to Y , then Y must be of infinite codimension.
by Corollary 3.6, there exists a sequence {ε n } ց 0 such that E(x, A n ) ≤ ε n x X for any x ∈ X. The space Y is continuously embedded into X, hence there exists a constant C such that y X ≤ C y Y for any y ∈ Y . Therefore, E(y, A n ) ≤ Cε n y Y for any y ∈ Y , which is (5.1) with c n = (
by Corollary 3.6, it suffices to find m ∈ N for which E(S(X),
, there is nothing to prove. Otherwise, consider the quotient map q : X → E = X/Y . Find x 1 , . . . , x N in X, such that the vectors e i = qx i form a normalized basis in E, and x i < 2 for every i. Then there exists a constant
Recall the existence of a constant C X ≥ 1 such that x + y ≤ C X ( x + y ) for any x, y ∈ X. By induction,
for any z 1 , . . . , z m ∈ X. We claim that any x ∈ S(X) has a representation
Indeed, qx ≤ 1, hence one can write qx = N i=1 α i e i , with (α i ) as above. Then y = x − N i=1 α i x i ∈ Y , and (5.3) yields the desired estimate on the norm of y. Pick c ∈ (0, 1), and show the existence of m ∈ N for which E(S(X), A m ) < c. Start by using (5.1) to find n ∈ N such that E(y, A n ) ≤ c y /(2NC 2 C N X ) holds for every y ∈ Y . Then find k ≥ n such that, for every i ∈ {1, . . . , N}, there exists a i ∈ A k satisfying
Thus, E(S(X), A m ) ≤ c < 1. An application of Corollary 3.6 completes the proof. Now we concentrate on Bernstein's Inequality. Proof. We show that if the approximation scheme does not satisfy Shapiro's Theorem, and it satisfies Bernstein's Inequality with respect to a certain space Y , then the norms of Y and X are equivalent. So, let us assume that (X, {A n }) satisfies (5.2) for a certain sequence of positive real numbers (b n ), and a quasi-Banach space Y continuously included in X. By renorming X and Y if necessary (see Section 2), we may assume the existence of
For the sake of brevity, we shall denote · X simply by · .
If (X, {A n }) does not satisfy Shapiro's Theorem, Corollary 3.6 guarantees the existence of n 0 ∈ N for which E(S(X), A n 0 ) < (1/2) 1/p . Therefore, for any x ∈ X, there exist a ∈ A n 0 and x ′ ∈ X such that x = a + x ′ , and x ′ < 2 −1/p x . Now pick x ∈ B(X)\Y . By the above, we can find a 0 ∈ A n 0 and x 0 ∈ X such that x = a 0 + x 0 , with x 0 < 2 −1/p . Furthermore, we can write x 0 = a 1 + x 1 , with a 1 ∈ A n 0 , and x 1 < 2 −2/p . Proceeding further in the same manner, we write, for each m, x = a 0 + a 1 + . . . + a m + x m , with a 0 , a 1 , . . . ∈ A n 0 , and
Let z m = x − x m . As lim m x m = 0, the sequence (z m ) converges to x in the space X. We shall show that (z m ) is a Cauchy sequence in Y . Indeed, for n > m,
As Y is a subset of X, the sequence (z m ) must converge to x in the space Y . This leads to a contradiction, since x was selected in such a way that x / ∈ Y .
As a corollary, we conclude that the property of satisfying Shapiro's Theorem is, under certain conditions, inherited by subspaces. Section 6 contains some examples where the fact that a given approximation scheme satisfies Shapiro's Theorem is deduced from a Bernstein's Inequality.
Below we introduce the so called "smoothness spaces" (or "abstract approximation spaces"). If (A n ) is an approximation scheme in X, we define, for 0 < q ≤ ∞ and 0 < r < ∞,
q is a quasi-Banach space [4] . It was shown by DeVore and Popov (see [16, Th. 9.3, p. 236] ) that A r q satisfies Bernstein's Inequality: |x| A r q ≤ Cn r x X for all x ∈ A n . To apply Theorem 5.3 with Y = A r q , we need Y to be a proper subspace of X, which does not always hold. For instance, suppose D is a dictionary in a Banach space X, which is 1/2-dense in X. Let A n = Σ n (D). Clearly, A n + A n ⊂ A 2n . By Corollary 4.3 and the discussion following it, E(x, A n ) ≤ 2 −n x for any x ∈ X. Therefore, A r q = X for any q, r (with equivalent norms).
On the other hand, there are many classical results in Approximation Theory devoted to the characterization of the approximation spaces A r q as smoothness spaces of functions (Besov, etc.), and these are always proper subspaces of the ground space X. In this setting, one can apply Theorem 5.3 to show that the corresponding approximation scheme satisfies Shapiro's Theorem. The same applies to the situation when X is a space of operators, and membership in A r q reflects the "degree of compactness" (see e.g. [44] ). Below, we show that the spaces A r q form a scale of subspaces of X if the approximation scheme (A n ) satisfies Shapiro's Theorem. We also present other results on the spaces A r q . Corollary 5.5. Let (X, {A n }) be an approximation scheme such that A n + A n ⊆ A cn for a certain constant c > 1. Then the following are equivalent: Proof. A small modification of the proof of (a) ⇒ (b) in Theorem 2.2 shows that there exists a constant C > 1 and a sequence {x n } n∈N 0 (where N 0 ⊆ N is an infinite sequence) such that E(x n , A n ) ≤ CE(x n , A K 2 (n) ) for all n ∈ N 0 . By the density of n A n in X, we can find another sequence {a n } n∈N 0 ⊂ n A n ⊂ B r q such that E(a n , A n ) ≤ CE(a n , A K 2 (n) ) for all n ∈ N 0 . Hence for every n ∈ N 0 and m ∈ {n, n+1, · · · , K 2 (n)} we have E(a n , A m ) ≤ E(a n , A n ) ≤ CE(a n , A K 2 (n) ). Furthermore, by Lemma 3.16 from [4] , there exist A, B > 0 (depending only on X and the parameters q, r) such that, for every n ∈ N,
Therefore,
q , {A n }) satisfies Shapiro's Theorem. To prove the second part of our proposition, recall the reiteration theorem: if an approximation scheme satisfies A n + A n ⊆ A cn for a certain constant c, then
(this is proved in [44] for the particular case of A n + A m ⊆ A n+m , and in [4, Example 3.36] in full generality). Hence,
As u < ∞, the first part of our proposition shows that (A Finally, another consequence of Theorem 5.3 is the following Corollary 5.7. Suppose (X, {A n }) is an approximation scheme, such that, for every n ∈ N, A n + A n ⊆ A cn (c > 1 is independent of n), and A n is boundedly compact in X (that is, any bounded subset of A n is relatively compact in X). Then (X, {A n }) satisfies Shapiro's Theorem.
Proof. If each A n is boundedly compact in X then for every r > 0 the natural inclusion A r ∞ ֒→ X is a compact operator (see [4, Theor. 3.32] ). In particular, A r ∞ is strictly contained in X, and we can apply Theorem 5.3 with Y = A r ∞ .
Examples of schemes satisfying Shapiro's Theorem
In this section, we present a collection of examples of approximation schemes satisfying Shapiro's Theorem. The main tools involved are (i) Property (P), (ii) Bernstein's Inequality and (iii) the characterization of approximation schemes satisfying Shapiro's Theorem given in Corollary 3.6. Many examples involve the order of the best n-term approximation with respect to a dictionary. 6.1. Biorthogonal systems and their generalizations. Suppose X is a quasi-Banach space, I is an infinite index set, and (X i ) i∈I are non-trivial subspaces of X. We say that (X i ) form a complete minimal bounded decomposition of X (CMBD, for short) if X = span[X i : i ∈ I], and, for every i ∈ I, there exists x ∈ X i such that E(x, span[X j :
A CMBD can be regarded as a generalization of a complete minimal system. Recall that a family (x i
It is easy to see that, if (x i , f i ) is a bounded complete biorthogonal system, then the family of spaces X i = span[x i ] forms a CMDB. It is known that every separable Banach space has a complete bounded biorthogonal system (x i , f i ) i∈I such that ∩ i∈I ker f i = {0} [24, Theorem 1.27]. Certain non-separable spaces also possess complete bounded biorthogonal systems (see e.g. Sections 4.2 and 5.2 of [24] ).
In addition to biorthogonal systems, CMBDs arise when one considers a dictionary consisting of two or more bases, possessing certain "mutual coherence." Several examples can be found in Section 4 of [23] . For instance, the union of Haar and Walsh bases works very nicely.
The following two theorems show that the approximation schemes arising from CMBDs or biorthogonal systems have Property (P). Furthermore, as the approximation schemes described there satisfy A n + A n ⊂ A 2n , both schemes satisfy Shapiro' Theorem. Theorem 6.1. Consider a quasi-Banach space X such that, for a certain fixed p > 0 and for any x 1 , . . . , x m ∈ X,
Suppose (X i ) i∈I is a complete minimal bounded decomposition of X, with E(x, span[X j : j = i]) ≥ c x for any i ∈ I, and x ∈ X i . Suppose, furthermore, that E is a finite dimensional subspace of X, and an approximation scheme (A n ) is defined by setting, for n ∈ N,
Then the approximation scheme (A n ) has Property (P), and consequently, satisfies Shapiro's Theorem.
Theorem 6.2. For a complete minimal system (x i ) i∈I in a Banach space X, consider the approximation scheme A n = { i∈F α i x i : F ⊂ I, |F | ≤ n} (n ≥ 0). Then for every n there exists a norm 1 y ∈ X such that (in the above notation) E(y, A n−1 ) > 1/(2n). Consequently, the approximation scheme (A n ) satisfies Shapiro's Theorem.
To prove Theorem 6.1, we need 
Proof of Theorem 6.1. For i ∈ I, denote by P i : X → X by setting P i x = x if x ∈ X i , and
We shall find y ∈ X such that y ≤ 1, and
Now consider y = (y 1 + . . . + y n )/(Cn 1/p ). Clearly, y ≤ 1. It remains to show that, for any e ∈ E, any F ⊂ I of cardinality not exceeding n − 1, any family of scalars (α i ) i∈F , and any family x i ∈ X i (once again, i ∈ F ), we have y − (e + i∈F α i
We complete the proof by recalling that Q k ≤ CC 0 m 1/p .
The following lemma (necessary for the proof of Theorem 6.2) may be known to experts, although we couldn't find its statement anywhere. Throughout, we use S(X) and B(X) to denote the unit sphere, respectively the closed unit ball, of X.
Lemma 6.4. Suppose X is a Banach space, E is a weak
* -closed subspace of X * * , and Z is a subspace of X, such that dim X/Z < ∞, and dim X * * /E > dim X/Z (E can be of finite or infinite codimension). Then for every c < 1 there exists x ∈ S(Z) such that dist(x, E) X * * ≥ c.
Proof. Suppose, for the sake contradiction, that the statement of the lemma is false. Then there exists c ∈ (0, 1) with the property that, for every x ∈ B(Z), there exists e ∈ E such that x − e X * * ≤ c. By the triangle inequality, e X * * ≤ 1 + c, hence B(Z) ⊂ (1 + c)B(E) + cB(X * * ). The set on the right is weak * closed (even weak * compact). Taking the weak * closure of the left hand side, we obtain 
⊥⊥ such that z ≤ 1, and q(z) = z ′ . For every e ∈ E, we then have z − e X * * ≥ q(z − e) X * * /W ≥ dist(z ′ , E ′ ) X * * /W > c, which contradicts (6.1).
Proof of Theorem 6.2. By Hahn-Banach Theorem, there exist linear functionals f i ∈ X * , satisfying x i , f j = δ ij for i, j ∈ I. Throughout the proof, we consider the functionals f i as acting on X * * , and their kernels ker f i as subsets of X * * . We also identify X with its canonical image in X * * . We shall construct a sequence of finite disjoint sets S j ⊂ I such that for any j there exists a norm 1 y j ∈ span[x i : i ∈ S j ] with the property that E(y j , span[x i : i / ∈ S j ]) > 1/2. Once this is done, let y = (y 1 + . . . + y n )/n. Clearly y ≤ 1. It remains to show that y − i∈F α i x i > 1/(2n) for any F ⊂ I of cardinality less than n. As the sets S j are disjoint, there exists j such that S j ∩ F = ∅. Then
We construct the sets S j and vectors y j inductively. Let S 0 = ∅. Suppose the sets S j have already been obtained for all j ≤ m − 1 (m ∈ N). Let us construct S m and y m . Let T = ∪ j<m S j . Introduce the spaces E 0 = ∩ i∈I ker f i ֒→ X * * , and E T = span[x i : i ∈ T ] ֒→ X. Define the projection Q T from X * * onto E T by setting Q T x = i∈T f i , x x i . Clearly, E 0 is weak * closed, and E T is weak * closed due to being finite dimensional. As E 0 ⊂ ker Q T , we conclude that E = E 0 + E T is also weak * closed. Note that the set (f i ) is linearly independent, hence dim X * * /E 0 = ∞. Now set Z = X ∩ (∩ i∈T ker f i ). As dim X/Z < ∞, Lemma 6.4 implies the existence of z ∈ B(Z) satisfying dist(z, E) X * * > 5/6. As span[x i : i ∈ I] is dense in X, there exists z 1 ∈ S(span[x i : i ∈ I]) such that z − z 1 < 1/(12 Q T ), and dist(z 1 , E) X * * > 5/6. Let
hence z 2 < 13/12, and dist(z 2 , E) X * * > 5/6 − 1/12 = 3/4. Letting y = z 2 / z 2 , we conclude that dist(y, E) X * * > 2/3. By our construction, there exists a finite set S ⊂ I\T such that y ∈ span[x i : i ∈ S]. Let I ′ = I\(T ∪ S), and show that there exists a finite set F ⊂ I ′ such that
Once such a set is found, then we can take y m = y, and S m = S ∪ F . Suppose otherwise. Then, for every F as above, there exists y F ∈ span[x i : i ∈ T ∪ (I ′ \F )], satisfying y − y F ≤ 2/3. Observe that the set F (I ′ ) of finite subsets of I ′ forms a net, ordered by inclusion. More precisely, for F 1 , F 2 ∈ F (I ′ ), we say
, there exists F 3 ∈ F (I ′ ) such that F 1 ≺ F 3 and F 2 ≺ F 3 (in fact, we can take F 3 = F 1 ∪ F 2 ). By the triangle inequality, y F X * * = y F ≤ 5/3 for each F . As the unit ball of X * * is weak * -compact, there exits a subnet A of F (I ′ ) such that the net (y F ) F ∈A converges weak * to some x ∈ X * * . Then y −x X * * ≤ sup F y −y F ≤ 2/3. Note that, for any j ∈ F ∪ S, f j , y F = 0. Moreover, for every F ∈ F (I ′ ), there exists G ∈ A containing F . Therefore, f j , x = 0 for any j ∈ I ′ ∪ S = I\T . Then f j , x − Q T x = 0 for any j ∈ I, hence x − Q T x ∈ E 0 , and therefore, x ∈ E. This, however, contradicts dist(y, E) X * * > 2/3.
As an application, consider a compact set K ⊂ C, such that Ω = Int(K) is a Jordan domain, and C = ∂K is a rectifiable Jordan curve. Define the family of Faber polynomials {F n (z)} ∞ n=0 , associated with K. Let φ be the Riemann mapping function defined from
These polynomials play a main role in complex approximation theory, so the dictionary
is of interest (see [51] , [15] for more information on Faber polynomials). Proof. We show that, for K as in the statement of the theorem, the Faber polynomials form a complete minimal system in A(K). An application of Theorem 6.2 completes the proof.
On K = D, the Faber polynomials are the monomials e n (e n (z) = z n ). It is well known that span[e n : n ≥ 0] is dense in A(D). Moreover, the functionals f → f (n) are biorthogonal to the e n 's. In the general case, by [22, Chapter 1, Section C], there exists a bounded injective operator T : A(D) → A(K), such that T e n = F n for any n ≥ 0. By [5] , the range of T coincides with A(K), and T −1 < ∞. As an isomorphic image of a complete minimal system is again a complete minimal system, we are done.
Generalized Haar schemes.
In this section we introduce and investigate the class of generalized Haar families in spaces of functions (numerous examples will be given below). Suppose, for each n, A n is a set of continuous functions on Ω. We say that the family {A n } is generalized Haar if there exists a function ψ = ψ {An} : N → N such that no non-zero function of the form ℜg (g ∈ A n ) has more than ψ(n) − 1 zeroes on Ω. Finally, the approximation scheme (X, {A n }) is named "generalized Haar" if {A n } is a generalized Haar system. Very often, we consider the approximation schemes arising from dictionaries (see (4.1) for the definition). We say that a dictionary D is a generalized Haar system if the family {Σ n (D)} is Haar.
In the four examples below, we exhibit some generalized Haar dictionaries. The space X is either C ([a, b] ), or L p (a, b) (0 < p < ∞), and ψ(n) = n.
(1) The dictionary D, consisting of the functions f λ (t) = t λ (λ ∈ R) on an interval [a, b] with 0 < a < b. Indeed, these functions form a generalized Haar system [9, Section 3.1]. As polynomials are dense in C([a, b] 
. Indeed, the family (f k ) forms a generalized Haar system on subintervals of (0, ∞), and of (−∞, 0). 
is known to be dense in X. For instance, this is true for W (x) = exp(−|x| α ), for any α ≥ 1. See [35] for this and other results on the density of polynomials in the weighted spaces X.
Moreover, the sets of trigonometric functions
T n = span[{1, cos(t), sin(t), · · · , cos(nt), sin(nt)}] define a Haar system on [0, 2π). A somewhat more complicated example of generalized Haar system involves rational functions. For Ω ⊂ C, denote by R n (Ω) the set of all rational functions p(z)/q(z), where the polynomials p(z) = n k=0 a k z k and q(z) = n k=0 b k z k have complex coefficients and degree ≤ n, such that q(z) doesn't vanish in Ω. We also consider the set E n (Ω) of trigonometric rational functions of degree less than n, consisting of functions t → p(e it )/q(e it ), where p(z) = n k=−n a k z k and q(z) = n k=−n b k z k , and q(z) = 0 for all z ∈ Ω. Proposition 6.6. If Ω ⊂ R, then {R n (Ω)} is a generalized Haar system. Moreover, if Ω ⊆ ∂D = T then {E n (Ω)} is a generalized Haar family.
Proof. We handle {R n (Ω)} first. If g = p/q ∈ R n (Ω), then p = ℜp+(ℑp)i, q = ℜq+(ℑq)i, and ℜp, ℜq, ℑp, ℑq are polynomials of degree ≤ n. Hence ℜg = ℜ pq |q| 2 = ℜpℜq+ℑpℑq |q| 2
. As t → ℜp(t)ℜq(t) + ℑp(t)ℑq(t) is a polynomial of degree not exceeding 2n, ℜg must vanish if it has more than 2n zeroes. Now consider g = p/q ∈ E n (Ω), with Ω ⊆ ∂D. Then p(t) = |j|≤n a j e itj , q(t) = |j|≤n b j e itj , and
so that
, we see that the zeroes of ℜg(t) are the zeroes of
Thus, x ∈ T 2n , and we are done, since {T n } ∞ n=1 is a Haar family. The next result shows that "many" generalized Haar approximation schemes satisfy Shapiro's Theorem. Below, C 0 (I) denotes the closure of continuous functions with compact support in the · ∞ norm. In particular, C(I) = C 0 (I) if I is a compact set. Proof. Without loss of generality, we can assume µ(I) = 1, and |f | p dµ ≤ f p X for any f ∈ X. By Closed Graph Theorem, there exists a constant C such that, for any f ∈ C 0 (I), we have f X ≤ C f ∞ .
For every n ∈ N, we find a continuous function h : I → [−1, 1] with compact support, such that h ∞ = 1, and |h − g| p dµ > 1/5 for any g ∈ A n . Indeed, if such an h exists, then C −1 h X ≤ 1 and E(C −1 h, A n ) X > 1/(5C) 1/p . By Corollary 3.6, (A n ) satisfies Shapiro's Theorem in X.
As the measure µ is Radon, , s) ) is continuous, we can find t 0 < t 1 < . . . < t 4N such that, for 1 ≤ j ≤ 4n, µ((t j−1 , t j )) = A/(4N) > 1/(5N). Recall that, for any a < b, µ ((a, b) ) is the supremum of ρ dµ, taken over all non-negative continuous functions ρ, supported on (a, b), and such that ρ ∞ ≤ 1. So, for 1 ≤ j ≤ 4N, we can find continuous h j : R → [0, 1], supported on (t j−1 , t j ), such that
Otherwise, denote by F the set of all k ∈ {1, . . . , 2N} such that ℜg doesn't vanish on (t 2k−2 , t 2k ). As |F | < N, We complete the proof as in Theorem 6.7. Proof. We work with the case of [a, b] = [0, 2π]. By Corollary 3.6, we only need to prove that sup
Another interesting Banach space is
Let N = 6ψ(n), and consider f (t) = (1−cos Nt)/(4N). Then f BV = 4
| sin Nt| dt = 1. We show that, for any g ∈ Σ n (D),
For such a g, define F as the set of all ℓ ∈ {1, . . . , N} with the property that ℜg ′ does not change sign on (2π(ℓ − 1)/N, 2πℓ/N). Note that |F | ≥ N − ψ(n) = 5N/6. Furthermore, f ′ is positive on (2π(ℓ − 1)/N, π(2ℓ − 1)/N), and negative on (π(2ℓ − 1)/N, 2πℓ/N). One one of these two intervals, |f ′ | ≥ |f ′ − ℜg|. Furthermore,
and therefore,
6.3. Approximation by rational functions. The problem of describing the possible sequences of best rational approximations for a given function dates back at least to E. Dolzhenko [19] . Certain Bernstein-type results have been obtained for approximations in the uniform norm. For instance, if ε 1 > ε 2 > . . . and lim ε m = 0, then there exists f ∈ C(T) such that E(f, E m (T)) C(T) = ε m for every m [49] (see also [37, 42] for related results). Evidence suggests that the condition that the sequence {ε m } is strictly increasing can be weakened. By [50] , for every sequence {ε m } ց 0 there exists
On the other hand, Bernstein's Lethargy Theorem cannot be perfectly replicated for rational approximation in L p : by [28] , for any f ∈ L p (0, 1), the sequence E(f, R m ([0, 1])) Lp is either strictly decreasing, or eventually null. This section attempts to (partially) answer Dolzhenko's question by proving Shapiro's Theorem for rational approximations in a variety of function spaces. (1) (X, {R n (I)}), where I is a real interval and C 0 (I) ⊆ X ⊆ L p (I), and C 0 (I) X = X.
(2) (X, {E n (I)}), where is a real interval and C 0 (I) ⊆ X ⊆ L p (I), and C 0 (I) X = X.
, and C(T) X = X.
(4) (X, {R n (∂D)}), where C(∂D) ⊆ X ⊆ L p (∂D), and C(∂D) X = X.
(5) (X, {R n (D)}), where A ⊆ X ⊆ H p , and A X = X.
Proof. We start noting that the densities C 0 (I) X = X, C(T) X = X and A X = X are assumed to guarantee that, if our approximation scheme (A n ) is dense, for example, in C 0 (I) then it is also dense in X. To prove this, take x ∈ X, ε > 0 arbitrarily small and (2) and (3) are direct consequences of Proposition 6.6 and Theorem 6.7. To deduce (4) from (3), consider a map U, taking a function f : ∂D → C tof : T → C, wheref (t) = f (e it ). Clearly, U is an isometry from C(∂D) onto C(T), and from L p (∂D) onto L p (T). Hence it is clear that U maps the space X isometrically onto a space Y which satisfies
To establish (5), note that the elements of A or H p are uniquely determined by their restrictions to ∂D (see e.g. Appendix 3 of [34] ). Thus, we identify our functions on D with functions on ∂D. The density of ∪ n R n (D) in X follows from the proof of Theorem 1.5.2 of [34] and the density of A in X. Identifying ∂D with T, we complete the proof by applying Proposition 6.8.
Corollary 6.11. Suppose X is either C(R) (the set of continuous functions f on R for which lim t→+∞ f (t) and lim t→−∞ f (t) exist and are equal), or L p (W, R), where 0 < p < ∞, and the weight W is given by W (x) = 2/(1 + x 2 ). For n ∈ N, denote by R n (R) the set of rational functions p/q, where deg p ≤ deg q < n, and q has no real roots. Then the approximation scheme (X, {R n (R)}) satisfies Shapiro's Theorem.
Proof. In this proof, we use some ideas of [34, Section 1.5]. As before, identify T with [−π, π]. Consider the map Φ : T → R : t → tan(t/2) (−π ∼ π is taken to ∞). The map
Denote by R ′ n (R) the set of all functions p/q ∈ R n (R) for which all the roots of q are distinct. Similarly, let E ′ n (T) the set of all functions p/q ∈ E n (T) for which all the roots of q are distinct. A small perturbation argument shows that R
Any f ∈ R ′ n (R) can be written as f = α 0 1 + m j=1 α j g c j , with m < n. Here, 1(x) = 1, and g c (x) = (1 − ix)/(x − c) (c / ∈ R). By formula (5.13) of [34] , g c • Φ = αf z , where z = (i − c)/(i + c), α is a numerical constant, depending on z, and f z (t) = 1/(e it − z). Thus, Φ implements a 1 − 1 correspondence between R Remark 6.12. Below we outline some alternative approaches to the results of Theorem 6.10. For instance, one can show that (C([a, b] ), {R n ([a, b])}) satisfies Shapiro's Theorem, one can use a Bernstein-type inequality due to Dolzhenko [18] : the total vari- 
Hence we can use Theorem 5.3 for (
Lγ (−1,1) ). One can also tackle L p by using the strong relation between rational approximation and approximation by spline functions with free knots. By Theorem 6.8 from [34, page 340], for 1 < p < ∞, 0 < q ≤ ∞ and 0 < α < r, the approximation spaces
are the same (with equivalent norms). Theorem 6.13 below guarantees that R
) and the result follows from Corollary 5.5. We next sketch an argument showing that (C(∂D), {R n (∂D)} ∞ n=0 ) satisfies Shapiro's Theorem. That is, by Corollary 3.6, we have to find f ∈ C(∂D) such that the sequence E(f, R n (∂D)) ≥ α n , for a prescribed sequence {α n } ց 0. Having already shown that (C([0, 1]), {R n ([0, 1])}) satisfies Shapiro's Theorem, we conclude that there exists h ∈ C([0, 1]) such that E(h, R n ([0, 1])) ≥ α n for every n. Extend h to a bounded continuous function g on R, for which lim t→+∞ g(t) = lim t→−∞ g(t) exist and are equal. Clearly,
for every n. We conclude that (C(∂D), {R n (∂D)}) satisfies Shapiro's Theorem. To deduce from this that (C(T), {E n (T)} ∞ n=0 ) satisfies Shapiro's Theorem, observe that (6.2) guarantees that E(f, E n (T)) C(T) = E(f, R 2n (∂D)) C(∂D) .
6.4. Approximation by splines. In this subsection, we show that some "very redundant" approximation systems based on splines satisfy Shapiro's Theorem. Let us denote by S n,r (I) the set of polynomial splines of degree less than r with n free knots (nodes) on the interval I. For any pair of sequences 0 ≤ r 1 ≤ r 2 ≤ . . . and 1 ≤ n 1 < n 2 < · · · the sets case of C[a, b] , we assume that the splines in question are continuous). 
Here, B α q (L p (Ω)) denotes the classical Besov space on [0, 1] (defined using the modulus of smoothness w r (f, t) p ). By [26, Corollary 3 
[10, Theorem 1.9.9]). It is easy to show that the last embedding is proper. By Theorem 5.3, the approximation scheme (L p (0, 1), {B n,r } ∞ n=1 ) satisfies Shapiro's Theorem. We complete the proof by applying Corollary 3.8.
6.5. n-term approximation. In this section we study Shapiro's Theorem for n-term approximation. More precisely, suppose D is a dictionary, and (Σ n (D) is the associated approximation scheme (defined in (4.1)). Then Σ n (D) + Σ n (D) = Σ 2n (D), so that Theorem 2.6 is applicable in this context. Obviously the properties of the sequence of errors E(x, Σ n (D)) strongly depend on the dictionary D. For example, if D X = X, then E(x, Σ n (D)) = 0 for all n ≥ 1 and the dictionary is "too rich" to be of interest. For the sake of brevity, we say that a dictionary D satisfies Shapiro's Theorem in a quasi-Banach space X if the approximation scheme (X, {Σ n (D)}) satisfies Shapiro's Theorem.
Proposition 3.7 implies that the dictionaries satisfying Shapiro's Theorem are stable under small perturbations: Corollary 6.14. Suppose a quasi-Banach space X is such that there exists p ∈ (0, 1], for which any x 1 , x 2 ∈ X satisfy [33] , the greedy algorithm in this setting converges "very fast," when f ∈ L p (0, 1) is such that the sequence (E(f, Σ n (D ′ ))) decreases in a certain controlled manner. The result above shows that, in general, (E(f, Σ n (D ′ ))) may decrease arbitrarily slowly.
Proof. It is not difficult to prove, by induction on n, that any element of Σ n (D) can be written as a linear combination of at most 2n + 1 characteristic functions of intervals with non-empty interiors. This, in turn, implies Σ n (D) ⊆ S 4n+2,1 (0, 1), and the result follows from Theorem 6.13.
Shapiro's Theorem also holds for the dictionary of imaginary exponentials D = {t → exp(iλt) : λ ∈ R} on any interval [a, b] . Indeed, the theorem below deals with ridge functions, and includes these exponentials as a particular case (see e.g. [14] for an introduction to ridge functions). Suppose Π = The spaces X with the properties described above include L p (Π) (1 ≤ p < ∞) and C(Π). Indeed, span[D] is closed under multiplication, and separates points in Π. By
Proof. By scaling, we can assume Π = [0, 2π] N , and that Π is equipped with the Lebesgue measure (2π) −N dt 1 . . . dt N . Renorming X, we assume that f L 1 ≤ f for any f ∈ X. Let C be a constant for which C f ∞ ≥ f . The dictionary D consists of functions f α (t) = exp(i α, t ) (α ∈ R N ). We shall show that D has Property (P). To this end, fix n ∈ N, and let x = n 2 k=1 (−1) k f (k,0,...,0) /n 2 (note that f (k,0,...,0) (t 1 , . . . , t N ) = exp(ikt 1 )).
Clearly, x ≤ C. Consider a family α (j) = (α
, and scalars a 1 , . . . , a m . Let y = x + z, where z = m j=1 a j f α (j) . We shall show that y ≥ 1/n 2 .
Perturbing the α (j) 's slightly, we can assume that all the quantities α (j)
1 are different, and non-integer. To estimate y , recall that, for a multiindex k = (k 1 , . . . , k N ) ∈ Z N , and a function φ defined on Π, we define the Fourier coefficient
We shall show that, for at least one value k ∈ {1, . . . , n 2 }, (−1) k ℜ(ẑ(k, 0, . . . , 0)) ≥ 0. Once this is done, we conclude that
which is what we need. A straightforward calculation shows that, for α = (α 1 , . . . α N ),
. Suppose, for the sake of contradiction,
has the same sign as (−1) k+1 for every value of k. As m < n, there exists L ∈ {1, . . . ,
into no more than m + 1 subintervals. If each of these subintervals contains less than n integer points, then the total number of integer points on [1, n 2 ] cannot exceed (n − 1)(n + 1), which is clearly false.
For
By assumption, φ(k) is positive when k is an odd integer, and negative if k is an even integer. Therefore, for s ∈ {1, . . . , n − 1} there exists t s ∈ (L + s − 1, L + s) such that φ(t s ) = 0. Now consider the m × m matrix
, and the vector b = (b 1 , . . . , b m ) t . Then Ab = 0, hence the matrix A is singular. However, by Cauchy's Lemma (see e.g. [13, p. 195] ), the determinant of the matrix with entries ((
Theorem 6.17 can be connected to the problem of approximation by elements of a frame (see e.g. [12] for an introduction to the topic). By Corollary 3.10 of [25] , any normalized tight frame F in a Hilbert space of the form (U n η) n∈Z (U is a unitary operator) is unitarily equivalent to the set D of the functions t → exp(2πit)| E , where E is an essentially unique measurable subset of [0, 2π] . If E contains an interval, Theorem 6.17 shows that D (and therefore, F ) satisfies Shapiro's Theorem. We do not know whether this remains true for general sets E.
In general, a frame D need not satisfy Shapiro's Theorem. For instance, we can find a family of vectors (u
), yet clearly D fails Shapiro's Theorem. Frames which are "not too rich", however, do satisfy Shapiro's Theorem. For instance, suppose a frame has finite excess -that is, the removal of finitely many elements turns it into a basis (see e.g. [32] for some remarkable properties of frames with finite excess). Theorem 6.1 shows that such frames satisfy Shapiro's Theorem. Another class of interest is that of Riesz frames -that is, of frames (f i ) i∈I for which there exist positive constants A ≤ B such that, for every J ⊂ I, and every , and a family (h i ) i∈Γ (Γ may be finite or infinite), such that, for every i ∈ Γ, there exists a set ∆ i such that h i ∈ span[g j : j ∈ ∆ i ], and K = sup i∈Γ |∆ i | < ∞. By [12, Proposition 4.3] , there exist 0 < C ≤ D (depending only on A and B) with the property that C
As |C| ≥ nK, we conclude that y − z ≥ C/(D √ 2). Since this inequality holds for any z ∈ Σ n (D), Corollary 3.6 completes the proof.
Certain approximation schemes related to MRA wavelets also satisfy Shapiro's Theorem. In the exposition below, we follow the notation of [56] . Suppose φ is a scaling function in L 2 (R). More precisely, suppose φ = 1.
and ∩ k V k = {0}. Moreover, we assume that {φ 0,j } j∈Z is an orthonormal basis for V 0 . Now we consider the dictionary D = {φ k,j : k, j ∈ Z} in L p (R), for 1 < p < ∞ and its associated n-term approximation scheme A n = Σ n (D).
Theorem 6.19. In the above notation, suppose the scaling function φ has compact support. Then:
Note first that the orthogonal projection from L 2 (R) onto V k is given by
If φ ∈ L ∞ (R), then this family of projections is also uniformly bounded on L p (R), for any p ∈ [1, ∞) (see [56, Section 8.1] for the proof of this fact, and for further properties of these projections).
Lemma 6.20. Suppose φ is a scaling function in L 2 (R) with compact support. Then, for any n ∈ N and ε > 0, there exists N ∈ N with the property that, for any S ⊂ {N, N + 1, . . . , } × Z of cardinality n or less, and any f = s∈S α s φ s , P 0 f ≤ ε f .
Proof. Let T = {t ∈ R : φ(t) = 0}, and T k,j = 2 −k/2 (T + j). By assumption, T is (up to a set of measure zero) a subset of a certain interval I, of length |I|. Then T k,j belongs to an interval of length 2 −k/2 |I|. Thus, there exists a constant K such that
Find N ∈ N such that | g, φ | ≤ ε g /Kn whenever g differs from 0 on a set of measure at most n2
. Moreover, f, φ 0,j = 0 for at most Kn different values of j. To complete the proof, recall that, by (6.4),
A variant of the previous lemma (with identical proof) also holds for 1 < p < ∞. Lemma 6.21. Suppose φ is a scaling function in L ∞ (R) with compact support, and 1 ≤ p < ∞. Then, for any n ∈ N and ε > 0, there exists N ∈ N with the property that, for any S ⊂ {N, N + 1, . . . , } × Z of cardinality n or less, and any f = s∈S α s φ s ,
Proof of Theorem 6.19. We prove part (i) only, since part (ii) is handled in the same manner, with minimal changes. By Theorem 2.6, it suffices to show that this approximation scheme has Property (P). To this end, fix n ∈ N. Let c = 1/(8 √ n + 1). By Lemma 6.20, there exists N ∈ N such that P 0 f ≤ c f for any f = n i=1 α i φ k i ,j i whenever k i ≥ N − 1 for each i. It is easy to see that, for any m ∈ Z, we have
and suppose, for the sake of contradiction, that x − f < c. By Pigeon-Hole Principle, there exists s ∈ {0, . . . , n} with the property that no k i belongs to {sN, . . . , (s + 1)N − 1}. Let
Note that, by our choice of N, P m f + ≤ c f + whenever m ≤ sN + 1.
In this notation,
By the triangle inequality, (I − P sN )f + < 1 + c. Therefore, f + < 2. Indeed, otherwise we would have
which contradicts the fact that c < 1/8. Similarly,
Thus, by the triangle inequality,
We know that P m f + ≤ c f + ≤ 2c for any m ≤ sN + 1. Recall that x s+1 / √ n + 1 = 8c = 1/ √ n + 1. The previous centered inequality then implies 2c > 8c − 2c − 2c = 4c, a contradiction.
Next we deal with the dictionaries in L p (R) or C 0 (R) arising from translates of a single function. More precisely, for φ ∈ L p (R), consider the set D = {φ c : c ∈ R}, with φ c (t) = φ(t − c). It is a well known result by Wiener (see [55, (1) φ has compact support, and the linear span of its translates is dense in X.
(2) φ is a Gaussian function.
Proof.
(1) We consider the case of X = L p (R). The space C 0 (R) can be tackled in a similar fashion. By Corollary 3.6, it suffices to show that, for any n ∈ N and ε > 0, there exists
To this end, pick m ∈ N such that n/m < ε. Find a finite interval I such that φ vanishes outside of
, where a = |I| + 2, and m > n.
A Bernstein-type inequality from [21] shows that, for any f ∈ Σ n (D), we have f Finally we consider approximation schemes in tensor products and operator ideals. Suppose X and Y are Banach spaces. A cross-norm α on the algebraic tensor product X ⊗ Y is a norm satisfying x ⊗ y = x y for any x ∈ X and y ∈ Y . The completion of X ⊗ Y with respect to this norm is denoted by X ⊗ α Y (this is a Banach space). The reader is referred to e.g. [17, 43, 54] for information about tensor norms. 
We show that E(z, A n−1 ) ≥ 1/n 2 . Suppose, for the sake of contradiction, that z − c < 1/n 2 for some c = n−1 j=1 a j ⊗ b j ∈ A n−1 . By Hahn-Banach Extension Theorem, there exist norm one linear functionals (f k ) and (g k ) in X * and Y * , respectively, which are biorthogonal to (x k ) and (y k ). For 1 ≤ p, q ≤ n, | f p ⊗ g q , z − f p ⊗ g q , c | < 1/n 2 . However, f p ⊗ g q , z = δ pq /n, hence ( f p ⊗ g q , z ) n p,q=1 = I/n, where I is the n × n identity matrix. On the other hand, the matrix d = ( f p ⊗ g q , c ) n p,q=1 ) has rank less than n. Indeed, for each j, the rank of ( f p , a j g q , b j ) p,q doesn't exceed 1. As d = n−1 j=1 ( f p , a j g q , b j ) p,q , we conclude that rankd < n.
Now equip the space of n × n matrices with the Hilbert-Schmidt norm. It is well known that, for any matrix A of rank less than n, I − A HS ≥ 1. On the other hand, I/n − d Now suppose A is a quasi-Banach operator ideal, equipped with the norm · A (see [17, 43, 54] for the definition and basic properties of operator ideals). Define the Aapproximation numbers by setting Denote by A (A) (X, Y ) the set of A-approximable operators -that is, the operators T for which lim n a For certain ideals A, this theorem can be strengthened: it is possible to construct T ∈ B(X, Y ) for which the sequence (a (A) n (T )) "behaves like" a prescribed sequence (α n ). This result appears in the forthcoming paper [40] of the second author.
Controlling the rate of approximation
In the previous sections of this paper, we proved that, for a number of approximation schemes (A n ), we can find and element x in the ambient space, for which the sequence (E(x, A n )) decreases arbitrarily slowly. In some situations, we can go further and guarantee a prescribed behavior of (E(x, A n )).
Recall that an approximation scheme (X n ) in a Banach space X is called linear if the sets X n are linear subspaces of X. By a classical result of Bernstein (see Section 1), if all the X n 's are finite dimensional and {ε n } ց 0, then there exists x ∈ X such that E(x, X n ) = ε n for every n ≥ 0. Without the finite dimensionality assumption, things are different. It was shown in [38] (see also [48, Section I.6.3] ) that a Banach space X is reflexive if and only if for any finite sequence of closed subspaces {0} = X 0 X 1 X 2 . . . X n X n+1 ⊂ X, and for any ε 0 ≥ ε 1 ≥ . . . ≥ ε n , there exists x ∈ X n+1 such that E(x, X k ) = ε k for any 0 ≤ k ≤ n. An inspection of the proof shows the following: Proposition 7.1. Suppose X is a Banach space, {0} = X 0 X 1 X 2 . . . X n X n+1 ⊂ X is a sequence of its closed subspaces, and ε 0 > ε 1 > . . . > ε n . Then there exists x ∈ X n+1 such that E(x, X k ) = ε k for any 0 ≤ k ≤ n.
If the chain of subspaces (X n ) is infinite, we obtain a somewhat weaker result. For n < m, we trivially have E(x−y, X n ) ≤ x−y . For m ≥ n, E(x−y, X n ) = E(x, X n ). Taking the infimum over y ∈ X m in (7.2), and recalling that ε 0 ≥ ε 1 ≥ . . ., we obtain (7.1). Note that lim m sup n≥m ε −1 n E(x, X n ) = 0, hence (X n ) is an approximation scheme in A 0 . Moreover, this scheme is non-trivial: for each n, the inclusion of X n A 0 into A 0 is strict.
Thus, (A 0 , {X n }) satisfies Shapiro's Theorem. By Corollary 3.6, for every {δ n } ց 0 there exists x ∈ A 0 (ε n ) such that sup n≥m E(x, X n ) ε n = E(x, X m ) A 0 (εn) ≥ 2δ m (m = 0, 1, 2, · · · ).
In other words, for every m ∈ N there exists n(m) ≥ m such that E(x, X n(m) ) ≥ δ m ε n(m) . Taking C = x A 0 , we establish the first claim of this theorem. To prove the second claim, it is enough to take a strictly increasing subsequence h(m) of n(m), and to recall that {δ m } is decreasing.
Recall the density sequence d i = E(S(X), A i ), defined in Section 4. There, it was observed that {d i } ∞ i=0 is non-increasing, and (X, {A n }) satisfies Shapiro's Theorem if and only if d i = 1 for every i. The following result is a "mirror image" of Brudnyi's theorem. Proof. As S(X) ( j A j ) is dense in S(X), we can find j ∈ N and y 0 ∈ A j ∩ S(X) in such a way that E(y 0 , A K(i) ) > cd K(i) . Then, for any x, z ∈ A i , (x + αy 0 ) − z = αy 0 − (z − x) ≥ |α|E(y 0 , A K(i) ) > c|α|d K(i) , which is what we wanted to prove.
Proof of Theorem 7.3. We are going to find a "rapidly increasing" sequence 0 = i 0 < 1 = i 1 < i 2 < i 3 < . . ., a "rapidly decreasing" sequence δ 1 > δ 2 > . . . > 0, and a sequence of elements x j ∈ A i j , in such a way that the following holds for every j: As δ j ≤ δ j−1 /4, {x j } is a Cauchy sequence in X. Let x = lim j x j . We claim that x / ∈ ∪ i A i and E(x, A ℓ ) < ε ℓ for each ℓ. Indeed, for i j−1 ≤ ℓ < i j ,
On the other hand,
Thus, it suffices to show the existence of the sequences {i j }, {x j }, and {δ j } with desired properties. Set x 0 = 0. Let δ 1 = ε 1 /2, and pick an arbitrary x 1 ∈ A 1 with x 1 = δ 1 . Now suppose x j ∈ A i j , δ j > 0, and n j ∈ N have been defined for j < k, in such a way that (7.3) are satisfied. By Lemma 7.4, we can find s such that there exists y ∈ A s with y = 1, for which E(x k−1 + δy, A i k−1 ) > 4δd K(i k−1 ) /5 hold for any δ > 0. Set i k = K(s), and δ k = min{ε i k , δ k−1 d K(i k−2 ) /4}. Then x k = x k−1 + δ k y ∈ A i k , x k − x j−k = δ k , and
