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HURWITZ TRANSITIVITY IN ELLIPTIC WEYL GROUPS AND A
CORRESPONDENCE FOR THE CATEGORY OF COHERENT SHEAVES
ON A WEIGHTED PROJECTIVE LINE
BARBARA BAUMEISTER, PATRICK WEGENER, AND SOPHIANE YAHIATENE
Abstract. We continue the combinatorial description of thick subcategories in hereditary
categories started by Igusa-Schiffler-Thomas [IS10] and Krause [Kra12]. We show that for
a weighted projective line X there exists an order preserving bijection between the thick
subcategories of coh(X) generated by an exceptional sequence and a subposet of the factor-
ization poset of a Coxeter transformation c in the Weyl group of a simply-laced generalized
root system if the Hurwitz action is transitive on the reduced factorizations of c. By using
combinatorial and group theoretical tools we show that this assumption on the transitivity
of the Hurwitz action is fulfilled for a weighted projective line X of tubular type. In this case
the factorization poset is given as the set of prefixes of a Coxeter transformation in certain
elliptic Weyl groups described by Saito. As a byproduct we obtain a result on the Hur-
witz action on non-reduced reflection factorizations in finite Coxeter groups which partially
generalizes a result of Lewis-Reiner [LR16].
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1. Introduction
Hereditary categories are an important tool in the represenation theory of algebras as they
serve as prototypes for many phenomena appearing there (see for instance [Rei98, Hap01,
HTT07]). According to Happel there are up to derived equivalence two types of hereditary
categories, those of finite dimensional module type and those that are categories related to
weighted projective lines ([Hap01, Theorem 3.1], [GL87]). One way to study the structure of
a hereditary category (resp. the bounded derived category of a hereditary category) is via its
lattice of thick subcategories (see for instance [HK16]).
For k a field and A a finite dimensional hereditary k-algebra let mod(A) be the category
of finite dimensional A-modules. The thick subcategories in mod(A) that are generated by so
called exceptional sequences (see Subsection 2.1) have been described combinatorially by Igusa,
Schiffler and Thomas [IS10] as well as Krause [Kra12]. The category mod(A) is naturally
equipped with a root system as well as a Weyl group W = W (A), which is in fact a Coxeter
group. Its set of simple reflections S is obtained from a complete exceptional sequence.
The product of the elements of S in a suitable order is a Coxeter element of (W,S), which
is also induced by a functor of the category, the so called Auslander-Reiten functor (see
for instance [HK16]). Igusa, Schiffler and Thomas as well as Krause provided a bijection
between the poset of thick subcategories of mod(A) and a combinatorial object, the poset
of non-crossing partitions in W . The latter poset consists of the elements of W that are
in the intervall [1, c] with respect to some order relation on W , the so called absolute order
(see Definition 3.8). Thereby they obtained a combinatorial description of the poset of thick
subcategories of mod(A).
There is the goal to transfer these results for the categories of finite dimensional module type
to other hereditary categories, and therefore, motivated by the derived equivalence mentioned
above, to develop such a theory for the category coh(X) of coherent sheaves over X where X
is a weighted projective line over a field k.
In this paper we start a systematic study of the combinatorial objects that are related to
the category coh(X). We will not introduce this category, but only quote and prove certain
properties that are necessary for the combinatorial approach (see Sections 2 and 3). The
interested reader is referred to [GL87] for the definition.
According to [STW16] we are restricting ourselves to the case that the field k is an alge-
braically closed field of characteristic zero, but we strongly believe that the main theorem
stays valid if the assumption char(k) = 0 will be dropped.
We start by associating a simply-laced generalized root system Φ to the category coh(X)
(see Section 2). This then enables us to define the generalized Weyl group W = WΦ with
generating system S. Although (W,S) is not a Coxeter system anymore we can define a
Coxeter transformation c. One way to see this is as follows: a basic ingredient of this section
is the work by Shiraishi, Takahashi and Wada [STW16]. They use exceptional sequences in
a triangulated category to obtain a root system from which we can derive the root system Φ
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for coh(X) (see Subsection 2.2). The complete information on Φ can be stored in a diagram
with set of vertices corresponding to S, the special generating subset of W obtained from a
complete exceptional sequence (see Subsection 2.4). There we also present all the possible
diagrams. Then the set S can be used to define a Coxeter transformation in the same way as
one defines a Coxeter element in a Coxeter system.
A Coxeter group (W,S) is generated by the set of reflections T = ∪w∈WS
w.
For the generalized Weyl group we can consider the analogue set T , and in both cases,
T generates W , and we can consider the set of reduced factorizations of a Coxeter element
(transformation) c into reflections (see Subsection 3.2).
There is an action of the braid group Bn on this set of reduced factorizations where n = |S|,
the so called Hurwitz action. The transitivity of this action as well as of the corresponding
action on the set of complete exceptional sequences in the category mod(A) plays an important
role in the theory for the category of finite dimensional A-modules (see [HK16]).
If (W,S) is a Coxeter system, then for every factorization c = t1 . . . tn of a Coxeter element
c into reflections t1, . . . , tn ∈ T , the set {t1, . . . , tn} generates the whole group W . This is not
necessarily true anymore for generalized Weyl groups (see Example 4.18). Therefore in the
study of coh(X) we have to replace the set of all reduced T -factorizations by the set Red(c)
consisting of all the reduced T -factorizations of c that are generating (see Definition 3.9). We
also need replacing the non-crossing partitions by the subposet [id, c]gen of the interval poset
[id, c] that consists of all the elements w ∈ [id, c] that possess a factorization that can be
extended to a reduced generating factorization of c. In a forthcoming paper we are studying
this poset.
We prove for the category coh(X) under the assumption of the transitivity of the Hurwitz
action on
Red(c) := {(t1, . . . , tn+2) ∈ T
n+2 | c = t1 · · · tn+2 is reduced and generating}
the following theorem.
Theorem 1.1. Let X be a weighted projective line over the algebraically closed field k of char-
acteristic zero, coh(X) the category of coherent sheaves over X, Φ the associated simply-laced
generalized root system, WΦ the corresponding generalized Weyl group and c the corresponding
Coxeter transformation. If the Hurwitz action is transitive on the set Red(c) then there exists
an order preserving bijection between
• the poset of subobjects of coh(X) where a subcategory of coh(X) is a subobject if it is
thick and generated by an exceptional sequence; and
• the subposet [id, c]gen of the interval poset [id, c].
This theorem will be proven in Subsection 3.1 under the further assumption that the length
of c with respect to the generating subset T of W equals the rank of the Grothendieck group
(see Theorem 3.1). In Section 5 we verify the latter assumption (see Proposition 1.2 below).
Thus Theorem 1.1 is a consequence of Theorem 3.1 and Proposition 1.2.
The bijection in the theorem sends the thick subcategory which is generated by an ex-
ceptional sequence (E1, . . . , Er) to s[E1] · · · s[Er] where s[Ei] is a reflection associated to the
exceptional object Ei. This implies that there exists a bijection between the isomorphism
classes of exceptional sequences of coh(X) and their corresponding products of reflections.
This map is equivariant for the action of the braid group. Moreover by [Br07, Theorem 1.1]
the latter theorem yields an order preserving bijection between the poset of thick subcategories
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of the derived bounded category Db(coh(X)) that are generated by exceptional sequences and
the interval poset [id, c]gen.
The representation type of the category coh(X) is distinguished into three different types:
X can be of tame, tubular or wild type.
Köhler [Koe11] gave a complete combinatorial description of thick subcategories for a finite-
dimensional hereditary k−algebra A of tame representation type, by describing the thick
subcategories in Db(mod(A)) consisting only of regular objects by means of non-crossing arcs.
Note that for A of tame representation type, the category mod(A) is derived equivalent to
coh(X) for X of tame type. She proved that the only thick subcategories of Db(mod(A)) are
those that are generated by exceptional sequences and those that are the thick subcategories
of the full subcategory consisting of all regular objects. If the finite-dimensional hereditary
k−algebra A is of finite representation type, Krause showed in [Kra12] that the lattice of thick
subcategories is isomorphic to the poset of non-crossing partitions. This correspondence was
first observed for path algebras of finite and affine type by Ingalls and Thomas [IT09].
In Section 5 we determine the length ℓT (c) of the Coxeter transformation c with respect to
the generating subset T of W . More precisely we show the following.
Proposition 1.2. Let X, Φ and c as in Theorem 1.1. Then ℓT (c) equals the rank of the
Grothendieck group K0(X).
Proposition 1.2 is only proven in Section 5, as we need the results of Section 4 for its proof
in the case of the tubular weighted projective line.
In Section 4 we will focus on the tubular case. We introduce the notion of an elliptic root
system, which is due to Saito [Sai85], and we further recall the structure of such a root system
as well as of its related generalized Weyl group (see Subsections 4.1 and 4.2). In particular, we
remind that for each elliptic root system there is an elliptic Dynkin diagram that determines
the elliptic root system up to isomorphism (see Proposition 4.9). We show that in the tubular
case the generalized Coxeter-Dynkin diagram of the root system attached to the category
coh(X) is an elliptic Dynkin diagram. As a consequence we obtain that if X is of tubular
type the root system attached to coh(X) is elliptic (see Corollary 4.16). We therefore call Φ
a tubular elliptic root system and the corresponding Weyl group tubular elliptic Weyl group or
shortly elliptic Weyl group (see Section 4.3).
The aim of the remaining part of the paper is to show that for these root systems the
assumption of the transitivity of the Hurwitz action on Red(c) in Theorem 1.1 is fulfilled.
Theorem 1.3. Let Φ be a tubular elliptic root system of rank n + 2, Γ = Γ(Φ) an elliptic
root basis and c ∈ WΦ a Coxeter transformation with respect to Γ. Then the Hurwitz action
is transitive on the set Red(c).
Notice that this result was already obtained by Kluitmann in a different context in his PhD
thesis [Klu87] for the tubular elliptic root systems E
(1,1)
6 , E
(1,1)
7 and E
(1,1)
8 . Here we present a
proof of this theorem by reproving parts of his results by giving more general arguments, and
by adding a proof for the missing case D
(1,1)
4 . Our proof is also more combinatorially than his
(see for instance Section 6).
Further notice that we are preparing a forthcoming paper in which we are showing the
Hurwitz transitivity uniformly for the wild as well as the tame case.
As a consequence of Theorems 1.1 and 1.3 we obtain our second main result.
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Theorem 1.4. For a weighted projective line X of tubular type over an algebraically closed
field k of characteristic zero, there exists an order preserving bijection between
• the set of thick subcategories of coh(X) that are generated by an exceptional sequence
in coh(X)
• the subposet [id, c]gen of the interval poset [id, c].
Note that not every thick subcategory of coh(X) is generated by an exceptional sequence
([Kra12] or [Koe11]).
In order to prove Theorem 1.3 we partially generalize a result by Lewis and Reiner [LR16,
Theorem 1.1] on the Hurwitz action on the set of non-reduced factorizations of a (quasi-)
Coxeter element in a finite Coxeter groupW by not only considering (quasi-) Coxeter elements
but every element in W of maximal reflection length.
Theorem 1.5. Let (W,S) be a finite irreducible Coxeter system of rank n with set of reflections
T and let w ∈W with ℓT (w) = n such that
FacT,n+2(w) := {(t1, . . . , tn+2) ∈ T
n+2 | w = t1 · · · tn+2, 〈t1, . . . , tn+2〉 =W}
is not the empty set. Then two elements of FacT,n+2(w) are in the same Hurwitz orbit if and
only if they share the same multiset of conjugacy classes.
This theorem will be proven in Section 6. The last section is devoted to the proof of
Theorem 1.3. Therefore we first study the centralizer of a Coxeter transformation in the full
orthogonal group that is generated by the reflections corresponding to the vectors in the root
lattice spanZ(Φ) (see Subsection 7.1), and then use the results to prove Theorem 1.3. Some
technical calculations are put in an appendix.
Acknowledgments The authors specially thank Henning Krause for mentioning the ques-
tion of the existence of a bijection as presented in Theorem 1.4 to us. Further we thank him,
as well as Dieter Vossieck and Lutz Hille for fruitful discussions.
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Section 2: We associate a
root system ∆re(X) to coh(X)
and thereby obtain the generalized Weyl group W
and the Coxeter transformation c
Section 3: We collect results on coh(X)
and prove Theorem 3.1
Section 4: Elliptic root systems and
elliptic Weyl groups are introduced,
and it is shown that the root system
associated to coh(X) for X
of tubular type is elliptic
Section 5: Proof of Proposition 1.2
Section 6: Proof of Theorem 1.5
Section 7: Proof of Theorem 1.3
Appendix A
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2. The root systems attached to the categories coh(X) and Db(coh(X))
Throughout the following sections we will use the following notation. According to [STW16]
let k be an algebraically closed field of characteristic zero and let coh(X) be the category of
coherent sheaves over a weighted projective line X in the sense of [GL87] and D := Db(coh(X))
its bounded derived category. Following [STW16] we attach to the category coh(X) (resp. D)
an analogue of a root system. The Grothendieck group serves as a replacement for the root
lattice while the isomorphism class of a complete exceptional sequence serves as a replacement
for a simple system.
2.1. Exceptional sequences in coh(X). We denote by HomX(−,−) (resp. HomD(−,−))
the morphism spaces of coh(X) (resp. D).
An objectE in an abelian categoryA is called exceptional if EndA(E) = k and Ext
i
A(E,E) =
0 for i > 0. An object E in a triangulated k−category C is called exceptional if EndC(E) = k
and HomC(E,E[i]) = 0 for i 6= 0, where we denote by [1] the usual shift functor and by [i] the
i times composition of [1]. A pair (E,F ) of exceptional objects in A (resp. C) is called excep-
tional pair provided it holds in addition ExtiA(F,E) = 0 for i ≥ 0 (resp. HomC(F,E[i]) = 0
for all i ∈ Z). A sequence E = (E1, . . . , Er) of exceptional objects in A (resp. in C) is called
exceptional sequence of length r if ExtsA(Ej , Ei) = 0 (resp. HomC(Ej , Ei[s]) = 0) for i < j and
all s ∈ Z. An exceptional sequence in A (resp. in C) is called complete if its length equals the
rank of the Grothendieck group K0(A) (resp. K0(C)).
Remark 2.1. We are only interested in isomorphism classes of objects, thus the exceptional
sequences will be considered as a sequence of isomorphism classes.
We recall the concept of mutations of exceptional sequences in D as well as in coh(X) and
the braid group action on these. For more details consider for example [Bon89, Chapter 2]
and [Mel04, Chapter 3.2].
We start by considering D. Given an exceptional pair (E,F ) in D, put
Hom•(E,F ) =
⊕
i∈Z
HomD(E,F [i])[−i]
and consider this as a complex of vector spaces with trivial differential. Then the objects LEF
and RFE defined by means of the distinguished triangles
LEF → Hom
•(E,F )⊗ E → F → LEF [1]
E → Hom•(E,F )∗ ⊗ F →RFE → E[1]
are exceptional objects where ∗ denotes the usual duality and set
Hom•(E,F ) ⊗ E =
⊕
i∈Z
E[−i]dimk HomD(E,F [i]).
A left (resp. right) mutation of an exceptional pair (E,F ) is the pair (LEF,E) (resp. (F,RFE)).
A mutation of an exceptional sequence (E1, . . . , Er) is defined as a mutation of a pair of
adjacent objects. Let Br be the braid group on r strands, that is the group with (stan-
dard) generators σ1, . . . , σr−1 and subject to the relations σiσj = σjσi for |i − j| ≥ 2 and
σiσi+1σi = σi+1σiσi+1 for i = 1, . . . , r − 2. The group Br acts on an exceptional sequence
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(E1, . . . , Er) by
σi(E1, . . . , Er) = (E1, . . . , Ei−1, Ei+1, REi+1Ei, Ei+2 . . . , Er)
σ−1i (E1, . . . , Er) = (E1, . . . , Ei−1, LEiEi+1, Ei, Ei+2, . . . , Er).
We consider the semidirect product Zr ⋉ Br given by the group homorphism Br → Sr →
AutZ(Zr) which is induced by the map σi 7→ (i, i+1) and the natural action of the symmetric
group Sr on Zr.
The group Zr ⋉ Br acts on the set of exceptional sequences in D by defining for a basis
element ei ∈ Zr
ei(E1, . . . , Er) = (E1, . . . , Ei−1, Ei[1], Ei+1, . . . , Er).
Now we consider coh(X). Given an exceptional pair (E,F ) in coh(X), denote by LEF (resp.
RFE) the sheaf which coincides with LEF (resp. RFE) up to shifts in the derived category.
In this situation the sheaf LEF is uniquely determined by the following exact sequences
0→ LEF → HomX(E,F ) ⊗ E → F → 0
0→ HomX(E,F ) ⊗ E → F → LEF → 0
0→ F → LEF → Ext
1
X(E,F ) ⊗ E → 0,
where V ⊗ E is defined to be the sum of dim(V ) copies of E for a finite dimensional vector
space V . The sheaf RFE is defined similar. In particular we obtain an action of the braid
group Br on the set of exceptional sequences of length r in coh(X) by
σi(E1, . . . , Er) = (E1, . . . , Ei−1, Ei+1, REi+1Ei, Ei+2, . . . , Er),
σ−1i (E1, . . . , Er) = (E1, . . . , Ei−1, LEiEi+1, Ei, Ei+2, . . . , Er).
Recall the following well known properties.
Theorem 2.2. ([Mel04, Theorem 4.3.1] and [KM02, Theorem 1.1]) Let X be a weighted pro-
jective line and let n be the rank of K0(X). Then the braid group Bn acts transitively on the
isomorphism classes of complete exceptional sequences in coh(X).
Corollary 2.3. Let X be a weighted projective line and let n be the rank of K0(X). Then the
group Bn ⋉ Zn acts transitively on the isomorphism classes of complete exceptional sequences
in D.
The next two results state that all exceptional sequences can be enlarged to complete
exceptional sequences.
Lemma 2.4. ([Mel04, Lemma 3.1.3] and [CB92, Lemma 1]) Every exceptional sequence in
coh(X) or mod(A) for a hereditary algebra A can be enlarged to a complete exceptional se-
quence.
Corollary 2.5. Every exceptional sequence in D can be enlarged to a complete exceptional
sequence.
Proof. The exceptional sequences of coh(X) coincide with those of D up to shifts. Therefore
the assertion follows directly from Lemma 2.4. 
The next lemma is a combination of the results [GL87, Proposition 4.1] and [Mel04, Lemma
8.1.2].
Lemma 2.6. The category coh(X) of coherent sheaves over a weighted projective line X con-
tains a complete exceptional sequence.
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2.2. The simply-laced general root system. By Corollaries 2.3 and 2.5 all conditions
of [STW16, Proposition 2.10] on D = Db(coh(X)) are satisfied, where by [Mel04, Lemma
3.1.2] all complete exceptional sequences are full in the sense of [STW16], and therefore the
quadruple
(K0(D), χ
s,∆re(D), cD)
is a simply-laced generalized root system in the sense of [STW16, Definition 2.1], that is
• K0(D) is the Grothendieck group of D;
• χs([X], [Y ]) := χ([X], [Y ]) + χ([Y ], [X]), where χ is the Euler form on K0(D) and
where [X] (resp. [Y ]) denotes the class in K0(D) of the object X ∈ D (resp. Y ∈ D)
(For the definition of the Euler form see for example [STW16, Proposition 2.8 (2.8)]);
• ∆re(D) :=W (B)B ⊆ K0(D), where
B := {[E1], . . . , [En]}
for a complete exceptional sequence (E1, . . . , En) and where W (B) is the subgroup of
Aut(K0(D), χ
s) generated by the reflections
s[Ei](x) := x− χ
s(x, [Ei])[Ei], (x ∈ K0(D));
• the Coxeter transformation cD is the automorphism on K0(D) induced by the Coxeter
functor CD := SD[−1] on D where SD is the Serre functor on D;
We call the quadruple Q := Q(D) := (K0(D), χ
s,∆re(D), cD) the root quadruple related to D,
and the group
W (D) := 〈sα ∈ Aut(K0(D), χ
s) | α ∈ ∆re(D)〉
generalized Weyl group.
This definition makes sense as the simply-laced generalized root system does not depend
on the choice of the complete exceptional sequence.
Lemma 2.7. [STW16, Section 2] Let D, B and (E1, . . . , En) be as above. Then it holds
(a) cD = s[E1] · · · s[En],
(b) χs(α,α) = 2 for all α ∈ ∆re(D) and
(c) W (D) =W (B).
Lemma 2.8. [CK09, Chapter 3.5] Let A be an abelian category. The inclusion A → Db(A)
induces an isomorphism K0(A) ∼= K0(D
b(A)). In addition, the induced isomorphism is an
isometry with respect to the respective Euler forms.
Corollary 2.9. Let X be a weighted projective line, coh(X) the category of coherent sheaves
over X, and assume the assumptions of [STW16, Proposition 2.10]. Then the quadruple
(K0(X), χ
s,∆re(X), c)
yields a simply-laced generalized root system in the sense of [STW16, Definition 2.1] where
• K0(X) is the Grothendieck group of coh(X);
• χs([X], [Y ]) := χ([X], [Y ]) + χ([Y ], [X]) where χ is the Euler form on K0(X) and [X]
(resp. [Y ]) denotes the class in K0(X) of an object X ∈ coh(X) (resp. Y ∈ coh(X))
(For the definition of the Euler form see for example [HTT07, Chapter 6]);
• ∆re(X) :=W (B)B ⊆ K0(X) where
B := {[E1], . . . , [En]}
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for a complete exceptional sequence (E1, . . . , En) and W (B) is the subgroup of
Aut(K0(X), χs) generated by the reflections
s[Ei](x) := x− χ
s(x, [Ei])[Ei], for x ∈ K0(X);
• W := 〈sα ∈ Aut(K0(X), χs) | α ∈ ∆re(X)〉;
• c is the Coxeter transformation of W that is the automorphism of K0(X) defined as
c = s[E1] . . . s[En].
Further, there is an isometry between the Z-modules K0(X) and K0(D) that sends ∆re(X) to
∆re(D). The latter also induces an isomorphism from W (D) to W which maps cX to cD. In
the following we also call the set a ∆re(X) root system.
Proof. The exceptional sequences of coh(X) and D coincide up to shifts. Every shift yields
a change of sign in the Grothendieck group, thus the corresponding elements in the group
coincide up to sign, where K0(coh(X)) is identified with K0(D) by Lemma 2.8. Thus the
corresponding Weyl groups are equal, which yields that the sets of roots ∆re(D) and ∆re(X)
coincide. In particular, the Coxeter transformations of W and W (D) are equal. 
We call Q := Q(X) := (K0(X), χs,∆re(X), c) the root quadruple related to X. This definition
makes sense as there is an isomorphism from K0(X) to K0(D) as groups that sends ∆re(X)
to ∆re(D) and cX to cD (see Corollary 2.9). So the quadruple of roots Q(X) and Q(D) are
isomorphic quadruples.
Later we will justify that the root system ∆re(X) coincides with the root system Φ defined
in Section 4, and there we will write WΦ instead of W .
Further notice that we obtained a special generating set S = {s[E1], . . . , s[En]} of W where
(E1, . . . , En) is a complete exceptional sequence. In the following we let
T = ∪w∈Ww
−1Sw
be the set of reflections of W .
Definition 2.10. We associate to every complete exceptional sequence E = (E1, . . . , En) in
coh(X) (resp. in D) a diagram whose set of vertices is in bijection with {E1, . . . , En}. Let
Ei and Ej be two different exceptional objects, that is i 6= j. If χ
s([Ei], [Ej ]) = ±1 we draw
a single edge between the corresponding vertices. This edge is dotted if χs([Ei], [Ej ]) = 1.
If χs([Ei], [Ej ]) = ±2 we draw a double edge between the corresponding vertices, and this
edge is again dotted if χs([Ei], [Ej ]) = 2. If χ
s([Ei], [Ej ]) = 0 we do not draw an edge
between the corresponding vertices. As these diagrams are equal for coh(X) and D according
to Corollary 2.9 we simply call it the generalized Coxeter-Dynkin diagram associated to (X, E).
Lemma 2.11. ([CK09, Proposition 6.4.2] and [STW16, Lemma 2.13]) For every exceptional
object E ∈ coh(X) (resp. E ∈ D), the class [E] ∈ K0(X) (resp. [E] ∈ K0(D)) belongs to
∆re(X) (resp. ∆re(D)).
The roots of the form ±[E] for an exceptional object E are called (real) Schur roots.
2.3. The reflection related to an exceptional object. In this subjection we show that
an exceptional object in coh(X) uniquely determines a reflection, and we describe the action
of such a reflection on the set of generalized roots in coh(X) as well as in D.
Notice that the next lemma states that every exceptional object in coh(X) is uniquely
determined by its class in the Grothendieck group.
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Lemma 2.12. [Mel04, Proposition 4.4.1] Let E,F ∈ coh(X) be exceptional and [E] = [F ] in
K0(X). Then E ∼= F .
Lemma 2.13. Sending an object E in coh(X) to the reflection s[E] gives an injective map
from the set of isomorphism classes of exceptional objects in coh(X) into W .
Proof. By Lemma 2.11 the map is well-defined and by Lemma 2.12 an exceptional object
in coh(X) is uniquely determined by its class in K0(X). Given a reflection t ∈ W , we have
t = sα, where α ∈ ∆re(X) is the unique root with the property sα(α) = −α. For any
exceptional objects E,F with s[E] = s[F ] it therefore holds E ∼= F , where [E], [F ] ∈ ∆re(X)
by Lemma 2.11. 
Lemma 2.14. If (E,F ) is an exceptional pair in D, then [LEF ] = −s[E]([F ]) and [RFE] =
−s[F ]([E]) and if (E,F ) is an exceptional pair in coh(X), then [LEF ] = ±s[E]([F ]) and
[RFE] = ±s[F ]([E]).
Proof. Consider the exceptional pair (E,F ) in D and the following distinguished triangles
LEF → Hom
•(E,F )⊗ E → F → LEF [1]
E → Hom•(E,F )∗ ⊗ F →RFE → E[1].
In the Grothendieck group K0 it holds, as Hom(F,E[i]) = 0 for all i ∈ Z, that
[Hom•(E,F ) ⊗ E] =
∑
i∈Z
(−1)idimk HomD(E,F [i])[E] = χ
s([E], [F ])[E].
Thus the first triangle yields
[LEF ] = −
(
[F ]− χs([E], [F ])[E]
)
= −s[E]([F ])
and the second yields
[RFE] = −
(
[E]− χs([E], [F ])[F ]
)
= −s[F ]([E]).
As the exceptional sequences of coh(X) coincide up to shifts with those of D the second part
of the lemma follows. 
2.4. The generalized Coxeter-Dynkin diagrams for coh(X). The aim of this section is
to determine the generalized Coxeter-Dynkin diagram of a root quadruple for the category
coh(X) of coherent sheaves over a weighted projective line. Therefore we consider the module
category of a bounded algebra whose quiver is the one point extended star quiver. We describe
the root quadruple for this category as well as the generalized Coxeter-Dynkin diagram for
a certain complete exceptional sequence in this module category. As the latter category
is derived equivalent to D, we thereby obtain a classification of the posssible generalized
Coxeter-Dynkin diagrams for coh(X) (see Lemma 2.20).
Definition 2.15. Let r ≥ 3 be a positive integer, p = (p1, . . . , pr) be an r−tuple of positive
integers greater than one. Let λ = (λ1, . . . , λr) be pairwise distinct elements of P
1
k normalized
with λ1 =∞, λ2 = 0 and λ3 = 1. Let
(λ
(1)
1 , λ
(2)
1 ) = (1, 0) and (λ
(1)
i , λ
(2)
i ) = (λi, 1), for i = 2, . . . , r.
Further let kT˜p be the quiver algebra corresponding to the one point extended star quiver
given in Figure 1. Then define the bound quiver algebra to be
kT˜p,λ := kT˜p/I
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where I is the ideal
I :=
( r∑
i=1
λ
(1)
i fi,1∗f1,i,
r∑
i=1
λ
(2)
i fi,1∗f1,i
)
and where f1,i is the arrow from 1 to (i, 1) and fi,1∗ the arrow from (i, 1) to 1
∗.
Remark 2.16. The one point extended star quiver is a finite acyclic quiver, which yields the
admissibility of the ideal I that is there exists a positive integer m such that Am ⊆ I ⊆ A2
for A the two-sided ideal generated by the arrows of the quiver.
Lemma 2.17. The global dimension of the bound quiver algebra kT˜p,λ is two.
Proof. By [Aus55] it is sufficient to calculate the projective dimensions of all simple modules
Eν corresponding to the vertices ν ∈ Q0. Let R =
{∑r
i=1 λ
(1)
i fi,1∗f1,i,
∑r
i=1 λ
(2)
i fi,1∗f1,i
}
be a
minimal system of relations in the sense of [Bon89, 1.2]. Then [Bon89, Proposition 1] implies
that dimk Ext
2
kT˜p,λ
(E1, E1∗) = |R| = 2, as all paths of the relations of R start in the vertex 1
and end in 1∗. The latter implies that the global dimension of kT˜p,λ is at least two. Using
the algorithm described in [GSZ01, Theorem 1.2] we calculate projective resolutions for all
vertices. Consider first the vertex 1. Put
F 0 := Sǫ1,
F 1 := ⊕ri=1Sf1,i,
F 2 := Sr1 ⊕ Sr2
with S := kT˜p, ǫ1 the path of length zero corresponding to the vertex 1, r1 =
∑r
i=1 λ
(1)
i fi,1∗f1,i
and r2 =
∑r
i=1 λ
(2)
i fi,1∗f1,i. The F
i yield the filtration F 2 ⊆ F 1 ⊆ F 0 of F 0 = Sǫ1. Thus the
following sequence is a projective resolution of E1 of length two
0→ Sr1 ⊕ Sr2 → ⊕
r
i=1Sf1,i → Sǫ1/I → E1 → 0.
Consider the simple modules Eν where ν = (i, 1), for 1 ≤ i ≤ r, and denote by f the arrow
from (i, 1) to (i, 2), if it exists. Then again using the algorithm [GSZ01, Theorem 1.2] we get
a projective resolution
0→ Sf ⊕ Sfi,1∗ → Sǫi,1 → E(i,1) → 0
where ǫi,1 is the trivial path corresponding to the vertex (i, 1). If there is not an arrow from
(i, 1) to (i, 2), then we will get the resolution of same length
0→ Sfi,1∗ → Sǫi,1 → E(i,1) → 0.
Consider the modules Eν with ν = (i, j) (1 ≤ i ≤ r, 2 ≤ j ≤ pi − 2), then they have the
following projective resolution
0→ Sf → Sǫi,j → E(i,j) → 0,
where f is the arrow with source (i, j). The simple modules E1∗ and Eν with ν = (i, j)
(1 ≤ i ≤ r, j = pi − 1 ≥ 2) are obviously projective. All stated projective resolutions have
length at most two, which yields the assertion. 
Proposition 2.18. Consider the one point extended star quiver of Figure 1. Then the follow-
ing holds.
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(1, p1 − 1) (1, p1 − 2)
. . .
(1, 2) (1, 1) 1 (r, 1) (r, 2)
. . .
(r, pr − 2) (r, pr − 1)
1∗
(r − 1, 1)
(r − 1, 2)
. . .
(r − 1, pr−1 − 2)
(r − 1, pr−1 − 1)
(2, 1)
(2, 2)
. . .
(2, p2 − 2)
(2, p2 − 1)
. . .
Figure 1. One point extended star quiver
(1, p1 − 1) (1, p1 − 2)
. . .
(1, 2) (1, 1)
1
(r, 1) (r, 2)
. . .
(r, pr − 2) (r, pr − 1)
1∗
(r − 1, 1)
(r − 1, 2)
. . .
(r − 1, pr−1 − 2)
(r − 1, pr−1 − 1)
(2, 1)
(2, 2)
. . .
(2, p2 − 2)
(2, p2 − 1)
. . .
Figure 2. Generalized Coxeter-Dynkin diagram
(a) For every ν ∈ Q0 there is (up to isomorphism) precisely one simple kT˜p,λ−module,
given by Eν .
(b) There exists a complete exceptional sequence E ′ which contains the simple modules Eν .
(c) The symmetrized Euler form χs on K0(kT˜p,λ) satisfies
χs([X], [Y ]) = q
(
(Xν)ν∈Q0 + (Yω)ω∈Q0
)
− q
(
(Xν)ν∈Q0
)
− q
(
(Yω)ω∈Q0
)
for all X,Y ∈ mod(kT˜p,λ) with corresponding dimension vectors (Xν)ν∈Q0 resp. (Yν)ν∈Q0
where q is the Tits form given by
q((Zν)ν∈Q0) =
∑
ν∈Q0
Z2ν −
∑
ν→ω
ZνZω + 2Z1∗Z1
for (Zν)ν∈Q0 ∈ N
|Q0| \ 0.
(d) There exists an exceptional sequence E = (. . . , E1, E1∗) in mod(kT˜p,λ) and the corre-
sponding roots in the Grothendieck group induce the generalized Coxeter-Dynkin dia-
gram illustrated in Figure 2.
Proof. Denote by Eν (up to isomorphism) the simple kT˜p,λ−modules corresponding to the
vertices in Q0 of the one point extended star quiver of Figure 1. Each simple module Eν
is an exceptional object in the category mod(kT˜p,λ) and thus it is exceptional in D
b(kT˜p,λ).
14 B. BAUMEISTER, P. WEGENER, AND S. YAHIATENE
The k−dimension of Ext1
kT˜p,λ
(Eν , Eω) for vertices ν, ω ∈ Q0 is equal to the number of arrows
between ν to ω and since the global dimension of mod(kT˜p,λ) is two (Lemma 2.17), the
k−dimension of Ext2
kT˜p,λ
(Eν , Eω) can easily be calculated by using [Bon89, Proposition 1].
This implies that the sequence
E ′ = (E1, E(1,1), E(1,2), . . . , E(1,p1−1), . . . , E(r,1), E(r,2), . . . , E(r,pr−1), E1∗)
is a complete exceptional sequence in mod(kT˜p,λ), thus it is also exceptional in D
b(kT˜p,λ). By
[Bo83, Definition 2] and an easy calculation, the Tits form on mod(kT˜p,λ) is given by
q((Xν)ν∈Q0) =
∑
ν∈Q0
X2ν −
∑
ν→ω
XνXω + 2X1∗X1
forX ∈mod(kT˜p,λ) with corresponding dimension vectors (Xν)ν∈Q0 and by [Bo83, Proposition
2.2] the Euler quadratic form and the Tits form coincide. The latter yields due to polarization
the symmetrized Euler form
χs([X], [Y ]) = q
(
(Xν)ν∈Q0 + (Yω)ω∈Q0
)
− q
(
(Xν)ν∈Q0
)
− q
(
(Yω)ω∈Q0
)
for all X,Y ∈ mod(kT˜p,λ) with corresponding dimension vectors (Xν)ν∈Q0 resp. (Yν)ν∈Q0 . By
knowing the symmetrized Euler form χs it is easy to see that the sequence E ′ induces a basis
of the Grothendieck group of Db(kT˜p,λ) with generalized Coxeter-Dynkin diagram illustrated
in Figure 2.
The number of objects in the complete exceptional sequence E ′ is given by
m =
(∑r
i=1 pi−1
)
+2. By applying the braid σ−1m−2 . . . σ
−1
2 σ
−1
1 to E
′ we obtain a new complete
exceptional sequence E = (. . . , E1, E1∗). Due to Lemma 2.14 the roots corresponding to E
induce the same generalized Coxeter-Dynkin diagram. 
Remark 2.19. As in Corollary 2.9 we call the root system induced by the complete exceptional
sequence E in D(kT˜p,λ) also root quadruple.
Lemma 2.20. Let X be a weighted projective line and let (K0(X), χs,∆re(X), c) be the associ-
ated simply-laced generalized root system. Then ∆re(X) is a root system in K0(X) ⊗Z R with
respect to χs that is isomorphic to one induced by a diagram in Figure 2.
Proof. Due to Corollary 2.3, [Mel04, Lemma 8.1.2] and Lemma 2.6, the assumptions of
[STW16, Proposition 2.10] are satisfied. So Corollary 2.9 yields the existence of a gener-
alized root system ∆red(X) attached to coh(X). By [STW16, Proposition 2.24] the categories
Db(coh(X)) and Db(kT˜p,λ) are triangulated equivalent, thus their corresponding root quadru-
ples are isomorphic (see Corollary 2.9). By Proposition 2.18 there exists a complete exceptional
sequence E = (. . . , E1, E1∗) and the corresponding elements in the Grothendieck group form
a root basis of ∆re(X) whose Coxeter-Dynkin diagram is one of those listed in Figure 2. 
3. An order preserving bijection
In this section we prove the following theorem:
Theorem 3.1. Let X be a weighted projective line over an algebraically closed field k of
characteristic zero, coh(X) the category of coherent sheaves over X, (K0(X), χs,∆re(X), c) be
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the associated simply-laced generalized root system and W the corresponding generalized Weyl
group. If the Hurwitz action is transitive on the set
Red(c) = {(sβ1 , . . . , sβn+2) | βi ∈ ∆re(X), c = sβ1 · · · sβn+2 a generating factorization},
where n+ 2 is the rank of K0(X), then there exists an order preserving bijection between
• the poset of thick subcategories of coh(X) that are generated by an exceptional sequence
in coh(X)
• the subposet [id, c]gen of the interval poset [id, c] = {w ∈W | id ≤ w ≤ c} where
[id, c]gen = {w ∈W | w admits a factorization that can be extended to a
reduced generating factorization of c}.
First we introduce the necessary notation as far as it has not already been introduced. We
start by providing the for our work necessary framework on thick subcategories.
3.1. Thick subcategories generated by exceptional sequences.
Definition 3.2. Let A be an abelian category and H a full subcategory of A. The category
H is called thick if it is abelian and closed under extensions.
If H is a class of objects in A, we denote the smallest thick subcategory which contains H
by Thick(H) and call it the thick subcategory generated by H.
Remark 3.3. ([Dic09, Theorem 3.3.1] and [IPT15, Proposition 9.1]) Let A be a hereditary
abelian category. A full subcategory H of A is thick if and only if it is closed under direct
summands and if it fulfils the following property. Given an exact sequence 0 → A → B →
C → 0 in A and two of the three objects are in H then the third also lies in H. The latter
property is called ’two out of three’ property.
Lemma 3.4. Let (E,F ) be an exceptional pair in coh(X), then LEF and RFE are objects in
Thick(E,F ).
Proof. We only consider the short exact sequence
0→ LEF → HomX(E,F ) ⊗ E → F → 0.
The argumentation for the other sequences is analogous. The object HomX(E,F ) ⊗ E is
isomorphic to the sum of dim
(
HomX(E,F )
)
copies of E. Thick subcategories are closed
under extensions, thus the object HomX(E,F ) ⊗ E is in Thick(E,F ). The ’two out of three’
property yields that LEF is an object of Thick(E,F ). 
For a subset C ⊆ coh(X) denote by C⊥ = {X ∈ coh(X) | ExtiX(A,X) = 0 for all i ∈
N0 and A ∈ C} the right perpendicular of C and analogously by ⊥C = {X ∈ coh(X) |
ExtiX(X,A) = 0 for all i ∈ N0 and A ∈ C} the left perpendicular of C.
Lemma 3.5. Let C ⊆ coh(X). Then C⊥ is a thick subcategory.
Proof. Following Remark 3.3 we check that C⊥ is closed under direct summands and that the
’two out of three’ property holds. First we check the ’two out of three’ property, therefore
let X,Y ∈ C⊥. By definition it holds 0 = HomX(A,X) = Ext
1
X(A,X) = HomX(A,Y ) =
Ext1X(A,Y ) for any A ∈ C. Let Z ∈ coh(X) such that
0→ X → Y → Z → 0
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is exact. Applying the functor HomX(A,−) to this sequence, we obtain the exact sequence
0→HomX(A,X)→ HomX(A,Y )→ HomX(A,Z)
→Ext1X(A,X)→ Ext
1
X(A,Y )→ Ext
1
X(A,Z)→ 0,
which yields 0 = HomX(A,Z) = Ext
1
X(A,Z). The latter yields that the object Z is in C
⊥.
The two other conditions can be proven analogously, and the ’two out of three’ property holds.
Next we show that C⊥ is closed under direct summands. Let X = X1 ⊕ X2 ∈ C
⊥. By
definition it holds 0 = HomX(A,X) = Ext
1
X(A,X) for any A ∈ C. Since
0 = HomX(A,X) = HomX(A,X1 ⊕X2) ∼= HomX(A,X1)⊕HomX(A,X2)
we obtain 0 = HomX(A,X1) = HomX(A,X2). As before we apply the functor HomX(A,−) to
the short exact sequence 0→ X1 → X → X2 → 0 to obtain Ext
1
X(A,X1) = 0 = Ext
1
X(A,X2).
Therefore X1 and X2 are objects in C
⊥.

Lemma 3.6. Let (E1, . . . , En) and (F1, . . . , Fn) be complete exceptional sequences in coh(X)
and U = Thick(E1, . . . , Er), V = Thick(F1, . . . , Fs) for some r, s ≤ n. Then U = V if and
only if (F1, . . . , Fs, Er+1, . . . , En) is a complete exceptional sequence.
Proof. First assume that (F1, . . . , Fs, Er+1, . . . , En) is a complete exceptional sequence. Then
it holds r = s. Consider the right perpendicular category H := (Er+1, . . . , En)
⊥ in coh(X).
By [Mel04, Theorems 2.4.2 and 2.4.3] the category H is equivalent to the category coh(X′) for
a weighted projective line X′ of reduced weight or to mod(A) for a hereditary artin algebra A.
By the same results the Grothendieck group is in both cases of rank r, so (E1, . . . , Er) and
(F1, . . . , Fr) are complete exceptional sequences of H. By [KM02, Theorem 1.1] in the case
of coh(X′) and by [Rin94, Corollary Ch.7] in the case of mod(A) the exceptional sequences
(E1, . . . , Er) and (F1, . . . , Fr) lie in the same orbit of the braid group action. By Lemma
3.4 thick subcategories are closed under left and right mutation, so Thick(E1, . . . , Er) =
Thick(F1, . . . , Fr) holds.
Let U = V , then the rank of the Grothendieck group K0(U) = K0(V ) yields r = s. As the
next step we show ⊥Thick(E1, . . . , Er) =
⊥(E1, . . . , Er). For the inclusion
⊥Thick(E1, . . . , Er) ⊇
⊥(E1, . . . , Er) consider an arbitrary object X ∈
⊥(E1, . . . , Er). It fol-
lows that E1, . . . , Er ∈ X
⊥. By Lemma 3.5 the categoryX⊥ is thick, thus Thick(E1, . . . , Er) ⊆
X⊥. The latter is equivalent to X ∈ ⊥Thick(E1, . . . , Er).
The inclusion ⊥Thick(E1, . . . , Er) ⊆
⊥(E1, . . . , Er) is obvious.
Finally the tuple (Er+1, . . . , En) is an exceptional sequence in
⊥(E1, . . . , Er) =
⊥ Thick(E1, . . . , Er) =
⊥ Thick(F1, . . . , Fr) =
⊥(F1, . . . , Fr)
and this fact leads to the complete exceptional sequence (F1, . . . , Fr, Er+1, . . . , En). 
Remark 3.7. Note that a thick subcategory in coh(X) is not necessarily generated by an
exceptional sequence (see for instance [Kra12, Proposition 6.13]).
3.2. The interval posets [id, c] and [id, c]gen. In the following let ∆re(X) be a root system,
W be the corresponding reflection group, and T the set of reflections inW (see Subsection 2.2).
As T generates W , each x ∈ W is a product x = t1 · · · tr where ti ∈ T . If this product is
of minimal length, then we say that this T -factorization is reduced and that ℓT (x) = r. For
x ∈W with ℓT (x) = r we put
RedT (w) := {(t1, . . . , tr) ∈ T
r | w = t1 · · · tr}.
HURWITZ TRANSITIVITY IN ELLIPTIC WEYL GROUPS AND WEIGHTED PROJECTIVE LINES 17
Next we define the poset [id, c].
Definition 3.8. (a) Define a partial order on W by
x ≤ y if and only if ℓT (y) = ℓT (x) + ℓT (x
−1y)
for x, y ∈W where ℓT is the length function on W with respect to T .
(b) For x,w ∈W the element x is called a prefix of w if x ≤ w.
(c) For w ∈W the interval
[id, w] = {x ∈W | id ≤ x ≤ w}
is called the interval poset of w with respect to the partial order ≤.
Note that x is a prefix of w if and only if there are t1, . . . tm ∈ T such that w = t1 · · · tm is a
reduced T -factorization and such that there is an ℓ ≤ m with t1 · · · tℓ = x. For the generalized
root systems we need studying generating factorizations.
Definition 3.9. (a) For w ∈W and αi ∈ ∆re(X) where 1 ≤ i ≤ n we call a factorization
w = sα1 · · · sαn generating if spanZ(α1, . . . , αn) = spanZ(∆re(X)).
(b) Assume that w ∈W admits a generating factorization. Define the subposet [id, w]gen
of [id, w] to be the set of prefixes of generating factorizations of w.
Remark 3.10. Later we will present an example of a generalized root systems whose corre-
sponding groupW contains Coxeter transformations that admit a non-generating factorization
(see Example 4.18).
3.3. The Hurwitz action. We define the Hurwitz action for arbitrary groups to connect the
braid group action on exceptional sequences with a suitable action on tuples of reflections.
Let G be a group and (g1, . . . , gn) an element of G
n. The Hurwitz action on Gn is defined by
σi(g1, . . . , gn) = (g1, . . . , gi−1, gi+1 , gi+1gig
−1
i+1, gi+2, . . . , gn),
σ−1i (g1, . . . , gn) = (g1, . . . , gi−1, gigi+1g
−1
i , gi , gi+2, . . . , gn).
for the standard generator σi ∈ Bn, for 1 ≤ i ≤ n− 1. In particular, for a subset T of G that
is closed under conjugation, the Hurwitz action restricts to an action on T n.
Later we will need the following fact.
Proposition 3.11. Let X be a weighted projective line and let n be the rank of K0(X). If
σ(E1, . . . , En) = (F1, . . . , Fn) for some braid σ ∈ Bn and some exceptional sequence (E1, . . . , En)
of coh(X), then also σ(s[E1], . . . , s[En]) = (s[F1], . . . , s[Fn]).
Proof. The fact that both braid group actions are compatible is due to Lemma 2.14. 
We can use the definition of a generating factorization to draw the following conclusion
from Proposition 3.11.
Corollary 3.12. Let c be a Coxeter transformation, and assume that the braid group Bn acts
transitively on the set of sequences (s1, . . . , sn) of reflections in W such that c = s1 · · · sn is
a generating factorization of c. If c = t1 · · · tn is a reduced generating factorization of c then
there exists up to isomorphism a unique complete exceptional sequence (F1, . . . , Fn) in coh(X)
such that ti = s[Fi], for 1 ≤ i ≤ n.
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Proof. By Corollary 2.9 there exists a complete exceptional sequence
(E1, . . . , En) such that spanZ([E1], . . . , [En]) = spanZ(∆re(X)) and c = s[E1] · · · s[En], and
by assumption there exists σ ∈ Bn such that (t1, . . . , tn) = σ(s[E1], . . . , s[En]). Let (F1, . . . , Fn)
be the complete exceptional sequence such that (F1, . . . , Fn) = σ(E1, . . . , En). It follows that
s[Fi] = ti by Proposition 3.11. The uniqueness follows from Lemma 2.13. 
3.4. Proof of Theorem 3.1. Now we will prove that Theorem 3.1 holds under the further
assumption that ℓT (c) equals the rank of K0(X). In Section 5 we will prove Proposition 1.2,
which guarantees that this assumption is always fulfilled.
Proof of Theorem 3.1. Let (E1, . . . , En+2) be a complete exceptional sequence in coh(X)
and U = Thick(E1, . . . , Er) for some r ≤ n + 2. Put cox(U) := s[E1] · · · s[Er] ∈ W . By
Lemma 2.7 which is also true for coh(X) we have c = s[E1] · · · s[En+2] and cox(U) ≤ c. Since
the root data is independent of the choice of the complete exceptional sequence it holds
spanZ([E1], . . . , [En+2]) = spanZ(∆re(X)) and therefore cox(U) ∈ [id, c]
gen.
Let us first point out that cox(−) is well-defined. Therefore choose another complete excep-
tional sequence (F1, . . . , Fn+2) in coh(X) such that U = Thick(F1, . . . , Fs) for some s ≤ n+2.
Then (F1, . . . , Fs, Er+1, . . . , En+2) is a complete exeptional sequence by Lemma 3.6 and r = s.
By Theorem 2.2 and Proposition 3.11 we obtain
s[F1] · · · s[Fn+2] = s[F1] · · · s[Fs]s[Er+1] · · · s[En+2] = s[E1] · · · s[Er]s[Er+1] · · · s[En+2] = c.
Thus we obtain s[F1] · · · s[Fs] = s[E1] · · · s[Er].
Next we show that the map induced by cox(−) is injective. Let (E1, . . . , En+2) and
(F1, . . . , Fn+2) be two complete exceptional sequences such that U = Thick(E1, . . . , Er) and
V = Thick(F1, . . . , Fs) for some r, s ≤ n + 2 and such that cox(U) = cox(V ). That is,
s[E1] · · · s[Er] = s[F1] · · · s[Fs] and since c is of length n+ 2 we obtain r = s. In particular
c = s[F1] · · · s[Fs]s[Er+1] · · · s[En+2].
By Lemma 2.13 and Corollary 3.12 we obtain that (F1, . . . , Fs, Er+1, . . . , En+2) is a complete
exceptional sequence. By Lemma 3.6 we get U = V .
The surjectivity of cox(−) follows directly from Corollary 3.12.
It remains to show that cox(−) is order preserving. Therefore let V ⊆ U be thick subcate-
gories with U = Thick(E1, . . . Er) and V = Thick(F1, . . . , Fs). As in the proof of the Lemma
3.6 the subcategory U = (Er+1, . . . , En+2)
⊥ is by [Mel04, Theorems 2.4.2 and 2.4.3] equiva-
lent either to a module category mod(A) for some hereditary algebra A or to a sheaf category
coh(X′) for a weighted projective line X′ and (F1, . . . , Fs) is an exceptional sequence in U . The
rank of the Grothendieck group K0(U) implies s ≤ r. By Lemma 2.4 there exist exceptional
objects F ′s+1, . . . , F
′
r such that (F1, . . . , Fs, F
′
s+1, . . . , F
′
r) is a complete exceptional sequence in
U . Therefore by Theorem 2.2 (E1, . . . Er) and (F1, . . . , Fs, F
′
s+1, . . . , F
′
r) lie in the same orbit
of the braid group action and s[F1] . . . s[Fs]s[F ′s+1] . . . s[F ′r] = s[E1] . . . s[Er] by Proposition 3.11.
Since c = s[E1] . . . s[En+2] is reduced by assumption, we have s[F1] . . . s[Fs] ≤ s[E1] . . . s[Er]. 
4. Elliptic root systems and elliptic Weyl groups
In this section we introduce the notion of an elliptic root system and an elliptic Weyl group
due to Saito, and we recall some of their properties (see [Sai85]). Further we explain their
connection to weighted projective lines of tubular type.
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4.1. Elliptic root system and elliptic root basis.
Definition 4.1. Let V be a finite dimensional vector space over R and (− | −) a positive
semidefinite symmetric bilinear form with radical of rank 2. A set of non-isotropic vectors
Φ ⊆ V that is (α | α) 6= 0 for all α ∈ Φ is called elliptic root system with respect to (− | −) if
(a) V = spanR(Φ),
(b) sα(β) ∈ Φ for all α, β ∈ Φ where sα(β) := β −
2(α|β)
(β|β) α,
(c) Φ ∩ Rα = {±α} for all α ∈ Φ and
(d) 2(α|β)(β|β) ∈ Z for all α, β ∈ Φ.
The dimension of V is said to be the rank of Φ. The group
WΦ = 〈sα | α ∈ Φ〉
is called elliptic Weyl group. An elliptic root system Φ is reducible if Φ = Φ1
·
∪Φ2 where Φ1,Φ2
are nonempty elliptic root systems such that (α | β) = 0 whenever α ∈ Φ1, β ∈ Φ2. Otherwise
Φ is called irreducible. An elliptic root system is called simply-laced if (α | α) = 2 for all α ∈ Φ.
For a subset Ψ ⊆ Φ we put L(Ψ) = spanZ(Ψ). By (a) L(Φ) is a full lattice in V ; it is called
the root lattice of Φ.
Note that the name elliptic root system was introduced in [ST97] while first Saito used the
name extended affine root system [Sai85].
From now on we assume that Φ is a simply laced elliptic root system. The radical of the
bilinear form (− | −) and of the root lattice L(Φ) are, as L(Φ) is a full lattice in V ,
R := R(−|−) := {x ∈ V | (x | y) = 0 for all y ∈ V } and
{x ∈ L(Φ) | (x | y) = 0 for all y ∈ L(Φ)} = L(Φ) ∩R, respectively.
Let U be a one dimensional subspace of R. Denote by pR and pU the canonical epimorphisms
V → V/R and V → V/U respectively. Let (− | −)R be the induced bilinear form on V/R,
that is (pR(x) | pR(y))R = (x | y) for all x, y ∈ V . Define (− | −)U analogously.
Lemma 4.2. [Sai85, (3.1) Lemma 1, (3.2) Assertion i)]
(a) Φf := pR(Φ) is a finite root system with respect to (− | −)R.
(b) Φa := pU(Φ) is an affine root system with respect to (− | −)U .
(c) L(Φ) ∩ U and RL(Φ) = L(Φ) ∩R are full lattices in U and R, respectively.
Note that Lemma 4.2(c) implies RL(Φ) ⊗Z R ∼= R.
Assume from now on that Φ is irreducible. Then Φa as well as Φf are irreducible.
Our next aim is to describe Φ (see Proposition 4.4).
Let {β0, . . . , βn} be a simple system of Φa. Then we may assume that β1, . . . , βn span a
finite root system. By [Kac83, Theorem 5.6] there exist m1, . . . ,mn ∈ N such that
β0 +
n∑
i=1
miβi
spans the lattice L(Φa) ∩R/U .
Let αi be a preimage of βi in Φ for 0 ≤ i ≤ n and set
b = α0 +
n∑
i=1
miαi.
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Then b is in L(Φ) ∩R and
spanZ(b+ U) = L(Φa) ∩R/U.
Assume that a is in U such that L(Φ) ∩ U = Za.
Lemma 4.3. We have L(Φ) ∩R = Za⊕ Zb.
Proof. By the choice of a and b, the right hand side is a direct sum. By the choice of b and
by the Dedekind identity we get
Zb+ U = L(Φa) ∩R/U = (L(Φ) + U) ∩ (R+ U) = (L(Φ) ∩R) + U.
Applying again the Dedekind identity yields
L(Φ) ∩R = (L(Φ) ∩R) ∩ (Zb+ U) = Zb+ (L(Φ) ∩ U) = Za+ Zb.

Set
Va =
n∑
i=0
Rαi and Vf =
n∑
i=1
Rαi.
Then α0 is in Va∩Φ and (− | −) restricted to Vf is positiv definit which yields that Φ̂ := Vf∩Φ
is a root system in Vf that is isomorphic to Φf. Now we are ready to state and proof the
following description of the elliptic root system.
Proposition 4.4. If Φ is a simply-laced elliptic root system with respect to (− | −) of rank at
least four, then there are a, b ∈ R = R(−|−) such that L(Φ) ∩R = Za⊕ Zb and
Φ = Φ̂⊕ Za⊕ Zb,
where Φ̂ and Φf are isomorphic root systems.
Proof. Let a, b ∈ R be chosen as above. Then L(Φ) ∩ R = Za ⊕ Zb by Lemma 4.3. Next we
show Φ = Φ̂⊕ Za⊕ Zb.
Let α ∈ Φ. Then pU (α) ∈ Φa, so
pU (α) =
n∑
i=1
ziβi + zpU (b) for some zi, z ∈ Z,
and α =
∑n
i=1 ziαi+zb+ra for some r ∈ R. We get ra = α−
∑n
i=1 ziαi−zb ∈ L(Φ)∩U = Za.
Thus r ∈ Z. Further, as pR(α) =
∑n
i=1 zipR(αi) is in Φf
∼= Φ̂, we get
n∑
i=1
ziαi ∈ Φ̂
and one inclusion holds. For the other inclusion consider for α ∈ Φ the set
KR(α) := {x ∈ R | α+ x ∈ Φ},
that is studied in [Sai85, 1.16]. Saito shows for every α ∈ Φ that
(a) KR(α) contains a full lattice of R (the L in [Sai85] is Vf here);
(b) KR(ϕ(α)) = KR(α) for every ϕ ∈ Aut(Φ);
(c) ∪α∈Φ∩VfKR(α) generates the lattice L(Φ) ∩R.
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D4
1
1
2
1
1
E6
1 2 3 2 1
2
1
E7
1 2 3 4 3 2 1
2
E8
2 4 6 5 4 3
3
2 1
Figure 3. (Extended) Dynkin diagrams. At each vertex the coefficient in the
linear combination of the highest root in the simple roots .
Since Φ is simply-laced, Φ̂ is simply-laced as well and the subgroup of WΦ that is generated
by the reflections given by the roots in Φ̂ is transitive on Φ̂. Therefore (b) and (c) imply that
KR(α) = ∪α∈Φ∩VfKR(α) generates L(Φ) ∩R for every α ∈ Φ.
It remains to show that KR(α) is itself a lattice, that is a subgroup of L(Φ). Let x, y ∈
KR(α) and, as Φf ∼= Φ̂ is irreducible and of rank at least 2, we may choose α1, α2 ∈ Φf with
(α1 | α2) = −1. Then α1 + x + α2 + y ∈ Φ which implies x + y ∈ KR(α1 + α2) = KR(α).
Further −α2 − y + α1 = −(α1 − α2)− y ∈ Φ and therefore −y ∈ KR(α) as well. This shows
with Lemma 4.3 that KR(α) = L(Φ) ∩R = Za⊕ Zb, which yields the other inclusion. 
Remark 4.5. If the finite root system Φ̂ of Proposition 4.4 is of type A1, so the corresponding
simply-laced elliptic root system is of rank three, then there exist exactly two simply-laced
elliptic root systems as described in [All97, Proposition 4.2 and Table 4.5]. Therefore, Propo-
sition 4.4 does not hold in this case.
Set α˜ := −α0+ b. Then α˜ =
∑n
i=1miαi is the highest root in Φ̂ with respect to the simple
system {α1, . . . , αn}. The Dynkin diagram of Φa is one of the diagrams X
(1)
n given in Table
Aff 1 of [Kac83], where Xn is one of the simply-laced types An (n ≥ 2), Dn (n ≥ 4) or En
(n ∈ {6, 7, 8}). In the following we identify Φf and Φˆ that is we think of Φf as embedded into
Φ.
In contrast to finite root systems, the Weyl group WΦ of an elliptic root system does not
act anywhere properly on the ambient vector space. Hence there is no analogous of a Weyl
chamber. Nevertheless Saito introduced the notion of a basis for Φ and classified the irreducible
elliptic root systems in terms of so called elliptic Dynkin diagrams in [Sai85].
Let Γa = {α0, . . . , αn} be the set of simple roots of Φ∩Va ∼= Φa as chosen before Lemma 4.3.
Remark 4.6.
(a) By [Sai85, Chapter 3] the set Γa is unique up to isomorphism of Φ.
(b) The non-negative integers mi such that α˜ = −α0 + b =
∑n
i=1miαi given above are
listed for the Dynkin diagrams that are of interest for us are the values of the vertices
in Figure 3.
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Notice that Proposition 4.4 also implies the splitting
Va ∩ L(Φ) =
(
n⊕
i=1
Zαi
)
⊕ Zb = L(Φf )⊕ Zb.
In the following we identify Vx ∩ Φ with Φx and Vx ∩ L(Φ) with L(Φx) for x = a or f.
Definition 4.7. [Sai85, Section 8] For α ∈ Γa put α
∗ = α+ a. Define
mmax := max{mα | α ∈ Γa} and Γmax = {α
∗ | mα = mmax},
where the mα are the non-negative integers in Remark 4.6(b). The set Γ := Γ(Φ) := Γa∪Γmax
is called elliptic root basis for Φ.
Note that the name elliptic root basis was first used in [SY00]. Such a basis has the following
properties (see [Sai85]).
Proposition 4.8. [Sai85, Section 9] Let Γ = Γ(Φ) be an elliptic root basis of a simply-laced
elliptic root system Φ. Then the following holds where WΓ is the group that is generated by
the reflections corresponding to the roots in Γ.
(a) WΦ =WΓ
(b) Φ =WΓ(Γ)
Let Φ be an irreducible simply-laced elliptic root system with elliptic root basis Γ. The
elliptic Dynkin diagram with respect to Γ is defined as the undirected graph with vertex set
in bijection with Γ. Let α, β ∈ Γ be different roots. If (α | β) = 0 there is no edge between
the vertices corresponding to α and β. If (α | β) = ±1 there is a single edge between the
corresponding vertices. This edge is dotted if (α | β) = 1. If (α | β) = ±2 there is a double
edge between the corresponding vertices. This edge is again dotted if (α | β) = 2. Note that
(α | β) ∈ {0,±1,±2} for all α, β ∈ Γ if Φ is simply-laced, and that this definition is identical
to that of a generalized Coxeter-Dynkin diagram given in Definition 2.10 if we replace Γ(Φ)
by E.
Proposition 4.9. [Sai85, (9.6) Theorem] Let (Φ,Γ) be an irreducible simply-laced elliptic
root system with basis Γ. The elliptic Dynkin diagram for (Φ,Γ) is uniquely determined by the
isomorphism class of Φ. Conversely, the elliptic Dynkin diagram for Φ uniquely determines
the isomorphism class of (Φ,Γ).
4.2. Elliptic Weyl group and the Coxeter transformation. The aim of this subsection is
to determine the structure of an elliptic Weyl group and to introduce the concept of a Coxeter
transformation. We continue the notation used in Section 4.1. Recall that V = Vf ⊕Ra⊕Rb
and that every α in Φ splits uniquely as αf +αR with αf ∈ Φf and αR ∈ L(Φ)∩R = Za⊕Zb.
As in [Sai85, Section (1.14)] we define a semi-group structure ◦ on V ⊗ (V/R) by
ϕ1 ◦ ϕ2 := ϕ1 + ϕ2 − (ϕ1 | ϕ2),
where (ϕ1 | ϕ2) :=
∑
i1,i2
f1i1 ⊗ (g
1
i1
| f2i2)g
2
i2
for ϕj =
∑
ij
f jij ⊗ g
j
ij
, for j = 1, 2. The map
E : V ⊗ (V/R)→ End(V ),
∑
i
fi ⊗ gi 7→
(
v 7→ v −
∑
i
(gi | v)fi
)
is called Eichler-Siegel map for V with respect to (− | −). By [Sai85, Sections (1.14) and
(1.15)] it has the following properties.
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Lemma 4.10. (a) E is injective.
(b) E is a homomorphism of semi-groups that is E(ϕ ◦ ψ) = E(ϕ)E(ψ).
(c) The subspace R⊗ (V/R) is closed under ◦ and the semi-group structure coincides with
the additive structure of the vector space on this subspace.
(d) For non-isotropic α ∈ V , it is sα = E(α⊗ α).
(e) The inverse of E on WΦ is well-defined:
E−1 :WΦ → V ⊗ (V/R).
(f) E−1(WΦ) ⊆ L(Φ)⊗Z (L(Φ)/(L(Φ) ∩R)).
(g) TR := E
−1(WΦ) ∩ (R⊗ (V/R)) is a lattice of R⊗ (V/R).
Using the splitting V = Vf ⊕R we can write down the reflection sα explicitly.
Lemma 4.11. Let α be a root in Φ and α = αf + αR where αf is in Vf and αR in R. Then
sα(v) = v − (αf | v)αf − (αf | v)αR for all v ∈ V .
Lemma 4.12. Let Φ be an irreducible simply-laced elliptic root system. Then
TR = (L(Φ) ∩R)⊗Z L(Φf).
Proof. Let α ∈ Φ. Since sαsα∗ is an element of WΦ, we can calculate its image under E
−1. It
is
E−1(sαsα∗) = E
−1(sα) ◦ E
−1(sα∗)
= (α ⊗ α) ◦ (α∗ ⊗ α∗)
= α⊗ α+ α∗ ⊗ α− α⊗ (α∗ | α)α
= (α + α∗)⊗ α+ (−2)α ⊗ α
= (α + α∗ − 2α) ⊗ α
= a⊗ α.
Similar arguments show that b⊗α is in the image of E−1 for each α ∈ Φ. In particular, if we
take a set of simple roots {α1, . . . , αn} of Φf we see that
{x⊗ αi | x ∈ {a, b}, 1 ≤ i ≤ n} ⊆ E
−1(WΦ).
Since {a, b} is a basis of L(Φ) ∩R and {α1, . . . , αn} is a basis of L(Φf ), we obtain
(L(Φ) ∩R)⊗ L(Φf ) ⊆ E
−1(WΦ).
By the properties of the Eichler-Siegel map the assertion follows. 
By [Sai85, Section 1.15] and Lemma 4.12, we obtain the following description of WΦ.
Theorem 4.13. Let Φ be a simply-laced elliptic root system. Then
WΦ ∼=WΦf ⋉ ((L(Φ) ∩R)⊗ L(Φf )) .
Definition 4.14. Let Φ be an irreducible simply-laced elliptic root system. The Coxeter
transformation c ∈WΦ with respect to the elliptic root basis Γ = Γ(Φ) is defined as
c :=
∏
α∈Γ\(Γmax∪Γ∗max)
sα ·
∏
α∈Γmax
sαsα∗ .
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For a simply-laced elliptic root system Φ and the root lattice L = L(Φ) put
O(L) := {ϕ ∈ O(V ) | ϕ(L) = L}.
As WΦ leaves the bilinear form (− | −) invariant it is a subgroup of O(L).
Proposition 4.15. Let c ∈W =WΦ be a Coxeter transformation.
(a) The conjugacy class of c in W depends only on the subspace Va of V and the sign of
the generator a of L∩U , but neither on the order of the sα in the product that defines
c nor on the choice of the simple system Γa.
(b) The sign change a 7→ −a maps the conjugacy class of c to the conjugacy class of c−1.
(c) The set of all Coxeter transformations is precisely one O(L)-conjugacy class.
(d) A Coxeter transformation is semi-simple of finite order ℓmax + 1 where ℓmax is the
maximal length of a component of the diagram for Γa \ {α ∈ Γa | mα = mmax}.
Proof. Except for part (c) this is precisely [Sai85, Section 9, Lemma A]. Regarding part (c),
Saito shows that if ϕ is an (outer) automorphism of (Φ, U) and c is a Coxeter transformation
with respect to the basis Γa = {α0, . . . , αn}, then ϕcϕ
−1 is the Coxeter transformation with
respect to the basis ϕ(Γa) = {ϕ(α0), . . . , ϕ(αn)}. By [Sai85, Corollary (6.2)] and its proof
it follows ϕ ∈ O(V ). Furthermore, since ϕ(Φ) = Φ, it follows ϕ(L) = L. Hence indeed
ϕ ∈ O(L). 
4.3. Tubular elliptic root systems. In this subsection we describe the root quadruple
(K0(X), χs,∆re(X), c) attached to the category of coherent sheaves over a weighted projective
line X of tubular type. The set ∆re(X) can be identified with the root system described in
Subsection 2.4 for fixed weight sequences.
Corollary 4.16. Let X be a weighted projective line of tubular type with weight sequence
(2, 2, 2, 2), (3, 3, 3), (2, 2, 4) or (2, 3, 6), and let (K0(X), χs,∆re(X), c) be the associated simply-
laced generalized root system. Then ∆re(X) is an elliptic root system in K0(X) ⊗Z R with
respect to χs of type D
(1,1)
4 , E
(1,1)
6 , E
(1,1)
7 or E
(1,1)
8 , respectively, and c is a Coxeter transfor-
mation in the corresponding elliptic Weyl group.
In this case we call ∆re(X) a tubular elliptic root system. The corresponding elliptic Dynkin
diagrams are listed in Figure 6.
Proof. Consider the weight sequences
p ∈ {(2, 2, 2, 2), (3, 3, 3), (2, 2, 4), (2, 3, 6)}
and an arbitrary λ chosen as in the previous section. By Lemma 2.20 and Proposition
Proposition 4.9 the root systems corresponding to coh(X) with X of tubular type have type
D
(1,1)
4 , E
(1,1)
6 , E
(1,1)
7 or E
(1,1)
8 . 
Remark 4.17. Now an elliptic root basis for the tubular elliptic root systems of type X
(1,1)
n
can explicitely be defined. Let, as in Subsection 4.1, {α1, . . . , αn} be a simple system for Φf ,
the root system of type Xn. Recall α0 = −α˜+ b. Then
{α0, α1, . . . , α4, α
∗
2}
is an elliptic root basis for D
(1,1)
4 and
{α0, α1, . . . , αn, α
∗
4}
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1∗
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1
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(2, 1)
(2, 2)
1∗
E
(1,1)
7
(1, 3) (1, 2) (1, 1) 1 (3, 1)
(2, 1)
(3, 2) (3, 3)
1∗
E
(1,1)
8 (1, 2) (1, 1)
1
(3, 1) (3, 2) (3, 3) (3, 4) (3, 5)
1
(2, 1)
Figure 4. Elliptic Dynkin quivers of tubular type
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Figure 5. Dynkin diagrams: Numbering
is an elliptic root basis for E
(1,1)
n (n = 6, 7, 8). The elliptic Dynkin diagrams with respect to
these elliptic root bases are given in Figure 6.
Finally we present the example of a non-generating factorization of a Coxeter transforma-
tion.
Example 4.18. Consider a tubular elliptic root system of type E
(1,1)
6 and let {α1, . . . , α6} be
a simple system for Φf of type E6. The elliptic root basis in Remark 4.17 yields a factorization
of the Coxeter transformation c which is generating. Consider the roots
β1 = α1 − b, β2 = α2 + 2b, β3 = α3 + 2b, β4 = α4 − 3b,
β5 = α5 + 2b, β6 = α6 − b, β7 = α˜− a+ b, β8 = α4 + b,
then c = sβ1sβ2sβ3sβ5sβ6sβ7sβ4sβ8 . An easy calculation yields that this is not a generating
factorization.
Remark 4.19. Although in the tubular cases not each reduced factorization of the Coxeter
transformation is generating, this a priori does not imply that [id, c]gen ( [id, c]. That is, for
each element w with w ≤ c there might be at least one generating factorization for c such that
w is a prefix of this factorization. The latter is always true in the wild and tame cases as we
show in the forthcoming paper [BWY19].
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(1,1)
6
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8
Figure 6. Elliptic Dynkin diagrams for the tubular elliptic root systems
Remark 4.20. Barot and Geiss [BG12] studied the cluster algebras given by a matrix whose
associated quiver is given by one of the quivers in Figure 4 (note that these quivers are mutation
finite). They categorified the corresponding cluster algebras and described the (real) Schur
roots for X of tubular type.
5. The length of the Coxeter transformation
The aim of this section is to prove Proposition 1.2. In Lemma 2.20 we saw that the root
quadruple Q(coh(X)) related to coh(X) has a generalized Coxeter-Dynkin diagram Γ as given
in Figure 2. Let V be an n + 2 = (
∑r
i=1 pi − 1) + 2 dimensional R−vector space with basis
B = {αν | ν ∈ Q0} where Q0 is the set of vertices of such a diagram Γ. This provides us with
a bilinear form as explained in Definition 2.10. We recall that
(αν | αω) =

2 ν, ω ∈ Q0 are connected by a dotted double bound or ν = ω
0 ν, ω ∈ Q0 are disconnected
−1 ν, ω ∈ Q0 are connected by a single edge.
Using the diagrams of Figure 2 it is straightforward to see that the signature for the tubular
cases is (4, 2, 0), (6, 2, 0), (7, 2, 0) or (8, 2, 0), for the tame cases (n+ 1, 0, 1) and wild for the
cases (n, 1, 1) (see also [Len99, Proposition 18.8]). For ν ∈ Q0 let sαν be the reflection of V
defined in Definition 4.1 (b) and let W =WΓ be the group generated by all the reflections sαν
with ν ∈ Q0. Then
T = {wsανw
−1 | w ∈W, ν ∈ Q0}
is called the set of reflections of W . Denote by ℓT the length function corresponding to T .
A Coxeter transformation c is defined as the product of the simple reflections, where every
reflection occurs exactly ones and where the reflections sα1 and sα∗1 are next to each other at
the end of the factorization.
In order to prove Proposition 1.2 we need showing that ℓT (c) = |Γ|. We will distiguish the
three cases that the bilinear form (− | −) is indefinite or positive semidefinite with dimension
of the radical one or two, which corresponds to the cases that X is wild, tame or tubular.
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5.1. The tubular case. Let the signature of (− | −) be (n, 2, 0). Then Corollary 4.16 yields
that we are in the situation of Section 4. In particular, W is an elliptic Weyl group.
In order to prove Lemma 1.2 in this case, we need some preparation.
Remark 5.1. By Proposition 4.4 in every tubular elliptic root system there exists two iso-
morphic affine subroot systems that can be obtained by applying the projections pU and pU ′
to Φ where U = spanR(a) and U
′ = spanR(b). The two projections yield isomorphic affine
Coxeter groups.
Denote by si the reflection corresponding to the simple root αi defined in Remark 4.17 and
by st∗ the reflection corresponding to α
∗
t for t = 2 in the case D4 and t = 4 otherwise. In
the following two proofs we identify the reflection spU (α0) with s0 and spU′(α∗t ) with st∗ . The
reflections spU′(αi) and spU (αi) will be identified with si for i 6= 0, t. The reflections spU (α∗t )
and spU′(α0) are denoted by st∗ resp. s0 in the corresponding affine Weyl groups.
By using [MacD72, Section 2] we freely switch between the linear and the affine realisation
and denote the translation part in the affine expression by tr(−). The same correspondence
is given explicitly in [DL11, Proposition 2].
The next statement is well known.
Lemma 5.2. Let (W˜ , S) be a Coxeter system with S = {s1, . . . , sn}, then the product si1 . . . sim
with sij 6= sik for j 6= k is reduced in terms of the generating set
⋃
w∈W wSw
−1.
Let c1 := pU (c) = s0s1 . . . ŝt . . . sn−1snsts
∗
t and c2 := pU ′(c) = s0s1 . . . ŝt . . . sn−1sn be the
projections of c = s0s1s3s4 . . . snsts
∗
t to the underlying affine Coxeter groups.
Lemma 5.3. The length of c1 as well as of c2 is n in their corresponding affine Coxeter groups
with respect to the respective set of reflections.
Proof. The element c2 = s0s1 . . . ŝt . . . sn−1sn is a parabolic Coxeter element in an affine Weyl
group and by Lemma 5.2 its factorization is reduced.
Consider the element c1 = s0s1 . . . ŝt . . . sn−1snsts
∗
t in the canonical underlying affine Weyl
group of WΦ. By Carter’s Lemma [Car72, Lemma 3] and [Bou02, Plate I] the factorization
of c := s0s1 . . . ŝt . . . sn−1sn is reduced in the finite Weyl group WΦf with corresponding root
system Φf and the space Move(c), defined in [LMPS17, Definition 1.13], is equal to spanR(Φf ).
Therefore the element
c1 = s0s1 . . . ŝt . . . sn−1snsts
∗
t = tr(s0s1 . . . ŝt . . . sn−1sn(−αt))s0s1 . . . ŝt . . . sn−1sn
is elliptic. Then [LMPS17, Proposition 1.34] yields the assumption. 
Now we are ready to prove the main result of this section.
Proof of Proposition 1.2 in the tubular case. We show that the factorization of the fixed
Coxeter element c = s0s1 . . . ŝt . . . sn−1snsts
∗
t is reduced. Therefore assume that ℓT (c) < n+2.
By Lemma 5.3 it follows that the length of c is at least n. Since the parities of the lengths of
c in W and of pU (c2) in the corresponding affine Weyl group are equal, we get ℓT (c) = n.
Let c = sβ1,ℓ1,k1 . . . sβn,ℓn,kn be a T -reduced factorization, where the reflections correspond-
ing to the roots βi+ ℓia+kib are denoted by sβi,ℓi,ki with βi ∈ Φf and ℓi, ki ∈ Z for 1 ≤ i ≤ n.
After applying the projections it holds
c1 = sβ1,ℓ1 . . . sβn,ℓn , c2 = sβ1,k1 . . . sβn,kn .
By Lemma 5.3 the element c2 is a parabolic Coxeter element and by [BDSW14, Theorem
1.3] the Hurwitz action is transitive on the reduced factorizations of c2. So there exists a
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σ ∈ Bn with σ(sβ1,k1 , . . . , sβn,kn) = (sα˜, . . . , ŝt, . . . , sn−1, sn). Applying the same braid to the
factorization c1 = sβ1,ℓ1 . . . sβn,ℓn we get
c1 = sα˜,p0sα1,p1 . . . ŝαt,pt . . . sαn−1,pn−1sαn,pn
for pi ∈ Z. By the previous argumentation and the proof of Lemma 5.3 we have
tr(s0s1 · · · ŝt · · · sn(−αt))s0s1 · · · ŝt · · · sn = c1 = sα˜,p0sα1,p1 · · · ŝαt,pt . . . sαn,pn ,
where the left hand side is considered as the affine realisation of c1. Then it holds
s0s1 · · · ŝt · · · sn(−αt) = c1(0) = sα˜,p0sα1,p1 · · · ŝαt,pt · · · sαn,pn(0).
In particular αt ∈ spanZ(α˜, α1, . . . , α̂t, . . . , αn−1, αn).
Figure 3 describes the unique coefficients that are needed to express the highest root of a
finite crystallographic root system in terms of the simple roots α1, . . . , αn.
In our notation αt corresponds to the vertex that is labeled by a red dot in the extended
diagrams of D4 and Ei (i = 6, 7, 8). The corresponding coefficients are 2, 3, 4 and 6. The
unique Z-linear combination of α˜ in terms of α1, α2, . . . , αn contains a coefficient which is
not divisible by 2, 3, 4 and 6. This implies that αt can not be expressed by the roots
α˜, α1, . . . , α̂t, . . . , αn and yields a contradiction. The latter implies that the length of w is
n + 2. By [Sai85, Lemma 9.7] the conjugacy class of c does not depend on the order of
the product for the factorization of a Coxeter transformation. Since the length function is
invariant under conjugacy the assertion follows. 
5.2. The wild and the tame cases. Let the signature of (− | −) be (n, 1, 1) or (n+1, 0, 1),
denote by Φ̂ the root system generated by the roots αν for ν ∈ Q0\{1
∗} and the corresponding
Coxeter group by W
Φ̂
(see [STW16, Theorem 4.2]). The isomorphism stated in [STW16,
Section 2.7 (2.30)] yields Φ = Φ̂⊕ Zδ, where δ = α1 − α∗1 spans the radical.
Proof of Proposition 1.2 in the wild and tame case. Assume that the length of the Cox-
eter transformation is strictly smaller than n+ 2 and let
c :=
 ∏
ν∈Q0\{1,1∗}
sαν
 sα1sα∗1 ∈W.
So the reflections sα1 and sα∗1 are at the last positions of the factorization and the remaining
reflections can be arbitrary ordered. By considering the map ρ : W = WΦ̂⊕Zδ →WΦ̂ induced
by the projection
p : Φ̂⊕ Zδ → Φ̂, v 7→ v
and by parity arguments, the length of c has to be n. Let
c = sβ1+ℓ1δ . . . sβn+ℓnδ
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be a reduced factorization with βi + ℓiδ ∈ Φ̂⊕ Zδ, βi ∈ Φ̂ and ℓi ∈ Z, then
ρ(c) =
∏
ν∈Q0\{1,1∗}
sαν
=
 ∏
ν∈Q0\{1,1∗}
sαν
 sα1sα∗
1
= sβ1+ℓ1δ . . . sβn+ℓnδ
= sβ1 . . . sβn .
Since WΦ̂ is a Coxeter group the element c is a parabolic Coxeter element in WΦ̂ and by
[BDSW14, Theorem 1.3] the Hurwitz action is transitive on the reduced factorizations of c.
After renaming the simple roots let
c = sα2 · · · sαn+1sα1sα1∗ ,
where αi 6= α1, α1∗ are pairwise different roots for 2 ≤ i ≤ n+ 1. So there exists σ ∈ Bn such
that
σ
(
sα2 , . . . , sαn+1
)
= (sβ1 , . . . , sβn).(1)
The latter yields
σ(sα2 , . . . , sαn+1 , sα1 , sα∗1) = (sβ1 , . . . , sβn , sα1 , sα∗1),
thus
id = c−1c
=
(
sα∗1sα1sαn+1 · · · sα2
)(
sβ1+ℓ1δ · · · sβn+ℓnδ
)
=
(
sα∗
1
sα1sβn · · · sβ1
)(
sβ1+ℓ1δ · · · sβn+ℓnδ
)
and
sα1sα∗1 = sβn · · · sβ1sβ1+ℓ1δ · · · sβn+ℓnδ.
It is easy to check (by induction) that
sβn · · · sβ1sβ1+ℓ1δ · · · sβn+ℓnδ(x) = x−
(
x
∣∣∣∣ n∑
i=1
kiβi
)
δ
for some ki ∈ Z and
sα1sα∗1(x) = x− (x | α1)δ.
The previous yields (
x
∣∣∣∣ α1 − n∑
i=1
kiβi
)
= 0
for all x ∈ spanZ(Φ̂). Since the radical of (− | −) restricted to spanZ(Φ̂) is trivial, we obtain
α1 ∈ spanZ(β1, . . . , βn)
(1)
= spanZ(αν | ν ∈ Q0 \ {1, 1
∗}),
contradicting the fact that spanZ(Φ̂) is of rank n+ 1. 
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6. Hurwitz action on non-reduced factorizations in finite Coxeter groups
The aim of this section is to prove Theorem 1.5. Througout this section (W,S) will be
a finite Coxeter system of rank n with set of reflections T . For elements in T n we use the
notation
(t1, . . . , tn) ∼ (t
′
1, . . . , t
′
n)
to indicate that both n-tuples are in the same orbit under the Hurwitz action. Further for
w ∈W with ℓT (w) = n we define the sets
RedT (w) := {(t1, . . . , tn) ∈ T
n | w = t1 · · · tn},
FacT,n+2(w) := {(t1, . . . , tn+2) ∈ T
n+2 | w = t1 · · · tn+2 and 〈t1, . . . , tn+2〉 =W}.
Note that if ℓT (w) = n, it may nevertheless happen that FacT,n+2(w) = ∅. For instance if
we choose (W,S) to be of type F4 and w to be a Coxeter element in a reflection subgroup of
type 4A1, then FacT,n+2(w) turns out to be empty.
Before we start to prove the theorem, we like to make some remarks on the statement. For
the following nice fact we include a proof for completness.
Lemma 6.1. Let (W,S) be an irreducible oddly-laced Coxeter system with set of reflections
T . Then all the reflections are conjugate in W .
Proof. Since (W,S) is irreducible, the Coxeter diagram Γ(W,S) is connected. Therefore it is
enough to check that two simple reflections s, t ∈ S that are connected by an edge in Γ(W,S)
are conjugated. However, this is an immediate consequence of the relation (st)mst = 1 as mst
is odd. 
If all the reflections in T are conjugate in W , then Theorem 1.5 states that the Hurwitz
action is transitive on FacT,n+2(w). For a Coxeter system (W,S) with even labels in its
Coxeter diagram, the following example shows that the condition on the multiset of conjugacy
classes is necessary. As usual we denote by WΦ the group which is generated by the reflections
corresponding to the root system Φ.
Example 6.2. Let (W,S) be of type F4 with root system Φ as described in [Bou02, Plate
VIII]. We identify its set of reflections with T = {sα | α ∈ Φ}. A possible choice of simple
roots is
α1 = e2 − e3, α2 = e3 − e4, α3 = e4, α4 =
1
2
(e1 − e2 − e3 − e4).
The highest root is α˜ = e1+e2. Let Φ
′ the smallest root subsystem that contains {α˜, α1, α3, α4}.
It is of type A2 + A2 and w := sα˜sα1sα3sα4 is a Coxeter element for WΦ′ . Obviously
〈sα˜, sα1 , sα3 , sα4 , sα2〉 = W and therefore (sα˜, sα1 , sα3 , sα4 , sα2 , sα2) ∈ FacT,6(w). Put α :=
e3 ∈ Φ. A direct calculation yields that
sαsα1sα˜sα4sα(α1) = α2.
Thus 〈sα˜, sα1 , sα3 , sα4 , sα〉 =W , and therefore (sα˜, sα1 , sα3 , sα4 , sα, sα) ∈ FacT,6(w). However,
this factorization and the factorization (sα˜, sα1 , sα3 , sα4 , sα2 , sα2) do not have the same multiset
of conjugacy classes.
Now we start the proof of Theorem 1.5. For w a quasi-Coxeter element the statement of
Theorem 1.5 holds by [LR16, Theorems 1.1 and 6.1]. Therefore, it remains to prove Theo-
rem 1.5 for elements in W of reflection length n that are not quasi-Coxeter elements.
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Amain tool for the proof of Theorem 1.5 is a property of non-reduced factorizations provided
by Lewis and Reiner.
Lemma 6.3. [LR16, Corollary 1.4] Let (W,S) be a finite Coxeter system and w ∈ W with
ℓT (w) = n. Then every factorization of w into m reflections lies in the Hurwitz orbit of some
(t1, . . . , tm) such that
t1 = t2, t3 = t4, . . . , tm−n−1 = tm−n,
and (tm−n+1, . . . , tm) ∈ RedT (w).
Remark 6.4. Consider the geometric representation of (W,S). Since all reflections have
determinant −1 within this representation, all reflection factorizations of an element w ∈ W
have the same parity.
By applying Lemma 6.3 twice to a factorization in FacT,n+2(w) we can assume that this
factorization is given as
(t1, . . . , tn−1, tn, tn+1, tn+1).
As the Hurwitz action preserves the property of being a generating set, we get
W = 〈t1, . . . , tn−1, tn, tn+1〉.
Later we will see that W ′ = 〈t1, . . . , tn−1〉 is a parabolic subgroup of W of rank n − 1. In
the following we provide auxiliary results which study the situation that W is generated by a
parabolic subgroup of rank n − 1 and two further reflections. The case that Φ is of type Bn
needs special attention.
Lemma 6.5. Let Φ be a root system of type Bn and ∆ = {α1, . . . , αn} ⊆ Φ a simple system,
where the roots αi for 1 ≤ i ≤ n − 1 are long and αn is short. If α ∈ Φ is a short root, then
W = 〈sα1 , . . . , sαn−1 , sα〉.
Proof. Let R := {α1, . . . , αn−1, α}. Using the realizations of the root systems of type Bn
and Cn given in [Bou02, Plates I,II], it is straightforward to check that L(R) = L(Φ) and
L(R∨) = L(Φ∨), where Φ∨ is of type Cn. By [BW18, Theorem 1.1], the assertion follows. 
Proposition 6.6. Let (W,S) be a finite Coxeter system of type Xn ∈ {An, Bn,Dn} and
W ′ ≤W a parabolic subgroup of rank n−1. If W = 〈W ′, t1, t2〉 for some reflections t1, t2 ∈ T ,
then W = 〈W ′, t1〉 or W = 〈W
′, t2〉.
Proof. Let Φ be the root system associated to (W,S) and ∆ = {α1, . . . , αn} ⊆ Φ a simple
system. It is sufficient to consider a standard parabolic subgroup W ′ = 〈S \ {s}〉 for some
s ∈ S. We choose the numbering such that s = sα1 . Furthermore let t1 = sα and t2 = sβ
for positive roots α and β. Let R := {α, β} ∪ {α1, . . . , αn−1}. By assumption we have
W = WΦ = WR. By [BW18, Theorem 1.1] we conclude L(Φ) = L(R) and L(Φ
∨) = L(R∨).
Note that ∆∨ is a simple system for Φ∨ (see for instance [Bou02]).
If sα ∈ W
′, then W = 〈W ′, sβ〉 and vice versa. Therefore assume sα, sβ /∈ W
′. If W =
〈W ′, sα〉, we are done again. Therefore assume that 〈W
′, sα〉 is a proper subgroup of W .
Write α =
∑n
i=1 aiαi (resp. α
∨ =
∑n
i=1 a
′
iα
∨
i ) and β =
∑n
i=1 biαi (resp. β
∨ =
∑n
i=1 b
′
iα
∨
i )
with ai, a
′
i, bi, b
′
i ∈ Z≥0. Note that a
′
i =
(αi|αi)
(α|α) ai and b
′
i =
(αi|αi)
(β|β) bi. Furthermore let Φ
′ be
the root system associated to W ′. Then ∆′ := ∆ \ {α1} is a simple system for Φ
′. Since
sα, sβ /∈ W
′ = WΦ′ , none of the coefficients a1, a
′
1, b1, b
′
1 can be zero. By [Bou02, Plates I-IV]
we conclude ai, a
′
i, bi, b
′
i ∈ {1, 2}. If a1 = 2 = b1, then α1 /∈ L(R) = L(Φ) which is not possible.
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Therefore a1 = 1 or b1 = 1. A similar argument shows a
′
1 = 1 or b
′
1 = 1. First we consider
the case where a1 = 1 = a
′
1. Then L(Φ) = L(Φ
′ ∪ {α}) and L(Φ∨) = L((Φ′)∨ ∪ {α∨}), thus
W = 〈W ′, sα〉 by [BW18, Theorem 1.1], contradicting the assumption that 〈W
′, sα〉 is a proper
subgroup of W . Therefore we can assume that b1 = 1 or b
′
1 = 1. Without loss of generality
we assume the latter one. Assume that b1 = 2, thus β = 2α1 + · · · and β
∨ = 2(β|β) · 2α1 + · · · .
Note that
2
(β | β)
· 2α1 =
{
2
(β|β)α
∨
1 , α1 short
4
(β|β)α
∨
1 , α1 long.
Since the coefficient of α∨1 is b
′
1 = 1, the only possibility is that α1 is short and β is long.
Clearly this is not possible for Xn ∈ {An,Dn}. If Xn = Bn and α1 is short, the remaining
simple roots in ∆′ have to be long. Since W = W∆′∪{α,β}, the root α has to be short. Note
that W cannot be generated just by reflections in short roots. But then it follows by Lemma
6.5 that 〈W ′, sα〉 =W , a contradiction. Hence b1 = 1 = b
′
1. Therefore we obtain
L(Φ) = L(∆) = L(∆′ ∪ {β}) and L(Φ∨) = L(∆∨) = L((∆′)∨ ∪ {β∨}),
which yields W = 〈W ′, sβ〉 by [BW18, Theorem 1.1]. 
Proposition 6.7. [BW18, Theorem 1.3] Let (W,S) be a finite crystallographic Coxeter system
and P a maximal parabolic subgroup of W . All the reflections t ∈ T such that W = 〈P, t〉 are
conjugate under P .
Lemma 6.8. Let (W,S) be a Coxeter system with set of reflections T and t1, . . . , tn, t ∈ T .
Then
(t1, . . . , tn, t, t) ∼ (t1, . . . , tn, t
x, tx)
for each x ∈ 〈t1, . . . , tn〉.
Proof. We have
(t1, . . . , tn, t, t) ∼ (t1, . . . , t̂i, t
ti
i+1 . . . , t
ti
n , t
ti , tti , ti)
∼ (t1, . . . , t̂i, t
ti
i+1 . . . , t
ti
n , ti, t
ti , tti)
∼ (t1, . . . , tn, t
ti , tti),
where the entry t̂i is omitted. 
The following result is a direct consequnce of [BGRW17, Theorem 1.1].
Lemma 6.9. Let (W,S) be a finite Coxeter system of rank n and w ∈ W quasi-Coxeter
element. Then for each t ∈ T and each (t1, . . . , tn) ∈ RedT (w) there exists (t, t
′
2, . . . t
′
n) ∈
RedT (w) with
(t1, . . . , tn) ∼ (t, t
′
2, . . . , t
′
n).
Proof of Theorem 1.5. Let w be an element in W with lT (w) = n that is not a quasi-
Coxeter element. If two elements of FacT,n+2(w) are in the same Hurwitz orbit, they share
the same multiset of conjugacy classes by definition of the Hurwitz action. It remains to show
that this condition is sufficient.
For the exceptional types E6, E7, E8, F4, H3 and H4 this was achieved using [GAP2017].
The programs we used can be found at:
https://www.math.uni-bielefeld.de/~baumeist/Dual-Coxeter/dual-Coxeter.html
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For the infinite families An, Bn and Dn we give a uniform argument.
Let (t1, . . . , tn+2) ∈ FacT,n+2(w). Since we are interested in the Hurwitz orbit we can
assume that tn+1 = tn+2 by Lemma 6.3. Then W = 〈t1, . . . , tn+1〉. By [Car72, Lemma 3] the
factorization t1 · · · tn+1 is not reduced. We apply again Lemma 6.3 to obtain (t1, . . . , tn+1) ∼
(t′1, . . . , t
′
n−1, t
′
n, t
′
n). Therefore W = 〈t
′
1, . . . , t
′
n〉, that is t
′
1 · · · t
′
n is quasi-Coxeter.
By the preceding arguments it is enough to choose elements (t1, . . . , tn, tn, tn+1) and
(r1, . . . , rn, rn, rn+1) in FacT,n+2(w) such that t1 · · · tn and r1 · · · rn are quasi-Coxeter and both
tuples share the same multiset of conjugacy classes. It remains to show that these tuples are
in the same Hurwitz orbit.
By Lemma 6.9 we have (r1, . . . , rn) ∼ (r
′
1, . . . , r
′
n), where r
′
n = tn+1. Thus
(r1, . . . , rn, rn, rn+1) ∼ (r
′
1, . . . , r
′
n, rn, rn+1)
∼ (r′1, . . . , r
r′n
n , r
r′n
n+1, r
′
n)
6.3
∼ (r′′1 , . . . , r
′′
n, r
′′
n, r
′
n)
for reflections r′′1 , . . . , r
′′
n ∈ T . We have t1 · · · tn−1 ≤ t1 · · · tn, hence w
′ := t1 · · · tn−1 =
r′′1 · · · r
′′
n−1 is a parabolic quasi-Coxeter element by [BGRW17, Corollary 6.11]. Therefore
(t1, . . . , tn−1) ∼ (r
′′
1 , . . . , r
′′
n−1) by [BGRW17, Theorem 1.1]. Let
W ′ := 〈t1, . . . , tn−1〉 = 〈r
′′
1 , . . . , r
′′
n−1〉.
As t1 · · · tn is quasi-Coxeter, it is W = 〈W
′, tn〉.
Assume that 〈W ′, r′′n〉 is a proper subgroup of W . By Hurwitz equivalence we have
〈W ′, r′′n, r
′
n〉 =W.
By Proposition 6.6 we obtain 〈W ′, r′n〉 = W , thus w = r
′′
1 · · · r
′′
n−1r
′
n is quasi-Coxeter, which
we have excluded. Therefore 〈W ′, r′′n〉 = W . By Proposition 6.7 there exists x ∈ W
′ with
txn = r
′′
n. Overall we get
(t1, . . . , tn−1, tn, tn, tn+1) ∼ (r
′′
1 , . . . , r
′′
n−1, tn, tn, tn+1) ∼ (r
′′
1 , . . . , r
′′
n−1, t
x
n, t
x
n, tn+1),
where we used Lemma 6.8 in the last step. Since txn = r
′′
n and tn+1 = r
′
n the assertion
follows. 
7. Hurwitz transitivity in tubular elliptic Weyl groups
In this section we prove Theorem 1.3. Therefore, WΦ will always be tubular, that is Φ is of
type D
(1,1)
4 , E
(1,1)
6 , E
(1,1)
7 or E
(1,1)
8 .
The strategy of the proof of Theorem 1.3 which is taken from [Klu87] is as follows. Let c
be a Coxeter transformation, and let Red(c) and FacT,n+2(c) be as in Subsection 7.2. Then
FacT,n+2(c) is the projection π of Red(c) to the finite Coxeter system; and the Hurwitz action
on FacT,n+2(c) is transitive by Theorem 1.5. The second step is to show that the map π is
equivariant with respect to the Hurwitz action. Then it remains to show that there exists a
fibre of π and a subgroup of Bn+2 that acts transitively on this fibre (see Subsection 7.2). For
this last step we need to study the centralizer of c in O(L), which we do next.
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7.1. The centralizer of a Coxeter transformation in O(L). Before we determine the
centralizer of a Coxeter transformation c in the group O(L) we study c in more detail. Let us
first assume that
c = s1 · · · ŝt · · · sns0stst∗ .
If Xn is of type D4 or E8, then let {e1, . . . , en} be an orthonormal basis of Vf = Vf (Xn),
the vector space corresponding to Xn. We embed the space Vf (Xn) into Vf (E8) if Xn is of
type E6 or E7 by setting f6 = (−e6 − e7 + e8)/3 and f7 = (−e7 + e8)/2 and by considering
the subspaces Vf (E6) = spanR(e1, . . . , e5, f6) and Vf (E7) = spanR(e1, . . . , e6, f7) of Vf (E8) =
spanR(e1, . . . , e8) in types E6 and E7, respectively, as in [Bou02]. Denote by B = B(Xn) the
respective basis of Vf , and let {α1, . . . , αn} be the simple system of Xn given in [Bou02, Plates
V-VII].
By using Lemma 4.11 it is easy to calculate c.
Lemma 7.1. Set w := s1 · · · ŝt · · · snsα˜. Then
c(bi) = wbi + (−αt | bi)a+ (α˜ | bi)b
for bi ∈ B.
Recall that c is of order ℓ := ℓmax + 1 (see Proposition 4.15), and notice that by Maschke’s
theorem R has a complement V (c) in V that is left invariant by c. Clearly c acts trivially
on R. As c induces w on V/R and as the reflection length of w on V/R equals dim V/R,
the elements w as well as c act fixpoint-freely on V/R according to Carter’s Lemma [Car72,
Lemma 3]. This implies in particular that the c-invariant complement to R in V is uniquely
determined. In fact V (c) = [V, c] = spanR({cv − v | v ∈ V }).
Next we determine V (c). Set
da :=
n∑
i=1
(−αt | bi)bi and db :=
n∑
i=1
(α˜ | bi)bi.
In the following we identify an element in Vf with its representation as a column vector
with respect to the basis B and the linear map w with its matrix with respect to B. Set
ca := −
1
ℓ
(dta + 2d
t
aw + · · ·+ ℓd
t
aw
ℓ−1) and cb := −
1
ℓ
(dtb + 2d
t
bw + · · ·+ ℓd
t
bw
ℓ−1)
where t is the transposition map. Further consider B as embedded into V = Vf ⊕ 〈a, b〉.
Lemma 7.2. M(B) is a basis of V (c) where
M =
 In O Oca 1 0
cb 0 1
 ∈ R(n+2)×(n+2), and O ∈ Rn is the zero vector.
Proof. We get with Lemma 7.1 that
c =
 w O Odta 1 0
dtb 0 1

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with respect to the basis B ∪ {a, b}, and that therefore
McM−1 =
 w O Ocaw + dta − ca 1 0
cbw + d
t
b − cb 0 1
 =
 w O OOt 1 0
Ot 0 1
 .
The latter equality holds by the following argumentation: we have
cxw − cx + d
t
x =
1
ℓ
(
ℓ−1∑
i=0
dtaw
i
)
.
The last sum is fixed if we apply w from the right side. By the argumentation after Lemma 7.1
we have CVf (w) = {0}. By identifying V with the dual space V
∗ via v 7→ vt we see that
vt 7→ vtw is the endomorphism w∗ of V ∗ related to w. Therefore we also get CVf (w) = {0} in
the action of w on V from the right side. Thus cxw − cx + d
t
x = 0 for x = a or x = b.
This shows that the base transformation M yields a basis M(B) of the c-invariant subspace
V (c) of V . 
The vectors ca and cb are for the different types as follows:
type ca cb
D4
1
2(0,−1, 1, 0)
1
2(1, 1, 0, 0)
E6
1
6(1, 3,−3, 1,−1, 1)
1
3(0, 0, 1, 1, 1, 1)
E7
1
8(1, 3,−5, 1,−1,−3, 1)
1
4(0, 0, 1, 1, 1, 1, 2)
E8
1
12 (1, 5,−7, 3, 1,−1,−3, 5)
1
6(0, 0, 1, 1, 1, 1, 1, 5)
Let Γf = {α1, . . . , αn} be the simple system of Φf given in [Bou02]. Then we get the
following basis M(Γf ) of V (c) for the types Xn:
D4 :M(Γf ) = {α1 +
1
2
a, α2 − a+
1
2
b, α3 +
1
2
a, α4 +
1
2
a};
E6 :M(Γf ) = {α1 +
1
3
a, α2 +
2
3
a, α3 +
1
3
a, α4 − a+
1
3
b, α5 +
2
3
a, α6 −
1
3
a};
E7 :M(Γf ) = {α1 +
1
2
a, α2 +
1
2
a, α3 +
1
4
a, α4 − a+
1
4
b, α5 +
3
4
a, α6 −
1
4
a, α7 −
1
4
a};
E8 :M(Γf ) = {α1 +
1
3
a, α2 +
1
2
a, α3 +
1
3
a, α4 − a+
1
6
b, α5 +
5
6
a, α6 −
1
6
a, α7 −
1
6
a, α8 −
1
6
a};
Definition 7.3. For ℓ ∈ Z the subgroup
Γ(ℓ) :=
{(
a1 a2
a3 a4
)
∈ SL2(Z)
∣∣∣∣ a1 ≡ a4 ≡ 1, a2 ≡ a3 ≡ 0 mod ℓ}
is called the ℓ-th congruence subgroup of SL2(Z).
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Proposition 7.4. Let Φ be a tubular elliptic root system and let c ∈WΦ be a Coxeter trans-
formation. Set
C = C(c) = {ϕ ∈ CO(L)(c) | ϕ induces on V/R the identity}.
Then
(a) C respects the direct sum V = V (c)⊕R,
(b) C acts trivially on V (c) and
(c) {ϕ|R | ϕ ∈ C} = Γ(ℓ), where ℓ = ℓmax + 1 is the order of c.
Proof. The uniqueness of the c-invariant complement implies (a); and (b) is a consequence of
the assumption that every element in C acts trivially on V/R.
It remains to show (c). By Proposition 4.15 all the Coxeter transformations
c =
∏
α∈Γ\(Γmax∪Γ∗max)
sα ·
∏
α∈Γmax
sαsα∗
are conjugate in WΦ. As the latter group acts trivially on R it follows that the groups C(c)
act identically on R for all the Coxeter transformations c. Therefore, we may choose
c = s1 · · · ŝt · · · sns0stst∗
as above.
We present the argumentation for the case that Φf is of type E6. The argumentations for
the other cases are analogously. In case of E6 we have ℓ = 3. If ϕ ∈ C, then by (b) it acts
trivially on M(Γf ). Thus, as ϕ acts on the lattice L(Φ), it follows that
α3 + z31a+ z32b = ϕ(α3) = ϕ(α3 +
1
3
a)−
1
3
ϕ(a) = α3 +
1
3
a−
1
3
ϕ(a),
and therefore
ϕ(a) = (1− 3z31)a− 3z32b = z11a+ z21b
for some z31, z32, z11, z21 ∈ Z with z11 ≡ 1 mod 3 and z21 ≡ 0 mod 3. By using the same
argument for α4 and by using the latter equality, we get
ϕ(b) = z21a+ z22b
for some z21, z22 ∈ Z with z21 ≡ 0 mod 3 and z22 ≡ 1 mod 3.
As ϕ|R is an orthogonal map, it has determinant 1 or −1. If we reduce ϕ|R modulo 3 we
get the unit matrix I2. This shows that ϕ|R has determinant 1. Thus ϕ|R is in Γ(3).
It is straightforward to see that Γ(3) is contained in C. Therefore Proposition 4.15 yields
the assertion. 
7.2. The proof of Theorem 1.3. Let Φ be a tubular elliptic root system of rank n+2 and
c ∈WΦ a Coxeter transformation. The map pR : V → V/R induces a map pR : L(Φ)→ L(Φf ).
We thereby obtain the map
π : Red(c)→ FacT,n+2(c), (sβ1 , . . . , sβn+2) 7→ (spR(β1), . . . , spR(βn+2)),
where T = {spR(α) | α ∈ Φ}. Note that L(Φf ) = spanZ(pR(β1), . . . , pR(βn)), thus WΦf =
〈spR(β1), . . . , spR(βn+2)〉 by [BW18, Theorem 1.1], which shows that π is well-defined. In par-
ticular, WpR(Φ) is a Coxeter group of type D4 or En (n ∈ {6, 7, 8}).
The idea of the proof of Theorem 1.3 is as follows: The Hurwitz action on the set FacT,n+2(c)
is transitive by Theorem 1.5. The map π is equivariant with respect to the Hurwitz action. It
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remains to show that there exists a fibre of π and a subgroup of Bn+2 acting transitively on
this fibre. A first step is the following result (see also [Klu87, Kap. VI, Satz 1.3]).
Proposition 7.5. Let Φ be a tubular elliptic root system of rank n + 2, c ∈ WΦ a Coxeter
transformation of order ℓ and t ∈ FacT,n+2(c). Then:
(a) The congruence subgroup
Γ(ℓ) = {φ ∈ O(L) | φ ◦ c = c ◦ φ, φ|L(pR(Φf ) = id}
acts simply transitive on π−1(t) via
φ(sβ1 , . . . , sβn+2) = (sφ(β1), . . . , sφ(βn+2))
for all (sβ1 , . . . , sβn+2) ∈ π
−1(t).
(b) For each t ∈ π−1(t) there exists a canonical anti-homomorphism
at : StabBn+2(t)→ Γ(ℓ), σ 7→ at(σ),
where at(σ) is defined as follows: if σ ∈ StabBn+2(t), then σ(t) ∈ π
−1(t), as π is
equivariant with respect to the Hurwitz action. We let at(σ) be the unique element in
Γ(ℓ) such that σ(t) = at(σ)(t).
Proof. Let (sβ1 , . . . , sβn+2), (sβ′1 , . . . , sβ′n+2) ∈ π
−1(t). Thus βi = β
′
i + xi with xi ∈ R ∩ L(Φ)
for 1 ≤ i ≤ n + 2. We have spanZ(β1, . . . , βn+2) = L(Φ) = spanZ(β
′
1, . . . , β
′
n+2), thus there
exists a unique φ ∈ GL(V ) such that
(φ(β1), . . . , φ(βn+2)) = (β
′
1, . . . , β
′
n+2).
It follows that φ is in O(L). Furthermore
cφ = sβ′
1
sβ′
2
· · · sβ′n+2φ
= sφ(β1)sφ(β2) · · · sφ(βn+2)φ
= (φsβ1φ
−1)(φsβ2φ
−1) · · · (φsβn+2φ
−1)φ
= φsβ1sβ2 · · · sβn+2
= φc.
Thus φ ∈ CO(L)(c). We have pR(βi) = pR(β
′
i) = pR(φ(βi)), hence φ|L(pR(φ)) = id. Applying
Theorem 7.4 yields
φ ∈ Γ(ℓ) = {φ ∈ O(L) | φ ◦ c = c ◦ φ, φ|L(pR(Φ)) = id}.
As the map φ is uniquely determined for a given pair of elements in π−1(t), the action of Γ(ℓ)
is simply transitive on π−1(t). This shows (a).
For part (b) note that the action of Γ(ℓ) on Red(c) and the Hurwitz action of Bn+2 on Red(c)
commute. This can be checked directly on the generators of Bn+2. In particular the action of
Γ(ℓ) on Red(c) and the action of StabBn+2(t) on Red(c) commute. Let σ1, σ2 ∈ StabBn+2(t).
Then
at(σ1σ2)(t) = σ1σ2(t) = σ1at(σ2)(t) = at(σ2)σ1(t) = at(σ2)at(σ1)(t),
which shows that at is an anti-homomorphism which is (b). 
For the proof of the next lemma we refer to Appendix A.
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Lemma 7.6. There exist t ∈ FacT,n+2(c) and t ∈ π
−1(t) such that the anti-homomorphism at
is surjective.
Proof of Theorem 1.3. Let Φ be a tubular elliptic root system of rank n + 2 with fixed
elliptic root basis Γ(Φ) as given in Remark 4.17 and let c ∈WΦ be the corresponding Coxeter
transformation of order ℓ. We also fix t ∈ FacT,n+2(c) and t ∈ π
−1(t) ⊆ Red(c) as in the
proof of Lemma 7.6. Let t′ := (sβ1 , . . . , sβn+2) ∈ Red(c) be arbitrary. It is π(t
′) ∈ FacT,n+2(c).
By Theorem 1.5 and Lemma 6.1 the Hurwitz action on FacT,n+2(c) is transitive. Thus there
exists σ ∈ Bn+2 such that
σ(π(t′)) = t = π(t).
Since π is equivariant with respect to the Hurwitz action, we have
π(σ(t′)) = t = π(t).
Therefore σ(t′), t ∈ π−1(t). By part (a) of Theorem 7.5 there exists φ ∈ Γ(ℓ) such that
φ(σ(t′)) = t, so σ(t′) = φ−1(t). By Lemma 7.6 the map at is surjective, that is, there exists
τ ∈ StabBn+2(t) such that φ
−1 = at(τ). Thus σ(t
′) = τ(t), which shows that τ−1σ maps t′
onto t. 
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Appendix A: Generation of congruence subgroups
The aim of this appendix is to give a proof of Lemma 7.6. It is sufficient to state braids
σ1, . . . , σm ∈ StabBn+2(t) such that at(σ1), . . . , at(σm) generate the congruence subgroup Γ(ℓ)
for ℓ ∈ {2, 3, 4, 6}, where ℓ is the order of the fixed Coxeter transformation c for the tubular
types D
(1,1)
4 , E
(1,1)
6 , E
(1,1)
7 and E
(1,1)
8 respectively, and t ∈ FacT,n+2(c). In case D
(1,1)
4 the
element c has order two and by [Con, Theorem 3.1] we have
Γ(2) =
〈(
1 2
0 1
)
,
(
1 0
2 1
)
,
(
−1 0
0 −1
)〉
.
Let (s1, s3, s4, s0, s2, s2∗) ∈ RedT (c) be a reduced factorization of c where the si are the
reflections corresponding to the elliptic root basis of D
(1,1)
4 defined in Remark 4.17. Con-
sider the braid σ5 ∈ StabB6(c) where c = (π(s1), π(s3), π(s4), π(s0), π(s2), π(s2∗)). It holds
σ5(s1, s3, s4, s0, s2, s2∗) = (s1, s3, s4, s0, s
s2
2∗ , s2), and σ5 induces in Γ(ℓ) the matrix
ac(σ5) =
(
1 0
−2 1
)
.
Next consider the element w := s1s3s4s0s2, the product of the first five reflections of the
reduced factorization (s1, s3, s4, s0, s2, s2∗) ∈ RedT (c).
The element σ = (σ−15 · · · σ
−1
1 )
6 ∈ B6 maps (s1, s3, s4, s0, s2, s2∗) onto (s
w
1 , s
w
3 , s
w
4 , s
w
0 , s
w
2 , s2∗)
(see also [Bes03, Proof of Proposition 1.6.1]). A direct calculation yields that σ is in StabB6(c)
and that
ac(σ) =
(
1 2
0 1
)
.
Again as in [Bes03, Proof of Proposition 1.6.1] there exists an element σ′ ∈ B6 such that
σ′(s1, s3, s4, s0, s2, s2∗) = (s
c
1, s
c
3, s
c
4, s
c
0, s
c
2, s
c
2∗)
holds. A direct calculation yields that σ′ ∈ StabB6(c) and the matrix
ac(σ
′) =
(
−1 0
0 −1
)
.
This shows that the map at is surjective in the case D
(1,1)
4 .
The analysis of the cases E
(1,1)
6 , E
(1,1)
7 , E
(1,1)
8 can be found in [Klu87, Chapter 5]. In Tables 1
and 2 we list braids τ and ρ which induce matrices ac(τ
−1ρτ) that generate the congruence
subgroups. In Table 3 we list the braids τ and the induced matrices ac(τ). These braids are
taken from [Klu87].
Note that the Coxeter transformations we have chosen before might differ from the ones
chosen in [Klu87] only by conjugation.
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type τ ρ matrix
E
(1,1)
6
σ1 σ1
(
1 0
3 1
)
σ3σ2σ
2
1σ2σ3σ
−1
4 σ5σ6σ
2
7σ6σ5σ3σ4σ2
σ3σ1σ2σ5σ6σ7σ4σ5σ6σ3σ4σ5
σ4
(
25 3
−108 13
)
σ5σ6σ
2
7σ6σ
−1
4 σ
−1
3 σ
−2
2 σ
−1
1 σ
−1
3 σ
−1
2 σ5σ
−1
4 σ
−2
3 σ
−1
2 σ
−1
1
σ−15 σ
−1
4 σ
−1
3 σ
−1
2 σ7σ6σ7σ3σ
−1
2 σ
−1
3 σ
−1
4 σ1σ2σ3σ
−1
4
σ5σ6σ
2
7σ6σ5σ3σ4σ2σ3σ1σ2σ5σ6σ7σ4σ5σ6σ3σ4σ5
σ4
(
−314 −75
1323 316
)
E
(1,1)
7
σ5 σ5
(
1 0
4 1
)
σ6σ5σ6σ7σ4σ5σ
−1
6 σ
−1
5 σ
−1
7 σ
−1
6 σ
−1
3 σ
−1
7 σ3σ
2
4
σ5σ6σ3σ4σ5σ2σ
2
3σ
2
4σ5σ
2
1σ2σ3σ4
σ7
(
−7 −4
16 9
)
σ5σ6σ5σ8σ
−1
7 σ6σ5σ3σ4σ5σ
−1
6 σ5σ2σ
2
3
σ4σ2σ3σ4σ
−1
8 σ
−1
7 σ
−1
6 σ
−1
5 σ
−1
4 σ1σ
2
2σ3σ4
σ4
(
−3 −4
4 5
)
σ−16 σ
−1
7 σ6σ5σ4σ3σ4σ
−1
5 σ6σ4σ
2
5σ6σ
−1
7 σ
−1
6 σ
−1
3
σ−17 σ
−1
6 σ
−1
5 σ
−1
4 σ
−1
2 σ3σ4σ5σ6σ
2
7σ6σ1σ2σ3σ4
σ25σ4σ
−1
3 σ
−1
2 σ
−2
1 σ
−1
2 σ
2
3σ4
σ5
(
25 −16
36 −23
)
σ5σ
−1
6 σ5σ
−1
7 σ
−1
6 σ5σ
−1
8 σ
−1
7 σ3σ
2
4σ5σ6σ7σ3
σ4σ5σ6σ2σ3σ
2
4σ3σ2σ1σ
−1
2 σ
−1
1 σ2σ3σ4
σ4
(
5 −4
4 −3
)
E
(1,1)
8
σ4 σ4
(
1 0
6 1
)
σ9σ7σ
−1
8 σ
−1
6 σ7σ5σ6σ7σ8σ9σ4σ5σ6σ7σ8
σ3σ
−1
4 σ
−1
8 σ
−1
7 σ6σ5σ4σ
−1
2 σ3σ4σ
−1
9 σ8σ7σ6σ5
σ−14 σ
−1
3 σ2σ3σ5σ4σ3σ4σ5
σ8
(
−17 −6
54 19
)
σ7σ
−1
6 σ9σ
−1
8 σ
−1
7 σ5σ6σ7σ8σ9σ4σ5σ6σ7σ8
σ3σ
−1
4 σ
−1
8 σ
−1
7 σ6σ5σ
−1
4 σ
−1
3 σ2σ
−1
3 σ4σ2σ
−1
9 σ8σ7σ6σ5
σ4σ3σ1σ
−1
2 σ3σ5σ4σ93σ4σ5
σ8
(
−11 −6
24 13
)
σ6σ
−1
8 σ
−1
7 σ9σ
−1
8 σ
−1
7 σ6σ5σ6σ7σ8σ9σ4σ5σ6σ7
σ3σ4σ
−1
2 σ4σ3σ2σ1σ
−1
7 σ6σ5σ4σ3σ
−1
2 σ1σ3σ2σ1
σ−19 σ8σ7σ6σ
2
5σ4σ3σ4σ5
σ7
(
−23 −6
96 25
)
σ7σ
−1
6 σ9σ
−1
8 σ
−1
7 σ5σ6σ7σ8σ9σ4σ5σ6σ3α
2
4
σ3σ6σ5σ4σ2σ3σ
2
4σ3σ2σ
−1
9 σ8σ7σ6σ5σ4σ
−1
3 σ
−2
2
σ−13 σ
−1
4 σ
−1
1 σ
−1
2 σ
−1
3 σ5σ4σ3σ4σ5
σ8
(
7 −6
6 −5
)
σ7σ
−1
6 σ9σ
−1
8 σ
−1
7 σ5σ6σ7σ8σ4σ5σ6σ3α4
σ6σ4σ5σ8σ7σ6σ5σ2σ3σ2σ3σ4σ5σ1σ2σ3σ4
σ3σ
−1
2 σ
−1
1 σ
−1
3 σ
−1
2 σ5σ4σ3σ4σ5
σ8
(
1 −6
0 1
)
σ7σ6σ7σ
−1
8 σ5σ6σ7σ8σ9σ4σ5σ
−1
6 σ7σ
−1
8 σ7σ6σ5
σ4σ
−1
8 σ
−1
7 σ
−1
6 σ
−1
5 σ3σ4σ5σ
−1
6 σ
−1
7 σ5σ2σ3σ
−1
4 σ5σ3
σ4σ6σ5σ4σ3σ2σ
−1
9 σ8σ7σ6σ5σ
−1
4 σ3σ2σ1σ2σ3σ4σ5
σ−16 σ
−1
5 σ
−1
4 σ
−1
3 σ
−1
2 σ
−1
1 σ6σ5σ
−1
4 σ3σ
−1
2 σ3σ4σ1σ2σ3
σ5σ4σ3σ4σ5
σ8
(
−155 −24
1014 157
)
σ7σ9σ
−1
8 σ
−1
6 σ7σ5σ6σ7σ8σ9σ4σ5σ
−1
6 σ3α
2
4
σ5σ3σ4σ
−1
9 σ8σ7σ6σ
−1
5 σ
−1
4 σ
−1
3 σ2σ3σ4σ
−1
5 σ
−1
1
σ2σ
−1
3 σ2σ5σ4σ3σ4σ5
σ8
(
−5 −6
6 7
)
σ8σ7σ
2
6σ
−1
7 σ8σ9σ5σ6σ7σ8σ9σ
−1
4 σ5σ6σ7σ
−1
8 σ
−1
7 σ6σ
−1
5
σ−14 σ3σ
2
4σ5σ6σ
−1
7 σ3σ4σ5σ6σ7σ2σ3σ4σ5σ
−1
6 σ
−1
9 σ8σ7
σ−16 σ
−1
5 σ
−1
4 σ
−1
3 σ
−1
2 σ1σ2σ3σ
−1
4 σ3σ
−1
2 σ
−1
1 σ3σ2σ
−1
5
σ−16 σ5σ4σ3σ4σ5
σ9
(
−35 −24
54 37
)
Table 1: Braids and corresponding matrices
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σ−17 σ
−1
6 σ5σ6σ7σ8σ9σ4σ5σ
−1
6 σ7σ5σ6σ
−1
8 σ
−1
7 σ3σ
2
4σ5σ6
σ7σ
−1
4 σ5σ
−1
6 σ
−1
5 σ2σ3σ4σ5σ
−1
6 σ
−1
9 σ8σ7σ
−1
6 σ5σ
−1
4
σ−13 σ
−1
1 σ2σ3σ
−1
4 σ
−1
5 σ
−1
6 σ3σ
−1
1 σ
−1
2 σ
−1
3 σ5σ4σ3σ4σ5
σ8
(
13 −24
6 −11
)
σ5σ
−1
6 σ
−1
5 σ
−1
3 σ4σ5σ
−1
8 σ
−1
7 σ5σ4σ
−1
8 σ
−2
7
σ−16 σ
−1
5 σ
−1
4 σ
−1
8 σ
−1
7 σ
−1
6 σ
−1
5 σ
−1
4 σ
−1
3 σ
−1
9 σ
−1
8 σ
−1
7
σ6σ
−1
5 σ
−1
4 σ3σ4σ5σ6σ7σ
−1
8 σ9σ2σ3σ4 σ
−1
5
σ6σ7σ8σ4σ5σ6σ3σ4σ1σ
−1
2 σ3σ4σ5σ6σ7σ
−1
2 σ
−1
3 σ
−1
4
σ5σ6σ1σ
−1
2 σ3σ4σ
−1
5 σ
−1
2 σ
−1
3 σ
−1
1 σ
−1
2 σ5σ4σ3σ4σ5
σ4
(
37 −54
24 −35
)
σ7σ
−1
8 σ
−1
7 σ
−1
9 σ8σ5σ6 σ
−1
7 σ8σ9σ6σ7σ
−1
8 σ4σ5 σ6σ7
σ8σ
−1
9 σ
−1
8 σ
−1
7 σ
−1
6 σ
−1
5 σ4σ5
σ6σ7σ8σ9σ3σ4σ5σ6σ7σ8σ7σ8σ9σ7σ6 σ7σ4σ2
σ3σ4σ
−1
5 σ6σ7 σ8σ
−1
5 σ
−1
4 σ5σ6σ3σ4 σ5σ1σ
−1
2 σ3σ4
σ5σ6 σ
2
7σ6σ5σ1σ2σ3σ4σ
−1
5 σ
−1
1 σ
−1
2 σ
−1
3 σ5σ4σ3σ4σ5
σ6
(
−17 −54
6 19
)
Table 2: Braids and corresponding matrices
type τ matrix
E
(1,1)
8
σ−13 σ
−1
4 σ
−1
5 σ2σ1σ3σ
2
2σ3σ
−1
4 σ
−1
5 σ
−1
6 σ
−1
7 σ
−1
8 σ9
σ2σ
−1
3 σ
−2
4 σ
−1
3 σ
−1
2 σ4σ
−1
5 σ
−1
6 σ
−1
3 σ
−2
4 σ
−1
3 σ
−1
6
σ−15 σ
−1
4 σ
−1
9 σ
−1
8 σ
−1
7 σ
−1
6 σ
−1
5 σ7σ8σ
−1
9 σ6σ
−1
1 σ
−1
2
σ−13 σ
−1
4 σ
2
8σ7σ4σ5σ6σ7σ
2
8 σ7σ
−1
6 σ
−1
5 σ
−1
4 σ3 · · · σ7
σ28σ6 σ
−1
6 · · · σ
−1
3 σ2 · · · σ6 σ7σ
2
8σ7 σ
−1
6 · · · σ
−1
2
σ5 · · · σ9 σ4 · · · σ8 σ3 · · · σ7 σ2 · · · σ
−1
3 σ
−1
5 σ
−1
4
σ−16 σ
−1
2 σ5σ
−1
4 σ
−1
3 σ2σ3σ4σ1σ
−1
2 σ3σ4 σ
−1
5
σ−17 σ
−1
6 σ
−1
5 σ
−1
4 σ
−1
3 σ2σ
−1
1 σ
−1
3 σ
−1
2 σ1σ
−1
8 σ
−1
7 σ
−1
6
σ−15 σ
−1
4 σ3σ
−1
2 σ3σ4 σ
−1
9 σ
−1
8 σ
−1
7 σ6σ
−1
4 σ3σ
−1
2
σ3σ4σ
−1
6 σ
−1
5 σ4σ
−1
3 σ
−1
5 σ6σ1σ2σ
−1
3 σ2σ
−1
7 σ
−1
6 σ5σ
−1
4
σ−18 σ7σ
−1
6 σ
−1
5 σ
−1
9 σ
−1
8 σ7σ6σ7σ
−1
9 σ9σ7σ
−1
8 σ
−1
6 σ7σ5
σ6σ7σ8σ9σ4σ5 σ6σ7σ8 σ3σ
−1
4 σ
−1
8 σ
−1
7 σ6σ5σ4
σ−12 σ3σ4σ
−1
9 σ8 σ7σ6σ5 σ
−1
4 σ
−1
3 σ2σ3σ5σ4σ3σ4σ5
(
7 −12
−18 31
)
σ5σ4σ3σ
−1
4 σ
−1
5 σ
−1
3 σ
−1
2 σ
−1
1 σ
−1
4 σ
−1
3 σ
−2
2 σ
−1
3 σ4σ
−1
5
σ−16 σ1 · · · σ6 σ
−1
5 · · · σ
−1
1 σ2σ
−1
3 σ4σ
−1
5 · · · σ
−1
8 σ9
σ2 · · · σ5σ
−1
6 σ
−1
4 σ
−1
3 σ5σ4σ7σ
−1
5 σ
−1
3 σ
−1
2 σ6σ
−1
5 σ
−1
4 σ
−1
3
σ5 · · · σ8σ4σ5σ6 σ
−1
7 σ8σ7σ6 σ
−1
5 σ
−1
4 σ
−1
9 · · · σ
−1
5
σ8σ
−1
7 σ
−1
6 σ7σ
2
8σ5 σ6σ7σ
2
8 σ7σ
−1
6 σ
−1
5 σ4σ5 σ6σ7σ
2
8
σ7σ
−1
6 σ
−1
5 σ
−1
4 σ3 · · · σ6σ7σ
2
3 σ7σ
−1
6 · · · σ
−1
3 σ2 · · · σ6
σ7σ
2
8σ7σ
−1
6 · · · σ
−1
2 σ6σ7 σ
2
8 σ7σ
−1
6 σ7 σ
2
3σ7σ
−1
4 σ3σ4
σ2σ3σ1σ2σ5 · · · σ8σ
−1
9 · · · σ
−1
5 σ7σ6σ
−1
5 σ6σ
−1
4 σ5 · · · σ8
σ−14 σ
−1
5 σ
−1
3 σ
−1
4 σ5 · · · σ8σ
−1
3 σ
−1
9 σ
−1
8 σ
−1
7 σ6σ5σ2 · · · σ8
σ−19 σ1 · · · σ5σ5σ6σ
2
7 σ
−1
8 σ
−1
6 σ
−1
5 σ
−1
7 σ
−1
9 σ9σ7σ
−1
8 σ
−1
6
σ7σ5σ6σ7σ8σ9σ4σ5σ6σ7σ8σ3σ
−1
4 σ
−1
8 σ
−1
7 σ6σ5σ4σ
−1
2
σ3σ4σ
−1
9 σ8σ7σ6σ5σ
−1
4 σ
−1
3 σ2σ3σ5σ4σ3σ4σ5
(
−77 −12
276 43
)
Table 3: Braids and corresponding matrices
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