Deep convolutional neural networks follow roughly the architecture of biological visual systems, and have shown a performance comparable to human observers in object recognition tasks. In this study, I test a pretrained deep neural network in some classic visual search tasks. The results reveal a qualitative difference from human performance. It appears that there is no difference between searches for simple features that pop out in experiments with humans, and for feature configurations that exhibit strict capacity limitations in human vision. Both types of stimuli reveal moderate capacity limitations in the neural network tested here.
Introduction
It is well known that human observers have certain limitations on simultaneous processing of multiple visual stimuli (Estes & Taylor, 1964; Bergen & Julesz, 1983) . Visual search experiments have revealed several simple features (luminance, color, size, orientation) that can be detected in parallel across the whole visual field (e.g. Wolfe, 1998) . Detection of combinations of simple features is more difficult and appears to need some kind of serial processing (Treisman & Gelade, 1980; Wolfe et al, 1989) . Signal detection theory that assumes noisy representation of feature values has slightly changed the picture (Kinchla, 1974; Palmer et al, 2000) , but different behavior of simple and complex features is still important (Shaw, 1984; Palmer, 1994; Põder, 1999; Palmer et al, 2011 ).
According to a widely accepted view, spatial attention plays an important role in perception of complex objects (Treisman & Gelade, 1980 : Cheal et al, 1991 Wolfe & Bennett, 1996) . It is believed that spatial attention gates visual signals at relatively low levels and in retinotopic coordinates and thus simplifies processing at higher levels (Broadbent, 1958; Neisser, 1967) .
However, there are different opinions too (Deutsch & Deutsch, 1963; Allport, Tipper & Chmiel, 1985) . In recent studies, Rosenholtz (Rosenholtz et al 2012; Rosenholtz, 2017) has argued that spatial gating is not necessary in visual processing and apparent capacity limitations may reflect complexity of decision boundary in some high-level multidimensional space where a representation of the whole visual field is encoded.
A few years ago, artificial neural networks reached the level of human performance in demanding visual object recognition tasks (e.g. Krizhevsky et al, 2012; Ciresan et al, 2012; Simonyan & Zisserman, 2014) . These networks are hierarchical feature combiners following roughly the architecture of biological visual systems and trained on millions of labeled natural images.
Several studies have reported on functional similarities between deep neural networks and visual systems of humans or monkeys (e.g. Khaligh-Razavi & Kriegeskorte, 2014; Yamins et al, 2014; Kubilius et al, 2016) .
Up to now, there have been no publications on running classic visual search experiments with deep neural networks. Usually, these networks do not contain any mechanisms of spatial attention. Therefore, it would be interesting to see whether they are able to reproduce the capacity limitations found in experiments with humans. In this study, I run some simple search experiments using a deep convolutional neural network AlexNet in place of a human observer.
Methods
In the present experiments, a pretrained neural network AlexNet provided with Matlab Neural Networks toolbox was used. The last three layers that were adapted for the classification of 1000 natural image categories were removed and replaced with equivalent layers for the classification into two categories: "target present", and "target absent". Only one of the new layers contained trainable weights and biases (8192 weights and two biases). These parameters were adjusted during the training with my visual search stimuli. To avoid changes in the previous layers, the base learning rate was set very low (10 -20 ). The rate factor of the new layer was used to select an appropriate learning rate (0.0001) for that layer.
Simple search stimuli were generated in Matlab. The size of stimuli was 227x227 pixels x 3 color planes. Each image contained n (n = 1, 2, 4, or 8) simple items (squares, lines, rectangles, rotated Ts). The items were depicted on a dark background. To minimize possible crowding effects, the minimal center-to-center distance between the items was set to be at least 48 pixels. Also, the items were not placed within 30-pixel edges of the image. Otherwise, the items were located randomly. The images of "target present" category contained one target item and n-1 distractor items, the images of "target absent" category contained only n distractors.
In this study, five experiments with different visual features were run (examples of stimuli are given in Figure 1 ). There were four "simple" tasks, with targets of either different luminance, color, length, or orientation, and one "complex" task (rotated Ts), where target differs from distractors by spatial configuration of two bars. In addition to set size, difficulty levels were varied by either target-distractor difference, or size of stimuli.
For each simulated experiment reported here, 9600 images were used, 4800 of "target present", and 4800 of "target absent" category. Each set size (1, 2, 4, and 8) had equal number of samples in both categories. 6400 images were included into training set and 3200 into test set. The new layer of the network was trained running 10 epochs through the training set (with stochastic gradient descent, and minibatch size of 100). After training in a particular search task, the network was tested with the same task using separate samples (800) of images for each set size. Proportions correct as dependent on set size were measured and transformed into d-primes, assuming optimal criterion. 
Results
The proportions correct are depicted in Figure 2 , and d-primes in Figure 3 . From the last figure we can see that set size effects are quite similar across different search conditions. I calculated average log-log slopes that were close to 0.6 for all graphs. Most surprisingly, there is no difference between classic simple features and complex feature configuration (rotated T) search.
I also fit the results with a more theoretical SDT-based search model (Palmer et al, 2000; Mazyar et al, 2012; Põder, 2017) that has been frequently applied to human observers. The model includes a parameter that measures "capacity limitations". It is zero for unlimited capacity (precision of items independent of set size), and one for a fixed capacity (variance of internal representations proportional to set size). The present experiments yield capacity limitation parameter from 0.54 to 0.64, a midway between unlimited and fixed capacity models.
Discussion
In the present study, some simple visual search experiments were run on a pretrained deep convolutional neural network. Although overall performance looks qualitatively similar to that of humans, or monkeys, there were clear differences in set size effects. There appears to be no difference between searches for simple features that pop out in experiments with humans, and for feature configurations that exhibit strict capacity limitations in human vision. Both types of stimuli reveal moderate capacity limitations in AlexNet. There is no question that a deep convolutional network can learn to accomplish these simple tasks much better, when allowed to adapt weights in the lower layers. However, the purpose of this study was to examine how well the learned image transformations necessary for object recognition support visual search.
Ultimate consequences of the present findings are not clear. It is possible that an artificial neural network can acquire more human-like capacity limits when trained on more heterogeneous stimuli and with more realistic visual tasks. However, some details of network architecture may be different too, or some additional mechanisms (e.g. attention) may play a role in biological vision. Anyway, a typical transformation learnt by a deep convolutional network for image classification does not produce automatically human regularities of visual search.
