Abstract. This paper is devoted to explore the freeness of Nichols algebras of diagonal type and to determine the dimension of the kernel of the shuffle map considered as an operator acting on the free algebra. Our proof is based on an inequality for the number of Lyndon words and on an identity for the shuffle map. For a particular family of examples, the freeness of the Nichols algebra is characterized in terms of solutions of a quadratic diophantine equation.
Introduction
Since their introduction in the late 70ies by W. Nichols [8] , the theory of Nichols algebras enjoyed increasing interest because of its deep interrelation to different research areas. For an overview we refer to [2] . The strongest results have been obtained for finite-dimensional Nichols algebras of diagonal type, mainly due to the existence of the root system which was introduced in [4] , based on deep results of V. Kharchenko [7] on the structure of certain Hopf algebras generated by group-like and skew-primitive elements.
A general, very difficult question is, what are the roots and their multiplicities of a given Nichols algebra of diagonal type. In the case of finite-dimensional Nichols algebras the answer is known: The roots are the real roots with respect to the action of the Weyl groupoid, and their multiplicity is one. The other extreme case is the one of the free algebra, where the root vectors are parametrized by Lyndon words and appropriate powers of them. Roots of the form mα 1 + α 2 with m ≥ 0 are determined using Rosso's lemma [9] . Roots of the form mα 1 +2α 2 and their multiplicities have been determined by the authors in [6] . In this paper we address the question when the multiplicity of a root is smaller than in the tensor algebra. In particular, we provide a criterion to decide whether a given Nichols algebra of diagonal type
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is a free algebra in terms of polynomial equations for the entries of the braiding matrix.
The defining ideal of a Nichols algebra is spanned by the kernels of the braided symmetrizer [11] , which decomposes into a product of shuffle maps. In [3] , the authors study identities involving shuffle maps. We use these identities to study the freeness of Nichols algebras of diagonal type and to determine the dimension of the kernel of the shuffle map. With our results we relate the freeness of Nichols algebras of diagonal type with braiding matrix (q m ij ) 1≤i,j≤n , m ij ∈ Z for all i, j, to solutions of a diophantine equation.
In Section 2 we define a family (P m ) m∈N n 0 ,|m|≥2 of elements in the polynomial ring Z[p ij | 1 ≤ i, j ≤ n], where |(m 1 , . . . , m n )| = n i=1 m i . Let now B(V ) be a Nichols algebra of diagonal type of rank n with braiding matrix q = (q ij ) 1≤i,j≤n ∈ (k × ) n×n , where k is a field. The organization of the paper is as follows. In Section 2, we recall some basic notions about Lyndon words and introduce notations. We also recall the inequalities on the number of Lyndon words, which the paper is based on. In Section 3, we discuss the notion of a free prebraided module over a commutative ring and compute the determinant of the shuffle map. In Section 4, we formulate and prove our first main theorem. In Section 5, we determine an upper bound for the dimension of the kernel of shuffle map. In Section 6, we prove that this upper bound is a lower bound.
The paper was written during the visit of the second named author to Marburg University supported by China Scholarship Council. The second named author thanks the department of FB Mathematik and Informatik of Marburg University for hospitality.
Basic Definitions and properties
Throughout this paper we write N and Z for the set of positive integers and the set of integers, respectively. Let N 0 = N ∪ {0}.
We start with recalling necklaces and Lyndon words, and collect some notations.
Let n ∈ N. For any m = (m 1 , . . . , m n ) ∈ N n 0 we write |m| = n i=1 m i . If additionally m = 0, then let gcd(m) be the greatest common divisor of m 1 , . . . , m n , and if |m| ≥ 2, then let
For any 1 ≤ i ≤ n let e i = (δ ij ) 1≤j≤n ∈ N n 0 , and for any k ∈ N 0 and any
There is a partial ordering on N n 0 denoted by ≤: m ≤ l if and only if m i ≤ l i for all 1 ≤ i ≤ n.
Let B be a set (called the alphabet) of n elements denoted by b 1 , b 2 , . . . , b n , and let B and B × be the set of words and non-empty words, respectively, with letters in B.
in which b j occurs m j times, 1 ≤ j ≤ n, we write deg w = (m 1 , m 2 , . . . , m n ) and call deg w the degree of w.
We fix a total order ≤ on B. There is a total order ≤ lex on B induced by ≤, called the lexicographic order: For u, v ∈ B, one lets u ≤ lex v if and only if either v = uw for some w ∈ B, or there exist w, u ′ , v ′ ∈ B and x, y ∈ B such that u = wxu ′ , v = wyv ′ , x ≤ y, and x = y. A word w ∈ B × is called a necklace if for any decomposition w = uv with u, v ∈ B × , w ≤ lex vu. A word w ∈ B × is Lyndon if for any decomposition w = uv, u, v ∈ B × , w ≤ lex v. For any m ∈ N n 0 let N m and ℓ m denote the number of necklaces and Lyndon words, respectively, of degree m.
Remark 2.1. Any Lyndon word is a necklace, and for any necklace w there is a unique pair (v, k) ∈ B × N such that v is Lyndon and w = v k . Thus, for any m ∈ N n 0 \ {0},
Remark 2.2. In [5] and [10] one can find explicit formulas for N m and ℓ m for any m ∈ N n 0 . In particular, ℓ e i +ke j = 1, for all k ∈ N 0 ; (2)
In the remaining part of this section we will introduce and study some polynomials, which are crucial for the paper. For any ring R and any q ∈ R let (0) q = 0 and (m) q = 1 + q + · · · + q m−1 for any m ∈ N.
(1) If m = m i e i , where 1 ≤ i ≤ n, and m i ∈ N, let
(2) If m = e i + m j e j , where 1 ≤ i, j ≤ n, i = j, m j ∈ N, let
Moreover, let 
n ] as desired. Lemma 2.8. For any k ∈ N and any m ∈ N n 0 with |m| ≥ 2, the poly- 
Lemma 2.9. Let m, l ∈ N n 0 with |l| ≥ 2. Suppose that there exist 1 ≤ i < j ≤ n such that m i , m j = 0. Then P m and P l are relatively prime if and only if m = l. In particular, P m and P l are relatively prime whenever l < m.
Proof. Recall that P m is not constant. Thus, if P m and P l are relatively prime, then m = l.
Conversely, suppose that P m and P l are not relatively prime. Then, by Remark 2. 
Then l i , l j = 0, and the following equations hold:
From Equation (4) and (6), one gets
Similarly, using Equation (5) and (6), one gets
Replacing m j with t − m i and l j with t − l i in Equation (7), we get t(m i − l i ) = m i − l i , and hence m i = l i because of t > 1. Thus m j = l j . It follows that m = l. Now we pass to another family of polynomials, which are the main reason for our interest in the family (P m ) m∈N n 0 ,|m|≥2 . Definition 2.10.
Therefore the numerator and the denominator of A m are polynomials. If m = m i e i for some 1 ≤ i ≤ n and m i ≥ 2, then Q m = p ii and
In order to show that every other A m is a polynomial, we use some results in [5] about the number of Lyndon words. Using Equation (1), these can be restated as follows.
if and only if m is one of the cases (2), (3), (4), (5), (6), (7) in Definition 2.3 different from m = e s + e t .
Lemma 2.12.
Proof. The numerator of A m is a multiple of i:
ℓ m/k . Thus the claim follows from Theorem 2.11(1).
Proof. We follow Definition 2.3 case by case to compare A m and P m . Then the claim follows directly from Lemma 2.8.
(1) If m = m i e i for some 1 ≤ i ≤ n, m i ≥ 2, then the assumptions of the lemma are not fulfilled.
(
, and
where we used Equations (2) and (3).
. Moreover,
If m j is even, then ℓ m/2 +ℓ m = ℓ m−e i +ℓ m−e j by Theorem 2.11 (2) . Thus
by Equation (2) . If m j is odd, then ℓ (m−e i ) + ℓ (m−e j ) = ℓ m by Theorem 2.11 (2) . Therefore
by Theorem 2.11 (2) . Thus
jj , and ℓ (3,4) = ℓ (2,4) + ℓ (3, 3) . Thus
jj , and ℓ (3,6) + ℓ (1,2) = ℓ (2,6) + ℓ (3, 5) . Thus
(8) Now we suppose m is not equal to any of the above cases. By following the proof of Lemma 2.12 and using Theorem 2.11 we conclude that Q
. Since P m is a product of pairwise non-associated irreducible factors, we conclude that P m contains every irreducible factor of A m precisely once.
Thus the proof is completed. Proof. The claim follows from Lemma 2.9 and Proposition 2.13.
The shuffle map over commutative rings
In this section let R be a unital commutative ring. We calculate the determinant of the shuffle map over R. Definition 3.1. Let V be a finitely generated free module over R and letc : V ⊗ R V → V ⊗ R V be an R-module endomorphism of V ⊗ R V . We say that (V ,c) is a free prebraided module of diagonal type over R, if there exist a basis x 1 , x 2 , . . . , x n of V and (q ij ) 1≤i,j≤n ∈ R n×n with
Let n ∈ N and let (V , c) be a free prebraided module of diagonal type with basis x 1 , . . . , x n . Let I = {1, 2, . . . , n} and (q ij ) i,j∈I ∈ R n×n . Assume that c(
for all i, j ∈ I. Let V ⊗k denote the k-fold tensor product of V over R and let
For any m ∈ N n let X m denote the set of words over I of degree m. Let α 1 , α 2 , . . . , α n be the standard basis of Z n . Then T (V )
A variant of the following equation appeared already in [3, Lemma 6 .12]. ( 
Proof. Consider the action of Z on X m given by
In any Z-orbit of X m there is a unique element v k , where v is a Lyndon word and k ∈ N with k|m i for each 1 ≤ i ≤ n.
To any Z-orbit O of X m we attach the submodule
Let O be a Z-orbit and let k ≥ 1 and v = i 1 i 2 · · · i l be the Lyndon word
is a basis of V O , where
and x i t+1 · · · x it = 1. We obtain that the matrix of ρ m (1 − σ m−1 · · · σ 2 σ 1 ) V O with respect to the basis (11) is A = (a st ) 1≤s,t≤l , where 
Proof. Let us consider the Z-action on X m given by
In any Z-orbit of X m there is a unique element jv k , where j ∈ I, v is a Lyndon word, and k ≥ 1. Moreover, then k | m j − 1 and k | m t for each 1 ≤ t ≤ n with t = j.
Again, to any Z-orbit O we attach the submodule V O of V m generated by the monomials x i 1 · · · x im , where
Let v = i 1 i 2 · · · i l be a Lyndon word, j ∈ {1, . . . , n}, and k ≥ 1. Assume
Then the monomials
form a basis of V O for the Z-orbit O of jv k , where x i 1 · · · x i 0 = 1. For any 1 ≤ t ≤ l one obtains that
where 
This implies the first claim. If R is a field, then the matrix B above has corank 0 or 1. 
Proof. From Lemma 3.2 we conclude that 
This implies the lemma.
Proof. Claim (1) follows directly from the definition of S 1,m−1 .
In order to prove part (2) of the Proposition it suffices to consider R = Z[p ij | 1 ≤ i, j ≤ n] and f = id. In this case the claim follows from Lemma 3.5 and Lemma 2.12.
Nichols algebras which are free algebras
In the remaining part of this paper let k be a field, let k × = k\{0}, and let (V, c) be an n-dimensional braided vector space of diagonal type with basis x 1 , x 2 , . . . , x n and braiding matrix q ∈ (k × ) n×n . Let T (V ) and B(V ) denote the tensor algebra and the Nichols algebra of V , respectively.
For the basic theory of Nichols algebras we refer to [1] . In this section we determine when B(V ) is a free algebra, that is,
For all k ≥ 2 there is a unique group homomorphism τ : B k → B k+1 with τ (σ i ) = σ i+1 for all 1 ≤ i < k. We also write τ for the induced algebra maps kB k → kB k+1 .
For all m ≥ 2 let ρ m : kB m −→ End(V ⊗m ) be the representation of kB m introduced in Section 3 as ρ m , and let
Then, by [11] , (2) Assume that the Nichols algebra B(V ) has a non-trivial relation in degree m. Let l ≤ m be such that B(V ) has a non-trivial relation in degree l and no non-trivial relation in any degree < l. Let l = |l|. Then l ≥ 2, ker(ρ l (S 1,l−2 )|V l ) = 0, and ker(ρ l (S 1,l−1 )|V l ) = 0 by (15) and by the definition of S l . Hence P l (q) = 0 by Lemma 4.1(2). This proves (2) .
Based on the above proposition we obtain our first main Theorem as follows. 
a ii m i .
Then P m (q) = 0 in the following cases: 
We now provide concrete examples of Nichols algebras of diagonal type which are identified by this example as a free algebra. Let n = 2 and let a, b be positive integers with a > b. Let q ∈ k × be not a root of 1 and let q = (q ij ) 1≤i,j≤2 with q 11 = q 22 = q a and q 12 , q 21 ∈ q Z with 
Assume that K(m) = λ(m) and m 1 , m 2 > 0. By symmetry of m 1 , m 2 , without loss of generality we may assume that m 1 ≥ m 2 . Then
5. An upper bound on the dimension of the kernel of the shuffle map
Let n ∈ N, I = {1, 2, . . . , n}, and let
. Let (V , c) be the free prebraided module of diagonal type over R with basisx 1 ,x 2 , . . . ,x n and braiding matrixq = (q ij ) i,j∈I such that c(x i ⊗x j ) =q ijxj ⊗x i .
Assume that char(k) = 0. Let (V, c) be an n-dimensional braided vector space over k with braiding matrix q = (q ij ) i,j∈I and with basis
There are unique ring homomorphisms
We view them as evaluation at q,q, and q, respectively. Correspondingly, we write
Then there exists a ring homomorphism
Proof. By Remark 2.4 and Lemma 2.7, there exists a ring automorphism ϕ of R with
is a ring homomorphism and
Proof. The claim follows directly from Remark 2.4 and Lemma 2.8. Assume that there exists 1 ≤ i < j ≤ n with m i , m j = 0. Since P ke i = det(ρ k (S 1,k−1 )|V ke i ) for all k ≥ 2 and i ∈ I, Propositions 3.6(2) and 2.13 imply that any irreducible factor of det(ρ m−1 (S 1,m−2 )|V m ) is an irreducible factor of some P l with l < m. Thus, by Proposition 2.13 and Lemma 2.9, Φ d (Q m (q)) and det(ρ m−1 (S 1,m−2 )|V m ) are relatively prime, which proves (1). By Proposition 3.6(2), for the proof of (2) (
the polynomials t − Q m (q) and η 2 (det(ρ m (S 1,m−2 )|V m )) are relatively prime in k[t, t −1 ], and (3) the factor t − Q m (q) ∈ k[t, t
−1 ] appears n 1 (q) − n 2 (q) times in the prime decomposition of η 2 (det(ρ m (S 1,m−1 )|V m )).
Proof. (1) By Lemma 5.1, we have
(2) By definition, η 1 (t − Q m (q)) = 0. Thus (2) follows from (1). (3) Assume first that m = me i for some i ∈ I. Then Q m = p ii , ρ m (S 1,m−1 )|V m = (m)q ii id by Proposition 3.6(1), and hence
Since (m) q ii = 0 in k and char(k) = 0, the irreducible factor t − q ii appears once in (m) t . Moreover, n 1 (q) = 1 and n 2 (q) = 0, see the first part of the proof of Lemma 5.3.
Assume now that there exist 1 ≤ i < j ≤ n with m i , m j = 0. By (1), t − Q m (q) does not appear in the prime decomposition of η 2 (det(ρ m (S 1,m−2 )|V m )). Hence, by Proposition 3.6(2), we have to determine the multiplicity M of t − Q m (q) in the prime decomposition of η 2 (A m (q)). By the definition of A m and by Lemma 2.12, η 2 (A m (q)) is a non-zero polynomial in k[t, t 
Hence the proposition holds.
The dimension of the kernel of shuffle map
We use some notation and conventions from the previous section. So let us assume that char(k) = 0. Let n ∈ N, let q = (q ij ) 1≤i,j≤n ∈ (k × ) n×n , and let (V, c) be a braided vector space of diagonal type with basis x 1 , . . . , x n such that c(
For each m ∈ N n 0 with |m| ≥ 2 let n 1 (q), n 2 (q) ≥ 0 be the integers defined in Lemma 5.3 (2) .
In this section we determine the dimension of the kernel of the shuffle map ρ |m| (S 1,|m|−1 )|V m for those m ∈ N n 0 with |m| ≥ 2, P m (q) = 0, and P l (q) = 0 for all l < m with |l| ≥ 2. Example 6.4. Here we give an example of a Nichols algebra of diagonal type where in some degree one has two defining relations. Let (V, c) be the two-dimensional braided vector space of diagonal type with basis x 1 , x 2 and braiding matrix q = (q ij ) 1≤i,j≤2 ∈ (k × ) 2 , such that c(x i ⊗ x j ) = q ij x j ⊗ x i and q 11 = q 22 = q 12 q 21 = q, where q ∈ k × is a primitive fifth root of unity.
Let m = 3e 1 + 4e 2 . Then N(m) = gcd (6, 12, 12 Moreover, P (m,0) (q), P (0,m) (q) = 0 for m ∈ {2, 3, 4} since (4) ! q = 0. Hence P l (q) = 0 for all l < m with |l| ≥ 2.
We now calculate n 1 (q) and n 2 (q). By definition, Hence dim(ker(ρ 7 (S 1,6 )|V (3, 4) )) = n 1 (q) − n 2 (q) = 2.
