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ABSTRACT
Recommender systems can influence human behavior in signifi-
cant ways, in some cases making peoplemore machine-like. In this
sense, recommender systems may be deleterious to notions of hu-
man autonomy. Many ethical systems point to respect for human
autonomy as a key principle arising from human rights consider-
ations, and several emerging frameworks for AI include this prin-
ciple. Yet, no specific formalization has been defined. Separately,
self-determination theory shows that autonomy is an innate psy-
chological need for people, and moreover has a significant body of
experimental work that formalizes and measures level of human
autonomy. In this position paper, we argue that there is a need to
specifically operationalize respect for human autonomy in the con-
text of recommender systems. Moreover, that such an operational
definition can be developed based on well-established approaches
from experimental psychology, which can then be used to design
future recommender systems that respect human autonomy.
1 INTRODUCTION: RESPECT FOR HUMAN
AUTONOMY AS AN ETHICAL PRINCIPLE
It has oft been recognized that recommender systems have a sig-
nificant impact on human behavior in a kind of positive feedback
loop [9]—in fact in many settings such as commercial ones, this is
their primary design goal [11, 15]. As Wu describes: “A platform
like Facebook. . .provide[s] content that maximizes ‘engagement,’
which is information tailored to the interests of each user. While
this sounds relatively innocuous (giving users what they want), it
has the secondary effect of exercising strong control over what
the listener is exposed to” [22]. These impacts on human attention
and behavior may be perceived in different manners at the indi-
vidual level and at the population level: although recommender
systems may push individuals into considering novel possibilities,
such novelty may be identical across the population and therefore
cause greater convergence [8]. These short-term disparate percep-
tions of impact on human behavior may be important in determin-
ing their long-term impact on human well-being.
Recent research with predictive text systems based on deep learn-
ing (such as large-scale language models) rather than, say, collabo-
rative filtering, has experimentally demonstrated thatwhen phones/computers
suggest words or phrases in text messages and email, it changes
the way people write. In particular, the writing of users of such
technologies becomes more succinct, more predictable, and less
colorful [1]. As such, one can observe that artificial intelligence
(AI) technologies such as recommender systems that are designed
to address the problem of information overload by improving the
efficiency of human work may also frequently impact the content
of human work in potentially unanticipated ways.
Given the strong impact that recommender systems have on
human behavior, one may view them as causing a loss of human
autonomy [11]. Virtually all theories of autonomy agree that two
conditions are essential for autonomy: liberty (independence from
controlling influences) and agency (capacity for intentional action)
[2]. Evidently, recommender systems deprive human users of lib-
erty due to their controlling influences, and also often agency since
human users do not usually provide informed consent when using
recommender systems (users often lack the choice and are given a
‘take it or leave it’ option when accessing online services [12, 18]).
Respect for human autonomy is a longstanding and keystone
ethical principle in biomedical ethics, alongside principles of benef-
icence, non-maleficence, and justice. As Beauchamp and Childress
say in their treatise on the subject: “The principle of respect for the
autonomous choices of persons runs as deep in morality as any
principle” [2]. We have previously suggested it is also important
for technology that addresses information overload [19]. Many re-
cent discussions of AI ethics frameworks since our priorwork have
also suggested respect for human autonomy as a key ethical prin-
ciple. As a typical example focusing on the negative obligations of
the principle, Cowls et al. say that ”It is essential that software in-
tervenes in users’ life only in ways that respects their autonomy.
Again, this is not a problem that arises only with AI-driven inter-
ventions, but the use of AI introduces new considerations” [6]. A
brief discussion specifically focused on recommender systems is
given by Milano et al. [11]. Several recent codes of conduct for AI
research and development also discuss respect for human auton-
omy at a high level.1
In addition to the negative obligation that autonomous obliga-
tions not be subject to control by others, there is also a positive
obligation that requires respectful disclosure of information to fos-
ter autonomous decision making [2]. Physicians not disclosing to
patients their use of AI recommendations for treatment options [5]
is violative of the positive obligation.
One important challenge in analyzing the ethical question of hu-
man autonomy in recommender systems is that their benefits are
intertwined with autonomy. AsWhittlestone et al. argue [21]: “Au-
tomated solutions may genuinely improve people’s lives by saving
them time on mundane tasks that could be better spent on more
rewarding activities. But they also risk disrupting some of the prac-
tices that are an important part of what makes us human. . . .we
1 For example the AI Ethics Principles developed by the Department of Industry, Sci-
ence, Energy and Resources in the Australian Government states that “Throughout
their lifecycle, AI systems should respect human rights, diversity, and the autonomy
of individuals. This principle aims to ensure that AI systems are aligned with human
values. Machines should serve humans, and not the other way around. . . .All peo-
ple interacting with AI systems should be able to keep full and effective control over
themselves.”
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may also see widespread deskilling, atrophy, ossification of prac-
tices, homogenisation and cultural diversity.” On amore technically-
oriented point raised by [6], to obtain information that effectively
personalizes recommendation, “an intervention strategy that has
no impact on user autonomy (e.g., one that lacks any interventions)
may be ineffective in extracting the necessary information for cor-
rectly contextualised future interventions.”
Given the importance of respecting human autonomy as an eth-
ical principle for AI systems, and the fact recommender systems
may be violative, there is a surprising dearth of formalizations of
autonomy that can be specifically measured in recommender sys-
tems. This is in contrast to ethical properties of AI systems such as
fairness, safety, or privacy that are starting to have well-developed
mathematical formulations that yield standardized measurement
approaches, e.g. [3].
Separate from ethical frameworks around human autonomy that
largely stem from human rights perspectives, a branch of psychol-
ogy dealing with human well-being called self-determination the-
ory [7] also places human autonomy at the center. Interestingly,
there are well-established operationalizations of human autonomy
that are used in numerous experiments in that field. In this position
paper, we argue that there is a need to specifically operationalize
respect for human autonomy in the context of recommender sys-
tems. Moreover, that such an operational definition can be devel-
oped based onwell-established approaches from experimental self-
determination theory, which can in turn be used to design future
recommender systems that respect human autonomy.
2 HUMAN AUTONOMY IN
SELF-DETERMINATION THEORY
Self-determination theory within positive psychology posits that
humanwell-being thrives when three universal psychological needs
are satisfied: autonomy, relatedness, and competence [7, 13]. This
in turn leads to greater creativity, effective problem solving, moti-
vation, goal pursuit, performance, persistence, mental health, and
high-quality personal relations with others. In particular, when
these three needs are satisfied, people experience events, jobs, and
tasks as self-determined, and their behavior becomes intrinsically
motivated from personal goals and values rather than extrinsically
motivated by external reinforcements or demands. According to
self-determination theory, human autonomy is defined as having
flexibility and control over processes and outcomes [14].
Importantly, self-determination theory does not consider the
three psychological needs to be equal in the experience of self-
determination. Autonomy is given the paramount role [7]. (This
is in contrast to ethical frameworks where respect for human au-
tonomy is explicitly not given priority over all other moral prin-
ciples including beneficence, non-maleficence, and justice [2].) Re-
latedness and competence are conceptualized as part of the con-
textual background that gives rise to self-determination, whereas
autonomy is viewed as the key ingredient. As Deci and Ryan detail:
âĂĲautonomy occupies a unique position in the set of three needs:
being able to satisfy the needs of competence and relatedness may
be enough for controlled behavior, but being able to satisfy the
need for autonomy is essential for the goal-directed behavior to be
self-determined and for many of the optimal outcomes associated
with self-determination to accrue.”
Self-determination theory findings largely hold across cultural
contexts [4].
Given the importance of autonomy in self-determination the-
ory, it has not just remained as a principle or theoretical construct.
It has become an experimentally measurable quantity. As detailed
in the psychometrics and experimental psychology literature, one
can develop robust tests for human autonomy. As a typical ex-
ample, one can consider the Index of Autonomous Functioning
(IAF), which measures trait autonomy based on three theoretically-
derived subscales that focus on self-congruence, interest-taking,
and low susceptibility to control, respectively [20].
The IAF has been used, e.g. for assessing the impact on human
autonomy of new technologies (not necessarily information tech-
nologies) for older adults [10]. In this usage, by aggregating over
a population of human users, the scale is converted from mea-
suring an individual human trait into measuring a technological
system’s ability to respect autonomous function. This population-
level assessment enables psychometric evaluation technologies for
respecting human autonomy.
This population-level psychometric testing usage of the IAF to
evaluate technology can be directly adapted specifically to mea-
sure how well recommender systems respect human autonomy.
3 OPERATIONALIZING HUMAN AUTONOMY
FOR RECOMMENDER SYSTEMS
In designing recommender systems that take not just relevance
and predictive performance into account [9], but also a broader set
of human values, it is important to include an appropriate set of
these values into the design objectives/constraints, either through
direct specification or through data-driven learning [17]. In think-
ing about including various ethical principles, it is useful to define
terms unambiguously: what is meant by fairness, autonomy, and
other such terms, and how might these be interpreted across con-
texts [21]. Moreover, how can these properties be measured and
incorporated into system design.
Herewe have argued thatwell-established theoretical constructs
and experimental psychometric methods from self-determination
theory are appropriate for such operationalization. With such an
operational definition in hand, one can design recommender sys-
tems using techniques such as reinforcement learning with human
feedback, which have recently been demonstrated for language
model tasks [16].
One may wonder, however, if it is possible to operationalize the
principle of respect for human autonomy in an abstract mathemat-
ical manner that avoids the need for tests with human subjects as
part of a feedback-based design methodology. This is an important
open question that we aim to address in future research.
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