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Finite order differentiability properties,
fixed points and implicit functions
over valued fields
Helge Glo¨ckner
Abstract
We prove an implicit function theorem for Ck-maps from arbitrary topo-
logical vector spaces over valued fields to Banach spaces (for k ≥ 2). As a
tool, we show the Ck-dependence of fixed points on parameters for suitable
families of contractions of a Banach space. Similar results are obtained for
k times strictly differentiable maps, and for k times Lipschitz differentiable
maps. In the real case, our results subsume an implicit function theorem for
Keller Ckc -maps from arbitrary topological vector spaces to Banach spaces.
Introduction
Generalizations of the implicit function theorem for mappings from suitable real
or complex topological vector spaces to Banach spaces have been obtained in
various settings of analysis. Hiltunen ([20],[21]) studied implicit functions in the
framework of Keller’s CkΠ-theory [25] (cf. also [22] for recent generalizations to
non-Banach range spaces). Teichmann [35] proved an implicit function theorem
in the “convenient setting” of analysis, under more restrictive conditions. In the
framework of Keller’s Ckc -theory, implicit functions from real and complex topo-
logical vector spaces to Banach spaces were discussed in [12].
The notion of a Keller Ckc -map can be generalized to a notion of C
k-map between
open subsets of topological vector spaces over an arbitrary (non-discrete) topo-
logical field [2] (see also [13] for a survey). For mappings between open subsets
of an ultrametric field, these Ck-maps coincide with those usually considered in
Non-Archimedian Analysis (as in [34]). On the basis of [2], the paper [12] also
provided an implicit function theorem for Ck-maps from metrizable topological
vector spaces over complete valued fields to Banach spaces, with a possible loss
of one order of differentiability in the case of an infinite-dimensional range space.
In the present paper, we discuss implicit functions from topological vector spaces
over valued fields to Banach spaces by a different method, which enables us to
remove the metrizability condition. We can also avoid the former loss of one
order of differentiability. Thus, local solutions to Ck-equations are always Ck,
as they should be (if k ≥ 2). Stimulated by discussions of mappings between
real Banach spaces in [24], our new strategy of proof now is to discuss, in a first
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step, the existence of fixed points for families of contractions of a Banach space
and their differentiable dependence on parameters. Next, we prove a suitable
Lipschitz Inverse Function Theorem (which varies a result from [38]). The de-
sired implicit function theorem is then an immediate consequence. In fact, the
Lipschitz Inverse Function Theorem entails that, locally, an implicit function λ
exists and that its value λ(x) at x can be constructed as a fixed point of a suit-
able contraction gx (if k ≥ 2, say). By the Ck-dependence of fixed points on
parameters, λ(x) is a Ck-function of x.
It useful to work with several variants of Ck-maps, because the mere Ck-property
(notably, the C1-property) is slightly too weak for some of our purposes, and
envisaged applications. We therefore introduce so-called k times strictly dif-
ferentiable mappings (SCk-maps) between open subsets of topological K-vector
spaces (and subsets with dense interior), as well as k times Lipschitz differentiable
maps (LCk-maps). Our definition of SCk-maps generalizes an earlier definition
for mappings from normed spaces to polynormed vector spaces from [12]. Fur-
thermore, a mapping between open subsets of Banach spaces is once strictly
differentiable in our sense if and only if it is strictly differentiable at each point
in the sense of Bourbaki [3, 1.2.2] (cf. also [27] and [5]). We also mention the
“r-Lipschitz maps” O→ K studied by Barsky [1], where K is a local field and O
its maximal compact subring. The differentiability properties just described are
related as follows:
Ck+1 =⇒ LCk =⇒ SCk =⇒ Ck .
Thus C∞-maps, SC∞-maps and LC∞-maps all coincide, but we have a certain
range of finite-order differentiability properties.
Among our main results is the following generalization of the Implicit Function
Theorem (Theorem 5.2).
Generalized Implicit Function Theorem. Let K be a valued field, E be a
topological K-vector space, F be a Banach space over K, and f : U × V → F be
a map, where U ⊆ E is a subset with dense interior and V ⊆ F is open. Given
x ∈ U , abbreviate fx := f(x, •) : V → F . Assume that K, F , k ∈ N ∪ {∞}
and f have properties as shown in the following table. Furthermore, assume that
f(x0, y0) = 0 for some (x0, y0) ∈ U × V and f ′x0(y0) ∈ GL(F ). Then there exists
an open neighborhood U0 ⊆ U of x0, an open neighborhood V0 ⊆ V of y0, and a
map λ : U0 → V0 such that
{(x, y) ∈ U0 × V0 : f(x, y) = 0} = graph λ ,
where λ has the differentiability property shown in the table:
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K F k f λ
arbitrary arbitrary arbitrary LCk LCk
arb. arb. arb. SCk SCk
arb. arb. ≥ 2 Ck Ck
locally compact dim F <∞ arb. Ck Ck
The generalized implicit function theorem is deduced from a suitable “Inverse
Function Theorem with Parameters” (Theorem 5.13), dealing with families of lo-
cal diffeomorphisms. This theorem is our actual main result. As a technical tool,
in Theorem 4.7 we prove differentiable dependence of fixed points on parameters,
for uniform families of contractions in the sense of Definition 4.4:
Theorem (on the Parameter-Dependence of Fixed Points). Let E be
a topological K-vector space, F be a Banach space over K and f : P × U → F
be a map, where P ⊆ E is a subset with dense interior and U ⊆ F is open.
Given p ∈ P , abbreviate fp := f(p, •) : U → F . Assume that (fp)p∈P is a uni-
form family of contractions and assume that f is Ck, SCk, resp., LCk for some
k ∈ N0 ∪ {∞}. Let Q be the set of all p ∈ P such that fp has a fixed point xp.
Then the following holds:
(a) Q is open in P ;
(b) The map φ : Q→ F , p 7→ xp is Ck, SCk, resp., LCk.
Applications. It is clear that generalizations of such basic and central results
as the inverse- and implicit function theorems have immediate implications.
• In [14], the ultrametric inverse function theorem with parameters in a
Fre´chet space is used to prove that the inversion map Diff(M)→ Diff(M),
γ 7→ γ−1 of the diffeomorphism group of a paracompact, finite-dimensional
smooth manifold over a local field is smooth. Also composition being
smooth, Diff(M) is a Lie group (see also [12] for an outline of the proof).1
• Irwin [23] explained how to construct stable manifolds around hyperbolic
fixed points for discrete dynamical systems modeled on real Banach spaces,
with the help of the implicit function theorem (see also [38]). In [16], the
Ck-, SCk- and LCk-versions of our inverse function theorem are used to
adapt Irwin’s method to dynamical systems modeled on Banach spaces
over valued fields. Stable manifolds around hyperbolic fixed points of the
respective differentiability class are constructed (and also analytic ones).
Furthermore, the LCk-inverse function theorem with parameters is used in
[16] to study the dependence of the stable manifolds on the non-linearity
(see also [12] and [13] for an outline of the method).
1Cf. also [28], [29] for certain diffeomorphism groups for char K = 0.
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• Adapting Irwin’s discussion of pseudo-stable manifolds ([24]; see also [8]),
one can also construct pseudo-stable manifolds around hyperbolic fixed
points for dynamical systems modeled on Banach spaces over valued fields
(see [17]). At the heart of these studies is a refined analysis of the depen-
dence of fixed points on parameters (in specialized situations).
• Varying a classical idea by Robbin (see also Chow and Hale [6] and [15]),
Ck+n-solutions to (systems of) p-adic differential equations of the form
y(k) = f(x, y, y′, . . . , y(k−1)) for f an Cn-map and k ∈ N, n ∈ N0 (with
an extra local Lipschitz condition if n = 0) can be constructed using our
inverse function theorems (with and without parameters), which depend
on initial conditions and parameters in a controlled way (work in progress;
cf. [34, § 65] for C1-solutions to scalar-valued first order equations).
• Various applications of the Inverse Function Theorem with Parameters in
the structure theory of infinite-dimensional real Lie groups can be found in
[19]. For example, as shown by Neeb, it can be used to prove that locally
compact subgroups of locally exponential Lie groups are Lie subgroups (as
in the classical case of Banach-Lie groups).2
The stable, unstable and center-stable manifolds available through the preceding
constructions are useful for the theory of finite-dimensional Lie groups over local
fields. In [18], they are used to generalize structure theorems for p-adic Lie groups
and their automorphisms (as in [36] and [10]) to the case of Lie groups over local
fields of positive characteristic (under suitable hypotheses). Further applications
of the generalized implicit function theorems provided here (and their precursors
from [12]) are summarized in the introduction of [12].
Structure of the article. In Section 1 (as well as Appendix A), we compile
definitions, notation and basic facts concerning the differential calculus of Ck-
maps over topological fields. We also introduce a certain concept of a “gauge” as
a convenient substitute for seminorms when dealing with arbitrary (not neces-
sarily polynormed) topological vector spaces over valued fields. In Section 2, we
discuss Lipschitz continuous maps between subsets of topological vector spaces
over valued fields and Lipschitz differentiable maps between subsets with dense
interior. Next, we define and discuss strictly differentiable maps and clarify their
relations to Ck-maps and LCk-maps (Section 3). Fixed points of contractions
and their dependence on parameters are discussed in Section 4, and the results
obtained are then used in Section 5 to deduce implicit function theorems as well
as inverse function theorems with and without parameters. Appendix B records
a variant of a technical lemma (not needed in the main text). Appendix C
was added in 2007. It describes how some of our results involving C1-maps on
2A smooth Lie group G modeled on a real locally convex space is called locally exponential
if it has an exponential function expG : L(G) → G which induces a local C
∞-diffeomorphism
from an open 0-neighborhood in L(G) onto an open identity neighborhood in G.
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finite-dimensional vector spaces over locally compact fields can be generalized to
C1-maps on finite-dimensional vector spaces over complete valued fields.
1 Preliminaries and basic facts
The general framework for our studies is the differential calculus of Ck-maps
between open subsets of topological vector spaces over non-discrete topological
fields developed in [2]. In this section, we first recall basic definitions and facts
from this theory, which applies to arbitrary topological ground fields, and slightly
extend them by replacing open sets by sets with dense interior. We then intro-
duce various concepts which are important when dealing with valued fields. In
particular, we shall define certain generalizations of seminorms, which we call
“gauges”. With the help of these gauges, we can treat general topological vector
spaces as though they were locally convex. Many definitions, results and proofs
will look exactly as in the locally convex (or polynormed) case, except that con-
tinuous seminorms have been replaced with gauges.3
All topological fields are assumed Hausdorff and non-discrete; all topological
vector spaces are assumed Hausdorff. In Definition 1.1–Lemma 1.13, we shall
assume that K is a topological field; in Definition 1.14–Lemma 1.32, we assume
that (K, |.|) is a (non-trivial) valued field.
Ck-maps over topological fields
Let E and F be topological K-vector spaces, and f : U → F be a mapping,
defined on a subset U ⊆ E with dense interior. Then the directional difference
quotient
f ]1[(x, y, t) :=
f(x+ ty)− f(x)
t
makes sense for all (x, y, t) in the subset
U ]1[ := {(x, y, t) ∈ U × E ×K× : x+ ty ∈ U}
of E × E × K. To define directional derivatives, we must enlarge this set by
allowing also the value t = 0. Hence, we consider now
U [1] := {(x, y, t) ∈ U × E ×K : x+ ty ∈ U} .
Thus U [1] = U ]1[ ∪ (U × E × {0}), as a disjoint union.
Definition 1.1 f : U → F is called continuously differentiable (or C1) if f is
continuous (C0) and there exists a continuous map f [1] : U [1] → F which extends
f ]1[ : U ]1[ → F .
3A similar idea is also implicit in Lang’s definition of total differentiability in general real
topological vector spaces [26, I, § 3].
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Thus, we assume the existence of a continuous map f [1] : U [1] → F such that
f [1](x, y, t) =
f(x+ ty)− f(x)
t
for all (x, y, t) ∈ U [1] such that t 6= 0.
If it exists, then f [1] is unique, by part (a) of the following lemma:
Lemma 1.2 Let E be a topological K-vector space, and U ⊆ E be a subset with
dense interior U0. Then the following holds:
(a) U ]1[ is a dense open subset of U [1];
(b) U [1] is a subset of E × E ×K with dense interior.
(c) W ]1[ is open in E×E×K and dense in U [1], for each dense subset W ⊆ U
which is open in E (e.g., for W := U0).
Proof. Clearly U ]1[ = U [1] ∩ (E × E × K×) is open in U [1]. Furthermore, W ]1[
(and hence (U0)]1[) is open in E × E × K, as a consequence of the continuity of
the maps (x, y, t) 7→ x and (x, y, t) 7→ x+ ty on E × E ×K. All other assertions
will follow readily if we can show that W ]1[ is dense in U [1]. To this end, let
(x, y, t) ∈ U [1] and X ⊆ E, Y ⊆ E and S ⊆ K be open neighborhoods of x, y
and t, respectively.
If t 6= 0, then x+tY is a neighborhood of x+ty ∈ U ⊆W , whence (x+tY )∩W 6=
∅. We therefore find y′ ∈ Y such that x + ty′ ∈ W . Then (W − ty′) ∩ X
is a neighborhood of x and hence has non-empty intersection with W . We pick
x′ ∈W ∩(W −ty′)∩X . Then x′ ∈ W and x′+ty′ ∈W and thus (x′, y′, t) ∈W ]1[.
Furthermore, (x′, y′, t) ∈ X × Y × S.
If t = 0, we pick an element x′ ∈ X ∩W . By openness of W and continuity of
scalar multiplication, after shrinking Y and S we may assume that x′+SY ⊆W .
Thus {x′} × Y × S ⊆W ]1[. We choose y′ ∈ Y and s ∈ S \ {0}. Then (x′, y′, s) ∈
W ]1[ ∩ (X × Y × S).
We have shown that W ]1[ is dense in U [1], which completes the proof. ✷
Lemma 1.2 (b) facilitates to define Ck-maps by recursion.
Definition 1.3 Let E and F be topological K-vector spaces and f : U → F
be a map, defined on a subset U ⊆ E with dense interior. Given k ∈ N with
k ≥ 2, we say that f is k times continuously differentiable (or Ck) if f is C1 and
f [1] : U [1] → F is Ck−1. The map f is called C∞ (or smooth) if it is Ck for all
k ∈ N0.
1.4 For example, every continuous linear map λ : E → F is smooth [2], with
λ[1](x, y, t) = λ(y) for all (x, y, t) ∈ E × E × K (thus λ[1] is again continuous
linear).
6
1.5 The domain of the mapping f [2] := (f [1])[1] is the set
U [2] := (U [1])[1] ⊆ E × E ×K× E × E ×K×K .
We write U [k] := (U [1])[k−1] for the domain of f [k], and set U ]k[ := (U ]1[)]k−1[.
Remark 1.6 Applying Lemma 1.2 (c) to U [1] and its dense open subset W :=
(U0)]1[, we find that (U0)]2[ is dense in U [2], and inductively that (U0)]k[ is dense
in U [k], for each k ∈ N. Hence (f |U0)
[k] uniquely determines f [k] in particular
(if it exists). This enables us to extend all relevant results and proofs from [2]
(where only open domains were considered) to the case of non-open domains,
by trivial arguments based on continuous extension. We shall therefore cite (and
apply) results from [2] freely also for mappings on non-open domains. We remark
that, if one is working exclusively with Hausdorff topological vector spaces over
Hausdorff topological fields (in contrast to [2], where the scope was wider), it
can be convenient to replace the somewhat technical axioms from [2] by simpler
ones. Such variants are suggested in Appendix A.
Remark 1.7 A trivial induction shows that U [k] = (U [k−1])[1], and that f is Ck
if and only if f is Ck−1 and f [k−1] is C1 (cf. [2, Rem. 4.2]). In this article, we
shall avoid to use f [k] for higher k as far as possible. Usually, we only need f [1].
1.8 Given a C1-map f : U → F as before, we define its directional derivative at
x ∈ U in the direction y ∈ E via
(Dyf)(x) := df(x, y) := f
[1](x, y, 0) .
If x ∈ U0, then
df(x, y) = f [1](x, y, 0) = lim
06=t→0
f [1](x, y, t) = lim
06=t→0
1
t (f(x+ ty)− f(x)) ,
and thus df(x, y) can be interpreted as a limit of difference quotients. The map
df : U × E → F is continuous, being a partial map of f [1], and it can be shown
that the “differential” f ′(x) := df(x, •) : E → F of f at x is a continuous K-linear
map, for each x ∈ U (cf. [2, Proposition 2.2]). If f is C2, we define a continuous
map d2f : U × E2 → F via d2f(x, y1, y2) := (Dy2(Dy1f))(x). Thus
d2f(x, y1, y2) := lim
t→0
1
t (df(x + ty2, y1)− df(x, y1)) = f
[2]((x, y1, 0), (y2, 0, 0), 0) .
Similarly, if f is Ck, we obtain continuous maps djf : U ×Ej → F for all j ∈ N0
such that j ≤ k via djf(x, y1, . . . , yj) := (Dyj · · ·Dy1f)(x). It can be shown that
djf(x, •) : Ej → F is a symmetric j-linear map (cf. [2, Lemma 4.8]).
Remark 1.9 We remark that, in the real locally convex case, our Ck-maps
coincide with Keller’s Ckc -maps (as used, e.g., in [11], [19], [30]). More precisely,
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let E be a real topological vector space, F be a locally convex real topological
vector space, U ⊆ E be open, f : U → F be a map, and k ∈ N0 ∪ {∞} Then f is
Ck if and only if f is continuous, the limits djf(x, y1, . . . , yj) := (Dyj · · ·Dy1f)(x)
described in 1.8 exist for all j ∈ N with j ≤ k, and the maps djf : U ×E‘j → F
so obtained are continuous (see [2, Proposition 7.4]). We mention that if also E
is locally convex, then this characterization remains valid for mappings on locally
convex subsets U ⊆ E with dense interior (as considered in [19]).
1.10 (Chain Rule). If E, F , and H are topological K-vector spaces, U ⊆ E and
V ⊆ F are subsets with dense interior, and f : U → V ⊆ F , g : V → H are
Ck-maps, then also the composition g ◦ f : U → H is Ck. If k ≥ 1, we have
(f(x), f [1](x, y, t), t) ∈ V [1] for all (x, y, t) ∈ U [1], and
(g ◦ f)[1](x, y, t) = g[1](f(x), f [1](x, y, t), t) . (1)
In particular, d(g ◦ f)(x, y) = dg(f(x), df(x, y)) for all (x, y) ∈ U × E (cf. [2,
Prop. 3.1 and 4.5]).
We recall from [2, La. 4.9] that being Ck is a local property.
Lemma 1.11 Let E and F be topological K-vector spaces, and f : U → F be a
map, defined on an open subset U of E. Let k ∈ N0 ∪ {∞}. If there is an open
cover (Ui)i∈I of U such that f |Ui : Ui → F is C
k for each i ∈ I, then f is Ck.✷
Symmetry properties of f [1]
The map f [1] and also the higher different quotient maps satisfy various identities,
which we need to exploit occasionally. We now describe some properties of f [1].
A symmetry property of f [2] is described in Appendix B. Slightly less explicit
(and more complicated) results concerning f [k] for arbitrary k can be found in
[14, La. 6.8]. They are also essential for the construction of invariant manifolds
in [16] and [17].
Lemma 1.12 Let E, F be topological K-vector spaces, U ⊆ E be a subset with
dense interior and f : U → F be C1. Then (x + ty2, y1 − y2, t) ∈ U [1] for all
x ∈ U , y1, y2 ∈ E and t ∈ K such that (x, y1, t), (x, y2, t) ∈ U [1], and
f [1](x, y1, t)− f
[1](x, y2, t) = f
[1](x+ ty2, y1 − y2, t) . (2)
Proof. The first assertion is clear since x + ty2 ∈ U (because (x, y2, t) ∈ U [1])
and x+ ty2 + t(y1 − y2) = x+ ty1 ∈ U (because (x, y1, t) ∈ U
[1]). If t 6= 0, then
f [1](x, y1, t)− f
[1](x, y2, t) =
f(x+ ty1)− f(x)
t
−
f(x+ ty2)− f(x)
t
=
f(x+ ty1)− f(x+ ty2)
t
=
f(x+ ty2 + t(y1 − y2))− f(x+ ty2)
t
= f [1](x + ty2, y1 − y2, t) ,
8
as desired. If t = 0, then (2) turns into the identity df(x, y1) − df(x, y2) =
df(x, y1 − y2), which is valid by linearity of df(x, •). ✷
Also the following slightly more complicated symmetry properties will be used.
They shall enable us to shrink certain entries of f [1] while inflating others in a
controlled way.
Lemma 1.13 Let E and F be topological vector spaces over a topological field K,
and f : U → F be a C1-map, defined on a subset U ⊆ E with dense interior. If
f is C1, t ∈ K×, and (x, y, s) ∈ E × E × K such that (x, y, ts) ∈ U [1], then also
(x, ty, s) ∈ U [1], and
t f [1](x, y, ts) = f [1](x, ty, s) . (3)
Proof. Since x+ (ts)y = x+ s(ty), it is obvious that (x, ty, s) ∈ U [1] if and only
if (x, y, ts) ∈ U [1]. In this case, we have
tf [1](x, y, ts) = 1s (f(x+ tsy)− f(x)) = f
[1](x, ty, s)
provided s 6= 0; if s = 0, then f [1](x, ty, s) = f [1](x, ty, 0) = df(x, ty) =
tdf(x, y) = tf [1](x, y, 0) = tf [1](x, y, ts). Thus (3) holds. ✷
Vector spaces over valued fields, seminorms and gauges
We now fix terminology and notation concerning topological vector spaces over
valued fields, and compile some simple observations which are analogous to well-
known facts concerning locally convex spaces.
Definition 1.14 A valued field is a field K, together with an absolute value
|.| : K → [0,∞[ (see [39]); we require furthermore that the absolute value be
non-trivial (meaning that it gives rise to a non-discrete topology on K). An
ultrametric field is a valued field (K, |.|) whose absolute value satisfies the ultra-
metric inequality
|x+ y| ≤ max{|x|, |y|} for all x, y ∈ K.
Locally compact, totally disconnected, non-discrete topological fields will be re-
ferred to as local fields. It is well known that every local field K admits an
ultrametric absolute value defining its topology [37]. Fixing such an absolute
value on K, we can consider K as an ultrametric field.
Remark 1.15 Note that we do not require that valued fields (nor ultrametric
fields) be complete (with respect to the metric induced by the absolute value).
Of course, we are interested exclusively in complete valued fields – but none of
our results will depend on completeness of K.
9
Given a valued field (K, |.|), we can speak of seminorms on K-vector spaces (as
in [4, Ch. II, § 1, no. 1, Defn. 1]). If (K, |.|) is an ultrametric field, we can also
speak of ultrametric seminorms (Bourbaki’s “ultra-semi-norms”), satisfying the
ultrametric inequality.
1.16 Recall that a topological vector space E over an ultrametric field K is called
locally convex if every 0-neighborhood of E contains an open O-submodule of E,
where O := {t ∈ K : |t| ≤ 1} is the valuation ring of K. Equivalently, E is locally
convex if and only if its vector topology is defined by a family of ultrametric
continuous seminorms γ : E → [0,∞[ on E (cf. [31] for more information, or also
the discussions of Minkowski functionals given below). Let K be a valued field.
We call a topological K-vector space polynormed if its vector topology is defined
by a family of continuous seminorms (which need not be ultrametric seminorms
if K is an ultrametric field).
1.17 A Banach space over a valued field K is a normed K-vector space (E, ‖.‖)
(see [4, Ch. I, §1, no. 2]) which is complete in the metric associated with ‖.‖.
1.18 We shall not presume that normed spaces (nor Banach spaces) over ultra-
metric fields be ultrametric, unless saying so explicitly. For example, ℓ1(Qp) is a
non-ultrametric (and non-locally convex) Banach space over Qp.
We are mainly interested in mappings between polynormed (or even locally con-
vex) spaces, but all of our results can be proved just as well for mappings on
arbitrary topological vector spaces over valued fields, without (or with very lit-
tle) additional effort. To make the general proofs look like those for polynormed
vector spaces, we now introduce a convenient replacement for continuous semi-
norms, namely the more general concept of a gauge.
Definition 1.19 Let E be a topological vector space over a valued field (K, |.|).
A gauge on E is an upper semicontinuous map γ : E → [0,∞[ (also written
‖.‖γ := γ) which satisfies γ(tx) = |t|γ(x) for all t ∈ K and x ∈ E.
Remark 1.20 (a) The upper semicontinuity of a gauge γ : E → [0,∞[ means
that γ−1([0, r[) is open in E, for each r > 0. This is equivalent to the following
condition: For each x ∈ E and net (xα) in E that converges to x, we have
lim supα ‖xα‖γ ≤ ‖x‖γ . (4)
(b) Every gauge is continuous at 0. Indeed: Since γ(0) = 0 and γ ≥ 0 pointwise,
this follows from the upper semicontinuity.
(c) Sums of gauges and non-negative multiples rγ of gauges are gauges.
Remark 1.21 Typical examples of gauges are Minkowski functionals of bal-
anced, open 0-neighborhoods. We recall: If E is a topological vector space over a
valued field K, then a subset U ⊆ E is called balanced if tU ⊆ U for all t ∈ K such
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that |t| ≤ 1. It is easy to see that the filter of 0-neighborhoods of E has a basis
of balanced, open 0-neighborhoods. For any balanced, open 0-neighborhood U ,
we define its Minkowski functional µU : E → [0,∞[ via
µU (x) := inf{|t| : t ∈ K× such that x ∈ tU} .
Clearly µU (sx) = |s|µU (x) for all x ∈ E and s ∈ K. To see that µU is a gauge,
it only remains to check its upper semicontinuity. To this end, let x ∈ E and
ε > 0. There is t ∈ K× such that x ∈ tU and |t| ≤ µU (x) + ε. Then tU is a
neighborhood of x such that µU (y) ≤ |t| ≤ µU (x) + ε for all y ∈ tU .
For later use, we observe that
{x ∈ E : µU (x) < 1} ⊆ U ⊆ {x ∈ E : µU (x) ≤ 1} ⊆ tU (5)
for each t ∈ K such that |t| > 1. Note that, in contrast to the familiar real case,
tU on the right hand side of (5) cannot be replaced by the closure U in general,
as the example E := K := Cp, U := {x ∈ Cp : |x| < 1} shows. In this case, U is
closed, and it is a proper subset of {x ∈ Cp : |x| ≤ 1}.
Definition 1.22 Given a topological K-vector space E, x ∈ E, r > 0 and a
gauge γ on E, we set Bγr (x) := {y ∈ E : ‖y − x‖γ < r} and B
γ
r (x) := {y ∈ E :
‖y − x‖γ ≤ r}. If (E, ‖.‖) is a normed space over K and the norm γ := ‖.‖
is understood, we simply write BEr (x) := B
γ
r (x) and B
E
r (x) := B
γ
r (x). We
abbreviate Br(x) := B
E
r (x) when no confusion is possible, and Br(x) := B
E
r (x).
Given a balanced, open 0-neighborhood V ⊆ E and t ∈ K such that |t| > 1, the
set U := t−1V is a balanced, open 0-neighborhood. The right hand side of (5)
being V , we deduce that the balls B
γ
1(0) form a basis of 0-neighborhoods for E,
if γ ranges through the set of all gauges on E.
Definition 1.23 Let E be a topological vector space over a valued field K. A
set Γ of gauges on E is called a fundamental system of gauges if
{Bγr (0) : γ ∈ Γ, r ∈ ]0,∞[}
is a basis for the filter of 0-neighborhoods in E.
It is useful to single out a simple argument which will be used repeatedly.
Lemma 1.24 Let E be a vector space over a valued field K and γ, η : E → [0,∞[
be mappings such that γ(tx) = |t|γ(x) and η(tx) = |t|η(x) for all x ∈ E, t ∈ K.
We assume that there are r, s > 0 such that Bηs (0) ⊆ B
γ
r (0), using notation as in
Definition 1.22. Then
γ ≤ rs−1|a|−1η
for each a ∈ K× such that |a| < 1.
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Proof. Let x ∈ E. If η(x) 6= 0, pick k ∈ Z such that |a|k+1 ≤ s−1η(x) < |a|k. If
η(x) = 0, pick any k ∈ Z. Then η(a−kx) < s and thus |a|−kγ(x) = γ(a−kx) < r,
whence
γ(x) ≤ r|a|k . (6)
If η(x) > 0, then the right hand side of (6) is ≤ rs−1|a|−1η(x), as required. If
η(x) = 0, we can choose k arbitrarily large, and thus (6) entails that γ(x) = 0 ≤
rs−1|a|−1η(x) also in this case. ✷
Remark 1.25 If γ is a gauge on E, a ∈ K× such that |a| < 1, and U := Bγ|a|(0),
then BµU1 (0) ⊆ U by (5), whence γ ≤ µU by Lemma 1.24. Therefore Minkowski
functionals form a fundamental system of gauges in particular.
Remark 1.26 If Γ is a fundamental system of gauges for E, and γ is a gauge
on E, then there exists a gauge η ∈ Γ and c > 0 such that γ ≤ cη. In fact,
there exists η ∈ Γ and r > 0 such that Bηr (0) ⊆ B
γ
1 (0). Then γ ≤ r
−1|a|−1η, by
Lemma 1.24.
Lemma 1.27 Let E be a topological vector space over a valued field K, and Γ be
a fundamental system of gauges on E. Then the following holds:
(a) The set of balls {Bγr (x) : γ ∈ Γ, r ∈ ]0,∞[} is a basis for the filter of neigh-
borhoods of x in E, and so is {B
γ
r (x) : γ ∈ Γ, r ∈ ]0,∞[}. If ]0,∞[ Γ ⊆ Γ,
then also {Bγ1 (x) : γ ∈ Γ} and {B
γ
1 (x) : γ ∈ Γ} are bases.
(b) A map f : X → E from a topological space to E is continuous at x ∈ X if
and only if, for each gauge γ ∈ Γ and ε > 0, there exists a neighborhood
U of x in X such that ‖f(y)− f(x)‖γ < ε for all y ∈ U . Or equivalently:
‖f(xα)−f(x)‖γ → 0, for each γ ∈ Γ and each net (xα) in X that converges
to x.
(c) Suppose that also E1 is a topological K-vector space, Γ1 a fundamental set
of gauges on E1, and α : E → E1 a linear map. Then α is continuous if
and only if, for each γ ∈ Γ1, there exists η ∈ Γ and a constant c ∈ [0,∞[
such that
‖α(x)‖γ ≤ c‖x‖η for all x ∈ E.
If [0,∞[ Γ ⊆ Γ and α is continuous, then η and c can always be chosen
such that c = 1.
Proof. (a) Given x ∈ E, the map E → E, y 7→ x + y is a homeomor-
phism. Hence, if Γ is a fundamental system of gauges on E, then {Bγr (x) =
x+Bγr (0) : γ ∈ Γ, r ∈ ]0,∞[} is a basis for the filter of neighborhoods of x in E.
Similarly, so is {B
γ
r (x) = x+ B
γ
r (0) : γ ∈ Γ, r ∈ ]0,∞[}. Since B
γ/r
1 (x) = B
γ
r (x)
and B
γ/r
1 (x) = Br(x) for each γ ∈ Γ and r > 0, the final assertions follow.
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(b) As a consequence of (a), the map f is continuous at x if and only if
f−1(Bγr (f(x))) = {y ∈ X : ‖f(y)− f(x)‖γ < r} is a neighborhood of x, for each
γ ∈ Γ and r > 0. Hence the first assertion holds. It also follows from (a) that
f(xα)→ f(x) if and only if f(xα) ∈ Bγr (f(x)) eventually for all γ ∈ Γ and r > 0.
Since f(xα) ∈ B
γ
r (f(x)) if and only if ‖f(xα)− f(x)‖γ < r, the second assertion
follows.
(c) Suppose that, for each γ, a gauge η can be chosen as described. Then
α(Bηc−1r(0)) ⊆ B
γ
r (0) for each r > 0, entailing that α is continuous at 0 and hence
continuous. If α is continuous and γ is a gauge on E1, then U := α
−1(Bγ1 (0)) =
Bγ◦α1 (0) is a balanced open 0-neighborhood in E. There exists η ∈ Γ and r > 0
such that Bηr (0) ⊆ U . Applying Lemma 1.24 to γ ◦ α and η, we obtain γ ◦ α ≤
r−1|a|−1η = cη with c := r−1|a|−1. ✷
Definition 1.28 In the situation of Lemma 1.27 (c), we set
‖α‖γ,η := min{c ≥ 0: ‖α(x)‖γ ≤ c‖x‖η for all x ∈ E} .
Note that the triangle inequality need not hold for gauges. The following lemma
provides a certain substitute.
Lemma 1.29 If E is a topological vector space over a valued field K and U, V ⊆
E are balanced open 0-neighborhoods such that V + V ⊆ U , then
µU (x+ y) ≤ max{µV (x), µV (y)} for all x, y ∈ E. (7)
As a consequence, for each gauge ‖.‖γ on E, there is a gauge ‖.‖η on E such that
‖x+ y‖γ ≤ max{‖x‖η, ‖y‖η} for all x, y ∈ E. (8)
Proof. Let x, y ∈ E. Given ε > 0, there exists t ∈ K× such that |t| ≤ µV (x) + ε
and x ∈ tV , and s ∈ K× such that |s| ≤ µV (y) + ε and y ∈ sV . Assume that
|s| ≤ |t| (the case |s| > |t| is similar). Then x, y ∈ tV and thus x+ y ∈ tV + tV =
t(V + V ) ⊆ tU , entailing that µU (x + y) ≤ |t| ≤ max{µV (x), µV (y)} + ε. As
ε > 0 was arbitrary, (7) follows.
Given γ, by Remark 1.25 there exists U such that γ ≤ µU . Choosing V as
before we then have (8) with η := µV . ✷
Recall that a subset B ⊆ E of a topological vector space E over a valued field K
is called bounded if, for each 0-neighborhood U ⊆ E, there exists t ∈ K× such
that B ⊆ tU .
Definition 1.30 If E and F are topological vector spaces over a valued field K,
we equip the space L(E,F ) of continuousK-linear mapsE → F with the topology
of uniform convergence on bounded subsets of E. Thus, we equip L(E,F ) with
the unique vector topology which has the sets
[B,U ] := {α ∈ L(E,F ) : α(B) ⊆ U}
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as a filter basis of 0-neighborhoods, where B ranges through the bounded subsets
of E and U through the 0-neighborhoods of F (it easily follows from [4, Ch. I,
§ 1, no. 5, Prop. 4] that such a vector topology exists). As usual, we abbreviate
L(E) := L(E,E) and set
GL(E) := L(E)× := {α ∈ L(E) : ∃β ∈ L(E) s.t. α ◦ β = β ◦ α = idE} .
Remark 1.31 Note that the gauges
‖.‖γ,B : L(E,F )→ [0,∞[ , ‖α‖γ,B := sup{‖α(x)‖γ : x ∈ B}
define the vector topology on L(E,F ), for B and γ ranging through the bounded
subsets of E and the gauges on F , respectively. If F is polynormed (resp., locally
convex), then also L(E,F ) is polynormed (resp., locally convex), because ‖.‖γ,B
is a seminorm (resp., an ultrametric seminorm) if so is γ. If (E, ‖.‖E) is normed
and F is polynormed, then the vector topology on L(E,F ) arises from the family
of continuous seminorms ‖.‖γ : L(E,F )→ [0,∞[ defined for α ∈ L(E,F ) via
‖α‖γ := sup{‖α(v)‖γ · ‖v‖
−1
E : 0 6= v ∈ E} ∈ [0,∞[ (9)
where γ ranges through the continuous seminorms on F (see Lemma 1.32 below;
cf. also [33, note on p. 59]). By definition, we have
‖α(x)‖γ ≤ ‖α‖γ‖x‖E for all x ∈ E. (10)
If both (E, ‖.‖E) and (F, ‖.‖F ) are normed, then L(E,F ) is normable; its vector
topology arises from the operator norm ‖.‖ := ‖.‖γ defined in (9), with γ := ‖.‖F .
It is easy to see that the operator norm ‖.‖ is ultrametric if the norm ‖.‖F is
ultrametric. If F is a Banach space here, then also L(E,F ) is complete and
hence a Banach space (this can be shown as in the real case). It easily follows
from the definition of the operator norm on L(E) that ‖α ◦β‖ ≤ ‖α‖ · ‖β‖ for all
α, β ∈ L(E).
The following observation is occasionally useful.
Lemma 1.32 Let α : E → F be a linear map, γ be a gauge on F and η be a
gauge on E such that
‖α‖γ,B := sup{‖α.v‖γ : v ∈ B} <∞ ,
where B := Bη1 (0). Then
‖α‖γ,B ≤ ‖α‖γ,η ≤ |a|
−1‖α‖γ,B (11)
for each a ∈ K× such that |a| < 1. If |K×| is dense in [0,∞[, then ‖α‖γ,B =
‖α‖γ,η.
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Proof. For each x ∈ B, we have ‖α(x)‖γ ≤ ‖α‖γ,η‖x‖η ≤ ‖α‖γ,η and thus
‖α‖γ,B := sup{α(x)‖γ : x ∈ B} ≤ ‖α‖γ,η. Hence the first half of (11) holds. To
prove the second, let r > ‖α‖γ,B. Then α(B) ⊆ Bγr (0) and thus B ⊆ B
γ◦α
r (0).
Then γ ◦ α ≤ r−1|a|−1η, by Lemma 1.24, entailing that ‖α‖γ,η ≤ r|a|−1. Let-
ting r → ‖α‖γ,B, the second half of (11) follows. The other assertions are now
immediate. ✷
Note that the notation ‖.‖γ,B is abused in Lemma 1.32 for a set B which need
not be bounded (unless E is normed).
If E is a Banach space, then GL(E) is open in L(E) and is a topological group.
Proposition 1.33 If (E, ‖.‖) is a Banach space, then GL(E) is open in L(E)
and the inversion map ι : GL(E)→ GL(E), ι(α) := α−1 is continuous. For each
α ∈ L(E) with operator norm ‖α‖ < 1, we have idE −α ∈ GL(E),
(idE −α)
−1 =
∞∑
k=0
αk , (12)
and
‖(idE −α)
−1‖ ≤
1
1− ‖α‖
. (13)
If K is an ultrametric here and the norm ‖.‖ on E is ultrametric, then the set
Ω := {idE −α : α ∈ L(E) such that ‖α‖ < 1}
is an open subgroup of GL(E) and each α ∈ Ω is an isometry. As a consequence,
in the ultrametric case also the set
Iso(E) := {α ∈ GL(E) : (∀u ∈ E) ‖α(u)‖ = ‖u‖}
of surjective linear isometries is an open subgroup of GL(E).
Proof. Since ‖αk‖ ≤ ‖α‖k and L(E) is complete, the Neumann series
∑∞
k=0 α
k
converges for all α ∈ L(E) such that ‖α‖ < 1. Then (idE −α)
∑∞
k=0 α
k = idE =(∑∞
k=0 α
k
)
(idE −α), showing that (12) holds. The convergence of the Neumann
series being uniform on the set {α ∈ L(E) : ‖α‖ < 12}, we see that ι is continuous
on an identity neighborhood and hence continuous (since GL(E) is a topological
monoid). The calculation
‖(idE −α)
−1‖ =
∥∥∥ ∞∑
k=0
αk
∥∥∥ ≤ ∞∑
k=0
‖α‖k =
1
1− ‖α‖
establishes (11). In the ultrametric case, given α ∈ L(E) with ‖α‖ < 1 we have
‖α(x)‖ < ‖x‖ and hence ‖(idE −α).x‖ = ‖x‖ for all 0 6= x ∈ E, whence idE −α
is an isometry. Furthermore, idE −α is invertible by the preceding, with inverse
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(idE −α)−1 = idE −(−
∑∞
k=1 α
k) ∈ Ω as ‖−
∑∞
k=1 α
k‖ ≤ max{‖αk‖ : k ∈ N} < 1.
Given idE −α, idE −β ∈ Ω, we have (idE −α)◦ (idE −β) = idE −(α+β−α◦β) ∈
Ω. Thus Ω is an open subgroup of GL(E). Since Ω ⊆ Iso(E), also Iso(E) is an
open subgroup. ✷
Actually, GL(E) is a Lie group, by [14, Proposition 2.2].
Lemma 1.34 Let E1, E2 and F be topological vector spaces over a valued field
and λ : E1 → E2 be a continuous linear map. Then the mappings
L(λ, F ) : L(E2, F )→ L(E1, F ) , α 7→ α ◦ λ
and
L(F, λ) : L(F,E1)→ L(F,E2) , α 7→ λ ◦ α
are continuous and linear.
Proof. Clearly both maps are linear. If B ⊆ E1 is a bounded set and U ⊆ F a
0-neighborhood, then λ(B) ⊆ E2 is bounded and L(λ, F )(⌊λ(B), U⌋) ⊆ ⌊B,U⌋.
Hence L(λ, F ) is continuous at 0 and hence continuous.
If B ⊆ F is bounded and U ⊆ E2 a 0-neighborhood, then λ
−1(U) is a 0-
neighborhood in E1 and L(F, λ)(⌊B, λ−1(U)⌋) ⊆ ⌊B,U⌋. Hence L(F, λ) is con-
tinuous at 0 and hence continuous. ✷
2 Lipschitz continuous and Lipschitz differentiable
mappings
In this section, we set up our terminology and prove basic facts concerning Lip-
schitz conditions, Lipschitz continuity and Lipschitz differentiability.
Lipschitz conditions and Lipschitz continuity
We first consider functions between normed spaces that satisfy a global Lipschitz
condition.
Definition 2.1 Let E and F be normed spaces over a valued field K and U ⊆ E
be a subset. We say that a map f : U → F is Lipschitz if there exists L ∈ [0,∞[
such that
‖f(x)− f(y)‖ ≤ L ‖x− y‖ for all x, y ∈ U . (14)
In this case, we define
Lip(f) := sup
{
‖f(x)− f(y)‖
‖x− y‖
: x, y ∈ U , x 6= y
}
∈ [0,∞[ . (15)
Thus Lip(f) is the smallest possible choice for the Lipschitz constant L.
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Lemma 2.2 Let E and F be normed spaces over a valued field K, U ⊆ E be
a subset with dense interior, and f : U → E be a mapping which is C1 and
Lipschitz. Then ‖f ′(x)‖ ≤ Lip(f) for each x ∈ U .
Proof. Given x ∈ U0 and y ∈ E, we have
‖f ′(x).y‖ = lim
t→0
‖t−1(f(x+ ty)− f(x))‖ = lim
t→0
|t|−1‖f(x+ ty)− f(x)‖
≤ Lip(f)‖y‖
because ‖f(x + ty) − f(x)‖ ≤ Lip(f)‖ty‖ = |t|Lip(f)‖y‖. Hence ‖f ′(x).y‖ =
‖df(x, y)‖ ≤ Lip(f)‖y‖ for all x ∈ U , because df is continuous and U0 is dense
in U . As a consequence, ‖f ′(x)‖ = sup{‖f ′(x).y‖/‖y‖ : 0 6= y ∈ E} ≤ Lip(f). ✷
While the Lipschitz maps just introduced satisfy a quite restrictive condition,
we shall use the term “Lipschitz continuity” for a much weaker property, which
amounts to a local Lipschitz condition in the case of mappings between normed
spaces.
Definition 2.3 Let E and F be topological vector spaces over a valued field K,
and U ⊆ E be a subset. A map f : U → F is called Lipschitz continuous if, for
every x0 ∈ U and gauge γ on F , there exists a gauge η on E and δ > 0 such that
‖f(y)− f(x)‖γ ≤ ‖y − x‖η for all x, y ∈ B
η
δ (x0) ∩ U .
After replacing η with a suitable multiple, we may always assume that δ = 1.
If U is open, we may also assume that Bηδ (x0) ⊆ U , whenever this is convenient.
Remark 2.4 For example, every continuous linear map is Lipschitz continuous,
by Lemma 1.27 (c).
Lemma 2.5 Let E, F and H be topological vector spaces over a valued field K,
U ⊆ E and V ⊆ F be subsets, and f : U → V ⊆ F and g : V → H be mappings.
Then the following holds:
(a) If f is Lipschitz continuous then f is continuous.
(b) If f and g are Lipschitz continuous, then g ◦ f is Lipschitz continuous.
(c) If U has dense interior and f is C1, then f is Lipschitz continuous.
(d) If f is Lipschitz continuous and both E and F are Banach spaces, then
every point x ∈ U has a neighborhood W in U such that f |W is Lipschitz.
Proof. (a) Given x0 ∈ U and a gauge γ on F , choose a gauge η on E and
δ ∈ ]0, 1] as in Definition 2.3. Then f(U ∩ Bηδ (x0)) ⊆ B
γ
δ (f(x0)) ⊆ B
γ
1 (f(x0)),
whence f is continuous at x0 by Lemma 1.27 (a).
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(b) Let x ∈ U . Given a gauge ζ on H , there exists a gauge γ on F and
θ > 0 such that ‖g(z) − g(y)‖ζ ≤ ‖z − y‖γ for all y, z ∈ V ∩ B
γ
θ (f(x)). There
exists a gauge η on E and δ ∈ ]0, θ] such that ‖f(z) − f(y)‖γ ≤ ‖z − y‖η for
all z, y ∈ U ∩ Bηδ (x). Then f(y) ∈ V ∩ B
γ
θ (f(x)) for all y ∈ B
η
δ (x) and thus
‖g(f(z))− g(f(y))‖ζ ≤ ‖f(z)− f(y)‖γ ≤ ‖z − y‖η for all z, y ∈ B
η
δ (x).
(c) We use the first order Taylor expansion
f(x+ ty)− f(x) = tdf(x, y) + tR1(x, y, t)
of the C1-map f : E ⊇ U → F (cf. [2, Theorem 5.1]). Here R1 : U [1] → F is a
continuous map and
R1(x, y, 1) = tR1(x, t
−1y, t) for t ∈ K× and (x, y) ∈ U × E such that x+ y ∈ U .
Fix x0 ∈ U . Let γ be a gauge on F . Pick a ∈ K× such that |a| < 1, and a
gauge η on F such that ‖u + v‖γ ≤ max{‖u‖η, ‖v‖η} for all u, v ∈ F . Since
df(x0, 0) = 0, using the continuity of df we find a gauge ζ on E such that
‖df(x, y)‖η ≤ |a| for all x ∈ B
ζ
1 (x0)∩U and y ∈ B
ζ
1(0), whence ‖df(x, y)‖η ≤ ‖y‖ζ
for all x ∈ Bζ1(x0) ∩ U and y ∈ E (cf. Lemma 1.32). Since R1(x0, 0, 0) =
0, we find a gauge σ on E and r ∈ ]0, 1] such that ‖R1(x, y, t)‖η ≤ 1 for all
x ∈ Bσr (x0), y ∈ B
σ
r (0) and t ∈ Br(0) ⊆ K such that (x, y, t) ∈ U
[1]; we
may assume that σ ≥ ζ. Let τ be a gauge on E such that τ ≥ |a|−1r−1σ
and ‖u + v‖σ ≤ max{‖u‖τ , ‖v‖τ} for all u, v ∈ E. Define δ :=
1
2r
2|a|. Given
x, y ∈ Bτδ (x0) ∩ U , set z := y − x. If ‖z‖σ > 0, there is k ∈ Z such that |a|
k+1 ≤
r−1‖z‖σ < |a|k. Then ‖a−kz‖σ < r and |ak| ≤ |a|−1r−1‖z‖σ ≤ |a|−1r−1δ < r,
whence ‖R1(x, z, 1)‖η = |ak| ‖R1(x, a−kz, ak)‖η ≤ |ak| ≤ |a|−1r−1‖z‖σ ≤ ‖z‖τ
and thus ‖f(y) − f(x)‖γ = ‖f(x + z) − f(x)‖γ = ‖df(x, z) + R1(x, z, 1)‖γ ≤
max
{
‖df(x, z)‖η, ‖R1(x, z, 1)‖η
}
≤ ‖z‖τ . Hence
‖f(y)− f(x)‖γ ≤ ‖y − x‖τ . (16)
If ‖z‖σ = 0, given ε > 0 pick t ∈ K× such that |t| < min{r, ε}. Then
‖df(x, z)‖η = 0 and ‖R1(x, z, 1)‖η = |t| ‖R1(x, t
−1z, t)‖η ≤ |t| ≤ ε, whence
‖R1(x, z, 1)‖η = 0 (as ε was arbitrary). Thus (16) also holds if ‖z‖σ = 0.
(d) Let ‖.‖E and ‖.‖F be the norms on the normed spacesE and F , respectively.
Given x0 ∈ U , by Lipschitz continuity there exists a neighborhood W ⊆ U of x0
and a gauge γ on E such that ‖f(z)− f(y)‖F ≤ ‖z− y‖γ for all z, y ∈ W . Since
{‖.‖E} is a fundamental system of gauges for E, Remark 1.26 provides L > 0
such that γ ≤ L‖.‖E. Thus ‖f(z)−f(y)‖F ≤ L‖z−y‖E for all z, y ∈W , showing
that f |W is Lipschitz. ✷
Lipschitz differentiable maps
We now strengthen the Ck-property by imposing Lipschitz continuity of the
extended difference quotient maps. The LCk-maps so obtained are valuable, for
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example, in the context of p-adic differential equations. They are also used in
[16] to study the parameter dependence of stable manifolds.
Definition 2.6 Let K be a valued field, E and F be topological K-vector spaces,
U ⊆ E be a subset with dense interior, and f : U → F be a mapping. Let
k ∈ N0∪{∞}. We say that f is k times Lipschitz differentiable (or an LC
k-map)
if f is Ck and f [j] : U [j] → F is Lipschitz continuous for all j ∈ N0 such that
j ≤ k (where f [0] := f).
Note that the Lipschitz continuity of f [j] is automatic for j < k, by Lemma 2.5 (c).
In particular, f is LC∞ if and only if f is C∞. Also note that LC0-maps are
precisely the Lipschitz continuous maps (on subsets with dense interior).
Proposition 2.7 Let K be a valued field, E, F and H be topological K-vector
spaces, U ⊆ E and V ⊆ F be subsets with dense interior, and f : U → V as well
as g : V → H be LCk-maps. Then also g ◦ f : U → H is LCk.
Proof. In [2], so-called “C0-concepts” were introduced, dealing (in particular)
with mappings between open subsets of Hausdorff topological vector spaces. As
mentioned before, this idea can directly be adapted to mappings between subsets
with dense interior (cf. also Appendix A). It is clear that Lipschitz continu-
ous maps between subsets with dense interior of Hausdorff topological K-vector
spaces define a C0-concept, and that LCk-maps are precisely the Ck-maps with
respect to this C0-concept. We now use that compositions of Ck-maps are always
Ck (cf. [2, Proposition 4.5]). ✷
Lemma 2.8 Let E and F be topological vector spaces over a complete valued
field K and f : U → F be an LC1-map on a subset U ⊆ E with dense interior.
Then the following holds:
(a) The map f ′ : U → L(E,F ), x 7→ f ′(x) = df(x, •) is Lipschitz continuous
and hence continuous.
(b) For each gauge γ on F and x ∈ U , there exists a gauge ξ on E such that
‖f ′(z)− f ′(y)‖γ,ξ ≤ ‖z − y‖ξ for all z, y ∈ B
ξ
1(x) ∩ U . (17)
Proof. (a) Given x ∈ U , let γ be a gauge on F and B ⊆ E be a bounded set.
Since f [1] is Lipschitz continuous, also its partial map df : U×E → F is Lipschitz
continuous. As a consequence, there exists a gauge η on E such that
‖df(z, v)− df(y, u)‖γ ≤ max{‖z − y‖η, ‖v − u‖η} (18)
for all (y, u), (z, v) ∈ (U ∩ Bη1 (x)) × B
η
1 (0). By boundedness of B, there exists
t ∈ K× such that tB ⊆ Bη1 (0). We may assume that |t| ≤ 1. Then also ζ := |t|
−1η
is a gauge on E. Given z, y ∈ U ∩ Bζ1(x) ⊆ B
η
1 (x) and u ∈ B, we then have
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‖f ′(z).u − f ′(y).u‖γ = |t−1| ‖f ′(z).tu − f ′(y).tu‖γ ≤ |t−1| ‖z − y‖η = ‖z − y‖ζ.
Hence ‖f ′(z) − f ′(y)‖γ,B ≤ ‖z − y‖ζ for all z, y ∈ U ∩ B
ζ
1(x). As the gauges
‖.‖γ,B form a fundamental system, we deduce that f ′ is Lipschitz continuous.
(b) Taking u = v in (18), we see that
‖df(z, u)− df(y, u)‖γ ≤ ‖z − y‖η (19)
for all z, y ∈ U ∩Bη1 (x) and all u ∈ B
η
1 (0). Pick a ∈ K
× such that |a| < 1. Then
(17) is satisfied with ξ := |a|−1η. This follows from (19) and Lemma 1.32. ✷
The following technical lemma will be needed when we consider families of con-
tractions of a Banach space and study differentiable dependence of fixed points
on parameters.
Lemma 2.9 Let K be a valued field, E and F be topological vector spaces over K
and f : U → F be an LC1-map on a subset U ⊆ E with dense interior. Let
x0 ∈ U , y0 ∈ E and γ be a gauge on F . Then there exists a gauge η on E with
the following property: For each ε > 0, there is δ > 0 such that
‖f [1](x, y1, t)− f
[1](x, y2, t)− f
′(x0).(y1 − y2)‖γ ≤ ε ‖y1 − y2‖η (20)
for all elements x ∈ Bηδ (x0) ∩ U , y1, y2 ∈ B
η
δ (y0) and t ∈ Bδ(0) ⊆ K satisfying
(x, y1, t), (x, y2, t) ∈ U [1].
Proof. We shall prove the following stronger assertion, from which the Lemma
readily follows by taking δ := min{ρ, εC }:
2.10 There exists a gauge η on E and ρ, C > 0 such that
‖f [1](x, y1, t)− f
[1](x, y2, t)− f
′(x0).(y1 − y2)‖γ
≤ C ·max
{
‖y1 − y0‖η, ‖y2 − y0‖η, ‖x− x0‖η, |t|
}
· ‖y1 − y2‖η (21)
for all elements x ∈ Bηρ (x0) ∩ U , y1, y2 ∈ B
η
ρ(y0) and t ∈ Bρ(0) ⊆ K satisfying
(x, y1, t), (x, y2, t) ∈ U [1].
Let ζ be a gauge on F such that ‖u+v‖γ ≤ max{‖u‖ζ, ‖v‖ζ}. Given any elements
x ∈ U , y1, y2 ∈ E and t ∈ K such that (x, y1, t), (x, y2, t) ∈ U
[1], we have
‖f [1](x, y1, t)− f
[1](x, y2, t)− f
′(x0).(y1 − y2)‖γ
= ‖f [1](x + ty2, y1 − y2, t)− f
′(x0).(y1 − y2)‖γ
= ‖f [1](x + ty2, y1 − y2, t)− f
′(x+ ty2).(y1 − y2)
+(f ′(x+ ty2)− f
′(x0)).(y1 − y2)‖γ
≤ max
{
‖f [1](x+ ty2, y1 − y2, t)− f
[1](x+ ty2, y1 − y2, 0)‖ζ,
‖(f ′(x+ ty2)− f
′(x0)).(y1 − y2)‖ζ
}
, (22)
using Lemma 1.12 to obtain the first equality.
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By Lemma 2.8 (b), there exists a gauge ξ on E such that
‖f ′(x1)− f
′(x2)‖ζ,ξ ≤ ‖x1 − x2‖ξ for all x1, x2 ∈ B
ξ
1(x0) ∩ U . (23)
There exists r ∈ ]0, 1] and a gauge κ on E such that ‖u+v‖ξ ≤ max{‖u‖κ, ‖v‖κ}
for all u, v ∈ E, and such that a + sb ∈ Bξ1(x0) for all a ∈ B
κ
r (x0), b ∈ B
κ
r (y0)
and s ∈ BKr (0). As κ is upper semicontinuous, after shrinking r we may assume
that κ(b) < κ(y0) + 1 =: C1 for all b ∈ Bκr (y0). Then
‖(f ′(x+ ty2)− f
′(x0)).(y1 − y2)‖ζ
≤ ‖f ′(x + ty2)− f
′(x0)‖ζ,ξ‖y1 − y2‖ξ
≤ ‖x− x0 + ty2‖ξ‖y1 − y2‖ξ
≤ max{‖x− x0‖κ, ‖y2‖κ|t|} · ‖y1 − y2‖κ
≤ C1max{‖x− x0‖κ, |t|} · ‖y1 − y2‖κ (24)
whenever x ∈ Bκr (x0), y2 ∈ B
κ
r (y0) and t ∈ B
K
r (0) in the above situation. Hence,
we have established estimates of the desired form for the second term in (22).
By Lipschitz continuity of f [1], there exists a gauge θ ≥ κ on E, L > 0 and
σ ∈ ]0, r] such that
‖f [1](x1, u1, t1)− f
[1](x2, u2, t2)‖ζ ≤ Lmax{‖x1 − x2‖θ, ‖u1 − u2‖θ, |t1 − t2|}
for all x1, x2 ∈ Bθσ(x0) ∩ U , u1, u2 ∈ B
θ
σ(0), and t1, t2 ∈ B
K
σ (0). We choose
a ∈ K× such that |a| < 1. There exists a gauge η on E and ρ ∈ ]0, σ] such that
‖u+ v‖θ ≤ max{‖u‖η, ‖v‖η} for all u, v ∈ E and
Bηρ(x0) +B
K
ρ (0)B
η
ρ (y0) ⊆ B
θ
σ(x0) . (25)
To see that η and ρ have the desired properties, let x, y1, y2 and t be as described
in 2.10. If ‖y1 − y2‖θ 6= 0, we let k ∈ N0 be the unique element such that
|a|k+1 ≤ ρ−1‖y1 − y2‖θ < |a|k. If ‖y1 − y2‖θ = 0, we let k ∈ N0 be arbitrary. In
either case, we abbreviate s := ak. Then |s| ≤ 1. Using the difference quotient
identity (3) from Lemma 1.13, we obtain the following estimates for the first term
in (22):
‖f [1](x + ty2, y1 − y2, t)− f
[1](x+ ty2, y1 − y2, 0)‖ζ
= |s| · ‖f [1](x+ ty2, s
−1(y1 − y2), st)− f
[1](x+ ty2, s
−1(y1 − y2), 0)‖ζ
≤ |s|L|st| = |s|2L|t| ≤ |s|2L = |a|2kL (26)
because ‖s−1(y1 − y2)‖θ < ρ by definition of s, and x+ ty2 ∈ Bθσ(x0) by (25). If
‖y1 − y2‖θ 6= 0, then
|a|2kL ≤ L|a|−2ρ−2‖y1 − y2‖
2
θ
≤ L|a|−2ρ−2max{‖y1 − y0‖η, ‖y2 − y0‖η} · ‖y1 − y2‖θ
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and thus
‖f [1](x + ty2, y1 − y2, t)− f
[1](x+ ty2, y1 − y2, 0)‖ζ
≤ C2max{‖y1 − y0‖η, ‖y2 − y0‖η} · ‖y1 − y2‖η (27)
with C2 := L|a|−2ρ−2. If ‖y1 − y2‖θ = 0, then k can be chosen arbitrarily large
in (26). Hence ‖f [1](x+ ty2, y1 − y2, t)− f [1](x+ ty2, y1 − y2, 0)‖ζ = 0, and thus
(27) also holds in this case. Since ρ ≤ r and η ≥ κ, we deduce from (24) and (27)
that (22) holds, with C := max{C1, C2}. ✷
3 Strictly differentiable mappings
In this section, we discuss a second class of maps which are k-times differentiable
in a stronger sense then mere Ck-maps, namely k times strictly differentiable
maps (SCk-maps). These SCk-maps resemble to some extent the familiar contin-
uously Fre´chet differentiable mappings between real Banach spaces (for example,
it is known that a map between real Banach spaces is once strictly differentiable
if and only if it is continuously Fre´chet differentiable, see [5]). The SCk-property
is weaker than the LCk-property, but yet sufficiently strong for many purposes.
For example, because mere C1-maps need not be approximated well enough by
their linearization around a given point, we shall not be able to prove inverse
function theorems for C1-maps in general (only for Ck-maps with k ≥ 2, or in
the presence of locally compactness). Strict differentiability, by contrast, pro-
vides exactly the quality of approximation needed to make the construction of
inverse functions work.
Definition of strictly differentiable maps
Before we define strictly differentiable maps in general, let us consider the simpler
special case of mappings between normed spaces.
Definition 3.1 Let K be a valued field, E and F be normed K-vector spaces,
U ⊆ E be a subset with dense interior, and f : U → F be a map. Given x ∈ U ,
we say that f is strictly differentiable at x if there exists a continuous linear map
f ′(x) ∈ L(E,F ) such that, for every ε > 0, there exists δ > 0 such that
‖f(z)− f(y)− f ′(x).(z − y)‖ < ε ‖z − y‖ (28)
for all y, z ∈ U such that ‖z − x‖ < δ and ‖y − x‖ < δ. The map f is called
strictly differentiable if it is strictly differentiable at each x ∈ U .
Remark 3.2 Clearly strict differentiability at x implies total differentiability
at x in the conventional sense (fixing z = x). But it is a stronger condition, as
we are even allowed to let two elements z and y pass to x simultaneously.
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Remark 3.3 It is illuminating to interpret strict differentiability in terms of
Lipschitz conditions. Writing f˜ : U → F , f˜(y) := f(y) − f(x) − f ′(x).(y − x),
we have f(y) = f(x) + f ′(x).(y − x) + f˜(y), i.e., f˜ is the remainder term of
the affine linear approximation (first order Taylor expansion) of f at x. Strict
differentiability at x means that, for each ε > 0, we can find δ > 0 such that
f˜ |Bδ(x)∩U is a Lipschitz map with Lip(f˜ |Bδ(x)∩U ) ≤ ε. To see this, note that the
left hand side of (28) can be written as ‖f˜(z)− f˜(y)‖.
We now state the appropriate generalization of Definition 3.1 for mappings be-
tween arbitrary topological vector spaces over valued fields.
Definition 3.4 Let K be a valued field, E and F be topological K-vector spaces,
U ⊆ E be a subset with dense interior, and f : U → F be a map. Given x ∈ U ,
we say that f is strictly differentiable at x if there exists a continuous linear map
f ′(x) ∈ L(E,F ) such that, for each gauge ‖.‖γ on F there exists a gauge ‖.‖η
on E with the following property: For each ε > 0, there exists δ > 0 such that
‖f(z)− f(y)− f ′(x).(z − y)‖γ < ε ‖z − y‖η (29)
for all y, z ∈ U such that ‖z − x‖η < δ and ‖y − x‖η < δ. The map f is called
strictly differentiable if it is strictly differentiable at each x ∈ U .
Lemma 3.5 f ′(x) is uniquely determined in the preceding situation.
Proof. Suppose that also α ∈ L(E,F ) satisfies the property of f ′(x). If α 6=
f ′(x), we find u ∈ E such that f ′(x).u 6= α(u), whence ‖α(u) − f ′(x).u‖ζ 6= 0
for some gauge ‖.‖ζ on F . By Lemma 1.29, there exists a gauge ‖.‖γ on F such
that ‖v + w‖ζ ≤ max{‖v‖γ , ‖w‖γ} for all v, w ∈ F . Choose a gauge ‖.‖η on E
as in Definition 3.4, which works for both f ′(x) and α. Pick ε > 0 such that
ε‖u‖η < ‖α(u) − f ′(x).u‖ζ and let δ > 0 be such that (29) and its analog with
α in place of f ′(x) hold. Since U0 is dense in E, we find y ∈ U0 ∩ Bηδ (0). By
openness of U0∩Bηδ (0), there exists t ∈ K
× such that y+ tu ∈ U0∩Bηδ (0). Then
|t| · ‖α(u)− f ′(x).u‖ζ = ‖α(tu)− f
′(x).tu‖ζ
≤ max{‖f(y + tu)− f(y)− f ′(x).tu)‖γ ,
‖f(y + tu)− f(y)− α(tu)‖γ}
≤ ε ‖tu‖η = |t| ε ‖u‖η
and thus ‖α(u)− f ′(x).u‖ζ ≤ ε‖u‖η, contradicting our choice of ε. ✷
Remark 3.6 Of course, equivalently we can use gauges in any given fundamental
systems ΓE and ΓF of gauges for E and F in Definition 3.4. In particular, if E
(resp., F ) is polynormed, we may replace ‖.‖η (resp., ‖.‖γ) in the definition by
a continuous seminorm. If (E, ‖.‖E) is a normed space, we can always take
‖.‖η = ‖.‖E, and if (F, ‖.‖F ) is normed, we only need to test the condition for
‖.‖γ = ‖.‖F .
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Strictly differentiable maps are C1
We now verify that strict differentiability is a stronger differentiability property
than being C1.
A simple lemma by Bourbaki and Dieudonne´ [7] (see also [9, Exercise 3.2A (b)])
will be useful:
Lemma 3.7 Let X be a topological space, X0 ⊆ X be a dense subset and
f : X0 → Y be a continuous map to a regular topological space Y . Then f has a
continuous extension to X if and only if f has a continuous extension to X0∪{x}
for each x ∈ X. ✷
Lemma 3.8 Let K be a valued field, E and F be topological K-vector spaces,
U ⊆ E be a subset with dense interior, and f : U → F be a strictly differentiable
map. Then f is C1, its strict differential is given by f ′(x) = df(x, •) for all
x ∈ U , and the map f ′ : U → L(E,F ), x 7→ f ′(x) is continuous.
Proof. f ′ is continuous at each x ∈ U . To see this, given x letB ⊆ E be bounded
and ‖.‖ζ be a gauge on F . Choose a gauge ‖.‖γ on F such that ‖u + v‖ζ ≤
max{‖u‖γ, ‖v‖γ} for all u, v ∈ F . Pick ‖.‖η as in Definition 3.4. The set B being
bounded, Mη := sup η(B) is finite. Given ε
′ > 0, set ε := ε′/(1 +Mη). Choose
δ > 0 such that (29) holds. Let y ∈ Bηδ (x) ∩ U be arbitrary; we show that
‖f ′(y)− f ′(x)‖ζ,B ≤ ε
′ (30)
(with notation as in Remark 1.31). By strict differentiability of f at y, there
exists a gauge ξ ≥ η on E such that, for each ε′′ > 0, there exists ρ > 0 such that
‖f(w)− f(v)− f ′(y).(w − v)‖γ ≤ ε
′′‖w − v‖ξ
for all v, w ∈ Bξρ(y) ∩ U . We set Mξ := sup ξ(B) <∞ and choose ρ as before for
ε′′ := ε′/(Mξ + 1). There exists z ∈ B
η
δ (x) ∩ B
ξ
ρ(y) ∩ U
0, and t ∈ K× such that
z + tB ⊆ Bηδ (x) ∩B
ξ
ρ(y) ∩ U
0. For u ∈ B, we then have
‖f ′(y).u − f ′(x).u‖ζ = t
−1‖f ′(y).tu− f ′(x).tu‖ζ
≤ t−1max
{
‖f(z + tu)− f(z)− f ′(y).tu‖γ ,
‖f(z + tu)− f(z)− f ′(x).tu‖γ
}
≤ t−1max
{
ε′′‖tu‖ξ, ε‖tu‖η
}
≤ max
{
ε′′Mξ, εMη
}
≤ ε′ .
Hence (30) holds. The continuity of f ′ at x follows.
f is C1
K
. Note first that f is continuous. In fact, given x ∈ U and a gauge ζ on F ,
we let γ be a gauge on F such that ‖y+ z‖ζ ≤ max{‖y‖γ, ‖z‖γ} for all y, z ∈ F .
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Choose a gauge ‖.‖η as in Definition 3.4. After replacing ‖.‖η by a larger gauge,
we may assume that ‖f ′(x).w‖γ ≤ ‖w‖η for all w ∈ E. Given ε > 0, there is
δ ∈ ]0,min{ε, 1}] such that (29) holds. Then
‖f(y)− f(x)‖ζ ≤ max{‖f(y)− f(x)− f
′(x).(y − x)‖γ , ‖f
′(x).(y − x)‖γ}
≤ max{ε‖y − x‖η, ‖y − x‖η} ≤ ε
for all y ∈ Bηδ (x) ∩ U . We deduce that f is continuous.
Next, let W := {(x, y, t) ∈ U [1] : t 6= 0}. Define g : U [1] → F via g(x, y, t) :=
1
t (f(x + ty) − f(x)) for (x, y, t) ∈ W , while we set g(x, y, 0) := f
′(x).y for
(x, y) ∈ U × E. Then g|W is continuous since f is continuous. Hence, by
Lemma 3.7, g will be continuous if we can show that g(xα, yα, tα) → g(x, y, 0),
for each net ((xα, yα, tα))α∈I in W which converges to some (x, y, 0) ∈ U [1]. To
this end, given a gauge ‖.‖ζ on F let ‖.‖γ be a gauge on F such that ‖y+ z‖ζ ≤
max{‖y‖γ, ‖z‖γ}. Let ‖.‖η be a gauge on E as in Definition 3.4. After replac-
ing ‖.‖η by a larger gauge if necessary, we may assume that ‖f
′(x).w‖γ ≤ ‖w‖η
for all w ∈ E. Given ε > 0, let δ ∈ ]0, ε] be such that (29) holds. Since xα → x
and xα + tαyα → x, we have xα ∈ U ∩ B
η
δ (x) and xα + tαyα ∈ U ∩ B
η
δ (x) even-
tually. Furthermore, ‖yα‖η ≤ ‖y‖η + 1 and ‖yα− y‖η ≤ ε eventually, as yα → y.
For any such α, we obtain
‖g(xα, yα, tα)− g(x, y, 0)‖ζ
=
∥∥∥∥f(xα + tαyα)− f(xα)tα − f ′(x).y
∥∥∥∥
ζ
≤ max
{ 1
|tα|
‖f(xα + tαyα)− f(xα)− f
′(x).tαyα‖γ , ‖f
′(x).(yα − y)‖γ
}
≤ max{ε‖yα‖η, ‖yα − y‖η} ≤ ε(‖y‖η + 1) ,
which can be made arbitrarily small. Thus g(xα, yα, tα)→ g(x, y, 0) in F , which
completes the proof. ✷
LC1-maps are strictly differentiable
We now show that every Lipschitz differentiable map is strictly differentiable. As
a consequence, every C2-map is strictly differentiable.
Proposition 3.9 Let E and F be topological vector spaces over a valued field K
and f : U → F be an LC1-map on a subset U ⊆ E with dense interior. Then f
is SC1, with strict differential f ′(x) = df(x, •) at x ∈ U .
Proof. Let x0 ∈ U and ‖.‖γ be a gauge on F . Abbreviate f
′(x0) := df(x0, •).
Choose a gauge ‖.‖ζ on F such that ‖v+w‖γ ≤ max{‖v‖ζ, ‖w‖ζ} for all v, w ∈ F .
Then
‖f(z)− f(y)− f ′(x0).(z − y)‖γ ≤ max
{
‖f(z)− f(y)− f ′(y).(z − y)‖ζ ,
‖(f ′(y)− f ′(x0)).(z − y)‖ζ
}
. (31)
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The first order Taylor remainder R1 : U
[1] → F (as in the proof of Lemma 2.5 (c))
being Lipschitz continuous (cf. proof of Proposition 2.7 and [2, Theorem 5.1]),
there exists an open neighborhood V ⊆ U [1] of (x0, 0, 0), a gauge ‖.‖ξ on E and
L > 0 such that
‖R1(x1, y1, t1)−R1(x2, y2, t2)‖ζ
≤ Lmax{‖x1 − x2‖ξ, ‖y1 − y2‖ξ, |t1 − t2|} (32)
for all (x1, y1, t1), (x2, y2, t2) ∈ V . After replacing ξ by a larger gauge if necessary,
there exists r > 0 such that U [1]∩(Bξr(x0)×B
ξ
r(0)×B
K
r (0)) ⊆ V . After replacing
ξ with a larger gauge, by Lemma 2.8 (b) we may assume that
‖f ′(z)− f ′(y)‖ζ,ξ ≤ ‖z − y‖ξ for all z, y ∈ Bξr (x0).
There exists a gauge ‖.‖η on E such that ‖u + v‖ξ ≤ max{‖u‖η, ‖v‖η} for all
u, v ∈ E. Pick a ∈ K× such that |a| < 1. Given ε > 0, let ρ := min{1, r, ε}.
Choose δ ∈
]
0,min{ρ2|a|, |a|
2ερ2
L }
[
. For all z, y ∈ Bηδ (x0) ∩ U , we then have
‖(f ′(y)− f ′(x0)).(z − y)‖ζ ≤ ‖f
′(y)− f ′(x0)‖ζ,ξ‖z − y‖ξ
≤ ‖y − x0‖ξ‖z − y‖ξ ≤ ε‖z − y‖ξ ,
whence the second term of on the right hand side of (31) is no larger than ε. We
have ‖z − y‖ξ ≤ max{‖z − x0‖η, ‖y − x0‖η} < δ ≤ ρ. If ‖z − y‖ξ 6= 0, let k ∈ N0
be the unique element such that |a|k+1 ≤
‖z−y‖ξ
ρ < |a|
k. If ‖z − y‖ξ = 0, let
k ∈ N0 be arbitrary. Set t := ak. Then |t| ≤ |a|−1‖z − y‖ξ ρ−1 < |a|−1δρ−1 < ρ.
Hence
‖f(z)− f(y)− f ′(y).(z − y)‖ζ = ‖R1(y, z − y, 1)‖ζ = |t| ·
∥∥R1(y, z−yt , t)∥∥ζ
= |t| ·
∥∥R1(y, z−yt , t)−R1(y, z−yt , 0)∥∥ζ
≤ L|t|2 ,
by (32). If ‖z − y‖ξ 6= 0, then
L|t|2 ≤ L|a|−2ρ−2‖z − y‖2ξ ≤ L|a|
−2ρ−2‖z − y‖ξmax{‖z − x0‖η, ‖y − x0‖η}
≤ L|a|−2ρ−2δ‖z − y‖ξ ≤ ε‖z − y‖η .
If ‖z− y‖ξ = 0, then L|t|2 = L|a|2k, where k can be chosen arbitrarily large, and
thus ‖f(z)− f(y)− f ′(y).(z− y)‖ζ = 0 ≤ ε‖z− y‖η also in this case. Hence both
terms on the right hand side of (31) are ≤ ε‖z − y‖η, and thus
‖f(z)− f(y)− f ′(x0).(z − y)‖γ ≤ ε‖z − y‖η
for all y, z ∈ Bηδ (x0) ∩ U . Thus f is strictly differentiable at x0, with f
′(x0) as
before. ✷
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Corollary 3.10 Let E and F be topological vector spaces over a valued field and
f : U → F be a C2-map on a subset U ⊆ E with dense interior. Then f is LC1
and hence also SC1.
Proof. Applying Lemma 2.5 (c) to f and f [1], we find that f is LC1 and hence
SC1, by Proposition 3.9. ✷
Strictly differentiable maps on locally compact domains
For mappings on open subsets of finite-dimensional topological vector spaces
over locally compact topological fields, the preceding result can be strengthened:
such a map is C1 if and only if it is strictly differentiable. More generally, this
conclusion remains valid for mappings on locally compact domains.
Lemma 3.11 Let K be a locally compact field, E be a finite-dimensional K-
vector space, F be a topological K-vector space, U ⊆ E be a locally compact
subset with dense interior, and f : U → F be a map. Then f is C1 if and only if
f is strictly differentiable.
Proof. We already know that every strictly differentiable map is C1. Conversely,
assume that f is C1. Let |.| be an absolute value on K defining its topology,
‖.‖ be a norm on E, and 0 6= a ∈ K such that |a| < 1. Given x0 ∈ U , let
V ⊆ U be an open neighborhood of x0 with compact closure V ⊆ U . Define
a map f ′ : U → L(E,F ) via f ′(x) := df(x, •) = f [1](x, •, 0). Given a gauge
γ on F , choose gauges η and ζ on F such that ‖u + v‖γ ≤ ‖u‖η + ‖v‖η and
‖u1 + · · ·+ un‖η ≤
∑n
i=1 ‖ui‖ζ for all u, v, u1, . . . , un ∈ F , where n := dimK(E).
Given ε > 0, consider the continuous function
g : U [1] → F, g(x, y, t) := f [1](x, y, t)− f [1](x, y, 0) .
Then V × BE1
|a|
(0) × {0} ⊆ U × E × {0} ⊆ U [1] is a compact subset on which
g vanishes identically. Using a compactness argument, we find σ > 0 such that
‖g(x, y, t)‖η <
ε
2 for all (x, y, t) ∈ U
[1] ∩
(
V ×BE1
|a|
(0)×BKσ (0)
)
. Let e1, . . . , en be
a basis of E, and e∗1, . . . , e
∗
n ∈ E
′ be its dual basis.
Given α ∈ L(E,F ), for each v ∈ E we have ‖α(v)‖η = ‖
∑n
i=1 e
∗
i (v)α(ei)‖η ≤∑n
i=1 |e
∗
i (v)| · ‖α(ei)‖ζ ≤
∑n
i=1 ‖e
∗
i ‖ · ‖α(ei)‖ζ‖v‖. Thus
‖α‖η := sup{‖α(v)‖η/‖v‖ : 0 6= v ∈ E} ≤
n∑
i=1
‖e∗i ‖ · ‖α(ei)‖ζ (33)
for all α ∈ L(E,F ). Let i ∈ {1, . . . , n}. The map V → F , x 7→ df(x, ei) being
uniformly continuous, we find δi > 0 such that ‖df(y, ei) − df(x, ei)‖ζ <
ε
2n‖e∗i ‖
for all x, y ∈ V such that ‖x− y‖ < δi. Define δ :=
1
2 min{σ, δ1, . . . , δn}. By (33)
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and the choice of δi, we have ‖df(y, •)− df(x, •)‖η <
ε
2 for all x, y ∈ V such that
‖x− y‖ < 2δ.
Let x, y, z ∈ V be given such that y 6= z, ‖y − x‖ < δ, and ‖z − x‖ < δ.
There exists k ∈ Z such that |a|k+1 ≤ ‖z − y‖ < |a|k. We set s := ak+1. Then
‖ 1s (z − y)‖ <
1
|a| , |s| = |a|
k+1 ≤ ‖z − y‖ < 2δ ≤ σ, and ‖z − y‖ < 2δ. Thus
‖f(z)− f(y)− f ′(x).(z − y)‖γ
‖z − y‖
≤
‖f(z)− f(y)− f ′(y).(z − y)‖η
‖z − y‖
+
‖(f ′(y)− f ′(x)).(z − y)‖η
‖z − y‖
< |s|‖z−y‖ ·
∥∥ 1
s (f(z)− f(y))− f
′(y). 1s (z − y)
∥∥
η
+ ε2
≤
∥∥f [1] (y, 1s (z − y), s)− f [1] (y, 1s (z − y), 0)∥∥η + ε2
=
∥∥g (y, 1s (z − y), s)∥∥η + ε2 ≤ ε .
Hence f |V is strictly differentiable at each x ∈ V . As the proof shows, given γ
and ε we can even choose δ independently of x ∈ V . ✷
Also a variant of Lemma 3.11 involving parameters will be needed later.
Lemma 3.12 Let K be a locally compact topological field and |.| be an absolute
value on K defining its topology. Let E be a finite-dimensional normed K-vector
space, U ⊆ E be a locally compact subset with dense interior, F be a topological
K-vector space, and P be a topological space. Let f : P ×U → F be a continuous
map such that fp := f(p, •) : U → F is C1 for all p ∈ P , and such that the map
P × U [1] → F, (p, y) 7→ (fp)
[1](y)
is continuous. Let p ∈ P and u ∈ U be given. Then, for every ε > 0 and gauge
γ on F , there is a neighborhood Q of p in P and δ > 0 such that
‖fq(z)− fq(y)− f
′
q(u).(z − y)‖γ < ε‖z − y‖
for all q ∈ Q and y, z ∈ Bδ(u) ∩ U , where f ′q(u) := d(fq)(u, •).
Proof. Given ε > 0 and γ, let η and ζ be as in the preceding proof. Pick
0 6= a ∈ K such that |a| < 1. Let V ⊆ U be an open neighborhood of u with
compact closure V ⊆ U . Consider the continuous mapping
g : P × U [1] → F, g(q, x, y, t) := f [1]q (x, y, t)− f
[1]
q (x, y, 0) .
Then {p}×V ×BE1
|a|
(0)×{0} ⊆ P ×U ×E×{0} ⊆ P ×U [1] is a compact subset
on which g vanishes identically. Using a compactness argument, we find σ > 0
and a neighborhood P0 of p in P such that
‖g(q, x, y, t)‖η <
ε
2 for all (q, x, y, t) ∈ P0 ×
(
U [1] ∩ (V ×BE1
|a|
(0)×BKσ (0))
)
.
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Let e1, . . . , en be a basis of E, and e
∗
1, . . . , e
∗
n be its dual basis. Using the
compactness of V , we find a neighborhood Q ⊆ P0 of p and κ > 0 such that
‖dfq(z, ei) − dfq(y, ei)‖η <
ε
2n‖e∗i ‖
for all q ∈ Q, i ∈ {1, . . . , n}, and all y, z ∈ V
such that ‖z − y‖ < κ. Let δ := min{σ2 ,
κ
2 }. Re-using the estimates from the
proof of Lemma 3.11, we see that the current assertion holds for Q and δ. ✷
Recall that on a finite-dimensional vector space F over a topological field K, of
dimension n, there is a unique Hausdorff vector topology making F isomorphic
to the direct product Kn as a topological vector space. It is called the canonical
vector topology on F .
In the context of our current discussions, the following observation is useful.
Lemma 3.13 Let E and H be topological vector spaces over a valued field K,
and F be a finite-dimensional K-vector space, equipped with its canonical vector
topology. Let U ⊆ E and V ⊆ F be subsets with dense interior and f : U×V → H
be a C1-map. Then the map
U × V → L(F,H) , (x, y) 7→ f ′x(y) := df((x, y), (0, •))
is continuous.
Proof. Let e1, . . . , en be a basis of F and e
∗
1, . . . , e
∗
n ∈ F
′ be its dual basis,
determined by e∗i (ej) = δij . Then
f ′x(y).w =
n∑
j=1
e∗j(w) df(x, y, 0, ej) (34)
for all x ∈ U , y ∈ V and w ∈ F . The assertion can now easily be derived. In
fact, if ‖.‖γ is a gauge on H and B ⊆ F a bounded subset, choose a gauge ‖.‖ζ
on H such that ‖u1 + · · · + un‖γ ≤ max{‖uj‖ζ : j = 1, . . . , n}. Pick C ∈ ]0,∞[
such that
|e∗j (w)| ≤ C for all w ∈ B and j = 1, . . . , n. (35)
By continuity, for (x0, y0) ∈ U × V there exist neighborhoods U0 ⊆ U of x0 and
V0 ⊆ V of y0 such that
‖df(x, y, 0, ej)− df(x0, y0, 0, ej)‖ζ ≤
1
C
for all (x, y) ∈ U0 × V0. (36)
Combining (34), (35) and (36), we see that ‖(f ′x(y) − f
′
x0(y0)).w‖ζ ≤ 1 for all
(x, y) ∈ U0 × V0 and w ∈ B, and thus ‖f ′x(y) − f
′
x0(y0)‖ζ,B ≤ 1 (using the
notation from Remark 1.31). As a consequence, the map under consideration is
continuous at (x0, y0). ✷
Remark 3.14 In the situation of Lemma 3.12, we can achieve that furthermore
‖fq(z)− fq(y)− f
′
p(u).(z − y)‖γ < ε‖z − y‖
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for all q ∈ Q and y, z ∈ Bδ(u) ∩ U .
Indeed, given ε > 0 and a gauge ‖.‖γ on F , let ‖.‖ξ be a gauge on F such
that ‖u + v‖γ ≤ max{‖u‖ξ, ‖v‖ξ} for all u, v ∈ F . By Lemma 3.12, there is a
neighborhood Q of p in P and δ > 0 such that
‖fq(z)− fq(y)− f
′
q(u).(z − y)‖ξ < ε‖z − y‖
for all q ∈ Q and y, z ∈ Bδ(u) ∩ U . By Lemma 3.13, after shrinking Q we may
assume that ‖f ′q(u) − f
′
p(u)‖ξ,ν ≤ ε for all q ∈ Q, where ν := ‖.‖ is the norm
on F . Hence
‖fq(z)− fq(y)− f
′
p(u).(z − y)‖γ
≤ max
{
‖fq(z)− fq(y)− f
′
q(u).(z − y)‖ξ, ‖(f
′
q(u)− f
′
p(u)).(z − y)‖ξ
}
≤ max
{
ε‖z − y‖, ‖f ′q(u)− f
′
p(u)‖ξ,ν‖z − y‖
}
≤ ε‖z − y‖ .
Strict differentiability of higher order
We now define and discuss k times strictly differentiable mappings between sub-
sets of topological vector spaces over valued fields.
Definition 3.15 Let K be a valued field, E and F be topological K-vector
spaces, and U ⊆ E be a subset with dense interior. A map f : U → F is called an
SC0-map if it is continuous; it is called an SC1-map is it is strictly differentiable
(and hence C1 in particular). Inductively, having defined SCk-maps for some
k ∈ N (which are Ck in particular), we call f an SCk+1-map if it is an SCk-map
and the map f [k] : U [k] → F is SC1. The map f is SC∞ if it is an SCk-map for
all k ∈ N0.
Remark 3.16 In other words, f is SCk if and only if f is Ck and f [j] : U [j] → F
is strictly differentiable for all j ∈ N0 such that j < k. It follows from this and
Remark 1.7 that f is SCk if and only if f is SC1 and f [1] is SCk−1.
Remark 3.17 If f : E ⊇ U → F is Ck+1 in the preceding situation, then f is
an SCk-map. In fact, for every j ∈ N0 such that j < k, the map f [j] is Ck+1−j ,
where k + 1 − j ≥ 2. Thus f [j] is strictly differentiable, by Corollary 3.10. It is
also clear from the definitions that every LCk map is SCk, since every LC1-map
is SC1. Hence, the relations between the various differentiability properties can
be summarized as follows:
Ck+1 =⇒ LCk =⇒ SCk =⇒ Ck .
Remark 3.18 If K is a locally compact topological field, then a mapping from
an open subset of a finite-dimensional K-vector space to a topological K-vector
space is Ck if and only if it is an SCk-map, by a simple induction based on
Lemma 3.11 and Remark 3.16. The same conclusion holds for mappings on
locally compact subsets with dense interior.
30
Compositions of composable SCk-maps are SCk.
Proposition 3.19 Let K be a valued field, E, F and H be topological K-vector
spaces, and U ⊆ E, V ⊆ F be subsets with dense interior. Let k ∈ N0 ∪{∞} and
suppose that f : U → V ⊆ F and g : V → H are SCk. Then also g ◦ f : U → H
is SCk.
Proof. The case k = 0 is trivial. The case k = 1 can be shown as follows:
Given x ∈ U , let γ be a gauge on H . There exists a gauge ξ on H such that
‖u+ v‖γ ≤ ‖u‖ξ + ‖v‖ξ for all u, v ∈ H . By strict differentiability of g at f(x),
there exists a gauge ζ on F such that, for each ε > 0, there exists θ > 0 such
that
‖g(z)− g(y)− g′(f(x)).(z− y)‖ξ ≤ ε ‖z− y‖ζ for all y, z ∈ B
ζ
θ (f(x)) ∩ V . (37)
Let κ be a gauge on F such that ‖u + v‖ζ ≤ max{‖u‖κ, ‖v‖κ} for all u, v ∈ F .
After increasing κ if necessary, we may assume that ‖g′(f(x))‖ξ,κ ≤ 1, using the
notation from Definition 1.28. By strict differentiability of f at x and continuity
of f at x, there exists a gauge η on E such that, for each θ > 0, there exists δ > 0
such that
‖f(z)− f(y)− f ′(x).(z − y)‖κ ≤ θ ‖z − y‖η for all z, y ∈ B
η
δ (x) ∩ U . (38)
After increasing η, we may assume that ‖f ′(x)‖κ,η ≤ 1. Given ε > 0, choose θ ∈
]0,min{1, ε}] and δ ∈ ]0, θ[ such that (37) and (38) hold. Given y, z ∈ Bηδ (x)∩U ,
we have
‖f(z)− f(x)‖ζ ≤ max{‖f(z)− f(x)− f
′(x).(z − x)‖κ, ‖f
′(x).(z − x)‖κ}
≤ max{θ‖z − x‖η, ‖z − x‖η} < θ
and likewise ‖f(y)− f(x)‖ζ < θ. Hence
‖g(f(z))− g(f(y))− g′(f(x)).f ′(x).(z − y)‖γ
≤ ‖g(f(z))− g(f(y))− g′(f(x)).(f(z)− f(y))‖ξ
+ ‖g′(f(x)).(f(z)− f(y)− f ′(x).(z − y))‖ξ
≤ ε‖f(z)− f(y)‖ζ + ‖g
′(f(x))‖ξ,κ · ‖f(z)− f(y)− f
′(x).(z − y)‖κ
≤ ε‖f(z)− f(y)− f ′(x).(z − y)‖κ + ε‖f
′(x).(z − y)‖κ + θ‖z − y‖η
≤ εθ‖z − y‖η + ε‖z − y‖η + θ‖z − y‖η ≤ 3ε‖z − y‖η
Hence indeed g ◦ f is strictly differentiable at x, with differential (g ◦ f)′(x) =
g′(f(x)) ◦ f ′(x).
The case k ≥ 2. Let us call a map between subsets with dense interior of
Hausdorff topological K-vector spaces C0 if it is SC1. It is clear from the case
k = 1 that we obtain a C0-concept in the sense of [2] in this way (suitable adapted
to non-open sets, e.g. as in Appendix A). Furthermore, SCk+1-maps are precisely
the Ck-maps for this C0-concept, for each k ∈ N0 ∪ {∞}. The assertion therefore
reduces to the Chain Rule for Ck-maps (cf. [2, Proposition 4.5]). ✷
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4 Dependence of fixed points on parameters
We now study the dependence of fixed points of contractions on parameters.
In particular, we shall establish Ck-, SCk- and LCk-dependence under natural
hypotheses. These results will be used in Section 5 to prove generalizations of
the inverse- and implicit function theorems.
We recall the notion of a contraction.
Definition 4.1 A mapping f : X → Y between metric spaces (X, dX) and
(Y, dY ) is called a contraction if there exists θ ∈ [0, 1[ (a “contraction constant”)
such that
dY (f(x), f(y)) ≤ θ dX(x, y) for all x, y ∈ X .
Banach’s Contraction Theorem (see, e.g., [34, Appendix A]) is a paradigmatic
fixed point theorem for contractions. We recall it as a model for the slight
generalizations which we actually need for our purposes:
Lemma 4.2 Let (X, d) be a (non-empty) complete metric space and f : X → X
be a contraction, with contraction constant θ ∈ [0, 1[. Thus
d(f(x), f(y)) < θ d(x, y) for all x, y ∈ X.
Then f(p) = p for a unique point p ∈ X. Given any x0 ∈ X, we have
limn→∞ f
n(x0) = p. Furthermore, the a priori estimate
d(fn(x0), p) ≤
θn
1− θ
d(f(x0), x0)
holds, for each n ∈ N0. ✷
Unfortunately, we are not always in the situation of this theorem. But the simple
variants compiled in the next proposition are flexible enough for our purposes.
Proposition 4.3 Let (X, d) be a metric space, U ⊆ X be a subset and f : U → X
be a contraction, with contraction constant θ. Then the following holds:
(a) f has at most one fixed point.
(b) If x0 ∈ U is a point and n ∈ N0 such that fn+1(x0) is defined, then
d(fk+1(x0), f
k(x0)) ≤ θ
k d(f(x0), x0) (39)
for all k ∈ {0, . . . , n}, and d(fn+1(x0), x0) ≤
1−θn+1
1−θ d(f(x0), x0).
(c) If x0 ∈ U is a point such that fn(x0) is defined for all n ∈ N, then
(fn(x0))n∈N is a Cauchy sequence in U , and
d(fn+k(x0), f
n(x0)) ≤
θn(1− θk)
1− θ
d(f(x0), x0) for all n, k ∈ N0. (40)
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If (fn(x0))n∈N converges to some x ∈ U , then x is a fixed point of f , and
d(x, fn(x0)) ≤
θn
1− θ
d(f(x0), x) for all n ∈ N0. (41)
If fn(x0) is defined for all n ∈ N and f has a fixed point x, then fn(x)→ x
as n→∞.
(d) Assume that U = Br(x0) is a closed ball of radius r around a point x0 ∈ X,
and d(f(x0), x0) ≤ (1 − θ)r. Then fn(x0) is defined for all n ∈ N0. Hence
f has a fixed point inside Br(x0), provided X is complete. Likewise, f has
a fixed point in the open ball Br(x0) if X is complete, U = Br(x0), and
d(f(x0), x0) < (1− θ)r.
Proof. (a) If x, y ∈ U are fixed points of f , then d(x, y) = d(f(x), f(y)) ≤
θd(x, y), entailing that d(x, y) = 0 and thus x = y.
(b) For k = 0, the formula (39) is trivial. If k < n and d(fk+1(x0), f
k(x0)) ≤
θk d(f(x0), x0), then d(f
k+2(x0), f
k+1(x0)) = d(f(f
k+1(x0)), f(f
k(x0))) ≤
θ d(fk+1(x0), f
k(x0)) ≤ θk+1 d(f(x0), x0). Thus (39) holds in general.
Using the triangle inequality and the summation formula for the geometric
series, we obtain the estimates d(fn+1(x0), x0) ≤
∑n
k=0 d(f
k+1(x0), f
k(x0)) ≤∑n
k=0 θ
k d(f(x0), x0) =
1−θn+1
1−θ d(f(x0), x0), as asserted.
(c) Using both of the estimates from (b), obtain
d(fn+k(x0), f
n(x0)) ≤
1− θk
1− θ
d(fn+1(x0), f
n(x0)) ≤
1− θk
1− θ
θnd(f(x0), x0) .
Thus (40) holds, and thus (fn(x0))n∈N is a Cauchy sequence. If f
n(x0) → x
for some x ∈ U , then x = limn→∞ fn+1(x0) = f(limn→∞ fn(x0)) = f(x) by
continuity of f , whence indeed x is a fixed point of f . Letting now k → ∞ in
(40), we obtain (41).
To prove the final assertion, assume that f has a fixed point x and that fn(x0)
is defined for all n. We choose a completion X of X (with X ⊆ X) and let U be
the closure of U in X . Then f extends to a contraction U → X, which we also
denote by f . Since (fn(x0))n∈N is a Cauchy sequence in U and U is complete,
we deduce that fn(x0)→ y for some y ∈ U . Then both y and x are fixed points
of f and hence x = y.
(d) We show by induction that fn(x0) is defined for all n ∈ N. For n = 1, this
is trivial. If fn(x0) is defined, then
d(fn(x0), x0) ≤
1− θn
1− θ
d(f(x0), x0) ≤
1− θn
1− θ
(1− θ)r ≤ r
and thus fn(x0) ∈ Br(x0), whence also fn+1(x0) = f(fn(x0)) is defined. Then
fn(x0) ∈ Br(x0) for each n ∈ N. By (c), (fn(x0))n∈N is a Cauchy sequence. If
X is complete, then so is Br(x0) and thus (f
n(x0))n∈N converges to some point
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x ∈ Br(x0), which is a fixed point of f by (c). Finally, if U = Br(x0) and
d(f(x0), x0) < (1 − θ)r, there exists s ∈ ]0, r[ such that d(f(x0), x0) ≤ (1 − θ)s.
By the preceding, fn(x0) ∈ Bs(x0) ⊆ Br(x0) for all n ∈ N, and f has a fixed
point in Bs(x0) ⊆ Br(x0). ✷
We are interested in uniform families of contractions.
Definition 4.4 Let F be a Banach space over a valued field K, and U ⊆ F be
a subset. A family (fp)p∈P of mappings fp : U → F is called a uniform family
of contractions if there exists θ ∈ [0, 1[ (a “uniform contraction constant”) such
that
‖fp(x)− fp(y)‖ ≤ θ‖x− y‖ for all x, y ∈ U and p ∈ P .
If U is closed and each fp is a self-map of U here, then Banach’s Contraction
Theorem ensures that, for each p ∈ P , the map fp has a unique fixed point xp.
Our goal is to understand the dependence of xp on the parameter p. In partic-
ular, for P a subset of a topological K-vector space, we want to find conditions
ensuring that the map P → F , p 7→ xp is continuously differentiable. We discuss
dependence of fixed points on parameters in two steps.
Proposition 4.5 Let P be a topological space and F be a Banach space over a
valued field K. Let U ⊆ F be a subset with dense interior and f : P × U → F
be a map such that (fp)p∈P is a uniform family of contractions, where fp :=
f(p, •) : U → F . We assume that fp has a fixed point xp, for each p ∈ P .
Furthermore, we assume that U is open or f(P × U) ⊆ U (whence every fp is a
self-map of U). Then the following holds:
(a) If f is continuous, then also the map φ : P → F , φ(p) := xp is continuous.
(b) If P is a subset of a topological K-vector space E and f is Lipschitz con-
tinuous, then also φ is Lipschitz continuous.
(c) If P is a subset with dense interior of a topological K-vector space E and
f is SC1, then also φ is SC1.
(d) If P is a subset with dense interior of a topological K-vector space E and
f is C1, then also φ is C1.
Remark 4.6 We shall see that the differential of φ at p ∈ P is given by
φ′(p) = (idF −β2)
−1 ◦ β1 (42)
in the situation of Proposition 4.5 (c) and (d), where β1 := d1f(p, xp, •) :=
df(p, xp, •, 0) ∈ L(E,F ) and β2 := d2f(p, xp, •) := df(p, xp, 0, •) ∈ L(F ).
Proof. Let θ ∈ [0, 1[ be a uniform contraction constant for (fp)p∈P .
(a) If f is continuous, p ∈ P and ε > 0, we find a neighborhood Q ⊆ P
of p such that ‖xp − fq(xp)‖ ≤ (1 − θ)ε for all q ∈ Q. If f(P × U) ⊆ U , then
34
‖xp−xq‖ ≤
1
1−θ‖xp−fq(xp)‖ ≤ ε, by (41) in Proposition 4.3 (c). If U is open, we
may assume that Bε(xp) ⊆ U after shrinking ε. Then Proposition 4.3 (d) applies
to fq as a map Bε(xp) → E for each q ∈ Q, showing that fnq (xp) is defined for
each n ∈ N and xq = limn→∞ fnq (xp) ∈ Bε(xp), that is, ‖xp − xq‖ ≤ ε.
(b) Given s ∈ P , there exists a gauge γ on E and R,L > 0 such that
‖fp(x) − fq(y)‖ ≤ Lmax{‖p− q‖γ , ‖x− y‖} (43)
for all p, q ∈ P ∩ BγR(s) and x, y ∈ U ∩ B
F
2R(xs). Let η be a gauge on E such
that ‖u+ v‖γ ≤ max{‖u‖η, ‖v‖η} for all u, v ∈ E. If U is open, we assume that
B2R(xs) ⊆ U . Set r := min{(1 − θ)R, (1 − θ)R/L}. Given p ∈ P ∩ Bηr (s), we
have ‖fp(xs) − xs‖ = ‖fp(xs) − fs(xs)‖ ≤ L‖p − s‖γ ≤ (1 − θ)R by (43) and
hence xp ∈ BR(xs), by the proof of (a). Given p, q ∈ P ∩Bηr (s), we either have
‖p − q‖γ = 0; then ‖fq(xp) − xp‖ = ‖fq(xp) − fp(xp)‖ = 0 by (43), whence
fq(xp) = xp. Hence xq = xp, whence ‖xq − xp‖ = 0 and thus
‖xp − xq‖ ≤
L
1− θ
‖p− q‖γ (44)
in particular. Otherwise, 0 < ε := ‖p− q‖γ ≤ max{‖p− s‖η, ‖q − s‖η} < r and
‖fq(xp) − xp‖ = ‖fq(xp) − fp(xp)‖ ≤ L‖p − q‖γ = εL, by (43). If U is open,
then εL < εL/(1 − θ) ≤ rL/(1 − θ) ≤ R and thus BεL/(1−θ)(xp) ⊆ U . Hence
‖xp−xq‖ ≤ εL/(1− θ) = ‖p− q‖γL/(1− θ), by the proof of (a). Thus (44) holds
for all p, q ∈ P ∩Bηr (xs). We deduce that φ is Lipschitz continuous.
(c) Assume that f is strictly differentiable. Given s ∈ P , by strict differentia-
bility of f at (s, xs), there exists a gauge γ on E such that, for each ε > 0, there
exists δ > 0 such that
‖f(p, x)− f(q, y)− f ′(s, xs).(p− q, x− y)‖ ≤ ε max{‖p− q‖γ , ‖x− y‖} (45)
for all p, q ∈ P ∩Bγδ (s) and x, y ∈ U ∩B
F
δ (xs). Since f is strictly differentiable,
it is Lipschitz continuous, whence also φ is Lipschitz continuous, by (b). Hence,
after replacing γ by a larger gauge, we may assume that
‖xp − xq‖ ≤ ‖p− q‖γ for all p, q ∈ P ∩B
γ
1 (xs). (46)
Given ε > 0, choose δ ∈ ]0, 1] such that (45) holds. Taking q = s in (46), it
follows that xp ∈ U ∩BFδ (xs) for each p ∈ B
γ
δ (s).
It is useful to write f ′(s, xs)(u, v) = β1(u) + β2(v) in terms of the partial
differentials β1 := d1f(x, xs, •) : E → F and β2 := d2f(x, xs, •) : F → F . Then
‖β2‖ ≤ θ < 1 by Lemma 2.2. Abbreviate
R(p, q) := f(p, xp)− f(q, xq)− f
′(s, xs).(p− q, xp − xq)
for p, q ∈ P ∩Bγδ (s). Combining (45) and (46), we find that
‖R(p, q)‖ ≤ εmax{‖p− q‖γ , ‖xp − xq‖} ≤ ε‖p− q‖γ (47)
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for all p, q ∈ P ∩Bγδ (s). Now
xp − xq = f(p, xp)− f(q, xq) = f
′(s, xs).(p− q, xp − xq) +R(p, q)
= β1(p− q) + β2(xp − xq) +R(p, q)
and therefore xp − xq − (idF −β2)−1.β1(p − q) = (idF −β2)−1R(p, q), where
‖(idF −β2)−1R(p, q)‖ ≤ ‖(idF −β2)−1‖ ‖R(p, q)‖ ≤ ε(1 − θ)−1‖p − q‖γ , by (13)
in Proposition 1.33 and (47). We have shown that φ is strictly differentiable at s,
with the desired differential.
(d) Being C1, f is Lipschitz continuous, whence φ is Lipschitz continuous,
by (b). Thus φ]1[ is continuous. To see that φ is C1, it only remains to show
that, for all p0 ∈ P and q0 ∈ E, there exists an open neighborhood W ⊆ P
[1] of
(p0, q0, 0) and a continuous map g : W → F which extends the difference quotient
map φ]1[|W∩P ]1[ : W ∩ P
]1[ → F . Then φ]1[ has a continuous extension φ[1] to all
of P [1], by Lemma 3.7, and thus φ will be C1. Our strategy is the following: We
write
(fn+1p+tq(xp)− xp)/t =
n∑
k=0
(fk+1p+tq(xp)− f
k
p+tq(xp))/t (48)
for (p, q, t) in a suitable neighborhood W of (p0, q0, 0). For W sufficiently small,
the left hand side converges to
xp+tq−xp
t =
φ(p+tq)−φ(p)
t as n→∞. Furthermore,
we can achieve that each term on the right hand side extends continuously to all
of W , and that the series converges uniformly to a continuous function on W .
This will be our desired continuous extension g.
Let us carry this out in detail. Case 1. If f(P × U) ⊆ U , we set W0 := P [1].
Case 2. Otherwise, U is open, whence there exists ε > 0 such that B
F
2ε(xp0) ⊆ U .
Since f and φ are continuous and fp0(xp0 ) = xp0 , we find an open neighbor-
hood Q ⊆ P of p0 such that ‖xp − fq(xp)‖ ≤ (1 − θ)ε for all p, q ∈ Q. Then
fkq (xp) is defined for all k ∈ N0, f
k
q (xp) ∈ B
F
ε (xp), and xq ∈ B
F
ε (xp) (cf. proof
of (a)). In particular, xp ∈ B
F
ε (xp0). We now set W0 := Q
[1] and note that, if
(p, q, t) ∈ Q[1], then p, p+ tq ∈ Q, whence fkp+tq(xp) is defined for all k ∈ N0 and
limk→∞ f
k
p+tq(xp) = xp+tq (by the preceding considerations).
In either case, we define
h0 : W0 → F , h0(p, q, t) = f
[1](p, xp, q, 0, t)
and note that h0 is a continuous map such that
h0(p, q, t) = (fp+tq(xp)− fp(xp))/t = (fp+tq(xp)− xp)/t if t 6= 0. (49)
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For all k ∈ N and (p, q, t) ∈W0, we have
fk+1p+tq(xp)− f
k
p+tq(xp)
t
=
f
(
p+ tq, fk−1p+tq(xp) + t
fkp+tq(xp)−f
k−1
p+tq(xp)
t
)
− f(p+ tq, fk−1p+tq(xp))
t
= f [1]
(
p+ tq, fk−1p+tq(xp), 0,
fkp+tq(xp)− f
k−1
p+tq(xp)
t
, t
)
. (50)
Recursively, we define
hk : W0 → F , hk(p, q, t) := f
[1]
(
p+ tq, fk−1p+tq(xp), 0, hk−1(p, q, t), t
)
for k ∈ N. A simple induction based on (49) and (50) shows that the definition
of hk makes sense for each k ∈ N0, and that
hk(p, q, t) =
fk+1p+tq(xp)− f
k
p+tq(xp)
t
for all (p, q, t) ∈ W0 with t 6= 0. (51)
The function h0 : W0 → F , (p, q, t) 7→ f
[1](p, xp, q, 0, t) being continuous, we find
an open neighborhood W ⊆W0 of (p0, q0, 0) and C ∈ [0,∞[ such that
‖f [1](p, xp, q, 0, t)‖ ≤ C for all (p, q, t) ∈W .
For all (p, q, t) ∈ W such that t 6= 0, we have
‖fk+1p+tq(xp)− f
k
p+tq(xp)‖ = ‖f
k
p+tq(fp+tq(xp))− f
k
p+tq(xp)‖
≤ θk‖fp+tq(xp)− xp‖
= |t|θk ‖(fp+tq(xp)− fp(xp))/t‖
= |t|θk‖f [1](p, xp, q, 0, t)‖ ≤ |t|θ
kC .
Combining this with (51), for each k ∈ N0 we see that ‖hk(p, q, t)‖ ≤ θkC for all
(p, q, t) ∈W such that t 6= 0, and thus
‖hk(p, q, t)‖ ≤ θ
kC for all (p, q, t) ∈ W , (52)
because hk is continuous and W ∩ P ]1[ is dense in W . As a consequence,∑∞
k=0 ‖hk|W ‖∞ ≤
∑∞
k=0 θ
kC = 11−θC < ∞, whence the series
∑∞
k=0 hk|W of
bounded continuous functions converges uniformly and absolutely. Thus
g(p, q, t) :=
∞∑
k=0
hk(p, q, t)
exists for all (p, q, t) ∈ W , and g : W → F is continuous. It only remains to
observe that
fn+1p+tq(xp)− xp
t
=
n∑
k=0
fk+1p+tq(xp)− f
k
p+tq(xp)
t
=
n∑
k=0
hk(p, q, t)
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for all (p, q, t) ∈ W such that t 6= 0. Since the left hand side converges to xp+tq−xpt
and the right hand side converges to g(p, q, t), we obtain
φ(p+ tq)− φ(p)
t
=
∞∑
k=0
hk(p, q, t) = g(p, q, t) .
Thus g : W → F is a continuous map which extends φ]1[|W∩P ]1[ , as desired. This
completes the proof. ✷
We now state and prove the main result of this section.
Theorem 4.7 (Dependence of Fixed Points of Parameters) Let K be a
valued field, E be a topological K-vector space, and F be a Banach space over K.
Let P ⊆ E be a subset with dense interior, U ⊆ F be open, and f : P × U → F
be a continuous map such that fp := f(p, •) : U → F defines a uniform family
(fp)p∈P of contractions. Then the following holds:
(a) The set Q of all p ∈ P such that fp has a fixed point xp is open in P .
(b) If f is Ck for some k ∈ N0 ∪ {∞} (resp., SCk, resp., LCk), then also
φ : Q→ U , φ(p) := xp is Ck, SCk, resp., LCk.
Proof. Let θ ∈ [0, 1[ be a uniform contraction constant for (fp)p∈P .
(a) If p ∈ Q, there is r > 0 such that Br(xp) ⊆ U . There is a neighborhood
S ⊆ Q of p such that ‖fq(xp)− xp‖ = ‖fq(xp)− fp(xp)‖ ≤ (1− θ)r for all q ∈ S.
Now Proposition 4.3 (d) shows that fq has a fixed point xq in Br(xp), for each
q ∈ S. Thus S ⊆ Q and we deduce that Q is open.
(b) We may assume that k < ∞. The proof is by induction on k ∈ N0. The
case k = 0 is covered by Proposition 4.5 (a) and (b). Now assume that our
assertion holds for some k ∈ N0 and assume that f is Ck+1 (resp., SCk+1, resp.,
LCk+1). Then φ is Ck (resp., SCk, resp., LCk) by the induction hypothesis.
Furthermore, φ is C1 by Proposition 4.5 (d), and if f is SC1, then φ is SC1,
by Proposition 4.5 (c). If k = 0, this already completes the induction step for
continuously differentiable and for strictly differentiable maps. If f is Ck+1 or
SCk+1 with k ≥ 1 (whence f is LC1 in particular) or if k ∈ N0 and f is LCk+1,
it remains to show that φ[1] is Ck, SCk and LCk, respectively. It suffices to prove
that φ[1]|Z is Ck (resp., SCk, resp., LCk) for Z ranging through an open cover
of Q[1] (cf. [2, Lemma 4.9]). Because
φ[1](p, q, t) =
φ(p+ tq)− φ(p)
t
for (p, q, t) ∈ Q]1[, (53)
we observe first that φ[1] is Ck (resp., SCk, resp., LCk) on the open subset Q]1[
of Q[1]. Given (p0, q0) ∈ Q×E, let us find a description of φ[1] on a neighborhood
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of (p0, q0, 0) in Q
[1]. Given (p, q, t) ∈ Q]1[, we have
φ[1](p, q, t) =
φ(p+ tq)− φ(p)
t
=
f(p+ tq, φ(p+ tq))− f(p, φ(p))
t
=
f(p+ tq, φ(p) + tφ(p+tq)−φ(p)t )− f(p, φ(p))
t
and thus
φ[1](p, q, t) = f [1](p, φ(p), q, φ[1](p, q, t), t) (54)
for all (p, q, t) ∈ Q]1[. As both the left and right hand side of (54) make sense for
all (p, q, t) ∈ Q[1] and are continuous there, they coincide on all of Q[1].
Observe that (54) means that, for each parameter (p, q, t) ∈ Q[1], the element
φ[1](p, q, t) ∈ F is a fixed point of the function f [1](p, φ(p), q, •, t). We make this
more precise now and show that we are dealing with a Ck- (resp., SCk-, resp.,
LCk-) family of uniform contractions, which will enable us to deduce from the
induction hypothesis that φ[1] is Ck (resp., SCk, resp., LCk).
Abbreviate v0 := φ(p0) and w0 := φ
[1](p0, q0, 0). Because U
[1] is open in F×F×K
and (v0, w0, 0) ∈ U [1], there exist open neighborhoods V ⊆ U of v0, W ⊆ F of w0
and a 0-neighborhood S ⊆ K such that V ×W ×S ⊆ U [1] and thus V +SW ⊆ U .
Then P1 := (Q
[1]∩(Q×E×S))×V is a subset of E×E×K×F with dense interior,
W is an open subset of the Banach space F , and (p, v, q, w, t) ∈ (Q × U)[1] for
all (p, q, t, v, w) ∈ P1 ×W . We can therefore define a Ck-map (resp., SCk-map,
resp., LCk-map)
g : P1 ×W → F , g(p, q, t, v, w) := f
[1](p, v, q, w, t) . (55)
Choose ε ∈ ]0, 1−θ[. Because f is LC1, Lemma 2.9 entails that there exists s > 0
such that BFs (w0) ⊆W and an open neighborhood P2 ⊆ P1 of (p0, q0, 0, v0) such
that
‖f [1](p, v, q, w1, t)− f
[1](p, v, q, w2, t)− f
′
p0(v0).(w1 − w2)‖ ≤ ε‖w1 − w2‖ (56)
whenever (p, q, t, v, w1), (p, q, t, v, w2) ∈ P2 × B
F
s (w0). Since ‖f
′
p0(v0)‖ ≤ θ by
Lemma 2.2, (56) entails that
‖f [1](p, v, q, w1, t)− f
[1](p, v, q, w2, t)‖ ≤ (‖f
′
p0(v0)‖+ ε) · ‖w1 − w2‖
≤ (θ + ε) · ‖w1 − w2‖ (57)
whenever (p, q, t, v, w1), (p, q, t, v, w2) ∈ P2×BFs (w0). Since θ+ε < 1, we see that
the restriction of g to a map g : P2 × BFs (w0) → F is a uniform family of con-
tractions. The map g being Ck (resp., SCk, resp., LCk), we know by induction
that the set Q2 ⊆ P2 of all (p, q, t, v) ∈ P2 such that g(p, q, t, v, •) : BFs (w0) → F
has a fixed point ψ(p, q, t, v) is open in P2, and that the map ψ : Q2 → F so
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obtained is Ck (resp., SCk, resp., LCk). By continuity of φ and φ[1], there exists
an open neighborhood Z of (p0, q0, 0) in P
[1] such that (p, , q, t, φ(t)) ∈ Q2 for all
(p, q, t) ∈ Z, and φ[1](p, q, t) ∈ BFs (w0). Then (54) entails that
φ[1](p, q, t) = ψ(p, q, t, φ(p)) for all (p, q, t) ∈ Z,
whence φ[1]|Z is C
k (resp., SCk, resp., LCk). This completes the proof. ✷
5 Inverse and implicit function theorems
In this section, we prove inverse- and implicit function theorems for mappings
into Banach spaces over valued fields. In particular, we obtain the following
analog of the classical Inverse Function Theorem:
Theorem 5.1 (Inverse Function Theorem) Let E be a Banach space over
a valued field K and f : U → E be a mapping on an open subset U ⊆ E which
is Ck, SCk and LCk, respectively, where k ∈ N ∪ {∞}. In the Ck-case, we
require that k ≥ 2 or that K is locally compact and E has finite dimension. If
f ′(x) ∈ GL(E) for some x ∈ U , then there exists an open neighborhood V ⊆ U
of x such that f(V ) is open in E and f |V : V → f(V ) is a Ck-diffeomorphism
(resp., an SCk-diffeomorphism, resp., an LCk-diffeomorphism).
While the classical implicit function theorem deals with functions between real
Banach spaces, we can discuss implicit functions from arbitrary topological vector
spaces to Banach spaces:
Theorem 5.2 (Generalized Implicit Function Theorem) Let K be a val-
ued field, E be a topological K-vector space, F be a Banach space over K, and
f : U × V → F be a mapping, where U ⊆ E is a subset with dense interior and
V ⊆ F is open. We assume that f is Ck, SCk, respectively, LCk for some
k ∈ N ∪ {∞}. In the Ck-case, we require that k ≥ 2 or that K is locally compact
and F has finite dimension. Given x ∈ U , abbreviate fx := f(x, •) : V → F . If
f(x0, y0) = 0 for some (x0, y0) ∈ U × V and f ′x0(y0) ∈ GL(F ), then there exist
open neighborhoods U0 ⊆ U of x0 and V0 ⊆ V of y0 such that
{(x, y) ∈ U0 × V0 : f(x, y) = 0} = graphλ
for a map λ : U0 → V0 which is Ck, SCk, resp., LCk.
We shall deduce the Generalized Implicit Function Theorem from an “Inverse
Function Theorem with Parameters.” It is useful to get an idea of the main steps
of the proof (for SCk-maps, say) before we carry them out in detail.
Strategy of the proof. Since f ′x0(y0) ∈ GL(F ), where GL(F ) is open in L(F )
and the map U → L(F ), x 7→ f ′x(y0) is continuous, we see that f
′
x(y0) ∈ GL(F )
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for x close to x0. Then f
−1
x exists locally around fx(y0), by the Inverse Function
Theorem (Theorem 5.1). Now the essential point is that the map
(x, z) 7→ (fx)
−1(z) (58)
actually makes sense on a whole neighborhood U0×W of (x0, 0) in U ×F , and is
SCk there. This assertion is the main content of the “Inverse Function Theorem
with Parameters” just announced. Once we have this, the rest is easy: The map
λ : U0 → F , λ(x) := (fx)
−1(0)
is SCk, and f(x, λ(x)) = 0. ✷
Motivated by these considerations, we now proceed as follows: First, we formulate
and prove versions of the inverse function theorem which provide quantitative
information on the “size” of the domain of the local inverse f−1, and the size of
the images of balls (under f). These studies can be carried out under quite weak
hypotheses (for Lipschitz maps). They will enable us to see that the domain
of definition in (58) is a neighborhood. The second step, then, is the exact
formulation and proof of the Inverse Function Theorem with Parameters.
Lipschitz Inverse Function Theorems
We now prove a Lipschitz Inverse Function Theorem for self-maps of general
Banach spaces, and a variant for ultrametric Banach spaces. As a rule, inverse
function theorems are available in much stronger form in the ultrametric case.
This is a general phenomenon which we shall encounter repeatedly.
Theorem 5.3 (Lipschitz Inverse Function Theorem) Let (E, ‖.‖) be a Ba-
nach space over a valued field (K, |.|). Let r > 0, x ∈ E, and f : BEr (x) → E be
a mapping. We suppose that there exists A ∈ GL(E) := L(E)× such that
σ := sup
{
‖f(z)− f(y)−A.(z − y)‖
‖z − y‖
: y, z ∈ Br(x), y 6= z
}
<
1
‖A−1‖
. (59)
Then the following holds:
(a) f has open image and is a homeomorphism onto its image.
(b) The inverse map f−1 : f(Br(x)) → Br(x) is Lipschitz, with
Lip(f−1) ≤
1
‖A−1‖−1 − σ
. (60)
(c) Abbreviating a := ‖A−1‖−1 − σ > 0 and b := ‖A‖+ σ, we have
a‖z − y‖ ≤ ‖f(z)− f(y)‖ ≤ b‖z − y‖ for all y, z ∈ Br(x). (61)
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(d) The following estimates for the size of images of balls are available: For
every y ∈ Br(x) and s ∈ ]0, r − ‖y − x‖],
Bas(f(y)) ⊆ f(Bs(y)) ⊆ Bbs(f(y)) (62)
holds. In particular, Bar(f(x)) ⊆ f(Br(x)) ⊆ Bbr(f(x)).
Remark 5.4 Note that the condition (59) means that the remainder term
f˜ : Br(x)→ E, f˜(y) := f(y)− f(x)−A.(y − x)
in the affine-linear approximation f(y) = f(x) + A.(y − x) + f˜(y) is a Lipschitz
map, with Lip(f˜) = σ < ‖A−1‖−1.
Remark 5.5 To understand the constants in Theorem 5.3 better, we recall that
‖A−1‖−1 can be interpreted as a minimal distortion factor, in the following sense:
For each u ∈ E, we have ‖u‖ = ‖A−1.(A.u)‖ ≤ ‖A−1‖ · ‖A.u‖ and thus
‖A.u‖ ≥ ‖A−1‖−1‖u‖ for all u ∈ E. (63)
Thus A increases the norm of each element by a factor of at least ‖A−1‖−1.
Furthermore, ‖A−1‖−1 is maximal among such factors, as one verifies by going
backwards through the preceding lines. Similarly, since A−1Bs(0) ⊆ B‖A−1‖s(0)
and thus Bs(0) ⊆ A.B‖A−1‖s(0) for each s > 0, we find that
A.Bs(0) ⊇ B‖A−1‖−1s(0) for all s > 0. (64)
Remark 5.6 The proof of Theorem 5.3 also provides the following information.
Set α := a‖A−1‖ = 1 − σ‖A−1‖ ∈ ]0, 1] and β := 1 + σ‖A−1‖ ∈ [1, 2[. Then
β ≤ b‖A−1‖ and
α‖z − y‖ ≤ ‖A−1.f(z)−A−1.f(y)‖ ≤ β‖z − y‖ for all y, z ∈ Br(x). (65)
For every y ∈ Br(x) and s ∈ ]0, r − ‖y − x‖], we have
f(y) +A.Bαs(0) ⊆ f(Bs(y)) ⊆ f(y) +A.Bβs(0) . (66)
Here α, β → 1 as σ → 0.
Proof of Theorem 5.3. (c) Given y, z ∈ Br(x), we have
‖f(z)− f(y)‖ = ‖f(z)− f(y)−A.(z − y) +A.(z − y)‖
≤ ‖f(z)− f(y)−A.(z − y)‖+ ‖A.(z − y)‖
≤ (σ + ‖A‖)‖z − y‖ = b‖z − y‖
and
‖z − y‖ = ‖A−1.(f(z)− f(y)−A.(z − y))− (A−1.f(z)−A−1.f(y))‖
≤ ‖A−1‖ · ‖f(z)− f(y)−A.(z − y)‖+ ‖A−1.f(z)−A−1.f(y)‖
≤ σ‖A−1‖ · ‖z − y‖+ ‖A−1‖ · ‖f(z)− f(y)‖ ,
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whence (61) holds. Likewise, (65) from Remark 5.6 follows from
‖A−1.f(z)−A−1.f(y)‖ = ‖A−1.(f(z)− f(y)−A.(z − y)) + z − y‖
≤ ‖A−1‖ · ‖f(z)− f(y)−A.(z − y)‖+ ‖z − y‖
≤ (σ‖A−1‖+ 1)‖z − y‖ = β‖z − y‖
and
‖z − y‖ ≤ ‖A−1‖ · ‖f(z)− f(y)−A.(z − y)‖+ ‖A−1.f(z)−A−1.f(y)‖
≤ σ‖A−1‖ · ‖z − y‖+ ‖A−1.f(z)−A−1.f(y)‖ .
(b) As a consequence of (61), f is injective, a homeomorphism onto its image,
and Lip(f−1) ≤ a−1 = (‖A−1‖−1 − σ)−1.
(d) Suppose that y ∈ Br(x) and s ∈ ]0, r − ‖y − x‖]. By (61), we have
f(Bs(y)) ⊆ Bbs(f(y)), proving the second half of (62). The second half of (66)
can be shown similarly: By (65), we have A−1.f(Bs(y)) ⊆ A−1.f(y) + Bβs(0)
and thus f(Bs(y)) ⊆ f(y)+A.Bβs(0). We now show the first half of (66), namely
f(y) +A.Bαs(0) ⊆ f(Bs(y)) . (67)
Then also the first half of (62) will hold, as A.Bαs(0) ⊇ B‖A−1‖−1αs(0) = Bas(0)
by (64). To prove (67), let c ∈ f(y) +A.Bαs(0). There exists t ∈ ]0, 1[ such that
c ∈ f(y) +A.Btαs(0). For v ∈ Bst(y), we define
g(v) := v −A−1.(f(v)− c) .
Then g(v) ∈ Bst(y), because
‖g(v)− y‖ ≤ ‖v − y −A−1.f(v) +A−1.f(y)‖︸ ︷︷ ︸
≤‖A−1‖σ‖v−y‖≤‖A−1‖σst
+ ‖A−1.c−A−1.f(y)‖︸ ︷︷ ︸
≤tαs
≤ (‖A−1‖σ + α)st = st .
Thus g(Bst(y)) ⊆ Bst(y). The map g : Bst(y)→ Bst(y) is a contraction, since
‖g(v)− g(w)‖ = ‖v − w −A−1.(f(v) − f(w))‖
≤ ‖A−1‖ · ‖f(v)− f(w) −A.(v − w)‖
≤ σ · ‖A−1‖ · ‖v − w‖ (68)
for all v, w ∈ Bst(y), where σ‖A−1‖ < 1. By Banach’s Contraction Theorem
(Lemma 4.2), there exists a unique element v0 ∈ Bst(y) such that g(v0) = v0 and
hence f(v0) = c.
(a) We have already seen that f is a homeomorphism onto its image. As a
consequence of (d), the image of f is open. ✷
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Remark 5.7 Let E be a Banach space, U ⊆ E be an open subset, x ∈ U
and f : U → E be a map which is strictly differentiable at x (for example, an
SC1-map, LC1-map or C2-map). If f ′(x) ∈ GL(E), then the hypothesis of
Theorem 5.3 is satisfied on Br(x) for some r > 0, with A := f
′(x).
Stronger results are available for ultrametric Banach spaces. In this case, f
behaves like an affine-linear map, as far as the distortion of balls is concerned:
Theorem 5.8 (Ultrametric Lipschitz Inverse Function Theorem) Let
(E, ‖.‖) be an ultrametric Banach space over an ultrametric field (K, |.|). Let
r > 0, x ∈ E, and f : Br(x) → E be a mapping. We suppose that there exists
A ∈ GL(E) such that
σ := sup
{
‖f(z)− f(y)−A.(z − y)‖
‖z − y‖
: y, z ∈ Br(x), y 6= z
}
<
1
‖A−1‖
. (69)
Then the following holds:
(a) A−1 ◦ f : Br(x)→ E is an isometry onto an open subset of E.
(b) f is Lipschitz, with Lip(f) ≤ ‖A‖, and f−1 : f(Br(x)) → Br(x) is Lip-
schitz, with Lip(f−1) ≤ ‖A−1‖.
(c) For all y, z ∈ Br(x), we have
‖A−1‖−1 · ‖z − y‖ ≤ ‖f(z)− f(y)‖ ≤ ‖A‖ · ‖z − y‖ . (70)
(d) For each y ∈ Br(x) and s ∈ ]0, r], we have Bs(y) ⊆ Br(x) and
f(Bs(y)) = f(y) +A.Bs(0). (71)
Proof. (a) For all y, z ∈ Br(x) with y 6= z, we have
‖A−1.f(z)− A−1.f(y)− (z − y)‖ ≤ ‖A−1‖ · ‖f(z)− f(y)−A.(z − y)‖
< ‖z − y‖ ,
using (69) to obtain the final inequality. Hence, the norm ‖.‖ being ultrametric,
we must have ‖A−1.f(z)−A−1.f(y)‖ = ‖z−y‖. Thus A−1◦f is in fact isometric.
As a consequence of Theorem 5.3, A−1 ◦ f has open image.
(b) Since f = A ◦ (A−1 ◦ f) where A−1 ◦ f is an isometry, f is Lipschitz with
Lip(f) ≤ Lip(A) = ‖A‖. Likewise, f−1 = (A−1 ◦ f)−1 ◦A−1|f(Br(x)) is Lipschitz,
with Lip(f−1) ≤ Lip(A−1) = ‖A−1‖.
(c) is a mere reformulation of (b).
(d) If y ∈ Br(x) and s ∈ ]0, r], then Bs(y) ⊆ Br(y) = Br(x), as ‖.‖ is ultramet-
ric. The map A−1 ◦ f being isometric, we have f(Bs(y)) = A.(A−1 ◦ f)(Bs(y)) ⊆
A.Bs(A
−1.f(y)) = f(y) +A.Bs(0). If c ∈ f(y) +A.Bs(0) is given, define
g(z) := z −A−1.(f(z)− c) for z ∈ Bs(y).
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Then
‖g(z)− y‖ = ‖(z − y)− (A−1.f(z)−A−1.f(y)) +A−1.(c− f(y))‖
≤ max{‖z − y‖, ‖A−1.f(z)−A−1.f(y)‖, ‖A−1.(c− f(y))‖} < s
for z ∈ Bs(y), whence g(z) ∈ Bs(y). The map g : Bs(y)→ Bs(y) is a contraction,
by the calculation from (68). Recall that, the norm on E being ultrametric, the
open ball Bs(y) is also closed and therefore complete in the induced metric. By
Banach’s Contraction Theorem (Lemma 4.2), there is a unique element z0 ∈
Bs(y) such that g(z0) = z0 and thus f(z0) = c. ✷
The following consequence of Theorem 5.8 (a) and (d) is particularly useful.
Corollary 5.9 If A is an isometry in the situation of Theorem 5.8 (for exam-
ple, if A = idE), then f(Br(x)) = Br(f(x)) and f : Br(x) → Br(f(x)) is an
isometry. ✷
We are now in the position to formulate the first version of an inverse function
theorem with parameters. The result, and its proof, can be re-used later to prove
the corresponding results for Ck-maps, SCk-maps, and LCk-maps.
Theorem 5.10 (Lipschitz Inverse Function Theorem with Parameters)
Let (F, ‖.‖) be a Banach space over a valued field K, and P be a topological
space. Let r > 0, x ∈ F , and f : P × B → F be a continuous mapping, where
B := BFr (x). Given p ∈ P , we abbreviate fp := f(p, •) : B → F . We suppose
that there exists A ∈ GL(F ) such that
σ := sup
{
‖fp(z)− fp(y)−A.(z − y)‖
‖z − y‖
: p ∈ P , y, z ∈ B, y 6= z
}
<
1
‖A−1‖
.
(72)
Then the following holds:
(a) fp(B) is open in F and fp|B is a homeomorphism onto its image, for each
p ∈ P .
(b) The set W :=
⋃
p∈P {p}×fp(B) is open in P ×F , and the map ψ : W → F ,
ψ(p, z) := (fp|
fp(B)
B )
−1(z) is continuous.
(c) The map ξ : P × B → W , ξ(p, y) := (p, f(p, y)) is a homeomorphism, with
inverse given by ξ−1(p, z) = (p, ψ(p, z)).
If P is a subset of a topological K-vector space E here and f is Lipschitz continu-
ous, then also ψ, ξ, ξ−1 and each of the maps (fp|B)
−1 are Lipschitz continuous.
Proof. (a)–(c): By Theorem 5.3, applied to fp, the set fp(B) is open in F and
fp|B a homeomorphism onto its image. Define α := 1 − σ‖A−1‖. Let us show
openness of W and continuity of h. If (p, z) ∈ W , there exists y ∈ B such that
45
fp(y) = z. Let ε ∈ ]0, r − ‖y − x‖] be given. There is an open neighborhood Q
of p in P such that f(q, y) ∈ f(p, y)+A.Bαε
2
(0) for all q ∈ Q, by continuity of f .
Then, as a consequence of Remark 5.6, Equation (66),
fq(Bε(y)) ⊇ f(q, y) +A.Bαε(0) ⊇ f(p, y) +A.B αε2 (0) = z +A.B αε2 (0) .
By the preceding, Q×(z+A.B αε
2
(0)) ⊆W , whenceW is a neighborhood of (p, z).
Furthermore, ψ(q, z′) = (fq)
−1(z′) ∈ Bε(y) = Bε((fp)−1(z)) = Bε(ψ(p, z)) for
all (q, z′) in the neighborhood Q× (z+A.B αε
2
(0)) of (p, z). Thus W is open and
ψ is continuous. The assertions concerning ξ follow immediately.
Final assertions. Assume now that P is a subset of a topological K-vector
space E and f is Lipschitz continuous. We only need to show that ψ is Lip-
schitz continuous (the remaining assertions are then immediate). To this end, let
(p, z) ∈ W . Let y, ε and Q be as before. By continuity of f , after shrinking Q
and ε, we may assume that
‖A−1‖ · ‖fq(v)− fp(v)‖ ≤
1− θ
8
ε
2
for all q ∈ Q and v ∈ B ε
2
(y). (73)
Abbreviate θ := σ‖A−1‖ < 1. Our goal is to see that ψ is Lipschitz continuous
on the neighborhood Q × (z + AB(1−θ)ε/4(0)) of (p, z), where 1 − θ = α from
above. To achieve this, for each (q, c) in this neighborhood we interpret ψ(q, c) as
a fixed point of a suitable contraction g(q,c) and then apply Proposition 4.5 on the
Lipschitz continuous dependence of fixed points on parameters. The Lipschitz
continuous map
g : Q×
(
z +AB(1−θ)ε/4(0)
)
×B ε
2
(y)→ F , g(q, c, v) := v −A−1.(fq(v) − c)
will serve our purpose. Note first that for all (q, c) ∈ Q × (z + AB(1−θ)ε/4(0)),
the map g(q,c) := g(q, c, •) : B ε2 (y)→ F satisfies
‖g(q,c)(v)− g(q,c)(w)‖ = ‖g(q, c, v)− g(q, c, w)‖
= ‖A−1.fq(v)−A
−1.fq(w)− (v − w)‖
≤ ‖A−1‖ ‖fq(v) − fq(w) −A.(v − w)‖
≤ ‖A−1‖σ‖v − w‖ = θ‖v − w‖ ; (74)
we are thus dealing with a uniform family of contractions. Each g(q,c) is a self-map
of B ε
2
(y), because, for each v ∈ B ε
2
(y),
‖g(q, c, v)− y‖
= ‖g(q, c, v)− g(p, z, y)‖
≤ ‖g(q, c, v)− g(p, c, v)‖+ ‖g(p, c, v)− g(p, z, v)‖+ ‖g(p, z, v)− g(p, z, y)‖
≤ ‖A−1.(fq(v)− fp(v))‖ + ‖A
−1.(c− z)‖+ θ‖v − y‖
≤ 1−θ8
ε
2 +
(1−θ)ε
4 + θ
ε
2 ≤
ε
2 . (75)
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Here, we used (74) to pass to the penultimate line and then (73). By Banach’s
Contraction Theorem (Lemma 4.2) and Proposition 4.5, g(q,c) has a unique fixed
point φ(q, c) for each (q, c), and the map φ : Q × (z + AB(1−θ)ε/4(0)) → F is
Lipschitz continuous. But g(q,c)(v) = v if and only if fq(v) = c, i.e., if and only
if v = ψ(q, c). Thus φ(q, c) = ψ(q, c) and thus ψ is Lipschitz continuous on
Q× (z +AB(1−θ)ε/4(0)). ✷
Remark 5.11 Note that if ε′ ∈ [ ε2 , ε], q ∈ Q and c ∈ z + AB(1−θ)ε′/4(0), then
the calculation (75) shows that ‖g(q, c, v)− y‖ ≤ ε
′
2 . This will be useful later.
As an immediate consequence, we obtain an implicit function theorem.
Corollary 5.12 (Lipschitz Implicit Function Theorem) In the situation
of Theorem 5.10, let (p0, y0) ∈ P × B. Then there exists an open neighbor-
hood Q ⊆ P of p0 such that z0 := f(p0, y0) ∈ fp(B) for all p ∈ Q. The mapping
λ : Q→ B, λ(p) := ψ(p, z0) is continuous (resp., Lipschitz continuous if so is f),
satisfies λ(p0) = y0, and
{(p, y) ∈ Q×B : f(p, y) = z0} = graph (λ) .
Proof. Because W is an open neighborhood of (p0, z0) in P ×F , there exists an
open neighborhood Q of p0 in P such that Q×{z0} ⊆W . Then λ(p) := ψ(p, z0)
makes sense for all p ∈ Q. The rest is now obvious from Theorem 5.10. ✷
Inverse Function Theorem with Parameters
We are now in the position to formulate and prove our main result, an Inverse
Function Theorem with Parameters for various types of differentiable mappings.
Theorem 5.13 (Inverse Function Theorem with Parameters) Let K be a
valued field, k ∈ N∪ {∞}, E be a topological K-vector space, and F be a Banach
space over K. Let P0 ⊆ E be a subset with dense interior, U ⊆ F be open, and
f : P0 × U → F be a map. Assume that
(i) f is LCk, respectively, SCk; or:
(ii) f is Ck and k ≥ 2, or f is Ck, K is locally compact and F has finite
dimension.
Abbreviate fp := f(p, •) : U → F for p ∈ P0. Suppose that (p0, x0) ∈ P0 × U
is given such that f ′p0(x0) ∈ GL(F ). Then there exists an open neighborhood
P ⊆ P0 of p0 and r > 0 such that B := Br(x0) ⊆ U and the following holds:
(a) fp(B) is open in F , for each p ∈ P , and φp : B → fp(B), φp(x) := fp(x) =
f(p, x) is an LCk-diffeomorphism (resp., an SCk-diffeomorphism; resp., a
Ck-diffeomorphism).
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(b) W :=
⋃
p∈P ({p} × fp(B)) is open in P0 × F , and the map
ψ : W → B, ψ(p, z) := φ−1p (z)
is LCk (resp., SCk, resp., Ck). Furthermore, the map
ξ : P ×B →W, ξ(p, x) := (p, f(p, x))
is an LCk-diffeomorphism (resp., an SCk-diffeomorphism, resp., a Ck-
diffeomorphism), with inverse ξ−1(p, z) = (p, ψ(p, z)).
(c) P ×Bδ(fp0(x0)) ⊆W for some δ > 0.
In particular, for each p ∈ P there is a unique element λ(p) ∈ B such that
f(p, λ(p)) = f(p0, x0), and the map λ : P → B so obtained is LCk (resp., SCk,
resp., Ck).
Remark 5.14 Given α, β ∈ R such that 0 < α < 1 < β in the situation of
Theorem 5.13, one can furthermore achieve that
fp(x) +A.Bαs(0) ⊆ fp(Bs(x)) ⊆ fp(x) +A.Bβs(0) (76)
for all p ∈ Q, x ∈ B and s ∈ ]0, r − ‖x− x0‖].
Proof. Given α, β ∈ R such that 0 < α < 1 < β, define
τ := min
{
β−1
‖A−1‖ ,
1−α
‖A−1‖
}
< 1‖A−1‖ ,
where A := f ′p0(x0). Then 1 − τ‖A
−1‖ ≥ α and 1 + τ‖A−1‖ ≤ β. By strict
differentiability of f at (p0, x0) (resp., by Remark 3.14), there exists an open
neighborhood P ⊆ P0 of p0 and r > 0 such that B := Br(x) ⊆ U and
‖fp(z)− fp(y)− f
′
p0(x).(z − y)‖ ≤ τ ‖z − y‖ (77)
for all p ∈ P and y 6= z ∈ B. Hence
σ := sup
{
‖fp(z)− fp(y)− f ′p0(x0).(z − y)‖
‖z − y‖
: p ∈ P , z 6= y ∈ B
}
≤ τ <
1
‖A−1‖
. (78)
Thus Theorem 5.10 applies to f |P×B with A := f ′p0(x0), whence fp(B) is open
in F and φp := fp|
fq(B)
B a homeomorphism onto its image, for each p ∈ P ; the
set W :=
⋃
p∈P {p} × fp(B) is open in P0 × F ; the map ψ : W → B, ψ(p, z) :=
φ−1p (z) is continuous; and the mapping ξ : P ×B → W , ξ(p, y) := (p, f(p, y)) is a
homeomorphism, with inverse given by ξ−1(p, z) = (p, ψ(p, z)). In view of (78),
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Lemma 5.3 applies to fp|B, for all p ∈ P , whence (76) in Remark 5.14 holds.
Also (c) is easily established: we set δ := ‖A−1‖−1αr2 . After shrinking P , we may
assume that ‖f(p, x0)−f(p0, x0)‖ < δ for all p ∈ P . Then, using (76) with x := x0
and s := r, we get fp(B) ⊇ fp(x0) +A.Bαr(0) ⊇ B2δ(fp(x0)) ⊇ Bδ(fp0(x0)), for
all p ∈ P . Thus (c) holds.
(a) and (b): If can show that ψ is LCk (resp., SCk, resp., Ck), then clearly all
of the maps ψ, ξ, λ and φq will have the desired properties. Given (p, z) ∈ W ,
we let A := f ′p0(x0) as before and define y, θ, Q, ε and the map
g : Q×
(
z +AB(1−θ)ε/4(0)
)
×B ε
2
(y)→ F , g(q, c, v) := v −A−1.(fq(v)− c)
as in the proof of Theorem 5.10 (using now open balls instead of closed balls).
Because the arguments from the proof of Theorem 5.10 apply to the restriction
of g to Q×
(
z +AB(1−θ)ε′/4(0)
)
×B ε′
2
(y) for each ε′ ∈ [ ε2 , ε[ (see Remark 5.11),
we deduce that g(q, c, •) has a fixed point in B ε
2
(y), for each q ∈ Q and each
c ∈ z + AB(1−θ)ε/4(0). Repeating the arguments used in the proof of Theo-
rem 5.10, we see that (g(q, c, •))q,c is a uniform family of contractions for q ∈ Q,
c ∈ z + AB(1−θ)ε/4(0), and that ψ(q, c) is the unique fixed point of the contrac-
tion g(q, c, •) : B ε
2
(y)→ B ε
2
(y). Since g is LCk (resp., SCk, resp., Ck), Proposi-
tion 4.5 shows that ψ is LCk (resp., SCk, resp., Ck) on the open neighborhood
Q×
(
z +AB(1−θ)ε/4(0)
)
of (p, z) in W . This completes the proof. ✷
Remark 5.15 If f is C1 in the situation of Theorem 5.13 but K is not locally
compact or F is infinite-dimensional, then the conclusions of the theorem still
remain intact if we assume that (72) is satisfied by f with A := f ′p0(x0). This
ensures that we are in the situation of Theorem 5.10, and we can now complete
the proof (with α := 1−σ‖A−1‖ and β = 1+σ‖A−1‖) as before, noting that the
C1-dependence of fixed points on parameters established in Theorem 4.7 requires
neither local compactness of K nor finite-dimensionality of F .
The same reasoning shows that if f is Ck, SCk or LCk for some k ∈ N∪ {∞}
in the situation of the Lipschitz Inverse Function Theorem (Theorem 5.3), then
f−1 : f(Br(x))→ Br(x) is Ck (resp., SCk, resp., LCk).
Remark 5.16 Note that Theorem 5.13 subsumes as its final assertion the Gen-
eralized Implicit Function Theorem announced above (Theorem 5.2). Using a
singleton set of parameters, we also obtain the ordinary Inverse Function Theo-
rem (Theorem 5.1) as a special case.
For ultrametric Banach spaces, the Inverse Function Theorem with Parameters
attains a simpler form:
Theorem 5.17 Let (K, |.|) be an ultrametric field, k ∈ N∪{∞}, E be a topolog-
ical K-vector space, and F be an ultrametric Banach space over K. Let P0 ⊆ E
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be a subset with dense interior, U ⊆ F be open, and f : P0 × U → F be a map.
Assume that
(i) f is LCk, respectively, SCk; or:
(ii) f is Ck and k ≥ 2, or f is Ck, K is locally compact and F has finite
dimension.
Abbreviate fp := f(p, •) : U → F for p ∈ P0. Suppose that (p0, x0) ∈ P0 × U is
given such that A := f ′p0(x0) ∈ GL(F ). Then there exists an open neighborhood
P ⊆ P0 of p0 and r > 0 such that B := Br(x0) ⊆ U and the following holds:
(a) fp(B) = f(p0, x0) + A.Br(0) =: V , for each p ∈ P , and φp : B → V ,
φp(y) := f(p, y) is an LC
k-diffeomorphism (resp., an SCk-diffeomorphism,
resp., a Ck-diffeomorphism).
(b) fp(Bs(y)) = fp(y) +A.Bs(0) for all p ∈ P , y ∈ B and s ∈ ]0, r].
(c) The map ψ : P × V → B, ψ(p, v) := φ−1p (v) is LC
k, SCk, resp., Ck.
(d) ξ : P × B → P × V , ξ(p, y) := (p, f(p, y)) is an LCk-diffeomorphism
(resp., SCk-diffeomorphism, resp., Ck-diffeomorphism), with inverse given
by ξ−1(p, v) = (p, ψ(p, v)).
Proof. We let P and r be as in the proof of Theorem 5.13, choosing P so small
that
‖A−1.f(p, x0)−A
−1.f(p0, x0)‖ < r (79)
for all p ∈ P . Since (b) holds by Theorem 5.8 (d), taking s := r we deduce that
fp(Br(x0)) = fp(x0) +A.Br(0) = fp0(x0) + (fp(x0)− fp0(x0)) +A.Br(0)
= fp0(x0) +A.Br(0) =: V .
The final equality holds because fp(x0) − fp0(x0) ∈ A.Br(0) by (79) and Br(0)
is an additive subgroup of F . Thus (a) holds by Theorem 5.13 (a). Further-
more, W :=
⋃
p∈P {p} × fp(B) = P × V by (a), whence (c) and (d) hold by
Theorem 5.13 (b). ✷
A Appendix: C0-concepts
In this appendix, we describe a version of the notion of “C0-concept” introduced
in [2]. While only mappings between open sets were considered in [2], we now
define C0-concepts for mappings between subsets of topological vector spaces with
dense interior. In other respects, our C0-concepts are more restrictive than those
from [2]. In particular, we are working only with Hausdorff topological vector
spaces over Hausdorff topological fields, whereas suitable topologized modules
over suitable topologized rings provided the general framework in [2].
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Definition A.1 Let K be a (non-discrete, Hausdorff) topological field and E be
a class of (Hausdorff) topological K-vector spaces satisfying the following axioms:
(E1) K ∈ E and {0} ∈ E hold:
(E2) If E ∈ E and F is a topologicalK-vector space isomorphic to E, then F ∈ E ;
(E3) If E1, E2 ∈ E , then also E1 × E2 ∈ E (when equipped with the product
topology).
A C0-concept over K (with underlying class of topological vector spaces E) assigns
a set C0(U, V ) ⊆ C(U, V ) of continuous maps to all E,F ∈ E and subsets U ⊆ E
and V ⊆ F with dense interior, such that the following axioms are satisfied:
(C01) If E,F,H ∈ E and U ⊆ E, V ⊆ F , W ⊆ H are subsets with dense interior,
then g ◦ f ∈ C0(U,W ) for all f ∈ C0(U, V ) and g ∈ C0(V,W ). Furthermore,
idU ∈ C0(U,U).
(C02) For each E ∈ E and subset U ⊆ E with dense interior, the inclusion map
iU : U → E is C0.
(C03) For all E,F ∈ E and subsets U ⊆ E, V ⊆ F with dense interior, a map
f : U → V is C0 if and only if it is C0 as a map into F , i.e., if and only if
iV ◦ f ∈ C0(U, F ).
(C04) If n ∈ N, E1, . . . , En, F ∈ E and β : E1 × · · · × En → F is a continuous
n-linear map, then β ∈ C0(E1 × · · · × En, F ).
(C05) Given F,E1, E2 ∈ E and a subset U ⊆ F with dense interior, a mapping
f = (f1, f2) : U → E1 × E2 is C0 if and only if both components f1 and f2
are C0.
(C06) (Locality). If E,F ∈ E , U ⊆ E is a subset with dense interior and f : U → F
a mapping such that f |Ui ∈ C
0(Ui, F ) for an open cover (Ui)i∈I of U , then
f ∈ C0(U, F ).
Remark A.2 Whenever a C0-concept is used in the present article, E simply is
the class of all Hausdorff topological K-vector spaces. But, of course, there are
other interesting classes of topological K-vector spaces, for example the classes
of locally convex (polynormed, normable, resp., complete normable) spaces over
valued fields, or classes of spaces with certain completeness properties, etc.
Remark A.3 Here are some consequences of the axioms.
(a) Property (C01) means that the pairs (E,U), where E ∈ E and U ⊆ E is
a subset with dense interior, form a category with Hom((U,E), (V, F )) =
C0(U, V ) as respective set of morphisms.4
4We prefer to suppress E and F in the notation C0(U, V ), with little risk of misunderstanding.
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(b) Properties (C01) and (C02) guarantee in particular that f |U = f ◦ iU ∈
C0(U, F ) for each C0-map f : E → F and subset U ⊆ E with dense interior.
(c) (C04) ensures that continuous linear maps and continuous bilinear maps
are C0. Hence the addition map E × E → E and the scalar multiplication
map K× E → E are C0, for each E ∈ E .
(d) Note that if U ⊆ K has dense interior and t ∈ K, then U \ {t} is dense
in U , whence a C0-map f : U → F is uniquely determined by its restriction
to U \ {t}. This property (“determination axiom”) plays an essential role
in the discussions of [2] (in the case of open subsets).
(e) Given a C0-concept in the present sense, restricting attention to mappings
between open subsets we obtain a C0-concept in the sense of [2].
(f) In [2], Property (C04) is not required in full, but it is satisfied by all in-
teresting examples of C0-concepts based on topological vector spaces, and
makes it unnecessary to distinguish between continuous linear maps and
linear maps which are C0 (and similar nuisances).
(g) Usually, one only specifies the C0-maps U → F on subsets U ⊆ E with dense
interior, for all E,F ∈ E . One then tacitly uses (C03) as the definition of
C0-maps to a subset V ⊆ F with dense interior.
Definition A.4 Given a C0-concept over a topological field K based on a class E
of topological K-vector spaces, we define C1-maps as follows: Let E,F ∈ E and
f : U → F be a C0-map on a subset U ⊆ E with dense interior. We say that f is
C1 if there exists a C0-map f [1] : U [1] → F which extends f ]1[ : U ]1[ → F (where
U ]1[ and f ]1[ are as in Section 1). Recursively, we say that f is Ck if f is C1 and
f [1] is Ck−1.
Then all relevant results from [2] (and their proofs) remain valid. In particular,
the Chain Rule holds for Ck-maps; being Ck is a local property; finite-order Taylor
expansions are available, etc.
B Appendix: A variant of Lemma 2.9
In this appendix, we prove the following variant of Lemma 2.9 for C1-maps (which
is not needed in the main text).
Lemma B.1 Let K be a locally compact field, E and H be topological K-vector
spaces and F be a finite-dimensional normed K-vector space. Let U ⊆ E and
V ⊆ F be subsets with dense interior and f : U × V → H be a C1-map. Let
u0 ∈ U , v0 ∈ V , x0 ∈ E, y0 ∈ F , γ be a gauge on H, and ε > 0. Then there
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exist neighborhoods U0 ⊆ U of u0, V0 ⊆ V of v0, X0 ⊆ E of x0, Y0 ⊆ F of y0
and a 0-neighborhood S0 ⊆ K such that
‖f [1](u, v, w, y1, t)− f
[1](u, v, w, y2, t)− f
′
u0(v0).(y1 − y2)‖γ ≤ ε ‖y1 − y2‖ (80)
for all elements u ∈ U0, v ∈ V0, x ∈ X0, y1, y2 ∈ Y0 and t ∈ S0 such that
(u, v, x, y1, t), (u, v, x, y2, t) ∈ (U × V )[1].
The proof of Lemma B.1 uses a variant of Lemma 1.13 for f [2]:
Lemma B.2 Let E and F be topological vector spaces over a topological field K,
and f : U → F be a C2-map, defined on a subset of E with dense interior. If
t ∈ K×, x, x1, y, y1 ∈ E and s, s1, s2 ∈ K such that
((x, y, ts), (x1, y1, ts1), ts2) ∈ U
[2] ,
then also ((x, t2y, st ), (tx1, t
3y1, s1), s2) ∈ U [2], and
t3 f [2]((x, y, ts), (x1, y1, ts1), ts2) = f
[2]((x, t2y, st ), (tx1, t
3y1, s1), s2) . (81)
Proof. See [12, Lemma 3.3 (b)] for the case of open domains. The proof carries
over verbatim. ✷
Proof of Lemma B.1. We may assume that ‖F‖ ⊆ |K| (because all norms
on F are equivalent, and we can take a maximum norm with respect to some
basis). Let Ω be the set of all (u, v, x, t, y1, y2) ∈ U × V × E × K × F × F such
that (u, v, x, y1, t), (u, v, x, y2, t) ∈ (U ×V )[1]. We choose a gauge ‖.‖ζ on H such
that ‖a+ b‖γ ≤ max{‖a‖ζ, ‖b‖ζ} for all a, b ∈ H . Given (u, v, x, t, y1, y2) ∈ Ω, we
have
‖f [1](u, v, x, y1, t)− f
[1](u, v, x, y2, t)− f
′
u0(v0).(y1 − y2)‖γ
= ‖f [1](u+ tx, v + ty2, 0, y1 − y2, t)− f
′
u0(v0).(y1 − y2)‖γ
= ‖f [1](u+ tx, v + ty2, 0, y1 − y2, t)− f
′
u+tx(v).(y1 − y2)
+(f ′u+tx(v) − f
′
u0(v0)).(y1 − y2)‖γ
≤ max
{
‖f [1](u + tx, v + ty2, 0, y1 − y2, t)− f
′
u+tx(v).(y1 − y2)‖ζ ,
‖(f ′u+tx(v)− f
′
u0(v0)).(y1 − y2)‖ζ
}
, (82)
using Lemma 1.12 to obtain the first equality. Abbreviate
Ω1 := {(u, v, x, t, y1, y2, w, r) ∈ Ω×F ×K : (u+ tx, v+ ty2, 0, w, r) ∈ (U ×V )
[1]}.
The function
g : Ω1 → H , g(u, v, x, t, y1, y2, w, r) := f
[1](u+ tx, v + ty2, 0, w, r)− f
′
u+tx(v).w
is continuous and vanishes on the compact set {(u0, v0, x0, 0, y0, y0)} ×K × {0},
where K := B
F
1 (0). Hence, there exist neighborhoods U0 ⊆ U of u0, V0 ⊆ V
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of v0, X0 ⊆ E of x0, Y0 ⊆ F of y0 and a balanced 0-neighborhood S0 ⊆ K such
that
‖g(u, v, x, t, y1, y2, w, r)‖ζ ≤ ε
for all (u, v, x, t, y1, y2, w, r) ∈ Ω1∩ (U0×V0×X0×S0×Y0×Y0×K×S0) =: Ω2.
Given (u, v, x, t, y1, y2, w, r) ∈ Ω2 and s ∈ K× such that ‖w‖ ≤ |s| ≤ 1, we have
(u, v, x, t, y1, y2, s
−1w, sr) ∈ Ω2 and
‖g(u, v, x, t, y1, y2, w, r)‖ζ
= ‖f [1](u+ tx, v + ty2, 0, w, r) − f
′
u+tx(v).w‖ζ
= |s| · ‖f [1](u+ tx, v + ty2, 0, s
−1w, sr) − f ′u+tx(v).s
−1w‖ζ
= |s| · ‖g(u, v, x, t, y1, y2, s
−1w, sr)‖ζ ≤ |s| · ε . (83)
If ‖w‖ > 0, we can choose s such that |s| = ‖w‖; if ‖w‖ = 0, we can let s
pass to 0. In either case, (83) entails that ‖g(u, v, x, t, y1, y2, w, r)‖ζ ≤ ε‖w‖.
After shrinking Y0, we may assume that Y0 − Y0 ⊆ K. For all (u, v, x, t, y1, y2) ∈
Ω∩ (U0× V0 ×X0× S0 × Y0× Y0), we then have (u, v, x, t, y1, y2, y1 − y2, t) ∈ Ω2
and
‖f [1](u+ tx, v + ty2, 0, y1 − y2, t)− f
′
u+tx(v).(y1 − y2)‖ζ
= ‖g(u, v, x, t, y1, y2, y1 − y2, t)‖ζ ≤ ε‖y1 − y2‖ . (84)
By Lemma 3.13, after shrinking U0, V0, X0, Y0 and S0, we can achieve that also
‖(f ′u+tx(v)− f
′
u0(v0)).(y1 − y2)‖ζ ≤ ε ‖y1 − y2‖ (85)
for all (u, v, x, t, y1, y2) ∈ Ω ∩ (U0 × V0 × X0 × S0 × Y0 × Y0). Combining (82),
(84) and (85), we now see that (80) holds. ✷
C Strictly differentiable mappings of several
variables over complete valued fields
In this manuscript, finite-dimensional vector spaces over locally compact fields
played a special role, and it was frequently possible to obtain extra results for C1-
maps on open subsets of such spaces (even when only Ck-maps with k ≥ 2 could
be treated otherwise). After the manuscript was completed, the author realized
that the local compactness is inessential, and that most of the extra results can
be proved just as well for C1-maps on open subsets of finite-dimensional vector
spaces over complete valued fields, using different arguments. In this section, we
explain these further generalizations.5 We begin with an appropriate replacement
for Lemma 3.11. Recall that if (K, |.|) is a complete valued field, then every
finite-dimensional (Hausdorff) topological K-vector space automatically carries
the canonical vector topology (see Theorem 2 in [4, Chapter I, §2, no. 3]).
5At a later stage, this section may be merged with the main text.
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Proposition C.1 Let (K, |.|) be a valued field, E be a finite-dimensional K-
vector space, equipped with its canonical vector topology, and F be a topological K-
vector space. Let U ⊆ E be an open subset, f : U → F be a map, and k ∈ N∪{∞}.
Then f is Ck if and only if f is SCk.
Proof. We may assume k ∈ N, and reduce to k = 1 by an obvious induction.
Hence Proposition C.1 will hold if we can show that f is C1 if and only if f
is strictly differentiable. But this equivalence follows from Lemma 3.8 and the
following generalization of Lemma 3.12 (using a singleton set of parameters). ✷
Lemma C.2 Let (K, |.|) be a valued field, E be a finite-dimensional K-vector
space equipped with the canonical vector topology, U ⊆ E be an open subset, and
‖.‖ be a norm on E defining its topology. Let F be a topological K-vector space,
P be a topological space, and f : P × U → F be a continuous map such that
fp := f(p, •) : U → F is C1 for all p ∈ P , and such that the map
P × U [1] → F, (p, y) 7→ (fp)
[1](y)
is continuous. Let p ∈ P and u ∈ U be given. Then, for every ε > 0 and gauge
γ on F , there is a neighborhood Q of p in P and δ > 0 such that
‖fq(z)− fq(y)− f
′
q(u).(z − y)‖γ ≤ ε‖z − y‖ (86)
for all q ∈ Q and y, z ∈ BEδ (u) ∩ U , where f
′
q(u) := d(fq)(u, •).
Proof. We may assume that E = Kn for some n ∈ N. Also, we may assume
that ‖.‖ = ‖.‖∞ is the maximum norm (as all norms giving rise to the canonical
vector topology are equivalent). Let p ∈ P , u = (u1, . . . , un) ∈ U , ε > 0 and a
gauge γ on F be given. After shrinking U , we may assume that U = U1×· · ·×Un
for certain open neighbourhoods U1, . . . , Un ⊆ K of u1, . . . , un, respectively. As
a consequence of Lemma 1.29, there exists a gauge η on F such that
‖x1 + · · ·+ x2n‖γ ≤ max
j=1,...,2n
‖xj‖η for all x1, . . . , x2n ∈ F . (87)
Let e1, . . . , en be the standard basis for K
n, with components (ej)i = δij . We
shall use the partial derivatives Djf(q, x) := d(fq)(x, ej) = (fq)
[1](x, ej , 0); then
Djf : P × U → F is continuous. Define R : P × U [1] → F ,
R(q, x, y, t) := f [1]q (x, y, t)− f
[1]
q (x, y, 0)
for q ∈ P , (x, y, t) ∈ U [1]. Then R is continuous and
R(q, x, y, 0) = 0 for all q ∈ P , x ∈ U and y ∈ E. (88)
Furthermore,
f(q, x+ ty)−f(q, x)−f ′q(x).ty = tR(q, x, y, t) for q ∈ P , (x, y, t) ∈ U
[1]. (89)
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Since Djf and R are continuous and R(p, u, ej, 0) = 0 for j ∈ {1, . . . , n}, we find
a neighbourhood Q ⊆ P of p and δ > 0 such that
‖Djf(q, v)−Djf(q, w)‖η ≤ ε (90)
for all j ∈ {1, . . . , n}, q ∈ Q and v, w ∈ BEδ (u) ∩ U ; and such that
‖R(q, v, ej, t)‖η ≤ ε (91)
for all j ∈ {1, . . . , n}, q ∈ Q, v ∈ BEδ (u) ∩U and t ∈ B
K
2δ(0) with (v, ej , t) ∈ U
[1].
Let y = (y1, . . . , yn) and z = (z1, . . . , zn) be in Bδ(u) ∩ U , and q ∈ Q. Then
fq(z)− fq(y) =
n∑
j=1
(fq(z1, . . . , zj, yj+1, . . . , yn)− fq(z1, . . . , zj−1, yj, . . . , yn)) ,
where
fq(z1, . . . , zj , yj+1, . . . , yn)− fq(z1, . . . , zj−1, yj, . . . , yn)
= Djf(q, z1, . . . , zj−1, yj , . . . , yn).(zj − yj)
+ (zj − yj)R(q; z1, . . . , zj−1, yj, . . . , yn; ej; zj − yj) .
Hence
fq(z)− fq(y)− f
′
q(u).(z − y)
=
n∑
j=1
(zj − yj) · (Djf(q, z1, . . . , zj−1, yj, . . . , yn)−Djf(q, u))
+
n∑
j=1
(zj − yj) ·R(q; z1, . . . , zj−1, yj , . . . , yn; ej ; zj − yj) .
Since |zj − yj| ≤ ‖z − y‖, we see with (90) and (91) that the η-gauge of each of
the 2n summands on the right hand side of the previous equation is bounded by
ε‖z − y‖. Thus (86) follows, using (87). ✷
Remark C.3 If E = Kn, then Lemma C.2 and its proof work just as well if U is
not open, but of the form U = U1 × · · · × Un, where U1, . . . , Un ⊆ K are subsets
with dense interior.
Remark C.4 Since Lemma C.2 can be used as a replacement for Lemma 3.12,
we see that Theorem 5.2 (the implicit function theorem) and Theorem 5.13 (the
inverse function theorem with parameters) may be extended to the case of C1-
maps over an arbitrary valued field, if F is finite-dimensional and equipped with
the canonical vector topology. Theorem 5.17 (the ultrametric inverse function
theorem with parameters) extends to C1-maps over an arbitrary ultrametric field,
if F is finite-dimensional and equipped with the canonical vector topology. Also,
Theorem 5.1 (the inverse function theorem) extends to C1-maps over valued
fields, if E is finite-dimensional and equipped with the canonical vector topology.
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