In this work, it is proved the complete expansion for the second moment of the overlap function for the Sherrington-Kirkpatrick model. It is a technical result which takes advantage of the cavity method and other induction arguments.
Introduction

SK model
This work concernes the study of a quantity that plays an important role in the Sherrington-Kirkpatrick model (SK model). In the following, I describe the SK model. In this model, we have the particularity to obtain two levels of randomness. More precisely, we suppose that a certain system has N -particles and the set of all possible system configurations is Σ N = {−1, +1} N . We define the probability of realization of one configuration σ ∈ Σ N as:
where β is a parameter of the system (a positive real number), the term Z N = σ∈Σ N e βE(σ) is a normalization factor and the term E(σ) represents the energy of the configuration σ. In this way, we obtain our first probabilistic model (Σ N , F N , P N ). However, the measure P N is a random measure because the energy of the configuration σ = (σ 1 , . . . , σ N ) is a random variable defined by: the correlation between the energy levels of two different configurations σ 1 and σ 2 , we obtain that
Consequently, the correlation depends on the quantity
called overlap function.
If we have a function f defined in the product space Σ n N , we will denothe by f the expectation with respect to the product measure P ⊗n N and by ν(f ) the double expectation E f .
Previous Results
According to the literature, we can obtain result for two different regions: the one of high temperature (small β) and the one of low temperature (large β). The book [1] is a good survey of the results for the SK model and its generalizations from a mathematical point of view. During this work, we will be focus on the high temperature region. We can find, in the book [1] , the following result: Theorem 1.1 Given β < 1, we have that:
In the article [2] , we can see the result. Theorem 1.2 Given β < 1, we have that:
, and they also obtained numerical results for the third term of the expansion.
Our goal is to obtain the complete expansion for ν(R 2 1,2 ).
Cavity Method
At this point, we introduce a family of fonctionals ν t that depends on a parameter t ∈ [0, 1]. First of all, given one function f : Σ n N → R, we define ν t (f ) = E f t where:
with the normalization factor given by:
and the energy by:
Therefore, if the parameter t takes the value one we have the usual energy of one configuration with N particles else t assumes the value zero we have the energy of one configuration with N − 1 particles for a different temperature. Thus, we see the idea of induction with the introduction of the parameter t.
Some notations
The first idea used in this work is to perform a Taylor's series for the function t → ν t (f ). When we do it the terms ǫ l1 = σ l1 N appear for l 1 a positive integer and also appear the functions R
another positive integer greater than l 1 . The first differentiation of ν t (f ) satisfies:
which the proof can be found in [1] . Let ℓ be an integer greater than or equal to one. When we take the ℓ th -differentiation of ν t (f ) it appears the terms:
. These terms define naturally 3 ℓ sets of sequences of the type (l 1 , l
ℓ,m with m = 1, . . . , 3 ℓ and defined for ℓ = 1 by:
where n is the number of configurations that f depends on. For ℓ ≥ 2 and each positive integer of the set ⌈ equal to two they are defined recursively by: we consider that l = (l, l ℓ , l
and the coefficients λ j with j negative are all of them equal to zero. 
where Ik =1+k is the indicator function of the set {k|k = k + 1}.
In this work, we also demonstrate the complete expansion for the Expression of ν(R 
and the coefficients λ In the next section, we prove the Proposition 1.4. In the third section, we obtain some preliminary results. In the following section, we prove the Lemma 1.5 and in the last section, we obtain the proof of Theorem 1.6.
A Result of Differentiation
Our first result concernes the differentiation of order ℓ for a function f which produces:
The proof of Proposition 1.4 The proof is by induction on ℓ. The case ℓ equals to one is the result obtained in the proposition 1.3. We suppose that the result is true for ℓ − 1. Then, we have that
At this point, we remember the definition of the numbers M f ℓ,m given by Equation (1) and we apply the Propositon 1.3 for the function g = f Sl, then we obtain that
and the result follows when we look at the definition of the sets C f ℓ,m and the fact that S
Using the Proposition 1.4 and perfoming a Taylor series, we obtain that
Some terms in the above expression vanish, in reason of the following result:
The proof of this Proposition can be also found in [1] .
3 The case ǫ l R l
We can write for any sequence l = (l 1 , l
which produces the following result:
Proof We start by applying the Equation (3) for each one of the functions in Equation (4), in reason of the linearity of ν, then we obtain that
in reason of the Proposition 2.1 which concludes the proof
We also prove another relation:
we observe that if ǫ l = 1 the Equation is also true but it is equal to zero.
we have that:
Thus, we obtain by linearity that
When, we apply above the Equation (3) for each one of the term in the right side, we get
Now, we use the fact that S − η = ǫ η R − η and we use again the relation (4) for each
the conditions ǫ η = 1 in the third term and ǫ l u,v ǫ η = 1 in the last term are obtained by one application of the Proposition 2.1. The result is proved by the fact that
where we have used in the last two equalities the property of symmetry of the sites and that
Indeed, we can simplify more this last expression. We obtain that 
Proof Using Proposition 3.2 and Equation (3) we obtain that
At this point, we aplly relation (4) then we have
Now, we make some remarks. The first one
by the binomial expansion of (1 − 1) ℓ . In the Equation (6) we can make the assumptioms that in the second line ǫ η = 1 and in the third line ǫ l u,v ǫ η = 1 thanks to Proposition 2.1. Consequently, if we do the simplifications we obtain
We observe that, in the first summation, the terms with u = ℓ−1 vanish because ǫ l ℓ−1 = 1 as ǫ l = 1. In order to have the result annouced we look at the term ν(ǫlRl) and we aplly the Proposition 3.1. Thus,
and we finish the proof observing that the term ν 0 (ǫlRl) is equal to zero because ǫl = ǫ l ℓ ǫ l ′ ℓ and we can apply Proposition 2.1. We remark that the first summation, in the Equation (7), vanishes if ℓ is equal to 2 Soon, we will need the following estimations 
Proof The proof of (a) can be found in [2] of (b) in [1] . The result (c) is a consequence of (a) and (b).
Given a sequence l = (l 1 , . . . , l ′ ℓ ) such that ǫ l = 1 and l i < l ′ i for all i = 1, . . . , ℓ with ℓ a positive integer less or equal to 2k where k is a positive integer, we want to find out the expansion:
First, we observe the case where k is equal to one. There is no sequence l such that ℓ = 1 and ǫ l = 1 with l 1 < l ′ 1 . Hence, we look at the following particular result Proposition 3.5 Let β be a positive real number less than one then
Proof When we use the Proposition 3.3, we obtain that
We observe that for the first summation we can forget the condition ǫ 1 ǫ 2 ǫ η = 1 because the other elements vanish and we can replace C 
In the last two equality, we have just used the fact that the summation is the error term in the Taylor expansion of order one for the function ǫ 1 ǫ 2 R 
where the last summation can be seen as the error term in the Taylor expansion of order zero for the function ν(R 2 1,2 ) and we used again the Proposition 3.4 item (c).
Putting together the Equations (8),(9) and (10) we obtain
which concludes the proof 4 The proof of Lemma 1.5
by Proposition 3.4 item (a) which implies λ l j = 0 for any nonpositive integer number j and any sequence l. 
where we have used in the last equality the Proposition 3.5. Hence, we have proved (a).
The proof is by induction on k. The case k = 1 has been proved in the Step 0. Now, we suppose to know all of the coefficients λ ℓ j for all sequences l such that ℓ ≤ 2k − 2 and j = 1, . . . , k − 1. First, we evaluate the coefficient λ l k for a sequence l such that ℓ = 2k. We apply the hypothesis of induction in the respectively terms in the expression of Proposition 3.3 which implies
The term of the first and second summations in (5):
the term of the third summation in (5) with u ≤ 2k − 2:
Now, the term with u = 2k − 1, we remark that for r = 1 it appears the term ǫ l R l . Thus,
the last terms:
In the term A 4 we removed the constraints ǫ η = 1 and ǫ l u ǫ η = 1 as for the other η these terms vanish. The result follows if we look at the coefficient of order . Indeed, each term
that appears in A 2 , satisfies for a positive real number t in the interval [0, 1] and we could remove the condition ǫl u ǫ η = 1 because for other values of η it vanishes and we could replace η ∈ ǫl u Rl u by η ∈ ǫl u R − l u because these functions depends on the same configurations and we have used the fact that it could be seen as a error term in the expansion of ν(ǫl u R − l u ) of order 2k − 2 − u. As u ≤ 2k − 2 and using Propostion 3.4 item (c) each one of these terms are O 
To finish, we look at the terms in A 4 and we use the relation (4) then
where we have used the fact that the last summation can be seen as a error term in the Taylor's expansion of order zero for the function ν(ǫ l R l ). Afterwards, we applied again the Proposition 3.4 item (c) which proves (b).
(Step 2:) the case k ≥ 2 with ℓ < 2k Now, we go on with the induction and we suppose the assumptions of item (c). Then, we apply Proposition 3.3 for a sequence l such that 2 ≤ ℓ =k ≤ 2k which produces
where B 1 is associated to the two first summations in (5) and we have applied the hypothesis of induction claimed in the item (b):
B 2 has u ≤k−2 in the third summation at (5) and we apply again the hypothesis of item (b):
B 3 is associated to the third summation when u =k − 1. Now, we also apply the hypothesis claimed in the item (c):
the last terms appear in B 4 :
Eventually, we obtain the result by observing the coefficient of the term 
where we have just used the fact that this term can be seen as a error term in the Taylor .
To finish, we look at the terms that appear in B 4 which we can remove the constraints ǫ η = 1 and ǫ 
where we have just used that ǫ l R − l and ǫ l R l depends on the same configurations. We can see the last summation as the error term of the Taylor's expansion of order 2k −k for ν(ǫ l R − l ) and we can make use of the Proposition 3.4 item (c) for concluding the proof 5 The proof of Theorem 1.6
Proof Using the property of symmetry of the sites, we obtain that ν(R 
As the term 
which concludes the proof
