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Resumo
Nos últimos anos tem havido um aumento de trabalhos na área de Data Mining devido à
perceção do potencial que esta tecnologia pode ter no mundo da medicina, indústria e também
no desporto, entre outras áreas. Cada vez mais se armazenam grandes quantidades de dados e a
extração de informação desses dados pode ser extremamente útil na resolução de problemas.
O futebol é um dos desportos mais populares no mundo e gera muitas paixões em volta dos
seus resultados. A antecipação de um resultado é uma tarefa muito complexa devido à grande
quantidade de fatores que podem influenciar os jogos.
Apesar da sua popularidade, há pouca informação sobre a aplicação da tecnologia de Data
Mining ao futebol. Isto pode ser explicado pelo facto de as equipas de futebol quererem manter
em segredo os seus processos mais inovadores, e, assim tirarem vantagem da utilização desta
tecnologia. Apesar disso, este assunto gera muito interesse em todo o mundo. Fãs, comunicação
social e apostadores querem cada vez mais ter informações privilegiadas do que acontece num
jogo de futebol e, idealmente, até prever o que se vai passar.
Nesta dissertação é abordada a aplicação de técnicas de Data Mining na previsão de resultados
de jogos de futebol. A previsão dos resultados foi feita de uma forma categórica (vitória, empate
ou derrota) e foi aplicado a jogos da Liga Portuguesa de Futebol. Como resultado da dissertação
foi desenvolvido e testado empiricamente um modelo que faz a previsão de resultados de jogos
futuros e como conclusão obteve-se uma taxa de acerto de aproximadamente 59% nos jogos da
Liga Portuguesa 2012/2013. Em todo o processo foram usados diferentes dados dos jogos de
futebol que foram disponibilizados pelo Laboratório SAPO/ U.Porto. Com base nos dados dispo-
nibilizados, foram criadas novas variáveis com o objetivo de fornecer informação mais preditiva
aos algoritmos de aprendizagem. A previsão de resultados foi suportada em vários algoritmos de
Machine Learning como por exemplo KNN, SVM,Random Forest, etc.




During the last years there has been a huge growth of Data Mining due to the perception of
the potential that this technology can have in the world of medicine, in industry and also in sport,
among other areas. Each day there is a growing storage of data, being the extraction of information
from these data extremely useful in solving problems.
Football is one of the most popular sports in the world and so it generates many passions
around its overcome. The overcome prediction is a very complex task, due to the large amount of
factors that influence a football game.
Despite its popularity, there is little information on the implementation of Data Mining te-
chnology to football. This can be explained by the fact that football teams want to keep in all
investigations that they do in secret, and thus taking advantage of using this technology. Neverthe-
less, this subject generates much interest worldwide. Fans, media and punters increasingly want
to have inside information of what happens in a football game and , ideally , to predict what will
happen.
In this dissertation it is addressed the application of data mining techniques to predict the
overcomes of football matches. The forecast of the overcomes was done in a categorical way
(win, draw or defeat) and was applied to matches of the Portuguese Football League. It was
developed and empirically tested a model that is predicting the results of future games and as a
conclusion was obtained approximately a 59% accuracy in the games of the Portuguese League
2012/2013 . Throughout the process, several data from football games that were provided by the
laboratory SAPO/ U.Porto, were used. With these information, other data was developed, which
suit the problem. There were also used several Machine Learning algorithms such as KNN, SVM,
Random Forest, etc.
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O futebol é um dos desportos mais populares do mundo. Sendo assim, a perceção do jogo
e a previsão dos resultados tornou-se interessante para vários grupos de pessoas, incluindo fãs,
apostadores [1], treinadores e comunicação social [2]. Para atingir esse objetivo, é preciso ter em
conta um grande número de fatores que afetam os resultados. Esses fatores incluem a moral de
uma equipa (ou jogador), aptidões físicas, fadiga, lesões, cartões e golos. Estes fatores tornam a
previsão do resultado final uma tarefa difícil e, por isso, interessante. Mesmo para os especialistas
na área, como jornalistas, comentadores, treinadores prever um resultado de um jogo é uma tarefa
complexa [3].
Nos últimos anos houve uma grande evolução nas técnicas de recolha, armazenamento e trans-
ferências de grandes volumes de dados. Os dados não têm muito valor se não houver mecanismos
que consigam extrair conhecimento dos mesmos. Perante esta necessidade surgiu o Data Mining
[4]. Data mining é uma abordagem para problemas de apoio à decisão que envolve técnicas, fer-
ramentas matemáticas e estatísticas para extração de conhecimento em grandes quantidades de
dados. Essas informações podem ser extraídas através de padrões, associações, anomalias rele-
vantes, etc. As técnicas de Data mining têm sido aplicadas com sucesso em áreas como indústria
automóvel, para, por exemplo, planeamento de produção e análise de falhas; no retalho, para, por
exemplo, identificar preferências dos clientes e previsão de vendas; na indústria das telecomunica-
ções, para, por exemplo, identificar fraudes, melhorar estratégias de marketing e identificar falhas
na rede; entre outras áreas de aplicação e problemas [5].
1.2 Objetivo
Hoje em dia existe uma grande quantidade de dados sobre cada jogo, jogador, equipa, treinos,
etc. No entanto, há pouca informação acerca do uso desses dados por parte das equipas, embora




O objetivo principal desta dissertação é desenvolver um estudo empírico de uma abordagem
de Data Mining no âmbito do problema que é a previsão do resultado em jogos de futebol. Este
problema foi abordado como sendo um problema de classificação, em que o objetivo é prever o
resultado do jogo em forma de "1x2"(vitória, empate ou derrota).
Nesta dissertação foi aplicada a metodologia CRISP-DM (Cross-Industry Standard Process
for Data Mining) para a resolução do problema. CRISP-DM permite o planeamento de todas
as etapas de um projeto Data Mining de uma forma estruturada. Durante todo o projeto foram
realizadas duas iterações da metodologia CRISP-DM. Este facto permitiu que na segunda iteração
fossem realizadas determinadas tarefas tendo em conta os resultados da primeira iteração. Durante
este percurso foram abordadas diversas variantes de preparação dos dados, variáveis e algoritmos.
No fim de todo o processo foi gerado um modelo final tendo em conta os atributos e algoritmos que
obtiverem melhores resultados. O modelo final foi utilizado, para efeitos de avaliação, na previsão
de resultados de jogos de outras ligas de futebol. Os dados utilizados na dissertação são de várias
épocas da Liga Portuguesa de Futebol (2009 a 2014) e foram disponibilizados pelo Laboratório
SAPO/ U.Porto. Durante toda a dissertação foi usada a linguagem R, e o package de referência
foi o package Caret.
1.3 Estrutura do Documento
O presente documento encontra-se dividido em cinco capítulos: introdução, revisão da lite-
ratura, perceção e preparação dos dados, modelação e conclusão. Na revisão da literatura é feita
uma introdução ao Data Mining, assim como a discusão do trabalho já realizado da sua aplicação
no âmbito do desporto. O Capítulo 3 contém todo o processo de recolha e análise e preparação
dos dados fornecidos. No capítulo de modelação são explicados todos os algoritmos usados, a
metodologia experimental, bem como os resultados alcançados. No último capítulo é feita uma




Hoje em dia, as máquinas são indispensáveis para o bom funcionamento das indústrias, hos-
pitais, empresas, pois realizam trabalho automatizado que permite um maior rendimento. Porém,
não é fácil para uma máquina realizar algumas das simples tarefas que o cérebro humano realiza
no seu dia-a-dia, como por exemplo no domínio do futebol, perceber a tendência das equipas num
jogo de futebol, o estado anímico dos jogadores, qual a equipa que está a jogar melhor, etc. Cada
vez mais treinadores, jogadores, fãs, apostadores dão maior importância à realização destas mes-
mas tarefas para que possam perceber melhor o que se passa num jogo de futebol e obter melhor
rendimento dentro do campo [5].
ML (Machine learning) é uma área de investigação das ciências de computação bem reco-
nhecida e com muitos anos de investigação. Esta área implica o estudo e desenvolvimento de
algoritmos que conseguem extrair conhecimento automaticamente a partir de experiências passa-
das, sem intervenção humana [7].
DM (Data Mining) é um conceito relativamente recente na área das ciências da computação.
Com a crescente complexidade dos problemas e volume de dados, é essencial tentar aproveitar
a máxima informação contida nesses dados e descobrir se há algum conhecimento contido neles
[8]. De acordo com Witten and Frank (2005), a definição de Data Mining é: “ . . . Resolução de
problemas através da análise de dados existentes nas bases de dados.” [7]
Data Mining tornou-se assim uma ajuda fundamental para uma melhor compreensão dos pro-
blemas por parte dos seres humanos.
3
4 Revisão da Literatura
Figura 2.1: Ilustração das áreas que deram origem ao Data Mining
O processo de Data Mining aplica algoritmos de ML para a resolução de problemas com
grandes quantidades de dados. Como se pode ver na Figura 2.1, o Data Mining junta o melhor de
dois mundos, por um lado o processo geral e computacional (algoritmos de ML), por outro lado o
processo específico e racional de acordo com o problema (tratamento dos dados)[8].Os algoritmos
de ML mais usados em problemas de Data Mining são redes neuronais, algoritmos genéticos,
árvores de decisão e SVM (Support Vector Machine)[9].
A capacidade de aprendizagem é considerada essencial para um comportamento inteligente.
Atividades como observar, memorizar e explorar situações para aprender factos, melhorar habili-
dades cognitivas através da prática, organizar conhecimento novo e utilizar representações apro-
priadas, podem ser consideradas atividades relacionadas com aprendizagem. Em aprendizagem
computacional, os computadores são programados para aprender com a experiência passada. Para
tal, empregam um princípio de inferência denominado de indução, no qual se obtém conclusões
genéricas a partir de um conjunto particular de registos [5]. Sendo X os registos do conjunto de
dados e i o número do registo, xi representa o i-ésimo registo do conjunto de dados. Dado um
conjunto de dados L=(xi,f(xi)), f representa o atributo alvo como se pode ver na equação 2.1.
yi = f (xi) (2.1)
A técnica Data Mining de previsão h aprende a prever o valor de f para novos registos de X.
Sendo p o número dos novos registos, os valores do atributo alvo previsto podem ser dados por
yp, como pode ser visto na equação 2.2 .
yp = h(xi) (2.2)
2.1.1 Tarefas de Data Mining
As tarefas de aprendizagem computacional podem ser divididas em duas categorias, tarefas de
previsão e descrição.
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As tarefas de previsão ou preditivas constroem um ou mais modelos com o objetivo de prever
o valor do atributo alvo em novos dados [10]. Estas tarefas seguem o paradigma da aprendiza-
gem supervisionada. Na aprendizagem supervisionada, os dados incluem um atributo alvo, cujos
valores podem ser estimados utilizando os atributos de entrada do registo. O objetivo de um al-
goritmo de Data Mining utilizado nestas tarefas é aprender, a partir de um conjunto de dados, um
modelo ou hipótese capaz de relacionar os valores dos atributos de entrada do registo com o valor
do atributo alvo [5].
As tarefas de descrição ou descritivas descrevem o conjunto de dados de uma maneira simples
e concisa apresentando as propriedades gerais dos dados [10]. Associação e Clustering são duas
das tarefas descritivas existentes. As tarefas de descrição seguem o paradigma da aprendizagem
não-supervisionada em que não existe um atributo alvo. Ao contrário das tarefas supervisionadas,
as tarefas não-supervisionadas podem ser mais difíceis de avaliar, dado que não existe um atributo
alvo com o qual se pode comparar e assim avaliar o desempenho do modelo [5].
As tarefas preditivas ou supervisionadas podem ser divididas em duas categorias, tarefas de
classificação e tarefas de regressão. As tarefas preditivas de classificação têm por objetivo identi-
ficar qual o valor do atributo alvo a que pertence um determinado registo. Como é uma tarefa de
classificação, o atributo alvo é uma classe (atributo discreto). Nestas tarefas, os registos incluídos
no conjunto de dados de treino contém as classes dos registos o que permite ao modelo aprender
a classificar os novos dados [11]. A tarefa de classificação pode ser usada para identificar o re-
sultado de um jogo de futebol em relação à equipa da casa, que pode estar incluído numa de três
classes: vitória, empate, derrota. Nas tarefas preditivas de regressão o processo é semelhante à
classificação. A diferença reside no facto de a identificação do atributo alvo do registo não ser
feita através de uma classe mas sim de um valor numérico [11]. Como exemplo de uma tarefa de
regressão seria a previsão do número de golos de um jogo de futebol.
As tarefas descritivas ou não supervisionadas podem ser de clustering, associação ou sumari-
zação. O clustering ou agrupamento tem como objetivo identificar o agrupamento natural de um
conjunto de registos. Um agrupamento (ou cluster) é um conjunto de registos cuja semelhança
entre registos do mesmo grupo é elevada e a semelhança entre registos de grupos diferentes é re-
duzida [12], como por exemplo, agrupar as equipas pela posição que ocupam. Esta tarefa difere
da classificação pois não necessita que os registos sejam previamente classificados. A associação
consiste em encontrar padrões frequentes de relacionamento entre os valores dos atributos de um
conjunto de dados, como por exemplo, perceber qual a relação entre o número de golos marcados
e as vitórias. A sumarização tem como objetivo encontrar uma descrição simples e compacta de
um conjunto de dados [5], como por exemplo, caracterizar as equipas da primeira liga.
2.1.1.1 Classificação
Tendo um conjunto de dados com registos pré-classificados ou anotados (cuja classe é co-
nhecida), a classificação consiste na construção de um modelo que seja capaz de classificar au-
tomaticamente os novos registos (cuja classe é desconhecida) de acordo com os seus atributos.
A tarefa de classificação inicia-se com a construção de um modelo através de dados históricos.
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O objetivo das tarefas de classificação é gerar modelos que preveem com precisão a classe alvo,
para cada registo de um novo conjunto de dados. O que o algoritmo de classificação faz é ten-
tar encontrar uma fronteira de decisão que separe os registos das diferentes classes [5]. Alguns
exemplos da aplicação de métodos de classificação podem ser a classificação de tendências dos
mercados financeiros ou a identificação automática de objetos em imagens [13]. Um bom modelo
de classificação é aquele que consegue distinguir os exemplos para todas as classes. Para se saber
se o modelo implementado é um bom classificador, ou não, é necessário medir o desempenho do
modelo.
Árvores de decisão, redes neuronais ou regras de decisão, são alguns dos algoritmos de classi-
ficação usados. O algoritmo árvore de decisão e outros algoritmos são descritos na secção 2.1.4.
2.1.2 Metodologia
Poder-se-ia pensar que, ter acesso aos dados e escolhendo um algoritmo facilmente se achava a
solução para um determinado problema. Como foi dito anteriormente, o processo Data Mining dá
uma enorme importância ao contexto do problema. Não interessa encontrar uma solução que não
se enquadre no problema. Por tudo isto, é necessário definir uma metodologia para que o processo
Data Mining passe pelas diversas fases desde a perceção do problema até à sua resolução. A
metodologia escolhida foi CRISP-DM. O atual modelo de processo CRISP-DM fornece uma visão
geral do ciclo de vida de um projeto de Data Mining. Este processo contém as fases do projeto, as
respetivas tarefas e as relações entre as tarefas. O ciclo de vida de um projeto de Data Mining é
composto por seis fases. A sequência das fases não é rígida, dado que pode ser necessário voltar
a uma fase que já foi contemplada no passado. O resultado de cada fase determina, qual a fase ou
tarefa que será realizada de seguida [14]. O ciclo de vida de um projeto pode ser visto na figura
2.2.
Figura 2.2: Ilustração das fases da metodologia CRISP-DM
Fonte: [15]
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Uma vez encontrada uma solução, não significa que o processo de Data Mining termine. Esta
solução pode desencadear questões novas mais focadas nos detalhes, que podem ser resolvidas
devido à experiência anterior [14].
As fases do CRISP-DM são:
Entendimento do negócio (Business Understanding)
Esta fase inicial do projeto baseia-se na compreensão do objetivo do problema e requisitos
de uma perspetiva de negócio. Uma vez definido o problema numa perspetiva de negócio, este
deve ser transformado num problema de Data Mining e deve ser desenhado um plano preliminar
de implementação para alcançar os objetivos do projeto [14]. Devem, também, ser definidos os
critérios de sucesso e as medidas de avaliação dos resultados [12].
Compreensão dos dados (Data Understanding)
Esta fase inicia-se com a aquisição e armazenamento dos dados. De seguida, inicia-se o pro-
cessamento dos mesmos com atividades que permitem aumentar a familiaridade com os dados,
identificar problemas na qualidade dos mesmos e detetar subconjuntos de dados interessantes e
relevantes para o problema em questão [14]. Este processo pode ser feito com recurso a análises
estatísticas, gráficos etc. A compreensão dos dados é essencial para o sucesso de todo o projeto.
Preparação dos dados (Data Preparation)
A preparação dos dados inclui a execução de diversas atividades necessárias para que, tendo
um conjunto de dados no seu estado original, se obtenha um conjunto de dados final que será
utilizado na fase de modelação. Nesta fase são executadas tarefas de limpeza de dados, tratamento
de dados, seleção de atributos e transformação de dados [14].
Modelação (Modeling)
Nesta fase vários algoritmos são selecionados e os seus parâmetros são calibrados para valo-
res ótimos. Normalmente para o mesmo problema de Data Mining existem vários algoritmos que
podem ser aplicados na procura da melhor solução. Alguns algoritmos requerem tipos de dados
específicos. Por isso, por vezes é necessário recuar até à fase de preparação dos dados para que
estes sejam alterados de acordo com o algoritmo a utilizar [14]. A busca pelos modelos com resul-
tados ótimos pode levar a que este retrocesso seja feito várias vezes. Por fim, são desenvolvidos
processos para avaliar o desempenho e qualidade dos modelos.
Avaliação (Evaluation)
Nesta fase, já é expectável que haja um modelo construído que tenha um desempenho razoável.
Antes de avançar para a fase final de desenvolvimento, é importante avaliar as propriedades do
modelo para ter a certeza que os objetivos do negócio são cumpridos. O objetivo chave desta fase
é determinar se há aspetos importantes de negócio que não foram ainda considerados. No final
desta fase, deve ser tomada uma decisão acerca dos resultados alcançados [14].
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Desenvolvimento (Deployment)
A criação do modelo não significa que seja o fim do projeto. Mesmo que o objetivo do modelo
seja aumentar o conhecimento dos dados, esse conhecimento tem que ser organizado e apresen-
tado de uma forma que o cliente o possa usar. Dependendo dos requisitos, a fase de desenvol-
vimento pode ser tão simples como gerar um relatório sobre os dados, aplicar os modelos a um
novo conjunto de dados, etc [14]. Pode também implicar soluções mais complexas, como intro-
duzir soluções e estratégias de desenvolvimento na área de negócio em estudo, de acordo com os
resultados obtidos [12].
2.1.3 Avaliação em Classificação
Os modelos desenvolvidos são construídos com base em dados históricos, mas serão aplicados
a dados com novos registos. Por isso, é necessário avaliar os modelos para verificar o seu desem-
penho quando confrontados com novos dados. A avaliação do desempenho do modelo é feita
dividindo o conjunto de dados em duas partes, conjunto de dados de treino e conjunto de dados de
teste. Esta divisão pode ser feita usando várias técnicas que serão abordadas mais à frente, como
por exemplo, holdout, cross validation, etc. O conjunto de dados de treino são os dados históricos
e servem para a construção do modelo. O desempenho do modelo é avaliado segundo uma medida
de avaliação selecionada, que será detalhada mais à frente, usando a previsão feita com o conjunto
de dados de teste [11]. Na figura 2.3 pode-se ver a divisão dos dados, a construção do modelo e a
sua avaliação.
Figura 2.3: Ilustração da divisão dos dados e avaliação
Fonte: [10]
2.1.3.1 Medidas de avaliação
Existem diversas medidas de avaliação dos modelos que permitem quantificar o desempenho
de cada um deles. Uma das métricas de desempenho usada na avaliação de um modelo é a taxa de







I(yi = h(xi)) (2.3)
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Tendo M exemplos de avaliação, a taxa de acerto é equivalente à proporção de exemplos classi-
ficados corretamente pelo classificador H. Se a classe que foi prevista pelo modelo de classificação
for igual à classe real então I(yi = h(xi)) = 1, caso contrário I(yi = h(xi)) = 0. Este tipo de medida
equivale ao uso da função de custo 0-1 [5].
A taxa de acerto varia entre zero e um, em que os melhores modelos de classificação têm uma
taxa de acerto próxima de um. Uma métrica também muito usada é a taxa de erro. A taxa de erro
é o complemento da taxa de acerto, como se pode ver na equação 2.4. Neste caso, os modelos de
classificação com melhor desempenho são os que obtêm valores próximos de zero [5].
err(h) = 1−acc(h) (2.4)
Outra alternativa para avaliar o desempenho é a matriz de confusão. A matriz de confusão
permite a visualização dos resultados tipicamente usada em classificação. Para um conjunto de
dados, as colunas dessa matriz representam as classes verdadeiras, e as linhas, as classes previstas
pelo classificador. A diagonal representa os acertos do classificador, enquanto os outros elementos
correspondem aos erros cometidos nas suas predições. Através desta matriz consegue-se perceber
quais as classes em que o algoritmo tem maior dificuldade de previsão [5].




Vitória 8 2 1
Empate 1 7 1
Derrota 2 2 5
A tabela 2.1 representa um exemplo de uma matriz de confusão do número de jogos de futebol
que acabou em vitória, empate ou derrota da equipa da casa. A diagonal a cinzento representa
os jogos corretamente previstos pelo modelo e as restantes células representam os jogos em que
o modelo errou na sua previsão. Neste exemplo, o modelo acertou em 20 dos 29 jogos, o que
perfaz uma taxa de acerto de aproximadamente 69%. Pode-se concluir também que o modelo
teria previsto corretamente 8 das 11 vitórias da equipa da casa, apresentado uma taxa de acerto de
aproximadamente 72% nas vitórias.
Apesar das métricas acima descritas serem as mais conhecidas, existem outras como a taxa de
sensibilidade, precisão, entre outras. Os modelos podem ainda ser avaliados com outros tipos de
desempenho, tais como o tempo de classificação ou criação do modelo, questões de estabilidade,
etc.
2.1.3.2 Metodologias de estimação de desempenho
Como foi dito anteriormente, para se poder avaliar o desempenho de um modelo é necessário
ter dados de treino em que o valor da variável y é conhecido, e ter dados de teste diferentes dos
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dados de treino para validar o modelo. Essa divisão dos dados é necessária para que não se dê
o fenómeno de "ajustamento aos dados de treino" ou overfitting. Este fenómeno dá-se quando o
modelo fica dependente de um conjunto de dados específico e, ao ser submetido a outros conjuntos
(com valores diferentes dos usados na construção e validação do modelo), apresenta resultados
insatisfatórios. Neste caso, o modelo pode simplesmente "memorizar" os dados de treino. Isto
implicaria que fosse 100% preciso em prever o valor de yi para esses dados, mas provavelmente
muito impreciso a prever o valor de yp para novos dados. À medida que se aumenta a precisão do
modelo para um conjunto de dados específico, perde-se a precisão para outros conjuntos [11].
A divisão dos dados pode ser feita utilizando várias técnicas:
• Holdout
A partir de um conjunto de dados de tamanho N, divide-se numa proporção P*N para treino
e (1-P)*N para teste. Esta abordagem é adequada quando há um grande volume de dados.
Quando o volume de dados é pequeno, ou usamos poucos dados para treino (prejudicando o
modelo) ou para teste (prejudicando a qualidade da estimativa do desempenho). Outro pro-
blema com esta abordagem prende-se no facto de uma classe poder ficar muito representada
num conjunto de dados e pouco representada no outro. A figura 2.4 ilustra a divisão dos
dados segundo a técnica holdout.
Figura 2.4: Divisão do conjunto de dados através de holdout
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• Amostragem aleatória
O método holdout faz com que os resultados sejam muito dependentes da partição esco-
lhida para teste. A amostragem aleatória contraria esta dependência executando o método
holdout diversas vezes com partições de teste aleatórias como se pode ver na figura 2.5. As
proporções P para treino e (1-P) para teste mantêm-se em todas as iterações. Os resultados
deste método são dados pela média dos diferentes testes [5].
Figura 2.5: Divisão dos dados segundo a amostragem aleatória
• K-fold cross-validation
O conjunto de exemplos é dividido em K subconjuntos de tamanho aproximadamente igual.
Uma das partições é usada para teste, enquanto as restantes são utilizadas no treino do
método. Este processo é realizado K vezes, utilizando em cada ciclo uma partição diferente
para teste. O desempenho final é dado pela média dos desempenhos observados sobre cada
subconjunto de teste [5]. A figura 2.6 ilustra o método 8-fold cross validation.
Figura 2.6: Divisão do conjunto de dados através da técnica 8-fold cross validation
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• Leave-one-out
É um caso particular do método cross-validation. Em cada ciclo um exemplo é separado
para teste, enquanto todos os restantes são usados no treino. O desempenho é dado pela
soma dos desempenhos verificados para cada exemplo de teste individual [5]. Não é possível
estratificação e é computacionalmente muito pesado.
• Bootstrap
Neste método, são gerados Q subconjuntos de treino a partir do conjunto de exemplos ori-
ginal. Os exemplos são amostrados aleatoriamente desse conjunto, com reposição. O resul-
tado é dado pela média do desempenho em cada subconjunto de teste. Esta abordagem é
adequada quando o volume de dados é pequeno devido à reposição de exemplos [5].
Figura 2.7: Divisão do conjunto de dados por booststrap
Nos métodos que envolvem médias de desempenho, deve-se reportar também os valores do
desvio padrão que poderá ser um indicativo de sensibilidade dos objetos usados no treino.
Um desvio padrão elevado indica uma alta variância nos resultados, ou seja, uma instabi-
lidade do modelo perante mudança nos objetos [5]. Este facto pode ser um indicador da
presença de overfitting. Existem ainda duas técnicas que usam o fator tempo como prepon-
derante, são elas:
• Growing Window
Nesta estratégia, o dataset de treino vai sempre crescendo à medida que se faz as previsões
com os dados de teste.
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Figura 2.8: Evolução dos dados em Growing Window
A figura 2.8 ilustra as cinco primeiras iterações de implementação do modelo, em que é
definida a jornada 6 como inicial para todas as iterações. As células a branco estão marcadas
as jornadas de treino, e a cinzento estão marcadas as jornadas de teste.
• Sliding Window
No Sliding Window a jornada inicial varia com as transições de cada iteração. Nesta estra-
tégia, o dataset de treino contém sempre a mesma quantidade de jogos.
Figura 2.9: Evolução dos dados em Sliding Window
A figura 2.9 ilustra cinco iterações usando a estratégia Sliding Window. O dataset de treino
é sempre composto pelas 5 jornadas anteriores à jornada de teste.
2.1.4 Algoritmos
2.1.4.1 Árvores de decisão
O algoritmo árvore de decisão funciona como um fluxograma em forma de árvore. Cada
nó interno (não folha) indica um teste feito sobre um atributo (por exemplo, idade > 18), cada
ramificação representa o resultado do teste e as folhas indicam a classe a qual o registo pertence.
O nó que está no nível superior é o nó raiz [10]. Querendo classificar um novo registo cujo y
é desconhecido, o que a árvore de decisão faz é testar cada um dos atributos desse registo nos
seus nós internos. De acordo com os atributos do registo, é traçado um caminho desde o nó raiz
até a uma folha que irá atribuir uma classe ao registo. Devido aos testes efetuados em cada nó
interno, as árvores de decisão são facilmente convertidas em regras de classificação. O algoritmo
de árvore de decisão é muito popular porque é uma técnica simples, não requer parâmetros de
configuração e funciona bem com grandes volumes de dados. Também a sua representação em
forma de árvore é geralmente fácil de assimilar por parte dos seres humanos, para além de ter uma
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boa taxa de acerto. Os algoritmos de árvore de decisão para classificação têm sido usados na área
da medicina, produção, análise financeira, astronomia, biologia molecular, etc [10]. A figura 2.10
ilustra um exemplo de uma árvore de decisão para a atribuição de crédito a uma pessoa.
Figura 2.10: Árvore de decisão de um problema de crédito
2.1.4.2 C5.0
C5.0 é um classificador construído com base no algoritmo C4.5. O algoritmo C5.0 tem melhor
desempenho que o C4.5 em diversas características, entre elas, a velocidade de processamento,
uso eficiente da memória, etc. Este algoritmo tem 2 versões, uma versão baseada em árvores de
decisão, e tem outra versão baseada em regras. Uma árvore de decisão usa a estratégia de dividir
para conquistar para resolver um problema de decisão. Um problema complexo é dividido em
problemas mais simples, aos quais é aplicada recursivamente a mesma estratégia [5].
2.1.4.3 JRip
JRip ou RIPPER (Repeated Incremental Pruning to Produce Error Reduction) foi proposto
por William W. Cohen. É um classificador baseado em regras. As regras de decisão são baseadas
na forma se A então B em que A é um conjunto de condições. As regras de decisão e as árvores
de decisão são bastante idênticas na forma de representar generalizações dos objetos. Consequen-
temente, ambas definem superfícies de decisão semelhantes [5].
2.1.4.4 RF (Random Forest)
O Random Forest é um algoritmo de combinação de outros algoritmos (ensemble), que com-
bina uma grande quantidade de árvores de decisão independentes. As árvores de decisão são
normalmente geradas através do método bagging. Este método permite que as árvores de decisão
sejam criadas a partir de diferentes subconjuntos de dados de treino aleatoriamente gerados com
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reposição. A classificação dos dados é feita por votação, cada árvore de decisão vota numa classe
e a classe com mais votos será a resposta dada pelo algoritmo [16].
2.1.4.5 KNN
O KNN é um algoritmo de reconhecimento de padrões, que tem variações definidas pelo nú-
mero de vizinhos considerados. Cada objeto representa um ponto no espaço de entrada de acordo
com os seus atributos. Para a classificação de um objeto cuja classe é desconhecida, é calculada a
distância entre o novo objeto e os objetos classificados anteriormente. A distância entre os objetos
é calculada através de uma métrica. Normalmente, a distância euclidiana é a métrica usada por
este algoritmo. Os k objetos de treino mais próximos do novo objeto votam numa classe e a classe
mais votada é atribuída a esse objeto [5].
2.1.4.6 SVM
As SVM são baseadas na teoria de aprendizagem estatística desenvolvida por Vapnik (1995).
As principais características das SVM são a boa capacidade de generalização, robustez com gran-
des dimensões de dados, convexidade da função objetivo e base teórica bem estabelecida dentro
da matemática e estatística [17].
• kernel linear
Separação de objetos pertencentes às classes através de fronteiras lineares. São eficazes na
classificação de conjuntos de dados linearmente separáveis ou que possuam uma distribui-
ção aproximadamente linear [5].
• kernel gaussiano (Não-linear)
Há alguns casos em que não é possível dividir satisfatoriamente os dados por um hiperplano.
As SVMs não lineares lidam com este problema mapeando o conjunto de treino do seu
espaço original, para um novo espaço de maior dimensão. Nesta nova dimensão o conjunto
de treino já pode ser separado por uma SVM Linear [5].
2.1.4.7 Naive Bayes
O classificador Naive Bayes pertence à família dos classificadores probabilísticos e é baseado
no teorema de Bayes. O teorema de Bayes permite calcular a probabilidade de um evento à pos-
teriori utilizando as probabilidades à priori. Este classificador assume que os valores dos atributos
de um objeto são independentes entre si. Este facto ajuda a combater os problemas derivados de
grande dimensionalidade que são recorrentes em muitos algoritmos, ou seja, este classificador lida
bem com grandes quantidades de dados [5].
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2.1.4.8 NN (Redes Neuronais)
O desenvolvimento das Redes Neuronais artificiais tem como inspiração a estrutura e fun-
cionamento do sistema nervoso. As redes neuronais são sistemas computacionais distribuídos
compostos de unidades de processamento simples, densamente interconectadas. Estas unidades,
conhecidas como neurónios artificiais, computam funções matemáticas. As unidades estão dispos-
tas em várias camadas e interligadas por conexões que possuem pesos associados que ponderam a
entrada recebida por cada neurónio na rede. Os pesos têm os seus valores ajustados num processo
de aprendizagem e codificam o conhecimento adquirido pela rede [5].
2.2 Data Mining no domínio do Desporto
Existe uma quantidade significativa de trabalhos relativos à aplicação de técnicas de Data
Mining em desporto. Para se ter uma visão alargada do que já foi feito e de quais as potencialidades
destas técnicas, foram analisados alguns trabalhos relativos a futebol que serão identificados na
tabela 2.2. Os trabalhos podem ser caracterizados de acordo com as seguintes dimensões: objetivo
do estudo, desporto, torneio, objetivo de Data Mining, tarefa de Data Mining, tipo de atributos,
medida de avaliação, metodologia de estimação de desempenho, validação e algoritmos que foram
abordados nos trabalhos.
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2.2.1 Dimensões
A maior parte dos trabalhos estudados foram caracterizados segundo dez dimensões. Os tra-
balhos cujo ponto de interesse se focava em poucas dimensões não foram incluídos nas tabelas.
Devido à grande dimensão das tabelas 2.3,2.4 e 2.5, foi atribuído um número a cada documento
para o identificar como é visível na tabela 2.2.
Tabela 2.2: Identificação numérica dos documentos
Título Documento ReferênciaBibliográfica
Compound Framework for Sports Prediction:The
Case of Study 1 [3]
Football Predictions based on a fuzzy
model genetic and neural tuning 2 [18]
Soft Computing-Based Result Prediction of
Football Games 3 [19]
Predicting football results using Bayesian nets
and other machine learning 4 [20]
Predicting football scores using machine learn
techniques 5 [21]
Applying Data Mining techniques to Football
Data from European Championships 6 [22]
An improved prediction system for football a
match result 7 [23]
Football result prediction with Bayesian Network
in Spanish League- Barcelona Team 8 [1]
Bayesian hierarchical model for the prediction of
football results 9 [24]
A Bayesian approach for predicting match
outcomes: The 2006 (Association) Football
World Cup
10 [25]
A simlulation model for football championships 11 [26]
Soccer Match Result Prediction using Neural
Networks 12 [27]
Artificial Intelligence in Sports Prediction 13 [28]
A Comparative Study on Neural Network based
Soccer Result Prediction 14 [29]
A Neural Network Method for Prediction of 2006
World Cup Football Game 15 [30]
Predicting Soccer Match Results in the English
Premier League 16 [31]
Predicting the outcome of NBA playoffs using
the Naïve Bayes Algorithms 17 [32]
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Tabela 2.3: Caracterização dos documentos pela sua aplicação
Doc. Objetivo do Estudo Desporto Torneio
1 .Simulação de um torneio Futebol Mundial 2002
2 .Previsão de resultado final Futebol Liga Finlandesa
3
.Comparação de técnicas data mining
.Simulação de um torneio Futebol Liga Ucraniana
4
.Comparação de técnicas data mining




.Comparação de técnicas data mining
.Estudo de fatores Futebol Liga dos Campeões




7 .Comparação de técnicas data mining Futebol Liga Inglesa




.Estudo de fatores .Previsão do resultado
final Futebol Liga Italiana
10 .Simulação de um torneio Futebol Mundial 2006
11 .Simulação de um torneio Futebol Euro 2000
12 .Comparação de técnicas data mining Futebol Liga Inglesa
13







14 .Comparação de técnicas data mining Futebol Liga Italiana
15 .Previsão de resultado final Futebol Mundial 2006
16 .Comparação de técnicas data mining Futebol Liga Inglesa
17 .Simulação de um torneio Basquetebol NBA
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Data Mining Tipos de Atributos
1
Previsão do resultado de um
jogo e vencedor de torneio Classificação
.Características do jogo atual
.Características físicas e mentais
.Organização da equipa




Previsão de resultado e
vencedor de campeonato Classificação




4 Previsão de resultado Classificação




5 Previsão de resultado Classificação
.Desempenho recente
.Ranking
.Característica do jogo atual
.Histórico de golos
6 Previsão de resultado Classificação
.Característica do jogo atual
.Histórico de golos
.Histórico de jogos
7 previsão do resultado Classificação
.Característica do jogo atual
.Histórico de golos
.Organização da equipa
8 previsão do resultado Classificação
.Características do jogo atual
.Histórico de jogos e golos
.Desempenho recente
.Características físicas e mentais





Previsão de resultado final e





Previsão de resultado final e
vencedor de torneio Regressão
.Organização da equipa
.Ranking












15 Previsão de resultado Classificação
.Histórico de golos
.Histórico de jogos
.Características dos jogos anteriores
16 Previsão de resultado Classificação
.Característica do jogo atual
.Desempenho recente
.Ranking
17 Previsão de resultado Classificação
.Histórico de jogos
.Fator casa
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.Comparação de desempenho com outros
modelos
.Comparação com resultados reais
.Redes Bayesianas
.Regras de decisão

























5 .Taxa de acerto
10 fold cross-
validation







6 .Taxa de acerto Holdout - .Árvore de decisão
7 .Taxa de acerto -
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2.2.1.1 Objetivo do estudo
Existem fundamentalmente cinco objetivos identificados nos trabalhos estudados: simulação
de um torneio ou jogo de futebol, previsão de resultados, comparação de técnicas de Data Mining,
deteção de fatores relevantes num jogo e uso da mesma técnica em diferentes desportos. A simu-
lação de um torneio tem como objetivo simular todos os jogos do torneio e determinar o vencedor
do mesmo. Normalmente os torneios têm duas fases distintas: uma fase de grupos em que os dois
primeiros de cada grupo passam para uma fase a eliminar. Posto isto, a maior parte dos docu-
mentos estudados divide o seu estudo em duas fases, em que na primeira fase são utilizados dados
referentes aos torneios anteriores, e na fase posterior já é incluído o rendimento de cada equipa na
fase anterior (ex. [3],[26]).
Alguns trabalhos têm como propósito a previsão do resultado final de um jogo de futebol. A
previsão do resultado é feita tanto através do número de golos marcados por cada uma das equipas,
como também de uma forma categórica em relação à equipa da casa (vitória, empate ou derrota)
(ex.[19], [22], [30]).
A comparação de técnicas de Data Mining aplicadas ao futebol, também é um dos objetivos
propostos por diversos trabalhos, entre eles [20] e [29]. Nestes trabalhos são usadas diversas téc-
nicas de Data Mining na previsão de resultados e posteriormente são comparados os desempenhos
de cada uma das técnicas.
Existem diversos fatores num jogo de futebol que influenciam o resultado final do mesmo. [21]
e [24] centram a sua atenção em busca desses fatores. Embora tenham feito um grande esforço
nessa procura, o que a maior parte dos documentos diz é que não é totalmente claro os fatores que
influenciam o jogo, pois o futebol depende de fatores muito raros (quando comparado com outros
desportos como o basquetebol ou ténis) e a falha de um simples jogador pode ditar o resultado de
um jogo.
Alguns trabalhos focam-se, ainda, na descoberta de conhecimento acerca do futebol através de
análises exploratórias. O trabalho [28] optou pelo uso das redes neuronais no futebol e no rugby,
avaliando assim os desempenhos em cada um dos desportos.
2.2.1.2 Objetivos de data mining
Os documentos estudados centram-se maioritariamente em dois objetivos de Data Mining:
previsão do resultado de um jogo de futebol e previsão do vencedor de um campeonato ou torneio.
Um torneio normalmente tem diversas fases. A fase de grupos e a fase a eliminar dos torneios
obrigam a diferentes análises de um jogo de futebol. Por exemplo, no Campeonato do Mundo
uma equipa normalmente joga mais “descontraída” na fase de grupos porque sabe que vai fazer
três jogos, ao contrário da fase de eliminação que se perder é eliminada do torneio. Este “estado
de espírito”, o cansaço, a moral, são fatores que devem ou podem ser analisados nas diferentes
fases dos torneios.
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2.2.1.3 Desporto
A maior parte dos trabalhos selecionados para o estudo do problema Data Mining centraram-se
num único desporto, o futebol. A escolha quase exclusiva dos trabalhos relacionados com futebol
deve-se ao facto de cada desporto ter as suas características e particularidades, e nem todos os
estudos se podem adaptar a este ou àquele desporto. Comparando dois desportos coletivos muito
populares, como o futebol e o basquetebol, encontram-se diferenças significativas na estrutura dos
dois jogos, desde o número de jogadores em campo (22 no futebol contra 10 no basquetebol),
duração de um jogo, divisão do tempo jogado, número de substituições, tipo de resultado, etc.
Todas estas características tornam muito difícil adaptar estudos de um desporto para o outro. No
entanto, [28] faz a análise do desempenho da mesma técnica Data Mining entre dois desportos,
como é o caso do futebol e o rugby. De realçar que existem em grande quantidade documentos
que implementam técnicas Data Mining nos desportos Norte-Americano, como por exemplo, o
basquetebol estudado por [32] ou o futebol americano estudado por [33] e [34].
2.2.1.4 Tarefas de Data Mining
Os problemas são tipicamente abordados como uma de duas tarefas:
• Classificação
Quando o atributo alvo identifica as categorias às quais os registos pertencem, é chamado de
classe e assume valores discretos. A previsão de vitória, empate ou derrota de uma equipa
em que o atributo alvo só tem três classes possíveis é um exemplo de um problema de
classificação (ex.[23], [27]).
• Regressão
O atributo alvo é descrito por valores numéricos contínuos, como é o caso de [25] em que é
previsto o vencedor de um torneio através de probabilidades ou [18] que prevê o resultado
de um jogo através dos golos marcados por cada uma das equipas.
2.2.1.5 Tipos de Atributos (Features)
A seleção dos fatores que influenciam um jogo de futebol são a questão central com que a
maior parte dos investigadores dos trabalhos estudados se deparam. Para além de não serem to-
talmente consensuais, há muitos fatores que são difíceis de quantificar numericamente. Exemplos
dessa dificuldade são: o caso da fadiga, a moral da equipa, a reação a um golo marcado ou sofrido,
etc. Uma simples má decisão de um jogador pode ditar o resultado de um jogo [21]. Os fatores
usados podem ser organizados de acordo com os seguintes grupos:
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• Histórico de jogos (ex. [18], [28])
Descreve o desempenho da equipa em todos os jogos realizados até ao momento, seja em
casa ou fora. Número ou percentagem de vitória são exemplos da aplicação deste fator.
• Histórico de golos (ex. [23], [30])
É um atributo que representa o número de golos marcados e sofridos nos jogos anteriores,
bem como as respetivas médias.
• Desempenho recente (ex. [21], [27])
Descreve a “forma” atual através do desempenho da mesma nos últimos jogos. Por norma,
são usados os últimos 4,5 ou 6 jogos para analisar a forma da equipa.
• Características físicas da equipa (ex. [20], [1])
Insere-se aqui o trabalho de equipa, resistência, esforço, agressividade, a força do ataque e
defesa.
• Características mentais da equipa (ex. [3], [1])
É uma característica difícil de caracterizar. Inclui a reação às adversidades, concentração,
se é uma equipa ofensiva ou defensiva.
• Organização da equipa (ex. [24], [26])
Inclui as formações táticas, modelo de jogo, tendências, pontos fortes e fracos das equipas
em cada jogo.
• Características dos jogos anteriores (ex. [30])
Este fator engloba todas as estatísticas dos jogos anteriores, como por exemplo as faltas,
cantos, posse de bola, etc.
• Característica do jogo atual (ex. [21], [22])
Contém a localização do jogo, a reputação das equipas, jogadores do onze inicial, jogadores
lesionados ou suspensos, condições climatéricas, etc.
• Fator Casa (ex. [25], [32])
O fator casa é um termo usado para descrever a vantagem que a equipa da casa tem pelo
facto de jogar no seu estádio. O fator casa foi estabelecido como um importante fator que
influencia o resultado final. A sua existência afeta jogadores, treinadores, árbitros, fãs e até a
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comunicação social. As causas para esta vantagem podem ter a ver com o público no estádio,
viagens, domínio territorial, fatores psicológicos, etc [35]. Nas competições desportivas, a
equipa da casa ganha mais de 50% dos jogos em casa. No futebol a percentagem de vitória
da equipa da casa é de aproximadamente 64,5% [36].
• Ranking (ex. [29], [31])
Analisa a classificação atual no campeonato no caso das equipas, e no FIFA world ranking
no caso das seleções.
2.2.1.6 Torneio
As previsões dos jogos abordados nos trabalhos inserem-se numa de três categorias:
• Jogos de um torneio com fase de grupo e a fase posterior é a eliminar, como são os casos do
Campeonato do Mundo, do Campeonato da Europa e da Liga dos Campeões [25] e [3].
• Jogos de um torneio tipo Campeonato, em que as equipas jogam todas contra todas e no fim
a equipa que acumular mais pontos ganha. A liga que gera mais interesse nas técnicas de
Data Mining é a liga inglesa, talvez porque seja a liga mais vista em todo o mundo [23].
Foram estudadas ainda a liga portuguesa, espanhola, italiana, francesa, alemã, finlandesa e
ucraniana na Europa e a liga brasileira (Ex. [22] e [37]).
• Jogos de uma equipa específica, como é o caso de [21] que analisa a equipa do Tottenham
nas épocas 1995/1996 e 1996/1997 e o [1] que analisa e prevê os resultados do FC Barcelona
na época 2008/2009 da liga espanhola.
2.2.1.7 Medida de Avaliação
A medida de avaliação usada em grande parte dos trabalhos que lidam com problemas de
classificação é a taxa de acerto (accuracy). Em problemas de regressão são usadas outras medidas
de avaliação, nomeadamente o RMS (Root Mean Square Error) e o MSE (Mean Square Error).
Nos problemas de regressão é difícil avaliar se o valor numérico previsto está correto. Nestes
casos, em vez de se verificar se o valor está correto, foca-se na “distância” entre o valor previsto e
o valor real. Existem funções que medem o erro entre o valor real e o valor previsto, tais como o
MAE (Mean Absolute Error), MSE, RMS, etc [10]. [3] usa o RMS como forma de avaliar o seu
algoritmo, enquanto [29] e [19] usam o MSE.
2.2.1.8 Metodologia de Estimação de Desempenho
Poucos documentos explicam o tipo de metodologia de estimação aplicada aos seus trabalhos.
Os documentos [21] e [27] fazem referência ao 10-fold cross-validation. [31] usa o método hol-
dout e Growing Window como metodologia de estimação, em que o conjunto de dados de treino
é constituído por jogos de 10 épocas (2002/2003 até 2011/2012), e o conjunto de dados de teste
contém jogos de 2 épocas (2012/2013 e 2013/2014).
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2.2.1.9 Validação
Como forma de validar os seus modelos, os diferentes estudos identificados na tabela 2.2 usam
comparação com resultados reais, comparação de desempenho com outros modelos e comparação
com as previsões de especialistas (humanos).
Alguns trabalhos validam os seus modelos comparando as suas previsões com os resultados
reais dos jogos. [3] e [19] usam os resultados reais como base para a validação dos seus próprios
modelos. [1] comparou os seus resultados com os resultados reais dos jogos do Barcelona na época
2008/2009. Outros trabalhos optam por validar os seus modelos comparando os desempenhos com
outros modelos já implementados anteriormente (ex. [24], [27]). [23] compara o desempenho do
seu algoritmo com os algoritmos implementados por [38]. As previsões feitas por especialistas
também podem ser vistas como um algoritmo de previsão. Foi verificado que alguns trabalhos
comparam o desempenho dos seus modelos com os resultados dos jogos previstos por especialistas
em futebol. Por exemplo, [28] compara o seu desempenho com as previsões de seres humanos.
2.2.1.10 Técnicas Data Mining
Diferentes técnicas de previsão Data Mining foram abordadas nos documentos estudados.
Pode-se organizar algumas das técnicas de previsão da seguinte forma:
Modelo baseado em distância
• KNN (k-Nearest Neighbors) (Ex. [20] e [21])
Modelos probabilísticos
• NB (Naive Bayes) (Ex. [27] e [32])
• Redes Bayesianas (Ex. [1] e [24])
Modelos baseados em procura
• Árvores de decisão (Ex. [22] e [27])
• Regras de decisão (Ex. [3])
Modelos baseados em otimização
• NN (Neuronal Network) (Ex. [29] e [30])
• SVM (Ex. [31])
Além do estudo destas técnicas de Data Mining para previsão de resultados de jogos de futebol,
um assunto que está muito em voga hoje em dia e que vai crescendo de dia para dia, são as apostas
desportivas. Também existem alguns trabalhos que abordam a utilização das apostas desportivas
como base de previsões de resultados, nomeadamente [39] e [40].
26 Revisão da Literatura
2.2.2 Resultados
A maioria dos trabalhos estudados optaram por utilizar tarefas de classificação para a resolu-
ção dos seus problemas de previsão porque são tarefas mais simples. Também a grande maioria
dos trabalhos têm o futebol como desporto alvo, porque cada desporto é único e tem as suas
características próprias. O tipo de competição estudada recaiu maioritariamente sobre grandes
torneios mundiais, como é o caso do Campeonato do Mundo, Campeonato da Europa e a Liga dos
Campeões e também sobre as principais ligas europeias como a portuguesa, espanhola, inglesa,
italiana, alemã e francesa.
A medida de avaliação mais utilizada foi a taxa de acerto, embora existam alguns trabalhos
que usam os erros MAE, MSE e RMS.
Na escolha da metodologia de estimação de desempenho houve uma distinção entre duas so-
luções escolhidas pelos trabalhos. Uma das soluções escolhidas foi o uso da técnica N-fold cross
validation que não tem em conta o fator tempo. A outra solução recaiu sobre a valorização do
tempo. Os trabalhos que valorizaram o fator tempo usaram conjunto de dados de treino que tem-
poralmente são anteriores ao conjunto de dados de teste. O método de validação mais frequente
foi a comparação do desempenho dos seus modelos com modelos desenvolvidos anteriormente.
Capítulo 3
Preparação dos Dados
3.1 Caracterização dos Dados
Os dados disponíveis para a realização do estudo empírico foram disponibilizados pelo La-
boratório SAPO/ U.Porto através de um ficheiro csv com aproximadamente setenta e cinco mil
registos. Cada registo deste conjunto de dados regista a ocorrência de um evento no jogo de
futebol. Neste conjunto de dados estão contemplados todos os jogos referentes a cinco épocas
de futebol do campeonato português e cinco épocas do campeonato inglês. As épocas referidas
são 2009/2010, 2010/2011, 2011/2012, 2012/2013 e 2013/2014. Cada evento registado contém
a informação do jogo, do evento, da equipa e do jogador(es) responsável(eis) pela ocorrência do
mesmo. Os eventos podem ser do tipo golo, autogolo, substituição, cartão amarelo, duplo cartão
amarelo e cartão vermelho.
Os dados disponibilizados sobre o jogo são:
• CompetitionID – atributo numérico que tem como objetivo identificar a competição
• FullName - atributo nominal, que contém o nome da competição.
• Match_MatchID - atributo numérico que identifica o jogo.
• Match_FixtureDate – atributo que contém a data do jogo.
• Stadium_Stadium - atributo numérico que identifica o estádio.
• Stadium_Name - atributo nominal, que contém o nome do estádio.
• HomeTeam_TeamID - atributo numérico que identifica a equipa visitada.
• HomeTeam_Name - atributo nominal que identifica a equipa visitada.
• AwayTeam_TeamID – atributo numérico que identifica a equipa visitante.
• AwayTeam_Name – atributo nominal que identifica a equipa visitante pelo nome.
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Os dados disponibilizados sobre o evento são:
• Occurrence_OccurrenceID – atributo numérico que identifica o evento ocorrido.
• Occurrence_OccurrenceTypeID – atributo numérico que classifica o tipo de evento.
• Occurrence_Minute - atributo numérico que dá a informação do minuto em que ocorreu o
evento .
• Occurrence_SourceTeamID – atributo numérico que identifica a equipa que deu origem ao
evento.
• Occurrence_SourceTeamName - atributo nominal que identifica a equipa que deu origem
ao evento pelo nome.
• Occurrence_TargetTeamID - atributo numérico que identifica a equipa que foi alvo do evento.
• Occurrence_TargetTeamName - atributo nominal que identifica a equipa que foi alvo do
evento pelo nome.
3.2 Pré-Processamento
A etapa de pré-processamento dos dados é muito importante pois tem como funções a receção,
preparação e transformação dos dados. A figura 3.1 mostra a sequência das diferentes etapas de
pré-processamento.
Figura 3.1: Sequência das etapas de pré-processamento
3.2.1 Preparação dos Dados
Um dos requisitos muito importantes nos algoritmos de Data Mining é a capacidade de li-
dar com a falta de dados ou dados imperfeitos. Como a ausência de dados ou a presença de
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dados imperfeitos pode influenciar a eficácia do algoritmo é aconselhável o uso de técnicas de
pré-processamento para a identificação e minimização da ocorrência desses problemas [5].
A etapa de preparação dos dados passa por encontrar e eliminar dados inconsistentes, redun-
dantes, duplicados, etc. A análise foi feita com base numa única época para reduzir a quantidade
de dados e facilitar a sua compreensão.
Dois dos atributos do conjunto de dados são a equipa que deu origem ao evento e a equipa que
foi alvo do evento. Estes dois atributos são usados unicamente quando o evento é uma substituição.
Neste caso os dois atributos têm o mesmo valor porque a equipa que faz a substituição dos seus
jogadores é a mesma. Tratam-se de dois atributos redundantes em que um deles não acrescenta
conhecimento nenhum ao conjunto de dados. Sendo assim, um dos atributos foi eliminado.
Para a deteção de eventos duplicados, foi comparado o número de ocorrências de determinado
evento no conjunto de dados com a realidade. Por exemplo, foram comparados o número total de
golos de uma determinada época com o número real de golos dessa época, e verificou-se que o
número de golos registados pelo conjunto de dados era superior à realidade, logo existem dados
duplicados. Existem dois tipos de dados duplicados. Os dados duplicados que são fáceis de
detetar por terem a mesma identificação e facilmente são eliminados. Por outro lado, existem os
dados duplicados que tendo identificações diferentes são o mesmo evento, o que os torna de difícil
deteção e eliminação. Sendo assim, não se procedeu à eliminação de todos os dados duplicados,
tendo porém a noção que os dados não estão totalmente de acordo com a realidade.
Foram detetados ainda alguns campos sem valores (NULL), como por exemplo, o nome do
jogador que levou cartão amarelo ou vermelho. Este facto não teve um impacto muito grande por-
que esses campos não foram sinalizados como sendo campos com grande significado no contexto
do problema.
3.2.2 Engenharia de Variáveis
Esta etapa consiste em criar novas variáveis a partir de variáveis existentes. Esta operação
permite que as novas variáveis demonstrem relacionamentos entre as variáveis existentes.
3.2.2.1 1a Iteração
O conjunto de dados disponibilizado não é adequado ao problema em questão, uma vez que, o
objetivo deste estudo é a previsão de resultados de jogos de futebol e não a previsão da ocorrência
de eventos.
Numa primeira fase optou-se por usar unicamente os eventos que influenciam diretamente o
resultado de um jogo, ou seja, os golos, deixando de parte os restantes eventos como substituições
ou cartões. Posto isto, com base nos eventos “golo” foi criada um novo conjunto de dados que
contempla todos os resultados dos jogos de futebol nas épocas mencionadas em cima. O novo
conjunto de dados contém como campos a competição em questão, a identificação do jogo, a
identificação da equipa visitada e visitante, o número de golos marcados por cada uma das equipas,
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a data e a jornada. Este conjunto de dados serviu de base para a criação de novas variáveis na
primeira iteração.
Embora dispondo de todos os jogos de dez campeonatos diferentes, numa primeira análise foi
decidido trabalhar unicamente com um campeonato para que fosse mais fácil a compreensão e
análise dos dados. O campeonato português 2012/2013 foi o escolhido. Esta escolha deveu-se ao
facto de se dispor de uma época posterior (2013/2014) para avaliação do modelo escolhido, bem
como pelo facto de se dispor de dados de três épocas anteriores.
O conjunto de dados construído para a primeira iteração tem como registos (linhas) os jogos
que se pretende analisar (campeonato português 2012/2013) e como atributos (colunas) algumas
características relativas a cada jogo. Essas características podem ser divididas em quatro tipos de
classes. As características relativas:
• Ao jogo em questão
• À equipa visitada
• À equipa visitante
• Ao histórico de confronto direto entre as equipas.
As características do jogo têm como atributos as equipas que se defrontam, a jornada em questão,
a data da partida e a diferença de pontos entre as equipas à data do jogo. As características que
descrevem cada uma das equipas têm como atributos a “força” do ataque e da defesa, apetência
para ganhar jogos e a sua “forma” à data do jogo.
A “força” do ataque da equipa visitada é caracterizada através da média de golos marcados nos
jogos que disputou em casa, bem como a média de golos marcados em todos os jogos anteriores
(casa e fora). A “força” do ataque da equipa visitante é caracterizada através da média de golos
marcados nos jogos que disputou fora de casa, bem como a média de golos marcados em todos
os jogos anteriores (casa e fora). A "força"da defesa é inversamente proporcional ao número de
golos sofridos. A apetência para ganhar jogos é caracterizada através da percentagem de vitórias
de cada uma das equipas, tanto em casa como fora de casa.
A “forma” de uma equipa pode variar em poucos jogos, por isso, é caracterizada pela perfor-
mance da equipa no último jogo, nos últimos três jogos e nos últimos cinco jogos. Esta distinção
do espaço temporal pode permitir analisar, entre outras coisas, se a equipa está num ciclo positivo
de resultados, se inverteu um ciclo negativo de resultados, etc.
O confronto direto entre as equipas nos anos anteriores também pode ser um fator importante
que influencia um jogo de futebol, assim como o fator casa. Neste sentido, o histórico de con-
frontos entre as equipas é caracterizado pela percentagem de vitórias da equipa visitada e pela
percentagem de empates que se verificaram nas três épocas anteriores, tanto no total de jogos,
como somente em jogos no estádio em que se realiza o jogo.
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3.2.2.2 2a Iteração
Após os resultados da primeira iteração (ver secção 4.2.1), é necessário voltar à preparação de
novos dados para que se possa obter melhores resultados. O objetivo da segunda iteração é pensar
novamente no problema e criar novas variáveis. Essas variáveis surgiram de novos dados com
mais informação e têm como objetivo complementar as variáveis da primeira iteração.
Os novos dados disponibilizados pelo Laboratório SAPO/ U.Porto contêm aproximadamente
quatro mil e quinhentos registos, em que cada registo é um jogo. Os novos dados contêm registos
de novas épocas do campeonato português e sete épocas do campeonato inglês. As épocas do
campeonato português são entre 2006/2007 até 2014/2015, e as épocas do campeonato inglês são
entre 2008/2009 até 2014/2015. Os novos dados forneceram novas informações sobre os jogos,
entre elas, a posse de bola de cada uma das equipas, cantos, faltas, remates à baliza e remates para
fora.
Com os novos dados estão disponíveis não só mais informação sobre cada jogo como também
mais jogos de épocas que não estavam disponíveis no conjunto de dados anterior, caso das épocas
2006/2007 até 2008/2009 do campeonato português. No entanto, esta segunda iteração foi pensada
como complemento da primeira e optou-se por continuar o estudo com as mesmas épocas da
iteração anterior.
O conjunto de dados construído para a segunda iteração tem como base o conjunto de dados
usado na primeira iteração com o acrescento de novos atributos que entretanto foram criados. Os
novos atributos são: a posição em que terminou no ano anterior a equipa visitada e visitante, po-
sição atual da equipa na presente época, performance do ataque e defesa, comportamento relativo
das equipas nos jogos anteriores, posse de bola média e remates à baliza.
A posição atual da equipa no presente campeonato pode estar contida num de três grupos. O
primeiro grupo contém as equipas da parte de cima da tabela que se situam entre o primeiro e a
quinta posição. O segundo grupo contém as equipas que se situam entre a sexta e a décima primeira
posição, e por fim, o terceiro grupo contém as equipas que se situam entre a décima segunda e a
décima sexta posição. Este escalonamento permite agrupar as equipas que lutam pelos mesmos
objetivos.
A performance do ataque e da defesa é um complemento aos atributos da primeira iteração que
continha a “força” do ataque e da defesa. Este complemento é dado pela quantidade de jogos sem
sofrer e marcar golos de cada uma das equipas. A quantidade de jogos sem sofrer golos reforça a
qualidade da defesa, e a quantidade de jogos sem marcar reforça o défice do ataque.
O comportamento relativo das equipas nos jogos anteriores inclui no mesmo atributo a apetên-
cia das equipas para ganhar, empatar e perder jogos. O primeiro atributo revela quanto mais forte
é a equipa visitada, fazendo a relação de jogos ganhos pela equipa visitada com os jogos perdidos
pela equipa visitante. O segundo atributo faz a relação de empates entre as duas equipas. Estes
atributos são interessantes porque relacionam diretamente uma equipa com a outra, dando uma
noção de superioridade ou inferioridade.
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Com todos os novos atributos incluídos, o conjunto de dados da segunda iteração tem mais 12
campos que o da primeira iteração.
3.2.3 Seleção de variáveis
Depois de construir o conjunto de dados com todos os atributos necessários, é essencial fazer
um pré-processamento dos dados para perceber se há atributos correlacionados, com um único
valor, etc. O pré-processamento pode ser feito através de métodos de filtro ou wrapper. O método
de filtro seleciona as variáveis num processo independente, antes da aplicação do algoritmo de ML.
O método de wrapper seleciona as variáveis de acordo com o algoritmo de ML que se irá utilizar.
A opção escolhida recaiu sobre os métodos de filtro uma vez que os métodos de wrapper podem
provocar overfitting devido à quantidade reduzida de registos. O método de filtro utilizado foi a
identificação de atributos correlacionados. Com este método é possível eliminar os atributos que
evoluem de forma semelhante e que não acrescentam qualquer informação ao conjunto de dados,
ou seja, estão correlacionados. Posto isto, foram criados mais três conjuntos de dados. O primeiro
contém todos os atributos com correlação inferior a “0,9”, o segundo com correlação inferior a
“0,8” e o terceiro com correlação inferior a “0,7”, todos em termos absolutos. Estes intervalos
foram escolhidos empiricamente através da análise dos valores obtidos para a correlação entre
variáveis. Cada iteração passou a dispor de quatro conjuntos de dados que integraram a fase de
modelação.
3.2.4 Transformação de variáveis
Alguns algoritmos não lidam bem com variáveis nominais, como por exemplo, KNN [41].
Sendo assim, essas variáveis têm que ser transformadas em variáveis numéricas. A “forma” atual
da equipa é caracterizada, entre outras, por uma variável nominal que dita a performance da equipa
nos últimos cinco jogos. Por exemplo, se a equipa ganhou o último jogo, empatou o penúltimo
e perdeu os restantes, a variável “ forma” seria “L:Loose, L:Loose, L:Loose, D:Draw, W:Win”.
Foram criadas duas variáveis numéricas que substituíssem esta variável nominal. As variáveis
criadas foram o número de vitórias e o número de pontos alcançados nesses cinco jogos. Seguindo
o exemplo acima, o número de vitórias seria 1 e o número de pontos seria 4. A transformação
também foi feita para as restantes variáveis que ditam a “forma” da equipa.
A tabela 3.1 mostra o número de atributos de cada conjunto de dados usado na modelação.
Tabela 3.1: Número de atributos em cada conjunto de dados da 1a e 2a iteração
Conjunto de dados 1a Iteração 2a Iteração
Completo 51 63
Correlação inferior a "0,9" 38 48
Correlação inferior a "0,8" 24 35
Correlação inferior a "0,7" 20 31
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3.3 Análise exploratória de dados
A EDA (Exploratory Data Analysis) é uma abordagem para análise de dados através maiori-
tariamente de gráficos que permite a perceção dos dados, deteção de outliers, extração variáveis
importantes, etc. Esta abordagem foi realizada sobre o conjunto de dados construído na primeira
e segunda iterações. Em alguns gráficos que irão ser apresentados nesta secção, irá aparecer as
siglas “W:Win”, “D:Draw” e “L:Loose”, que significam vitória da equipa da casa, empate e der-
rota da equipa da casa, respetivamente. De referir também que um campeonato é composto por 30
jornadas.
Golos Marcados e Sofridos
Os atributos que envolvem os golos marcados e sofridos foram os primeiros a serem ana-
lisados. Neste ponto optou-se por analisar os dados dos dois extremos da tabela classificativa.
Sendo assim, comparou-se os golos marcados pelo F.C.Porto (1o classificado) e Beira-Mar (16o
classificado).
Figura 3.2: Média de golos marcados por jogo pelo F.C.Porto
Figura 3.3: Média de golos marcados por jogo pelo Beira-Mar
Os gráficos da figura 3.2 e 3.3 representam os golos marcados pelo F.C.Porto e o Beira-Mar
respetivamente. O gráfico da esquerda diz respeito aos jogos realizados na condição de visitado
e o gráfico da direita dizem respeitos aos jogos disputados como visitante. Como se pode ver na
figura 3.2, o F.C.Porto teve uma quebra de golos marcados a meio da época tanto nos jogos em
casa como fora. O facto de a quebra se dar em jogos da jornada 11 à jornada 15 (realizados no
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mês de Dezembro e Janeiro), podem explicar que nestes dois meses de festividades e mercado de
transferências os jogadores baixam os seus níveis de concentração. Analisando os jogos do Beira-
Mar, pode-se verificar que o número de golos marcados baixou na segunda metade da época. Esta
quebra pode ser explicada pela saída de jogadores importantes no mercado de transferências de
Janeiro ou pela maior competitividade do campeonato na segunda volta. Comparando a média de
golos marcados das duas equipas facilmente se vê a grande diferença que existe, chegando por
vezes a ser mais de um golo por jogo.
Desempenho recente
A segunda análise foi feita considerando o desempenho da equipa nos últimos 5 jogos que
realizou. Esta análise é feita com base no número de pontos que a equipa conseguiu obter nos
últimos 5 jogos. Neste caso, optou-se por fazer a análise com o Benfica (2o classificado) e o
Olhanense (14o classificado) porque finalizaram em lugares opostos na tabela classificativa. A
figura 3.4 representa os pontos alcançados pelo Benfica e a figura 3.5 os pontos alcançados pelo
Olhanense.
Figura 3.4: Pontos alcançados pelo Benfica nos 5 jogos anteriores
Figura 3.5: Pontos alcançados pelo Olhanense nos 5 jogos anteriores
Para uma melhor interpretação está representado um ponto no gráfico da figura 3.4. Este ponto
indica que na jornada 28 o Benfica fez 15 pontos nos 5 jogos anteriores, ou seja, ganhou os 5 jogos
anteriores em casa.
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Como seria de esperar há uma grande diferença de pontos alcançados nos últimos 5 jogos
pelas duas equipas.
A figura 3.4 mostra que o percurso do Benfica foi muito regular ao longo da época tanto em
casa como fora. No entanto, numa observação mais pormenorizada é possível constatar que os
picos de forma nos jogos em casa e fora aconteceram em períodos diferentes. No percurso em
casa o Benfica atingiu o pico de forma no início e no fim da época. Em contrapartida, no percurso
fora de casa o Benfica atingiu o seu pico a meio da época. Também é possível observar que a taxa
de vitórias foi sempre muito alta ao longo da época. Esta observação pode corroborar uma velha
máxima do futebol que diz que uma equipa que tem vindo a ganhar tem mais probabilidade de
ganhar o próximo jogo.
A figura 3.5 revela que o percurso do Olhanense nos jogos em casa e fora foi totalmente
oposto. Consegue-se verificar que o Olhanense realizou um início de campeonato bastante pro-
missor em casa mas foi decaindo à medida que a época se aproximava do fim. Nos jogos fora de
casa verificou-se a situação contrária, o Olhanense obteve melhor desempenho nos últimos jogos
do campeonato.
Confronto Direto e Fator Casa
A terceira análise aborda duas propriedades importantes num jogo de futebol, o confronto
direto e o fator “casa”. Esta análise difere das anteriores porque não há uma alteração dos da-
dos durante a época uma vez que se refere a dados de épocas anteriores. Esta análise aborda a
percentagem de vitórias que uma equipa tem, no seu estádio, quando defronta o seu adversário
atual. Foram usadas uma equipa que é forte em casa (F.C.Porto) e uma equipa que é menos forte
(V.Setúbal).
Figura 3.6: Percentagem de vitórias do V.Setúbal no confronto direto
A figura 3.6 mostra a percentagem de vitórias no confronto direto do V.Setúbal em casa. Para
uma melhor perceção do gráfico, pode-se supor que na jornada 12 o V.Setúbal defronta o Marí-
timo. O gráfico ilustra que nas épocas anteriores, o V.Setúbal nunca ganhou ao Marítimo em casa,
obtendo 0% de vitórias.
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O gráfico da figura 3.6 mostra que a percentagem de vitórias do V.Setúbal é realmente baixa,
sendo maioritariamente abaixo de 50%, sendo que em cinco dos jogos, a percentagem é zero.
Figura 3.7: Percentagem de vitórias do F.C.Porto no confronto direto
A figura 3.7 mostra a percentagem de vitórias no confronto direto do F.C.Porto em casa. Ana-
lisando o gráfico verifica-se que o F.C.Porto é realmente forte em casa, mas vê-se que na jornada
11 e 23 a percentagem de vitórias é zero o que causou desconfiança dado o seu historial em
casa. Após uma análise mais profunda conclui-se que aqueles jogos são realizados contra equipas
recém-promovidas à primeira liga, logo não existe histórico de confrontos. Esta análise permitiu
perceber que se um dos atributos do conjunto de dados é o confronto direto, é necessário retirar os
jogos que incluem equipas recém-promovidas.
3.3.1 Análise Esperada
Diferença Pontual
As análises descritas anteriormente foram realizadas considerando-se os atributos e equipas seleci-
onadas. No entanto, é necessário fazer uma análise que relaciona certos atributos com o resultado
final do jogo. A figura 3.8 relaciona a diferença de pontos entre a equipa visitada e visitante com
o resultado final.
Figura 3.8: Diferença de pontos entre as equipas consoante o resultado final
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Na figura 3.8 pode-se verificar que os jogos que acabaram em vitórias da equipa da casa têm,
normalmente uma diferença pontual positiva, o que significa que a equipa da casa tem mais pontos
que a equipa visitante. Pode-se verificar, ainda, que a maioria dos jogos que acabam empatados
tem uma diferença pontual à volta de zero. Por outro lado, os jogos que acabam em derrota da
equipa da casa, na sua maioria tem uma diferença pontual negativa. Neste caso a equipa visitante
tem mais pontos e está melhor classificada que a equipa da casa.
Média de Golos Marcados
Figura 3.9: Média de golos marcados pela equipa visitada e o resultado final
Observando o gráfico da figura 3.9, retira-se que quando a equipa da casa tem uma média de
golos marcados superior a dois, o resultado que acontece mais frequentemente é a vitória da equipa
da casa. Neste caso a vitória da equipa da casa surge em aproximadamente trinta jogos, enquanto
o empate e a derrota surgem abaixo da dezena de jogos. Quando a média de golos marcados
pela equipa da casa é inferior a dois golos, existe um equilíbrio entre vitória, empate e derrota no
resultado final.
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3.3.2 Análise Inesperada
Percentagem de Empates no Confronto Direto
Figura 3.10: Gráfico que relaciona a percentagem de empates no confronto direto entre as duas
equipas nos anos anteriores e o resultado final do jogo
Poder-se-ia pensar que quanto maior a percentagem de empates no confronto direto maior
seria o número de jogos que terminam empatados. No entanto, isso não acontece. Como se pode
ver na figura 3.10, se a percentagem de empates no confronto direto estiver entre 33% e 66%
a quantidade de jogos que acabam empatados é a mesma dos jogos que acabam em vitórias da
equipa da casa. O surpreendente é que quando a percentagem de empates no confronto direto está
entre 66% e 100%, o número de jogos que terminam com um empate é inferior ao número de jogos
que terminam com a vitória da equipa da casa. Esta diferença pode dever-se ao número reduzido
de amostras que se tem do confronto direto. Quando a percentagem de empates no confronto
direto está entre 33% e 66%, esses jogos na sua maioria têm 5 ou 6 jogos de confronto direto. Ao
invés, os jogos cuja percentagem de empates está entre 66% e 100% têm na sua maioria 1 ou 3
jogos de confronto direto. Esta amostra reduzida pode explicar a elevada percentagem de empates
que não se reflete no resultado final.
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Percentagem de Vitórias
Figura 3.11: Gráfico boxplot que ilustra a percentagem de vitórias da equipa visitante em relação
ao resultado final do jogo
Na figura 3.11 pode-se ver que quando a percentagem de vitórias da equipa visitante é alta o
resultado é normalmente “L” a vitória dessa mesma equipa. No entanto, a diferença entre os box-
plots de “W” e “D” não é muito acentuada. Este fenómeno pode ser explicado pelo desequilíbrio
do futebol português. Os dois primeiros classificados dominaram o campeonato, e nos jogos fora
de casa ganharam a maioria o que fez com que o boxplot “L” ficasse desequilibrado. Nos res-
tantes jogos, verifica-se que na maioria dos jogos que terminam com empate ou vitória da equipa
visitada, a equipa visitante tem uma percentagem de vitória baixa. Também é possível identificar
outliers nos boxplots “W” e “D”.
Média de Golos Marcados
Figura 3.12: Média de golos marcados pela equipa visitante nos jogos fora em relação ao resultado
final
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O que é surpreendente é que quanto melhor média de golos marcados a equipa visitante tem,
maior é o número de empates no final da partida como se pode ver na figura3.12. Era esperado
que o resultado predominante neste caso fosse a vitória dessa mesma equipa. Este facto pode ser
explicado pelo fator casa que equilibra os jogos.
Classificação da Equipa
Figura 3.13: Gráfico que relaciona a posição da equipa da casa no campeonato e o resultado final
Foi explicado anteriormente que de acordo com a sua posição na tabela classificativa, a equipa
integra um de três grupos. Como se pode ver na figura 3.13 há um grande número de jogos que
termina com a vitória da equipa da casa e essa mesma equipa pertence ao grupo um (primeiros
5 classificados) ou dois (entre sexto e décimo classificado). Constata-se, ainda, que nas derrotas
sofridas pela equipa da casa, na maioria dos jogos essa mesma equipa pertencia ao grupo dois ou
três (últimos 5 classificados).
Capítulo 4
Modelação
O capítulo de modelação está dividido em três secções: metodologia, resultados e discussão




Na etapa de modelação foram usados quatro datasets de comparação que diferem apenas nas
variáveis que os compõem. O dataset completo contém todas as variáveis criadas na etapa de
preparação dos dados. Os restantes três datasets são o resultado da seleção de variáveis através da
procura de correlação entre elas. Os três datasets são compostos pelas variáveis com correlação
inferior a “0,9”,”0,8” e “0,7”.
Como foi explicado na secção 3.2.2.1, os datasets integrados na etapa de modelação incluem
os jogos referentes ao campeonato português 2012/2013. Nesse campeonato foram disputados
240 jogos distribuídos por 30 jornadas. Cada jogo dispõe de informação relativa ao próprio jogo,
à equipa visitada, à equipa visitante e ao confronto direto. A grande parte das variáveis é relativa
às duas equipas, e têm como origem os jogos que essas equipas realizaram nas jornadas anterio-
res. Foram excluídos os jogos das 5 primeiras jornadas porque contêm informação sustentada em
poucos jogos. Sendo assim, os datasets passaram a ser compostos por 200 jogos.
Na etapa de análise de dados foi concluído que os atributos do confronto direto estavam in-
completos. As equipas que estão pela primeira vez na primeira liga não tem qualquer histórico
de jogos anteriores com as restantes equipas, logo, não existem dados de confronto direto e esses
campos estão vazios. Para contornar esta adversidade decidiu-se retirar 48 jogos que incluíam
equipas recém-promovidas e assim o dataset passou a ter 152 jogos.




O modelo escolhido para a previsão de resultados de jogos de futebol tem que ter por base um
algoritmo de Data mining. C5.0, Random Forest, KNN, Jrip, SVM com kernel linear, SVM com
kernel gaussiano, Naive Bayes e Redes Neuronais foram os algoritmos escolhidos para a seleção
do melhor modelo. Estes algoritmos estão descritos na secção 2.1.4.
4.1.3 Avaliação
4.1.3.1 Divisão dos dados
Dispondo de quatro datasets com 152 jogos do campeonato português 2012/2013, é necessário
iniciar uma nova etapa de modelação que será o treino e avaliação dos algoritmos. Foi determinado
que o algoritmo iria analisar os jogos jornada a jornada, formando assim grupos de 8 jogos por
jornada.
A divisão em dados de treino e teste pode ser feita de diversas maneiras como, por exemplo,
a divisão de dados baseada no resultado do jogo. Esta divisão assegurava que as três classes
(vitória, empate e derrota) estivessem balanceadas nos dados de treino. No entanto, o fator tempo
é muito importante na resolução deste problema de previsão. Com a divisão dos dados baseada no
resultado do jogo corre-se o risco de tentar prever um acontecimento em que os dados de treino são
dados posteriores aos dados de teste. Por esta razão, o tipo de divisão escolhida para este problema
de previsão foi baseada em séries temporais em que os dados de teste são sempre posteriores aos
dados de treino.
Os dados de treino incluem todos os jogos desde a jornada 6 até à jornada anterior que se
pretende prever o resultado. Os dados de teste incluem todos os jogos da jornada de previsão.
Figura 4.1: Divisão dos dados de treino e teste
A figura 4.1 ilustra um exemplo da previsão de resultados dos jogos da jornada 10. Neste caso,
os dados de treino seriam os jogos das jornadas 6,7,8 e 9, enquanto os dados de teste seriam os
jogos da jornada 10.
No package Caret existe a função createTimeSlices que faz a divisão de dados de treino e teste
baseada em séries temporais. Contudo, esta função só permite que a cada iteração de treino/teste
se avance um único objeto (1 jogo) e, tal como foi definido anteriormente, o objetivo deste pro-
blema é que se avance uma jornada (8 jogos/objetos). Inicialmente pensou-se em alterar a função
createTimeSlices para que pudesse avançar 8 objetos em vez de um. No entanto, devido à elimi-
nação de determinados jogos, a maioria das jornadas passam a ter 6 jogos, mas quando as equipas
recém-promovidas jogam uma contra a outra, a jornada passa a ter 7 jogos de análise. Visto isto,
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e perante a possibilidade de cada jornada não ter um número fixo de jogos (tanto pode ter 6 ou 7
jogos) foi impossível alterar a função createTimeSlices do Caret. Assim, optou-se por criar uma
função de raiz que definisse quais os objetos de treino e teste consoante a jornada de previsão.
4.1.3.2 Geração de modelos
O dataset contém dados de 24 jornadas. Contudo, só se pode fazer previsão de 23 jornadas
porque a primeira jornada do dataset (jornada 6) não contém jornadas anteriores que possam servir
de treino. Sendo assim, para que se possam prever os resultados de todos os jogos do dataset
é necessário realizar 23 iterações. Cada iteração prevê os resultados de uma jornada diferente.
Optou-se por analisar duas estratégias de evolução dos dados, Growing Window e Sliding Window
que foram explicadas na secção 2.1.3.2.
Com os datasets de treino e teste definidos para as 23 iterações, é necessário aplicar os al-
goritmos e ajustar os seus parâmetros. Consoante a escolha do algoritmo, poderá haver diversos
parâmetros que se podem mudar e que alteram o comportamento do algoritmo. Na fase de treino
são escolhidos os valores dos parâmetros que obtêm melhor desempenho, criando assim um mo-
delo. O desempenho é medido através dos dados de avaliação que foram definidos.
4.1.3.3 Medidas de Avaliação
A avaliação de um modelo pode ser analisada consoante vários aspetos, como por exemplo a
taxa de acerto, o tempo de computação ou aprendizagem, compreensibilidade do conhecimento,
requisitos de armazenamento do modelo, entre outros. A accuracy ou taxa de acerto foi a métrica
de desempenho usada na avaliação do modelo. Neste caso, a avaliação do modelo é baseada no
desempenho do modelo na classificação de novos exemplos, ou seja, exemplos do dataset de teste.
A taxa de acerto é calculada através de uma matriz de confusão como foi explicado na secção
2.1.3.1 Assim, para cada iteração é criada uma matriz de confusão que dá a informação da taxa
de acerto para aquela jornada. Após 23 iterações, é feita a média de todas as taxas de acerto
calculadas anteriormente e é assumido esse valor como a taxa de acerto desse modelo.
Foi também calculado o tempo de computação de cada modelo.
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Figura 4.2: Sequência de processos de cada iteração
A figura 4.2 ilustra todo o processo realizado desde a escolha do algoritmo até à medição do
seu desempenho. O ciclo é realizado por cada uma das 23 iterações.
4.2 Resultados e Discussão geral
A métrica usada para definir o desempenho de cada modelo implementado é a taxa de acerto.
O resultado do desempenho do modelo é calculado através da média dos desempenhos das 23
jornadas. Os datasets usados nas análises têm todos os mesmos 152 jogos. Desses 152 jogos, é
feita a previsão de 146 jogos porque não é feita a previsão da primeira jornada do dataset. Nos
146 jogos há 65 vitórias da equipa da casa, 50 empates e 31 derrotas. A baseline (percentagem da
presença da classe maioritária no conjunto de dados)dos datasets é aproximadamente 44%.
4.2.1 1a Iteração: Conjunto de Dados
Na primeira iteração foram construídos quatro datasets que já foram descritos anteriormente.
Esses datasets foram testados com 8 algoritmos para se perceber qual a melhor relação entre
datasets e algoritmos.
Numa primeira análise foi feita a comparação dos desempenhos quando se aplica a estratégia
de evolução dos dados Growing Window e Sliding Window. Foram comparadas oito amostras das
duas estratégias, o que não permitiu concluir que uma estratégia se adequa mais que a outra. No
entanto, esta comparação permitiu fazer uma escolha da estratégia a utilizar no desenvolvimento
do estudo. A comparação foi feita aplicando o dataset completo aos 8 algoritmos selecionados.
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Tabela 4.1: Comparação das taxas de acerto dos diferentes algoritmos em Growing Window e
Sliding Window
C5.0 RF KNN Jrip SVM Linear SVM Gauss. NB NN
Growing Window 0.457 0.524 0.451 0.503 0.471 0.519 0.458 0.449
Sliding Window 0.454 0.488 0.448 0.466 0.497 0.519 0.484 0.433
Na tabela 4.1 podem ser observadas as comparações feitas aos desempenhos de cada algoritmo
aplicando a estratégia Growing Window e Sliding Window. Fazendo uma análise por algoritmo,
pode-se observar que a estratégia Growing Window tem melhor desempenho em 4 algoritmos (
RF, KNN, JRip, NN), o Sliding Window tem melhor desempenho em 2 algoritmos (SVM Linear,
NB) e os algoritmos C5.0 e SVM gaussiano apresentam resultados idênticos. Feita esta análise,
foi decidido usar a estratégia Growing Window no estudo completo. Analisando ainda a tabela 4.1
pode-se observar que com o Growing Window, o algoritmo Random Forest obteve um desempenho
aceitável. O algoritmo Random Forest aplicando Growing Window tem aproximadamente mais 7
pontos percentuais face à baseline.
A segunda análise é feita tendo em conta os quatro datasets construídos na primeira itera-
ção, tanto o dataset completo que foi usado na análise anterior, como os datasets em que foram
aplicados filtros de correlação.
Tabela 4.2: Comparação dos desempenhos dos algoritmos com conjunto de dados diferentes
usando GW
Dataset C5.0 RF KNN Jrip SVM Lin. SVM Gauss. NB NN
Completo 0.457 0.524 0.451 0.503 0.47 0.519 0.458 0.44
Correlação < "0,9" 0.365 0.523 0.508 0.493 0.459 0.515 0.474 0.465
Correlação < "0,8" 0.439 0.515 0.551 0.558 0.469 0.521 0.531 0.507
Correlação < "0,7" 0.415 0.53 0.587 0.507 0.447 0.523 0.466 0.493
Na tabela 4.2 podem ser observados os desempenhos dos 8 algoritmos selecionados com os
quatro datasets diferentes. O melhor desempenho obtido por um modelo foi de aproximadamente
59% de taxa de acerto. Este desempenho foi obtido aplicando o algoritmo KNN ao dataset que
contem os atributos com correlação inferior a “0,7” pontos. Este modelo conseguiu um desempe-
nho superior à baseline de 14 pontos percentuais.
Analisando ainda a tabela 4.2 é notório que alguns modelos reagem melhor quando utilizado
um filtro de correlação nos atributos. Os modelos RF, KNN, JRip, SVM gaussiano , NB, NN
obtiveram os seus melhores desempenhos quando foi utilizado um filtro de correlação, somente os
modelos C5.0 e SVM Linear obtiveram melhores desempenhos com o dataset completo.
Três modelos (RF, KNN, SVM gaussiano) obtiveram o seu melhor desempenho com corre-
lação inferior a “0,7”, outros 3 (JRip, NB, NN) com correlação inferior a “0,8” e 2 (C5.0, SVM
Linear) com o dataset completo. Conclui-se assim que o dataset original tem demasiados atributos
redundantes para a maior parte dos algoritmos selecionados.
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Dispondo dos desempenhos de cada modelo é importante perceber quais as razões que levam
os algoritmos a errar. Fez-se a seleção dos três melhores desempenhos de algoritmos diferentes e
analisou-se as respetivas matrizes de confusão.




Vitória 43 6 12
Empate 7 7 3
Derrota 13 17 32
Na tabela 4.3 pode ser observada a matriz de confusão que se refere à aplicação do algoritmo
KNN ao dataset com correlação inferior a “0,7”. O desempenho deste modelo tem uma taxa de
acerto de aproximadamente 59%. As colunas indicam os jogos previstos pelo modelo e as linhas
indicam os resultados reais desses mesmos jogos. A tabela 4.3 mostra que o modelo tem uma taxa
de acerto de aproximadamente 68% na previsão de vitórias e derrotas e de 23% na previsão de
empates. Há uma clara diferença de desempenho do modelo na previsão de vitórias e derrotas em
relação aos empates.




Vitória 45 9 18
Empate 2 5 1
Derrota 16 16 28




Vitória 43 13 14
Empate 7 2 4
Derrota 13 15 29
Nas tabelas 4.4 e 4.5 podem ser observadas as matrizes de confusão que se referem à aplicação
do algoritmo JRip ao dataset com correlação inferior a “0,8” e à aplicação do algoritmo Random
Forest ao dataset com correlação inferior a “0,7”, respetivamente.
As tabelas 4.4 e 4.5 mostram que a tendência da taxa de acerto verificada na tabela 4.3 se
mantém. A taxa de acerto nas vitórias mostradas pelas tabelas 4.4 e 4.5 são de 71% e 68% res-
petivamente, enquanto a taxa de acerto das derrotas é de 59% e 61%. A previsão dos empates
tem uma taxa de acerto de 16% e 6% nas tabelas 4.4 e 4.5,respetivamente, o que constitui um
desempenho muito abaixo dos restantes resultados. Pode-se assumir que os diferentes algoritmos
têm uma clara dificuldade na previsão de empates tendo acertado em todos eles menos de 25%
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dos empates totais. Esta dificuldade pode ser explicada pelo facto de os empates constituírem a
classe minoritária no dataset, com cerca de 21%. Outra explicação pode ser o fator casa: como se
pode observar nas tabelas 4.3, 4.4 e 4.5, quando o resultado real do jogo foi empate os algoritmos
preveem maioritariamente a derrota da equipa da casa. Esta tendência pode dever-se ao facto de
o fator casa não ter tanta influência no modelo como devia, ou seja, o fator casa muitas vezes
equilibra um jogo em que a equipa visitante é superior à equipa da casa e o resultado final termina
num empate.
4.2.1.1 Significância Estatística dos Resultados
Uma vez concluída a análise dos resultados é importante perceber até que ponto estes resul-
tados são confiáveis ou ocorreram por acaso. Determinar se um modelo é melhor que o outro
pelo simples exame de inferioridade/superioridade de médias não é aconselhável. Muitas vezes as
diferenças verificadas não são significativas, e pode-se considerar os desempenhos obtidos equi-
valentes. É necessário realizar um teste de hipóteses para a comparação dos desempenhos dos
modelos que estão a ser analisados [5]. Foi aplicado o teste de Friedman. Este teste é baseado na
comparação de rankings de desempenho [5]. O teste de Friedman avaliou a significância dos 8
modelos tendo em conta a sua taxa de acerto em cada jornada. Foram feitas duas análises em que
os modelos selecionados para cada algoritmo foram escolhidos de maneira diferente.
No campo da estatística, são formuladas hipóteses acerca de uma dada amostra, estas hipóteses
são submetidas a determinados testes. A hipótese a ser testada designa-se por hipótese nula, a
hipótese alternativa é a conclusão a que se chega quando a hipótese nula é rejeitada [42].
No teste de Friedman, a hipótese nula será a aleatoriedade da amostra e a hipótese alternativa
será a não aleatoriedade da amostra.
O teste foi dividido em duas fases:
• Numa primeira fase foram escolhidos os modelos com melhor desempenho em cada algo-
ritmo. Com esta escolha, há a possibilidade de existir modelos que foram construídos com
datasets diferentes.
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Figura 4.3: Desempenhos dos 8 algoritmos com datasets diferentes
A figura 4.3 ilustra a taxa de acerto de cada um dos algoritmos selecionados.
A probabilidade de significância (ρ) obtida pela aplicação do teste de Friedman na primeira
fase foi de 0,7492. Assumindo um nível de significância de 5%, o teste de Friedman não
rejeitou a hipótese nula porque ρ >α = 0,05. Não é detetada qualquer diferença entre as
taxas de acerto dos diferentes modelos, sendo assim nenhuma conclusão se pode tirar acerca
dos desempenhos dos algoritmos.
• Na segunda fase foram escolhidos os modelos dos diferentes algoritmos com o mesmo da-
taset, o dataset com correlação inferior a “0,7” foi o escolhido.
Figura 4.4: Desempenhos dos 8 algoritmos com datasets iguais
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O desempenho dos diferentes modelos selecionados pode ser visto na figura 4.4. Nesta
segunda fase os resultados obtidos pela aplicação do teste de Friedman foram diferentes.
A probabilidade de significância obtida foi de 0,01701. Mantendo o nível de significância
em 5%, o resultado demonstra que teste de Friedman rejeitou a hipótese nula (ρ<α=0.05),
podendo-se assumir que existem diferenças significativas entre os modelos. Para que se
detete quais os grupos de modelos que diferem entre si, é necessário fazer um teste post-
hoc que irá realizar múltiplas comparações entre os modelos. O teste escolhido foi o teste
Nemenyi.
Tabela 4.6: Resultado da aplicação do teste de Nemenyi
C5.0 RF KNN JRrip SVM Linear NB NN
RF 0.41 NA NA NA NA NA NA
KNN 0.08 0.99 NA NA NA NA NA
JRrip 0.85 1 0.84 NA NA NA NA
SVM Linear 0.99 0.86 0.39 1 NA NA NA
NB 0.99 0.86 0.39 1 1 NA NA
NN 0.80 1 0.88 1 0.99 0.99 NA
SVM Gaussiano 0.21 1 1 .97 0.66 0.66 0.98
Na tabela 4.6 pode-se ver os resultados após aplicação do teste de Nemenyi. Perante os
resultado mostrados na tabela pode-se afirmar que a diferença de performance entre os mo-
delos não é confiável e verdadeira. Pode-se afirmar ainda, que todos os modelos pertencem
ao mesmo grupo.
4.2.2 2a Iteração: Novo Conjunto de Dados
Após a discussão e análise dos resultados da primeira iteração, um dos objetivos da segunda
iteração era melhorar o desempenho dos modelos com a adição de novos atributos aos datasets.
Na segunda iteração decidiu-se reduzir o número de algoritmos a serem testados com base nos
resultados da primeira iteração. Os algoritmos selecionados para a fase de modelação da segunda
iteração foram o KNN , Random Forest e o SVM com kernel gaussiano.
O algoritmo KNN foi escolhido por ter o melhor desempenho de todos os algoritmos e também
por ser um algoritmo de Data Mining clássico. A escolha do Random Forest surgiu pelo seu bom
desempenho na primeira iteração e também por ser um algoritmo de combinação de outros algo-
ritmos. O algoritmo SVM com kernel gaussiano foi escolhido também pelo seu bom desempenho,
pela robustez com grandes dimensões de dados e boa capacidade de generalização.
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Tabela 4.7: Desempenhos dos três algoritmos selecionados na segunda iteração
Dataset RF KNN SVM gaussiano
Completo 0.486 0.502 0.508
Correlação inferior a "0,9" 0.488 0.472 0.53
Correlação inferior a "0,8" 0.508 0.47 0.542
Correlação inferior a "0,7" 0.508 0.469 0.521
Na tabela 4.7 está ilustrado o desempenho de cada um dos três algoritmos aplicados aos qua-
tros datasets construídos na segunda iteração. Como se pode observar, o desempenho dos algo-
ritmos RF e KNN baixaram em relação aos desempenhos da primeira iteração. Com a descida
do desempenho dos algoritmos, pode-se concluir que os atributos adicionados na segunda iteração
não se demonstraram relevantes perante o problema de previsão de resultados. Em contrapartida, o
desempenho do algoritmo SVM com kernel gaussiano melhorou ligeiramente a sua performance.
No geral, o desempenho dos algoritmos não melhorou como era esperado para a segunda
iteração, o que significa que os atributos adicionados não constituíram uma mais-valia em relação
aos atributos anteriores. De salientar ainda, que os algoritmos continuaram a ter problemas na
previsão dos empates como resultado final.
4.2.3 3a Iteração: Aumento do Conjunto de Dados
Da primeira iteração para a segunda iteração não houve evolução da taxa de acerto, por isso,
foi decidido fazer uma terceira e última iteração. Perante a permanência do problema de previsão
dos empates, foram pensadas duas soluções para que o problema fosse ultrapassado. Uma solução
seria o balanceamento das classes e a outra solução seria aumentar o dataset de treino.
O empate está presente em 21% de todos os resultados, o que, apesar de ser a classe minoritária
não justifica de todo um balanceamento dos dados. Por esta razão, optou-se pelo aumento de jogos
no dataset de treino. Este aumento do número de jogos foi conseguido pela inclusão no dataset de
treino dos jogos das três épocas anteriores. Assim, no dataset de treino passaram a constar jogos
das épocas 2009/2010, 2010/2011, 2011/2012 e 2012/13 para a Liga Portuguesa. Os datasets de
treino aumentaram de 152 para 607 jogos, mantendo os mesmo atributos usados na 1a iteração.
Tabela 4.8: Desempenhos dos três algoritmos selecionados na segunda iteração
Dataset RF KNN SVM gaussiano
Completo 0.522 0.594 0.564
Correlação inferior a "0,9" 0.542 0.494 0.593
Correlação inferior a "0,8" 0.563 0.535 0.571
Correlação inferior a "0,7" 0.578 0.577 0.572
A tabela 4.8 apresenta as taxas de acerto de cada algoritmo utilizando os datasets construídos
na terceira iteração. De uma forma geral, a inclusão de mais dados de treino permitiu que os al-
goritmos melhorassem os seus desempenhos. A taxa de acerto da maioria dos algoritmos testados
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está acima dos 50%. Apesar da melhoria, o melhor desempenho tem uma taxa de acerto de apro-
ximadamente 59%, o que constitui uma subida de 1% em relação ao melhor desempenho efetuado
nas iterações anteriores. O problema de previsão dos empates permaneceu nesta iteração.
Após a avaliação do desempenho dos algoritmos, foi feita uma análise ao desempenho na
primeira e segunda volta do campeonato dos dois melhores algoritmos (KNN e SVM gaussiano).
A segunda volta do campeonato começa na jornada 16.
Figura 4.5: Taxa de acerto por jornada do algoritmo KNN
Figura 4.6: Taxa de acerto por jornada do algoritmo SVM com kernel gaussiano
Na figura 4.5 e 4.6 é ilustrada a taxa de acerto jornada a jornada dos dois melhores desempe-
nhos. A linha horizontal representa a baseline de 45% dos datasets de treino.
Observando os gráficos da figura 4.5 e 4.6, verifica-se que o desempenho dos algoritmos vai
melhorando à medida que o campeonato se aproxima do fim. Fazendo a divisão da primeira e
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segunda volta na jornada 15, é notório que os desempenhos na segunda volta são superiores aos
desempenhos na primeira volta, apesar de conterem mais jogos.
Tabela 4.9: Desempenho dos algoritmos na primeira e segunda volta do campeonato
KNN (59,4%) SVM gaussiano (59,3%)
Primeira volta (8 jogos) 0.452 0.471
Segunda Volta (15 jogos) 0.669 0.659
Na tabela 4.9 pode-se ver a média das taxas de acerto na primeira e segunda volta por parte dos
dois algoritmos. Contabilizando só os jogos da segunda volta, as taxas de acerto são sensivelmente
20 pontos percentuais superiores à baseline, o que constitui uma evolução face à taxa de acerto
no total de jogos. Depois de concluída a terceira iteração é necessário fazer a escolha do modelo
final do estudo. O modelo final escolhido foi baseado no algoritmo KNN porque foi o que obteve
melhor desempenho. O dataset completo com todos os atributos foi o escolhido.
4.2.4 Avaliação final: Conjunto de Dados Desconhecido
Uma vez escolhido o modelo final e o tipo de pré-processamento efetuado aos dados, é ne-
cessário avaliar o desempenho e a capacidade de generalização do modelo final. A avaliação é
feita com base em dados novos que não foram utilizados anteriormente. A escolha recaiu sobre
os dados da época 2013/2014 como já tinha sido mencionado na fase de preparação dos dados. O
desempenho do modelo final com os novos dados obteve uma taxa de acerto de aproximadamente
45%.
4.3 Discussão Geral
O conjunto de dados disponível não era adequado ao problema uma vez que fazia referência a
eventos isolados dos jogos em vez das estatísticas dos mesmos. Durante o processo de preparação
dos dados, essas estatísticas foram criadas e mostraram-se adequadas ao problema.
Ao longo de todo o processo, diversos modelos apresentaram desempenhos interessantes. Os
melhores modelos alcançaram mesmo uma taxa de acerto 10% a 15% superior à baseline. A
primeira iteração apresentou modelos com desempenhos interessantes. No entanto, os modelos da
segunda iteração não apresentaram qualquer evolução no seu desempenho em relação à iteração
anterior. Um dos motivos para esta estagnação pode residir na escolha incorreta dos algoritmos
a utilizar. Na terceira iteração, quando foi alargado o conjunto de dados de treino os modelos
apresentaram uma melhoria nos seus desempenhos.
A taxa de acerto na previsão dos empates foi sempre inferior a 25% e tornou-se num problema
transversal às três iterações. Este facto foi detetado na primeira iteração e ouve um esforço para o
tentar minimizar nas iterações seguintes, sem resultado.
O modelo final apresentou uma taxa de acerto de aproximadamente 45% quando confrontado
com "novos"dados. Houve uma quebra no desempenho do modelo, uma vez que a sua taxa de
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acerto anterior era de aproximadamente 59%. Esta quebra pode indiciar que o modelo está de-





5.1 Satisfação dos Objetivos
Esta dissertação teve como objetivo o estudo empírico de uma abordagem de Data Mining
na previsão de resultados de jogos de futebol. O CRISP-DM foi a metodologia de Data Mining
seguida. No geral, foram feitas duas iterações de todas as fases desta metodologia. A abordagem
CRISP-DM permitiu que desde o início do projeto todas as fases fossem bem planeadas e estrutu-
radas, facilitando assim o trabalho. O entendimento do problema de previsão dos resultados, isto
é, a fase de business understanding da metodologia, foi feito com recurso à bibliografia estudada
e descrita na Revisão da Literatura (capítulo 2).
Na primeira iteração foram usados os dados dos jogos da liga portuguesa fornecidos pelo
Laboratório SAPO/ U.Porto. Uma vez recebidos os dados, foi necessário compreender o seu con-
teúdo e perceber a sua qualidade. Devido à análise feita com recurso a gráficos, foram detetados
dados duplicados, inconsistentes, incompletos, etc. Seguiu-se a limpeza dos dados e construção
de novas variáveis que fossem úteis de acordo com o problema. Foram construídos 4 conjuntos
de dados diferentes, usando o método de eliminação de variáveis redundantes com base na sua
correlação com diferentes limites de seleção. Na fase de modelação foram criados modelos tendo
por base 8 algoritmos e os quatro conjuntos de dados criados anteriormente. Foram avaliados o
desempenho dos modelos através da taxa de acerto de cada um deles. Também foram estudadas
algumas possíveis falhas nos modelos para que fossem compensadas nas iterações seguintes.
Na segunda iteração, o Laboratório SAPO/ U.Porto forneceu novos dados com mais informa-
ção sobre os jogos. Foram construídas novas variáveis e novos conjunto de dados para a fase da
modelação. Com base nos resultados da iteração anterior foram escolhidos 3 algoritmos para a cri-
ação de novos modelos. Os resultados dos modelos da primeira e segunda iteração são muito idên-
ticos, o que significa que não houve evolução de desempenho. Perante esta estagnação, decidiu-se
alargar o conjunto de dados de treino. Sendo assim, o conjunto de dados de treino passou a conter
jogos de 4 épocas, quando anteriormente continha apenas os jogos da época para a qual se quer
fazer previsões. Com esta alteração o desempenho dos modelos melhorou. O modelo com melhor
desempenho alcançou uma taxa de acerto de 59% nos dados de teste. Apesar da metodologia de
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avaliação usada permitir obter estimativas fiáveis da capacidade de generalização dos modelos, fo-
ram feitas muitas experiências, o que aumenta o risco de um resultado espúrio. Assim, decidiu-se
deixar um conjunto de dados para validação final, que não foi utilizado anteriormente. O modelo
obteve uma taxa de acerto de 45% com os novos dados. Para além deste resultado, que, apesar
de não ser positivo, não deixa de ser interessante, o trabalho permitiu retirar outras conclusões,
como o facto dos modelos desenvolvidos terem melhor desempenho nos jogos da segunda volta
do campeonato do que nos jogos da primeira volta, ou ainda o facto de o aumento dos dados de
treino implicar melhores desempenhos dos modelos. Com o desenvolvimento de um modelo final
pode afirmar-se que os objetivos desta dissertação foram alcançados e cumpridos.
Na primeira iteração houve dificuldade em perceber como é que alguns conceitos se enqua-
dram na tecnologia Data Mining, como por exemplo, seleção de atributos, transformação de atri-
butos, divisão dos dados. Um outro obstáculo deparado foi a análise dos resultados, ou seja,
identificação da justificação para o desempenho dos modelos.
Na segunda iteração, grande parte das dificuldades encontradas anteriormente não se verifica-
ram e todo o processo foi mais rápido.
5.2 Trabalho futuro
Após a realização da dissertação e análise dos resultados é possível a evolução do mesmo com
vista à melhoria do desempenho dos modelos.
Esta dissertação abordou o problema de previsão do resultado de um jogo como sendo uma
de três hipóteses, vitória da equipa da casa, empate ou derrota. Das três hipóteses, a vitória da
equipa da casa é o acontecimento que acontece com mais frequência. Uma abordagem futura seria
encarar o problema de classificação como tendo um atributo alvo de duas classes, vitória ou não
vitória da equipa da casa. A não vitória seria a previsão de empate ou derrota. Esta abordagem
podia permitir um maior balanceamento das classes.
Uma outra abordagem futura poderá ser a inclusão de novos atributos com características par-
ticulares no conjunto de dados utilizado. Essas características podem ser de vários tipos. Caracte-
rísticas físicas como por exemplo fadiga, jogadores lesionados, resistência, esforço, etc; caracterís-
ticas psicológicas como por exemplo mudança de treinador, jogadores insatisfeitos, concentração,
reação às adversidades, etc; características do foro técnico-tático como táticas utilizadas, modelo
de jogo, pontos fortes e fracos, jogadores influentes, etc. Muitas destas características são subjeti-
vas o que torna difícil a sua caracterização, no entanto, serão mais-valias na construção de novos
modelos para a previsão de resultados.
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