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Electromagnetic space-time crystals. I. Fundamental solution of the Dirac equation
G. N. Borzdov∗
Department of Theoretical Physics and Astrophysics,
Belarus State University, Nezavisimosti avenue 4, 220030 Minsk, Belarus
The fundamental solution of the Dirac equation for an electron in an electromagnetic field with
harmonic dependence on space-time coordinates is obtained. The field is composed of three stand-
ing plane harmonic waves with mutually orthogonal phase planes and the same frequency. Each
standing wave consists of two eigenwaves with different complex amplitudes and opposite directions
of propagation. The fundamental solution is obtained in the form of the projection operator defining
the subspace of solutions to the Dirac equation.
PACS numbers: 03.65.-w, 12.20.-m, 03.30.+p, 02.10.Ud
I. INTRODUCTION
Considerable recent attension has been focussed on the
possibility of time and space-time crystals [1–4], analo-
gous to ordinary crystals in space. The papers [1, 2]
provide the affirmative answer to the question, whether
time-translation symmetry might be spontaneously bro-
ken in a closed quantum-mechanical system [1] and a
time-independent, conservative classical system [2]. A
space-time crystal of trapped ions and a method to real-
ize it experimentally by confining ions in a ring-shaped
trapping potential with a static magnetic field is pro-
posed in [3]. Standing electromagnetic waves comprize
another type of space-time crystals. It was shown [4]
that one can treat the space-time lattice, created by a
standing plane electromagnetic wave, by analogy with
the crystals of nonrelativistic solid state physics. In par-
ticular, the wave functions, calculated within this frame-
work by using the first-order perturbation theory for the
Schro¨dinger-Stuekelberg equation, are Bloch waves with
energy gaps [4].
Standing electromagnetic waves constitute an interest-
ing family of localized fields which may have important
practical applications. In particular, optical standing
waves can be used to focus atoms and ions onto a surface
in a controlled manner, nondiffracting Bessel beams can
be used as optical tweezers which are noninvasive tools
generating forces powerful enough to manipulate micro-
scopic particles. Superpositions of homogeneous plane
waves propagating in opposite directions, the so-called
Whittaker expansions, play a very important role in an-
alyzing and designing localized solutions to various ho-
mogeneous partial differential equations [5].
In [6, 7] we have proposed an approach to designing
localized fields, that provides a broad spectrum of fields
to construct electromagnetic fields with a high degree
of two-dimensional and tree-dimensional spatial localiza-
tion (2D and 3D localized fields) and promising practical
applications. In particular, it can be used in designing
fields to govern motions of charged and neutral particles.
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Some illustrations for relativistic electrons in such local-
ized fields have been presented in [7].
In this series of papers we treat the motion of the
Dirac electron in an electromagnetic field with four-
dimensional periodicity, i.e., with periodic dependence
on all four space-time coordinates. In terms of the three-
dimensional description, such electromagnetic space-time
crystal (ESTC) can be treated as a time-harmonic 3D
standing wave. In solid state physics, the motion of elec-
trons in natural crystals is described by the Schro¨dinger
equation with a periodic electrostatic scalar potential.
The description of the motion of electrons in ESTCs by
the Dirac equation takes into account both the space-
time periodicity of the vector potential and the intrinsic
electron properties (charge, spin, and magnetic moment).
In this case, the Dirac equation reduces to an infinite
system of matrix equations. To solve it, we generalize
the operator methods developed in [8] to the cases of
infinite-dimensional spaces and finite-dimensional spaces
with any number of space dimensions. The evolution,
projection and pseudoinverse operators are of major im-
portance in this approach. The evolution operator (the
fundamental solution of a wave equation) describes the
field dependence on the space-time coordinates for the
whole family of partial solutions. The method of projec-
tion operators is very useful at problem solving in classi-
cal and quantum field theory [9–11]. It was developed by
Fedorov [9, 10] to treat finite systems of linear homoge-
neous equations. In the frame of Fedorov’s approach, it is
necessary first to find projection operators which define
subspaces of solutions for two subsystems (constituent
parts) of the system to solve, and then to find its funda-
mental solution, i.e., the projection operator defining the
intersection of these subspaces, by calculating the mini-
mal polynomial for some Hermitian matrix of finite di-
mensions. In this paper, we present a different approach,
based on the use of pseudoinverse operators, which is ap-
plicable to both finite and infinite systems of equations
and has no need of minimal polynomials.
In this paper basic equations in matrix and operator
forms are presented in Sec. I. The projection operator
of a system of homogeneous linear equations (the key
concept of our approach) and the relations for its calcu-
2lations by a recurrent algorithm are introduced in Sec. II.
For the infinite system under consideration, the appropri-
ate recurrent algorithm and the fundamental solution are
presented in Sec. III. It is well known, e.g., see Ref. [12],
that 16 Dirac matrices form a basis in the space of 4× 4
matrices. In appendix, we introduce a specific numera-
tion of these basis matrices, which makes it possible, in
particular, to reconstruct the matrix from its number. It
yields a convenient way both to represent derived matrix
expressions in a concise form and accelerate numerical
calculations. The subsequent two papers will present a
fractal approach to numerical analysis of electromagnetic
crystals and some results of this analysis, respectively.
II. BASIC SYSTEM OF EQUATIONS
A. Matrix form
An electron in an electromagnetic field with the four-
dimensional potential A = (A, iϕ) is described by the
Dirac equation
[
γk
(
∂
∂xk
− iAk
e
c~
)
+ κe
]
Ψ = 0, (1)
where κe = mec/~, c is the speed of light in vacuum, ~ is
the Planck constant, e is the electron charge, me is the
electron rest mass, γk are the Dirac matrices, Ψ is the
bispinor, x1, x2 and x3 are the Cartesian coordinates,
x4 = ict, and summation over repeated indices is carried
out from 1 to 4. The exact solution of this equation for
the Dirac electron in the field of a plane electromagnetic
wave was obtained in a few forms, e.g., see [10, 13], and a
general approach to find approximate solutions of Dirac
type equations for particles of any spin in a weak elec-
tromagnetic field with an arbitrary dependence on space-
time coordinates was suggested by Fedorov [10]. In this
paper, we treat the field with A4 ≡ iϕ = 0 and
A′ ≡
e
mec2
A =
6∑
j=1
(
Aje
iKj ·x +A∗je
−iKj ·x
)
, (2)
which is composed of six plane waves with unit wave nor-
mals ±eα, where eα are the orthonormal basis vectors,
α = 1, 2, 3; x = (r, ict), r = x1e1 + x2e2 + x3e3. All six
waves have the same frequency ω0 and
Kj = k0Nj , j = 1, 2, ..., 6, k0 =
ω0
c
=
2pi
λ0
,
Nj = (ej , i), Nj+3 = (−ej , i), j = 1, 2, 3. (3)
They may have any polarization, so that their complex
amplitudes are specified by dimensionless real constants
ajk and bjk as follows
Aj =
3∑
k=1
(ajk + ibjk) ek, j = 1, 2, ..., 6, (4)
where ajj = bjj = aj+3 j = bj+3 j = 0, j = 1, 2, 3.
We seek the solution of the Dirac equation in the form
of a Fourier series
Ψ(x) =
∑
n∈L
c(n)ei[K+G(n)]·x, (5)
where K = (k, iω/c) is the four-dimensional wave vec-
tor, k = k1e1 + k2e2 + k3e3, n = (n1, n2, n3, n4) is
the multi-index specifying n = n1e1 + n2e2 + n3e3 and
G(n) = (k0n, ik0n4). Here, c(n) are the Fourier ampli-
tudes (bispinors), and L is the infinite set of all multi-
indices n with an even value of the sum n1+n2+n3+n4.
Substitution of A (2) and Ψ (5) in Eq. (1) results in the
infinite system of matrix equations
∑
s∈S13
V (n, s)c(n+ s) = 0, n ∈ L, (6)
where S13 = {sh(i), i = 0, 1, ..., 12} is the set of 13 val-
ues of function sh = sh(i), where sh(0) = (0, 0, 0, 0).
At i = 1, ..., 12, this function specifies the shifts s =
(s1, s2, s3, s4) = sh(i) of multi-indices n, defined by the
Fourier spectrum of the field A (2), which satisfy the
condition |s1| + |s2| + |s3| = |s4| = 1. Because of
this, they will be denoted the shifts of the first gener-
ation [g4d(s) = 1]. By the definition, g4d(s1, s2, s3, s4) =
max{|s1| + |s2| + |s3|, |s4|}. Thus, each equation of the
system relates 13 Fourier amplitudes (bispinors), in other
words, each amplitude enters in 13 different matrix equa-
tions.
Due to the structure of the Dirac equation, the expan-
sion of 4 × 4 matrices in the basis formed by 16 Dirac
matrices (Γk, k = 0, ..., 15) yields a convenient way both
to represent derived matrix expressions in a concise form
and accelerate numerical calculations (see appendix). To
this end, 4 × 4 matrix V is described by the set of its
components in the Dirac basis [Dirac set of matrix V ,
briefly, D-set of V , or Ds(V )]. Let us introduce the di-
mensionless parameters
Q = (q, iq4) = K/κe, Ω =
~ω0
mec2
, (7)
q = q1e1 + q2e2 + q3e3 =
~ k
mec
, q4 =
~ω
mec2
. (8)
In this notation, the matrix coefficients V [n, sh(i)], in
order of increasing i = 0, 1, ..., 12, have the following D-
sets:
3Ds{V [n, (0, 0, 0, 0)]} = {1, 0, 0, 0,−w4, 0, 0, 0, 0, 0, 0, 0, 0, iw3, iw1, iw2},
Ds{V [n, (0, 0,−1,−1)]} = {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,−ia31+ b31,−ia32 + b32},
Ds{V [n, (0,−1, 0,−1)]} = {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,−ia23+ b23,−ia21 + b21, 0},
Ds{V [n, (−1, 0, 0,−1)]} = {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,−ia13+ b13, 0,−ia12 + b12},
Ds{V [n, (1, 0, 0,−1)]} = {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,−ia43+ b43, 0,−ia42 + b42},
Ds{V [n, (0, 1, 0,−1)]} = {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,−ia53+ b53,−ia51 + b51, 0},
Ds{V [n, (0, 0, 1,−1)]} = {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,−ia61+ b61,−ia62 + b62},
Ds{V [n, (0, 0,−1, 1)]} = {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,−ia61− b61,−ia62 − b62},
Ds{V [n, (0,−1, 0, 1)]} = {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,−ia53− b53,−ia51 − b51, 0},
Ds{V [n, (−1, 0, 0, 1)]} = {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,−ia43− b43, 0,−ia42 − b42},
Ds{V [n, (1, 0, 0, 1)]} = {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,−ia13− b13, 0,−ia12 − b12},
Ds{V [n, (0, 1, 0, 1)]} = {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,−ia23− b23,−ia21 − b21, 0},
Ds{V [n, (0, 0, 1, 1)]} = {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,−ia31− b31,−ia32 − b32}, (9)
where n = (n1, n2, n3, n4), wj = qj + njΩ.
B. Operator form
Let us treat the infinite set C = {c(n), n ∈ L} of the
Fourier amplitudes c(n) of the wave function Ψ (5) as an
element of an infinite dimensional linear space VC . Since,
for any n ∈ L,
c(n) =


c1(n)
c2(n)
c3(n)
c4(n)

 ≡


c1
c2
c3
c4


n
(10)
is the bispinor, C ∈ VC will be denoted the multispinor.
Let us define a basis ej(n) in VC and the dual basis
θj(n) = e†j(n) in the space of one-forms V
∗
C (n ∈ L):
e1(n) =


1
0
0
0


n
, e2(n) =


0
1
0
0


n
,
e3(n) =


0
0
1
0


n
, e4(n) =


0
0
0
1


n
, (11)
θ1(n) =
(
1 0 0 0
)
n
, θ2(n) =
(
0 1 0 0
)
n
,
θ3(n) =
(
0 0 1 0
)
n
, θ4(n) =
(
0 0 0 1
)
n
.(12)
In this notation, the system of equations (6) takes the
form
〈f j(n), C〉 ≡
∑
s∈S13
V jk(n, s)c
k(n+ s) = 0, (13)
where j = 1, 2, 3, 4, n ∈ L, and
f j(n) =
∑
s∈S13
V jk(n, s)θ
k(n+ s),
〈f j(n), ek(n+ s)〉 = V
j
k(n, s). (14)
These relations can be rearranged to the basic system of
equations
P (n)C = 0, n ∈ L, (15)
where
P (n) = [fα(n)]† ⊗ aαβ(n)f
β(n) (16)
is the Hermitian projection operator with the trace
tr[P (n)] = 4 and following properties:
[P (n)]2 = [P (n)]† = P (n), (17)
a(n) = [L(n)]−1, Lαβ(n) =
〈
fα,
[
fβ(n)
]†〉
, (18)
where α, β = 1, 2, 3, 4. The Hermitian 4 × 4 matrices
L(n) and a(n) at n = (n1, n2, n3, n4) are defined by the
following D-sets:
Ds[L(n)] =
{
1 + IA + w
2
1 + w
2
2 + w
2
3 + w
2
4 , 0, 0, 0,
−2w4, 0, 0, 0, 0, 2w3w4, 2w1w4, 2w2w4, 0, 0, 0, 0} , (19)
Ds[a(n)] =
1
|L(n)|
{
1 + IA + w
2
1 + w
2
2 + w
2
3 + w
2
4, 0, 0, 0,
2w4, 0, 0, 0, 0,−2w3w4,−2w1w4,−2w2w4, 0, 0, 0, 0} , (20)
where
IA =2
6∑
j=1
|Aj |
2
= 2
(
a212 + b
2
12 + a
2
13 + b
2
13 + a
2
21 + b
2
21
+a223 + b
2
23 + a
2
31 + b
2
31 + a
2
32 + b
2
32
+a242 + b
2
42 + a
2
43 + b
2
43 + a
2
51 + b
2
51
+a253 + b
2
53 + a
2
61 + b
2
61 + a
2
62 + b
2
22
)
, (21)
|L(n)| =I2A + 2IA
(
1 + w21 + w
2
2 + w
2
3 + w
2
4
)
+
(
1 + w21 + w
2
2 + w
2
3 − w
2
4
)2
. (22)
It is significant that, for a nonvanishing electromagnetic
field (IA 6= 0), the determinant |L(n)| > 0 and hence
equations (15)–(22) are valid for any n ∈ L.
4III. PROJECTION OPERATOR OF A SYSTEM
OF HOMOGENEOUS LINEAR EQUATIONS
Let V and V∗ be a linear space (finite or infinite di-
mensional) and its dual. At given ω ∈ V∗, the linear
homogeneous equation in x ∈ V
〈ω,x〉 = 0 (23)
can be transformed to the equivalent equation
αx = 0 (24)
where
α =
ω† ⊗ ω
〈ω, ω†〉
(25)
is the Hermitian projection operator (dyad) with the
trace tr α = 1, and ω† ∈ V . Let U be the unit oper-
ator, i.e., Ux = x for any x ∈ V and ωU = ω for any
ω ∈ V∗. The Hermitian projection operator S = U − α
is the fundamental solution of (24), i.e., for any given
x0 ∈ V , x = Sx0 is a partial solution of (23) and (24).
Let now α and β be Hermitian projection operators
(α† = α2 = α, β† = β2 = β) in V . Providing the series
A = α+ β +
+∞∑
k=1
[
(αβ)kα− (αβ)k + (βα)kβ − (βα)k
]
(26)
is convergent, it defines the Hermitian projection opera-
tor with the following properties
A† = A2 = A, αA = Aα = α,
βA = Aβ = β, tr A = tr α+ tr β. (27)
Hence, the system of equations in x ∈ V
αx = 0, βx = 0 (28)
reduces to one equation Ax = 0 and has the fundamental
solution S = U − A. The operator A will be designated
the projection operator of the system (28). The trace
tr α of the projection operator α specifies the dimension
of the image α(V) of V under the mapping α. It is sig-
nificant that the relations (26) and (27) are valid for any
values of integers tr α and tr β. This enables us to ex-
tend this approach to systems with any (finite or infinite)
number of homogeneous linear equations. To this end, we
transform (26) to the following expression [14]
A = (α− αβα)−(U − β) + (β − βαβ)−(U − α), (29)
where (α−αβα)− is the pseudoinverse operator with the
following properties
(α− αβα)−(α− αβα) = (α− αβα)(α − αβα)− = α,
α(α − αβα)− = (α− αβα)−α = (α− αβα)−,
+∞∑
k=1
(αβ)k = (α− αβα)−β. (30)
The similar relations for (β−βαβ)− can be obtained from
(30) by the replacement α ↔ β. Numerical implemen-
tation of the pseudoinversion reduces to the inversion of
(tr α)× (tr α) matrix for (α− αβα)− and (tr β)× (tr β)
matrix for (β − βαβ)−.
In [14], we have proposed a technique based on the
use of (29) to find the fundamental solution of the sys-
tem (15). In the current series of papers, we present the
advanced version of this technique based on a fractal ex-
pansion of the system of equations taking into account
(the following paper) and on the use of A (26) expressed
as
A = α+ δ, δ = (β − α)γ(β − α), (31)
where
γ = β +
+∞∑
k=1
(βαβ)k = (β − βαβ)−, (32)
α, β, δ, and A are projection operators, α, β, γ, δ, and A
are Hermitian operators interrelated as
βγ = γβ = γ, βαγ = γαβ = γ − β,
αδ = δα = 0, βδ = β − βα, δβ = β − αβ,
αA = Aα = α, βA = Aβ = β, δA = Aδ = δ.(33)
In the frame of this approach, calculation of all pseudoin-
verse operators in use reduces to the inversion of 4 × 4
matrices.
IV. RECURRENT ALGORITHM
In this section, we present the recurrent algorithm to
find the projection operator of the basic system of equa-
tions (15).
A. Product P (m)P (n)
It follows from Eq. (16) that
P (m)P (n) =
[
f i(m)
]†
⊗ [a(m)N(m,n)a(n)]i jf
j(n),
(34)
where
N ij(m,n) =
〈
f i(m),
[
f j(n)
]†〉
, i, j = 1, 2, 3, 4, (35)
N(n, n) ≡ L(n) (18). At any given n, Eq. (6) relates the
Fourier amplitude c(n) only with 12 amplitudes c(n+ s),
where g4d(s) = 1. In consequence of this, N(m,n) ≡ 0 at
g4d(n−m) > 2. Substitution of (14) in (35) at n = m+s
gives
N †(n,m) = N(m,n) = L(m) for n = m,
= N1(m, s) for g4d(s) = 1,
= N2(s)Γ0 for g4d(s) = 2. (36)
The D-sets of 12 matrices N1(m, s) and the table of 56
scaler coefficients N2(s) will be presented in the third
paper of this series.
5B. Sublattices
The Hermitian operator P of the system of equa-
tions (15), by definition, has the following properties
P† = P2 = P , P (n)P = PP (n) = P (n) (37)
for any n ∈ L. Let us seek it in the form of a series
P =
+∞∑
k=0
∑
n∈Fk
ρk(n), (38)
where Fk are the lattices satisfying the conditions
+∞⋃
k=0
Fk = L, Fj
⋂
Fk = ∅, j 6= k, (39)
and ρk(n) are Hermitian projection operators satisfying
the relations
ρ†k(n) = ρ
2
k(n) = ρk(n), tr[ρk(n)] = 4, n ∈ L, (40)
ρk(m)ρl(n) = 0 if k 6= l or (and) m 6= n, (41)
ρ0(n) = P (n), n ∈ F0. (42)
There exist various ways to split the lattice L into sub-
lattices Fk to fulfil conditions (39) and (41), one of them
will be described in the second paper of this series. Pro-
viding these conditions are met, substitution of
α =
k−1∑
j=0
∑
n∈Fj
ρj(n) ≡ Pk−1, β = P (m), m ∈ Pk
(43)
into Eqs. (31) and (32) results in ρk(m) = δ (31).
All operators ρk(m) have the same trace tr [ρk(m)] = 4
and can be written as
ρk(m) = [F
α
k (m)]
†⊗ [Ak(m)]
α
βF
β
k (m), m ∈ Fk, (44)
where k = 0, 1, ..., and
Fα0 (m) ≡ f
α(m), A0(m) ≡ a(m),
Fαk (m) = f
α(m)− gαk (m), k = 1, 2, ...; (45)
gαk (m)≡ f
α(m)Pk−1 =
k−1∑
j=0
∑
n∈Fj
[Ckj(m,n)]
α
βf
β(n),
[gαk (m)]
†≡ Pk−1 [f
α(m)]
†
=
k−1∑
j=0
∑
n∈Fj
[
fβ(n)
]†
[Cjk(n,m)]
β
α; (46)
Ak(m) = [L(m)−Gk(m)]
−1
,
Gk(m) =
k−1∑
j=0
∑
n∈Fj
Ckj(m,n)N(n,m). (47)
C. Recurrent relations
The 4×4 matrices Ckj(m,n) and Cjk(n,m) are related
as
Cjk(n,m) = [Ckj(m,n)]
† , (48)
where m ∈ Fk, k = 1, 2, ...; n ∈ Fj, j = 0, 1, ..., k − 1.
The relationship between one-forms fα(m) and F βj (n) is
described by 4× 4 matrix Dkj(m,n) as
fα(m)ρj(n) = [Dkj(m,n)]
α
βF
β
j (n), (49)
where
Dkj(m,n) =N(m,n)Aj(n)
−
j−1∑
i=0
∑
p∈Fi
N(m, p)Cij(p, n)Aj(n), (50)
where m ∈ Fk, k = 2, 3, ...;n ∈ Fj , j = 1, ..., k − 1.
The families of matrices Ckj(m,n) and Dkj(m,n) are
defined by Eqs. (48), (50), and the recurrent relations:
C10(m,n) = N(m,n)a(n), m ∈ F1, n ∈ F0; (51)
Ck0(m,n) = N(m,n)a(n)−
k−1∑
j=1
∑
p∈Fj
Dkj(m, p)Cj0(p, n),
m ∈ Fk, k = 2, 3, ..., n ∈ F0; (52)
Cki(m,n) = Dki(m,n)−
k−1∑
j=i+1
∑
p∈Fj
Dkj(m, p)Cji(p, n),
m ∈ Fk, k = 3, 4, ..., n ∈ Fi i = 1, ..., k − 2; (53)
Ck k−1(m,n) = Dk k−1(m,n), k = 2, 3, .... (54)
From Eqs. (45)–(54) it follows
[Ak(m)]
†
= Ak(m), [Gk(m)]
†
= Gk(m), (55)
that is, Gk(m) and Ak(m) are Hermitian matrices with
real D-sets.
In numerical calculations, the projection operator
ρk(m) (44) is represented by its components
[Rk(m
′,m, n′)]
µ
ν = 〈θ
µ(m′), ρk(m)eν(n
′)〉 , (56)
where m′, n′ ∈ L;µ, ν = 1, 2, 3, 4. They can be conve-
niently treated as elements of 4× 4 matrices
Rk(m
′,m, n′) = [Φk(m,m
′)]
†
Ak(m)Φk(m,n
′), (57)
where [Φk(m,n
′)]
α
µ ≡ 〈Fαk (m), eµ(n
′)〉 , and
Φk(m,n
′) =V (m,n′ −m)
−
k−1∑
j=0
∑
n∈Fj
Ckj(m,n)V (n, n
′ − n). (58)
The Hermitian matrix Ak(m) and the set of matrices
Φk(m,n
′) uniquely define the projection operator ρk(m).
6D. Fundamental solution
The fundamental solution of Eq. (15), i.e., the opera-
tor of projection onto the solution subspace of the mul-
tispinor space VC , has the form
S = U − P , (59)
where U is the unit operator in VC , which can be written
as
U =
∑
n∈L
I(n), I(n) = ej(n)⊗ θ
j(n), tr[I(n)] = 4.
(60)
For any C0 ∈ VC , C = SC0 is a partial solution of
Eq. (15), i.e., the function Ψ (5) with the set of Fourier
amplitudes {c(n), n ∈ L} = SC0 satisfies the Dirac equa-
tion (1) for the problem under consideration.
V. CONCLUSION
A system of homogeneous linear equations in a finite–
dimensional space or an infinite–dimensional space is
characterized by the Hermitian projection operator of
the system, directly coupled with the fundamental so-
lution — the operator of projection onto the subspace of
solutions. The relations presented in section III provide
convenient means to find these operators by making use
a recurrent algorithm and the pseudoinversion. In the
frame of this general approach, the fundamental solution
of the Dirac equation for an electron in the electromag-
netic field with four–dimensional periodicity is obtained.
Appendix
1. Dirac basis for the linear space of 4× 4 matrices
Let us enumerate 16 Dirac matrices, forming a basis for
the linear space of 4× 4 matrices, by taking into account
both interrelations between 2 × 2 blocks of each matrix
and interrelations between elements of each nonzero 2×2
block as follows
Γ0 = Γ0000 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 = U,
Γ1 = Γ0001 =


1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1

 = Σ3,
Γ2 = Γ0010 =


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 = Σ1,
Γ3 = Γ0011 =


0 −i 0 0
i 0 0 0
0 0 0 −i
0 0 i 0

 = Σ2,
Γ4 = Γ0100 =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 = γ4 = α4,
Γ5 = Γ0101 =


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1

 = τ3,
Γ6 = Γ0110 =


0 1 0 0
1 0 0 0
0 0 0 −1
0 0 −1 0

 = τ1,
Γ7 = Γ0111 =


0 −i 0 0
i 0 0 0
0 0 0 i
0 0 −i 0

 = τ2,
Γ8 = Γ1000 =


0 0 −1 0
0 0 0 −1
−1 0 0 0
0 −1 0 0

 = γ5,
Γ9 = Γ1001 =


0 0 1 0
0 0 0 −1
1 0 0 0
0 −1 0 0

 = α3
Γ10 = Γ1010 =


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

 = α1,
Γ11 = Γ1011 =


0 0 0 −i
0 0 i 0
0 −i 0 0
i 0 0 0

 = α2,
Γ12 = Γ1100 =


0 0 i 0
0 0 0 i
−i 0 0 0
0 −i 0 0

 = τ4,
Γ13 = Γ1101 =


0 0 −i 0
0 0 0 i
i 0 0 0
0 −i 0 0

 = γ3,
7Γ14 = Γ1110 =


0 0 0 −i
0 0 −i 0
0 i 0 0
i 0 0 0

 = γ1,
Γ15 = Γ1111 =


0 0 0 −1
0 0 1 0
0 1 0 0
−1 0 0 0

 = γ2.
At the presented numeration order, the structural infor-
mation on each matrix Γν = ΓMNmn is enclosed in its
number which is written above in decimal notation (ν)
and binary notation (MNmn) with four binary digits for
any ν = 0, ..., 15, i.e.,
ν = 8M + 4N + 2m+ n. (A.1)
Commonly used notation to the right of each matrix is
given for convenience.
To reconstruct the matrix from its number, first we
calculate the nonzero element
bν = bMNmn = i
MN+mn(−1)(1−M)mn+M(1+N+m+n)
(A.2)
of the first matrix row, which is situated in 2M +m+ 1
column. The binary digits m and n define the structure
of 2× 2 block X containing this element as follows
X =
(
bMN0n 0
0 (−1)nbMN0n
)
for m = 0,
X =
(
0 bMN1n
(−1)nbMN1n 0
)
for m = 1.
Finally, the digits M and N uniquely define
Γν = ΓMNmn =
(
A B
C D
)
in terms of its 2× 2 blocks A,B,C and D as
B = C =
(
0 0
0 0
)
, D = (−1)NA,A = X for M = 0,
A = D =
(
0 0
0 0
)
, C = (−1)NB,B = X for M = 1.
The matrix product ΓλΓµ at all values of λ and µ can
be written as
ΓλΓµ = fλµΓν .
It can be described by 16× 16 multiplication tables of ν
and fλµ values depending on λ, µ = 0, ..., 15. The pre-
sented numeration provides a simple way to describe this
multiplication rule without recourse to tables. By using
(A.1), (A.2) and the binary forms GHgh and JKjk of
numbers λ and µ, i.e.,
λ = 8G+ 4H + 2g + h, µ = 8J + 4K + 2j + k,
we obtain
M = |G− J |, N = |H −K|,m = |g − j|, n = |h− k|,
fλµ = f [(G,H, g, h), (J,K, j, k)]
=
bGHghbJKjk
bMNmn
(−1)GK+gk = iGK+JH+gk+jh(−1)Z ,
where
Z =GK(1− J −H) + JH(G+K)
+(Gj + Jg)(1 − h− k) +Gk(1 − g)
+Jh(1− j) + gk(1− j − h) + jh(g + k).
2. Dirac set of 4× 4 matrix
In terms of Eq. (A.1) any 4×4 matrix A can be written
A =
15∑
ν=0
AνΓν ≡
1∑
M,N,m,n=0
AMNmnΓMNmn,
where Aν ≡ AMNmn =
1
4 tr(AΓν ), and tr A = 4A0. To
single out the specific basis used in this expansion, the
set of coefficients with decimal {Aν} or binary {AMNmn}
indices is called in this article the Dirac set of matrix A,
briefly, D-set of A, and it is denoted Ds(A). This ap-
proach is of particular assistance in solving the system
of Eqs. (6). It is best suited to the structure of its ma-
trix coefficients, accelerates numerical calculations and
reduces data files.
It should be emphasized that all major matrix opera-
tions can be performed directly with D-sets, i.e., without
matrix form retrieval. In particular, the function PD, de-
scribing the matrix product C = AB in terms of D-sets,
is given by
Ds(C) = PD[Ds(A), Ds(B)],
CMNmn =
1∑
G,H,g,h=0
AGHghBJKjk
×f [(G,H, g, h), (J,K, j, k)],
where
J = |M −G|,K = |N −H |, j = |m− g|, k = |n− h|.
The map A 7→ Ds(A) and its inverse Ds(A) 7→ A are
linear, and Ds(A
†) = [Ds(A)]
∗, i.e., D-set of a Hermitian
matrix is real.
Let us assume that D-set of matrix A has the form
Ds(A) = {a, b, c, d, e, f, g, h, s, t, u, v, w, x, y, z}.
8Then the coefficients I1, I2, I3 and I4 of its characteristic
equation
λ4 − I1λ
3 + I2λ
2 − I3λ+ I4 = 0
are given by the expressions:
I4 =
[
(a− e)2 − (b − f)2 − (c− g)2 − (d− h)2
]
×
[
(a+ e)2 − (b + f)2 − (c+ g)2 − (d+ h)2
]
+4(−sw + tx+ uy + vz)2
+
(
s2 − t2 − u2 − v2 − w2 + x2 + y2 + z2
)2
−2
[(
b2 − f2
) (
s2 + t2 − u2 − v2 + w2 + x2 − y2 − z2
)
+
(
c2 − g2
) (
s2 − t2 + u2 − v2 + w2 − x2 + y2 − z2
)
+
(
d2 − h2
) (
s2 − t2 − u2 + v2 + w2 − x2 − y2 + z2
)
+
(
a2 − e2
) (
s2 + t2 + u2 + v2 + w2 + x2 + y2 + z2
)]
−8 [(dg − ch)(sx− tw) + (ab− ef)(st+ wx)
+(df − bh)(uw − sy) + (de − ah)(ux− ty)
+(ac− eg)(su+ wy) + (bc− fg)(tu+ xy)
+(bg − cf)(vw − sz) + (ag − ce)(vx− tz)
+(be− af)(vy − uz) + (ad− eh)(sv + wz)
+(bd− fh)(tv + xz) + (cd− gh)(uv + yz)] ,
I3 =4a
(
a2 − I0
)
+8 [ceg + deh− csu− dsv + hux− gvx
+b(ef − st− wx) + y(fv − ht− cw)
+z(gt− dw − fu)] ,
I2 = 6a
2 − 2I0,
I1 = 4a,
where
I0 =b
2 + c2 + d2 + e2 + f2 + g2 + h2 + s2
+t2 + u2 + v2 + w2 + x2 + y2 + z2.
Here, I1 = tr A and I4 = |A| are the trace and the de-
terminant of A, I3 = tr A is the trace of the adjoint ma-
trix A defined by the equation AA = AA = |A|Γ0.The
Hamilton–Cayley theorem provides the relation
A = I3Γ0 − I2A+ I1A
2 −A3.
Hence, the D-sets of the adjoint matrix A and the in-
verse matrix A−1 (assuming I4 6= 0) are defined by the
relations
Ds(A) =I3Ds(Γ0)− I2Ds(A)
+PD[Ds(A
2), I1Ds(Γ0)−Ds(A)],
Ds(A
−1) =Ds(A)/I4,
where Ds(Γ0) = {1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0},
and
Ds(A
2) = PD[Ds(A), Ds(A)] = (a
2 + I0)Ds[Γ0]
+2 {0, ab+ ef − st− wx,
ac+ eg − su− wy, ad+ eh− sv − wz,
ae+ bf + cg + dh, be+ af + vy − uz,
ce+ ag − vx+ tz, de+ ah+ ux− ty,
as− bt− cu− dv, at− bs− hy + gz,
au− cs+ hx− fz, av − sd− gx+ fy,
aw − bx− cy − dz, hu− gv − bw + ax,
fv − ht− cw + ay, gt− fu− dw + az} .
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