This paper integrates and extends some recent computational advances in Bayesian inference with the objective of more fully realizing the Bayesian promise of coherent inference and model comparison in economics. It combines Markov chain Monte Carlo and independence Monte Carlo with importance sampling to provide an efficient and generic method for updating posterior distributions. It exploits the multiplicative decomposition of marginalized likelihood into predictive factors, to compute posterior odds ratios efficiently and with minimal further investment in software. It argues for the use of predictive odds ratios in model comparison in economics. Finally, it suggests procedures for public reporting that will enable remote clients to conveniently modify priors, form posterior expectations of their own functions of interest, and update the posterior distribution with new observations. A series of examples explores the practicality and efficiency of these methods.
Introduction
Recent substantial advances in computational methods have greatly expanded our ability to apply Bayesian procedures in econometrics and other statistical sciences.
Whereas just a few years ago applied Bayesian inference was limited to a few textbook models, in an increasing number of instances computationally intensive Bayesian methods are proving more practical and reliable than non-Bayesian procedures even by conventional non-Bayesian criteria. (Jacquier, Polson and Rossi (1994) provide such a comparison for stochastic volatility models, as do Geweke, Keane and Runkle (1994) for multinomial probit models.) These recent advances have exploited dramatic decreases in computation costs, and they are likely to continue as these costs decline even further.
This paper integrates and extends several of these advances, with the objective of realizing the promise of a complete and coherent framework for statistical inference that is inherent in Bayesian theory. It shows that some of the elegant constructions in Bayesian analysis are by no means limited to the elucidation of statistical principles. They also form the basis for the more mundane but essential task of efficient computation, and place the workaday business of diagnostics, outlier analysis, and model comparison on a sound yet practical footing. The paper breaks fresh ground in four directions.
First, the work introduces a combination of Markov chain Monte Carlo and independence Monte Carlo with importance sampling, including systematic procedures for the assessment of approximation error (Section 3.4). The extension is quite straightforward, yet it provides a widely applicable computational tool for the task of rapid updating of posterior distributions that has heretofore been unavailable. Second, this research recapitulates the decomposition of marginalized likelihood as the product of predictive factors (Section 2.1). This decomposition forms the basis for the efficient computation of marginalized likelihoods --and therefore Bayes factors and posterior odds ratios --that has proven elusive and intractable (Sections 4.1 and 4.2). The predictive factors turn out to be precisely the importance sampling weights that are required in the combination of Markov chain Monte Carlo, and independence Monte Carlo with importance sampling, for the purposes of updating. Predictive likelihoods for individual observations provide diagnostics of model inadequacy and their ratios provide a useful analysis of posterior odds ratios (Section 5).
Third, this paper argues that in the construction of dynamic econometric models --and, probably, many other kinds of statistical models as well --there is often an identifiable portion of the sample that ought to be regarded as part of the prior (Section 2.2). This argument provides a practical resolution of well established and widely known logical difficulties with respect to improper priors, "data mining," and public reporting. It is at least as logically appealing as alternative approaches (but perhaps no more likely to command a consensus).
Finally, the paper suggests specific standards for public reporting that exploit very recent and drastic declines in the costs of storing and communicating massive quantitative information. It argues (Section 4.3) that these standards will enable the prototypical remote client (Hildreth, 1963) to impose his or her subjective priors, investigate prior robustness, evaluate new loss or other functions of interest, and/or update the reported posterior with new observations --all very rapidly with 1994 technology, and with simple generic software.
The technical details of these ideas require a different order of development. The next section reviews some classical compositions and decompositions of posterior odds ratios, and argues for a prior distribution based on an identifiable portion of the sample. Section 3 reviews recently developed simulation methods for the computation of posterior moments and introduces the modest extension just described. Section 4 takes up the important task of efficient computation of the elements of posterior odds ratios described in Section 2, and describes a public reporting format based on these methods. Examples in Sections 5 and 6 provide encouraging evidence on the practicality of the procedures proposed in the paper. This paper argues for an agenda as much as it presents new results. The reader will note that some innovations in computation --e.g., updating by importance sampling rather than recomputation --are not featured in the examples. (Forthcoming revisions will take up nontrivial examples of these procedures.) More generally, the methods proposed here ultimately require repeated application to actual problems for a complete assessment of their utility.
Posterior odds and Bayesian practice
The posterior odds ratio is a well established concept for model comparison. It constitutes the fundamental means of model comparison in subjective Bayesian analysis, and is central to the classical expected utility theory of decision making under uncertainty.
(DeGroot (1970) provides a detailed fundamental argument.) Here we recapitulate this principle to establish notation, and introduce some compositions and decompositions of the posterior odds ratio that form the basis for the rest of this paper. We argue that one of these decompositions often provides a good formal model of the process of model construction in economics.
Priors, marginalized likelihoods, Bayes factors, and posterior odds ratios
Let y t
{ } t =1
T be a set of observations whose conditional densities y t y 1 ,K , y t −1 ,θ 
so long as the integral in the denominator converges. The marginalized likelihood for model j and the subsample for observations 1 through t is
provided the prior is proper. The Bayes factor in favor of model j versus model k , given observations 1 through t, is B j|k ,t = M jt M kt , and the posterior odds ratio in favor of model j versus model k , given observations 1 through t, is
The concepts of predictive likelihood, predictive Bayes factor, and predictive odds ratio are closely related. The predictive likelihood for observations u + 1 through t, given model j and observations 1 through u , iŝ
The predictive Bayes factor is B 
Hence for any 0 
Variants and alternatives
For a given data set, likelihood function and prior distribution, the posterior distribution
(1) and the marginalized likelihood (2) are sufficient. In particular, these objects are all that is required to compare the model at hand with other models, including models not yet conceived and those which neither nest nor are nested in the model at hand. Posterior odds ratios establish the posterior probabilities of models conditional on a set of models, and together with the posterior distribution for each model this information is sufficient for formal decision making.
Despite these advantages marginalized likelihoods are not widely used as sufficient summary statistics for Bayesian model comparison. A key difficulty is that the marginalized likelihood is defined by the prior distribution as well as the likelihood function, and there is rarely a single specific proper prior distribution on which most investigators would agree. For the purposes of expressing a posterior distribution this problem is frequently obviated by the use of uninformative prior distributions. In particular, Jeffreys (1961) suggested improper prior distributions to represent knowing little, that are frequently employed when reporting posterior moments (Zellner, 1971, pp. 40-53 (Bartlett, 1957; Lindley, 1957) and may be paraphrased as saying that a hypothesis that assigns prior probability zero to any set of events cannot be preferred to one that assigns positive probability. "Posterior odds ratios" involving improper prior distributions for both hypotheses are especially troublesome, because they often employ convenient but arbitrary normalizing constants and therefore yield finite positive values but have no interpretation as ratios of probabilities.
An alternative approach is to regard the posterior distribution as formed from the (possibly improper) prior distribution and a subset of the data, as a prior distribution for the balance of the data. For example, Atkinson (1978) and O'Hagan (1991) 
is the marginalized likelihood, and the construction of posterior odds ratios proceeds as just described. Berger and Pericchi (1992) determine the smallest number of data points such that the posterior density is proper, form the marginalized likelihood corresponding to each subset (or a representative sample if the number of subsets is quite large) and then use the geometric mean of the resulting marginalized likelihoods in place of M jt . There are several other examples of these approaches; Gelfand and Dey (1994) provide an interesting synthesis.
The way applied econometric work is actually conducted motivates an approach similar to that of Atkinson and O'Hagan. Typically the investigator has used all of the data at hand to select the model(s). This can be a sound practice, reflecting the practical decision not to undertake costly formal consideration of models whose collective probability clearly will be negligible compared with the model(s) selected for study. But such judgments are difficult, and even well-intentioned investigators can unwittingly tailor prior model probabilities to features of the data peculiar to the sample at hand. Pursued with premeditation, this tailoring becomes the process of "data mining" scorned by Bayesians and non-Bayesians alike. Occasionally a portion of the sample is set aside before the process begins, but such cases are the exception and not the rule. In the predominant situation the only practical and fair arbiters between models are the predictive odds ratios. One muse use (3), with observations u + 1 through t taken after model construction, rather than (1 
The computation and updating of posterior moments
Conditional on a particular model j , most problems amount to the computation of the posterior expectation of a function of interest g j θ j ( ) , with the posterior density of θ j given by (1):
Estimation, forecasting, and formal decision making each take this form, for the choice of g j ⋅ ( ) appropriate to the problem at hand. Removing the conditioning on a particular model,
where n is the number of models under consideration, M jt is the marginalized likelihood defined in (2), and p j is the prior probability of model j . (It is implicit in this expression that the functions g j ⋅ ( ) have been chosen so that their posterior expectations pertain to the same substantive concept in the different models --e.g., the probability of a future event, an elasticity, or the value of a loss function corresponding to a particular action.) Only in rare instances is it possible to evaluate (5) analytically, and θ j is usually of sufficiently high dimension that deterministic computational methods like quadrature are 
A principal objective of this paper is to develop methods for the practical evaluation of posterior odds ratios, building on the ability to obtain numerical approximations of g j of this form.
We turn first, in this section, to a review of these methods (Sections 3.1 through 3.3)
and an extension (Section 3.4). Their properties will be important in the development of methods for the computation of approximations to the marginalized likelihoods M jt in Section 4.
Independence Monte Carlo
For certain models and prior distributions it is possible to draw θ j directly from the posterior distribution whose probability density is given by (1). Leading examples include the univariate normal linear regression model with a normal-gamma prior, and the multinomial model with Dirichlet priors. Acceptance sampling (Geweke, 1994, Section 4.2) widens the class of models for which this is possible. 
as well, with σ
straightforward to evaluate the magnitude of the approximation error g j
Importance sampling Monte Carlo
Suppose that it is not possible, or at any rate inconvenient, to draw θ j directly from the posterior distribution. Instead let the θ j m ( ) be drawn from a distribution with probability density function I θ ( ), called the importance sampling density, and let (Geweke, 1989, Theorem 2) . To obtain the value of σ 2 , let
[ ] , where the subscript "I" denotes moment with respect to the importance sampling distribution with density I θ ( ). Applying a Taylor series expansion, 
Markov chain Monte Carlo
Following a line of research that began with Metropolis et al. (1954) 
where P jt is the distribution corresponding to (1). (Thus, w j θ j ( ) ≡ 1.) One example is the Gibbs sampling algorithm developed by Geman and Geman (1984) , Gelfand and Smith (1990) , and others. Casella and George (1992) provide an introductory exposition, and there are examples in Sections 5.2 and 6.1. Another example is the Metropolis chain proposed by Metropolis et al. (1954) and extended by Hastings (1970) and others. Chib and Greenberg (1994) provide a good introduction, and there is an example in Section 5.1.
An extension of considerable importance to econometrics is the data augmentation algorithm of Tanner and Wong (1987) . Their essential contribution is to note that in a subjective Bayesian approach parameters and latent variables are inherently symmetric, and therefore the Gibbs sampling algorithm obviates the need to integrate explicitly over the distribution of the latent variables. An example is provided in Section 5.2.
Conditions under which (7) obtains for any θ j 1 ( ) ∈Θ j are rather general, and include essentially all conventional econometric models: Tierney (1991) and references cited therein provide weak sufficient conditions; Roberts and Smith (1992) present conditions that are stronger, easier to verify, and usually obtain in econometric applications. Even though these conditions are satisfied, it is conventional to discard some initial simulations to mitigate sensitivity to initial conditions. These authors also discuss conditions under which there exists a central limit theorem of the form (6); see also Geyer (1992) . Conditions under which σ 2 can be approximated consistently in M are more elusive, and for useful discussions the reader is referred to Gelman and Rubin (1992) [ ] , so that relatively many more iterations will be required than if independence Monte Carlo sampling had been possible.
Importance sampling Markov chain Monte Carlo (updating)
Importance sampling and Markov chain Monte Carlo can be combined. To motivate the combination, consider the problem facing a Bayesian econometrician wishing to update Alternatively, the econometrician can regard (1) as an importance sampling density for the updated posterior density p j,t +1 θ j Y t +1 (
) . The appropriate weight function is simply
In virtually all applications this function is bounded above and it is then straightforward to show that
where the θ j m ( ) are drawn in any of the ways discussed above and
Since this 
The computational efficiency of this procedure depends on the variation in w j * θ j ( ) with respect to the posterior distribution of θ j based on t observations. For most conditional densities in econometric models this variation will be greater when y t +1 is an outlier (i.e.,
This procedure may be extended in an obvious way to several observations, with
It is limited by the fact that as r increases the maximum value of
is increasing relative to its posterior mean. When r is sufficiently great it will be more efficient to repeat the original algorithm using the sample with t + r observations in lieu of the one with t observations.
The numerical accuracy of this procedure may be assessed as described in Section 3.2 if the original computational procedure involved simple or importance sampling Monte Carlo. In the case of Markov chain Monte Carlo, let S w λ ( ) denote the spectral density of
Then by the same arguments that lead to
Replacing each constituent of the right hand side with its consistent (in M ) estimator yields an operational approximation to σ 2 .
The practice of model comparison
The composition of the posterior odds ratio and its decomposition into linked predictive likelihoods, and simulation-based methods for the approximation of posterior moments, taken together suggest a new technology for model comparison and the public reporting of the results of Bayesian inference. In this section we outline the important aspects of these new procedures.
Systematic comparison of marginalized likelihoods
From expressions (3) and (4) 
and (8) is precisely in the form of (5), with the posterior density kernel composed of the prior density p js 0 θ j ( ) and the likelihood function for the first s l−1 observations, and the function of interest is the likelihood function for observations s l−1 + 1 through s l . It is immediately evident that the predictive likelihood, and therefore the marginalized likelihood, can be evaluated using one of the simulation methods of Section 3, with appropriate definitions of the posteriors and functions of interest. Special methods (e.g., Spiegelhalter and Smith, 1982; Newton and Raftery, 1994) are not required.
The foregoing arguments of this paper suggest how one might use (8) in practice. As discussed in Section 2.2, the choice of u may depend on the way the model has been constructed. In many instances it may be desirable to choose a date corresponding to the creation of the model. In any event, the interpretation of p ju t is clear for any stated u :
observations through u are treated as part of a training sample that enters the prior, and subsequent observations form the basis for model comparison. The complete decomposition s l − s l−1 = 1 is attractive as a diagnostic for reasons discussed in Section 2. This recursion remains practical so long as the importance sampling weights 
M from this posterior, and begin to compute p j,s + r s + r +1 ,p j,s + r +1 s + r + 2 ,K . The next subsection presents some results bearing on how this might be done; the reader not concerned with details of computation can proceed to Section 4.3 without loss of continuity.
Some comparisons of computational efficiency
For reasons just discussed, suppose we wish to approximate the expectation of To see why, let X u 
For the first procedure (approximate the product directly)
To appreciate the magnitudes involved consider a simple case that can be treated analytically: y tĨ ID N θ,I k ( ), and suppose sample size is sufficiently large that the prior distribution can be neglected. If sample size is t and k = 1,
Suppose further that the posterior distribution of θ following t observations is N 0,t
For independence Monte Carlo the first moment for the function (11) of interest is
and the second moment is 2π
( )
The mean square error of numerical approximation given M replications is
each of the same form as (11), and the MSE is
Suppose that instead one approximates each of the r factors and then takes the product. Applying (10) one obtains the MSE
Comparing (12) and (13) 
and 2π ( )
for (12) and (13), respectively. The ratio of (14) to (15), for some alternative values of t and r with k = 9 are provided in Table 1 . For r = t , numerical approximation of the entire product incurs MSE about six times greater than the product of the numerically approximated predictive likelihoods.
The expressions (12)- (13) are predicated on the assumption that the posterior distribution of θ is Gaussian, which may be reasonable for large sample sizes even when the model itself is not Gaussian. The assumption that the data are Gaussian, made in moving from (12)- (13) to (14)- (15), is not so general. For example, if the distribution of the y it is Student-t then expectations of (12) and (13) Therefore the values in Table 1 should be viewed as quite conservative. This fact is borne out in the examples taken up in Section 6.
Econometric tests and public reporting
These methods, and continued advances in computation and communication, have The earliest model of time varying volatility is the autoregressive conditional heteroscedasticity (ARCH) model of Engle (1982) . This was extended to the generalized ARCH (GARCH) model by Bollerslev (1986) . Since then many variants of ARCH models have appeared. The distinguishing characteristic of these models is that the conditional variance of the return is a deterministic function of past conditional variances and past values of the return itself. GARCH models exhibit both time-varying volatility and leptokurtic unconditional distributions, but the two cannot be separated: these models cannot account for leptokurtosis without introducing time-varying volatility.
Stochastic volatility models have been examined by a series of investigators beginning with Taylor (1986) . Promising Bayesian methods, used here, have been developed by Jacquier, Polson and Rossi (1994) . In these models the conditional variance of the return is a stochastic function of its own past values but is unaffected by past returns themselves.
Like GARCH models they account for time-varying volatility and leptokurtosis, but unlike GARCH models it is possible to have excess kurtosis without heteroscedasticity.
In this section we compare these two models, using the methods set forth in the paper and a time series of 3,010 daily closing observations of the U.S./Canadian exchange rate.
The GARCH model
The GARCH model of time-varying volatility may be expressed
Here, y t is the observed return at time t; x t is a vector of covariates and β is the corresponding vector of coefficients; h t is the conditional variance at time t; α > 0,
The vector of covariates is typically deterministic, including a constant term and perhaps indicator variables for calendar effects on the mean of y t .
For the comparisons taken up here we use only the GARCH (1,1) model, which is (16) with p = q = 1. (Henceforth, we omit the subscripts on γ 1 and δ 1 .) The GARCH (1,1) specification has proven attractive for models of returns. It typically dominates other GARCH models using the Akaike or Schwarz Bayesian information criteria (Bollerslev, Chou and Kroner, 1992) . Following the GARCH literature we treat h 1 as a known constant. Then, the likelihood function is
where h s is computed recursively from (16). The predictive density, through observation t,
For expressing prior distributions as well as for carrying out the computations it proves useful to work with a = log α ( ) rather than α . With this reparameterization the functional form of the prior distribution used in this work is a~N a, s a
and the distributions are independent. Restriction of γ and δ to the unit simplex is equivalent to the statement that the variance process is stationary. Choices of the parameters of the prior distributions and sensitivity of the results to these choices are taken up in Section 5.3.
To perform the computations we construct a Metropolis independence chain to produce a sequence of parameters whose unconditional limiting distribution is the posterior distribution. Let ′ θ = ′ β , a, γ ,δ ). With probability 
The stochastic volatility model
The stochastic volatility model taken up by Jacquier, Polson and Rossi (1994) is
where δ < 1 and σ v > 0 . Following Jacquier, Polson and Rossi we do not condition on h 1 but rather regard h 1 as a random variable drawn from its unconditional distribution
The prior distributions for β and σ v are of the forms β~N β, S β ( )
and
respectively. The prior distribution of α,δ ( ) ′ is bivariate normal, induced by independent normal prior distributions on the persistence parameter δ , δ~N δ,s δ 2 ( ) and the unconditional mean of log h t ,
A linearization of α 1 − δ ( ) yields the corresponding bivariate normal prior distribution,
To perform the computations we construct a Gibbs sampling -data augmentation algorithm. To describe this procedure, let ′ θ = ′ β ,α,δ ,σ v ( ) and ′ h = h 1 ,K ,h u ( ), and note that for any function of interest g θ,h ( ) we can write
where π θ ( ) is the prior distribution constructed from (21). Thus, the latent variables h 1 ,K ,h u are symmetric to the parameters θ in the Bayesian inference problem.
In the Gibbs sampling algorithm, successive subvectors of parameters and latent variables are drawn conditional on the remaining parameters and latent variables. The conditions of Roberts and Smith (1992) for convergence of this process to the posterior distribution are satisfied in this model. For the parameter vector θ the Gibbs sampling algorithm employed here is the same as that used by Jacquier, Polson and Rossi (1994) : the posterior distribution of β conditional on α,δ ( ), σ v and h is normal; the posterior distribution of α,δ ( ) conditional on β , σ v and h is normal up to the last term of (20) which may be accommodated by acceptance sampling; and the distribution of σ v conditional on β , α,δ ( ) and h is inverted gamma.
The treatment of h differs from that of Jacquier, Polson and Rossi (1994 ( ) distribution with λ chosen optimally as described in Geweke (1994, Section 3.2) . For H 1 = log h 1 the conditional posterior density kernel is
where µ 1
There is a symmetric expression for H u = log h u .
The predictive density for observations u + 1,K ,t , given observations 1,K ,u , is 
Then, average (22) Computations were carried out using M =2000 iterations of the Gibbs sampling -data augmentation algorithm. There was very little serial correlation in the sampled values of the marginalized predictive likelihoods, and numerical standard errors were about 2% of the predictive likelihood for t − u = 20 . Computation time ranged from just over 2 minutes for the smallest sample, to about 7.5 minutes for the largest sample, on a Sun 10/51.
Priors for U.S./Canadian exchange data, 1975-1986
The GARCH and stochastic volatility models were compared for the time series y t = 100 ⋅ log x t x t −1 ( ) where x t is the closing value of the Canadian dollar on business day t. The only covariate in either model is a constant. This data set has also been studied using the stochastic volatility model by Jacquier, Polson and Rossi (1994) . The data set was supplied by the authors. to the protoprior before this point, and less sensitivity after. In parentheses beside each marginalized likelihood evaluation is the corresponding numerical standard error, computed as described in Geweke (1992) . Notice that the differences in the three evaluations of the marginalized likelihood are consistent with their numerical standard errors.
We assess the sensitivity of the marginalized likelihood to the protoprior by making changes in the protoprior distribution. In protoprior 1, β~N 0, .01 Table 2 .
We consider eight variants of the protoprior distribution: in protoprior 1, β~N 0, .01 The results of these experiments are shown in the lower panel of Table 2 . Differences among evaluations within rows are again consistent with numerical standard errors.
Numerical standard errors are higher here than in the GARCH model, which makes differences between rows harder to detect. There is some evidence that the tighter distribution for β (prior 1) once again has some impact on the marginalized likelihood, but there is no indication of the changes produced by the other protoprior distributions.
Comparison using U.S./Canadian exchange data, 1975-1986
We computed marginalized likelihoods and Bayes factors in one-month increments. In The decomposition of this Bayes factor into predictive factors, as described in Section 2, provides some insight into this result. Observe that for a few months, the Bayes factor in favor of the stochastic volatility model is quite large. Four months --October, 1978 with a log Bayes factor of 5.93; February, 1979, 4.05; May, 1980, 7.43; and February, 1985, 5.67 --account for nearly two-thirds of the final log Bayes factor of 35.17. Greater detail for each of these four months is displayed in Figures 2 Figures 6 and 7 display similar detail for the two months in which the GARCH model fared best relative to the stochastic volatility model, but the pattern here is different. There is no single day or even a few days that account for the relatively better performance of GARCH. Returns are quite volatile throughout both months, indicating that h t is probably large in both models. The large movement on June 24 is improbable in both models, but only slightly moreso in the stochastic volatility model.
Finally, Figure 8 provides detail for a month in which the predictive Bayes factor was about 1.0. This month is relatively tranquil. Throughout the month h t declines in each model, and since tranquillity prevails all marginalized likelihoods in both models rise slowly. Since this happens at the same rate, the Bayes factor is not much affected.
This analysis of the decomposition of the Bayes factor suggests three features that are key in accounting for the relative performance of the models. First, both models perform about as well in periods of sustained tranquillity (Figure 8 ). Second, GARCH may perform slightly better in periods of sustained volatility (Figures 6 and 7 ), but this is at most a tentative conjecture on the basis of this analysis. Third, and by far the most important, the observed large and sudden movements in exchange rates are relatively much more probable in the stochastic volatility model than in GARCH. Our casual inspection, beginning with in the stochastic volatility model, which makes new, larger conditional variances more plausible than if the innovation to the conditional variance process were additive. Of course, not all models in the ARCH family maintain an additive functional form for the evolution of conditional variance from its own past and past returns, but so long as this evolution is deterministic they are likely to be subject to the limitations uncovered here. A promising direction for further development in both models might be the introduction of leptokurtic shocks.
An example: Limited information Bayesian inference
We now take up a second illustration of computation of marginalized likelihoods and Bayes factors. The objectives are to see how practical the procedures are in a model with many parameters in a very small sample. One expects computational problems to be greater in this situation than in models with few parameters and many observations, which was the case in the example in Section 5. This provides a good opportunity to measure the computational advantages inherent in the decomposition of the marginalized likelihood into a product of predictive Bayes factors.
The model
The linear simultaneous equation model may be written Ỹ 
Here, Y includes exactly those L ≤ g ( )endogenous variables that appear in the first equation --that is, those for which the corresponding elements of the first column of Γ are not restricted to be zero. The vector γ contains these nonzero elements. Similarly X consists of those k ≤ m ( ) predetermined variables in the first equation, and the corresponding nonzero coefficients from the first column of Β appear in β . Without loss of generality suppose that these are the predetermined variables in the first k columns of X in (23). In general, it is the case that k
this is a necessary condition for identification of the elements of γ and β from R in (24) if exclusions are the only type of restriction in the system (Theil, 1971, pp. 448-49) . The coefficients in γ and β must be normalized, and this is usually done by taking γ 1 = 1.
Now consider the L equations in the reduced form (24) corresponding to the L endogenous variables included in the first structural equation (25). Write this subsystem
The matrix X * consists of the last k
For the second of these equations to be satisfied it must be the case that Rank Π
When k * = L − 1 this is trivially true, but if k * > L − 1 (which tends to be the rule) there is a rank restriction on Π * . With this in mind rewrite (26) as
The system (27) is a modest extension of the reduced rank regression model, for which Bayesian inference using a Gibbs sampling algorithm to compute posterior moments is taken up in Geweke (1993) . Given suitable normalization of Ψ or Φ and suitable independent prior densities for Π, Ψ,Φ and Σ , the conditional posterior densities for Π, Ψ and Φ are all multivariate normal and that for Σ is inverted Wishart. Note that conditional on Ψ,Φ and Σ ,
is a multivariate regression model, implying a simple conditional posterior distribution for Π (Zellner, 1971, p. 227) . Conditional distributions for the elements of Φ and Ψ are respectively multivariate normal, but the distributions are more complicated (Geweke, 1993) .
The functions of interest generally will be γ :ΨΦγ = 0, β = Πγ , and σ The first equation may be solved through a singular value decomposition of ΨΦ , followed by normalization of γ , and then β and σ 2 follow directly. For the purposes of illustration in this paper, we are interested in comparing (27) with the unrestricted multivariate regression model,
For (27) (8) followed by computation of the product, which we shall call the "linked" method; and by direct numerical approximation of (3), which we shall call the "raw" method. The considerations raised in Section 3 suggest that the linked method should be more accurate than the raw method.
Demand for meat (Tintner)
A classic example found in the simultaneous equation literature is Tintner's (1965, p. 176) meat market model, which consists of a demand equation and a supply equation:
where y 1 is the quantity of meat consumed, y 2 is the price of meat, x 2 is per capita disposable income, x 3 is the cost of processing meat, and x 4 is the cost of producing agricultural products. Annual data (23 observations) for the period 1919-41 are used. A summary of the data is found in Tintner (1965, pp. 177-78) . This work begins with the actual observations given in French (1950, p. 27 ).
In Tables 3 and 4 show marginalized likelihoods for the reduced rank model (27) and the multivariate regression model (28) respectively. In each table raw marginalized likelihoods are presented first, followed by linked marginalized likelihoods. Observe that marginalized likelihoods in the two models tend to move together: the relative predictive probability of observations and groups of observations is less volatile than are the prediction probabilities themselves. Without exception, numerical standard errors for the linked marginalized likelihoods are lower than the numerical standard errors for the corresponding raw marginalized likelihoods. Relative computed accuracy varies substantially from observation to observation, but on the whole the relative advantage of the linked procedure is greater than it is for the normal case documented in Table 1 . Linked and raw results agree up to computed numerical standard errors, and in all cases the linked marginalized likelihoods are accurate to at least one significant figure.
Bayes factors in favor of the restricted model (27) are displayed in Table 5 . In virtually all cases numerical standard error is smaller relative to the corresponding Bayes factor for the linked method than it is for the raw method. However in many cases linked Bayes 
Conclusion
This paper has developed a general method for the computation of the marginalized likelihood and demonstrated its practicality in some models typical of those used in macroeconomics and finance. From reported marginalized likelihoods it is easy to form posterior odds ratios between competing models, thus enabling their comparison. It is no more difficult to compare several models than it is to compare two. It is irrelevant whether models are nested or not, and the example in Section 5 shows that they can be quite different. All that is required is that the same data set be used. The method proceeds by decomposing marginalized likelihood, and therefore posterior odds ratios, into period-by- These procedures may enable economists and decision makers to bring the full power of the Bayesian paradigm to bear on a wide array of problems, providing results more directly relevant to these problems than is now the case. (For example, it is a short step from the results reported in Section 5 to the valuation of options, futures, and options contracts on futures.) They may even reinvigorate the link between econometrics and practical decision making that was emphasized at the inception of our profession. That would be a welcome development, indeed. a Prior specifications and likelihood initializations are described in the text. Alternative initial conditions entail different seeds for the random number generator, and a different draw of the initial parameter vector from the prior distribution. Numerical standard errors of the numerical approximations to the marginalized likelihoods are indicated parenthetically. The mantissa of the corresponding numerical standard error is indicated in parentheses directly below the numerical approximation of the marginalized likelihood. The exponent of the numerical standard error is the same as that of the approximated marginalized likelihood. The mantissa of the corresponding numerical standard error is indicated in parentheses directly below the numerical approximation of the marginalized likelihood. The exponent of the numerical standard error is the same as that of the approximated marginalized likelihood. The mantissa of the corresponding numerical standard error is indicated in parentheses directly below the numerical approximation of the Bayes factor. The exponent of the numerical standard error is the same as that of the approximated Bayes factor.
