Moment inequality for quadratic forms of random vectors is of particular interest in covariance matrix testing and estimation problems. In this paper, we prove a Rosenthal-type inequality, which exhibits new features and certain improvement beyond the unstructured Rosenthal inequality of quadratic forms when dimension of the vectors increases without bound. Applications to test the block diagonal structures and detect the sparsity in the high-dimensional covariance matrix are presented.
Introduction
Covariance matrix plays a central role in multivariate analysis, spatial statistics, pattern recognition and array signal processing. Let x = (X 1 , · · · , X p ) ⊤ be a p-variate random vector with mean zero and covariance matrix Σ = E(xx ⊤ ). Let x i = (X 1i , · · · , X pi ) ⊤ be independent and identically distributed (iid) copies of x. To test and estimate the covariance matrix Σ based on the observed values of x i , there are p(p + 1)/2 parameters. When the dimension p is large relatively to the sample size n, the parameter space grows quadratically in p, thus making the covariance testing and estimation problems challenging. Leveraging low-dimensional structures in Σ, recent literature focuses on structures detection and regularized estimation of the covariance matrix; see e.g. [4, 2, 3, 5] among many others. A key step of the success of those regularized estimates relies on sharp large deviation and moment inequalities of the second-order partial sum process involving the quadratic form n i=1 (X ji X ki − σ jk ). Large deviation inequalities can be found in [11, 16] . In this paper, we shall focus on the moment bounds on the quadratic form, which are useful in controlling the behavior of the second-order statistics of high-dimensional random vectors with heavier tails than the sub-Gaussian distributions.
Classical moment bounds for p j=1 X j include the well-known Rosenthal's inequality [15] , when x has iid components. For the quadratic form, assuming E(X 2 j ) = 1, [1] established the following inequality
where A is an arbitrary p × p matrix and κ w = X j w = (E|X j | w ) 1/w . C q , throughout the paper, denotes a generic constant that only depends on q. In essence, (1) is a Rosenthal-type inequality for the product partial sums, weighted by the square matrix A. However, we shall see that, in many interesting cases (e.g. Example 2.3 and 2.4 and the applications in Section 3), (1) is not tight. Therefore, we present a sharper version of moment inequality for bounding E|x ⊤ Ax − tr(A)| q ; see Theorem 2.1. For w > 0, a random variable X ∈ L w iff X w < ∞. Let S p×p be the set of p × p symmetric matrices and S p×p + be the subset of nonnegative-definite matrices in S p×p .
Main Result
Theorem 2.1.
Remark 1. The symmetry of A is not essential in Theorem 2.1; it is only used for a compact form (2) . From the proof in Section 4, similar form of (2) can be derived for arbitrary square matrix A. In addition, symmetry and nonnegative-definiteness of A is a natural requirement for many applications when the quadratic form is the covariance matrix of y = A 1/2 x.
Remark 2. The infinite-dimensional version of (2) (and also (1)) is also true since the right-hand side of (2) is uniform in p, provided that the right-hand side converges. This extension allows us to deal with moment bounds of centered covariance process of a linear process of the form X j = ∞ m=0 b m ξ j−m , where ξ m are iid random variable with mean zero, unit variance and ξ i ∈ L 2q , q > 2. As a sufficient condition, we need b m = m −β ℓ(m), where β > 1/2 and ℓ(·) is a slowly varying function at ∞.
2 Note that β ∈ (1/2, 1) allows X j to have long-range dependence, a widely observed phenomenon in hydrology, network traffic and financial data [7] . 
It is interesting to note that both inequalities (2) and (3) balance between the ℓ 2 , ℓ 4 and ℓ q norms of the eigenvalues of A ⊤ A, yet in different ways. Let q be fixed, κ q be a constant and the number of variables p → ∞. Then, the Frobenius norm component of our inequality (2) is at most the order of (3) 
On the other hand, since |s| 4 ≤ |s| q , 2 < q ≤ 4 and |s| 4 ≥ |s| q , q > 4, the spectral component of (2) could be either on smaller or larger order than (3). In general, it is not possible to have one dominates the other. However, we shall see that, in certain structured cases, (2) improves over (3) in that the ratio of the two bounds vanishes to zero. Below, we give a few examples.
Example 2.1. Consider A = Id p×p . Then, moment bounds in (2) and (1) are O(p q/2 ), both agreeing with the central limit theorem since E|
Example 2.2. Consider A = 1 p×p , where 1 p×p denotes the p × p matrix with all entries equal to one. In this case, moment bounds in (2) and (1) both
Example 2.3. Suppose that m and k are two positive integers such that p = mk, k = o(p) and k, m → ∞. Consider the following block diagonal
This matrix corresponds to a covariance matrix for p variables such that there are m uncorrelated clusters, each of which has k variables perfectly correlated. Then, for this A, we have |A| (2) is sharper than (1).
Example 2.4. Let r ∈ [0, 1) and ρ(A) be the spectral norm of a symmetric matrix A. Consider the following matrix class
where C 0 > 0 is a finite constant and M p is a constant that may depend on p. The class G r (M p ) contains the approximately sparse matrices that are invariant under permutation. Here, the sparsity is measured by the size of the strong ℓ r -ball. Similar classes of sparse matrices have been extensively studied in the high-dimensional sparse covariance matrix estimation literature; see e.g. [2, 5] . 
Equation (6) is an application of Theorem 2.1. On the other hand, for
p ) under the condition M p → ∞, it is clear that the inequality (6) provides a tighter moment bound for the quadratic form with sparsity structure in the matrix A.
Applications
In this section, we provide two applications for testing low-dimensional structures for high-dimensional covariance matrix and its inverse matrix (a.k.a. the precision matrix) for non-Gaussian observations. Let y 1 , · · · , y n be n iid mean-zero random vectors such that
⊤ has independent components with E(Y 
Test block diagonal covariance and precision matrix
We wish to test the following simple hypotheses for the precision (or equivalently covariance) matrix
Since the precision matrix fully encodes the partial correlation graph [9] , (7) naturally rises in the problems of testing the graph structures of a large number of variables; for instance, different block structures on the pathway and modularity in the genetic regulatory networks; c.f. [17, 8] . When x ∼ N(0, Ω −1 ), we use the (log-)likelihood ratio test (LRT) statistic
If p is fixed and A − B ∈ S p×p , then we can show that, under H 0 , L * n = n(L n − log det(BA −1 )) follows a distribution F of the linear combination of p independent χ 2 (n) random variables with coefficients given by the eigenvalues of the matrix
Then, a critical region at the significance level α for the LRT (8) 
3 To see this, let G = P DP ⊤ be its eigen-decomposition and write The percentiles of L * n can be found in [10] . For non-Gaussian x ∈ L 2q , (8) can be viewed as a quasi-LRT statistic and construction of the exact critical region is not available, in particular for high-dimensional x i . However, a conservative critical region can be constructed as (r 0 , ∞) such that
Denote U p to be the upper bound in (2). Since A and B are block diagonal matrices with block size of (2k) × (2k) and k × k, respectively, it is clear that G is also a block diagonal matrix with block size of (2k) × (2k). Therefore, by Theorem 2.1 and Markov's inequality,r 0 is chosen such that
This gives a conservative LRT in the sense of (9) and the critical region for L * n at the significance level α is (ntr(
, and B = Id p×p , then G has the form (4). Therefore, the critical region constructed by Theorem 2.1 is more accurate than (1).
Sparsity detection in the precision matrix
Here, we present a second application for detecting the sparse graph structures specified by the off-diagonal entries in the precision matrix Ω. There has been a large volume of literature for estimating the sparse graphical models [6, 13, 5] . In real data analysis, we would like first to know that whether or not there is a structure in the sparse graph and if so, given the data, how confident? To this end, let B ∈ G r (M p ) \ Id p×p , we would like to perform the test against the sparse alternative
We use the same definitions for the LRT statistic L n and L * n as in Section 3.1 with A = Id. Then, G = Id − B and G has the same off-diagonal entries as B with switched signs. Following the argument in Section 3.1, we can show that
. Now, applying Corollary 2.2, we obtain a conservative critical region at level α as
In contrast, if we use (3), the critical region is (ntr(G)+(npM p ) 1/2 (C q /α) 1/q , ∞). Again, the critical region constructed by Corollary 2.2 is more accurate than (1).
Proofs
The following version of Rosenthal's inequality, due to [12] , for the partial sum of iid random variables is used repeatedly in our proofs.
Lemma 4.1. [12] . Let X i be iid mean-zero random variables such that X i ∈ L q and S n = X 1 + · · · + X n . Then, for q > 2,
where C is a numeric constant.
Proof of Theorem 2.1
Note that
By Burkholder's inequality [14] , the first term involving the diagonal terms a jj can be bounded by
where ν q = X 2 j − 1 q . Next, we deal with the cross-product term. Denote
2q . Let δ j be iid Bernoulli random variables with success probability 1/2, 1 ≤ j ≤ p and Λ δ = {ℓ ∈ [p] : δ ℓ = 1}, where [p] = {1, · · · , p}. Let Q δ = j,k a jk δ j (1 − δ k )X j X k and E δ Q δ be the expectation taken w.r.t. δ. Then, Q n = 4E δ Q δ and by Jensen's inequality
Observe that we can also write Q δ = k∈Λ c δ X k ( j∈Λ δ a jk X j ). By Rosenthal's inequality Lemma 4.1, we have that
where C is the numeric constant in (11) . Therefore, it follows that
By a second application of Rosenthal's inequality,
Now, we bound the moment of II using the idea of decoupling and the reduction principle to Gaussian random variables [16] . Let g 1 , . . . , g p be iid N(0, 1) and
Since E g (Z 2q ) = σ 2q δ 2 q π −1/2 Γ(q + 1/2) and Γ(q + 1/2) > (q − 1)!, by Stirling's formula, we see that
Therefore, to bound the moment of II, it suffices to consider E X,g (Z 2q ). Conditioned on g 1 , · · · , g p and noting that Z = j∈Λ δ X j ( k∈Λ c δ a jk g k ), we have that
Taking expectation over g on both sides, we get that
q IV], where
Since
Next, we handle IV. Let A δ = P δ A(Id − P δ ), where P δ is the p × p projection matrix such that
Therefore, by Rosenthal's inequality again, we get that IV ≤ Cτ where τ q = g j q . Since P δ is a projection operator, s 
Now, (2) follows by collecting all terms together and observing that (12), (13) , (14) (15) and (16) are all uniform in δ.
Proof of Corollary 2.2
Note that for A ∈ G r (M p ), max j≤p |a jj | ≤ ρ(A) ≤ C 0 and ( j a 
