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Studies about innovation find evidence of a positive relationship between technological advancement and firm performance, in particular when the innovative effort is continuous. This paper aims to further the analysis on the duration of R&D investment at the firm level. The contribution of this study is threefold: first, we extend Máñez et al. [2014] , Triguero et al. [2014] analysis for Spain to the Italian case: we use a panel of manufacturing and service companies, thus enlarging the view of R&D duration within the European countries. Secondly, from a methodological point of view, we employ both discrete-and continuous-time duration models, in order to test the Proportional Hazards (PH) assumption, i.e. the assumption that the hazard rate is equivalent over time across groups. Last, but not least, we assess whether a firm's likelihood of continuing investment in R&D depends on the market power of companies. We test alternative measures for market power: the classical price-cost margin and a new proxy for the firm demand elasticity, obtained from a specific survey question. Results are in line with the hypothesis that R&D presents considerable temporal spill overs and strong persistence, even once unobserved heterogeneity is controlled for. Also, we argue that the appropriate proxy for market power is the firm demand elasticity, and we find support for the Schumpeterian hypothesis.
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Given the result that innovation is a key factor for the enhancement of firms' performance, what recently seems to matter is the R&D input persistence, which is converted into persistence of innovative output and growth of companies (Peters [2006] ). This paper aims to further the discussion about what determines the persistency of R&D investment at the firm level, taking into particular consideration the role of market power of the companies. The result of a positive relationship between firms' innovation and performance is robust to different measures of innovation and different proxies for economic performance. Innovation is positively associated with firm growth (Audretsch [1995] ) and this result is confirmed by Doms et al. [1995] , who use the number of advanced technologies employed by the firm as a measure for innovation. 1 Despite the difficulties embodied in a production-function framework [Bronzini and Piselli, 2006] , innovation is found to be positively associated with productivity, both at the aggregated level [Bronzini and Piselli, 2006, Geroski, 1989] and at the firm level [Parisi et al., 2006] . A more comprehensive approach is carried on by Crépon et al. [1998] , who move from some "stylised facts" and build an empirical model that encompasses the whole innovation process: the decision to undertake research activity, the magnitude of such effort, the output of the innovative process and the impact on firm's productivity. Innovative output is positively affected by R&D intensity and, in turn, positively affects productivity. This approach has been widely implemented by other authors [Mairesse and Robin, 2009 , Masso and Vahter, 2008 , Polder et al., 2009 , Van Leeuwen and Klomp, 2006 . Cefis and Ciccarelli [2005] exploit a Bayesian approach to find that the difference in profitability between innovators (defined as firms that apply for a patent) and non-innovators is greater when comparison is made between persistent innovators and persistent non-innovators. Furthermore, they find long-run persistence in profit differentials: innovators tend to converge to a higher long-run equilibrium with respect to non-innovators. Similar results are obtained by Bartoloni and Baussola [2009] . Banbury and Mitchell [1995] find that firms that are late in introducing innovations have a higher rate of exit from the market. This result is supported by the work of Cefis and Marsili [2004] , who use a parametric duration model and find a positive relationship between product (process) innovation and firm survival.
What we want to shed light on, hence, are the determinants of R&D persistence, i.e. why some firms are continuously engaged in innovation while others show intermittent investment behavior. In order to do so, we exploit a duration model approach, following the work of Máñez et al. [2014] , Triguero et al. [2014] , and including a large set of explanatory variables. Two determinants are particularly taken into consideration, the innovation persistence and the market power of companies.
Innovation Persistence
A stream of recent literature has tried to determine whether innovation persistence is "true" or spurious [Hecker and Ganter, 2014] . Spurious persistence refers to the possibility that innovation is caused by time-invariant unobserved firm characteristics that are exogenous to the sequence of innovative events, but determine its initial conditions ("past dependence" [Antonelli et al., 2012b] ). Models can incorporate some correction accounting for spurious persistence, which is found to explain a significant part of the innovation process. 2 Conversely, true persistence ("state dependence") results from causal effects of past activities on current innovation behaviour. In other words, it is the effect of intertemporal spill overs between subsequent innovation activities. Among the mechanisms that may explain state dependence, three major accounts can be told apart: first, technological knowledge is an economic good characterised by cumulability and non-exhaustibility, and represents at the same time an input and an output of the knowledge-generating process [Antonelli et al., 2012b] . Hence, firms that have generated new technological knowledge can rely upon such output to generate new, additional knowledge at a lower cost. Dynamic increasing returns are likely to shape innovative activities: the larger the cumulated size of innovation, the larger is the positive effect on costs ("learning-to-learn" and "learning-by-doing" effects).
A second stream, as reported in Duguet and Monjon [2004] , holds that firms need to successfully profit from their innovation in order to be able to innovate again. According to this view, commercial success increases the probability of future innovation because it allows for the reallocation of profits to new research projects ("success-breads-success" effect). Firms that successfully innovate are hence more likely to follow on innovations because of higher permanent market power [Le Bas and Scellato, 2014] .
Thirdly, it is worth mentioning the "sunk-costs" effect theory, according to which innovative activities are characterised by high set up costs for research facilities and the training of personnel, and by long-term commitments in terms of investment. Once research has started, the opportunity cost of interrupting it is quite high. This implies that research and development activities generate high entry and exit barriers as well [Antonelli et al., 2012a] .
As pointed out in [Antonelli et al., 2012a ,b, Duguet and Monjon, 2004 , Le Bas and Scellato, 2014 , Peters, 2006 , all these arguments can be seen as complementary, rather than mutually exclusive, in explaining innovation persistence.
Innovation and Market Power
The "success-breads-success" theory is tested for by introducing market power into our set of explanatory variables. Theoretical models and empirical studies about the effects of market power on innovative activity are generally ambiguous.
Schumpeter, and the literature that sprung from his work, argues that firms with greater market power have a higher incentive to innovate because they can better appropriate the returns of their R&D investment: intense market competition would imply lower post-entry rents [Hall, 2011] , while low competitive pressure would reduce the risks associated with an innovative race. In fact, were the race lost, a firm would still enjoy oligopolistic profits.
On the other hand, many authors support Arrow's thesis, that competition positively affects the innovative effort, since a firm that successfully introduces a new product in the market could then become monopolist ("escape-competition effect", [Coscollá-Girona et al., 2011] ). Conversely, firms that already enjoy market power do not need to innovate to stay in business. Moreover, a monopolist that innovates basically replaces itself as the monopolist in the market. This is the so called "replacement effect" put forward in [Arrow, 1962] as opposed to the "competitive effect" underlying the Schumpeterian hypothesis ( [Schumpeter, 1943] ). An exhaustive account of the related theoretical debate is e.g. in [Tirole, 1988] , pp. 390-396. The frontier of the empirical research in this field is in [Le Bas and Scellato, 2014] .
Another stream of literature (see [Geroski, 1989, Gort and Klepper, 1982] ) argues its case that the problem may be more complicated. There is evidence that industries and markets evolve through different phases, and that each phase exhibits different characteristics. 3 For instance, new markets show high entry and exit rates, often related to innovation races [Geroski, 1989] , while consolidated markets where entry (exit) rates are near zero may be characterised by incremental innovations developed by incumbents [Banbury and Mitchell, 1995, Gort and Klepper, 1982] . There is also evidence of distinct incentives to product vs. process innovation with respect to market power Coscollá-Girona et al. [2011 [ ], Hall [2011 .
The rest of this paper is organised as follows: Section 2 describes the sample, defines the variables of interest and outlines the empirical specification of the implemented models. Section 3 reports the results and discusses their interpretation. Section 4 highlights some limitations of this study and outlines a number of suggestions for further research.
.
The Working Sample
Our data are obtained by merging the Survey on Industrial and Service Firms and the Company Accounts Data Service (CADS). 4 All variables were drawn from the Survey, with the exception of revenues due to export and price-cost margins, that were collected from the CADS. Due to the nature of the study, only firms that have reported positive R&D investments in at least one year are considered. The working sample consists of 3,138 firms, and has been cleaned in the usual way. 5 3 Audretsch [1991, 1995] , for instance, introduces the definition of two different technological regimes, "entrepreneurial" vs. "routinised". 4 For a detailed description of the samples, see [Banca d'Italia, 2013] and http://www. centraledeibilanci.it/.
5 Dropped outliers do not influence the distributional properties of the sample, and exclude firms whose R&D investment 0.5 of sales and whose demand elasticity = 0 (see Section 2.3.1). Table 7 of the Appendix A shows that the working sample is still representative of firms' characteristics as they were distributed in the total sample. Some discrepancies can be found in characteristics positively (negatively) correlated with firms' R&D investment which are over- (under-) represented in the working sample. This will be controlled for in the models.
Measuring Duration
As we are focusing on innovation persistence, the variable of interest is the duration of firm's innovative effort, or its "innovative spell", as in Máñez et al. [2014] , Triguero et al. [2014] . Such spell is calculated for each firm in our sample as the number of years it reports positive R&D investment. Our dependent variable is then represented by the probability that a firm interrupts R&D investment in the year t, given that it has invested in the period (t − k; t − 1).
A distinguishing feature of duration data is that some observations may be right-censored: some spells may be incomplete and their true length unknown (this happens, for instance, when we register firms innovating in the last observed year, 2012, and we do not know whether they did the same in 2013 or not). Let T be a random variable measuring the firm's innovative spell length, and let c be the censoring time (i.e. the time beyond which we do not observe the firm's behaviour), measured from the time origin of the spell. Then, the random variable that will be observed is T = min(T , c). An indicator variable d is also observed, and it is equal to 1 if T = T , 0 if T = c. 6 Suppose the random variable T has continuous probability distribution f(t), where t is realisation of T . The cumulative probability is
The survival function describes the probability that the innovative spell is at least of length t:
The probability that a spell that has lasted until time t will end in the next short time interval (∆t) is given by the hazard function
where f(t) = dF(t)/dt is the density function. Roughly speaking, λ(t) is the rate at which spells will be completed at duration t, given that they last until t [Greene, 2005] . Table 1 reports the functions of survival and hazard, estimated by the Kaplan-Meyer and the Nelson-Aalen estimators respectively. The survival function is less-than-proportionally decreasing in time: at the end of the considered period, only about 23% of firms are still spending in R&D, but most of exits take place at the very beginning, with 50% of firms ceasing 6 It is crucial to assume that firms whose spells are censored at time c are representative of firms whose spell length is T c. Thus, c must be independent of T , having taken account of other factors (explanatory variables) [Kiefer, 1988] . investment within the first 3 years. On average, firms invest for more than 3 consecutive years (3.06 years). 7
. .
Dealing with Left-Censoring
Left censoring occurs when we do not observe the starting date of the innovative spell (e.g. this concerns the spells of firms reporting positive R&D investment in the first year, 2003, since we do not have data about innovation prior to 2003 and are therefore unable to determine when innovation began). 8 As pointed out in [Iceland, 1997] , omitting left-censored cases could lead to serious selection bias since one might exclude from the analysis firms that present the longest innovative spells. In fact, while firms that invest in R&D discontinuously (i.e. have several short spells) may be expected to re-enter the data set, firms that continuously engage in innovative activity would be ignored, leading to a downward bias in estimation of the survival function. Bias is increasing in the share of left-censored spells and in the correlation between explanatory variables and the error term. 9 Several methods can mitigate the problem, but to our knowledge there is no solution. 10 Stevens [1995] suggests, as implemented in [Triguero et al., 2014] , to include left-censored spells in the analysis and add a dummy variable indicating whether the observed spell is left-censored or not. For tractability reasons we will follow this approach, that allows the retaining of all available information, although it does not represent a solution to bias and selectivity.
Explanatory Variables
Explanatory variables are:
• The logarithm of innovative stock (ln RD), contemporary and lagged values; 11
• The number of spells in which the firm has continuously invested in R&D (Spell Number);
• The elapsed duration of each spell (Time);
7 These estimators are more accurate for short spells, since inference about very long durations is based on fewer observations [Kiefer, 1988] [Carter and Signorino, 2013 , Iceland, 1997 , Stevens, 1995 . 11 This stock measure is computed by the means of the permanent inventory method: given the flow measure I R&D t , RD t = I R&D t + (1 − δ)RD t−1 . with δ representing the depreciation rate.
The literature usually finds a high depreciation rate for knowledge (over 30%) [Bublitz and Ettredge, 1989, Hirschey, 1982] . This is because innovation has an incremental nature and also because knowledge tends to leak to competitors, due to both expired patent rights and operations of reverse engineering [Griliches, 1998] . A discussion on R&D for the Italian case is in [Bontempi and Mairesse, 2015] . • A dummy equal to 1 if the spell is left-censored (Left Cens., see previous Section 2.2.1);
• Planned investments in physical and software capital over sales (IM and IS, respectively);
• The difference between planned physical and software investments in t − 1, and the effective investment in t (∆IM and ∆IS, respectively);
• Cash flow net of dividends paid over sales (CF), contemporary and lagged values;
• Short-and long-term bank debt and financial debt versus other financial institutions over sales (D), contemporary and lagged values;
• A dummy equal to 1 if the ratio of revenues from export to total revenues is positive (Exp);
• A dummy variable equal to 1 if the firm belongs to a High-Tech industrial sector (HTech);
• Market power: we compare two measures, the price-cost margin (PCM) and the firm-level demand elasticity (-η), discussed in the following Section 2.3.1);
• The Bloom Index of Economic Policy Uncertainty (Bloom, [Baker et al., 2013] );
• Control variables for firm's age, size (log of the number of employees), group-membership, type of ownership, geographical area (variables ln Age, ln Size, Group, Family, Centre, South).
Demand Elasticity
Measuring market power is a non-trivial issue, since researchers usually are not able to observe demand elasticity or marginal costs. Hence, the most used proxies in the empirical industrial organisation literature are concentration measures (concentration ratios, Hirshman-Herfindal indexes, market shares) or PCMs. 12 These measures are widely used in spite of their drawbacks. As reported in [Coscollá-Girona et al., 2011 , Domowitz et al., 1986 , high degrees of concentration, or increased PCMs, are not necessarily symptoms of lack of competition. Boone [2000] points out that there is no simple relationship between product market competition and market structure if firm's cost efficiency levels are asymmetric. For instance, enhanced competition may raise the market shares of the most efficient firms at the expense of inefficient ones, increasing the Herfindal index ("reallocation effect", [Boone, 2008] ); or concentration may rise as the most inefficient firms exit the market because of more intense competition ("selection effect", [Boone, 2008] ). The latter case may also lead to an increase in the average PCM. In like manner, if less competitive pressure leads to higher costs due to inefficiency or absence of cost-reducing innovations, the PCM will decrease [Coscollá-Girona et al., 2011] . Furthermore, as pointed out by Domowitz et al. [1986] , PCMs are sensitive to demand fluctuations. In this paper we first follow the standard way of measuring market power as the price-cost margin, defined by (see [Bontempi et al., 2010 , Domowitz et al., 1986 :
Secondly, an important contribution of this study is the use of an alternative measure of market power, given by the implied demand elasticity, obtained from qualitative data. In the 1996 and 2007 surveys firms were asked the following question:
Consider the following hypothetical experiment: suppose your firm raises today the price of the goods produced by 10 percent. What would be the percent change in the value of sales, assuming that your firm's competitors leave their prices unchanged, and holding everything else constant? 13 Such a question directly refers to the firm price elasticity of demand; following Guiso et al. [2006] , let z ∈ (−100, 100] be the answer to the question, and the elasticity is computed as:
The mean value is -1.38, and the great majority of firms show an implied elasticity greater than 1 in absolute value. Descriptive statistics given in Table 2 are consistent with some firms having market power. Among surveyed firms, only 179 responded to both the questionnaires in which the question was submitted. Little difference can be found in their answers, and it is probably due to rounding figures rather than significant changes in the elasticity. In fact, while the overall distribution is quite similar across years, the frequency of round figures rises in 2007. Hence, the mean value of the implied elasticity has been used for such firms, as this operation 12 For innovation studies that employ concentration measures see, among others, [Acs and Audretsch, 1988 , Audretsch, 1991 , Banbury and Mitchell, 1995 , Blundell et al., 1999 , Cefis and Ciccarelli, 2005 , Duguet and Monjon, 2004 , Geroski et al., 2007 , Lhuillery, 2014 , López-García and Puente, 2006 , Máñez et al., 2014 ; for studies that employ the PCM see [Aghion et al., 2002 , Antonelli et al., 2012b , Audretsch, 1995 , Greenhalgh and Rogers, 2006 ; Woerter [2014] uses the number of each firm's principal competitors.
does not change the statistical properties of the distribution, as shown in Table 2 . The fact that for some firms |η| < 1 means that the Lerner index is not constrained to 1. This is in contrast with the hypothesis of firms maximising their profits, since some of them seem to be operating in the inelastic portion of the demand curve. In other words, if increasing their selling prices would grant an increase in sales, why would they not do so? Quite simply, this "irrational" behaviour can be explained by the fact that firms are not in their long-run equilibrium. Furthermore, a closer look at the 179 firms for which z is observed in two points in time confirms this explanation: 27 (15%) out of 179 firms operate in the unelastic portion of the demand curve in either 1996 or 2007, 10 move from the unelastic to the elastic portion, 17 the other way around. All other firms register |η| 1 in both periods. Table 3 reports some descriptive statistics about the relationship between the implied demand elasticity, the PCM, firm's age, and firm's size. Note: Computed elasticity has been split into the following categories: (1) Highly elastic if |η| > 1.5, (2) Elastic if 1.5 > |η| > 1, (3) Unitarily elastic if |η| = 1, (4) Inelastic if |η| < 1.
Empirical Specification
The Cox Model
As in Máñez et al. [2014] , we use the semi-parametric Cox model as starting point for our analysis, since it is quite flexible and does not require any assumption about the functional form of the hazard. Each i-th firm faces a hazard function which is common to all firms (the "baseline" hazard, λ 0 ) and is then modified by the set of explanatory variables x i . The relationship between the individual risk and the vector x i depends upon the estimated coefficient vector β. The Cox model assumes the individual risk to be equal to the product of the "baseline" risk and the function φ(x i , β) = exp(x β):
In other words, the shape of the hazard function is the same for all firms, and variations in x i just shift the function. This allows for a direct interpretation of the estimated coefficients, since
represents the constant proportional effect of an increase in the relative variable on the conditional probability of exiting the innovative state. This approach provides estimation of β without requiring estimation of λ 0 . The Cox model suffers from four potential drawbacks:
1. It implies a continuous time specification (hence it assumes no ties). If ties rarely occur, it is possible to account for them with the Efron method. 14 When ties are frequent, there is no way to avoid asymptotic bias in both the estimated coefficients and the correspondent covariance matrix [Hess and Persson, 2010] ; 2. Unobserved heterogeneity (i.e. spurious persistence) cannot be included; 3. It is not possible to obtain any information about the shape of the hazard function λ 0 , which is actually important in order to ascertain if there is negative (positive) duration dependence. A distribution the hazard function of which slopes downward (upward) is said to have negative (positive) duration dependence Kiefer [1988] , Lancaster [1979] , Verbeek [2004] .
4. The Cox model in Equation (5) assumes Proportional Hazards (PH). This means that the effect of any explanatory variable on the hazard is assumed to be constant over duration time. It is straightforward that, should the PH assumption fail, estimated covariate effects would be biased. The PH assumption may fail to hold for two reasons: (1) because the effect of explanatory variables is intrinsically non-proportional; (2) because unobserved individual heterogeneity is not accounted for and makes the effect depend on duration time, even if the underlying process is of the proportional hazards form [Brenton et al., 2009] . Following Hess and Persson [2010] , we have performed a test based on the Schoenfeld residuals. Results are reported in Table 4 , and strongly reject the PH assumption.
The Cloglog Model
The Cloglog model assumes a complementary log-logistic form for the hazard, and overcomes many limitations that affect the Cox model. In fact, as well as giving a discrete time representation of an underlying continuous time proportional hazards model, it also controls for unobserved heterogeneity and gives information about the duration dependence of the hazard. Hazard and survival functions are given by:
where the log of duration, ln t, has a logistic distribution with mean − ln λ and variance π 2 /(3p 3 ), (λ and p are unknown parameters to be estimated). When p 1, the hazard rate is monotonically decreasing to zero as t increases. If p > 1, the hazard increases at first and then decreases to zero [Wooldridge, 2002] . The log-likelihood is
where d i = 1 if the interval is right-censored and 0 otherwise. Máñez et al. [2014] report that Equation (9) can be rewritten as the log-likelihood function of a binary dependent variable y ik = 1 if spell i ends in year k, and 0 otherwise:
where λ is
where x it are time-varying covariates (constant within the interval), and γ is a polynomial in time that allows for a flexible definition of duration dependence. In the present work, the highest order polynomial that resulted significant was the first. As discussed in Section 1, many studies highlight the importance of unobserved heterogeneity (let denote it by ν i ) in explaining the persistence of innovation. If unobserved heterogeneity is indeed important, ignoring it will lead to over-(under-) estimation of the degree of negative (positive) duration dependence [Jenkins, 2005 , Lancaster, 1979 . This is a selection effect: if duration dependence is negative, observation with high values of ν will fail faster, ceteris paribus. Furthermore, the proportionate effect β k of a given regressor x k on the hazard rate will no longer be constant and independent of survival time, and β k will be downward-biased [Lancaster, 1979] .
Heterogeneity enters the underlying continuous hazard function multiplicatively:
hence, the Cloglog model becomes:
where u i ≡ ln ν i and ν i is a random variable taking on positive values, with mean normalised to one and finite variance σ 2 . It is crucial to assume that ν i is distributed independently of x it and t. This variable can be interpreted as the impact of omitted (unobserved) variables, or of measurement errors in recorded regressors or recorded survival times [Jenkins, 2005] . Estimation of this model requires an expression for the density function that does not condition upon the unobserved effects. It is hence convenient to specify a distribution for ν in order to "integrate out" the unobserved effect (i.e. one works with the function λ(t, x |β, σ 2 ) rather than λ(t, x |β, ν)). For tractability reasons, the choice of distribution is limited to those that provide a closed form expression for the frailty hazard function. The Stata command xtcloglog allows for the estimation of the model assuming the heterogeneity ν i is normally distributed; the program pgmhaz8 has been used for Gamma-distributed frailty.
The Cloglog framework also allows for the incorporation of unobserved heterogeneity non-parametrically by assuming that there are several types of firm spell ("mass points"). This implies that each spell has probabilities associated with the different mass point, allowing for different intercepts of the hazard function. For a model with n mass points, the hazard in Equation (13) becomes:
Normalising the first mass point to zero, the intercept for type-1 firm is β 0 , that for type-2 firm is β 0 + m 2 and so on. Regressions that incorporate non-parametric frailty were run with the Stata program hshaz. In order to verify the PH assumption in the Cloglog model, we follow Hess and Persson [2010] , allowing the explanatory variables to vary over time in the Cloglog model with unobserved heterogeneity. Testing the PH assumption reduces here to the verification of the hypothesis ξ k = 0, ∀k = 1, . . . , K, where ξ k is the coefficient of the interaction term (x k · t). Results for this test are provided in Table 5 . The PH assumption holds throughout all specifications, hence the Cloglog model is appropriate for the phenomenon description.
The Probit Model
Discrete-time survival analysis often employs Logit models as an alternative to semi-parametrical approaches as the Cloglog, in order to relax the PH assumption. However, since the considered event (interruption of innovative effort) occurs quite frequently, and many spells last longer than 1 year, the Logit assumption of event independence would be invalid, leading to biased estimates [Banbury and Mitchell, 1995] . Hence, we prefer to use a dynamic random-effects Probit model, following [Antonelli et al., 2012a , Hecker and Ganter, 2014 , Lhuillery, 2014 , Peters, 2006 , Triguero and Cór-coles, 2013 , Triguero et al., 2014 . Hess and Persson [2010] report that this test is robust to the assumed distribution of heterogeneity (here we use normally-distributed frailty).
The expressions in the likelihood function are given by
where Φ denotes the cumulative density function of the standard normal distribution. Unobserved heterogeneity is assumed to be normally distributed (Stata command xtprobit).
Estimation results are shown in Table 6 . Three specifications are reported for each model: columns (1) contain the "traditional" approach that uses the PCM to proxy for market power; columns (3), (7) use the implied elasticity −η. Furthermore, columns (7) use the explanatory variables' lags in order to control for simultaneity problems [Coscollá-Girona et al., 2011] . We consider column (7) in the Cloglog framework with "mass points" as the most reliable empirical specification for our data, the other estimates being reported as robustness checks. Our general results are discussed in what follows.
& . The (true) persistence of the innovation process is accounted for by the logarithm of the R&D stock and by the variables Spell Number, Time. This set of variables captures the phenomena of cumulativeness, irreversibility and increasing returns of the innovative investment, learning-by-doing and learning-to-learn effects. Overall, there is strong evidence of persistence in R&D investment: the coefficient for the accumulated knowledge stock is negative and significant, also when its lagged value is used. 15 The coefficient of Time is also negative (although sometimes nonsignificant), suggesting that the longer a firm has continuously invested in R&D, the more likely it is that it will keep investing (negative duration dependence). This is coherent with our expectations, and confirms the results of Acs et al. [2008] , Hecker and Ganter [2014] , Máñez et al. [2014] , Triguero et al. [2014] , who find significant temporal spill overs of R&D. As for the number of previous spells, the coefficient is never significant (and negative). Given the short time-window of the analysis, it can be inferred that firms that have shown a discontinue attitude towards innovation, but have had several innovative spells are less likely to interrupt investment again.
-. Left-censored spells have been included in the analysis, and the dummy variable Left-Cens. is negatively associated with firms discontinuing their innovative activity, as in Máñez et al. [2014] , Triguero et al. [2014] . As discussed in Section 2.2.1, this precaution just mitigates (rather than correct) the bias in estimation due to left-censoring. Nevertheless, the negative and significant coefficient confirms the preliminary hypothesis that left-censored spells are likely to be the longest. The exclusion of such spells would have hence resulted in a severe overestimation of the hazard function.
. Although rarely significant, variables that take into account firms' planned investment in physical capital (machinery, IM) and software (IS) give some information about the relationship between different types of investment. While IM always has a positive coefficient, hinting at some sort of substitution effect with respect to R&D expenditures, software investment's negative coefficient may suggest a complementarity between innovative activities and the acquisition of information technology, as found by Polder et al. [2009] .
Alternatively to the planned expenditures, we have used as explanatory variables the difference between the planned investment in t − 1 and the effective investment in t, ∆IM, ∆IS. Guiso et al. [2006] show that planned investment in usually quite accurate, since deviating from plans is costly. Hence, ∆IM, ∆IS represent a variation in investment level due to some unexpected cause. The physical capital variation's coefficient is ambiguous in sign, that of software is always negative, and both are non-significant, suggesting that the likelihood of spending in R&D is relatively unaffected by unanticipated deviations from investment plans. This is in line with the result obtained for the variable Bloom, that controls for uncertainty and will be discussed below. Of course, there could be variations in the magnitude of the innovative effort, which are not caught by our model's specification.
. Máñez et al. [2014] find that the firm's cash flow has a negative and significant effect on the likelihood of interrupting R&D investment, supporting the hypothesis that firms that have internal funds available can better sustain the expenses connected with research and development activities. Among studies that use duration models, few include a direct measure of debt (Triguero and Córcoles [2013] use firm's leverage, defined as external funds over equity). We think it is quite important that the two sources of funds were included, either from the point of view of the correct specification of the capital structure behind the model of R&D duration (Bontempi [2003] ), either for the institutional characteristics of the country under analysis (Munari et al. [2010] ). Italy's national corporate governance is classified as "insider-dominated" and the corporate financial system as "continental". Such characteristics entail lower protection of external investors (with respect to "outsider-dominated" systems as the UK and the US), strong and stable firm-bank liaisons, and lower occurrence of changes in corporate control. Even if rarely significant, overall the negative sign of cash flow (CF) and the positive one for debt (D) tend to signal the presence of liquidity constraints due to agency costs and asymmetric information particularly relevant if the R&D case (see also Bontempi [2016] ).
. The dummy variable Export controls for firm's exposure to international competition (unfortunately, data about import -i.e. the penetration of international competition -were not available). The coefficient is negative and, sometimes, significant. 16 The literature ([Antonelli et al., 2012b , Coscollá-Girona et al., 2011 , Hecker and Ganter, 2014 , Máñez et al., 2014 , Masso and Vahter, 2008 , Peters, 2006 , Triguero and Córcoles, 2013 ) finds a positive and strong relationship between export and R&D continuity. Lööf et al. [2015] point out that the openness of business sectors increases the likelihood that a firm will access a larger amount of information, exploit spill overs, and thus increase its knowledge stock ("learning-by-exporting" effect). We do not find conclusive evidence of the sort, coefficients being negative but only rarely significant. Triguero et al. [2014] , technological opportunities, proxied by the dummy HTech, are non-significant, although the coefficient is negative. This result is quite striking and may be due to the fact that Italian firms suffer from what Cannari et al. [2012] calls "innovative gap" with respect to other Western Countries. On one hand, high-tech firms are a little share of all firms; on the other, Italian firms are less prone to engage in R&D, and this is true across all sectors. Additionally, high-tech firms represent less than 5% of sampled firms. For these reasons, the model might not be able to detect a significant effect for this variable.
. Columns (1) include a "traditional" measure of market power: the price-cost margin (PCM). Estimated coefficients tend to be positive and would the hypothesis according to which market power disincentives innovative effort. Besides, in Section 2.3.1, we pointed out that pricecost margin is a very noisy proxy.
Hence, in columns (3), (7), we have used our implied demand elasticity measure, −η. Obtained coefficients are negative, although just slightly significant. This would support the Schumpeterian hypothesis of a positive relationship between market power and innovation, and possibly the "success-bread-success" effect.
. The Bloom Index of Economic Policy Uncertainty [Baker et al., 2013] captures uncertainty and macroeconomic effects. 17 The coefficient is significant and negative across all specifications, upholding the theory of sunk costs: since investment in R&D incurs flow adjustment cost (while stock adjustments are possible for physical capital), uncertainty 16 Alternatively, we had used the ratio of revenues from export to total revenues, and a dummy for "big exporters" (where a big export is defined as a firm whose ratio of revenues from export to total revenues is larger that 0.27, the 75th percentile of the ratio distribution). Estimated coefficients are coherent with those reported. 17 All models were estimated with time-dummies as an alternative to the Bloom Index. Temporal effects' coefficients are jointly significant and negative. makes firms to be less reactive in their decision-making ("caution" effect), strengthening the dynamic link between current and past R&D activity [Bloom, 2006 , Geroski et al., 2007 .
. The literature usually finds negative and significant coefficients for firm's age and/or size, when innovation output is used as dependent variable (innovation or patent count, share of innovative sales). Such variables turn out to be non-significant in most of considered specifications, apart firms' size in models (7). Consistently with the observation of Hall [2011] , we argue that larger firms can diversify their activities and are therefore more likely to persist in R&D investment.
As in [Angelini and Generale, 2008] , we also control for group membership, in order to proxy for the absence of financial constraints. Participation in an industrial group may gain the firm access to funds through the holding company. No significant effect is found for our data.
The effect of ownership as captured by the dummy Family, turns out to be not relevant, or at least negative in few specifications. Consider that, on one hand, family-owned firms should be expected to have long-term investment horizons: owners hold significant stakes and have less agency problems (as owners usually are also managers, and have strong ties with the company since property is often passed down the generations), thus they have higher incentives to ensure their firm does not under-invest in R&D. On the other hand, family-owned firms may be more risk-adverse, as families invest a significant amount of their own wealth in the company [Munari et al., 2010] . Moreover, Hecker and Ganter [2014] suggest that family business whose management control and ownership pass down to the next generation are likely to be affected by some degree of organisational inefficiency, since the pool of potential talent of the management is reduced. Hence, data on family ownership alone may not be sufficient to shed light on this issue.
Lastly, we used dummies for geographical area (Centre, South), holding Northern Italy as reference, to proxy for institutional quality differences at the regional level. Coefficient are positive, and South's are higher and significant. As reported in Jappelli et al. [2002] , judicial institutions (measured by the length of civil trial and count of pending lawsuits) are less efficient in Southern Italy, making contract enforcement uncertain and more costly for firms. Court inefficiency depresses market performance and availability of loans, which in turn reflects negatively on the propensity to engage in risky projects (like research and development). Table 12 . ( ‡) The presence of heterogeneity is tested for in Tables 9, 10 , 11, 12. This study examines the matter of innovation persistence, represented by the length of the innovative spells firms experience, exploiting a duration analysis framework. Our sample consists of R&D engaged Italian firms drawn from the survey data set by the Bank of Italy within the period 2003-2012. The availability of firm-level panel data allows for the distinction between spurious persistence (innovation is caused by time-invariant unobserved firm characteristics that are exogenous to the sequence of innovative events, but determine its initial conditions) and true persistence (intertemporal spill overs between subsequent innovation activities). We primarily followed the approach presented by Máñez et al. [2014] , adding some important contributions of our own by expanding the set of variables that test for true persistence ("sunk-cost" and "success-breadssuccess" effects), and testing the Proportional Hazard assumption to hold in the Cox and Cloglog models, which allowed us to reject the Cox model as biased. Within a discrete time framework, we estimated a Cloglog model, for which the assumption of PH holds, once unobserved heterogeneity is controlled for, and a random effect Probit model, that does not assume Proportional Hazards.
We find that innovative behaviour is persistent: past experience is an incentive to remain an R&D performer. This signals the presence of important temporal spill overs that reflect the cumulability of knowledge ("learningby-doing" effect). The "success-bread-success" effect is also verified, since the negative coefficients of the variables CF and −η signal that firms that have internal funds available and enjoy some degree of market power are better able to sustain the expenses connected with research and development activities. Furthermore, the presence of important sunk costs is supported by the negative and significant estimated coefficients of the Bloom Index, a rise in which causes firms be less reactive in their decisions about investments ("caution" effect). Also, the non-significant coefficients for ∆IM and ∆IS reveal that the continuity of R&D activity is not related to unexpected variations in physical and software investment, consistently with the fact that, while such expenses incur stock adjustment costs, expenditures connected with innovation tend to be more persistent. This evidence would suggest that R&D spending is a path-dependent process, as confirmed by the fact that relatively time-invariant firm characteristics are often non significant and unobserved heterogeneity seems to play little role.
As for market power, different measures lead to different results. While PCM's coefficients are positive (i.e. the higher the PCM, the higher is the probability that an innovation-engaged firm will discontinue investment); elasticity's coefficients are negative. We would argue that these results, which are not conclusive, underline the importance of finding better proxies for the measurement of market power. As pointed out by Boone [2000 Boone [ , 2001 Boone [ , 2008 , Coscollá-Girona et al. [2011] , one should take into account the fact that different efficiency level imply different responses to increases in competitive pressure. Even though the data did not allow us to account for firm efficiency, we would argue that our measure of implied elasticity is better suited to capture market power than PCM.
Discussion.
Some questions are open to further research: first of all, more attention should be directed to the construction of valid measures for market power, since traditional ones (like PCM) are likely to be insufficient for describing competitive pressure. We would argue that our measure, that accounts for a microeconomics concept such as firm demand elasticity, may be an appropriate one, provided that data about it were collected yearly, in order to capture long-run dynamics.
Secondly, within this framework we were not able to distinguish the general event "interruption of R&D investment" from other events, e.g. exit from the market, or acquisition. We are stating the obvious when we argue that exit from the innovative state and exit from the market are events driven by different underlying processes. Furthermore, it would be interesting to develop such an approach as in [Balcaen et al., 2012] , where different types of exit from the market are considered, in a competing-risk model approach. It seems reasonable to think that, for instance, a firm that successfully innovates but is not able to fully appropriate the returns of its effort (e.g. because it does not have the resource to properly advertise and distribute its products) may be acquired by a bigger firm. In this case we would observe an interruption in R&D investment on behalf of the acquired firm. In order to establish the continuity of innovative effort, though, it might be desirable to take into account that R&D activity was not discontinued, just transferred to another firm. Such a study would make our comprehension about innovation dynamics more precise, allowing to properly assess the effect of each variable on different events. Wooldridge, J. M. (2002) . Econometric Analysis of Cross Section and Panel Data.
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