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Abstract—In this paper, the capacity region of the linear
deterministic interference channel with noisy channel-output
feedback (LD-IC-NF) is fully characterized. The proof of achiev-
ability is based on random coding arguments and rate splitting;
block-Markov superposition coding; and backward decoding.
The proof of the converse reuses some of the existing outer
bounds and includes new ones obtained using genie-aided models.
Following the insight gained from the analysis of the LD-IC-
NF, an achievability region and a converse region for the two-
user Gaussian interference channel with noisy channel-output
feedback (G-IC-NF) are presented. Finally, the achievability
region and the converse region are proven to approximate the
capacity region of the G-IC-NF to within 4.4 bits.
Index Terms—Linear Deterministic Interference Channel,
Gaussian Interference Channel, Feedback and Capacity.
I. INTRODUCTION
Recently, perfect feedback (PF) from the receivers to the
corresponding transmitters has been shown to bring an un-
precedented gain on the number of generalized degrees of
freedom (GDoF) with respect to the case without feedback in
the Gaussian interference channel (IC) [3]. Let C(−−→SNR, INR)
denote a set containing all achievable rates of a symmetric
Gaussian IC (G-IC) with parameters
−−→
SNR (signal to noise ratio
in the forward link) and INR (interference to noise ratio). The
number of GDoF [4] is:
GDoF(α) = lim−−→
SNR→∞
sup
¶
R : (R,R) ∈ C(−−→SNR,−−→SNRα)
©
log
Ä−−→
SNR
ä , (1)
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where α = log(INR)
log(
−−→
SNR)
. In Figure 1, the number of GDoF
is plotted as a function of α when C(−−→SNR, INR) is calcu-
lated without feedback [5]; and with PF from each receiver
to their corresponding transmitters [3]. Note that with PF,
GDoF(α) → ∞ when α → ∞, which implies an arbitrarily
large increment. Surprisingly, using only one PF link from one
of the receivers to the corresponding transmitter provides the
same sum-capacity as having four PF links from both receivers
to both transmitters [6]–[8] in certain interference regimes.
These benefits rely on the fact that feedback provides relevant
information about the interference. Hence, such information
can be retransmitted to: (a) perform interference cancellation
at the intended receiver or (b) provide an alternative com-
munication path between the other transmitter-receiver pair.
These promising results are also observed when the system is
decentralized, i.e., when each transmitter seeks to unilaterally
maximize its own individual information rate [9], [10].
The capacity region of the G-IC with PF has been approx-
imated to within two bits in [3]. The achievability scheme
presented therein is based on three well-known techniques:
rate splitting [11], [12], block-Markov superposition coding
[13], and backward decoding [14], [15]. The converse in [3]
is obtained using classical tools such as cut-set bounds and
genie-aided models. Other achievability schemes have been
presented in [16] and [17] using rate-splitting, block-Markov
superposition coding, backward decoding, and binning/dirty
paper coding in the context of a more general channel, i.e.,
G-IC with generalized feedback (IC-GF).
From a system analysis perspective, PF might be an ex-
ceptionally optimistic model to study the benefits of feedback
in the G-IC. Denote by −→y = (−→y 1,−→y 2, . . . ,−→y N ) a given
sequence of N channel outputs at a given receiver. A more
realistic model of channel-output feedback is to consider that
the feedback signal, denoted by
←−
Y , satisfies
←−
Y = g
(−→y )
(random transformation in RN ). Hence, a relevant question is:
what is a realistic assumption on g? This question has been
solved aiming to highlight different impairments that feedback
signals might go through. Some of these answers are discussed
in the following sections.
A. Rate-Limited Feedback:
Consider that the receiver produces the feedback signal
using a deterministic transformation g, such that for a large
N , a positive finite CF ∈ R and for all −→y ∈ RN :
←−y = g(−→y ) ∈ D ⊆ RN , (2)
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2where D is a codebook such that,
|D| 6 2N(CF ). (3)
This model is known in literature as rate limited feedback
(RLF) [18]–[20], where CF is the capacity of the feedback
link. The choice of the deterministic transformation g subject
to (3) is part of the coding scheme, i.e., the transformation g
takes the N channel outputs observed during block t > 0 and
chooses a codeword in the codebook D. The codeword is sent
back to the transmitter during block t+1. From this standpoint,
this model highlights the signal impairments derived from
transmitting a signal with continuous support via a channel
with finite-capacity. Note that if CF =∞, then g is the identity
function and thus,
←−y = g(−→y ) = −→y , (4)
which is the case of PF [3]. When CF = 0, then |D| = 1
and thus, no information can be conveyed through the feed-
back links, which is the case studied in [5], [12], [21]. The
main result in [18] is twofold: first, given a fixed CF , the
authors provide a deterministic transformation g using lattice
coding [22] and a particular power assignment such that
partial or complete decoding of the interference is possible
at the transmitter. An achievable region is presented using
random coding arguments with rate splitting, block-Markov
superposition coding, and backward decoding. Second, the
authors provide outer bounds that hold for any g in (2). This
result determines a converse region whose sum-rate is shown
to be within a constant gap of the achievable sum-rate, at least
in the symmetric case. These results are generalized for the
K-user G-IC with RLF in the symmetric case in [19], [20],
where the analysis focuses on the fundamental limit of the
symmetric rate. The main novelty on the extension to K > 2
users lies in the joint use of interference alignment and lattice
codes for the proof of achievability. The proof of the converse
remains an open problem when K > 2, even for the symmetric
case.
B. Intermittent Feedback
Assume that for all n ∈ {1, 2 . . . , N}, the random trans-
formation g is such that given a channel output realization−→y n, ←−
Y n =
ß
? with probability 1− p−→y n with probability p, (5)
where ? represents an erasure and p ∈ [0, 1]. Note that
the random transformation g is fully determined by the
parameters of the channels, e.g., the parameter p. Thus,
contrary to the RLF case, the transformation g cannot
be optimized as part of the receiver design. This model
emphasizes the fact that the usage of the feedback link might
be available only during certain channel uses, not necessarily
known by the receivers with anticipation. This model is
referred to as intermittent feedback (IF) [23]. The main result
in [23] is an approximation of the capacity region to within
a constant gap. The achievability scheme is built on random
coding arguments with forward decoding and a quantize-map-
and-foward strategy to retransmit the information obtained
through feedback. This is because erasures might constrain
either partial or complete decoding of the interference at
the transmitter. Nonetheless, even a quantized version of the
interference might be useful for interference cancellation or
for providing an alternative path.
C. Noisy Feedback
Assume that for all n ∈ {1, 2 . . . , N}, the random trans-
formation g is such that given a channel output realization−→y n, ←−
Y n =
←−
h−→y n + Zn, (6)
where
−→
h ∈ R+ is a parameter of the channel and Zn is a real
Gaussian random variable with zero mean and unit variance.
This model is known in the literature as noisy feedback (NF)
or partial feedback [24]–[26]. Note that the receiver does not
apply any processing to the channel output and sends a re-
scaled copy to the transmitter via a noisy channel. From this
point of view, as opposed to RLF, this model does not focus
on the constraint on the number of codewords that can be
used to perform feedback, but rather on the fact that the
feedback channel might be noisy. Essentially, the codebook
used to perform feedback in NF is RN . In [25], the capacity
of the G-IC with NF has been approximated to within a
constant gap for the symmetric case. The achievable scheme
in [25] is a particular case of a more general achievability
scheme presented in [16], [17]. An outer bound using the
Hekstra-Willems dependence-balance arguments [27] has been
introduced in [24]. These results suggest that feedback loses
its efficacy on increasing the capacity region approximately
when the noise variance on the feedback link is larger than
on the forward link. Similar results have been reported in the
fully decentralized IC with NF [10], [28]–[30]. Inner and outer
bounds on the sum-capacity using the existing connections be-
tween channel-output feedback and conferencing transmitters
have been presented in [31]. More general channel models, for
instance when channel-outputs are fed back to both receivers,
have been studied in [7], [32]–[34].
D. A Comparison Between Feedback Models
In both IF and NF, the feedback signal is obtained via a
random transformation. In particular, IF models the feedback
link as an erasure-channel, whereas NF models the feedback
link as an additive white Gaussian noise (AWGN) channel.
Alternatively in the RLF case, the feedback signal is obtained
via a deterministic transformation. Let
←−−
SNR be the SNR in
each of the feedback links from the receiver to the correspond-
ing transmitters in the symmetric G-IC with NF (G-IC-NF)
mentioned above. Let also β and β′ be
β=
log
Ä←−−
SNR
ä
log
Ä−−→
SNR
ä (7a)
and
β′=
CF
log
Ä−−→
SNR
ä . (7b)
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Fig. 1. Number of generalized degrees of freedom (GDoF) of a symmetric two-user G-IC; (a) case with NF with β ∈ {0.6, 0.8, 1.2}; (b) case with RLF
with β ∈ {0.125, 0.2, 0.5}; and (c) case with IF with p ∈ {0.125, 0.25, 0.5}.
4These parameters approximate the ratio between the capacity
of the feedback link and the capacity of the forward link in the
NF case and RLF case, respectively. Hence, a fair comparison
of RLF and NF must be made with β = β′. The number
of GDoF is plotted as a function of α when C(−−→SNR, INR) is
calculated with NF for several values of β in Figure 1(a); with
RLF for different values of β′ in Figure 1(b); and with IF for
several values of p in Figure 1(c).
NF is a more pessimistic channel-output feedback model
than RLF in terms of the number of GDoF when β = β′. When
α ∈ (0, 23) or α ∈ (2,∞), RLF increases the number of GDoF
for all β′ > 0. Note that RLF with β′ = 12 achieves the same
performance as PF, for all α ∈ [0, 3]. In the case of NF, there
does not exist any benefit in terms of the number of GDoF
for all 0 < β < 12 . A noticeable effect of NF occurs when
α ∈ (0, 23 ), for all β > 12 ; and when α ∈ (2,∞), for all β > 1.
This observation follows from the fact that in RLF, receivers
extract relevant information about interference and send it via
a noiseless channel. Alternatively, NF requires sending to the
transmitter an exact copy of the channel output via an AWGN
channel. Hence with β = β′ > 0, the transmitters are always
able to obtain information about the interference in RLF,
whereas the same is not always true for NF. Finally, note that
in both NF and RLF, the number of GDoF is not monotonically
increasing with α in the interval [2,∞). Instead, it is upper-
bounded by min
(
α
2 , β
)
in NF and by min
(
α
2 , 1 + β
)
in RLF.
The most optimistic model in terms of the number of GDoF,
aside from PF, is IF. In particular because for any value of
p > 0, there always exists an improvement of the number of
GDoF for all α ∈ (0, 23 ) and α ∈ (2,∞). Note that, with
p > 12 , IF provides the same number of GDoF as PF. Note
also that the number of GDoF monotonically increases with α
in the interval [2,∞) for any positive value of p in (5), which
implies an arbitrarily large increment in the number of GDoF.
E. Contributions
In this paper, the capacity of the G-IC-NF is approximated
to within 4.4 bits by a new achievable region and a new
converse region. These results generalize the approximate
capacity region of the G-IC-NF presented in [25], [26] for the
symmetric case. The gap between the new achievable region
and the new converse region is slightly improved with respect
to the one obtained in [25].
The methodology is the same used in [3], [5], [9], [23], [25],
among others, i.e., a linear deterministic (LD) approximation
[35] to the G-IC, referred to as LD-IC, is studied to gain
insight on the construction of both inner and outer bounds.
From this perspective, a byproduct of the main results is the
full characterization of the capacity region of the LD-IC with
NF (LD-IC-NF).
The achievability scheme presented in this paper as well as
the one in [25] use a four-layer block-Markov superposition
coding and backward decoding. Note that the achievability
scheme used in [25] is obtained as a special case of the one
presented in [16], [17]. The achievability scheme presented
in this paper is developed independently. The main difference
between these achievability schemes lies on the choice of the
random variables used to generate the codewords of each of
the layers of the codebook. Another difference is the power
optimization made to obtain the corresponding achievable
regions.
The converse region presented in this paper uses existing
bounds from the case of PF in [3] and new bounds that
generalize those in [25]. The proof of the converse presented
in [25] uses standard techniques including cut-set bounds and
genie-aided channels, which are the same techniques used in
this paper. Nonetheless, such generalization is far from trivial,
as suggested in [25, Section IV-D].
F. Organization of the paper
Section II introduces the notation used in this paper. Sec-
tion III describes the two-user G-IC-NF. Section IV describes
the exact capacity region of the LD-IC-NF. Section V intro-
duces the main results, essentially, an achievable region and
a converse region for the G-IC-NF. Section VI describes the
connections between the IC-NF and an IC with conferencing
transmitters (IC-CT). Finally, Section VII concludes this work
and highlights some extensions.
II. NOTATION
Throughout this paper, sets are denoted with uppercase cal-
ligraphic letters, e.g., X . Random variables are denoted by up-
percase letters, e.g., X , whereas their realizations are denoted
by the corresponding lower case letter, e.g., x. The probability
distribution of X over the set X is denoted PX . Whenever a
second random variable Y is involved, PX Y and PY |X denote
respectively the joint probability distribution of (X,Y ) and the
conditional probability distribution of Y given X . Let N be
a fixed natural number. An N -dimensional vector of random
variables is denoted by X = (X1, X2, ..., XN )T and a cor-
responding realization is denoted by x = (x1, x2, ..., xN )T ∈
XN . Given X = (X1, X2, ..., XN )T and (a, b) ∈ N2, with
a < b 6 N , the (b − a + 1)-dimensional vector of random
variables formed by the components a to b of X is denoted
by X(a:b) = (Xa, Xa+1, . . . , Xb)T. The notation (·)+ denotes
the positive part operator, i.e., (·)+ = max(·, 0) and EX [·]
denotes the expectation with respect to the distribution PX of
the random variable X . The logarithm function log is assumed
to be base 2.
III. PROBLEM FORMULATION
Consider the two-user G-IC-NF depicted in Figure 2. Trans-
mitter i, with i ∈ {1, 2}, communicates with receiver i
subject to the interference produced by transmitter j, with
j ∈ {1, 2}\{i}. There are two independent and uniformly
distributed messages, Wi ∈ Wi, with Wi = {1, 2, . . . , 2NRi},
where N ∈ N denotes the block-length in channel uses and
Ri > 0 is the transmission rate in bits per channel use. For
transmitting a message index Wi, transmitter i sends a given
codeword denoted by Xi = (Xi,1, Xi,2, . . . , Xi,N )
T ∈ RN .
The channel coefficient from transmitter j to receiver i is
denoted by hij ; the channel coefficient from transmitter i to
receiver i is denoted by
−→
h ii; and the channel coefficient from
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Fig. 2. Gaussian interference channel with noisy channel-output feedback
at channel use n.
channel-output i to transmitter i is denoted by
←−
h ii. All channel
coefficients are assumed to be non-negative real numbers. At
a given channel use n ∈ {1, 2, . . . , N}, the channel output
realization at receiver i is denoted by
−→
Y i,n. During channel
use n, the input-output relation of the channel model is given
by
−→
Y i,n=
−→
h iiXi,n + hijXj,n +
−→
Z i,n, (8)
where
−→
Z i,n is a real Gaussian random variable with zero mean
and unit variance that represents the noise at the input of
receiver i. Let d > 0 be the finite feedback delay measured
in channel uses. At the end of channel use n, transmitter i
observes
←−
Y i,n, which consists of a scaled and noisy version
of
−→
Y i,n−d. More specifically,
←−
Y i,n=
®←−
Z i,n for n∈ {1,2, . . . , d}←−
h ii
−→
Y i,n−d+
←−
Z i,n for n∈ {d+1,d+2, . . . ,N},
(9)
where
←−
Z i,n is a real Gaussian random variable with zero mean
and unit variance that represents the noise in the feedback
link of transmitter-receiver pair i. The random variables
−→
Z i,n
and
←−
Z i,n are assumed to be independent. In the following,
without loss of generality, the feedback delay is assumed to
be equal to one channel use, i.e., d = 1. The encoder of
transmitter i is defined by a set of deterministic functions{
f
(1)
i , f
(2)
i , . . . , f
(N)
i
}
, with f (1)i : Wi → R and for all
n ∈ {2, 3, . . . , N}, f (n)i :Wi ×Rn−1 → R, such that
Xi,1=f
(1)
i (Wi) and (10a)
Xi,n=f
(n)
i
Ä
Wi,
←−
Y i,1,
←−
Y i,2, . . . ,
←−
Y i,n−1
ä
. (10b)
The components of the input vector Xi are real numbers
subject to an average power constraint:
1
N
N∑
n=1
EXi,n
[
X2i,n
] ≤ 1. (11)
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Fig. 3. Two-user linear deterministic interference channel with noisy channel-
output feedback at channel use n.
The decoder of receiver i is defined by a deterministic function
ψ
(N)
i : R
N
i →Wi. At the end of the communication, receiver i
uses the vector
(−→
Y i,1,
−→
Y i,2, . . .,
−→
Y i,N
)T
to obtain an estimate
of the message index:
Ŵi=ψ
(N)
i
Ä−→
Y i,1,
−→
Y i,2, . . . ,
−→
Y i,N
ä
, (12)
where Ŵi is an estimate of the message index Wi. The
decoding error probability in the two-user G-IC-NF of a
codebook of block-length N , denoted by Pe(N), is given by
Pe(N)=max
(
Pr
î”W1 6= W1ó ,Pr î”W2 6= W2ó). (13)
The definition of an achievable rate pair (R1, R2) ∈ R2+ is
given below.
Definition 1 (Achievable Rate Pairs): A rate pair
(R1, R2) ∈ R2+ is achievable if there exist encoding
functions f (1)i , f
(2)
i , . . . , f
(N)
i and decoding functions ψ
(1)
i ,
ψ
(2)
i , . . . , ψ
(N)
i for all i ∈ {1, 2} such that the decoding
error probability Pe(N) can be made arbitrarily small by
letting the block-length N grow to infinity.
In the next sections, it is shown that the capacity region of
the two-user G-IC-NF in Figure 2 can be described by six
parameters:
−−→
SNRi,
←−−
SNRi, and INRij , with i ∈ {1, 2} and
j ∈ {1, 2}\{i}, which are defined as follows:
−−→
SNRi=
−→
h 2ii, (14)
INRij=h
2
ij , and (15)←−−
SNRi=
←−
h 2ii
Ä−→
h 2ii + 2
−→
h iihij + h
2
ij + 1
ä
. (16)
IV. LINEAR DETERMINISTIC CHANNELS
This section describes the two-user LD-IC-NF and its exact
capacity region. The relevance of this result is that it provides
the main insight used to obtain the approximate capacity of
the G-IC-NF in Section V.
6A. Two-User Linear Deterministic Interference Channel with
Noisy Feedback
Consider the two-user LD-IC-NF depicted in Figure 3. For
all i ∈ {1, 2}, with j ∈ {1, 2} \ {i}, the number of bit-pipes
between transmitter i and its intended receiver is denoted by−→n ii; the number of bit-pipes between transmitter i and its
non-intended receiver is denoted by nji; and the number of
bit-pipes between receiver i and its corresponding transmitter
is denoted by ←−n ii.
At transmitter i, the channel-input Xi,n at channel use n,
with n ∈ {1, 2, . . . , N}, is a q-dimensional binary vector
Xi,n =
Ä
X
(1)
i,n , X
(2)
i,n , . . . , X
(q)
i,n
äT
, with
q = max (−→n 11,−→n 22, n12, n21) , (17)
and N the block-length. At receiver i, the channel-output−→
Y i,n at channel use n is also a q-dimensional binary vector−→
Y i,n =
Ä−→
Y
(1)
i,n,
−→
Y
(2)
i,n, . . . ,
−→
Y
(q)
i,n
äT
. The input-output relation
during channel use n is given by
−→
Y i,n=S
q−−→n iiXi,n + Sq−nijXj,n, (18)
where, S is a q × q lower shift matrix.
The feedback signal
←−
Y i,n available at transmitter i at the
end of channel use n satisfiesÅ
(0, . . . , 0) ,
←−
Y
T
i,n
ãT
=S(max(
−→n ii,nij)−←−n ii)+−→Y i,n−d, (19)
where d is a finite delay, additions and multiplications are
defined over the binary field. The dimension of the vector
(0, . . . , 0) in (19) is q − min (←−n ii,max(−→n ii, nij)) and the
vector
←−
Y i,n represents the min
(←−n ii,max(−→n ii, nij)) least
significant bits of S(max(
−→n ii,nij)−←−n ii)+−→Y i,n−d.
The feedback delay is assumed to be equal to one channel
use, i.e., d = 1. The encoding and decoding operations are
performed analogously to those in the G-IC case. The decod-
ing error probability is calculated following (13). Similarly, a
rate pair (R1, R2) ∈ R2+ is said to be achievable if it satisfies
Definition 1.
B. Capacity Region of the Two-User Linear Deterministic
Interference Channel with Noisy Channel-Output Feedback
Denote by C(−→n 11,−→n 22, n12, n21, ←−n 11,←−n 22) the capacity
region of the LD-IC-NF with parameters −→n 11, −→n 22, n12, n21,←−n 11, and ←−n 22. Theorem 1 (in the top of next page) fully
characterizes this capacity region. The proof of Theorem 1
is divided into two parts. The first part describes the proof
of achievability and is presented in Appendix A. The second
part describes the proof of the converse and is presented in
Appendix B.
1) Comments on the Achievability Scheme: Let the channel
input of transmitter i during channel use n be Xi,n =Ä
X
(1)
i,n , X
(2)
i,n , . . . , X
(q)
i,n
äT ∈ {0, 1}q . The achievability scheme
is a sequel to the following observation: feedback allows
the transmitters to obtain information about the interference
produced by its counterpart at the intended receiver. This
information could be retransmitted aiming either at performing
interference cancellation at the intended receiver or at provid-
ing an alternative communication path to the other transmitter-
receiver pair [3], [9], [25]. From this standpoint, there are three
types of bit-pipes that start at transmitter i that are particularly
relevant:
(i) the set of bit-pipes that are observed above the noise level
by both receiver j and transmitter j, i.e.,
U i,n =
Ä
X
(1)
i,n , X
(2)
i,n , . . . , X
(qi,1)
i,n
äT
, (21)
where,
qi,1=
Ä
nji − (max (−→n jj , nji)−←−n jj)+
ä+
; (22)
(ii) the set of bit-pipes that are observed above the noise
level by receiver j and below the (feedback) noise level by
transmitter j, i.e.,
V i,n =
Ä
X
(qi,1+1)
i,n , X
(qi,1+2)
i,n , . . . , X
(qi,1+qi,2)
i,n
äT
, (23)
where,
qi,2=min
Ä
nji, (max (
−→n jj , nji)−←−n jj)+
ä
; and (24)
(iii) the set of bit-pipes that are exclusively observed above
the noise level by receiver i, i.e.,
Xi,P,n=
Ä
X
(qi,1+qi,2+1)
i,n , X
(qi,1+qi,2+2)
i,n , . . ., X
(qi,1+qi,2+qi,3)
i,n
äT
,
(25)
where,
qi,3=(
−→n ii − nji)+ . (26)
Note that
qi,1 + qi,2 + qi,3 = max (
−→n ii, nji) 6 q, (27)
and thus,Ä
X
(qi,1+qi,2+qi,3+1)
i,n , X
(qi,1+qi,2+qi,3+2)
i,n , . . ., X
(q)
i,n
ä
=(0, . . ., 0).
Hence, for all n ∈ {1, 2, . . . , N},
Xi,n =
Ä
UTi,n,V
T
i,n,X
T
i,P,n, (0, . . . , 0)
äT
. (28)
An example of the concatenation of U i,n, V i,n and Xi,P,n
to form the input symbol Xi,n is presented in Figure 4. Note
that the vector (0, . . . , 0) exists only when (27) holds with
strict inequality.
Within this context, some key observations are worth high-
lighting:
(a) The interference produced by the bits U j,n on Xi,n at
receiver i can be eliminated in two cases: when U j,n consists
of bits previously transmitted by transmitter i; or when the bits
U j,n are retransmitted by transmitter i at a later channel use
such that they can be reliably decoded by receiver i. In both
cases, receiver i is able to implement interference cancellation.
(b) The interference produced by the bits V j,n on Xi,n at
receiver i can be eliminated in a single case: when V j,n
consists of bits previously transmitted by transmitter i.
(c) The top
min
(
(−→n ii − nij)+,
Ä
min(←−n jj ,max(−→n jj,nji))−(−→n jj−nji)+
ä+)
7Theorem 1: The capacity region C(−→n 11,−→n 22, n12, n21,←−n 11,←−n 22) of the two-user LD-IC-NF is the set of non-negative rate
pairs (R1, R2) that satisfy for all i ∈ {1, 2}, with j ∈ {1, 2} \ {i}:
Ri6min (max (−→n ii, nji) ,max (−→n ii, nij)) , (20a)
Ri6min
Ä
max (−→n ii, nji) ,max
Ä−→n ii,←−n jj − (−→n jj − nji)+ää , (20b)
R1 +R26min
Ä
max (−→n 22, n12) + (−→n 11 − n12)+ ,max (−→n 11, n21) + (−→n 22 − n21)+
ä
, (20c)
R1 +R26max
(
(−→n 11 − n12)+ , n21,−→n 11 − (max (−→n 11, n12)−←−n 11)+
)
+ max
(
(−→n 22 − n21)+ , n12,−→n 22 − (max (−→n 22, n21)−←−n 22)+
)
, (20d)
2Ri +Rj6max (−→n ii, nji)+(−→n ii−nij)++max
(
(−→n jj−nji)+ , nij ,−→n jj−(max (−→n jj , nji)−←−n jj)+
)
. (20e)
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Fig. 4. Concatenation of binary vectors U i,n ∈ {0, 1}qi,1 , with qi,1 defined in (22); V i,n ∈ {0, 1}qi,2 , with qi,2 defined in (24); andXi,P,n ∈ {0, 1}qi,3 ,
with qi,3 defined in (26) to form the input symbol Xi,n in (a) the very weak interference regime, (b) the weak interference regime, (c) the moderate
interference regime, (d) the strong interference regime, and (e) the very strong interference regime.
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Fig. 5. (a) Capacity regions of C(7, 5, 3, 4, 0, 0) (thick red line) and C(7, 5, 3, 4, 6, 4) (thin blue line). (b) Achievability of the rate pair (2, 5) in
C(7, 5, 3, 4, 6, 4). (c) Achievability of the rate pair (4, 4) in an C(7, 5, 3, 4, 6, 4). (d) Achievability of the rate pair (7, 1) in an C(7, 5, 3, 4, 6, 4).
bits in U i,n are observed interference-free at receiver i and
thus, they are reliably decoded at the end of channel use n.
Note also that these top bits in U i,n produce interference
in receiver j. However, thanks to feedback, transmitter j
can retransmit these bits in U j,n+m or V j,n+m, for some
m > 0. Interestingly, the interference produced by these
retransmissions can be eliminated at receiver i at the end of
channel use n+m.
(d) The bottom
min
(
(nji−−→n ii)+,
(←−n jj −−→n ii −min Ä(−→n jj − nji)+ , nijä
−
Ä
(−→n jj − nij)+ − nji
ä+ )+)
bits of U i,n are not observed at receiver i but receiver j.
Thus, they can be fed back to transmitter j. If transmitter j
retransmits these bits in any of the bits U j,n+m or V j,n+m, for
some m > 0, these bits might be reliably decoded at receiver
i forming an alternative communication path to transmitter-
receiver pair i.
Taking into account the facts (a) - (d), simple coding schemes
can be constructed as shown in the examples in Figure 5. A
complete proof of achievability is presented in Appendix A.
2) Comments on the Converse Region: The outer bounds
(20a) and (20c) are cut-set bounds and were first reported in
[36] for the case without feedback. These outer bounds are
still useful in the case of perfect channel-output feedback [3].
The outer bounds (20b), (20d) and (20e) are new.
The outer bound (20b) is on the individual rate of
transmitter-receiver i when at channel use n, receiver i is
granted with the knowledge of the message index Wj and
all previous feedback signals observed at transmitter j, i.e.,←−
Y j,(1:n−1). See for instance Figure 6(a) for the case i = 1.
A complete proof of (20b) is presented in Appendix B.
The outer bound (20d) is on the sum-rate of both
transmitter-receiver pairs with enhanced versions of the re-
ceivers. More specifically, for all i ∈ {1, 2}, receiver i is
granted at channel use n with the knowledge of all previous
feedback signals observed at transmitter i, i.e.,
←−
Y i,(1:n−1).
See for instance Figure 6(b). A complete proof of (20d) is
presented in Appendix B.
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Fig. 6. Genie-aided G-IC-NF models for channel use n: (a) model used to calculate the outer bound on R1; (b) model used to calculate the outer bound
on R1 +R2; and (c) model used to calculate the outer bound on 2R1 +R2.
The outer bounds (20e) are on the sum-rate of three re-
ceivers: for all i ∈ {1, 2}, receiver i is granted at channel use
n with all previous feedback signals observed at transmitter i,
i.e.,
←−
Y i,(1:n−1). For at most one i ∈ {1, 2}, a third receiver
has input
−→
Y i,n and it is granted with the knowledge of the
message index Wj and all previous feedback signals observed
at transmitter j, i.e.,
←−
Y j,(1:n−1). See for instance Figure 6(c)
for the case i = 1. A complete proof of (20e) is presented in
Appendix B.
C. Connections with Previous Results
Theorem 1 generalizes previous results on the capacity re-
gion of the LD-IC with channel-output feedback. For instance,
when←−n 11 = 0 and←−n 22 = 0, Theorem 1 describes the capac-
ity region of the LD-IC without feedback (Lemma 4 in [36]);
when ←−n 11 > max (−→n 11, n12) and ←−n 22 > max (−→n 22, n21),
Theorem 1 describes the capacity region of the LD-IC with
perfect channel output feedback (Corollary 1 in [3]); when−→n 11 = −→n 22, n12 = n21 and ←−n 11 = ←−n 22, Theorem 1
describes the capacity region of the symmetric LD-IC with
noisy channel output feedback (Theorem 1 in [25] and Theo-
rem 4.1, case 1001 in [7]); and when −→n 11 = −→n 22, n12 = n21,←−n ii > max (−→n ii, nij) and ←−n jj = 0, with i ∈ {1, 2} and
j ∈ {1, 2} \ {i}, Theorem 1 describes the capacity region of
the symmetric LD-IC when only one of the receivers provides
perfect channel-output feedback (Theorem 4.1, cases 1000 and
0001 in [7]).
V. GAUSSIAN CHANNELS
This section introduces an achievable region (Theorem 2)
and a converse region (Theorem 3), denoted by CG−IC−NF and
CG−IC−NF respectively, for a two-user G-IC-NF with fixed
parameters
−−→
SNR1,
−−→
SNR2, INR12, INR21,
←−−
SNR1, and
←−−
SNR2.
In general, the capacity region of a given multi-user channel
is said to be approximated to within a constant gap according
to the following definition.
Definition 2 (Approximation to within ξ units): A closed
and convex set T ⊂ Rm+ is approximated to within ξ units by
the sets T and T if T ⊆ T ⊆ T and for all t = (t1, t2, . . .,
tm) ∈ T ,
(
(t1 − ξ)+, (t2 − ξ)+ , . . ., (tm − ξ)+
)
∈ T .
Denote by CG−IC−NF the capacity region of the 2-user G-
IC-NF. The achievable region CG−IC−NF (Theorem 2) and
the converse region CG−IC−NF (Theorem 3) approximate the
capacity region CG−IC−NF to within 4.4 bits (Theorem 4).
A. An Achievable Region for the Two-User G-IC-NF
The description of the achievable region CG−IC−NF is
presented using the constants a1,i; the functions a2,i : [0, 1]→
R+, al,i : [0, 1]2 → R+, with l ∈ {3, . . . , 6}; and a7,i :
[0, 1]3 → R+, which are defined as follows, for all i ∈ {1, 2},
with j ∈ {1, 2} \ {i}:
a1,i=
1
2
log
Ç
2 +
−−−→
SNRi
INRji
å
− 1
2
, (29a)
a2,i(ρ)=
1
2
log
(
b1,i(ρ) + 1
)
− 1
2
, (29b)
a3,i(ρ, µ)=
1
2
log
Ñ ←−−
SNRi
(
b2,i(ρ) + 2
)
+ b1,i(1) + 1
←−−
SNRi
(
(1−µ)b2,i(ρ)+2
)
+b1,i(1)+1
é
,
(29c)
a4,i(ρ, µ)=
1
2
log
Å(
1− µ
)
b2,i(ρ) + 2
ã
− 1
2
, (29d)
a5,i(ρ, µ)=
1
2
log
Ç
2 +
−−→
SNRi
INRji
+
(
1− µ
)
b2,i(ρ)
å
− 1
2
,
(29e)
a6,i(ρ, µ)=
1
2
log
Ç−−→
SNRi
INRji
Å(
1−µ
)
b2,j(ρ)+1
ã
+2
å
− 1
2
,
(29f)
and
a7,i(ρ,µ1,µ2)=
1
2
log
(−−→
SNRi
INRji
Å(
1−µi
)
b2,j(ρ)+1
ã
+
(
1−µj
)
b2,i(ρ) + 2
)
− 1
2
, (29g)
where the functions bl,i : [0, 1] → R+, with (l, i) ∈ {1, 2}2
are defined as follows:
b1,i(ρ)=
−−→
SNRi + 2ρ
»−−→
SNRiINRij + INRij and (30a)
b2,i(ρ)=
(
1− ρ
)
INRij − 1, (30b)
with j ∈ {1, 2} \ {i}.
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Theorem 2: The capacity region CG−IC−NF contains the region CG−IC−NF given by the closure of all non-negative rate pairs
(R1, R2) that satisfy
R16min
(
a2,1(ρ), a6,1(ρ, µ1) + a3,2(ρ, µ1), a1,1 + a3,2(ρ, µ1) + a4,2(ρ, µ1)
)
, (31a)
R26min
(
a2,2(ρ), a3,1(ρ, µ2) + a6,2(ρ, µ2), a3,1(ρ, µ2) + a4,1(ρ, µ2) + a1,2
)
, (31b)
R1+R2 6 min
(
a2,1(ρ) + a1,2, a1,1 + a2,2(ρ), a3,1(ρ, µ2) + a1,1 + a3,2(ρ, µ1) + a7,2(ρ, µ1, µ2),
a3,1(ρ, µ2)+a5,1(ρ, µ2) + a3,2(ρ, µ1) + a5,2(ρ, µ1), a3,1(ρ, µ2) + a7,1(ρ, µ1, µ2) + a3,2(ρ, µ1) + a1,2
)
, (31c)
2R1+R2 6 min
(
a2,1(ρ) + a1,1 + a3,2(ρ, µ1) + a7,2(ρ, µ1, µ2), (31d)
a3,1(ρ, µ2) + a1,1 + a7,1(ρ, µ1, µ2) + 2a3,2(ρ, µ1) + a5,2(ρ, µ1), a2,1(ρ) + a1,1 + a3,2(ρ, µ1) + a5,2(ρ, µ1)
)
,
R1+2R2 6 min
(
a3,1(ρ, µ2) + a5,1(ρ, µ2) + a2,2(ρ) + a1,2, a3,1(ρ, µ2) + a7,1(ρ, µ1, µ2) + a2,2(ρ) + a1,2,
2a3,1(ρ, µ2) + a5,1(ρ, µ2) + a3,2(ρ, µ1) + a1,2 + a7,2(ρ, µ1, µ2)
)
, (31e)
with (ρ, µ1, µ2) ∈
[
0,
Ä
1−max
Ä
1
INR12
, 1INR21
ää+]× [0, 1]× [0, 1].
Finally, using this notation, Theorem 2 presents a new
achievability region.
The proof of achievability is based on random coding
arguments that make use of the insight obtained in the analysis
of the LD-IC-NF. The techniques are rate splitting, block-
Markov superposition coding, and backward decoding. The
complete proof is described in Appendix A. However, a brief
description of the ideas leading to the construction of the
achievability scheme are discussed hereunder.
One of the central observations in the examples presented
for the LD-IC-NF is that transmitters use correlated code-
words. This stems from the fact that a fraction of the bits
sent by transmitter i are received by receiver j; fed back to
transmitter j and finally, retransmitted by transmitter j. See for
instance [3], [9], [17], [25], and [33]. This observation is the
driving idea in the construction of the achievability schemes
presented in previous works and it is central in the proof of
Theorem 2.
Let the message index sent by transmitter i
during the t-th block be denoted by W (t)i ∈
{1, 2, . . . , 2NRi}. Following a rate-splitting argument,
assume that W (t)i is represented by three subindices
(W
(t)
i,C1,W
(t)
i,C2,W
(t)
i,P ) ∈ {1, 2, . . . , 2NRi,C1} ×
{1, 2, . . . , 2NRi,C2} × {1, 2, . . . , 2NRi,P }, where
Ri,C1 + Ri,C2 + Ri,P = Ri. The number of rate splits
is based on the fact that each symbol in the LD-IC-NF was
divided into three parts.
The codeword generation follows a four-level superposition
coding scheme. The number of layers is the number of rate
splits plus an additional common layer that accounts for the
correlation between codewords. This correlation is induced
as follows. The index W (t−1)i,C1 is assumed to be decoded at
transmitter j via the feedback link of transmitter-receiver pair
j at the end of the transmission of block t−1. Therefore, at the
beginning of block t, each transmitter possesses the knowledge
of the indices W (t−1)1,C1 and W
(t−1)
2,C1 . Using these indices both
transmitters are able to identify the same codeword in the first
code-layer. In the case of the first block t = 1 and the last
block t = T , the indices W (0)1,C1, W
(0)
2,C1, W
(T )
1,C1, and W
(T )
2,C1
correspond to indices assumed to be known by all transmitters
and receivers.
The first code-layer is a sub-codebook of 2N(R1,C1+R2,C1)
codewords (see Figure 10). Denote by u
(
W
(t−1)
1,C1 ,
W
(t−1)
2,C1
)
the corresponding codeword in the first code-
layer. The second codeword used by transmitter i is
selected using W (t)i,C1 from the second code-layer, which
is a sub-codebook of 2N Ri,C1 codewords specific to
u
Ä
W
(t−1)
1,C1 ,W
(t−1)
2,C1
ä
as shown in Figure 10. Denote by
ui
Ä
W
(t−1)
1,C1 ,W
(t−1)
2,C1 ,W
(t)
i,C1
ä
the corresponding codeword in
the second code-layer. The third codeword used by transmitter
i is selected using W (t)i,C2 from the third code-layer, which
is a sub-codebook of 2N Ri,C2 codewords specific to
ui
Ä
W
(t−1)
1,C1 ,W
(t−1)
2,C1 ,W
(t)
t,C1
ä
as shown in Figure 10. Denote
by vi
Ä
W
(t−1)
1,C1 ,W
(t−1)
2,C1 ,W
(t)
i,C1,W
(t)
i,C2
ä
the corresponding
codeword in the third code-layer. The fourth codeword used
by transmitter i is selected using W (t)i,P from the fourth
code-layer, which is a sub-codebook of 2N Ri,P codewords
specific to vi
Ä
W
(t−1)
1,C1 ,W
(t−1)
2,C1 ,W
(t)
i,C1,W
(t)
i,C2
ä
as shown in
Figure 10. Denote by xi,P
(
W
(t−1)
1,C1 , W
(t−1)
2,C1 , W
(t)
i,C1, W
(t)
i,C2,
W
(t)
i,P
)
the corresponding codeword in the fourth code-layer.
Finally, the channel input sequence at transmitter i during
block t is denoted by xi,t = (xi,t,1, xi,t,2, . . . , xi,t,N ), with
t ∈ {1, 2, . . . , T}, and it is a weighted sum of the codewords
u
(
W
(t−1)
1,C1 ,W
(t−1)
2,C1
)
, ui
(
W
(t−1)
1,C1 ,W
(t−1)
2,C1 ,W
(t)
i,C1
)
,
vi
(
W
(t−1)
1,C1 ,W
(t−1)
2,C1 ,W
(t)
i,C1,W
(t)
i,C2
)
and xi,P
(
W
(t−1)
1,C1 ,
W
(t−1)
2,C1 , W
(t)
i,C1, W
(t)
i,C2, W
(t)
i,P
)
.
At receiver i, the decoding follows a backward decoding
approach as in previous works [3], [9], [25], among others.
B. A Converse Region for the Two-User G-IC-NF
The description of the converse region CG−IC−NF is de-
termined by two events denoted by Sl1,1 and Sl2,2, where
11
(l1, l2) ∈ {1, . . . , 5}2. The events are defined as follows:
S1,i:
−−→
SNRj < min (INRij , INRji) , (32a)
S2,i: INRji 6
−−→
SNRj < INRij , (32b)
S3,i: INRij 6
−−→
SNRj < INRji, (32c)
S4,i: max (INRij , INRji) 6
−−→
SNRj < INRijINRji, (32d)
S5,i:
−−→
SNRj > INRijINRji. (32e)
Note that for all i ∈ {1, 2}, the events S1,i, S2,i, S3,i, S4,i,
and S5,i are mutually exclusive. This observation shows that
given any 4-tuple (
−−→
SNR1,
−−→
SNR2, INR12, INR21), there always
exists one and only one pair of events (Sl1,1, Sl2,2), with
(l1, l2) ∈ {1, . . . , 5}2, that determines a unique scenario. Note
also that the pairs of events (S2,1, S2,2) and (S3,1, S3,2) are
not feasible. In view of this, twenty-three different scenarios
can be identified using the events in (32). Once the exact
scenario is identified, the converse region is described using
the functions κl,i : [0, 1] → R+, with l ∈ {1, . . . , 3};
κl : [0, 1] → R+, with l ∈ {4, 5}; κ6,l : [0, 1] → R+, with
l ∈ {1, . . . , 4}; and κ7,i,l : [0, 1] → R+, with l ∈ {1, 2}.
These functions are defined as follows, for all i ∈ {1, 2}, with
j ∈ {1, 2} \ {i}:
κ1,i(ρ)=
1
2
log
(
b1,i(ρ) + 1
)
, (33a)
κ2,i(ρ)=
1
2
log
(
1 + b5,j(ρ)
)
+
1
2
log
(
1+
b4,i(ρ)
1 + b5,j(ρ)
)
, (33b)
κ3,i(ρ)=
1
2
log
ÜÅ
b4,i(ρ) + b5,j(ρ) + 1
ã←−−
SNRjÅ
b1,j(1)+1
ãÅ
b4,i(ρ)+ 1
ã +1ê
+
1
2
log
(
b4,i(ρ) + 1
)
, (33c)
κ4(ρ)=
1
2
log
(
1 +
b4,1(ρ)
1 + b5,2(ρ)
)
+
1
2
log
(
b1,2(ρ)+1
)
, (33d)
κ5(ρ)=
1
2
log
(
1+
b4,2(ρ)
1+b5,1(ρ)
)
+
1
2
log
(
b1,1(ρ)+1
)
, (33e)
κ6(ρ)=

κ6,1(ρ) if (S1,2 ∨ S2,2 ∨ S5,2)
∧(S1,1 ∨ S2,1 ∨ S5,1)
κ6,2(ρ) if (S1,2 ∨ S2,2 ∨ S5,2)
∧(S3,1 ∨ S4,1)
κ6,3(ρ) if (S3,2 ∨ S4,2)
∧(S1,1 ∨ S2,1 ∨ S5,1)
κ6,4(ρ) if (S3,2 ∨ S4,2)
∧(S3,1 ∨ S4,1),
(33f)
κ7,i(ρ)=
®
κ7,i,1(ρ) if (S1,i ∨ S2,i ∨ S5,i)
κ7,i,2(ρ) if (S3,i ∨ S4,i),
(33g)
where,
κ6,1(ρ) =
1
2
log
(
b1,1(ρ)+b5,1(ρ)INR21
)
− 1
2
log
(
1+INR12
)
+
1
2
log
Ç
1 +
b5,2(ρ)
←−−
SNR2
b1,2(1) + 1
å
+
1
2
log
(
b1,2(ρ) + b5,1(ρ)INR21
)
− 1
2
log
(
1+INR21
)
+
1
2
log
Ç
1+
b5,1(ρ)
←−−
SNR1
b1,1(1) + 1
å
+ log(2pie), (34a)
κ6,2(ρ) =
1
2
log
Ç
b6,2(ρ) +
b5,1(ρ)INR21−−→
SNR2
(−−→
SNR2 + b3,2
)å
−1
2
log
(
1+INR12
)
+
1
2
log
Ç
1 +
b5,1(ρ)
←−−
SNR1
b1,1(1) + 1
å
+
1
2
log
(
b1,1(ρ)+b5,1(ρ)INR21
)
− 1
2
log
(
1 + INR21
)
+
1
2
log
(
1 +
b5,2(ρ)−−→
SNR2
Ç
INR12 +
b3,2
←−−
SNR2
b1,2(1) + 1
å)
−1
2
log
Ç
1 +
b5,1(ρ)INR21−−→
SNR2
å
+ log(2pie), (34b)
κ6,3(ρ) =
1
2
log
(
b6,1(ρ) +
b5,1(ρ)INR21−−→
SNR1
(−−→
SNR1 + b3,1
))
−1
2
log
(
1 + INR12
)
+
1
2
log
Ç
1 +
b5,2(ρ)
←−−
SNR2
b1,2(1) + 1
å
+
1
2
log
(
b1,2(ρ)+b5,1(ρ)INR21
)
− 1
2
log
(
1+INR21
)
+
1
2
log
(
1 +
b5,1(ρ)−−→
SNR1
Ç
INR21 +
b3,1
←−−
SNR1
b1,1(1) + 1
å)
−1
2
log
Ç
1 +
b5,1(ρ)INR21−−→
SNR1
å
+ log(2pie), (34c)
κ6,4(ρ) =
1
2
log
Ç
b6,1(ρ) +
b5,1(ρ)INR21−−→
SNR1
(−−→
SNR1 + b3,1
)å
−1
2
log
(
1 + INR12
)
− 1
2
log
(
1 + INR21
)
+
1
2
log
Ç
1 +
b5,2(ρ)−−→
SNR2
Ç
INR12 +
b3,2
←−−
SNR2
b1,2(1) + 1
åå
−1
2
log
Ç
1 +
b5,1(ρ)INR21−−→
SNR2
å
−1
2
log
Ç
1 +
b5,1(ρ)INR21−−→
SNR1
å
+
1
2
log
Ç
b6,2(ρ) +
b5,1(ρ)INR21−−→
SNR2
(−−→
SNR2 + b3,2
)å
+
1
2
log
(
1 +
b5,1(ρ)−−→
SNR1
Ç
INR21 +
b3,1
←−−
SNR1
b1,1(1) + 1
å)
+ log(2pie), (34d)
and
κ7,i,1(ρ) =
1
2
log
(
b1,i(ρ) + 1
)
− 1
2
log
(
1 + INRij
)
+
1
2
log
Ç
1 +
b5,j(ρ)
←−−
SNRj
b1,j(1) + 1
å
+2 log(2pie)
+
1
2
log
(
b1,j(ρ) + b5,i(ρ)INRji
)
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+
1
2
log
(
1+b4,i(ρ)+b5,j(ρ)
)
− 1
2
log
(
1+b5,j(ρ)
)
(35a)
κ7,i,2(ρ) =
1
2
log
(
b1,i(ρ) + 1
)
− 1
2
log
(
1 + INRij
)
−1
2
log
(
1 + b5,j(ρ)
)
+
1
2
log
(
1 + b4,i(ρ) + b5,j(ρ)
)
+
1
2
log
(
1+
(
1−ρ2
) INRji−−→
SNRj
(
INRij+
b3,j
←−−
SNRj
b1,j(1) + 1
))
−1
2
log
Ç
1 +
b5,i(ρ)INRji−−→
SNRj
å
+
1
2
log
Ç
b6,j(ρ)+
b5,i(ρ)INRji−−→
SNRj
(−−→
SNRj + b3,j
)å
+2 log(2pie). (35b)
The functions bl,i, with (l, i) ∈ {1, 2}2 are defined in (30);
b3,i are constants; and the functions bl,i : [0, 1] → R+, with
(l, i) ∈ {4, 5, 6} × {1, 2} are defined as follows, with j ∈
{1, 2} \ {i}:
b3,i=
−−→
SNRi − 2
»−−→
SNRiINRji + INRji, (36a)
b4,i(ρ)=
(
1− ρ2
)−−→
SNRi, (36b)
b5,i(ρ)=
(
1− ρ2
)
INRij , (36c)
b6,i(ρ)=
−−→
SNRi+INRij+2ρ
√
INRij
Å»−−→
SNRi −
√
INRji
ã
+
INRij
√
INRji−−→
SNRi
Å√
INRji − 2
»−−→
SNRi
ã
. (36d)
Finally, using this notation, Theorem 3 is presented below.
Theorem 3: The capacity region CG−IC−NF is contained
within the region CG−IC−NF given by the closure of the set of
non-negative rate pairs (R1, R2) that for all i ∈ {1, 2}, with
j ∈ {1, 2} \ {i}, satisfy:
Ri6min
(
κ1,i(ρ), κ2,i(ρ)
)
, (37a)
Ri6κ3,i(ρ), (37b)
R1 +R26min
(
κ4(ρ), κ5(ρ)
)
, (37c)
R1 +R26κ6(ρ), (37d)
2Ri +Rj6κ7,i(ρ), (37e)
with ρ ∈ [0, 1].
Proof: The proof of Theorem 3 is presented in Appendix
C.
The outer bounds (37a) and (37c) play the same role as the
outer bounds (20a) and (20c) in the linear deterministic model
and have been previously reported in [3] for the case of perfect
channel-output feedback. The bounds (37b), (37d), and (37e)
correspond to new outer bounds. The intuition for deriving
these outer bounds follows along the same lines of the outer
bounds (20b), (20d), and (20e) in the LD-IC-NF, respectively.
C. Connections with Previous Results
Theorem 2 generalizes previous results on the achievable
region of the two-user G-IC with channel-output feedback.
For instance, when
←−−
SNR1 = 0,
←−−
SNR2 = 0, and ρ = 0,
Theorem 2 describes the achievable region of the G-IC without
feedback [12], [21], [37]; when
←−−
SNR1 →∞ and←−−SNR2 →∞,
Theorem 2 describes the achievable region of the G-IC-PF
(Theorem 2 in [3]); when
−−→
SNR1 =
−−→
SNR2, INR12 = INR21
and
←−−
SNR1 =
←−−
SNR2, Theorem 2 describes the achievable
region of the symmetric G-IC-NF (Theorem 3 in [25]). The-
orem 3 generalizes previous results on the converse region of
the two-user G-IC with channel-output feedback. For instance,
when
←−−
SNR1 = 0,
←−−
SNR2 = 0, and ρ = 0, Theorem 3 describes
the converse region of the G-IC without feedback [5]; when←−−
SNR1 → ∞ and ←−−SNR2 → ∞, Theorem 3 describes the
converse region of the G-IC-PF (Theorem 3 in [3]); when−−→
SNR1 =
−−→
SNR2, INR12 = INR21 and
←−−
SNR1 =
←−−
SNR2,
Theorem 3 describes the converse region of the symmetric
G-IC-NF (Theorem 2 in [25]).
D. A Gap Between the Achievable Region and the Converse
Region
Theorem 4 describes the gap between the achievable region
CG−IC−NF and the converse region CG−IC−NF (Definition 2).
Theorem 4: The capacity region of the two-user G-IC-NF
is approximated to within 4.4 bits by the achievable region
CG−IC−NF and the converse region CG−IC−NF.
Proof: The proof of Theorem 4 is presented in Appendix
D.
To the extent of the knowledge of the authors, this ap-
proximation to the capacity region of the G-IC-NF is the
most general with respect to existing literature and the one
that guarantees the smallest gap between the achievable and
converse regions when feedback links are subject to Gaus-
sian additive noise. Figure 7 presents the exact gap existing
between the achievable region CG−IC−NF and the converse re-
gion CG−IC−NF for the case in which −−→SNR1 = −−→SNR2 = −−→SNR,
INR12 = INR21 = INR, and
←−−
SNR1 =
←−−
SNR2 =
←−−
SNR as a
function of α = log INR
log
−−→
SNR
and β = log
←−−
SNR
log
−−→
SNR
. Note that in this
case, the maximum gap is 1.1 bits and occurs when α = 1.05
and β = 1.2.
VI. TRANSMITTER COOPERATION VIA FEEDBACK
Despite the fundamental differences discussed in [25], there
exist several similarities between the G-IC-NF and the G-IC
with conferencing transmitters (G-IC-CT). For instance, there
exist cases in which the side information obtained is the same
for both the transmitter cooperation case and the channel-
output feedback case.
Consider for instance the LD-IC with conferencing-
transmitters (LD-IC-CT) depicted in Figure 8 and the LD-
IC-NF depicted in Figure 9. Note that the noise level in the
link from transmitter i to transmitter j is such that transmitter
j observes only the bits sent by transmitter i through the bit-
pipes Xi,CF,n and Xi,DF,n (see Figure 8 and Figure 9), for all
i ∈ {1, 2} and j ∈ {1, 2} \ {i}. Then, in this particular case,
subject to a finite delay, in both channel models (Figure 8
and Figure 9) the corresponding transmitters possess the same
side information and the corresponding receivers observe the
same channel outputs. From this point of view, any outer
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Fig. 7. Gap between the converse region CG−IC−NF and the achievable
region CG−IC−NF of the two-user G-IC-NF, under symmetric channel
conditions, i.e.,
−−→
SNR1 =
−−→
SNR2 =
−−→
SNR, INR12 = INR21 = INR, and←−−
SNR1 =
←−−
SNR2 =
←−−
SNR, as a function of α = log INR
log
−−→
SNR
and β = log
←−−
SNR
log
−−→
SNR
.
bound on the individual or weighted sum-rate for the case of
conferencing transmitters is also an outer bound for the case of
channel-output feedback and vice-versa. A similar observation
can be made for the case of a G-IC-NF and a G-IC with
conferencing transmitters (G-IC-CT).
Outer bounds on the sum-rate for the LD-IC-CT and the
G-IC-CT have been reported in [31]. The gap between the
achievable sum-rate and the corresponding outer bound in the
G-IC-CT is 20 bits in [31]. Other outer bounds have been
presented in [38], but the gap between the achievable and
converse regions is not reported.
VII. CONCLUDING REMARKS
In this paper, the exact capacity region of the LD-IC-NF has
been fully characterized (Theorem 1). Exploiting the insight
obtained in the LD-IC-NF, an achievability region (Theorem 2)
and a converse region (Theorem 3) have been presented for
the two-user G-IC-NF. These two regions approximate the
capacity region of the G-IC-NF to within 4.4 bits (Theorem 4).
Despite the contributions made in this paper, several ques-
tions remain unsolved in the understanding of the benefits of
channel-output feedback in the G-IC-NF. For instance, the
case in which the channel-output feedback is observed by
both transmitters is still an open problem. Only the case with
symmetric channels has been fully studied. Another case in
which very little is known about the benefits of channel-output
feedback is that of a large number of users (more than two)
and large number of antennas (more than one) at each network
component.
APPENDIX A
PROOF OF ACHIEVABILITY
This appendix describes an achievability scheme for the IC-
NF based on a three-part message splitting, block-Markov
superposition coding, and backward decoding. This coding
scheme is general and thus, it holds for the two-user LD-IC-
NF and the two-user G-IC-NF.
Codebook Generation: Fix a strictly positive joint proba-
bility distribution
PU U1 U2 V1 V2X1,P X2,P (u, u1, u2, v1, v2, x1,P , x2,P ) = PU (u)
PU1|U (u1|u)PU2|U (u2|u)PV1|U U1(v1|u, u1)
PV2|U U2(v2|u, u2)PX1,P |U U1 V1(x1,P |u, u1, v1)
PX2,P |U U2 V2(x2,P |u, u2, v2), (38)
for all (u, u1, u2, v1, v2, x1,P , x2,P ) ∈ (X1 ∩ X2) ×
(X1 ×X2)3.
Let R1,C1, R1,C2, R2,C1, R2,C2, R1,P , and R2,P be non-
negative real numbers. Let also R1,C = R1,C1 +R1,C2,
R2,C = R2,C1 +R2,C2, R1 = R1,C + R1,P , and
R2 = R2,C +R2,P .
Generate 2N(R1,C1+R2,C1) i.i.d. N -dimensional codewords
denoted by u(s, r) =
(
u1(s, r), u2(s, r), . . . , uN (s, r)
)
ac-
cording to
PU
(
u(s, r)
)
=
N∏
n=1
PU (un(s, r)), (39)
with s ∈ {1, 2, . . . , 2NR1,C1} and r ∈ {1, 2, . . . , 2NR2,C1}.
For encoder 1, generate for each codeword u(s, r), 2NR1,C1
i.i.d. N -dimensional codewords denoted by u1(s, r, k) =(
u1,1(s, r, k), u1,2(s, r, k), . . ., u1,N (s, r, k)
)
according to
PU1|U
(
u1(s, r, k)|u(s, r)
)
=
N∏
n=1
PU1|U
(
u1,n(s, r, k)|un(s, r)
)
,
(40)
with k ∈ {1, 2, . . . , 2NR1,C1}. For each pair of
codewords
(
u(s, r),u1(s, r, k)
)
, generate 2NR1,C2 i.i.d.
N -dimensional codewords denoted by v1(s, r, k, l) =(
v1,1(s, r, k, l), v1,2(s, r, k, l), . . . , v1,N (s, r, k, l)
)
according
to
PV 1|U U1
(
v1(s, r, k, l)|u(s, r),u1(s, r, k)
)
=
N∏
n=1
PV1|U U1
(
v1,n(s, r, k, l)|un(s, r), u1,n(s, r, k)
)
, (41)
with l ∈ {1, 2, . . . , 2NR1,C2}. For each tuple of codewords(
u(s, r), u1(s, r, k), v1(s, r, k, l)
)
, generate 2NR1,P i.i.d. N -
dimensional codewords denoted by x1,P (s, r, k, l, q) =(
x1,P,1(s, r, k, l, q), x1,P,2(s, r, k, l, q), . . .,
x1,P,N (s, r, k, l, q)
)
according to
PX1,P |U U1V 1
(
x1,P (s, r, k, l, q)|u(s, r),u1(s, r, k),v1(s, r, k, l)
)
=
N∏
n=1
PX1,P |U U1 V1
(
x1,P,n(s, r, k, l, q)|un(s, r), u1,n(s, r, k),
v1,n(s, r, k, l)
)
, (42)
with q ∈ {1, 2, . . . , 2NR1,P }.
For encoder 2, generate for each codeword u(s, r), 2NR2,C1
i.i.d. N -dimensional codewords denoted by u2(s, r, j) =
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(a) (b) (c)
{
{
X1,CF,n
X2,CF,n
{
{
X1,CF,n
X2,CF,n
{
{
{
X1,CF,n
X2,CF,n
X1,DF,n
Fig. 8. Example of a LD-IC with Conferencing Transmitters.
(a) (b) (c)
{
{
{
{
{
{
{
{
{
{
{
{
{
{
X1,C,n
X2,C,n
X1,P,n
X2,P,n
 !
Y 1,n
 !
Y 2,n
  
Y 1,n
  
Y 2,n
 !
Y 1,G,n
 !
Y 2,G,n{
{
0
0
X1,CF,n
X2,CF,n
X1,CG,n
X2,CG,n
{
{
{
{
{
{
{
{
{
{
{
{
{
{
X1,C,n
X2,C,n
X1,P,n
 !
Y 1,n
 !
Y 2,n
  
Y 1,n
  
Y 2,n
 !
Y 1,G,n
 !
Y 2,G,n
{
{X2,D,n
0
0
X1,CF,n
X2,CF,n
X1,CG,n
X2,DG,n
{
{
{
{
{
{
{
{
{
{ {
{
{
{
{
X1,C,n
X2,C,n
 !
Y 1,n
 !
Y 2,n
  
Y 1,n
  
Y 2,n
 !
Y 1,G,n
 !
Y 2,G,n
X1,D,n
X2,D,n
X1,CF,n
X1,CG,n
X2,CF,n
X2,DG,n
X1,DF,n
Fig. 9. Example of the notation used in Appendix B.
(
u2,1(s, r, j), u2,2(s, r, j), . . ., u2,N (s, r, j)
)
according to
PU2|U
(
u2(s, r, j)|u(s, r)
)
=
N∏
n=1
PU2|U
(
u2,n(s, r, j)|un(s, r)
)
,
(43)
with j ∈ {1, 2, . . . , 2NR2,C1}. For each pair of
codewords
(
u(s, r),u2(s, r, j)
)
, generate 2NR2,C2 i.i.d.
N -dimensional codewords denoted by v2(s, r, j,m) =(
v2,1(s, r, j,m), v2,2(s, r, j,m), . . . , v2,N (s, r, j,m)
)
according to
PV 2|U U2
(
v2(s, r, j,m)|u(s, r),u2(s, r, j)
)
=
N∏
n=1
PV2|U U2(v2,n(s, r, j,m)|un(s, r), u2,n(s, r, j)),(44)
with m ∈ {1, 2, . . . , 2NR2,C2}. For each tuple of
codewords
(
u(s, r), u2(s, r, j),v2(s, r, j,m)
)
, generate
2NR2,P i.i.d. N -dimensional codewords denoted by
x2,P (s, r, j,m, b) =
(
x2,P,1(s, r, j,m, b), x2,P,2(s, r, j,m, b),
. . . , x2,P,N (s, r, j,m, b)
)
according to
PX2,P |UU2V 2
(
x2,P (s, r, j,m, b)|u(s, r),u2(s, r, j),v2(s, r, j,m)
)
=
N∏
n=1
PX2,P |UU2V2
(
x2,P,n(s, r, j,m, b)|un(s, r), u2,n(s, r, j),
v2,n(s, r, j,m)
)
, (45)
with b ∈ {1, 2, . . . , 2NR2,P }. The resulting code structure is
shown in Figure 10.
Encoding: Denote by W (t)i ∈ {1, 2, . . . , 2NRi} the message
index of transmitter i ∈ {1, 2} during block t ∈ {1, 2, . . . , T},
with T the total number of blocks. Let W (t)i be composed by
the message index W (t)i,C ∈ {1, 2, . . . , 2NRi,C} and message
index W (t)i,P ∈ {1, 2, . . . , 2NRi,P }. The message index W (t)i,P
must be reliably decoded at receiver i. Let also W (t)i,C be com-
posed by the message indices W (t)i,C1 ∈ {1, 2, . . . , 2NRi,C1}
and W (t)i,C2 ∈ {1, 2, . . . , 2NRi,C2}. The message index W (t)i,C1
must be reliably decoded by the other transmitter (via feed-
back) and by both receivers. The message index W (t)i,C2 must
be reliably decoded by both receivers, but not by transmitter
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j.
Consider block-Markov encoding over T blocks. At encod-
ing step t, with t ∈ {1, 2, . . . , T}, transmitter 1 sends the
codeword:
x
(t)
1 =Θ1
(
u
(
W
(t−1)
1,C1 ,W
(t−1)
2,C1
)
,u1
(
W
(t−1)
1,C1 ,W
(t−1)
2,C1 ,W
(t)
1,C1
)
,
v1
(
W
(t−1)
1,C1 ,W
(t−1)
2,C1 ,W
(t)
1,C1,W
(t)
1,C2
)
,
x1,P
(
W
(t−1)
1,C1 ,W
(t−1)
2,C1 ,W
(t)
1,C1,W
(t)
1,C2,W
(t)
1,P
))
, (46)
where, Θ1 : (X1 ∩ X2)N × X 3N1 → XN1
is a function that transforms the codewords
u
(
W
(t−1)
1,C1 , W
(t−1)
2,C1
)
, u1
(
W
(t−1)
1,C1 ,W
(t−1)
2,C1 ,W
(t)
1,C1
)
,
v1
(
W
(t−1)
1,C1 ,W
(t−1)
2,C1 ,W
(t)
1,C1,W
(t)
1,C2
)
, and x1,P
(
W
(t−1)
1,C1 ,
W
(t−1)
2,C1 , W
(t)
1,C1, W
(t)
1,C2, W
(t)
1,P
)
into the N -dimensional
vector of channel inputs denoted by xt1. The indices
W
(0)
1,C1 = W
(T )
1,C1 = s
∗ and W (0)2,C1 = W
(T )
2,C1 = r
∗, and the
pair (s∗, r∗) ∈ {1, 2, . . . , 2N R1,C1} × {1, 2, . . . , 2NR2,C1} are
pre-defined and known by both receivers and transmitters. It
is worth noting that the message index W (t−1)2,C1 is obtained
by transmitter 1 from the feedback signal ←−y (t−1)1 at the end
of the previous encoding step t− 1.
Transmitter 2 follows a similar encoding scheme.
Decoding: Both receivers decode their message indices at
the end of block T in a backward decoding fashion. At
each decoding step t, with t ∈ {1, 2, . . . , T}, receiver 1
obtains the message indices
(
Ŵ
(T−t)
1,C1 , Ŵ
(T−t)
2,C1 , Ŵ
(T−(t−1))
1,C2 ,
Ŵ
(T−(t−1))
1,P , Ŵ
(T−(t−1))
2,C2
) ∈ {1, 2, . . ., 2NR1,C1} × {1,
2, . . . , 2NR2,C1}×{1, 2, . . . , 2NR1,C2}×{1, 2, . . . , 2NR1,P }×
{1, 2, . . . , 2NR2,C2} from the channel output −→y (T−(t−1))1 .
The tuple
(
Ŵ
(T−t)
1,C1 , Ŵ
(T−t)
2,C1 , Ŵ
(T−(t−1))
1,C2 , Ŵ
(T−(t−1))
1,P ,
Ŵ
(T−(t−1))
2,C2
)
is the unique tuple that satisfies
(
u
Ä
Ŵ
(T−t)
1,C1 , Ŵ
(T−t)
2,C1
ä
,u1
Ä
Ŵ
(T−t)
1,C1 , Ŵ
(T−t)
2,C1 ,W
(T−(t−1))
1,C1
ä
,
v1
Ä
Ŵ
(T−t)
1,C1 , Ŵ
(T−t)
2,C1 ,W
(T−(t−1))
1,C1 , Ŵ
(T−(t−1))
1,C2
ä
,
x1,P
(̂
W
(T−t)
1,C1 , Ŵ
(T−t)
2,C1 ,W
(T−(t−1))
1,C1 ,Ŵ
(T−(t−1))
1,C2 ,Ŵ
(T−(t−1))
1,P
)
,
u2
Ä
Ŵ
(T−t)
1,C1 , Ŵ
(T−t)
2,C1 ,W
(T−(t−1))
2,C1
ä
,
v2
Ä̂
W
(T−t)
1,C1 , Ŵ
(T−t)
2,C1 ,W
(T−(t−1))
2,C1 , Ŵ
(T−(t−1))
2,C2
ä
,−→y (T−(t−1))1
)
∈ T (N,e)[
U U1 V1 X1,P U2 V2
−→
Y 1
], (47)
where W (T−(t−1))1,C1 and W
(T−(t−1))
2,C1 are assumed to be per-
fectly decoded in the previous decoding step t − 1. The set
T (N,e)[
U U1 V1 X1,P U2 V2
−→
Y 1
] represents the set of jointly typical
sequences of the random variables U,U1, V1, X1,P , U2, V2, and−→
Y 1, with e > 0. Receiver 2 follows a similar decoding
scheme.
Error Probability Analysis: An error occurs during en-
coding step t if the message index W (t−1)2,C1 is not correctly
decoded at transmitter 1. From the asymptotic equipartion
property (AEP) [39], it follows that the message index W (t−1)2,C1
can be reliably decoded at transmitter 1 during encoding step
t, under the condition:
R2,C1 6 I
Ä←−
Y 1;U2|U,U1, V1, X1
ä
= I
Ä←−
Y 1;U2|U,X1
ä
. (48)
An error occurs during the (backward) decoding step t if the
message indices W (T−t)1,C1 , W
(T−t)
2,C1 , W
(T−(t−1))
1,C2 , W
(T−(t−1))
1,P ,
and W (T−(t−1))2,C2 are not decoded correctly given that the
message indices W (T−(t−1))1,C1 and W
(T−(t−1))
2,C1 were correctly
decoded in the previous decoding step t − 1. These errors
might arise for two reasons: (i) there does not exist a tuple(
Ŵ
(T−t)
1,C1 , Ŵ
(T−t)
2,C1 , Ŵ
(T−(t−1))
1,C2 , Ŵ
(T−(t−1))
1,P , Ŵ
(T−(t−1))
2,C2
)
that satisfies (47), or (ii) there exist several tuples(
Ŵ
(T−t)
1,C1 , Ŵ
(T−t)
2,C1 , Ŵ
(T−(t−1))
1,C2 , Ŵ
(T−(t−1))
1,P , Ŵ
(T−(t−1))
2,C2
)
that simultaneously satisfy (47). From the AEP, the
probability of an error due to (i) tends to zero when N grows
to infinity. Consider the error due to (ii) and define the event
E(s,r,l,q,m) that describes the case in which the codewords(
u(s, r), u1(s, r,W
(T−(t−1))
1,C1 ), v1(s, r,W
(T−(t−1))
1,C1 , l),
x1,P (s, r,W
(T−(t−1))
1,C1 , l, q), u2(s, r,W
(T−(t−1))
2,C1 ), and
v2(s, r,W
(T−(t−1))
2,C1 ,m)
)
are jointly typical with −→y (T−(t−1))1
during decoding step t. Assume now that the codeword to
be decoded at decoding step t corresponds to the indices
(s, r, l, q,m) = (1, 1, 1, 1, 1). This assumption does not incur
in any loss of generality due to the symmetry of the code.
Then, the probability of error due to (ii) during decoding
step t, is upper-bounded as follows:
Pe(N)=Pr
 ⋃
(s,r,l,q,m) 6=(1,1,1,1,1)
E(s,r,l,q,m)

6
∑
(s,r,l,q,m)∈T
Pr
[
E(s,r,l,q,m)
]
, (49)
with T =
{
{1, 2, . . . 2NR1,C1} × {1, 2, . . . 2NR2,C1} ×
{1, 2, . . . 2NR1,C2}×{1, 2, . . . 2NR1,P }×{1, 2, . . . 2NR2,C2}
}
\
{(1, 1, 1, 1, 1)}.
From the AEP, it follows that
Pe(N)62N(R2,C2−I(
−→
Y 1;V2|U,U1,U2,V1,X1)+2)
+2N(R1,P−I(
−→
Y 1;X1|U,U1,U2,V1,V2)+2)
+2N(R2,C2+R1,P−I(
−→
Y 1;V2,X1|U,U1,U2,V1)+2)
+2N(R1,C2−I(
−→
Y 1;V1,X1|U,U1,U2,V2)+2)
+2N(R1,C2+R2,C2−I(
−→
Y 1;V1,V2,X1|U,U1,U2)+2)
+2N(R1,C2+R1,P−I(
−→
Y 1;V1,X1|U,U1,U2,V2)+2)
+2N(R1,C2+R1,P+R2,C2−I(
−→
Y 1;V1,V2,X1|U,U1,U2)+2)
+2N(R2,C1−I(
−→
Y 1;U,U1,U2,V1,V2,X1)+2)
+2N(R2,C−I(
−→
Y 1;U,U1,U2,V1,V2,X1)+2)
+2N(R2,C1+R1,P−I(
−→
Y 1;U,U1,U2,V1,V2,X1)+2)
+2N(R2,C+R1,P−I(
−→
Y 1;U,U1,U2,V1,V2,X1)+2)
+2N(R2,C1+R1,C2−I(
−→
Y 1;U,U1,U2,V1,V2,X1)+2)
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2N(R1,C1+R2,C1)
1
1 1 1
11 1
v1
⇣
W
(t 1)
1,C1 ,W
(t 1)
2,C1 ,W
(t)
1,C1,W
(t)
1,C2
⌘
v2
⇣
W
(t 1)
1,C1 ,W
(t 1)
2,C1 ,W
(t)
2,C1,W
(t)
2,C2
⌘
u1
⇣
W
(t 1)
1,C1 ,W
(t 1)
2,C1 ,W
(t)
1,C1
⌘
u2
⇣
W
(t 1)
1,C1 ,W
(t 1)
2,C1 ,W
(t)
2,C1
⌘
u
⇣
W
(t 1)
1,C1 ,W
(t 1)
2,C1
⌘
x1,P
⇣
W
(t 1)
1,C1 ,W
(t 1)
2,C1 ,W
(t)
1,C1,W
(t)
1,C2,W
(t)
1,P
⌘
x2,P
⇣
W
(t 1)
1,C1 ,W
(t 1)
2,C1 ,W
(t)
2,C1,W
(t)
2,C2,W
(t)
2,P
⌘
2NR1,C1 2NR1,C2 2NR1,P
2NR2,C1 2NR2,C2 2NR2,P
Fig. 10. Structure of the superposition code. The codewords corresponding to the message indices W (t−1)1,C1 ,W
(t−1)
2,C1 ,W
(t)
i,C1,W
(t)
i,C2,W
(t)
i,P with i ∈ {1, 2}
as well as the block index t are both highlighted.
+2N(R2,C+R1,C2−I(
−→
Y 1;U,U1,U2,V1,V2,X1)+2)
+2N(R2,C1+R1,C2+R1,P−I(
−→
Y 1;U,U1,U2,V1,V2,X1)+2)
+2N(R2,C+R1,C2+R1,P−I(
−→
Y 1;U,U1,U2,V1,V2,X1)+2)
+2N(R1,C1−I(
−→
Y 1;U,U1,U2,V1,V2,X1)+2)
+2N(R1,C1+R2,C2−I(
−→
Y 1;U,U1,U2,V1,V2,X1)+2)
+2N(R1,C1+R1,P−I(
−→
Y 1;U,U1,U2,V1,V2,X1)+2)
+2N(R1,C1+R1,P+R2,C2−I(
−→
Y 1;U,U1,U2,V1,V2,X1)+2)
+2N(R1,C−I(
−→
Y 1;U,U1,U2,V1,V2,X1)+2)
+2N(R1,C+R2,C2−I(
−→
Y 1;U,U1,U2,V1,V2,X1)+2)
+2N(R1−I(
−→
Y 1;U,U1,U2,V1,V2,X1)+2)
+2N(R1+R2,C2−I(
−→
Y 1;U,U1,U2,V1,V2,X1)+2)
+2N(R1,C1+R2,C1−I(
−→
Y 1;U,U1,U2,V1,V2,X1)+2)
+2N(R1,C1+R2,C−I(
−→
Y 1;U,U1,U2,V1,V2,X1)+2)
+2N(R1,C1+R2,C1+R1,P−I(
−→
Y 1;U,U1,U2,V1,V2,X1)+2)
+2N(R1,C1+R2,C+R1,P−I(
−→
Y 1;U,U1,U2,V1,V2,X1)+2)
+2N(R1,C+R2,C1−I(
−→
Y 1;U,U1,U2,V1,V2,X1)+2)
+2N(R1,C+R2,C−I(
−→
Y 1;U,U1,U2,V1,V2,X1)+2)
+2N(R1+R2,C1−I(
−→
Y 1;U,U1,U2,V1,V2,X1)+2)
+2N(R1+R2,C−I(
−→
Y 1;U,U1,U2,V1,V2,X1)+2). (50)
The same analysis of the probability of error holds for
transmitter-receiver pair 2. Hence, in general, from (48) and
(50), reliable decoding holds under the following conditions
for transmitter i ∈ {1, 2}, with j ∈ {1, 2} \ {i}:
Rj,C16I
Ä←−
Y i;Uj |U,Ui, Vi, Xi
ä
=I
Ä←−
Y i;Uj |U,Xi
ä
,θ1,i, (51a)
Ri +Rj,C6I(
−→
Y i;U,Ui, Uj , Vi, Vj , Xi)
=I(
−→
Y i;U,Uj , Vj , Xi)
,θ2,i, (51b)
Rj,C26I(
−→
Y i;Vj |U,Ui, Uj , Vi, Xi)
=I(
−→
Y i;Vj |U,Uj , Xi)
,θ3,i, (51c)
Ri,P6I(
−→
Y i;Xi|U,Ui, Uj , Vi, Vj)
,θ4,i, (51d)
Ri,P +Rj,C26I(
−→
Y i;Vj , Xi|U,Ui, Uj , Vi)
,θ5,i, (51e)
Ri,C2 +Ri,P6I(
−→
Y i;Vi, Xi|U,Ui, Uj , Vj)
=I(
−→
Y i;Xi|U,Ui, Uj , Vj)
,θ6,i, and (51f)
Ri,C2 +Ri,P +Rj,C26I(
−→
Y i;Vi, Vj , Xi|U,Ui, Uj)
=I(
−→
Y i;Vj , Xi|U,Ui, Uj)
,θ7,i. (51g)
Taking into account that Ri = Ri,C1+Ri,C2+Ri,P , a Fourier-
17
Motzkin elimination process in (51) yields:
R16min (θ2,1, θ6,1 + θ1,2, θ4,1 + θ1,2 + θ3,2) , (52a)
R26min (θ2,2, θ1,1 + a6,2, θ1,1 + θ3,1 + θ4,2) , (52b)
R1 +R26min(θ2,1 + θ4,2, θ2,1 + a6,2, θ4,1 + θ2,2,
θ6,1 + θ2,2, θ1,1 + θ3,1 + θ4,1 + θ1,2 + θ5,2,
θ1,1+ θ7,1+ θ1,2+ θ5,2, θ1,1+ θ4,1+ θ1,2+ θ7,2,
θ1,1+ θ5,1+ θ1,2+ θ3,2+ θ4,2,
θ1,1+ θ5,1+ θ1,2+ θ5,2, θ1,1+ θ7,1+ θ1,2+ θ4,2),
(52c)
2R1 +R26min(θ2,1 + θ4,1 + θ1,2 + θ7,2,
θ1,1 + θ4,1 + θ7,1 + 2θ1,2 + θ5,2,
θ2,1 + θ4,1 + θ1,2 + θ5,2), (52d)
R1 + 2R26min(θ1,1 + θ5,1 + θ2,2 + θ4,2,
θ1,1 + θ7,1 + θ2,2 + θ4,2,
2θ1,1 + θ5,1 + θ1,2 + θ4,2 + θ7,2), (52e)
where θl,i are defined in (51) with (l, i) ∈ {1, . . . , 7}×{1, 2}.
A. An Achievable Region for the Two-user Linear Determinis-
tic Interference Channel with Noisy Channel-Output Feedback
Following the discussion in Section IV-B1,
consider the random variables U , U i, V i, and
Xi,P independent and uniformly distributed over
the sets {0}, {0, 1}
(
nji−(max(−→n jj ,nji)−←−n jj)+
)+
,
{0, 1}
(
min
(
nji,(max(−→n jj ,nji)−←−n jj)+
))
and {0, 1}(−→n ii−nji)+ ,
respectively, with i ∈ {1, 2} and j ∈ {1, 2} \ {i}.
Let the channel input symbol of transmitter i at each chan-
nel use be Xi =
Ä
UTi ,V
T
i ,X
T
i,P , (0, . . . , 0)
äT ∈ {0, 1}q .
Considering these random variables, the following holds for
the terms θl,i, with (l, i) ∈ {1, . . . , 7} × {1, 2}, in (51):
θ1,i= I
(←−
Y i;U j |U ,Xi
)
(a)
=H
Ä←−
Y i|U ,Xi
ä
=H (U j)
=
Ä
nij − (max (−→n ii, nij)−←−n ii)+
ä+
, (53a)
θ2,i= I
(−→
Y i;U ,U j ,V j ,Xi
)
(b)
=H
Ä−→
Y i
ä
= max (−→n ii, nij) , (53b)
θ3,i= I
(−→
Y i;V j |U ,U j ,Xi
)
(b)
=H
Ä−→
Y i|U ,U j ,Xi
ä
=H (V j)
= min
Ä
nij , (max (
−→n ii, nij)−←−n ii)+
ä
, (53c)
θ4,i= I
(−→
Y i;Xi|U ,U i,U j ,V i,V j
)
(b)
=H
Ä−→
Y i|U ,U i,U j ,V i,V j
ä
=H (Xi,P )
= (−→n ii − nji)+ , and (53d)
θ5,i=I
(−→
Y i;V j ,Xi|U ,U i,U j ,V i
)
(b)
=H
Ä−→
Y i|U ,U i,U j ,V i
ä
=max (dimXi,P ,dimV j)
=max
(
(−→n ii − nji)+ ,
min
Ä
nij , (max (
−→n ii, nij)−←−n ii)+
ä)
, (53e)
where (a) follows from the fact that H
Ä←−
Y i|U ,U j ,Xi
ä
= 0;
and (b) follows from the fact that H(
−→
Y i|U ,U j ,V j ,Xi) = 0.
For the calculation of the last two mutual information terms
in inequalities (51f) and (51g), special notation is used. Let
the vector V i be the concatenation of the vectors Xi,HA and
Xi,HB , i.e., V i =
Ä
XTi,HA,X
T
i,HB
äT
. The vector Xi,HA
contains the entries of V i that are available in both receivers.
The vector Xi,HB is the part of V i that is exclusively
available in receiver j (see Figure 4). Note also that the vectors
Xi,HA and Xi,HB possess the following dimensions:
dimXi,HA=min
(
nji, (max (
−→n jj , nji)−←−n jj)+
)
−min
(
(nji−−→n ii)+,(max (−→n jj , nji)−←−n jj)+
)
dimXi,HB=min
(
(nji−−→n ii)+ , (max (−→n jj , nji)−←−n jj)+
)
.
Using this notation, the following holds:
θ6,i=I
(−→
Y i;Xi|U ,U i,U j ,V j
)
(c)
=H
Ä−→
Y i|U ,U i,U j ,V j
ä
=H (Xi,HA,Xi,P )
=dimXi,HA + dimXi,P
=min
Ä
nji, (max (
−→n jj , nji)−←−n jj)+
ä
−min ( (nji −−→n ii)+ , (max (−→n jj , nji)−←−n jj)+ )
+ (−→n ii − nji)+ , and (53f)
θ7,i=I
(−→
Y i;V j ,Xi|U ,U i,U j
)
=I
Ä−→
Y i;Xi|U ,U i,U j
ä
+ I
Ä−→
Y i;V j |U ,U i,U j ,Xi
ä
=I
Ä−→
Y i;Xi|U ,U i,U j
ä
+ I
Ä−→
Y i;V j |U ,U j ,Xi
ä
(c)
=H
Ä−→
Y i|U ,U i,U j
ä
=max (H (V j) , H (Xi,HA) +H (Xi,P ))
=max (dimV j ,dimXi,HA + dimXi,P )
=max
(
min
(
nij , (max (
−→n ii, nij)−←−n ii)+
)
,
min
(
nji, (max (
−→n jj , nji)−←−n jj)+
)
−min ( (nji −−→n ii)+ , (max (−→n jj , nji)−←−n jj)+ )
+ (−→n ii − nji)+
)
, (53g)
where (c) follows from the fact that H(
−→
Y i|U ,U j ,V j ,Xi) =
0.
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Plugging (53) into (52) (after some algebraic manipulation)
yields the system of inequalities in Theorem 1.
The sum-rate bound in (52c) is simplified as follows:
R1 +R26min
(
θ2,1 + θ4,2, θ4,1 + θ2,2,
θ1,1 + θ5,1 + θ1,2 + θ5,2
)
. (54)
Note that this follows from the fact that
max
(
θ2,1 + θ4,2, θ4,1 + θ2,2, θ1,1 + θ5,1 + θ1,2 + θ5,2
)
6
min
(
θ2,1 + a6,2, θ6,1 + θ2,2, θ1,1 + θ3,1 + θ4,1 + θ1,2 + θ5,2,
θ1,1 + θ7,1 + θ1,2 + θ5,2, θ1,1 + θ4,1 + θ1,2 + θ7,2,
θ1,1 + θ5,1 + θ1,2 + θ3,2 + θ4,2, θ1,1 + θ7,1 + θ1,2 + θ4,2
)
.
(55)
B. An Achievable Region for the Two-user Gaussian Interfer-
ence Channel with Noisy Channel-Output Feedback
Consider that transmitter i uses the following channel input:
Xi = U + Ui + Vi +Xi,P , (56)
where U , U1, U2, V1, V2, X1,P , and X2,P in (56) are mutually
independent and distributed as follows:
U∼N (0, ρ) , (57a)
Ui∼N (0, µiλi,C) , (57b)
Vi∼N (0, (1− µi)λi,C) , (57c)
Xi,P∼N (0, λi,P ) , (57d)
with
ρ+ λi,C + λi,P = 1 and (58a)
λi,P=min
Å
1
INRji
, 1
ã
, (58b)
where µi ∈ [0, 1] and ρ ∈
[
0,
Ä
1−max
Ä
1
INR12
, 1INR21
ää+]
.
The parameters ρ, µi, and λi,P define a particular coding
scheme for transmitter i. The assignment in (58b) is based
on the intuition obtained from the linear deterministic model,
in which the power of the signal Xi,P from transmitter i to
receiver j must be observed at the noise level. From (8),
(9), and (56), the right-hand side of the inequalities in (51)
is written in terms of
−−→
SNR1,
−−→
SNR2, INR12, INR21,
←−−
SNR1,←−−
SNR2, ρ, µ1, and µ2 as follows:
θ1,i=I
Ä←−
Y i;Uj |U,Xi
ä
=
1
2
log
Ñ ←−−
SNRi
(
b2,i(ρ) + 2
)
+ b1,i(1) + 1
←−−
SNRi
(
(1−µj) b2,i(ρ)+2
)
+b1,i(1)+ 1
é
=a3,i(ρ, µj), (59a)
θ2,i=I
Ä−→
Y i;U,Uj , Vj , Xi
ä
=
1
2
log
(
b1,i(ρ) + 1
)
− 1
2
=a2,i(ρ), (59b)
θ3,i=I
Ä−→
Y i;Vj |U,Uj , Xi
ä
=
1
2
log
Å(
1− µj
)
b2,i(ρ) + 2
ã
− 1
2
=a4,i(ρ, µj), (59c)
θ4,i=I
Ä−→
Y i;Xi|U,Ui, Uj , Vi, Vj
ä
=
1
2
log
Ç−−→
SNRi
INRji
+ 2
å
− 1
2
=a1,i, (59d)
θ5,i=I
Ä−→
Y i;Vj , Xi|U,Ui, Uj , Vi
ä
=
1
2
log
Ç
2 +
−−→
SNRi
INRji
+
(
1− µj
)
b2,i(ρ)
å
− 1
2
=a5,i(ρ, µj), (59e)
θ6,i=I
Ä−→
Y i;Xi|U,Ui, Uj , Vj
ä
=
1
2
log
Ç−−→
SNRi
INRji
Å(
1− µi
)
b2,j(ρ) + 1
å
+ 2
ã
− 1
2
=a6,i(ρ, µi), and (59f)
θ7,i=I
Ä−→
Y i;Vj , Xi|U,Ui, Uj
ä
=
1
2
log
Ç−−→
SNRi
INRji
Å(
1−µi
)
b2,j(ρ)+1
ã
+
(
1−µj
)
b2,i(ρ)+2
å
−1
2
=a7,i(ρ, µ1, µ2). (59g)
Finally, plugging (59) into (52) (after some algebraic manip-
ulation) yields the system of inequalities in Theorem 2. The
sum-rate bound in (52c) is simplified to give:
R1 +R26min
(
a2,1(ρ) + a1,2, a1,1 + a2,2(ρ),
a3,1(ρ, µ2)+a1,1+a3,2(ρ, µ1)+a7,2(ρ, µ1, µ2),
a3,1(ρ, µ2)+a5,1(ρ, µ2)+a3,2(ρ, µ1)+a5,2(ρ, µ1),
a3,1(ρ, µ2)+a7,1(ρ, µ1, µ2)+a3,2(ρ, µ1)+a1,2
)
.
(60)
Note that this follows from the fact that
max
(
a2,1(ρ) + a1,2, a1,1 + a2,2(ρ),
a3,1(ρ, µ2) + a1,1 + a3,2(ρ, µ1) + a7,2(ρ, µ1, µ2),
a3,1(ρ, µ2) + a5,1(ρ, µ2) + a3,2(ρ, µ1) + a5,2(ρ, µ1),
a3,1(ρ, µ2) + a7,1(ρ, µ1, µ2) + a3,2(ρ, µ1) + a1,2
)
6min
(
a2,1 + a6,2(ρ, µ2), a6,1(ρ, µ1) + a2,2(ρ),
a3,1(ρ, µ2) + a4,1(ρ, µ2) + a1,1 + a3,2(ρ, µ1) + a5,2(ρ, µ1),
a3,1(ρ, µ2) + a7,1(ρ, µ1, µ2) + a3,2(ρ, µ1) + a5,2(ρ, µ1),
a3,1(ρ, µ2) + a5,1(ρ, µ2) + a3,2(ρ, µ1) + θ3,2 + a1,2
)
.
(61)
Therefore, the inequalities in (52) simplify into (31) and this
completes the proof of Theorem 2.
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APPENDIX B
CONVERSE PROOF FOR THEOREM 1
This appendix provides the second part of the proof of
Theorem 1. The proof of inequalities (20a) and (20c) is
presented in [3]. The rest of this appendix provides a proof of
the inequalities (20b), (20d) and (20e).
Notation. For all i ∈ {1, 2}, the channel input Xi,n of the
LD-IC-NF in (18) for any channel use n ∈ {1, 2, . . . , N} is
a q-dimensional vector, with q in (27), that is written as the
concatenation of four vectors: Xi,C,n, Xi,P,n, Xi,D,n, and
Xi,Q,n, i.e., Xi,n =
(
XTi,C,n,X
T
i,P,n,X
T
i,D,n,X
T
i,Q,n
)T
, as
shown in Figure 9. Note that this notation is independent of
the feedback parameters ←−n 11 and ←−n 22, and it holds for all
n ∈ {1, 2, . . . , N}. More specifically, Xi,C,n represents the
bits of Xi,n that are observed by both receivers. Then,
dimXi,C,n=min (
−→n ii, nji) , (62a)
Xi,P,n represents the bits of Xi,n that are observed only at
receiver i. Then,
dimXi,P,n=(
−→n ii − nji)+, (62b)
Xi,D,n represents the bits of Xi,n that are observed only at
receiver j. Then,
dimXi,D,n=(nji −−→n ii)+, and (62c)
Xi,Q,n = (0, . . . , 0)
T is included for dimensional matching of
the model in (19). Then,
dimXi,Q,n=q −max (−→n ii, nji) . (62d)
The bits Xi,Q,n are fixed and thus do not carry information.
Hence, the following holds:
H (Xi,n)=H
(
Xi,C,n,Xi,P,n,Xi,D,n,Xi,Q,n
)
=H
(
Xi,C,n,Xi,P,n,Xi,D,n
)
6dimXi,C,n + dimXi,P,n + dimXi,D,n. (62e)
Note that vectors Xi,P,n and Xi,D,n do not exist simulta-
neously. The former exists when −→n ii > nji, while the latter
exists when −→n ii < nji. Let Xi,D,n be written in terms of
Xi,DF,n and Xi,DG,n, i.e., Xi,D,n =
(
XTi,DF,n,X
T
i,DG,n
)T
.
The vector Xi,DF,n represents the bits of Xi,D,n that are
above the noise level in the feedback link from receiver j to
transmitter j; and Xi,DG,n represents the bits of Xi,D,n that
are below the noise level in the feedback link from receiver
j to transmitter j, as shown in Figure 9. The dimension of
vectors Xi,DF,n and Xi,DG,n are given by
dimXi,DF,n=min
(
(nji −−→n ii)+ ,
(←−n jj −−→n ii
−min
Ä
(−→n jj − nji)+ , nij
ä
−
Ä
(−→n jj − nij)+ − nji
ä+ )+)
and (63a)
dimXi,DG,n=dimXi,D,n − dimXi,DF,n. (63b)
Let Xi,C,n be written in terms of Xi,CF,n and Xi,CG,n,
i.e., Xi,C,n =
(
XTi,CF,n,X
T
i,CG,n
)T
. The vector Xi,CF,n
represents the bits of Xi,C,n that are above the noise level
in the feedback link from receiver j to transmitter j; and
Xi,CG,n represents the bits of Xi,C,n that are below the
noise level in the feedback link from receiver j to transmitter
j, as shown in Figure 9. Define the dimension of the vectorÄ
XTi,CF,n,X
T
i,DF,n
äT
as follows:
dim
ÅÄ
XTi,CF,n,X
T
i,DF,n
äTã
=
(
min (←−n jj ,max (−→n jj , nji))
− (−→n jj − nji)+
)+
. (64)
The dimension of vectors Xi,CF,n and Xi,CG,n is obtained
as follows:
dimXi,CF,n=dim
ÅÄ
XTi,CF,n,X
T
i,DF,n
äTã− dimXi,DF,n
(65a)
and
dimXi,CG,n=dimXi,C,n − dimXi,CF,n. (65b)
The vector Xi,U,n is used to represent the bits of vector
Xi,n that are observed at receiver j without producing any
interference with bits in Xj,P,n. An example is shown in
Figure 11.
Based on its definition, Xi,U,n consists of the top
dimXi,U,n=min (
−→n jj , nij)−min
Ä
(−→n jj − nji)+ , nij
ä
+ (nji −−→n jj)+ (66)
bits of Xi,n.
Finally, for all i ∈ {1, 2}, with j ∈ {1, 2} \ {i},
the channel output
−→
Y i,n is written as the concatenation
of three vectors:
−→
Y i,Q,n,
←−
Y i,n, and
−→
Y i,G,n, i.e.,
−→
Y i,n =(−→
Y Ti,Q,n,
←−
Y Ti,n,
−→
Y Ti,G,n
)T
, as shown in Figure 9. More specifi-
cally, the vector
←−
Y i,n contains the bits that are above the noise
level in the feedback link from receiver i to transmitter i. Then,
dim
←−
Y i,n=min
(←−n ii,max (−→n ii, nij)). (67a)
The vector
−→
Y i,G,n contains the bits that are below the noise
level in the feedback link from receiver i to transmitter i. Then,
dim
−→
Y i,G,n=
(
max (−→n ii, nij)−←−n ii
)+
. (67b)
The vector
−→
Y i,Q,n = (0, . . . , 0) is included for dimensional
matching with the model in (19). Then,
H
Ä−→
Y i,n
ä
=H
(−→
Y i,Q,n,
←−
Y i,n,
−→
Y i,G,n
)
=H
(←−
Y i,n,
−→
Y i,G,n
)
6dim←−Y i,n + dim−→Y i,G,n. (67c)
Using this notation, the proof continues as follows.
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Proof of (20b): First, consider nji 6 −→n ii, i.e., vector
Xi,P,n exists and vector Xi,D,n does not exist. From the
assumption that the message indices W1 and W2 are i.i.d.
following a uniform distribution over the sets W1 and W2,
respectively, the following holds for any k ∈ {1, 2, . . . , N}:
NRi=H (Wi)
(a)
=H (Wi|Wj)
(b)
6 I
Ä
Wi;
−→
Y i,
←−
Y j |Wj
ä
+Nδ(N)
=H
Ä−→
Y i,
←−
Y j |Wj
ä
+Nδ(N)
(c)
=
N∑
n=1
H
(−→
Y i,n,
←−
Y j,n|Wj ,−→Y i,(1:n−1),←−Y j,(1:n−1),Xj,n
)
+Nδ(N)
6
N∑
n=1
H
(
Xi,n,
←−
Y j,n|Xj,n
)
+Nδ(N)
6
N∑
n=1
H (Xi,n) +Nδ(N)
=NH (Xi,k) +Nδ(N),
6N (dimXi,C,k + dimXi,P,k) +Nδ(N). (68)
Second, consider the case in which nji > −→n ii. In this case
the vector Xi,P,n does not exist and the vector Xi,D,n
exists. From the assumption that the message indices W1
and W2 are i.i.d. following a uniform distribution over the
sets W1 and W2, respectively, the following holds for any
k ∈ {1, 2, . . . , N}:
NRi=H (Wi)
(a)
=H (Wi|Wj)
(b)
6 I
Ä
Wi;
−→
Y i,
←−
Y j |Wj
ä
+Nδ(N)
=H
Ä−→
Y i,
←−
Y j |Wj
ä
+Nδ(N)
(c)
=
N∑
n=1
H
(−→
Y i,n,
←−
Y j,n|Wj ,−→Y i,(1:n−1),←−Y j,(1:n−1),Xj,n
)
+Nδ(N)
6
N∑
n=1
H
(
Xi,C,n,Xi,CF,n,Xi,DF,n
)
+Nδ(N)
=
N∑
n=1
H
(
Xi,C,n,Xi,DF,n
)
+Nδ(N)
=NH
(
Xi,C,k,Xi,DF,k
)
+Nδ(N)
6N (dimXi,C,k + dimXi,DF,k) +Nδ(N). (69)
The inequalities (a), (b), and (c) in (68) and (69) are
justified in accordance with: (a) follows from the fact that
W1 and W2 are independent; (b) follows from considering
enhanced receivers (see Figure 6(a) for the case i = 1)
and Fano’s inequality; and (c) follows from the fact that
Xj,n = f
(n)
j
Ä
Wj ,
←−
Y j,(1:n−1)
ä
.
Then, (68) and (69) are expressed as one inequality in the
asymptotic regime, as follows:
Ri6dimXi,C,k + dimXi,P,k + dimXi,DF,k, (70)
which holds for any k ∈ {1, 2, . . . , N}.
Plugging (62a), (62b), and (63a) in (70), and after some
algebraic manipulation, the following holds:
Ri6min
(
max(−→n ii, nji) ,max
(−→n ii,←−n jj−(−→n jj−nji)+ )).
This completes the proof of (20b).
Proof of (20d): From the assumption that the message
indices W1 and W2 are i.i.d. following a uniform distribution
over the sets W1 and W2, respectively, the following holds
for any k ∈ {1, 2, . . . , N}:
N
(
R1+R2
)
= H (W1) +H (W2)
(a)
6 I
Ä
W1;
−→
Y 1,
←−
Y 1
ä
+ I
Ä
W2;
−→
Y 2,
←−
Y 2
ä
+Nδ(N)
6 H
Ä−→
Y 1
ä
−H
Ä←−
Y 1|W1
ä
−H
Ä
X2,C |W1,←−Y 1,X1
ä
+H
Ä−→
Y 2
ä
−H
Ä←−
Y 2|W2
ä
−H
Ä
X1,C |W2,←−Y 2,X2
ä
+Nδ(N)
= H
Ä−→
Y 1
ä
−H
Ä←−
Y 1|W1
ä
−H
Ä
X2,C ,X1,U |W1,←−Y 1,X1
ä
+H
Ä−→
Y 2
ä
−H
Ä←−
Y 2|W2
ä
−H
Ä
X1,C ,X2,U |W2,←−Y 2,X2
ä
+Nδ(N)
= H
Ä−→
Y 1
ä
+
[
I
Ä
X2,C ,X1,U ;W1,
←−
Y 1
ä
−H (X2,C ,X1,U )
]
+H
Ä−→
Y 2
ä
+
î
I
Ä
X1,C ,X2,U ;W2,
←−
Y 2
ä
−H (X1,C ,X2,U )
ó
−H
Ä←−
Y 1|W1
ä
−H
Ä←−
Y 2|W2
ä
+Nδ(N)
(b)
= H
Ä−→
Y 1|X1,C ,X2,U
ä
−H
Ä
X1,C ,X2,U |−→Y 1
ä
+H
Ä−→
Y 2|X2,C ,X1,U
ä
−H
Ä
X2,C ,X1,U |−→Y 2
ä
+I
Ä
X2,C ,X1,U ;W1,
←−
Y 1
ä
+ I
Ä
X1,C ,X2,U ;W2,
←−
Y 2
ä
−H
Ä←−
Y 1|W1
ä
−H
Ä←−
Y 2|W2
ä
+Nδ(N)
6 H
Ä−→
Y 1|X1,C ,X2,U
ä
+H
Ä−→
Y 2|X2,C ,X1,U
ä
+I
Ä
X2,C ,X1,U ;W1,
←−
Y 1
ä
+ I
Ä
X1,C ,X2,U ;W2,
←−
Y 2
ä
−H
Ä←−
Y 1|W1
ä
−H
Ä←−
Y 2|W2
ä
+Nδ(N)
6 H
Ä−→
Y 1|X1,C ,X2,U
ä
+H
Ä−→
Y 2|X2,C ,X1,U
ä
+I
Ä
X2,C ,X1,U ,W2,
←−
Y 2;W1,
←−
Y 1
ä
+I
Ä
X1,C ,X2,U ,W1,
←−
Y 1;W2,
←−
Y 2
ä
−H
Ä←−
Y 1|W1
ä
−H
Ä←−
Y 2|W2
ä
+Nδ(N)
= H
Ä−→
Y 1|X1,C ,X2,U
ä
+H
Ä−→
Y 2|X2,C ,X1,U
ä
+I
Ä
W2;W1,
←−
Y 1
ä
+ I
Ä
X2,C ,X1,U ,
←−
Y 2;W1,
←−
Y 1|W2
ä
+I
Ä
W1;W2,
←−
Y 2
ä
+ I
Ä
X1,C ,X2,U ,
←−
Y 1;W2,
←−
Y 2|W1
ä
−H
Ä←−
Y 1|W1
ä
−H
Ä←−
Y 2|W2
ä
+Nδ(N)
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(a) (b) (d)
{X1,U,n
(c)
{
{
X1,U,n
X2,U,n
{
{
X1,U,n
X2,U,n
{
{
X1,U,n
X2,U,n
Fig. 11. Vector Xi,U,n in different combination of interference regimes.
(c)
=H
Ä−→
Y 1|X1,C ,X2,U
ä
+H
Ä−→
Y 2|X2,C ,X1,U
ä
+H (W1)
+H
Ä←−
Y 1|W1
ä
−H (W1|W2)−H
Ä←−
Y 1|W2,W1
ä
+H
Ä
X2,C ,X1,U ,
←−
Y 2|W2
ä
+H (W2) +H
Ä←−
Y 2|W2
ä
−H (W2|W1)−H
Ä←−
Y 2|W1,W2
ä
+H
Ä
X1,C ,X2,U ,
←−
Y 1|W1
ä
−H
Ä←−
Y 1|W1
ä
−H
Ä←−
Y 2|W2
ä
+Nδ(N)
6H
Ä−→
Y 1|X1,C ,X2,U
ä
+H
Ä−→
Y 2|X2,C ,X1,U
ä
+H
Ä
X2,C ,X1,U ,
←−
Y 2|W2
ä
+H
Ä
X1,C ,X2,U ,
←−
Y 1|W1
ä
+Nδ(N)
=
N∑
n=1
[
H
Ä−→
Y 1,n|X1,C ,X2,U ,−→Y 1,(1:n−1)
ä
+
H
Ä−→
Y 2,n|X2,C ,X1,U ,−→Y 2,(1:n−1)
ä
+
H
(
X2,C,n,X1,U,n,
←−
Y 2,n|W2,X2,C,(1:n−1),X1,U,(1:n−1),
←−
Y 2,(1:n−1)
)
+H
(
X1,C,n,X2,U,n,
←−
Y 1,n|W1,X1,C,(1:n−1),
X2,U,(1:n−1),
←−
Y 1,(1:n−1)
)]
+Nδ(N)
(d)
=
N∑
n=1
[
H
Ä−→
Y 1,n|X1,C ,X2,U ,−→Y 1,(1:n−1)
ä
+
H
Ä−→
Y 2,n|X2,C ,X1,U ,−→Y 2,(1:n−1)
ä
+
H
(
X2,C,n,X1,U,n,
←−
Y 2,n|W2,X2,C,(1:n−1),X1,U,(1:n−1),
←−
Y 2,(1:n−1),X2,(1:n)
)
+H
(
X1,C,n,X2,U,n,
←−
Y 1,n|W1,
X1,C,(1:n−1),X2,U,(1:n−1),
←−
Y 1,(1:n−1),X1,(1:n)
)]
+Nδ(N)
(e)
6
N∑
n=1
[
H
Ä−→
Y 1,n|X1,C,n,X2,U,n
ä
+H
Ä−→
Y 2,n|X2,C,n,X1,U,n
ä
+H
Ä
X1,U,n,
←−
Y 2,n|X2,n
ä
+H
Ä
X2,U,n,
←−
Y 1,n|X1,n
ä ]
+Nδ(N)
6
N∑
n=1
[
H (X1,P,n)+H (X2,P,n)+H
Ä
X1,U,n,
←−
Y 2,n|X2,n
ä
+H
Ä
X2,U,n,
←−
Y 1,n|X1,n
ä ]
+Nδ(N)
(e)
6N
[
H (X1,P,k) +H (X2,P,k) +H (X1,U,k)
+H
Ä←−
Y 2,k|X2,k,X1,U,k
ä
+H (X2,U,k)
+H
Ä←−
Y 1,k|X1,k,X2,U,k
ä ]
+Nδ(N),
=N
[
H (X1,P,k) +H (X2,P,k) +H (X1,U,k)
+H (X1,CF,k,X1,DF,k|X2,k,X1,U,k) +H (X2,U,k)
+H (X2,CF,k,X2,DF,k|X1,k,X2,U,k)
]
+Nδ(N)
6N
[
H (X1,P,k) +H (X2,P,k) +H (X1,U,k)
+H (X1,CF,k,X1,DF,k|X1,U,k) +H (X2,U,k)
+H (X2,CF,k,X2,DF,k|X2,U,k)
]
+Nδ(N)
6N
[
dimX1,P,k + dimX2,P,k + dimX1,U,k
+
(
dim(X1,CF,k,X1,DF,k)−dimX1,U,k
)+
+dimX2,U,k
+
(
dim (X2,CF,k,X2,DF,k)− dimX2,U,k
)+
+ δ(N)
]
.
(71)
where, (a) follows from considering enhanced receivers (see
Figure 6(b)) and Fano’s inequality; (b) follows from the fact
that H(Y )−H(X) = H(Y |X)−H(X|Y ); (c) follows from
the fact that H
(
Xi,C , Xj,U ,
←−
Y i|Wi, Wj , ←−Y j
)
= 0; (d)
follows from the fact that Xi,n = f
(n)
i
Ä
Wi,
←−
Y i,(1:n−1)
ä
; and
(e) follows from the fact that conditioning does not increase
entropy. Plugging (62b), (64), and (66) in (71) and after some
algebraic manipulation, the following holds in the asymptotic
regime:
R1+R2 6 max
(
(−→n 11 − n12)+ , n21,
−→n 11 − (max (−→n 11, n12)−←−n 11)+
)
+
max
(
(−→n 22 − n21)+,n12,−→n 22−(max (−→n 22, n21)−←−n 22)+
)
.
This completes the proof of (20d).
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Proof of (20e): From the assumption that the message
indices W1 and W2 are i.i.d. following a uniform distribution
over the sets W1 and W2 respectively, it follows that for all
i ∈ {1, 2}, with j ∈ {1, 2}\{i} and for all k ∈ {1, 2, . . . , N}:
N
(
2Ri +Rj
)
= 2H (Wi) +H (Wj)
(a)
6 I
Ä
Wi;
−→
Y i,
←−
Y i
ä
+ I
Ä
Wi;
−→
Y i,
←−
Y j |Wj
ä
+I
Ä
Wj ;
−→
Y j ,
←−
Y j
ä
+Nδ(N)
(b)
= H
Ä−→
Y i
ä
−H
Ä←−
Y i|Wi
ä
−H
Ä−→
Y i|Wi,←−Y i
ä
+H
Ä−→
Y i|Wj ,←−Y j
ä
+H
Ä−→
Y j
ä
−H
Ä−→
Y j |Wj ,←−Y j
ä
+Nδ(N)
= H
Ä−→
Y i
ä
−H
Ä←−
Y i|Wi
ä
−H
Ä
Xj,C ,Xj,D|Wi,←−Y i
ä
+H
Ä−→
Y i|Wj ,←−Y j
ä
+H
Ä−→
Y j
ä
−H
Ä
Xi,C ,Xi,D|Wj ,←−Y j
ä
+Nδ(N)
6 H
Ä−→
Y i
ä
−H
Ä←−
Y i|Wi
ä
−H
Ä
Xj,C ,Xi,U |Wi,←−Y i
ä
+H
Ä−→
Y i|Wj ,←−Y j
ä
+H
Ä−→
Y j
ä
−H
Ä
Xi,C |Wj ,←−Y j
ä
+Nδ(N)
6 H
Ä−→
Y i
ä
−H
Ä←−
Y i|Wi
ä
+
[
I
Ä
Xj,C ,Xi,U ;Wi,
←−
Y i
ä
−H (Xj,C ,Xi,U )
]
+H
Ä−→
Y i,Xi,C |Wj ,←−Y j
ä
+H
Ä−→
Y j
ä
−H
Ä
Xi,C |Wj ,←−Y j
ä
+Nδ(N)
= H
Ä−→
Y i
ä
−H
Ä←−
Y i|Wi
ä
+
[
I
Ä
Xj,C ,Xi,U ;Wi,
←−
Y i
ä
−H (Xj,C ,Xi,U )
]
+H
Ä−→
Y i|Wj ,←−Y j ,Xi,C
ä
+H
Ä−→
Y j
ä
+Nδ(N)
6 H
Ä−→
Y i
ä
−H
Ä←−
Y i|Wi
ä
+
[
I
Ä
Xj,C ,Xi,U ;Wi,
←−
Y i
ä
−H (Xj,C ,Xi,U )
]
+H
Ä−→
Y i|Wj ,←−Y j ,Xi,C
ä
+H
Ä−→
Y j ,Xj,C ,Xi,U
ä
+Nδ(N)
(c)
= H
Ä−→
Y i
ä
−H
Ä←−
Y i|Wi
ä
+ I
Ä
Xj,C ,Xi,U ;Wi,
←−
Y i
ä
+H
Ä−→
Y i|Wj ,←−Y j ,Xi,C
ä
+H
Ä−→
Y j |Xj,C ,Xi,U
ä
+Nδ(N)
6 H
Ä−→
Y i
ä
−H
Ä←−
Y i|Wi
ä
+I
Ä
Xj,C ,Xi,U ,Wj ,
←−
Y j ;Wi,
←−
Y i
ä
+H
Ä−→
Y i|Wj ,←−Y j ,Xi,C
ä
+H
Ä−→
Y j |Xj,C ,Xi,U
ä
+Nδ(N)
(d)
= H
Ä−→
Y i
ä
−H
Ä←−
Y i|Wj ,Wi,
ä
+H
Ä
Xj,C ,Xi,U ,
←−
Y j |Wj
ä
+H
Ä−→
Y i|Wj ,←−Y j ,Xi,C
ä
+H
Ä−→
Y j |Xj,C ,Xi,U
ä
+Nδ(N)
6 H
Ä−→
Y i
ä
+H
Ä
Xj,C ,Xi,U ,
←−
Y j |Wj
ä
+H
Ä−→
Y i|Wj ,←−Y j ,Xi,C
ä
+H
Ä−→
Y j |Xj,C ,Xi,U
ä
+Nδ(N)
6
N∑
n=1
[
H
Ä−→
Y i,n
ä
+H
(
Xj,C,n,Xi,U,n,
←−
Y j,n|Wj ,
Xj,C,(1:n−1),Xi,U,(1:n−1),
←−
Y j,(1:n−1)
)
+H
Ä−→
Y i,n|Wj ,←−Y j ,Xi,C ,−→Y i,(1:n−1)
ä
+H
Ä−→
Y j,n|Xj,C ,Xi,U ,−→Y j,(1:n−1)
ä ]
+Nδ(N)
=
N∑
n=1
[
H
Ä−→
Y i,n
ä
+H
(
Xj,C,n,Xi,U,n,
←−
Y j,n|Wj ,
Xj,C,(1:n−1),Xi,U,(1:n−1),
←−
Y j,(1:n−1),Xj,(1:n)
)
+H
Ä−→
Y i,n|Wj ,←−Y j ,Xi,C ,−→Y i,(1:n−1),Xj,(1:n)
ä
+H
Ä−→
Y j,n|Xj,C ,Xi,U ,−→Y j,(1:n−1)
ä ]
+Nδ(N)
6
N∑
n=1
[
H
Ä−→
Y i,n
ä
+H (Xi,U,n|Xj,n)
+H
Ä←−
Y j,n|Xj,n,Xi,U,n
ä
+H
Ä−→
Y i,n|Xi,C,n,Xj,n
ä
+H
Ä−→
Y j,n|Xj,C,n,Xi,U,n
ä ]
+Nδ(N)
6N
[
H
Ä−→
Y i,k
ä
+H (Xi,U,k) +H
Ä←−
Y j,k|Xj,k,Xi,U,k
ä
+H (Xi,P,k) +H (Xj,P,k)
]
+Nδ(N)
=N
[
H
Ä−→
Y i,k
ä
+H (Xi,U,k)+H (Xi,CF,k,Xi,DF,k|Xi,U,k)
+H (Xi,P,k) +H (Xj,P,k)
]
+Nδ(N)
6N
[
dim
←−
Y i,k + dim
−→
Y i,G,k + dimXi,U,k
+ (dim (Xi,CF,k,Xi,DF,k)− dimXi,U,k)+ + dimXi,P,k
+ dimXj,P,k
]
+Nδ(N), (72)
where, (a) follows from considering enhanced receivers (see
Figure 6(c) for the case i = 1) and Fano’s inequality; (b)
follows from the fact that H
Ä−→
Y i,
←−
Y j |Wi,Wj
ä
= 0; (c)
follows from the fact that H(Y |X) = H(X,Y ) − H(X);
and (d) follows from the fact that H
(
Xj,C , Xi,U ,
←−
Y j |Wj ,
Wi,
←−
Y i
)
= 0.
Plugging (62b), (64), (66), (67a), and (67b) in (72) and
after some algebraic manipulation, the following holds in the
asymptotic regime:
2Ri +Rj 6 max (−→n ii, nji) + (−→n ii − nij)+
+max
(
(−→n jj − nji)+, nij ,−→n jj−
(
max (−→n jj , nji)−←−n jj
)+)
.
This completes the proof of (20e).
APPENDIX C
PROOF OF THEOREM 3
The outer bounds (37a) and (37c) correspond to the outer
bounds of the case of perfect channel-output feedback derived
in [3]. The bounds (37b), (37d) and (37e) correspond to
new outer bounds. Before presenting the proof, consider the
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parameter hji,U , with i ∈ {1, 2} and j ∈ {1, 2} \ {i}, defined
as follows:
hji,U =
 0 if (S1,i ∨ S2,i ∨ S3,i)… INRijINRji−−→
SNRj
if (S4,i ∨ S5,i), (73)
where, the events S1,i, S2,i, S3,i, S4,i, and S5,i are defined in
(32). Consider also the following signals:
Xi,C,n=
√
INRjiXi,n +
−→
Z j,n and (74)
Xi,U,n=hji,UXi,n +
−→
Z j,n, (75)
where, Xi,n and
−→
Z j,n are the channel input of transmitter i
and the noise observed at receiver j during a given channel
use n ∈ {1, 2, . . . , N}, as described by (8).
Proof of (37b): From the assumption that the message
indices W1 and W2 are i.i.d. following a uniform distribution
over the sets W1 and W2, respectively, the following holds
for any k ∈ {1, 2, . . . , N}:
NRi=H (Wi)
=H (Wi|Wj)
(a)
6 I
Ä
Wi;
−→
Y i,
←−
Y j |Wj
ä
+Nδ(N)
6
N∑
n=1
[
h
(−→
Y i,n,
←−
Y j,n|Wj ,−→Y i,(1:n−1),←−Y j,(1:n−1),Xj,(1:n)
)
−h
Ä−→
Z i,n
ä
− h
Ä←−
Z j,n
ä ]
+Nδ(N)
6
N∑
n=1
[
h
Ä−→
Y i,n,
←−
Y j,n|Xj,n
ä
− h
Ä−→
Z i,n
ä
− h
Ä←−
Z j,n
ä ]
+Nδ(N)
=N
î
h
Ä−→
Y i,k,
←−
Y j,k|Xj,k
ä
− log (2pie)
ó
+Nδ(N), (76)
where (a) follows from considering enhanced receivers (see
Figure 6(a) for the case i = 1) and Fano’s inequality.
From (76), the following holds in the asymptotic regime:
Ri6h
Ä−→
Y i,k,
←−
Y j,k|Xj,k
ä
− log (2pie)
61
2
log
(
b3,i + 1
)
+
1
2
log
Ñ (
b3,i + b4,j(ρ) + 1
)←−−
SNRj(
b1,j(ρ) + 1
)(
b3,i + (1− ρ2)
)+1
é
. (77)
This completes the proof of (37b).
Proof of (37d):
From the assumption that the message indices W1 and
W2 are i.i.d. following a uniform distribution over the sets
W1 and W2 respectively, the following holds for any k ∈
{1, 2, . . . , N}:
N
(
R1 +R2
)
= H (W1) +H (W2)
(a)
6 I
Ä
W1;
−→
Y 1,
←−
Y 1
ä
+ I
Ä
W2;
−→
Y 2,
←−
Y 2
ä
+Nδ(N)
=h
Ä−→
Y 1
ä
+ h
Ä←−
Z 1|−→Y 1
ä
− h
Ä←−
Y 1|W1
ä
−h
Ä−→
Y 1|W1,←−Y 1,X1
ä
+ h
Ä−→
Y 2
ä
+ h
Ä←−
Z 2|−→Y 2
ä
−h
Ä←−
Y 2|W2
ä
− h
Ä−→
Y 2|W2,←−Y 2,X2
ä
+Nδ(N)
6h
Ä−→
Y 1
ä
+ h
Ä←−
Z 1
ä
− h
Ä←−
Y 1|W1
ä
−h
Ä
X2,C |W1,←−Y 1,X1
ä
+ h
Ä−→
Y 2
ä
+ h
Ä←−
Z 2
ä
−h
Ä←−
Y 2|W2
ä
− h
Ä
X1,C |W2,←−Y 2,X2
ä
+Nδ(N)
=h
Ä−→
Y 1
ä
− h
Ä←−
Y 1|W1
ä
− h
Ä
X2,C ,
−→
Z 2|W1,←−Y 1,X1
ä
+h
Ä−→
Z 2|W1,←−Y 1,X1,X2,C
ä
+ h
Ä−→
Y 2
ä
− h
Ä←−
Y 2|W2
ä
−h
Ä
X1,C ,
−→
Z 1|W2,←−Y 2,X2
ä
+h
Ä−→
Z 1|W2,←−Y 2,X2,X1,C
ä
+N log (2pie) +Nδ(N)
=h
Ä−→
Y 1
ä
− h
Ä←−
Y 1|W1
ä
− h
Ä
X2,C ,X1,U |W1,←−Y 1,X1
ä
+h
Ä−→
Z 2|W1,←−Y 1,X1,X2,C
ä
+ h
Ä−→
Y 2
ä
− h
Ä←−
Y 2|W2
ä
−h
Ä
X1,C ,X2,U |W2,←−Y 2,X2
ä
+h
Ä−→
Z 1|W2,←−Y 2,X2,X1,C
ä
+N log (2pie) +Nδ(N)
=h
Ä−→
Y 1
ä
−h
Ä←−
Y 1|W1
ä
+
[
I
Ä
X2,C ,X1,U ;W1,
←−
Y 1
ä
−h (X2,C ,X1,U )
]
+ h
Ä−→
Y 2
ä
− h
Ä←−
Y 2|W2
ä
+
î
I
Ä
X1,C ,X2,U ;W2,
←−
Y 2
ä
− h (X1,C ,X2,U )
ó
+h
Ä−→
Z 1|W2,←−Y 2,X2,X1,C
ä
+h
Ä−→
Z 2|W1,←−Y 1,X1,X2,C
ä
+N log (2pie) +Nδ(N)
6h
Ä−→
Y 1
ä
−h
Ä←−
Y 1|W1
ä
+
[
I
Ä
X2,C ,X1,U ;W1,
←−
Y 1
ä
−h (X2,C ,X1,U )
]
+ h
Ä−→
Y 2
ä
− h
Ä←−
Y 2|W2
ä
+
î
I
Ä
X1,C ,X2,U ;W2,
←−
Y 2
ä
− h (X1,C ,X2,U )
ó
+
[
h
Ä
X2,C ,X1,U |−→Y 2
ä
−h
Ä
X2,C ,X1,U |−→Y 2,X1,X2
ä]
+
[
h
Ä
X1,C ,X2,U |−→Y 1
ä
−h
Ä
X1,C ,X2,U |−→Y 1,X2,X1
ä]
+h
Ä−→
Z 1|W2,←−Y 2,X2,X1,C
ä
+h
Ä−→
Z 2|W1,←−Y 1,X1,X2,C
ä
+N log (2pie) +Nδ(N)
(b)
=h
Ä−→
Y 1|X1,C ,X2,U
ä
− h
Ä←−
Y 1|W1
ä
+I
Ä
X2,C ,X1,U ;W1,
←−
Y 1
ä
+ h
Ä−→
Y 2|X2,C ,X1,U
ä
−h
Ä←−
Y 2|W2
ä
+ I
Ä
X1,C ,X2,U ;W2,
←−
Y 2
ä
−h
Ä−→
Z 1,
−→
Z 2|−→Y 2,X1,X2
ä
−h
Ä−→
Z 2,
−→
Z 1|−→Y 1,X2,X1
ä
+h
Ä−→
Z 1|W2,←−Y 2,X2,X1,C
ä
+h
Ä−→
Z 2|W1,←−Y 1,X1,X2,C
ä
+N log (2pie) +Nδ(N)
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(c)
6h
Ä−→
Y 1|X1,C ,X2,U
ä
− h
Ä←−
Y 1|W1
ä
+I
Ä
X2,C ,X1,U ;W1,
←−
Y 1
ä
+ h
Ä−→
Y 2|X2,C ,X1,U
ä
−h
Ä←−
Y 2|W2
ä
+ I
Ä
X1,C ,X2,U ;W2,
←−
Y 2
ä
+N log (2pie)
+Nδ(N)
6h
Ä−→
Y 1|X1,C ,X2,U
ä
− h
Ä←−
Y 1|W1
ä
+I
Ä
X2,C ,X1,U ,W2,
←−
Y 2;W1,
←−
Y 1
ä
+h
Ä−→
Y 2|X2,C ,X1,U
ä
− h
Ä←−
Y 2|W2
ä
+I
Ä
X1,C ,X2,U ,W1,
←−
Y 1;W2,
←−
Y 2
ä
+N log (2pie)
+Nδ(N)
(d)
6
N∑
n=1
[
h
Ä−→
Y 1,n|X1,C ,X2,U ,−→Y 1,(1:n−1)
ä
+h (X1,U,n|X2,C,n) + h
Ä←−
Y 2,n|X2,n, X1,U,n
ä
+h
Ä−→
Y 2,n|X2,C ,X1,U−→Y 2,(1:n−1)
ä
+ h (X2,U,n|X1,C,n)
+h
Ä←−
Y 1,n|X1,n, X2,U,n
ä
− 3 log (2pie)
]
+N log (2pie)
+Nδ(N)
6
N∑
n=1
[
h
Ä−→
Y 1,n|X1,C,n, X2,U,n
ä
+ h (X1,U,n|X2,C,n)
+h
Ä←−
Y 2,n|X2,n, X1,U,n
ä
+ h
Ä−→
Y 2,n|X2,C,n, X1,U,n
ä
+h (X2,U,n|X1,C,n) + h
Ä←−
Y 1,n|X1,n, X2,U,n
ä
−3 log (2pie)
]
+N log (2pie) +Nδ(N)
=N
[
h
Ä−→
Y 1,k|X1,C,k, X2,U,k
ä
+ h (X1,U,k|X2,C,k)
+h
Ä←−
Y 2,k|X2,k, X1,U,k
ä
+ h
Ä−→
Y 2,k|X2,C,k, X1,U,k
ä
+h (X2,U,k|X1,C,k) + h
Ä←−
Y 1,k|X1,k, X2,U,k
ä
−3 log (2pie)
]
+N log (2pie) +Nδ(N), (78)
where (a) follows from considering enhanced receivers (see
Figure 6(b)) and Fano’s inequality; (b) follows from the fact
that h
Ä−→
Y i
ä
− h (Xi,C ,Xj,U ) + h
Ä
Xi,C ,Xj,U |−→Y i
ä
=
h
Ä−→
Y i|Xi,C ,Xj,U
ä
; (c) follows from the fact that
h
Ä−→
Z i|Wj ,←−Y j ,Xj ,Xi,C
ä
− h
Ä−→
Z i,
−→
Z j |−→Y j ,Xi,Xj
ä
6 0;
and (d) follows from Lemma 1 at the end of this appendix.
From (78), the following holds in the asymptotic regime for
any k ∈ {1, 2, . . . , N}:
R1+R26h
Ä−→
Y 1,k|X1,C,k, X2,U,k
ä
+ h (X1,U,k|X2,C,k)
+h
Ä←−
Y 2,k|X2,k, X1,U,k
ä
+ h
Ä−→
Y 2,k|X2,C,k, X1,U,k
ä
+h (X2,U,k|X1,C,k) + h
Ä←−
Y 1,k|X1,k, X2,U,k
ä
−2 log (2pie)
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2
log
Ä
det
Ä
Var
Ä−→
Y 1,k, X1,C,k, X2,U,k
äää
−1
2
log (INR12 + 1)− 1
2
log (INR21 + 1)
+
1
2
log
Ä
det
Ä
Var
Ä←−
Y 2,k, X2,k, X1,U,k
äää
−1
2
log (det (Var (X2,k, X1,U,k)))
+
1
2
log
Ä
det
Ä
Var
Ä−→
Y 2,k, X2,C,k, X1,U,k
äää
+
1
2
log
Ä
det
Ä
Var
Ä←−
Y 1,k, X1,k, X2,U,k
äää
−1
2
log (det (Var (X1,k, X2,U,k))) + log (2pie) , (79)
where, for all i ∈ {1, 2}, with j ∈ {1, 2} \ {i} the following
holds for any k ∈ {1, 2, . . . , N}:
det
(
Var
Ä−→
Y j,k, Xj,C,k, Xi,U,k
ä)
=
−−→
SNRj + INRji + h
2
ji,U
−2hji,U
√
INRji +
(
1− ρ2)(INRijINRji
+h2ji,U
Ä−−→
SNRj + INRij
ä
− 2hji,U INRij
√
INRji
)
+2ρ
»−−→
SNRj
Ä√
INRji − hji,U
ä
, (80a)
det
(
Var
Ä←−
Y j,k, Xj,k, Xi,U,k
ä)
= 1 + h2ji,U
(
1− ρ2)
+
←−−
SNRj
(
1− ρ2) Äh2ji,U − 2hji,U√INRji + INRjiä(−−→
SNRj + 2ρ
»−−→
SNRjINRji + INRji + 1
) ,
(80b)
and
det
(
Var (Xj,k, Xi,U,k)
)
= 1 +
(
1− ρ2)h2ji,U . (80c)
The expressions in (80) depend on S1,i, S2,i, S3,i, S4,i, and
S5,i via the parameter hji,U in (73). Hence, the following cases
are identified:
Case 1: (S1,2 ∨S2,2 ∨S5,2)∧ (S1,1 ∨S2,1 ∨S5,1). From (73),
it follows that h12,U = 0 and h21,U = 0. Therefore, plugging
(80) into (79) yields (34a).
Case 2: (S1,2 ∨ S2,2 ∨ S5,2) ∧ (S3,1 ∨ S4,1). From (73), it
follows that h12,U = 0 and h21,U =
√
INR12INR21−−→
SNR2
. Therefore,
plugging (80) into (79) yields (34b).
Case 3: (S3,2 ∨ S4,2) ∧ (S1,1 ∨ S2,1 ∨ S5,1). From (73), it
follows that h12,U =
√
INR12INR21−−→
SNR1
and h21,U = 0. Therefore,
plugging (80) into (79) yields (34c).
Case 4: (S3,2∨S4,2)∧(S3,1∨S4,1). From (73), it follows that
h12,U =
√
INR12INR21−−→
SNR1
and h21,U =
√
INR12INR21−−→
SNR2
. Therefore,
plugging (80) into (79) yields (34d).
This completes the proof of (37d).
Proof of (37e): From the assumption that the message
indices W1 and W2 are i.i.d. following a uniform distribution
over the sets W1 and W2, respectively, for all i ∈ {1, 2}, with
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j ∈ {1, 2}\{i}, the following holds for any k ∈ {1, 2, . . . , N}:
N
(
2Ri +Rj
)
= 2H (Wi) +H (Wj)
(a)
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Y i
ä
− h
Ä←−
Y i|Wi
ä
+ I
Ä
Xj,C ,Xi,U ;Wi,
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Y i
ä
−h (Xj,C ,Xi,U ) + h
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Y i|Wj ,←−Y j ,Xi,C
ä
+ h
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Y j
ä
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Ä
Xj,C ,Xi,U |−→Y j
ä
+N log (2pie) +Nδ(N)
(g)
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Y i|Wi
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ä
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+ h
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Y j |Xj,C ,Xi,U
ä
+N log (2pie) +Nδ(N)
6h
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ä
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Ä←−
Y i|Wi
ä
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Ä
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Y j ;Wi,
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Y i
ä
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Y i|Wj ,←−Y j ,Xi,C
ä
+ h
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Y j |Xj,C ,Xi,U
ä
+N log (2pie) +Nδ(N)
(h)
6h
Ä−→
Y i
ä
+
N∑
n=1
[
h (Xi,U,n|Xj,C,n)+h
Ä←−
Y j,n|Xj,n, Xi,U,n
ä
−3
2
log (2pie)
]
+ h
Ä−→
Y i|Wj ,←−Y j ,Xi,C
ä
+h
Ä−→
Y j |Xj,C ,Xi,U
ä
+N log (2pie) +Nδ(N)
(i)
6h
Ä−→
Y i
ä
+
N∑
n=1
[
h (Xi,U,n|Xj,C,n)+h
Ä←−
Y j,n|Xj,n, Xi,U,n
ä
−3
2
log (2pie)
]
+ h
Ä−→
Y i|Xi,C ,Xj
ä
+h
Ä−→
Y j |Xj,C ,Xi,U
ä
+N log (2pie) +Nδ(N)
6
N∑
n=1
[
h
Ä−→
Y i,n
ä
+h (Xi,U,n|Xj,C,n)+h
Ä←−
Y j,n|Xj,n, Xi,U,n
ä
−3
2
log (2pie) + h
Ä−→
Y i,n|Xi,C,n, Xj,n
ä
+h
Ä−→
Y j,n|Xj,C,n, Xi,U,n
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+N log (2pie) +Nδ(N)
=N
[
h
Ä−→
Y i,k
ä
+ h (Xi,U,k|Xj,C,k) + h
Ä←−
Y j,k|Xj,k, Xi,U,j
ä
−5
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log (2pie) + h
Ä−→
Y i,k|Xi,C,k, Xj,k
ä
+h
Ä−→
Y j,k|Xj,C,k, Xi,U,k
ä
+ 2 log (2pie) + δ(N)
]
, (81)
where, (a) follows from the fact that W1 and W2 are
mutually independent; (b) follows from considering en-
hanced receivers (see Figure 6(c) for the case i = 1)
and Fano’s inequality; (c) follows from (8) and (74);
(d) follows from (75); (e) follows from (10) and the
fact that conditioning does not increase entropy; (f) fol-
lows from the fact that h
Ä−→
Z j |Wj ,←−Y i,Xi,Xj,C
ä
−
h
Ä−→
Z i,
−→
Z j |Wi,Wj ,←−Y j ,Xi,Xj
ä
6 0; (g) follows from the
fact that h
Ä−→
Y j
ä
− h (Xj,C ,Xi,U ) + h
Ä
Xj,C ,Xi,U |−→Y j
ä
=
h
Ä−→
Y j |Xj,C ,Xi,U
ä
; (h) follows from Lemma 1 at the end of
this appendix; and (i) follows from the fact that conditioning
does not increase entropy.
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From (81), the following holds in the asymptotic regime for
any k ∈ {1, 2, . . . N}:
2Ri+Rj6h
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ä
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Y j,k|Xj,k,Xi,U,k
ä
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ä
+h
Ä−→
Y j,k|Xj,C,k, Xi,U,k
ä
−1
2
log (2pie)
61
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log
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SNRi + 2ρ
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SNRiINRij + INRij + 1
ã
−1
2
log (INRij+1)+
1
2
log
Ä
det
Ä
Var
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Y j,k, Xj,k, Xi,U,k
äää
−1
2
log (det (Var (Xj,k, Xi,U,k)))
+
1
2
log
Ä
1 +
(
1− ρ2) Ä−−→SNRi + INRjiää
−1
2
log
(
1 +
(
1− ρ2) INRji)
+
1
2
log
Ä
det
Ä
Var
Ä−→
Y j,k, Xj,C,k, Xi,U,k
äää
+2 log (2pie) .
(82)
The outer bound on (82) depends on S1,i, S2,i, S3,i, S4,i,
and S5,i via the parameter hji,U in (73). Hence, as in the
previous part, the following cases are identified:
Case 1: (S1,i∨S2,i∨S5,i). From (73), it follows that hji,U =
0. Therefore, plugging (80) into (82) yields (35a).
Case 2: (S3,i ∨ S4,i). From (73), it follows that hji,U =…
INRijINRji−−→
SNRj
. Therefore, plugging (80) into (82) yields (35b).
This completes the proof of (37e) and the proof of Theo-
rem 3.
Lemma 1: For all i ∈ {1, 2}, with j ∈ {1, 2} \ {i}, the
following holds:
I
(
Xi,C ,Xj,U ,
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Y i,Wi;
←−
Y j ,Wj
)
6 h
Ä←−
Y j |Wj
ä
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N∑
n=1
[
h (Xj,U,n|Xi,C,n) + h
Ä←−
Y i,n|Xi,n, Xj,U,n
ä
−3
2
log (2pie)
]
. (83)
Proof: Lemma 1 is proved as follows:
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,
where (a) follows from the fact that
←−
Z i,n and
←−
Z j,n are inde-
pendent of Wi, Wj , Xi,C,(1:n−1), Xj,U,(1:n−1),
←−
Y i,(1:n−1),←−
Y j,(1:n−1), Xi,(1:n), Xj,(1:n),
−→
Z j,n, and
−→
Z i,n. This com-
pletes the proof of Lemma 1.
APPENDIX D
PROOF OF THEOREM 4
The gap between the sets CG−IC−NF and CG−IC−NF (Def-
inition 2), denoted by δ, is approximated as follows:
δ=max
Å
δ∗R1 , δ
∗
R2 ,
δ∗2R
2
,
δ∗3R1
3
,
δ∗3R2
3
ã
, (84)
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where,
δ∗R1= sup
ρ′∈[0,1]
{δR1 (ρ′, ρ, µ1)} , (85a)
δ∗R2= sup
ρ′∈[0,1]
{δR2 (ρ′, ρ, µ2)} , (85b)
δ∗2R= sup
ρ′∈[0,1]
{δ2R (ρ′, ρ, µ1, µ2)} , (85c)
δ∗3R1= sup
ρ′∈[0,1]
{δ3R1 (ρ′, ρ, µ1, µ2)} , (85d)
δ∗3R2= sup
ρ′∈[0,1]
{δ3R2 (ρ′, ρ, µ1, µ2)} , (85e)
for some ρ, µ1, µ2 chosen arbitrarily, with
δR1
(
ρ′, ρ, µ1
)
= min
(
κ1,1(ρ
′), κ2,1(ρ′), κ3,1(ρ′)
)
−min
(
a2,1(ρ),a6,1(ρ, µ1)+a3,2(ρ, µ1),
a1,1+a3,2(ρ, µ1)+a4,2(ρ, µ1)
)
, (86a)
δR2
(
ρ′, ρ, µ2
)
= min
(
κ1,2(ρ
′), κ2,2(ρ′), κ3,2(ρ′)
)
−min
(
a2,2(ρ),a3,1(ρ, µ2)+a6,2(ρ, µ2),
a3,1(ρ, µ2)+a4,1(ρ, µ2)+a1,2
)
, (86b)
δ2R
(
ρ′, ρ, µ1, µ2
)
= min
(
κ4(ρ
′), κ5(ρ′), κ6(ρ′)
)
−min
(
a2,1(ρ) + a1,2, a1,1 + a2,2(ρ),
a3,1(ρ, µ2) + a1,1 + a3,2(ρ, µ1) + a7,2(ρ, µ1, µ2),
a3,1(ρ, µ2) + a5,1(ρ, µ2) + a3,2(ρ, µ1) + a5,2(ρ, µ1),
a3,1(ρ, µ2) + a7,1(ρ, µ1, µ2) + a3,2(ρ, µ1) + a1,2
)
,
(86c)
δ3R1
(
ρ′, ρ, µ1, µ2
)
= κ7,1(ρ
′)
−min
(
a2,1(ρ) + a1,1 + a3,2(ρ, µ1) + a7,2(ρ, µ1, µ2),
a3,1(ρ, µ2) + a1,1 + a7,1(ρ, µ1, µ2) + 2a3,2(ρ, µ1)
+a5,2(ρ, µ1), a2,1(ρ) + a1,1 + a3,2(ρ, µ1)
+a5,2(ρ, µ1)
)
, (86d)
δ3R2
(
ρ′, ρ, µ1, µ2
)
= κ7,2(ρ
′)
−min
(
a3,1(ρ, µ2) + a5,1(ρ, µ2) + a2,2(ρ) + a1,2,
a3,1(ρ, µ2) + a7,1(ρ, µ1, µ2) + a2,2(ρ) + a1,2,
2a3,1(ρ, µ2) + a5,1(ρ, µ2) + a3,2(ρ, µ1) + a1,2
+a7,2(ρ, µ1, µ2)
)
. (86e)
Note that δ∗R1 and δ
∗
R2
represent the gap between an
achievable individual rate bound (determined by ρ, µ1, µ2) and
the active converse individual rate bound; δ∗2R represents the
gap between an achievable sum-rate bound (determined by
ρ, µ1, µ2) and the active converse sum-rate bound; δ∗3R1 and
δ∗3R2 represent the gap between an achievable weighted sum-
rate bound (determined by ρ, µ1, µ2) and the active converse
weighted sum-rate bound.
It is important to highlight that, as suggested in [3], [5],
and [25], the gap between CG−IC−NF and CG−IC−NF can
be calculated more precisely. However, the approximation in
(84) eases the calculations at the expense of less precision.
A key point in order to find the gap between the achievable
region and the converse region is to choose convenient values
of ρ, µ1, and µ2, such that the optimization problem in (86)
becomes an optimization only on ρ′ ∈ [0, 1]. The following
describes all the key cases.
Case 1: INR12 >
−−→
SNR1 and INR21 >
−−→
SNR2. This case
corresponds to the scenario in which both transmitter-receiver
pairs are in high interference regime (HIR). Three subcases
follow considering the SNR in the feedback links.
Case 1.1:
←−−
SNR2 6
−−→
SNR1 and
←−−
SNR1 6
−−→
SNR2. The choice
is: ρ = 0, µ1 = 0, and µ2 = 0.
Case 1.2:
←−−
SNR2 >
−−→
SNR1 and
←−−
SNR1 >
−−→
SNR2. The choice
is: ρ = 0, µ1 = 1, and µ2 = 1.
Case 1.3:
←−−
SNR2 6
−−→
SNR1 and
←−−
SNR1 >
−−→
SNR2. The choice
is: ρ = 0, µ1 = 0, and µ2 = 1.
Case 2: INR12 6
−−→
SNR1 and INR21 6
−−→
SNR2. This case
corresponds to the scenario in which both transmitter-receiver
pairs are in low interference regime (LIR). There are twelve
subcases that must be studied separately.
In the following four subcases, the choice is: ρ = 0, µ1 = 0,
and µ2 = 0.
Case 2.1:
←−−
SNR1 6 INR21,
←−−
SNR2 6 INR12,
INR12INR21 >
−−→
SNR1 and INR12INR21 >
−−→
SNR2.
Case 2.2:
←−−
SNR1 6 INR21,
←−−
SNR2INR21 6
−−→
SNR2,
INR12INR21 >
−−→
SNR1 and INR12INR21 <
−−→
SNR2.
Case 2.3:
←−−
SNR1INR12 6
−−→
SNR1,
←−−
SNR2 6 INR12,
INR12INR21 <
−−→
SNR1 and INR12INR21 >
−−→
SNR2.
Case 2.4:
←−−
SNR1INR12 6
−−→
SNR1,
←−−
SNR2INR21 6
−−→
SNR2,
INR12INR21 <
−−→
SNR1 and INR12INR21 <
−−→
SNR2.
In the following four subcases, the choice is:
ρ = 0, µ1 =
INR221
←−−
SNR2
(INR21−1)
(
INR21
←−−
SNR2+
−−→
SNR2
) , and
µ2 =
INR212
←−−
SNR1
(INR12−1)
(
INR12
←−−
SNR1+
−−→
SNR1
) .
Case 2.5:
←−−
SNR1 > INR21,
←−−
SNR2 > INR12,
INR12INR21 >
−−→
SNR1 and INR12INR21 >
−−→
SNR2.
Case 2.6:
←−−
SNR1 > INR21,
←−−
SNR2INR21 >
−−→
SNR2,
INR12INR21 >
−−→
SNR1 and INR12INR21 <
−−→
SNR2.
Case 2.7:
←−−
SNR1INR12 >
−−→
SNR1,
←−−
SNR2 > INR12,
INR12INR21 <
−−→
SNR1 and INR12INR21 >
−−→
SNR2.
Case 2.8:
←−−
SNR1INR12 >
−−→
SNR1,
←−−
SNR2INR21 >
−−→
SNR2,
INR12INR21 <
−−→
SNR1 and INR12INR21 <
−−→
SNR2.
In the following four subcases, the choice is: ρ = 0, µ1 = 0,
and µ2 =
INR212
←−−
SNR1
(INR12−1)
(
INR12
←−−
SNR1+
−−→
SNR1
) .
Case 2.9:
←−−
SNR1 > INR21,
←−−
SNR2 6 INR12,
INR12INR21 >
−−→
SNR1 and INR12INR21 >
−−→
SNR2.
Case 2.10:
←−−
SNR1 > INR21,
←−−
SNR2INR21 6
−−→
SNR2,
INR12INR21 >
−−→
SNR1 and INR12INR21 <
−−→
SNR2.
Case 2.11:
←−−
SNR1INR12 >
−−→
SNR1,
←−−
SNR2 6 INR12,
INR12INR21 <
−−→
SNR1 and INR12INR21 >
−−→
SNR2.
Case 2.12:
←−−
SNR1INR12 >
−−→
SNR1,
←−−
SNR2INR21 6
−−→
SNR2,
INR12INR21 <
−−→
SNR1 and INR12INR21 <
−−→
SNR2.
Case 3: INR12 >
−−→
SNR1 and INR21 6
−−→
SNR2. This case
corresponds to the scenario in which transmitter-receiver pair
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1 is in HIR and transmitter-receiver pair 2 is in LIR. There
are four subcases that must be studied separately.
In the following two subcases, the choice is: ρ = 0, µ1 = 0,
and µ2 = 0.
Case 3.1:
←−−
SNR2 6 INR12 and INR12INR21 >
−−→
SNR2.
Case 3.2:
←−−
SNR2INR21 6
−−→
SNR2 and INR12INR21 <−−→
SNR2.
In the following two subcases, the choice is: ρ = 0, µ1 = 1,
and µ2 = 0.
Case 3.3:
←−−
SNR2 > INR12 and INR12INR21 >
−−→
SNR2.
Case 3.4:
←−−
SNR2INR21 >
−−→
SNR2 and INR12INR21 <−−→
SNR2.
The following is the calculation of the gap δ in Case 1.1.
1) Calculation of δ∗R1 .
From (86a) and considering the choice of values: ρ = 0,
µ1 = 0 and µ2 = 0, it follows that
δ∗R16 sup
ρ′∈[0,1]
{
min
(
κ1,1(ρ
′), κ2,1(ρ′), κ3,1(ρ′)
)}
−min
(
a6,1(0, 0), a1,1 + a4,2(0, 0)
)
. (87)
Note that in this case:
κ1,1(ρ
′)=
1
2
log
(
b1,1(ρ
′) + 1
)
(a)
6 1
2
log
Å−−→
SNR1+2
»−−→
SNR1INR12+INR12+1
ã
(b)
6 1
2
log
Ä
2
−−→
SNR1 + 2INR12 + 1
ä
6 1
2
log
Ä−−→
SNR1 + INR12 + 1
ä
+
1
2
, (88a)
κ2,1(ρ
′)=
1
2
log (1 + b4,1(ρ
′) + b5,2(ρ′))
6 1
2
log
Ä−−→
SNR1 + INR21 + 1
ä
, (88b)
κ3,1(ρ
′)=
1
2
log
(
b4,1(ρ
′) + 1
)
+
1
2
log
Ç←−−
SNR2 (b4,1(ρ
′)+b5,2(ρ′)+1)
(b1,2(1)+1) (b4,1(ρ′)+1)
+1
å
(c)
6 1
2
log
Ä−−→
SNR1 + 1
ä
+
1
2
log
Ñ ←−−
SNR2
Ä−−→
SNR1+INR21+1
äÄ−−→
SNR2+INR21+1
äÄ−−→
SNR1+1
ä+1é
=
1
2
log
Ñ←−−
SNR2
Ä−−→
SNR1+INR21+1
ä
−−→
SNR2 + INR21 + 1
+
−−→
SNR1+1
é
,
(88c)
where (a) follows from the fact that 0 6 ρ′ 6 1; (b)
follows from the fact thatÅ»−−→
SNR1 −
√
INR12
ã2
> 0; (89)
and (c) follows from the fact that κ3,1(ρ′) is a mono-
tonically decreasing function of ρ′.
Note also that the achievable bound a1,1 + a4,2(0, 0) is
lower bounded as follows:
a1,1+a4,2(0, 0) =
1
2
log
Ç−−→
SNR1
INR21
+ 2
å
+
1
2
log
(
INR21 + 1
)
− 1
>1
2
log
Ç−−→
SNR1
INR21
+ 2
å
+
1
2
log
(
INR21
)
− 1
=
1
2
log
Ä−−→
SNR1 + 2INR21
ä
− 1
=
1
2
log
Ä−−→
SNR1 + INR21 + INR21
ä
− 1
>1
2
log
Ä−−→
SNR1 + INR21 + 1
ä
− 1. (90)
From (87), (88) and (90), assuming that
a1,1 + a4,2(0, 0) < a6,1(0, 0), it follows that
δ∗R16 sup
ρ′∈[0,1]
{
min
(
κ1,1(ρ
′), κ2,1(ρ′), κ3,1(ρ′)
)}
−
(
a1,1 + a4,2(0, 0)
)
6 sup
ρ′∈[0,1]
κ2,1(ρ
′)−
(
a1,1 + a4,2(0, 0)
)
61. (91)
Now, assuming that a6,1(0, 0) < a1,1 + a4,2(0, 0), the
following holds:
δ∗R16 sup
ρ′∈[0,1]
{
min
(
κ1,1(ρ
′), κ2,1(ρ′), κ3,1(ρ′)
)}
−a6,1(0, 0). (92)
To calculate an upper bound for (92), the following cases
are considered:
Case 1.1.1:
−−→
SNR1 > INR21 ∧ −−→SNR2 < INR12,
Case 1.1.2:
−−→
SNR1 < INR21 ∧ −−→SNR2 > INR12, and
Case 1.1.3:
−−→
SNR1 < INR21 ∧ −−→SNR2 < INR12.
In Case 1.1.1, from (88) and (92), it follows that
δ∗R16 sup
ρ′∈[0,1]
κ2,1(ρ
′)− a6,1(0, 0)
61
2
log
Ä−−→
SNR1+INR21+1
ä
− 1
2
log
Ä−−→
SNR1+2
ä
+
1
2
61
2
log
Ä−−→
SNR1+
−−→
SNR1+1
ä
− 1
2
log
Ä−−→
SNR1+2
ä
+
1
2
61. (93)
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In Case 1.1.2, from (88) and (92), it follows that
δ∗R16 sup
ρ′∈[0,1]
κ3,1(ρ
′)− a6,1(0, 0)
61
2
log
Ñ←−−
SNR2
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ä
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SNR1+1
é
−1
2
log
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ä
+
1
2
61
2
log
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−1
2
log
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ä
+
1
2
61
2
log
Ä−−→
SNR1 +
−−→
SNR1 + 1
ä
−1
2
log
Ä−−→
SNR1 + 2
ä
+
1
2
61. (94)
In Case 1.1.3 two additional cases are considered:
Case 1.1.3.1:
−−→
SNR1 >
−−→
SNR2 and
Case 1.1.3.2:
−−→
SNR1 <
−−→
SNR2.
In Case 1.1.3.1, from (88) and (92), it follows that
δ∗R16 sup
ρ′∈[0,1]
κ3,1(ρ
′)− a6,1(0, 0)
61
2
log
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SNR2
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SNR1+INR21+1
ä
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SNR1+1
é
−1
2
log
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ä
+
1
2
=
1
2
log
Ä−−→
SNR1 + 1
ä
+
1
2
log
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SNR2
Ä−−→
SNR1 + INR21 + 1
äÄ−−→
SNR2+INR21+1
ä Ä−−→
SNR1+1
ä+1é
−1
2
log
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SNR1 + 2
ä
+
1
2
61
2
log
Ç−−→
SNR1 (INR21 + INR21 + INR21)
INR21
−−→
SNR1
+ 1
å
+
1
2
=
3
2
. (95)
In Case 1.1.3.2, from (88) and (92), it follows that
δ∗R16 sup
ρ′∈[0,1]
κ3,1(ρ
′)− a6,1(0, 0)
61
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log
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SNR2 + INR21 + 1
+
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é
−1
2
log
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SNR1 + 2
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+
1
2
61
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log
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− 1
2
log
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2
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2
log
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−−→
SNR1 + 1
ä
− 1
2
log
Ä−−→
SNR1 + 2
ä
+
1
2
61. (96)
Then, from (91), (93), (94), (95), and (96), it follows
that in Case 1.1:
δ∗R16
3
2
. (97)
The same procedure holds to calculate δ∗R2 and it yields:
δ∗R26
3
2
. (98)
2) Calculation of δ∗2R. From (86c) and considering the val-
ues ρ = 0, µ1 = 0, and µ2 = 0, it follows that
δ∗2R6 sup
ρ′∈[0,1]
{
min
(
κ4(ρ
′), κ5(ρ′), κ6(ρ′)
)}
−min
(
a2,1(0) + a1,2, a1,1 + a2,2(0),
a5,1(0, 0) + a5,2(0, 0)
)
6 sup
ρ′∈[0,1]
{
min
(
κ4(ρ
′), κ5(ρ′)
)}
−min
(
a2,1(0) + a1,2, a1,1 + a2,2(0),
a5,1(0, 0) + a5,2(0, 0)
)
. (99)
Note that
κ4(ρ
′) =
1
2
log
Å
1+
b4,1(ρ
′)
1 + b5,2(ρ′)
ã
+
1
2
log
Å
b1,2(ρ
′) + 1
ã
6 1
2
log
Å
1 +
b4,1(ρ
′)
b5,2(ρ′)
ã
+
1
2
log
Å
b1,2(ρ
′) + 1
ã
=
1
2
log
Ç
1 +
−−→
SNR1
INR21
å
+
1
2
log
Å
b1,2(ρ
′) + 1
ã
(h)
6 1
2
log
Ç
1 +
−−→
SNR1
INR21
å
+
1
2
log
Ä
2
−−→
SNR2 + 2INR21 + 1
ä
,
6 1
2
log
Ç
1 +
−−→
SNR1
INR21
å
+
1
2
log
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SNR2 + INR21 + 1
ä
+
1
2
6 1
2
log
Ç
2 +
−−→
SNR1
INR21
å
+
1
2
log
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SNR2 + INR21 + 1
ä
+
1
2
, (100a)
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and
κ5(ρ
′)=
1
2
log
Å
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1 + b5,1(ρ′)
ã
+
1
2
log
Å
b1,1(ρ
′)+1
ã
6 1
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log
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1 +
b4,2(ρ
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+
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2
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ã
=
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2
log
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+
1
2
log
Å
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ã
(i)
6 1
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log
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SNR1 + 2INR12 + 1
ä
6 1
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, (100b)
where (h) follows from the fact thatÅ»−−→
SNR2 −
√
INR21
ã2
> 0; (101)
and (i) follows from the fact thatÅ»−−→
SNR1 −
√
INR12
ã2
> 0. (102)
From (99) and (100), assuming that a2,1(0) + a1,2 <
min
(
a1,1 + a2,2(0), a5,1(0, 0) + a5,2(0, 0)
)
, it follows
that
δ∗2R6 sup
ρ′∈[0,1]
{
min
(
κ4(ρ
′), κ5(ρ′)
)}
−
(
a2,1(0) + a1,2
)
6 sup
ρ′∈[0,1]
κ5(ρ
′)−
(
a2,1(0) + a1,2
)
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log
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log
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log
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+ 2
å
+ 1
=
3
2
. (103)
From (99) and (100), assuming that a1,1 + a2,2(0) <
min
(
a2,1(0) + a1,2, a5,1(0, 0) + a5,2(0, 0)
)
, it follows
that
δ∗2R6 sup
ρ′∈[0,1]
{
min
(
κ4(ρ
′), κ5(ρ′)
)}
−
(
a1,1 + a2,2(0)
)
6 sup
ρ′∈[0,1]
κ4(ρ
′)−
(
a1,1 + a2,2(0)
)
61
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log
Ä−−→
SNR2 + INR21 + 1
ä
−1
2
log
Ç−−→
SNR1
INR21
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2
. (104)
Now, assume that a5,1(0, 0)+a5,2(0, 0) < min(a2,1(0)+
a1,2, a1,1 + a2,2(0)). In this case, the following holds:
δ∗2R6 sup
ρ′∈[0,1]
{
min
(
κ4(ρ
′), κ5(ρ′)
)}
−
(
a5,1(0, 0) + a5,2(0, 0)
)
. (105)
To calculate (105), the cases 1.1.1, 1.1.2, and 1.1.3
defined above are analyzed hereunder.
In Case 1.1.1, a5,1(0, 0) + a5,2(0, 0) is lower bounded
as follows:
a5,1(0, 0)+a5,2(0, 0) =
1
2
log
Ç−−→
SNR1
INR21
+INR12+1
å
+
1
2
log
Ç−−→
SNR2
INR12
+INR21+1
å
−1
>1
2
log (INR12 + 1)− 1. (106)
From (100), (105), and (106), it follows that
δ∗2R6 sup
ρ′∈[0,1]
{
min
(
κ4(ρ
′), κ5(ρ′)
)}
−
(
a5,1(0, 0)+a5,2(0, 0)
)
6 sup
ρ′∈[0,1]
κ5(ρ
′)−
(
a5,1(0, 0) + a5,2(0, 0)
)
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61
2
log (3) + 2. (107)
In Case 1.1.2, a5,1(0, 0) + a5,2(0, 0) is lower bounded
31
as follows:
a5,1(0, 0)+a5,2(0, 0) =
1
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+
1
2
log
Ç−−→
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å
− 1
>1
2
log (INR21 + 1)− 1. (108)
From (100), (105), and (108), it follows that
δ∗2R6 sup
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In Case 1.1.3, from (100), (105), and (106), it follows
that
δ∗2R6 sup
ρ′∈[0,1]
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−
(
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Then, from (103), (104), (107), (109), and (110), it
follows that in Case 1.1:
δ2R∗62 + 1
2
log (3) . (111)
3) Calculation of δ3R1 . From (86d) and considering the
choice ρ = 0, µ1 = 0, and µ2 = 0, it follows that
δ∗3R16 sup
ρ′∈[0,1]
κ7,1(ρ
′)−
(
a1,1+a7,1(0, 0, 0)+a5,2(0, 0)
)
.
(112)
The sum a1,1+a7,1(0, 0, 0)+a5,2(0, 0) is lower bounded
as follows:
a1,1+a7,1(0, 0, 0) + a5,2(0, 0) =
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2
. (113)
When the term κ7,1(ρ′) is active in the converse region,
for a given ρ′ ∈ [0, 1], it is upper bounded by the sum
κ1,1(ρ
′)+κ4(ρ′), i.e., the sum of the single rate and sum-
rate outer bounds respectively, and this is upper bounded
as follows:
κ7,1(ρ
′)6κ1,1(ρ′) + κ4(ρ′)
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. (114)
From (112), (113) and (114), it follows that in Case 1.1:
δ∗3R16
1
2
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The same procedure holds in the calculation of δ∗3R2 and
it yields:
δ∗3R263. (116)
Therefore, in Case 1.1, from (84), (98), (97), (111),
(115) and (116) it follows that
δ=sup
Å
δ∗R1 , δ
∗
R2 ,
δ∗2R
2
,
δ∗3R1
3
,
δ∗3R2
3
ã
6 3
2
. (117)
This completes the calculation of the gap in Case 1.1. Ap-
plying the same procedure to all the other cases listed above
yields that δ 6 4.4 bits.
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