This paper presents SHiMmer, a wireless platform for sensing and actuation that combines localized processing with energy harvesting to provide long-lived structural health monitoring. The life-cycle of the node is significantly extended by the use of super-capacitors for energy storage instead of batteries. During this period the node is expected to work completely maintenance-free. The node is capable of harvesting up to 780J per day. This makes it completely selfsufficient while employed in real structural health monitoring applications. Unlike other sensor networks that periodically monitor a structure and route information to a base station, our device acquires the data and processes it locally after being radio-triggered by an external agent. The localized processing allows us to avoid issues due to network congestion. Our experiments show that its 32-bits computational core can run at 100MIPS for 15 minutes daily.
INTRODUCTION
Sensor networks have been deployed in a wide variety of fields related to public safety. Examples include landslide detection [2] , search and rescue [13] , and fire detection in buildings [8] . Structural monitoring has also become a prominent application of wireless sensor networks in the interest of public safety. Structural health monitoring (SHM) aims to detect damage in civil, military and aerospace structures such as bridges, aerial vehicles, tanks and oil rigs at an early stage of the evolution. Many of these structures require daily monitoring (e.g. military planes), while others need to be checked less frequently, such as bridges. The monitoring process is based on measuring and analyzing the dynamic response of a system to an environmental or an ad hoc stimulus to assess its integrity in near real time.
In order to monitor structures with a high degree of accuracy, it is often required to instrument the structure with a high density of sensors. The installation of a wired sensor network can be prohibitively expensive, since it may require changes to the structure itself (e.g. drilling holes in walls) and take several months in big buildings and infrastructures. By contrast, wireless sensor networks provide structural engineers with a cheap and effective way to instrument a structure and collect data regarding it, by eliminating the need to cable the structure under test.
Wireless sensor networks, however, also create complexities of their own. In particular, sensor nodes have severe energy constraints. Battery-powered sensor nodes need periodical human intervention, in order to recharge or replace batteries. The life-cycle of batteries is only a few years. Some solutions allow the life-cycle to be extended [7] [30], but after 10 years their capacity is reduced by 50% [28] . This would result in considerably high maintenance costs. A typical solution to this is to equip sensors with an energy harvesting circuit which collects energy from the environment, such as with solar cells. Aside from energy harvesting nodes, a few wireless sensor nodes have been built for SHM applications [34] [24] [22] . Since they focus only on passive sensing, these solutions have limited computational power and acquisition fidelity. In addition to that, they do not implement any energy harvesting techniques.
In this paper, we present SHiMmer, a system that shows it is indeed feasible to build an active SHM sensor network comprised of energy self-sufficient nodes which perform all the damage detection analysis locally. This technique of localized computation, known as active networking, has appeared in sensor networks, but only to a limited degree [18] . However, our use of the term active has wider implications, in that our node actively controls an actuator to excite the structure under test, before the sensing phase. SHiMmer can generate actuation waves of up to 1MHz frequency and 15V peakto-peak amplitude. In addition to this, the node achieves a very high level of fidelity in the acquisition phase by sampling at a 10MSPS frequency. In terms of energy harvesting, our node can harvest up to 780J per day and its 32-bits computational core can run at 100MIPS for 15 minutes daily. The energy is stored in super-capacitors. Their use doubles the nodes life-cycle with respect to rechargeable battery-powered systems, extending it up to 20 years [28] . During this period the device is expected to work completely maintenance free.
The remainder of the paper is outlined as follows. We first review the state-of-the-art in the wireless sensor networks field. Then we provide a general background about SHM techniques and discuss specific solutions involving wireless networks. Subsequently, we outline the requirements of our SHM application and detail the hardware and software architecture we have built to support it.
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RELATED WORK
Wireless sensor networks have traditionally not included much computing power in sensor nodes because of the energy needed to perform such a computation. In-network computation has been minimal and used predominantly by the database community, such as with TinyDB [21] , and routing techniques with more knowledge about the properties of the data [20] [14] . In our solution, we push the full computation of the sampled data directly onto the node and route only the results that we want.
Considerable work has also been done regarding energy harvesting sensor nodes. Two recent ones are Heliomote [27] and Prometheus [15] . In these solutions, the energy is harvested from solar panels and then stored into super-capacitors and/or rechargable lithium batteries. In contrast, SHiMmer uses only supercapacitors since it is designed for large structures that have long lifespan and high cost of frequent battery replacements.
Some wireless sensor nodes have been built and tested in real SHM scenarios [35] [19] . However, the authors are not aware of any realization of sensor nodes with energy harvesting capabilities for SHM applications. Moreover, the previous designs have only small computational capabilities, which simply acquire the data and route it to a base station for further processing. There have also been solutions that have focused on the programming environment for structural engineers such as NetSHM [6] . This solution, although it provides a richer framework to analyze the structure under test, must still route the sampled data to a base station for further processing. By contrast, in this paper we present a platform with both high computational power and energy harvesting capabilities, which shows the feasibility of localized computation in SHM wireless sensor networks.
BACKGROUND 3.1 SHM Methods
A major focus of the structural engineering community is to develop systems and structures that can monitor their own structural integrity in real time. Besides preventing catastrophic failures, online damage detection would reduce costs by minimizing maintenance and inspection cycles. One of the most promising means of developing these selfmonitoring structures is through the integration of smart materials into the structures themselves. Smart materials are materials that couple two forms of energy such as magnetic and mechanical energy for magnetorheological fluid, heat and mechanical energy for shape memory alloy, and electric and mechanical energy for piezoceramics. As a consequence, these materials can often serve as both sensors and actuators. In this project we use Lead-Zirconate-Titanate (PZT) piezoelectric transducers, whose usefulness and effectiveness in SHM applications have been investigated [12] [29] . Commercial PZT devices are fairly low cost and small-sized so they can be integrated at high density in structures in an unobtrusive and inexpensive way. The impedance-based technique and the Lamb waves technique are nondestructive evaluation (NDE) methods, which utilize the benefits of piezoelectric materials and show great promises for structural health monitoring systems.
The basic concept of the impedance-based method is to use highfrequency vibrations to monitor the local area of a structure for changes in structural impedance that would indicate damage or incipient damage. This is possible using piezoelectric sensor/actuators whose electrical impedance is directly related to the structure's mechanical impedance. The impedance measurements can easily give information on changing parameters, such as resonant frequencies, that will allow for the detection and location of damage.
Lamb waves are a form of elastic perturbation which can propagate in a solid [17] . They are considered the preferred choice for defect detection in plate-like structures [11] . In the first step of the Lamb waves method consists, a PZT actuator, integrated into a structure is vibrated by applying a proper electrical signal to it. Given the coupling between the electrical and mechanical domains which characterizes these kinds of devices, the shape, amplitude and frequency of the input wave determine the features of the actuator vibration. After that, the sensing phase begins, during which the response of the structure to the vibration is sampled by means of a second PZT device which serves as a sensor. In a way dual to the actuating process, the sensor produces an electrical signal with properties correlated to the vibration acting on it [23] . The response of the structure depends on its state of integrity. Presence of cracks, delaminations or other defects will alter the shape of the wave produced by the PZT sensor with respect to a damage-free condition. Thus, it is possible to monitor the structure health condition by analyzing the differences between the two waves [1] [16] . An example of this is shown in Figure 1 . Several kinds of analysis can be performed, both in the time and frequency domains. A thorough review can be found in [23] and [36] . 
Requirements
The development of SHiMmer is part of a joint project with the Los Alamos National Laboratory (LANL). The project aims to develop a wireless sensor network to be deployed over civil infrastructure and mechanical systems for SHM purposes. Bridges, industrial plants and military assets such as large airplanes and ships are the structures to be monitored. The network is comprised of two layers of sensor nodes characterized by different complexity and capabilities (see Figure 2 ). The first network layer, composed of RFID sensing devices coupled with PZTs, uses an RF signal provided by the unmanned aerial vehicle (UAV) to detect peak strain. If unsafe values of peak strain are found by the UAV, then SHiMmer nodes are activated to detect and localize damage. SHiMmer node uses one of its 16 PZTs to actuate a lamb wave within the structure that is then sensed by another PZT. Detection and localization of damage is done at the node. The results can either be stored in memory, or immediately transmitted back to the UAV.
Figure 2: Monitoring System
Many of the structures under consideration, such as airplanes or ships, need to be monitored daily to evaluate the deterioration due to their normal use. Clearly, the assessment of the structure's integrity needs to also be performed after events such as earthquakes. Thus, we require that the node wake up at once a day, acquire the data, run the analysis algorithm and transmit the results. To attain this objective, the architecture of the node has been structured in such a way that the power consumption be near zero during the phase of inactivity, corresponding to most of the day. This has been achieved both by an accurate choice of components and by the implementation of power-aware solutions in the node architecture.
The damage detection approach used in our system is based on Lamb Waves method. This method offers the possibility of detecting and localizing a damage in the structure under test with high accuracy [31] . The method usually uses a set of piezoelectric devices organized in a grid, placed over a portion of the structure under test. The high accuracy in the localization is achieved by sensing multiple paths between the devices in the grid ( Figure 3 ). As mentioned, the network can be deployed over a variety of structures, made of different materials. The frequency and amplitude of the actuation wave and the sampling rate of the structures response are two key factors for the success and quality of the analysis [1] . Proper actuation frequency and amplitude have to be chosen in relation to the material of the structure.
Given these operational requirements, our sensor node can interface up to 16 PZT devices. The PZTs are directly connected to SHiMmer. A multiplexer and a demultiplexer allow the selection of a specific pair as the actuator and the sensor for each acquisition operation. The actuation section of the node is capable of controlling a PZT device with waves up to 1MHz frequency, with a 15V peak-to-peak maximum amplitude. The sampling rate of the A/D conversion is set at 10MHz because of the accuracy needs of the sensed wave in the time domain. The expected response of the structure is at the same frequency as the actuating wave. Thus, the Nyquist theorem requires a sampling rate of at least 2MHz to be used in our application. But then, the waveform should be reconstructed using the formula where Ts is the sampling period and x(kTs) are the samples of the signal. To avoid running a reconstruction algorithm, we have set the sampling frequency at 10MSPS, so that we acquire 10 samples per period in the case of an actuating wave at the maximum frequency of 1MHz. This allow us to achieve the required accuracy in the time domain, without the need for further processing of the samples by the DSP. As for the data processing, the computational characteristics and the configurability of the DSP enables the node to run most of the analysis algorithms typically needed [32] . However, for test purposes we have successfully implemented a fast fourier transform (FFT) which is an essential component of SHM algorithms. Detailed results and algorithm description are provided in Section 5 and Section 6.
HARDWARE ARCHITECTURE
The node has to accomplish several tasks: communication with the UAV, control of the PZT devices in the actuation process, sampling of the response of the structure and processing of the acquired data. These tasks involve activities both in the analog and digital domains, with very different requirements in terms of power, peak currents and supply voltages. Figure 4 shows the node architecture and Table 1 lists the main platform components.
To coordinate all these activities, the node has been provided with a low power microcontroller which consumes less than 1mA in active mode and only 5uA in sleep mode [3] . The microcontroller is interfaced with a radio transceiver working in the 433MHz band [5], a 32-bits DSP [33] and an EEPROM storing the code for the DSP. The microcontroller also controls a network of CMOS switches used to selectively disconnect the different parts of the node from the power source. A passive radio-triggering circuit is used to generate an interrupt to wake it up when a proper signal is sent by the UAV. As a consequence, the microcontroller is the only component drawing current from the power source in sleep mode. This results in very low power consumption in the quiescent state. After waking up, the microcontroller switches on the other parts of the node and relinquishes control to the DSP.
The DSP is interfaced to 1Mb of SRAM, a DAC and two signal conditioning stages dedicated respectively to the output wave generation and to the input signal filtering and pre-amplification. The external SRAM is used to store the samples generated by the A/D converter integrated in the DSP. The sensing phase lasts for about 1ms. Therefore, a data series is composed by 10K samples, given the desired sampling frequency (10MSPS). The resolution of the A/D converter integrated in the DSP is 12 bits. As a result, a data series occupies 20KB. This has imposed the size of the external RAM, which has to be capable enough to store a data series and provide the space needed during the data processing. An FFT algorithm on N samples requires 2N memory locations. With respect to this, a 64KB SRAM would have been sufficient. To provide the node with the capability of running more complex algorithms, we have chosen a 128KB memory. In addition, the short access time of the chosen memory chip allows the data to be transferred easily in a sampling period.
The DAC has a 12-bit resolution and works at a 20MSPS update frequency. The input port width allows a sample to be received in a single transfer. The high update frequency is needed to generate the output wave with an adequate accuracy. The DAC complementary current outputs are amplified and converted to a voltage by the actuation conditioning stage. This stage is the part of the node associated to the highest requirement in terms of peak current. A PZT device is a capacitive load and the actuators used in our application show an input capacitance in the 5-10nF range. The maximum current to be provided while driving a capacitance with a sine wave is given by the formula where f is the frequency of the signal applied to the capacitance and VPP is the peak-to-peak wave amplitude. To control the PZT devices and achieve the desired actuation performances, a peak-topeak wave amplitude in the range 10-20V is required. By choosing a high current output amplifier we have been able to generate waves of up to 15V peak-to-peak amplitudes, corresponding to a peak current of 470mA.
The DSP also controls a multiplexer and a demultiplexer, which are used to select a specific couple of external piezoelectric devices. The actuation multiplexer is not directly interfaced to the PZT devices, but to relays inserted between the output of the amplification stage and the PZTs (Figure 5) . We have decided to use the relays due to the high current peak associated with the actuation process, which exceeds the maximum ratings of commercial multiplexers. The extremely low on resistance of the relays (< 0.1) minimizes the power dissipation and avoids a reduction of the output voltage swing. 
Energy Harvesting
SHiMmer is equipped with a an energy harvesting circuit ( Figure 6 ) which collects energy by means of solar cells and stores it in supercapacitors. No batteries are included in the node because of their lower durability and faster performance degradation [28] . The solar cells integrated in the node sum up to an area of 100cm2 and can produce up to 360mW in sunny conditions, and more than an order of magitude smaller in cloudy conditions. The super-capacitors are commercial devices with a working voltage of 2.5V and a low ESR, which results in a low leakage current. The node is provided with a total capacity of 250F. Thus, the maximum energy which can be stored is 780J.
A 2.5V voltage regulator connected to the solar cells charges the super-capacitors. The component can be associated with a maximum power point tracking circuit to maximize the efficiency of the charge process [26] [25] . The supply voltage for the microcontroller is produced by a 3.3V boost converter directly connected to the supercapacitor. Its minimum input voltage is 0.8V. As a consequence, the exploitable amount of energy is reduced to 700J. In addition to the harvesting circuit, the node includes the components needed to produce the suitable supply voltage for its different parts. The DSP requires 1.8V for its digital core and 3.3V for the analog interfaces, while the signal conditioning stages The microcontroller can completely disconnect all the converters from the super-capacitors when entering the sleep state by controlling CMOS switches inserted between the super-capacitors and the converters input pins. This solution allows the node to achieve a power consumption during the sleep phase as low as 100uA. As a result, the node consumes 26J per day while inactive and over 96% of the stored energy can be used for acquisition and computation. SHiMmer offers an outstanding performance in sleepmode, the energy section delivers a high peak current and continuous power during the operational phases. Given the amount of energy which can be harvested in one day and stored in the supercapacitor, the DSP can work at its maximum speed for 15 minutes. This time interval is enough to execute the damage detection analysis as described in Section 6.
Radio Triggering Circuit
The radio-triggering circuit is a passive circuit connected to a planar antenna working in the 2.4GHz band and to an external interrupt pin of the microcontroller. The circuit has low barrier schottky diodes and capacitors which form a charge pump [10] . The topology of the circuit is shown in Figure 7 . The network of diodes and capacitors rectifies the signal received by the antenna. The microcontroller requires 2.0V to trigger an interrupt. The output voltage depends on the complexity of the circuit, i.e. on the number of diodes and capacitors used. Thus, depending on operational conditions, the circuit can be tuned to obtain the required output level. The number of components can be kept low using chips integrating two diodes in the same package. Finally, the output of the triggering circuit can be used to turn on the gate of a MOSFET acting as a pull-up for the interrupt pin of the microcontroller. Since MOSFETs can have a threshold voltage as low as 0.2V, this further reduces the minimum voltage the circuit needs to output to wake-up the node. As a consequence, the power of the radio triggering signal can be reduced as well. 
SOFTWARE ARCHITECTURE
The two main components of the code are the microcontroller code and the DSP code. Operating system primitives such as interrupt service routines, radio communication, and power management are handled by the microcontroller, while the DSP handles the highlevel aspects of structural health monitoring, such as wave actuation, response sampling, and analysis.
Microcontroller
The core of the microcontroller code can be thought of as a state machine where each state represents what operations should be performed and the transitions represent task completions or interrupt firing. The basic use case of the system is shown in Figure 8 . An external agent (e.g. UAV) sends the sensor a signal, which wakes up the microcontroller. As a result, the microcontroller powers on and configures the radio transceiver, and waits for a command. If a false trigger occurred, the correct command does not arrive within the time slot allotted and the microcontroller returns to deep sleep.
When a correct command is received, the microcontroller starts up the detection sequence. It first powers up the rest of the system, namely the DSP, its external EEPROM and SRAM, and the signal conditioning stages. Once this is complete, the microcontroller enables the DSP which begins actuating, sampling, and processing the necessary data. The details of the DSP operation are described in the following section. When the data has been processed, the result, indicating if there is damage or not, is transmitted to the microcontroller. Then, the microcontroller shuts down the power supplies of all other parts of the node except for the transceiver. Finally, the end result is transmitted back to the external agent and the radio transceiver is powered down too. Figure 8 summarizes the states and transitions of the microcontroller for a typical use case from a behavioral standpoint. The communication between the microcontroller and the external agent follows a specific protocol, composed of three steps. First, the external agent sends a command to the sensor node. Second, the sensor node sends an acknowledge message, after receiving the command. Finally, the sensor node sends the external agent the results of the task associated with the command. The packet format ( Figure 9 ) is fairly lightweight, with only an opcode byte, payload length byte, payload, and cyclic redundancy check (CRC) byte. Two fixed-value bytes are used as packet delimiters. This packet format provides a high degree of flexibility to the communication protocol. This makes it easy to extend the set of commands for both operational and debugging purposes while providing a basic error detection feature with the CRC byte. The length byte enables different types of commands to be executed, ranging from self test and actuate, which require a small number of bytes, to software reconfigure, which may require substantially more. As a convention, we use opcodes starting from lower numbers to signify communication from the UAV to the sensor and higher numbers for the opposite direction. Table 2 shows the commands we have implemented in our system.
The CRC byte is simply an exclusive-or of the opcode and length. We opt not to use complicated error correction schemes to simplify our system and minimize the computational load associated with the communication. We use a simple acknowledge scheme to report error conditions and processing results. In the event of a dropped message, the operator of the UAV simply retransmits the command.
Although it is possible to implement a transport layer for service, the development of a network stack would introduce an unnecessary overhead and increase the power consumption.
DSP
Our DSP needs to provide computation for wave generation, sampling, storing and processing. The intricacy in the interaction between the different phases poses a challenge by itself when sampling at such a high frequency. For example, the samples collected from the ADC must be stored into the external RAM at least as fast as the sampling rate or data will be dropped.
The first DSP task is the wave generation. Wave generation is done via a lookup table (LUT) of discrete points. The TMS320 DSP has a built-in LUT for sine wave generation in its internal ROM. Custom waveforms can be generated by loading a specific LUT in the external EEPROM. The generation of the wave must be done at 1 MHz and the sampling frequency is set equal to 10MSPS for the reasons mentioned in Section 3. The sampling and generation is done sequentially instead of simultaneously to minimize the impact of sample jitter caused by interrupt processing. In doing this we take advantage of the finite propagation speed of the wave in the structure. The time of flight of the wave from the actuator to the sensor enables the node to finish the actuation process before starting the sensing phase.
The requirements of the SHM require us to acquire 10,000 samples at 10 MHz. This would imply that we have to sample for 1 ms. Because of this, we need to send 20k bytes through the D/A converter at the proper rate. Achieving this rate requires special code routines to maximize the efficiency of the DSP. In our implementation we saved several key cycles by converting a conditional loop to an unconditional one that would break out via a timer interrupt. The difference in performance was surprisingly good and resulted in an increase of the D/A rate by an order of magnitude.
Once all the data is sampled and stored, our DSP finally performs the application-level processing of the data. It is important to note that several processing algorithms are used for SHM. Different algorithms are more effective in different scenarios with different materials [9] . Thus there is no clear SHM algorithm that outperforms any other. However, we have chosen a representative SHM algorithm used at LANL in our evaluation [32] 
EVALUATION
SHiMmer consists of three main functional blocks (Figure 4 ): microcontroller and radio circuitry, DSP with actuation and sensing circuits, and energy harvesting unit. The functionality of the system is represented by the flow chart in Figure 8 . In this section we characterize both the hardware and the software components of SHiMmer. Our initial tests have been performed on an aluminum plate with two PZTs attached ( Figure 11 ) to simulate the monitored structure and the grid of PZTs placed over it. The first PZT served as an actuator and the second one as a sensor. This application flow has been followed during the tests. We have collected data about time delays and power consumption associated to the different activities. Figure 12 and Table 3 show the data. The node can switch from the sleep state to the active one (i.e. actuation and processing) in about 60ms. This interval is given by the sum of the time required for the voltage supplies to get stable and the time for the DSP to boot up as shown in Table 4 . The triggering circuit has been tested by transmitting a radio signal from a 14.5 dBi-gain antenna located 3 meters away. The power of the radio signal was 20dBm. The output of the circuit is shown in Figure 13 . As it is possible to see, a 250mV level has been obtained. This voltage can be used to turn on a low-threshold MOSFET connecting the external interrupt pin of the microcontroller to the supply voltage.
In the next section we analyze the power and performance of the actuation sensing, DSP, and energy harvesting circuit. 
Actuation and Sensing
The actuation circuit amplifies the signal produced by the DAC converter and is directly interfaced to the actuating PZT. The sensing circuit amplifies and shifts the output of the second PZT so that it matches the voltage input range of the ADC on the DSP. The most critical task in terms of power consumption and peak currents is the actuation. During this phase, the energy circuit has to deliver up to 900mA at the highest actuation frequencies. The current drawn by the actuation circuit at different actuation frequencies is shown in Figure 14 . The actuation circuit has proven to be effective through the whole required range of frequencies. The amplitude of the actuation wave decreases by less than 10% at the top frequency with respect to the lower-bound frequencies. To measure the quality of the output, we have characterized the circuit in terms of the spurious free dynamic range (SFDR). The results are shown in Figure 15 . The duration of the actuation phase depends on the application, but it is still expected to last for a short time interval. For example, generating 10 periods of a 100KHz sine wave would require only 100us. This makes the energy consumption associated with the task small. The shortness of the actuation phase eliminates the need for a heatsink.
The input conditioning circuit has been characterized in terms of SFDR as well. The PZT output is a wide-spectrum signal. Using it as an input signal would make it difficult to distinguish the spurious content introduced by the amplification stage. As a consequence, we have characterized it by applying a sine wave produced by a function generator. The SFDR characterization of the input conditioning stage is shown in Figure 16 . The acquisition phase lasts for a fixed amount of time, determined by the sampling frequency and the number of samples needed. In case of a 10MSPS frequency and a 10k samples series, the duration is 1ms. The consumption of this stage is 8mA. The result is quite satisfactory considering that the gain of this stage is 15, and it includes a fourth order anti-aliasing filter.
DSP
Finally, we have characterized the performance of the DSP by implementing a critical set of the algorithm as outlined in Figure 10 . We run an FFT, a normalization, a Hilbert transform (represented as an FFT and an inverse FFT) for both the sampled data points and the original wavelet data points. Then we take the difference of the two. These operations are at the base of most SHM algorithms. For example, the Hilbert transform can be represented as an FFT and an inverse FFT. Thus, the code running on the DSP during the tests is representative of the level of complexity of the actual computation. In all tests, the trigonometric calculations for the FFT are computed via lookup tables retrieved from the boot ROM of the DSP. Table 5 shows the time delays associated with the FFT, magnitude, phase, and difference calculations respectively. Each operation was performed on a 8192 samples series. 8192 samples were selected instead of 10,000 because it is a power of two and makes for more efficient FFT calculations. The time required to compute all these operations is equivalent to 3470 milliseconds. Given our energy self-sufficiency corresponding to 15 minutes of computation time, we can process multiple actuateand-sense paths without any difficulty. An accurate damage localization can be achieved by sensing less than 10 paths [32] .
Operation

Energy Harvesting
The energy circuit has been tested by charging a 100F supercapacitor using a 100cm2 solar panel. The maximum charge level was reached in less than 90 minutes. Figure 17 shows the samples acquired during the test, which was run in sunny conditions. The time to fully charge the caps can increase by more than the order of magnitude in overcast conditions. The circuit draws a quiescent current equal to 80uA. This corresponds to an energy consumption of 18J per day. Given this fast charge time, we are capable of performing multiple data gathering phases in the day. 
CONCLUSIONS
We have successfully combined energy harvesting techniques with on-node signal processing to produce a platform that is capable of SHM without any batteries. We have demonstrated that SHiMmer is capable of high levels of complex computation using only supercapacitors as a power source. SHiMmers autonomy allows it to be placed in structures for two decades without any human intervention. We achieve this through an active sensing technique so that the node is only awake and when the external agent triggers it. In addition, the control software on SHiMmer allows for flexibility and ease in sensing without a significant overhead. For more information regarding SHiMmer, please visit http://www.cse.ucsd.edu/~trosing/shm/
