I. Introduction
The classical Rayleigh Conjecture is discussed in [4] - [6] , where it is shown that, in general, this conjecture is incorrect: there are obstacles (for exam-ple, sufficiently elongated ellipsoids) for which the series, representing the scattered field outside a ball containing the obstacle, does not converge up to the boundary of this obstacle.
The Modified Rayleigh Conjecture (MRC) has been formulated and proved in [1] , [15] , (see Theorem 1 below). A numerical method for solving obstacle scattering problems, based on MRC, was proposed in [1] . This method was implemented in [2] for two-dimensional obstacle scattering problems. The numerical results in [2] were quite encouraging: they show that the method is efficient, economical, and is quite competitive compared with the usual boundary integral equations method (BIEM). A recent paper [3] contains a numerical implementation of MRC in some three-dimensional obstacle scattering problems. Its results reconfirm the practical efficiency of the MRC method. See also [11] - [14] , where further developments and applications of the MRC method are given.
In this paper a numerical implementation of the Modified Rayleigh Conjecture (MRC) method for solving obstacle scattering problem in threedimensional case is presented. Our aim is to consider more general than in [3] three-dimensional obstacles: non-convex, non-starshaped, non-smooth, and to study the performance of the MRC in these cases. The minimization problem (9) (see below), which is at the heart of the MRC method, is treated numerically in a new way, different from the one used in [2] and [3] .
Our results present further numerical evidence of the practical efficiency of the MRC method for solving obstacle scattering problems.
The obstacle scattering problems (1)-(3), we are interested in, consists of solving the equation
where D ⊂ R 3 is a bounded domain, satisfies the Dirichlet boundary condi-
where S is the boundary of D, which is assumed Lipschitz in this paper, and the radiation condition at infinity:
where Y l (α) are the orthonormal spherical harmonics:
P m l (x) are the associated Legendre functions of the first kind,
and
Let h l (r) be the spherical Hankel functions of the first kind, normalized so that h l (kr) ∼ e ikr /r as r → +∞. Let B R := {x : |x| ≤ R} ⊃ D, and the origin is inside D.
Then, in the region r > R, the solution to the acoustic wave problem 
where
m is arbitrary, and H m is the Sobolev space. In order to obtain an accurate solution, one usually takes L large. But as L grows the condition number of the matrix (ψ l , ψ l ) L 2 (S) is increasing very fast. So we choose some interior points x j ∈ D, j = 1, 2, ..., J, and use the following version of Theorem 1 (see [2] ):
(ii)
and the ||.|| is defined in Lemma 2.
Remark. Theorem 1 is the basis for MRC algorithm for computation of the field scattered by an obstacle: one takes an > 0 and an integer L > 0, minimizes the left-hand side of (5) II. The MRC algorithm for Solving Obstacle Scattering Problems
Smooth star-shaped boundary:
Assume the surface S is given by the equation
Let
where n 1 and n 2 are the number of steps. By Simpson's formula( [8] ), we obtain an approximation of F (c 0 , c 1 , ..., c L ):
where 
There exists c * = (c * 0 , c * 1 , ..., c * L ) such that
Write
, A T B)) ). This minimization procedure is based on the matlab code (see [10] ).
In [2] and [3] singular value decomposition was used for minimization of (5 ). Here we use the matlab minimization code which is based on a factorization of the matrix A. This has the following advantages from the point of view of numerical analysis. We can choose an integer r 1 :
such that the first r 1 rows and columns of R form a well-conditioned matrix when A is not of full rank, or the rank of A is not known (see [10] and [9] for a further discussion of numerical methods for rank determination).
If we choose x j ∈ D, j = 1, ..., J, then
The algorithm for finding the minimum of F J (c) will be same.
2. Piecewise-smooth boundary:
3. Non-starshaped case:
Suppose S is a finite union of the surfaces, each of which is starshaped with respect to a point r 0 n ,
and the the surfaces S n are given by the equations in local spherical coordinates:
S n : r− r 0 n = (r n (θ n , ϕ n ) cos ϕ n sin θ n , r n (θ n , ϕ n ) sin ϕ n sin θ n , r n (θ n , ϕ n ) cos θ n ),
where r 0 n are constant vectors.
Then
The weight functions w n (θ, ϕ) are the same as in (8) since r 0 n are constant vectors.
III. Numerical Results
In this Section, four examples examples are given to demonstrate the convergence rates of the MRC algorithm and the dependence of the numerical errors on the shape of S.
Example 1. The boundary S is the sphere of radius 1 centered at the origin.
In this example, the exact coefficients are:
Let k = 1, α = (1, 0, 0). We choose n 1 = 20, n 2 = 10.
.0000 2.0000 3.0000 4.0000 5.0000 6.0000 7.0000
-------------------------------
F (c * ) 6.3219 1.6547 0.2785 0.0368 0.0034 0.0003 0.0000 0.0000
err(c) 0.0303 0.0172 0.0020 0.0004 0.0000 0.0000 0.0000 0.0000
When n 1 = 40, n 2 = 20,
.0000 2.0000 3.0000 4.0000 5.0000 6.0000 7.0000 
Next, we fix n 1 = 20, n 2 = 10 and test the results for different k and α.
When k = 2, α = (1, 0, 0),
.0000 2.0000 3.0000 4.0000 5.0000 6.0000 7.0000 S n .
The origin is chosen at the center of symmetry of the cube. The surface area element is calculated in the Cartesian coordinates, so the weight w = 1.
Let S 1 be the surface
and We choose n 1 = 10, n 2 = 10. Then
.0000 2.0000 3.0000 4.0000 5.0000 6.0000 7.0000 8.0000 
11.0579 8.7027 6.4831 0.8357 0.0017 0.0000 0.0000 0.0000 
IV. Conclusion
From the numerical results one can see that the accuracy of the numerical solution depends on the smoothness and elongation of the object.
In Example 1 the surface S is a unit sphere and the numerical solution is very accurate. In Example 3 the results for different elongated ellipsoids
show that if the elongation (eccentricity) grows, then the accuracy decreases.
In Example 2 the surface is not smooth and the result is less accurate than in Example 3. In Example 4 the surface is not convex and not smooth, but the accuracy is of the same order as in Example 2.
When b is large or S is not smooth, the numerical results in Example 2
and Example 3 show that if one adds more points x j , then the accuracy of the solution increases.
In Examples 1 and 2, as n 1 and n 2 grow, the minimum F (c * ) grows because the condition number of the matrix A in (10) grows as n 1 and n 2 grow.
Using the results of Example 1 one can check the accuracy in finding c l by the value of the minimum of the function F , namely, one checks if the inequality F (c * ) ≤ holds.
