INTRODUCTION
Response to Intervention (RTI) can be an alternative to the discrepancy model of identifying students with learning disabilities (LD; Fletcher et al., 2004; Fuchs, Mock, Morgan & Young, 2003; Gresham, 2002; Vaughn & Fuchs, 2003) . Within an RTI framework, students may be identified with LD in part by their responsiveness to levels or tiers of increasingly intensive instruction. Students move from general instruction (Tier 1) to more intensive, explicit, and individualized instruction (Tier 2 and 3) according to their responsiveness to evidence-based instruction in prior levels. The success of an RTI system depends on correctly identifying students who are at elevated risk for poor academic outcomes as early as possible and placing them in a tiered instructional system. From an identification standpoint, a prescribed standard protocol consisting of evidence-based practices is typically provided in Tier 2. This instruction functions as a "test" for discriminating poor performers because of inappropriate instruction versus poor performers with intrinsic learning problems that limit response to generally effective instruction (Fuchs, Compton, Fuchs, Bryant, & Davis, 2008) . Nonresponders to Tier 2 are considered at high risk of LD and receive more specialized instruction (i.e., Tier 3) as a result of unexpected failure to empirically proven instruction that is beneficial to a majority of students (Fuchs, Mock, Morgan, & Young, 2003) . Thus, under a RTI model, the difference between false and true positives in LD identification is the "responsiveness" to Tier 2 evidence-based instruction.
Identification of Tier 2 nonresponders has become a critical LD classification issue.
However, unresolved issues include how to conceptualize responsiveness to intervention and how this conceptualization can be operationalized to validly identify nonresponders (Fuchs & Deshler, 2007; Fuchs, Fuchs, & Compton, 2004) . Researchers have used different ways to conceptualize and quantify responsiveness, including criterion-or norm-referenced posttreatment performance or progress monitoring results using curriculum-based measurements (CBM).
Dynamic Assessment
DA refers to assessments that focus more on measuring the process of learning than on the final product of previously learned skills (Grigorenko & Sternberg, 1998) . This is accomplished by providing scaffolds to students within a testing session. One of the most widely used scaffolding formats of DA is "graduated prompts." The tester provides a sequence of instructional tasks that increases in explicitness to help the student to succeed at the learning task.
The number of prompts provided during the DA is an index of the student's responsiveness: the more prompts student needs, the less responsive he or she is. In a similar vein, the number of prompts indexes the degree of instructional explicitness required for a student to learn. Therefore, DA has potential as an RTI approach to LD identification. In fact, many have recognized the conceptual similarities between RTI and DA (e.g., Grigorenko, 2009; Wagner & Compton, 2011) . They both merge intervention and assessment to close the gap between what is taught and tested. DA incorporates instruction into assessment and RTI incorporates assessment into instruction (Sternberg & Grigorenko, 2002) .
Empirical evidence is accruing that DA has predictive validity for academic difficulties.
Researchers have begun developing DAs specific to basic academic skills and testing their validity in forecasting later academic performance (Bridges & Catts, 2011; Compton et al., 2010; Fuchs, Compton, Fuchs, Bouton, & Caffrey, 2011; O'Connor & Jenkins, 1999) . If the assessment content is directly linked to the academic domain and related curriculum, then results may be more sensitive to student learning and may help practitioners guide instruction (e.g., Haywood & Lidz, 2007; Campione & Brown, 1990) . In the following, I focus the review on the studies of reading DA that predict word reading skills because (a) RTI models are typically implemented in early elementary grades to identify and remediate students at-risk for reading disabilities (RD); (b) most students with early reading problems have poor decoding and word reading skills (see Rack, Snowling, & Olson, 1992 , for a review); and (c) Caffrey et al. (2008) reported varying results of predictive validity depending on the academic domain.
Some reading researchers developed DA in phonological processing such as segmenting (Spector, 1992; O'Connor & Jenkins, 1999; Zumeta, 2010) and deletion (Bridges & Catts, 2011) because of their discontent with the existing static measures, which show floor effects and unsatisfactory prediction accuracy for children who are at early risk for RD. Thus Spector (1999) , Bridges and Catts (2011) and Zumeta (2010) used items in existing PA measures and incorporated graduated prompts to help students learn the tasks. O'Connor and Jenkins (1999) developed a segmentation DA with three levels of instruction to help students master segmenting novel words to onset and rime. Across these studies, DAs contributed 2% -21% unique variance to later word reading of kindergarteners and first-grade students. Also, DA showed potential for improving prediction in identifying students with RD by reducing the false positives when used in conjunction with traditional phonological processing measures.
Another set of reading DA studies have employed decoding DA using graduated prompts to examine its construct and predictive validity. Caffrey (2006) compared CBM growth, CBM initial performance level, and DA in terms of respective predictive validity for end-of-year word reading in kindergarten and first-grade sample. For predicting word reading at the end of kindergarten, level of letter-sound knowledge fluency (a form of CBM) and DA were significant.
For first graders, word identification fluency (WIF) growth and initial performance level along with DA were all significant. Results from commonality analysis indicated that DA explained the greatest amount of unique variance (13%) in later word reading followed by CBM growth (5%) and initial performance level (4%). Fuchs et al. (2011) examined the predictive validity of decoding DA in a representative sample of first-grade children comparing it against other well established early indicators of reading (e.g., rapid letter naming, oral vocabulary, phonological awareness etc.). Fuchs et al. found that DA was a significant predictor of word-level reading outcome, explaining 2.3% to 5.5% of unique variance. Decoding DA had less additive value when it was required to compete against all other pre-reading variables than compared to only CBM measures as in Caffrey's study. Compton et al. (2010) proposed a more direct application of decoding DA in an RTI framework. They suggested a two-step gated screening procedure. In a first stage, a brief screener using a lenient cut-score is used to reduce true negatives to make the pool of screening students more manageable. The second stage focused on discriminating false positives from true positives using a multivariate screening battery. They added measures of first-grade WIF growth and DA in this second stage separately as a predictor of second-grade RD status. Adding WIF and decoding DA improved classification accuracy by decreasing the number of false positives.
Also, WIF level and growth, and DA each uniquely contributed to prediction accuracy.
To summarize, the extant literature suggests DA of early reading skills has predictive validity in forecasting later word reading, explaining small but significant amounts of variance and enhancing classification accuracy. However, an important missing piece of information in the literature is whether DA can serve as a proxy for a child's potential to benefit from reading instruction by accurately predicting growth as well as final level of performance. All of the studies reviewed used either final level of word reading or RD status as a criterion but not growth. If DA indexes responsiveness as intended and if responsiveness is better captured by both performance level and growth, according to the dual discrepancy model, we need evidence of DA predicting growth in addition to final reading level. Although the outcome was not real word reading, Swanson (2010) 's study suggested the possibility of DA as a predictor of growth.
Rather than using word reading tasks, he used cognitive tasks that underlie the reading process (verbal working memory) in DA, and he found students who needed more prompts to succeed with the tasks improved less in timed nonword reading tasks measured across three waves.
The research reviewed above provides evidence that the addition of DA in the prediction model can enhance prediction or classification accuracy of students with RD. Yet, there is still insufficient empirical evidence that DA is also predictive of growth or RTI. Hence, the present study investigated the role of DA in predicting responsiveness both in terms of final performance level and growth of students' word reading. More importantly, I situated this study in an RTI context so that students' responsiveness to a standardized, validated Tier 2 tutoring program was predicted. This could provide evidence for the utility of DA in a RTI decision-making process in predicting who will not respond to Tier 2 and thus need Tier 3.
In this study, I attempted to extend the research literature in three ways. First, whereas previous studies compared either timed or untimed static measures with DA (Bridges & Catts, 2011; Spector, 1992) , I compared decoding DA's predictive validity against two standardized measures of decoding, timed and untimed. Second, I directly examined whether DA can help predict Tier 2 responsiveness, over the Tier 1 responsiveness measured by WIF, another dynamic indicator of responsiveness. Third, I built a prediction model for Tier 2 responsiveness by competing DA against important predictors of reading development (e.g., rapid letter naming, phonological awareness, oral vocabulary, and IQ). I examined whether DA has additional predictive power of responsiveness and whether its prediction ability is due to the shared common variance with language and IQ as suggested in Fuchs et al.'s study (2011) or whether it is a measure capable of capturing unique variance associated with responsiveness to Tier 2.
CHAPTER III

METHOD
Participants and Procedures
I used a sample from a larger evaluation of RTI efficacy (Compton, Fuchs, & Fuchs, 2006) . In two cohorts, first-grade children who were identified as unresponsive to Tier 1 were involved in a randomized control trials examining the efficacy of 14 weeks of small-group Tier 2 intervention. Across the two cohorts, participant selection criteria and the intervention protocols were identical. The two cohorts were equivalent in their demographics and initial pre-reading measures, thus the data were combined for the present study (see Table 1 ).
In mid-September for each cohort, students nominated by their teachers as struggling readers were screened using three 1-min tests (i.e., two WIF lists and Rapid Letter Naming).
Every nominated child who was consented were assessed (n = 624), and then a factor score was used to divide the 624 children into high-, average-, and low-performing groups (for details see Gilbert et al. in press) . Children from the low group were retained for study. In this way, 438 children were identified as initially low performing. Beginning the first week of October, weekly WIF progress monitoring (PM) were administered for 6 weeks, each time with an alternate form while students received regular reading instruction in their classrooms (Tier 1). At the end of short-term PM, 10 (2.28%) of the children had moved from the district and were unavailable for assessment. One additional student was removed from the study due to scheduling difficulties.
Following short-term PM, individual growth modeling was used to select the students who were unresponsive to Tier 1. Because no agreed upon definition of response is available in the literature, unresponsiveness to Tier 1 was designated by rank ordering students on 6-week WIF intercept and slope then by selecting roughly the bottom half of the 427 students (232 students or 54.33% of the at-risk sample). Responders performed better on 6-week final level, Approximately two-thirds of the nonresponders were randomly assigned to Tier 2 treatment (n=149) and others to control (n=79). Those who received Tier 2 small-group tutoring were used in this analysis to investigate the role of DA in predicting responsiveness to Tier 2.
Finally, 15 students who had missing data on any of the predictor variables were dropped from the analysis, resulting in a final sample of 134.
Tier 2 Small-Group Tutoring
Tutoring
Tier 2 small group tutoring, supplementary to Tier 1, was provided in groups of three students for 14 weeks, three days a week, with each session lasting 45 mins. Treatment was considered Tier 2 because it comprised scripted, supplemental tutoring that focused on phonological awareness, sight words, letter sounds, decoding, and reading fluency (for additional information about tutoring see Gilbert et al., in press ). Tutoring lessons were constructed around a series of eight leveled reading books and each session consisted of seven stages addressing an array of reading skills. Session begun with sight word reading followed by story words, lettersound correspondence, phonological awareness and decoding (segmenting and blending sounds from letter-sound correspondence activities), spelling (spelling decodable word from the previous activity), sentence strip (locating the words read to them in the sentence), and passage reading (timed reading of a paragraph). For each activity, except spelling and sentence strips, tutors reviewed letter sounds and words from the previous session and introduced the new letter sounds and words for the day with a flashcard. When introducing new words or letters, the tutors modeled reading and spelling the words followed by students' choral and independent practice.
Approximately one third of the session was spent on word recognition in flashcards and in sentence strips. One third of the tutoring session was devoted to decoding instruction which involved letter-sound correspondence, segmenting and blending the decodable words, and spelling the words. For the remainder of the time, students worked on building reading fluency by reading the book. For each activity, if a student made mistakes, the tutor gave corrected feedback. Tutors gave points for good behavior and effort.
Tutors
Graduate students enrolled in the college of education were trained as research assistants (RAs) to implement Tier 2 small group tutoring. RAs participated in five weeks of tutor training with two hours of introduction to the tutoring scripts. Each RA completed 17 hrs of practice in the tutoring protocol, and small-group tutoring sessions were simulated with two other RAs and the trainer for fidelity. The trainer provided corrective feedback after the session.
Treatment fidelity
The RAs audiotaped every lesson, and a sample of 20% of the lessons was randomly selected for fidelity check. Implementation fidelity was monitored based on a fidelity checklist created from the tutoring script. Implementation fidelity reached an average of 94.04% of the steps.
Measures
Pre-intervention battery
Measures to predict individual differences in Tier 2 responsiveness were collected before Tier 2 intervention. These included rapid letter naming, phonemic awareness, oral vocabulary, IQ, untimed decoding, timed decoding, and dynamic assessment.
Rapid letter naming (RLN). The Comprehensive Test of Phonological Processing: Rapid
Letter Naming (Wagner, Torgesen, & Rashotte, 1999) measures the speed at which an individual can name an array of 36 letters. The child names the letters as quickly as possible and the score is the number of sec required to complete the task. The test-retest reliability for the RLN subtest is .97 for children ages 5 to 7.
Phonemic awareness (PA). The Comprehensive Test of Phonological Processing: Sound
Matching (SM; Wagner et al., 1999) assesses identification of first and last sounds in words, presented along with drawings depicting the words. To assess first sound matching, children are asked to determine which of three different words start with the same sound as the target word (e.g., "Which word starts with the same sound as 'pan'? pig, hat, or cone?"). All words are presented as pictures to children. A parallel procedure assesses last sound matching. The test begins with three practice items and consists of 20 items. Split-half reliability exceeded .90 for the first-grade sample.
Oral vocabulary (OV). Woodcock-Johnson Psychoeducational Battery -Revised: Oral
Vocabulary (Woodcock, McGrew, & Mather, 2001 ) assesses the ability to provide synonyms and antonyms in response to stimulus words presented orally. Split-half reliability exceeded .90
for the first-grade sample. Dynamic Assessment (DA). The same decoding DA that was used in the previous studies (i.e., Caffrey, 2006; Compton et al., 2010; Fuchs et al., 2011) was administered. Decoding DA is a scripted assessment for teaching and assessing reading skills of pseudowords with three decoding skills increasing in difficulty: CVC, CVCe (silent e), and CVC(C)ing (doubling). In CVC skill, students are taught to master the short 'o' vowel sound. In CVCe skill, students are taught to master the long 'o' vowel sound. In CVC(C)ing skill, students are taught the doubling rule and when the short and long 'o' sounds are used. For each skill, five levels of increasingly explicit instruction are embedded. Between each level of instruction, six pseudowords are presented to assess whether a student mastered the target decoding skill from the instruction.
Intelligence (IQ). The two subtests of
When a student reaches mastery criteria (five correctly read pseudowords out of six), he/she moves to the next decoding skill. If the student reads fewer than five words correctly, the tester moves to the next level of more explicit instruction. If the student fails to achieve mastery even after all five levels of scaffolded instruction, the session is terminated. The score is the number of scaffolding that the student needed to master the three decoding skills (0 = a student read at least five words correctly after the first instructional level; 5=a student did not reach mastery after all five instructional levels or, a student read at least five words correctly after the fifth instructional level). A four-week test-retest reliability was .72 in a pilot study (Fuchs, 2009 ; for additional information see D. Fuchs, Fuchs, Compton, Bouton, Caffrey, & Hill, 2007) .
Untimed decoding. The Word Attack (WAT) subtest in the Woodcock Reading Mastery
Test-R/NU (Woodcock, 1998) was used as a measure of untimed nonword reading in isolation.
Students are asked to use grapheme-phoneme correspondence knowledge to read nonwords. The split-half reliability reported in the manual is .94 and inter-rater reliability exceeded .95 for the sample. 
During intervention PM
WIF (L. S. Fuchs, Fuchs, & Compton, 2004 ) was used to monitor students' progress during the six-week screening period in Tier 1 and 14 weeks of small-group tutoring in Tier 2.
Students are presented with a single page of 50 high-frequency words randomly sampled from 100 high-frequency words from the Dolch pre-primer, primer, and first-grade level lists. Students were given one min to read the word list, and if they hesitated on a word for 3 sec, the examiner prompted them to proceed. The score for WIF is the number of words read correctly in 1 min. At weekly assessments, students were asked to read from 2 parallel WIF lists, and mean performance was calculated. Inter-rater reliability for WIF exceeded .89 (Zumeta, Compton, & Fuchs, 2012) .
WIF validation measures
To validate WIF growth and final performance level used to indicate responsiveness to Tier 2 small group tutoring, I included four standardized word reading measures and one comprehension measure: The Word Identification (WID) and Word Attack (WAT) from the Woodcock Reading Mastery Test-R/NU for untimed reading, the Sight Word Reading Efficiency (SWE) and Phonemic Decoding Efficiency (PDE) from the Test of Word Reading Efficiency (Torgesen, Wagner, & Rashotte, 1997) for timed reading, and passage comprehension from the Woodcock Reading Mastery Test-R/NU (Woodcock, 1998) .
Data Analyses
Individual growth modeling (IGM) of WIF performance was used to examine the predictive validity of decoding DA in forecasting responsiveness during 14 weeks of Tier 2 small group tutoring. First, IGM was completed using HLM 6.0 (Bryke, Raudenbush, & Congdon, 1996) to estimate univariate growth parameters (i.e., final level and growth) of WIF during Tier 2 and to investigate how final performance level and growth in WIF differ across individuals.
Because students were nested in classroom/tutoring group and schools, I first ran a 3-level unconditional means model, with time nested in child and child nested in school, to investigate whether there was dependency in the data at the school level. School level variance was marginally significant, 11.41, χ 2 (10)=21.88, p <.05, and intra-class correlation (ICC) for the school level was small (ρ=.06) (see Hedges & Hedberg, 2007) . Because there was little school level variance to be modeled, I dropped it from the model. Next, I explored whether there were dependencies at the classroom or small-group level. Cross-classified models were used because students were neither nested in classrooms nor in small groups, but rather cross-classified to classrooms and small groups. For cross-classified models, intra-unit correlation coefficient (IUCC), which is equivalent to ICC for nested models, was calculated for the unconditional means model. IUCC describes the proportion of variance at a given level in relation to the total variance, calculated with the following equation: ρ where is the variance due to students, is the variance due to classroom, is the variance due to small group, and the is the residual variance. IUCC for the full model revealed that only 1% of the variance was due to small groups and no variance was due to classrooms. I attribute this low dependency associated with small groups and classrooms on two facts. The use of standardized scripted protocol delivered by trained RAs likely limited small group variance, whereas the selection criteria of students who were unresponsive to general education instruction resulted in a lack of classroom effects. This suggests I ignore classroom/small group level dependency. The majority of the variance could be attributed to residual variance (i.e., variance at the level of the individual). In individual growth modeling, residual variance in unconditional grand-means model refers to the variation within person across time. This indicates the need for adding growth parameters; thus, growth parameters were included in the model. Table 1 presents demographic information for two cohorts. No differences between the two cohorts were found. A series of comparisons using chi-square or F tests were conducted to detect whether any differences between cohorts existed in demographics, initial reading level, and cognitive characteristics. The two cohorts were initially equivalent except for Tier 1 slope,
42. Therefore, I combined cohorts for the remaining analyses. All participants were low readers who were eligible for Tier 2 because they did not show adequate response to Tier 1 compared to their peers. Results from pre-reading measures confirmed students' low reading levels (see Table 1 ). To provide a reference, I provide mean z scores for the 
WIF Validation
To validate whether WIF final level and growth parameter estimates are associated with students' reading level, zero-order correlations with end-of-first-grade reading performance were ran. Results are presented in Table 2 . All correlation coefficients were statistically significant.
WIF final level and growth showed similar patterns with end-of-first-grade reading measures although growth was less correlated with posttreatment reading scores than final level. They were highly correlated with timed and untimed word reading (r = .68-.89) and less highly correlated with timed and untimed word decoding (r = .45-.68) as well as passage comprehension (r = .59-.70). WIF final level was also highly correlated with their growth during tutoring (r =.89). 
Unconditional Model
Zero-order correlation of growth parameters and predictors are presented in Table 3 .
Visual inspection of the residual plots suggested both models (i.e., linear and quadratic growth) produced random residuals. When the random quadratic term was added, the final level, linear growth, and quadratic growth parameters were all significant; yet, fixed and random effects of quadratic parameters were very small (see Table 4 ). Hypothesis testing with the deviance statistics suggest a quadratic growth model does fit better than the random linear model, = 59.26, p < .000. Although both models are plausible models for explaining growth in the data, was 7% and linear growth was 6%. Although decoding skill was an important predictor of students' real word reading growth, the degree to which students need to master certain decoding rules had a unique contribution in explaining variance of final level and linear growth. It is important to note that WAT was no longer a significant predictor of final level, and both WAT and PDE lost their predictive power for explaining variances in linear growth. The decoding DA, which taps students' responsiveness, was in fact the only significant predictor of linear growth.
Controlling for the current level of both timed and untimed decoding skills, students who need one more level of prompts for mastering the decoding rules read two words less and grew at a rate of 0.8 words per week. Model comparison of chi-square statistics suggested the second model with DA showed a better fit with the data, χ 2 (2)= 12.43, p <.005. Note. * p <.05. ** p < .01. *** p < .001.
DA over Tier 1 responsiveness measures.
Next I examined whether decoding DA has predictive validity in addition to six weeks of Others being equal, students who need one more level of prompts for mastering decoding rule read two words less and grew at a rate of one word each week. Final level variance uniquely explained by the decoding DA was 7% and linear growth was 3%. All other predictors remained significant. Model comparison of chi-square statistics suggested the second model with DA
showed better fit to the data, χ 2 (2) = 15.07, p < .05. (RLN, PA, OV, and IQ). In the earlier prediction studies on DA, researchers used end-of-tutoring performance on standardized measures, pre-post difference scores, or LD designation as the criterion to be predicted. While these approaches provide some evidence of the role of DA in predicting future reading performance or classifying LD, they do not provide direct evidence of the predictive validity of DA for forecasting students' response to instruction (i.e., growth).
Based on the prior validity evidence of the dual-discrepancy method, I considered both final performance level and growth on CBM as important indicators of responsiveness (Fuchs & Fuchs, 1998) . The present research extends the DA literature by evaluating the predictive validity of decoding DA using a comprehensive indicator of responsiveness, final level or growth, as the criteria for the prediction. Results are surprisingly consistent across three sets of individual growth models, that is, decoding DA significantly explained small but unique variance in Tier 2 responsiveness, both final level of WIF and growth. Although I did not simultaneously predicted final level and growth as suggested by the dual discrepancy method, the results lead me to conclude that DA may be a useful tool for improving prediction accuracy for identifying responders and nonresponders to Tier 2 beyond that accounted for by the static decoding measures, Tier 1 responsive measures, and precursors of reading development.
There has been a concern in the field that Tier 2 may not be necessary for struggling readers who will be nonresponders to Tier 2. For these small groups of students, they receive
Tier 2 just to show their failure to receive Tier 3 intensive instruction L.S. Fuchs, Fuchs, & Compton, 2010; Vaughn, Denton, & Fletcher, 2010) . Compton et al. (2012) recently showed that adding data gained from Tier 2 (Tier 2 level, slope, and tutor ratings) to universal screening, Tier 1 data, and norm-referenced test did not improve classification accuracy of Tier 2 nonresponders. The authors concluded that Tier 2 data may not be necessary to identify students for Tier 3. If we can predict students' response to Tier 2 with increased accuracy via adding DA in a prediction battery, we may be able to accelerate the RTI process for nonresponders and provide Tier 3 intervention in a timely manner. However, it is also important to note that given the small amount of variance in Tier 2 responsiveness uniquely explained by DA (3%-13%), the conclusion made from this study is only suggestive. There are no set criteria in the literature about how much variance should be explained in outcome for a measure to have a practical significance, because it will depend on the type and number of predictors included in the model. Although the present result is consistent with the ones reported in other decoding DA studies (i.e., Caffrey, 2006; Fuchs et al, 2011) reporting 5.6 %-13% of unique variance explained, more work needs to be done to determine the practical significance of DA. One example of such work would be examining DA's classification accuracy (e.g., sensitivity of 90% and specificity of 80%) when added to other diagnostic measures (e.g., Compton et al., 2010) . Another example is to investigate the social validity of DA. Although people might find the idea of DA appealing, some have stated that DA is not useful because of the amount of training required to administer and because of time constraints (Grigorenko, 2009) . Thus, efforts to make DA administration more user-friendly should be made for DA to have a practical utility.
I now turn my attention to interpreting the results of each model. In the first prediction model, I compared decoding DA against the two standardized measures of decoding. By including both timed and untimed measures of decoding, I intended to capture the static aspects of decoding more comprehensively than the previous studies that competed DA against only timed (Bridges & Catts, 2011) or untimed (Bridges & Catts, 2011; Fuchs et al., 2011; Spector, 1992) measures. In explaining Tier 2 final WIF level, untimed decoding was not significant beyond timed decoding and decoding DA, although a moderate bivariate correlation (.50) was found. On the other hand, timed decoding which was also moderately correlated with the final level (.48) remained significant after controlling for the variance associated with untimed decoding and decoding DA. One possible explanation as to why untimed decoding lost its predictive power, but not timed decoding, with regards to the final level is because the outcome (WIF) was a timed word reading measure. In terms of Tier 2 linear growth, timed decoding lost its predictive power in the presence of decoding DA. Decoding is a primary tool for orthographic word reading (Share & Stanovich, 1995) and a proxy for word reading development (Compton, 2000) . The present results, however, indicated measuring the process of learning decoding rule via DA, rather than assessing already developed decoding skill, was the better correlate of growth in real word reading during Tier 2 tutoring. portion of the individual differences will be the true differences in the population. Alternatively, it may suggest a small amount of variability in linear growth exits in the population (Singer & Willett, 2003) . Indeed, there was little observed variance of linear growth (.09) which might result in low reliability of the linear growth estimates. Then, does this mean Tier 1 linear growth is not useful for predicting who will respond to Tier 2? Or do we need to extend progress monitoring in Tier 1 to acquire reliable estimates of liner growth? There is no clear-cut answer to these questions as the literature has been inconsistent on the predictive validity of growth (i.e., slope) with varying participant characteristics, CBM sampling procedures, and criterion measures Schatschneider, Wagner, & Crawford, 2008 The third prediction model tested whether DA was an independent predictor of responsiveness above and beyond important precursor skills of reading (RLN, PA, OV, and IQ).
A previous exploratory factor analysis indicated that DA loaded on a factor represented by IQ and language (Fuchs et al, 2011) . This suggests that DA may not independently predict reading growth in a model that also includes language measures and IQ. Toward this end, I built a parsimonious prediction model including RLN, PA, OV, and IQ as predictors and then entered DA.
RLN and PA have both been shown to be important predictors of responsiveness in the literature (Al Otaiba & Fuchs, 2002; Nelson, Benner, & Gonzalez, 2003) . They both explained significant proportions of variance in the final WIF level and linear growth during Tier 2 tutoring, even after controlling for language (oral vocabulary), IQ and decoding DA. However, the role of IQ in LD identification has been contentious in the field. Al Otaiba and Fuchs (2002) reported inconsistent findings across studies on whether IQ is related to student responsiveness to instruction. Nelson, Benner, and Gonzalez (2003) extended Al Otaiba and Fuchs' study using meta-analysis and found a significant relationship between IQ and responsiveness to Tier 2 instruction. The present results suggest that individual differences in IQ explain variance in final level of word reading skills but lacks predictive validity in predicting linear growth. In terms of oral language, previous studies have shown that vocabulary is a significant predictor of responsiveness and later word recognition (Al Otaiba & Fuchs, 2006; Catts, Fey, Zhang, & Tomblin, 1999) . However, oral vocabulary was not a significant predictor of Tier 2 responsiveness in the present study for final level and linear growth. One possibility for this inconsistency is the differences in the type of vocabulary measured. Previous studies used In addition, the present study leaves some questions unanswered and future research should extend this work by exploring the construct validity of DA with a confirmatory approach.
For example, using a structural equation modeling approach we can derive a latent construct of "responsiveness" using multiple indicators of responsiveness. Moreover, it is possible to test whether decoding and responsiveness represent a unitary or distinct construct using static and decoding measures of the same construct, decoding. Another lingering question is whether the emphasis of instruction moderates DA's predictive validity. In existing studies, differences in classroom instruction were conceived as a nuisance variable to be controlled by explaining the similarities in classroom instruction (Bridges & Catts, 2011) or statistically controlling (Fuchs et al., 2011) . Researchers rarely incorporate the types or characteristics of classroom instruction students receive in Tier 1 or Tier 2 into the study design. Using multi-level modeling techniques, we can model this variance and test whether the type of classroom instruction moderates DA's predictive power. This will advance the understanding of how and why DA can be used for indexing Tier 2 responsiveness.
