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The typical values and fluctuations of time-integrated observables of nonequilibrium processes
driven in steady states are known to be characterized by large deviation functions, generalizing the
entropy and free energy to nonequilibrium systems. The definition of these functions involves a
scaling limit, similar to the thermodynamic limit, in which the integration time τ appears linearly,
unless the process considered has long-range correlations, in which case τ is generally replaced by
τ ξ with ξ 6= 1. Here we show that such an anomalous power-law scaling in time of large deviations
can also arise without long-range correlations in Markovian processes as simple as the Langevin
equation. We describe the mechanism underlying this scaling using path integrals and discuss its
physical consequences for more general processes.
The fluctuations of thermodynamic quantities, such as
work, heat or entropy production, are known to play an
important role in the physics of molecular motors, com-
puting devices and other small systems that function at
the nano to meso scales in the presence of noise [1–4].
The distribution of these quantities is described in many
cases by the theory of large deviations [5] in terms of large
deviation functions, which play the role of nonequilibrium
potentials similar to the free energy and entropy [6–8].
These functions are important as they characterize the
response of nonequilibrium processes to external pertur-
bations [9–11], general symmetries in their fluctuations
known as “fluctuation relations” (see [12] for a review),
as well as dynamical phase transitions [13–17].
The definition of large deviation functions involves a
limit similar to the thermodynamic limit in which the log-
arithm of generating functions or probabilities are divided
by a scale parameter (e.g., volume, particle number, noise
power, or integration time τ) which is taken to diverge [7].
This applies, for example, to interacting particle systems,
such as the exclusion and zero-range processes, which have
been actively studied as microscopic models of energy and
particle transport [18–21]. In this case, large deviation
functions are defined by taking a large-volume or hydro-
dynamic limit [22], as well as a limit involving τ when
considering time-integrated or dynamical observables such
as the current or activity [19–21].
In this paper, we show that the latter limit must some-
times be replaced by τ ξ with ξ 6= 1 to obtain well-defined
large deviation functions. Such an anomalous scaling of
large deviations arises in many stochastic processes, but it
is understood (and now widely assumed) to apply to pro-
cesses that are non-Markovian or involve constraints that
lead to long-range correlations. Examples include ran-
dom collision gases [23], disordered and history-dependent
random walks [24–27], the Wiener sausage [28], tracer dy-
namics [29–31], the KPZ equation [32–34], and branching
processes [35–37]. Our contribution is to show that the
same anomalous scaling can arise without long-range cor-
relations and in processes that are Markovian, ergodic,
and non-critical. Moreover, we show that the rate func-
tion, one of two important large deviation functions, can
be nonconvex, which challenges yet another assumption
held in large deviation theory and nonequilibrium statis-
tical physics.
These results apply to a large class of processes, as
will be argued, but to illustrate them in the simplest
way possible, we consider the dynamics of a Brownian
particle described by the overdamped Langevin equation
or Ornstein–Uhlenbeck process,
X˙t = −γXt + σηt, (1)
where Xt ∈ R is the position of the Brownian particle
at time t, γ > 0 is the damping, ηt is a delta-correlated,
Gaussian white noise with zero mean, and σ > 0 is the
noise intensity, proportional to the square root of the
temperature for a thermal environment. For this process,
we consider the dynamical observable to be
Aτ =
1
τ
∫ τ
0
Xαt dt, (2)
where α is an integer assumed to be positive and τ is
again the integration time.
Various versions of this model, determined by α, have
been considered in the context of nonequilibrium systems
and turbulence. The case α = 1, for instance, is related to
Brownian particles pulled by laser tweezers, for which Aτ
represents the work (per unit time) done by the laser in the
harmonic regime [38]. Alternatively, Xt can be interpreted
as the voltage in a circuit perturbed by Nyquist noise,
with Aτ then playing the role of dissipated power [39].
For α = 2, Aτ is a statistical estimator of the variance
of Xt, which can be used to measure the damping γ
or the diffusion constant of Brownian motion (γ = 0)
[40–43]. Finally, the value α = 3 determines the third
moment of Xt, related in stochastic models of flow velocity
fluctuations to the energy rate transferred in the turbulent
cascade, while higher moments (α > 3) are important for
probing small-scale intermittency [44–47].
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2We are interested here to study the full probability
distribution of Aτ denoted by Pτ (a). In the “normal”
regime of large deviations, this distribution scales as
Pτ (a) ∼ e−τI(a) (3)
for large integration times, τ  1, so that the limit
I(a) = lim
τ→∞−
1
τ
lnPτ (a) (4)
exists and defines a non-trivial function called the rate
function [5]. This function is positive and such that
I(a∗) = 0 for the expected value
a∗ =
∫ ∞
−∞
ρs(x)x
αdx, (5)
obtained from the stationary distribution ρs(x) of Xt.
This implies that fluctuations away from a∗ are exponen-
tially unlikely, so that Aτ → a∗ with probability 1 as
τ →∞, in accordance with the ergodic theorem. In this
limit, I(a) thus characterizes the likelihood of fluctuations
of Aτ around a
∗, in the same way that the entropy char-
acterizes the fluctuations of equilibrium systems around
their equilibrium state in the thermodynamic limit (see
[7] for more details on this analogy).
Normal large deviations are found when α = 1 or α = 2,
and in both cases the rate function is obtained from the
dominant eigenvalue of the Feynman–Kac equation for
the generating function of Aτ . This spectral result is well
known [48–50]: it is detailed in [51] and is briefly summa-
rized in the Supplemental Material (SM) for completeness.
The end result is that I(a) is given by a Legendre trans-
form of what is essentially the ground state energy of the
quantum harmonic oscillator. From this mapping, one
finds a parabolic rate function associated with Gaussian
fluctuations of Aτ for α = 1, and a more complicated
rate function describing non-Gaussian fluctuations for
α = 2 [52].
A problem arises, however, when α > 2. Then the
mapping yields a quantum potential which is not confin-
ing and, therefore, has no ground state energy for some
parameter values. For α = 3, for example, one finds that
the quantum potential is
Vk(x) =
γ2x2
2σ2
− γ
2
− kx3, (6)
where k is the real parameter entering in the generating
function of Aτ , which is related to the rate function by
Legendre transform (see the SM). This potential has no
finite ground state energy for any k ∈ R because of the x3
term, which means that the rate function is not related
to a ground state energy or dominant eigenvalue. The
same applies for any odd integers α > 3, suggesting that
Pτ (a) either does not scale exponentially with τ or that
the scaling is exponential but becomes anomalous, in the
sense that
Pτ (a) ∼ e−τξI(a) (7)
with ξ 6= 1, and so that τ must be replaced by τ ξ in the
limit (4) to obtain the correct rate function.
There is no method, as far as we know, that can give
the rate function of Aτ in this new scaling regime for ar-
bitrary noise amplitude [53]. However, we can explore the
form of Pτ (a) in the low-noise limit using the well-known
saddle-point, instanton or optimal path approximation
method, widely used to study noise-activated transition
phenomena in equilibrium and nonequilibrium systems
[54–59], including the KPZ equation [60–62] and inter-
acting particle systems described in the hydrodynamic
limit by stochastic transport equations [19–21]. This ap-
proximation is summarized in the SM and leads here
to
Pτ (a) ∼ e−Sτ [x¯] (8)
as σ → 0, where x¯(t) is the optimal path or instanton
that minimizes the action
Sτ [x] = 1
2σ2
∫ τ
0
(
x˙(t) + γx(t)
)2
dt (9)
of the Ornstein–Uhlenbeck process subject to the con-
straint Aτ = a in (2). In our case, x¯(t) is given by the
following Euler-Lagrange equation:
x¨(t) = γ2x(t)− βσ2αx(t)α−1 (10)
with free boundary conditions, where β is a Lagrange
parameter that fixes the constraint Aτ = a. Equiva-
lently, we can obtain x¯(t) by solving Hamilton’s equations
associated with the Hamiltonian,
H(x, p) =
σ2p2
2
− γxp+ βxα. (11)
We cannot solve these equations exactly for finite τ
and α > 2. However, we find numerically that, as τ →∞,
x¯(0) and x¯(τ) approach 0, implying that the associated
momentum p = (x˙+ γx)/σ2 and “energy” H also vanish.
The infinite-time instanton thus evolves in phase space
on the H = 0 manifold, as shown in Fig. 1: it escapes the
unstable origin, performs a loop on the positive part of
the zero-energy manifold in finite time, before returning
to (0, 0). As a result, we can express the action as
Sτ [x¯] =
∮
H=0
p dx+ βτa. (12)
The line integral can be calculated exactly and so can
the Lagrange parameter as a function of the constraint
Aτ = a (see the SM). Combining these, we find that Sτ [x¯]
is proportional to τ2/α, so that Pτ (a) has the form (7)
with ξ = 2/α, and
I(a) =
Sτ [x¯]
τ ξ
= c
γ
α+2
α
σ2
a
2
α , (13)
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FIG. 1. Stream vector field of Hamilton’s equations describing
the instanton in phase space for α = 3, γ = 1, σ = 1, and
β = 0.1. Black line: H(x, p) = 0 manifold. Black point:
Unstable fixed point at the origin. Blue point: Stable fixed
point (x∗, p∗). Red point: Turning point (xˆ, p(xˆ)).
where
c = pi
α−2
2α
[
2
α+2
Γ
(
2
α−2
)
Γ
(
α+2
2α−4
) + 1α−2 Γ( αα−2)Γ( 3α−22α−4)
] [
α−2
2
Γ
(
3α−2
2α−4
)
Γ
(
α
α−2
) ] 2α
(14)
is a constant prefactor. In particular,
I(a) =
(
9
10
) 1
3 γ
5
3
σ2
a
2
3 and I(a) =
(
4
3
) 1
2 γ
3
2
σ2
a
1
2 (15)
for α = 3 and α = 4, respectively. Note that, for simplic-
ity, we only give the result for a ≥ 0, since Aτ ≥ 0 when
α is even, whereas I(−a) = I(a) when α is odd due to
the symmetry of the process.
This exact expression for the rate function is our main
result. Although it is valid in the limit σ → 0, we show
in Fig. 2 that it gives a good approximation of the “true”
rate function obtained by Monte Carlo simulations for
σ > 0, up to around σ = 0.5. To obtain this plot, we
simulated 109 paths of the Ornstein–Uhlenbeck process
using the Euler–Maruyama scheme, and transformed the
histogram of Aτ for different τ according to the large
deviation limit (4) with τ replaced by τ ξ, so as to get an
estimate of I(a) (see the SM). We also plot I˜(a) = σ2I(a)
rather than I(a), since the low-noise prediction (13) is
independent of σ under this rescaling.
The results are found to converge for τ & 20 or τ & 30,
depending on the noise amplitude considered, and confirm
that Pτ (a) scales anomalously according to (7) with the
predicted ξ = α/2. There are very few data points for
σ = 0.25, since we are dealing with rare fluctuations that
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FIG. 2. Scaled rate function I˜(a) = σ2I(a) for γ = 1 and
α = 3, plotted for a ≥ 0. Black curve: Low-noise result (13),
which is independent of σ after rescaling. Data points: Monte
Carlo results for different noise amplitudes. Error bars are
shown on all points but are in most cases too small to be seen
(see text and the SM).
are suppressed exponentially in T and 1/σ2, but those
obtained confirm the function obtained in (13), which is,
interestingly, non-convex and homogeneous (or scale-free).
The τ scaling with ξ = 2/α is consistent with the fact
that there is no mapping to the quantum problem, since it
implies that the generating function of Aτ diverges for all
k 6= 0. This can also be seen by noting that, since ξ < 1
for α > 2, we get I(a) = 0 if we use the “wrong” limit
shown in (4). The Legendre transform of that zero rate
function diverges for all non-zero values of the conjugate
parameter k, which is what the quantum problem predicts
in the absence of bound states (see the SM).
This applies to any odd α > 2, for which the mean a∗,
as given by (5), vanishes since ρs(x) is even in x. For even
values of α > 2, the situation is slightly more involved.
Then AT ≥ 0 and, for 0 ≤ a < a∗, AT has normal large
deviations with ξ = 1 [63, 64], since the quantum problem
has a bound state, from which we can obtain the exact
rate function, as described in the SM. For a > a∗, however,
we have anomalous large deviations with ξ = 2/α and a
rate function given, in the low noise limit, by our general
result (13), which predicts that the mean is 0, consistently
with the fact that a∗ → 0 as σ → 0.
To illustrate the physical meaning of the instanton, we
show in Fig. 3 typical paths of the process with γ = 1 and
σ = 0.5 leading to a given fluctuation Aτ = a after τ = 30,
the observed convergence time. For these parameters, we
found 28 out of 109 simulated paths reaching the value
Aτ = 0.45± 0.02, which lies on the green curve in Fig. 2.
Since fluctuations can happen in simulations anywhere
in the whole time interval [0, τ ], we compare these paths
by translating their maximum at the time τ/2 where
the instanton has its own maximum. This also allows
us to compute an average fluctuation path which can be
compared with the predicted instanton [59].
All the paths are in good agreement, as can be seen,
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FIG. 3. Typical paths of the process (in gray) satisfying the
constraint AT = a found by direct Monte Carlo simulations,
compared with the instanton (in red) computed numerically.
Parameters: γ = 1, σ = 0.5, τ = 30, and a = 0.45± 0.02. The
maximum of each instanton is translated to t = 15. Black
curve: Average instanton.
which shows that the low-noise theory correctly predicts
how fluctuations are created dynamically by escaping
to a position xˆ, which scales like (aτ)1/α, over a finite
time proportional to 1/γ. It can be verified (see the SM)
that approximating this escape path from x = 0 by two
exponentials with rate γ reproduces the correct τ scaling
of the action, though not the exact, low-noise expression
of the rate function. Similar results are obtained for other
values of Aτ and α > 2, provided that τ is large enough
and σ is small enough.
The instanton that we find is similar to those arising
in the Kramers escape problem [54], underlying many
noise-induced transition phenomena [65]. The essential
difference is that we consider a “global” constraint Aτ = a
rather than a “local” constraint for the escape that a pro-
cess reach a given point or set in time. The instanton is
also related to condensation phase transitions in interact-
ing particle systems, such as the zero-range process, in
which an extensive number of particles accumulate on a
spatial site [66–68]. Here, we find “temporal condensates”
in the form of trajectories for the fluctuations of Aτ that
are localized in time compared to τ and whose height
scales with τ . A related condensation was reported re-
cently in the context of sums of random variables, which
can be dominated in some cases by a single, extensive or
“giant” value [69–74].
The results that we have presented show that temporal
condensation phenomena can arise in simple continuous-
time processes, and are not necessarily associated with
power-law distributions, as found in [71–73]. They also
show, more remarkably, that anomalous large deviations
can arise without long-range correlations, non-Markovian
dynamics or disorder, and can be linked generally to a
breakdown of the quantum formalism used to calculate
rate functions. As such, they are expected to arise in
other reversible systems for which this formalism can be
applied whenever the quantum potential related to the
process and observable [51] does not have a finite ground
state.
The problem remains to find the exact rate function of
Aτ in the anomalous regime for arbitrary noise amplitudes.
Most analytical methods rely on the normal scaling of
large deviations and, as a result, cannot be applied. This
includes the quantum mapping, as mentioned, but also the
so-called contraction principle [5]. There is a possibility
that one can obtain I(a) by finding the exact generating
function of Aτ via, e.g., a time-dependent Feynman–Kac
equation [42] in which k is scaled with time. However,
if I(a) is non-convex, then even this method will not
work, since the Legendre connection between generating
functions and rate functions is lost [7].
The same limitations apply to numerical methods devel-
oped recently to compute rate functions efficiently. Except
for the direct Monte Carlo method used here, all methods,
including cloning [75–77] and importance sampling [78–
80], work by reweighting trajectories exponentially with
time in a normal way. In this sense, the model proposed
here should serve as an ideal toy model to develop new
analytical and numerical methods that are applicable to
physical systems with anomalous large deviations, includ-
ing the many non-Markovian and disordered processes
mentioned in the introduction.
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SUPPLEMENTAL MATERIAL
Large deviations of dynamical observables
The most common approach used to obtain the rate
function of observables of Markov processes proceeds from
the Ga¨rtner–Ellis Theorem [5] by calculating the limit
function
λ(k) = lim
τ→∞
1
τ
ln〈eτkAτ 〉, k ∈ R, (16)
referred to as the scaled cumulant generating function
(SCGF). The 〈·〉 denotes the expectation over the trajec-
tories of the process. Following this theorem, if λ(k) exists
and is differentiable, then Pτ (a) has the scaling shown in
(3) and the rate function is given by the Legendre–Fenchel
transform of λ(k):
I(a) = sup
k∈R
{ka− λ(k)}. (17)
7In many cases, this transform reduces to the more common
Legendre transform; see [7].
To obtain the SCGF, we note that the generating func-
tion
G(x, τ) = 〈eτkAτ 〉x (18)
calculated from all trajectories started at X0 = x evolves
according to the partial differential equation
∂τG(x, τ) = LkG(x, τ), (19)
which is a version of the Feynman–Kac formula involving
the linear operator Lk, called the tilted generator [51].
For the process (1) and observable (2), this operator has
the form
Lk = −γx∂x + σ
2
2
∂xx + kx
α. (20)
At this point, we obtain λ(k) by expanding the evolu-
tion of G(x, τ) in the eigenbasis of Lk. Under appropriate
conditions on the spectrum of Lk (see [51]), this evolution
is dominated exponentially by the largest eigenvalue ζ(Lk)
of Lk, i.e.,
G(x, τ) ∼ eτζ(Lk), (21)
so that λ(k) = ζ(Lk).
The operator Lk is non-Hermitian, but since the
Ornstein–Uhlenbeck process is reversible with respect
to its stationary distribution ρs, the spectrum of Lk is
real and is conjugated to the spectrum of the following
Hermitian operator [51]:
Hk = σ
2
2
∂xx − Vk(x) (22)
which describes, up to a sign, the energy of a quantum
particle in the potential
Vk(x) =
γ2x2
2σ2
− γ
2
− kxα. (23)
With the minus sign difference, λ(k) therefore corresponds
to the ground state energy (if it exists) of Hk [49].
Other processes and observables can be analysed using
the same method, working either with Lk for general (pos-
sibly non-reversible) processes or with Hk for reversible
processes [51]. If the potential Vk(x) is not confining, then
we formally expect ζ(Lk) = ∞ for k 6= 0 and I(a) = 0
by Legendre transform. In this case, the large devia-
tion scaling of Pτ (a) and G(x, τ) is expected to be either
not exponential (e.g., power-law in τ) or exponential but
anomalous, as in (7). The SCGF can also diverge for a
confining potential because of boundary terms and the
choice of initial distribution. This arises, for example, in
the context of the so-called extended fluctuation relation
when considering observables with a potential part that
depends on the initial and final state, which still obey
a normal LDP [81–83]. The anomalous large deviations
described here are not related to this.
Low-noise approximation
The probability distribution of Aτ can be expressed in
path integral form as
Pτ (a) =
∫
dx0 ρs(x0)
∫
dxτ
∫ (τ,xτ )
(0,x0)
D[x] e−Sτ [x]δ(Aτ−a)
(24)
where ρs is the stationary distribution of the Ornstein–
Uhlenbeck process and Sτ [x] is the classical action of
that process shown in (9) (see, e.g., [58] and references
therein). The delta function enforces the constraint that
all trajectories contributing to Pτ (a) must be such that
Aτ = a on the time interval [0, τ ].
In the low-noise limit, the path integral is dominated by
the optimal path or instanton x¯(t) that minimizes Sτ [x]
under the constraint Aτ = a. To obtain that path, we
identify the Lagrangian density as
L(x, x˙) =
1
2σ2
(x˙+ γx)2 − βxα, (25)
which contains the Lagrange parameter β that fixes the
constraint. The associated Euler-Lagrange equations are
found to be
x¨(t) = γ2x(t)− βσ2αx(t)α−1
0 = x˙(0)− γx(0)
0 = x˙(τ) + γx(τ), (26)
where the last two follow because of free boundary condi-
tions imposed at t = 0 and t = τ .
These equations cannot be solved analytically. However,
numerical solutions suggest that, for large τ , there is a
unique instanton lying on the H(x, p) = 0 manifold in
phase space, where H(x, p) is the Hamiltonian shown in
(11), conjugated to L with the momentum p = (x˙+γx)/σ2.
Hamilton’s equations read
x˙ =
∂H
∂p
= σ2p− γx
p˙ = −∂H
∂x
= γp− αβxα−1. (27)
Apart from the trivial (hyperbolic) fixed point (0, 0), an-
other (stable) fixed point of this dynamics is
(x∗, p∗) =
((
γ2
αβσ2
) 1
α−2
,
(
γα
αβσ2α−2
) 1
α−2
)
. (28)
For odd α > 2, these two fixed points are the only real
fixed points, while for even α > 2 there is a third fixed
point at (−x∗,−p∗) due to the symmetry of the dynamics.
We focus only on the positive fixed point (x∗, p∗).
Since the instanton has zero energy, its action takes
the form shown in (12). The positive part of the H = 0
8manifold looping around the fixed point (x∗, p∗) from the
origin has two branches given by
p¯1,2(x) =
γx
σ2
± γx
σ2
√
1− 2βσ
2
γ2
xα−2, (29)
and joined at the turning point (xˆ, p(xˆ)), shown in Fig. 1,
where
xˆ =
(
γ2
2βσ2
) 1
α−2
. (30)
The line integral in (12) is calculated separately on these
two branches and yields∮
H=0
p(x)dx =
2γ
√
pi
σ2(α+ 2)
(
2βσ2
γ2
)− 2α−2 Γ( 2α−2)
Γ
(
α+2
2α−4
) .
(31)
To determine β, we also evaluate the constraint along the
two branches of the loop instanton:
τa =
∫ τ
0
x¯(t)αdt
=
∮
H=0
x¯α
˙¯x
dx¯
=
∮
H=0
x¯α
σ2p¯(x¯)− γx¯dx¯
=
2
√
pi
γ(α− 2)
(
2βσ2
γ2
)− αα−2 Γ( αα−2)
Γ
(
3α−2
2α−4
) , (32)
which yields
β(a) = (aτ)−
α−2
α
γ
α+2
α
2σ2
(
2
√
pi
α− 2
Γ
(
α
α−2
)
Γ
(
3α−2
2α−4
))α−2α . (33)
Inserting these results back into the action (12), we find
as announced that Sτ [x] ∝ τ2/α, so that ξ = α/2, which
leads, with (7), to the low-noise rate function shown in
(13).
As before, these results only give the positive part of
I(a), since this function is defined only for a ≥ 0 when
α is even, whereas I(a) = I(−a) for a ∈ R when α is
odd. Moreover, the whole calculation applies only for
α > 2; for α = 1 and α = 2, the low-noise calculation
yields different instantons associated with normal large
deviations.
Exponential instanton approximation
Numerical solutions of the Euler-Lagrange equations
(26) suggest that the instanton is well approximated by
two exponentials with rate γ about the middle time τ/2:
x¯(t) ≈ xmaxe−γ| τ2−t|, (34)
where xmax is the maximum position reached, fixed by
the constraint Aτ = a, yielding
xmax =
(
aτ
αγ
2
) 1
α
(
1− e−αγτ/2
)− 1α
. (35)
Plugging this simple ansatz for the instanton into the
action yields
Sτ = (aτα) 2α γ
α+2
α
41/ασ2
1− e−γτ(
1− e−αγτ/2) 2α . (36)
We see that this reproduces the correct τ and a scaling
of the action, but not the prefactor (14) of the low-noise
approximation of I(a).
Monte Carlo simulations
The numerical results presented in Fig. 2 were obtained
using a direct Monte Carlo method by simulating N
samples (copies or replicas) of the Ornstein–Uhlenbeck
process over the time interval [0, τ ] and by calculating Aτ
for each sample path. The process was simulated using
a Euler-Maruyama discretization scheme with ∆t = 0.01
as the integration time-step. From the N values of Aτ
obtained, we then constructed a normalized histogram
Pτ,N (a) of Aτ and transformed that histogram to
Iτ,N (a) = − 1
τ ξ
lnPτ,N (a) (37)
to get an estimate of the rate function [79]. We repeated
this procedure for different sample sizes N and different
integration times τ to verify convergence. We also plot in
Fig. 2 the rescaled rate function I˜(a) = σ2I(a), since the
low-noise result (13) is then independent of σ.
For α = 3, γ = 1 and σ ∈ {0.5, 0.75, 1}, we found
that Iτ,N (a) becomes more or less constant for τ & 30,
after trying τ = 10, 20, 30 and 40 with ξ = 2/3. For
σ = 0.25, convergence for the few points obtained was
reached for τ & 20. The sample size N only determines
the range of fluctuations over which I(a) is obtained, and
was set in simulations to 109. Error bars were computed
by constructing normal “square-root” error bars for the
histogram and by transforming them according to (37).
They are shown for all data points in Fig. 2 but are, in
most cases, smaller than the data points themselves.
The same simulations were used to produce the plot
of Fig. 3 by recording the trajectories of the process
leading to a given fluctuation value [59], in this case
Aτ = 0.45± 0.02 for the parameters listed in the caption
of that figure. The padding ±0.02 is added to make sure
that paths are actually selected in simulations; it does
not influence their shape in any significant way.
9Rate function for even α
For even α > 2, Aτ is a positive random variable whose
mean a∗, as given by (5), is strictly positive. In fact,
a∗ =
Γ
(
α+1
2
)
√
pi
(
σ2
γ
)α/2
. (38)
In this case, we find two regions of large deviations for
Aτ . On the one hand, for 0 ≤ a < a∗, Pτ (a) has normal
large deviations in τ , as in (3), with a rate function
I(a) given by the Legendre transform of the dominant
eigenvalue ζ(Lk), as described before. This arises because
Vk(x) then has a bound state for k < 0, corresponding to
values of a below the mean a∗ for which I ′(a) = k < 0
[7]. This normal region was studied for the Ornstein–
Uhlenbeck process by Fatalov [63, 64].
On the other hand, for a > a∗, Pτ (a) has anomalous
large deviations with ξ = α/2, as found here, since Vk(x)
looses its bound states for k > 0. The rate function is
then approximated in the low-noise limit by our result
(13) for a > 0, since a∗ → 0 in that limit, following the
result (38) above.
For a = a∗, we simply have I(a) = 0 under both
scalings. Moreover, when α is odd, the normal region of
large deviations disappears because Vk(x) has no bound
states for all k ∈ R.
