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Motivation 
•  there is no such thing as a unique “Internet topology” 
–  many different layers of abstraction 
•  extensive measurement-based research attempts to 
develop relevant models of Internet structure and 
function 




D. Alderson, NPS 2008 SIAM Annual Meeting 3 






D. Alderson, NPS 2008 SIAM Annual Meeting 4 










D. Alderson, NPS 2008 SIAM Annual Meeting 5 













The perception of the Internet as a 
simple, user-friendly, and robust system 
is enabled by FEEDBACK and other 
CONTROLS that operate both WITHIN 
LAYERS and ACROSS LAYERS. 
These ARCHITECTURAL DETAILS  
(layers, protocols, interfaces, etc.)  
are MOST ESSENTIAL to the nature of 
the Internet. 
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The Router-Level Internet 
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The Router-Level Internet 
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Autonomous System (AS) = a router-level network under single 
administrative control 
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Autonomous System (AS) = a router-level network under single 
administrative control 
 Autonomous System (AS) Graphs = Business Relationships 
AS 1 AS 3 
AS 4 AS 2 
Nodes = ASes 
Links = peering 
relationships 
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AS graphs provide a very different view of network 
topology! 
The AS graph 
may look like this.  Reality may be closer to this…  
Courtesy Tim Griffin 
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n  Physical router 
connectivity 
n  IP-level connectivity 
n  Autonomous System (AS) 
graph 
n  Web graph 
n  Online social 
graphs 
n  P2P graphs 
n  and many others  … 
D. Alderson, NPS 2008 SIAM Annual Meeting 13 
Motivation 
•  there is no such thing as a unique “Internet topology” 
–  many different layers of abstraction 
•  extensive measurement-based research attempts to 
develop relevant models of Internet structure and 
function 




Goals of this Minisymposium 
•  provide a basic understanding of these layers and the 
forces that shape them 
•   highlight the role of measurement and mathematics 















Router-level topology [David Alderson] 
•  node = routing device (hardware) 
•  link = connectivity between routers (physical/logical) 
Autonomous-System (AS) topology [Ricardo Oliveira] 
•  node = AS (organizational unit) 
•  link = peering relationship (business agreement) 
Online social networks [Sue Moon] 
•  node = individual online persona  
•  link = direct social relationship between individuals 
Peer-to-Peer (P2P) Networks [Reza Rejaie] 
•  node =  
•  link =  
Router-level Topology:  
Principles, Models, and Validation  
David Alderson 
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Unfortunately, direct inspection of Internet 
topology is generally NOT possible 
•  Economic incentive for ISPs to obscure network structure 
•  Recent trend 
–  Empirical measurement studies 
–  Generative models 
•  Obstacles 
–  Mismatch between what we want to measure and can 
measure 
–  Imperfect measurements 
–  What macro/microscopic statistics characterize a 
topology? 
–  How to determine what matters? 
Remainder of talk: focus on router-level topology 
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considerable progress in measuring router-level 
topology… 
•  traceroute tool  
–  Discovers compliant (i.e., IP) routers along path 
between selected network host computers 
•  Large-scale traceroute experiments 
–  Pansiot and Grad (router-level map from around 
1995) 
–  Cheswick and Burch (mapping project 1997--) 
–  Mercator (router-level maps from around 1999 by R. 
Govindan and H. Tangmunarunkit) 
–  Skitter (ongoing mapping project by CAIDA folks) 
–  Rocketfuel (state-of-the-art router-level maps of 
individual ISPs by UW folks) 
–  DIMES (ongoing distributed measurement by Tel 
Aviv Univ folks)  
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http://research.lumeta.com/ches/map/  
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http://www.isi.edu/scan/mercator/mercator.html  
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http://www.caida.org/tools/measurement/skitter/ 
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http://www.cs.washington.edu/research/networking/rocketfuel/bb 
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…but considerable drawbacks to existing approaches 
•  traceroute-based measurements are ambiguous 
–  traceroute is strictly about IP-level connectivity 
–  traceroute cannot distinguish between high connectivity 
nodes that are for real and that are fake and due to 
underlying Layer 2 (e.g., Ethernet, ATM) or Layer 2.5 
technologies (e.g., MPLS) 
D. Alderson, NPS 2008 SIAM Annual Meeting 23 
http://www.caida.org/tools/measurement/skitter/ 
§  www.savvis.net 
§  managed IP 
and hosting 
company 
§  founded 1995 
§  offering “private 
IP with ATM at 
core” 
Possible  that  
this “node” is 
an entire 
network! (not 
just a router) 
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…but considerable drawbacks to existing approaches 
•  traceroute-based measurements are ambiguous 
–  traceroute is strictly about IP-level connectivity 
–  traceroute cannot distinguish between high connectivity 
nodes that are for real and that are fake and due to 
underlying Layer 2 (e.g., Ethernet, ATM) or Layer 2.5 
technologies (e.g., MPLS) 
•  traceroute-based measurements are inaccurate 
–  Requires some guesswork in deciding which IP 
addresses/interface cards refer to the same router 
(“alias resolution” problem) 
•  traceroute-based measurements are incomplete/biased 
–  IP-level connectivity is more easily/accurately inferred 
the closer the routers are to the traceroute source(s) 
–  Node degree distribution is inferred to be of the power-
law type even when the actual distribution is not  
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MESSAGE #1: Idiosyncracies of network 
measurements require careful interpretation 
•  Each technique is typically specific to network of interest 
(e.g., traceroute for IP-level, BGP tables for AS-level) 
•  Even best-of-breed measurement data is ambiguous, 
inaccurate, and incomplete 
PITFALL: Taking (someone else’s) data at face value may 
provide a false basis for results 
–  example: use of MERCATOR data to support claims of 
power-law degree distribution for router-level Internet 
⇒ Are routers with >1000 connections plausible?? 
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Noncumulative Size-Frequency Binned Size-Frequency 
Size-Rank (log-log scale) Size-Rank (log-linear scale) 
raw MERCATOR data a common 
reporting 
technique  
without 2 largest 
nodes  
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Observation Modeling Approach 
•  Real networks are not 
random, but have obvious 
hierarchy. 
•  Structural models  
 (GT-ITM  Calvert/Zegura, 1996) 
•  Long-range links are 
expensive 
•  Random graph models 
(Waxman, 1988) 
•  Internet topologies exhibit 
power law degree 
distributions (Faloutsos et 
al., 1999) 
•  Degree-based models 
replicate power-law degree 
sequences (e.g. scale-free 
networks, 1999-2004) 
It is difficult to know what “matters”  
when it comes to representing router-level 
topology 
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Node Degree (d) 


























Power Laws and Internet Topology 
Node Degree: d = # connections 
Router-Level Graph Autonomous System (AS) Graph 
•  A random variable X is said to follow a power law with index α > 0 if 
•  Led to active research in degree-based network models 
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Degree-Based Network Models 
•  Basic Idea: traditional random graphs [Erdös & Renyí, 59] do not 
produce power laws, so develop new models that explicitly attempt 
to match the observed (power law) distribution in node degree 
•  Preferential Attachment 
–  Incremental growth + new nodes attach to high-degree nodes  
–  “Rich get richer”—power laws in asymptotic limit 
–  Scale-free networks [Barabási & Albert, 99] 
–  Generators: Inet, GPL, AB, BA, BRITE, CMU power-law generator 
•  Expected Degree Sequence 
–  Based on random graph models that skew probability 
distribution to produce power laws in expectation 
–  Power law random graph (PLRG) [Aiello et al., 00] 
–  Generalized random graph (GRG) [Chung & Lu, 03] 
•  A “new science of networks” = graph theory + statistical mechanics 
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“Error tolerance” 
=  Loss of random 
node has little 
effect 
“Attack vulnerability” 
=  Targeted loss of hub 
fragments network 
“Scale-free” networks and 
the  
“Achilles’ heel” of the 
Internet Reference: R. Albert, H. Jeong, 
and A.-L. Barabási. Attack and 
error tolerance of complex 
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The literature on Scale-Free Networks claims  
broad implications for the Internet and other 
networks 
Power laws in network connectivity… 
⇔ Are necessary and sufficient for “scale-free structure” 
⇔ Imply critically connected “hubs” 
⇒ Create an Achilles’ heel vulnerability 
⇒ Yield a zero epidemic threshold for contagion  
 
⇒ Are evidence of fundamental self-organization in networks 
⇒ This self-organization is believed by some to be a 
universal feature of technological, biological, social and 
business networks 
⇒ Efforts to protect complex networks should focus on the 
most highly-connected components…WRONG! 
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No, many networks with 
power laws don’t have 
an Achilles’ heel.  The 
real Internet is only one 
such example. 














No, many mechanisms 
can yield power laws 
The Internet has 
power laws 
The Internet is 
vulnerable to 
attacks on hubs 
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the truth behind power laws 
•  many ways of generating power laws 
–  combinations of exponentials 
–  inverses of quantities 
–  random walks 
–  the Yule process (a.k.a., preferential attachment) 
–  phase transitions and critical phenomena (e.g., SOC) 
–  evolution and engineering design (e.g., HOT)  
 Reference: M.E.J. Newman. Power laws, Pareto distributions and 
Zipf’s law.  Contemporary Physics (2005) 
•  there are mathematical, statistical, and data-analytic 
arguments suggesting that scaling distributions are the 
natural null hypothesis for high variability data 
 Reference: W. Willinger, D. Alderson, L. Li, and J.C. Doyle.  More 
“Normal” Than Normal: Scaling Distributions and Complex 
Systems. Proc. 2004 Winter Simulation Conference.  Ingalls, 
Rossetti, Smith, and Peters, eds.  (2004) 
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PA PLRG 
Heuristically Optimal Abilene-inspired Sub-optimal 
different networks can have the SAME power 
law 
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•  Low degree core 
•  Result of design 
•  High performance and 
robustness 
•  High degree central “hubs” 
•  From random construction  
•  Poor performance and 
robustness 
MESSAGE #2: networks with the same 
statistical features can be OPPOSITES in terms 
of engineering 
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Trends in Topology Modeling 
Observation Modeling Approach 
•  Real networks are not 
random, but have obvious 
hierarchy. 
•  Structural models  
 (GT-ITM  Calvert/Zegura, 
1996) 
•  Long-range links are 
expensive 
•  Random graph models 
(Waxman, 1988) 
•  Internet topologies exhibit 
power law degree 
distributions (Faloutsos et 
al., 1999) 
•  Degree-based models 
replicate power-law degree 
sequences (scale-free 
networks, 1999-2004) 




•  Optimization-driven models 
yield topologies consistent with 
design tradeoffs of network 
engineers (SIGCOMM’04) 
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•  Who builds real router-level topologies? 
•  How do technology  and cost influence deployment? 
•  How does one evaluate a “good” design? 
•  What drives their structure? 
•  What about power laws? 
LINK 
some form of an (implicit) OPTIMIZATION 
problem, although actual “design” may be 
decentralized and heuristic  
the “decision makers” are individual ISPs 
network PERFORMANCE can be measured in terms of traffic 
they provide CONSTRAINTS on what the ISP can do 
a mere consequence of the inputs to the optimization problem 
Our Perspective 
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Basic Premise: ISP router-level topology is not random, but 
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POPs: the basic structural elements of an ISP 
Points of Presence (POPs) represent the 
geographic locations where and ISP 
connects to its customers. 
The backbone of an ISP’s network is built 
from additional routing infrastructure located 
in select POPs. 
• “Core POP” = part of the backbone network 
• “Edge POP” = everything else 
Every Edge POP connects to the network 
backbone (via a Core POP) 
Viewed from above, Core POPs appear as 
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ptdor Core POP ptdor Edge POP 
POP-level Backbone Topology for AS 7018 
via Rocketfuel (circa 2003) 
Austin, TX Houston, TX 
Dallas, TX 
San Antonio, TX 
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Internal POP Structure: Redundant Hierarchy 
•  connectivity originally derived from Rocketfuel data 
•  then application of “first principles” (engineering) 
–  identify inconsistencies (duplicate data, missing data) 
•  subject to interpretation by engineering design principles 
AS 7018:  
Austin, 
TX 
a motif  of 
router-level 
design 
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Customer Connections  
vs Population (by MSA) 
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Distribution of Customer Connections per Access Router 






0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 







have low variance 
in their ability to 
support customer 
connections 
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AS 7018 POPs: Frequency of Backbone-
Access Routers 
3 
8 61 37 2 
2 3 1 
1 1 1 1 
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Observations: Backbone Topology for AS 7018 
Observed Feature Engineering Design Reasoning 
-POPs can be divided into two distinct 
classes: those with backbone routers 
and those without backbone routers. 
While all POPs aggregate traffic, only 
some POPs support backbone 
infrastructure (Core). 
-POPs without backbone routers 
typically have one POP-POP link.  This 
link is to the nearest POP that has 
backbone routers. 
It is more efficient to connect the 
access routers in a small POP to the 
backbone routers in a nearby larger 
POP then to build and maintain 
backbone structure at a small POP. 
-POPs with backbone routers typically 
have many POP-POP links.  These 
links connect to POPs that have no 
backbone routers and to POPs that 
have backbone routers. 
Backbone POPs serve as hubs in “hub 
and spoke” design motif. 
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Observations: Internal POP Structure for AS 
7018 
Observed Feature Engineering Design Reasoning 
-A POP can have zero, two, four, or six 
backbone routers. 
Backbone routers occur in pairs for 
redundancy. 
-The POP structure is related to the number 
of backbone routers in the POP. 
The backbone router configuration within a 
POP determines its bandwidth capacity. 
-The number of backbone routers is related 
to the number of access routers in the POP. The backbone routers serve to aggregate traffic from the access routers.  Therefore 
the number of access routers drives the 
backbone router requirements. 
-The POP structure is scalable, i.e., the two-
backbone router structure is contained 
within the four-backbone router structure 
and the four-backbone router structure is 
contained within the six-backbone router 
structure. 
Scalable structure supports the expansion 
of POPs as more capacity is required. 
-An access router connects in parallel to a 
pair of backbone routers. Connecting in parallel provides redundancy in case of a backbone router or link failing  
-An access router can support a finite 
number of customers. Router degree is constrained by the number of line cards it can support.  Line cards have 
a port/bandwidth configuration. 
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Basic Premise: ISP router-level topology is not random, but 
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multi-stage topology generation process 
1.  Pre-Processing 
–  determine the number & location of customers per POP 
–  compute the number of access routers per POP 
2.  Backbone Topology Generation 
–  add backbone infrastructure to select POPs 
–  build backbone topology 
–  connect all POPs to backbone 
3.  Post-Processing 
–  determine internal POP structure 
–  build complete router-level topology  
4.  Performance Evaluation 
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building core POPs: choosing among different 
motifs 
•  consider both heuristic and optimal approaches to 
design 
•  use realistic cost and capacity data 
•  compute performance in terms of maximum 
throughput 
•  assume a “gravity model” of customer traffic demand 
a. Two-backbone node
cost = 2cb + cbb
cap = 2ub - ubb
b. Four-backbone router node
cost = 4cb + 6cbb
cap = 2ub - 6ubb
c. Six backbone Router Node
cost = 6cb + 11cbb
cap = 3ub - 11ubb
constructing backbone topology: connecting 
core POPs 
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naïve traffic engineering: single-path flows 
basic idea: 
•  traffic for each O-D pair follows a single shortest route 
•  these flows occur in proportion to the size of the 
demand for each edge node 
•  starting from zero, all flows are raised in proportion to 




Xst st s tX B Bρ=
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Single-Path Multi-Commodity Proportional Max-
Flow (1) 
Index Use 
 , ,i j k N∈   Nodes  
 ( , )i j A∈   Directed arc from node i to node j  
 ,s t E N∈ ⊆          Source and terminal nodes in the set of “edge” nodes  E  
Data 
 sD    Traffic demand by edge node s ∈ E [flow] 
 kB    Throughput capacity of node k∈N [flow] 
 ,i ju   Upper bound on flow from node i to node j for each arc (i, j) ∈ A [flow] 
 ,s tr   Shortest path route from node s to node t for each s, t ∈ E [flow] 
Decision Variable 
 ,s tX  Flow along route ,s tr  from node s to node t [flow]  
  ,s t s tX B Bρ=  where ρ is a constant of  proportionality 
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where we pre-compute shortest path routes using Floyd-Warshall to 
obtain the following binary indicators: 
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•  substituting the proportionality constraint into the node and arc capacity 
constraints allows us to obtain a direct solution  
•  node capacities: 
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“best case” traffic engineering: multi-path 
flows 
basic idea: 
•  traffic for each O-D pair can follow multiple paths, 
independent of their length 
•  as before, total flow for each O-D pair occurs in 
proportion to the size of the demand for each edge node 
•  multiple internal flows support traffic on return arc 
•  starting from zero, all flows are raised in proportion to 
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Multi-Path Multi-Commodity Proportional Max-
Flow (1) 
Index Use  
 , ,i j k N∈  Nodes  
 ( , )i j A∈   Directed arc from node i to node j 
 ,s t E N∈ ⊆      Source and terminal nodes in the set of “edge” nodes E  
Preprocessing:  Each “internal” node k ∈ E is split into two nodes {k, k’} with directed arc 
(k, k’) connecting them.  
Data 
 kB    Throughput capacity at node k ∈ N  [flow] 
 sD     Demand for edge node s ∈ E  [flow] 
 ,i ju    Upper bound on flow from node i to node j  on arc (i, j) ∈  A [flow] 
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i jX             “Internal” flow of commodity s-t on arc (i, j) ∈ A [flow] 
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Formulation [dual variables] 
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•  The “nodes” and “links” are physical things that have 
hard constraints (technology). 
•  ISPs are constrained in what they can afford to build, 
operate, and maintain (economics). 
•  Decisions of ISPs are driven by objectives 
(performance) and reflect tradeoffs between what is 
feasible and what is desirable (optimization, possibly 
heuristic ) 
•  Can assess robustness in terms of residual throughput 
in presence of worst-case loss of nodes and/or arcs  
 
PITFALL: Emphasis on power laws 
–  “Full of sound and fury, signifying 
nothing?” (Strogatz) 
–  Power laws as “more ormal than Normal” (ask 
W.W.) 
Summary: What “Matters” For Router-Level 
Topologies? 
