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Mortality monitoring systems are important for gaug-
ing the effect of influenza and other wide ranging 
health threats. We present the daily all-cause mor-
tality monitoring system routinely used in Scotland, 
which differs from others by using two different sta-
tistical models for calculating expected mortality. The 
first model is an extended Serfling model, which cap-
tures annual seasonality in mortality using sine and 
cosine terms, and is frequently seen in other systems. 
Serfling models fit to summer seasonality well, but 
not to the winter peak. Thus, during the winter, there 
are frequent `excesses’, higher than expected mortal-
ity, making it harder to directly judge if winter mortal-
ity is higher than in previous years. The second model, 
a Generalised Additive Model, resolves this by allow-
ing a more flexible seasonal pattern that includes the 
winter peak. Thus, excesses under the second model 
directly indicate if winter mortality is higher than in 
previous years, useful, for example, in judging if a new 
strain of seasonal influenza is more likely to produce 
death than previous ones. As common in all-cause 
mortality monitoring systems, the Scottish system 
uses a reporting delay correction: we discuss the dif-
ficulties of interpretation when such a correction is 
used and possible avenues for future work that may 
address these difficulties.
Introduction
Mortality surveillance systems are used to monitor for 
unexpected increases in mortality and are important in 
monitoring public health. For example, they are used 
to gauge the effect of influenza [1-3] and to track heat 
waves and other wide-ranging public health threats 
[4-7]. Such systems are currently used in: Belgium [8]; 
England and Wales [9]; Portugal [4]; Sweden [5]; and 
the United States [1]. A project funded by the European 
Commission, called the European monitoring of excess 
mortality for public health action, EuroMOMO, worked 
to improve the real time monitoring of mortality in 
Europe [3,6,10]. Among its outcomes was the develop-
ment of a common consensus system (A-MOMO) for 
use across Europe, to allow for comparable monitoring 
between Member States [3,6].
We present the Scottish daily all-cause mortality sur-
veillance system used by Health Protection Scotland 
(HPS) [11]. This system uses mortality data collated by 
the National Records of Scotland (NRS) [12] to automati-
cally carryout statistical analysis and produce support-
ing documentation. Our system differs from others by 
utilising two statistical models for calculating expected 
mortality, against which observed levels are compared 
to detect if mortality is unusually high.
The first model uses sine and cosine terms to model 
seasonal variation in mortality, extending an earlier 
model developed by Serfling [13], as is commonly used 
in other systems [2,4,7]. This model captures summer 
seasonality well, but does not follow the winter peak 
closely (Figure 1). Thus, in Serfling models, excess 
mortality essentially corresponds to mortality above 
that expected during the summer – during the winter 
months this is described as `excess winter mortality’ 
[14]. While influenza may not be the primary driver of 
excess winter mortality, there is a strong association 
between them, making excess mortality a useful indi-
cator of influenza [15,16]. 
The second model uses Generalised Additive Models 
(GAMs) [17]. GAMs allow for a less restrictive seasonal 
pattern and so can fit more closely to the winter peak 
(Figure 1; see [18] for a comparison of approaches to 
modelling seasonality). Thus, the increase of mortal-
ity during the winter is treated as part of the usual 
seasonal pattern (giving different excess mortality to 
that of the Serfling model). Consequently, the severity 
of any seasonal or pandemic influenza (for example, 
influenza A(H1N1) pdm09 [19]) can more readily be com-
pared with what is usually expected during the winter. 
Methods
Collected data
Details of most deaths (≥95%) are transferred elec-
tronically to NRS from local Registrars’ offices. Data 
is made available each weekday (Monday to Friday) 
to HPS on such deaths (currently, data is emailed but 
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Figure 1
The daily totals of deaths occurring in Scotland, 1 October 2006–29 April 2009
GAM: Generalised Additive Model.
The daily totals for all days of each year are shown. The dashed vertical black lines indicate 1 January for each year. The coloured lines 
give the fits of the two statistical models used to calculate expected numbers of deaths in the mortality surveillance system. The GAMs 
(green) follow the winter peaks, which occur at the beginning of each year, more closely, while the Serfling model (red) captures summer 
seasonality (corresponding with those times where the models are at their lowest values, the troughs between the winter peaks) more 
smoothly and consistently. 
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development is underway on automating the transfer). 
This arrangement is possible since all-cause mortal-
ity data has not been subject to the validity checking 
process whereby verification of the cause of death 
is established and ultimately published a number of 
months later as an official statistic. For each death, the 
sex, age at time of death, postcode of last known resi-
dence, date of death and date of registration are col-
lected. Postcode sectors are used to link deaths with 
particular geographical regions in Scotland (typically, 
health boards, the 14 geographical subdivisions of the 
Scottish health service).
Data characteristics
On average, there are 152 deaths per day in Scotland, 
with little difference between days of the week [20]. 
Mortality reaches a peak around the turn of the year 
and is at its lowest during the summer. As would be 
expected in an industrialised country, there are rela-
tively few deaths at young ages. We use the age group-
ings generally adopted by HPS: 0–14, 15–44, 45–64, 
65–74, 75–84 and ≥85 years. There are different sea-
sonalities in mortality among these groups and differ-
ent levels between the sexes. The biggest differences 
are seen in the older groups (65–74, 75–84 and ≥85 
year-olds), in both seasonal level and pattern.
Developing statistical models for the 
calculation of expected mortality
We fitted regression models to the daily totals of 
deaths aggregated by date of death (Figure 1). The fol-
lowing models were developed on data from 1 October 
2006 to 14 May 2009, excluding the last two weeks to 
reduce the effect of unreported deaths. 
Serfling model development
Serfling’s model is extended to the following, where 
a Poisson Generalised Linear Model (GLM) is fitted to 
the daily mean of observed deaths, µtsa , for each age 
group a and sex s:
 
 
where the βk are coefficients; Sexs is a factor with two 
levels; Age.Gpa is a factor with a level for each age 
group; Trendt is the number of day t as numbered 
from the first day (Trendt = t); pt gives the within-year 
time, which begins at zero on 1 January and increases 
Table 1
Fit statistics of the Serfling models fitted to the daily totals of observed deaths occurring in Scotland, 1 October 2006–29 
April 2009 
Model description (unique elements, 
beyond those described in the caption)
Null 
deviance
Residual 
deviance
Explained 
deviance
% Deviance 
explained
Null 
degrees of 
freedom
Residual 
degrees of 
freedom
Used 
degrees of 
freedom
AIC
Interaction of age and first seasonal 
harmonic 105,993 12,277 93,716 88 11,303 11,277 26 54,059
Interaction of Younga and first 
seasonal harmonic 105,993 12,280 93,713 88 11,303 11,281 22 54,054
Second seasonal harmonic; second 
order interactions between both 
seasonal harmonics and each of age 
and Younga
105,993 12,150 93,843 89 11,303 11,271 32 53,944
Model defined by Equation (1); as 
above, but no interaction between 
second seasonal harmonic and  
Younga
105,993 12,152 93,841 89 11,303 11,277 26 53,934
AIC: Akaike Information Criterion.
All models include the first seasonal harmonic, factors for age group and sex, and second order interactions between: age group and sex; sex 
and the seasonal harmonics. Both by analyses of deviance and comparison of AICs (a lower AIC is favoured), the model defined by Equation 
(1) is the preferred model. It is not appropriate to use a goodness-of-fit test on this model, as it fits to very low counts in the youngest age 
groups, which violates the large sample assumptions of the test.
(1)
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by 1/365 or 1/366 increments, depending on the num-
bers of days in that year; Younga is similar to Age.Gpa, 
except that the three youngest groups (0–14, 15–44 
and 45–64) share the same level; A : B denotes the 
interaction of terms A and B. The inclusion of an inter-
action term allows two variables to affect the mean in 
a more complex way than simply additively; for exam-
ple, Sexs : Age.Gpa allows a different level for each sex 
and age combination. The development of this model is 
outlined in Table 1. The introduction of Younga allows 
for a parsimonious model while still allowing greater 
seasonal variation in the older groups. 
Essentially, this model is very similar to those used in 
other mortality monitoring systems: there is a linear 
trend and seasonality is modelled with sine and cosine 
terms [3,4,7,9]. It differs from A-MOMO by being fitted 
to daily data, as in the approach by Cox et al. [7], and 
using data from the whole year, as described in the 
works of Cox et al. and Hardelid et al. [7,9]. In contrast 
with models from other systems, differences between 
age groups and sex are addressed in one model by 
using factors (Age.Gpa, Younga and Sexs), while other 
systems fit separate regression models to appropriate 
data subsets. A standard Poisson model suffices for 
the Scottish data [20].
Generalised Additive Models development
Using GAMs, we fitted models that follow the winter 
peak more closely. A GAM allows a `spline’ to be fit-
ted to data, a process by which the data range is split 
into separate sections, delineated by a series of `knot 
points’, within which a simple curve is fitted to the data 
contained therein (see [21] for an introduction). The 
Mixed GAM Computation Vehicle with GCV/AIC/REML 
smoothness estimation (mgcv) package is used to fit 
the following GAMs [17].
We first determine if the daily means of deaths µt are 
best modelled with a separate spline for each age 
group a and sex s combination (n=12 models):
 
 
or, if the seasonality for both sexes in each age group 
can be modelled with the same spline, with an additive 
sex factor to address differences in level (n=6 models):
 
 
In these Poisson GAMs, f(pt) is a cyclic cubic regression 
spline with 52 weekly knots, fitted to the within period 
time pt. The use of a cyclic regression spline ensures 
a smooth seasonal pattern. We choose between 
these models by comparing their Akaike Information 
Criterions (AICs, [22]) as shown in Table 2. For each 
age group in the models defined by Equation (2), we 
sum the AICs of the models for each sex to allow for 
comparison with the models defined by Equation (3). 
The GAMs defined by Equation (3) are to be preferred 
in three age groups (45–64, 65–74 and 75–84 years), 
while in two groups there is little difference (0–14 
and ≥85 years). Thus, we choose models defined by 
Equation (3).
Next, we investigate more parsimonious models result-
ing from using fewer knots. We choose from among sets 
of knots placed at regular intervals (weekly, fortnightly 
and monthly) and sets where knot locations vary from 
a higher density around the winter solstice, to a lower 
one around the summer solstice (Figure 2). The latter 
Table 2
Comparisons of Akaike Information Criterion between the Generalised Additive Models that adopt different approaches to 
modelling seasonality (separate models versus use of a factor)
Age in years
Separate GAM for each age and sex – Equation (2)
Sex factor – Equation (3) Lowest AIC
Females Males Sexes combined
0–14 1,512.79 1,747.18 3,259.97 3,261.42 Equation (2)
15–44 3,263.70 4,140.83 7,404.53 7,411.06 Equation (2)
45–64 4,727.36 5,233.78 9,961.15 9,952.85 Equation (3)
65–74 5,084.46 5,426.35 10,510.81 10,500.31 Equation (3)
75–84 5,784.34 5,704.85 11,489.19 11,475.05 Equation (3)
≥85 5,944.66 5,211.47 11,156.13 11,158.30 Equation (2)
AIC: Akaike Information Criterion; GAM: Generalised Additive Model.
The GAM defined by Equation (2) has a separate spline for each age group and sex combination, while the GAM defined by Equation (3) uses 
the same spline for both sexes but utilises a factor to capture differences in seasonal levels. For the models defined by Equation (2), the AICs 
for each sex, within each age group, are summed (‘Sexes combined’) to allow for comparison with the models defined by Equation (3).
5www.eurosurveillance.org
sets of knots are motivated by noting an association 
between hours of daylight and levels of mortality dur-
ing the winter [20]. 
The resulting AICs for fitting the models defined by 
Equation (3) to each age group and knot set are shown 
in Table 3. There is little change in AIC over this wide 
range of models, but the fit of the models in the older 
groups improves with the addition of more knots. The 
more clearly defined seasonal patterns in the older age 
groups, available from the greater number of deaths in 
these groups, can be more closely modelled by using 
a greater number of knots [20]. However, note that 
AICs cannot directly be used for choosing between 
knot sets. Instead, a pragmatic approach is adopted. 
For each age group, we choose the set of knots where 
the AIC levels off and is consistent with the fewest 
knots. However, to ease interpretation, we also want 
to use the same set of knots across all age groups. 
Given these constraints, we choose set B, containing 
16 knots (Figure 2). 
Reporting delay correction
There is a median reporting delay of one day. Thus, 
to increase the likelihood of detecting excesses more 
quickly, the empirical cumulative distributions of 
delays are used to inflate totals of reported deaths 
from recent days, which are likely to be underreported 
because of delayed reporting (similar methods are used 
by other authors [9,10]). As over 99% of deaths are 
reported within 14 days, only reporting totals from the 
last two weeks are corrected. Delays are measured in 
terms of working days, since negligible totals of deaths 
are reported at the weekend and on public holidays, 
when Registrars’ offices are closed. Delay distributions 
are grouped into four day types: weekdays (Monday to 
Friday); Saturdays; Sundays; and public holidays. An 
example of these being used to correct national totals 
is given in Supplementary Table 1 (http://preview.tiny-
url.com/c6ktyrr). 
The following formula is used to calculate the delay 
corrected reporting total Cisat for age a, sex s, for day 
t – i (0 < i < 13) for use on day t:
where Rsati is the total number of deaths occurring 
on day t - i that have been reported by day t, and 
Dd(t – i),g(a,s),w(i) is the proportion of deaths expected to be 
reported by w(i) working days after day t - i, for the 
appropriate day type d(t – i) (either weekday, Saturday, 
Sunday or public holiday), in group g(a,s) (one of: 0–14, 
45–64, 65–74, 75–84, ≥85 years age groups, but with 
separate groups for males and females aged 15–44 
years). Currently, the Dd(t – i),g(a,s),w(i) are calculated from 
the delays in the reporting of deaths occurring between 
1 October 2006 and 29 April 2009. The groupings of 
g(a,s) reflect that the delays for most age groups are 
similar across the sexes, except for the 15–44 year-old 
group, where reports for males tend to be delayed for 
longer, as they are frequently subject to autopsies fol-
lowing violent deaths. 
Model for monitoring reporting levels
We fitted the following Poisson GAM to the mean daily 
total µRt of reported deaths (that is, daily totals of 
reports aggregated by date of registration, rather than 
date of death as is used above):
where: Dayt is a factor with a level for each week day 
(no deaths can be registered at the weekend); and 
Holidayt is a factor indicating if day t is a public holi-
day, modelling the lower levels of reporting on such 
days. Factor Dayt models the differences in reporting 
Table 3
The Akaike Information Criterions of the Generalised Additive Models defined by Equation (3) with different sets of knot 
points 
Age group  
in years
Sets of knots considered (n=number of knots)
Weekly
(52)
Fortnightly
(26)
Manually chosen–D
(21)
Manually chosen–C
(18)
Manually chosen–B
(16)
Monthly
(12)
Manually chosen–A
(11)
0–14 3,261.42 3,261.72 3,263.55 3,263.21 3,258.56 3,258.56 3,258.56
15–44 7,411.06 7,411.07 7,411.08 7,411.13 7,411.14 7,411.12 7,411.22
45–64 9,952.85 9,953.32 9,952.22 9,954.31 9,951.37 9,961.44 9,962.50
65–74 10,500.31 10,503.66 10,503.53 10,501.76 10,506.11 10,506.23 10,506.44
75–84 11,475.05 11,475.76 11,480.02 11,482.72 11,485.77 11,485.98 11,485.85
≥85 11,158.30 11,158.43 11,157.82 11,158.72 11,158.65 11,164.53 11,162.58
Knots placed at regular intervals include those described as weekly, fortnightly and monthly. The position of the manually specified knot sets 
are shown in Figure 2.
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levels between days: for example, Mondays tend to 
have the highest level of reporting, since they are the 
first opportunity for weekend deaths to be reported. 
Linked with such deferred reporting, Dayt is set to 
Monday levels for any day following a public holiday. 
This model allows reporting levels to be monitored 
(Figure 3).
General system 
The separate elements described thus far are brought 
together to produce a mortality surveillance system, 
as outlined in Figure 4. Details of the latest deaths are 
retrieved from NRS and used to update totals recorded 
within the system. The delay correction is used to 
inflate the reported totals for recent days to reduce the 
effect of delayed reporting. Expected mortality can be 
calculated from either the Serfling model or GAM, and 
then compared to the corrected totals. Plots and sum-
maries of the expected and (delay corrected) observed 
values are made, and excesses determined. When an 
excess occurs, it can be investigated with the aid of 
the reporting level monitoring model, to determine 
whether an excess is genuine, or more likely to be an 
artificial product of the delay correction and an unu-
sual reporting pattern. 
In the HPS system, an excess occurs when the cor-
rected reporting total for any sex, within any age 
group, on any day, exceeds the upper limit of the 99% 
prediction interval for the expected mortality for that 
group on that day. The size of an excess is defined as 
the difference between the expected and corrected 
reporting total. The total excess deaths for any day are 
found by summing the sizes of any excesses occurring 
across the twelve age/sex combinations. Obviously, 
excesses will vary with the model chosen for calculat-
ing the expected numbers of deaths, particularly dur-
ing the winter. 
System use and outputs
In preparation for the influenza season, the statis-
tical models are annually re-estimated at the end 
of September, using data from 2001 to the present 
period. Predictions of expected levels are then made 
from October onwards for the coming year. Similarly, 
from 2012, the reporting delay distributions will also 
be annually updated (however, they are relatively sta-
ble). The system and its data are audited as part of the 
seasonal influenza review.
Plots produced by the system show daily totals of 
deaths, ranges of expected values and any excesses, 
allowing easy interpretation of the current state of 
mortality (for example, see Figure 3). Recent data, sub-
ject to the reporting delay correction, is highlighted 
to emphasise how totals for this period can fluctuate, 
as delayed reports continue to accumulate. Besides 
a graph of national figures (n=1 plot), other plots are 
also produced for each sex (n=2), age group (n=14) and 
health board (n=14). 
From 2011/12, the system is run daily at HPS (as it was 
during the influenza A(H1N1)pdm09 pandemic). Output 
from the system (primarily, the plots described above) 
is reviewed at least once a week by an epidemiologist 
on the Respiratory team (the team at HPS who take the 
lead on linking evidence of excess mortality to virus 
activity); during periods of intense monitoring, such 
as during the Olympics, output is reviewed daily (only 
Monday–Friday, as no new data is available at the 
weekend). Dependant on the review results, a protocol 
is followed to bring appropriate results to the attention 
of the consultant epidemiologist, who then decides if 
further investigation is warranted and if any excesses 
should be communicated to the NHS (for more detail 
see [20,23]).
Results 
Output from running the system on a Tuesday is 
included in the weekly surveillance reports produced 
during the influenza season. For example, on 20 
January 2011, HPS reported that an excess above the 
usual winter pattern had occurred during 3 to 9 January 
Figure 2
The manually specified knot sets considered in the 
Generalised Additive Models
The letters A, B, C, D on the Y axis designate specific sets of knots. 
The number in parentheses next to each letter specifies the 
number of knots in the given set. Individual knots are depicted 
as small circles. In all sets, knots are placed more regularly 
around the winter solstice and then placed less frequently 
towards the summer solstice.
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Figure 3
Example output from the mortality surveillance system, Scotland, 01 April 2010–08 March 2011
A. Daily national totals of deaths in Scotland, produced on 9 March 2011. The grey lines correspond to the 99% prediction intervals from 
the Generalised Additive Models; data points outside this, such as from the 3 to the 9 January, correspond to excesses of mortality. The 
inclusion of the horizontal line (in brown), indicating the period over which the delayed reporting correction is applied, helps to remind 
users that daily totals near to the present are subject to fluctuation, as delayed reports accumulate. 
B. Output from the reporting level monitoring model. Red points are the daily totals of reported deaths and so there are only values for times 
corresponding to Monday through Friday, the only days on which deaths can be registered. The range of expected reporting levels are 
shown by the grey lines (99% prediction interval). The higher level of registration generally corresponds to report totals from Mondays.
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(shown in Figure 3, see [24] for details); no other 
excesses were reported in the winter of 2010/11.
Generally, the GAM and its associated output are pre-
ferred by the epidemiologists that use the system, due 
to its more direct and explicit interpretation. For exam-
ple, the GAM based surveillance was a key element 
in demonstrating to the Scottish public that influenza 
A(H1N1)pdm09 had not significantly impacted upon 
general levels of mortality within Scotland (see, for 
example, [19]). However, later analysis has shown in 
other countries that influenza A(H1N1)pdm09 may have 
had an impact on mortality among the young [3,9]. 
Increases in the young (0–14 year-olds) are hard to 
detect, because even proportionately large increases 
result in only small increases in absolute totals.
The main challenge to using the system arises from the 
interpretation of the estimated daily deaths during the 
two week window in which the reporting delay correc-
tion is applied. Approximately 20% of deaths that occur 
on a working day are reported that same day, leading 
to a multiplication factor of five to convert the num-
ber of reported deaths to a `delay corrected’ estimate 
of the number of deaths that have actually occurred. 
Thus, during the most recent few days, when the delay 
correction has its biggest effect, there are frequent 
temporary excesses that disappear with the accumu-
lation of further data on subsequent days. The model 
monitoring levels of reporting can assist in determin-
ing genuine excesses, but this judgment generally 
requires a statistician. 
As the system has only been running since winter 
2009, it is too early to reliably comment on the sensi-
tivity or specificity of the system (however, these are 
considered as part of the system’s annual review). In 
any case, calculating sensitivity and specificity for all-
cause mortality systems is difficult as the `relevant 
events are hard to define’ and the `impact of known 
events is not certain, while other threats might not yet 
be known’ [7]. However, to date, the system has not 
missed anything which has had an impact on deaths, 
though nothing untoward has occurred. It has detected 
days and periods with an excessive numbers of deaths 
and these have been investigated by epidemiologists. 
Examples from 2012 include 10 and 11 May (173 and 174 
deaths respectively) and 22 May (188 deaths); these 
excesses may be associated with the atypical and very 
changeable temperatures during May.
Discussion and conclusions
Elsewhere, all-cause mortality surveillance systems 
that utilise Serfling models have been widely demon-
strated to be useful in monitoring seasonal influenza 
[1,4,7,13,25]. Specifically, in Scotland, we have previ-
ously noted the strong association between levels of 
seasonal influenza and levels of `standard’ excess mor-
tality (deaths above the expected level as calculated 
Figure 4
A broad overview of the Scottish mortality surveillance system, from 2009 
GAM: Generalised Additive Model; GLM: Generalised Linear Model; NRS: National Records of Scotland.
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from a Serfling model) [14,16]. With the implementa-
tion of this system, Scotland now has an automated 
system for monitoring `standard’ excesses in different 
age and sex combinations, at both the national and 
regional level.
The use of two statistical models for calculating 
expected totals of deaths increases the flexibility and 
utility of the system. By including Serfling excesses 
in the system, we have a measure of excess mortality 
that is more directly comparable to that produced by 
the systems of other countries. Further, as the Serfling 
part of the system is similar to EuroMOMO’s A-MOMO, 
barring the differences noted earlier, the Serfling 
model supports Europe wide monitoring, particularly 
with those countries that have adopted EuroMOMO 
methodology [3,6,10]. 
The Serfling model gives an estimated number of 
excess deaths relative to a model which predicts a 
smooth change in deaths from summer to winter. Thus, 
virtually every year, there will be an excess of deaths 
from the Serfling model during the sharp winter peak. 
In contrast, by fitting to the winter peak, the GAM only 
produces excess deaths when mortality levels around 
the peak are worse than in previous years. This allows 
users of the system to more easily and directly detect 
if seasonal influenza and other factors are significantly 
increasing mortality above expected winter levels.   
The GAMs have separate trends and cyclical compo-
nents within each age group. It would have been pos-
sible to try and develop a Generalised Linear Mixed 
Model (GLMM) with random effects to control the 
deviation from the general trend and cyclical effects 
along the lines of Durban et al. [26]; however, the 
deviations are not random effects, but rather system-
atic ones associated with age group – the seasonal 
cycle becomes progressively more pronounced with 
increasing age group. Therefore, deviations from the 
population average are better represented by fixed 
differences with age, rather than random differences. 
Effects due to sex could be random but we did not find 
substantial evidence of differing seasonal components 
for men and women.
Interpreting output from the system is made more chal-
lenging due to the reporting delay correction. However, 
it is generally accepted that such corrections are needed 
if mortality surveillance systems are going to detect 
excesses in a more timely fashion [2,7,9,10]. While the 
reporting level monitoring model helps determine if an 
excess is likely to be an artefact of unusual reporting 
patterns, outputs from the system would be more eas-
ily interpretable if they were automatically `corrected’ 
in some way to take account of the increased uncer-
tainty arising from the use of the delay correction. We 
have considered some approaches for this, but further 
development is needed.
One approach would be to `inflate’ the prediction inter-
val that is used to give the predicted range of mortal-
ity (the grey lines in Figure 3, panel A), to reflect the 
increased variability arising from the use of the delay 
correction. We would expect the adjusted predic-
tion interval to have a funnel shape, being widest in 
more recent days and then tapering to have the same 
width as the unadjusted prediction interval, to reflect 
the diminishing contribution of the correction further 
away from the most recent data. Ideally, the width of 
the adjusted prediction interval would be determined 
by a statistical model that takes into account differ-
ences in delays between age groups and day type. 
This approach may benefit from the delay corrections 
being modelled by probability distributions, rather 
than working with the raw empirical values as we have. 
For example, A-MOMO models delays with a binomial 
distribution [10]. We have investigated using standard 
geometric and negative binomial distributions, but fits 
have been poor [20] and further work is needed. 
Little attention has been given to developing statisti-
cal methods for addressing reporting delay in mortality 
monitoring, or other types of prospective surveillance 
systems [2,27]. For example, the publications by 
Heisterkamp et al. and Kanieff et al. [28,29] are among 
the few papers that focus on the topic. Given that delay 
in mortality reporting is a common issue across Europe, 
further work in this area would be of wide benefit [29]. 
Currently, when the regression models are fitted to 
previous mortality data, every observation is given 
equal weight, including those corresponding to periods 
of excess mortality, which may increase expected mor-
tality inappropriately. Ideally, the fit of these models, 
and consequently the expected levels, should be most 
heavily influenced by periods with no excesses. There 
are two main approaches to achieving this. The first of 
these, the one adopted by A-MOMO and others, is to 
fit the models to a subset of observations which are 
unlikely to include excesses of mortality [10]. The sec-
ond approach refits the models a number of times and 
weights observations by the reciprocals of earlier fits 
[7,9]. Observations from periods of excesses should 
have larger residuals, resulting in smaller reciprocal 
weights, and so, should have a smaller influence on fit. 
We would need to adopt the latter approach, as oth-
erwise the GAM might not reliably capture the annual 
seasonal cycle. 
The ability of the system to detect smaller, but sus-
tained, shifts away from expected mortality may 
be improved through the use of cumulative sums 
(CUSUMs), as used in other systems [2,9,30].
An enduring criticism of all-cause mortality data is that 
the cause of the excesses detected may be imputed but 
not known with certainty. Imputation is usually inves-
tigated by considering the temporal, demographic and 
geographic nature of the data in relation to other data 
sets. All-cause mortality data may also mask deaths 
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attributed to rare conditions. Therefore, HPS are con-
sidering the use of provisional cause-specific data. 
Pilot work is looking at accessing deaths where cause 
is provisionally recorded as influenza related and gaug-
ing how timely such a system might be.
This manuscript has presented the deaths surveillance 
system that has been running in Scotland since 2009. 
The strengths of the system are: the automatic daily 
processing of data from NRS; the use of a reporting 
delay correction; using both a Serfling model (for com-
parison with other European countries) and a GAM (for 
easier comparison with what is expected in Scotland 
based upon the pattern from previous years). The sys-
tem provides timely information to epidemiologists 
and can be used on a weekly or daily basis as required.
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