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Abstract
Most neural machine translation systems still
translate sentences in isolation. To make fur-
ther progress, a promising line of research ad-
ditionally considers the surrounding context in
order to provide the model potentially missing
source-side information, as well as to maintain
a coherent output. One difficulty in training
such larger-context (i.e. document-level) ma-
chine translation systems is that context may
be missing from many parallel examples. To
circumvent this issue, two-stage approaches,
in which sentence-level translations are post-
edited in context, have recently been proposed.
In this paper, we instead consider the viability
of filling in the missing context. In particular,
we consider three distinct approaches to gen-
erate the missing context: using random con-
texts, applying a copy heuristic or generating it
with a language model. In particular, the copy
heuristic significantly helps with lexical coher-
ence, while using completely random contexts
hurts performance on many long-distance lin-
guistic phenomena. We also validate the use-
fulness of tagged back-translation. In addi-
tion to improving BLEU scores as expected,
using back-translated data helps larger-context
machine translation systems to better capture
long-range phenomena.
1 Introduction
Neural machine translation (Sutskever et al., 2014;
Bahdanau et al., 2015) has gained considerable
popularity, attracting significant research interest
and being widely adopted in industry. While re-
sults are impressive, sometimes arguably rivaling
human quality (Hassan et al., 2018), there is room
for further progress as most neural translation sys-
tems are trained to translate sentences in isola-
tion (Läubli et al., 2018). This may lead to un-
desirable behaviour when translating longer text
segments, such as paragraphs or documents. For
example, the output may contain incorrect gen-
der markers or generally be inconsistent (Popescu-
Belis, 2019).
Given these limitations, there has been growing
interest in document-level neural machine transla-
tion, such as in the En-De and En-Cs shared tasks
at WMT’19 (Barrault et al., 2019). In this work,
we consider a scenario where we are provided a
combination of document-level and sentence-level
only parallel data. Previous work (Voita et al.,
2019b) has tackled this problem with a two-stage
approach, initially generating sentences separately
and then correcting the output in context. Here,
we instead explore the viability of generating the
missing context.
We consider multiple techniques to complete
the missing data. In all cases, we do not modify
the examples where context is already provided.
As baselines, we may leave the context-less exam-
ples intact, or simply add random sentence pairs
to such examples (Junczys-Dowmunt, 2019). We
also present a simple partial copy heuristic, where
training examples are constructed by combining
multiple copies of a source-target pair with ran-
dom ones. Alternatively, we may sample target-
side context with a language model and obtain
the corresponding source context through back-
translation. Finally, we also consider retrieving
similar sentence pairs within the training data to
use as context.
By evaluating these context-aware models on
multiple challenge sets (Voita et al., 2019b) target-
ing specific longe-range phenomena, we observe
that the choice of context completion technique
clearly impacts performance. In particular, the
partial copy heuristic leads to significantly better
lexical coherence. In contrast, creating examples
where all sentences are unrelated is harmful on all
challenge sets, even if this negative impact is not
necessarily visible from BLEU scores.
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Given the importance of appropriate data to cap-
ture long-range phenomena, we also validate the
effectiveness of (tagged) back-translation (Sen-
nrich et al., 2016; Caswell et al., 2019a; Junczys-
Dowmunt, 2019) for document-level machine
translation. Adding back-translated data is clearly
helpful across all specific linguistic phenomena
we evaluate, although the initial context comple-
tion technique still visibly impacts performance.
Back-translation also increases the general trans-
lation quality as measured by BLEU, although we
see similar gains for sentence-level models.
The contributions of this paper are three folds:
• In a scenario where only some of the parallel
data has document-level context, we establish
the viability of completing the missing data.
• We present multiple approaches to fill in the
missing context and evaluate their impact on
multiple linguistic phenomena.
• We validate the effectiveness of (tagged)
back-translation for document-level machine
translation.
2 Background
2.1 Neural machine translation
A typical neural machine translation sys-
tem (Sutskever et al., 2014; Bahdanau et al., 2015)
is a neural network mapping an input sequence X
to its translation Y . Words (or subword tokens)
within X are mapped to a continuous space with
word embeddings. The embeddings are consumed
by an encoder network which produces one or
multiple source representations Enc(X; θEnc).
Using these source representations, a decoder net-
work predicts the output, often auto-regressively
p(yt) = Dec(y<t,Enc(X); θDec), although other
factorizations may be employed (Mansimov et al.,
2019). Both the encoder and decoder may be
implemented with recurrent, convolutional or
self-attentive networks, among others (Bahdanau
et al., 2015; Gehring et al., 2017; Vaswani et al.,
2017). The encoder and decoder are generally
separate networks, although they can alternatively
be merged (He et al., 2018).
Given a set of parallel sentence pairs
{(X1, Y1), ..., (Xn, Yn)} of size N , neural
machine translation systems are often optimized
by minimizing the negative log-likelihood:
1
N
N∑
n=1
log pθ(Yn|Xn).
To generate translations, given the intractabil-
ity of argmaxY p(Y |X), at least under the auto-
regressive framework, it is common to use approx-
imate search algorithms, i.e. beam search, which
prunes the output of a breadth-first search at every
time step.
2.2 Document-level neural machine
translation
Sentence-level systems are unable to model some
long-distance phenomena correctly. For example,
in some languages such as Spanish, pronouns may
be dropped. As such, without additional context,
an English translation would have to guess the cor-
rect gender. Moreover, politeness markers, named
entities and other words may also be translated in-
consistently across sentences.
To correct such weaknesses, models may use
additional context information, for example neigh-
bouring sentences within a document. Document-
level machine translation approaches can currently
be broadly classified into three categories. First,
the additional context may simply be concatenated
to the sentence to translate (Tiedemann and Scher-
rer, 2017; Junczys-Dowmunt, 2019), which allows
using the same models as for sentence-level trans-
lation. The additional target-side context may ei-
ther be predicted or not by such models. Al-
ternatively, contextual information may be used
as a separate input to the model, in which case
the model architecture may be adapted in con-
sequence (Jean et al., 2017; Wang et al., 2017;
Voita et al., 2018; Zhang et al., 2018; Miculicich
et al., 2018; Maruf and Haffari, 2018; Tu et al.,
2018). Finally, sentence-by-sentence translations
may be post-edited to integrate contextual infor-
mation (Voita et al., 2019b,a).
2.3 Evaluating contextual translation systems
The most commonly used metric to evaluate ma-
chine translation output is BLEU (Papineni et al.,
2002). BLEU is a precision-based metric that con-
siders n-gram overlap between a system output
and one or more human reference translations. De-
spite its usefulness, it is not necessarily ideal to
evaluate contextual phenomena as only n-grams of
size of to 4 are considered.
Various challenge sets have been constructed
to specifically evaluate specific phenomena, such
as coreference resolution, pronoun choice and
coherence (Bawden et al., 2018; Müller et al.,
2018). For this paper, we consider four challenge
sets targeting lexical cohesion, deixis (politeness
marker), verb phrase ellipsis and morphological
inflexion for English→Russian (En→Ru).
These four challenge sets consist of multiple-
choice questions with identical source sentences,
source contexts and target contexts. To answer
an example appropriately, the model must assign
a higher probability to the correct answer than to
the distractors. However, as these are scoring chal-
lenges, choosing the right answer does not neces-
sarily entail that the model would generate that ex-
act sentence.
Lexical cohesion This challenge set evaluates
whether a model can consistently translate named
entities across sentences. For each example, a
named entity in multiple ways, each acceptable
without context, but with only one matching a pre-
vious translation. For a model to be successful on
this task, use of target-side context is beneficial.
While this challenge set only evaluates En→Ru,
maintaining lexical cohesion is a desirable prop-
erty across many languages. It is split into valida-
tion and test subsets, of size 500 and 1500 respec-
tively.
Deixis While deixis covers multiple sub-
phenomena, this challenge set specifically targets
the T-V distinction (from the latin tu and vos).
The T form is informal, while the V form is more
polite, used for example when addressing people
with higher social standing. The T-V distinction
may involve changes to multiple words within the
target sentence in order to maintain grammatical
correctness.
In addition to Russian, the T-V distinction is
also present in other languages such as French
(singular vous) or Spanish (tú / usted). As for lex-
ical cohesion, use of target-side context is crucial,
and there is both validation and test data, of size
500 and 2500.
Verb phrase ellipsis This challenge set mostly
considers the translation of the verb do (including
its different conjugations). In Russian and several
other languages, it is necessary to specify what is
being done. The necessary information may often
be found in neighboring sentences, either on the
source or target side.
In general, each example within this challenge
set contains many more distractors than for lexi-
cal cohesion or deixis. In this challenge set only
test data is available, so that we can not moni-
tor progress on this phenomenon when training a
model.
Ellipsis (inflection) Russian words are richly in-
flected. There are two numbers (singular/plural),
three genders (masculine/feminine/neuter) and six
grammatical cases depending of the usage of a
word. In some instances, the grammatical case
of a translated word can not be inferred with cer-
tainty from the source sentence only, but context
may help disambiguate the word. Similarly, in this
challenge set only the test data is available.
2.4 Back-translation
Back-translation (Sennrich et al., 2016) is an ef-
fective technique to leverage monolingual data,
which is generally more plentiful than parallel
data, for machine translation. In order to improve
a E → F model, an inverse direction F → E
model is trained, generally on parallel data. The
latter is used to translate many sentences in the
target language F in order to obtain synthetic
source sentences. These examples, with a syn-
thetic source and natural target, are then included
in the training data alongside the original parallel
sentence pairs.
Back-translation can further be improved by
different techniques. The models and training data
may be further refined through various rounds of
back-translation (Hoang et al., 2018). Adding fur-
ther noise to the generated source samples may
also be beneficial (Edunov et al., 2018). To help
the model easily distinguish between the origi-
nal training data and the back-translated samples,
tagged-backtranslation prepends a special token
on the source side of back-translated data (Caswell
et al., 2019b) which improves the efficacy of the
technique further.
3 Context completion
Many sources of parallel data include document-
level information, such as recent versions of Eu-
roparl1 and News-Commentary2 (Barrault et al.,
2019). Nevertheless, there are many datasets
1statmt.org/europarl/v9
2data.statmt.org/news-commentary/v14
Sentence Ru En
Context-3 Крути педали. Then pedal faster, Third Wheel.
Context-2 Она постоянно выходила из себя. She got mad at everything.
Context-1 Что мне кажется удивительным. Which I find surprising..
Current Она постоянно выходила из себя. She got mad at everything.
Table 1: Example augmented with the partial copy heuristic.
where only out-of-context sentence pairs are avail-
able (Voita et al., 2019b). In this paper, we con-
sider a scenario where some, but not all, parallel
data includes document-level information.
We ask how we may fill in the missing con-
textual information to improve the model quality.
In particular, to match evaluation conditions, we
modify the training data so that all examples have
three source and target sentence pairs as context.
Examples for which there already is context are
left untouched. We explore three different tech-
niques.
Random context A simple technique to fill in
missing contextual information is to add ran-
dom sentence pairs. This approach, although
not limited to three contextual sentences exclu-
sively, was previously used to create fake docu-
ments (Junczys-Dowmunt, 2019). As the artifi-
cial context will most likely be unrelated to the
sentences to translate, this approach may have the
adverse effect of biasing models towards ignoring
context.
Partial copy heuristic As an alternative to using
random context, we design a heuristic designed
to encourage the model to sometimes consider the
additional context, as well as to copy words or sub-
word tokens.
Given a sentence pair, we build the context by
adding a copy of the input, as well as two random
sentence pairs. To improve robustness to sentence
order, we randomly shuffle the four sentence pairs
(2 identical, 2 distinct).
We also tried copying the input multiple times,
without any unrelated sentences. However, gen-
eral performance suffered, most likely because the
training and evaluation conditions became too dif-
ferent. An augmented example is included in Ta-
ble 1.
Context generation With access to distinct
target-side monolingual data, we extract consec-
utive segments of four sentences. Given the last
sentence, an encoder-decoder model is trained to
predict the previous three, similarly to a skip-
thought model (Kiros et al., 2015). Alternatively,
a standard language model could be also be used,
although the generation process would have to be
modified slightly.
This target-to-context model is applied to the
original target side of the parallel data to gener-
ate plausible contexts. We observed very repeti-
tive outputs with beam search, so we instead use
sampling to recover more diverse contexts.
To obtain the source-side context, we back-
translate the sampled context with a reverse-
direction model. We also include the original tar-
get sentence within the input, but remove the last
generated sentence from the output and replace
it with the original source. For back-translation,
we use a reverse-direction context-aware model
trained with the partial copy heuristic.
Especially if the translation system is trained to
predict the target context, the potential mismatch
between real target sentences and generated sam-
ples can potentially affect translation quality.
4 Experiments
4.1 Parallel data
Both parallel and monolingual data are sourced
from OpenSubtitles2018 (Lison et al., 2018),
which is a collection of movie and TV show sub-
titles. We use the same 6 million En→Ru train-
ing examples as in Voita et al. (2019b), out of
which 1.5 million have context. For these exam-
ples, the previous three source and target sentences
are provided. Given the fixed-sized context, many
of these training instances have overlapping sen-
tences. We also use the same validation and test
sets, for both general performance and BLEU.
We train a SentencePiece model (Kudo and
Richardson, 2018) separately on the English and
Russian side of the training data, with vocabularies
of size 32,768. Given the different tokenization,
BLEU scores are not directly comparable to Voita
et al. (2019b,a), so we retrain some baseline mod-
els. Scores on the lexical cohesion, deixis, ellip-
sis (VP) and ellipsis (infl.) challenge sets remain
comparable.
4.2 Monolingual data
We gather document-level Russian monolingual
data from OpenSubtitles2018. As the raw data is
time-stamped, we concatenate multiple consecu-
tive sentences within the same movie or TV show
as long as the time difference between two sen-
tences is at most 2 seconds.
The retrieved strings, which may contain arbi-
trarily many sentences, are filtered to avoid over-
lap with all the validation and test sets. More
specifically, the last sentence of any validation or
test example is prohibited to be within the mono-
lingual training data, but contextual sentences are
allowed.3 Strings with less than 4 sentences are re-
moved, while longer segments are split into over-
lapping 4-sentence examples. The final data con-
tains approximately 26 million examples.
This filtering criterion is only applied to the
monolingual data we extract, but not to the paral-
lel data (Voita et al., 2019b). In that case, the train-
ing and test instances came from different movies,
which could still have overlapping sentences.
4.3 Models
We use Transformer models (Vaswani et al., 2017)
for all experiments. In particular, with bilingual
data only, we use Transformer base models, with
6 encoder and decoder layers, 8-head attention,
model and feed-forward projection dimensions of
512 and 2048 respectively. To reduce overfitting,
the dropout rate is set to 20%.
With additional target-side monolingual data
and back-translated source inputs, we addition-
ally train Transformer big models. Even with
augmented training data, we observed significant
overfitting, and as such set the dropout hyper-
parameter to 40%.
Models are trained on v3 TPUs in a 4x4 topol-
ogy (32 cores). Baseline models are trained with
inputs of size 64 by 128 for each core. Multi-
ple sentences, of maximum length 98, are packed
within each row to improve computational effi-
ciency. To allow for longer inputs for context-
aware models, batches have size 16 x 512, with
maximum length 512. Sentences within each ex-
ample are concatenated to each other, with a re-
served token separating each sentence. All our
3Whitespace within sentences is removed for filtering to
deal with potential tokenization differences.
Model BLEU
Baseline 32.3 (31.8)
Concat 31.0 (30.8)
Random 31.8 (31.5)
Partial copy 31.6 (31.3)
Context generation 31.5 (31.4)
Table 2: En→De BLEU scores, with parallel data only.
Validation results in parentheses.
experiments were performed using the Tensorflow
Lingvo (Shen et al., 2019) framework.
Model outputs are generated with beam search,
with a beam width of 8. BLEU scores are
evaluated with an in-house re-implementation of
mteval-v13a.4
Auxiliary systems The reverse-direction system
used to back-translate additional data is trained on
the parallel corpus only, with the missing context
replaced with the partial copy heuristic. All the
extracted monolingual 4-sentence examples are
back-translated, unless their length exceeds 512
subword tokens. Following Caswell et al. (2019a),
a tag is prepended to the predicted source samples.
Note that for the baseline system trained with ad-
ditional monolingual data, we still use the context-
aware Ru→En model for back-translation, but
only add the last sentence pair (out of 4) to the
training data.
To train the context generation model, we refor-
mat the monolingual data so that the last sentence
within a block of four is used as input to the en-
coder, while the three previous ones are predicted
in a left-to-right manner. To reduce the distance
between the input and the first predicted words, we
also considered models that generated either sen-
tences or tokens from right-to-left, but settled on
the first approach. We use transformer base mod-
els to generate the missing context.
5 Results
With parallel data only, En→Ru BLEU scores are
shown in Table 2. The concat model, where con-
text is available for only a quarter of the data, trails
the baseline by more than 1 BLEU. This model is
also prone to severe overfitting as the training and
test conditions differ significantly.
By completing the missing context in a variety
of ways, the BLEU gap is mostly closed, although
4https://github.com/moses-
smt/mosesdecoder/blob/master/scripts/generic/mteval-
v13a.pl
Model Deixis Lex. cohesion Ellipsis (infl.) Ellipsis (VP)
Baseline 50.0 (50.0) 45.9 (46.2) 52.0 25.0
Concat 83.4 (87.2) 48.9 (48.2) 76.0 73.8
Random 69.9 (68.8) 45.9 (46.4) 63.6 62.3
Partial copy 86.6 (85.1) 74.9 (75.4) 75.5 77.9
Context generation 85.6 (86.0) 60.0 (59.6) 74.8 74.2
Concat (Voita et al., 2019b) 83.5 47.5 76.2 76.6
CADec (Voita et al., 2019b) 81.6 58.1 72.2 80.0
Table 3: En→De challenge set accuracy, with parallel data only. Validation results in parentheses.
Model Run BLEU Challenge sets
Random
1 31.9 61.5
2 32.0 60.2
3 31.5 60.0
Avg. 31.8 ± 0.2 60.6 ± 0.7
Partial copy
1 31.7 78.4
2 31.4 78.8
3 31.6 79.0
Avg. 31.6 ± 0.1 78.7 ± 0.2
Table 4: Robustness experiments across 3 runs with
different data and model random seeds. Each challenge
set is weighted equally.
the baseline still performs better for En→Ru. Us-
ing the same hyper-parameters, there is still some
overfitting, but it is less severe than for the concat
model. We note the using random contexts to fill
in data is as effective as other methods, at least in
terms of BLEU.
In the opposite direction (Ru→En), the concat
model still trails the baseline and overfits quickly,
even with added regularization. With the par-
tial copy heuristic, overall performance rises (39.4
BLEU), becoming very similar to the baseline
model (39.2 BLEU).5
On the various challenge sets (Table 3), the con-
cat models already shows gains over the context-
agnostic baseline, in agreement with previous re-
sults reported by Voita et al. (2018). However, the
gains for lexical cohesion are minimal.
When missing context is replaced with random
sentence pairs, performance drops across all tasks
compared to the concat model, but remains above
the baseline. As such, the model still benefits from
data where real context is available (1.5M exam-
ples), but the its ability to capture cross-sentential
phenomena is impeded by the additional exam-
ples.
With the partial copy heuristic, the model ob-
5Given the lack of Ru→En challenge sets, and as we
mainly use Ru→En for back-translation, we did not train
models with all the context completion techniques.
tains an accuracy of 74.9% on the lexical cohesion
test set, improving by 26% over the concat model
with the original data. Compared to CADec (Voita
et al., 2019b), a two-stage approach in which a
baseline model is trained over the entire parallel
corpus, and a post-editing model is built from the
subset that has context, there is a gain of 15%.
Over the other challenge sets, performance is com-
parable or slightly higher (-0.5% to 4.1% accuracy
difference) than with unmodified training data.
Generating the missing context with separate
models, accuracy on the lexical cohesion test set
reaches 60.0%, an improvement over the original
data, but still less than with the copying heuristic.
Results on the other challenge sets are similar to
those obtained with unaugmented parallel data.
Robustness To characterize the models’ robust-
ness to random fluctuations, we trained three dis-
tinct copies for both the random and partial copy
context completion heuristics. Both the data gen-
eration and model parameter seeds were modified
for each run.
Results are reported in Table 4. For both data
completion techniques, BLEU scores differ by 0.5
or less across runs. Averaging results over the
four challenge sets, performance variations be-
tween runs with similarly generated contexts re-
main within 2%, while there is almost a 20% dif-
ference between the two context imputation ap-
proaches.
5.1 From random to fully copied contexts
Using either random or partially copied contexts
lead to similar BLEU scores, but very different
results on the challenge sets. As such, we are
interested in the progression from random con-
texts to exclusively copying the input when train-
ing models. Training examples with existing con-
text (1.5M out of 6M), as well as all test data, re-
main unchanged.
Model BLEU Deixis Lex. cohesion Ellipsis (infl.) Ellipsis (VP)
Random 31.8 69.9 45.9 63.6 62.3
Partial copy - 2 31.6 86.6 74.9 75.5 77.9
Partial copy - 3 31.5 86.2 76.7 76.2 78.2
Full copy 30.93 85.4 81.3 75.6 76.8
Table 5: Progression from random to copied contexts.
As the input sentence pair is copied more ex-
tensively, BLEU starts to decrease, down to 30.9
when missing context is exclusively replaced by
copies of the input sentence pair. This behaviour
can likely be attributed to the increasing mismatch
between training and inference conditions. More-
over, the model may be over-incentivized to copy
the context at the expense of translating the source
sentence.
As the input is copied more frequently, perfor-
mance on the lexical cohesion challenge set im-
proves, reaching 81.3% accuracy in the most ex-
treme scenario. Nevertheless, as Russian proper
nouns are declined, a copying mechanism may
not capture all relevant phenomena, especially for
words that are not split into multiple tokens.
On each of the other challenge sets, as long as
missing context is copied at least once, perfor-
mance remains within a tight 2% window. How-
ever, as previously remarked, using random con-
texts leads to much worse results on these test sets.
5.2 With monolingual data
With additional monolingual data, which is back-
translated in context, and also using larger mod-
els, BLEU scores unsurprisingly improve (Ta-
ble 7), reaching scores between 33.0 and 33.4.
The context-aware models no longer trail behind
the baseline, and the concat model now performs
comparably to others. Note that, with bilingual
and back-translated data mixed in a ratio close to
1, only approximately 3/8 of the data has either
missing or automatically generated target context,
as opposed to 3/4 with the original bilingual data.
Performance on all challenge sets increases sig-
nificantly for all models, except for the context-
less baseline (Table 6). With the original bilin-
gual data and additional back-translated data (con-
cat), accuracy reaches 86.1% or better on all four
test sets. If missing contexts are instead replaced
by random ones, performance drops on average
by 3.65%. A model trained with the partial copy
heuristic has the best performance on the lexical
cohesion test set, at 90.1%, and other comparable
Figure 1: Lexical Cohesion validation accuracy over
the training process. Orange line corresponds to the
Concat model, the blue line corresponds to random
context augmentation and the green line represents the
partial copy heuristic.
performance to the concat model.
Figure 1 displays the progress of lexical cohe-
sion validation accuracy for a few models. The
model trained with the copy heuristic, which
achieves the overall best performance, also learns
the fastest. If we instead use random contexts, fi-
nal performance remains within 10%, while learn-
ing is much slower.
We also present results for the DocRepair
model (Voita et al., 2019a), where the outputs
of a sentence-to-sentence baseline are refined in
context. The post-editing model is trained from
round-trip translated monolingual data (without
context), so that the output is contextually coher-
ent, but not necessarily the input. Note that while
we use monolingual data from the same corpus,
and a similar amount of examples, our filtering
procedures differ, so the training data is not ex-
actly the same.
DocRepair obtains the best performance on the
deixis test set, with a margin of 1.2% over our
best model on this task. Results on the ellip-
sis (infl.) challenge sets are similar to those ob-
tained with single-pass context-aware translation
systems. However, these single-pass models per-
form up to 9.5% and 13.6% better on the lexical
cohesion and VP ellipsis challenge sets respec-
tively. In particular, while VP ellipsis may be a
Model Deixis Lex. cohesion Ellipsis (infl.) Ellipsis (VP)
Baseline 50.0 (50.0) 45.9 (46.2) 54.0 28.8
Concat 87.8 (88.8) 86.1 (85.6) 87.6 88.8
Random 85.4 (87.6) 82.5 (80.0) 82.8 85.2
Partial copy 89.6 (89.8) 90.1 (89.8) 86.6 88.6
Context generation 90.6 (90.8) 85.3 (83.2) 85.6 87.2
DocRepair (Voita et al., 2019a) 91.8 80.6 86.4 75.2
Table 6: En→De challenge set accuracy, with additional back-translated data. Validation results in parentheses.
Model BLEU
Baseline 33.0 (33.1)
Concat 33.2 (33.1)
Random 33.4 (33.3)
Partial copy 33.4 (33.1)
Context generation 33.4 (33.2)
Table 7: En→De BLEU scores, with additional back-
translated data. Validation results in parentheses.
hard phenomena to capture with monolingual data
only (Voita et al., 2019a), a context-aware transla-
tion system trained on sufficiently many examples
may perform well on this task.
6 Conclusion
When document-level context is only partially
available, we evaluate the effectiveness of vari-
ous data completion techniques, using both BLEU
and challenge sets targeting specific linguistic phe-
nomena. In particular, a simple copy heuristic
helps models achieve much better lexical cohe-
sion, even for a highly inflected language such as
Russian. Only adding random context sentence
pairs however reduces a model’s ability to cap-
ture cross-sentence interactions, yet these effects
are not visible from BLEU scores. Additionally,
we confirm the effectiveness of back-translation
on overall translation quality, while also demon-
strating its usefulness on the four challenge sets.
As even simple context completion techniques
have a clear impact on model performance, it may
be worthwhile to explore additional approaches.
In particular, to obtain more natural contexts,
while limiting model generation errors, we can en-
vision embedding sentences such that neighbours
in vector space are probable contexts of each other.
Moreover, it might be useful to understand how
different data augmentation schemes interact with
more sophisticated model architectures.
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