• Stage 1: Outlying results are removed if they are greater than 3 interquartile ranges from the nearest of either the lower or upper quartiles. This occurs when a result is either greater than Q3 + 3(Q3-Q1) or less than Q1 -3(Q3-Q1), where Q1 and Q3 are the lower and upper quartiles, respectively. Then, the preliminary consensus value is calculated as the median (m) of the remaining results.
• Stage 2: Remove results that are at least twice their quoted error (σ) from the preliminary consensus value. That is, only keep |x-m| / σ <2, where x is the result, m the preliminary consensus value, and σ the quoted error.
• Stage 3: Calculate the final consensus as a weighted mean of the remaining results, using their σ 2 values as the weights.
Remarks on the Procedure
For FIRI Samples A and B (in yr), this approach is not very appropriate given that many laboratories did not quote finite ages. For these samples, an alternative approach was used based on the reliability analysis (see Section 6).
It should also be noted that averages are rather sensitive to extreme data values, which is why the outliers are removed in Step 1.
The approach has the advantage that an estimated error can be calculated for the consensus value (which will usually be very small since there are a large number of results).
INITIAL CONSENSUS VALUES
Consensus values are reported in Table 7 .1, based on the Rozanski et al. procedure. It should be noted that the results for Samples A and B are not included in this table, since this procedure only is possible using results where a quoted error is given. However, the results for Samples A and B will be returned to later in this section, when the analysis of the pMC is completed.
Figures 7.1 to 7.7 (Section 7 appendix, p 269-275) show the distribution of the laboratory results around these consensus values. They include the laboratory-quoted errors. In such figures, we can see how closely the results from the different laboratories agree (accounting for their quoted errors).
The consensus values are also marked. In
Step 2, laboratories quoting small errors will be excluded, unless they lie close to the consensus value, while laboratories quoting large errors will be included in
Step 3. However, in
Step 3, results with large errors will be down-weighted in the calculation and so will not have a large impact on the final result.
Therefore, there is an issue of how robust the initial consensus value is in
Step 1, and how important its definition is on the final consensus value. Therefore, we consider variants of this original method, which at
Step 1 exclude not simply extreme age/activity values, but also results with large quoted errors.
THE EFFECT OF SCREENING OUT RESULTS WITH LARGE QUOTED ERRORS IN CONSENSUS CALCULATIONS

σ Method 1
This method is the same as the original one, except that, between Stage 1 and Stage 2, results with a quoted uncertainty greater than a certain cut-off point are rejected.
σ Method 2
This method is the same as the σ Method 1, but this time, results with a quoted uncertainty greater than a certain cut-off point are rejected before Stage 1.
Choice of σ "Cut-off" Points
The choice of the cut-off points is subjective. However, from the histograms showing the distribution of σ and expert opinion, the cut-off points shown in Table 7 .2 were used for both methods. Because of the subjectivity of the decisions, 2 (or, in AB's case, 3) different values for the cut-off points were chosen for each sample.
Results
From the results in Table 7 .3, it can be seen that the various methods for calculating the consensus make very little difference to all but the AB sample (ranges of only 2.3 yr BP for Sample C, 1.4 yr BP for DF, 11.7 yr BP for Sample E, 0.06 pMC for GJ, 0.7 yr BP for H, and 10.6 yr BP for I). 
Discussion
The alternative methods for calculating the consensus only lead to very small differences, except in the case of the Kauri wood sample, AB. Here, screening out results with σs larger than a cut-off point before using the original method, shifted the consensus by large amounts when the cut-off was small (from 0.33-0.20 pMC, when the cut-off was 0.1 pMC). Possible reasons for this change could stem from AB being a sample at, or near, the limits of detection for 14 C dating.
Since the Kauri wood's activity is so low, some results are given as background or non-finite. This occurs when the σ is large with respect to its result. Obviously, those laboratories that have a lower σ can give finite results for older samples. Because background and non-finite results are excluded from the consensus calculation, this could bias the calculations.
Also, it is possible that laboratories have reported pMC results for samples that should be considered background or non-finite. At present, these results are not screened out. Such an approach could be valuable in providing a more reliable estimate of the activity in the Kauri wood sample.
Conclusion
The consensus calculations are robust in the initial screening stages for all but the Kauri wood samples. For this sample, the consensus age has been calculated by a different method and reported in Section 6. For the pMC results, the consensus calculation has been carried out, but with a number Table 7 .1 and Table 6 .20 be used as consensus values for the FIRI samples.
DEVIATIONS FROM CONSENSUS VALUES
We define the standardized deviation as the difference between the result and the consensus value, divided by the quoted uncertainty on the result. Using this summary, we can explore the distribution of laboratory performance. Ideally, we might expect a standardized deviation to lie between +2 and -2. Values greatly exceeding 2 or -2 indicate either a large absolute difference between the result and the consensus value or a "large" difference relative to the quoted error. This makes them sensitive indicators of general laboratory performance. The standardized deviations for each sample (except AB) can then be investigated for the effects of different laboratory factors.
Effect of Laboratory Type for Sample C: Turbidite
We can see that AMS and GPC results appear to show a broadly similar distribution. For LSC results, the distribution is more widely scattered. Each laboratory type has a number of extreme values and this is more pronounced for the LSC set of results.
Effect of Laboratory Type for Sample D: Belfast Wood
A similar pattern is apparent; the median value lies close to 0, but there are a number of extreme values, typically reported by LSC laboratories. 
Effect of Laboratory Type for Sample F: Belfast Wood
The median value lies close to 0, but there are a number of extreme values, typically reported by LSC laboratories.
Effect of Laboratory Type for Sample G: Barley Mash
The median value lies close to 0, but there are a number of extreme values, typically reported by LSC laboratories. Omitting these results would result in broadly similar distributions for the 3 laboratory types. 
Effect of Laboratory Type for Sample I: Belfast Cellulose
The distribution of results is less wide for this sample. The median value lies close to 0, but there are a small number of extreme values, which are reported by LSC laboratories. 
Effects of Other Laboratory Factors
It is of interest to explore the deviations from consensus values and to consider which factors, if any, can explain this variation. We have used the "initial" consensus values for this analysis and have not used Samples A and B. The consensus values were also all expressed in pMC to facilitate a global analysis over all the sample materials. We first consider the laboratory throughput.
The are 4 levels for the "number of analyses performed":
• 1 indicates <100 analyses done per yr by that laboratory; • 2 indicates 100-200;
• 3 indicates 200-500; • 4 indicates >500.
From the table, there are clearly some rather extreme values, but the IQR (Q1 to Q3) lies comfortably in the -2 to +2 range. The results are highly skewed with many outliers. For further analysis, a statistical criteria can be used when an outlier in standardized deviation terms is greater than 4 or less than -4. The resultant numbers of values omitted are shown below in Table 7 .5 by the laboratory type and by the modern standard.
From the tables, it is clear that the majority of results omitted under this criterion are from LSC laboratories and that omission of results is more evenly distributed over the modern standard.
With the removal of the outliers, the distribution of results is more symmetrical. Number of analyses standardised deviation A formal analysis of the "laboratory throughput" is shown in Table 7 .7 below. Table 7 .7 shows that there is a statistically significant difference in the average standardized deviation between the different categories of laboratory throughput.
However, we need to also consider that the number of analyses is very strongly related to laboratory type, in that AMS laboratories, in general, tend to have the highest throughput. Therefore, a further analysis, including both laboratory type and throughput, was carried out. The means of the standardized deviations are shown in Table 7 .9, cross-classified by both laboratory type and throughput and the formal analysis is summarized in Table 7 .8.
The formal analysis showed that both the laboratory throughput and laboratory type are significant factors and affect the mean of the standardized deviations as shown in Table 7 .9. The results for the 3 laboratory types are broadly similar (with the exception of AB, see Section 6) after the omission of outliers and all are generally acceptable (lying in a range of -1 to +1).
EVALUATION OF LABORATORY ACCURACY
Accepting the consensus values as, in some sense, the true age/activity for each material, we can evaluate the average laboratory difference from the consensus profile. The model used assumes that for a given laboratory there is a potential systematic offset from the consensus profile, which we can estimate, α, see Equation 1. These estimates are summarized in Table 7 .11 and shown in Table 7 .12.
A summary of the results in Table 7 .11. In the 2nd row outliers, offsets >2 or offsets <-2 are excluded. 
Mean standardised deviation
In summary, of the 90 labs for which an uncertainty estimate on the offset could be calculated, 59 were shown to have no offset. The distribution of offsets is shown in Figure 7 .20. Another possible calculation of offset can be based on the dendro-dated samples, of which 3 were included specifically for this purpose. Assuming a known age for these samples (based on the master chronology), an offset for each laboratory can then be estimated.
Offset Relative to the Dendro-Dated Wood Samples (yr BP)
A total of 4 dendro-dated wood samples were included in the list of core samples. They were Samples D and F (duplicates) from the Belfast master chronology, dendro-dated to 3200-3239 BC. Sample I (also from the Belfast master chronology), dendro-dated to 3299-3257 BC. Sample H was from the German oak chronology and was dendro-dated to 313-294 BC. A simple, exploratory summary of the findings and their comparison with the master calibration results is described in the following. Dendro-dated to 3239-3200 BC, this sample is linked to 4 samples on the master chronology. The average of the 14 C ages gives a "true" age of 4495 BP.
FIRI Sample I
Dendro-dated to 3299-3257 BC, this sample is linked to 5 samples on the master chronology.
An average of the 14 C ages gives a "true" age of 4471 BP.
FIRI Sample H
Dendro-dated to 313-294 BC, this sample links to 3 samples on the master chronology.
An average of the 14 C ages gives a "true" age of 2215 BP.
Similarly, using the master chronology 14 C ages as the "true" age for each laboratory, it is possible to estimate the systematic offset (if any) relative to these "true ages." However, it should be pointed out that, in fact, the consensus values for these samples are only slightly different from those extracted from the master calibration curve (4495 versus 4508 yr BP for DF, 4471 versus 4485 yr BP for I, and 2215 versus 2232 yr BP for Sample H).
Summarizing the offsets, we have: 
