ABSTRACT. We compare various bases of the quantum group U + ( sl 2 ) in the context of the Kronecker quiver, and relate them to the Drinfeld presentation.
INTRODUCTION
In this paper we relate, in the case of affine sl 2 , the "crystal basis" of BeckChari-Pressley [BCP] to the geometry of the variety of quiver representations. This allows us to see how the elements of the crystal basis of [BCP] corresponding to imaginary roots are in fact related to the corresponding elements of the canonical basis in a very simple way. We also show how the part of the relations in the Drinfeld presentation may be straightforwardly checked in this context.
QUANTUM AFFINE sl 2
We begin by recalling the definition of the quantum group U q ( sl 2 ). This is an algebra over Q(v) where v is an indeterminate, generated by {E i , F i , K ±1 i , C ±1/2 : i ∈ Z/2Z} subject to relations
Here a ij = (−1) 1+δij 2, and the divided power in the last relation is understood in the quantum sense, that is,
The plus part of U q ( sl 2 ) is the subalgebra generated by {E 0 , E 1 }, and is denoted U + . Similarly we have U − , the subalgebra generated by {F 0 , F 1 }, and U 0 the subalgebra generated by {K 0 , K 1 }. It is known that there is a triangular decomposition U q ( sl 2 ) = U + .U 0 .U − . Let A = Z[v, v −1 ], and let U + A be the A-algebra generated by {E (k) i : i ∈ Z/2Z, k ∈ N}. Then U + A is an A-form of U + . Note also that there is a natural involution τ of U q ( sl 2 ) which is induced by the map interchanging the two elements of Z/2Z. This description of U q ( sl 2 ) is the Cartan-Serre presentation. There is an alternative presentation due to Drinfeld [D] which is the quantum analogue of the loop realization of an affine Lie algebra. This presentation is important for the study of the finite dimensional representations of U q ( sl 2 ).
Theorem 2.1. Let A be the algebra over Q(v) generated by {x ± r , k ± , C ±1/2 , h s : r ∈ Z, s ∈ Z\{0}} subject to the relations where the ψ ± s are defined by the relation
Then A is isomorphic to U q ( sl 2 ). Moreover the subalgebra generated by
The map establishing this isomorphism is nonobvious, and was constructed for a general affine quantum group using the action of the braid group by Beck in [B] . Later we will see that we can recover at least part of the case of sl 2 by considering the representations of quivers.
THE KRONECKER QUIVER
In this section we recall the representation theory of the Kronecker quiver, and the quiver approach to quantum groups as studied by Ringel and Lusztig. For more details see [L2] . Fix an algebraically closed field k. The Kronecker quiver K has two vertices, which we shall index by Z/2Z, and two arrows, both pointing from 0 to 1. A representation of K is a pair of vector spaces V 0 , V 1 and two linear maps x 0 , x 1 from V 0 to V 1 . Let K be the category of finite dimensional representations of K over k, then K is an Abelian category.
There are two simple objects, S 0 and S 1 , where for S 0 we have V 0 = k and V 1 = 0, and for S 1 we have V 0 = 0 and V 1 = k. Thus the equivalence class of a representation V in the Grothendieck group of K is determined by the vector dim(V ) = (dim(V 0 ), dim(V 1 )). As a Krull-Schmidt theorem holds in K, to classify representations it is enough have a classification of the indecomposable representations. This was essentially done by Kronecker, as we now describe. There are three different classes of indecomposables: the preprojective, preinjective and regular modules. The indecomposable preprojective and preinjective modules are uniquely determined by their dimension vector. For k ≥ 1 there is a unique indecomposable preprojective module P k with dimension vector (k − 1, k): the maps x 1 , x 2 are injective and have distinct image. Similarly for each k ≥ 1 there is a unique indecomposable preinjective I k of dimension (k, k − 1): the maps x 1 , x 2 are both surjective, and their kernels are distinct. The regular indecomposables have dimension vector (n, n) for some n ≥ 1, however there is a moduli of such representations. Indeed they are parametrized by points of
, and λ 0 x 0 + µ 0 x 1 has a one-dimensional kernel. We denote the indecomposable representation of dimension (n, n) corresponding to z ∈ P 1 by R z,n . We call a representation regular (respectively preprojective, preinjective) if each of its indecomposable summands is regular (respectively preprojective, preinjective). For a given dimension d = (d 0 , d 1 ), and V = (V 0 , V 1 ) a vector space of dimension d, the isomorphism classes of d-dimensional representations correspond to the G V = GL V0 × GL V1 orbits on
Note that x ∈ E V is regular precisely if for all but finitely many [λ, µ] ∈ CP 1 the map λx 1 +µx 2 is an isomorphism. Hence the regular representations form an open subset E r d of E d (which is empty unless d = (n, n) for some n ∈ N). For later use we record some properties of the trichotomy of representations described above: for P preprojective, I preinjective, and R regular, we have Hom(I, P ) = Hom(I, R) = Hom(R, P ) = 0,
We now describe Lusztig's construction of the canonical basis. Fix a prime l coprime to the characteristic of k. For a variety X over k, we write D(X) for the bounded derived category of complexes of Q l vector spaces on X. We will use the notation of [BBD] for perverse sheaves etc. and will use the term semisimple complex for a complex which is isomorphic to a direct sum of perverse sheaves with shifts. For d in N 2 , let S d be the set of all pairs (i, a) where i = (i 1 , i 2 , . . . , i m ) is a sequence of elements in Z/2Z, and a = (a 1 , a 2 , . . . , a m ) is a sequence of integers, so that a k i k = d 0 0 + d 1 1 (in the group algebra of Z/2Z, which we identify with the Grothendieck group of
be the space of all flags of type (i, a), letF i,a be the variety of pairs {(x, f) ∈ E d × F i,a : x preserves f}, and let π i,a :F i,a → E d be the obvious G d equivariant map. By the decomposition theorem, the complex L i,a = (π i,a ) ! (1) is a direct sum of simple perverse sheaves with shifts, where 1 is the constant complex onF i,a . Let P d be the (finite) set of simple perverse sheaves that occur with some shift in some complex L i,a , and Q d the subcategory of D(E d ) consisting of complexes isomorphic to a direct sum of P [l] for various P ∈ P d , and various l ∈ Z. (It is clear that if V ′ is another vector space of dimension d then the simple perverse sheaves obtained by this construction on E V ′ are canonically isomorphic to those on E V , hence the notation
Now take b and c ∈ N 2 , such that b + c = d, and let V b , V c be vector spaces of dimensions b, c respectively. Consider the diagram:
′ is the variety of triples (x, φ, ψ) where
is an exact sequence of Z/2Z-graded vector spaces, and the image of φ is x-stable. The variety E ′′ consists of pairs (x, W ) where W is an x-stable subspace of V d with dim(W ) = b. The map p 1 is given by (x, φ, ψ) → (φ −1 xφ, ψxψ −1 ) wherex is the map induced by x on V d /im(φ), while p 2 is given by (x, φ, ψ) → (x, im(φ)) and p 3 is given by (x, W ) → x. One notes that p 1 is smooth, while p 2 is a principal
Given complexes L and L ′ in Q b and Q c respectively we consider the exterior product L⊠L ′ . Now the map p 1 is smooth and G c1 ×G c2 -equivariant, so p * 1 (L⊠L ′ ) is a direct sum of simple perverse sheaves with shifts, equivariant under the action of G b × G c . As p 2 is a principal bundle, there is a semisimple complex
Here m is the difference of the fibre dimensions of p 1 , p 2 . More explicitly,
, where f i is the fibre dimension of p i , (i = 1, 2). It is not hard to see that this maps
A algebra under * (in the Hall algebra context of Ringel this corresponds to the twisted Hall algebra of the Kronecker quiver).
If W = (W 0 , W 1 ) is a fixed subspace of V of dimension c, then consider the set F consisting of those x ∈ E V which preserve W . There is a natural map from F to E T × E W where T = V /W , and hence we have a diagram:
It is shown in [L3] that this maps Q d to Q b,c , where the latter is defined in the obvious way with respect to two distinct copies of the Kronecker quiver. Summing over all (b, c) such that b + c = d we obtain a map ∆ : K → K ⊗ K, which gives K a "twisted" coalgebra structure. Let θ i be the constant complex on E i for i ∈ Z/2Z (note that E i is a point). We have the following theorem due to Lusztig:
See [L3] for a proof of this for a general quantum group. Via the map χ, the simple perverse sheaves in P d provide U + A with a natural basis -the canonical basis. In [L2] Lusztig described the elements of the canonical basis explicitly for affine quantum groups, by giving the support of the irreducible perverse sheaves and the local systems they restrict to on an open dense locus. We will give this description in the case of sl 2 . Let S 1 d be the set of pairs ((r i ), (s i )) where (r i ) and (s i ) are sequences of nonnegative integers such that
For σ ∈ S 1 d let X(σ) denote the subset of E d which correspond to representations of the Kronecker quiver which are isomorphic to
There is an obvious mapX(σ) → X(σ) which is a principal S p covering (S p the symmetric group on p letters). Thus for every partition λ of p we have a local system L λ on X(σ), and hence an intersection cohomology sheaf on X(σ). In this section we will work in the context of the Hall algebra over a finite field following the account given in [L5] whose notation we will follow. [L5, §5] describes the elements of the canonical basis in this context, which we shall need later. Thus let k be an algebraic closure of the field F p equipped with the action of a Frobenius F such that k F = F q the finite field with q elements. For a variety X over k let X F denote the fixed points of the Frobenius on X. The analogue of K is an algebra F of Q l -valued functions on the various E F V . Note that v in the definition of U + A can be specialized to any non-zero ε ∈ Q l . Denote the resulting algebra by U + ε , and let A ε be the subring Z[ε, ε −1 ] in Q l . If we fix ε to be a square root of q, then [L5] shows that there is an isomorphism of A ε algebras, χ ε : F → U + ε . In [BCP] an integral PBW basis for the positive part of an affine quantum group is constructed. We wish to show that the root vectors from which this basis is constructed have a very natural description in the context of the Hall algebra.
We briefly describe their construction, following [BCP] . The root vectors corresponding to real roots are constructed using the braid group as in [L1] . Recall that the braid group B of sl 2 is freely generated by two elements T 0 , T 1 . It acts on U q ( sl 2 ) in the standard way (see [L3] for a detailed discussion of this), and restricts to an action on the integral form of the quantum group, as is clear from the explicit formulas defining the action. In the case of sl 2 we have T 0 τ = τ T 1 , where τ is the involution defined in section 2.
Let T ̟ denote this automorphism, and set
n (E n+1 ) where n − 1, n and n + 1 should be understood modulo 2. Next we define elements ψ k by settingψ
Finally we recursively define elementsP k by settingP 0 = 1 and setting
The PBW basis is then constructed by taking products of these elements using a suitable ordering. Note that while the elementsψ k clearly lie in the integral form U + A , it is not obvious from the above definition that the same holds for the elementsP k . Nevertheless this is shown in [BCP] using the results of [CP] .
The aim of the rest of this section is to describe E i,n ,P k ,ψ k ∈ U + v as elements of F via the isomorphism of Theorem 3.1. The simplest of these to describe are the elements E i,n . Since they are defined using the action of the braid group, this is a consequence of describing this action on F . This is done in the finite type case in [L1] , and in full generality in [L5] , we review it here in the context we need.
We need to introduce another orientation of the Kronecker quiver -from now on we will write K + for the quiver with two arrows pointing from 0 to 1, and K − for the quiver with two arrows pointing from 1 to 0. We will write E V,± for the space of representations of K ± with on V , and use similar modifications of the notation of Section 3 when we need to specify the orientation we are using. Let 1 E V,+ be the open subset of E V,+ consisting of those x ∈ E V,+ such that
where α is a principal GL V ′ 1 bundle and β is a principal GL V1 bundle. Let j
In a completely analogous way we may define 0 F W,− , and F 0 W,+ , and a map σ 0 :
Remark 4.2. We remark that in the context of perverse sheaves since the maps j The choice of orientation of the quiver K is known not to effect the validity of Theorem 3.1, and so σ 1 induces a map ̺ 1 from U + ε to itself. Indeed in our case it is not even necessary to appeal to this result -if write τ for the obvious map from
, then τ induces an isomorphism from F + to F − , and if χ ± ε denote the isomorphisms from F ± to U + ε then χ + ε τ = τ χ − ε where τ on the left side of the equation is the map just defined, and τ on the right side is the map defined in Section 2.
Proposition 4.3. [L5, §8, §9]
The map ̺ 1 coincides with T 1 on the subalgebra {x ∈ U + ε : T 1 (x) ∈ U + ε } Now we may easily identify the elements E i,n . It is straight forward to check the following.
Proposition 4.4. We have
(
Remark 4.5. The dense orbits in (1) and (2) of the previous proposition correspond to the indecomposables I k , respectively P k , described in Section 3.1 -one can use the description of these representations to check the assertion that the orbits are indeed dense. Note also that this shows that the functions 1 O F d and 1 O F e are in F , which is not immediately obvious.
Finally we wish to identify the elementsP k . Let φ k denote the elements of F corresponding toψ k . The crucial calculation was in fact already done in [Z2] though we give independent proofs here. Recall that E r V is the set of regular elements, and that E = 1 EW . Thus we need to show that the function 1 EV \E r V lies in F . To do this note first that if x ∈ E V \E r V then the representation (V, x) has a preprojective and/or preinjective component. Indeed it follow from the representation theory of K that (V, x) can be written uniquely as a sum P ⊕ R ⊕ I where P, R, I are preprojective, preinjective, and regular respectively, and if x is not regular, then at least one of P and I is nonzero. The functions γ i are in F and so it follows that if W is a dim(I)-dimensional vector space, and O P is the orbit of G W corresponding to P , then γ P = q − dim(OP )/2 1 OP lies in F . Similarly for µ I ∈ F where µ I is q − dim(OI )/2 times the indicator function of the orbit O I corresponding to I. Let
where the sum is over all triples P, k, I where P preinjective, I preprojective and k strictly less than d. It is now straightforward to check, using (3.1) that we have
It follows from the representation theory of K that the subalgebra F r consisting of functions in F which are supported on E r V is commutative. Let us define, for f ∈ F V the function r(f ) to be the resriction of f to E r V , that is r(f ) = (j r ) * (f ). Note that it is not a priori clear that this restriction is necessarily in F itself, though we will later see that this is indeed the case. However it is easy to see that the functions φ k are in F r , and that φ k = r(γ k−1 θ 1 ).
Theorem 4.7. In F we have
Proof. This is essentially contained in [Z2, Theorem 4 .1], but we give a different, more conceptual, proof here. Note that v i−n φ i ρ n−i is regular (F r is a commutative subalgebra of F ), and so we need only compute its value at regular elements. It is more convenient to compute the product in the opposite order:
It follows immediately from (3.1) that the second term on the righthand side restricts to zero on the regular set. It remains to compute the first term at a point x ∈ E r V . For any line L ⊂ V 1 , there is a unique minimal indecomposable regular submodule R of (V, x) which contains L. Let (i, i) be the dimension of R. Then (V /L, x) contains R/L as a submodule. The point is to observe that R/L is isomorphic to I k−1 , i.e. that ker(x 1|R/L ), ker(x 2|R/L ) are distinct lines in (R/L) 0 . Now the minimality of R ensures that the kernels are distinct, since a line in the common kernel would, in R, map onto L (as otherwise R could not be regular) and thus provide a smaller regular submodule containing L. So it only remains to show that the kernels are one-dimensional. This one can check by first reducing to the case of an indecomposable regular, and then using the classification of regulars (this has been given in Section 3 in the case of an algebraically closed field, but we are free to extend scalars). Moreover it must also be the case that the other
Thus the twisting of the multiplication, and the normalization of ρ k , φ i , γ i result in both sides being equal to v −n times the number of lines in V 2 at a regular element, i.e.
[n] as required.
We now list some consequences of this last result. First note that it can be neatly expressed in terms of generating functions: let
It is straightforward to see that Theorem 4.7 can be rewritten in the form (4.1)
which moreover demonstrates that the φ k are in the algebra generated by the ρ k . This is essentially the content of [Z2, §3] .
Corollary 4.8. We have:
Proof. Since by definition χ ε (φ k ) =ψ k , and ρ 0 = 1, the previous theorem shows that χ ε (ρ k ) =P k . It is easy to check directly from the definition that ρ k is preserved by T ̟ , for all k ≥ 1. Then as (4.1) shows that the ψ k are in the subalgebra generated by the ρ k , it follows that they too are preserved by T ̟ . The last equation is an immediate consequence of (2) and Proposition 4.4.
Remark 4.9. Lemma 4.6, Theorem 4.7, and (3) of it's corollary are all proved in [Z1] , [Z2] , and the proofs here of course have some similarities to those papers, however they are somewhat more conceptual, and take advantage of the braid group action which is not used in [Z1] , [Z2] . The idea of taking the "regular part" of a module is also studied in those papers and corresponds to our map r (indeed we have used the same notation).
Remark 4.10. The elementsP k act on a the "l-highest weight" vector of a finite dimensional representation of U q ( sl 2 ) via the Drinfeld polynomials, thus it is intriguing that they have such a simple relation to the canonical basis in this case. Interestingly they also have a nice description in the context of the Hall algebra of coherent sheaves on P 1 (F q ) which has been studied by Kapranov and BaumannKassel. This produces a different subalgebra of the affine quantum group which however still contains theP k -see [BK] .
Note that the results of this section combine to give an explicit description in F of the elements used in [BCP] to generate a PBW basis of U + A . Moreover note that since U + can be recovered from its specializations, it follows from the above that the elementsP k are in the integral form, a nonobvious result from the point of view of [BCP] .
THE CRYSTAL BASIS
Next we examine the construction used in [BCP] used to produce a crystal basis from the PBW basis. They define, for a partition λ = (λ 1 , λ 2 , . . . , λ p ), following [M] s
where t is at least the length of the partition λ. Let U + A (0) be the subalgebra of U + A generated by theP k . It is proved in [BCP] that the elementsP k are algebraically independent and so we may identify U + A (0) with the algebra of symmetric functions by mapping the elementsP k to the complete symmetric functions, then this maps the s λ to the Schur functions. We setP λ =P λ1Pλ2 . . .P λp , and ρ λ = ρ λ1 ρ λ2 . . . ρ λp . The next result shows that the purely imaginary elements of the crystal basis of [BCP] have a very simple description in terms of the canonical basis. For a partition λ of n, let b λ be the canonical basis element, in F corresponding to the element (0, λ) ∈ S (n,n) .
Proposition 5.1. Let d = (n, n), and let λ be a partition of n, then we have
where K µλ is the Kostka number associated to the partitions λ and µ.
Proof. Consider the variety Y = F i,a where
Let U be the dense open set of x ∈ E (n,n) whose spectrum consists of n distinct points in P 1 It is straightforward to see that over U the map π = π i,a is a quotient of a principal S n covering corresponding to the subgroup S λ1 × S λ2 × · · · × S λp . Standard properties of coverings and the representation theory of the symmetric group show that
where L µ is the local system on U associated the the irreducible representation of S n indexed by µ, and K µ,λ is the Kostka number associated to the partitions (see [M, §1.7] for example). Since π is proper the decomposition theorem tells us that the intersection cohomology complexes IC(L λ ) corresponding to these local systems, occur in π ! (1). But then, since each complex occuring lies in the canonical basis, Lusztig's description of this set implies that if j :
(this follows more directly from the fact that the map π is small over the regular set). Now [L5, Theorem 5.2] shows that the b λ are obtained from the trace of Frobenius on the stalks of IC(L λ ). Finally, letỸ be the preimage of the set of regular elements, and letπ be the restriction of π toỸ . Then by base change we have j * (π ! (1)) =π ! (1Ỹ ). An element of (x, f) ∈ Y lies inỸ precisely when all the representations induced by x on the associated graded of the filtration are regular (the is of course the reason the subspace F r is a subalgebra as mentioned before). It is easy to pave the fibers ofπ by affine spaces, and so it follows that they are pure, hence we see that the trace of Frobenius onπ ! (1Ỹ ) is ρ λ . The result follows.
We now easily obtain the description of the s λ in F ∼ = U Proof. Using the above identification of U + A (0) with the algebra of symmetric functions we see (say from [M, §1.6] 
where the K µλ are the Kostka numbers, exactly the relation between theP λ and j * (b λ ) in the last proposition. Since the matrix of Kostka polynomials is invertible we immediately get the result. The last sentence follows immediately from the description of the canonical basis.
Finally, we can restate this corollary in purely algebraic fashion. To do this we need some of the set up of the [BCP] . In that paper they define subalgebras of U + A , denoted U + (>) and U + (<) (in fact they use the notation U + (>) A etc. but we need only the integral form here, so we abbreviate for simplicity of notation), which are the subalgebras generated by (E 1,k ) k≥1 and (E 0,k ) k≥1 respectively. Then they show that there is a direct sum decomposition
Let π 0 denote the projection onto U + (0) associated to this decomposition. Then we have Corollary 5.3. For all partitions λ we have
Proof. This is clear once one identifies π 0 with the map r : F → F r . It is known from [BCP] that the direct sum in (5.2) is orthogonal. Let (·, ·) V denote the inner product on F V given by
Taking the orthogonal direct sum we obtain an inner product on F , which is shown in [L5] to coincide under χ v with the inner product on U + A . This shows immediately that orthogonal projection onto U + (0) is precisely the map r, and the result follows.
THE DRINFELD PRESENTATION
We wish to observe in this section that it is now easy to check, for the plus part of the quantum group, that the Drinfeld presentation of U + can be realized in the context of the Hall algebra. Recall from section 2 that U + is generated by the elements {x
For simplicity of notation, we will write y
Then we have the relations:
.
(Of course, we are here assuming that this algebra injects into the algebra defined in section 2, however this is known to be true, see [B] ). Let U + D denote this algebra at v = q 1/2 . We claim that there is a map Λ : U Explicitly we have
(Note that Λ(h s ) = η s is equivalent to insisting that Λ(ψ
To show that Λ is well defined we must check the relations (1) to (5). Now relation (5) is just (3) in Corollary 4.8, and so has already been checked. Relations (3) and (4) are straightforward to check, so the only difficulty is to show (1) and (2) An argument similar to 4.7 shows that Proof. By using the action of T ̟ we may assume that s = 1. Then (1) follows by observing that a module M which contains a submodule N isomorphic to S 1 with M/N regular of dimension (r, r) must by a dimension count and (3.1) be isomorphic to a R ⊕ P k where k ≤ r and R is regular. One can prove (2) by a similar argument, or appeal to duality.
It is straightforward (though at least for the author, somewhat painful), to check that relations (1) and (2) are equivalent to those in Lemma 6.1 using induction and the identity Thus Λ is a well defined homomorphism. That it is an isomorphism in the generic situation (see [L5] for more details about this) can be proved in the standard way.
Remark 6.2. The point here is just to show that Drinfeld-style generators for the algebra arise naturally in this context -though for us the Heisenberg generators are not transparent as they do not lie in the integral form, which is perhaps also why it is inconvenient to prove those relations. (The relations in Lemma 6.1 are proved in [CP] starting from the relations of the Drinfeld presentation.) For us the integral generators x + r , y − s ,P k are the easiest to describe. Since the whole quantum group can be constructed, via the Drinfeld double, from U + and its inner product, one could presumably recover the whole presentation in this way, once certain inner products were known.
We wish to make one final observation. The elementsP k determine the Drinfeld polynomials attached to a finite dimensional irreducible representation of the affine quantum group. It is important in applications to understand the behaviour of these elements under the coproduct. Let ∆ be the twisted coproduct described in Section 3, or rather its analogue for F . Define F > , F < and F r to be the subalgebras of F generated by the (µ k ), (γ k ), and (ρ k ) respectively. Under χ v these correspond to the subalgebras U + (>), U + (<) and U + (0) of [BCP] . It is not hard to see that F = F r ⊕ F > F ⊕ F F < . Also for any algebra R let R + denote the augmentation algebra. Lemma 6.3. We have for k ≥ 0
Proof. There are two points to note. The first is to observe the following: if W < V are vector spaces of dimensions (k, k) and (n, n) respectively, and (V, x) is a representation of K such that x preserves W then (V, x) is regular if and only if (W, x) and (V /W, x) are both regular. In order to see that the other terms are as claimed one must note that a regular module cannot contain a preinjective submodule or have a preprojective extension.
