I have multiple answers along a continuum of speculation (which is arguably a big word for weaselling) depending on just how high the bar is for 'breakthrough'.
The most rock-solid answer is the least satisfying: no, I don't.
The most honest answer is that I've seen multiple efforts to collect vis success stories and they never quite seem to hit the ball out of the park in the way that I'd like. I happen to be personally familiar with the sidebars in our 2004 VRC Challenge report. There are some nice stories there with cool pictures. Yet they don't quite feel like breakthrough at the level of the Archimedes running naked down the street screaming Eureka.
The most advantageous-to-me answer is why yes, I regularly publish papers where I explicitly need to include success stories in the Results section in order for them to get accepted! The flavor of paper that we call design studies in the vis literature requires them.
The most speculative answer is that perhaps the very best visual representations do such a good job of cognitive scaffolding that they melt into the background, and the scientist thinks "ooh I just figured out something crucial" rather than "hey, what a great vis tool I have here". So they're going to attribute breakthroughs to their science not to their tools, and at some level all tools enable science and that's how it should be -from prosaic things like paper to whatever new measurement instrument comes along like the telescope. I once called vis a "fooscope" because it gives you a new scope for all manner of things...
hello! What techniques do you like for reducing high-dimensional data to 2 or 3 spatial dimensions (or ~5 visual variables) that we can show?
whoInvited Depends on just how high we're talking about.
If it's very-low-high-dim, like just 6 or 7, then I'd probably try to visually encode everything directly in a single view.
If it's low-high-dim, like a dozen or so, then I might try a scatterplot matrix (SPLOM) first, and then follow up with a parallel coordinates view if I'm feeling completist.
If it's a bit higher than that, with a few dozen dims, then I might go with scagnostics -scatterplot diagnostics, proposed by Lee Wilkinson, Anushka Anand, and Robert Grossman -where we go meta and look at a scatterplot of scatterplots.
When we get into medium-high-dim territory, with hundreds of dimensions, then it's time to start fullfledged dimensionality reduction techniques. I give up on explicitly showing all the original dims, and instead use a bunch of math to synthesize new dimensions that try to capture a bunch of the structure. Turns out you can get good results with that approach in many cases where the way you measured the data in the first place is sprawling and verbose, since you can't directly measure what you really care about, and it's legitimate to throw away a huge amount of data because there's massive redundancy. I'm a fan of multidimensional scaling (MDS), in part since we've done a whole bunch of work on that in my lab. The Glimmer algorithm exploits the parallelism of the GPU for speed, and the Glint algorithm handles the interesting case where calculating the distance between two points is really computationally expensive.
If you're looking for clusters specifically, then t-SNE from van der Maaten and Hinton is a great place to start. That's one of the things we found in a quantitative empirical study on how people perceive the results of dimensionality reduction. We also did some qualitative field work to try to figure out just what tasks people are doing when they analyze high-dimensional data. In short, we think it's helpful to think in terms of whether they care about the dimensions themselves, the clusters, or both of these.
And once we're in the realm of high-high dim territory, with thousands or even tens of thousands of dimensions -then typically the data is sparse, where there are roughly the same number of dimensions and data points. That's often the case for text data, where you've got the "bag-of-words" model of a very high-dimensional vector where each word is a dimension, each document is a point, and there are a lot of zeros for the words that don't appear in a particular document. We've proposed the Q-SNE algorithm and gotten nice results for this case, where we can handle millions of documents and get high-quality layouts.
Aaaand... that answer is arguably far too long. But it is a topic near and dear to my heart! Update: This answer ended up getting a lot of traction, so I'll add one more thing -a link to an hour-long talk where I tell the story of several of the projects that my group has done in this area: Dimensionality Reduction From Several Angles. I've given it in several places, and a few of them taped a version that's available as a video (in addition to the usual talk slides that I always post).
What do are the most glaring or common data vis mistakes that you see in mass media? _tungs_ There's always the classics: 3D bar charts will certainly make me wince. Ditto for off-axis projections of 3D pie charts too.
To spread the hate into 2D as well, a more recent trend is bad donut/arc charts. There seem to be a remarkable number of them floating around these days.
One of my particular pet peeves is when people do periodic tables of X where the structure of the original periodic table is used for the spatial layout, and of course that has absolutely nothing to do with the structure of the underlying space of X. Grrrr.
I do have the so-terrible-it's-glorious site WTF Visualizations in my RSS feed. There are so very very many ways to do it wrong it's hard to keep track. And I admit that my not-so-hidden inner curmudgeon almost enjoys the horror.
It would be nice if there was more activity on places like ThumbsUp Vis to counterbalance the schadenfreude...
Hello, thanks for doing this AMA!
What are your thoughts about using Virtual Reality (e.g., Occulus Rift, Microsoft Hololens) for the visualization of data in a research or teaching setting. I can see equipping students with a means to interact with 3D structures or data sets being an invaluable tool for allowing students to more intuitively understand complex systems. Do you have any plans to experiment with these devices in your teaching/research fields?
Clever-Username789
In short: no.
Medium version:
I mostly focus on nonspatial data in my own work these days, and in for this kind of data I find that it's very rare that viewers are engaged in a task where they need 3D spatial representations. I think VR makes sense if and only if you really do need 3D, and it's even more rare that the benefits of VR displays (immersion and presence) would outweigh their drawbacks (resolution limits, physical fatigue, latency, difficulty in switching to tools that support all the standard tasks of web browsing, email, text editing, spreadsheets, etc).
I AM HERE TO TALK ABOUT THE SCIENCE BEHIND VISUALIZATION. I AM PROF. TAMARA MUNZNER FROM THE UNIVERSITY OF BRITISH COLUMBIA. ASK ME ANYTHING! : REDDIT (Ridiculously) long version:
My take on VR is that so far the hardware technology forces you to pay a nontrivial price for immersion and a sense of presence.
First, let's talk about the price.
What continues to be true is that you're penalized with respect to pixels: for the same amount of money, you get a lot fewer pixels for a VR setup --whether it's headmounted or projected onto screens as in a CAVE --compared to a standard desktop display. I argue in my book that running out of pixels in the display is one of the most stringent limitations that we have, a wall we often hit before computational limits with CPU/rendering power andy maybe even human limits like memory and attention. A significant amount of the energy that has been devoted to inventing interaction techniques is a workaround for the fact that we don't have enough pixels at our disposal, so we can't just move physically closer to the display to see more as we do in the real world -we need to change what we draw. (High-res display walls are just barely starting to change that, but there's a lot of complexity to that question as well.) Getting back to immersive VR, even as the technology has improved dramatically in some ways, that tradeoff resolution versus immersion remains.
What's also true is that using immersive VR is hard on the human body in a way that sitting on a chair in front of a table with a desktop (or sitting on the couch with a laptop) is not. It's tiring both for your legs/back and your arms to stand and move around for a long period of time in a room with nothing in it. Moreover, headmounted devices do weigh enough that you feel it in your neck quite soon. (On the plus side, arguably typical typing-oriented repetitive strain injuries are less of a problem in this context.)
But the biggest issue is that it's hard to do other stuff with standard tools. For people doing exploratory data analysis, they're almost never doing that in a vacuum. Even when you're fully engaged with doing real work you've got your web browser open to look stuff up, you're frequently needing to check something relevant from your email archives, typically you're writing down notes in some flavor of text editor, maybe you're crunching some numbers in a spreadsheet. And the extremely common case is that you're also task switching by answering urgent email about completely different stuff, not to mention crucial activities like browsing cat pictures and catching up on Reddit. If you have to take off your headmount or walk over to another room, then that frequent task switching is an utter pain.
The good news is that huge strides have been made with latency, both on the rendering side and the sensor side. I first started playing with VR back in the early 1990s, when we adapted some of our desktop software from the Geometry Center to work in the CAVE at UIUC (thanks to George Francis for being the connector there). At that point it was SGIs Reality Engines for the rendering (oh how I still miss Irix), magnetic Polhemous sensors for 3D position sensing, a big physical space with tall ceilings for the high-end rear-mounted wall projectors plus the one up high projecting for the floor. The whole setup cost many hundreds of thousands of dollars at the time. Latency was a nontrivial problem for both fronts. Of course, doing stereo means rendering twice as much, one frame for each eye, and that was on top of getting the sensor data processed and incorporated into the graphics pipeline. I tried out various VR setups over the years on the Siggraph exhibit floor. While the money cost kept going down, I never felt like the sense of presence was all that compelling.
Many thanks to Gordon Stoll of Valve Software for giving me a demo of their utterly kickass new VR system this year just as it was being unveiled at the Game Developers Conference. (I think it's currently branded as SteamVR.) They've nailed it in a way that I believe far outstrips the Oculus Rift setup, with extremely low-latency sensing and quite nice optics, that gave me a far more compelling sense of presence than I've ever had. There was one particularly notable demo. In one, the same Halo cyclops guy is shown at three scales. The little one that looks knee-high looked cute and I wanted to rush up and pat it on the head. The medium sized one that seemed to be about my height was one where I was happy to give it enough space to avoid colliding with it. And the huge one that was apparently 12 feet tall was intimidating and made me physically jerk back. And despite the fact that I I AM HERE TO TALK ABOUT THE SCIENCE BEHIND VISUALIZATION. I AM PROF. TAMARA MUNZNER FROM THE UNIVERSITY OF BRITISH COLUMBIA. ASK ME ANYTHING! : REDDIT understood intellectually that these were identical 3D geometry models, the difference in the spatial scale alone is what led to dramatically different emotional responses.
(The closest analog to that kind of scale-driven response that I've had in the real world is the summer I lived in Berlin when Christo wrapped the Reichstag. I must admit that when I'd just seen photos of his artwork before that, I thought he was a frivolous idiot. After experiencing my own emotional response to a huge building wrapped up like a birthday present, I think he's amazing.)
And now back once again to VR. I never had that kind of emotional engagement in previous VR setups, I think it was not only about the artistry of the game designers but also about the fidelity of the technology. But... it's not clear to me that this kind of emotional response actually helps with any of the tasks of visual data analysis. So while my first response is that while I had a lot of fun and maybe would want a setup like that for entertainment, I didn't immediately feel the need to use it in my actual work.
VR is very interwoven with the use of 3D. As I said above, I think immersive VR is justified if and only if 3D spatial layouts are justified. And that question is an even bigger can of worms! (My book has one page on the "Resolution over Immersion" rule of thumb, and 15 pages on the "No Unjustified 3D" one.) This one question has taken me an hour already to answer, so I'll wait and see if somebody wants to ask about 3D in a separate question! Hi, I'm studying a bachelor in CS, and visualization is a topic that attracts me, How can I start in this wonderful world? iaveiga Good start on an answer from meem1029.
Re courses worth taking, I'd add human-computer interaction to the list, at a priority at least as high as computer graphics.
Re whether undergrads can get involved in research, it depends. In some cases professors welcome them with open arms, and have set up their labs so that undergrads can immediately hit the ground running. Ron Rensink's Visual Cognition Lab is a great example.
In other cases professors focus much more on grad students. I'm more of the latter in general, as my a personal preference. (I find that it's hard to get undergrads up to speed quickly enough to be effective in a research setting before they graduate, since we have no undergrad course in vis at UBC yet. But even so I still occasionally end up with great ones!) I also very much like the answer from yelper. But ow, don't grab me by the ear, that hurts :-)
In addition, there are all kinds of great resources out there even if you don't find a human near you to connect with: videos, books, and lists of resources.
Re videos, at the top of my short list to watch soon is the videos from the OpenVis Conference, I've heard great things about them from multiple sources.
Re books, I'm oh so biased on this front but unsurprisingly I do like my own book -I did write it exactly with the idea of trying to bootstrap people into thinking about vis the way I do in a way that scales beyond the one-on-one mentoring I do with the students in my research group over the course of several years... I think that the focus on visual perception rather than the non-visual modalities isn't just that nobody has gotten around to it, there are deeper reasons. With sound, it's about the human brain: we process sound sequentially. With the rest, it's about the state of the art in technology: we have impoverished technology for recording and playing back touch, and that we have barely anything to deal with smell/taste at all.
At length:
For sound, the problem is that there's a fundamental difference from vision. Sound is something we perceive sequentially, so it's very hard to get an overview. Overviews to summarize things are one of the key things people use vis for.
There's massive processing happening in our brain that makes us feel like we see everything all at once. As it turns out that's an illusion that breaks down at the edges sometimes, since in fact you only see things at high resolution in your fovea. (Hold out your arm straight in front of you, stick your thumb up, and look at your thumbnail. That's size of your fovea, what you can see crisply. Everything else is blurry. But you hardly ever notice that because of all this behind-the-scenes crunching your visual processing system is doing!) You think you're seeing the whole room around you, at least the part that's in front of you.
But we don't have such processing for sound: you don't think you hear a whole song all at once. You can hear multiple notes simultaneously in the form of chords, but when it gets down to it we process sound as a sequence whereas visual processing results in a stitched-together collage.
For touch, there's some medium-expensive support for haptics feedback like the Phantom, but that only gives you the experience of a single pointing finger. There's some cheaper stuff that's vibrotactile, but mostly feels like faint buzzing at your fingertips. We'll need a lot more to approximate the experience of an embodied human. I frankly don't know the answer about what will happen then, I'm curious.
And for taste/smell, no idea whether we'll manage to do something interesting once the technology gets there. Now we're still in the wild west territory of weird demos at Siggraph from Japanese labs where machines squirt things into your mouth and you make strange faces. At least in my personal There's not just a couple of paths, there's a zillion. Everybody has a pretty idiosyncratic story -one great way to hear a lot of them is the super fun Data Stories podcasts.
Some people come in from computer graphics, I was one of them. Others come from human-computer interaction (HCI). Some are from statistics. Some are from cognitive psychology. Some are from math. Some were in a domain and needed vis tools that didn't exist yet, started building them, and then blinked and realized that few decades had gone by and they had become vis people.
And there's all kinds of cross-pollination stories, where people have an academic background in X that ends up doing them a lot of good when they later find themselves in vis, in a way that they didn't plan in advance. In my research group alone I've had folks with many values of X: astronomy for Miriah Meyer and Michelle Borkin; fine arts for Jessica Dawson; biology for Joel Ferstay.
Even questions like "what math do I need" are totally nontrivial to answer. If you do a lot with spatial data then the mathematics of continuous spaces are key, and to get what's happening with signal processing and reconstruction, you do want a lot of calculus under your belt. If you care about network layouts, well then graph theory might be your cup of tea. For some things you want discrete math like combinatorics. There are all kinds of nooks and crannies like hyperbolic geometry, which happens to be the route that got me personally into vis, but it would be insane to tell everybody they needed to take that path. If you do anything with controlled experiments in a lab setting, then by God you need stats. And then there's the math behind whatever domain you're targeting.
What technologies do you prefer for data visualization creation? I (try to) teach data visualization to activists and journalists and I've been frustrated by the data vis community's reliance on R, which is all but inaccessible for beginners with little coding experience. Instead, I've leaned toward Processing (and ProcessingJS) and d3.js for the sake of visualization accessibility. matthiasshapiro
Oof, no wonder you're frustrated, I bet if I tried to teach vis with R to people who are not already familiar with coding I would also be tearing out my hair. But huh, I was actually surprised to see 'R' in that sentence, I thought you were going to say 'D3'.
It's not so clear to me that Processing (Java or JS version) or D3 are any better solutions to the problem, they both require coding too. D3 is quite a different way to program, with its functional markbased view of the world that is very different than traditional imperative languages like Processing. But they're both still coding! The underlying question is whether vis creators need to code? Or, to put it a bit differently, what are the limits of expressivity and power on the tools available to non-coders? I think we as a field are at least making progress. For instance, tools like Lyra that attempt to bridge this gap. When I say "we", to a first approximation I mean Jeff Heer, who has been the driving force behind an enormous fraction of the academic vis world's output of tools/toolkits/systems -Prefuse, Protovis, D3, Vega, Lyra, and more. Of course, that's in collaboration with many folks including the stupendous Mike Bostock, late of the NYTimes -I note @mbostock will be doing an AMA himself here on DataIsBeautiful next month! I'm not the best person to answer this, since thus far I've been teaching visualization creation to people who can code in my graduate vis class, and certainly all of my grad students know how to program since I'm in a CS department. (My class is open to non-coders, but typically they do analysis projects where they use existing tools rather than trying to create something new.) What I've noticed is after years of students using a very wide variety of tools, there's been a massive shift where nearly everybody used D3 last year. And a few used R. So the coders at least are voting with their feet (well, ok, with their fingers) for D3. 
Take two:
So the question is why it stopped. You've finally made me sit down and try to articulate a conjecture that's been nibbling around the back of my mind for a while. Maybe it a bit of a dead end because while it's extremely elegant mathematically, there's a deep challenge on the usability front.
For those readers who are not hyperbolic geometry geeks but are CS geeks, here's the super-quick version of why it's so elegant: there's an exponential amount of room available in hyperbolic space, in contrast to the polynomial amount of room in Euclidean space. And thus it's a very appealing way to lay out trees, where the number of children can grow exponentially in the depth from the root to the leaves. My PhD thesis chapter on the hyperbolic graph explorers has a more relaxed discussion about all this with more explanatory diagrams than the H3 paper, but graphics people who really want to follow the math of hyperbolic geometry should check out this great article from Jeff Weeks on Real-time Rendering in Curved Spaces. But here's the tricky bit: there's a deep issue about why hyperbolic geometry is confusing, and it's not just about unfamiliarity at the surface level. It's relatively straightforward to walk people through the idea that you've got this projection that's a disc (or a sphere in the 3D case), stuff at the center is big, and but it's projected to a smaller and smaller region as you get out towards the periphery -that circle (or sphere surface) is infinitely far away from the center. If they're into that kind of thing :-).
The messy part is that there's a way that hyperbolic geometry is just plain more complicated than Euclidean geometry. We're used to rotations having a center, but we're not used to translations having a center. They do in the hyperbolic case, and so stuff goes swinging/swooshing around in a way that people find very surprising and hard to follow. This PoincareDraw explanation page has a reasonably understandable explanation of the implications of this fact. Here's the key bit:
A hyperbolic translation has a "center," which is a line. Points on the center are all moved the same distance along the center. Points off the center are moved farther, and not along lines. Instead they are moved along curves that are equidistant from the center.
I AM HERE TO TALK ABOUT THE SCIENCE BEHIND VISUALIZATION. I AM PROF. TAMARA MUNZNER FROM THE UNIVERSITY OF BRITISH COLUMBIA. ASK ME ANYTHING! : REDDIT I conjecture that's why people end up backing away from it. It could be that somebody who really knows hyperbolic geometry at a deep level and also cares about interaction design could figure out a solution. That's not me -I'm not actually a hyperbolic geometer, I just used to hang out with a bunch of them. (And in that spirit let me add the caveat is that I might not even be right about this point at all! Not being a hyperbolic geometer and all...)
What's your favorite book? imthatguy25 Ahhhh, books. It's been six straight hours of vis ranting, I declare that I deserve a break to switch gears and rant about non-vis books! I definitely can't answer that question with a single book, and I can't even answer with a single author. I can answer with a single genre if I'm allowed to smoosh science fiction and fantasy together into 'SF' for Speculative Fiction. My favorite general projection is probably stereographic projection. My formative early years in vis were at the The Geometry Center (now dearly departed, with the archive living on thanks to UIUC). Stereographic projections are quite useful in "low-high" dimensional geometric topology, where we'd look at 4D and 5D mathematical objects projected into 3D. Stereographic projections make hypercubes look like soap bubbles. And they're also handy for thinking about the non-Euclidean geometries --hyperbolic and spherical. I have often showed people stereographic projections of a wireframe Earth model, but it was intended to help people get an intuitive sense of how the projection works before moving on to more exotic mathematical structures. In the context of what I do these days, it's hard to imagine a circumstance where that would be the right thing to do if my goal was actually helping somebody understand geographic data.
All this backstory explains in part why my favorite map projection is an exotic one -I can't help but to be I AM HERE TO TALK ABOUT THE SCIENCE BEHIND VISUALIZATION. I AM PROF. TAMARA MUNZNER FROM THE UNIVERSITY OF BRITISH COLUMBIA. ASK ME ANYTHING! : REDDIT enchanted by Jack van Wijk's paper Unfolding the Earth: Myriahedral Projections. I'd probably said "you have to pick which property to preserve -angles or distances -you can't have both" at least 100 times while wearing the hat of tour czar at the Center. (A job I sort of resented at the time, but it taught me how to soldier on when public speaking come hell or high water, after giving live demos to groups ranging from research mathematicians to fourth graders.) This paper points out that there's a third option -you can preserve both angles and distances if you open up the space of possibilities to allow interruptions! In addition to being elegant on the mathematical front, it's also sophisticated on the computer science front -with an algorithm for recursive subdivision that's motivated by the graphics literature on meshing. And then it's also sophisticated on the visualization front, where he applies streamline algorithms that come out of vector/flow field visualization. Swoon.
Hello Dr. Munzner, I recently graduated from a Bioinformatics PhD program. I didn't get to study data visualization, but around the end of my term, I got extremely fascinated by it through a smaller project. What would you (or another vis researcher) look for in a potential post-doc candidate like me? I see myself doing more data visualization than bioinformatics in the future. I really really enjoyed it, and it's unfortunate that I didn't get to study it at length. Is there any hope for me in a vis post-doc? i_shall_pass Yes, I think there's considerable hope.
In the past few years I've seen that there is a lot more demand for vis postdocs than supply. So it's quite conceivable that somebody might be willing to invest in helping you jump from bioinformatics to vis as a postdoc. What you'd be bringing to the table in addition to a bit of experience on the vis side is a whole lot of experience on the bioinformatics side. You might be able to find a labs where that could be a win for both the PI and for you.
Conveniently for you, biological/bioinformatics visualization is a very hot area these days.
One place to start looking is the set of author and of organizers of the BioVis symposium series. In general, I find it useful think about four main alternatives for handling complexity: transforming the data based on the user's task into a new data abstraction (that can be visually encoded to address that task in a way that's more effective than the original data abstraction that you were given); manipulating the view through interaction in general including navigation in particular; partitioning the data into multiple views (which are often but not always juxtaposed side by side); reducing what you show within a single view with (possibly sophisticated) combinations of filtering and aggregation.
In specific, let me separate out the question of handling non-adjacent values in general from the special case of random samples in particular.
In a recent design study aimed at genomics researchers, we argue that a pitfall of standard genome I AM HERE TO TALK ABOUT THE SCIENCE BEHIND VISUALIZATION. I AM PROF. TAMARA MUNZNER FROM THE UNIVERSITY OF BRITISH COLUMBIA. ASK ME ANYTHING! : REDDIT browsers is that they do a poor job of handling non-adjacent values that are small in size and scattered across a large region of interest. If you're zoomed in far enough to see one of them, you'll need to zoom way back out and translate over to get to the next one, and this extensive navigation makes it hard to understand the big picture all at once.
We designed the Variant View system for researchers studying the genetic basis of human diseases like leukemia, to support them in understanding which genetic sequence variants across different people were predictive of disease states, and these were scattered throughout the enormous genome. We proposed a transformation of the dataset from the standard data abstraction of genome coordinates to a different data abstraction: transform coordinates (essentially cutting out the stuff that's not active, which is certainly not always legitimate to do but was warranted for this particular kind of investigation). We also did some transformations so that instead of a variant-centric view (a big table with one row for each variant), we combined all of the known variants into a gene-centric view (showing all the variants together in terms of where they fell within a gene, to make hotspots where many different people all had variation jump out visually). And then we did some careful visual encoding of that. While that visual encoding was important --and it's something that's also easy to get wrong if you don't have a clear sense of the perceptual properties of human vision --I think the main intellectual contribution of this system was really about the data transformations at what I call the data abstraction level (what to draw), rather than the visual encoding level (how to draw it).
And now for random sampling. That brings me to a design study for a very different target audience: investigative journalists faced with huge heap of documents. One of the use cases we originally had in mind for the Overview system was a journalist who wanted to do random sampling of that set, in circumstances where it's infeasible to just power through and read them all. I'm not going to try to summarize all of the task abstractions, data abstractions, and visual encoding decisions here, lest my fingers fall off before I get down to the end of the AMA questions :-), but there's a whole paper about this that you might find interesting! See Overview: The Design, Adoption, and Analysis of a Visual Document Mining Tool For Investigative Journalists for an in-depth discussion. There's certainly new and ongoing stuff that we haven't posted about publicly. I don't typically announce things to the outside world until they're done (or done enough that I want people to use the tools to give feedback), so by the same logic I'm not willing to say much about those in this forum either... Sadly we don't yet have any vis courses at the undergrad level. My grad class starts week after next, but it might be hard to find a seat the first few sessions since it's full up with a waitlist, there are more people signed up than chairs in the room (and I can't get a bigger room, I already checked). I'm hoping the space crunch will ease after people switch from shopping-around-for-courses mode to committingto-final-choices mode.
In any case, do come up to say hello afterwards if you do end up at one of my lectures.
Also, as I mentioned in this other reply, the other major infovis / visual analytics presence in UBC is I AM HERE TO TALK ABOUT THE SCIENCE BEHIND VISUALIZATION. I AM PROF. TAMARA MUNZNER FROM THE UNIVERSITY OF BRITISH COLUMBIA. ASK ME ANYTHING! : REDDIT Ron Rensink -check out his UBC Visual Cognition lab.
Is development of software to facilitate the production of visualisations as important as the theory behind good presentation? I ask as I'm interested in the software used to produce visualisation and was wondering if you could expand on the workflow and software you use. I'm familiar with ggplot2 in R thanks to /u/hadley and find it far more flexible than the graphics in Stata, but many of the custom plots appear to be done with different software, are they levering tools like D3.js? enilkcals The short answer:
Yup, these days we use D3 a lot. Only a tiny bit of R thus far, but that's increasing. Before that was Processing and Prefuse. Before that was OpenGL with GL4Java bindings. Before that, back in grad school when I got to code myself (alas no more), a lot of OpenGL with C++ and C. And before that, when I was techstaff at the Geometry Center, IrisGL with C, with forms/xforms for the GUI. And perl. And Mathematica.
The long answer:
Yes, building software is crucial to multiple angles of attack in my view of research. My view of the world aligns quite closely with the paper types that we're using at most of the major vis conferences: technique-driven work (techniques and algorithms), problem-driven work (design studies), evaluation work (controlled experiments with human subjects and also field studies before and after deployment), and theoretical foundations. It's an (upward) spiral: we rely on the existing theories as we build the software, and then issues that come up as we build the software that both fuel the need for and inform subsequent theory.
Building software is a non-negotiable requirement for technique-driven and problem-driven work, it's frequent even in evaluation work, and it's sometimes even part of the theoretical founcations work Some of the evaluation work involving controlled human-subjects experiments uses existing software rather than doing new software development, but often even then we end up doing at least some hacking to make the experimental platform. And sometimes it's a significant amount of coding.
With problem-driven design study work we address the real-world problems with real-world users, and this work always involves incremental refinement, so we're iterating by building many prototypes. Rapid/agile prototyping is very helpful in these cases. Our paper on Design Study Methodology talks about this philosophy in detail.
And with technique-driven design, we've also got to build software to see if our ideas work. Usually there's some amount of refinement there too, although that's not as front and center as with design studies. Often scalability and robustness are more central considerations in this case. And then to publish, we need to validate that it works through methods like computational benchmarks, not to mention typically we'd submit a video of the system in action to show reviewers the look and feel of the techniques.
I wrote up the initial idea of paper types when I was chair of InfoVis in 2003/2004 as a way to try to help both authors and reviewers find common ground. Folks have found that useful enough that is has percolated to the other conferences, and the call for papers has been kept pretty much intact since then. I've continued with two "meta-papers" about the visualization design and validation process that expand further on some of these ideas: Process and Pitfalls in Writing Information Visualization Research Papers, and A Nested Model for Visualization Design and Validation.
