A model has been developed for the prediction of ocean wind waves.
Introduction
Description and prediction of ocean wind waves based on spectral concepts have been investigated extensively by many authors since the first effort of PIERSON et al. (1955) . Among them, GELCI et al. (1956) , HASSELMANN (1960), and MELCER (1961) have independently proposed that the energy balance equation will describe the wave propagation and the processes of wave generation and dissipation precisely.
The equation is generally written as follows :
where S is the two-dimensional energy spectrum defined as a function of frequency f, traveling direction 0, position x, and time t. C, is the group velocity of the wave component with frequency f.
The source function F represents all processes that are adding energy to, or subtracting energy from, the spectrum. The principal parts of this function are the processes representing transfer of energy from the wind field. If F is given precisely and Equation
(1) can be integrated, it will be possible to predict waves with an accuracy that will depend only on the accuracy of wind prediction, and many numerical models have been developed based on this conception.
A general discussion of the function F is given by HASSELMANN (1968) . In his 208I.
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XXIV No. 2 theory, there could be many terms in the function F, but they cannot be quantitatively evaluated at the present time. Accordingly, the numerical models proposed by several authors which are based on Equation (1) have different forms of the function F associated with their physical interpretation and analysis of the observations (BARNETT, 1968 : INOUE, 1967 : GELCI et al., 1957 : PIERSON et al., 1966 : EWING, 1971 ). These are reviewed by GELCI and DEVILLAZ (1970) .
The numerical model discussed in this paper uses a source function containing five terms. These five terms consist of two wave growth terms and three dissipating terms. The two growth terms describe the linear and exponential growth of waves which correspond to the PHILLIPS (1957) and MILES (1957) mechanism.
The three dissipating terms are : wave breaking which results in a saturated wave spectrum, frictional dissipation during the wave travel and damping caused by the opposing winds. The wave-wave interaction pointed out by HASSELMANN (1962) and used in the models of BARNETT (1968) and EWING (1971 ,) are excluded here, because it is still not clear in the observation.
Results of two hindcasts of high waves made over the North Atlantic Ocean (Dec. 16-18, 1959 ) and the Japan Sea (Jan. [4] [5] 1971 ) are also shown in this paper.
Wave propagation
In theory, the wave propagation will be obtained by using a finite difference scheme to integrate the first term of the righthand side of Equation (1) as has been previously done by GELCI et al. (1956,) and BARNETT (1968) . Such an approach is quite accurate if the mesh sizes used are small enough compared to the dimensions of the characteristic wave field. But usually larger mesh sizes are used from an economic point of view. Hence, adequate calculating procedures must be designed for the wave propagation. PIERSON et at. (1966) used a "jumped" technique whereby the wave energy remains at a particular grid point until enough time has elapsed so that the energy could reach the vicinity of a neighboring grid point. The energy then moves instantaneously to the appropriate point. The spatial and temporal errors that can arise from this technique may be considerable when we consider the problems of propagation over large distances. DEVILLAZ (1965) developed an artificial technique to obtain reasonable dispersion and angular spreading being commensurate with the frequency band-width and travel direction of a wave component.
His method is reasonably accurate but rather complicated. BARNETT et al. (1969,) have developed a new method based on the concept of "region of influence," which includes the effect of shallow water on wave propagation.
We developed another method which is a combination of the finite difference scheme and Pierson's "jumped" technique (Un and ISOZAKI, 1972) . The procedures are composed of lateral spreading and longitudinal dispersion.
2.1
Lateral sperading of wave energy Suppose a wave component has arrived at, point P (I, J) at time ti from direction 0 in Fig. 1 . First we must know the wave field along direction 0 at time ti-At. In Fig. 1 , the energy density of the wave component S. at point X is where a and b are defined in Fig. 1 . Accordingly, the representative value of the energy density traveling in direction 0 at point X is
Here, sixteen directional components are adopted. Next, the gradient of energy density GI,J is calculated by the equation where is the smallest angle between direction 0 and the axes. Hence, the energy density of the wave component at the point P (I, J) at time ti is This is equal to the finite different method, and often causes too much dispersion of wave energy along the longitudinal direction. This is corrected by the following procedures.
2.2
Longitudinal dispersion of wave energy Consider successive points Yi, Y2, . . at regular intervals on the path of a directional wave component as shown in Fig. 2 . The interval of successive points is equal to the distance PX in Fig. 1 . Let us put a small distance AY at each point on the path. The wave component progresses over the distance (Cg •At) in a time step, and the position of the reached point is classified into three states, that is :
Case 1 : reached point falls short of the position YI-AY, Case 2 : reached point falls into the distance AY, Case 3 : reached point goes beyond the point Yr. In Fig. 2 , time steps 1, 4 and 7 are Case 1, time steps 3 and 6 are Case 2, and time steps 2, 5 and 8 belong to Case 3. In Case 1, the wave energy Sy, remains at the point Yr. In Case 2, the energy Sy, is divided into two parts, pSy, and (1-p) Sy, and the part pSy, progresses to the point ITT-+i and the part (1-p ,) Sy, remains on on the point Yr. Where p is a constant less than unity, and may be determined empirically.
In Case 3, Sy, is transferred to the point Yi+i, and the reached point is again discriminated with respect to the grid point Y1+2.
Finally, some spatial smoothing procedures are applied to the calculated results to correct the distorted spatial distribution. Now consider, as an example, the wave propagation of a composite wave which is constructed with 16 components having the same frequency and 16 different traveling directions.
Each wave component was assumed to have energy appropriate for the significant wave height of 10 meters, so the composite wave has initially a height of 40 meters which is of course a convenient value but not realistic.
Suppose that the composite wave is only on the four grid points A, B, C and D in Fig. 3 at the first time step, then it propagates in all directions as the time step progresses.
The distributions after 12, 18 and 24 hours are illustrated in Fig. 3 . Some distortion of the wave distribution from the circular spreading is seen but negligible in practice.
Growth of wave energy
In the present model, the source function F in Equation
(1) contains two wave growth terms which are represented as follows :
The first term on the righthand side of Equation (6) predicts the linear growth with time of individual wave components, and corresponds to the resonance theory of PHILLIPS (1957) . The second term on the righthand side of Equation (6), which is introduced by the instability mechanism of MILES (1957), represents the exponential growth with time. PIERSON et al. (1966 ), INOUE (1967 , BARNETT (1968 BARNETT ( , 1969 and EwING (1971) have also used Equation (6), but their procedures differed somewhat from each other. GELCI et al. (1957) considered only the linear growth term.
The coefficient A, of the linear growth is related to the three-dimensitional spectrum of atmospheric pressure fluctuations P(k, co) by where co(=27rf=.(g k)1/2) is, the circular frequency of the waves of wave number k, g the gravitational acceleration, and pio the density of sea water (HASSELMANN, 1960 ).
Unfortunately
we do not have enough observations of P(k, (0) over the sea surface, but the field experiments of SNYDER and Cox (1966) and BARNETT and WILKERSON (1967) suggest that the measurements by PRIESTLEY (1966) over mowed grass can be used in conjunction with Equation (7,) to estimate the coefficient A. Most of the above-mentioned authors have also used Priestley's measurements. Here, we use, for expedience, the result of INOUE (1967) , that is, where u is the wind velocity.
Significant contribution of the linear growth term to wave generation is only in the early stage when the waves grow from a state of rest, and the exponential growth term produces the greater part of wave growth in most actual seas.
There were several field observations to determine the rate of exponential growth which is denoted by the parameter B in Equation (6) . (SNYDER and Cox, 1966 ; BARNETT and WILKERSON, 1967 ; SCHULE et al., 1971; DELEONIBUS and SIMPSON, 1972) . These observations indicate that the theory is unable to explain the observed exponential growth.
But for practical purposes, we can use the empirical formula based on these observations, because there is a consistent tendency for the observed growth rate to scatter around each other. BARNETT (1968) used the formula, which was derived from the data of SNYDER and Cox (1966) and BARNETT and WILKERSON (1967) . Here, pa is the density of air, 4 the angle between wind and wave and c the phase velocity of the wave. Based on the same data, EWING (1971) INOUE (1967) added the growth rate of lower frequency wave components to the above-mentioned data by the analysis of ship observations over the North Atlantic and proposed the following formula : where u* is the friction velocity. The relation was verified by the field observations of SCHULE et al. (1971) and DELEONIBUS et al. (1972) . Their observations showed a somewhat lower value than Equation (11), but could not modify the relation because of the limited confidence of the observations. Equation (11) is adopted in the present model. But the friction velocity u* contained in the formula cannot be predicted easily in the routine operation, and is converted into a wind velocity by means of the relation established by KUZNETSOV (1970) , that is, 102x u*.=.2. 67u+3. 15, u<11. 4 rn/s1 (12) 102 X u*=-12. 14u-105. 0, u> 11. 4m/s
The wind model proposed by CARDONE (1969) can predict not only the vertical structure of the wind but also the friction velocity u* directly. Hence, this wind model should be adopted in future.
As for the two-dimensional wave spectrum, we have only limited information. Moreover, SCHULE et al. (1971) describes how the directional distribution of the amount of growing wave energy may be a function of wind fetch. For practical wave prediction models, the spreading functions cos' 4), cos' 4), the normal distribution and the distribution observed by the SWOP (COTE et al., 1960) have all been used. It is assumed, in our model, that the distribution of the growing wave energy follows a cos' 43 distribution.
Dissipation of wave energy
As to the mechanism of energy dissipation in a wave system our knowledge is very poor, although the dissipation apparently plays an important role in the energy balance of the spectrum. Hence, we have to make some assumptions about the energy dissipation, and have made allowance in the present model for the three processes based on available evidence.
Wave breaking
After some stages of wave growth, the process of wave breaking, is of prime importance to the energy balance in a wave system. The wave spectrum approaches to the saturation limit when the energy dissipation by wave breaking is balanced by the energy supply from the wind.
PHILLIPS (1958), using dimensional arguments,
proposed a functional form of limiting wave spectrum which is proportional to r. PIERSON and MOSKOWITZ (1964) , based on the analysis of ship observation over the North Atlantic, deduced the spectral form in a fully developed state given as where a=0.83X10' and /3=0.74.
There are some evidences of the "overshoot" effect. BARNETT and SUTHERLAND (1968) 1972) , from the analysis of field observations, discussed the significance of the overshoot behavior in the wave generation-dissipation processes.
For the present purpose, however, we will assume that Equation (13) is an adequate limiting form, and no allowance is made for the "overshoot" effect.
The approach to the limiting wave spectrum is taken into account by multiplying the linear and exponential growth terms by the factor [I-(S/Sw)q].
A value of q=2 is assumed.
2 Frictional dissipation
It is demonstrated by SNODGRASS et al. (1966) that when the waves propagate over a calm sea, the lower frequency components of the waves can travel over very long distances with a little decrease of their energy, but on the other hand the higher frequency components lose their energy quickly. HASSELMANN (1963) has described this phenomenon in his wave-wave interaction theory as an energy transfer to the lower wave components from the higher ones.
In the numerical models of BARNETT (1968) and EWING (1972) the wave-wave interaction is included in a parameterized form of Hasselmann's results and the frictional dissipation is excluded.
However, we assume in the present model that the frictional dissipation is given by FD= -D • f4S (14) where D is a constant, which is so determined experimentally that the wave components shorter than 3 seconds will die out within one hour if there is no energy supply from winds. It will be clear from the form of Equation (14) that the frictional energy dissipation is very small in the lower frequency wave components compared with the higher frequency components. Hence, the resulting deformation of spectral form resembles the form resulting from the energy transfer caused by wave-wave interaction. GELCI et al. (1957,) , PIERSON et al. (1966) and INOUE (1967) also made allowance for the frictional dissipation in a different from Equation (14).
The effect of opposing winds
It is known qualitatively that a wave system is broken down and loses its height rapidly when it receives opposing winds during the propagation.
This phenomenon is verified experimentally by MITSUYASUand MIZUNO (1971) , but the theoretical mechanism is still not clear.
We assumed in this case that the winds will produce an effect reverse to wave generation.
Hence, the following formulation is adopted for the energy dissipation when the traveling waves receive opposing winds : where 0 is the angle between directions of wind and wave propagation, and F(0) the angular distribution of the two-dimentional spectral density. The numerical solution is obtained by integrating Equation (16) with a finite difference scheme.
As the initial condition, we considered a calm sea over all computational domain. After the computation of about four-days period, the effect of this artificial initial condition will disappear.
The boundary condition at the coast is S= 0, at the coast, (17) and the wave energy arrived at a cost is absorbed perfectly without reflection. is assumed, where n is the direction normal to the boundary. This is rather artificial but better than Equation (17). Fig. 4 shows the growth of significant wave height as a function of four wind speeds of 15, 20, 25 and 30 m/sec respectively. Line A, in Fig. 4 , illustrates the required time for the significant wave height to be equal to half of its maximum possible value for each particular wind speed. It needs only about five hours for the wave height to exceed half of its maximum value even if a storm occurs over a calm sea surface. Usually, there are some waves initially, and the duration of a storm is nearly ten hours. Accordingly, the wave height has more rapid growth and good correlation with the wind speed. But the relation will be disturbed by the wave propagation.
Line B, in Fig. 4 , illustrates required time for the significant wave height to attain 90 percent of its maximum possible height. The time is about 20 hours and has a tendency to decrease with increasing wind speed. Fig. 5a , b, and c show the growth of wave spectra for the three wind speeds of 15, 20, and 25 m/sec, respectively.
The spectral form in its transient stage of growth does not resemble the results of INOUE (1967,) even though the same growth rate is used in both models. The feature of the spectral growth in Fig. 5a , b, and c is rather similar to the result of BARNETT (1968) A wind duration of about 20 hours, which is sufficient to produce the wave height of 90 percent of maximum possible height in Fig. 4 , does not result in sufficient spectral growth in the lower frequency bands. It is suggested that a wind duration of more than 20 hours does not contribute to the growth of wave height significantly but may change the form of the wave spectrum producing the lower frequency components. (1962) . The storm was associated with winds of 60 knots and significant wave height of 12 meters. After the passage of the storm, the wave height dropped from 11 meters to 4 meters within 12 hours. These circumstances were recorded by the O.W.S. "Weather Reporter" and the wave spectra were prepared. This is one of the best cases to test a numerical model of ocean wave prediction, and used by many authors (BAER, 1963 : PIERSON and TICK, 1965 : DARBYSHIRE, 1961 : WILSON, 1965 : WALDEN, 1963 : INOUE, 1967 : BARNETT, 1968 : GELCI et al., 1970 . The present numerical model was also tested in this case.
The grid used here is the same as that used by BAER (1963,) and PIERSON and TICK (1965) . The mesh size is 120 nautical miles, and the number of grid points is 519 as illustrated in Fig. 6 . A time step At=6 hours was chosen for considerations of computer time and also on account of the fact that the wind field was given for every 6 hours and every 120 nautical miles. The allowance for the computational stability arising from the propagation term is made in the program in the present model hence, the choice of time step is independent of mesh size.
The wave spectrum is divided into isolated frequency components with 0.01 Hzinterval from 0.04 Hz to 0.20 Hz. The components higher than 0.20 Hz are always assumed to be saturated with respect to varying winds. Each frequency component is constructed from 16 directional components, so that the number of wave components on each grid point is 272.
The wind data for every six hours were supplied by the U.S. Naval Oceanographic Office. These winds were previously prepared by New York University following the procedures described by THOMASELL and WELSH (1963) and PIERSON and TICK (1965) .
The computations
were began at 00z, December 10, 1959. Hence, the initial condition which was assumed to be a calm sea would have no effect on the prediction at the time that comparisons were to be made. Fig. 7 shows the predicted and observed significant wave heights.
The winds which are used in the wave prediction and observed on the ship are also included in this figure. The hindcasts of the significant wave height appear to be quite reasonable. However, the tendency of the predicted wave growth and decay is rather smooth and delayed compared with the observed wave height variation.
This may be due to the fact that the winds are assumed constant for six hours over 120 nautical miles and that the analyzed wind variations are smooth and delayed compared with the observation as seen in Fig. 7 . Fig. 8 shows the predicted and observed wave spectra. The shape and magnitude of the predicted wave spectra agree reasonably well with the observations.
There is a little difference in the location of the spectral peak between the predicted and observed wave spectra in some cases. BARNETT (1968) discussed the effect of the ship movement on the shape of the observed wave sepctrum.
However, the difference is within the confidence limits when we consider the uncertainty contained in both predictions and observations. Fig. 9 shows the synoptic weather map, with the wind distribution used in the prediction and the distribution of predicted significant wave height at 12Z, December 17, 1959.
The center of the cyclone is between Iceland and Scotland and moving eastnortheast slowly. The strong wind region is seen at about 500 km south-southwest of the cyclone center. An extraordinarily high wave region is 300 km further south of the strong wind region. The high wave region extends to the south and southeast and reaches the frontal zone. Even in the high pressure area with winds less than 5 m/sec, we can see waves more than 2 meters high. These characteristics of wave distribution are in good agreement with the usual synoptic wave map. 220 Fig. 10 . Grid used to specify wind and wave fields on the Japan Sea. The numerals near some grid points are the location number of selected stations (upper) and the maximum wave height obtained in the present prediction (lower). 4-5 , 1971 , over the southwestern Japan SeaOn the early morning of January 5, 1971, unusually high waves attacked the southwestern part of the Japan Sea. Many kinds of coastal structures and fishing boats suffered heavy damage on the coast of San-in. The highest waves seemed to be nearly 10 meters judging from the damage. Accordingly, we chose this case to test our numerical model of wave prediction. Observatory, for every six hours from 03', January 3 to 09h, January 4, and every three hours from 09', January 4 to 12', January 5. The wind data at each time step were obtained by interpolation.
Results of wave hindcast ( 2 ) -High waves in January
• The computations were began at 03h, January 3, that is 36 hours before the time that the comparisons were to be made. The pre-computation of 36 hours is sufficient to damp out the effect of initial conditions on the prediction because of the small size of the computation domain. Fig. 11 shows typical synoptic weather maps. There is a small cyclone on the southwestern Japan Sea, and isobars are very tightly packed on the northern and western parts of the Japan Sea in the map of 21h, January 4. At 03', January 5, the cyclone has already passed to the east, and the Japan Sea is covered by strong northerly winds.
The distribution of wind direction and wind speed at that time is shown in Fig. 12 .
The area of strong wind is shifting southeast. The prevailing wind direction is northeasterly to northerly and the fetch is more than 500 km. The distributing pattern of the wave height is similar to that of wind speed because there is little effect of swell in a semi-enclosed narrow sea such as the Japan Sea.
We have wave observations only on the coast to verify the prediction. Fig. 14 location of the spectral peak is shifted somewhat to a lower frequency band. However, we cannot discuss the difference in detail because the observed waves are strongly affected by the coastal topography, especially in their low frequency components.
Summary and conclusion
A model has been developed for the prediction of ocean waves. The method is based on the energy balance equation, and contains five energy transfer processes. These are the linear and exponential wave growths with time, wave breaking, frictional dissipation and the effect of opposing winds. Expressions for each mechanism were developed from considerations of available theoretical and experimental results.
Some computational devices were developed for the computation of wave propagation which displays reasonable dispersion and angular spreading. The relation between the time step and the grid interval to maintain computational stability is also allowed implicitly in the scheme. Hence, we can use in the present model any time step independently of a grid interval.
As boundary condition on the open ocean, DS/an-=-0 is assumed, while S=0 on the coastal boundary.
Two hindcasts were attempted on the Atlantic Ocean and the Japan Sea. The estimated significant wave height and one-dimensional wave spectrum are in reasonable agreement with the observations.
The descrepancy between the predictions and the observations is insignificant and cannot be discussed in detail if we consider the uncertainties contained in prediction and observation. But some descrepancy is clearly due to rather poor estimation of the winds. As the wave height is proportional to the square of wind speed, even small errors in the wind estimation may cause large errors in the wave estimation. Hence, we have to make an effort to develop a reasonable model of wind estimation.
One of the most important problems is the wave estimation within a typhoon. Waves caused by typhoons produce remarkable effect not only within the typhoon area but also on coasts which may be as far as 1000 km away. Generally, mesh sizes of about 150 km are adopted in the numerical prediction of ocean waves because of the low accuracy of wind estimation and economy in the use of the electronic computer. The distribution of winds and waves in a typhoon area will not be represented precisely with such rough meshes. Therefore, some new device must be made to predict the waves in a typhoon area.
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