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Resumen
Los sistemas de video vigilancia inteligente se convirtieron en un importan-
te tema de investigación en los últimos años debido a su importancia para el 
sector de la seguridad. En este artículo se presenta un sistema completo de 
video vigilancia inteligente. Este sistema comprende dos importantes mó-
Ǳȱàȱȱȱ¢ȱȬęàȱȱȱȱ-




tancia de las características soft-biométricas, así como un gran resultado en 
ȱȱȱȱȱȱȱȱøȱ¢ȱ¤ȱȱ
ȱȱÇęȱȱȱȱǯȱ¤ȱȱȱ
una base de datos propia adquirida en el aeropuerto de Madrid, Barajas.
Abstract
In last years, the intelligent video surveillance systems have become an important 
research topic due to relevance for security sector. In this paper, a full intelligent 
video surveillance system is presented. This system is conforming by two important 
ǱȱȱȱȱȱȬęȱȱȱȬȱ-
ǯȱ ȱ  ȱȱ ȱ ȱ  ȱ ¢ȱ ȱ ȱ Ȭęȱ ȱ
multi-camera surveillance environment. The results show the relevance and poten-
ȱ ȱ Ȭȱ ȱȱ ȱ ȱȱȱ ęȱȱ ȱ ȱ
several standard and public databases and moreover with an own database acquired 
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Introducción
La necesidad de incrementar la seguridad se deja sentir 
en todo el mundo, no solo por compañías privadas sino 
también por los gobiernos y las instituciones públicas. 
Debido a esto, últimamente los sistemas de video vigi-
lancia inteligente se han convertido en una importante 
¤ȱȱàȱȱȱȱàȱȱȱȱ
de la seguridad. La video vigilancia es, de hecho, una 
tecnología clave para la lucha contra el terrorismo y el 
ǰȱ¤ȱȱȱȱ¢ȱȱȱȱø-
blica. Tratando de responder a estas necesidades de se-
ǰȱȱȱÇęȱȱȱȱȱǰȱ
ȱȱęȱȱȱǰȱÇȱȱęȱ
ȱȱǻȱet al., 2010). La video vigilan-
cia tradicional consiste en monitorear el comportamien-
to, actividades y otros cambios en el entorno, por medio 
de operadores visuales del sistema que intentan pro-
porcionar seguridad a la zona vigilada. La video vigi-
lancia es muy útil para el gobierno, el cumplimiento de 
las leyes y para mantener el control social, reconocer y 
monitorear amenazas y prevenir o investigar activida-
des criminales (Union, 2009). En términos generales, la 
video vigilancia de una zona amplia y crítica requiere 
ȱ ȱ ȱ ȱøȱ ¤ȱ ȱ ȱ ȱ
monitorear a las personas de forma constante (Huang et 
al., 2008). 
Por otro lado, la video vigilancia inteligente surgió 
en los últimos años debido al aumento en el número de 
¤ȱȱȱȱęǰȱÇȱȱȱȱ
necesidad de mayor seguridad y a la aceptación, cada 
£ȱ¢ǰȱȱȱȱȱȱȱȱǯȱȱ
diferencia de la video vigilancia tradicional, la video 
ȱȱȱ¤ȱȱȱȱȱ-
ȱȱȱȱ¤ǰȱȱǰȱ-
te esta se puede considerar como una poderosa tecno- 
logía para el control de la seguridad. La principal dife-
rencia entre el sistema tradicional y el sistema de video 
ȱ ȱ ȱ ȱ ȱ ¤ȱ ¤ȱ
ȱȱǰȱȱ¤ȱ¤ȱȱ-
der diferentes tareas importantes para la seguridad en 
general, algunas de estas tareas son: detección, segui-
ȱȱęàȱȱǰȱàȱȱ-
ȱ ǰȱ ¤ȱ ȱ ȱ ȱ ȱ
ǰȱ¤ȱȱȱ¢ǰȱȱȱǻ	Çȱ
¢ȱÇ£ǰȱŘŖŗŖǼǯȱȱęàȱȱȱȱȱ
de las principales tareas de un sistema de video vigilan-
cia inteligente, para ello, normalmente se utilizan carac-
terísticas biométricas. Las características biométricas 
ȱȱȱęàȱȱȱøȱȱȱ
seres humanos como la cara, la huella dactilar, la voz, la 
ǰȱ·ǯȱȱǰȱȱȱę-
ron otro tipo de características, las cuales se consideran 
adecuadas para las condiciones críticas a las que se en-
frentan los sistemas de video vigilancia inteligente. Es-
tas características son las soft-biométricas, que a pesar 
de no tener el alto poder discriminatorio de las biomé-
ǰȱȱȱȱ¢ȱȱęȱȱ ȱȱ
ȱǯȱȱȱ ȱ Çȱ ȱȱ
ejemplo: el color de piel, de cabello, la ropa, la altura, la 
forma de andar, cicatrices, tatuajes, etcétera. Por lo tan-
to, las características soft-biométricas son aquellas que 
proveen cierta información sobre las personas, pero 
ȱȱȱęȱȱ¢ȱȱȱȱ-
vel distintivo para diferenciar a un individuo de otro, 
especialmente cuando se utiliza cada una de forma se-
parada (Jain et al., 2004). Es decir, a mayor cantidad de 
ÇȱȬ·ȱ£ǰȱȱ¤ȱȱ
rendimiento del sistema. Por ejemplo, el color de cabe-
ȱȱÇȱȱȱ¢ȱȱęȱ ȱ ȱȱȱ
persona, pero si se combina el color de cabello con la 
ǰȱ¤ȱȱȱȱȱȱȱ
una persona de otra. Estas características son idóneas 
para las situaciones complejas que se encuentran en las 
zonas de video vigilancia, como es la adquisición a dis-
tancia de las características, el hecho de que la persona 
ȱ¤ȱȱȱȱȱȱǻàȱȱ








En este artículo se presenta un sistema completo de 
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¤ǲȱȱǰȱȱ£ȱȱȱȱęȱȱȱ
inicio (o en un punto determinado) a una persona, se 
ȱȱȱ ęȱȱ ȱ ȱȱ ȱȱȱ
recorrido en la zona vigilada. Para llevar a cabo esta la-
bor, el desarrollo y funcionamiento de este sistema com-
prende dos principales etapas de desarrollo. Primero, se 
propone un método de detección de personas, ya que en 
primer lugar se debe determinar qué de la escena es una 
persona y qué no. En segundo lugar, se propone un mo-
ȱȱȱȱȱęàȱȱȱǰȱ
basado en sus características soft-biométricas. Para los 




(Multi-Camera Barajas Airport), en el aeropuerto de Ma-
ǰȱǰȱȱȱàȱȱȱȱȱ
y de la guardia civil española. 
ȱȱȱȱȱàȱȱȱ·ȱ-
puestos y comparados, en la tabla 1 se muestran las prin-
cipales características de las bases de datos utilizadas en 
ȱ ǯȱÇȱ ȱ ȱ ȱ Çȱ -





ȱ ȱ ȱ ȱ ęàȱ ȱ Ȭ·ȱ ȱ
£ȱȱ¤ȱȱȱȬ¤ǯ
Sistema propuesto
Como se mencionó previamente, para el desarrollo de 
este sistema se llevaron a cabo dos principales etapas: 
detección de personas y la generación de un modelo de 
apariencia basado en soft-biométricos. Todos los méto-
dos propuestos en este sistema se probaron con diversas 
bases de datos públicas y conocidas a nivel internacional 





El método que se propone 
para la detección de perso-
nas se basa en la combina-
àȱ ȱ ·ȱ 
	ȱ
(histograma de orientaciones 
del gradienteǼȱ ¢ȱ ȱ ȱ ę-




mienta base para proponer nuevas técnicas en la litera-
ǯȱȱȱǰȱȱ£àȱȱȱęȱȱ	ȱ
se propone para realzar las características principales 
ȱȱȱȱęȱǯȱ
En esta sección se describen los métodos alternativos 
que se seleccionaron como base para una comparación 
del desempeño del método propuesto. Estos métodos 
alternativos se seleccionaron porque que reportan bue-
nos resultados y se utilizan en la literatura. Para las prue-
bas de todos los métodos se emplearon cuatro bases de 
ȱøǱȱȱŘŖŖŜǰȱȱŘŖŖŝǰȱȱŘŖŖşȱ¢ȱ-
ǯȱȱàȱȱȱȱȱȱ·-
ȱ ȱ àȱ ȱ ȱ ǰȱ 
		ȱ ǻhisto- 




do Histogram of Oriented Gradients (Dalal y Triggs, 2005) 
¢ȱȱęȱȱ	ȱǻȱet al., 1993). Los efectos del 
Ȭǰȱ £ȱ ȱ ęȱȱ	ǰȱ ȱ






rentes pasos para detectar a una persona. 
Primero se detectan los objetos en movimiento en la 
imagen, posteriormente se hace la substracción del fon-
do de la imagen, una vez que se tienen los objetos en 
ȱ ȱ£ȱ ȱęȱȱ	ȱȱȬ
procesarlos, después se extraen las características con el 
ȱ
	ǰȱ¢ȱęȱȱȱęȱ-
ple se determina si el objeto en movimiento es una per-
sona o no.





¤ȱ ȱ¤ȱ ȱ ȱ ȱ ȱ ȱ
método propuesto.
7DEOD'HVFULSFLyQGHODVEDVHVGHGDWRVXWLOL]DGDV
Base de datos à Escenario øǯȱȱ¤ȱ£
Ȭ¤ Ȭ¤
PETS 2006 720 x 576 píxeles Estación de tren 11,204 4,703
PETS 2007 720 x 576 píxeles  13,207 -
PETS 2009 768 x 576 píxeles Estacionamiento (exterior) 2,625 1,837
 348 x 288 píxeles Centro Comercial 7,786 -
 640 x 480 píxeles  - 5,336
Totales 34,822 11,876
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)LOWURVGH*DERU
Tomando en cuenta la complejidad de la detección de 
ȱȱȱǰȱȱęȱȱ	ȱȱ-
leccionaron para transformar la imagen de entrada. Los 




ȱ ȱ ȱ¤ȱ ȱ ȱ ȱ ęȱ ȱ
	ȱȱȱ£ȱȱ£àȱàȱȱȱȱ
dominio espacial como en el de la frecuencia (Yuan et 
alǯǰȱŘŖŖřǼǯȱȱęȱȱ	ȱȱȱȱ-
cie de detector de bordes en una base no-ortogonal, por 
ȱǰȱȱÇȱ¡Çȱȱȱęȱȱ-
rrelaciona con otra característica generada por otro. Es 
decir, la información se resalta en algunas orientacio-
nes, pero tanto la relación de vecindad y de orientación 
ȱȱȱȱÇȱ¡Çǯȱȱęȱ
ȱ	ȱ£ȱȱÇȱȱȱȱ-
bre los componentes de la misma frecuencia, mientras 
que rechaza otros componentes discriminando sub-
partes de los objetos y extrayendo características locales 
invariantes a cambios de escala, rotación, traslación e 
iluminación (Kyrki et al., 2004). Todo lo anterior es es-
pecialmente adecuado en el entorno de video vigilan-




por lo tanto, son adecuados para representar objetos 
complejos, ya que la información del objeto completo se 
mantiene y enriquece debido a la combinación de la 
ȱȱȱȱęȱǻûǰȱŘŖŖŘǼǯȱȱȱ-
teado por Lades et al. (1993), se con-
àȱȱȱȱęȱȱ	ȱ
de 5 frecuencias y 8 orientaciones. 
ȱ¡àȱÇȱȱȱęȱ
ȱ	ȱȱȱȱȱ-
do con la ecuación 1, donde
donde
xr  = (x – x0) = cos ș + (\࣓\0) sin ș  y yr 
    = ȭȱ(¡ȱȭ¡0) sin ΌƸȱ(¢ȱȭȱ¢0) cos Όǲ
x0 y y0 = la posición en el espacio de la wavelet 
f0  = frecuencia central de la onda plana 
Ηx = determina el ancho del eje mayor de la envolvente 
ȱȱ	ȱ
Ηy = determina el ancho del eje menor de la envolvente 
ȱȱ	ȱ
Όȱȱƽȱ¤ȱǻȱȱȱȱȱǼȱȱ 






àȱ ǰȱ ȱ ȱ ŚŖȱ ęȱ ȱ 	ȱ ǻśȱ
ȱ¢ȱŞȱǼǲȱ ȱǰȱȱȱȱ
ȱ ŚŖȱ ęȱ ȱ ȱ ȱ ȱ ȱ ȱ -
ǰȱȱȱȱęȱȱ£àȱȱȱ-
tección de personas en tiempo real y en entornos de 
video vigilancia. Por ello se realizó una selección de los 
ęȱȱȱȱȱȱȱ
un subconjunto de las bases de datos utilizadas, esto se 
explica a detalle en la sección de experimentos.
+LVWRJUDPDGHODVRULHQWDFLRQHVGHOJUDGLHQWH
+2*
Como se mencionó, debido a que el método del histogra-
ma de las orientaciones del gradienteȱǻ
	Ǽȱȱȱȱ
satisfactoriamente en muchos trabajos de la literatura, se 
empleó como parte del método de detección de personas 
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ȱȱȱǯȱȱ·ȱ
	ȱȱȱȱȱ
histograma que acumula las orientaciones del gradiente 
ȱȱȱȱȱȱȱ¡àȱȱȱęȱ
ȱȱǯȱȱȱ¤ȱȱøȱȱ
orientaciones, de 0 a 180 grados, contabilizadas en cada 
ǯȱȱȱȱ
	ȱȱȱȱȱȱ
celdas de dimensión 16×16 con un solapamiento de 8 
Ç¡ȱȱǯȱȱȱȱȱȱȱ¤-
genes con las que se trabajó son 32 × 64 píxeles, se esta-
blecieron 21 ventanas de extracción por cada imagen. Un 
ejemplo del establecimiento de estas ventanas de extrac-
àȱȱȱȱȱęȱřǯȱ
Una vez que se establecen estas ventanas de extrac-
ción se procede a normalizarlas, tal que su media sea 0 
y su varianza 1 para que todos los valores integren un 
rango similar. Para lograr esta normalización se proce-
de a generar la imagen integral y la imagen integral al 
cuadrado. Sea img(x, y) el valor correspondiente a la 
ventana de extracción de la imagen img en la columna x 
y renglón y, la imagen integral se calcula como indica la 
ecuación 2
(2)
La imagen integral al cuadrado se calcula elevando al 
cuadrado cada elemento de la imagen integral. Una vez 
calculadas la imagen integral y la imagen integral al 
cuadrado, la normalización de cada ventana de extrac-
ción se realiza como se indica la ecuación 3







orientaciones se emplea una matriz de 2×2 celdas y 9 
orientaciones, por lo que de cada ventana de extracción 
ȱ¤ȱȱȱȱŘȱƼȱŘȱƼȱşȱƽȱřŜȱÇǯȱ
Esta matriz de 2 × 2 se utiliza para calcular la posición 
que ocupa cada una de las características extraídas en el 
vector. El rango de orientaciones va desde 0 hasta 180 
grados. De esta forma, el valor acumulado en cada po-
sición del vector de características es el valor de la mag-
nitud del gradiente multiplicado por un peso situado 
ȱȱ£ȱȱǯȱȱȱ¤ȱȱȱ£ȱ
ȱȱ ȱ £ȱ ȱ àȱ	ȱ ȱ ȱ
igual a 8, que es la mitad del tamaño de la ventana de 
¡àǯȱȱàȱ	ȱȱȱȱȱȱ
las dimensiones de la ventana de extracción y el resul-
tado es una matriz de pesos de dimensión de 16×16 cel-
ǯȱȱ ę£ȱ ȱ ȱ ȱ ȱ ȱ ȱ
histograma con 9 orientaciones por cada una de las 4 
celdas en las que se divide cada ventana de extracción. 
ȱ ȱ ęȱ ȱ Çȱ ȱ ȱ ȱ ȱ ȱ
concatenación del histograma de orientaciones de cada 
ȱȱ¡àǲȱȱǰȱȱȱȱŝśŜȱ-
terísticas dado que se emplean 21 ventanas de extrac-
ción en toda la imagen.  Para mayor información técnica 
de este algoritmo ver  la publicación original en Dalal y 
Triggs (2005).
Experimentos y análisis de los resultados
ȱȱàȱȱ·ȱǰȱ
		ǰȱȱ
seleccionaron varios algoritmos alternativos para la de-
tección de personas, estos son: Rapid Object Detection 
using a Boosted Cascade of Simple Featuresȱǻȱ¢ȱǰȱ
2001), Improvements of Object Detection using Boosted His-
tograms (Laptev, 2006), e Histograms of Oriented Gra-
dients for Human Detection (Dalal y Triggs, 2005). En el 
ȱȱȱȱȱ¢ȱ ǰȱ ȱ£ȱȱ
variantes, en la primera el algoritmo se entrenó con un 
ȱ¤ȱȱ¤ȱǻȱȱȱ
' , '
( , ) ( ', ')
x x y y
ii x y img x y
d d
 ¦
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ȱȱàȱȱȱǻŘŖŗřǼǼǰȱȱȱ
ȱȱȱàȱȱ£àȱȱȱÇę-
ȱȱ ¤ȱȱ ȱ ȱ ȱȱ ȱ ȱ
bases de datos utilizadas en este trabajo. 
ȱ·ȱȱȱ¢ȱȱǻŘŖŖŗǼǰȱȱȱȱȱ
características tipo haar y del aprendizaje con Ada-
Boost, el método de Laptev (2006) utiliza los histogra-




lal y Triggs, 2005) contabiliza las orientaciones del 




cen una nueva representación de la imagen llamada 




mero de características visuales a partir de un conjunto 
¢ǯȱ¤ȱǰȱȱȱǰȱ-
ęȱȱȱȱȱǰȱȱȱ-
te a las regiones del fondo de la imagen descartarse 
¤ȱȱȱȱȱȱȱȱȱ¤-
ȱǰȱȱȱȱȱ¤ȱ-
doras. El procedimiento de detección utiliza tres ca- 
ÇȱǱȱȱȱ¤ǰȱȱȱ-
¤ȱ¢ȱȱ¤ȱ¤ǯȱȱȱ¤ȱ
es la diferencia entre la suma de los píxeles contenidos 
ȱ ȱȱȱ ¤ǲȱ ȱ ȱ ȱȱ
ȱ Ûȱ¢ȱ ȱ¢ȱ ¤ȱ£ȱ ȱ -
ȱ¢ǯȱȱȱ¤ȱȱȱ-
ȱ ȱ ȱ ȱ ȱ ȱ ȱ ¤ȱ ȱ ȱ ¡Ȭ 
ȱȱȱȱȱ¤ȱǯȱȱ-
Çȱȱȱ¡ȱȱ¤ȱ¤ǰȱȱ
calculan con la diferencia de las partes diagonales del 
¤ǯȱȱęàȱȱȱȱȱ-
ȱȱȱȱàǰȱȱǰȱȱ¤-
ǯȱ ȱ ęàȱ ȱ ȱ ȱ ȱ ȱ ȱ
ȱȱ ¢ȱȱ ȱȱ ęàȱęȱ
ȱ ȱ ęȱ ǰȱ ȱ
“débiles” por su sencillez y escasa precisión. Por sí so-
ǰȱȱęȱ·ǰȱȱ¢ȱȱ-
ȱȱęàȱę£ȱȱȱȱȱ¡ǰȱ
pero al usarlos en conjunto es posible construir un cla-
ęȱȱ¤ȱǯȱȱȱ·ȱȱ-




sos archivos de entrenamiento, de caras, de personas, 
de la parte superior e inferior del cuerpo humano, entre 
ǯȱȱȱǰȱȱ·ȱȱ¢ȱȱǻŘŖŖŗǼȱȱ
utilizaron dos variaciones, en la primera se empleó el 
archivo de entrenamiento para la detección de perso-
ǰȱ ȱ ȱ ȱ àȱ ȱ ǰȱ ȱ
ȱàȱȱȱ¤ȱǭȬŗȱȱȱ-
cias. Para la segunda variación, se generó un nuevo ar-
ȱȱȱȱȱ¤ȱȱȱ
ȱ ȱȱȱ ȱ ǻǰȱ ŘŖŖśǼȱ ¢ȱȱ ǻǰȱ
ŘŖŖŖǼǰȱ ȱ ȱ ȱ àȱ ȱ ȱ ¤ȱ ǭȬŘǯȱ
Cabe señalar que los archivos de entrenamiento gene-
rados con nuevas bases de datos surgieron con herra-
ȱȱȱȱȱȱàǯ
Otro método utilizado para esta comparación fue el 
propuesto por Laptev (2006) donde se toma en cuenta un 
conjunto completo de regiones rectangulares dentro de 




tección de personas mediante la combinación de un his-
ȱ ȱ Çȱ ȱ ȱ ȱ ęȱ
ǯȱÇǰȱȱȱȱàȱ¢ȱȱȱȱ-
tograma de características para minimizar el error en la 
ȱȱǯȱ¤ǰȱȱȱȱ-
junto completo de regiones rectangulares en una venta-
na normalizada del objeto y se calcula el histograma de 
ȱȱȱȱǻ
	Ǽȱȱȱ-
ciones de cada región. Posteriormente se aplica el proce-
ȱȱęȱȱȱȱȱ
características del histograma previamente calculado y 
ȱȱȱȱȱȱęǯ
Para la detección se utiliza una técnica de ventana 
de escaneo que se aplica en toda la imagen, esta venta-
na de escaneo calcula una medida para cada parte de la 
ȱ¢ȱȱęȱȱȱȱ ȱȱȱ
mayores medidas obtuvieron. Una importante contri-
bución de este método es que se adapta a un marco de 





cual se describió previamente (ver sección Histograma de 





En los experimentos se lleva a cabo una evaluación 
exhaustiva orientada a contar personas. Como medida 
de evaluación del rendimiento del sistema se utilizó la 
medida F (F-measure). La medida F utiliza el valor de 
Precision y Recall y es muy útil para evaluar el nivel de 
ȱ ȱ ȱ ǲȱ ȱ ǰȱ ȱ ȱ ȱ
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cision muy alta pero un recall muy bajo. Por el contra-
rio, un sistema que detecta muchas personas correc- 
tamente, pero también comete muchas falsas deteccio-
ǰȱ ¤ȱȱprecision baja y un recall alto. El valor 
óptimo de la medida F es 1, lo cual se da cuando Preci-
sion = Recall = 1 y su peor resultado es 0 (Precision = 
RecallȱƽȱŖǼǯȱȱȱ¤ȱȱȱȱȱ£ȱ









ǰȱ ȱ ȱ ȱ ȱ ȱ ¤ǰȱ ȱ
£àȱȱȱȱȱ¤ȱȱȱę-
tros que mejor resultado obtenían. Esta prueba consistió 
en lograr un resultado (en precision y recallǼȱȱȱę-
tro de manera individual, es decir, se pre-procesó la ima-
ȱ ȱ ȱ ęǰȱ ȱ ȱ ¡ȱ ȱ
Çȱȱȱ·ȱ
	ȱ¢ȱȱàȱȱę-
cador con ellas. De esta manera se obtuvo un resultado 
ȱȱȱȱȱŚŖȱęȱȱ	ȱ£ǯȱȱȱ
tabla 3 se muestran los resultados, tanto en precision y 
recallǰȱȱȱȱȱȱŚŖȱęǰȱȱȱȱ-
ȱ¤ȱ ȱȱȱǰȱ¢ȱȱ






por eso solo se consideraron los primeros cuatro mejores 
ęǯȱȱǰȱȱȱ¡ȱȱȱ
probaron las combinaciones de los primeros seis mejores 
ęǰȱȱ ȱ ȱŘȱȱȱ ȱ ȱȱȱ
combinación, aquí se puede ver que al combinar, por 
ǰȱȱȱęȱȱȱȱȱȱȱ
¢ǲȱȱǰȱȱȱ¤ȱȱȱ£àȱ
ȱ ȱ àȱ ȱ ȱ ȱ Śȱ ȱ ęȱ
(0.749 de medida F).
Evaluación y comparativa con otros métodos
En esta sección se detallan los resultados obtenidos con 
el método propuesto, es decir, con los métodos alterna-
tivos descritos anteriormente. En la tabla 4 se observan 
los resultados, en valores de Precision, recall y medida F, 
por cada método comparado y con las cuatro bases de 
datos públicas utilizadas para la evaluación.
Como se observa en la tabla 4 , los mejores resultados 
en medida F se obtuvieron por el método propuesto 

		ǰȱȱȱȱ·ȱȱȱ·ȱȱ¢ȱ
los peores resultados se obtuvieron con el algoritmo 
ǭȬŗȱȱȱȱȱȱȱŖǯŘŝǰȱȱȱ
el mejor método obtuvo una medida F con valor de 0.70. 
ȱȱȱȱȱȱǰȱȱȱęȱŚȱ
ȱ ȱ ȱ ȱ ¤ȱ ȱ ȱ ȱ
cada uno de los métodos comparados, así como del mé-
True Positives
Precision
















øȱȱęȱ 1 2 3 4 5 6
¤ȱȱęǱȱȦà śǯŜȦŗśŝǯś ŗŗǯřŗȦşŖ ŗŜȦŗŗŘǯś ŞȦŜŝǯś ŗŗǯřŗȦŗřś ŗŜȦŘŘǯś
Medida F 0.742 0.732 0.717 0.749 0.511 0.491
7DEOD5HVXOWDGRVSDUDODVHOHFFLyQGHORVPHMRUHVILOWURVGH*DERU
O S
4 5.6 8 11.3 16
Pre  F Pre  F Pre  F Pre  F Pre  F
0 0.81 0.57 0.67 0.8 0.62 0.7 0.76 0.64 0.7 0.751 0.662 0.704 0.741 0.269 0.394
22.5 0.77 0.57 0.66 0.79 0.6 0.68 0.8 0.57 0.67 0.800 0.005 0.010 0.722 0.740 0.731
45 0.77 0.5 0.61 0.78 0.54 0.64 0.83 0.56 0.67 1.000 0.013 0.025 0.728 0.644 0.683
67.5 0.83 0.57 0.68 0.77 0.35 0.480 0.85 0.65 0.74 0.744 0.631 0.683 0.727 0.518 0.605
90 0.84 0.44 0.57 0.78 0.42 0.55 0.82 0.62 0.71 0.757 0.717 0.737 0.756 0.634 0.690
113 0.85 0.32 0.46 0.74 0.34 0.47 0.82 0.59 0.68 0.799 0.573 0.668 0.745 0.729 0.737
135 0.83 0.23 0.35 0.79 0.48 0.6 0.85 0.62 0.72 0.747 0.715 0.731 0.763 0.608 0.677
158 0.8 0.61 0.69 0.82 0.68 0.74 0.81 0.15 0.25 0.739 0.674 0.705 0.751 0.512 0.609
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ȱȱ
		ǯȱÇȱȱȱȱȱȱ
método propuesto es el que mayor número de deteccio-
ȱȱ£ǰȱȱȱȱȱ·ȱǭȬŗȱȱ
el que menor número de personas detecta en la imagen.
Para una mejor visualización del desempeño, en la 
ęȱśȱȱȱȱȱȱȱȱ






sición igual a 1) en 14 de un total de 16 secuencias. En 
las dos secuencias en las que no fue el mejor, el método 

		ȱȱȱȱȱàȱȱȱǯȱ
Por lo tanto, se puede concluir que el buen funciona-
ȱȱ·ȱ
		ȱȱ ȱȱ ȱ-
tuaciones del entorno, por lo que es robusto y estable.
¤ȱȱȱȱ·ȱȱȱ·-
minos de medida F y su posición en un ranking, se ana-
lizó el tiempo que cada uno de los métodos tardaba en 
ȱȱǰȱȱǰȱȱøȱȱ¤ȱ
que cada método procesa por segundo. Por medio de 






liza un pre-procesamiento con los 
ęȱȱ	ǰȱ ȱ ȱ -
£ȱ ȱ ȱ Řśȱ ¤ȱ ȱ
segundo, ya que la imagen de entra-
ȱȱȱȱȱŚȱęȱ
en vez de 40 como tradicionalmente 
se hace.
Como una comparación adicio-
nal a los resultados obtenidos con 
otros métodos de la literatura, se 
ȱȱ¤ȱǰȱ-
tre ellos se encuentra el trabajo pre-
sentado por Zweng (2012), donde se 
propone un método para la detec-
ción de personas utilizando un mo-
delo con características relacionales 
en combinación con funciones de si-
milaridad de histogramas, como la 
intersección de histogramas, la co-
rrelación de histogramas, etcétera. 
Estas características relacionales son 
combinadas con las características 
¡Çȱȱȱ·ȱ
	ǯȱȱ
las pruebas se utilizó la base de datos 
PETS 2009 y los resultados no llegan 
ni a 70% de reconocimiento, a dife-
ȱȱ·ȱȱ
		ȱ







PETS 2006 PETS 2007 PETS 2009  F promedio
Prec  F Prec  F Prec  F Prec  F
ǭȬŗ 0.92 0.07 0.13 0.79 0.07 0.13 0.96 0.33 0.48 1.00 0.22 0.37 0.27
ǭȬŘ 0.93 0.27 0.42 0.97 0.17 0.29 0.99 0.49 0.61 0.99 0.21 0.35 0.41
Laptev 0.99 0.26 0.36 0.99 0.41 0.58 1 0.46 0.59 0.99 0.40 0.56 0.52

	 0.65 0.41 0.50 0.81 0.42 0.56 0.89 0.35 0.50 0.87 0.26 0.39 0.48

		 0.73 0.60 0.66 0.86 0.58 0.70 0.91 0.67 0.77 0.92 0.58 0.69 0.70
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Otro método en la literatura es el propuesto por 
	Çȱ ǻŘŖŗśǼǰȱȱȱȱȱ ȱȱȬ
procesamiento con el objetivo de mejorar los resultados 
en la detección de personas. Primero, se propone el uso 
ȱȱęȱȱ àȱȱȱ ȱ ȱ
fondo, posteriormente se evalúa la combinación de di-
ferentes métodos de detección de personas con el obje-
tivo de proporcionarles mayor robustez en la detección 
y así mejorar los resultados. Para los experimentos se 
utilizaron dos bases de datos: la PDds y PETS 2009. 
Comparando los resultados obtenidos con la base de 
datos PETS 2009, se puede observar que en el trabajo 
ȱȱ	ÇȱǻŘŖŗśǼȱȱȱȱȱ





mientras que en el trabajo propuesto se utilizaron cua-
ȱ¤ȱȱȱȱȱȱȱǯ
Otros trabajos como los propuestos en Milani et al. 
ǻŘŖŗřǼȱ¢ȱȱ¢ȱȱǻŘŖŗŚǼȱȱ-
dos mayores en tasas de reconocimiento, sin embargo, 
esos resultados se obtuvieron por medio de bases de 
datos propias, adquiridas bajo ciertas condiciones con-
troladas en laboratorio, lo cual no puede comparare 
contra los resultados obtenidos, utilizando bases de da-
ȱøȱ¢ȱ¤ȱȱȱȱȱȱ-
gilancia inteligente. Por ejemplo, en Milani (2013) se 
alcanzan entre 50 y 100% de tasa de reconocimiento, 
ȱȱȱȱǰȱȱ¤ȱ-
ȱȱǯȱȱǰȱŗŖŖƖȱȱàȱȱ¤ȱ
ȱ ȱ ȱ ǯȱ ȱ ȱ
(2014) se obtuvo un resultado de 99% de valor de Medi-
Ȭǰȱ ȱ ȱ ȱ ȱ ¡ȱ ǲȱ ȱ ǰȱ
ȱ¢ȱȱàǰȱȱ¤ȱ£ȱȱ-
ȱȱ·ȱȱ¤ȱȱȱȱ
de laboratorio con condiciones controladas que favore-
cen, en muchas ocasiones, a los métodos que proponen 
los autores.
Modelo de apariencia con soft-biométricos
ȱȱȱȱ¤ȱȱȱȱ¢Çȱȱ
los sistemas de video vigilancia son de baja calidad y se 
adquieren a distancia, es imposible obtener característi-
cas biométricas, como por ejemplo, el rostro. Por lo an-
ȱ ¢ȱ ȱ ȱ ȱ ȱ ęȱ ȱ ȱ ȱ
etiquetada como sospechosa para su posterior re-iden-
ęàȱȱȱȱǰȱȱȱȱȱ-
pone la utilización de un conjunto de características 
soft-biométricas relacionadas con la apariencia de las 
ǯȱ ȱ ȱ ȱ Ȭęàȱ ȱ ȱ
ęȱȱȱȱȱȱȱȱȱ¤ȱ
localizadas en una zona de video vigilancia. Las carac-
terísticas que se extraen se analizan y ponderan de 
acuerdo con diversas técnicas propuestas. En términos 
generales, la solución propuesta consiste en, primero, 
extraer un conjunto de características soft-biométricas 
relacionadas con la apariencia de cada persona, poste-
riormente estas características se ordenan en un ran-
ȱȱȱȱȱȱȱȱęàǰȱ
posteriormente cada característica se pondera de acuer-
ȱȱȱàȱȱȱǰȱ¢ȱęȱȱ-
ȱ ȱ ęàȱ ȱ ȱ ȱ ȱ ȱ ȱ ȱ ȱ
distancia Euclídea. En la fase de entrenamiento, se ob-
tienen el mejor ranking y el mejor tipo de ponderación, 
para posteriormente utilizarlas en la fase de prueba.
Características soft-biométricas
El conjunto de características extraídas se relacionan 
con la apariencia de las personas y constituyen lo que 
llamamos bag-of-softbiometrics. Estas características se 
seleccionaron tomando en cuenta las restricciones que 
imponen las malas condiciones de adquisición, como 
resolución baja, cambios de iluminación, localización 
ȱ ȱ¤ǰȱ ȱȱǰȱ·ǰȱ-
sentes en los entornos reales de video vigilancia. En 
este trabajo se considera un conjunto de 23 característi-
cas teniendo en cuenta una amplia variedad de caracte-
rísticas y así medir la relevancia de cada una de ellas 
para la descripción de cada individuo. Estas caracterís-
ticas se relacionan con diferentes categorías como: esta-
Çȱȱȱȱȱȱ	ȱǻRed, Green and Blue), 
estadísticas en escala de grises, geometría, histograma 
en escala de grises, estadísticas de color del modelo 

ȱǻHue, Saturation and Value), estadísticos de texturas 
y LBP (ȱ¢ȱĴ). Dado que la apariencia vi-
ǰȱȱǰȱȱȱȱȱȱ¤-
mente por su ropa, se tomaron en cuenta un conjunto 
de características relacionadas al color y textura para 




ȱ àȱ ȱ ȱ ¤ȱ ȱ ȱ -
múnmente por un histograma, por ello se ha considera-
do para el conjunto de características algunos estadís- 
ȱȱȱȱȱȱȱǯȱȱȱǰȱȱ
histograma puede dar una idea aproximada de la dis-
tribución del nivel de gris de una imagen. La forma del 
histograma proporciona diferentes características útiles 
como la media, la dispersión, el contraste, etcétera. Por 
ello, se calculan características globales de la imagen a 
partir del histograma en escala de grises, estas caracte-
Re-identificación de personas a través de sus características soft-biométricas en un entorno multi-cámara de video-vigilancia
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ÇȱǱȱǰȱàȱ¤ǰȱÇǰȱ-
persión, energía y curtosis. 
En la tabla 5 se pueden ver las ecuaciones para cal-
cular cada una de las características generadas a partir 
del histograma en escala de grises.
Por otro lado, uno de los principales inconvenientes 
de las características basadas en histogramas es que no se 
considera la distribución espacial ni la variación local del 
color. Con el objetivo de evitar esto, se utiliza la matriz 
de co-ocurrencia para considerar la información espa-
ǯȱȱ£ȱȱȬȱȱȱȱȱǻ	ȱ
por Gray Co-ocurrence Matrix) es un método conocido 
para la extracción de textura en el dominio espacial (Ha-
ralick et alǯǰȱŗşŝřǼǯȱȱ	ȱȱàȱ-
cial en forma de posición relativa entre los niveles de 
ȱȱȱȱ¡ǲȱȱǰȱȱ	ȱȱ
histogramas bi-dimensionales. La matriz de co-ocurren-
cia almacena el número de veces que un pixel en relación 
con otro, dentro de su vecindad en la imagen, tiene una 
àȱȱǻȱet al., 2007). Las caracte-
Çȱ¡Çȱȱȱ	ȱǱȱÇǰȱȱ
¤¡ǰȱÇǰȱȱ¢ȱǯȱȱȱȱŜȱ
se muestran las ecuaciones para calcular cada una de es-
tas características de textura. 
También se consideró otro enfoque local basado en 
ȱ¢ȱĴ (LBP) (Moore y Bowden, 2011). El 
LBP etiqueta los píxeles fp (p = 0, ..., 7) de una imagen en 
una vecindad de 3 × 3. Cada píxel se compara contra el 
píxel central fc y el resultado es un número binario de 
cada una de las 8 comparaciones (8 vecinos), el valor 
LBP se calcula como indica la ecuación 7
(7)
La última característica extraída es la excentricidad, 
que representa la relación entre el alto y ancho de la 
persona. La excentricidad se obtiene por medio de los 
momentos de segundo orden (m20, m02 y m11), una vez 
que tenemos los momentos, la excentricidad se calcula 
por medio de las ecuaciones 8, 9 y 10. La ecuación 8 
ȱȱmin que es la distancia mínima y la ecuación 9 
ȱȱmaxȱȱȱ ȱȱ¤¡ǰȱȱȱȱ




En resumen, se consideró un conjunto de 23 caracterís-
ticas relacionadas al color, textura, geometría y rasgos 
locales, principalmente. Finalmente estas característi-
ȱȱ£ȱȱŖȱ¢ȱŗȱȱęȱǯ
Métodos para medir la relevancia de las caracte-
rísticas extraídas: posición y ponderación
En esta sección se describen los cuatro métodos pro-
puestos para medir la relevancia de cada una de las ca-
racterísticas extraídas. Estas técnicas se proponen 
teniendo en cuenta el hecho de que la relevancia de 
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traídas es diferente. Estos métodos se basan en los enfo-
ȱ ȱ ȱ ǻPrincipal Component AnalysisǼȱ ǻěǰȱ
1973), medidas de disimilaridad y alineación del kernel 
(kernel alignment) (Cristianini et al., 2010). Cada uno de 
estos enfoques se seleccionó por los buenos resultados 
ȱȱȱȱȱ¤ȱȱȱȱ-
ǯȱȱȱ ȱ ȱ·ȱ ȱ àȱ ȱ-
diante la combinación de los mismos. Los dos primeros 
·ȱȱȱȱȱȱǯȱȱȱ-
ȱ¤ȱȱȱȱȱȱȱȱȱ
datos que contengan un gran número de variables inte-
ȱ ǻěǰȱ ŗşŝřǼǯȱ ǰȱ ȱ ȱ ȱ
enfoque que considera la importancia de la presencia 
de cada característica en cada uno de los 23 componen-
ȱǯȱȱȱ·ȱȱȱ¤ȱPCA-feature-
presenceȱ ǻȬǼǯȱ ȱ ȱ ȱ ȱ ȱ ȱ
método con el que se pueda obtener un valor cuantita-
ȱȱȱȱȱȱȱȱȱǯȱȱ-
gundo método considera el valor del score de cada 
característica en cada autovector multiplicado por la 
correspondiente proporción de varianza del compo-
ǯȱ ȱ ȱ ·ȱ ȱ ȱ ¤ȱ PCA-feature-value 
ǻȬǼǯȱȱȱȱȱ·ȱȬǰȱȱȱȱ
cuenta el hecho de que la varianza de cada componente 
ȱǯȱȱ·ȱȬȱȱȱ·-
todo secuencial que ordena a cada característica de 
acuerdo con la importancia de cada componente. Como 
la primera componente tiene mayor varianza se le con-
sidera de mayor importancia, y así con la segunda com-
ȱ ȱ ȱ ȱ ȱ ¤ȱ ȱ ȱ ȱ
componente 23 que es la que menos importancia se le 
ǯȱȱȱ·ȱȬȱȱ¤ȱȱȱ
ȱŗȱȱŘřȱǰȱȱȱȱȱȱ¤ȱ
importante y la última la menos importante. Con este 
método sólo se obtiene una posición y no un valor nu-
mérico como salida. Buscando un valor numérico para 
ȱ ȱȱ·ǰȱ ȱ·ȱȬȱȱȱ
valor absoluto del score en cada autovector para cada 
característica y el valor de la proporción de varianza de 
cada componente. El score de cada característica se mul-
tiplica por el valor de la proporción de varianza de cada 
componente. Como tercer método, se consideró un en-
foque diferente basado en una medida de disimilaridad 
ǻȱȱȱǼǯȱÇǰȱȱÇȱ
se ordena mediante la comparación de sus medias y 
desviaciones en cada clase (cada persona). Este ranking 
se calcula como indica la ecuación 11. 
Donde 
Xni  = valor de la media de cada característica i en cada 
clase n 
S(ni)ȱƽȱàȱ¤ȱȱȱÇȱi para 
la misma clase n 




El cuarto método se basa en un enfoque de kernel, este 
ȱȱȱ£ȱ¤ȱȱȱȱȱȱȱ
su simplicidad conceptual y su rendimiento en muchas 
tareas de reconocimiento de patrones (Cristianini, 
2010). Es por esta razón que se considera el método de 
kernel alignmentȱ ǻȱȱ ȱ Ǽȱ ȱ ȱ
trabajo como el cuarto método para medir la relevancia 
de cada una de las características extraídas. Con el mé-
todo del kernel alignment se calculó el alineamiento en-
tre cada característica y el kernelȱ ȱ ǻ	ȱet al., 
2011). Cuanto mayor es este alineamiento, mayor se 
¤ȱȱkernel a la clase representada por los datos. El 
alineamiento se calcula como indica la ecuación 12. 
 (12)
Donde kv es una matriz que en su diagonal por bloques 
contiene los valores de todas las muestras de todas las 
personas (clases) en cada variable v. Es decir, la matriz 
kv se construye mediante la concatenación de cada uno 
ȱȱȱȱȱÇȱȱȱȱ¤-
nes de cada una de las personas. Por lo tanto, la matriz 
kv es una matriz cuadrada con dimensión igual a n 
muestras (para todas las clases), donde (i, j) representa 
las posiciones de renglón y columna. El proceso de 
construcción de esta matriz se lleva a cabo mediante la 
concatenación de bloques, donde cada bloque repre-
senta a todas las muestras de la característica v de cada 
persona o clase. El kernel ideal se representa por yyt, que 
es una matriz cuadrada que contiene 1’s en su diagonal 
por bloques y 0’s en el resto de los casos. Esto es, ǌȱv(i, 
j) · yyt(i, j) es la sumatoria de la diagonal de la matriz kv 
y ns es el número total de los ejemplos de cada una de 
las clases, se debe tener en cuenta que el número de 
ejemplos de cada clase puede ser diferente.
Finalmente, el último método se calcula mediante la 
suma de los resultados de los cuatro métodos previa-
mente analizados, es decir, este método suma las dife-
rentes posiciones obtenidas en cada método para cada 
Çǰȱ ȱ ȱ ȱ ȱ¤ȱ Ûȱ ȱ ȱ
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ȱȱȱǰȱȱ¤ȱȱàȱȱȱȱ
con este método de combinación (CM para futuras refe-
ǼǯȱȱȱÇȱ¢ȱ¤ȱȱ
de acuerdo con su relevancia, estas se ponderan en rela-
ción con su posición en el ranking, para esto se propo-
nen dos maneras. En la primera, se le asigna una 
puntuación a cada una de las posiciones del ranking, a 
ȱȱàȱȱȱȱȱȱȱŘřȦŘŝŜȱ¢ȱȱȱ
øȱàȱȱȱȱŗȦŘŝŜǯȱȱŘŝŜȱȱȱȱȱȱ
sumatoria de 23 hasta 1, es decir, el total de puntos que 
se repartieron en las 23 características. Esta técnica de 
ponderación se llama no-paramétrica. La segunda téc-
nica de ponderación utiliza la salida numérica generada 
por cada método y se le llama ponderación paramétrica. 
En resumen, se proponen cinco métodos para medir la 
relevancia de cada característica y dos técnicas de ponde-
ración para los rankings obtenidos. Por lo que, en combi-
àȱȱ¤ȱȱȱǱȱȬȱ
ȱ àȱ ȱ ·ǰȱ Ȭȱ ȱ ȱ
ǰȱȱȱȱǰȱȱȱ
ambas ponderaciones y CM con la ponderación no para-
·ǯȱ¤ǰȱȱàȱǰȱ·ȱ
ȱ¤ȱȱÇȱȱøȱȱȱ-
miento ni ponderación (SP).
Experimentos y análisis de los resultados
Los experimentos se diseñaron con el propósito de 
comparar a cada sospechoso con una lista de sospecho-
sos, sin importar el tiempo u orden de aparición. Esto es 
equivalente a buscar a los sospechosos en una base de 
ȱȱȱȱǰȱȱȱȱ¤-
ȱȱȱȱȱ¤ȱǯȱȱȱȱ
experimentos se utilizaron dos enfoques de evaluación: 
el enfoque watch-list y la curva CMC (Cumulative Match 
Curve). En la evaluación watch-list, el propósito es iden-
ęȱȱȱȱ¢ȱȬȱøȱȱ-
ȱ ǻȱ Ǽȱ ȱ ¤ȱ ȱ ȱ ȱ ȱ
búsqueda (watch-list) (Kamgar y  Lawson, 2011). Por 
otro lado, el enfoque CMC se seleccionó como otra for-
ma de evaluar a los métodos (Bolle et al., 2005). El enfo-
que CMC se utiliza como medida de comparación 1:k 
(en este trabajo k es igual a 3) del rendimiento del siste-
ma, donde k representa el rango de los mejores resulta-
dos considerados para la evaluación del sistema, es 
decir, CMC juzga la capacidad de margen de acepta-
àȱȱ·¡ȱȱȱȱȱęàǯ




miento para la generación de los rankings y el restante 
70%  se utilizó para la etapa de prueba.  
En la tabla 7 se muestran los resultados obtenidos 
con cada método en cada una de las bases de datos 
Ȭ¤ȱ £ȱ ǻȱ ŘŖŖŜǰȱ ȱ ŘŖŖşȱ ¢ȱ
Ǽǯȱȱȱǰȱȱęȱȱ·ȱ¢ȱȱ
es paramétrico (ambos métodos de ponderación). En 
ȱǰȱ¡ȱȱȱȱȱǻtrue 
positive rateȱȱȱȱȱǼȱ¢ȱȱǻfalce 
acceptance rate o tasa de falsos positivos), se puede apre-
ciar que el mejor método en la base de datos PETS 2006 
ȱȱǰȱ¢ȱȱȱ ȱ·ȱȱȱȱ
también obtienen buenos resultados. El mejor resultado 
en la base de datos PETS 2009 se obtuvo con el método 
Ȭǰȱ£ȱȱşŚǯŘŚƖȱȱȱȱęàȱ¢ȱ
5.44% de tasa de falsos positivos. En la base de datos 
ǰȱȱ·ȱȬȱàȱȱȱȱȱ
şřǯŗŖƖȱȱȱȱęàȱ¢ȱŜǯşŖƖȱȱȱȱ-
sos positivos. En general, todos los resultados obteni-
dos son muy prometedores, ya que todos son superiores 
a 90% de acierto, que es muy relevante por las difíciles 
condiciones no controladas que se encuentran en las 
¤ȱȬ¤ȱ ȱ ȱ ȱ ȱ ȱ £-
das. También se puede observar que la ponderación pa-
ramétrica tiene mayor relevancia.
ȱ ȱ ȱ ȱ àȱ ǰȱ ȱ ȱ ęȱ Ŝȱ ȱ
muestra la curva CMC para el mejor método en cada 
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             FAR TPR FAR TPR FAR
PETS 
2006 94.89 5.05 95.51 4.37 94.42 5.42 96.16 3.78 96.16 3.84 95.26 7.68 94.58 5.30 94.58 5.30 94.58 5.36
PETS 
2009 94.24 4.44 91.20 8.40 92.11 7.65 94.09 5.52 93.53 5.91 94.01 5.44 94.01 5.76 93.85 5.76 93.93 5.76
MUBA 90.04 9.83 93.10 6.90 90.20 9.74 91.91 8.06 91.10 8.90 92.68 7.25 92.01 7.99 90.62 9.35 90.10 9.83
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incremento en el porcentaje de acierto es superior cuan-
do k = 2 que el incremento logrado con k = 3.
ȱȱȱȱȱ ȱȱ ęàȱȱ
mejor método en cada base de datos fue superior a 93% 
con una tasa de falsos positivos menor a 6.90%. La pon-
deración paramétrica, es decir, la ponderación que uti-
£ȱ ȱ ȱ ȱ ·ǰȱ ȱ ¤ȱ ȱ ȱ ȱ
ponderación no paramétrica. En la prueba CMC el me-
ȱȱȱşŞǯřŚƖȱȱęàȱ¢ȱŗǯŜƖȱȱ-
sos positivos, considerando los tres mejores candidatos. 
£ȱȱÇȱȱȱȱȱȱ
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entornos y niveles de complejidad, pero aun así el siste-
ȱȱ£ȱȱ£ȱȱȬęàȱȱȱȱ
persona con un buen grado de certeza.
Finalmente, en relación con el tiempo de procesa-
miento, a pesar de que se calculan 23 características 
para cada persona detectada, el procesamiento se reali-
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de la tecnología muchos sistemas nuevos pueden traba-
ȱȱ¤ȱȱŘŖȱ¤ȱȱǯȱȱȱ-
ȱȱȱȬęàȱȱȱȱȱ
de características soft-biométricas, es capaz de procesar 
a esta velocidad para proporcionar un funcionamiento 
en tiempo real.
Conclusiones




las personas. En primer lugar, se presentó un método 
ȱȱàȱȱǰȱ
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paración con otros métodos alternativos en la literatu-
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nas, se puede concluir que los métodos del estado del 
arte, han logrado resultados muy importantes y las po-
sibles mejoras relacionadas a esta tarea cada vez se 
ȱ¤ȱÇȱȱǯȱȱǰȱȱȱ
evalúa un algoritmo de detección de personas en entor-
nos reales, el rendimiento se ve afectado, lo que indica 
que el diseño experimental y la aplicación de los méto-
ȱȱȱȱ£ȱ¤ȱǯ
En segundo lugar, se propone un modelo de apa-
riencia basado en características soft-biométricas. Las 
características soft-biométricas han demostrado su ca-
ȱȱȱ¤ȱȱȱȱǰȱ-
¤ǰȱȱÇȱȱȱȱȱȱ
ȱ ȱ ȱ·ȱ ¤ǯȱȱ ·ȱ ȱ ȱ
aplicación de las características soft-biométricas no tie-
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embargo, el interés sobre ellas se mantiene en constante 
crecimiento. Por ello, se propuso un conjunto de 23 ca-
racterísticas relacionadas al color, textura, histogramas, 
características locales y geométricas. También, se pro-
pusieron diversos métodos para medir la relevancia de 
cada una de estas características para poder ponderar-
las de acuerdo con su nivel en un ranking. Con los mo-
delos de apariencia propuestos se lograron tasas de re- 
conocimiento superiores a 93%, con esto, el uso de las 
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