
















れているため, スパイクソーティングは, k-means法, 混合ガウスモデ
ル, スペクトラルクラスタリングなどの既存のクラスタリング手法を
用いて可能である.
•スパイクソーティングには, (1) 信号のフィルタリング, (2) スパイク
の検出, (3) 特徴量抽出, (4) クラスタリングというステップがあるが,









•既存手法のMoDT法 [Shan, et al., 2017.]　は全体のスパイク列を複数
の短時間のバッチに区切ってその中で混合t分布をフィッティングし
ているが, (1)我々の扱いたいデータでは望まれるクラスタリング結果











する. 時系列データx1, x2, . . .と表す. s番目の区間 (時系列長τ )のデー







s = 0, 1, . . . , nを計算する. 区間を δ サンプル分前進させると (s + 1)
番目のデータ点は x(s+1)δ+1, x(s+1)δ+2, . . . , x(s+1)δ+τとなる. 重なって
いる区間はx(s+1)δ+1, x(s+1)δ+2, . . . , xsδ+τである. よってw(s)ij for i, j =
δ+1, δ+2, . . . , τとw(s+1)ij for i, j = 1, 2, . . . , δは同じ成分となる. これをも
















(s) = D(s) −W (s) を構成する.
近似による効率化
連続する区間のW (s)とW (s+1)についてグラフラプラシアン固有値問題
L(s)v(s) = λ(s)D(s)v(s), v(s) ̸= 0 と L(s+1)v(s+1) = λ(s+1)D(s+1)v(s+1),
v(s+1) ̸= 0 の固有値とそれぞれに対応した固有ベクトルの成分が類似す
ることを期待する. 計算上の都合で恒等な固有値問題を解く: W (s)v(s) =









δ+2 , . . . , u
(s−1)
τ , ū
(s−1) . . . ū(s−1)
]T
.
k近傍法による分類
前の区間の固有ベクトルの各成分と次の区間の固有ベクトルをk近傍法
によって比較し, 距離が近いものに同一のラベルを付与する. 以下に示
すのがアルゴリズムの概念図である.
評価実験
実際のマウスの細胞外記録のデータを用いて本提案手法の検証を行った.
24時間分で4621906のスパイクが検出されおり, 各サンプルは4本の電極
x32のデータ点=128次元を持つ. 10000点を含む区間を1000ずつズラして
逐次計算した. 以下にクラスタリングの結果を散布図に表示した (各電
極で検出されたスパイクの最大の点).
スパイクソーティングのクラスタリング結果の評価は一般には正解
がないため難しいが提案されている評価指標(ISI, isolation距離, L-ratio)
を計算し, hcMoDTの結果と比べて,使用が期待できる同数のクラスター
数を確認した. またhcMoDTのラベリング結果と98.54%一致した.
今後の課題
•後者2つ評価指標はガウス分布を仮定しているためより良い評価指標
が望まれる
•細胞が死滅するなどしてクラスターが消失するケースに対応する
•生物学的な知見を用いてクラスタリングの質を上げる
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