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Abstract
In the paper the decomposition with respect to the group of roots of unity is applied to characterize
some classes of biholomorphic mappings in Cn. There is considered the problem of subordination
and majorization relations between convex mappings and their components in the above partition.
There is also given a distortion theorem for convex mappings and a criterion for starlikeness in Cn.
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1. Auxiliary results
Let k  2 be an arbitrarily fixed integer, εk = exp(2πi/k), and let U ⊂Cn, n 1, be a
nonempty k-symmetrical set (εkU =U). Of course, inCn with the Euclidean inner product
〈· , ·〉, the open unit ball Bn = {z = (z1, . . . , zn) ∈ Cn: ‖z‖2 = 〈z, z〉 < 1}, and the closed
ball B¯n are k-symmetrical sets for k  2. Let Fk(U,V ) be a linear space of all mappings
f :U → V, where V =Cn or V is the vector spaceL(Cn,Cn) of bounded linear mappings
from Cn into Cn. For every integer j = 0,1, . . . , k − 1 a mapping f ∈ Fk(U,V ) will be
called (j, k)-symmetrical, if
f (εkz)= εjk f (z), z ∈ U. (1.1)
The family of all (j, k)-symmetrical mappings f ∈ Fk(U,V ) will be denoted by
Fj,k(U,V ). Of course, Fj,k(U,V ) is a subspace of Fk(U,V ).
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1
k , . . . , ε
k−1
k make a cyclic group of order k, so the Fourier in-
version formula of representation theory (see, e.g., [5]) gives the following decomposition
onto direct sum:
Fk(U,V )=
k−1⊕
j=0
Fj,k(U,V ),
and for j = 0,1, . . . , k − 1, the mappings fj,k, defined by
fj,k(z)= 1
k
k−1∑
l=0
ε
−j l
k f
(
εlkz
)
, z ∈U, (1.2)
are the projections of f ∈ Fk(U,V ) onto the subspaces Fj,k(U,V ). In other words, for
every f ∈ Fk(U,V ) there exists exactly one sequence of mappings fj,k ∈ Fj,k(U,V ),
j = 0,1, . . . , k − 1, such that
f =
k−1∑
j=0
fj,k (1.3)
and fj,k ∈Fj,k(U,V ) are given by formula (1.2).
In view of the uniqueness of the above partition the mappings fj,k will be called
(j, k)-symmetrical parts of the mapping f. When V = Cn, we will use the short notations
Fk(U),Fj,k(U) instead of Fk(U,Cn) and Fj,k(U,Cn), respectively.
A direct short proof of the above decomposition of mappings in complex linear spaces,
without facts from representation theory of finite groups, is given in [11]; for holomorphic
functions in complex plane, compare also with [20]. Various applications of this decompo-
sition of mappings are included in papers [2,3,12–14].
2. Subordination and majorization of (j, k)-symmetrical components
of convex maps in Cn
In this part we will consider the (j, k)-symmetrical parts of mappings belonging to the
family Kn =Kn(Bn), n 1, of all f :Bn →Cn, f (0)= 0, Df (0)= I , which biholomor-
phically map the ball Bn onto convex domains in Cn. We will solve the following problem
in Kn: For which j ∈ {0,1, . . . , k − 1} is the (j, k)-symmetrical part fj,k of the mapping
f subordinated (or majorized) by f in the ball Bn? We will use the following estimation
for f ∈Kn (see [4,19], compare also with [10]):
‖z‖(1+ ‖z‖)−1  ∥∥f (z)∥∥ ‖z‖(1− ‖z‖)−1, z ∈ Bn. (2.1)
The estimations are sharp. If f ∈Kn has the form
f (z)= (1− z1)−1z, z ∈ Bn, (2.2)
then the equality in the upper and in the lower bound are realized in the points z =
(r,0, . . . ,0) ∈ Bn and (−r,0, . . . ,0) ∈ Bn, respectively.
278 P. Liczberski / J. Math. Anal. Appl. 281 (2003) 276–286Now, using the subordination relation, we will give a characterization of (j, k)-sym-
metrical parts of convex mappings.
Let f,g :Bn → Cn be holomorphic mappings. We will say that the mapping g is sub-
ordinate to the mapping f in the ball Bn (we write g ≺ f ) if there exists a holomorphic
mapping q :Bn → Bn, q(0)= 0, such that g(z)= f (q(z)) for z ∈ Bn.
Theorem 2.1. Let k  2 be an arbitrarily fixed integer. Then
(i) f0,k ≺ f for every f ∈Kn;
(ii) There does not exist j ∈ {1, . . . , k − 1} such that fj,k ≺ f holds for every f ∈Kn.
Proof. (i) Let f ∈ Kn. Using formula (1.2), we obtain that f0,k(Bn) ⊂ f (Bn), because
f (Bn) is convex. Of course, f0,k is also holomorphic and f0,k(0)= f (0). From this there
follows the relation f0,k ≺ f, because f is biholomorphic.
(ii) Let f be the mapping defined in (2.2). Then
fj,k(z)=
{
z
j−1
1 (1− zk1)−1z for j = 1, . . . , k − 1,
zk−11 (1− zk1)−1z for j = 0, z ∈ Bn.
(2.3)
Fix j ∈ {1, . . . , k−1} and suppose that fj,k ≺ f. Then the functional equation fj,k = f ◦q
fulfils only the mapping q(z)= zj−11 (1 + zj1 − zk1)−1z, z ∈ Bn. However, this mapping q
is not holomorphic. Indeed, the polynomial P(ς) = 1 + ςj − ςk has a zero in the inter-
val (1,2), but by Viète formulas, the product of all zeros of P is equal to (−1)k+1. Thus,
P has a zero in the unit disc B1.
This completes the proof. ✷
Now we will consider the problem of the existence of a similar characterization of the
(j, k)-symmetrical parts of convex mappings by the majorization relation.
Let f,g :Bn →Cn be holomorphic mappings. We will say that g is majorized by f in
the ball Bn (we write g  f ), if ‖g(z)‖ ‖f (z)‖ for z ∈ Bn.
We start with a negative observation.
Example 2.2. The case of mapping f defined by formula (2.2) shows that the majorization
f0,k  f cannot hold in the whole ball Bn for every f ∈Kn.
Proof. Using (2.3), we obtain
∥∥f (z)∥∥− ∥∥f0,k(z)∥∥= ‖z‖|1− zk1|
(∣∣1+ z1 + · · · + zk−11 ∣∣− |z1|k−1), z ∈ Bn.
As 1+ς +· · ·+ςk−1 = 0 if and only if ς = εsk, s = 1, . . . , k−1, we obtain that ‖f (z)‖−
‖f0,k(z)‖< 0 for such z = (z1,0, . . . ,0) ∈ Bn that z1 ∈ B1 is sufficiently close to a point
ς = εsk, s = 1, . . . , k − 1. ✷
However, we have the following result.
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jorization f0,k  f holds in the closed ball B¯nrk = rkB¯n, where the number rk is the smallest
positive root of the equation
2rk + rk−1 − 1 = 0. (2.4)
If k is even, then the number rk cannot be enlarged.
Proof. To prove the first part of the theorem we use a similar method as in [10]. Let
f ∈Kn. We first show that∥∥f0,k(z)∥∥ rk−1(1+ r)(1− rk)−1∥∥f (z)∥∥, ‖z‖ = r ∈ [0,1). (2.5)
To see this, we observe that according to part (i) of Theorem 2.1, there exists a holomorphic
mapping q :Bn → Bn, q(0)= 0, such that
f0,k(z)= f
(
q(z)
)
, z ∈ Bn. (2.6)
In view of (1.2) and the normalization f (0) = 0, Df (0) = I, the above gives that the
Fréchet differentials Dsq(0) vanish for s = 1, . . . , k − 1. Following the general Schwarz
lemma (see, for instance, [7]), we obtain that ‖q(z)‖  ‖z‖k, z ∈ Bn. Thus, by (2.6)
and (2.1),∥∥f0,k(z)∥∥ max‖w‖rk
∥∥f (w)∥∥ rk(1− rk)−1, ‖z‖ = r ∈ [0,1).
This gives (2.5) for ‖z‖ = r ∈ (0,1), because by (2.1), ‖f (z)‖(1 + r)r−1  1 for ‖z‖ =
r ∈ (0,1). For z= 0, (2.5) is also true, because f0,k(0)= 0 = f (0).
Now let us observe that rk−1(1 + r)(1 − rk)−1  1 in the interval [0, rk], where rk is
the smallest positive root of Eq. (2.4).
In order to prove the second part of the theorem, let z = (−r,0, . . . ,0) ∈ Bn and k be
even. Then, for the mapping f , defined in (2.2), we have by (2.3) the equalities ‖f0,k(z)‖ =
rk(1 − rk)−1 and ‖f (z)‖ = r(1 + r)−1. Now it is sufficient to observe that for r ∈ [0,1)
the equality rk−1(1 + r)(1 − rk)−1 = 1 holds if and only if r is the smallest positive root
of Eq. (2.4). ✷
Corollary 2.4. If f ∈Kn, then
∥∥f0,k(z)∥∥
{
rk(1− r)−1(1+ r)(1− rk)−1 for ‖z‖ = r ∈ [0, rk],
r(1− r)−1 for ‖z‖ = r ∈ [rk,1),
where number rk is determined in Theorem 2.1.
Proof. The first estimation follows from inequalities (2.5) and (2.1), but the second one
from inequality (2.1) and equality (1.2). ✷
Remark 2.5. The same reasoning as in Example 2.2 shows that there does not exist j ∈
{2, . . . , k − 1} such that for every f ∈ Kn the majorization fj,k  f holds in the whole
ball Bn.
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f1,k  f in the ball B¯nr ⊂ Bn holds.
Proof. To this purpose let us consider the mapping
f (z)= (z1 + k−2zk1, z2, . . . , zn), z ∈ Bn.
Then, f ∈Kn (see [19, Theorem 2.1]) and f1,k(z)= z, z ∈ Bn. As∥∥f (z)∥∥2 − ∥∥f1,k(z)∥∥2 = k−4[|z1|2k + 2k2 Re(z¯1zk1)],
so ‖f (z)‖ − ‖f1,k(z)‖ < 0 for such z ∈ Bn that z1 = k−1√−ρ, ρ ∈ (0,1). Therefore, the
inequality ‖f1,k(z)‖ ‖f (z)‖ cannot hold in any ball B¯nr ⊂ Bn. ✷
Remark 2.7. If j ∈ {2, . . . , k − 1}, then the question about the majorization fj,k  f, in a
ball B¯nr for every f ∈Kn, is an open problem.
3. Distortion for convex mappings
We start with distortion theorem for mappings subordinated to convex mappings.
Theorem 3.1. For all mappings f such that f ∈⋃k2F1,k(Bn) and f is subordinated to
a mapping from Kn, there holds the following inequality:∥∥Df (z)∥∥ (1− ‖z‖2)−1, z ∈ Bn.
The estimation is sharp.
Proof. From the assumption it follows that there exist a mapping g ∈ Kn and an integer
k  2 such that f ≺ g and f ∈ F1,k(Bn). For such an arbitrarily fixed k and fixed point
b ∈ Bn we put
h= 1
k
k−1∑
j=0
f ◦ q
bε
j
k
, (3.1)
where qa, for a = bεjk , are holomorphic automorphisms of the ball Bn, such that
qa(0) = a (for detailed formula and different properties of such automorphisms see, for
instance, [21]). Then, g is holomorphic in Bn and h(0)= 0 = g(0), because ∑k−1l=0 εlk = 0
and for l = 0,1, . . . , k − 1, qbεlk (0)= bε
l
k, f (bε
l
k)= εlkf (b).
Simultaneously, the definition of the mapping h, the convexity of the domain g(Bn) and
the subordination f ≺ g give inclusion h(Bn)⊂ g(Bn). From these facts, in view of uni-
valence of g, we get the subordination h≺ g. Consequently, the normalization Dg(0)= I
and the subordination property ‖Dh(0)‖ ‖Dg(0)‖ (see, e.g., [16]) give the inequality∥∥Dh(0)∥∥ 1. (3.2)
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Dh(0)= 1
k
k−1∑
l=0
Df
(
bεlk
)
Dqbεlk
(0). (3.3)
So, by the relation f ∈F1,k(Bn), we have Df (bεlk)=Df (b), and in view of the properties
of automorphism qa, also Dqbεlk (0)=Dqb(0)= (Dqb(b))
−1, we can rewrite (3.3) in the
form Dh(0)=Df (b)Dqb(0) or, equivalently,
Df (b)=Dh(0)Dqb(b).
Now it is sufficient to use the equality ‖Dqb(b)‖ = (1−‖b‖2)−1 (see [10]) and inequal-
ity (3.2).
To prove the sharpness of estimation let us put k = 2 and g = f, where for n > 1,
f (z)=
(
1
2
log
[
(1+ z1)(1− z1)−1
]
,
√(
1− z21
)−1
z′
)
, z= (z1, z′) ∈ Bn,
and the branches of logarithm and the square root fulfil the conditions log 1 = 0, √1 = 1;
while f (ζ )= (1/2) log[(1+ ζ )(1− ζ )−1] for n= 1. Then f ∈Kn (see [23]). Simultane-
ously, it is easy to check that f (ε2z)= ε2f (z) for z ∈ Bn, so f ∈ F1,2(Bn) (see also [6]).
Now it is sufficient to see that in the points z = (r,0, . . . ,0) ∈ Bn the differen-
tial Df (r,0, . . . ,0) is represented by the diagonal matrix [aνµ]1ν,µn, where a11 =
(1− r2)−1 and aνν = (1− r2)−1/2 for ν = 2, . . . , n. ✷
Since f ≺ f, we obtain directly from Theorem 3.1 the following result.
Corollary 3.2. For all f ∈Kn ∩⋃k2F1,k(Bn) there holds the following inequality:
‖Df (z)‖ (1− ‖z‖2)−1, z ∈ Bn.
The estimation is sharp.
Now we will consider the case in which we omit the assumption that f ∈⋃k2F1,k(Bn)
in Theorem 3.1.
Theorem 3.3. For all f which are subordinated to a mapping from Kn, there holds the
following inequality:∥∥Df (z)∥∥ (1− ‖z‖)−2, z ∈ Bn.
The estimation is sharp.
Proof. It is known that
f (z)=
∞∑
m=1
Pm,f (z), z ∈ Bn,
and the series of homogeneous polynomials converges almost uniformly in Bn. As Cn is
Hilbert space, m!Pm,f (z)=Dmf (0)(z, . . . , z), and Dmf (0) for m= 2,3, . . . is m-linear
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‖Dmf (0)‖ =m!‖Pm,f ‖ for m 2. The equality ‖Df (0)‖ = ‖P1,f ‖ is obvious. The above
equalities, in view of the inequality ‖Pm,f ‖ 1 (see [10]) give that for z ∈ Bn and w ∈Cn∥∥Dmf (0)(z, . . . , z,w)∥∥m!‖z‖m−1‖w‖.
Since Dmf (0)(z, . . . , z, ·) is a linear mapping fromCn into itself for every arbitrarily fixed
z ∈ Bn, we also have∥∥Dmf (0)(z, . . . , z, ·)∥∥m!‖z‖m−1.
Thus, the series
∞∑
m=1
m
1
m!D
mf (0)(z, . . . , z, ·)
of linear mappings is absolutely convergent in Bn and its sum is Df (z). Therefore,
∥∥Df (z)∥∥ ∞∑
m=1
m‖z‖m−1 = (1− ‖z‖)−2, z ∈ Bn.
To prove the sharpness of our estimation let us consider the mapping f from (2.2). Then
the assumptions of Theorem 3.3 are satisfied (f ∈Kn and f ≺ f ). Simultaneously in the
points (r,0, . . . ,0) ∈ Bn the mapping Df (r,0, . . . ,0) is represented by the diagonal matrix
[aνµ]1ν,µn, where a11 = (1− r)−2 and aνν = (1− r2)−1 for ν = 2, . . . , n. ✷
Since f ≺ f, we obtain directly from Theorem 3.3 the following result.
Corollary 3.4. For all f ∈Kn there holds the inequality∥∥Df (z)∥∥ (1− ‖z‖)−2, z ∈ Bn.
The estimation is sharp.
Remark 3.5. The same estimation as in Corollary 3.4 has been obtained by Pfaltzgraff
and Suffridge from the properties of linearly-invariant families of locally biholomorphic
mappings in Bn (see [17]).
4. Starlikeness and (1, k)-symmetry
The Kikuchi–Matsuno–Suffridge characterization of biholomorphic mappings f,
f (0) = 0, between the Euclidean ball Bn and starlike domains in Cn is based on the
equation
Df (z)h(z)= f (z), z ∈ Bn, (4.1)
where h belongs to a family which extends the well-known class of holomorphic functions
in the unit disc B1 with the positive real part, onto n-dimensional case. The subject of this
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equation will be replaced by (1, k)-symmetrical part of f.
Now we will give the necessary notions and notations.
By S∗n = S∗(Bn) let us denote the class of all mappings f, f (0)= 0, Df (0)= I, that
f biholomorphically maps Bn onto the domain f (Bn), which is starlike in respect to zero
inCn (tf (Bn)⊂ f (Bn) for each t ∈ [0,1]). An easy computation shows that the mapping h
from (4.1) associated with a locally biholomorphic f is normalized as follows: h(0)= 0,
Dh(0)= I. By Pn =P(Bn) let us denote the family of all holomorphic mappings h :Bn →
Cn, h(0)= 0, Dh(0)= I, which fulfil the condition Re〈h(z), z〉> 0 if 0 < ‖z‖< 1.
The following Kikuchi–Matsuno–Suffridge theorem is known (see [9,15,22]).
Theorem KMS. A locally biholomorphic mapping f :Bn → Cn, f (0) = 0, Df (0) = I,
belongs to S∗n if and only if there exists a mapping h ∈ Pn such that Eq. (4.1) is fulfilled.
Now we turn to the announced situation. First let us assume that f ∈ S∗n ∩ F1,k(Bn).
Then, from the relation f ∈ S∗n there follows, by Kikuchi–Matsuno–Suffridge theorem,
that (4.1) is fulfilled with an h ∈ Pn. As simultaneously f ∈ F1,k(Bn), so f = f1,k and
consequently we have
Df1,k(z)h(z)= f (z), z ∈ Bn, (4.2)
Df (z)h(z)= f1,k(z), z ∈ Bn, (4.3)
Df1,k(z)h(z)= f1,k(z), z ∈ Bn. (4.4)
Moreover, h ∈F1,k(Bn), because by (4.4), h(z)= (Df1,k(z))−1f1,k(z) and by (1.2),
Df1,k(z)= (Df )0,k(z). (4.5)
Consequently, we obtain
Observation 4.1. If f ∈ S∗n ∩F1,k(Bn), then there exists an h ∈Pn ∩F1,k(Bn) such that
(4.1)–(4.4) are fulfilled.
Now we will consider a converse problem. We start with Eqs. (4.2) and (4.3).
Theorem 4.2. Let f :Bn → Cn, f (0) = 0, Df (0) = I, be a holomorphic mapping with
locally biholomorphic (1, k)-symmetrical component f1,k. If there exists a mapping h ∈
Pn ∩F1,k(Bn) such that Eq. (4.2) or (4.3) is fulfilled, then f ∈ S∗n ∩F1,k(Bn).
Proof. First let us assume that (4.2) holds. If we replace z ∈ Bn in (4.2) by εlkz ∈ Bn, l =
0,1, . . . , k − 1, then in view of (0, k)-symmetry of Df1,k (see (4.5)) and (1, k)-symmetry
of h, we obtain
Df1,k(z)h(z)= ε−lk f
(
εlkz
)
, z ∈ Bn, l = 0,1, . . . , k − 1.
Summing up the above equalities in respect to l and using (1.2), we have (4.4). From this
and from Theorem KMS, it follows that f1,k ∈ S∗n, because f1,k(0)= 0 and Df1,k(0)= I.
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F1,k(Bn).
Now let us assume that (4.3) holds. If we replace z ∈ Bn in (4.3) by εlkz ∈ Bn, l =
0,1, . . . , k − 1, then in view of (1, k)-symmetry of f1,k and h, we obtain
(Df )0,k(z)h(z)= f1,k(z), z ∈ Bn.
Thus, by (4.5), we have (4.4), with the same h, hence f1,k ∈ S∗n, by Theorem KMS.
It remains to show that f ∈ F1,k(Bn), because then the uniqueness of decomposi-
tion (1.3) guarantees the equality f = f1,k, and consequently, f must be included in S∗n.
To prove that f ∈F1,k(Bn), first let us observe that from (4.4) we have h ∈Pn. There-
fore, using the result of Poreda (see [18]), we conclude that Eq. (4.3) has exactly one
holomorphic solution f, f (0)= 0, Df (0)= I, and it has the form
f (z)=
∞∫
0
f1,k
(
v(t, z)
)
dt, z ∈ Bn, (4.6)
where v = v(t, z) is the unique solution of the initial value problem
∂v(t, z)
∂t
=−h(v(t, z)), v(0, z)= z, (t, z) ∈ [0,∞)×Bn. (4.7)
We will show that v(t, ·) belongs to F1,k(Bn).
Indeed, replacing z ∈ Bn in (4.7) by εkz ∈ Bn, multiplying both sides of the equation
and of the initial condition in (4.7) by ε−1k and using the fact that h ∈F1,k(Bn), we obtain
∂(ε−1k v(t, εkz))
∂t
=−h(ε−1k v(t, εkz)), ε−1k v(0, εkz)= z,
or, equivalently, by denotation vˆ(t, z)= ε−1k v(t, εkz) for (t, z) ∈ [0,∞)×Bn,
∂vˆ(t, z)
∂t
=−h(vˆ(t, z)), vˆ(0, z)= z, (t, z) ∈ [0,∞)×Bn.
Thus, vˆ = vˆ(t, z) is also a solution of differential equation (4.7), so by the uniqueness of
the solution of (4.7), vˆ(t, z)= v(t, z) for (t, z) ∈ [0,∞)×Bn and, consequently, for every
t ∈ [0,∞), v(t, εkz)= εkv(t, z), z ∈ Bn.
Now by (4.6), for z ∈ Bn
f (εkz)=
∞∫
0
f1,k
(
v(t, εkz)
)
dt =
∞∫
0
f1,k
(
εkv(t, z)
)
dt = εkf (z),
because f1,k ∈F1,k(Bn). This gives that f ∈F1,k(Bn). ✷
Remark 4.3. In Theorem 4.2 the assumption that (4.2) or (4.3) holds, cannot be replaced
by the condition that (4.4) is fulfilled.
Proof. In order to see this, observe that the mapping
f (z)= (z1 + zk, . . . , zn + zkn), (z1, . . . , zn)= z ∈ Bn,1
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the form f1,k(z) = z, z ∈ Bn, so is locally biholomorphic. Hence, if h(z) = z, z ∈ Bn,
then (4.4) is fulfilled, h ∈Pn∩F1,k(Bn), but f /∈ S∗n, because it is not locally biholomor-
phic in Bn. Of course, f1,k ∈ S∗n. ✷
Corollary 4.4. In the family of all f fulfilling the assumptions of Theorem 4.2 the following
sharp estimation holds:
‖z‖(1+ ‖z‖k)−2/k  ∥∥f (z)∥∥ ‖z‖(1− ‖z‖k)−2/k, z ∈ Bn.
Proof. It is sufficient to use Barnard et al. result from [1]. ✷
Remark 4.5. Barnard et al. use the above inequality to obtain a geometric proof of the
well-known classic Poincaré theorem about the biholomorphic inequivalence of the unit
ball and a polydisc in Cn (see [1]).
Open problem 4.6. Can the assumption in Theorem 4.2 that (4.2) or (4.3) hold be substi-
tuted by the assumption that (4.1) is fulfilled?
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