Abstract-Image understanding relies heavily on accurate multi-label classification. In recent years deep learning (DL) algorithms have become very successful tools for multi-label classification of image objects. With these set of tools, various implementations of DL algorithms for multi-label classification have been published for the public use in the form of application programming interfaces (API). In this study, we evaluate and compare 10 of the most prominent publicly available APIs in a best-of-breed challenge. The evaluation of the various APIs is performed on the Visual Genome labeling benchmark dataset using 12 well-recognized similarity metrics. Additionally, for the first time in this kind of comparison, we use a semantic similarity metric to evaluate the semantic similarity performance. In this evaluation, Microsoft's Computer Vision, IBM's Visual Recognition, and Imagga showed better performance than the other APIs.
INTRODUCTION
Accurate semantic identification of objects, concepts, and labels from images is one of the core challenges in the quest for image understanding. It is only natural that machine learning, and natural language researchers have been highly motivated to address these challenges. The race to achieve good single label classification has been fierce and became even more so as a result of public competitions such as the ImageNet Large Scale Visual Recognition Challenge (ILSVRC). 1 The obvious next step in this quest lies in the expansion of the challenge from single to multilabel classification. With this new challenge in mind, different learning approaches for multi-label classification have been suggested. Tsoumakas and Katakis [1, 2] divided these approaches into two main categories: 1) problem transformation methods which consist of the learning methods that transform the problem into one or more singlelabel classification problems, and then transform the results into multi-label representation; and 2) algorithm adaptation methods which consist of the learning methods which try to solve the multi-label prediction problem directly from the data. In 2012, Madjarov et al. [3] introduced a third category of methods, referred to as ensemble methods; this category consists of methods that combine classifiers to solve the multi-label classification problem. In this approach, each of the base classifiers in the ensemble can belong to either the 1 http://image-net.org/challenges/LSVRC/ problem transformation or algorithm adaptation methods category.
As the research field of multi-label classification advances, more effective approaches have been developed [3, 4] . In recent years, deep learning methods, such as CNN and RNN and their variations, have demonstrated excellent performance in visual and multi-label classification [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . Some of the more successful methods with specific settings have been applied and published as APIs for public use. The more salient approaches were published by research groups from Imagga, 2 WatsonIBM, 3 Clarifai, 4 Microsoft, 5 Wolfram Alpha, 6 Google, 7 Caffe, 8 DeepDetect, 9 OverFeat, 10 and TensorFlow 11 . With these recent publications, the need for a best-of-breed performance comparison has arisen. While some comparisons between multi-label classification methods have been performed in the past [3, 4] , none of them included the latest deep learning approaches. In this study, we address this need and evaluate the performance of 10 state of the art deep learning approaches. A benchmark comparison is best accomplished by evaluating them with a state-of-the-art dataset. For that purpose, we chose the Visual Genome dataset [15] , which enfolds rich metadata and semantic annotations on top of multi-domain everyday images. We evaluate and compare these 10 approaches with well-established multi-label evaluation metrics [2, 16] . These metrics evaluate the multi-label classification performance on an existing/non-existing label of the predicting set, however they do not take into consideration the similarity between the predicted and ground truth labels. Therefore, in order to evaluate the lingual similarity between the predicted and the ground truth multi-label classification, we applied a variation of the word mover's distance (WMD) [17] metric. To the best of our knowledge, our paper provides the most thorough evaluation of state-of-the-art deep learning methods.
The rest of this paper is organized as follows. The background and experimental design used to perform this comparison, including details about the various API services, experimental dataset, and various comparison measurements, are presented in Section 2. Section 3 contains the results and a discussion of the insights obtained in the experiment. Section 4 provides an overview of the paper and concludes the experiment outcomes.
II. BACKGROUND AND EXPERIMENTAL DESIGN
In this section, we provide background material on the research performed and an explanation of the experimental design used to evaluate the performance of the different image multi-label classification approaches. First, we briefly describe the different approaches compared. Then, we introduce the benchmark datasets used in this comparison. Finally, we provide a brief overview of the performance metrics used to compare the performance of the different approaches.
A. Multi-label classification APIs
As visual analysis research, and more specifically, multilabel classification advances, deep learning methods such as CNN have shown superior performance [5] [6] [7] [8] 10, [12] [13] [14] . Some of the most prominent approaches have been spun from theoretical algorithms to online services provided by various companies such as Imagga, Watson IBM (Visual Recognition API), Clarifai, Microsoft (Computer Vision API), Wolfram Alpha (Image Identification API), and Google (Cloud Vision API). Except for Microsoft Computer Vision, these commercial services don't reveal much about their proprietary API's algorithm structure and training scheme, other than mentioning that they are based on deep neural networks and able to classify multiple objects. Microsoft's Computer Vision is based on a deep residual learning framework [18] , with 86 category concepts and 2000 recognizable objects. There are also several opensource frameworks with the capability of multiple image classification, such as Caffe [19] , DeepDetect, OverFeat [20] , and TensorFlow [21] . In contrast to the commercial APIs, these open-source frameworks divulge more information regarding their operation. The Caffe framework is published by the Berkeley Vision and Learning Center (BVLC), and for this evaluation we used their reference model named CaffeNet [19] . The model was trained with the ImageNet dataset as part of the ILSVRC2012 12 competition. The DeepDetect framework is based on a deep neural network pretrained on a subset of ImageNet (ILSVRC2012). We evaluated the model provided by the Caffe development team which was trained with the GoogLeNet architecture. The OverFeat framework is based on a convolutional network [20] for image features extractor and classifier. It was trained with the Torch7 13 12 http://image-net.org/challenges/LSVRC/2012/ 13 http://www.torch.ch package and participated in the ImageNet 2013 competition. The TensorFlow framework introduced the third version of the successful Inception algorithm [21] . It was trained on the ILSVRC2012 dataset. All of the open-source frameworks aim to efficiently detect the main class of the image with the ability to produce other secondary classes.
With the publication of such APIs and services, the obvious question arises, which one of these services is the best for multi-label classification? For this best-of-breed challenge, we queried each service using the same dataset (see next subsection); the queries were made online via the API as stated on the service's Web page or on the selfinstalled frameworks. In order to provide a fair comparison, we queried the services using their vanilla versions with their pretrained algorithms. These services continuously improve, and their algorithms or training data can be upgraded without notice, therefore the date the query was made is included in the results section (see Table 5 ).
B. Dataset
In order to achieve the goal of image understanding, high performance multi-level classification methods must be utilized. To ensure that our evaluation and the multi-level classification made is as close to real life as possible, an adequate dataset must be used. Such a dataset should include images from multiple domains, as well as semantic annotations of objects, concepts, or labels. Image understanding will be enhanced if the dataset also includes object orientation, relations between the objects, and some textual descriptions of the image.
The Visual Genome project 14 and dataset 15 [15] is an attempt to provide a comprehensive dataset with image construct and details by the relationships between its objects and attributes. Furthermore, all of the objects and attributes (synsets) are mapped to the WordNet [22] hierarchical relation. The dataset consists of 108,249 everyday multidomain images. Each image is associated with an average of 21 objects (out of 17,000 possibilities), 18 attributes of objects, 18 relationships between twin objects, and 50 textual regional related descriptions.
C. Evaluation metrics
Evaluating the multi-label prediction performance of each API approach and subsequently comparing them to identify the best of the breed, requires standardized measures and metrics. Various measurements have been proposed in the past for such evaluation [2, 16] . These measurements can be divided into bipartition and ranking groups [2] with regard to the ground truth of the multi-label classification data. As none of the evaluated APIs provide a ranking for all of the labels in the ground truth dataset, we focus only on the bipartition measurements. For the measurements' definitions let us denote ∈ , = 1 … as the feature vector of example from the dataset and ⊆ = {0,1} as the label set of example from the label set
is defined as the label set of example predicted by the multi-label classifier ℎ, = ℎ( ) = {0,1} .
1) Bipartition
There are two types of bipartition evaluation metrics. example-based bipartition evaluation measurements refer to various average differences of the predicted label set from the ground truth label set for all of the examples in the dataset. Whereas the label-based evaluation measurements first evaluate each label separately and then obtain the average of all of the labels.
a)
Example-based
The Hamming Loss (HL) measurement [23] calculates how many times, on average, an incorrect prediction was made by ℎ. For that purpose, it utilizes the cardinality of symmetric difference (| Δ |) between the actual and predicted label sets. The HL measurement is defined as follows:
We expect that HL=0 will imply a perfect compliance of prediction and HL=1 will imply an utterly different prediction than the ground truth; other results reflect the level of compliance between those limits.
The classification accuracy (CA) is a very strict measure of performance [24] , it reflects how many times (on average) an exact prediction was made by h.
where ( , ) is defined as:
The following Accuracy (A), Precision (P), Recall (R), and 1 metrics are standard measurement metrics adjusted for multi-label classification [3, 25] .
Accuracy (A) is defined as the Jaccard similarity between the predicted label set and the real label set , which is then averaged over all examples.
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Precision (P) and Recall (R) are defined as the calculated proportion between the number of correctly predicted labels (| ∩ |), with either the number of predicted labels or the number of real labels , which are then averaged over all instances.
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1 is the harmonic mean between Precision and Recall.
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Label-based measurements evaluate the performance of a classifier by first evaluating each label and then obtaining an average of all of the labels. Such averaging can be achieved by one of two conventional averaging operations, namely macro-averaging and micro-averaging [26] . For that purpose, any binary evaluation measurement can be applied, but usually Precision, Recall, and their harmonic mean 1 are applied in information retrieval tasks [2] .
For each label : = 1 … , the summation of true positives ( ), true negatives ( ), false positives ( ), and false negatives ( ) can be calculated according to the classifier applied. Then, the binary performance evaluation measurement B can be calculated with either macro or micro-averaging operations: is the harmonic mean of precision and recall on the basis of first averaging each label and then averaging over all labels. On the other hand, 1 is the harmonic mean of micro precision and micro recall as defined above.
Except for the Hamming Loss measurement, all of the measurements scale from zero to one, where a higher score implies better compliance of the predicted label set to the ground truth set.
c) Lingual Similarity
Although the aforementioned metrics are acceptable and legitimate metrics for evaluating the similarity between the ground truth and predictions of a multi-label classification, they share a significant drawback in that they consistently overlook the inherent semantic similarity between each individual label. For example, let's assume the ground truth multi-label set is {bicycle, child, helmet, road, tree}, and the predicted set is {bike, boy, trail, tree, grass, flower}. Evaluating the similarity between the two label sets with the aforementioned metrics will consider only the label "tree" as a true positive and result in the following: = 0.1, = 0.16, = 0.2, and 1 = 0.18, since they overlook the close semantic similarity between the labels {"child", "boy"} and {"bicycle", "bike"}. This example demonstrates that these metrics misrepresent the similarity between the two multi-label sets and another kind of lingual similarity metric is in order.
Word mover's distance
Word mover's distance (WMD) [17] is a method based on Earth mover's distance [27, 28] and aimed at evaluating the semantic distance between two documents. For that purpose, let us denote : = 1 … as the ℎ image from the dataset and * = { , : = 1, … , } as the label set of image . In the same way * = { , : = 1, … , } is defined as the label set of image predicted by the multilabel classifier ℎ, * = ℎ( ). Defining the two label sets as a bag-of-words (BOW) allow us to apply the WDM method to evaluate their semantic distance. The WDM algorithm requires that the two BOWs be represented as a normalized BOW (nBOW) vector ∈ ℛ , where = ∪ , and = / ∑ =1 as is the number of times that the word of appear in the BOW. Let be the nBOW representation of * and ′ of * . The second requirement of the WDM is a semantic distance evaluation between every two labels, where ( , ) is referred to as the cost of "travelling" from word to word . In the WDM method, the semantic distance is obtained by using a word embedding implementation, such as word2vec [29] and GloVe [30] , which are unsupervised learning methods that can represent a word by a multidimensional vector. In [17] , the WDM was applied with word2vec, however we implemented GloVe word embedding as it has become an increasingly popular tool in various applications [31] [32] [33] . Let ∈ ℝ × be the GloVe embedding matrix, where ∈ ℛ is the -dimentional embedding representation of word from a vocabulary of words. Hence, the "traveling cost" from word to word is defined as their Euclidean distance, ( , ) = ‖ − ‖. Next, let us define a sparse flow matrix ∈ ℛ × , where , ≥ 0 marks the ratio of participation for word from to travel to word from ′ . It is clear that a word can participate in traveling as much as its nBOW ratio, therefore the ∑ , = and ∑ , = ′ restrictions are applied. Finally, the distance between the two BOWs can be defined as the minimum sum of the weighted traveling cost from to
, =1
, subject to the two participation ratio restrictions. For our purposes, we average all over all of the images in the tested dataset for every API:
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RESULTS AND DISCUSSION
In this section, we present and discuss the results of the experimental evaluation. Since the various API services predicted different numbers of labels (on average, per image, see Table 5 ), the evaluation was made based on four label levels: all of the predicted labels, the top five labels according to their confidence level, and the top three labels and top label for each image. The complete results of our evaluation are provided in Appendix A. Complete measurement results
Prior to evaluating the metrics, preliminary experiments were conducted with a few strict settings. First, each of the labels from the dataset and the API results were lowercased and stripped of whitespace and grammatical characters, such as colons, periods, underscoring, apostrophes, exclamation marks, etc. Each of the "cleaned" labels can appear in multiple instances in either the predicted or ground truth label vectors. Hence, the evaluation was made between unique subsets of each label vector.
Some of the examined APIs apply limits regarding the number of images requested for multi-label classification during a period of time and in total. Given these limitations and our desire to compare the APIs with the same common ground, we evaluated their performance with only a subset of the dataset. Therefore, we selected the first 1000 16 images of the Visual Genome dataset, which, based on our understanding, serves as an acceptable benchmark dataset in which there is an adequate separation between the examined APIs. In this image subset there are 3728 object possibilities and an average of 14 distinct objects per image.
A. Example-based measurement results
The example-based measurements taken into consideration are Hamming Loss, classification accuracy, Accuracy, Precision, Recall, and 1 . The measurements calculated for the various APIs are presented in Tables 1-4 in Appendix A. Various observations can be made and insights can be gained based on the results. One of the first observations is that with the exception of a few services, most of them have a relatively low score. These low scores can be explained by the fact that we compared the various APIs with their self-trained dataset and vanilla settings. These out of the box configurations and settings are necessary if we wish to choose the best service to evaluate an image without any prior knowledge of its origin and features. In order to evaluate "unknown" images, it was essential that the dataset chosen be multidomain like the Visual Genome dataset.
Another observation that drew our attention is that three APIs stand out with high scores: The Computer Vision (CV) API by Microsoft, the Visual Recognition (VR) API by IBM, and Imagga's API. The CV API outperforms all of the others in the Accuracy, Precision, Recall, and 1 metrics with all, the top five, and the top three predicted labels, with one exception -it came in second place, following Imagga's Recall with all labels which achieved first for that metric. Having a high Precision score means that the predictions made by CV are correctly predicted as relevant labels, with only a few false positives. CV also has high Recall scores, which are only second to Imagga, showing that it correctly predicted many of the ground truth labels (with only a few false negatives). Considering that CV predicted an average of 6.77 labels per image, and Imagga predicted 47.53 (see Table 5 ) when the dataset has an average of 14 distinct labels, means that CV might not predict all of the ground truth labels -only the ones it has the highest chance of correctly predicting. To further demonstrate its dominance, we note that Imagga's top Recall score can be easily understood by having many more labels when considering all of the predicted labels, however in a more challenging task, when considering only a few (the three or five top predicted labels), the CV API has the top score. While the large number of predicted labels assigned by Imagga (47.53) in relation to the 14 objects in the ground truth, might give it an advantage for the Recall metric when considering all of the predicted labels, it was a disadvantage for the Precision metric for which Imagga received a low score. The dominance of the CV API can also be reflected in the top score for the 1 measurement with all, five, and three top predicted labels; this is because 1 is the harmonic mean of Precision and Recall. Furthermore, with a high true positive rate, a low false positive rate, and a low level of prediction, it is also clear why CV obtained a high Accuracy score.
We can also analyze the performance of the Imagga API further using the same prism; Imagga outperforms all of the examined APIs in Recall but falls behind in Precision and Accuracy. With on average of 47.53 labels per image and the highest Recall score, we can understand that it correctly predicted most of the ground truth labels, but this was achieved at a cost, as there were many false positives as indicated by the low Precision and Accuracy scores.
The Hamming Loss and classification accuracy measurements provide little insight regarding the differences between the various APIs. The Hamming Loss measure shows good results, but there is very little difference between the APIs, and it occurs due to the large number of labels predicted as true negatives as part of a large label domain (3728 labels in the domain). The classification accuracy provides no insight regarding the comparison, since only one of the 50,000 predictions made by the APIs was exactly as the ground truth label set (CV@top 3).
When considering only the top predicted label a different service dominates. IBM's VR API consistently has the top scores in the Accuracy, Precision, Recall and 1 measurements with either Imagga or CV following in second place.
The relatively poor results of the open-source frameworks (Caffe, DeepDetect, OverFeat, and TensorFlow) can be explained by the fact that they were designed to predict just the top label and were not designed to perform multi-label classification, while their performance was assessed for all, the top five, and the top three predicted labels in this study. Nevertheless, this doesn't explain their relatively low score in the top label prediction comparison. We were also puzzled by the consistently low scores of the Image Identification (II) API, as it was designed to predict multi-label classification of images.
With these insights and observations, we can conclude that if one is looking for as many labels as possible, including several which might not relevant (false positives), the Imagga API should be considered, whereas if only the top predicted label is needed, the VR API from IBM is the way to go. For an API with all around top performance, the CV API is the obvious tool for the job.
Label-based measurement results
The label-based measurements taken into consideration are the Macro Precision, Macro Recall, Macro 1 , Micro Precision, Micro Recall, and Micro 1 . The calculated metrics for the various APIs is presented in Tables 1-4 . In this type of measurement, we evaluate the performance of the various services from the label's point of view. Like with the example-based measurements, the CV, II, and Imagga APIs stand out but with few top scores seen in Clarifai, Google Vision, OverFeat, and TensorFlow. In the Macro family of metrics, we evaluate the performance of predicting each label separately and then average it over all the labels, whereas in the Micro measures, we evaluate all of the label's predictions together. When considering the service's performance with the Macro measurements, it can be seen that the value of measurement is very low and might not suggest much, however this is, again, due to the large number of labels. Nevertheless, we can see that CV and Imagga achieve first and second place respectively for the Macro Precision in all four prediction levels, with a slight lead for CV; as we have already seen, this indicates that most of their predicted labels are true positive. The Macro Recall measurement, which measures how many of the ground truth instances of a label were predicted correctly, introduces some new high performing players. Clarifai comes second to Imagga in the all of labels box, and TensorFlow takes the lead in all other prediction levels with Google Vision, Imagga, and OverFeat in second place for the top five, three, and one prediction levels, putting TensorFlow in the lead and Imagga in second place for this measurement. The harmonic average of them both, Macro 1 , indicates that considering all of the prediction levels, Imagga takes the lead with first, third, first, and second place in the all, top five, three, and one prediction levels, while CV comes second with third, first, third, and sixth with regard to the prediction levels. In the Micro family of measurements, we observe that in total the VR API is the leader, with CV in second place with the Micro Precision measurement. The Micro Recall results in a tie for the lead between the CV and Imagga APIs. When taking in to consideration the harmonic average of them (Micro 1 ), the CV API clearly takes the overall lead, with Imagga in second place.
Based on these insights, we can summarize that there isn't a clear winner between the CV and Imagga APIs when taking the label's perspective. In the end, the choice between them, will depend on whether there is a need for many labels, some of which will be irrelevant, or a smaller number of labels, with a high chance of good prediction for most of them.
B. Similarity metric results
For the semantic similarity evaluation, we implemented the WMD. The metrics calculated for the various APIs are presented in Tables 1-4 . The WDM utilizes the Euclidean distance between the GloVe word embedding vector representation, therefore exact semantic similarity is represented by a value of zero. Here we can see that yet again the CV API is dominant, with Imagga in second place; CV's score is even more impressive when taking into account its low number of labels per image. This correlates with the high score CV received with exact predictions and suggests that the other predicted labels also have high semantic similarity. Considering the top five, three, and one predicted label reveals new participants in the high score group: at the top five level the CV API still leads, while the TensorFlow (TF) API come in second place; at the top three and one levels CV drops to sixth and seventh place respectively, while TF takes the lead with DeepDetect (DD) in second place. The close score of TF and DD is not surprising as DD relies on the TF framework. These scores suggest that their most confident predicted labels, especially the top three and one, show a high degree of semantic similarity to the ground truth labels.
Based on these findings we can conclude that if many semantically similar labels are required one should consider the CV and Imagga APIs, with some advantage to the CV. However, if a small number of labels are needed, the TF or DD show higher performance. The scores of TS and DD suggest that while they don't predict labels exactly like the ground truth labels, they can predict semantically similar labels better than other APIs.
IV.
CONCLUSIONS
With the appearance of new deep learning technologies, significant advances have been made in the field of multilabel classification. As these technologies increase in popularity, more and more implementations are developed. The most prominent implementations are published, and some are made available to the public as API services. In this study, we compared the performance of some of the most widely used deep learning multi-label classification APIs. The different approaches were examined using the same benchmark dataset, a subset of 1000 images from the Visual Genome dataset, and evaluated with various evaluation metrics. When evaluating the APIs against exact predictions, three of them outperformed the others: Microsoft's Computer Vision, IBM's Visual Recognition, and Imagga's service. When evaluated with example-based measurements, the Computer Vision approach had a distinct advantage over the others. When evaluated with label-based measurements, the Computer Vision and Imagga approaches were neck and neck, with a slight advantage for the Computer Vision API. When we evaluated their performance in predicting semantically similar labels, the Computer Vision API still shows top performance in the prediction of many semantically similar labels, however when predicting a small number of labels, the TensorFlow and DeepDetect APIs showed higher performance than the Computer Vision API.
As the field of multi-label classification advances, we believe that comparisons like those conducted in our research can be beneficial for the users of such services, as well as for researchers and developers who may be encouraged to develop improved algorithms for multi-label classification that outperform the existing best of the breed.
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VI.
II. APPENDIX A. COMPLETE MEASUREMENT RESULTS In this section, we present the complete measurement results of the experimental evaluation. The best result obtained for each measurement appears in bold and italics; the second best appears in bold and poorest result appears in italics. All of the APIs and frameworks were evaluated with their vanilla setting and training set. The threshold or fixed number of requested labels was set according to their defaults or as recommended in the relevant documentation. Some of the APIs were unable to classify all of the images, and therefore, their measurements were calculated according to their actual classification and a different number of distinct labels as shown in Table 5 . As an example, we present the measurement results calculated for image number 61574 from the dataset. Table 6 . The measurements obtained for image number 61574 according to the services' predicted labels. In the "Labels" row the tp are underlined, and the top five appear in bold. 
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