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iEntwicklung einer direkten Georeferenzierungseinheit
zur Positions- und Orientierungsbestimmung
leichter UAVs in Echtzeit
Zusammenfassung
Seit einigen Jahren werden im Bereich der Geodäsie immer häufiger auch Unmanned Aerial Vehicles (UAVs)
als kinematische Trägerplattformen eingesetzt. Dazu werden diese mit objekterfassender Sensorik, wie z.B.
Digitalkameras oder Laserscannern, ausgestattet. Ein wesentlicher Schritt zur Nutzung von UAVs für geo-
dätische Anwendungen ist die Georeferenzierung, d.h. die Herstellung eines Raumbezugs der während eines
Fluges aufgenommenen Daten.
In dieser Arbeit wird die Entwicklung einer direkten Georeferenzierungseinheit zur Positions- und Orien-
tierungsbestimmung leichter UAVs in Echtzeit beschrieben, wobei der Begriff direkt hier bedeutet, dass die
Georeferenzierung über ein fest mit dem UAV verbundenes Multisensorsystem realisiert wird. Als Sensoren
kommen dabei Global Positioning System (GPS)-Empfänger, Inertialsensoren und Magnetfeldsensoren zum
Einsatz. Da in der Geodäsie meist Micro-UAVs verwendet werden, die eine Gewichtsobergrenze von 5 kg
aufweisen, spielen Gewichts-, Platz- und Stromversorgungslimitationen hier eine wesentliche Rolle. Daraus
folgt insbesondere, dass für die direkte Georeferenzierung ausschließlich kleine und leichte, auf MEMS (Micro
Electro Mechanical System)-Technologien basierende, Inertialsensoren zum Einsatz kommen können, deren
Beobachtungen aufgrund temperatur- und zeitabhängiger Abweichungen schon nach kurzer Zeit zu einer
signifikanten Drift in der Positions- und Orientierungsbestimmung führen. Um dennoch hohe Genauigkeiten
(z.B. Position: 5 cm, Orientierung: 0.5 deg) in der direkten Georeferenzierung eines UAVs gewährleisten zu
können, ist eine hohe Verfügbarkeit an präzisen GPS-Trägerphasenbeobachtungen von enormer Bedeutung.
Daraus folgend werden in dieser Arbeit insbesondere die folgenden Aspekte thematisiert:
• GPS-Trägerphasenbeobachtungen sind mehrdeutig. Da es unter kinematischen Anwendungen häufig
zu GPS-Signalunterbrechungen kommen kann, die jeweils ein erneutes Lösen der Mehrdeutigkeiten
der Trägerphasenbeobachtungen zur Folge haben, werden in dieser Arbeit Verfahren zur schnellen
Mehrdeutigkeitslösung erarbeitet und evaluiert, mit denen auch unter schwierigen GPS-Bedingungen
eine hohe Verfügbarkeit an Trägerphasenbeobachtungen ermöglicht werden kann.
• Zur Realisierung hoher Genauigkeiten und einer hohen Zuverlässigkeit wird in Algorithmen zur Sensor-
fusion redundante Information verschiedener Sensoren möglichst gut kombiniert. Um auch mit schwieri-
gen GPS-Bedingungen gut umgehen zu können, erfolgt die Sensorfusion in dieser Arbeit unter anderem
auf Ebene von GPS-Rohdaten in einer tightly-coupled GPS/MEMS-IMU-Integration. Auf diese Weise
können auch dann GPS-Trägerphasenbeobachtungen in die Positions- und die Orientierungsbestim-
mung des UAVs mit einfließen, wenn weniger als vier Satelliten sichtbar sind. Der Vergleich der Ergeb-
nisse einer tightly-coupled zu einer loosely-coupled Auswertung verdeutlicht den Genauigkeitsgewinn,
der durch eine tightly-coupled Auswertung unter schwierigen GPS-Bedingungen möglich ist.
• Die zuvor angesprochenen Algorithmen werden auf einem im Rahmen dieser Arbeit entwickelten Multi-
sensorsystem zur direkten Georeferenzierung leichter UAVs angewandt. Die Ergebnisse von Testmessun-
gen mit einem Multikopter-UAV und tragbaren Testsystemen verdeutlichen, dass mit dem entwickelten
Multisensorsystem Genauigkeiten von < 5 cm in der Position und < 0.2 deg in der Orientierung (Roll,
Pitch und Yaw) erreicht werden können, wenn GPS-Trägerphasenbeobachtungen verfügbar sind.
Im Gesamten gibt diese Dissertation einen detaillierten Einblick in die Entwicklung von Algorithmen und
eines Multisensorsystems zur direkten Georeferenzierung leichter UAVs in Echtzeit. Die dabei gewonnenen
Erkenntnisse sind jedoch nicht nur für die Positions- und Orientierungsbestimmung eines UAVs gültig, son-
dern auch auf andere mobile Objekte, wie z.B. Autos, Schiffe, Flugzeuge oder schienengebundene Systeme
übertragbar. Damit leistet diese Arbeit einen wichtigen Beitrag zu einem aktuellen Trend in der Ingenieurgeo-
däsie, wonach insbesondere die Aufnahme- und Überwachungsvermessung zunehmend über Mobile-Mapping-
Systeme, d.h. über die Verwendung flächenhaft abtastender Sensoren auf mobilen Trägerplattformen, erfolgt.
ii
Development of a direct georeferencing system
for the position and attitude determination
of lightweight UAVs in real-time
Abstract
In recent years, Unmanned Aerial Vehicles (UAVs) have been used increasingly as mobile mapping platforms
for kinematic applications in the field of geodesy. For this purpose a UAV is usually equipped with a mapping
sensor, such as a camera or a laserscanner. A major step to make the collected data useful for surveying
applications is the georeferencing, which associates the images or range measurements and the derived
products (point clouds, orthofotos, 3D models) with a spatial reference.
In this dissertation the development of a direct georeferencing system for real-time position and attitude
determination of lightweight UAVs is presented. The term „direct“ means that the georeferencing is based
on an onboard multi-sensor system. Sensors, which are typically used in this context, are GPS (Global
Positioning System) receivers, inertial sensors and magnetometers. For geodetic UAV-applications Micro-
UAVs are usually applied, which have a weight limit of 5 kg. Therefore, weight, size and power supply
constraints play an important role here. As a result of these limitations inertial sensors based on MEMS
(Micro Electro Mechanical System) technology are mostly used. This technology enables the compliance with
size and weight limits, but it also leads to significant drift effects in the position and attitude determination
after a short period of time. To bound these drift effects and to be able to provide high accuracies (e.g.
position: 5 cm, attitude: 0.5 deg) in the direct georeferencing of a Micro-UAV, a high availability of precise
GPS carrier phase measurements is crucially important. As a consequence the following aspects will be
addressed in this dissertation:
• GPS carrier phase measurements are ambiguous by an unknown number of integer cycles. These so
called ambiguities have to be resolved after every loss of lock of the satellite signals to fully exploit the
high accuracies of the carrier phase observables. Since the satellite signals are interrupted frequently
during kinematic applications, procedures are developed, implemented and evaluated, which enable a
fast ambiguity resolution and allow for a high availability of GPS carrier phase measurements under
challenging GPS measurement conditions.
• With the aim to realize high accuracies and a high robustness, redundant information from several
sensors is integrated in a sensible manner in sensorfusion algorithms. In order to be able to deal
with challenging GPS measurement conditions, the sensorfusion is realized at the level of GPS raw
measurements in a tightly-coupled GPS/MEMS-IMU integration algorithm. In this way GPS carrier
phase measurements can even be used, if less than four satellites are visible, which also increases the
availability of a precise position estimation. The accuracy improvements of a tightly-coupled over a
loosely-coupled integration during challenging GPS measurement conditions are investigated.
• The algorithms are implemented on a multi-sensor system, which has been developed for the direct
georeferencing of lightweight UAVs in this dissertation. Results of flight tests and measurements with
a portable test system demonstrate that the developed direct georeferencing system leads to position
accuracies of less than 5 cm and attitude (roll, pitch, yaw) accuracies of less than 0.2 deg, if GPS
carrier-phase measurements are available.
Overall, this dissertation gives detailed insights into the development of algorithms and a multi-sensor system
for the direct georeferencing of lightweight UAVs in real-time. The findings gained in this thesis are not only
valid for the position and attitude determination of lightweight UAVs but also for other mobile platforms,
such as cars, ships, airplanes or rail-borne vehicles. Therefore, this work makes an important contribution to
a current trend in the field of engineering geodesy, where mapping, monitoring and also setting-out is more
and more realized using mobile mapping systems.
iii
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1Vorwort
Die vorliegende kumulative Dissertation stellt die Untersuchungen und Ergebnisse zur Entwicklung eines
Multisensorsystems, inklusive der methodischen Aspekte, zur direkten Georeferenzierung leichter Fluggeräte
in Echtzeit dar. Sie beruht auf den folgenden 9 Veröffentlichungen, von denen 7 Veröffentlichungen einer
Peer-Review-Begutachtung unterzogen wurden:
• Veröffentlichung A1:
Eling, C., Zeimetz, P., & Kuhlmann, H. (2010). Determination of orientation based on GPS double
differences. In Schulze Lammers & Kuhlmann (Hrsg.), 2nd International Conference on Machine
Control & Guidance, Schriftenreihe des Instituts für Geodäsie und Geoinformation (S. 151–159). Bonn,
Germany
• Veröffentlichung A2 (peer-review):
Eling, C., Zeimetz, P., & Kuhlmann, H. (2013b). Development of an instantaneous GNSS/MEMS
attitude determination system. GPS Solutions, 17, 129–138
• Veröffentlichung A3 (peer-review):
Eling, C., Klingbeil, L., & Kuhlmann, H. (2015b). Real-time single-frequency GPS/MEMS-IMU atti-
tude determination of lightweight UAVs. Sensors, 15, 26212–26235
• Veröffentlichung B1 (peer-review):
Eling, C., Zeimetz, P., & Kuhlmann, H. (2012). Single-epoch ambiguity resolution for kinematic GNSS
positioning. In 3rd International Conference on Machine Control & Guidance (S. 35–46). Stuttgart,
Germany
• Veröffentlichung B2 (peer-review):
Eling, C., Klingbeil, L., & Kuhlmann, H. (2014c). Development of an RTK-GPS system for precise
real-time positioning of lightweight UAVs. In A. Wieser (Hrsg.), Ingenieurvermessung 2014: Beiträge
zum 17. Internationalen Ingenieurvermessungskurs (S. 111–123). Zürich, Schweiz: Wichmann Verlag
• Veröffentlichung B3:
Eling, C., Heinz, E., Klingbeil, L., & Kuhlmann, H. (2014a). Cycle slip detection in the context of
RTK GPS positioning of lightweight UAVs. In 4th International Conference on Machine Control &
Guidance (S. 148–155). Braunschweig, Germany
• Veröffentlichung C1 (peer-review):
Eling, C., Klingbeil, L., Wieland, M., & Kuhlmann, H. (2014f). Direct georeferencing of micro ae-
rial vehicles - system design, system calibration and first evaluation tests. PFG - Photogrammetrie,
Fernerkundung, Geoinformation, 4, 227–237
• Veröffentlichung C2 (peer-review):
Eling, C., Wieland, M., Hess, C., Klingbeil, L., & Kuhlmann, H. (2015d). Development and evaluation
of a UAV based mapping system for remote sensing and surveying applications. In International
Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Vol. XL-1/W4 (S.
233–239). UAV-g 2015, Toronto, Canada
• Veröffentlichung C3 (peer-review):
Eling, C., Klingbeil, L., Wieland, M., & Kuhlmann, H. (2016b). Towards deformation monitoring
with UAV-based mobile mapping systems. In 3rd Joint International Symposium on Deformation
Monitoring (JISDM) Vienna, Austria
2 Inhaltsverzeichnis
Diese Veröffentlichungen sind drei Gruppen (A-C) zugeordnet. Die Erläuterung dieser Gruppen erfolgt, genau
wie auch eine Zusammenfassung der hier aufgelisteten relevanten Veröffentlichungen, in Kapitel 4. Anschlie-
ßend werden die wichtigsten Aspekte herausgestellt (Kapitel 6).
Der Verfasser dieser Dissertation hat in jeder dieser Veröffentlichungen den Hauptbeitrag geleistet und insbe-
sondere den jeweiligen methodischen Fortschritt selbst erbracht. Einen Sonderfall stellt die Veröffentlichung
C3 dar: Hier ist der Verfasser dieser Dissertation für alle methodischen Darlegungen bezüglich der Geore-
ferenzierung verantwortlich. Die Auswertung der Punktwolken sowie der Punktwolkenvergleich erfolgte in
Zusammenarbeit mit den Koautoren.
Im weiteren Verlauf dieser Arbeit werden an Stelle der Bezeichnung „direkte Georeferenzierungseinheit“
auch die Begriffe „Georeferenzierungseinheit“, „Multisensorsystem“ oder „Sensoreinheit“ verwendet. Damit
ist jeweils ein System zur direkten Georeferenzierung leichter Fluggeräte gemeint.
31. Einleitung
In der Ingenieurgeodäsie ist seit einigen Jahren ein deutlicher Trend im Bereich der Messtechnik und in
der Vorgehensweise zur Aufnahme und Überwachung von Objekten zu erkennen. Zum einen werden die
Objekte immer öfter nicht mehr durch sorgfältig ausgewählte und signalisierte Einzelpunkte repräsentiert,
sondern mit Punktwolken überzogen. Zum anderen erfolgt die Messung mittlerweile häufig von einer sich
bewegenden Plattform [Kuhlmann et al., 2013]. Während die Aufnahme- und Überwachungsvermessung vor
einigen Jahren also noch statisch mit Einzelpunktsensoren wie bspw. Totalstationen vorgenommen wurde,
werden nun vermehrt flächenhaft abtastende Sensoren wie Laserscanner und Digitalkameras auf sogenannten
Mobile-Mapping-Systemen eingesetzt.
Mit dem Ziel der Erfassung räumlicher Daten von einer mobilen Trägerplattform aus, verfügen Mobile-
Mapping-Systeme in der Regel sowohl über objekterfassende als auch georeferenzierende Sensorik [El-Sheimy,
1996; Li, 1997]. In dieser Konstellation dient die Georeferenzierung oftmals nicht nur der Herstellung des
Raumbezugs der aufgenommenen Daten der objekterfassenden Sensorik, sondern immer häufiger auch der
Navigation und Steuerung des Fahrzeugs. Als Fahrzeuge für Mobile-Mapping-Systeme werden klassischerwei-
se Autos, Schiffe, Flugzeuge oder schienengebundene Systeme eingesetzt. Beispiele sind in [Bossler & Toth,
1996; Schwarz & El-Sheimy, 1996; Gräfe et al., 2001; Glaus, 2006; Hesse, 2007] zu finden.
Wesentlich durch die Entwicklung von Micro Electro Mechanical System (MEMS) Sensoren und Mikropro-
zessoren beeinflusst, haben in den letzten Jahren auch unbemannte Fluggeräte (Unmanned Aerial Vehic-
le (UAV)) die professionellen Märkte durchdrungen und sind somit als kinematische Trägerplattform in der
Ingenieurgeodäsie zu einer neuen Alternative herangewachsen [Colomina & Molina, 2014; Eling et al., 2016a].
Die Statistiken der Unmanned Vehicle Systems (UVS) International Association (eine gemeinnützige Organi-
sation, die die Interessen der Hersteller von sogenannten Remotely Piloted Aerial Systems (RPAS) vertritt)
geben einen Anhaltspunkt dafür, inwieweit UAVs in den letzten Jahren an Bedeutung gewonnen haben.
Während im Jahr 2005 nur 544 verschiedene UAV-Modelle auf dem Markt angeboten wurden, ist die Anzahl
unterschiedlicher Modelle bis 2015 auf 2125 (davon 84 aus Deutschland) angestiegen [van Blyenburgh, 2015].
Auch die Anzahl der bei der UVS registrierten UAV-Hersteller hat sich zwischen 2005 und 2015 von 207 auf
637 mehr als verdreifacht [van Blyenburgh, 2015].
Von den vielen verschiedenen UAV-Systemen, die mittlerweile auf dem Markt erhältlich sind, kommen für
geodätische Zwecke in Deutschland, aufgrund der rechtlichen Rahmenbedingungen, hauptsächlich sogenannte
Micro-UAVs in Frage. Diese Systeme haben laut der in van Blyenburgh [2015] vorgenommenen Klassifikation
ein maximal zulässiges Gesamtgewicht (Maximum Take Off Weight (MTOW)) von 5 kg, eine Reichweite von
1-10 km und ermöglichen Flugzeiten von maximal 2 Stunden. Laut der Luftverkehrsordnung (LuftVO) und
den länderspezifischen Regularien dürfen in den meisten Bundesländern in Deutschland Micro-UAVs mit
einer Allgemeinerlaubnis an beliebigen Orten innerhalb des Zuständigkeitsbereichs der jeweiligen Landes-
luftfahrtsbehörde für kommerzielle und wissenschaftliche Zwecke eingesetzt werden [Grenzdörffer, 2016].
Für den Einsatz von UAVs für vermessungstechnische Zwecke müssen sie, genau wie auch andere Mobile-
Mapping-Systeme, mit objekterfassender Sensorik ausgestattet werden und es muss eine Georeferenzierung
der während eines Fluges aufgenommenen Daten erfolgen.
Als objekterfassende Sensoren kommen für UAVs bspw. Digitalkameras oder Laserscanner in Frage. Derzeit
wird meist eine Digitalkamera eingesetzt, mit der Bilder des zu vermessenden Objektes aus verschiedenen
Perspektiven aufgenommen werden. Die Bildverarbeitung erfolgt anschließend über eine Bündelblockausglei-
chung (Aerotriangulation) und ein Dense Image Matching (Dichte Rekonstruktion). Als Ergebnis stehen in
der Regel eine dreidimensionale Punktwolke sowie ein Orthophoto zur Verfügung.
Bei der Realisierung der Georeferenzierung der während eines UAV-Fluges aufgenommenen Daten muss
grundsätzlich zwischen einer direkten und einer indirekten Georeferenzierung unterschieden werden. Wäh-
rend bei der indirekten Georeferenzierung Passpunkte (Ground Control Points (GCPs)) für die Herstellung
des Raumbezugs verwendet werden (siehe z.B. [d’Oleire Oltmanns et al., 2012] oder [Eisenbeiss et al., 2005]),
erfolgt die 3D-Positions- und die 3D-Orientierungsbestimmung der aufgenommenen Daten bei einer direk-
ten Georeferenzierung über ein auf dem Fluggerät angebrachtes Multisensorsystem [Schwarz et al., 1993;
Skaloud, 1999; Cramer et al., 2000].
4 1. Einleitung
Im Vergleich zu statischen Messsystemen und zu anderen Trägerplattformen für Mobile-Mapping-Systeme
weisen UAVs einige Vorteile auf [Gruen, 2012; Eling et al., 2016a]. Diese werden im folgenden aufgeführt,
wobei hier davon ausgegangen wird, dass das UAV mit einem objekterfassenden Sensor ausgestattet ist:
• UAVs sind in der Lage, unzugängliche oder sogar gefährliche Gebiete zu überfliegen und können so
auch dort Erkundungen und Vermessungen durchführen, wo Menschen nicht einsetzbar sind.
• Da zu vermessende Objekte in der Regel sowohl überflogen als auch seitlich angeflogen werden können,
besteht mit UAVs auch die Möglichkeit der vollständigen Aufnahme eines 3D-Objektes aus allen Rich-
tungen. Des Weiteren können fast alle zu vermessenden Objekte mit UAVs gut erreicht werden (z.B.
Kirchtürme).
• UAVs ermöglichen eine hohe Effizienz bei der Vermessung großflächiger Bereiche (Tagebaue, Kiesgru-
ben etc.). Die Anwendung von UAVs und die Auswertung der gewonnenen Daten ist bereits jetzt
weitestgehend automatisierbar.
• UAVs arbeiten üblicherweise in einem Bereich von 0-100 m über Grund. Ein wesentlicher Vorteil ist
hier, dass sie in niedriger Höhe und in direkter Nähe zu einem Objekt fliegen können, so dass ein Objekt
auch ohne hochauflösenden objekterfassenden Sensor mit hoher Auflösung vermessen und modelliert
werden kann.
• Die Auswahl von Systemen und Sensoren im Bereich der UAV-Technik ist vielfältig. Im Vergleich zur
Verwendung von bemannten Flugzeugen oder Helikoptern sind die Kosten beim Einsatz von UAVs
deutlich geringer, so dass diese Systeme auch für kleinere Vermessungsbüros erschwinglich sind.
1.1 Motivation
Grundsätzlich gibt es im ingenieurgeodätischen Bereich viele verschiedene Anwendungen, bei denen UAVs
zum Einsatz kommen können. Meist werden dabei entweder rotorbetriebene UAVs oder Starrflügler-UAVs
verwendet. Rotorbetriebene UAVs sind in der Lage, einen Schwebeflug durchzuführen und ermöglichen bei
geringen Fluggeschwindigkeiten und geringen Entfernungen zum Objekt einen hohen Detailgrad in der Ver-
messung. Starrflügler-UAVs weisen hingegen Vorteile bei der Vermessung großflächiger Gebiete auf, da sie
mit einer höheren Geschwindigkeit fliegen und weniger Energie verbrauchen. Rotorbetriebene UAVs bieten
des Weiteren die Möglichkeit des Vertikal Take Off and Landing (VTOL). Starrflügler UAVs benötigen in
der Regel eine Landebahn. Dementsprechend eignen sich rotorbetriebene UAVs eher für kleinräumige Pro-
jekte, bei denen ein hoher Detailgrad gefordert ist, wie z.B. die Vermessung von Straßenkreuzungen oder
Bauwerken [Grenzdörffer et al., 2015], während Starrflügler-UAVs besser für die Vermessung von Kiesgruben
oder Tagebauen [Tscharf et al., 2015] geeignet sind. In dieser Arbeit liegt der Fokus vor allem auf den rotor-
betriebenen UAVs. Im folgenden werden zwei Anwendungen näher vorgestellt, die als Motivation für diese
Arbeit fungieren.
Mapping on Demand
Als ein Beispiel für die Anwendung eines UAVs als Mobile-Mapping-System im ingenieurgeodätischen Bereich
ist das von der Deutsche Forschungsgemeinschaft (DFG) geförderte Projekt namens „Mapping on Demand“
(FOR 1505) zu nennen, in dessen Kontext auch diese Dissertation entstanden ist. Das Ziel dieses Projektes
ist die Entwicklung von Methoden, mit denen unter Nutzung eines UAVs und visueller Information unzu-
gängliche 3D-Objekte identifiziert und vermessen werden können [Klingbeil et al., 2014b]. Eine wesentliche
Herausforderung ergibt sich in diesem Zusammenhang mit der Bezeichnung „on demand“, die eine automati-
sche Objektsuche und -interpretation sowie eine benutzerspezifische Visualisierung räumlicher Informationen
schon während des Fluges mit einschließt. Das Fluggerät soll dazu autonom fliegen, Hindernissen ausweichen
[Holz et al., 2013], die gesammelten Bildinformationen direkt prozessieren und semantische Informationen
extrahieren [Loch-Dehbi et al., 2013]. Diese sollen dann wiederum in die Trajektorienplanung mit einfließen
[Nieuwenhuisen et al., 2014].
Eine Beispielanwendung für das im Projekt Mapping on Demand entwickelte System ist in Abb. 1.1 zusam-
men mit dem zur Realisierung der Anwendung notwendigen Prozessablauf zu sehen. Die Aufgabe könnte
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Abbildung 1.1: Ein Anwendungsbeispiel aus dem Projekt Mapping on Demand mit einem zu vermessenden
Haus1(links) und dem Prozess zur automatisierten Vermessung mit einem autonom fliegenden UAV (rechts).
dabei die automatische dreidimensionale Vermessung und Modellierung des dargestellten Gebäudes sein. Die
Fassade des Gebäudes muss dazu mit objekterfassender Sensorik (Kameras oder Laserscanner) aufgenom-
men werden und einzelne Elemente der Fassade, wie zum Beispiel die Fensterrahmen (Abb. 1.1), müssen
interpretiert werden. Die gewonnenen Informationen gehen anschließend zurück an die Flugplanung, in der
die Entscheidung zu treffen ist, wo das Fluggerät als nächstes hinfliegt.
Voraussetzung für die Umsetzung des autonomen Fluges sowie der automatischen Vermessung mit dem UAV,
ist hier die direkte Georeferenzierung mittels eines auf dem UAV montierten Multisensorsystems. Die direkte
Georeferenzierung umfasst dabei die 3D-Positions- und 3D-Orientierungsbestimmung der Plattform und der
sich auf der Plattform befindenden objekterfassenden Sensorik in einem übergeordneten Koordinatensystem.
Dabei sollen hohe Genauigkeiten erzielt werden, ohne dass Messungen zu am Boden gebundenen Passpunk-
ten verwendet werden. Soll diese Georeferenzierung nicht nur für Mapping-Aufgaben, sondern auch für die
Flugplanung, Navigation und Steuerung des UAVs genutzt werden, müssen die Positionen und Orientierun-
gen der Plattform in Echtzeit zur Verfügung stehen.
Präzisionslandwirtschaft
Das Ziel der Präzisionslandwirtschaft (precision farming bzw. precision agricultur) besteht in der Optimie-
rung der Erträge eines Landwirtschaftsbetriebs und der Einsparung an Betriebsmitteln unter gleichzeitiger
1Gutshaus des Versuchsgutes Frankenforst der Landwirtschaftlichen Fakultät der Universität Bonn. Quelle des Fotos: modi-
fiziert nach http://virtuellesbrueckenhofmuseum.de
Abbildung 1.2: Vermessung von Pflanzenwachstum aus der Differenz der Pflanzenhöhen zweier Messepochen. Links:
Orthophoto eines Feldes mit verschiedenen Getreidesorten in einzelnen Plots. Rechts: Differenz der Pflanzenhöhen
aus Daten, die auf Basis von zwei UAV-Flügen innerhalb von zwei Wochen aufgenommen wurden.
6 1. Einleitung
Schonung der Umwelt [Korduan et al., 2004]. Während einer Wachstumsperiode werden dazu bspw. die
Wachstumsraten auf einem Feld detektiert, um mit geeigneten Mitteln, wie z.B. Dünger oder Herbiziden
auf die Heterogenität eines Feldes zu reagieren [Reyns et al., 2002].
Aufgrund der Entwicklungen im Bereich der UAV-Technologien werden mittlerweile auch UAVs in der Präzi-
sionslandwirtschaft eingesetzt. Bspw. in Agüera et al. [2011] wird zur Phänotypisierung der Stickstoffgehalt
von Pflanzen unter Nutzung eines UAVs als Trägerplattform bestimmt. Dass auch die Wachstumsraten der
Pflanzen auf einem Feld unter Verwendung von UAVs vermessen werden können, wird in Bendig et al. [2014]
gezeigt, wobei die Datenerfassung dabei mittels einer auf dem UAV montierten Kamera erfolgt.
Wachstumsraten von Pflanzen ergeben sich aus gemessenen Pflanzenhöhen zu verschiedenen Zeitpunkten.
In Abb. 1.2 ist ein solches Ergebnis für ein Feld in Bonn beispielhaft dargestellt [Eling et al., 2015c].
Damit die jeweiligen Pflanzenhöhen miteinander verglichen werden können, müssen die Daten der einzelnen
Messepochen georeferenziert werden. In Bendig et al. [2014] wurden dazu vermarkte Bodenpunkte (GCPs)
verwendet, deren Koordinaten mit Hilfe von GPS-Empfängern (Global Positioning System (GPS)) einge-
messen wurden (indirekte Georeferenzierung). In diesem Beitrag wird aber auch darauf hingewiesen, dass
das Verfahren zur Vermessung von Pflanzenwachstumsraten verbessert würde, wenn eine cm-genaue direkte
Georeferenzierung auf dem UAV zur Verfügung stände, so dass auf die Verwendung von GCPs verzichtet
werden könnte [Bendig et al., 2014].
Vorteile, die sich aus der direkten Georeferenzierung eines UAVs ergeben, sind nicht nur die erhöhte
Effizienz durch eine Verringerung des Messaufwandes, sondern auch die Steigerung der Genauigkeit und
Zuverlässigkeit der Ergebnisse, die aus einer verbesserten Selbstkalibrierung der verwendeten Kamera und
einer verbesserten Konfiguration in der Bildauswertung folgen. Eine Vollautomatisierung der Vermessung
von Pflanzen mit UAVs, die insbesondere für große Landwirtschaftsbetriebe mit großen Anbauflächen
anzustreben ist, kann nur unter Verwendung einer direkten Georeferenzierung realisiert werden.
Eine Herausforderung für die Anwendung von UAVs in der Präzisionslandwirtschaft besteht demnach, wie
auch in der Ingenieurgeodäsie, in der Realisierung einer cm-genauen direkten Georeferenzierung von Daten,
die während eines Fluges von einer UAV-Plattform aus aufgenommen werden.
Neben der Vermessung von Wachstumsraten bei Nutzpflanzen ist auch das geodätische Monitoring von
Deformationen, bei dem geometrische Veränderungen an der Erdoberfläche oder an Bauwerken zu detektieren
sind, ein sinnvolles Anwendungsgebiet für UAVs [Baiocchi et al., 2013]. Manche Bereiche, in denen mit
Deformationen zu rechnen ist, sind für Menschen nicht zugänglich, wie z.B. Bereiche in denen Felsstürze
zu erwarten sind. Dort können für die Vermessung von Veränderungen also weder bemannte Messtrupps
eingesetzt, noch GCPs angebracht werden. Die Verwendung von direkt georeferenzierten UAVs bietet hierfür
eine passende Abhilfe. Im Rahmen dieser Arbeit wird unter anderem auch gezeigt, dass direkt georeferenzierte
UAVs dazu geeignet sind, Deformationen mit cm- bis dm-Ausmaß als signifikant zu detektieren [Eling et al.,
2016b].
1.2 Zielsetzung
Die direkte Georeferenzierung eines UAVs umfasst die Bestimmung der Position (z.B. X,Y,Z) und der Ori-
entierung (z.B. Roll-Winkel, Pitch-Winkel und Yaw-Winkel) eines UAVs und/oder der auf einem UAV an-
gebrachten objekterfassenden Sensorik relativ zur Erde, in einem definierten Koordinatensystem und unter
Verwendung eines Multisensorsystems.
In Abhängigkeit der die Georeferenzierung eines UAVs betreffenden Zielsetzungen muss zwischen verschie-
denen UAV-Anwendungen differenziert werden. Nicht für jede UAV-Anwendung, für die eine Georeferenzie-
rung erforderlich ist, wird auch eine Orientierungsbestimmung benötigt. Der Grund dafür ist, dass in vielen
UAV-Anwendungen, wie z.B. im Bereich der Präzisionslandwirtschaft, als objekterfassender Sensor eine Di-
gitalkamera eingesetzt wird. Die Bildauswertung erfolgt dabei dann meist in einer Bündelblockausgleichung
(Aerotriangulation), in der die gegenseitige Orientierung der Einzelbilder aus der Bildinformationen abge-
leitet und der gesamte Bildverbund auf den GPS-Positionen der direkten Georeferenzierung gelagert wird.
Da es sich dabei um keine vollständige direkte Georeferenzierung, sondern lediglich um die Verwendung der
Positionsbestimmung einer direkten Georeferenzierung handelt, wird diese Art der Georeferenzierung auch
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Abbildung 1.3: Darstellung der sich aus den zuvor genannten Beispielen ergebenden Zielsetzungen für diese Arbeit.
als GPS-gestützte Aerotriangulation bezeichnet. Die Auswertung findet dabei meist im Postprocessing statt
(siehe Abb. 1.3).
Für den Fall, dass die Verarbeitung der Daten der objekterfassenden Sensorik, wie bspw. im Projekt Mapping
on Demand, bereits während des Fluges vorgenommen werden soll oder für das UAV ein autonomer oder
automatischer Flug angestrebt wird, muss die Georeferenzierung in Echtzeit auf dem Fluggerät vorliegen.
Die Orientierungsbestimmung ist dabei sowohl für die Navigation des Fluggerätes als auch für die Bildaus-
wertung von Bedeutung, da im Gegensatz zu einer im Postprocessing berechneten Bündeblockausgleichung
zunächst kein vollständiger Bildverbund zur Verfügung steht. Auch für den Fall, dass an Stelle einer Kamera
ein Laserscanner als objekterfassender Sensor auf einem UAV eingesetzt werden soll, wird meist eine genaue
Orientierungsinformation benötigt (siehe z.B. [Gaisecker, 2015]).
In Abb. 1.3 werden die sich aus der Motivation dieser Arbeit ergebenden Zielsetzungen für die jeweilige
Anwendung nochmals zusammengefasst. Sowohl für eine direkte Georeferenzierung als auch für eine GPS-
gestützte Aerotriangulation sind neben den bisher genannten Punkten demnach auch eine zeitliche Syn-
chronisierung und eine räumliche Kalibrierung zwischen der georeferenzierenden und der objekterfassenden
Sensorik von Bedeutung. Die zeitliche Synchronisierung beinhaltet dabei die Berücksichtigung möglicher
Latenzzeiten und eine räumliche Kalibrierung umfasst die Bestimmung von Hebelarmen und Rotationswin-
keln zwischen der georeferenzierenden und der objekterfassenden Sensorik. Diese Arbeit legt den Fokus auf
die Realisierung einer direkten Georeferenzierung, d.h. die Positions- und Orientierungsbestimmung, von
Micro-UAVs. Obwohl die zeitliche Synchronisierung und die räumliche Kalibrierung nicht zu vernachlässigen
sind, werden sie in dieser Arbeit nicht im Detail diskutiert. Für weitere Informationen zu diesen Themen sei
deshalb z.B. auf die Publikationen [Rehak et al., 2014] und [Eling et al., 2015d] verwiesen.
Eine besondere Herausforderung in der Positions- und Orientierungsbestimmung von Micro-UAVs folgt aus
der geringen Nutzlast dieser Systeme. Da neben dem Eigengewicht des UAVs meist lediglich eine maximale
Zuladung von 1.5 kg möglich ist, ohne dass das Gesamtgewicht von 5 kg überschritten wird, muss die Geo-
referenzierungseinheit klein und leicht sein. Insbesondere folgt daraus, dass nicht jeder Sensor für die direkte
Georeferenzierung von Micro-UAVs geeignet ist. Trotzdem sollen in der Positions- und Orientierungsbestim-
mungen möglichst hohe Genauigkeiten erreicht werden.
Üblicherweise basiert eine direkte Georeferenzierung von Fluggeräten auf der Verwendung von Global Naviga-
tion Satellite System (GNSS)-Empfängern und Inertialsensoren [Skaloud, 1999]. Dabei werden die Beobach-
tungen der Inertialsensoren (Drehraten und Beschleunigungen) meist innerhalb des sogenannten Strapdown-
Algorithmus integriert und anschließend mit den Daten der GNSS-Empfänger fusioniert (siehe Kapitel 3.4).
Entsprechend der stochastischen Eigenschaften der Inertialsensoren (Sensoroffsets, Skalierungsabweichun-
gen, etc.) kommt es während der Integration der Drehraten und Beschleunigungen zu einer Drift, die durch
die Sensorfusion mit GNSS begrenzt wird. Bei bemannten Flugzeugen werden meist hochwertige Inertial-
sensoren, wie z.B. faseroptische Kreisel, eingesetzt. Entsprechend ihrer Qualität fällt die Drift dieser Sen-
soren sehr gering aus, so dass auch längere GNSS-Signalunterbrechungen gut überbrückt werden können.
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Aufgrund der Gewichtsrestriktionen ist der Einsatz dieser hochwertigen Inertialsensoren auf UAVs jedoch
nicht möglich. Stattdessen können lediglich Micro Electro Mechanical System (MEMS)-Inertialsensoren mit
deutlich geringerer Genauigkeit verwendet werden, deren Beobachtungen nur für kurze Zeit stabil sind. Da
sich GNSS-Signalunterbrechungen mit MEMS-Inertialsensoren nur für kurze Zeit gut überbrücken lassen,
ist eine hohe Verfügbarkeit an GNSS-Beobachtungen für die direkte Georeferenzierung von Micro-UAVs
entsprechend wichtig. Vor allem in urbanen Lebensräumen, in denen es häufig zu Abschattungen von GNSS-
Signalen kommt, besteht bei der Positions- und Orientierungsbestimmung von Micro-UAVs deshalb eine
Herausforderung im Umgang mit schwierigen GNSS-Bedingungen.
Werden mit GNSS-Empfängern Positionsgenauigkeiten im cm-Bereich angestrebt, ist die Auswertung von
GNSS-Trägerphasenbeobachtungen notwendig. Die volle Genauigkeit der Trägerphasenmessungen ergibt sich
dabei jedoch erst durch die Lösung der Trägerphasenmehrdeutigkeiten [Hofmann-Wellenhof et al., 2008]. Da
es bei kinematischen Anwendungen von GNSS-Empfängern in urbanen Lebensräumen aufgrund von Hin-
dernissen im Signalweg häufig zu Signalunterbrechungen kommt, müssen diese Mehrdeutigkeiten in Mobile-
Mapping-Anwendungen regelmäßig reinitialisiert werden [Takasu & Yasuda, 2008]. Entsprechend der Zeit,
die für das Lösen von Mehrdeutigkeiten benötigt wird, kann jede noch so kurze GNSS-Signalunterbrechung zu
einem langen GNSS-Ausfall in der Sensorfusion führen [Morales & Tsubouchi, 2007]. Dauert die Mehrdeutig-
keitslösung z.B. 30 s, stehen bei einer Fluggeschwindigkeit von 3 m/s nach jeder GNSS-Signalunterbrechung
für einen zurückgelegten Weg von 90 m keine hochgenauen GNSS-Trägerphasenbeobachtungen mit fixier-
ten Mehrdeutigkeiten zur Verfügung. Erfolgt die Fusion der Beobachtungen der GNSS-Empfänger und der
MEMS-Inertialsensoren zudem auf Ebene vorprozessierter GNSS-Positionen, können die hochgenauen Stütz-
informationen der GNSS-Empfänger nur dann verwendet werden, wenn für mindestens vier GNSS-Satelliten
Trägerphasenbeobachtungen mit gelösten Mehrdeutigkeiten vorliegen.
Das übergeordnete Ziel dieser Arbeit ist die Entwicklung eines Multisensorsystems zur direkten Georefe-
renzierung leichter UAVs mit hoher Genauigkeit in Echtzeit. Aufgrund der zuvor beschriebenen Probleme
steht in dieser Arbeit, neben der Systementwicklung selbst, vor allem auch die Entwicklung von Algorithmen
zur hochgenauen Positions- und Orientierungsbestimmung leichter Fluggeräte, unter schwierigen GNSS-
Bedingungen, im Fokus.
Zusammenfassend soll die folgende Fragestellung beantwortet werden:
Ist es möglich, die Position und die Orientierung von kleinen und leichten Fluggeräten mit
hoher Genauigkeit unter ungünstigen GNSS-Bedingungen in Echtzeit zu bestimmen?
Aus dieser Fragestellung lassen sich folgende Zielsetzungen formulieren:
1. Einzelepochen-Mehrdeutigkeitslösung zur Optimierung kinematischer Positions- und Ori-
entierungsbestimmung mit GPS:
Um auch unter schwierigen GNSS-Bedingungen eine hohe Verfügbarkeit der GPS-Trägerphasen-
beobachtungen zu gewährleisten, ist ein wesentliches Ziel dieser Arbeit die Entwicklung von Algo-
rithmen zur schnellen Mehrdeutigkeitslösung (möglichst innerhalb der ersten Messepoche nach einer
Signalunterbrechung) für die Positions- und Orientierungsbestimmung mit GPS.
2. Sensorfusion zur hochgenauen Positions- und Orientierungsbestimmung eines mobilen
Objektes unter schwierigen GNSS-Bedingungen:
Unter Verwendung der auf einem Micro-UAV verfügbaren Sensoren, sollen durch geeignete Algorith-
men zur Sensorfusion hohe Genauigkeiten in der Positions- und Orientierungsbestimmung in Echtzeit
erreicht werden. Mit hohen Genauigkeiten (Root Mean Square Error (RMS)) sind dabei Positionsge-
nauigkeiten von < 5 cm und Orientierungsgenauigkeiten von < 0.5 deg gemeint.
Die Sensorfusion soll dabei nicht nur redundante Information aus verschiedenen Sensoren möglichst
gut kombinieren, sondern auch die Möglichkeit bieten mit schwierigen GNSS-Bedingungen umgehen
zu können. Dazu wird unter anderem eine Sensorfusion auf Ebene von GNSS-Rohdaten angestrebt.
Zum einen erlaubt diese auch dann eine Stützung durch GNSS-Beobachtungen, wenn weniger als
vier Satelliten zur Verfügung stehen und zum anderen steigert sie die Zuverlässigkeit der GNSS-
Auswertung. Voraussetzung für die Sensorfusion auf GNSS-Rohdatenebene ist die Entwicklung eigener
GNSS-Auswertealgorithmen, da bisherige Standard-Softwarepakete dieses nicht ermöglichen.
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3. Entwicklung und Evaluierung eines Systems zur direkten Georeferenzierung von Micro-
UAVs in Echtzeit
Die entsprechend der zuvor genannten Zielsetzungen entwickelten Algorithmen sollen auf einem Multi-
sensorsystem zur direkten Georeferenzierung leichter UAVs zum Einsatz kommen. Damit das Multisen-
sorsystem auf Micro-UAVs anwendbar ist, muss es klein und leicht sein. Als Ziel für das Systemdesign
wird hier eine Gewichtsobergrenze von 500 g für die komplette georeferenzierende Sensorik angestrebt,
so dass je nach Plattform etwa 1 kg Nutzlast für die Auswahl der objekterfassenden Sensoren, wie
Kameras oder Laserscanner, übrig bleibt. Die Ausmaße des Systems sollen in etwa 15 cm × 15 cm ×
5 cm nicht überschreiten, da es sonst schwierig wird, es auf einem Micro-UAV anzubringen.
Da das System sowohl zur Georeferenzierung objekterfassender Sensorik gedacht ist, deren Beobachtun-
gen je nach Anwendung bereits während des Fluges auszuwerten sind, gleichzeitig aber auch Navigati-
onsparameter für die Steuerung und Navigation des Fluggerätes liefern soll, muss die Georeferenzierung
in Echtzeit mit einer Rate von mindestens 100 Hz auf dem Fluggerät zu Verfügung stehen.
Die Genauigkeit des entwickelten Systems soll in dieser Arbeit unter geeigneten Testszenarien evaluiert
werden.
1.3 Aufbau der Arbeit
Bei der vorliegenden Dissertation handelt es sich um eine kumulative Arbeit, die auf 9 Publikationen2 beruht.
Diese Publikationen beschreiben (a) Verfahren zur Orientierungsbestimmung mobiler Objekte mit GNSS und
Inertialsensoren, inklusive der schnellen Mehrdeutigkeitslösung bei kurzen GNSS-Basislinien, (b) Verfahren
zur zuverlässigen Positionsbestimmung mobiler Objekte unter Nutzung von GNSS und Inertialsensoren wäh-
rend schwieriger GNSS-Bedingungen und (c) die Entwicklung und Evaluierung eines Systems zur direkten
Georeferenzierung leichter UAVs.
Der Aufbau dieser Arbeit ist wie folgt:
• Kapitel 2 „Wissenschaftlicher Kontext“ beschreibt die Hintergründe dieser Arbeit und vertieft damit
auch nochmal die Motivation. Des Weiteren erfolgt hier eine Abgrenzung gegenüber anderen wissen-
schaftlichen Arbeiten.
• In Kapitel 3 „Grundlagen zur Positions- und Orientierungsbestimmung mobiler Objekte“ werden
Grundlagen zur Sensorik, der Auswertung von GNSS-Trägerphasen, der Kalman-Filterung und deren
Anwendung zur Sensorfusion erläutert.
• In Kapitel 4 folgt eine „Zusammenfassung der relevanten Veröffentlichungen“. Damit wird hier ein
Überblick über die wesentlichen Inhalte dieser Dissertation gegeben.
• In Kapitel 5 „Tightly-coupled GPS/MEMS-IMU-Integration“ erfolgt eine im Vergleich zu den Zusam-
menfassungen der einzelnen Veröffentlichungen etwas ausführlichere Beschreibung der in dieser Arbeit
entwickelten Algorithmen zur eng-gekoppelten GPS/MEMS-IMU-Integration. Der Grund für die aus-
führlichere Beschreibung dieser Algorithmen ist, dass diese zum Zeitpunkt der Abgabe dieser Arbeit
bisher nicht veröffentlicht wurden.
• In Kapitel 6 „Herausstellung der wichtigsten Aspekte“ werden die hier wesentlichen Erkenntnisse her-
vorgehoben und zusammengefasst.
• Kapitel 7 „Weiterführende Überlegungen“ gibt einen Ausblick auf weitere, im Zusammenhang mit dieser
Arbeit stehende und mögliche Untersuchungen.
• In Kapitel 8 wird ein abschließendes Fazit gezogen.
2Davon sind sieben Publikationen begutachtet und zwei Publikationen unbegutachtet.
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2. Wissenschaftlicher Kontext
Das Problem der direkten Georeferenzierung, d.h. der Positions- und Orientierungsbestimmung mobiler
Objekte unter Verwendung von onboard Sensorik, ist im Grunde ein altbekanntes. Zum Beispiel werden im
Rahmen der Luftbildphotogrammetrie mit bemannten Flugzeugen oder Helikoptern GPS-Empfänger und In-
ertialsensoren (Beschleunigungssensoren/Akzelerometer und Drehratensensoren/Gyroskope) schon seit Jahr-
zehnten zur Georeferenzierung der aufgenommenen Luftbilder verwendet [Schwarz et al., 1993; Skaloud, 1999;
Cramer, 2001; Heipke et al., 2002]. Gleiches gilt für das Airborne Laserscanning [Vosselman & Maas, 2010].
Das Konzept und auch die eingesetzte Sensorik unterscheiden sich dabei kaum von dem, was auch auf boden-
gebundenen Mobile-Mapping-Systemen, wie Autos, Zügen oder Schiffen, angewandt wird [El-Sheimy, 2005],
wobei hier zum Teil weitere plattformabhängige Sensoren, wie z.B. Odometer, zum Einsatz kommen können.
Nichtsdestotrotz sind sowohl die aus den Airborne-Anwendungen als auch die aus den bodengebundenen
Mobile-Mapping-Anwendungen bekannten Systeme für die direkte Georeferenzierung von Micro-UAVs nicht
geeignet. Gründe dafür ergeben sich speziell aus Gewichts-, Platz- und Stromversorgungslimitationen, die ins-
besondere auf Micro-UAVs zu erheblichen Restriktionen bezüglich der einsetzbaren Hardware führen. Dies
betrifft vor allem die Auswahl der inertialen Messeinheit (Inertial Measurement Unit (IMU)), die sowohl
für die Positions- als auch die Orientierungsbestimmung von UAVs von enormer Bedeutung ist. Während
in bemannten Flugzeugen, Helikoptern, Autos, Zügen oder Schiffen hochwertige Inertialsensoren, wie z.B.
Faseroptische- oder Ring-Laser-Kreisel verwendet werden, die eine hohe Stabilität und auch eine hohe Ge-
nauigkeit aufweisen (siehe Abschnitt 3.1.1), können auf UAVs ausschließlich kleine und leichte, auf MEMS-
Technologien basierende Inertialsensoren zum Einsatz kommen, die aufgrund temperatur- und zeitabhängiger
Abweichungen nur für kurze Zeit stabil bleiben [El-Sheimy & Niu, 2007].
Mit dem Ziel, die temperatur- und zeitabhängigen Abweichungen der MEMS-Inertialsensoren während eines
Fluges adaptiv zu schätzen und die Drift der MEMS-Inertialsensoren zu begrenzen, basiert die Flugplanung,
Navigation und Steuerung von UAVs meist auf einer Kombination von MEMS-Inertialsensoren mit weite-
ren Sensoren, wie z.B. Magnetfeldsensoren oder einem L1-C/A-Code GPS-Empfänger [Yoo & Ahn, 2003;
Kingston & Beard, 2004; Wendel et al., 2006; Merz & Kendoul, 2011; Xiang & Tian, 2011]. Mit einer sol-
chen Sensorkombination sind je nach äußeren Bedingungen auf einem UAV jedoch lediglich Genauigkeiten
von 0.5-10 deg in der Orientierung und 1-20 m in der Position erreichbar. Bspw. in Yoo & Ahn [2003] wer-
den unter Verwendung eines L1-C/A-Code GPS-Empfängers, eines 3-Achs Akzelerometers und eines 1-Achs
Gyroskops Genauigkeiten von 5 m und 10-15 deg für die Positions- und Orientierungsbestimmung eines
UAVs erreicht. In [Merz & Kendoul, 2011] wird für den verwendeten L1-C/A-Code GPS-Empfänger eine
Genauigkeit von 2.5 m und das MEMS-basierte System zur Orientierungsbestimmung eine Genauigkeit von
2 deg angegeben. Wie im Abschnitt 1.2 bereits erläutert wurde, sind diese Genauigkeiten für eine direkte
Georeferenzierung oder eine GPS-gestützte Aerotriangulation in geodätischen Anwendungen meist nicht aus-
reichend. An diesem Punkt setzt diese Arbeit an, in der das übergeordnete Ziel verfolgt wird, ein System zu
entwickeln, dass sowohl für die Positions- als auch die Orientierungsbestimmung eines Micro-UAVs deutlich
höhere Genauigkeiten (<5 cm in der Position und <0.5 deg in der Orientierung) bietet.
Erste Ansätze, bei denen cm-Genauigkeiten für die Positionsbestimmung eines UAVs angestrebt wurden, sind
in Bláha et al. [2011], Rieke et al. [2011], Stempfhuber & Buchholz [2011], Bäumker et al. [2013] und Re-
hak et al. [2014] zu finden. Dabei werden GPS-Trägerphasenbeobachtungen entweder auf dem UAV geloggt,
um diese im Postprocessing auszuwerten, oder sie werden an eine Bodenstation gesendet, um dort während
des Fluges eine relative Positionsbestimmung mit Trägerphasen zu berechnen. In keinem dieser Ansätze
wird jedoch eine Real Time Kinematic (RTK)-GPS-Auswertung in Echtzeit auf dem Fluggerät berechnet.
Des Weiteren wird die Orientierungsbestimmung in Bláha et al. [2011], Rieke et al. [2011], Stempfhuber &
Buchholz [2011] sowie Bäumker et al. [2013] komplett vernachlässigt. Grund dafür ist, dass in diesen Veröf-
fentlichungen eine Kamera als objekterfassender Sensor eingesetzt wird und die Georeferenzierung hier, wie
im Beispiel „Präzisionslandwirtschaft“ in Kapitel 1.1, im Postprocessing über eine GPS-gestützte Aerotrian-
gulation erfolgen soll.
Eine zusätzliche Kenntnis über eine genaue Orientierungsinformation (< 0.5 deg) ist jedoch nicht vernach-
lässigbar, wenn ein Laserscanner als objekterfassender Sensor eingesetzt wird [Wallace et al., 2011], die
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Bildaufnahme nicht in Form eines Blocks, sondern in Form eines Streifens (Corridor Mapping) erfolgen soll
[Rehak & Skaloud, 2015], wenn wie im Projekt Mapping on Demand die Bildverarbeitung bereits während
des Fluges gerechnet werden muss [Klingbeil et al., 2014b; Schneider et al., 2013] oder eine genaue Orientie-
rungsinformation für die Navigation erforderlich ist [Nieuwenhuisen et al., 2014].
Die Herausforderung bei der Bestimmung einer hochgenauen Orientierung eines UAVs ergibt sich erneut
aus der Problematik, dass lediglich MEMS-Inertialsensoren auf einem UAV eingesetzt werden können. Ohne
regelmäßige Stützinformation durch weitere Sensoren, würden die mit einer MEMS-IMU bestimmten Orien-
tierungen schon nach kurzer Zeit zu erheblichen Abweichungen führen. Dies gilt vor allem für den Kurswinkel
(Yaw-Winkel). Während die Abweichungen der beiden Neigungswinkel (Roll- und Nickwinkel) über den von
der IMU gemessenen Gravitationsvektor begrenzt werden [Wendel et al., 2006], bleiben die Abweichungen
des Kurswinkels unbegrenzt, wenn keine Annahmen über das Bewegungsmodell getroffen werden und ledig-
lich MEMS-IMU-Beobachtungen zur Verfügung stehen.
Eine Variante zur Stützung der Kurswinkelbestimmung eines Micro-UAVs basiert auf der Integration der
MEMS-IMU mit Positionsinformationen, in Bereichen, in denen das UAV horizontal beschleunigt wird [Yoo
& Ahn, 2003; Kingston & Beard, 2004; Wendel et al., 2006]. Da horizontale Beschleunigungen jedoch nicht
immer vorliegen und rotorbetriebene UAVs auf der Stelle fliegen können, ist diese Verknüpfung für die Rea-
lisierung hoher Genauigkeiten in allen Situationen eines UAV-Fluges nicht ausreichend.
Eine weitere Möglichkeit ergibt sich aus der Einbindung von Magnetfeldsensoren [Gebre-Egziabher & Elkaim,
2008; Wendel et al., 2006]. Die Beobachtungen dieser Sensoren werden auf rotorbetriebenen UAVs jedoch
durch zeitlich konstante und zeitlich variable Effekte gestört. Während die konstanten Einflüsse durch ge-
eignete Verfahren zur Kalibrierung [Caruso, 2000; Klingbeil et al., 2014a] gut kompensiert werden können,
verhindern nicht-konstante Einflüsse, die z.B. aufgrund der elektrischen Ströme der Motoren auftreten, eine
hohe Genauigkeit und eine hohe Zuverlässigkeit in Magnetfeldbeobachtungen auf UAVs.
Die dritte Variante zur Kurswinkelbestimmung eines UAVs besteht in der Möglichkeit der Verwendung
eines GNSS-Multiantennensystems auf dem Fluggerät. Beispiele, bei denen auf dem UAV angebrachte
GNSS-Basislinien zur Orientierungsbestimmung verwendet werden, sind in Hirokawa et al. [2007], Mö-
nikes et al. [2007] und Falco et al. [2014] zu finden. Insbesondere die geringen Preise und das ge-
ringe Gewicht von Einfrequenz-GNSS-Empfängern und -Antennen machen diese Option sehr attraktiv.
Nichtsdestotrotz müssen für eine Orientierungsbestimmung mit GNSS, genau wie auch eine RTK-GNSS-
Positionsbestimmmung, Trägerphasen beobachtet und Trägerphasenmehrdeutigkeiten gelöst werden [Teu-
nissen & Verhagen, 2009]. Eine schnelle Mehrdeutigkeitslösung ist jedoch besonders dann schwierig, wenn
nur GNSS-Einfrequenzbeobachtungen zur Verfügung stehen [Odijk et al., 2007].
Wie bereits im Abschnitt 1.1 erläutert wurde, stellt die Mehrdeutigkeitslösung für Mobile-Mapping-
Anwendungen in urbanen Lebensräumen insbesondere unter schwierigen GNSS-Bedingungen ohnehin ei-
ne Herausforderung dar. In dieser Arbeit sollen für die Realisierung hoher Genauigkeiten sowohl für die
Positions- als auch die Orientierungsbestimmung GNSS-Trägerphasenbeobachtungen genutzt werden. Die
Mehrdeutigkeitslösung soll dabei jeweils möglichst schnell erfolgen (idealerweise innerhalb einer Messepo-
che). Dazu werden sowohl ausschließlich auf GNSS-Beobachtungen basierende als auch auf einer Fusion von
GNSS-Beobachtungen mit weiteren Sensoren (z.B. MEMS-Inertialsensoren und Magnetfeldsensoren) basie-
rende Verfahren vorgestellt und untersucht. Eine Einordnung der im Rahmen dieser Arbeit entwickelten
Methoden zur Mehrdeutigkeitslösung in den wissenschaftlichen Kontext ist im Abschnitt 3.1.2 zu finden.
Sowohl für die Verbesserung der GNSS-Mehrdeutigkeitslösung als auch für die Realisierung hoher Genau-
igkeiten spielt die Sensorfusion hier eine wichtige Rolle. In der Literatur wird die Fusion von GNSS mit
weiteren Sensoren, wie z.B. die GNSS/IMU-Integration, meist in einem Kalman-Filter realisiert [Jekeli,
2001; Titterton & Weston, 2004; Wendel, 2007; Groves, 2008]. Dabei muss zwischen einer loosely-coupled1,
einer tightly-coupled oder einer ultra-tightly-coupled (deep) Integration unterschieden werden [Wendel, 2007;
Groves, 2008; Steinhardt, 2014]. Mit zunehmender Tiefe der Integration wird entsprechend Einfluss auf die
Vorverarbeitung der Daten genommen. Damit steigt zwar auch die Komplexität der Algorithmen, für eine
Echtzeitprozessierung ist dies jedoch meist noch verträglich [Steinhardt, 2014]. Im Falle der Verwendung von
GNSS-Empfängern bedeuten die unterschiedlichen Strategien der Integration, dass in einem loosely-coupled
1In dieser Arbeit werden oft englische Begriffe an statt deutscher Übersetzungen verwendet, da sich die englischen Bezeich-
nungen auch im deutschsprachigen Raum im wissenschaftlichen Sprachgebrauch durchgesetzt haben.
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System fertig prozessierte GNSS-Ergebnisse (Positionen oder Geschwindigkeiten) als Messgrößen im Integra-
tionsfilter eingebunden werden (z.B. Ramm [2008] oder Böhringer [2008]), während bei einem tightly-coupled
System die Integration auf GNSS-Rohdatenebene (Pseudoranges und Trägerphasen) erfolgt [Petovello et al.,
2004]. Bei einem ultra-tightly coupled System werden zusätzlich die Tracking-Loops des GNSS-Empfängers
beeinflusst [Li et al., 2010; Hwang et al., 2011].
Dass die GNSS/INS-Integration auf Rohdatenebene vor allem unter schwierigen GNSS-Bedingungen Vor-
teile mit sich bringt, ist bereits seit den neunziger Jahren bekannt (siehe [Lewantowicz & Keen, 1991]).
Bspw. in Takasu & Yasuda [2008] werden Inertialsensoren in einer tightly-coupled Integration genutzt, um
Phasensprünge (Cycle-Slips) in einzelnen GNSS-Beobachtungen zu detektieren und zu reparieren. In George
& Sukkarieh [2005] wird zudem gezeigt, dass mittels einer tightly-coupled Integration die Beobachtungen
einzelner Satelliten auch dann noch zur Positionsbestimmung eines UAVs beitragen können, wenn weniger
als vier Satelliten sichtbar sind. In George & Sukkarieh [2005] werden dazu jedoch keine Trägerphasen,
sondern ausschließlich Pseudoranges verwendet. In dieser Arbeit werden nun auch Trägerphasenbeobachtun-
gen in einer tightly-coupled GPS/IMU-Integration zur Positions- und Orientierungsbestimmung eines UAVs
genutzt, um auch unter schwierigen GNSS-Bedingungen hohe Genauigkeiten in der Georeferenzierung zu
gewährleisten. Dies ist insbesondere für die Positions- und Orientierungsbestimmung von UAVs von Vorteil,
da es während UAV-Flügen mit vergleichsweise niedrigen Flughöhen durch Bebauung, Bäume etc. häufig zu
schlechten GNSS-Bedingungen kommt.
Zusammenfassend ergeben sich für diese Arbeit die folgenden Anforderungen:
• Verwendung von MEMS-Inertialsensoren aufgrund von Gewichts-, Platz- und Stromversorgungslimita-
tionen auf Micro-UAVs,
• Genauigkeiten von < 5 cm in der Positions- und < 0.5 deg in der Orientierungsbestimmung eines UAVs,
• Berechnung der direkten Georeferenzierung in Echtzeit auf der Trägerplattform,
• Realisierung einer schnellen Lösung der Mehrdeutigkeiten von GPS-Trägerphasenbeobachtungen für
eine Positions- und Orientierungsbestimmung eines UAVs mit GPS und
• Realisierung von Algorithmen zur tightly-coupled GPS/MEMS-IMU-Integration, da bei UAV-
Anwendungen mit schwierigen GNSS-Bedingungen zu rechnen ist.
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3. Grundlagen zur Positions- und
Orientierungsbestimmung mobiler
Objekte
Das Ziel dieser Arbeit besteht in der Positions- und Orientierungsbestimmung leichter UAVs und der Ent-
wicklung der dazu erforderlichen Algorithmen und Hardware. In diesem Kapitel werden nun die für die
Bewältigung dieser Aufgabe nötigen Grundlagen erläutert.
Unter dem Begriff Positionsbestimmung wird die Berechnung der 3D-Position eines Objektes in einem über-
geordneten Koordinatensystem verstanden. Die Orientierungsbestimmung beinhaltet die Berechnung der
3D-Rotation des Plattformkoordinatensystems bezüglich eines sogenannten Navigationskoordinatensystems.
Eine genauere Beschreibung der für diese Arbeit relevanten Koordinatensysteme folgt im Abschnitt 3.2. Im
kommenden Abschnitt werden zunächst die hier verwendeten Sensoren näher erläutert. In den Abschnit-
ten 3.3 und 3.4 wird dann zusätzlich auf die Grundlagen der Sensorfusion eingegangen.
3.1 Sensorik
Für die Positions- und Orientierungsbestimmung mobiler Objekte sind grundsätzlich verschiedenste Sensoren
geeignet. Dazu zählen unter anderem Inertialsensoren, GNSS-Empfänger, Odometer, Stereokamerasysteme,
Barometer und Magnetfeldsensoren. Oftmals werden auch die objekterfassenden Sensoren selbst, wie z.B.
Laserscanner, Kameras oder Radar-Sensoren, eines Mobile-Mapping-Systems in die Positions- und Orientie-
rungsbestimmung mit eingebunden. Bis auf die Odometer, die bei der Positionsbestimmung bodengebunde-
ner Fahrzeuge eine wichtige Rolle spielen, können entsprechend ihrer Funktionsweise im Grunde alle zuvor
genannten Sensoren auch auf UAVs eingesetzt werden. In den nachfolgenden Abschnitten werden die für
die Positions- und Orientierungsbestimmung leichter Fluggeräte in dieser Arbeit relevanten Sensoren kurz
vorgestellt und diskutiert.
3.1.1 Inertialsensoren
Ein Inertiales Navigationssystem (Inertial Navigation System (INS)) verfügt über Sensorik, Elektronik und
eine Recheneinheit zur Berechnung von Navigationsparametern (Position, Geschwindigkeit, Orientierung).
Sind die Sensoren eines solchen Systems fest mit einer sich bewegenden Trägerplattform verbunden und nicht
von den Rotationen dieser entkoppelt, spricht man von einem Strapdown Navigation System [Titterton &
Weston, 2004]. Der instrumentelle Bereich eines Strapdown Navigation Systems, der auch als Inertiale Mess-
einheit (Inertial Measurement Unit (IMU)) bezeichnet wird, verfügt meist über jeweils drei ein-achsige oder
zwei zwei-achsige Akzelerometer (Acc) und Gyroskope (Gyro). Diese sind in einem rechtwinkligen Sensorko-
ordinatensystem angeordnet. Unter Verwendung einer IMU können dementsprechend die Beschleunigungen
und die Drehraten einer Plattform auf drei Achsen (x,y,z) des Sensorkoordinatensystems bezüglich eines
Inertialkoordinatensystems gemessen werden.
Inertialsensoren existieren in den unterschiedlichsten Genauigkeits-, Preis- und Gewichtsklassen. In der Lite-
ratur werden Sie üblicherweise entsprechend ihrer Genauigkeit klassifiziert. Die Genauigkeit von Inertialsen-
soren lässt sich dabei über Driftraten beschreiben, welche sich wiederum aus dem Bias (konstante Dirftrate)
und der Biasinstabilität ergeben. Die Klassifizierung der Sensoren erfolgt meist unter Betrachtung der kon-
stanten Driftrate, dem Bias (Tabelle 3.1) [El-Sheimy, 2009].
Bis vor wenigen Jahren wurden für die direkte Georeferenzierung von Mobile-Mapping-Systemen ausschließ-
lich navigation-grade oder zumindest tactical-grade IMUs mit Kosten von 10000-100000 e eingesetzt. Unab-
hängig von den Kosten dieser Systeme sind sie für die Anwendung auf Micro-UAVs zu schwer. Bspw. liefert
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Strategic Navigation Tactical Automotive/Consumer
Gyro Bias [deg/h] 0.0005-0.001 0.002-0.015 0.1-10 > 100
Acc Bias [µg] 0.1-5 5-10 200-500 >1000
Tabelle 3.1: Klassifizierung von Inertialsensoren entsprechend ihrer Biase [Schwarz & El-Sheimy, 2007; Shin, 2001;
Groves, 2008; Barbour et al., 1994]
die navigation-grade IMU iTraceRT-300 der Firma Imar zwar eine konstante Driftrate von 0.003 deg/h und
0.025 mg, wiegt unter Verwendung von Ringlaser Gyroskopen (RLG) jedoch auch ungefähr 7.5 kg 1. Deutlich
kleiner und leichter sind MEMS-Sensoren, die seit wenigen Jahren teilweise auch mit tactical-grade Genau-
igkeiten verfügbar sind, wie zum Beispiel die STIM300 IMU von Sensonor 2 oder die ADIS16488A IMU
von Analog Devices 3. Entscheidend für die mit solchen Sensoren erreichbare Genauigkeit in der Positions-
und Orientierungsbestimmung ist vor allem die Biasinstabilität, da der Bias selbst durch Kalibrierungen
bestimmt werden kann.
Die in der Position zu erwartende Abweichung, die sich als Folge einer Abweichung im Bias nach einer gewis-
sen Zeit ergibt, kann nach El-Sheimy & Niu [2007] mit den Gleichungen (3.1)-(3.4) grob abgeschätzt werden.
Für diese Abschätzung gelten die folgenden Annahmen:
• Das System ist stationär, so dass weitere Effekte oder kinematische Abweichungen ignoriert werden
können.
• Zum Zeitpunkt der Abschätzung liegen keine Abweichungen in den geschätzten Navigationsparametern
vor.
• Die Bias-Werte sind für die Zeit der Integration konstant.
Der Einfluss des Akzelerometer-Bias ba auf eine Komponente der geschätzten Position x ist demnach:
∆v =
∫ t
0
ba dτ = ba · t⇒ ∆x =
∫ t
0
∆v dτ =
∫ t
0
ba · τ dτ = 12 · ba · t
2, (3.1)
wobei t jeweils der Zeit entspricht.
Der Einfluss eines Gyro-Bias bω auf eine Komponente der geschätzten Position ergibt sich nach Glei-
chung (3.4). Da angenommen wird, dass das System sich nicht bewegt, hat eine Abweichung im Kurswinkel
keinen Einfluss auf die Schätzung der Position. Als ∆θ werden hier deshalb lediglich die Abweichungen in
den Neigungswinkeln betrachtet. ∆v ist die Abweichung in der Geschwindigkeit und ∆x ist die Abweichung
in der Position.
∆θ =
∫ t
0
bω dτ = bω · t (3.2)
∆v =
∫ t
0
(g ·∆θ) dτ =
∫ t
0
(g · bω · τ) dτ = 12 · g · bω · t
2 (3.3)
∆x =
∫ t
0
∆v dτ =
∫ t
0
(
1
2 · g · bω · τ
2
)
dτ = 16 · g · bω · t
3, (3.4)
Während der Akzelerometer-Bias sich nach zweifacher Integration quadratisch mit der Zeit auf die Position
auswirkt, ist der Einfluss des Gyro-Bias kubisch mit der Zeit. Demnach ist der für die Abweichungen in der
Position dominierende Anteil der Bias der Gyroskope. Bei einem unkorrigierten Gyro-Bias von 0.01 deg/s,
der aufgrund der Biasinstabilität bei MEMS-Inertialsensoren nicht unüblich ist, und einer Integrationszeit
von 30 s, driftet die Position entsprechend der sehr vereinfachten und optimistischen Abschätzung um 7.7 m
in einer Komponente. Die 2D Positionsabweichung ergibt sich dann zu
√
2 · 7.7 m = 10.9 m [El-Sheimy &
Niu, 2007]. Zusätzliche Effekte, wie ein schlechtes Alignment, Nichtlinearitäten in den Skalierungsfaktoren,
Sensorrauschen und Temperaturabhängigkeiten im Bias, führen zu weiteren Abweichungen. Zum Beispiel
wird in Woodman [2007] gezeigt, dass die Abweichungen in der Position bei einem statischen Test unter
1http://www.imar-navigation.de/downloads/TraceRT-R300-Q_en.pdf, Zugriff: Mai 2016
2http://www.sensonor.com/media/99614/ts1524.r20%20datasheet%20stim300.pdf, Zugriff: Mai 2016
3http://www.analog.com/media/en/technical-documentation/data-sheets/ADIS16488A.pdf, Zugriff: Mai 2016
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alleiniger Verwendung einer MEMS-IMU der Firma XSens nach 60 s auf über 300 m ansteigen. Demnach
ist die alleinige Verwendung von auf MEMS-Technologien basierenden Inertialsensoren ohne eine stützende
Information von zusätzlichen Sensoren zumindest für die Position nur für sehr kurze Zeit möglich [Wendel
et al., 2006].
Um die Drift von MEMS-Inertialsensoren zu begrenzen, werden diese zur Positions- und Orientierungsbe-
stimmung mobiler Objekte üblicherweise in Kombination mit weiteren Sensoren, die eine absolute Mess-
größe liefern, in einem Multi-Sensor-System eingesetzt. Bei Outdoor-Anwendungen kommen dazu vor al-
lem GNSS-Empfänger in Frage (3.1.2). Ansätze zur Integration von MEMS-Inertialsensoren mit GNSS-
Beobachtungen zur Positions- und Orientierungsbestimmung von UAVs sind zum Beispiel in Yoo & Ahn
[2003], Kingston & Beard [2004] und Wendel et al. [2006] zu finden. Durch die Kombination mit GPS-
Positionen, -Geschwindigkeiten oder -Orientierungen als Messgrößen in einer loosely-coupled Integration
[Eling et al., 2015b] oder unter direkter Integration von GPS-Rohdaten in einem tightly-coupled Ansatz
(siehe Kapitel 5) besteht die Möglichkeit, die zeitlich variablen Gyro- und Akzelerometer-Abweichungen
mitzuschätzen. Schwierigkeiten treten bei GNSS/MEMS-IMU-Kombinationen jedoch dann auf, wenn die
GNSS-Beobachtungen aufgrund von Abschattungen durch Gebäude oder Vegetation vorübergehend nicht
zur Verfügung stehen. Vor allem bei Mapping-Anwendungen, bei denen Gebäude vermessen werden sol-
len, treten diese Fälle regelmäßig auf. Empirische Tests, bei denen die oben genannten MEMS-IMUs von
Sensonor und Analog Devices eingesetzt wurden, haben gezeigt, dass bei GNSS-Signalunterbrechungen von
30 Sekunden, je nach Güte der vorherigen Schätzung, mit Abweichungen von 10-100 m in den einzelnen
Komponenten der Position zu rechnen ist [Mohamed et al., 2015] (siehe auch Abschnitt 6.2.1). Dies macht
deutlich, wie wichtig bei einer GNSS/MEMS-IMU-Sensorfusion eine regelmäßige Verfügbarkeit und eine
schnelle Wiederbeschaffung der GNSS-Signale ist.
3.1.2 GNSS
Derzeit sind in Europa vier GNSS (Global Navigation Satellite Systems) verfügbar. Dazu gehören das ame-
rikanische GPS (Global Positioning System), das russische GLONASS (Globalnaja nawigazionnaja sputni-
kowaja sistema) sowie neuerdings auch das europäische Galileo und das chinesische BeiDou. In dieser Arbeit
spielt insbesondere die Positions- und Orientierungsbestimmung mit GPS eine wichtige Rolle. Deshalb wird
in den nächsten Abschnitten etwas detaillierter auf die GPS-Beobachtungsgrößen, die Positions- und die
Orientierungsbestimmung mit GPS und die GPS-Mehrdeutigkeitslösung eingegangen.
GPS-Beobachtungsgrößen
Die wesentlichen Beobachtungsgrößen des GPS sind Trägerphasen, Codesignale, Doppler-Messungen sowie
die Zeit [Misra & Enge, 2001]. Für die Positions- und Orientierungsbestimmung werden in dieser Arbeit
Trägerphasen- und Codebeobachtungen auf der L1- und der L2-Frequenz des GPS verwendet. Die Zeitmes-
sung wird zur Zeit-Synchronisation der Recheneinheit mit den verwendeten Sensoren des Georeferenzierungs-
systems eingesetzt.
Da der sogenannte User Range Error der Codebeobachtungen mit 1-10 m deutlich schlechter als die
Genauigkeit der Trägerphasenbeobachtungen ist, die je nach Bedingungen meist im sub-mm bis mm-
Bereich liegt [Hofmann-Wellenhof et al., 2008], stützen sich sowohl die GNSS-Positions- als auch die GNSS-
Orientierungsbestimmung hier hauptsächlich auf die Trägerphasen. Die Beobachtungsgleichung einer Trä-
gerphasenbeobachtung φ(t) zum Zeitpunkt t lässt sich nach Misra & Enge [2001] wie folgt darstellen:
φ(t) = 1
λ
[r(t) + Iφ(t) + T ( t)] +
c
λ
(δtu(t)− δts(t)) +N + φ(t). (3.5)
Darin ist λ die Wellenlänge des jeweiligen Signals, r ist die geometrische Distanz, Iφ und T sind die io-
nosphärische und die troposphärische Refraktion und δtu und δts sind die Empfängeruhren- sowie die Sa-
tellitenuhrenabweichung. Die Konstante c beschreibt die Lichtgeschwindigkeit, N ist der zeitunabhängige
Mehrdeutigkeitsparameter und φ enthält das Messrauschen sowie die sonstigen Abweichungen.
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Abbildung 3.1: Veranschaulichung der RTK-GPS-Positionsbestimmung und der GPS-Orientierungsbestimmung
(Attitude) eines UAVs.
Durch die Bildung von Differenzen der Beobachtungen an zwei GNSS-Stationen (A und B) besteht die Mög-
lichkeit der Reduktion oder Elimination zahlreicher systematischer Abweichungen der GNSS-Beobachtungen
[Hofmann-Wellenhof et al., 2008]. Ist die Distanz zwischen den Antennen der beiden GPS-Stationen kurz,
werden durch Differenzbildung die Einflüsse aus der Atmosphäre sowie die Satellitenuhrenabweichung soweit
reduziert, dass sie im weiteren vernachlässigt werden können [Misra & Enge, 2001]. Neben diesen beiden
Größen wird durch die Einfachdifferenzbildung auch die Satellitenbahnabweichung reduziert. Die Beobach-
tungsgleichung einer solchen Einfachdifferenz ist in Gleichung (3.7) beschrieben.
φ
(k)
AB(t) = φ
(k)
A (t)− φ(k)B (t) (3.6)
= 1
λ
r(k)(t) + c
λ
δtu(t) +N (k)AB + 
(k)
φ,AB(t). (3.7)
Darin dient der hochgestellte Index k der Unterscheidung verschiedener Satelliten. Die tiefgestellten Symbole
A und B bezeichnen die beiden GPS-Stationen. Hier ist anzumerken, dass die tatsächliche Größenordnung
der Reduktion der Atmosphärenabweichungen durch die Einfachdifferenzbildung sowohl von der Distanz
zwischen den beiden GPS-Stationen als auch von den aktuell und lokal vorliegenden Atmosphäreneinflüssen
abhängt.
Werden nun die Einfachdifferenzen zweier Satelliten (k und l) ebenfalls voneinander subtrahiert, können
zusätzlich zu den Atmosphären- und Satellitenabweichungen auch Einflüsse der GPS-Stationen (wie z.B.
Antennenabweichungen) reduziert werden. Die Empfängeruhrenabweichungen lassen sich auf diese Weise
sogar vollständig eliminieren. Die Beobachtungsgleichung einer solchen sogenannten Doppeldifferenz wird in
Gleichung (3.10) beschrieben.
φ
(kl)
AB (t) =
(
φ
(k)
A (t)− φ(k)B (t)
)
−
(
φ
(l)
A (t)− φ(l)B (t)
)
(3.8)
= φ(k)AB(t)− φ(l)AB(t) (3.9)
= 1
λ
r
(kl)
AB (t) +N
(kl)
AB + 
(kl)
φ,AB(t). (3.10)
Positions- und Orientierungsbestimmung mit GPS
Die GPS-Auswertung unter Verwendung von Doppeldifferenzen basiert auf einem relativen Verfahren. Dies
bedeutet, dass nicht die Absolutposition einer Antenne, sondern der Vektor zwischen zwei beteiligten GPS-
Stationen, die sogenannte Basislinie, ausgewertet wird.
Im Falle der kinematischen Positionsbestimmung wird bei den Stationen zwischen einer stationären Refe-
renzstation (Master) und einem sich auf der bewegenden Plattform befindenden Rover unterschieden (siehe
Abb 3.1). Die absolute Position des Rovers ergibt sich unter Kenntnis der Position des Masters und der
zum jeweiligen Zeitpunkt geschätzten Basislinie zwischen Rover und Master. Wird die Position in Echt-
zeit ermittelt, wird das Verfahren RTK-GPS genannt. Die Beobachtungen sowie auch die bekannte Position
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der Master Station müssen bei diesem Verfahren an den Rover übertragen werden, so dass dort Doppel-
differenzen gebildet und die Position des Rovers in Echtzeit ausgewertet werden können. Die Realisierung
dieser Übertragung kann z.B. über eine Funkverbindung erfolgen. Da es bei der Übertragung der Daten zu
Ausfällen kommen kann, müssen die RTK-GPS-Algorithmen in der Lage sein, mit lückenhaften Daten der
Referenzstation umgehen zu können (siehe Kapitel 6.3 oder [Eling et al., 2014f]).
Eine Orientierungsbestimmung mit GNSS kann mittels verschiedener Verfahren realisiert werden: (i) aus
einer Abfolge von RTK-GPS-Positionen [Li et al., 2012], (ii) aus GPS-Geschwindigkeiten [Lai & Jan, 2011]
oder (iii) mittels eines Multiantennensystems auf der Trägerplattform [Cohen, 1996].
Da rotorbetriebene UAVs sich im Gegensatz zu Autos oder Zügen nicht nur entlang einer Achse des körper-
festen Koordinatensystems bewegen, sondern auch seitwärts fliegen und sogar auf der Stelle drehen können,
sind die Verfahren (i) oder (ii) hier nicht geeignet.
Die Orientierungsbestimmung mit einem GPS-Multiantennensystem (iii) erfolgt über mindestens zwei GPS-
Antennen auf der bewegten Plattform (siehe Abb 3.1). Entsprechend der Ausmaße der Plattform sind die
Basislinien zwischen den Antennen dabei deutlich kürzer als bei einer RTK-GPS-Positionsbestimmung. Bspw.
wurden zur Orientierungsbestimmung eines Autos in Eling et al. [2013b] zwei Basislinien mit Längen von
2.5 m und 1.3 m eingesetzt. Je nach Ausrichtung der Basislinien auf der Plattform eignen Sie sich für die
Bestimmung des Yaw-, Pitch- und Rollwinkels (eine Definition dieser Winkel folgt in Abschnitt 3.2.2). Ein
Unterschied zwischen den Verfahren zur Positions- und Orientierungsbestimmung mit GPS ist, dass die Ba-
sislinienlänge bei der Orientierungsbestimmung konstant bleibt [Cohen, 1996; Caporali et al., 2003]. Diese
Information kann in der Auswertung genutzt werden, um die Bestimmung der Trägerphasenmehrdeutigkeiten
und die Zuverlässigkeit der Schätzung zu verbessern (siehe Kapitel 6.1.1 oder [Eling et al., 2013b]).
Mehrdeutigkeitslösung
Da GNSS-Empfänger ausschließlich Phasendifferenzen zu einem Referenzsignal messen, sind Trägerphasenbe-
obachtungen mehrdeutig (siehe Gleichung (3.10)). Sowohl für die GNSS-Positionsbestimmung als auch für die
GNSS-Orientierungsbestimmung mit einemMultiantennensystem ist die Lösung der GNSS-Mehrdeutigkeiten
der Schlüssel zu einer schnellen hoch-präzisen GNSS-Parameterschätzung [Teunissen & Verhagen, 2009].
Nur wenn die Mehrdeutigkeiten N (kl)AB der verfügbaren Doppeldifferenz-Trägerphasenbeobachtungen auf ih-
ren korrekten ganzzahligen Wert fixiert werden können, besteht die Möglichkeit der schnellen Schätzung der
Basislinienparameter mit Genauigkeiten im mm-Bereich oder besser. Besonders bei kinematischen Anwen-
dungen spielt die Schnelligkeit der Fixierung der Mehrdeutigkeiten eine wichtige Rolle. Der Grund dafür ist,
dass die Trägerplattform bei kinematischen Anwendungen, wie bereits in Kapitel 1 beschrieben, vor allem in
städtischen Bereichen, immer wieder in Umgebungen gelangt, in denen die GNSS-Signale nur schlecht oder
gar nicht empfangen werden können. Bspw. bei einer Autofahrt auf einer Autobahn führen Brücken über
der Fahrbahn zu regelmäßigen Unterbrechungen der GNSS-Signale [Eling et al., 2012]. Als Folge der Signal-
abrisse ist der GNSS-Empfänger dazu gezwungen, alle unterbrochenen GNSS-Signale neu zu initialisieren,
was zu einem Phasensprung führt, der eine neue Lösung der Mehrdeutigkeiten erfordert. Damit nach einer
Signalunterbrechung schnellst möglich wieder GNSS-Positionen und -Orientierungen zur Verfügung stehen,
sollte die Mehrdeutigkeitslösung möglichst schnell, idealerweise innerhalb einer Messepoche, erfolgen. Im
weiteren Verlauf dieser Arbeit wird eine Mehrdeutigkeitslösung, die innerhalb der ersten Epoche nach einer
Signalunterbrechung erfolgt, auch als instantane Mehrdeutigkeitslösung bezeichnet.
Die Lösung von GNSS-Mehrdeutigkeiten ist ein seit vielen Jahren bekanntes Problem und wurde bereits
in zahlreichen Publikationen thematisiert [Counselman & Gourevitch, 1981; Hatch, 1990; Euler & Landau,
1992; Chen & Lachapelle, 1994; Teunissen, 1995]. Alle zu diesem Anlass entwickelten Algorithmen aufzu-
zählen und zu erläutern würde den Rahmen dieser Arbeit sprengen. Dennoch soll hier am Beispiel der
Mehrdeutigkeitslösung zur Orientierungsbestimmung ein Überblick über die verschiedenen Prinzipien ge-
geben werden (Abb. 3.2). Einige der in Abb. 3.2 genannten Verfahren sind aufgrund der unterschiedlichen
Ausgangssituationen nur für die Orientierungsbestimmung und nicht für die Positionsbestimmung mit GNSS
geeignet. Grundsätzlich gilt, dass die meisten für die Positionsbestimmung entwickelten Algorithmen auch
die Mehrdeutigkeitslösung bei der Orientierungsbestimmung ermöglichen, während dies andersherum selte-
ner möglich ist.
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Abbildung 3.2: Klassifikation verschiedener Verfahren zur Mehrdeutigkeitslösung bei der Orientierungsbestimmung
mit GNSS.
Eine Klassifizierung der verschiedenen Algorithmen zur Lösung der Mehrdeutigkeiten kann nach Kim &
Langley [2000] unter Einteilung in die drei folgenden Klassen vorgenommen werden:
1. Mehrdeutigkeitslösung basierend auf Messungen
2. Mehrdeutigkeitssuche auf Koordinatenebene
3. Mehrdeutigkeitssuche auf Mehrdeutigkeitsebene.
Am Beispiel der Orientierungsbestimmung kann die Klasse der „Mehrdeutigkeitslösung durch Messungen“
nochmals in Motion-based-Algorithmen und Short-Baseline-Ansätze unterteilt werden (Abb. 3.2). Unter
Motion-based-Algorithmen sind Verfahren zu verstehen, die auf Veränderungen in der Empfänger-Satelliten-
Geometrie beruhen, was entweder eine Bewegung der Basislinie und/oder eine Veränderungen der Satelliten-
positionen voraussetzt [Cohen, 1996; Crassidis et al., 1999]. Da Motion-based-Algorithmen von der Bewegung
der Plattform oder Änderungen der Satellitengeometrie abhängen, sind sie für instantane Mehrdeutigkeits-
lösungen nicht geeignet. Unter Verwendung einer sehr kurzen Basislinie (kürzer als die Wellenlänge der
GNSS-Signale) in einem Short-Baseline-Ansatz ist dies anders, da in einem solchen Fall die Mehrdeutigkei-
ten direkt berechnet werden können [El-Mowafy & Schwarz, 1995]. Eine kurze Basislinie ermöglicht somit
eine rein auf Messungen basierende Einzelepochen-Mehrdeutigkeitslösung [Eling et al., 2010].
Die meisten Verfahren zur Fixierung der Mehrdeutigkeiten beruhen auf Suchalgorithmen. Als ein für die
Klasse der Suchalgorithmen auf Koordinatenebene sehr repräsentatives Verfahren ist die Ambiguity Func-
tion Method (AFM) [Counselman & Gourevitch, 1981; Remondi, 1991; Mader, 1990] zu nennen. In dieser
Methode wird eine trigonometrische Kostenfunktion verwendet, um mögliche Kandidaten eines vordefinier-
ten Suchraums, d.h. Positionen oder Orientierungen einer Basislinie, zu testen. Der Nachteil der AFM ist
eine schlechte Recheneffizienz, wenn der Suchraum groß ist. Durch Einschränkung des Suchraums durch Vor-
wissen über die Basislinien-Orientierung [Caporali et al., 2003] oder die Verwendung zusätzlicher Sensoren
[Eling et al., 2013b] ist das Verfahren im Falle der Orientierungsbestimmung jedoch gut geeignet, um die
Mehrdeutigkeiten schnell und effizient innerhalb einer Messepoche zu lösen. Wird das Verfahren als Ein-
zelepochenlösung eingesetzt, ist es zudem resistent gegenüber Cycle-Slips [Hofmann-Wellenhof et al., 2008].
Andere Methoden, bei denen auf Koordinatenebene gesucht wird, werden bspw. in Knight [1994] oder Hod-
gart & Purivigraipong [2000] beschrieben.
Suchtechniken auf Mehrdeutigkeitsebene basieren meist auf der Least Squares Ambiguity Decorrelation Ad-
justment (LAMBDA)-Methode [Teunissen, 1995]. Diese Methode wurde ursprünglich für die Positionsbe-
stimmung mit GNSS entwickelt und beruht auf dem sogenannten integer least-squares Ansatz, der das Ziel
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verfolgt, die Residuen der Mehrdeutigkeiten zu minimieren. Techniken, die auf dem integer least-squares
Ansatz basieren, beinhalten üblicherweise drei Schritte: (1) die Float-Lösung, (2) die Integer-Ambiguity-
Estimation und (3) die Fixed-Lösung [Hofmann-Wellenhof et al., 2008]. In der Float-Lösung werden die
Mehrdeutigkeiten zunächst als reellwertige Zahlen geschätzt, bevor Verfahren wie die LAMBDA-Methode
in der Integer-Ambiguity-Estimation zum Einsatz kommen. In der Integer-Ambiguity-Estmation werden auf
Basis der Float-Mehrdeutigkeiten und deren Kovarianzmatrix die ganzzahligen Mehrdeutigkeiten gesucht,
die am wahrscheinlichsten sind. Zur Steigerung der Effizienz werden in der LAMBDA-Methode dabei unter
anderem eine spezielle Dekorrelation der Float-Lösung und eine sequentielle Suche durchgeführt. Konnten
die Mehrdeutigkeiten erfolgreich gelöst werden, folgt abschließend die Fixed-Lösung, in der die bekannten
Mehrdeutigkeiten direkt an die Beobachtungen angebracht werden.
Beispiele für die Verwendung der LAMBDA-Methode zur Orientierungsbestimmung mit GNSS sind in
Abb. 3.2 mit den Entwicklungen von Lin et al. [2004] und Hauschild et al. [2008] genannt. Durch die Integra-
tion von Kenntnissen über die Basislinienlänge oder -geometrie ist es möglich, die ursprüngliche LAMBDA-
Methode weiter zu optimieren [Mönikes et al., 2005, 2007; Teunissen, 2010; Nadarajah et al., 2014]. Des
Weiteren existieren auch Ansätze, bei denen die LAMBDA-Methode um Zusatzinformationen, wie z.B. Be-
obachtungen von Inertialsensoren, erweitert wird [Roth et al., 2012]. Wie in Cong et al. [2015] beschrieben
wird, ist eine schnelle und robuste Mehrdeutigkeitslösung mit einer erweiterten LAMBDA-Methode jedoch
schwierig, wenn die Float-Lösung starke systematische Abweichungen aufweist, was unter schwierigen GNSS-
Bedingungen bei kinematischen Anwendungen häufig vorkommen kann. Deshalb wird in Eling et al. [2015b]
ein Verfahren vorgestellt, bei dem unter Verwendung von MEMS-Inertialsensoren sowie Magnetfeldsensoren
zunächst die Float-Lösung verbessert und anschließend eine Mehrdeutigkeitssuche auf Mehrdeutigkeits- und
Koordinatenebene durchgeführt wird.
3.1.3 Magnetfeldsensoren
Das Erdmagnetfeld, das annähernd die Form eines magnetischen Dipolfeldes hat (Abb. 3.3), wird schon seit
über tausend Jahren zur Bestimmung der Orientierung relativ zum magnetischen Nord- oder Südpol genutzt
[Caruso, 1997]. Aufgrund der Entwicklungen im Bereich der integrierten Schaltkreise sind mittlerweile in den
meisten Smartphones, Handhelds oder IMUs auch Magnetfeldsensoren verbaut.
Im Bereich der Navigation ist die wesentliche Aufgabe von Magnetfeldsensoren (Magnetometer) die Bestim-
mung der magnetischen Nordrichtung, woraus unter Kenntnis der magnetischen Deklination der Yaw-Winkel
abgeleitet werden kann. Mit dem Ziel, die Drift im Yaw-Winkel zu begrenzen, kommen Magnetometer des-
halb besonders häufig in Kombination mit MEMS-Inertialsensoren zum Einsatz [Wendel et al., 2006; Gebre-
Egziabher & Elkaim, 2008].
Die Bestimmung des Yaw-Winkels erfolgt unter Verwendung von Magnetfeldmessungen anhand der Glei-
chung (3.11). Darin sind hx und hy die beiden Horizontalkomponenten des gemessenen Magnetfeldvektors.
Gehen wir also davon aus, dass der Magnetfeldsensor horizontiert ist, d.h. die xy-Ebene senkrecht auf dem
Gravitationsvektor steht (Abb. 3.3), dann lässt sich der Yaw-Winkel ψ aus den beiden Horizontalkomponen-
ten sowie der magnetischen Deklination D berechnen [Renaudin et al., 2010].
ψ = atanhy
hx
+D (3.11)
Da die Magnetfeldsensoren in der Praxis meist fest mit der bewegten Plattform verbunden sind, liegt in der
Regel keine horizontale Ausrichtung des Sensors vor. In solchen Fällen sind Informationen über die Neigun-
gen (Roll- und Pitch-Winkel) der Plattform nötig, um die Horizontalkomponenten des Magnetfeldvektors
berechnen zu können. Zur Berechnung der Neigungswinkel werden meist Akzelerometer eingesetzt.
Wird die Fusion zwischen Magnetfeldmessungen und Beobachtungen weiterer Sensoren in einem Kalman-
Filter vorgenommen (siehe Abschnitt 3.3), ist eine direkte Berechnung der Horizontalkomponenten nicht
nötig. Stattdessen wird dann meist der Zusammenhang zwischen dem im körperfesten Koordinatensystem
gemessenen Magnetfeldvektor hb und dem im Navigationskoordinatensystem bekannten Magnetfeldvektor
hn herangezogen [Wendel, 2007]:
hb = Cn,Tb h
n (3.12)
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Abbildung 3.3: Links: Magnetfeld der Erde in Form eines magnetischen Dipols. Rechts: Berechnung des Yaw-
Winkels aus den Horizontalkomponenten des Magnetfeldvektors. Das Sensorkoordinatensystem ist dabei horizontal
bezüglich des Gravitationsvektors ausgerichtet.
Zusätzlich zu dem in Gleichung (3.12) genannten Zusammenhang sind Magnetfeldmessungen in der Praxis
durch verschiedene Abweichungen aus der Sensorherstellung sowie der Umgebung des Sensors beeinträchtigt
[Vasconcelos et al., 2008]:
hb = SsCma
(
CsiCn,Tb h
n + bhi
)
+ bs + . (3.13)
Für Dreiachs-Magnetometer sind eine Skalierungsmatrix Ss und ein Bias-Vektor bs zu berücksichtigen. Die
Transformationsmatrix Cma dient der Korrektur des Misalignments zwischen den einzelnen Sensorkomponen-
ten. Bei den auftretenden Abweichungen aus der Umgebung des Sensors wird zwischen sogenannten hard iron
und soft iron Effekten unterschieden [Gebre-Egziabher et al., 2006]. Hard-iron-Effekte ergeben sich aufgrund
von permanent magnetisiertem Material auf der Plattform, auf dem auch der Sensor montiert ist. Dies führt
zu einem Bias bhi. Soft-iron-Effekte basieren auf Interaktionen des Erdmagnetfelds mit ferromagnetischem
Material in der Umgebung des Sensors. Diese Interaktionen fallen in Abhängigkeit der Sensororientierung
unterschiedlich aus und werden anhand einer Matrix Csi modelliert.
Im Gegenteil zu Soft-iron-Effekten, die praktisch nicht kalibrierbar sind, lassen sich Hard-iron-Effekte durch
geeignete Kalibrierverfahren meist gut kompensieren. Eigene Entwicklungen zur Kalibrierung von Magnet-
feldsensoren sind in Klingbeil et al. [2014a] zu finden.
In der vorliegenden Arbeit werden Magnetfeldsensoren aus folgenden Gründen eingesetzt:
• Einschränkung des Suchraums für die Mehrdeutigkeitslösung bei der GPS-Orientierungs-
bestimmung: Aufgrund der oben genannten systematischen Abweichungen, die nur zum Teil durch
eine Kalibrierung kompensiert werden können, bietet ein Magnetfeldsensor, mit Abweichungen von
mehreren Grad, nicht die nötige Genauigkeit zur Orientierungsbestimmung. Aus diesem Grund wird in
dieser Arbeit die Orientierungsbestimmung aus GPS untersucht, mit der höhere Genauigkeiten erziel-
bar sind, wenn die Mehrdeutigkeiten der Doppeldifferenz-Trägerphasenbeobachtungen fixiert werden
können. Magnetfeldsensoren eignen sich jedoch gut, um den Suchraum bei der Mehrdeutigkeitslösung
einer GPS-Basislinie zur Orientierungsbestimmung einzuschränken, wodurch die Schnelligkeit und die
Robustheit der Mehrdeutigkeitslösung erheblich verbessert werden kann [Eling et al., 2015b].
• Begrenzung der Orientierungsdrift bei GPS-Ausfällen: Die Beobachtungen der GPS-Basislinie
zur Orientierungsbestimmung stehen bei kinematischen Anwendungen aufgrund von Abschattungen
nicht durchgehend zur Verfügung. Während der GPS-Signalunterbrechungen würden die Orientierungs-
parameter endlos driften, wenn es kein geeignetes Modell oder keinen geeigneten Sensor gäbe, um die
Drift zu begrenzen. Bei dem in dieser Arbeit entwickelten System werden zur Begrenzung der Drift
Magnetfeldsensoren eingesetzt. Dieses gelingt vor allem dann gut, wenn die systematischen Effekte
während des kurzen GNSS-Ausfalls konstant sind.
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3.1.4 Zusammenfassung
Die Positions- und Orientierungsbestimmung leichter Fluggeräte basiert in dieser Arbeit vorwiegend auf den
Beobachtungen von GPS-Empfängern, MEMS-Inertialsensoren und Magnetometern. Die Beobachtungen des
GPS spielen in dieser Sensorkombination eine wichtige Rolle, da eine alleinige Verwendung von MEMS-
Inertialsensoren aufgrund geringer Sensorstabilität bereits nach wenigen Sekunden zu einer erheblichen Drift
führt. Um Abweichungen durch längere Signalunterbrechungen des GPS so gering wie möglich zu halten, ist
eine schnelle Lösung der GPS-Mehrdeutigkeiten ein wesentlicher Bestandteil dieser Arbeit.
Neben Magnetfeldsensoren, die bei einer GPS-Signalunterbrechnung zumindest die Drift in der Ori-
entierungsbestimmung begrenzen können, sind auch Stereokamerasysteme gut geeignet, um GPS-
Signalunterbrechungen für kurze Zeit zu überbrücken. Im Rahmen dieser Dissertation wurden, in Zusam-
menarbeit mit Mitarbeitern des Instituts für Photogrammetrie der Universität Bonn, auch Entwicklungen
vorgenommen, bei denen GPS-Rohdaten mit Bildinformationen von Stereokamerasystemen fusioniert wer-
den [Schneider et al., 2016]. Diese Entwicklungen stehen hier jedoch nicht im Fokus und werden deshalb
lediglich im Kapitel 7 („Weiterführende Überlegungen“) angesprochen.
3.2 Mathematische Grundlagen
3.2.1 Koordinatensysteme
Für die Positions- und Orientierungsbestimmung eines mobilen Objektes muss zwischen verschiedenen Ko-
ordinatensystemen unterschieden werden:
• Inertialkoordinatensystem (i-frame)
Der Ursprung dieses kartesischen Koordinatensystems liegt im Mittelpunkt der Erde, die z-Achse ver-
läuft entlang der Rotationsachse der Erde und die x- und y-Achse liegen senkrecht zueinander stehend
in der Äquatorebene der Erde. Die x- und y-Koordinatenachsen sind in Bezug auf Fixsterne ausge-
richtet (himmelsfest). Eine Inertiale Messeinheit (IMU) misst Drehraten und Beschleunigungen eines
körperfesten Koordinatensystems bezüglich des Inertialkoordinatensystems.
• ECEF-Koordinatensystem (e-frame)
Bei einem Earth Centered Earth Fixed (ECEF)-Frame handelt es sich um die Realisierung eines erdfes-
ten, globalgeozentrischen Koordinatensystems, dessen Ursprung im Erdmittelpunkt liegt. Die z-Achse
des Systems verläuft durch die Rotationsachse der Erde und die x-Achse ist z.B. durch den Meridian
von Greenwich festgelegt. Der einzige Unterschied zwischen einem i-frame und einem e-frame ist somit
die Erddrehung. Beispiele für die Realisierung von ECEF-Koordinatensystemen sind das World Geo-
detic System 1984 (WGS84), in dem die Broadcast Ephemeriden des GPS angegeben werden, und das
International Terrestrial Reference Frame (ITRF), in dem präzise GNSS-Bahndaten des International
GNSS Service (IGS) repräsentiert werden.
• Navigationskoordinatensystem (n-frame)
Das Navigationskoordinatensystem ist üblicherweise im mobilen Objekt gelagert. Je nach Anwendung
wird meist ein North East Down (NED)- oder ein East North Up (ENU)-System als Navigations-
koordinatensystem verwendet. Beide Systeme sind Rechtssysteme, unterscheiden sich also durch die
Ausrichtung der z-Achse. In der vorliegenden Arbeit wird ein ENU-System verwendet (Abb. 3.4). Die
x-Achse zeigt dabei nach Osten, die y-Achse nach Norden und die z-Achse weist nach oben und ist
parallel zum Gravitationsvektor.
• Plattformkoordinatensystem (b-frame)
Beim Plattformkoordinatensysten handelt es sich um ein körperfestes Koordinatensystem (Body-
Frame), das genau wie auch das Navigationskoordinatensystem im Fahrzeug gelagert ist (Abb. 3.4). Die
x- und die y-Achse zeigen in Längs- und Querrichtung des Fahrzeugs und die z-Achse steht senkrecht
auf der xy-Ebene.
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Abbildung 3.4: Darstellung eines Plattformkoordinatensystems und eines East North Up (ENU) Navigationskoor-
dinatensystems sowie der Drehwinkel Roll, Pitch und Yaw inklusive der Drehrichtung entgegen des Uhrzeigersinns.
3.2.2 Eulerwinkel und Richtungskosinusmatrix
Die Rotation zwischen zwei Systemen (z.B. Plattformkoordinatensystem und Navigationskoordinatensystem)
lässt sich über Euler-Winkel ausdrücken. Demnach kann die vollständige Rotation in drei Einzelrotationen
unterteilt werden. Die Richtungen der Rotationen hängen von der Wahl des Koordinatensystems ab. Wird als
Navigationssystem ein ENU-Koordinatensystem gewählt (Abb 3.4), erfolgen die Rotationen entgegen dem
Uhrzeigersinn.
Die Einzelrotationen um die drei Achsen x, y und z lassen sich durch die folgende Rotationsmatrizen be-
schreiben:
x−Rotation : R1(φ) =
1 0 00 cosφ sinφ
0 − sinφ cosφ
 (3.14)
y −Rotation : R2(θ) =
 cos θ 0 sin θ0 1 0
− sin θ 0 cos θ
 (3.15)
z −Rotation : R3(ψ) =
 cosψ sinψ 0− sinψ cosψ 0
0 0 1
 . (3.16)
Die Rotation zwischen zwei Systemen ergibt sich nun durch Verkettung der drei Einzelrotationen. Entschei-
dend ist dabei die Reihenfolge der Verkettung. Es ist hier zwischen vier Fällen zu unterscheiden [Förstner
& Wrobel, 2016]. Für die in den folgenden Kapiteln beschriebenen Anwendungen ist der Fall „Rotation von
einem Koordinatensystem in ein zweites mit festem Objekt“ relevant. Die Rotation erfolgt in drei Schritten,
wobei die erste Drehachse raumfest ist, während die anderen beiden Drehungen um die jeweils mitgedrehten
Achsen vorgenommen werden. Für die Rotation vom Body- in das Navigationssystem gilt nach Titterton &
Weston [2004]:
Cnb = R3(ψ)T ·R2(θ)T ·R1(φ)T φ ... Roll, θ ... P itch, ψ ... Y aw
=
cos θ cosψ − cosφ sinψ + sinφ sin θ cosψ sinφ sinψ + cosφ sin θ cosψcos θ sinψ cosφ cosψ + sinφ sin θ sinψ − sinφ cosψ + cosφ sin θ sinψ
− sin θ sinφ cos θ cosφ cos θ
 . (3.17)
Die Matrix (3.17) wird auch als Richtungskosinusmatrix bezeichnet. Genauso, wie aus Eulerwinkeln die
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Richtungskosinusmatrix aufgestellt werden kann, können aus der Richtungskosinusmatrix wiederum auch
die Eulerwinkel abgeleitet werden [Förstner & Wrobel, 2016]:
φ = atan2(c32, c33) (3.18)
θ = atan2(−c31,
√
c232 + c233) (3.19)
ψ = atan2(c21, c11), (3.20)
wobei die Elemente cij jeweils den Einträgen in der i-ten Zeile und der j-ten Spalte der Matrix Cnb (Glei-
chung (3.17)) entsprechen.
3.2.3 Quaternionen
Auch wenn die Repräsentation von Drehungen mittels Eulerwinkeln sehr anschaulich ist, besteht ein Nachteil
aufgrund möglicher Singularitäten, die auftreten, wenn der Pitch-Winkel ± 90 deg einnimmt [Titterton &
Weston, 2004]. Als Alternative zu Eulerwinkeln bieten sich Quaternionen zur Repräsentation von Drehungen
an. Diese sind im Vergleich zu Eulerwinkeln bei Berechnungen effizienter und leichter in der Handhabung.
Die Rotation zwischen zwei Koordinatensystemen kann nach Titterton & Weston [2004] und Wendel [2007]
mittels eines Orientierungsvektors µ beschrieben werden, der die Achse festlegt, um die gedreht werden
muss, damit die beiden Koordinatensysteme über eine Drehung ineinander überführt werden. Der Drehwinkel
entspricht dabei der Länge des Orientierungsvektors. Das auf die Länge |q| = 1 normierte Quaternion setzt
sich aus Funktionen des Orientierungsvektors µ zusammen [Titterton & Weston, 2004; Wendel, 2007]:
q =

a
b
c
d
 =

cos(µ/2)
(µx/µ) sin(µ/2)
(µy/µ) sin(µ/2)
(µz/µ) sin(µ/2)
 , (3.21)
wobei µx, µy und µz die einzelnen Komponenten und µ die Länge des Vektors µ sind.
Der Zusammenhang zwischen einem Quaternion und der Richtungskosinusmatrix ist durch Gleichung (3.22)
gegeben.
Cnb =
(a2 + b2 − c2 − d2) 2(bc− ad) 2(bd+ ac)2(bc+ ad) (a2 − b2 + c2 − d2) 2(cd− ab)
2(bd− ac) 2(cd+ ab) (a2 − b2 − c2 + d2)
 (3.22)
Die Umrechnung von Eulerwinkeln in Quaternionparameter erfolgt nach den Gleichungen (3.23) bis (3.26).
a = cos φ2 cos
θ
2 cos
ψ
2 + sin
φ
2 sin
θ
2 sin
ψ
2 (3.23)
b = sin φ2 cos
θ
2 cos
ψ
2 − cos
φ
2 sin
θ
2 sin
ψ
2 (3.24)
c = cos φ2 sin
θ
2 cos
ψ
2 + sin
φ
2 cos
θ
2 sin
ψ
2 (3.25)
d = cos φ2 cos
θ
2 sin
ψ
2 − sin
φ
2 sin
θ
2 cos
ψ
2 (3.26)
Die Umrechnung eines Quaternions in Eulerwinkel lässt sich hingegen am einfachsten über die Richtungsko-
sinusmatrix (3.22) sowie die Gleichungen (3.18) bis (3.20) realisieren.
3.3 Kalman Filterung
Die Fusion der von GNSS-Empfängern gelieferten Beobachtungen oder Koordinaten mit Inertialsensordaten
erfolgt in der Fachliteratur fast ausschließlich unter Verwendung von Kalman-Filtern [Wendel, 2007]. Das
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Kalman-Filter ist ein von R. E. Kalman entwickelter rekusiver Algorithmus [Kalman, 1960], der die Schät-
zung des Zustands eines Systems unter Verwendung von Beobachtungsgrößen und einem Systemmodell zum
Ziel hat. Mittlerweile findet dieser Algorithmus in vielen Disziplinen Anwendung. Beispiele aus der Geodäsie
sind u.a. im Bereich der Deformations- und Überwachungsmessung sowie der Ortung und Navigation zu fin-
den. Bei integrierten Navigationssystemen werden oftmals Error-State-Kalman-Filter eingesetzt, bei denen
die Abweichungen der Inertialnavigationslösung anhand der von GNSS-Empfängern gelieferten Stützinfor-
mationen geschätzt und korrigiert werden [Jekeli, 2001; Wendel, 2007]. In den folgenden Abschnitten werden
die unterschiedlichen Varianten der Kalman-Filterung kurz erläutert.
3.3.1 Diskretes Kalman-Filter
Das Kalman-Filter ist sowohl in kontinuierlicher als auch in diskreter Form einsetzbar [Gelb, 1974]. Da
für die Ortung und Navigation hier ausschließlich zeitdiskrete digitale Messwerte verwendet werden, wird
das von Kalman & Bucy [1961] vorgestellte kontinuierliche Kalman-Filter hier nicht weiter behandelt. Für
das diskrete Kalman-Filter kann die Systemgleichung in Anlehnung an Heunecke [1995], Ramm [2008] und
Heunecke et al. [2013] wie folgt formuliert werden:
x˜k+1 = Tk · x˜k + Bk · u˜k + Ck ·wk. (3.27)
Die m×m Transitionsmatrix Tk dient darin der Modellierung des Übertragungsverhaltens des m×1 großen
Systemzustands xk vom Zeitpunkt tk zum Zeitpunkt tk+1. Mittels der m × j Stellgrößenmatrix Bk wird
ein deterministischer Einfluss durch den j × 1 Stellgrößenvektor u auf den Systemzustand beschrieben. Der
Störgrößenvektor wk mit der Dimension l × 1, der die Abweichung des Modells von der Realität enthält,
wird mittels der m× l Störgrößenmatrix C übertragen.
Das Messmodell enthält den funktionalen Zusammenhang zwischen dem n × 1 Beobachtungsvektor lk und
dem Zustandsvektor x:
lk = Ak · x˜k + k. (3.28)
Darin ist Ak die Messmatrix mit der Dimension n×m und  der das Messrauschen enthaltende n×1 Vektor.
Da sowohl für das Systemmodell als auch für das Messmodell weißes Rauschen vorausgesetzt wird [Kalman,
1960], gilt:
wk ∼ N (0,Σww,k) (3.29)
mit der Kovarianzmatrix des Systemrauschens Σww,k und
k ∼ N (0,Σll,k) (3.30)
mit der Kovarianzmatrix Σll,k der Beobachtungen.
Die Prädiktion des Systemzustands x¯k+1 aus dem in der vorherigen Epoche geschätzten Zustandsvektor xˆk
erfolgt (unter Annahme einer rein stochastisch modellierten Störgröße wk) nach:
x¯k+1 = Tk · xˆk + Bk · uk, (3.31)
während sich die zugehörige Kovarianzmatrix Σx¯x¯,k+1 des prädizierten Zustandsvektors x¯k+1 wie folgt be-
rechnen lässt:
Σx¯x¯,k+1 = TkΣxˆxˆ,kTTk + BkΣuu,kBTk + CkΣww,kCTk . (3.32)
Im sogenannten Update-Schritt (Filterung) des Kalman-Filters wird der prädizierte Zustandsvektor x¯k+1
entsprechend der vorliegenden Beobachtungen korrigiert:
xˆk+1 = x¯k+1 + Kk · (lk −Akx¯k+1) . (3.33)
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Die Differenz lk −Akx¯k+1, die auch als Innovation bezeichnet wird, entspricht der Differenz zwischen den
tatsächlichen und den entsprechend der Prädiktion erwarteten Beobachtungen. Die Matrix Kk ist die Ver-
stärkungsmatrix (oder Kalman Gain Matrix), die im Grunde die durch die Beobachtungen neu hinzugewon-
nenen Informationen relativ zu den bereits aus der Prädiktion des Zustandsvektors bekannten Informationen
gewichtet. Sie lässt sich wie folgt bestimmen:
Kk = Σx¯x¯,k+1ATk ·
(
AkΣx¯x¯,k+1ATk + Σll,k
)−1
. (3.34)
Die Kovarianzmatrix der aufdatierten Zustandsgrößen ergibt sich nach:
Σxˆxˆ,k+1 = (I−KkAk) Σx¯x¯,k+1, (3.35)
wodurch der Kalman-Filter-Algorithmus vollständig beschrieben ist.
3.3.2 Linearisierung
Das diskrete Kalman-Filter ist ausschließlich für Systeme anwendbar, deren Übertragungsverhalten hinsicht-
lich des Zustands linear sind [Jekeli, 2001]. Dies gilt sowohl für die System- als auch die Messübertragung.
Meist ist zumindest eine dieser Voraussetzungen nicht gegeben. Als Beispiel ist hier die Positions- oder
Orientierungsbestimmung mit GNSS zu nennen, der stets ein nichtlinearer Zusammenhang zwischen den
Beobachtungsgrößen und den Parametern zugrunde liegt. In diesen Fällen muss eine Linearisierung vor-
genommen werden. Dabei ist zwischen verschiedenen Vorgehensweisen zu unterscheiden, die im folgenden
erläutert werden. Grundsätzlich erfolgt die Linearisierung nichtlinearer Funktionen mit Hilfe einer Taylor-
Reihen-Entwicklung bis zu Termen erster Ordnung [Heunecke et al., 2013]. Die Terme höherer Ordnung
werden in der Regel vernachlässigt.
Linearized Kalman-Filter
Bei einem linearized Kalman-Filter erfolgt die Linearisierung unter Verwendung einer a priori angenommenen
Trajektorie (Abb. 3.5), so dass der Linearisierungspunkt stets unbeeinflusst von den im Filter verwendeten
Messwerten bleibt [Brown & Hwang, 1997]. Dies hat den Vorteil, dass die Kalman-Gain-Matrix offline be-
rechnet und vorgespeichert werden kann. Vor allem bei zeitlich gesehen kurzen Anwendungen, für die der
Trajektorienverlauf gut prädiziert werden kann, ist die Verwendung eines linearized Kalman-Filters deshalb
sinnvoll (bspw. beim Start einer Rakete). Bei längeren Filterprozessen führt die Verwendung eines linearized
Kalman-Filters jedoch meist dazu, dass aufgrund der größer werdenden Abweichungen der a priori angenom-
menen Trajektorie von der wahren Trajektorie der Linearisierungspunkt immer schlechter wird, so dass die
Terme höherer Ordnung im Grunde nicht länger vernachlässigt werden dürften [Maybeck, 1982].
Im Update Schritt des linearized Kalman-Filters wird stets die Abweichung zur a priori angenommenen Tra-
jektorie geschätzt, weshalb das linearized Kalman-Filter in der Regel auch als Error-State-Space-Kalman-
Filter bezeichnet wird [Wendel, 2007].
Extended Kalman-Filter (EKF)
Im Grunde ist das Extended Kalman-Filter (EKF) dem linearized Kalman-Filter sehr ähnlich. Der Un-
terschied beider Filtertypen liegt darin, dass im EKF keine a priori angenommene, sondern die im Filter
geschätzte Trajektorie als Linearisierungspunkt verwendet wird (Abb. 3.5) [Maybeck, 1982]. Die Motivation
dieser Vorgehensweise ist gut nachvollziehbar: Warum soll eine vermeintlich ungenaue Annahme über die
wahre Trajektorie als Linearisierungspunkt verwendet werden, wenn die wahre Trajektorie im Verlauf des
Filterprozesses kontinuierlich geschätzt wird? Die Antwort darauf lautet, dass unter Verwendung des EKFs
ein Risiko besteht, wonach die geschätzte Trajektorie aufgrund abweichender Messwerte stärker von der wah-
ren Trajektorie abweicht, als die a priori angenommene Trajektorie. Wird die geschätzte Trajektorie dann
für die Linearisierung verwendet, verschlechtert sich die Linearisierung ebenfalls, woraufhin die geschätzte
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Abbildung 3.5: Vergleich der Linearisierungen bei einem Linearized Kalman Filter (links) und einem Extended
Kalman Filter (rechts) (modifiziert nach [Brown & Hwang, 1997]).
Trajektorie im nächsten Update-Schritt noch weiter von der wahren Trajektorie abweicht.
Im Grunde führt ein EKF also zu einer höheren Genauigkeit als ein linearized Kalman-Filter, weil die ge-
schätzte Trajektorie idealerweise näher an der wahren Trajektorie liegt, als eine a priori prädizierte Trajektorie
[Gelb, 1974]. Nichtsdestotrotz besteht bei einem EKF immer die Gefahr, dass das Filter divergiert [Brown
& Hwang, 1997].
Da in einem EKF nicht die Abweichungen eines a priori angenommenen Systemzustands, sondern der Sys-
temzustand selbst geschätzt wird, sind auch die Bezeichnungen direktes Kalman-Filter oder Total-State-
Space-Kalman-Filter für ein EKF gebräuchlich [Wendel, 2007].
Closed-Loop Estimation
Anstelle einer a priori angenommenen Trajektorie, wie im linearized Kalman-Filter, oder dem zuletzt ge-
schätzten Zustand, wie im EKF, können bspw. auch die Messwerte einer Inertialsensoreinheit (Drehraten
und Beschleunigungen) verwendet werden, um den aktuellen Zustand des Systems vorherzusagen. Aufgrund
der in Abschnitt 3.1.1 genannten Sensorabweichungen tendieren die aus der Integration von Inertialsensorda-
ten resultierenden Systemzustände jedoch dazu, von der wahren Trajektorie wegzudriften [Jekeli, 2001]. Wie
auch bei einem linearized Kalman-Filter kann dies dazu führen, dass die Annahme der Vernachlässigung
Terme höherer Ordnung in der Linearisierung mittels einer Taylor-Reihe nicht länger zulässig ist [Jekeli,
2001]. Um dieses Problem zu umgehen, wird bei einer Closed-Loop Estimation der angenommene System-
zustand, der auch für die Linearisierung verwendet wird, anhand der geschätzten Abweichungen korrigiert
[Wendel, 2007]. Dieses sogenannte Closed-Loop Error-State-Space-Kalman-Filter ähnelt demnach einem EKF
darin, dass der für die Linearisierung verwendete Systemzustand regelmäßig angepasst wird. Einem lineari-
zed Kalman-Filter ähnelt es darin, dass nicht der Systemzustand selber, sondern die Abweichung zu einer
angenommenen Trajektorie geschätzt wird. Im Vergleich zu einem linearized Kalman-Filter und einem EKF
besteht hier der Vorteil, dass nicht alle Systemzustände nach einem Update-Schritt korrigiert werden müssen.
3.3.3 Zustandsraumerweiterung (State Vector Augmentation)
Das Kalman-Filter setzt für eine optimale Schätzung weißes Rauschen im System- und Messmodell voraus
[Kalman, 1960; Gelb, 1974]. Diese Bedingung ist jedoch oftmals nicht erfüllt, da z.B. die Beobachtungen
durch nicht normalverteilte Abweichungen beeinträchtigt sind [Heunecke et al., 2013]. Als Beispiel dafür sind
gemessene GPS-Positionen zu nennen, deren Abweichungen zum Beispiel aufgrund von Mehrwegeeffekten
zeitlich korreliert sind [Kuhlmann, 2003]. Um in solchen Fällen weiterhin eine optimale Schätzung zu garan-
tieren, bietet sich die Verwendung eines sogenannten Formfilters (Shaping Filter) an [Grewal & Andrews,
2001]. Mit Hilfe des Formfilters lässt sich das zeitlich korrelierte Rauschen in einen informativen und einen
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nicht-informativen Anteil aufspalten, wobei der informative Anteil durch Verwendung eines zusätzlichen Sys-
temzustands (State Vector Augmentation) im Kalman-Filter modelliert wird [Heunecke, 1995]. Die Aufgabe
des zusätzlichen Systemzustands ist es dann, den nicht weißen Anteil des Rauschprozesses aufzunehmen,
so dass das Formfilter-erweiterte Kalman-Filter die standardmäßig geforderten Voraussetzungen des weißen
Rauschens wieder erfüllt und auf konventionelle Weise behandelt werden kann [Ramm, 2008].
Ein Beispiel für die Verwendung eines Formfilters ist in [Eling et al., 2013b] zu finden.
3.3.4 Zusammenfassung
Das Kalman-Filter ist ein rekursiver Algorithmus, der gut geeignet ist, um eine Fusion der Beobachtun-
gen verschiedener Sensoren eines Multisensorsystems durchführen zu können. Dabei muss jedoch zwischen
verschiedenen Varianten des Kalman-Filters unterschieden werden. Die Anwendung eines diskreten linea-
ren Kalman-Filters ist in der Geodäsie eher selten, da meist entweder das System- oder das Messmodell
nichtlinear sind. Ob bei solchen nichtlinearen Zusammenhängen ein linearized Kalman-Filter, ein Extended
Kalman-Filter oder ein Closed-Loop Error-State-Space-Kalman-Filter die richtige Wahl ist, ist von Fall zu
Fall verschieden. Alle diese drei Varianten haben ihre Daseinsberechtigung und ihre Vor- und Nachteile. In
dieser Arbeit kommen in verschiedenen Anwendungen sowohl Extended Kalman-Filter [Eling et al., 2012,
2013b, 2014f,c] als auch Closed-Loop Error-State-Space-Kalman-Filter [Eling et al., 2015b] (Kapitel 5) zum
Einsatz. Ob ein Formfilter anzuwenden ist und ob dies zu Verbesserungen in der Zustandschätzung führt,
ist je nach Anwendung und verwendeten Sensoren zu prüfen (siehe z.B. [Eling et al., 2013b]).
Bei den hier vorgestellten Möglichkeiten handelt es sich stets um Approximationen und keinesfalls um opti-
male Lösungen (erwartungstreu und minimale Varianz), da die Linearisierung stets nach den Termen erster
Ordnung abgebrochen wird. Dies ist meist unproblematisch, wenn die Abtastrate hoch ist, da der Linea-
risierungsfehler, so wie auch bei den Anwendungen in dieser Arbeit, dann klein bleibt. Ist dies nicht der
Fall, ist die Verwendung eines Unscented Kalman-Filters zu empfehlen, bei dem die Zustandschätzung auf
sogenannten Sigma Punkten basiert. Der Vorteil dabei ist, dass keine Linearisierung durchgeführt werden
muss.
Für den Fall, dass die Korrelationen in den im Messmodell eines Filters verwendeten Beobachtungen nicht
vernachlässigbar sind und diese auch nicht unter Verwendung eines Form-Filters parametrisiert werden kön-
nen, bietet sich die Anwendung eines Partikelfilters an. Sowohl das Unscented Kalman-Filter als auch das
Partikelfilter spielen in dieser Arbeit eine untergeordnete Rolle. Aus diesem Grund werden diese beiden
Filtertypen hier auch nicht weiter erläutert.
3.4 GPS/IMU-Integration
In einem integrierten Navigationssystem werden verschiedene Sensoren und Navigationsverfahren miteinan-
der kombiniert, um die Nachteile einzelner Sensoren und Verfahren durch die Vorteile weiterer Sensoren und
Verfahren zu kompensieren. In dieser Arbeit steht vor allem die Kombination von Inertialsensoren und GPS
im Fokus. Die Vorteile des GPS sind dabei eine hohe Langzeitstabilität sowie die Möglichkeit der absoluten
Positions- und Orientierungsbestimmung, während Inertialsensoren sich durch eine hohe Kurzzeitstabilität,
hohe Abtastraten und eine hohe Verfügbarkeit auszeichnen. Durch Kombination beider Sensortypen können
Einflüssen durch systematische Abweichungen des GPS reduziert, GPS-Ausreißer detektiert und temperatur-
und zeitabhängige Inertialsensoroffsets korrigiert werden. Im folgenden werden die wichtigsten Schritte der
GPS/IMU-Integration kurz zusammengefasst.
3.4.1 Strapdown-Algorithmus
Durch Integration der von einer IMU gemessenen Drehraten und Beschleunigungen lassen sich die Position,
die Geschwindigkeit und die Orientierung eines Systems vom vorherigen zum aktuellen Zeitpunkt fortschrei-
ben. Die Rechenvorschrift, nach der diese Integration erfolgt, wird Strapdown-Algorithmus genannt. Nach
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Abbildung 3.6: Darstellung des Strapdown-Algorithmus als Blockdiagramm (mod. nach [Wendel, 2007]).
Wendel [2007] lässt sich der Strapdown-Algorithmus grob in drei Schritte einteilen: Propagation der Ori-
entierung (Lage) durch Integration der Drehraten, Propagation der Geschwindigkeit durch Integration der
Beschleunigungen und Propagation der Position durch Integration der Geschwindigkeit.
Der Ablauf des Strapdown-Algorithmus ist in Abb. 3.6 in Form eines Blockdiagramms dargestellt, wobei
davon ausgegangen wird, dass Anfangswerte für die Orientierungswinkel (Roll φ0, Pitch θ0 und Yaw ψ0), die
Geschwindigkeit (v0) und die Position (x0) zur Verfügung stehen. Die Propagation der Orientierung erfolgt
im Strapdown-Algorithmus durch die Integration der gemessenen Drehraten ωbib. Vor dieser Integration müs-
sen jedoch verschiedene Größen, wie z.B. die Erddrehrate ωnie oder die Transportrate ωnen korrigiert werden
[Titterton & Weston, 2004]. Unter Kenntnis der aus der Propagation der Orientierungswinkel bekannten
aktuellen Rotationsmatrix Cnb zwischen dem Plattform- um dem Navigationskoordinatensystem sowie der
Rotationsmatrix Cen zwischen dem Navigationskoordinatensystem und dem ECEF-Koordinatensystem, kann
nun die Rotationsmatrix Ceb berechnet werden, mit der die gemessenen Beschleunigungen in ein ECEF-Frame
umgerechnet werden können. Anschließend erfolgt die Propagation der Beschleunigungen, wobei hier zuvor
Korrekturen aufgrund von Coriolis- und Erdbeschleunigungen nötig sind. Durch Integration der aktuellen
Geschwindigkeiten lässt sich, in der Propagation der Position, abschließend die aktuelle Position xebe im
ECEF-Frame berechnen.
Eine genaue Beschreibung des Strapdown-Algorithmus ist z.B. in Titterton & Weston [2004] oder Wendel
[2007] zu finden. Der im Rahmen dieser Arbeit implementierte Strapdown-Algorithmus wird in der Veröf-
fentlichung Eling et al. [2015b] beschrieben.
3.4.2 Sensorfusion
Nachdem die Position, die Geschwindigkeit und die Orientierung eines Systems unter Verwendung von In-
ertialsensoren vom vorherigen zum aktuellen Zeitpunkt fortgeschrieben wurden, folgt anschließend die Sen-
sorfusion, innerhalb der die Nachteile der Inertialsensoren durch die Vorteile weiterer Sensoren kompensiert
werden sollen. Diese Sensorfusion wird hier GPS/IMU-Integration genannt, obwohl dabei neben GPS teilwei-
se auch weitere Sensoren, wie z.B. Magnetometer, eingebunden werden. Wie bereits im Kapitel 2 erwähnt,
existieren verschiedene Varianten der GPS/IMU-Integration.
Loosely-coupled Integration
In einer loosely-coupled GPS/IMU-Integration werden fertig prozessierte GPS-Positionen und GPS-
Geschwindigkeiten als Messungen in einem Kalman-Filter eingebunden, um diese als Stützinformationen
zu verwenden (Abb. 3.7). Neben der integrierten Navigationslösung werden in diesem Kalman-Filter auch
IMU-Korrekturen, wie z.B. zeit- und temerpaturabhängige Gyroskop und Akzelerometer Bias-Parameter,
geschätzt. Meist erfolgt die Kalman-Filterung in einer Closed-Loop Error-State-Space-Schätzung (siehe z.B.
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Abbildung 3.7: Darstellung einer loosely-coupled GPS/IMU-Integration.
[Schmid et al., 2012]). Dabei werden im Kalman-Filter nicht die Navigationsparameter selbst, sondern die
Abweichungen der Navigationsparameter aus dem Strapdown-Algorithmus geschätzt (siehe Abschnitt 3.3.2).
Die Ausgabe der integrierten Navigationslösung erfolgt dann über die korrigierten Ergebnisse des Strapdown-
Algorithmus (closed loop).
Die wesentlichen Vorteile einer loosely-coupled Integration sind die verhältnismäßig geringe Komplexität
und die Redundanz [Groves, 2008]. Die bereits vorverarbeiteten GPS-Daten werden mit vollständiger Kova-
rianzinformation in das GPS/IMU-Integrationsfilter eingespeist, dessen Struktur einfach und intuitiv ist und
nur einen geringen Rechenaufwand erzeugt [Steinhardt, 2014]. Mit Redundanz ist gemeint, dass bei einer
loosely-coupled Integration als Ausgabe üblicherweise sowohl eine reine GPS-Lösung als auch die integrierte
Navigationslösung zur Verfügung stehen (Abb. 3.7).
Ein Nachteil einer loosely-coupled Integration ist, dass die GPS-Daten nur dann als Stützinformation genutzt
werden können, wenn mindestens vier Satelliten sichtbar sind und der GPS-Empfänger eine GPS-Position
ausgibt. Weitere Nachteile sind, dass das stochastische Modell in einer loosely-coupled Integration unvoll-
ständig ist und geometrische Informationen verloren gehen, da nicht die einzelnen Beobachtungen zu den
jeweiligen Satelliten mit den entsprechenden Richtungsinformation berücksichtigt werden.
Tightly-coupled Integration
Der Unterschied einer tightly- zu einer loosely-coupled GPS/IMU-Integration ist, dass bei einer tightly-
coupled Integration die GPS-Rohdaten (Trägerphasen, Pseudoranges) direkt als Stützinformationen einflie-
ßen, ohne dass sie vorher zu GPS-Positionen oder GPS-Geschwindigkeiten verarbeitet wurden (siehe z.B.
[Petovello et al., 2004]).
Der wesentliche Vorteil, der sich durch diese Art der Integration ergibt, ist, dass auf diese Weise auch dann
GPS-Daten als Stützinformation einfließen können, wenn weniger als vier Satelliten sichtbar sind. Vor al-
lem unter schwierigen GNSS-Bedingungen in kinematischen Anwendungen kann dieser Vorteil von enormer
Abbildung 3.8: Darstellung einer tightly-coupled GPS/IMU-Integration.
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Bedeutung sein, da so auch unter Verwendung von nur einem oder zwei sichtbaren Satelliten noch die Mög-
lichkeit besteht, die Drift der MEMS-Inertialsensoren zumindest teilweise zu begrenzen [George & Sukkarieh,
2005].
Ein weiterer Vorteil der tightly-coupled Integration folgt bei Verwendung von GPS-Trägerphasen-
beobachtungen aus dem direkten Einfluss der Inertialsensorbeobachtungen auf die Schätzung der Mehr-
deutigkeiten. Durch die Integration dieser Zusatzinformationen können die Mehrdeutigkeiten nach einem
Signalabriss schneller reinitialisiert werden [Scherzinger, 2000]. Neben einer schnelleren Mehrdeutigkeits-
lösung bietet die direkte Verknüpfung der GPS-Rohdaten mit den Inertialsensorbeobachtungen auch die
Möglichkeit, Cycle-Slips zu detektieren [Takasu & Yasuda, 2008].
Nachteilig ist der bei einer tightly-coupled Integration im Vergleich zu einer loosely-coupled Integration deut-
lich höhere Integrationsaufwand [Wendel, 2007]. Da bei einer tightly-coupled Integration die GPS-Rohdaten
eingebunden werden, muss die komplette Vorverarbeitung der GPS-Daten, wie z.B. die Berechnung der Sa-
tellitenpositionen aus den Ephemeriden, die Korrektur der Satellitenuhr, relativistischer Effekte sowie der
Empfangsantennen, vorgenommen werden (Abb. 3.8). Für den Fall, dass Trägerphasen verwendet werden, ist
die Anzahl der zu schätzenden Parameter aufgrund der unbekannten Mehrdeutigkeiten im Vergleich zu einer
loosely-coupled Integration deutlich größer und entsprechend der aktuellen Satellitenkonfiguration variabel.
Ultra-tightly-coupled oder deep Integration
Im Vergleich zu einer tightly-coupled Integration geht die ultra-tightly-coupled Integration noch einen Schritt
weiter und nimmt Einfluss auf die Tracking-Loops in einem GPS-Empfänger. Im integrierten Navigations-
filter werden dabei keine vom Empfänger erzeugten Trägerphasen oder Pseudoranges, sondern direkt die I-
und Q-Samples (In-phase/Quadrature-phase) aus der digitalen Signalprozessierung des Empfängers einge-
bunden [Groves, 2008]. Durch diese Integration profitiert das Tracking eines Satelliten vom Tracking anderer
Satelliten, wodurch sich vor allem bei schlechten Signal-zu-Rausch Verhältnissen Vorteile ergeben. Beispiele
dafür sind in Li et al. [2010] und Hwang et al. [2011] zu finden.
Da für eine ultra-tightly-coupled Integration ein Zugang zur internen Signalverarbeitung des Empfängers
erforderlich ist, und dieser in der Regel nur den Herstellern selbst sowie in Zusammenarbeit mit Herstellern
gegeben ist, spielt die ultra-tightly-coupled Integration in dieser Arbeit keine weitere Rolle.
3.4.3 Zusammenfassung
Die Sensorfusion ist in dieser Arbeit gleich an mehreren Stellen von Bedeutung. Zum einen soll es durch die
Sensorfusion gelingen, die Nachteile einzelner Sensoren durch Vorteile weiterer Sensoren zu kompensieren, so
dass unabhängig von den Umgebungsbedingungen hohe Genauigkeiten und Zuverlässigkeiten in der Positions-
und Orientierungsbestimmung eines mobilen Objektes erreicht werden können. Des Weiteren soll durch die
Integration von MEMS-Inertialsensoren und GNSS-Beobachtungen auf GNSS-Rohdatenebene eine möglichst
schnelle Lösung der GNSS-Mehrdeutigkeiten realisiert sowie der Umgang mit schwierigen GNSS-Bedingungen
ermöglicht werden. Dazu werden sowohl loosely- als auch tightly-coupled Ansätze zur GPS/IMU-Integration
verfolgt. Die einzelnen Methoden, die zu diesen Zwecken im Rahmen dieser Arbeit entwickelt wurden, werden
in den folgenden Kapiteln nun vorgestellt.
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4. Zusammenfassung der relevanten
Veröffentlichungen
Die für diese kumulative Dissertation relevanten Veröffentlichungen lassen sich drei Bereichen zuordnen, die
die Schwerpunkte dieser Arbeit darstellen (Abb. 4.1). Dazu gehören die Entwicklung von Algorithmen zur
Orientierungsbestimmung und zur Positionsbestimmung mobiler Objekte sowie die Entwicklung und Evalu-
ierung eines Systems zur direkten Georeferenzierung leichter Fluggeräte. Die zuvor erwähnten Algorithmen
kommen auf diesem System teilweise zum Einsatz.
Nicht alle in Abb. 4.1 genannten Veröffentlichungen haben einen direkten Bezug zur Georeferenzierung
von UAVs. Nichtsdestotrotz sind sie im Kontext dieser Arbeit relevant, weil sie wichtige Erkenntnisse zur
Positions- und Orientierungbestimmung mobiler Objekte enthalten, die auch für die direkte Georferenzierung
eines UAVs von Interesse sind.
Obwohl die aufgeführten Veröffentlichungen hier verschiedenen Themen zugeordnet werden, bestehen zwi-
schen einzelnen Publikationen unterschiedlicher Themenbereiche teilweise inhaltliche Zusammenhänge oder
Überschneidungen. Diese sind in Abb. 4.1 durch Pfeile symbolisiert. Als Beispiel liegt der Fokus der Veröf-
Abbildung 4.1: Inhaltliche Zuordnung der für diese Arbeit relevanten Veröffentlichungen in die für die Entwick-
lung der direkten Georeferenzierungseinheit wesentlichen Bereiche. Die peer-review Publikationen sind entsprechend
gekennzeichnet.
fentlichung A3 [Eling et al., 2015b] auf der Orientierungsbestimmung eines UAVs. Da in den Algorithmen,
die in dieser Veröffentlichung vorgestellt werden, die Positions- und Orientierungsbestimmung jedoch in ei-
nem gemeinsamen Kalman-Filter erfolgt, besteht hier auch ein Zusammenhang zur Positionsbestimmung.
Des Weiteren wurden die Versuche in Veröffentlichung A3 mit dem in dieser Arbeit entwickelten System
durchgeführt, so dass die Ergebnisse im Grunde auch der Systemevaluierung zuzuordnen sind.
Wie auch den Autorenlisten der einzelnen Veröffentlichungen zu entnehmen ist, waren an der Entwicklung
des Systems neben dem Autor dieser Dissertation auch andere Personen beteiligt. Diese Personen haben
bei technischen Umsetzungen, wie dem Design des Printed Circuit Boards zur Verknüpfung der einzelnen
Sensoren zu einem Gesamtsystem und der Implementierung der Sensorschnittstellen, der Echtzeit-Prozesse
und der Ausgabe-Protokolle mitgewirkt. Das Grundkonzept, die Methoden und Algorithmen sowie die Un-
tersuchungen und Evaluierungen mit dem System wurden jedoch vom Autor dieser Dissertation entwickelt
und durchgeführt.
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In den nachfolgenden Abschnitten werden die einzelnen für diese kumulative Dissertation relevanten Veröf-
fentlichungen zusammengefasst. Die Hauptaspekte der vorliegenden Dissertation werden in Kapitel 6 dann
erneut aufgegriffen und nochmals hervorgehoben.
4.1 Orientierungsbestimmung mobiler Objekte
Veröffentlichung A1
• Eling, C., Zeimetz, P., & Kuhlmann, H. (2010). Determination of orientation based on GPS double
differences. In Schulze Lammers & Kuhlmann (Hrsg.), 2nd International Conference on Machine
Control & Guidance, Schriftenreihe des Instituts für Geodäsie und Geoinformation (S. 151–159). Bonn,
Germany
In der vorliegenden Veröffentlichung wird ein Verfahren zur Einzelepochen-Mehrdeutigkeitslösung für
die Orientierungsbestimmung mobiler Objekte unter Nutzung von GPS-L1-Trägerphasenbeobachtungen
vorgestellt. Das Verfahren basiert auf einem Dreiantennensystem, wobei eine der GPS-Basislinien kürzer als
die Wellenlänge der GPS-Trägerphasensignale (< 19 cm) ist (Short-Baseline, siehe Abb. 3.2).
Aufgrund der Kürze dieser Basislinie können alleine aus der Geometrie keine Mehrdeutigkeiten in den
Trägerphasenbeobachtungen auftreten.
Mittels statischer Testmessungen konnte gezeigt werden, dass die kurze GPS-Basislinie in einer Einzele-
pochenauswertung zu mm-genauen Basislinienkoordinaten führt. Die bekannte Basislinienlänge wurde
dabei als zusätzliche Beobachtung eingeführt, um unter schlechten Beobachtungsbedingungen für mehr
Zuverlässigkeit in der Ausgleichung der Basisparameter zu sorgen.
Aufgrund der Abhängigkeit der erreichbaren Orientierungsgenauigkeit von der Basislänge, ist eine < 19 cm
kurze Basis jedoch keine gute Ausgangslage für hohe Orientierungsgenauigkeiten. Empirische Tests haben
dies bestätigt und gezeigt, dass die kurze Basislinie unter guten Beobachtungsbedingungen lediglich
Genauigkeiten σ von ca. 0.8 deg für den Kurswinkel liefern kann.
In Kombination mit einer längeren Basislinie eignet sich die Lösung der kurzen Basislinie jedoch dazu, die
Mehrdeutigkeiten der längeren Basislinie für jede einzelne Messepoche direkt und ohne weitere Vorinfor-
mation analytisch zu lösen. Unter Kenntnis der Mehrdeutigkeiten bietet die längere Basislinie dann die
Möglichkeit Orientierungsgenauigkeiten im Bereich von ca. 0.1 deg zu erreichen, wenn die Basislinienlänge
größer als 1.5 m ist.
Testmessungen haben gezeigt, dass das sogenannte „Kombinierte-Basislinien-System“ auch für GPS-L1-
Beobachtungen zu einer robusten Einzelepochen-Mehrdeutigkeitslösung und gleichzeitig hohen Orientie-
rungsgenauigkeiten führt. Somit ist das Verfahren insbesondere für die Orientierungsbestimmung mobiler
Objekte gut geeignet.
Veröffentlichung A2 (peer-review)
• Eling, C., Zeimetz, P., & Kuhlmann, H. (2013b). Development of an instantaneous GNSS/MEMS
attitude determination system. GPS Solutions, 17, 129–138
In der hier vorliegenden Veröffentlichung wird ein weiteres Verfahren zur Orientierungsbestimmung mobiler
Objekte basierend auf einem GPS-Multiantennensystem vorgestellt. Bei diesem Verfahren wird ebenfalls eine
Einzelepochen-Mehrdeutigkeitslösung angestrebt, wobei im Gegensatz zu dem Verfahren in Veröffentlichung
A1 [Eling et al., 2010] zur Umsetzung einer schnellen Reinitialisierung der Mehrdeutigkeiten nach einer
Signalunterbrechung die Vorhersage der aktuellen Orientierung aus der Sensorfusion mit einer MEMS-IMU
verwendet wird. Die sich daraus ergebenden Vorteile sind, dass eine MEMS-IMU im Vergleich zu einer GPS-
Empfangseinheit meist kleiner, leichter und kostengünstiger ist und des Weiteren Beobachtungen mit einer
deutlich höheren Abtastrate liefert.
Das übergeordnete Ziel der hier beschriebenen Entwicklung ist es, auch unter schwierigen GNSS-
Bedingungen, wie z.B. in städtischem Gebiet, eine hohe Genauigkeit, eine hohe Zuverlässigkeit und eine
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hohe Verfügbarkeit der berechneten Fahrzeugorientierung zu gewährleisten.
Die instantane Mehrdeutigkeitslösung basiert dabei auf der Ambiguity Function Method (AFM) [Counsel-
man & Gourevitch, 1981; Remondi, 1991; Mader, 1990; Caporali et al., 2003], welche eine trigonometri-
sche Kostenfunktion nutzt, um Kandidaten eines Mehrdeutigkeitssuchraums auf ihre Richtigkeit zu prüfen.
Die MEMS-IMU dient in diesem Zusammenhang dazu, den Mehrdeutigkeitssuchraum nach einer GNSS-
Signalunterbrechung möglichst klein zu halten, so dass falsche Mehrdeutigkeitskandidaten von vornherein
ausgeschlossen werden können und eine hohe Effizienz des Suchverfahrens gewährleistet wird. Um eine falsche
Fixierung zu vermeiden, werden die zehn besten Lösungen der AFM weiteren Tests unterzogen.
Da die Mehrdeutigkeiten bei dem in dieser Veröffentlichung vorgestellten Ansatz in jeder Epoche neu initia-
lisiert werden, ist das Verfahren robust gegen Cycle-Slips (Phasensprünge).
Neben der Verbesserung der Mehrdeutigkeitslösung bietet die Einbindung der IMU auch die Möglichkeit,
Ausreißer in den GNSS-Orientierungen zu detektieren. Dies ist insbesondere unter schwierigen GNSS-
Bedingungen, wie bei kinematischen Anwendungen in städtischem Gebiet, sehr hilfreich. Die GPS/IMU-
Integration erfolgt hier mittels eines EKFs. Das Systemmodell basiert in diesem Filter auf Differentialglei-
chungen zur Fortschreibung von Eulerwinkeln mittels gemessener Drehraten [Titterton & Weston, 2004].
Der Zustandsvektor beinhaltet neben den drei Eulerwinkeln Roll, Pitch und Yaw auch die Offsets der drei
Drehratensensoren, die zur Prädiktion des Zustandsvektors genutzt werden. Die Korrektur des prädizierten
Zustandsvektors erfolgt über die mit GPS gemessenen Eulerwinkel, die aus der Auswertung zweier auf dem
Fahrzeug (in diesem Falle ein VW-Bus) montierten Basislinien resultieren. Eine dieser Basislinien zeigt dabei
mit einer Länge von 2.5 m in Fahrtrichtung. Die zweite Basislinie ist rechtwinklig zur ersten angeordnet und
hat eine Länge von 1.3 m.
Während kinematischer Testmessungen wurde die Genauigkeit des Systems sowie die Zuverlässigkeit der
Einzelepochen-Mehrdeutigkeitslösung überprüft. Zur Validierung der Ergebnisse wurde dabei ein navigation-
grade INS der Firma Imar verwendet. Die Testmessungen fanden sowohl unter guten als auch unter schwie-
rigen GNSS-Bedingungen statt.
Die Ergebnisse der Testmessungen haben gezeigt, dass es mittels einer GPS/MEMS-IMU Integration und ei-
ner Einzelepochenmehrdeutigkeitslösung möglich ist, auch unter schwierigen GNSS-Bedingungen hochgenaue
Orientierungen eines Fahrzeugs zu bestimmen. Für den Kurswinkel wurden je nach GNSS-Bedingungen bspw.
Genauigkeiten von σ = 0.03−0.1 deg erreicht. Des Weiteren wurde deutlich, dass das entwickelte Mehrdeutig-
keitslösungsverfahren, unabhängig von der Anzahl der sichtbarer Satelliten, eine hohe Erfolgsrate garantiert.
Mehr dazu ist im Abschnitt 6.1.1 dieser Arbeit zu finden.
Neben der Evaluation der in dieser Veröffentlichung vorgestellten Algorithmen zur Orientierungsbestimmung
und zur schnellen Mehrdeutigkeitslösung beinhaltet die vorliegende Publikation außerdem Untersuchungen
zur Modellierung epochenübergreifender GPS-Korrelation durch ein Formfilter (siehe Abschnitt 3.3.3) bei
kinematischen GNSS-Anwendungen. Es konnte dabei gezeigt werden, dass ein Formfilter unter Verwendung
einer GPS/MEMS-IMU-Sensorfusion zu keiner Verbesserung in der Genauigkeit führt (siehe Kapitel 7).
Veröffentlichung A3 (peer-review)
• Eling, C., Klingbeil, L., & Kuhlmann, H. (2015b). Real-time single-frequency GPS/MEMS-IMU atti-
tude determination of lightweight UAVs. Sensors, 15, 26212–26235
Im Gegensatz zu den Veröffentlichungen A1 und A2 [Eling et al., 2010, 2013b], in denen bereits gezeigt wurde,
dass auch unter schwierigen GNSS-Bedingungen Orientierungen einer mobilen Plattform (am Beispiel eines
Fahrzeugs) mit hohen Genauigkeiten bestimmt werden können, thematisiert die hier vorliegende Publikation
die Orientierungsbestimmung eines UAVs.
Der Einsatz mehrerer Multi-Frequenz-GNSS-Empfänger zur Realisierung von 2 m langen GPS-Basislinien
auf der Trägerplattform, wie sie bspw. in der Veröffentlichung A2 [Eling et al., 2013b] verwendet wurden,
kommt aus Gewichts- und Platzgründen für die Orientierungsbestimmung von Micro-UAVs meist nicht in
Frage. Stattdessen wird hier nur eine Basislinie eingesetzt, die eine Länge von 92 cm aufweist. Bei einem
der eingesetzten GPS-Empfänger handelt es sich zudem um einen low-cost Empfänger der Firma Ublox
(LEA6T), so dass in diesem Fall lediglich L1-GPS-Beobachtungen zur Verfügung stehen.
Neben der L1-GPS-Basislinie werden in dem hier vorgestellten Verfahren zur zuverlässigen und hochgenauen
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Orientierungsbestimmung von UAVs zusätzlich Beschleunigungen und Drehraten einer MEMS-IMU, Ma-
gnetfeldbeobachtungen und GPS-Positionsmessungen verwendet.
Um die Mehrdeutigkeiten der onboard L1-GPS-Basislinie bereits in der ersten Epoche nach einer Signal-
unterbrechung erfolgreich lösen zu können, werden, wie auch in den Veröffentlichungen A1 und A2 [Eling
et al., 2010, 2013b], Vorinformationen über die aktuelle Orientierung des Systems genutzt. Im Gegensatz
zu den vorherigen Veröffentlichungen stammen diese Vorinformationen jedoch nicht aus einer kurzen GPS-
Basislinie oder mit Drehraten prädizierten Euler-Winkeln, sondern aus einem Error-State-Space-Kalman-
Filter (siehe Abschnitt 3.3.2), in dem die Position, die Geschwindigkeit und die Orientierung des Systems
sowie die Offsets der Drehraten- und Beschleunigungssensoren der MEMS-IMU geschätzt werden. Da neben
den MEMS-IMU-Beobachtungen in diese Berechnung auch GPS-Positionsmessungen und Magnetfeldbeob-
achtungen einfließen, ist die Vorinformation für die Mehrdeutigkeitslösung hier driftfrei und liefert auch bei
längeren GPS-Signalunterbrechungen Orientierungsgenauigkeiten im Bereich von <5 deg.
Die Mehrdeutigkeitssschätzung ist bei dem vorgestellten Verfahren dreistufig und basiert unter anderem auf
der Modified Least Squares Ambiguity Decorrelation Adjustment (MLAMBDA)-Methode [Chang et al., 2005]
und der AFM. Dabei wird unter Verwendung der MLAMBDA-Methode zunächst in der Mehrdeutigkeitsebe-
ne gesucht, bevor für ausgewählte Kandidaten anschließend eine weitere Suche und auch eine Validierung
mit der AFM erfolgt (eine detailliertere Beschreibung dieses Verfahrens folgt in Kapitel 6.1.1).
Für die Realisierung hoher Genauigkeiten wird die GPS-Basislinie, nach erfolgreicher Fixierung der Mehr-
deutigkeiten, als weitere Beobachtung in den oben genannten Error-State-Space-Kalman-Filter eingebunden.
Mittels verschiedener Testmessungen, bei denen ein tragbares Testsystem und ein Oktokopter als Träger-
plattformen verwendet wurden, konnten sowohl die Schnelligkeit und die Zuverlässigkeit der entwickelten
Algorithmen zur Mehrdeutigkeitslösung, als auch die erreichbare Genauigkeit des Systems überprüft werden.
Als Referenzlösung zur Evaluierung der Genauigkeiten wurde dabei, wie auch in der Veröffentlichung A2
[Eling et al., 2013b], die hochpräzise Inertialsensormesseinheit iNAV-FJI-LSURV-001 der Firma Imar einge-
setzt.
Die Testmessungen haben gezeigt, dass die Mehrdeutigkeiten mit dem vorgestellten Verfahren sowohl bei
UAV-Flügen, als auch unter Verwendung des tragbaren Testsystems in mehr als 90% der Fälle bereits inner-
halb der ersten Epoche erfolgreich gelöst werden können. Insgesamt konnten die Mehrdeutigkeiten in > 98%
aller Initialisierungen spätestens nach 5 Sekunden fixiert werden (siehe Kapitel 6.1.1). Die Genauigkeiten des
Systems liegen im Bereich von 0.05 deg für Roll- und Nickwinkel und 0.2 deg für den Yaw-Winkel, wenn die
GPS-Basislinie als Messung in das Kalman-Filter integriert wird (siehe Kapitel 6.3.2).
4.2 Positionsbestimmung mobiler Objekte
Veröffentlichung B1 (peer-review)
• Eling, C., Zeimetz, P., & Kuhlmann, H. (2012). Single-epoch ambiguity resolution for kinematic GNSS
positioning. In 3rd International Conference on Machine Control & Guidance (S. 35–46). Stuttgart,
Germany
Ähnlich zu den Veröffentlichungen A1-A3 [Eling et al., 2010, 2013b, 2015b] liegt der Fokus hier
ebenfalls auf der schnellen Fixierung von Trägerphasenmehrdeutigkeiten. Dabei wird jedoch nicht
die Einzelepochen-Mehrdeutigkeitssuche für eine Orientierungsbestimmung mit GNSS, sondern die
Einzelepochen-Mehrdeutigkeitssuche für eine RTK-GPS-Positionsbestimmung, basierend auf Zweifrequenz-
GPS-Messungen, angestrebt.
Analog zu Veröffentlichung A2 [Eling et al., 2013b], wird für die Mehrdeutigkeitslösung hier auch die AFM
verwendet. Auch wenn die AFM grundsätzlich eine Mehrdeutigkeitslösung in der ersten Epoche nach einer
Signalunterbrechung ermöglicht, bringt der Einsatz der AFM zwei Schwierigkeiten mit sich: a) die Methode
kann ineffizient werden, wenn der Mehrdeutigkeitssuchraum zu groß gewählt wurde und b) die Methode neigt
bei systematischen Beobachtungsabweichungen zu einer falschen Lösung.
Mit dem Ziel die Mehrdeutigkeitssuche im Rahmen der RTK-GPS-Positionsbestimmung eines Fahrzeugs zu
verbessern, werden hier verschiedene Strategien zur Verkleinerung des Suchraums und zur Reduktion falscher
Entscheidungen in der Mehrdeutigkeitslösung mit der AFM vorgestellt.
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Für die Einschränkung des Mehrdeutigkeitssuchraums wird je nach Signalunterbrechung zwischen drei ver-
schiedenen Strategien variiert:
1. Erstmalige Initialisierung: Da hier zusätzlich zu GNSS keine weiteren Sensoren zum Einsatz kom-
men, liegt bei einer erstmaligen Initialisierung der Trägherphasenmehrdeutigkeiten bis auf eine relative
Codeposition (Differential GPS (DGPS)) keine Vorinformation über die aktuelle Position des Fahrzeugs
vor. Deshalb wird im Fall einer erstmaligen Initialisierung zunächst die relative Codeposition verwen-
det, um die Mehrdeutigkeiten für eine Gruppe von drei Trägerphasen-Doppeldifferenzbeobachtungen
(„primary group“) zu berechnen. Durch Variation der Mehrdeutigkeiten dieser primary group wird
anschließend ein Suchraum aufgespannt, dessen Kandidaten mit den verbleibenden Beobachtungen
getestet werden [Corbett & Cross, 1995].
2. Initialisierung hinzukommender Satelliten: Die AFM erlaubt es, die Mehrdeutigkeiten in jeder
einzelnen Epoche neu zu lösen. Um den Suchraum für eine epochenweise Reinitialisierung klein zu hal-
ten, werden hier GPS-Geschwindigkeiten genutzt [Serrano et al., 2004; Wieser, 2007], mittels derer die
Änderungen der RTK-GPS-Positionen zwischen zwei Epochen cm-genau berechnet werden können. Auf
Basis dieser Positionen ist dann eine recheneffiziente Reinitialisierung aller Mehrdeutigkeiten möglich.
Cycle-Slips werden auf diese Weise ebenfalls auffällig.
3. Überbrückung kurzzeitiger Signalunterbrechungen: Eine kurzzeitige Unterbrechung der GNSS-
Signale erfordert jeweils eine Reinitialisierung der Mehrdeutigkeiten. Für den Fall, dass die Bewegung
des verwendeten Fahrzeugs einer gewissen Trägheit unterliegt, besteht die Möglichkeit, die Position des
Fahrzeugs zum Zeitpunkt der Reinitialisierung der Mehrdeutigkeiten unter Verwendung eines geeigne-
ten Bewegungsmodells vorherzusagen. Ein Beispiel für ein solches Szenario wäre eine Autobahnfahrt
mit einem Auto, bei der die GNSS-Signale durch jede unterfahrene Brücke abreißen. Die aktuelle Posi-
tion, Geschwindigkeit, Orientierung und Orientierungsänderung des Fahrzeugs wird hier in einem EKF
geschätzt. Die Prädiktion erfolgt mit einer gleichförmigen Kreisbahn als Bewegungsmodell [Aussems,
1999; Eichhorn, 2005].
Die beschriebenen Ansätze zur Verbesserung der Einzelepochen-Mehrdeutigkeitssuche für eine RTK-GPS-
Positionsbestimmung wurden mittels der Daten einer Autofahrt im Stadtgebiet und über die Autobahn
getestet. Zum Vergleich wurden die Ergebnisse einer kommerziellen Software herangezogen. Anhand der
Daten konnte gezeigt werden, dass die vorgestellten Verfahren zu einer deutlich schnelleren Lösung der
Mehrdeutigkeiten führen, als es mit der Vergleichssoftware möglich war. Der Median der Zeit, die für die
Mehrdeutigkeitslösung benötigt wurde, lag unter Verwendung der hier vorgestellten Verfahren bei 0.5 s
(Minimum: 0.2 s, Maximum: 3.7 s), während der Median unter Verwendung der Vergleichssoftware einen Wert
von 5.8 s eingenommen hat (Minimum: 2 s, Maximum: 40.3 s). Die implementierten RTK-GPS-Algorithmen
lieferten in Summe in 96.59% der Epochen eine korrekte Einzelepochen-Mehrdeutigkeitslösung, wobei auch
deutlich wurde, dass die Erfolgsrate der AFM ganz klar von der Anzahl der verfügbaren Satelliten abhängt,
was bei kinematischen Anwendungen häufig zu Schwierigkeiten führen kann.
Veröffentlichung B2 (peer-review)
• Eling, C., Klingbeil, L., & Kuhlmann, H. (2014c). Development of an RTK-GPS system for precise
real-time positioning of lightweight UAVs. In A. Wieser (Hrsg.), Ingenieurvermessung 2014: Beiträge
zum 17. Internationalen Ingenieurvermessungskurs (S. 111–123). Zürich, Schweiz: Wichmann Verlag
Wie bereits im Abschnitt 1.1 erläutert, erfolgte die Echtzeit-Positionsbestimmung leichter UAVs bisher üb-
licherweise unter Verwendung codebasierter low-cost GPS-Empfänger, die jedoch lediglich eine Positionsge-
nauigkeit von mehreren Metern ermöglichen. Die vorliegende Veröffentlichung beschreibt nun erstmals ein
System zur zentimetergenauen Positionsbestimmung eines leichten UAVs in Echtzeit. Neben der Systembe-
schreibung stehen hier insbesondere die entwickelten RTK-GPS-Algorithmen im Fokus.
In den in Echtzeit auf dem UAV laufenden Algorithmen, erfolgt in einem Kalman-Filter zunächst eine Schät-
zung der Mehrdeutigkeitsparameter. Als Beobachtungen werden in diesem Filter sowohl Doppeldifferenz-
Trägerphasen als auch Doppeldifferenz-Codebeobachtungen auf der L1- und der L2-GPS-Frequenz verwendet.
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Durch die daraus folgende Überbestimmung ist eine Mehrdeutigkeitslösung auch bereits in der ersten Epo-
che möglich. Neben der Position des UAVs werden hier Singledifferenz-Mehrdeutigkeitsparameter geschätzt,
so dass der Zustandsvektor bei einer Änderung des Referenzsatelliten keiner Anpassung bedarf [Takasu &
Yasuda, 2009].
Wichtig für eine erfolgreiche und schnelle Mehrdeutigkeitslösung ist eine gute Wahl der Parameter zur Be-
schreibung des Mess- und des Prozessrauschens im Kalman-Filter. Die Repräsentation des Messrauschens
erfolgt hier jeweils über einen elevationsabhängigen und einen elevationsunabhängigen Parameter. Des Wei-
teren werden durch die Doppeldifferenzbildung auftretende Korrelationen berücksichtigt.
Die Mehrdeutigkeitslösung wird mittels der MLAMBDA-Methode [Chang et al., 2005] und einem anschließen-
den „Ratio-Test“ [Verhagen & Teunissen, 2006] realisiert. Für den Fall, dass die Mehrdeutigkeiten erfolgreich
fixiert werden konnten, wird die Roverposition abschließend unter alleiniger Verwendung der Trägerphasen-
beobachtungen in einem Kleinste-Quadrate-Ausgleich geschätzt.
Eine wesentliche Voraussetzung für die Umsetzung einer echtzeitfähigen zentimetergenauen Positionsbestim-
mung eines UAVs ist, dass die GPS-Beobachtungen der Masterstation während des Fluges an die Rechenein-
heit auf dem UAV übertragen werden. Da es unter reellen Bedingungen meist nicht möglich ist, die Daten
der Masterstation mit einer Rate von 10 Hz verlustfrei über eine Funkverbindung an die Recheneinheit zu
senden, wurde hier ein Ansatz entwickelt, der eine von der Regelmäßigkeit der Übertragung der Daten der
Masterstation unabhängige RTK-GPS-Auswertung erlaubt (siehe Abschnitt 6.3.1).
Zur Validierung der Richtigkeit der implementierten Algorithmen, wurden die in Echtzeit berechneten RTK-
GPS-Positionen sowie auch die GPS-Rohdaten während eines UAV-Fluges aufgezeichnet und im Postproces-
sing anschließend mit den Ergebnisse einer kommerziellen (Leica Geo Office) und einer open-source GNSS-
Software (RTKLIB) verglichen. Auf die Ergebnisse dieses Vergleichs wird in Abschnitt 6.3.2 eingegangen.
Veröffentlichung B3
• Eling, C., Heinz, E., Klingbeil, L., & Kuhlmann, H. (2014a). Cycle slip detection in the context of
RTK GPS positioning of lightweight UAVs. In 4th International Conference on Machine Control &
Guidance (S. 148–155). Braunschweig, Germany
Sobald die Trägerphasen-Mehrdeutigkeiten für eine GNSS-Basislinie einmal erfolgreich gelöst wurden, kön-
nen sie theoretisch solange festgehalten werden, bis eine Unterbrechung der entsprechenden GNSS-Signale
erfolgt oder ein sogenannter Cycle-Slip auftritt, was einem Sprung in der Trägerphase entspricht. Die De-
tektion von Cycle-Slips ist insofern von enormer Bedeutung, als dass ein unaufgedeckter Cycle-Slip zu einer
fehlerhaften Beobachtung in der Basislinienauswertung führt.
Ein übliches Verfahren zur Detektion von Cycle-Slips beruht auf der Verwendung der geometriefreien Line-
arkombination, welche der Differenz der Trägerphasenbeobachtungen eines Satelliten auf zwei Frequenzen
entspricht [Hofmann-Wellenhof et al., 2008]. Ein weiteres Verfahren basiert auf der Nutzung des sogenannten
Lock Time Indicators (LTIs), der von vielen GNSS-Empfängern ausgegeben wird und anzeigen soll, wie lange
der Oszillator des Empfängers das entsprechende GNSS-Signal bereits verfolgt. Beide Verfahren wurde in
der Veröffentlichung B2 [Eling et al., 2014c] verwendet, um Cycle-Slips zu detektieren. Dabei sind sowohl
unstetige Verläufe in den LTI-Werten der einzelnen GNSS-Signalen als auch Sprünge in der geometriefreien
Linearkombination Indikatoren für mögliche Cycle-Slips. Dennoch ist es mit diesen Methoden nicht immer
möglich, Cycle-Slips aufzudecken, da es Kombinationen von Phasensprüngen in den L1- und L2-GPS-Signalen
gibt, die durch die geometriefreie Linearkombination nicht sichtbar werden [Bisnath, 2000] und der LTI nicht
von allen GNSS-Empfängern zur Verfügung gestellt wird.
Als eine Alternative zu den beiden genannten Verfahren wird in der vorliegenden Veröffentlichung daher
analysiert, ob eine GPS/IMU-Sensorfusion geeignet ist, um Cycle Slips bei kinematischen Anwendungen
erfolgreich zu detektieren. Die Ergebnisse einer Testfahrt mit einem Auto, bei der Cycle-Slips verschiedener
Größenordnungen auf unterschiedlichen GNSS-Signalen simuliert wurden, haben gezeigt, dass Inertialsen-
sorbeobachtungen in einem Kalman-Filter nicht nur geeignet sind, um Cycle-Slips erfolgreich aufzudecken,
sondern auch um Cycle-Slips zu reparieren. Dies ist auch der Grund, warum bspw. in Veröffentlichung A3
[Eling et al., 2015b] Inertialsensoren in einem GPS/IMU-Kalman-Filter verwendet werden, um die Pro-
blematik auftretender Cycle-Slips bei der Positions- und Orientierungsbestimmung leichter Fluggeräte zu
bewältigen.
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4.3 Systemdesign, Systemkalibrierung und Systemevaluierung
Nachdem in den Abschnitten 4.1 und 4.2 die nötigen Algorithmen zur Positions- und Orientierungsbestim-
mung mobiler Objekte beschrieben wurden, werden in diesem Abschnitt nun Veröffentlichungen vorgestellt,
in denen die Entwicklung eines Systems zur direkten Georeferenzierung leichter UAVs in Echtzeit im Vorder-
grund steht. Die zuvor vorgestellten Algorithmen kommen auf diesem System zum Teil vollständig und zum
Teil ansatzweise zum Einsatz. Neben der Entwicklung des Systems werden in diesem Abschnitt auch Bei-
spiele für Anwendungen vorgestellt, bei denen jeweils auch die mit dem System erreichbaren Genauigkeiten
geprüft werden.
Im Rahmen dieser Arbeit sind, neben den hier als relevant aufgelisteten Publikationen, zahlreiche weitere
Veröffentlichungen erschienen, in denen das entwickelte System beschrieben wird [Eling et al., 2013a, 2014e,
2015a,c]. Auch in den Veröffentlichungen A3, B2, und B3 [Eling et al., 2015b, 2014c,a] wird auf die Sys-
tementwicklung eingegangen, was nochmals die Verknüpfung der einzelnen Abschnitte in diesem Kapitel
unterstreicht.
Da es sich bei der Entwicklung des Systems um einen mehrjährigen Prozess handelt, wird die stetige Weiter-
entwicklung des Systems auch im Zuge der verschiedenen Veröffentlichungen deutlich. In den hier als relevant
aufgelisteten Veröffentlichungen wird insbesondere in Veröffentlichung C1 auf die Systembeschreibung ein-
gegangen, während der Fokus der weiteren Veröffentlichungen (C2 und C3) auf der Evaluierung des Systems
liegt.
Veröffentlichung C1 (peer-review)
• Eling, C., Klingbeil, L., Wieland, M., & Kuhlmann, H. (2014f). Direct georeferencing of micro ae-
rial vehicles - system design, system calibration and first evaluation tests. PFG - Photogrammetrie,
Fernerkundung, Geoinformation, 4, 227–237
Die Veröffentlichung C1 beschreibt ein System zur direkten Georeferenzierung leichter Fluggeräte. Bei diesem
System handelt es sich um eine überarbeitete Version des in [Eling et al., 2013a] vorgestellten Prototyps.
Als Sensoren verfügt das System über einen geodätischen Zweifrequenz-GPS-Empfänger (Novatel OEM 615),
einen Einfrequenz low-cost GPS-Empfänger (Ublox LEA6T) und eine tactical-grade MEMS-IMU (Analog
Devices, ADIS 16488). Für die Realisierung der Positions- und Orientierungsbestimmung in Echtzeit wird
eine Echtzeit-Recheneinheit (National Instruments sbRIO 9606) verwendet, bei der ein Field Programmable
Gate Array (FPGA) und ein 400 MHz-Prozessor auf einem Board kombiniert sind.
Mit einer Größe von 11.0 cm × 10.2 cm × 4.5 cm und einem Gewicht von 240 g erfüllt das entwickelte
System die in Abschnitt 1.1 genannten Anforderungen an ein auf einem Micro-UAV anwendbares direktes
Georeferenzierungssystem.
Als UAV wird hier ein modifizierter Aufbau eines Mikrokopter-Oktokopters der Firma HiSystems GmbH
verwendet. Entsprechend der vorgesehenen Anwendung (Mapping On Demand, siehe Abschnitt 1.1) ist das
Fluggerät nicht nur mit der entwickelten direkten Georeferenzierungseinheit, sondern auch mit weiteren
Sensoren, wie einer 5 MPixel Kamera und zwei Stereokamerasystemen ausgestattet.
Detailliertere Beschreibungen der Georeferenzierungseinheit und der UAV-Plattform sind im Kapitel 6.3 zu
finden, wobei es sich bei den dort beschriebenen Systemen um Weiterentwicklungen der in der vorliegenden
Veröffentlichung beschriebenen Systeme handelt.
Das Verfahren zur Positionsbestimmung mit dem hier präsentierten System basiert auf den in der Veröffent-
lichung B2 [Eling et al., 2014c] beschriebenen RTK-GPS-Algorithmen. Die Orientierungsbestimmung erfolgt
in diesem Stadium der Entwicklung noch unabhängig von der Positionsbestimmung und beruht auf einem
Quaternion-basierten EKF unter Verwendung der Beobachtungen einer MEMS-IMU, der Magnetfeldbeob-
achtungen und der onboard GPS-L1-Basislinie. In späteren Entwicklungen wird diese Art der Orientierungs-
bestimmung durch die in Veröffentlichung A3 [Eling et al., 2015d] beschriebenen Algorithmen abgelöst.
Für die Systemkalibrierung, d.h. die Bestimmung der Hebelarme und Rotationen zwischen den einzelnen
objekterfassenden und georeferenzierenden Sensoren, wurde ein Nahfeld-3D-Laserscanner (Perceptron Scan-
Works V5) eingesetzt, der an einem portablen 3D-Messarm (Romer Infinite 2.0) befestigt ist. Mittels einer
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3D-Modellierung der einzelnen Sensoren bestand so die Möglichkeit, die Hebelarme mit einer mm-Genauigkeit
und die Rotationen mit einer Genauigkeit von wenigen Zehntel-Grad zu bestimmen.
Dass die entwickelten RTK-GPS-Algorithmen zu einer korrekten GPS-Auswertung führen, wurde durch einen
Vergleich zu alternativer GNSS-Auswertesoftware bereits in der Veröffentlichung B2 [Eling et al., 2014c]
gezeigt. In der hier vorliegenden Veröffentlichung findet nun auch die Prüfung der Genauigkeit einer mittels
GPS-bestimmten UAV-Trajektorie statt, indem ein Vergleich zu den Ergebnissen einer photogrammetrischen
Bündelausgleichung hergestellt wird. Die maximalen Abweichungen beider Ergebnisse liegen meist unter
5 cm, wobei die Standardabweichungen der Differenzen etwa 1.4-2.3 cm einnehmen.
Auch die Orientierungen konnten durch einen Vergleich zu einer photogrammetrischen Bündelausgleichung
erfolgreich geprüft werden. Die Ergebnisse haben den Gewinn in der Genauigkeit des Kurswinkels unter
Verwendung der GPS-Basislinie verdeutlicht. Ohne Berücksichtigung der Basislinie haben sich maximale
Abweichungen von bis zu 4 deg im Kurswinkel ergeben. Unter Einbeziehung der GPS-Basislinie wurden
maximale Abweichungen von < 1 deg für alle drei Eulerwinkel erreicht. Eine detailliertere Evaluierung der
mit dem System erreichbaren Orientierungsgenauigkeiten sind jedoch der Veröffentlichung A3 [Eling et al.,
2015b] und dem Kapitel 6.3.2 zu entnehmen.
Veröffentlichung C2 (peer-review)
• Eling, C., Wieland, M., Hess, C., Klingbeil, L., & Kuhlmann, H. (2015d). Development and evaluation
of a UAV based mapping system for remote sensing and surveying applications. In International
Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Vol. XL-1/W4 (S.
233–239). UAV-g 2015, Toronto, Canada
Nachdem in Veröffentlichung C1 [Eling et al., 2014f] das entwickelte Multisensorsystem zur direkten Geore-
ferenzierung leichter Fluggeräte vorgestellt wurde, wird in dieser Publikation nun untersucht, inwieweit sich
das beschriebene System tatsächlich eignet, um Vermessung aus der Luft zu betreiben.
Als Fluggerät wird ein Mikrokopter OktoXl der Firma HiSystems GmbH verwendet, der mit koaxialer Ro-
toranordnung (jeweils zwei übereinander angeordnete Rotoren an vier Auslegern) aufgebaut ist. Der Vorteil
des koaxialen Aufbaus gegenüber dem ursprünglichen Aufbau (siehe z.B. [Eling et al., 2014f]) ist, dass die
Beobachtungen der GPS-Basislinie zur Orientierungsbestimmung und die Beobachtungen eines externer Ma-
gnetsensors (Honeywell HMC 5883L) nun deutlich weniger durch Vibrationen und elektrische Ströme gestört
werden. Die onboard GPS-Basislinie hat bei diesem Aufbau mit 92 cm nun auch ein längeres Ausmaß als
zuvor (46 cm). Die Positions- und die Orientierungsbestimmung erfolgen hier in einem gemeinsamen loosely-
coupled Error-State-Space-Kalman-Filter (siehe Veröffentlichung A3 [Eling et al., 2015b]).
Um die Praxistauglichkeit des Systems zu überprüfen, wird als objekterfassender Sensor in der vorliegenden
Veröffentlichung eine handelsübliche „Consumer“-Kamera (Panasonix Lumix GX1), ausgestattet mit einem
Objektiv mit Festbrennweite (20 mm), verwendet. Diese Kamera muss für einen vermessungstechnischen Ein-
satz zeitlich mit der Georeferenzierungseinheit synchronisiert werden, wenn die Bilder zur Objektvermessung,
wie im vorliegenden Fall, aus der Bewegung heraus aufgenommen werden sollen. Für die zeitliche Synchroni-
sierung wird hier das Startsignal zur Betätigung des ersten Verschlussvorhangs des Schlitzverschlusses („focal
plane shutter“) der Kamera abgegriffen, welches gleichzeitig dem Startsignal der Belichtung eines einzelnen
Bildes entspricht. Eigene Untersuchungen haben gezeigt, das durch Abgriff dieses Signals variable Latenz-
zeiten zwischen der direkten Georeferenzierung und der Bildaufnahme vermieden werden können.
Die Kalibrierung des Hebelarms zwischen dem Referenzpunkt der Kamera und dem Referenzpunkt der Ge-
oreferenzierungseinheit wurde hier aus den Daten eines Fluges über ein Testfeld realisiert, welches zuvor
mit Schwarz-Weiß-Zielzeichen ausgestattet wurde. Über diese Zielzeichen ist es möglich, die Positionen der
Kamera zu den Zeitpunkten der jeweiligen Bildaufnahme in einem übergeordneten Koordinatensystem zu be-
stimmen. Da für die gleichen Zeitpunkte auch Positionen und Orientierungen der Georeferenzierungseinheit
vorliegen, kann aus den Differenzen zwischen den jeweiligen Positionen der Hebelarm abgeleitet werden.
Die Genauigkeiten, die mit dem beschriebenen System an zu vermessenden Punkten auf dem Boden zu
erwarten sind, wurden hier ebenfalls anhand von Testflügen geprüft. Die Auswertung der Bilder erfolgte
dabei mittels der Software „Pix4DMapper“ der Firma Pix4D.
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Werden die direkt georeferenzierten Kamerapositionen in die Bildauswertung integriert, ist bei einer Flughöhe
von 20 m und einer Fluggeschwindigkeit von 2 m/s mit einer Punktgenauigkeit von etwa 1-3 cm am Boden zu
rechnen. Dies entspricht ungefähr der Qualität einer RTK-GPS-Vermessung. Die Vorteile der Vermessung aus
der Luft gegenüber der üblichen RTK-GPS-Vermessung mit einem Lotstock sind jedoch, dass die Vermessung
aus der Luft berührungslos erfolgt, unzugängliche Gebiete erreicht werden können und eine große Anzahl an
Punkten schneller vermessen werden kann.
Veröffentlichung C3 (peer-review)
• Eling, C., Klingbeil, L., Wieland, M., & Kuhlmann, H. (2016b). Towards deformation monitoring
with UAV-based mobile mapping systems. In 3rd Joint International Symposium on Deformation
Monitoring (JISDM) Vienna, Austria
Da UAVs unzugängliche oder für Menschen gefährliche Bereich in niedrigen Flughöhen überfliegen können,
sind sie prinzipiell z.B. gut für Aufgaben wie Deformationsmessungen geeignet. Voraussetzung dafür ist
jedoch, dass die Georeferenzierung durch ein Multisensorsystem direkt und ohne die Verwendung von GCPs
erfolgt, da GCPs in unzugänglichen oder für Menschen gefährlichen Bereichen nicht installiert werden können.
In der vorliegenden Veröffentlichung wird geprüft, ob direkt georeferenzierte Micro-UAVs, die mit einer
Consumer-Kamera als objekterfassender Sensor ausgestattet sind, sich für Deformationsmessungen eignen
und ob es mit diesen Systemen möglich ist, Deformationen mit einem cm-Ausmaß als signifikant zu detektie-
ren. Um diese Fragestellungen zu beantworten, ist die Durchführung empirischer Versuche notwendig, da die
Kovarianzmatrix von Punkten, die mit UAVs vermessen wurden, als Folge zahlreicher Verarbeitungsschritte,
wie z.B. der Bündelblockausgleichung in einer geschlossenen photogrammetrischen Software, unbekannt ist.
Als UAV-Plattform wird das gleiche System wie in Veröffentlichung C2 [Eling et al., 2015d] verwendet. Für
die Evaluierung der Tauglichkeit dieses Systems für einen Einsatz im Bereich der Deformationsmessung, wur-
de ein Testfeld entworfen, in dem sowohl 15 GCPs als auch verschiedene Deformationsobjekte angebracht
waren. Die Vermessung der Koordinaten der GCPs erfolgte mittels eines Tachymeters, die Deformationsob-
jekte wurden mit einem Terrestrischer Laserscanner (TLS) eingemessen.
Während vier verschiedenen, mäanderförmigen, automatischen Wegpunkteflügen mit Flughöhen von etwa
20 m und Fluggeschwindigkeiten von etwa 1 m/s konnten jeweils ca. 300 direkt georeferenzierte Bilder des
Testfeldes aufgenommen werden, die anschließend mit der Software „Agisoft Photoscan“ zu Punktwolken
verarbeitet wurden. Zwischen den Flügen wurden verschiedene Deformationen an den unterschiedlichen De-
formationsobjekten mit Größenordnungen im cm-Bereich vorgenommen.
Der Vergleich der Koordinaten der GCPs, die sowohl tachymetrisch als auch mit dem UAV-basierten Mul-
tisensorsystem bestimmt wurden, zeigte erneut, dass mit der direkten Georeferenzierung eines UAVs bei
Flughöhen von 20 m über dem zu vermessenden Objekt cm-Genauigkeiten an Einzelpunkten am Boden er-
reicht werden.
Für die Deformationsanalysen wurden die Differenzen zweier Punktwolken mit Point-to-Mesh (Dreiecksver-
maschung) Distanzen berechnet. Die Untersuchungen der Deformationsobjekte haben gezeigt, dass bei einer
Sicherheitswahrscheinlichkeit von 95% mit einem direkt georeferenzierten UAV, auf dem eine Consumer-
Kamera angebracht ist, Deformationen mit einem Ausmaß von > 6.3 cm als signifikant detektiert werden
können. Durch eine zusätzliche Feinregistrierung der erzeugten Punktwolken mittels eines Iterative Closest
Point (ICP) Algorithmus, der aufgrund der Vorinformation aus der direkten Georeferenzierung hier gut
funktioniert, kann die Signifikanzgrenze sogar auf 1.8 cm reduziert werden.
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5. Tightly-coupled
GPS/MEMS-IMU-Integration
Ein wesentlicher Bestandteil dieser Arbeit besteht in der Entwicklung von Algorithmen zur tightly-coupled
GPS/MEMS-IMU-Integration zur Positions- und Orientierungsbestimmung leichter Fluggeräte. Da diese
Algorithmen bisher nicht veröffentlicht wurden, werden sie in diesem Kapitel kurz beschrieben.
Im Grunde sind die tightly-coupled GPS/MEMS-IMU-Algorithmen den in Veröffentlichung A3 [Eling et al.,
2015b] vorgestellten Algorithmen zur loosely-coupled Integration sehr ähnlich. Die Positions- und Orientie-
rungsbestimmung erfolgt dabei, wie in Abschnitt 3.4 beschrieben, in zwei Schritten: (i) dem Strapdown-
Algorithmus und (ii) der Sensorfusion durch Formulierung eines Closed-Loop Error-State-Space-Kalman-
Filters. Die Inertialsensordaten, die bei dem in dieser Arbeit entwickelten Multisensorsystem (siehe Ab-
schnitt 6.3) mit einer Rate von 100 Hz zur Verfügung stehen, werden dementsprechend nicht im Kalman-Filter
selbst, sondern im Strapdown-Algorithmus verarbeitet, so dass die Berechnung der Inversen der Kalman-
Gain-Matrix lediglich mit einer Rate von 10 Hz (dies entspricht der Abtastrate des GPS) ausgeführt wird.
Das Messrauschen der Inertialsensoren wird im Systemrauschen des Kalman-Filters berücksichtigt.
Im weiteren Verlauf dieses Abschnittes wird nun das Kalman-Filter zur tightly-coupled GPS/MEMS-IMU
Integration näher erläutert. Da sich der Strapdown-Algorithmus in der tightly-coupled Integration nicht
von dem in Veröffentlichung A3 [Eling et al., 2015b] vorgestellten Algorithmus unterscheidet, wird hier auf
eine Darstellung des Strapdown-Algorithmus verzichtet und auf die Veröffentlichung A3 [Eling et al., 2015b]
verwiesen.
5.1 Kalman-Filterung
Sowohl die im Rahmen dieser Arbeit entwickelten Algorithmen zur loosely-coupled Integration als auch die
Algorithmen zur tightly-coupled Integration basieren auf Navigationsgleichungen im Plattformkoordinaten-
system (b-frame), die in einem ECEF-Koordinatensystem (e-frame) ausgedrückt werden. Die Rotation Ceb
zwischen dem Plattformkoordinatensystem und dem ECEF-Koordinatensystem wird dabei in die Rotationen
Cnb (siehe Gleichung 3.17) und Cen unterteilt, wobei nur die Cnb -Rotation geschätzt wird. Die Cen-Rotation
lässt sich aus den Koordinaten der Position berechnen (Gleichung (5.1)). Da die Achsen des Navigations-
koordinatensystems (n-frame) in East-, North- und Up-Richtung zeigen, beinhaltet die Rotationsmatrix Cen
die folgenden Einträge:
Cen =
− sinλo − sinϕo cosλo cosϕo cosλocosλo − sinϕo sinλo cosϕo sinλo
0 cosϕo sinϕo
 , (5.1)
wobei es sich bei λo and ϕo um die ellipsoidischen ECEF-Koordinaten des Ursprungs des b-frames handelt.
Der totale Zustandsvektor in der tightly-coupled GPS/MEMS-IMU-Integration beinhaltet neben der Posi-
tion xep, der Geschwindigkeit veeb und der Orientierung q, die in Form eines Quaternions repräsentiert wird,
auch jeweils einen Vektor für die Akzelerometer-Biase bba und die Gyroskop-Biase bbω. Solange die Mehr-
deutigkeiten der GPS-Trägerphasenbeobachtungen ungelöst sind, müssen auch diese als Parameter in der
tightly-coupled GPS/MEMS-IMU-Integration geschätzt werden. Im Sinne der Mehrdeutigkeitslösung han-
delt es sich bei der GPS/MEMS-IMU-Integration dann zunächst um eine Float-Lösung, die dann später,
nach Fixierung der Mehrdeutigkeiten (siehe Abschnitt 5.2), in eine Fixed-Lösung umgewandelt wird. Als
Mehrdeutigkeitsparameter N werden hier keine Doppeldifferenz- sondern Einfachdifferenz-Mehrdeutigkeiten
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parametrisiert, so dass bei einem Wechsel des Referenzsatelliten für die Doppeldifferenzbildung die Mehr-
deutigkeitsparameter nicht neu initialisiert werden müssen. Für den Fall, dass GPS-Beobachtungen auf der
L1- und der L2-Frequenz zur Verfügung stehen, hat der volle Zustandsvektor die folgende Form:
x =
[
xe,Tp v
e,T
eb qT bb,Ta bb,Tω NTL1 NTL2
]T
. (5.2)
Da hier eine Error-State-Space-Formulierung als Kalman-Filter verwendet wird, werden im Kalman-Filter
nicht die Zustände selbst, sondern die Abweichungen zu dem im Strapdown-Algorithmus prädizierten Zu-
standsvektor geschätzt. Der im Kalman-Filter geschätzte Error-State-Vektor δx beinhaltet die Abweichungen
der Position δxep, der Geschwindigkeit δveeb, der Orientierung ψ, der Akzelerometer-Biase δba, der Gyroskop-
Biase δbω sowie die Abweichungen der Mehrdeutigkeiten δNL1 und δNL2:
δx =
[
δxe,Tp δv
e,T
eb ψ
T δbb,Ta δbb,Tω δNTL1 δNTL2
]
. (5.3)
Als Messungen werden die folgenden Größen verwendet:
• Doppeldifferenz-Trägerphasenbeobachtungen φ˜klma auf der L1- und der L2-Frequenz des GPS, gemessen
mit 10 Hz am Antennenreferenzpunkt des Masters m und am Antennenreferenzpunkt des Rovers a im
e-frame,
• Doppeldifferenz-Codebeobachtungen ρ˜klma auf der L1- und der L2-Frequenz des GPS, gemessen mit
10 Hz am Antennenreferenzpunkt des Masters m und am Antennenreferenzpunkt des Rovers a im
e-frame,
• eine 1 Hz GPS-Basislinienmessung ∆x˜eb einer auf der Plattform montierten kurzen Basislinie zur Ori-
entierungsbestimmung, repräsentiert im e-frame und
• ein Magnetfeldvektor h˜b, der mit 10 Hz im b-frame gemessen wird.
Wie in Abbildung 3.1 dargestellt, werden hier also sowohl GPS-Beobachtungen eines statischen Masters
und eines bewegten Rovers, als auch eine GPS-Basislinie, die als bewegte Basislinie auf dem mobilen Objekt
angebracht ist und zur Orientierungsbestimmung dient, verwendet.
Systemmodell
Da der Error-State-Vektor δx zu null gesetzt wird, nachdem die totalen Größen im Zustandsvektor x korri-
giert wurden, besteht die wesentliche Aufgabe des Systemmodells in der Fortschreibung der Kovarianzmatrix
des Error-States.
Die Herleitung des Systemmodells für einen loosely-coupled Error-State-Space-Kalman-Filter zur Positions-
und Orientierungsbestimmung eines mobilen Objektes wird bspw. in Titterton & Weston [2004] oder in Wen-
del [2007] ausführlich dargestellt. Die Erweiterung dieser Ansätze zu einem tightly-coupled Kalman-Filter
unter Nutzung von GPS-Trägerphasenbeobachtungen (siehe z.B. [Petovello et al., 2004]), repräsentiert im
e-frame, führt zu folgender Zustandsraumdarstellung:
˙δx = Fδx + Gn
=

0 I 0 0 0 0 0
0 0 − [aˆeib×] −Cˆeb 0 0 0
0 0 0 0 −Cˆeb 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0


δxep
δveeb
δψ
δbba
δbbω
δNL1
δNL2

+

0 0 0 0 0 0
Cˆeb 0 0 0 0 0
0 Cˆeb 0 0 0 0
0 0 I 0 0 0
0 0 0 I 0 0
0 0 0 0 I 0
0 0 0 0 0 I


na
nω
nba
nbω
nN,L1
nN,L2
 .
Darin ist [aˆeib×] eine 3× 3 schiefsymmetrische Matrix, die aus den Elementen des bias-korrigierten Beschleu-
nigungsvektors abib besteht, der mit der aktuellen Schätzung für die Rotationsmatrix Cˆeb in das e-frame rotiert
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wurde. Mit 0 werden jeweils Nullmatrizen und mit I Einheitsmatrizen bezeichnet. Der Vektor n beinhaltet
das Systemrauschen.
Sowohl die Inertialsensorbiase als auch die Mehrdeutigkeiten werden im Systemmodell als Random-Walk-
Prozesse modelliert. Da die Mehrdeutigkeiten naturgemäß konstant bleiben, solange keine Cycle-Slips auftre-
ten, wird als Systemrauschen für die Mehrdeutigkeitsparameter ein sehr kleiner Wert von σN = 1·10−4 cycles
verwendet. Da die Initialisierung der Mehrdeutigkeiten aus der Differenz zwischen Einfachdifferenz-Code-
und Einfachdifferenz-Trägerphasenbeobachtungen berechnet wird, wird für neu-initialisierte Mehrdeutigkei-
ten hingegen eine sehr große Ungenauigkeit angegeben, wie z.B. σN = 100 cycles. Neu-initialisierte Mehr-
deutigkeiten haben demnach keinen Einfluss auf die bisher im Kalman-Filter geschätzten Werte, profitieren
aber von der aktuellen Float-Lösung [Eling et al., 2014c].
Messmodell
In Veröffentlichung A3 [Eling et al., 2015b] werden die Messmodelle für eine GPS-Positionsmessung, eine
GPS-Basislinienmessung und Magnetfeldbeobachtungen für einen loosely-coupled Kalman-Filter beschrie-
ben. Da die GPS-Basislinienmessung und die Magnetfeldbeobachtungen im tightly-coupled Ansatz auf
gleiche Weise verwendet werden, wird auf die Messmodelle dieser Beobachtungen hier nicht mehr im Detail
eingegangen. Stattdessen steht die Verarbeitung der GPS-Trägerphasen und GPS-Codebeobachtungen des
Masters und des Rovers in diesem Abschnitt im Fokus.
Wie in Kapitel 3.1.2 beschrieben, werden die Beobachtungen des statischen Masters und des kinematischen
Rovers zunächst zu Doppeldifferenzen verrechnet, um systematische GPS-Beobachtungsabweichungen
zu reduzieren und zu eliminieren. Die Beobachtungsgleichung für eine GPS-Doppeldifferenz-
Trägerphasenbeobachtung, zwischen den Satelliten k und l und dem Antennenreferenzpunkt des Masters m
sowie dem Antennenreferenzpunkt des Rovers a lautet dann (siehe Gleichung 3.10):
φ˜(kl)ma (t) =
1
λ
r(kl)ma (t) +N (kl)ma + 
(kl)
φ,ma(t). (5.4)
Für eine Doppeldifferenz-Codebeobachtung gilt:
ρ˜(kl)ma (t) = r(kl)ma (t) + (kl)ρ,ma(t). (5.5)
Dabei ist r(k)a die geometrische Distanz vom Antennenreferenzpunkt der Antenne a zum Satellit k:
r(k)a =
√
(xk − xa)2 + (yk − ya)2 + (zk − za)2 =
∣∣xk − xa∣∣ , (5.6)
wobei der Vektor xk die bekannten Koordinaten des GPS-Satelliten zum Sendezeitpunkt des beobachteten
Signals und der Vektor xa die gesuchten Koordinaten des Rovers zum Empfangszeitpunkt des Signals enthält.
Für eine Doppeldifferenz gilt:
r(kl)ma =
(
r(k)m − r(k)a
)
−
(
r(l)m − r(l)a
)
. (5.7)
Dabei sind die Koordinaten des Masters m ebenfalls als bekannt vorausgesetzt.
In der Messmatrix des Kalman-Filters werden die Ableitungen der jeweiligen Beobachtungsgleichung nach
den gesuchten Parametern eingetragen. Da in der GPS/MEMS-IMU-Integration jedoch nicht die Position des
Antennenreferenzpunktes des Rovers xa, sondern die Position des Referenzpunktes des Multisensorsystems
xp (dieser liegt hier im Referenzpunkt der MEMS-IMU) geschätzt werden soll, muss an dieser Stelle zusätzlich
der Hebelarm l zwischen dem Antennenreferenzpunkt xa und dem Referenzpunkt des Multisensorsystems
xp berücksichtigt werden. Der funktionale Zusammenhang für das Anbringen des Hebelarms ist der folgende
[Wendel, 2007]:
xea = xep + Ceblb = xep + (I + Ψ)Cˆeblb (5.8)
= xep + (I + Ψ)ˆle = xep + lˆe −
[ˆ
le×
]
ψ, (5.9)
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wobei die Matrix Ψ eine schiefsymmetrische Matrix [ψ×] ist, die sich aus den Orientierungsabweichungen ψ
ergibt.
Die Messmatrix Aklφ für eine Doppeldifferenz-Trägerphasenbeobachtung lässt sich entsprechend der zu schät-
zenden Parameter in sieben Komponenten einteilen:
Aklφ =
[
Aφ,xp Aφ,vp Aφ,ψ Aφ,ba Aφ,bω Aφ,NL1 Aφ,NL2
]
, (5.10)
mit
Aφ,xp =
∂φ
(kl)
ma
∂xea
∂xea
∂xep
= −
(
e(l)a − e(k)a
)T
(5.11)
Aφ,vp = 0 (5.12)
Aφ,ψ =
∂φ
(kl)
ma
∂xea
∂xea
∂ψ
= −
(
e(l)a − e(k)a
)T
·
(
−
[ˆ
le×
])
(5.13)
Aφ,ba = 0 (5.14)
Aφ,bω = 0 (5.15)
Aφ,NL1 = λL1D (5.16)
Aφ,NL2 = λL2D. (5.17)
Darin sind e(k)a und e(l)a die sogenannten line-of-sight Vektoren zwischen der prädizierten Position des Rovers
xˆa und dem jeweiligen Satelliten [Misra & Enge, 2001]:
e(k)a =
xk,e − xˆea
|xk,e − xˆea|
. (5.18)
D ist die Doppeldifferenzmatrix [Eling et al., 2014c], mit der die Verknüpfung der Einfachdifferenz-
Mehrdeutigkeiten zu Doppeldifferenz-Mehrdeutigkeiten gelingt [Takasu & Yasuda, 2009], und λL1 und λL2
sind die Wellenlängen des GPS-L1- und des GPS-L2-Signals.
Die Messmatrix A(kl)ρ für die Doppeldifferenz-Codebeobachtungen wird hier nicht extra aufgeführt, da sie die
gleichen Einträge aufweist, wie die Matrix A(kl)φ , mit dem Unterschied, dass Aρ,NL1 und Aρ,NL2 Nullmatrizen
sind, da für die Codebeobachtungen kein funktionaler Zusammenhang zu den Mehrdeutigkeitsparametern N
besteht.
Die Modellierung des Messrauschens für die Trägerphasen- und Codebeobachtungen erfolgt wie in Veröffent-
lichung B2 [Eling et al., 2014c] beschrieben.
Über den Hebelarm l zwischen dem Antennenreferenzpunkt des Rovers und dem Referenzpunkt des Mul-
tisensorsystems besteht im Messmodell eine Verknüpfung zwischen der Positions- und der Orientierungsbe-
stimmung. Für den Fall, dass das System horizontal beschleunigt wird, können Abweichungen im Yaw-Winkel
demnach durch die GPS-Messungen des Rovers und des Masters begrenzt werden. Für den Fall, dass das
System unbeschleunigt ist, wie z.B. bei einem Schwebeflug mit einem UAV, haben die GPS-Messungen je-
doch keinen positiven Einfluss auf die Bestimmung des Yaw-Winkels.
Um auch während unbeschleunigten Bereichen einer Trajektorie eine hochgenaue Bestimmung des Yaw-
Winkels gewährleisten zu können, wird hier neben den bisher genannten GPS-Trägerphasen- und den GPS-
Codebeobachtungen des Masters und des Rovers auch eine GPS-Basislinie ∆x˜eb als Messung genutzt (siehe
Abb. 3.1). Die Auswertung der kurzen GPS-Basislinie wird dabei jedoch getrennt von der in diesem Kapitel
beschriebenen tightly-coupled Auswertung realisiert, wobei die in der tightly-coupled Integration bestimmten
Orientierungen jedoch zur Verbesserung der Mehrdeutigkeitslösung der kurzen GPS-Basislinie verwendet wer-
den (siehe Veröffentlichung A3 [Eling et al., 2015b] und Abschnitt 6.1.1). Im Messmodell des Kalman-Filters
ist die Verknüpfung zwischen den gemessenen GPS-Basislinienkoordinaten und der Orientierungsbestimmung
des Systems über eine Rotation der im Plattformkoordinatensystem (b-frame) durch eine Systemkalibrie-
rung bekannten Basislinienparameter ∆xbb in das ECEF-Koordinatensystem (e-frame) gegeben [Eling et al.,
2015b]:
∆x˜eb = Ceb∆xbb + xb = (I + Ψ)Cˆeb∆xbb + xb (5.19)
= (I + Ψ)∆xˆeb + xb = ∆xˆeb − [∆xˆeb×]ψ + xb , (5.20)
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wobei xb das Rauschen der gemessenen GPS-Basislinienkoordinaten ∆x˜eb bezeichnet. Da die Koordinaten
der GPS-Basislinie nur dann eine hohe Genauigkeit aufweisen, wenn die Mehrdeutigkeiten für diese Basislinie
erfolgreich fixiert wurden, werden für die Orientierungsbestimmung auch die Beobachtungen eines Magnet-
feldsensors eingebunden. Das Messmodell für die Beobachtungen h˜b des kalibrierten Magnetfeldsensors ist
in Gleichung 5.22 dargestellt [Wendel et al., 2006].
h˜b = Ce,Tb h
e + m = Cˆe,Tb (I−Ψ)he + m (5.21)
= Cˆe,Tb h
e − Cˆe,Tb Ψhe + m = Cˆe,Tb he + Cˆe,Tb [he×]ψ + m, (5.22)
Dabei ist he der bekannte lokale Magnetfeldvektor, repräsentiert im e-frame. m bezeichnet das Messrauschen
der Magnetfeldbeobachtungen.
Die Einträge in der Messmatrix für die GPS-Basislinie und die Magnetfeldbeobachtungen ergeben sich je-
weils durch Ableitung der Gleichungen 5.20 und 5.22 nach den Parametern des Zustandsvektors. Wie in
Veröffentlichung A3 [Eling et al., 2015b] beschrieben, werden die Messmodelle für die GPS-Basislinie und die
Magnetfeldbeobachtungen zusätzlich so angepasst, dass die jeweiligen Messungen nur auf den Yaw-Winkel
wirken. Der Grund dafür ist, dass die beiden Neigungswinkel (Roll und Pitch) sich besser und zuverlässiger
über die Kompensation des Gravitationsvektors, der in den gemessenen Beschleunigungen der Akzelerometer
der MEMS-IMU enthalten ist, bestimmen lassen, als über die GPS-Basislinien- und Magnetfeldmessungen.
Ein großer Vorteil einer tightly-coupled gegenüber einer loosely-coupled GPS/IMU-Integration ist, dass in
einer tightly-coupled Integration auch dann GPS-Beobachtungen in die Schätzung der Positionen und der
Orientierungen des Multisensorsystems mit einfließen, wenn nur weniger als vier GPS-Satelliten sichtbar sind
(siehe Kapitel 3.4.2). Ergebnisse, die diesen Vorteil bestätigen, werden im Abschnitt 6.2.1 beschrieben.
5.2 Mehrdeutigkeitslösung
Im zuvor beschriebenen Kalman-Filter werden die Mehrdeutigkeitsparameter zunächst als Float-
Mehrdeutigkeiten geschätzt. Die Ergebnisse dieser Float-Lösung sind reelwertige Mehrdeutigkeiten zusam-
men mit einer Kovarianzmatrix. In einem nächsten Schritt wird der Versuch unternommen, die geschätzten
Mehrdeutigkeiten zu ganzzahligen Werten zu fixieren. Dazu wird hier die MLAMBDA-Methode [Chang
et al., 2005] angewandt. Als Eingangsgrößen für die MLAMBDA-Methode werden dazu Doppeldifferenz-
Mehrdeutigkeiten mit der dazugehörigen Kovarianzmatrix verwendet. Da im Kalman-Filter Einfachdifferenz-
Mehrdeutigkeiten geschätzt wurden, müssen diese unter erneuter Verwendung der Doppeldifferenzmatrix D
umgerechnet werden [Takasu & Yasuda, 2009].
Als Ergebnis der MLAMBDA-Methode werden neben der bestmöglichen Mehrdeutigkeitslösung auch jeweils
die quadratische Norm der Residuen der Mehrdeutigkeiten für die beste (R1) und die zweitbeste Mehrdeu-
tigkeitslösung (R2) weiter betrachtet. Im Ratio-Test wird dazu der Quotient der Residuen R2/R1 berechnet,
um eine Validierung der Mehrdeutigkeitslösung vorzunehmen [Verhagen & Teunissen, 2006]. Nur wenn der
Quotient aus R2 und R1, der hier als Ratio-Wert bezeichnet wird, einen empirisch festgelegten Grenzwert
von 3 überschreitet, wird die beste Mehrdeutigkeitslösung der MLAMBDA-Methode für die Fixierung der
Mehrdeutigkeiten verwendet.
Die Mehrdeutigkeitslösung kann hier entweder für alle Mehrdeutigkeiten in einem Set oder z.B. nur für Beob-
achtungen mit großem Elevationswinkel durchgeführt werden. Sobald einzelne Mehrdeutigkeiten erfolgreich
gelöst werden konnten, werden die entsprechenden Mehrdeutigkeitsparameter aus dem Zustandsvektor des
Kalman-Filters entfernt und direkt an die Doppeldifferenz-Trägerphasenbeobachtungen angebracht. Unge-
löste Mehrdeutigkeiten oder die Mehrdeutigkeiten neu hinzukommender Satelliten werden weiter als Float-
Mehrdeutigkeiten geschätzt, bis sie ebenfalls erfolgreich gelöst werden konnten.
Ergebnisse zur Mehrdeutigkeitslösung mittels der tightly-coupled GPS/MEMS-IMU-Integration und der
MLAMBDA-Methode werden im Abschnitt 6.1.2 dieser Arbeit diskutiert.

49
6. Herausstellung der wichtigsten
Aspekte
In den vorherigen Kapiteln wurden die für diese kumulative Dissertation relevanten Publikationen und Inhalte
zusammengefasst. Im Hinblick auf die Beantwortung der in der Zielsetzung dieser Arbeit formulierten Frage,
ob es möglich ist, die Position und die Orientierung von kleinen und leichten UAVs mit hoher Genauigkeit
unter ungünstigen GNSS-Bedingungen in Echtzeit zu bestimmen, sollen nun die wichtigsten Aspekte der
relevanten Publikationen hervorgehoben werden. Dabei wird in den folgenden Abschnitten zwischen den aus
der Zielsetzung folgenden Herausforderungen einer schnellen Mehrdeutigkeitslösung, der Optimierung der
Positions- und Orientierungsschätzung unter schwierigen GNSS-Bedingungen und der Entwicklung eines auf
Micro-UAVs einsetzbaren Multisensorsystems unterschieden.
6.1 Einzelepochen-Mehrdeutigkeitslösung zur Optimierung kine-
matischer Positions- und Orientierungsbestimmung mit GPS
Eine Herausforderung bei der Positions- und Orientierungsbestimmung von UAVs unter schwierigen
GNSS-Bedingungen besteht in der Realisierung einer möglichst schnellen Lösung der Mehrdeutigkei-
ten von GNSS-Trägerphasenbeobachtungen. Dabei steht vor allem die Reinitialisierung nach einer
GNSS-Signalunterbrechung im Fokus. Durch eine möglichst schnelle Wiederverwendbarkeit der GNSS-
Beobachtungen sollen die während GNSS-Signalunterbrechungen durch die Drift der Inertialsensoren ent-
stehenden Abweichungen so klein wie möglich gehalten werden. Aus dieser Herausforderung ergeben sich
folgende Fragestellungen:
• Wie kann eine schnelle Reinitialisierung der GNSS-Mehrdeutigkeiten für die Positions- und Orientie-
rungsbestimmung mobiler Objekte bei kinematischen Anwendungen gelingen?
• Wie robust sind Verfahren, bei denen die Fixierung der Mehrdeutigkeiten innerhalb einer einzelnen
Epoche angestrebt wird?
Im Rahmen dieser Arbeit wurden verschiedene Entwicklungen und Untersuchungen vorgenommen, die zur
Beantwortung dieser Fragen beitragen sollen. In den folgenden Abschnitten werden die wesentlichen Er-
kenntnisse dieser Untersuchungen zusammengefasst. Wie bereits in Abschnitt 3.1.2 beschrieben, muss dabei
zwischen den Verfahren für die Positionsbestimmung und den Verfahren für die Orientierungsbestimmung
unterschieden werden.
6.1.1 Mehrdeutigkeitslösung zur Orientierungsbestimmung mit GPS
Für die Orientierungsbestimmung mit GNSS wurden im Rahmen dieser Arbeit drei unterschiedliche Me-
thoden zur Mehrdeutigkeitslösung entwickelt. Die Evaluierung dieser Methoden hat gezeigt, dass es sowohl
mit Zweifrequenz- [Eling et al., 2013b] als auch mit Einfrequenz-GPS-Beobachtungen [Eling et al., 2010,
2015b] möglich ist, eine robuste und gleichzeitig instantane Mehrdeutigkeitslösung während kinematischer
Anwendungen in urbanen Lebensräumen zu realisieren. Dies gilt nicht nur für den Fall, dass Beobachtungen
geodätischer Empfänger [Eling et al., 2010, 2013b] verwendet werden, sondern auch für den Fall, dass weniger
genaue und weniger zuverlässige Beobachtungen von low-cost GPS-Empfängern (Ublox LEA6T) vorliegen
[Eling et al., 2015b]. In den folgenden Abschnitten werden nun die wichtigsten Aspekte der drei Methoden
herausgestellt.
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Abbildung 6.1: Prinzipskizze des kombinierten Basisliniensystems, wobei die Bezeichnung E jeweils für die einzelnen
GPS-Empfänger verwendet wird und b für die Basislinien steht. ∆φ sind hier Einfachdifferenz-Trägerphasen, NA die
Mehrdeutigkeiten und λ die Wellenlänge eines GPS-Signals. ∆x, ∆y und ∆z bezeichnet die Basislinienparameter.
SD2 ist aus der Sicht des Winkels γ die Ankathete des großen (rechten) rechtwinkligen Dreiecks.
Methode 1
Eine der entwickelten Varianten zur Fixierung von Trägerphasenmehrdeutigkeiten innerhalb einer Einzele-
pochenlösung für die Orientierungsbestimmung mit GNSS beruht auf der Idee, dass bei einer Basislinie, die
kürzer als die Wellenlänge eines GNSS-Signals ist (< 19 cm) keine Mehrdeutigkeiten auftreten. Für eine
solche Basislinie kann der Basislinienvektor deshalb auch ohne Anwendung eines Mehrdeutigkeitslösungs-
verfahrens direkt berechnet werden [Eling et al., 2010]. Da die Genauigkeit der aus einer GNSS-Basislinie
berechneten Orientierung jedoch von der Länge der Basis abhängt, können mit einer 18 cm kurzen Basislinie
keine hohen Genauigkeiten in der Orientierung erreicht werden. Mit dem Ziel, die Genauigkeit der Orientie-
rungsbestimmung zu steigern, gleichzeitig aber auch von der instantanen Mehrdeutigkeitslösung der 18 cm
kurzen Basislinie zu profitieren, wird diese kurze Basislinie bei dem hier entwickelten Verfahren mit einer
längeren Basislinie kombiniert. Dabei wird die Orientierung der 18 cm Basislinie auf die längere (z.B. 2 m)
Basislinie übertragen, um die Mehrdeutigkeiten der längeren Basislinie direkt analytisch berechnen zu kön-
nen. Dieser Ansatz wird als kombiniertes Basisliniensystem KBS bezeichnet. Der entsprechende Aufbau ist
in Abb. 6.1 zu sehen.
Veröffentlichung A1 [Eling et al., 2010] zeigt, dass es mit diesem Verfahren möglich ist, die Mehrdeutigkeiten
auch dann zuverlässig innerhalb einer Messepoche zu lösen, wenn nur L1-GPS-Beobachtungen zur Verfügung
stehen. Der Nachteil des KBS ist jedoch, dass für die Mehrdeutigkeitslösung eine zweite GPS Basislinie mit
einer zusätzlichen GPS-Empfangseinheit (Antenne und Empfänger) benötigt wird, ohne dass diese zweite
Basislinie einen weiteren Nutzen für die Orientierungsbestimmung des Systems mit sich bringt. Des Weiteren
basiert die Orientierungsbestimmung beim KBS nur auf GPS-Beobachtungen, deren Abtastrate meist auf
10-20 Hz begrenzt ist.
Methode 2
In der zweiten Methode wird an Stelle einer kurzen GPS-Basislinie eine MEMS-IMU verwendet, um
eine robuste Einzelepochenmehrdeutigkeitslösung für die Orientierungsbestimmung mit einem GNSS-
Multiantennensystem zu gewährleisten. Im Gegensatz zur Methode 1 wird durch diese Sensorkombi-
nation nicht nur eine höhere Abtastrate (≥ 100 Hz), sondern auch eine Überbrückung von GNSS-
Signalunterbrechungen ermöglicht. Da die Genauigkeit einer aus MEMS-IMU-Drehraten prädizierten Vorin-
formation mit zunehmender Länge einer GPS-Signalunterbrechung jedoch abnimmt, ist hier, zusätzlich zu
der Vorinformation über die Orientierung der GPS-Basislinie, auch der Einsatz eines Mehrdeutigkeitssuch-
verfahrens erforderlich.
Als Mehrdeutigkeitssuchverfahren wird in Methode 2 [Eling et al., 2013b] (Veröffentlichung A2) die AFM
[Counselman & Gourevitch, 1981; Remondi, 1991; Mader, 1990; Caporali et al., 2003] verwendet. In der
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Abbildung 6.2: Vergleich der Ergebnisse der AFM unter guten GNSS-Bedingungen (links) und unter schwierigen
GNSS-Bedingungen (rechts). Der farbige Bereich in der rechten Abbildung ist dabei ein aufgrund von Vorinformation
eingeschränkter Suchraum.
Literatur wird als großer Nachteil der AFM häufig die schlechte Recheneffizienz genannt. Diese hängt je-
doch maßgeblich von der Größe des Mehrdeutigkeitssuchraums ab. Aufgrund der mittels der MEMS-IMU
prädizierten Vorinformation kann der Suchraum hier jedoch stets klein gehalten werden, so dass mit diesem
Verfahren auch Echtzeitanwendungen möglich sind.
Ein weiterer Vorteil der Einschränkung des Suchraums in der AFM folgt aus der damit verbundenen erhöhten
Wahrscheinlichkeit einer richtigen Fixierung der Mehrdeutigkeiten unter schwierigen GNSS-Bedingungen. In
Abbildung 6.2 sind die Ergebnisse der Ambiguity Resolution Function (ARF) der AFM für zwei unterschied-
liche Messepochen zu sehen. Dabei wurde die AFM jeweils auf den kompletten Suchraum von 360 deg im
Azimut und 180 deg in der Elevation einer Basislinie angewandt. Die Entscheidungsfindung bei der Auswahl
des richtigen Mehrdeutigkeitskandidaten erfolgt bei der AFM nach dem Maximumskriterium, d.h. der Kan-
didat mit dem größten ARF-Wert wird als Lösung ausgewählt. Bei der linken Grafik handelt es sich um die
Ergebnisse der AFM unter guten GNSS-Bedingungen. Darin ist bei einem Kandidaten (Azimut ≈ 214.5 deg
und Elevation ≈ 90.0 deg) ein Peak zu sehen, der sich deutlich von den restlichen Kandidaten abhebt. Auf-
grund der Eindeutigkeit dieses Ergebnisses fällt die Entscheidung zur Auswahl des richtigen Mehrdeutig-
keitskandidaten hier entsprechend leicht. In der rechten Grafik ist im Vergleich dazu das Ergebnis der ARF
für eine Messepoche unter schwierigen GNSS-Bedingungen zu sehen. Hierbei sind mehrere Peaks mit ähnlich
großem Maxima zu erkennen (grauer Bereich). In diesem Fall würden mehrere Kandidaten für die richtige
Mehrdeutigkeitslösung in Frage kommen. Durch ein Einschränken des Suchraums (farbiger Bereich) können
nun zahlreiche Kandidaten ausgeschlossen werden, so dass eine eindeutige Mehrdeutigkeitslösung auch unter
schwierigen GNSS-Bedingungen möglich wird.
Anhand von Testfahrten mit einem Auto im Bonner Stadtgebiet konnte in [Eling et al., 2013b] gezeigt werden,
dass mit der verbesserten AFM die Mehrdeutigkeiten für eine Orientierungsbestimmung mit GNSS sowohl
unter guten als auch unter schwierigen GNSS-Bedingungen mit einer sehr hohen Erfolgsrate instantan fixiert
werden können. Unabhängig von der Anzahl der sichtbaren Satelliten (hier vier bis acht Satelliten) lag die
Rate der richtigen Fixierungen bei den durchgeführten Tests stets über 99%. Auch in Bereichen, in denen
lediglich vier Satelliten verfügbar waren, konnten die Mehrdeutigkeiten zu >99.5% richtig fixiert werden.
Methode 3
Eine erhöhte Schwierigkeit in der Lösung von GNSS-Mehrdeutigkeiten ergibt sich durch die Verwendung
von low-cost GPS-Empfängern, wie z.B. dem L1-GPS-Empfänger LEA6T der Firma Ublox. Auch wenn die
Signalaquisition bei solchen sogenannten high-sensitivity Empfängern schneller erfolgt als bei geodätischen
Empfängern, ist die Qualität der Signale dieser Empfänger oftmals schlechter [Wieser, 2006; Schwieger, 2007].
Dies führt zu einer größeren Herausforderung in der Mehrdeutigkeitsfixierung, da durch starke systematische
Abweichungen in einzelnen GNSS-Beobachtungen die Fixierung der Mehrdeutigkeiten aller Beobachtungen
verhindert werden kann. Im Hinblick auf den Einsatz auf UAVs können low-cost GPS-Empfänger jedoch von
Vorteil sein, da sie kleiner, leichter und erheblich kostengünstiger als geodätische Empfänger sind und zudem
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auch weniger Strom verbrauchen. Soll ein Multiantennensystem auf einem UAV angebracht werden, spricht
also einiges für die Verwendung von low-cost GPS-Empfängern.
Zur Realisierung einer instantanen Mehrdeutigkeitslösung für eine GNSS-Basislinie mit low-cost Einfrequenz-
GPS-Empfängern wird in Methode 3 eine kombinierte Mehrdeutigkeitssuche auf Mehrdeutigkeits- und Ko-
ordinatenebene (siehe Abb. 3.2) durchgeführt. Für die Mehrdeutigkeitssuche auf Koordinatenebene wird
dabei die AFM genutzt, während die Mehrdeutigkeitssuche auf Mehrdeutigkeitsebene unter Verwendung
der MLAMBDA-Methode [Chang et al., 2005] erfolgt. Die MLAMBDA-Methode unterscheidet sich dabei
methodisch kaum von der vielfach genutzten LAMBDA-Methode [Teunissen, 1995], führt bei großen Satel-
litenanzahlen jedoch zu einer höheren Recheneffizienz [Chang et al., 2005]. Dies ist besonders für Echtzeit-
anwendungen von Bedeutung.
Wie auf Seite 21 (Abschnitt 3.1.2) dieser Arbeit bereits erwähnt, ist der Erfolg einer Mehrdeutigkeitssu-
che mit einem integer least-squares Ansatz, wie der LAMBDA-Methode, vor allem von der Qualität der
Float-Lösung abhängig. Aus diesem Grund wird hier eine in einem Error-State-Space-Kalman-Filter unter
Verwendung von GPS-Positionsmessungen, Magnetfeld- und MEMS-IMU-Beobachtungen bestimmte aktuel-
le Orientierungsinformation genutzt, um die GPS-Float-Lösung zu verbessern. Die Mehrdeutigkeitsschätzung
erfolgt anschließend in einem dreistufigen Verfahren:
1. In der ersten Stufe wird unter Nutzung der verbesserten Float-Lösung mit der MLAMBDA-Methode
eine Mehrdeutigkeitsschätzung in der Mehrdeutigkeitsebene durchgeführt. Das Ergebnis wird anschlie-
ßend mit dem Ratio-Test [Verhagen & Teunissen, 2006] validiert.
2. War die Mehrdeutigkeitslösung in der ersten Stufe nicht erfolgreich, wird in der zweiten Stufe eine
nähere Betrachtung der zehn besten Ergebnisse der MLAMBDA-Methode vorgenommen. In diesem
Schritt wird versucht, Mehrdeutigkeitsparameter zu eliminiern, die eventuell eine Fixierung aller wei-
teren Mehrdeutigkeiten verhindern.
3. Die dritte Stufe wird unabhängig davon, ob die zweite Stufe nötig war oder nicht, durchgeführt. Dabei
werden die nach Stufe 1 oder Stufe 2 noch vorhandenen Sets von Mehrdeutigkeitskandidaten für eine
Transformation in die Koordinatenebene genutzt. Dort wird anschließend die AFM eingesetzt, um die
Richtigkeit der verbleibenden Mehrdeutigkeitskandidaten zu validieren. Nur wenn nach Stufe 3 noch
genau eine Lösung übrig bleibt, werden die Mehrdeutigkeiten fixiert.
Um das Mehrdeutiglösungsverfahren unter Verwendung von low-cost L1-GPS-Empfängern zu überprüfen,
wurden im Rahmen der Veröffentlichung A3 [Eling et al., 2015b] sowohl drei Flüge mit einem UAV (siehe
Abb. 6.14 (links)) als auch drei Testmessungen mit einem tragbaren Multisensorsystem (siehe Abb. 6.15)
durchgeführt. Dabei galt es zwei Fragen zu beantworten:
• Wie häufig können die Mehrdeutigkeiten mit dem entwickelten Verfahren erfolgreich in der ersten
Epoche nach einem Signalabriss fixiert werden?
• Wie lange dauert die Mehrdeutigkeitslösung durchschnittlich?
In Tabelle 6.1 sind die Erfolgsraten für eine Mehrdeutigkeitslösung innerhalb der ersten Epoche mit dem hier
entwickelten Verfahren und unter Verwendung von low-cost L1-GPS-Equipment dargestellt. Dabei wird zwi-
schen den einzelnen drei Stufen der Mehrdeutigkeitslösung unterschieden und mit einem Standardverfahren
verglichen. Als Standard wird hier eine Float-Lösung in einem EKF ohne Vorinformation über die Orientie-
rung, eine Mehrdeutigkeitssuche mit der MLAMBDA-Methode und eine Validierung der Mehrdeutigkeitslö-
sung mit dem Ratio-Test bezeichnet. Dies entspricht in etwa dem Verfahren, das auch in der open-source
Software RTKLIB durchgeführt wird [Takasu & Yasuda, 2009].
Der Vergleich der Ergebnisse der Standard-Lösung mit den Ergebnissen der ersten Stufe des hier neu ent-
wickelten Verfahrens macht deutlich, dass die verbesserte Float-Lösung zu einer erheblichen Steigerung der
Erfolgsraten in der Mehrdeutigkeitslösung führt. Die Stufen 2 und 3 des Verfahrens verbessern die Mehrdeu-
tigkeitslösung dann jeweils nochmal. In Einzelfällen, wie z.B. im Datensatz „Flug 1“, kann es aber durchaus
auch vorkommen, dass in Stufe 3 Ergebnisse aus Stufe 1 oder Stufe 2 verworfen werden, weil sie der abschlie-
ßenden Validierung in Stufe 3 nicht standhalten. Insgesamt kann festgehalten werden, dass mit dem hier
entwickelten Verfahren in mehr als 90% der Fälle eine Mehrdeutigkeitslösung innerhalb der ersten Epoche
nach einer Signalunterbrechung gelingt.
6.1. Einzelepochen-Mehrdeutigkeitslösung zur Optimierung kinematischer Positions- und
Orientierungsbestimmung mit GPS 53
Tabelle 6.1: Erfolgsraten der Einzelepochenmehrdeutigkeitslösung mit dem in [Eling et al., 2015b] vorgestellten
Verfahren. Die Ergebnisse der UAV-Flüge sind hier mit der Bezeichnung „Flug“ und die Ergebnisse des tragbaren
Testsystems mit der Bezeichnung „Test“ gekennzeichnet. Mit „Standard“ ist ein Standard-Ansatz zur Mehrdeutig-
keitslösung gemeint. Bei diesem Ansatz erfolgt die Float-Lösung in einem EKF ohne Vorinformation zusätzlicher
Sensoren, die Mehrdeutigkeitsschätzung mit der MLAMBDA-Methode und die Mehrdeutigkeitsvalidierung mit dem
Ratio-Test.
Standard [%] Stufe 1 [%] Stufe 2 [%] Stufe 3 [%]
Flug 1 9.85 83.25 97.79 96.47
Flug 2 7.28 98.06 98.66 99.11
Flug 3 4.19 78.87 92.61 93.48
Test 1 24.92 95.95 98.75 99.53
Test 2 34.84 84.70 91.21 91.78
Test 3 32.65 84.69 96.17 96.17
Da mit diesen Ergebnissen bereits klar ist, dass die Mehrdeutigkeiten mit dem neuen Verfahren in den aller-
meisten Fällen bereits in der ersten Epoche gelöst werden können, bleibt nur noch zu klären, wie lange die
Mehrdeutigkeitslösung in den übrigen Epochen dauert.
Um diese Frage zu beantworten, wird in Abb. 6.3 dargestellt, in wie viel Prozent der Fälle die Mehrdeu-
tigkeiten nach einer gewissen Zeit fixiert werden können. Dabei wird wieder zwischen den Ergebnissen der
UAV-Flüge (Flug) und des tragbaren Testsystems (Test) sowie zwischen dem neu entwickelten Verfahren
(Neu) und dem Standard-Ansatz (Standard) unterschieden. Mit dem neuen Verfahren sind die Mehrdeu-
tigkeiten während der UAV-Flüge bspw. in mehr als 98% der Fälle spätestens nach 5 Sekunden fixiert. Im
Vergleich dazu können mit dem Standard Verfahren die Mehrdeutigkeiten bei UAV-Flügen nur in ca. 20%
der Fälle nach 5 s fixiert werden.
Zusammenfassend lässt sich festhalten, dass mit dem hier entwickelten Verfahren, im Vergleich zu einem
Standardverfahren, eine deutliche Verbesserung der Mehrdeutigkeitslösung erreicht wird und die Mehrdeu-
tigkeiten überwiegend in der ersten Epoche fixiert werden können. Gelingt dies nicht, werden die Mehrdeu-
tigkeiten zumindest in den meisten Fällen innerhalb weniger Sekunden gelöst.
Auf dem im Rahmen dieser Arbeit entwickelten Multisensorsystem zur direkten Georeferenzierung leichter
UAVs (siehe Kapitel 6.3) wird die Methode 3 für die Fixierung der Mehrdeutigkeiten einer kurzen GPS-
Abbildung 6.3: Links: Darstellung der Erfolgsraten der Mehrdeutigkeitslösung zur Orientierungsbestimmung mit
GPS nach einer gewissen Zeit. Dabei wird zwischen Ergebnissen von UAV-Flügen (Flug) und Tests mit einem trag-
baren Multisensorsystem (Test) sowie der Verwendung des neuen Verfahrens (Neu) [Eling et al., 2015b] und eines
Standard-Ansatzes (Standard) zur Mehrdeutigkeitslösung unterschieden. Beim Standard-Ansatz handelt es sich um
eine Float-Lösung in einem EKF ohne Vorinformation zusätzlicher Sensoren, eine Mehrdeutigkeitsschätzung mit
der MLAMBDA-Methode und den Ratio-Test zur Mehrdeutigkeitsvalidierung. Rechts: Vergrößerte Darstellung eines
Ausschnitts der linken Grafik.
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Basislinie zur Orientierungsbestimmung verwendet. Im Vergleich zu den Methoden 1 und 2 ist sie für die
Mehrdeutigkeitsfixierung von Einfrequenz-Beobachtungen auf einem UAV am besten geeignet.
6.1.2 Mehrdeutigkeitslösung zur Positionsbestimmung mit GPS
Auch für die Positionsbestimmung mit GNSS gibt es Möglichkeiten, die Mehrdeutigkeitslösung durch Einbin-
dung von Vorwissen zu beschleunigen. In der Veröffentlichung B1 [Eling et al., 2012] wird bspw. untersucht,
ob es unter Verwendung eines Bewegungsmodells, wie z.B. einer gleichförmigen Kreisbewegung [Aussems,
1999], in einem Kalman-Filter möglich ist, den Mehrdeutigkeitssuchraum so einzuschränken, dass auch mit
nur wenigen sichtbaren Satelliten nach einer kurzen GPS-Signalunterbrechung eine schnelle und robuste
Lösung der Mehrdeutigkeiten gelingt. Eine Anwendung für einen solchen Ansatz wäre zum Beispiel eine
Autofahrt auf einer Autobahn. Durch Brücken kommt es dabei regelmäßig zu Signalabrissen, die jeweils eine
neue Initialisierung der Mehrdeutigkeiten erfordern.
Die Untersuchungen im Rahmen der Veröffentlichung B1 [Eling et al., 2012] haben gezeigt, dass die Verwen-
dung eines Bewegungsmodells durchaus zu Verbesserungen in der Mehrdeutigkeitslösung führen kann. Eine
alleinige Verwendung eines Bewegungsmodells, ohne die Stützung durch weitere Sensoren, ist jedoch nur
dann hilfreich, wenn der Signalabriss kurz ist, der Verlauf der Trajektorie sich während des Signalabrisses
kaum ändert und das mobile Objekt eine hohe Trägheit aufweist. Vor allem die letzten beiden Bedingun-
gen sind für ein rotorbetriebenes UAV nicht erfüllt. Für Fahrzeuge wie Autos, Züge oder Schiffe kann die
Verwendung eines Bewegungsmodells jedoch hilfreich sein.
Des Weiteren wurde auch untersucht, welche Mehrdeutigkeitssuchverfahren sich für eine instantane Mehrdeu-
tigkeitslösung bei der Positionsbestimmung mit GNSS während kinematischer Anwendungen eignen. Dabei
hat sich gezeigt, dass z.B. die AFM als Einzelepochenlösungsverfahren durchaus gute Ergebnisse erzielt, wenn
der Suchraum über eine Gruppe von vier Satelliten (drei Doppeldifferenzbeobachtungen) generiert wird [Eling
et al., 2012]. Trotzdem haben die Ergebnisse verschiedener Testfahrten mit einem Auto auch ergeben, dass
die Erfolgsrate der AFM stark von der Anzahl der sichtbaren Satelliten abhängt und die Zuverlässigkeit der
AFM unter schwierigen GNSS-Bedingungen stark nachlässt, wenn keine weitere Vorinformation, wie z.B. bei
der Mehrdeutigkeitssuche für die Orientierungsbestimmung mit GNSS in Methode 2 (Abb. 6.2), vorliegt.
Wie in [Eling et al., 2014c] gezeigt wird, ermöglichen auch die LAMBDA- oder die MLAMBDA-Methode
eine instantane Mehrdeutigkeitslösung für eine Positionsbestimmung mit GPS. Für den Fall, dass neben
den GPS-Beobachtungen keine Informationen von zusätzlichen Sensoren vorliegen, muss die Float-Lösung
dabei unter Verwendung von Code- und Trägerphasenbeobachtungen berechnet werden. Im folgenden wird
gegenübergestellt, wie gut eine instantane Mehrdeutigkeitslösung mit der MLAMBDA-Methode (i) in einer
alleinigen GPS-Auswertung und (ii) in einer tightly-coupled GPS/MEMS-IMU-Integration funktioniert.
(i) Im Falle einer alleinigen GPS-Auswertung erfolgt die Float-Lösung im Rahmen dieser Arbeit in einem
EKF, in dem neben der Position des Rovers auch die Mehrdeutigkeiten der Trägerphasenbeobachtungen
geschätzt werden (siehe Veröffentlichung B2 [Eling et al., 2014c]). Nach jeder Signalunterbrechung wird der
Kalman-Filter neu initialisiert. Als Beobachtungen werden doppelt differenzierte Code- und Trägerphasenbe-
obachtungen auf der L1- und der L2-Frequenz des GPS verwendet. Für die Fixierung der geschätzten Float-
Mehrdeutigkeiten zu ganzzahligen Werten wird eine Mehrdeutigkeitssuche mit der MLAMBDA-Methode und
eine Validierung der geschätzten Mehrdeutigkeiten mit dem Ratio-Test durchgeführt. In Abb. 6.4 (links)
sind die Erfolgsraten für eine instantane Mehrdeutigkeitslösung bei einer alleinigen GPS-Auswertung für
einen UAV-Flug entlang eines Gebäudes dargestellt. Der Datensatz wurde dazu im Postprocessing mehr-
fach ausgewertet, wobei die Anzahl der verfügbaren Satelliten und die Dauer einer vorausgehenden GPS-
Signalunterbrechung variiert wurden. Auf der x-Achse, der in Abb. 6.4 (links) dargestellten Grafik, ist
die jeweilige Anzahl der sichtbaren Satelliten und auf der y-Achse die Dauer einer vorausgehenden GPS-
Signalunterbrechung zu sehen. In den jeweiligen Rechtecken sind die Erfolgsraten der Mehrdeutigkeitslösung
in der ersten Epoche nach einer GPS-Signalunterbrechung farbig hinterlegt abgebildet. Die Ergebnisse zeigen
eine deutliche Abhängigkeit der Erfolgsraten von der Anzahl der Satelliten. Während bei 8-9 sichtbaren Sa-
telliten in mehr als 90% der Fälle eine erfolgreiche Mehrdeutigkeitslösung innerhalb der ersten Epoche nach
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Abbildung 6.4: Vergleich der Erfolgsraten einer instantanen Mehrdeutigkeitslösung für die Positionsbestimmung mit
GNSS ohne Verwendung zusätzlicher Sensoren (links) und in einer tightly-coupled GNSS/MEMS-IMU Auswertung
(rechts) für einen UAV-Flug längs eines Gebäudes. Dabei wird jeweils zwischen der Anzahl der sichtbaren Satelliten
(x-Achse) und der Dauer einer vorausgehenden GPS-Signalunterbrechung (y-Achse) unterschieden.
einer Signalunterbrechung möglich ist, liegen die Erfolgsraten bei 4-5 Satelliten meist im Bereich von et-
wa 50%. Die Dauer der vorausgehenden GPS-Signalunterbrechung hat bei einer alleinigen GPS-Auswertung
keinen Einfluss auf die Erfolgsraten der instantanen Mehrdeutigkeitslösung.
(ii) Im Falle einer tightly-coupled GPS/MEMS-IMU-Auswertung können GPS-Signalunterbrechungen un-
ter Verwendung weiterer Sensoren, wie z.B. Inertialsensoren und Magnetfeldsensoren, überbrückt werden.
Bei der Reinitialisierung der Mehrdeutigkeiten nach einer GPS-Signalunterbrechung profitiert die Mehr-
deutigkeitsschätzung in der Float-Lösung dann von der Vorinformation der anderen Sensoren. Aufgrund der
Drift der Inertialsensoren wird diese Vorinformation mit zunehmender Dauer einer GPS-Signalunterbrechung
jedoch schlechter. In Abb. 6.4 (rechts) sind die Erfolgsraten für die Mehrdeutigkeitslösung bei einer tightly-
coupled Auswertung des gleichen Datensatzes dargestellt, der auch für die zuvor beschriebene alleinige GPS-
Auswertung verwendet wurde. Die Float-Lösung basiert dabei auf den in Kapitel 5 beschriebenen Algorith-
men. Die Mehrdeutigkeitssuche erfolgt ebenfalls unter Verwendung der MLAMBDA-Methode und für die
Validierung wird erneut der Ratio-Test herangezogen. Im Vergleich zur alleinigen GPS-Auswertung liefert
die tightly-coupled Auswertung bessere Ergebnisse. Bei einer großen Anzahl an sichtbaren Satelliten (7-9 Sa-
telliten) sind die Unterschiede zwar gering, vor allem bei wenigen sichtbaren Satelliten (4-6 Satelliten) fallen
die Unterschiede jedoch sehr deutlich aus. Während bei einer vorausgehenden GPS-Signalunterbrechung mit
einer Dauer von 1 Sekunde und nur 5 sichtbaren Satelliten bei einer alleinigen GPS-Auswertung lediglich eine
Erfolgsrate von 64.1% für die Mehrdeutigkeitsfixierung innerhalb der ersten Epoche erzielt wurde (Abb. 6.4
(links)), liegt die Erfolgsrate bei einer tightly-coupled Auswertung für die gleichen GPS-Bedingungen bei
99.2% (Abb. 6.4 (rechts)).
Die Unterschiede zwischen einer alleinigen und einer tightly-coupled GPS-Auswertung werden auch un-
ter Betrachtung der Ergebnisse des Ratio-Tests in der Mehrdeutigkeitssuche deutlich, wobei die Werte des
Ratio-Tests zur Validierung der Mehrdeutigkeitslösung herangezogen werden und ausschlaggebend für die
Fixierung der Mehrdeutigkeiten sind. Nur wenn der Ratio-Wert, der sich aus dem Quotient der Quadrat-
summe der Mehrdeutigkeitsresiduen der besten und zweitbesten Lösung der MLAMBDA-Methode ergibt,
einen empirisch festgelegten Grenzwert von 3 überschreitet, wird die Mehrdeutigkeitslösung der MLAMBDA-
Methode hier für die Fixierung der Mehrdeutigkeiten genutzt (siehe Abschnitt 5.2). Ist dies nicht zutreffend,
werden die Mehrdeutigkeiten nicht fixiert und es wird lediglich eine Float-Lösung ausgegeben. In Abb. 6.5
sind die Ratio-Werte für den zuvor beschriebenen Fall (Anzahl sichtbarer Satelliten: 5, vorausgehende GPS-
Signalunterbrechung: 1 s) für eine alleinige und eine tightly-coupled GPS-Auswertung gegenübergestellt. Zur
besseren Vergleichbarkeit wurden die maximalen Ratio-Werte für die tightly-coupled Auswertung dabei auf
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Abbildung 6.5: Vergleich der Ratio-Werte aus dem Ratio-Test, der zur Validierung der Mehrdeutigkeitssuche mit der
MLAMBDA-Methode herangezogen wird, für eine alleinige GPS-Auswertung und eine tightly-coupled GPS/MEMS-
IMU-Auswertung bei 5 sichtbaren Satelliten und einer vorausgehenden GPS-Signalunterbrechung von 1 s.
30 begrenzt. In Grün sind jeweils die Ratio-Werte für die Messepochen dargestellt, in denen der Grenzwert
von 3 überschritten wird und die Mehrdeutigkeiten fixiert werden können. In Orange sind die Ratio-Werte für
die Messepochen dargestellt, in denen lediglich eine Float-Lösung ausgegeben wird. Der Vergleich zwischen
der alleinigen und der tightly-coupled GPS-Auswertung zeigt deutlich, dass die Abgrenzung der besten zur
zweitbesten Mehrdeutigkeitslösung bei der tightly-coupled Auswertung um einiges besser gelingt als in der
alleinigen GPS-Auswertung. Demnach ist die Entscheidungsfindung zur Mehrdeutigkeitsfixierung im tightly-
coupled Fall viel einfacher und eindeutiger. Dies wirkt sich nicht nur auf die Erfolgsrate, sondern auch auf die
Zuverlässigkeit der Mehrdeutigkeitsfixierung positiv aus, so dass falsche Fixierungen in der tightly-coupled
GPS-Auswertung entsprechend besser vermieden werden können.
6.1.3 Zusammenfassung
Zur Realisierung einer schnellen Mehrdeutigkeitslösung von GPS-Trägerphasenbeobachtungen unter kinema-
tischen Anwendungen wurden in dieser Arbeit verschiedene Untersuchungen und Entwicklungen vorgenom-
men.
Vor allem für die Orientierungsbestimmung konnten mit der Entwicklung und Evaluierung von drei verschie-
denen Methoden wichtige Erkenntnisse darüber gewonnen werden, unter welchen Voraussetzungen und mit
welchen Verfahren eine instantane Mehrdeutigkeitslösung für die Orientierungsbestimmung mit GPS gelingt.
Dabei wurde sowohl mit Einfrequenz- als auch mit Zweifrequenz-GPS-Beobachtungen von geodätischen und
low-cost Empfängern gearbeitet.
Auch für die Positionsbestimmung mit GNSS ist eine schnelle Lösung der GPS-Mehrdeutigkeiten möglich,
wenn z.B. Vorinformationen über die aktuelle Position der Trägerplattform vorliegen oder die Float-Lösung
in einer tightly-coupled GPS/MEMS-IMU-Sensorfusion berechnet wird.
Zusammenfassend lässt sich festhalten, dass in dieser Arbeit sowohl für die Positions- als auch die Orien-
tierungsbestimmung mit GPS Verfahren entwickelt und getestet wurden, die eine Mehrdeutigkeitslösung
innerhalb der ersten Epoche nach einer GPS-Signalunterbrechung mit Erfolgsraten von > 90% ermöglichen.
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6.2 Sensorfusion zur Positions- und Orientierungsbestimmung ei-
ner Trägerplattform unter schwierigen GNSS-Bedingungen
Entsprechend der in den Kapiteln 3.1 und 3.4 genannten Vor- und Nachteile der einzelnen auf einem UAV
verfügbaren Sensoren, spielt die Sensorfusion in dieser Arbeit eine wichtige Rolle. Der Gewinn, der durch
die Sensorfusion bei der Fixierung von GNSS-Mehrdeutigkeiten erzielt werden kann, wurde im vorherigen
Abschnitt dieser Arbeit bereits ausführlich diskutiert. In diesem Abschnitt sollen nun weitere Vorteile und
Erkenntnisse, die aus der Sensorfusion folgen und für diese Arbeit relevant sind, hervorgehoben werden.
6.2.1 Umgang mit schwierigen GNSS-Bedingungen
Detektion von Cycle-Slips
Die Qualität von GNSS-Beobachtungen und der geschätzten Positionen und Orientierungen ist von äußeren
Bedingungen abhängig. Eine Schwierigkeit, die sich vor allem bei kinematischen Anwendungen in urbanen
Lebensräumen durch regelmäßige Abschattungen der Signale und teilweise starke Mehrwegeeffekte ergibt,
ist die robuste Detektion von Cycle-Slips [Takasu & Yasuda, 2008].
Da die geometriefreie Linearkombination und der LTI nicht immer zur Verfügung stehen (siehe Veröffentli-
chung B3 in Abschnitt 4.2), sie keine vollständige Sicherheit für die Detektion von Cycle-Slips bieten und auch
keine direkte Korrektur dieser ermöglichen, wurde in [Eling et al., 2014a] geprüft, inwieweit sich Inertialsen-
soren eignen, um Cycle-Slips aufzudecken und zu reparieren. Dazu wurden für kinematische Testmessungen
bereits vorverarbeitete (in das ECEF-Koordinatensystem gedrehte und um den Gravitationsvektor bereinig-
te) Beschleunigungen einer IMU als Stellgrößen im EKF der Float-Lösung einer GPS-Positionsbestimmung
eingebunden. Anhand simulierter Phasensprünge auf der GPS-L1- und der GPS-L2-Frequenz konnte gezeigt
werden, dass die Verwendung von Inertialsensorbeobachtungen eine eindeutige Detektion von Cycle-Slips
ermöglicht. Des Weiteren wurde deutlich, dass durch eine GPS/IMU-Integration Phasensprünge nicht nur
aufgedeckt, sondern auch repariert werden können. Diese Erkenntnisse sind entsprechend auch für die in
Kapitel 5 vorgestellten Algorithmen zur tightly-coupled GPS/MEMS-IMU-Integration gültig.
Reduktion von Ausreißern
Aufgrund der Umgebungsbedingungen in urbanen Lebensräumen und den damit verbundenen Einschränkun-
gen in der Konfiguration der sichtbaren Satelliten sowie dem erhöhten Einfluss durch Mehrwegeeffekte kommt
es bei kinematischen Anwendungen häufig zu signifikanten Ausreißern in mit GNSS bestimmten Positionen
und Orientierungen. Zur Veranschaulichung dieser Tatsache ist in Abb. 6.6 ein Vergleich von Yaw-Winkeln
dargestellt, die mittels GPS unter guten und unter schwierigen GNSS-Bedingungen für Testfahrten mit ei-
nem Auto auf einem freien Feld (links) und durch das Bonner-Stadtgebiet (rechts) berechnet wurden (siehe
Veröffentlichung A2 [Eling et al., 2013b]). Dabei sind jeweils die Differenzen zu Referenzlösungen, die unter
Verwendung eines navigation-grade INS der Firma Imar (iNAV-FJI-LSURV-001) bestimmt wurden, zu se-
hen. Die Spezifikationen dieses INS sind im Vergleich zu den Spezifikationen der MEMS-IMU, die auf dem
im Rahmen dieser Arbeit entwickelten Georeferenzierungssystem eingesetzt wird (siehe Abschnitt 6.3), bspw.
in [Eling et al., 2015b] aufgelistet.
Die in Abb. 6.6 dargestellten Ergebnisse zeigen deutlich, wie unterschiedlich die mit GNSS erzielbaren Ge-
nauigkeiten in Abhängigkeit der vorliegenden Beobachtungsbedingungen ausfallen können. Während die
Abweichungen unter guten GNSS-Bedingungen bis auf Ausnahmen meist im Bereich von ± 0.1 deg liegen,
fallen die Streuungen unter schwierigen GNSS-Bedingungen deutlich größer aus und es treten regelmäßig
Abweichungen auf, die größer als ± 1 deg sind.
Zur Veranschaulichung von Ausreißern wird in beiden in Abb. 6.6 zu sehenden Grafiken jeweils auch ein
3σ-Grenzwert (schwarze Linien) dargestellt. Dieser Grenzwert basiert auf der mit dem vorliegenden Sys-
tem unter idealen Bedingungen erreichbaren Genauigkeit und wurde mittels statischer Messungen empirisch
ermittelt. Werden die außerhalb der 3σ-Grenzen liegenden GPS-Resultate als Ausreißer gewertet, liegt die
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Abbildung 6.6: Darstellung der Differenzen von GPS und GPS/MEMS-IMU (EKF) Yaw-Winkeln zu einer Refe-
renzlösung. Links: Ergebnisse einer Testfahrt mit einem Auto unter guten GNSS-Bedingungen (freies Feld). Rechts:
Ergebnisse einer Testfahrt mit einem Auto unter schwierigen GNSS-Bedingungen (Stadtgebiet).
Ausreißerquote unter guten GNSS-Bedingungen lediglich bei 1%. Bei der Testfahrt unter schwierigen GNSS-
Bedingungen werden hingegen 26% der GPS-Orientierungen als Ausreißer auffällig.
Eine Verbesserung dieser Ergebnisse ergibt sich durch die Sensorfusion von mittels GPS bestimmten Euler-
winkeln und Drehraten einer MEMS-IMU in einem EKF (rote Linie in Abb. 6.6). Im Vergleich zu den reinen
GPS-Ergebnissen wird deutlich, dass die Differenzen zur Referenzlösung durch die Sensorfusion erheblich klei-
ner werden und die Genauigkeit damit, sowohl unter guten als auch unter schwierigen GNSS-Bedingungen,
durch die Sensorfusion gesteigert werden kann. Des Weiteren wird die Anzahl der Ausreißer vor allem bei
der Testfahrt im Stadtgebiet durch die GPS/MEMS-IMU-Integration sichtbar reduziert. Während die mit
GPS bestimmten Orientierungen bei der Stadtfahrt zu einer Ausreißerquote von 26% geführt haben, liegt
der Prozentsatz an Ausreißern des EKF für die Epochen, in denen GPS verfügbar war, bei nur noch 6.5%.
Unter den guten GNSS-Bedingungen kann die Ausreißerquote sogar von 1% auf 0.1% reduziert werden.
Umgang mit nur wenigen sichtbaren GNSS-Satelliten: Tightly-coupled GPS/IMU-Integration
Neben Ausreißern in einzelnen GPS-Beobachtungen kommt es unter schwierigen GNSS-Bedingungen, wie
bereits in Abschnitt 1.2 beschrieben, auch sehr häufig zu Abschattungen von einzelnen oder sogar allen
Abbildung 6.7: Darstellung der Trajektorie eines UAV-Fluges längs des Haupthauses am Versuchsgut Frankenforst
der Universität Bonn. Zur Untersuchung der entwickelten tightly-coupled GPS/MEMS-IMU-Algorithmen wurden die
GPS-Bedingungen für diesen Flug künstlich verschlechtert. Während der grünen Bereiche der Trajektorie sind alle
GPS-Beobachtungen in die Auswertung eingeflossen, während der orangen und roten Bereiche wurde die Satelliten-
anzahl auf 2-3 Satelliten begrenzt.
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Abbildung 6.8: Darstellung der Anzahl der GPS-Satelliten, die während des in Abb. 6.7 dargestellten UAV-Fluges
sichtbar waren. In Rot ist die Anzahl aller verfügbaren GPS-Satelliten zu sehen. In Blau die Anzahl der GPS-
Satelliten nach einer künstlichen Verschlechterung der GPS-Bedingungen. Für weniger als 4 sichtbare Satelliten
(grauer Hintergrund) ist eine alleinige GPS-Auswertung nicht möglich.
GPS-Satellitensignalen. Da für eine GPS-Auswertung mindestens die Signale von vier Satelliten empfangbar
sein müssen, um eine Positions- oder Orientierungsbestimmung mit GPS durchführen zu können, ist eine al-
leinige GPS-Auswertung während kinematischer Anwendungen unter schwierigen GNSS-Bedingungen häufig
nicht möglich. In einer loosely-coupled GPS/MEMS-IMU-Integration müssen Bereiche, in denen weniger
als vier GPS-Satelliten verfügbar sind, deshalb unter alleiniger Verwendung der Inertialsensoren überbrückt
werden. Im Falle einer tightly-coupled GPS/MEMS-IMU-Integration besteht, wie in Abschnitt 5 beschrieben,
hingegen auch bei weniger als vier sichtbaren GPS-Satelliten die Möglichkeit, einzelne GPS-Beobachtungen
in die Auswertung mit einfließen zu lassen. Dass eine solche Auswertung im Vergleich zu einer loosely-coupled
Abbildung 6.9: Abweichungen der geschätzten Positionen von der Solltrajektorie (volle GPS-Verfügbarkeit) nach
künstlicher Verschlechterung der GPS-Bedingungen in den Bereichen mit grauem Hintergrund. In rot sind die Po-
sitionsabweichungen für eine loosely-coupled GPS/MEMS-IMU-Integration und in blau die Abweichungen für eine
tightly-coupled GPS/MEMS-IMU-Integration dargestellt. In der oberen Grafik wird der gesamte Wertebereich ab-
gebildet, in der unteren Grafik ist eine Vergrößerung des Bereichs zu sehen, der in der oberen Grafik mit einem
gestrichelten Rechteck markiert wurde.
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Sensorfusion zu einer Verbesserung der Positions- und Orientierungsbestimmung unter schwierigen GNSS-
Bedingungen führt, soll hier nun anhand eines Beispiels verdeutlicht werden.
In Abb. 6.7 ist die Trajektorie eines UAV-Fluges längs eines Gebäudes dargestellt. Bei diesem Gebäude
handelt es sich um das Haupthaus am Versuchsgut Frankenforst der Universität Bonn, das auch in Abb. 1.1
dargestellt ist und als Testobjekt für das DFG-Projekt Mapping on Demand (FOR 1505) dient. Da das
Gebäude und die anliegenden Bäume bei dem hier vorliegenden Testflug überflogen wurden, waren während
des Fluges meist zwischen sieben und neun GPS-Satelliten sichtbar (Abb. 6.8). Für den Fall, dass nicht nur
das Dach und die oberen Fassadenbereiche, sondern auch die unteren Fassadenbereiche des Gebäudes mit
einem UAV vermessen werden sollen, sind die GNSS-Beobachtungsbedingungen aufgrund von Abschattun-
gen durch das Gebäude und die anliegenden Bäume jedoch deutlich schlechter. Ein solcher Fall soll an dieser
Stelle analysiert werden. Dazu wurde die GPS-Satellitenanzahl für fünf kurze (jeweils 5 Sekunden) und einen
längeren Abschnitt (30 Sekunden) der Trajektorie auf zwei bis drei Satelliten reduziert (siehe Abb. 6.7 und
Abb. 6.8).
In Abb. 6.9 sind die Abweichungen dargestellt, die sich aufgrund der Reduktion der sichtbaren GPS-
Satelliten in der geschätzten Position ergeben. Dabei wird zwischen einer loosely- und einer tightly-coupled
GPS/MEMS-IMU-Integration unterschieden. Als Referenzlösung zur Berechnung der Positionsabweichungen
werden die Positionen einer loosely-coupled Lösung verwendet, die sich unter Berücksichtigung aller tatsäch-
lich verfügbaren Satelliten (Abb. 6.8, rote Linie) ergeben. Dabei muss erwähnt werden, dass die Ergebnisse
der loosely- und der tightly-coupled Integration bei dem vorliegenden Beispiel als nahezu identisch angese-
hen werden können, wenn alle tatsächlich verfügbaren Satelliten verwendet werden. Als Positionsabweichung
wird jeweils die Länge des Differenzvektors zur Referenzlösung angegeben.
Der Vergleich der Positionsabweichungen der loosely- und der tightly-coupled-Ergebnisse in Abb. 6.9 ver-
deutlicht, dass die Positionsabweichungen der loosely-coupled Integration schon nach kurzer Zeit schnell
ansteigen, während die Positionsabweichungen der tightly-coupled Integration bei weniger als vier sichtbaren
Satelliten geringer ausfallen. Besonders für den langen Zeitraum, in dem die Satellitenzahl für eine Dauer
von 30 s auf drei reduziert wurde, wird der Unterschied zwischen der loosely- und der tightly-coupled Inte-
gration gut sichtbar. Da bei der loosely-coupled Integration im Falle von nur drei sichtbaren GPS-Satelliten
lediglich die Beobachtungen der MEMS-IMU und der Magnetfeldsensoren zur Verfügung stehen, steigt die
Positionsabweichung über den Zeitraum von 30 s auf fast 15 m an. Durch Verwendung der jeweils zwei
verfügbaren Doppeldifferenz-Trägerphasen- und Doppeldifferenz-Codebeobachtungen der drei sichtbaren Sa-
telliten liegt die maximale Abweichung in der tightly-coupled Lösung nach 30 s lediglich bei ca. 0.8 m. Auch
in den anderen Bereichen, in denen jeweils Abschattungen für eine Dauer von 5 s simuliert wurden, fallen
die Abweichungen der tightly-coupled GPS/MEMS-IMU-Integration geringer aus, als die Abweichungen der
loosely-coupled Lösung. Die Größenordnung der auftretenden Abweichungen der tightly-coupled Integration
sind dabei stets von den sichtbaren GPS-Satelliten und der daraus folgenden Satellitengeometrie abhängig. In
den verschiedenen Abschattungsszenarien wurden deshalb verschiedene Satellitenkonstellationen simuliert,
wobei pro Zeitraum durchgehend die gleichen Satelliten verwendet wurden. Für den Fall, dass die Satelliten
innerhalb eines Abschattungszeitraums wechseln, würden die Abweichungen der tightly-coupled Integration
eventuell sogar noch geringer ausfallen, da dann GPS-Beobachtungen aus unterschiedlichen Richtungen in
die Schätzung mit einfließen.
6.2.2 Ausnutzung redundanter Information zur Steigerung der Genauigkeit
Ziel dieser Arbeit ist die Entwicklung eines Multisensorsystems zur Positions- und Orientierungsbestimmung
leichter Fluggeräte in Echtzeit. Dabei werden Genauigkeiten (RMS) von < 5 cm in der Position und < 0.5 deg
in der Orientierung angestrebt. Wie in Abschnitt 1.2 beschrieben, ist die Realisierung dieser Zielsetzung je-
doch schwierig, da auf einem Micro-UAV nur eingeschränkte Möglichkeiten bzgl. der verfügbaren Sensoren
bestehen. Um dennoch hohe Genauigkeiten in der Positions- und Orientierungsbestimmung zu ermöglichen,
müssen die richtigen Sensoren auf geeignete Weise kombiniert werden. Anhand eines Beispiels soll die Stei-
gerung, die in der Genauigkeit eines Systems durch Nutzung redundanter Informationen möglich ist, nun
veranschaulicht werden.
Wie in Kapitel 2 erläutert wurde, ist vor allem die Kurswinkelbestimmung (Yaw-Winkel) eines Micro-UAVs
problematisch. Um trotz der eingeschränkten Möglichkeiten hohe Genauigkeiten erreichen zu können, werden
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Abbildung 6.10: Differenzen der mittels einer L1-GPS-Basislinie bestimmten Yaw-Winkel (GPS-Basis fix, GPS-
Basis float) sowie der über zwei unterschiedliche Sensorfusionen bestimmten Yaw-Winkel zu einer Referenzlösung eines
navigation-grade INS. In der Sensorfusion 1 werden dabei GPS-Positionsmessungen, Beobachtungen einer MEMS-
IMU und Magnetfeldbeobachtungen kombiniert, während in Sensorfusion 2 zusätzlich noch die Orientierungen der
L1-GPS-Basislinie einfließen. Die kinematischen Bereiche der Testmessung sind grau hinterlegt.
hier für die Orientierungsbestimmung die folgenden Informationen genutzt: eine 0.92 m lange low-cost L1-
GPS-Basislinie (siehe Abb. 6.14), eine MEMS-IMU, ein Magnetometer und RTK-GPS-Positionsmessungen
(siehe Veröffentlichung A3 [Eling et al., 2015b]). Die Sensorfusion erfolgt, wie in Abschnitt 3.3 beschrieben,
über einen Strapdown-Algorithmus und einen Error-State-Space-Kalman-Filter (closed-loop Estimation),
wobei es sich bei den folgenden Untersuchungen um eine loosely-coupled Integration handelt [Eling et al.,
2015b]. Neben den Abweichungen der drei Orientierungswinkel (Roll, Pitch, Yaw) werden im Kalman-Filter
auch die Abweichungen der Position und der Geschwindigkeit sowie die Biase der MEMS-Inertialsensoren
mitgeschätzt.
Abb. 6.10 stellt die Ergebnisse einer Testmessung dar. Dabei sind die Differenzen der berechneten Yaw-Winkel
zu einer Referenzlösung eines navigation-grade INS (Imar-iNAV-FJI-LSURV-001) zu sehen. Der Messaufbau,
der für diese Testmessung verwendet wurde, wird in Abschnitt 6.3.2 beschrieben und ist in Abb. 6.15 darge-
stellt. Bei den Ergebnissen der Testmessung in Abb. 6.10 sind folgende Zeitreihen zu unterscheiden:
• L1-GPS-Basislinie: Die aus der L1-GPS-Basislinie berechneten Yaw-Winkel sind als grüne Punkte und
orange Kreuze dargestellt. Die grüne Farbe wird in den Messepochen verwendet, in denen die Mehrdeu-
tigkeiten für die Basislinie fixiert werden konnten. Diese Lösung wird als „GPS-Basis fix“ bezeichnet. In
den Messepochen, in denen orange Kreuze zu sehen sind, konnten die Mehrdeutigkeiten der Basislinie
nicht fixiert werden. Diese Lösung wird als „GPS-Basis float“ bezeichnet.
• Sensorfusion 1: Bei der in Rot dargestellten Zeitreihe handelt es sich um das Ergebnis einer Sensorfusion,
in der GPS-Positionsmessungen, Beobachtungen einer MEMS-IMU und Magnetfeldbeobachtungen in
dem zuvor angesprochenen Kalman-Filter integriert wurden. Wie in Methode 3 in Abschnitt 6.1.1
beschrieben, wird diese Lösung zur Verbesserung der Mehrdeutigkeitslösung der L1-GPS-Basislinie
verwendet.
• Sensorfusion 2: Als blaue Zeitreihe ist die Sensorfusion unter Verwendung aller verfügbarer Informa-
tionen zu sehen. In diese Lösung fließen demnach zusätzlich zu den GPS-Positionsmessungen, den
Beobachtungen der MEMS-IMU und den Magnetfeldbeobachtungen, wie in Sensorfusion 1, auch die
Basislinienparameter der L1-GPS-Basislinie ein.
In Anbetracht der in Abb. 6.10 dargestellten Ergebnisse lassen sich folgende Erkenntnisse festhalten:
• Die Sensorfusion 1 weicht anfänglich mit ca. 4 deg noch sehr deutlich von der Referenzlösung ab. Die we-
sentliche Information für die Kurswinkelbestimmung kommt dabei aus den Magnetfeldbeobachtungen.
Durch die Kopplung der GPS-Positionsmessungen mit den Beschleunigungsbeobachtungen der MEMS-
IMU folgt während eines kinematischen Bereichs dann jedoch eine Annäherung an die Referenzlösung.
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Grund dafür ist ein positiver Einfluss der GPS-Positionsmessungen auf die Orientierungsbestimmung in
Bereichen, in denen das System horizontal beschleunigt wird. Nichtsdestotrotz führt die Sensorfusion 1
je nach Anwendungsbereich zu deutlichen Abweichungen.
• Die L1-GPS-Basislinie weist aufgrund der kurzen Basislinienlänge von nur 0.92 m sowohl in den sta-
tischen als auch in den kinematischen Bereichen der Zeitreihe ein relativ großes Messrauschen auf.
Im kinematischen Teil sind, wie auch im Beispiel des vorherigen Abschnitts (Abb. 6.6), teilweise Aus-
reißer zu sehen. Die Mehrdeutigkeiten können nicht für jede Messepoche fixiert werden, da teilweise
starke Systematiken in einzelnen GPS-Beobachtungen vorhanden sind. Aus diesem Grund werden für
einige Epochen nur Float-Lösungen zur Verfügung gestellt (es handelt sich hierbei um Ergebnisse des
Datensatzes „Test 2“ aus Tabelle 6.1).
• Nichtsdestotrotz ermöglicht die L1-GPS-Basislinie eine Genauigkeitssteigerung im Vergleich zur Sen-
sorfusion 1, wenn sie, wie in Sensorfusion 2, mit den anderen Informationen kombiniert wird. Das
Rauschen und die Ausreißer der L1-GPS-Basislinie werden dabei durch die Beobachtungen der ande-
ren Sensoren kompensiert, wobei die grundsätzliche Orientierungsinformation aus der GPS-Basislinie
erhalten bleibt. Die Genauigkeit (RMS) der Sensorfusion 2 liegt dann bei ca. 0.2 deg (siehe auch
Abschnitt 6.3.2 und Abb. 6.16).
Zusammenfassend bleibt festzuhalten, dass die einzelnen Lösungen, wie z.B. die Orientierung aus der L1-
GPS-Basislinie, weder die Genauigkeit, noch die Zuverlässigkeit bieten, die für die Georeferenzierung in
dieser Arbeit angestrebt werden. Durch die hier vorgestellte Sensorfusion können die Nachteile einzelner
Sensoren jedoch durch die Vorteile anderer Sensoren kompensiert werden. Die Fusion aller Beobachtungen
(Sensorfusion 2) liefert dementsprechend das beste Ergebnis.
6.3 Entwicklung und Evaluierung eines Systems zur direkten
Georeferenzierung eines UAVs in Echtzeit
Nachdem in den beiden vorherigen Abschnitten Einzelheiten zur Entwicklung von Algorithmen zur Positions-
und Orientierungsbestimmung mobiler Objekte hervorgehoben wurden, wird hier nun auf die Entwicklung
eines Systems zur Positions- und Orientierungsbestimmung leichter Fluggeräte in Echtzeit eingegangen. Die
Erkenntnisse aus den zuvor beschriebenen Untersuchungen sind sowohl in das Systemdesign als auch in die
Entwicklung der auf dem System implementierten Software eingeflossen.
Im folgenden wird zunächst der Systemaufbau beschrieben, bevor Ergebnisse aus Evaluationen und Anwen-
dungen vorgestellt werden.
6.3.1 Systemaufbau
Georeferenzierungseinheit
Das im Rahmen dieser Arbeit entwickelte Multisensorsystem zur direkten Georeferenzierung eines Micro-
UAVs ist in Abb. 6.11 zu sehen. Das System hat eine Größe von 11.0 × 10.2 × 4.5 cm und ein Gewicht
von 240 g ohne die GNSS-Antennen. Damit ist es so klein und leicht, dass es ohne Probleme auf einem
Micro-UAV angebracht werden kann.
Um auch das Gewicht der GNSS-Antennen möglichst gering zu halten, trotzdem aber eine gute Empfangscha-
rakteristik zu gewährleisten, werden auf dem UAV zwei geodätische GNSS-Antennen genutzt (NavXperience
3G+C), die zur Reduktion ihres Gewichts um ihr Gehäuse und das 5/8”-Gewinde erleichtert wurden. Auf
diese Weise konnte das Gewicht der Antennen von jeweils 350 g auf 100 g reduziert werden. Da sich mit der
Veränderung des Antennendesigns jedoch auch die Empfangscharakteristik verändert, mussten die Antennen
anschließend neu kalibriert werden. Dies wurde in der Antennenmesskammer des IGG der Universität Bonn
[Zeimetz & Kuhlmann, 2010] realisiert [Eling et al., 2014f].
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Abbildung 6.11: Darstellung des im Rahmen dieser Arbeit entwickelten direkten Georeferenzierungssystems (links)
sowie der verwendeten Antenne im Originalzustand und nach der Gewichtsreduktion (rechts).
Als wesentliche Sensoren zur Positions- und Orientierungsbestimmung verfügt das entwickelte System über
einen geodätischen Zweifrequenz-GPS-Empfänger der Firma Novatel (OEM 615), eine MEMS-IMU von Ana-
log Devices (ADIS16488), einen low-cost Einfrequenz-GPS-Empfänger von Ublox (LEA6T), ein Funkmodul
von XBee (XBee Pro 868) und ein Magnetometer der Firma Honeywell (HMC5883L).
Das Funkmodul dient in dieser Sensorkonfiguration der Übertragung der Zweifrequenz-GPS-Beobachtungen
einer GPS-Referenzstation (Master), die während der Flüge am Boden verbleibt, an die Georeferenzierungs-
einheit auf dem UAV. Zusammen mit den Beobachtungen des Zweifrequenz-GPS-Empfängers (OEM 615)
können so RTK-GPS-Positionen mit cm-Genauigkeiten in Echtzeit auf dem UAV berechnet werden.
Neben der RTK-GPS-Berechnung werden die Beobachtungen des Zweifrequenz-GPS-Empfängers (OEM 615)
auch zur Orientierungsbestimmung des UAVs genutzt. Dabei werden sie zusammen mit den Beobachtun-
gen des L1-GPS-Empfängers (LEA6T) verarbeitet. Die beiden zu diesen Empfängern gehörenden Antennen
bilden eine kurze GPS-Basislinie (Basislinienlänge = 92 cm) auf dem Fluggerät (siehe Abb. 6.14). Nach
Fixierung der Mehrdeutigkeiten helfen die Basislinienparameter bei der Bestimmung des Yaw-Winkels des
UAVs [Eling et al., 2015b] (siehe Methode 3 in Abschnitt 6.1.1 und Abschnitt 6.2.2).
Die tactical-grade MEMS-IMU von Analog Devices verfügt über 3-Achs Gyroskope und Akzlerometer und
trägt mit der Bereitstellung von Drehraten und Beschleunigungen zur Positions- und Orientierungsbestimung
des UAVs bei.
Das 3-Achs Magnetometer (Honeywell HMC5883L) ist am äußeren Ende eines freien Auslegers des UAVs
montiert (Abb. 6.14), damit die Magnetfeldbeobachtungen möglichst wenigen Störungen durch elektrische
Ströme ausgesetzt sind. Die Methoden, die zur Kalibrierung des Magnetfeldsensors angewandt werden, sind
in [Klingbeil et al., 2014a] beschrieben.
Für die Berechnung der Positionen und Orientierungen des UAVs in Echtzeit beinhaltet die Georeferenzie-
rungseinheit neben der Sensorik auch eine Recheneinheit (National Instruments sbRIO 9606). Diese Rechen-
einheit ist ein rekonfigurierbares Input/Output (I/O)-Board und enthält sowohl einen 400 MHz-Prozessor als
auch ein Field Programmable Gate Array (FPGA). Der Vorteil, der sich aus dieser Kombination ergibt, ist,
dass der FPGA für eine schnelle Kommunikation mit den Sensoren sowie zur Datenvorprozessierung genutzt
werden kann, während auf dem 400 MHz-Prozessor die tatsächliche Positions- und Orientierungsbestimmung
erfolgt. Die Datenübertragung vom FPGA zum 400 MHz-Prozessor wird dabei mittels „Direct Memory Ac-
cess“ realisiert, um Latenzzeiten zu vermeiden und die Echtzeitfähigkeit des Systems zu unterstützen. Die
Programmierung des FPGAs sowie die Realisierung der Prozessabläufe auf dem 400 MHz-Prozessor wurden
mit der Systemdesignsoftware LabView (National Instrument) vorgenommen. Die Software zur Positions-
und Orientierungsbestimmung, d.h. die RTK-GPS-Algorithmen, die Algorithmen zur Auswertung der L1-
GPS-Basislinie und die GPS/IMU-Integration, wurde in C++ implementiert.
In Abb. 6.12 ist ein Flussdiagramm mit den Datenübertragungen und den Rechenabläufen auf dem di-
rekten Georeferenzierungssystem dargestellt. Als die wesentlichen Berechnungsschritte werden dabei die
RTK-GPS-Positionsbestimmung („RTK GPS positioning“) [Eling et al., 2014c], die Auswertung der L1-
GPS-Basislinie zur Orientierungsbestimmung („GPS attitude determination“) [Eling et al., 2015b] und die
GPS/IMU-Integration („GPS/IMU integration“) [Eling et al., 2015b] genannt, wobei es sich in dieser Grafik
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Abbildung 6.12: Flussdiagramm der Datenübertragungen und Berechnungsabläufe auf der direkten Georeferenzie-
rungseinheit.
um eine loosely-coupled Integration handelt. Sowohl für die RTK-GPS-Auswertung als auch für die L1-
GPS-Basislinienauswertung werden Trägerphasen- (φ) und Pseudorangebeobachtungen (ρ) der jeweiligen
GPS-Empfänger benötigt. Als Ergebnisse dieser Auswertungen stehen GPS-Positionen xea der RTK-GPS-
Antenne mit einer Rate von 10 Hz und GPS-Basislinienvektoren ∆xeb mit einer Rate von 1 Hz in einem
ECEF-Koordinatensystem zur Verfügung. In der GPS/IMU-Integration werden unter Verwendung dieser
Informationen sowie unter Einbindung der gemessenen Drehraten ω, Beschleunigungen a und Magnetfeld-
vektoren h schließlich die Position xep, die Geschwindigkeit vep, die Orientierung ψ sowie die Gyroskop- und
die Akzelerometerbiase bω und ba mit einer Rate von 100 Hz geschätzt.
Übertragung der GPS-Beobachtungen der Referenzstation an die Georeferenzierungseinheit
Wesentliche Voraussetzung für eine RTK-GPS-Positionsbestimmung mit cm-Genauigkeiten auf dem UAV
ist die zeitnahe Übertragung der Beobachtungen einer Referenzstation an das Georeferenzierungssystem auf
dem UAV (siehe auch Abb. 3.1). Diese Übertragung wird hier, wie bereits erwähnt, mit Funkmodulen reali-
siert. Als Übertragungsformat wird der RTCM v3.1 Standard verwendet.
Eine Schwierigkeit, die sich mit der drahtlosen Übertragung der Daten von der Referenzstation an die Geore-
ferenzierungseinheit auf dem UAV ergibt, besteht im Umgang mit verzögerten oder unterbrochenen Daten-
strömen als Folge möglicher Signalunterbrechungen oder Latenzzeiten. Des Weiteren haben Untersuchungen
gezeigt, dass eine zuverlässige Übertragung der Daten der Referenzstation mit einer Rate von 10 Hz (dies
entspricht der Rate, mit der die RTK-GPS-Berechnung erfolgen soll) aufgrund des hohen Datenvolumens
per Funk nicht möglich ist [Eling et al., 2014f].
Um bei der RTK-GPS-Positionsbestimmung eine Unabhängigkeit von der Datenrate der Referenzstation zu
gewährleisten, wurde deshalb ein Extrapolationsverfahren entwickelt, in dem die Beobachtungen der Re-
ferenzstation auf der Georeferenzierungseinheit simuliert werden [Eling et al., 2013a]. Das Prinzip dieses
Verfahrens ist in Abb. 6.13 dargestellt. Dabei wird zwischen der Rover- und der Master-Task unterschieden.
Die Daten der Referenzstation werden demnach stets mit einer Rate von 1 Hz übertragen. Immer wenn eine
vollständige Nachricht am UAV eintrifft, wird in der Master-Task für den vorliegenden Beobachtungszeit-
punkt eine Simulation gerechnet. Die Differenz zwischen den simulierten und den wahren Beobachtungen
Abbildung 6.13: Verarbeitung der Beobachtungen der GPS-Referenzstation auf der Georeferenzierungseinheit.
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Abbildung 6.14: Darstellung der im Rahmen dieser Arbeit entwickelten Fluggeräte. Links: Das für das Projekt
Mapping on Demand entwickelte UAV mit dem Namen „MoDKopter“. Rechts: Das für die Realisierung sonstiger
vermessungstechnischer Aufgaben gedachte UAV mit dem Namen „IggKopter“.
stehen dann als Korrekturwerte („Simulation Error“) zur Verfügung. In der RTK-GPS-Berechnung („Rover
task“) erfolgt für jeden Beobachtungszeitpunkt des Rovers ebenfalls eine Simulation der Beobachtungen der
Referenzstation, bevor die eigentliche Positionsbestimmung mit der Float-Lösung („EKF float solution“),
der Mehrdeutigkeitsschätzung („Integer ambiguity estimation“) und der fixierten Lösung („Fixed solution“)
durchgeführt wird. Als Korrektur des Simulationsfehlers wird dabei jeweils der letzte Korrekturwert aus der
Master-Task übernommen.
Vergleiche mit Postprocessing-Auswertungen unter Nutzung kommerzieller GNSS-Software, bei denen im
Gegensatz zur Echtzeit-Anwendung die Beobachtungen der Referenzstation stets zur Verfügung standen,
haben gezeigt, dass die Abweichungen, die durch die Extrapolation der Masterbeobachtungen entstehen, im
Rahmen der Genauigkeit einer RTK-GPS-Auswertung liegen und deshalb vernachlässigbar sind [Eling et al.,
2014c].
UAV-Plattformen
Die für diese Arbeit entwickelten UAV-Plattformen sind in Abb 6.14 dargestellt. Dabei muss zwischen zwei
Systemen unterschieden werden. Das linke UAV (MoDKopter) wurde für das Projekt Mapping on Demand
(DFG FOR 1505) entwickelt. Neben der Sensorik für die direkte Georeferenzierung (GPS-Antennen, Magne-
tometer und direktes Georeferenzierungssystem) sind auf dieser Plattform zusätzlich Stereokamerasysteme
mit Fish-Eye-Objektiven für eine visuelle Odometrie [Schneider et al., 2013], eine 5 MPixel Kamera mit
einem „global shutter“ als objekterfassender Sensor und ein PC-Board für eine Bildverarbeitung während
Abbildung 6.15: Tragbares Messsystem zur Evaluierung der Orientierungsgenauigkeit des zur Positions- und Ori-
entierungsbestimmung eines UAVs entwickelten direkten Georeferenzierungssystems.
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des Fluges montiert. Das rechte UAV (IggKopter) ist für Vermessungsaufgaben gedacht, bei denen das UAV
nicht autonom fliegen muss und die Bildverarbeitung im Postprocessing erfolgen kann. Hier sind neben der
Sensorik für die direkte Georeferenzierung eine Consumer Systemkamera (Panasonic Lumix GX1) und ein
codebasiertes Einfrequenz-GPS-Modul (Mikrokopter-GPS) für einen automatischen Wegpunkteflug ange-
bracht.
Beide in Abb. 6.14 dargestellten UAVs basieren auf dem Modellbausatz Mikrokopter OktoXL1 der Firma
HiSystems GmbH. Um die verschiedenen Sensoren auf der jeweiligen Plattform anbringen zu können, wurden
einige Modifikationen an diesem Grundaufbau vorgenommen, wie z.B. die koaxiale Anordnung der Rotoren,
bei der jeweils zwei Rotoren übereinander angebracht sind. Für mehr Stabilität im Aufbau sorgen neue aus
Carbon gefertigte Centerplates.
Der IggKopter hat ein Gewicht von 3.6 kg. Mit 4.8 kg wiegt der MoDKopter etwas mehr als der IggKopter,
sein Gewicht liegt jedoch trotzdem noch unter der 5 kg Grenze (siehe Kapitel 1.2). Beide UAVs sind etwa
1.0 m × 1.0 m × 0.35 m groß. Die Flugzeit der UAVs hängt neben dem Gewicht zusätzlich vom Wind,
der Anwendung und der Kapazität der verwendeten Lithium Polymer Batterien ab. Der MoDKopter fliegt
durchschnittlich zwischen 5-10 Minuten und der IggKopter zwischen 10-15 Minuten.
6.3.2 Systemevaluierung
Nachdem das im Rahmen dieser Dissertation entwickelte direkte Georeferenzierungssystem im vorherigen
Abschnitt beschrieben wurde, werden nun verschiedene Evaluierungen des Systems vorgestellt. Dabei wird
erneut zwischen der Positions- und der Orientierungsbestimmung unterschieden, bevor auch die Punktge-
nauigkeit am Objekt bei der Vermessung mit einem direkt georeferenzierten UAV bewertet wird.
Orientierungsbestimmung
Zur Evaluierung der in der Orientierungsbestimmung mit dem entwickelten Multisensorsystem erzielba-
ren Genauigkeiten wurde hier ein tragbares Messsystem aufgebaut, auf dem ein navigation-grade INS der
Firma Imar (iNAV-FJI-LSURV-001), das über faseroptische Kreisel verfügt und eine Biasstabilität von
<0.003 deg/h aufweist, als Referenzlösung angebracht ist. Der Messaufbau der Sensoren der Georeferen-
zierungseinheit wurde dabei entsprechend der Konfiguration auf dem UAV nachempfunden (Abb 6.15).
Während der Testmessungen wurde das Messsystem von zwei Personen getragen und es wurden Bewegungen
durchgeführt, die einem Flug mit einem rotorbetriebenen UAV ähneln. Als Ergebnisse sind in Abb. 6.16 die
Differenzen der jeweiligen Winkel zur Referenzlösung dargestellt.
Die Differenzen zur Referenzlösung zeigen, dass der Roll- und der Pitch-Winkel mit dem entwickelten System
besser bestimmt werden können als der Yaw-Winkel. Der Grund dafür ist, dass die Yaw-Winkelbestimmung
wesentlich durch die Beobachtungen der L1-GPS-Basislinie und der Magnetfeldsensoren beeinflusst wird (sie-
he Abschnitt 6.2.2), die in Abhängigkeit der Umgebungsbedingungen jedoch systematische Abweichungen
aufweisen. Damit die Roll- und Pitch-Winkel, deren Bestimmung maßgeblich auf dem mit der MEMS-IMU ge-
messenen Gravitationsvektor beruht, nicht durch diese systematischen Abweichungen beeinträchtigt werden,
besteht im Messmodell der GPS/IMU-Integration sowohl für die Basislinien- als auch die Magnetfeldmes-
sungen kein funktionaler Zusammenhang zu den Roll- und Pitch-Winkel-Parametern [Eling et al., 2015b].
Aus den in Abb. 6.16 dargestellten Differenzen folgt, dass der RMS des Yaw-Winkels für statische und ki-
nematische Bereiche einen Wert von 0.2 deg einnimmt. Die Genauigkeit der Roll- und Pitch-Winkel liegt
für statische Anwendungen im Bereich von 0.03 deg und für kinematische Anwendungen im Bereich von
0.05 deg. Die maximalen Abweichungen bleiben für alle Winkel unter 0.5 deg.
Positionsbestimmung
Bereits in Veröffentlichung B2 [Eling et al., 2014c] konnte gezeigt werden, dass die Resultate der in dieser
Arbeit entwickelten Algorithmen zur RTK-GPS-Positionsbestimmung im Vergleich zu Ergebnissen kommer-
1http://www.mikrokopter.de, Zugriff: Mai 2016
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Abbildung 6.16: Darstellung der Differenzen zwischen den Orientierungswinkeln einer Referenzlösung (Imar-
INS) und den Orientierungswinkeln, die aus der Sensorfusion (GPS-Positionen, GPS-Orientierungen, MEMS-IMU-
Drehraten und -Beschleunigungen sowie Magnetfeldbeobachtungen) des in dieser Arbeit entwickelten Systems stam-
men. Die kinematischen Bereiche der Testmessung sind grau hinterlegt.
zieller (Leica Geo Office) oder open-source (RTKLIB) Softwareprodukte nur geringe Abweichungen aufwei-
sen. Werden die in Echtzeit berechneten Positionen der Georeferenzierungseinheit mit den im Postprocessing
berechneten Positionen der kommerziellen oder open-source Software verglichen, liegen die Abweichungen
bei maximal 1-2 cm. Ursache für diese Abweichungen ist die Extrapolation der Beobachtungen der Refe-
renzstation, die, wie auf S. 64 beschrieben, aufgrund der Latenzzeiten in der Funkübertragung erforderlich
ist. Wird die im Rahmen dieser Arbeit entwickelte RTK-GPS-Software auch im Postprocessing angewandt,
liegen die Abweichungen zur kommerziellen oder open-source Software nur noch bei wenigen Millimetern,
wobei eine Abhängigkeit vom Höhenunterschied auf Abweichungen in den verwendeten Troposphärenmodel-
len hindeutet. Die Vorzeichen der Abweichungen fallen im Vergleich zu den Ergebnissen von Leica Geo Office
und RTKLIB dabei jedoch unterschiedlich aus [Eling et al., 2014c].
Eine sinnvolle Möglichkeit zur Evaluierung der Positionsbestimmung eines UAVs mit einem unabhängigen
Sensor kann unter Verwendung einer objekterfassenden Digitalkamera auf dem UAV und einer indirekten
Georeferenzierung mittels Ground Control Points (GCPs) realisiert werden. Durch Flüge über ein Testfeld,
auf dem vorher ausreichend viele GCPs angebracht wurden, können über eine Aerotriangulation die Kamera-
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Abbildung 6.17: Orthophotos zweier Testfelder zur Evaluierung der Genauigkeiten der Positionsbestimmung eines
UAVs und der mittels direkter Georeferenzierung eines UAVs vermessenen Punkten am Boden. Testfeld 1 (links)
enthält 22 GCPs, Testfeld 2 (rechts) enthält 15 GCPs.
positionen zu den Bildaufnahmezeitpunkten bestimmt werden. Liegen für die GCPs Koordinaten im gleichen
Koordinatensystem vor, in dem auch die Positionen der Georeferenzierungseinheit bestimmt wurden, ist ein
Vergleich beider Ergebnisse möglich.
Beispiele für auf Bildflügen basierende Evaluierungen der Positionen eines UAVs sind in den Veröffentlichun-
gen C2 [Eling et al., 2015d] und C3 [Eling et al., 2016b] beschrieben. Die Ergebnisse dieser Evaluierungen
werden nun im folgenden Abschnitt zusammengefasst.
Zwei der für die Testmessungen in dieser Arbeit realisierten Testfelder sind in Abb. 6.17 dargestellt. Das linke
Testfeld (Testfeld 1) enthält 22 GCPs (black and white targets) und das rechte Testfeld (Testfeld 2) enthält 15
GCPs. Ein weiteres Testfeld (Testfeld 3), das grundsätzlich dem Testfeld 1 ähnelt, enthält nochmals 9 GCPs.
Die Vermessung der Koordinaten der GCPs wurde dabei jeweils mit einem Tachymeter durchgeführt. Die
Transformation vom Tachymeterkoordinatensystem in ein ECEF-Koordinatensystem erfolgte anschließend
jeweils über fünf Passpunkte (GPS-Stationen), an denen statische GPS-Messungen durchgeführt wurden.
In Abb. 6.18 sind die Ergebnisse für einen Flug über Testfeld 1 dargestellt. Als UAV wurde dazu der Igg-
Kopter (Abb. 6.14 (rechts)) eingesetzt. Die Flughöhe lag dabei etwa bei 20 m und die durchschnittliche
Fluggeschwindigkeit bei 2 m/s. Mittels eines automatischen Wegpunktefluges wurde das Testfeld mäander-
förmig abgeflogen. Dabei wurden etwa 220 Bilder aufgenommen.
Die Auswertung der während dem Flug aufgenommenen Bilder in einer Aerotriangulation wurde mittels
der Software Pix4Dmapper der Firma Pix4D realisiert, wobei die wesentlichen Berechnungsschritte dieser
Software in einer Suche und Zuordnung markanter Punkte, einer Bündelblockausgleichung inklusive der Ge-
oreferenzierung und einer Punktwolkenverdichtung bestehen. Da die Software sowohl eine indirekte als auch
eine direkte Georeferenzierung unterstützt, sind beide Varianten hier möglich.
Über eine indirekte Georeferenzierung wird in der verwendeten Software zur Bildauswertung zu jedem Bild
eine Kameraposition berechnet. Um diese Positionen mit den berechneten Positionen der Georeferenzierungs-
einheit vergleichen zu können, müssen folgende Voraussetzungen gegeben sein:
• Berücksichtigung des Hebelarms zwischen dem Referenzpunkt der Georeferenzierungseinheit und der
Kamera (räumliche Kalibrierung),
• zeitliche Synchronisierung der Bildaufnahmen der Kamera mit der Georeferenzierungseinheit.
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Abbildung 6.18: Links: Abweichungen zwischen der mittels direkter Georeferenzierung bestimmten Kameraposi-
tionen eines UAV-Bildfluges und den aus einer indirekten Georeferenzierung bestimmten Kamerapositionen. Rechts:
A posteriori Genauigkeiten der direkten Georeferenzierung, die aus der Spur der Kovarianzmatrix der Positionsschät-
zung resultieren.
Der Hebelarm wurde hier aus Flugdaten geschätzt, indem die Differenzen der Positionen einer indirekten und
einer direkten Georeferenzierung für einen Flug betrachtet wurden. Die Anbringung des Hebelarms erfolgt
jeweils unter Verwendung der mit der direkten Georeferenzierungseinheit geschätzten Orientierungswinkel.
Die Kamerasynchronisierung wird bei dem in dieser Arbeit entwickelten System durch ein Signal des Kame-
raverschlusses, dass bei einer Bildaufnahme an die Georeferenzierungseinheit geschickt wird, berücksichtigt
(siehe [Eling et al., 2015d]).
In Abb. 6.18 (links) sind die Differenzen der Positionen der Kamera, die sich aus der indirekten und der
direkten Georeferenzierung für einen Bildflug ergeben haben, unter Berücksichtigung des Hebelarms darge-
stellt. Diese Ergebnisse zeigen, dass die Genauigkeit der mit der Georeferenzierungseinheit während eines
Fluges in Echtzeit berechneten Positionen grundsätzlich im cm-Bereich liegen. Auffällig ist dabei jedoch, dass
die Differenzen im mittleren Bereich der Flugroute kleiner sind, als in den Randbereichen. Ursache dafür ist
der sogenannte „Bowl-Effect“, der bei einer schlechten Konfiguration unter Nadiraufnahmen entstehen kann,
wenn die Kameraparameter in der Bündelblockausgleichung der Bildauswertung mitgeschätzt werden [Tour-
nadre et al., 2015], und typisch für UAV-Bildflüge ist. Ein weiteres Indiz dafür, dass die Abweichungen in den
Randbereichen in Abb. 6.18 (links) aus der Bildauswertung stammen, sind die unsystematischen a posteriori
Genauigkeiten der direkten Georeferenzierung, die aus der Kovarianzmatrix der Positionsschätzung der di-
rekten Georeferenzierungseinheit resultieren (Abb. 6.18, rechts). Diese Werte liegen für den gesamten Flug
in einem Bereich von 6-21 mm, wobei keine Ortsabhängigkeit zu erkennen ist. Dementsprechend ist davon
auszugehen, dass die Qualität der Ergebnisse der direkten Georeferenzierung für alle Kamerapositionen des
hier vorliegenden Fluges nahezu identisch ist.
Werden die Randbereiche des Untersuchungsgebietes, aufgrund der Unsicherheiten in der Bildauswertung, für
die Evaluierung der Positionen außer Betracht gelassen und nur die Differenzen innerhalb des in Abb. 6.18
(links) eingezeichneten roten Vierecks herangezogen, liegen die maximalen Abweichungen in der Position
bei ca. 4 cm. Dies zeigt, dass mit dem in dieser Arbeit entwickelten direkten Georeferenzierungssystem die
Positionen eines UAVs mit einer Genauigkeit von < 5 cm in Echtzeit bestimmt werden können. Ähnliche
Ergebnisse sind auch in Veröffentlichung C1 [Eling et al., 2014f] zu finden, in der eine Trajektorie eines direkt
georeferenzierten Bildfluges mit den Ergebnissen einer Bündelblockausgleichung verglichen wird.
Vermessung mit unbemannten Fluggeräten
Da die in Abb. 6.14 dargestellten UAVs als Mobile-Mapping-Systeme dienen, gilt es in dieser Arbeit auch die
Frage zu beantworten, welche Genauigkeiten mit diesen Plattformen bei einer direkten Georeferenzierung am
zu vermessenden Objekt zu erwarten sind. Dazu wurden sowohl in Veröffentlichung C2 [Eling et al., 2015d]
als auch in Veröffentlichung C3 [Eling et al., 2016b] entsprechende Untersuchungen durchgeführt.
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Abbildung 6.19: Differenzen zwischen den tachymetrisch bestimmten und mittels des direkt georeferenzierten UAVs
gemessenen Koordinaten der GCPs für das Testfeld 1 (links) und das Testfeld 3 (rechts).
Zur Überprüfung der Einzelpunktgenauigkeiten, die mit einem direkt georeferenzierten UAV am zu vermes-
senden Objekt erreicht werden können, werden hier die GCPs der jeweiligen Testfelder (Abb 6.17) verwen-
det, deren Koordinaten tachymetrisch eingemessen wurden. Als Mobile-Mapping-System wurde erneut der
IggKopter (Abb. 6.14, rechts) verwendet, der mit einer Consumer Kamera ausgestattet ist. Die Datenverar-
beitung erfolgte auf ähnliche Weise wie zur Prüfung der Trajektorie (siehe Abschnitt Positionsbestimmung),
wobei die Georeferenzierung der aufgenommenen Bilder hier direkt und ohne Verwendung von Passpunk-
ten durchgeführt wurde und die GCPs ausschließlich als Kontrollpunkte (Checkpoints) zur Evaluierung der
Genauigkeiten am Boden dienten.
In Abb 6.19 sind die Differenzen der GCP-Koordinaten dargestellt, die aus dem Vergleich der Tachymeter
und der mittels des UAVs bestimmten Ergebnisse für die Testfelder 1 und 3 resultieren. Meist liegen die
Abweichungen in allen Komponenten im Bereich von ± 5 cm, wobei die Abweichungen am Testfeld 3 mit
maximal ± 1.5 cm deutlich besser ausfallen, als am Testfeld 1. Vor allem beim Testfeld 1 wird deutlich,
dass die Abweichungen in der Höhenkomponente am größten sind. Dies ist jedoch nicht überraschend, da
sowohl die direkte Georeferenzierung (aufgrund der im Vergleich zur Lagebestimmung mit GPS ungenaue-
ren Höhenbestimmung) als auch die Bildverarbeitung (aufgrund der Schätzung der Kamerabrennweite in
flachen Gebieten) geringere Genauigkeiten in der Höhe als in der Lage aufweisen. Bei den Abweichungen
am Testfeld 1 sind des weiteren Systematiken in der Höhenkomponente zu erkennen. Solche Systematiken
können schnell auftreten, wenn die Orientierung des in der Bildauswertung berechneten Bildverbundes nur
leicht verkippt ist. Um diese Effekte bei flachen Gebieten zu reduzieren sind bspw. Kreuzbefliegungen sinnvoll
[Gerke & Przybilla, 2016].
Ähnliche Ergebnisse zur Evaluierung von Einzelpunktgenauigkeiten, die unter Anwendung eines direkt ge-
oreferenzierten UAVs als Mobile-Mapping-System resultieren, wurden auch in Veröffentlichung C3 [Eling
et al., 2016b] erzielt. Bei vier Flügen über das Testfeld 2 lagen die maximalen Abweichungen auch hier meist
bei ± 5 cm. Nur bei einem Flug ist die Höhenkomponente mit bis zu 6.6 cm etwas mehr vom Sollwert
abgewichen.
Zusammenfassend lässt sich festhalten, dass es mit dem im Rahmen dieser Arbeit entwickelten Multisen-
sorsystem zur direkten Georeferenzierung leichter UAVs möglich ist, bei Flughöhen von ca. 20 m über dem
Boden, einzelne Punkte mit einer Genauigkeit von wenigen Zentimetern (< 5-10 cm) zu vermessen. Da es sich
dabei um eine sehr effektive Methode zur Vermessung großflächiger Bereiche (z.B. Kiesgruben, Tagebaue,
Mülldeponien) handelt, stellen direkt georeferenzierte Micro-UAVs demnach eine völlig neue Alternative zu
etablierten Messverfahren (z.B. Tachymetrie oder RTK-GPS-Aufnahme) in der Geodäsie dar.
6.3.3 Anwendungsbeispiele
Objektvermessung
In Kapitel 1.1 dieser Arbeit wurde das Projekt Mapping on Demand kurz vorgestellt. Ein Ziel dieses Projektes
besteht in der Vermessung und Modellierung dreidimensionaler Objekte mit einem direkt georeferenzierten
Fluggerät. Dazu wird das auf S. 65 in Abb. 6.14 (links) dargestellte UAV verwendet.
Abb. 6.20 präsentiert die Ergebnisse einer Objektvermessung, die im Rahmen des Projektes Mapping on
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Abbildung 6.20: Links: Vergleich einer TLS-Punktwolke (grau) und einer unter Verwendung eines direkt georeferen-
zierten UAVs erzeugten Punktwolke (rote Punkte). Rechts: Histogramm der Differenzen zwischen beiden Punktwolken
(nächster Nachbar) [Schneider et al., 2016].
Demand erzeugt wurden. In dem linken Bild ist dabei in Grau eine geroreferenzierte TLS-Punktwolke des
Gebäudes zu sehen, das auch bereits in Abb. 1.1 auf S. 5 dargestellt wurde. Zusätzlich zu dieser TLS-
Punktwolke ist in Abb. 6.20 eine weiter Punktwolke in Rot abgebildet. Bei dieser Punktwolke handelt es
sich um eine direkt georeferenzierte Punktwolke, die während eines UAV-Fluges aus Bildern einer 5 MPixel
Kamera berechnet wurde.
Der optische Vergleich beider Punktwolken zeigt bereits, dass beide Ergebnisse gut zusammenpassen. Wer-
den nun die Differenzen beider Punktwolken über den nächsten Nachbar in einem Punkt-zu-Punkt-Vergleich
berechnet, liegt der Median der Differenzen bei 1 cm, wobei der MAD-Wert (Median Absolute Deviation
(MAD)) 3 cm groß ist und 50% aller Punkte eine Abweichung von < 5 cm zum nächsten Nachbar aufweisen
[Schneider et al., 2016]. Das entsprechende Histogramm, dass die Verteilung der Punkt-zu-Punkt-Vergleiche
angibt, ist in Abb. 6.20 (rechts) zu sehen.
Diese Ergebnisse zeigen, dass mit der in dieser Arbeit entwickelten Georeferenzierungseinheit Punktwol-
ken während eines UAV-Fluges erzeugt werden können, die nur im cm-Bereich von georeferenzierten TLS-
Punktwolken abweichen.
Deformationsanalyse
Erste Versuche, UAVs zum Monitoring von Hangrutschungen einzusetzen, sind bspw. in [Cramer et al., 2014]
und in [Peterman, 2015] zu finden. Ein wesentlicher Fortschritt durch die Nutzung von UAVs im Bereich des
Deformation-Monitorings ergibt sich jedoch erst durch eine direkte Georeferenzierung der Daten, da das zu
untersuchende Gelände dann nicht betreten werden muss, um GCPs anzubringen. In Veröffentlichung C3
[Eling et al., 2016b] wird deshalb untersucht, welche Größenordnung von Deformationen mit einem direkt
georeferenzierten UAV aufgedeckt werden können. Das Testfeld, das für diese Untersuchungen verwendet
wurde, ist auf S. 68 in Abb. 6.17 (rechts) dargestellt. In der Mitte dieses Testfeldes sind einige Objekte
angebracht, die zwischen verschiedenen Überflügen mit unterschiedlichen Deformationen versehen wurden.
Grundlage für eine Deformationsanalyse mit UAVs sind in der Regel erneut Punktwolken. Für die Detektion
von Veränderungen müssen diese Punktwolken miteinander verglichen werden. In Veröffentlichung C3 [Eling
et al., 2016b] werden dazu Punkt-zu-Vermaschung (Point-to-Mesh) Distanzen berechnet.
Anhand eines Bereichs des Testfeldes, der nicht deformiert wurde, konnten die Richtigkeit und die Präzision,
die sich inklusive der direkten Georeferenzierung, der Bildauswertung und der Punktwolkenvergleiche für De-
formationsanalysen mit UAVs ergeben, abgeschätzt werden. Dafür wurden 6 Punktwolkendifferenzen aus vier
Flügen berechnet. Aus den Mittelwerten der Verteilungen dieser Differenzen wurde die absolute Genauigkeit
(Richtigkeit) und aus den Standardabweichungen der Verteilungen die relative Genauigkeit (Präzision) der
Punktwolken ermittelt. Der Wert für die absolute Genauigkeit liegt bei σa ≈ 2.6 cm, während die relative
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Abbildung 6.21: Als signifikant detektierte Deformationen zwischen zwei UAV-Flügen. Grün umrandete Bereiche
sind negative Deformationen und rot umrandete Bereiche sind positive Deformationen. Im linken Bild wurde für die
Referenzierung zwischen den beiden Flügen lediglich die direkte Georeferenzierung der Bilder verwendet, rechts wurde
zusätzliche eine Feinregistrierung mit dem ICP-Algorithmus vorgenommen.
Genauigkeit einen Wert von σr ≈ 0.7 cm einnimmt.
Nach Heunecke et al. [2013] muss bei Deformationen zwischen Starrkörperbewegungen (z.B. Translationen,
Rotationen, Hebungen und Setzungen) und Verformungen (z.B. Dehnungen, Stauchungen, Verbiegungen)
unterschieden werden. Mittels der absoluten Genauigkeit σa lässt sich ein Konfidenzbereich aufspannen, der
für die Entscheidung, ob eine Starrkörperbewegung signifikant ist oder nicht, relevant ist. Bei einer Sicher-
heitswahrscheinlichkeit von 95% und unter Anwendung der Studentverteilung mit 6 Freiheitsgraden, liegen
die Quantilwerte des Konfidenzbereichs bei ± 6.3 cm.
In Abb. 6.21 (links) sind die unter Anwendung des Grenzwerts von ± 6.3 cm als signifikant detektierten
Deformationen zwischen zwei Flügen dargestellt. Alle Deformationen der Größenordnung cm-dm wurden
korrekt detektiert.
Wird zusätzlich zur direkten Georeferenzierung eine Feinregistrierung unter Nutzung des ICP-Algorithmus
durchgeführt, der unter Vorkenntnis der direkten Georeferenzierung hier gute Ergebnisse erzielt, können
Restabweichungen aus der Georeferenzierung und systematische Abweichungen aus der Bildauswertung re-
duziert werden. Für die Detektion von Verformungen kann somit die relative Genauigkeit von σr ≈ 0.7 cm
verwendet werden, so dass die Quantilwerte des Konfidenzbereichs bei 1.8 cm liegen.
In Abb. 6.21 (rechts) sind die unter zusätzlicher Anwendung des ICP-Algorithmus detektierten Deforma-
tionen dargestellt. Dabei werden nun alle an den Objekten durchgeführten Deformationen sichtbar. Des
Abbildung 6.22: Darstellung eines direkt georeferenzierten portablen Laserscanning Systems.
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Abbildung 6.23: Differenzen zwischen einer TLS- und einer mit dem tragbaren direkt georeferenzierten Laserscan-
ningsystem aufgenommenen Punktwolke.
Weiteren sind auch Fußabdrücke zu sehen, die aufgrund des Umbaus der Deformationsobjekte im Testfeld,
das aus weicher Erde bestand, zurückgeblieben sind.
Zusammenfassend kann anhand dieses Beispiels gezeigt werden, dass es unter Verwendung eines direkt ge-
oreferenzierten UAVs möglich ist, Starrkörperbewegungen mit Ausmaßen von < 10 cm und Verformungen
mit Ausmaßen von < 5 cm als signifikant zu detektieren.
Tragbares Laserscanning-System
Neben den Anwendungen auf leichten Fluggeräten, ist das im Rahmen dieser Arbeit entwickelte direkte
Georeferenzierungssystem aufgrund seiner kleinen Größe und des leichten Gewichts auch für die Nutzung
auf tragbaren Mobile-Mapping-Systemen geeignet. Zum Beispiel in [Heinz et al., 2015] wird das System
zusammen mit einem low-cost und leichten 2D-Laserscanner (Hokuyo UTM-30-LX-EW) zur kinematischen
Vermessung von Gebäuden genutzt. Das dazu entwickelte Messsystem ist in Abb. 6.22 zu sehen, wobei der
Laserscanner hier als externer Sensor der direkten Georeferenzierungseinheit genutzt wird und die Daten des
Scanners direkt während der Aufnahme ausgewertet und visualisiert werden.
Als ein Ergebnis des tragbaren Systems sind in Abb. 6.23 die Differenzen zu einer TLS-Punktwolke, die
auch hier über Passpunkte georeferenziert wurde, dargestellt. Auch wenn in diesen Ergebnissen teilweise
Systematiken zu sehen sind, bleiben die Differenzen trotz eines Abstands von ca. 30 m zum Gebäude meist
unter 7.5 cm. (Bei den großen Abweichungen im Vordergrund des Gebäudes (rote Bereiche) handelt es
sich um Vegetation, die im Zeitraum zwischen den beiden Aufnahmen gewachsen ist.) Demnach ist die
Georeferenzierungseinheit auch in Kombination mit einem Laserscanner zur kinematischen Aufnahme direkt
georeferenzierter Punktwolken geeignet.
6.3.4 Zusammenfassung
In diesem Abschnitt wurden Details zur Entwicklung eines Multisensorsystem vorgestellt, das primär zur
direkten Georeferenzierung von Micro-UAVs gedacht ist. Verschiedene Evaluierungen haben gezeigt, dass
das System die angestrebten Genauigkeiten von < 5 cm in der Position und < 0.5 deg in der Orientierung
erfüllt. Des Weiteren konnte über UAV-Testflüge auch die Einzelpunktgenauigkeit evaluiert werden, die unter
Verwendung der Georeferenzierungseinheit und unter Nutzung einer Kamera als objekterfassender Sensor
auf einem Micro-UAV bei Flughöhen von 20 m am Boden erreicht wird. Die Ergebnisse haben gezeigt, dass
auch hier die Genauigkeiten einzelner Punkte im cm-Bereich (< 5 cm) liegen.
Anhand verschiedener Anwendungen wurde die Praxistauglichkeit des Systems beschrieben, wobei hier durch
74 6. Herausstellung der wichtigsten Aspekte
Vergleiche zu terrestrischen Laserscans erneut die Funktionsfähigkeit und die Erreichbarkeit hoher Genauig-
keiten veranschaulicht werden konnte. Dabei wurde auch auf die Kombination der Georeferenzierungseinheit
mit einem low-cost 2D-Laserscanner hingewiesen. Mit den Orientierungsgenauigkeiten der Georeferenzie-
rungseinheit ist unter Nutzung eines Laserscanners als objekterfassender Sensor bei Abständen von 30 m
zum Objekt mit Abweichungen im cm-dm-Bereich zu rechnen.
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7. Weiterführende Überlegungen
Die in dieser Arbeit beschriebene Entwicklung eines Multisensorsystems zur direkten Georeferenzierung
leichter Fluggeräte ist ein Prozess, der mit Abgabe dieser Arbeit nicht abgeschlossen ist. Schon während
dieser Arbeit wurden die einzelnen Entwicklungen, angefangen bei der Implementierung eigener RTK-GPS-
Algorithmen bis hin zu einer tightly-coupled GPS/MEMS-IMU-Sensorintegration, Stück für Stück vorange-
trieben. Für die Zukunft sind weitere Untersuchungen und Fortschritte geplant, die zu einer Verbesserung
des im Rahmen dieser Arbeit entwickelten Systems führen sollen.
Einige dieser weiterführenden Überlegungen werden nun in den folgenden Abschnitten erläutert.
7.1 Einbindung visueller Informationen
Wie in Abschnitt 3.1.1, in Kapitel 5 und in Abschnitt 6.2 deutlich wurde, besteht unter Nutzung einer
MEMS-IMU zwar grundsätzlich die Möglichkeit, GNSS-Ausfälle zu überbrücken, vor allem in der Positions-
bestimmung ergeben sich unter alleiniger Verwendung von MEMS-Inertialsensorbeobachtungen bei GNSS-
Ausfällen jedoch bereits nach wenigen Sekunden signifikante Abweichungen (siehe z.B. Abb. 6.9). In dieser
Arbeit wurden deshalb Methoden, wie die schnelle Lösung der Trägerphasenmehrdeutigkeiten und Algo-
rithmen zur Sensorfusion auf GNSS-Rohdatenebene entwickelt, die das Ziel verfolgen, die Ausfallzeiten der
GNSS-Beobachtungen so kurz wie möglich zu halten. Bei langen GNSS-Ausfallzeiten und in Bereichen, in
denen gar keine GNSS-Satelliten sichtbar sind, erlaubt eine GNSS/MEMS-IMU-Integration, ob loosely- oder
tightly-coupled, trotzdem keine ausreichend gute Schätzung der Navigationsparameter.
Aus diesem Grund sind auf dem MoDKopter (Abb. 6.14 (links)) neben der Georeferenzierungseinheit und
einem objekterfassender Sensor (5 MPixel Kamera) auch Stereokamerasysteme angebracht. Diese Sensoren
bieten über Verfahren, die über markante Punkte in Bildern Veränderungen der Kameraposition schätzen,
die Möglichkeit auch lange GNSS-Ausfälle erfolgreich zu überbrücken, wenn die Sichtverhältnisse gut sind
und die Kinematik der Trägerplattform nicht zu groß ist.
Bereits in [Schneider et al., 2016] konnte auch unter Mitwirken des Autors dieser Arbeit bereits gezeigt
werden, dass die Verwendung visueller Informationen gut geeignet ist, um GNSS-Signalunterbrechungen zu
überbrücken. Bei diesem Ansatz werden GNSS-Trägerphasenbeobachtungen nach erfolgreicher Fixierung der
Mehrdeutigkeiten und Offset-bereinigte IMU-Beobachtungen in eine inkrementelle Bündelblockausgleichung
integriert, die für sogenannte Keyframes jeweils nach 1 m Bewegung der Trägerplattform berechnet wird.
Als Kameras werden dabei vier Fisheye-Kameras verwendet, die durch die Georeferenzierungseinheit getrig-
gert und von einem PC-Board auf dem UAV mit einer Rate von 10 Hz ausgelesen werden. Die Berechnung
der visuellen Odometrie und der GPS/IMU/Kamera-Integration erfolgt anschließend in naher Echtzeit auf
dem PC-Board. Untersuchungen, bei denen Satelliten künstlich abgeschattet wurden, haben gezeigt, dass
die tightly-coupled GPS/IMU/Kamera-Integration Vorteile mit sich bringt. Im Vergleich zu einer reinen
Kamera-basierten Lösung konnten auch unter Verwendung von nur drei Satelliten (zwei Doppeldifferenzbe-
obachtungen) sichtbare Verbesserung erzielt werden.
In dem in [Schneider et al., 2016] publizierten Ansatz zur Integration von GPS, Inertialsensoren und Stereoka-
merasystemen erfolgt die Sensorfusion auf Ebene der Bildauswertung. D.h., dass die GPS-Beobachtungen in
eine inkrementelle Bündelausgleichung eingebunden werden. Dabei werden GPS-Trägerphasenbeobachtungen
verwendet, deren Mehrdeutigkeiten bereits vorab gelöst wurden. Sinnvoll wäre es jedoch, wenn die Mehr-
deutigkeitslösung und die Cycle-Slip-Detektion ebenfalls von den Beobachtungen der Stereokamerasyste-
me profitieren könnten. Um dies in Zukunft zu gewährleisten, sollen Methoden entwickelt werden, mit-
tels derer die Integration visueller Information in eine GPS/IMU/Kamera-Integration innerhalb der GPS-
Auswertealgorithmen gelingt.
Statt die Bildinformationen selbst in die GPS-Auswertung zu integrieren, bietet es sich dabei an, vorpro-
zessierte Positions- und Orientierungsänderungen aus der inkrementellen Bündelausgleichung zu verwenden.
Bei dieser Art der Integration ist jedoch ein statistisch korrekter Austausch zwischen der GPS- und der
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Bildauswertung zu beachten. Entweder soll die Bildauswertung deshalb ohne GPS-Integration erfolgen oder
es müssen Methoden wie die Covariance Intersection [Julier & Uhlmann, 2001] genutzt werden.
7.2 Einbindung weiterer GNSS in die GPS-Algorithmen
In dieser Arbeit konnte gezeigt werden, dass durch die Realisierung einer RTK-GNSS-gestützten Positions-
bestimmung leichter Fluggeräte eine cm-genaue Georeferenzierung von UAVs und den mit UAVs aufgenom-
menen Daten ermöglicht werden kann (siehe z.B. Abschnitt 6.3.2). Bei dem in dieser Arbeit entwickelten
System wird als Satellitennavigationssystem bisher jedoch ausschließlich das GPS verwendet, obwohl mit
dem russischen GLONASS ein weiteres operationelles GNSS zur Verfügung steht. Neben diesen beiden Sys-
temen sind in Europa mittlerweile auch das chinesische GNSS Beidou und das europäische GNSS Galileo
verfügbar, auch wenn der vollständige Ausbau dieser beiden Systeme noch nicht abgeschlossen ist (Stand
März 2016).
Anhand der Abb 7.1 soll der Gewinn verdeutlicht werden, der durch eine Erweiterung der aktuellen GPS-
Auswertealgorithmen um weitere GNSS bereits jetzt möglich wäre. In dieser Abbildung sind ein GPS-
Skyplot1 (links) und ein GNSS-Skyplot (rechts) für den 17. März 2016 in Bonn dargestellt. Für die al-
leinige GPS-Auswertung stehen für den dargestellten Zeitpunkt mit einer Elevationsmaske von 10 deg sieben
GPS-Satelliten zur Verfügung. Die Satellitenkonstellation ist dabei jedoch nicht optimal, da sechs der sie-
ben Satelliten auf einer gedachten Linie von West nach Ost liegen. Im Nord-Westen und im Nord-Osten
sind keine Satelliten verfügbar und im Süden ist nur ein Satellit sichtbar. Der PDOP (Position Dilution of
Precision)-Wert, der als ein Kriterium zur Bewertung der Satellitenkonstellation herangezogen werden kann,
liegt bei der alleinigen GPS-Auswertung bei 2.2. Würde der eine GPS-Satellit im Südosten (PRN 18) durch
ein Gebäude oder Vegetation abgeschattet werden, ergäbe sich direkt eine Verschlechterung des PDOPs zu
einem Wert von 3.5. Eine gute Geometrie liegt laut Hofmann-Wellenhof et al. [2008] vor, wenn der PDOP
kleiner als 3 ist.
Durch den Vergleich des GPS-Skyplots zum GNSS-Skyplot wird schnell deutlich, dass die Anzahl der ver-
fügbaren Satelliten durch die Hinzunahme weiterer GNSS deutlich ansteigt. Zu den sieben GPS-Satelliten
kommen bei dem in Abb. 7.1 dargestellten Beispiel sieben GLONASS-Satelliten, drei Beidou-Satelliten und
sechs Galileo-Satelliten hinzu. Insgesamt stehen für diesen Zeitpunkt dann 23 GNSS-Satelliten zur Verfü-
gung. Der PDOP nimmt bei dieser Satellitenkonstellation einen im Vergleich zur alleinigen GPS-Auswertung
deutlich besseren Wert von 1.2 ein. Würde nun der Bereich im Südosten abgeschattet werden, wodurch ein
GPS-Satellit (PRN 18), ein Beidou-Satellit (PRN 05) und ein Galileo-Satellit (PRN 19) betroffen wären,
würde der PDOP bei einer GNSS-Auswertung lediglich auf 1.3 ansteigen. Durch eine Erweiterung der in
1Ein Skyplot ist eine Abbildung, in der die Spuren von Satelliten am Himmel nach Azimut und Elevation aufgetragen werden.
Mittels eines Skyplots lässt sich darstellen, welche Satelliten von einem gewissen Standort aus zu einem gewissen Zeitpunkt wo
am Himmel zu sehen sind.
Abbildung 7.1: Vergleich der Satellitensichtbarkeit für eine GPS-Auswertung und eine GNSS-Auswertung am 17.
März 2016 in Bonn (Stand des Systemausbaus der verschiedenen GNSS: März 2016).
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dieser Arbeit entwickelten GPS- und GPS/IMU-Auswertesoftware um die Beobachtungen von GLONASS,
Beidou und Galileo könnte demnach bereits jetzt eine enorme Steigerung an Genauigkeit, Zuverlässigkeit,
Verfügbarkeit und Integrität erzielt werden. Durch den Ausbau von Galileo und Beidou wird dieser Gewinn
in den nächsten Jahren noch weiter steigen. Aus diesem Grund wird derzeit die Einbindung weiterer GNSS
in die bestehenden Algorithmen vorbereitet.
Eine wesentliche Schwierigkeit der Integration von GLONASS-Trägerphasenbeobachtungen in die bestehen-
den Algorithmen ergeben sich durch das bei GLONASS derzeit verwendete Verfahren zur Satellitenidentifika-
tion (Frequency Division Multiple Access (FDMA)). Im Gegensatz zu den anderen drei GNSS, bei denen die
Satellitenidentifikation über die ausgesandten Codesignale erfolgt (Code Division Multiple Access (CDMA)),
wird bei GLONASS eine Variation der Signalfrequenzen vorgenommen, so dass jeder an einem Ort sichtbare
Satellit mit einer leicht unterschiedlichen Frequenz empfangen wird. Diese Frequenzunterschiede führen dann
zu sogenannten „inter-channel biases“, die es in der GLONASS-Auswertung zu berücksichtigen gilt [Wan-
ninger, 2012; Carcanague, 2013].
Neben der Erweiterung der Algorithmen um GLONASS-, Galileo- und Beidou-Beobachtungen, soll zukünftig
auch die dritte GPS-Frequenz (L5) berücksichtigt werden. Zum jetzigen Zeitpunkt sind 12 GPS Block-IIF
Satelliten im Umlauf, über die unter anderem auch die GPS-L5 Signale ausgesendet werden. Durch Nutzung
weiterer Frequenzen und weiterer GNSS sollte nicht nur die Positionsbestimmung allgemein, sondern auch
die Lösung der Trägerphasenmehrdeutigkeiten verbessert werden, da durch die hinzugewonnenen Beobach-
tungen eine Steigerung der Genauigkeit und der Zuverlässigkeit in der Float-Lösung resultiert. Problematisch
ist jedoch, dass für jede hinzukommende Trägerphasenbeobachtung auch ein zusätzlicher Mehrdeutigkeitspa-
rameter anfällt, so dass der Suchraum und der entsprechende Rechenaufwand in der Mehrdeutigkeitssuche
deutlich größer werden. An dieser Stelle sind deshalb eventuell neue Ansätze zu prüfen [Teunissen et al.,
2002; Julien et al., 2004; Tang et al., 2014].
7.3 Verbesserung des stochastischen Modells von GNSS-
Beobachtungen unter kinematischen Anwendungen
Die GPS-Auswertung, wie sie in dieser Arbeit beschrieben wurde, beruht sowohl für die Positions- als
auch für die Orientierungsbestimmung auf Trägerphasen-Doppeldifferenzen als Beobachtungen (siehe Ab-
schnitt 3.1.2). Durch die Doppeldifferenzbildung werden dabei systematische Abweichungen reduziert und
eliminiert, die an beiden Stationen einer Basislinie von ähnlicher Größenordnung sind. Nicht reduzieren las-
sen sich jedoch Einflüsse, die an beiden Stationen einer Basislinie unterschiedlich ausfallen. Dazu gehören
unter anderem auch Mehrwegeeffekte, die vor allem bei kinematischen Anwendungen aufgrund von Signal-
reflexionen durch Gebäude oder Vegetation nicht vermieden werden können.
In den bisherigen Entwicklungen werden systematische Abweichungen wie Mehrwegeeffekte im stochastischen
Modell der GNSS-Auswertung nicht berücksichtigt. Es wurden zwar Untersuchungen vorgenommen, die dar-
auf abzielten das farbige Rauschen der GNSS-Beobachtungen nach dem in [Kuhlmann, 2003] beschrieben
Ansatz mittels eines Formfilters in einem EKF zu berücksichtigen, dabei hat sich jedoch gezeigt, dass dies
im Falle einer GPS/MEMS-IMU-Integration so ohne weiteres nicht zielführend ist (siehe Veröffentlichung
A2 [Eling et al., 2013b]). In Zukunft sind an dieser Stelle also Verbesserungen wünschenswert.
In der Literatur gibt es bereits einige Untersuchungen zum Einfluss und zur Berücksichtigung von Mehr-
wegeeffekten in einer GNSS-Auswertung. Bspw. in [Wieser, 2001] werden robuste Schätzer und ein Fuzzy-
Varianzmodell vorgestellt, um mit Signalverzerrungen sowohl bei statischen als auch bei kinematischen Be-
dingungen geeignet umgehen zu können. In [Satirapod & Rizos, 2005] wird eine Wavelet-Zerlegung genutzt,
um Mehrwegeeffekte an Permanentstationen zu korrigieren und in [Souza et al., 2008] und [Souza et al.,
2009] wird eine auf Wavelet-Regression basierende Methode für kinematische Anwendungen vorgestellt, mit
der niedrig-frequente Mehrwegeeffekte detektiert und reduziert werden können.
Grundsätzlich muss bei systematischen GNSS-Abweichungen zwischen Einflüssen aus dem Fernfeld und
dem Nahfeld unterschieden werden [Wübbena et al., 2006]. Das Fernfeld beinhaltet dabei die entferntere
Umgebung der Antenne, während das Antennennahfeld z.B. den Antennenunterbau, Adapter oder die Ka-
belführung der Antenne betrifft.
Sowohl in [Wübbena et al., 2006] als auch in [Zeimetz, 2010] konnte gezeigt werden, dass Änderungen im
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Antennennahfeld mittels einer Roboterkalibrierung oder einer Antennenkalibrierung in einer Antennenmess-
kammer erfasst werden können. Zukünftig soll untersucht werden, ob durch eine Kalibrierung in der Anten-
nenmesskammer der Universität Bonn, bei der das komplette UAV als Antennenunterbau mitkalibriert wird,
Verbesserungen in der Positionsbestimmung bewirkt. Des Weiteren sollen empirische Versuche zu Mehrwege-
effekten bei statischen und kinematischen Anwendungen durchgeführt werden, um das stochastische Modell
der GNSS-Beobachtungen zu verbessern und um zu testen, mit welchen Methoden Mehrwegeeffekte aus dem
Fernfeld und dem Nahfeld bei kinematischen Anwendungen reduziert werden können.
7.4 Nutzung kleiner und leichter Laserscanner auf UAVs
Auf den in dieser Arbeit entwickelten UAV-Plattformen (siehe Abschnitt 6.3.1) wurden bisher ausschließlich
Kameras als objekterfassende Sensoren eingesetzt. Vor allem die Verarbeitung der mit einer Kamera während
eines Fluges aufgenommenen Bilder in einer Bündelblockausgleichung hat den Vorteil, dass in einer integrier-
ten Sensororientierung die Information aus dem Bildverbund zusätzlich zu einer direkten Georeferenzierung
stützend wirkt. Wenn die Selbstkalibrierung der Kamera jedoch nicht gut gelingt oder die Aufnahmekon-
figuration unzureichend ist, können unter Verwendung einer Kamera Schwierigkeiten auftreten. Auch der
Umgang mit schlechten Sichtverhältnissen oder geringer Textur auf dem zu vermessenden Objekt ist proble-
matisch.
Als Alternative zu Kameras bietet sich die Verwendung kleiner und leichter Laserscanner an. Vorteile der
Laserscanner sind, dass sie die Möglichkeit bieten, Vegetation zu durchdringen, Oberflächen mit geringer
Textur zu vermessen und auch unter schlechten Lichtverhältnissen arbeiten zu können [Gaisecker, 2015].
Die meisten ursprünglich auf dem Markt erhältlichen Laserscanner entsprechen, im Gegensatz zu Kom-
paktkameras, jedoch nicht den Nutzlastgrenzen der UAVs, die aufgrund der Systemspezifikationen und den
rechtlichen Rahmenbedingungen [Grenzdörffer, 2016] dringend einzuhalten sind. Nichtsdestotrotz gibt es ei-
nige kleine und leichte Laserscanner, die auf UAVs eingesetzt werden können. Bspw. in Holz et al. [2013]
wird ein Hokuyo UTM-30-LX-EW Laserscanner - der gleiche Scanner, der auch auf dem tragbaren System
in Abschnitt 6.3.3 verwendet wurde - genutzt, um Hindernisse zu detektieren. Auch der IBEO LUX von
ibeo Automotive Systems kann, mit einem Gewicht von 1 kg und einer Reichweite von 200 m, auf UAVs
eingesetzt werden [Wallace et al., 2011]. Der VUX-1UAV der Firma Riegl ist mit 3.5 kg Gewicht für die
meisten Micro-UAVs zwar zu schwer, bietet dabei aber auch eine Reichweite von bis zu 920 m [Gaisecker,
2015].
In Zukunft soll entsprechend dem im Abschnitt 6.3.3 vorgestellten portablen Laserscanningsystem auch die
Vermessung mit Laserscannern auf UAVs erprobt werden. Im Vergleich zu tragbaren Laserscannersystemen
ergibt sich beim Laserscanning mit einem UAV als Trägerplattform der Vorteil, dass die Zielweiten zum
Objekt meist kurz gehalten werden können. Dementsprechend wirken sich Ungenauigkeiten in der Orientie-
rungsbestimmung bei UAV-Anwendungen nicht sonderlich stark aus.
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8. Fazit und Ausblick
In dieser Arbeit wurde die Entwicklung eines Multisensorsystems zur direkten Georeferenzierung leichter
UAVs in Echtzeit beschrieben. Das übergeordnete Ziel war es dabei, die folgende Fragestellung zu beantwor-
ten:
Ist es möglich, die Position und die Orientierung von kleinen und leichten Fluggeräten mit
hoher Genauigkeit unter ungünstigen GNSS-Bedingungen in Echtzeit zu bestimmen?
Wie in der Zielsetzung dieser Arbeit beschrieben wurde, folgen aus dieser allgemeinen Fragestellung einige
konkretere Aspekte, die vom Autor dieser Arbeit sowohl in Publikationen als auch in dieser Dissertation
selbst bearbeitet wurden. Die wesentlichen Erkenntnisse dieser Aspekte sollen nun noch einmal herausgestellt
werden:
1. Einzelepochen-Mehrdeutigkeitslösung zur Optimierung kinematischer Positions- und Ori-
entierungsbestimmung mit GPS:
Um auch unter schwierigen GNSS-Bedingungen eine hohe Verfügbarkeit an GNSS-Trägerphasen-
beobachtungen gewährleisten zu können, bestand ein wesentliches Ziel dieser Arbeit in der Entwicklung
von Algorithmen zur schnellen Mehrdeutigkeitslösung für die Positions- und Orientierungsbestimmung
mit GPS.
Für die Orientierungsbestimmung mit GPS wurden in dieser Arbeit drei verschiedene Methoden vor-
gestellt, die alle eine Lösung der Mehrdeutigkeiten innerhalb der ersten Epoche nach einer Signal-
unterbrechung gewährleisten. Somit sind alle diese drei Methoden für die Orientierungsbestimmung
eines mobilen Objektes während kinematischer Anwendungen unter schwierigen GNSS-Bedingungen
geeignet. Die dritte Methode (Methode 3 in Kapitel 6.1.1) wurde dabei speziell für die Orientierungs-
bestimmung eines Micro-UAVs entwickelt und ermöglicht auch dann eine instantane Mehrdeutigkeits-
lösung, wenn lediglich Einfrequenz-GPS-Messungen zur Verfügung stehen. Evaluierungen, bei denen
das im Rahmen dieser Arbeit entwickelte Multisensorsystem eingesetzt wurde, haben gezeigt, dass
die Mehrdeutigkeiten mit dem hier entwickelten Verfahren auch unter Verwendung eines Low-Cost
Einfrequenz-GPS-Empfängers in mehr als 90% der Fälle innerhalb der ersten Epoche nach einer Si-
gnalunterbrechung gelöst werden können. Gelingt die Mehrdeutigkeitslösung nicht instantan, können
die Mehrdeutigkeiten in mehr als 98% der Fälle spätestens nach 5 s erfolgreich fixiert werden.
Für die schnelle Mehrdeutigkeitslösung zur Positionsbestimmung mit GPS haben sich besonders tightly-
coupled Algorithmen als sehr wirksam erwiesen. Durch die GPS/MEMS-IMU-Integration auf GPS-
Rohdatenebene ist demnach auch bei nur wenigen sichtbaren Satelliten (z.B. fünf Satelliten oder weni-
ger) eine zuverlässige instantane Mehrdeutigkeitslösung möglich. Unter Verwendung von Zweifrequenz-
GPS-Beobachtungen, die während eines UAV-Fluges längs eines Gebäudes aufgezeichnet wurden, konn-
te gezeigt werden, dass die Mehrdeutigkeiten bei kurzen GPS-Signalunterbrechungen von 1 s und nur
fünf sichtbaren Satelliten mit dem tightly-coupled Algorithmus in mehr als 99% der Fälle erfolgreich
innerhalb der ersten Epoche nach einer Signalunterbrechung fixiert werden können. Im Vergleich dazu
liegt die Erfolgsrate einer instantanen Mehrdeutigkeitslösung bei einer alleinigen GPS-Auswertung für
fünf sichtbare Satelliten lediglich bei ca. 64%.
2. Sensorfusion zur hochgenauen Positions- und Orientierungsbestimmung eines mobilen
Objektes unter schwierigen GNSS-Bedingungen:
Im Rahmen dieser Arbeit wurden verschiedene Sensorfusionsalgorithmen vorgestellt und deren Eig-
nung für die Positions- und Orientierungsbestimmung mobiler Objekte untersucht. Ziel war es dabei
nicht nur, erfolgreich mit GPS-Signalunterbrechungen, GPS-Ausreißern und GPS-Cycle-Slips umgehen
zu können, sondern auch durch die Verwendung redundanter Informationen ebenfalls unter schwierigen
GNSS-Bedingungen hohe Genauigkeiten in den geschätzten Positionen und Orientierungen zu errei-
chen.
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Wie in Kapitel 2 beschrieben, stellt insbesondere die Bestimmung des Yaw-Winkels eines Micro-UAVs
eine besondere Herausforderung dar. Diese Problematik wurde hier durch die Verwendung einer kurzen
GPS-Basislinie, die auf dem UAV montiert ist, und mittels einer geeigneten Sensorfusion erfolgreich
gelöst. Evaluierungen haben gezeigt, dass der Yaw-Winkel eines UAVs auf diese Weise mit einer Ge-
nauigkeit von 0.2 deg bestimmt werden kann.
Durch die Entwicklung von eigenen GPS-Auswertealgorithmen konnte in dieser Arbeit eine Sensorfu-
sion auf Ebene von GPS-Rohdaten in einer tightly-coupled GPS/MEMS-IMU-Integration umgesetzt
werden, wodurch auch dann GPS-Trägerphasenbeobachtungen in die Positions- und Orientierungsbe-
stimmung mit einfließen, wenn weniger als vier GPS-Satelliten sichtbar sind. Unter Verwendung von
Daten eines UAV-Fluges und anhand von simulierten Signalunterbrechungen konnte der Genauigkeits-
gewinn dieses Vorgehens gegenüber einer loosely-coupled Integration in dieser Arbeit analysiert werden.
Die Ergebnisse haben gezeigt, dass bei einer loosely-coupled Auswertung die Positionsabweichungen
der GPS/MEMS-IMU-Integration aufgrund fehlender Stützinformationen aus dem GPS bei nur drei
sichtbaren Satelliten über einen Zeitraum von 30 s auf ca. 15 m ansteigen. In einer tightly-coupled
GPS/MEMS-IMU-Integration lagen die maximalen Abweichungen für die gleichen Beobachtungsbe-
dingungen lediglich bei 0.8 m.
3. Entwicklung und Evaluierung eines Systems zur direkten Georeferenzierung von Micro-
UAVs in Echtzeit
Das in dieser Arbeit entwickelte Multisensorsystem ist mit einer Größe von 10.2 cm × 11.0 cm ×
4.5 cm und einem Gewicht von 240 g sehr gut für den Einsatz auf einem Micro-UAV geeignet. Als
Sensoren beinhaltet das System eine MEMS-IMU der Firma Analog Devices (ADIS 16488), einen
Zweifrequenz-GPS-Empfänger der Firma Novatel (OEM 615), einen Einfrequenz-GPS-Empfänger von
Ublox (LEA6T) und einen Magnetfeldsensor der Firma Honeywell (HMC5883L). Für die Berechnung
der Positionen und Orientierungen in Echtzeit verfügt das System zusätzlich über eine Echtzeit-
Recheneinheit (National Instruments sbRIO 9606), die einen FPGA und einen 400 MHz-Prozessor
enthält. Die Positions- und die Orientierungsbestimmung kann dabei entweder über eine loosely- oder
über eine tightly-coupled GPS/MEMS-IMU-Integration erfolgen. Dabei werden die Beobachtungen
von MEMS-Akzelerometern, MEMS-Gyroskopen und Magnetometern mit GPS-Messungen von drei
GPS-Empfängern fusioniert. Zwei der drei GPS-Empfänger befinden sich dabei auf dem UAV und ein
Empfänger wird als stationär auf dem Boden verbleibender Master-Empfänger genutzt.
Verschiedene Anwendungen, bei denen das entwickelte System sowohl auf UAVs, als auch auf tragbaren
Messsystemen eingesetzt wurde, haben gezeigt, dass das System auch während kinematischer Anwen-
dungen eine direkte Georeferenzierung mobiler Objekte in Echtzeit mit hoher Genauigkeit ermöglicht.
Die Genauigkeit der Orientierungswinkel liegt im Bereich von 0.2 deg für den Yaw-Winkel und ca.
0.05 deg für die Neigungswinkel (Roll und Pitch). Für die Positionsbestimmung werden Genauigkeiten
von < 5 cm in Echtzeit auf einem UAV erreicht, wenn GPS-Beobachtungen zur Verfügung stehen.
Dass diese hohen Genauigkeiten nicht nur für die Positions- und die Orientierungsbestimmung der
Trägerplattform gelten, sondern auch an zu vermessenden Objekten erreicht werden, wurde in dieser
Arbeit anhand von Anwendungsbeispielen, wie z.B. der Vermessung eines Gebäudes oder der Defor-
mationsanalyse mittels eines UAVs, bestätigt.
Zusammenfassend lässt sich festhalten, dass die oben aufgeführte Fragestellung mit ja beantwortet werden
kann: Mit dem im Rahmen dieser Arbeit entwickelten Multisensorsystem ist es möglich, die Position und
die Orientierung eines kleinen und leichten UAVs mit hoher Genauigkeit (Orientierung: <0.5 deg, Position:
<5 cm) unter ungünstigen GNSS-Bedingungen in Echtzeit zu bestimmen. Damit leistet diese Arbeit einen
wichtigen Beitrag auf dem Weg zur voll-automatisierten Vermessung mit kleinen und leichten UAVs.
Auch wenn das in dieser Arbeit entwickelte System bereits jetzt auf UAVs eingesetzt werden kann, sind
für die Zukunft Weiterentwicklungen des Systems anzustreben. Dies betrifft insbesondere den Umgang mit
schwierigen GNSS-Bedingungen. Zwar werden durch die Realisierung von tightly-coupled GPS/MEMS-IMU-
Algorithmen auch einzelne GPS-Beobachtungen in die Positions- und die Orientierungsbestimmung des Sys-
tems integriert, wenn weniger als vier Satelliten sichtbar sind, und die Mehrdeutigkeiten von wieder hinzu-
kommenden Satelliten sehr schnell gelöst, dennoch ist mit dem entwickelten System in Bereichen, in denen gar
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keine GPS-Beobachtungen zur Verfügung stehen, schon nach einigen Sekunden mit Abweichungen im Meter-
Bereich in der geschätzten Position zu rechnen. Dies liegt an der Verwendung von MEMS-Inertialsensoren
auf UAVs. Da dies jedoch nicht zufriedenstellend ist, sind an dieser Stelle Verbesserungen notwendig.
Eine Möglichkeit, die Positionsbestimmung in Bereichen zu verbessern, in denen keine GPS-Beobachtungen
zur Verfügung stehen, ergibt sich durch die Einbindung visueller Informationen in die Positions- und die
Orientierungsbestimmung eines UAVs. Als Sensoren eignen sich dazu bspw. Stereokamerasysteme, die auf
dem UAV befestigt werden. In Schneider et al. [2016] werden erste Versuche einer tightly-coupled Integration
von GPS, MEMS-Inertialsensoren und Bildinformationen vorgestellt. Diese Algorithmen gilt es in Zukunft
weiter zu verbessern und auf dem System zu festigen.
Eine andere Variante, um mit schwierigen GNSS-Bedingungen in UAV-Anwendungen umgehen zu können,
ist es, Situationen möglichst zu meiden, in denen keine GPS-Beobachtungen zur Verfügung stehen. Für den
Fall, dass das UAV in einem automatischen Flugmodus betrieben wird, wäre es zukünftig z.B. möglich, eine
Abschätzung der vor Ort vorliegenden GNSS-Bedingungen in die Flugplanung mit einfließen zu lassen. Dazu
müssen lediglich ein Modell der aktuellen Umgebung (z.B. ein LOD2-Modell (Level Of Detail (LOD))) und
Informationen über die Satellitenbahnen (z.B. Broadcast-Ephemeriden oder der Almanach) zur Verfügung
stehen. In der Trajektorienplanung des UAVs kann die vermeintliche Satellitenkonstellation, die längs einer
möglichen Trajektorie zu erwarten ist, dann berücksichtigt werden.
Auch durch Verwendung weitere GNSS kann der Umgang mit schwierigen GNSS-Bedingungen verbessert
werden, da durch die Hinzunahme weiterer GNSS die Anzahl an potentiell verfügbaren GNSS-Satelliten
steigt. Derzeit wird sowohl für die Positions- als auch die Orientierungsbestimmung als einziges GNSS das
GPS verwendet. Ebenfalls relevant für die Zukunft ist deshalb die Einbindung der Beobachtungen weiterer
GNSS, wie GLONASS, Galileo oder Beidou.
Im Gesamten gibt diese Dissertation einen detaillierten Einblick in die Entwicklung von Algorithmen und die
Entwicklung eines Multisensorsystems zur direkten Georeferenzierung leichter UAVs in Echtzeit. Die dabei
gewonnenen Erkenntnisse sind jedoch nicht nur für die Positions- und Orientierungsbestimmung eines UAVs
gültig, sondern auch auf andere mobile Objekte, wie z.B. Autos, Schiffe, Flugzeuge oder schienengebunde-
ne Systeme, übertragbar. Damit leistet diese Arbeit einen wichtigen Beitrag zu dem in Kuhlmann et al.
[2013] beschriebenen aktuellen Trend in der Ingenieurgeodäsie, wonach insbesondere die Aufnahme- und
Überwachungsvermessung zunehmend über Mobile-Mapping-Systeme, d.h. über die Verwendung flächenhaft
abtastender Sensoren auf mobilen Trägerplattformen, erfolgt.
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