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Abstract 
 
The inference of chemical reaction networks is an important task in understanding the chemical 
processes in life sciences and environment. Yet, only a few reaction systems are well-understood 
due to a large number of important reaction pathways involved but still unknown. Revealing 
unknown reaction pathways is an important task for scientific discovery that takes decades and 
requires lots of expert knowledge. This work presents a neural network approach for discovering 
unknown reaction pathways from concentration time series data. The neural network denoted 
as Chemical Reaction Neural Network (CRNN), is designed to be equivalent to chemical reaction 
networks by following the fundamental physics laws of the Law of Mass Action and Arrhenius 
Law. The CRNN is physically interpretable, and its weights correspond to the reaction pathways 
and rate constants of the chemical reaction network. Then, inferencing the reaction pathways 
and the rate constants are accomplished by training the equivalent CRNN via stochastic gradient 
descent. The approach precludes the need for expert knowledge in proposing candidate 
reactions, such that the inference is autonomous and applicable to new systems for which there 
is no existing empirical knowledge to propose reaction pathways. The physical interpretability 
also makes the CRNN not only capable of fitting the data for a given system but also developing 
knowledge of unknown pathways that could be generalized to similar chemical systems. Finally, 
the approach is applied to several chemical systems in chemical engineering and biochemistry to 
demonstrate its robustness and generality. 
 
Keywords: Chemical Reaction Network; Chemical Reaction Neural Network; Physical 
Interpretable; Law of Mass Action; Stochastic Gradient Descent 
1. Introduction 
 
Identifying the chemical reaction network (CRN) behind the chemical process in biology, 
environment, and engineering is paramount to understanding the mechanism of disease, 
pollution, and manufacture. For example, the Mitogen-activated protein (MAP) kinases 
participated in signal transduction pathways control the intracellular events including acute 
responses to hormones and major developmental changes in organisms (1). Moreover, the 
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combustion chemistry (2) and atmosphere chemistry have enabled us to model and understand 
the formation and conversion of air pollutions. 
 
The studies on CRN in physical chemistry have a long history after the discovery of the law of 
mass action. The development of CRN usually involves two steps: identification of the reaction 
pathways and determination of the rate constants. The CRN is usually developed by proposing 
reaction pathways based on expert knowledge and estimating the rate constants using 
computational chemistry and statistical inference from experimental data. However, there are 
still lots of important reaction pathways that are not identified yet, some of which would take us 
many decades to discover.  
 
Meanwhile, with the increasing amount of sensor data and computational resources, there is 
increasing interest in the data-driven autonomous discovery of CRN. While various algorithms 
can robustly inference the rate constants from experimental data for given reaction network 
pathways (3, 4), even for large CRN with thousands of species and reaction pathways (5), it is still 
challenging to infer the reaction pathways from an infinite number of possible reactions. The 
infinity is due to that any two species can react with each other, and there could be multiple 
reaction pathways between two species. 
 
On the other hand, high-throughput experiments have enabled us to run a series of batch 
reactors in parallel and measure a large amount of concentration time series data. Therefore, 
various approaches have been proposed to automatically discover reaction pathways from 
concentration time series data (6–12). Those approaches can be categorized into two branches: 
the expert-system-based and canonical-form-based approaches. 
 
In the expert-system-based approach, a large number of possible reaction pathways are 
proposed based on expert knowledge, and then a compact model is determined via 
regularization following the principle of Occam's Razor. For example, the Reactive Sindy (11) 
approach employs L1 regularization to select important pathways. Automatic Reaction 
Mechanism Generator (RMG) (13) employs reaction flux analysis to identify important pathways. 
However, the approach is relied on a good initial guess based on expert knowledge, which 
precludes the application in a new reaction system with a lot of unknown reaction pathways. In 
addition, the initial proposal could be a huge system for complex reaction process. For example, 
current biology (14, 15) and combustion reaction systems (16) could contain more than 104 
candidate reactions due to a large number of intermediate species. Then identifying a compact 
set of reactions from such a large system is computationally challenging. 
 
In the canonical-form-based approaches, the underlying CRN is represented in a canonical form 
of power-law expressions. Then the reaction pathways, as well as the rate constants, are revealed 
via fitting the prediction of the canonical form with experimental data. Notably, the S-system 
(17–20), which is popular in the system biology community, could discover reaction pathways in 
a new reaction system without expert knowledge. The fitting is accomplished by optimizing a 
high-dimensional and nonlinear loss function which measures the fitness between model and 
time-dense species profile measurements. Various heuristic optimization approaches and mixed-
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integer optimization approaches have been proposed for the optimization. However, it is still 
challenging to scale up the approach to large CRN with thousands of reactions. 
 
This work is also motivated to autonomously discover reaction pathways from experimental 
measurements of concentration time series data. Especially for the chemical systems that we 
have limited knowledge of, which is challenging to propose reaction pathways for. For example, 
we still know little about the formation pathways of soot particles and soot precursors in flames 
(21), and it is challenging to explore the possible reaction pathways using Ab initio quantum 
chemistry for those complex precursors comprising a large number of atoms.  
 
Our approach also takes the concept of canonical form, but instead represent the CRN using a 
neural network model and optimize it using stochastic gradient descent (SGD). The success of 
deep learning has shown that the optimization algorithm of SGD can effectively and robustly 
optimize large-scale nonlinear and non-convex network models (22). The rapid development of 
delicate computational hardware and open-source software platform (23, 24) for the deep neural 
network also enable the training of large-scale networks for various research communities. 
Inspired by the success of SGD in deep learning, we employ SGD to optimize the complex reaction 
network models. Furthermore, we shall show that the CRN can be represented in the form of a 
neural network with the weights of the neural network corresponding to the reaction formulas 
and the rate constants. Therefore, the neural network is physically interpretable and we call it 
Chemical Reaction Neural Network (CRNN). Then, the inference of reaction pathways and rate 
constants in CRN is accomplished by training the CRNN against the experimental data using SGD.  
 
The physical interpretability makes the CRNN capable of not only fitting the data for a given 
system but also discovering unknown pathways. The newly discovered pathways, as a piece of 
abstract knowledge, can be transferred to similar systems. For example, the combustion 
chemistry model for large hydrocarbons is usually developed based on rate rules (25), i.e., the 
same rate constants can be applied to the same class of reactions with different reactants and 
products for different fuels. Such abstraction and generalization process is indeed the advantage 
of physics-based modelling comparing to black-box neural network modelling. The learned CRNN 
can also be converted to a standard format of CRN, which could be conveniently integrated into 
existing reactive flow solvers. The derivation of the physical interpretable neural network also 
provides a general approach for embedding fundamental physics laws into neural network 
models and contributes to the recent blooming of scientific machine learning (26). 
 
Next, we shall first present the formula of CRNN and then apply it into three reaction systems 
ranging from chemical engineering to system biology. The code for the demonstrations is 
available upon request. 
 
2. Chemical Reaction Neural Network (CRNN) 
2.1 Derivation of Physically Interpretable CRNN 
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Without loss of generality, we derive the CRNN from classical CRN using the following single-step 
reaction involving four species of [A, B, C, D], and the stoichiometric coefficients of [𝑣𝐴, 𝑣𝐵, 𝑣𝐶 , 𝑣𝐷]. 
 
𝑣𝐴 A +  𝑣𝐵 B =>  𝑣𝐶  C +  𝑣𝐷 D                                                   (Eq. 1) 
 
Recall the Law of Mass Action discovered by Guldberg in 1879, the rates of (Eq. 1) can be 
expressed in the power-law expression with rate constant 𝑘 and species concentration [A], [B] , 
shown in (Eq. 2). The expression can also be written as a cascade of exponential operation and 
linear weighted summation of species concentrations in the logarithmic scale, shown in (Eq. 3). 
 
𝑅 = 𝑘[A]𝑣𝐴[B]𝑣𝐵[C]𝑣𝐶[D]𝑣𝐷                                                 (Eq. 2) 
𝑅 = exp(ln 𝑘 + 𝑣𝐴 ln[A] + 𝑣𝐵 ln[B] + 𝑣𝐶 ln[C] + 𝑣𝐷 ln[D])                   (Eq. 3) 
Together with the stoichiometric coefficients, the rates for each species can be represented by 
the following neuron, shown in Fig. 1. The inputs are the species concentrations in the logarithmic 
scale. The weights in the input layer correspond to the reaction orders, i.e., [𝑣𝐴, 𝑣𝐵, 0, 0] for [A, 
B, C, D], respectively. The species not presented in the reactants have the weights of zero. The 
bias corresponds to the rate constants in the logarithmic scale. The weights in the output layer 
correspond to the stoichiometric coefficients, i.e., [-𝑣𝐴, -𝑣𝐵, 𝑣𝐶 , 𝑣𝐷] for [A, B, C, D], respectively. 
 
 
 
Fig. 1. A single neuron formulated with the Law of Mass Action for a single-step reaction. The 
annotations in the bottom present the equivalent components in the chemical reaction network 
(CRN) and chemical reaction neuron network (CRNN). 
 
In many chemical reaction systems, the rate constants are changing with the environment. For 
example, the temperature dependence follows the Arrhenius Law discovered by Arrhenius in 
1889. The modified three-parameters Arrhenius formula states that 
 
𝑘 = 𝐴𝑇𝑏exp (−
𝐸𝑎
𝑅𝑇
),                                                              (Eq. 3) 
where 𝐴 is the pre-factor or collision frequency factor, 𝑏 is a fitting parameter to capture the 
non-exponential temperature dependence, 𝐸𝑎  is the activation function, and R is the gas 
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constant. Equation 3 can also be written as a linear operation of temperature and the pre-factor 
A in (Eq. 4) and represented with the neuron shown in Fig. 2. 
 
ln 𝑘 = ln 𝐴 + 𝑏 ln 𝑇 −
𝐸𝑎
𝑅𝑇
                                                  (Eq. 4) 
 
    
Fig. 2. A single neuron formulated with Arrhenius Law, which shows the dependence of the 
reaction rate constants on the temperature. 
 
Combining the Law of Mass Action and Arrhenius Law, we could represent a single-step reaction 
of (Eq. 1) with a single neuron shown in Fig. 3. The weights and bias of the input layer correspond 
to the rate constants and the output layer tell the reaction formula. The activation function here 
is the exponential function. 
 
 
 
Fig. 3. A single neuron that represents a single-step reaction, following the Law of Mass Action 
and Arrhenius Law. 
 
Beyond a single-step reaction, by stacking multiple neurons into one hidden layer, a neural 
network is then formulated to represent a multi-step reaction network comprising of 𝑚-species 
and 𝑛-reactions, as shown in Fig. 4. The species concentrations are denoted as [𝑦1, 𝑦2, … , 𝑦𝑚]. 
The number of hidden nodes is equal to the number of reactions. We denote the neural network 
as Chemical Reaction Neuron Network (CRNN). 
 
6 
 
 
Fig. 4. A Chemical Reaction Neuron Network (CRNN) representing a multi-steps reaction network 
with the number of hidden nodes equal to the number of reactions. 
 
2.2 Training of CRNN 
 
Since the CRNN is equivalent to classical CRN, the inference of CRN then can be accomplished 
by training of CRNN. Considering a general form of a chemical reaction system that could be 
described by a CRN, the vector of species concentration 𝒀 evolves with time according to 
 
?̇? = 𝐶𝑅𝑁(𝒀)                                                              (Eq. 5) 
And we are trying to learn a CRNN that satisfies 
 
?̇? = 𝐶𝑅𝑁𝑁(𝒀)                                                           (Eq. 6) 
The CRNN can be trained from the data pair of {𝒀,   ?̇?} collected at a different instance from 
different initial conditions. In practice, we are able to measure the concentration time series data, 
while it is challenging to measure the derivative directly. Various approaches have been 
developed for approximating derivative from noise data (27, 28). To illustrate the effectiveness 
of the representation, this work shall use synthesized data in which the derivative is exactly 
computed from the underlying CRN. Although, numerical tests show that the approach is robust 
to moderate level of noise in 𝒀 and ?̇?, the validation with noise suffers from the parameter 
identification difficulty for complex reaction network (3) that only important reaction pathways 
can be inferred with a limited amount of data. Nevertheless, the approach is expected to work 
for noise data, similar to the effectiveness of deep neural networks with SGD from noisy real-
world data. 
 
With the time-invariant concatenation data pair of {𝒀,   ?̇?}, the loss function can be designed 
with the mean square error (MSE) as in (Eq. 7). 
 
Loss =  MSE(CRNN(𝒀), ?̇?𝑑𝑎𝑡𝑎)                                               (Eq. 7) 
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The loss can be minimized with the popular SGD algorithm of Adam (29) using the recommended 
learning rate of 0.001. 
 
With all of the species are known, the number of hidden nodes is the major hyperparameter to 
determine in order to determine the structure of CRNN. Here, we present two ‘regularization’ 
approaches to determine the number of hidden nodes, i.e., the number of proposed reactions. 
Both approaches will be illustrated in the case studies. The first one is ‘L0 regularization’, i.e., 
penalty the number of hidden nodes. It can be accomplished via grid searching, i.e., increasing 
the number of proposed reactions until there is no gain of performance.  
 
The second one is ‘L1+L2 regularization’, following the concept of Sindy (30) and Reactive Sindy 
(11), i.e., 
 
Loss =  MSE(CRNN(𝒀), ?̇?𝑑𝑎𝑡𝑎) +  𝛼(‖𝑟𝑎𝑡𝑒 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑠‖1 + ‖𝑟𝑎𝑡𝑒 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑠‖2)     (Eq. 8) 
 
The L2 regularization is necessary to avoid the collinearly among reactions, i.e., a reaction could 
be written into two identical reactions with the rate constants halved. It is noted that the ‘L1+L2 
regularization’ implicitly assumes that all of the rate constants have the same weights. The 
assumption can be broken for large scale nonlinear CRN, and more advanced regularization based 
on reaction mechanism reduction, such as Direct Graph Theory (DRG) (31), can be applied on the 
fly. 
3. Results 
3.1 Synthesis reactions network without temperature dependence 
 
The first CRN is a hypothetical reaction network, taken from (32), comprising five chemical 
species labeled as 𝑥1, … , 𝑥5  involved in four reactions with rate coefficients 𝑘1 = 0.1, 𝑘2 =
0.2, 𝑘3 = 0.13, 𝑘4 = 0.3, as shown in (Eq. 9). The case is chosen to assess the capability of CRNN 
in learning reaction pathways and illustrate the regularization algorithms. Thus, the temperature 
dependence of rate constants is not considered in this case. 
 
2 𝑥1
𝑘1
→ 𝑥2 
𝑥1
𝑘2
→ 𝑥3 
𝑥3
𝑘3
→ 𝑥4 
𝑥2 + 𝑥4
𝑘4
→ 𝑥5 
 
(Eq. 9) 
The initial reactants are 𝑥1 and 𝑥2. A total of 30 experiments are simulated in which the initial 
concentrations are randomly drawn from 𝑥1 ∈ [0, 1], 𝑥2 ∈ [0, 1] . In each case, the species 
concentrations and their temporal derivative were sampled every 0.1 time unit from 0 to 20 time 
units. Then totally, 6000 data pair is generated and divided into train and test datasets by 67% 
and 33%, respectively. To accelerate the training process, the weights of the input layer is forced 
to be non-negative, since the reaction order is usually non-negative. And the reaction order is 
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forced to be equal to the corresponding stoichiometric coefficient, which is held for non-catalytic 
reactions. 
 
We first use the L0 regularization to determine the number of hidden nodes. Figure 5 shows the 
changes in training and test loss versus the number of hidden nodes. As expected, the loss 
decreases when the number of proposed reactions is less than four and reaches a plateau after 
that. It then can be inferred that the system kinetics could be well described using four reactions. 
 
 
Fig. 5. The minimum training and test loss versus the number of hidden nodes in CRNN. 
 
Figure 6 then shows the weights and bias of the trained CRNN with four hidden nodes. The 
heatmap can be read row by row, and each row corresponds to a reaction. The heatmap for the 
input weights reveals the reaction orders of each reaction. The heatmap for the output weights 
corresponds to the stoichiometric coefficients of each reaction. The heatmap for the bias 
corresponds to the rate constants of each reaction. 
 
For example, from the first row of the heatmap for output weights, we could infer that the 
reaction corresponding to the first row has the reactants of 𝑥2, 𝑥4  since they have negative 
weights, i.e., being consumed. The product is 𝑥5 , since it has a positive weight, i.e., being 
produced. Species of 𝑥1, 𝑥3 do not participate in this reaction since they are neither consumed 
or produced by this reaction. For instance, we can infer the reaction formula of 𝑥2 + 𝑥4 → 𝑥5, 
which is the last reaction in (Eq. 9). The reaction orders in the first row of the heatmap for input 
weights are consistent with the stoichiometric coefficients. The rate constant of this learned 
reaction is 0.300 from the heatmap in the middle and is consistent with (Eq. 9). Similarly, the 
other three reaction formulas and rate constants are also accurately learned. 
 
It is worth mentioning that the learned stoichiometric coefficients and reaction orders are very 
close to integers, although we did not apply any regularization to force them to be close to 
integers. This makes the approach suitable for learning elemental reactions, in which the 
stoichiometric coefficients and reaction orders are usually assumed to be an integer. In addition, 
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the stoichiometric coefficients and reaction orders for species not participated are learned to be 
very close to zero, although we did not apply any regularization to force them. It could be 
attributed to the regularization from the data itself and network structure. 
 
Fig. 6. The weights and bias of the trained CRNN with 4 hidden nodes. Left: weights of the input 
layer corresponding to reaction orders, middle: bias of input layer in exponential scale 
corresponding to rate constants, right: weights of the output layer corresponding to 
stoichiometric coefficients. Each row corresponds to a reaction. 
 
We then demonstrate the L1+L2 regularization approach. The number of hidden nodes is 
proposed to be 8, the hyperparameter α for regularization in (Eq. 8) is set to be 1e-8, and the 
CRNN is trained 100,000 epochs. The weights and bias of the trained CRNN are then shown in Fig. 
7. Thanks to the regularization, only four of the learned reactions have large rate constants, and 
the rate constants for the rest of the unimportant reaction pathways are close to zero. For the 
active reaction nodes, the learned weights and bias are almost the same as Fig. 6. For the inactive 
nodes, the weights could be arbitrary. For instance, we can still discover a compact set of reaction 
pathways with L1+L2 regularization even if we initially try a large number of hidden nodes. 
 
Fig. 7. The weights and bias of the trained CRNN with 8 hidden nodes. Left: weights of the input 
layer corresponding to reaction orders, middle: bias of input layer in exponential scale 
corresponding to rate constants, right: weights of the output layer corresponding to 
stoichiometric coefficients. Each row corresponds to a reaction. 
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3.2 Bio-diesel production with temperature dependence 
 
The second case is to demonstrate the capability of learning the temperature dependence of the 
rate constants, i.e., the Arrhenius parameters in (Eq. 4). The reaction system, studied in (6, 33), 
is for biodiesel production via the transesterification of large, branched triglyceride (TG) 
molecules into smaller, straight-chain molecules of methyl esters. Darnoko and Cheryan (33) 
described three consecutive reactions, see (Eq. 10), which produce three byproducts, namely, di-
glyceride (DG), mono-glyceride (MG) and glycerol (GL). The pre-factor A in the logarithmic scale 
for three reactions are [18.60, 19.13, 7.93], and the activation energy is [14.54, 14.42, 6.47] 
kcal/mol. The initial reactants are TG and ROH. A total of 300 experiments are simulated in which 
the initial concentrations are randomly drawn from [TG] ∈ [0, 1], [ROH] ∈ [0, 1] , and the 
temperature is randomly drawn from T ∈ [50, 70] ℃. In each case, the species concentrations 
and their temporal derivative were sampled every 2 time unit from 0 to 200 time units. Then 
totally, 30000 data pair is generated. In addition to the concentration of six species, the 
temperature, -1/𝑅𝑇, is also included as an input feature, according to (Eq. 4). 
 
𝑇𝐺 + 𝑅𝑂𝐻
𝑘1
→ 𝐷𝐺 + 𝑅′𝐶𝑂2𝑅 
𝐷𝐺 + 𝑅𝑂𝐻
𝑘2
→ 𝑀𝐺 + 𝑅′𝐶𝑂2𝑅 
𝑀𝐺 + 𝑅𝑂𝐻
𝑘3
→ 𝐺𝐿 + 𝑅′𝐶𝑂2𝑅 
(Eq. 10) 
 
Figure 8 then shows the weights and bias of the trained CRNN with three hidden nodes. The 
reaction formula inferred from the output layer in the right heatmap is almost the same to (Eq. 
10). The pre-factor 𝐴 and activation energy 𝐸𝑎 can be inferred from the bias and the last column 
of the input layer weights, and they are also very close to the underlying truth values. The 
reaction orders from the input layer in the left heatmap are also accurately recovered. Therefore, 
the CRNN approach is able to learn temperature-dependent reaction pathways that happen in  
food spoilage and energy conversion. 
 
 
 
Fig. 8. The weights and bias of the trained CRNN with 3 hidden nodes for biodiesel production. 
Left: weights of the input layer corresponding to reaction orders and activation energies, middle: 
bias of input layer in exponential scale corresponding to pre-factor A of rate constants, right: 
weights of the output layer corresponding to stoichiometric coefficients. Each row corresponds 
to a reaction. 
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3.3 MAPK as a biochemistry catalysis reaction network 
 
The third case is to demonstrate the learning of catalysis reactions in which catalyst presents in 
both reactants and products. Therefore, the binding between reaction orders and stoichiometric 
coefficients applied in 3.1 and 3.2 are relaxed in this case.  The CRN considered is the mitogen-
activated protein kinases (MAPK) pathway, taken from the work of Hoffmann et al. (11), which is 
an important regulatory mechanism of biological cells to respond to stimuli and is widely involved 
in proliferation, differentiation, inflammation, and apoptosis. The MAPK pathway consists of 
multiple stages of kinases that are either inactive or active, denoted by “*”. The activation occurs 
due to phosphorylation catalyzed by the upstream kinase of the previous stage, and 
dephosphorylation is catalyzed by phosphatases. When the kinase is active, it can activate other 
downstream kinases of the next stage. Following (11), the MAPK pathway is modeled with three 
stages of kinases MAPK, MAPKK, and MAPKKK. The initial stimulus is called S, and the final 
substrate to be activated as a transcription factor TF. The ground truth reaction network consists 
of activation/phosphorylation and deactivation/dephosphorylation reactions, shown in (Eq. 11). 
All of the reaction rate constants are assigned to be 1.0. 
 
S +  MAPKKK → S + MAPKKK ∗ 
MAPKKK ∗ + MAPKK → MAPKKK ∗ + MAPKK ∗ 
MAPKK ∗ + MAPK → MAPKK ∗ + MAPK ∗ 
MAPK ∗ + TF → MAPK ∗ + TF ∗ 
MAPKKK ∗→ MAPKKK 
MAPKK ∗→ MAPKK 
MAPK ∗→ MAPK 
TF ∗→ TF 
(Eq. 11) 
 
A total of 300 experiments are simulated in which the initial concentrations randomly are drawn 
from [S] ∈ [0.001, 1] , [MAPKKK] ∈ [0.1, 1] , [MAPKK] ∈ [0.1, 1], [MAPK] ∈ [0.1, 1], [TF] ∈
[0.1, 1]. In each case, the species concentrations and their temporal derivative were sampled 
every 0.2 time unit from 0 to 10 time units. Then totally, 4500 data pair is generated. 
 
Figure 9 then shows the weights and bias of the trained CRNN with eight hidden nodes. Since the 
catalyst presents both reactants and products. They are neither consumed nor produced. The 
weights in the output layer itself can not reveal the reaction formula. Instead, the reaction order 
inferred from the input weights could reveal the participation of the catalyst, i.e., the catalyst 
shows a positive reaction order but have a ‘zero’ stoichiometric in the output layer. For example, 
the first row in the left heatmap infers that the MAPK* presents in the reactants, while the right 
heatmap infers a stoichiometric coefficient of zero for MAPK*. Therefore, it is inferred that 
MAPK* presents in both reactants and products as a catalyst. The rate constants in Fig. 9 are also 
very close to the assigned rates. The success CRNN approach in MAPK shall open the possibility 
of using CRNN to inference various catalysis reaction systems. 
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Fig. 9. The weights and bias of the trained CRNN with 8 hidden nodes for MAPK pathways. Left: 
weights of the input layer corresponding to reaction orders, middle: bias of input layer in 
exponential scale corresponding to rate constants, right: weights of the output layer 
corresponding to stoichiometric coefficients. Each row corresponds to a reaction. 
4 Summary 
 
This work presents a Chemical Reaction Neural Network (CRNN) approach for autonomous 
discovery of unknown reaction pathways from concentration time series data. The CRNN is 
equivalent to classical chemical reaction network, and it is formulated based on the fundamental 
physics laws of Law of Mass Action and Arrhenius Law. The reaction pathways and rate constants 
can be interpreted from the weights and bias of the CRNN. Stochastic gradient descent is adopted 
to optimize the large-scale non-linear CRNN models. The approach is demonstrated in three 
typical chemical systems from chemical engineering and biochemistry. Both the reaction 
pathways and the rate constants can be accurately learned. Those demonstrations shall open the 
possibility of discovering a large number of hidden reaction pathways in life science, environment, 
and engineering, including but not limited to gene expressions, disease progression, virus 
spreading, material synthesis and energy conversion.  
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