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1. INTRODUCTION 
Suppose K: H, + H, is a bounded linear operator and H, Hz are 
Hilbert spaces. A vector .Y is said to be a lmst .squures solution of the 
equation 
K-x = g (1) 
if 
(we denote the inner product and associated norm in each of the Hilbert 
spaces by (., .) and /I /I, respectively). A least squares solution of (1) exists 
if and only if go R(K) + R(K)‘, where R(K) is the range of K. Moreover, 
the set of least squares solutions is closed and convex and hence contains 
an element of smallest norm. The operator K’: V(K’) = R(K) + 
R(K)’ + H,, which associates with g the minimal norm least squares 
solution Ktg of (1) is called the Moore-Penrose pseudoinverse of K and 
the set of all least squares solutions is Ktg + N(K), where N(K) is the 
nullspace of K (see e.g. [4]). Therefore K’ provides a general means of 
uniquely solving least squares problems associated with (1) and many ways 
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of approximating K’g are known [4]. In particular. the so-called Tikhonov 
approximations converge to K+g, i.e., 
(K*K + rl) ‘K*g + K.‘<g as 1 + 0 (‘2 > 0 ), 
where K* is the adjoint of K. In the case of matrices the convergence of 
the Tikhonov approximations was first established by den Broeder and 
Charnes [ 1 ]. 
In this note we are concerned with a restricted version of (I J and with a 
particular method of approximating a restricted pseudosolution. 
Specifically. suppose L: H, ~+ H, is another bounded linear operator and 
we wish to satisfy (at Icast in a generalized sense) the equation 
in addition to ( 1 ). In the special case when /I = 0, the problem of finding the 
minimal norm least squares solution of ( 1 ) subject to (7) was studied by 
Minamide and Nakamura [8] (see also [h, 51) and they called the 
generalized solution operator the restricted pseudoinvcrsc. 
We are interested in finding a least squares solution of (1 ) among all 
lcast squares solutions of (2). That is, among all least squares solutions of 
(2). we wish to find a vector .Y which minimizes //K-Y-gl/. We will call this 
vector .\- the ~~.srric~fc~/ p.srlrlk,.solution of ( I ) (2 ). To be more specific, we 
wish to find .\- E I!. ‘II + iV( L) such that 
l!K.\--,ril =infj lKlr~,~l’:u~L’11+N(L)I. 
For matrices this problem has been studied extensively by Eldin 12, 31, 
and in the Hilbert space setting by Morozov [9, lo], and Oganesjan and 
Starostenko [ 121. Let K= KI /V(L) be the restriction of K to /V(L), then 
writing 
.x = L+l? + :. IEN( 
the above conditions are equivalent to 
~~~z-(g-KL’h)~~ =infjIlKu. - (g - KI,‘/I)~I:I~‘EN(L)). 
In Lemma 2.1 we show that at least one such : exists for any RE H,, and 
hence a pseudosolution of the restricted problem exists if and only if 
IIE’I(L+) and is unique ifand only ifN(K)nN(L)= {Oi (see also [3]). In 
this case, the unique restricted pseudosolution is given by 
.Y = L ‘11 + 17’ (g ~ KL ‘II) 
= (I- FK) Lb/l + lvg 
(3) 
(See also [X. Theorem 3.11.) 
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We will study a method, which in the finite dimensional case is called 
the method of weighting 13, 131, for approximating the restricted 
pseudosolution s. The key to our analysis is a change in the underlying 
geometry in the space H,. Once this is done, some well-known facts about 
Tikhonov’s method can be applied in the new structure to give a new proof 
of the convergence of the method of weighting in Hilbert space. This 
enables us to clearly see the relationship between the method of weighting 
and Tikhonov regularization and provides more insight into the structure 
of restricted pseudosolutions. We also note the correspondence between the 
restricted pseudoinverse and the concept of L-pseudoinversion [lo]. 
2. PRELIMINARY RESULTS 
We assume throughout that N(K) n N(L)= [O) and that the product 
transformation (K, L): H, + H2 x H, has closed range. These assumptions 
are equivalent to Morozov’s assumptions that K and L are jointly closed 
and complementary [IO]. Define a new inner product [ ., .] on N, by 
[I. 11.1 = (Kr, Kw) + ( LI. Lw), 
and denote the associated norm by 1 ,j (Locker and Prenter [7] call this 
the “star” inner product). Then H, is a Hilbert space under the inner 
product [ ‘, .] and we will denote this Hilbert space by .#, Since (K, L) has 
closed range we have [4, Theorem 1.2.31 
for some IU > 0 and all x E H, Therefore convergence in -X; implies con- 
vergence in H, In order to distinguish the underlying space, we will denote 
the operator L when acting on X, by Y, i.e., 9’: Yr, + H, is given by 
,Yj, = LJ,. Note that Yt and Lt are distinct operators, although they have a 
common domain. 
Our first result relates (3) to Y”h. First we note that R(K) is closed and 
hence /jr(K+)= H2 141. 
LEMMA 2.1. R(K) is c~ios~d. 
Proofs Suppose I&,, =J’,, -,JE H,. Then (K, L) x,, + (y, 0) C: H, x H, 
and since (K, L) has closed range there is an x E H, with (K, L) x = (~a, 0). 
Therefore .Y E N(L) and J = Rx. 1 
THEOREM 2.2. !f’h E ‘s(L’), then IY’h = (I- F?K) Lth. 
Proof: Let )(I= Lth ~ I?KLth. Then (since R(K’) c N(L)), L,r,= LLth 
and hence II’ is a least squares solution of Eq. (2). We must show that Ibt’/ is 
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minimal among all least squares solutions of (2), or equivalently that 
[H’, U] = 0 for all u E N(L). If u E N(L), then if 0 is the orthogonal projec- 
tion of H2 onto R(K), 
[H’, u] = (KM., Kc) 
= (K(I- l?K) L.‘h, Ku) 
=((I-(Z)KLlh, k)=O 
since R(I- Q) = R(K) ‘. 
Therefore ~1‘ is the least squares solution of (2) with minimal 1 ,/-norm, 
i.e., 11’ = F”h. 1 
The restricted pseudosolution (3) can now be expressed as 
.r = .Y+h + i‘?g. (4) 
Of course. I?+ is the restricted pseudoinverse operator of Minamide and 
Nakamura [8]. The following result sheds more light on the vector Yth. 
PROPOSITION 2.3. [f’ h E 9(L.‘), then Y”h is the unique least squares 
.snlufion of (2) safi.$ying lIK6Pthll 6 I/Kyii j or any least squures solution J‘ 
(?f (2). 
ProqfI If J‘ is a least squares solution of (2), then J = 9’h+ q, for some 
11 E N(.Y) = N(L). Therefore, since Y’h is the minimal !. /-norm least 
squares solution of (2), 
ilKY+hl(‘+ llLY+hll’= l.Y’+hl’ 
dj~l*= llK.>‘ll’+ ~lL(2!+h+~)~/’ 
= llKy/j*+ IlLY+h!l’, 
and hence /~KYtIz~j 6 IlKylj, with equality only if J’ = 9+/z. 1 
Proposition 2.3 shows that 9’11 is Eldtn’s L&h [Z] and Oganesjan and 
Starostenko’s .Y,,~, [ 121. The following characterization of RI: is of indepen- 
dent interest and will prove useful in the approximation scheme of the next 
section. 
THEOREM 2.4. [f’g E Y(K’), then Rig = .4Ktg, rchew .Y is the orthogonal 
projector of .X; onto N(L). 
Proof: We emphasize that the projector 9 is orthogonal with respect to 
the [., .I-inner product. 
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Let u = Ktg and ii = I?g. Then u and U satisfy the respective equations 
L41 
Ku=Qg and Kii=og, 
where Q and Q are the orthogonal projections of Hz onto R(K) and R(K), 
respectively. 
Therefore for any z E N(L), 
[u-ti,z]=(Ku-K&K=) 
= (8, QKz) - (g, QK,-) 
=(g,QKz-eKz)=O 
since 
OK2 zz @ = Kz = K,- = Q&, 
i.e., u - u is [ , . ]-orthogonal to N(L). Since U E N(L), it follows that 
~g=~=~fi=~Pu=$‘Ktg, 1 
The next result, which relates the adjoints of the operators L and .Y’, will 
be used in the sequel. 
LEMMA 2.5. L*=(K*K+L*L)Y*. 
Proof: For u E H, and w E H, , we have 
(L*u, v1')= (u, Lw>)= [,Ip*u, W] 
=(K2'*u,Kw)+(L2'*u,Lw) 
=((K*K+L*L)Y*u, w). i 
3. THE METHOD OF WEIGHTING 
The method of weighting for approximating the restricted 
pseudosolution x of (l)-(2) consists of finding the minimizer .Y, of the 
functional 
F(u)= lILu-hl12+t:)/Ku-g/12 (E>O) (5) 
It follows that the operators L*L + cK*K and E- 'L*L + K*K are invertible 
[Ill and 
x,=(L*L+EK*K)~'L*~+(E 'L*L+K*K)plK*g 
?‘, + z, 
(6) 
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Morozov calls .Y the K-pseudosolution of Eq. (2) and has proved that 
.Y, + .Y as i: + 0. We offer an alternate proof which illustrates the 
relationship between the method of weighting and Tikhonov’s method. 
We have seen in (4) that the restricted pseudosolution may be written 
s= Y”lz + Ktg. We know that the Tikhonov approximations 
(Y’*Y + rl) ’ Y*/I converge in .N/, to Yith as x 4 0. Since the product 
transformation (K, L) has a trivial nullspace and closed range it follows 
that these approximations also converge to Y”/r in the Hilbert space H, 
(see e.g. [4, Theorem 1.2.31). Lemma 2.5 allows us to relate these 
approximations to the method of weighting: 
(Y(‘*y’+xl) ‘y*h=((K*K+L*L) ‘L*L+rl) ‘(K*K+L*L) ‘L*h 
= (I --i:)(i:K*K+L*L) ‘L*h 
= ( I ~ ii) .I’, . 
where i: = x;( 1 + x). Therefore the convergence ~3, --f Y”h as i: + 0 follows 
from the well known theory for Tikhonov’s method. 
Concerning the second term in the method of weighting, note that Z, is 
the unique minimizer of the functional 
But, if g E V( K’ ) and Q is the orthogonal projector of H, onto R(K), then. 
since KKtg = Qg, 
where u = K’R 
that is, 




:. Therefore 2, = Ktg - u,, where U, minimizes 
llLu--LK+l:(~‘+i-:~1Ku~/‘, 
II, = (L*L $- cK*K) ‘L*LK+g 
Hence, 
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Now, since .Yt.Y’=Z&.f (e.g., [4]), we have by the convergence of the 
Tikhonov approximations 
as i: + 0. Therefore, by (7 ) and Theorem 2.4, 
z, + K.‘g- (I-Y) K’y 
= .fK+g = K+g 
as c + 0. 
Finally, we note that in fact Z, + K’g as i: -+ 0 for an>’ K E H,. Indeed, if 
go H1 and fin ‘/(K-‘), then 
II:, - K+gll < Il(c: ‘L*L + K*K) ‘K*(g-g)ll 
+ ll(f: ‘L*L + K*K) ‘K*g - K+jll + IlR+g - KtKl~ 
We have shown that the middle term on the right converges to zero as 
i: --) 0. Since Y(Kt) is dense in H,, Et is bounded, and (c ‘L*L t- K*K) ’ 
is uniformly bounded, it follows that Z, + K’g as E + 0. 
By using well-known results on Tikhonov’s method, we have therefore 
established the convergence of the method of weighting in Hilbert space. 
(The original proof given by Morozov [9, Theorem 3, p. 71 uses entirely 
different techniques). We summarize the main result in the following 
theorem. 
THEOREM 3.1, Suppose K: H, + H, und L:H, d H, uw hounded linear 
operators and the product operator (K, L): H, --f Hz x H, has trikd 
mdlsp~lcr and dosed range. Jf’h E a( L.‘) and g E H,, then the> minimizer x,. of’ 
(5) comvrges NS c + 0 to the restricted pseudosolution of’ ( 1 )--( 2). 
The ideas developed by Locker and Prenter [7] can be used to establish 
convergence of the method of weighting in the case in which K is an 
unbounded densely defined closed linear operator with closed range such 
that 
Iv-4 2 IW for SE // N(K) CP > Oh 
In this case Lemma 2.1 and Theorem 2.4 above remain valid. Locker and 
Renter show that (Y(K), [., .I) is a Hilbert space, which we may denote 
Yi’, If we understand by L the operator L restricted to %(K) (with the 
usual inner product) and denote by .Y the operator L acting on Xi, then 
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Theorem 2.2 and the decomposition (4) hold. It then follows 
[ 7, Lemma 4.11 that 
Y* = (K*K + L*L) ‘L* 
and the convergence of the method for he9(Lt), ge9(Kt) can be 
established as above. 
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