In this paper, we reinvestigate the solution for chaotic time series prediction problem using neural network approach. 
feature that offers tremendous speed only when implemented in hardware. From these evidences, neural network hardware is defined as our motivation in this Paper. In our earlier publications [4-61, it was shown that CEP is an efficient hardware learning algorithm. It only required 4-bit weight quantization to solve 4-8 bit parity problems and 7-bit weight quantization to reproduce the same accuracy results as &bit weight quantization with two more hidden units added for color segmentation problem [7] . We now broaden the application of CEP to solve the chaotic Mackey-Glass time series prediction problem.
The nature of this problem is such that data never repeats itself, but is rather chaotic. To capture this prediction, the transformation for the fiLture data must contain high order correlation of the past and present data. This study will, once again, help us to confirm the potential of CEP to such high order correlation for prediction which may be useful for intelligent control or robust data validation.
II. Architecture of CEP
The CEP architecture is shown in Figure 1 where X is the input and 0 is the output set. Hidden units are added one at a time as needed. 
The details of CEP procedure can be found in [4] .
Differences between CEP and CC:
The common goal of CEP and Cascade Correlation (CC) [8] is to maximize AEthrough weight set W,. However, the following differences can be noted
The technique to achieve the maximization of AE with CEP is based on perceptron learning; versus covariance/correlation learning for CC. From the hardware view point, perceptron learning using stochastic technique is easier to implement in hardware as compared to covariance/correlation, using a batch technique.
CEP uses one hidden unit at a time with zero initial weight while CC uses a pool of candidate hidden units with different random initial weights for new hidden unit and picks the best candidate out of this pool.
Wh,,(t+l) is the only component needed to be calculated in CEP whereas in CC, Who(j) with j=l:t+l and Wio are both relearned, when a new hidden unit is added.
Most important is that equations (I) and (2) are obtained in CEP through a mathematical analysis whereas equation (1) is empirically introduced in CC.
From above, the weight sets (Who(n+l) and Wih(n+l)) which relate to a new hidden unit n+l are the only sets to be learned in CEP. From this strategy, the algorithm is able to manipulate the dynamical stepsize of weight discretization to be propoxtional to the previous energy to achieve the efficient limited weight quantization. The results of this technique were analyzed and were published elsewhere [4, 9] .
Simulation Pro b 1 em
The chaotic time series can be defined as follows [lo] : 
Simulation Results:
Training performance:
For the training phase, the results are summarized in Table   1 . In this table, we only present 3 hidden units to be added for this study. For this first block, we used floating point (&bit) to train the 351 data. The learning performs well with one hidden unit and it continues to improve when more hidden units are added as shown by the root mean square (RMS) and standard deviation (STD) values.
With 6-and 4bit weight quantization, the learning perfbrmance with the two methods of weight quantization are very close; however, the analysis [4] suggested that the round-off would perform better in learning. In 5-8 bit parity problems, the simulation results agreed with the theoretical analysis [4] . Table 1 : The training performance of CEP for the chaotic Mackey-Glass time series prediction problem using the round-off and truncation techniques for weight quantization.
Generalization performance:
Aftex completion of the training phase, our network was set up to test a set of unlearned data that contained 65 1 test values. The test results of the network performance with the round-off and the truncation methods for weight quantization are given in Figures 2 and 3 respectively.
In Figure 2a and 3a plots, the prediction values with 64-bit floating point (double precision) as well as with 4-and 6-bit weight precision, are plotted along with calculated results. For clarity, the comparative errors are plotted in Figure 2b and 3b. As expected, the least errors (-1%) are with the &bit precision. However, with 4-and &bit weight precision, the errors are of the order of 2.5%, concentrated mainly at the sharp peaks and valleys.
Further, a comparison of results of Figures 2 and 3 show that the round-off method for weight quantization seems to work slightly better than the truncation method as by shown by the dotted curves in the two figures. Specially, it may be noted that the errors with the truncation method are more skewed below zero. 
IV. Conclusions
The advantages of the CEP leaming algorithm can be summarized as follows:
0
Simple perceptron learning procedure is applied.
Learning scheme is tolerant of lower weight resolutions.
A reliable model in learning neural networks as shown by the solutions of the benchmark problems. Hence, CEP is a hardware implementable learning technique.
